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ABSTRACT 
2D-to-3D conversion is an important task for reducing the current 
gap between the number of 3D displays and the available 3D con-
tent. Here, we present an automatic 2D-to-3D image conversion 
approach based on machine learning principles. Stemming from 
the hypothesis that images with a similar structure have likely a 
similar 3D structure, the depth of a query color image is estimated 
using a color plus depth image dataset. Clusters with common 
scene structure are computed offline. Then, a matching process 
is performed to select the cluster centroid which is the most sim-
ilar to the query image. A prior depth map is computed fusing 
the depth maps of the images in this cluster. Then, an edge-based 
post-processing stage is applied to the prior depth map estimation 
to enhance the final scene depth estimation. Promising results are 
obtained in two commonly used databases achieving a similar per-
formance to other much complex state-of-the-art approaches. 
Index Terms — 2D-to-3D conversion, depth maps, depth prior, 
clustering, machine learning 
1. INTRODUCTION 
An important rise in the number of 3D players and displays such 
as TVs, smartphones, cinemas, DVD/Blu-Ray or video game con-
soles has happened in the last decade. Despite of this, the amount 
of available 3D content, like images, movies or TV broadcasting, 
has not increased at the same rate creating an important gap be-
tween the quantity of 3D players and the volume of 3D content. 
To balance this situation, different algorithms have appeared to 
convert, automatically or semi-automatically, the current 2D con-
tent into 3D to satisfy the demand of the users for 3D experience. 
The 2D-to-3D image and video conversion is a task that is 
usually performed in two main stages. First, a depth map of the 
image or video is estimated, and then, this estimation and the orig-
inal image are used to render a stereoscopic pair. Here, we focus 
in the first stage of the algorithm: depth extraction from a monocu-
lar image, which is more challenging, and in addition, there exists 
many algorithms that generate a stereo-pair that achieve a good 
quality. 
During the last years, new machine learning-based algorithms 
have appeared as an alternative for the 2D to 3D image and video 
conversion task. The usual hypothesis behind these new meth-
ods is that images which have a high photometrical similarity will 
probably have similar 3D structures (depths). Saxena et al [1] per-
formed a supervised learning strategy to estimate the scene struc-
ture from a monocular image using an image parsing strategy and 
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Figure 1. Block diagram of the proposed 2D-to-3D image conversion al-
gorithm 
Markov Random Fields to determine 3D locations and orienta-
tions. In [2] [3], the incorporation of semantic labels and more 
sophisticated methods achieved better scene depth results. In [4], 
Karsch et al. used an approach based on Scale Invariant Feature 
Transform (SIFT) flow and an optimization post-process to im-
prove the results and extend the method to work with videos. Kon-
rad et al. [5] proposed a more computationally efficient method 
using a descriptor based on Histogram of Oriented Gradients (HOG) 
to match similar images instead of the SIFT flow approach. Also a 
Joint Bilateral Filter is used to enhance the resulting depth map. In 
our previous work [6], a new approach based on Local Binary Pat-
terns (LBP) features are used to find an adaptive number of simi-
lar images that are fused in a weighted way to estimate the depth 
scene structure. Since the computational cost of these methods is 
proportional to the size of the database, these algorithms become 
impractical when using large databases. To alleviate this problem, 
in [7] we also presented an approach based on hierarchical search 
in clustered databases, which improves the efficiency of the search 
process. In [8] we used GIST as a descriptor since it improves the 
performance of the algorithm, and we modified the search for find-
ing similar images by means of a saliency-based weighting strat-
egy to get better results in the regions of the scene with higher vi-
sual demand. Other strategies, such as the presented in [9], avoid 
the search for similar images by using directly a depth prior se-
lected from a built-in depth priors set, and using a segmentation-
based filtering to enhance the scene depth structure. 
Those methods previously presented usually lack of well de-
fined edges. To solve these problems, while keeping a reasonable 
computational complexity and fast search times, a new machine 
learning and automatic 2D-to-3D image conversion algorithm is 
proposed. The conversion of a query image is performed in three 
main parts. First of all, before the conversion process starts, a 
database of pairs of images and depth maps is divided into clus-
Figure 2. From left to right: Query Image, Depth Map Prior, Final Depth Map Estimation and Depth Ground Truth for images of Make3D dataset 
ters using the GIST [10] descriptor, which provides a global rep-
resentation of the scene instead of local details as the previously 
referred descriptor do. Then, a depth map prior for the query im-
age is estimated using a machine learning approach. The algo-
rithm matches, using the GIST descriptor, the query image with 
the cluster centroids estimated in the offline process, and gets from 
the matched cluster a depth prior which is the result of the combi-
nation of the depth maps associated to the images in that clusters 
by the application of the median operator. In the last step, an edge-
based refinement post-processing is performed by applying a size 
adaptive filter to enhance the 3D structure of the scene. 
2. ALGORITHM DESCRIPTION 
Given a color query image Q, and a database D B composed by 
pairs of color images I and their associated depth maps D, the 
purpose of the presented approach is the estimation of depth map 
De s t of Q. The correct performance of the algorithm is subject to 
the presence of structurally similar images to Q in D B . 
The proposed 2D-to-3D image conversion algorithm can be 
divided into three main stages. In the first stage, that can be con-
sidered a pre-processing stage, a clustering of all color images 
in the database is performed to make clusters containing similar 
images from a photometrical point of view and assign a depth 
map prior to each cluster. In the second stage, the query image 
is matched with the centroids of all the clusters computed in the 
previous stage and the depth prior corresponding to the cluster 
that matches best the query image is selected. In the third stage, 
an heuristic edge-based post-processing is applied to the selected 
depth prior in order to enhance the 3D structure of the scene. The 
block diagram of the proposed system can be shown in Fig. 1. 
The difference with our previous approaches [6][7] is the learn-
ing based prior generations performed during the clustering and 
the edge-based post-processing stage that enhances the scene depth 
map estimation. 
2.1. Database Clustering 
The clustering process has a double goal. First, the images in the 
database are organized by structural similarity. In parallel, divid-
ing the database into clusters lets the algorithm work in a more 
efficient way in large databases as it was described in [7]. This 
stage of the algorithm can be performed offline, before a query 
image Q arrives for conversion. 
The clustering is performed over a compact feature-based rep-
resentation of the color images in the dataset. This feature descrip-
tors are based on GIST [10] descriptor and are built by dividing 
the image into 4 x 4 tiles, and obtaining the GIST descriptor in 
each of these tiles. Then, the descriptors of each tile are concate-
nated in a single vector F I which characterizes the whole image. 
GIST has been selected to be used for building the descriptor since 
it provides a global description of the scene. 
The k-means algorithm along with the correlation coefficient, 
as similarity metric, is used to cluster the color images according 
to their feature-based representation in such a way that images 
grouped in the same cluster have a similar structure. The centroid 
of each cluster FC is the average across all the GIST-based feature 
descriptors of the color images in the cluster 
Once the clusters have been obtained, a depth map prior is 
assigned to each cluster by computing the median operator across 
the depth maps associated to all images grouped in the cluster. 
2.2. Matching 
The matching process starts with the computation of the GIST 
descriptor of the query image FQ . This descriptor computation 
is performed in the same way that is done for the images in the 
dataset, but in this case is an online process that cannot be per-
formed beforehand. Then, the similarity between the descriptor of 
the query image and the centroids of the clusters of the database 
D B is computed using correlation as the similarity metric as fol-
lows: 
c (n )=cor r (F Q ,F C n ) , (1) 
where corr() is the correlation measure, FQ is the GIST-
based image feature descriptor of the query image Q, and F C n 
is the n t h centroid of the clustered database D B . 
The depth map prior, associated to the cluster with the highest 
similarity is chosen as the depth map prior D p r i o r of the query 
image Q. 
2.3. Edge-based Post-processing 
The depth map prior previously estimated works as a first approx-
imation of the depth map of the scene, following the general vari-
Figure 3. From left to right: Query Image, Depth Map Prior, Final Depth Map Estimation and Depth Ground Truth for images of NYU Kinect dataset 
ations of the depth of the image but it needs to be enhanced to 
obtain a good depth estimation of the images where the depth of 
the different objects could be appreciated and not just global vari-
ations. 
The aim of this stage of the algorithm is to delimitate the depth 
of the different objects of the color image and to smooth the depth 
variations inside the different objects in the scene 
Based on the hypothesis that edges in a color image and in 
a depth map use to match, we perform over the depth prior an 
heuristic edge-based post-processing to refine the depth map prior 
and enhance the 3D structure of the scene. To perform this post-
processing, we first compute the Sobel edge detector of the query 
image Q. 
Then, we apply an adaptive size filter with a Gaussian kernel. 
The size of this filter changes to cover always a large area of the 
image but without reaching any of the pixels detected as an edge 
by the Sobel detector. The initial window shape for pixel p is 
the largest square which do not include any of the pixels detected 
as edges by Sobel. Then, the size of the window grows in each 
direction until reaches the pixels detected as edges. A Gaussian 
kernel is applied to the pixels in the resulting window centered in 
pixel p. 
3. EXPERIMENTAL RESULTS 
The proposed approach has been tested in two different datasets. 
The Make3D dataset [11], composed by 534 pairs of color images 
and their corresponding depths, and the NYU Kinect database 
[12], with a total of 1449 pairs of images + depth maps. 
The resolution of the Make3D dataset is 2272 x 1704 for color 
images and 55 x 305 for depth maps, while in NYU database, the 
resolutions is 640 x 480 for both color images and depth maps. For 
a straightforward comparison with other approaches in the state 
of the art, images and depth maps of both databases have been 
resized to 320 x 240 pixels. 
The quality of the final estimation is sensible to the value of 
the number of clusters in which the databases are divided. We 
have chosen a value of 75 clusters for the Make3D dataset and 80 
clusters for the NYU database, as these values achieve the best 
performance. 
To evaluate the performance of the algorithm quantitatively, 
we performed the tests in a leave-one-out cross-validation con-
figuration for both databases. As the quality metric, we used the 
correlation coefficient (C), the Peak Signal to Noise Ratio (PSNR) 
and Structural Similarity (SSIM), all of them computed between 
the depth ground truth and the depth estimation provided by this 
method. The correlation coefficient is defined as follows: 
C = 7 ,; \J-Jest [2| MDesíJ l Q[^J Í^DQJ (2) 
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where N is the number of pixels in / iD e s t and DQ (ground-
truth depth of the query image Q), i^D£St and I^DQ are the em-
pirical mean values of D£St and DQ, respectively, (TDcst and a¿Q 
are the corresponding empirical standard deviations, and it refers 
to each pixel of the image. The normalized cross-covariance C 
takes values from -1 to +1 (values close to +1 indicate that the 
depth maps are very similar an values close to -1 suggest they are 
complementary). The other metricsare mathematically expressed 
by 
/ KM A É = [DQ yi) — D£St [i]) /JV , 
maxiDn) 
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where max is a function that return the maximum value. 
The SSIM is used as proposed in [13]. The higher the values 
of these metrics are, the higher quality has been achieved in the 
estimation 
The results of our approach have been compared with the 
Depth Transfer approach of Karsch et al. [4] and the HOG-Based 
Depth Learning approach of Konrad et al [5]. Tables 1 and 2 show 
the quantitative results for Make3D [11] and NYU [12] databases. 
As can be seen, for Make3D dataset, we achieve a similar qual-
ity than the other algorithms (best for PSNR and second best for 
the other C and SSIM) while for NYU dataset, we outperform the 
other two approaches for the three used metrics. 
In Fig. 2 and 3, some examples of query images, depth map 
priors and final depth maps estimations, generated by this method, 
are shown. 
While NYU dataset is composed by indoor scenes, Make3D 
images represent outdoor scenes, which tend to have smoother 
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Table 1. Evaluation of state-of-the-art algorithms using the Correlation 
Coefficient (C), PSNR and Structural Similarity (SSIM) metrics in the 
Make3D database in Leave One Out configuration. The results are the 
average over the 534 test images. 
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Table 2. Evaluation of state-of-the-art algorithms using the Correlation 
Coefficient (C), PSNR and Structural Similarity (SSIM) metrics in the 
NYU database in Leave One Out configuration. The results are the av-
erage over the 1449 test images. 
depth maps, easier to estimate even with a smaller database. As it 
is showed in Tables 1 and 2, the decrease in the quality measures 
of our approach is less pronounced than the reduction suffered by 
the other algorithms. Especially significant is the reduction in the 
performance of Karsch approach[4] for the indoor images dataset. 
Therefore, we outperform the HOG-Based Depth Learning 
approach (C, PSNR, and SSIM) and the Depth Transfer approach 
(PSNR) and we have slightly better results than Depth Transfer 
approach (C and SSIM), but a significantly lower computational 
cost. 
4. CONCLUSIONS 
A novel algorithm for automatically estimate the 3D structure of a 
query image has been presented in this paper. The approach, uses 
a machine learning framework to infer the depth of a given image 
using a database composed by pairs of color images and depth 
maps. Our method uses K-means to divide the database into dif-
ferent clusters and assign to each cluster a depth map prior based 
on the depth maps of the images in the cluster. This clustering also 
allows to extend the use of the algorithm to larger databases avoid-
ing the problem of excessively long times that present this kind 
of algorithms for the search stage. The query image is matched 
with all the cluster centroids and the depth map prior of the clus-
ter that matches best with the query image is selected as a depth 
map prior of the query image. An edge-based refinement post-
process is applied to the depth map prior to enhance the 3D struc-
ture of the scene and obtain a good final depth estimation for the 
query image. The algorithm keeps a constant quality value for 
the two used dataset, getting similar results than others state-of-
art approaches in the outdoor database and outperforms them with 
the indoor database, whose depths are harder to estimate, while 
keeping a reduced complexity. 
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