ABSTRACT Internet of things (IoT) is revolutionizing this world with its evolving applications in various aspects of life such as sensing, healthcare, remote monitoring, and so on. Android devices and applications are working hand to hand to realize dreams of the IoT. Recently, there is a rapid increase in threats and malware attacks on Android-based devices. Moreover, due to extensive exploitation of the Android platform in the IoT devices creates a task challenging of securing such kind of malware activities. This paper presents a novel framework that combines the advantages of both machine learning techniques and blockchain technology to improve the malware detection for Android IoT devices. The proposed technique is implemented using a sequential approach, which includes clustering, classification, and blockchain. Machine learning automatically extracts the malware information using clustering and classification technique and store the information into the blockchain. Thereby, all malware information stored in the blockchain history can be communicated through the network, and therefore any latest malware can be detected effectively. The implementation of the clustering technique includes calculation of weights for each feature set, the development of parametric study for optimization and simultaneously iterative reduction of unnecessary features having small weights. The classification algorithm is implemented to extract the various features of Android malware using naive Bayes classifier. Moreover, the naive Bayes classifier is based on decision trees for extracting more important features to provide classification and regression for achieving high accuracy and robustness. Finally, our proposed framework uses the permissioned blockchain to store authentic information of extracted features in a distributed malware database blocks to increase the run-time detection of malware with more speed and accuracy, and further to announce malware information for all users.
I. INTRODUCTION
Recently, the scope of the internet of things (IoT) is expanding with the introduction of a variety of applications such as healthcare, smart agriculture, smart home, smart shopping, etc. as shown in Figure 1 . Most of the devices in a shared IoT network are based on the Android platform due to flexibility, robustness and hardware support, which is pivotal for sensors interface. The different type of IoT devices provides several distinguished services related to sensing, The associate editor coordinating the review of this manuscript and approving it for publication was Gang Mei.
monitoring and controlling tasks (as illustrated in Figure 1 ). Consequently, in our inexorably associated society, the number and scope of Android devices keep on increasing. It is assessed that there will be roughly 6.1 billion smartphone clients by 2020 [1] , [2] . Therefore, malicious activity can affect the working of many devices connected in a network. The recent studies focus on malware detection for Androidbased devices.
Furthermore, the Android devices are attractive target for hackers due to extensive use of the Android platform in IoT devices [3] . The hacker exploits android application features to break the security and privacy of devices, which poses a serious threat towards leakage of personal data such as the location of the user, contact information , accounts, photos,and etc. In addition to this, most of the Android devices do not use anti-virus or malware detection applications [4] - [6] . The previous literature reports several techniques to address the problem of malware attacks, such as a sandbox, access control, signature mechanism, authority mechanism [7] - [9] . Furthermore, in [3] , an M0Droi framework based on API calls has been proposed to generate signatures which are pushed toward the client devices for danger identification. However, TaintDroid [10] developed an exception-based malware discovery system based on usage of application data behavior. Moreover, Canfora et al. [11] , designed a structure to monitor Android Dalvik activity codes regarding frequencies, which can detect malware applications. Besides, Burguera et al. [12] , proposed Crowdroid framework for the client and server components. The client uses the strace mechanism of the Linux system for monitoring android system calls. Kim et al. [13] , proposed CopperDroid framework, which detects the behavior of Java code and local code execution. Moreover, most of the previous studies proposed for Android malware detection were based on the limited types of feature selection to detect malware [5] , [6] , [14] - [18] . Additionally, most of existing malware detection methods cannot be directly employed for IoT devices due to their computation complexity and limited resources such as cost, memory and limited processing capabilities [5] , [6] , [14] - [18] . Several techniques are developed for selecting the features of malware [14] , [19] - [21] for instance information gain technique [19] , but they are based on limited types of feature to detect the malware.
To solve the problem, blockchain and machine learning are posing a momentum around the world towards their use for intelligent model training and secure information exchange. Blockchain technique ensures secure and reliable IoT data sharing; the reason for adaption includes high credibility and high efficiency.The internal architecture of this new type of technology is based on a distributed computing paradigm. The proposed technique combines blockchain and machine learning for effective malware detection. Machine learning automatically extracts the malware information using clustering and classification techniques, and further store the information into the blocks. In this structure, all malware information stored in the blockchain, each type of latest malware can inspect by machine learning methods using our enhanced clustering and Multi-class Naive Bayes classifier. A blockchain consensus rules for validating the malware using the p2p network, as the machine learning is used to train the model, and automatically share the malware information to all users in the network. Thereby, we enhanced malware detection accuracy by combining machine learning and blockchain. Machine learning was used to detect and train the model for Android malware detection, creating a vast amount of malware database. The blockchain-based framework was used to store the trained model results in the blockchain.Thus, our proposed framework can identify the new type of malware for IoT devices.
In addition, our proposed framework detects malware using different features information to reflect various characteristics of applications in numerous aspects. Our proposed methodology first distinguishing the malware and benign, and refines them using enhanced clustering methods. Our clustering method calculates the weights of each feature set and iterative reduced the unnecessary features that can effectively distinguish malware and benign applications even though malware have many properties similar to benign applications. Moreover, our proposed clustering method handles multidimensional data by reducing the features using weight learning procedure. This property enables our method to fit for applying on many types of clustering problems. For example, it can be applied on image recognition, cell formation, topic identification, text summarization and many more [22] - [27] . In the second phase, we propose a multi-feature Naive Bayes algorithm for classification of malware. The input matrix for decision tree based Naive Bayes is the output matrix of the clustering process which includes feature-weighting matrix and clustering labels. Among many useful classification algorithms, we analyzed that the Naive Bayes is the most suitable classification approach for various types of features. Additionally, it extracts the most vital characteristics of input matrix for removing noisy objects from the data. Finally, our proposed framework integrates permissioned blockchain database for storing de-tracked information of malware features, which are automatically generating new blocks that can identify the new type of malware for IoT devices. The permissioned blockchain provides actual information in a distributed malware database to increase the runtime detection of malware more efficiently. The advantage of this method is can be applied directly to the mobile device. Our contribution includes major folds as follows:
1) The proposed technique consist of both blockchain technology and machine learning techniques for malware detection of IoT devices. Machine learning automatically extracts the malware information using clustering and classification technique, and store the information into the blockchain. 2) We enhance the clustering algorithm for feature selection by: 1) calculating the weights for each feature set 2) developing a parametric study for optimization, and 3) iterative reduction of unnecessary features having small weights. 3) We propose the multi-feature Naive Bayes algorithm for classification based on decision trees for extracting more important features to provide classification and regression for achieving high accuracy and robustness. 4) Furthermore, our framework also proposes the use of permissioned blockchain, which provides actual information in a distributed malware database to increase the run-time detection of malwares with more speed and accuracy by storing the extracted features in blocks to announce malware features information for all users. After the brief introduction of the paper, the following sections are arranged as follows. Section II contains the previous reported research work on Android malware detection. Section III gives a brief overview to the proposed methodology based on clustering, classification, and blockchain. Conducted experiments and results are discussed in Section IV. Finally, The section V concludes the contribution of paper and results.
II. LITERATURE REVIEW
In this section, we briefly review the related literature work. Firstly, we discuss the static analysis, which consists of two methods i) Permission-based analysis ii) API Call based analysis. Secondly, we elaborate the dynamic analysis that is used to extract the training characteristics of the model. Also, we consider the hybrid analysis that combines the static and dynamic analysis. Finally, we compare the static, dynamic and hybrid analysis.
A. STATIC ANALYSIS
The recent use of static features of machine learning to detect Android malware include the following: Cen et al. [28] proposed a model based on API call and permissions. This method also utilize regularized logistic regression (RLR). Moreover, RLR was compared to different machine learning techniques such as SVM, KNN, decision tree and naive Bayes. DroidMat [29] classified the malware and benign according to the intents, permissions and API calls. For extracting static features, the author used k-nearest neighbors (k-NN) and k-means clustering algorithm. In [30] , SVM classifier was developed for on-device malware detection. The proposed algorithm based on API calls, permissions and network access. Yerima et al. [9] , [31] , used random forest ensemble learning models to detect the malware, which was based on permissions, API calls, embedded commands and intents. Wang et al. [32] applied SVM, decision trees and random forest to analyses the use of vulnerable permissions for malware detection. Varsha et al. [33] extract static features from the manifest and application executable apk files. DAPASA [34] utilized sensitive sub-graphs to construct five features depicting the performance random forest algorithm achieved the best detection. Wang et al. [32] , used logistic regression, linear support vector machines, random forest and decision trees. Furthermore, the author achieved the TPR (true positive rate) of 96% and FPR (false positive rate) of 0.06% with the logistic regression, which was highest as compared with other used classifiers. The dataset used in [32] , was composed of 18 363 malware applications and 217 619 benign applications, to describe the particular static signature and stage particular static features. Most of the literature explore machine learning approaches for malware VOLUME 7, 2019 FIGURE 2. Static feature extraction. detection [32] , [35] - [39] . The feature extraction methods are shown in Figure 2 . Also, Table 1 describes some features sets of static methods.
Furthermore, some static features detection methods are shown in Table 2 . The k-nearest neighbors machine learning classifier achieves better performance and accuracy in the detection of the malware. However it takes more processing time with a large amount of data. That's why most of the authors used Support Vector Machine and Random Forest classifiers. Therefore, we use and enhance the Naive Bayes algorithm which is based on decision tree(Random forest is based on decision tree) for Android malware detection.
1) PERMISSION-BASED ANALYSIS
Since the Android security model is based on application permissions, the permission set was extracted from the manifest file. Every application must have the privileges needed to access different features. During the application installation, the Android platform asks the user whether to grant the requested permissions. There are some permissions, which can be exploited by malicious applications. For example, a malicious application may use the permissions to access the SD card and the Internet, in order to access and filter sensitive information on an SD card.
Among the 145 permission set, 48 permission are risky permissions which are mentioned in previous literature [19] - [21] as shown in Table 3 . Moreover, Li et al. [43] , developed a SIGPID framework to detect the risky permissions. Moreover, the author extract top 22 risky permission as mentioned in Table 4 . Furthermore Kumar et al. [18] , used a data-mining technique to extract the risky permission, based on association rule set of risky permission shown in Table 5 .
2) SUSPICIOUS API CALLS
The second solution is a static analysis of the source code of the app. Malicious codes usually use a combination of services, methods and API calls that is not common for non-malicious applications [12] . To differitiat malicious and non-malicious applications, the machine learning algorithms are able to learn common malware services such as combinations of APIs and system calls. Figure 3 shows the some of suspicious API calls, which are mostly used by malware applictions. Figure 4 shows the extracted features from the APK file that contains the classes.dex file.
B. DYNAMIC ANALYSIS
AntiMalDroid [63] was a machine learning method to extract dynamic features, which uses the detection technique based on behavioral sequences as feature vectors with SVM. Also, DroidDolphin [45] use Support Vector Machine with features that obtained dynamically. Afonso et al. [64] proposed a dynamic API calls and framework calls to track and study bolster vector machines, J48, IBk (an example based approach), BayesNet Pool, BayesNet K2, Random Forest, and Naive Bayes. Figure 5 shows the feature extraction method and detection technique of the dynamic analysis. Many machine learning Bayesian network (BN), and Naive Bayes. Table 6 illustrates the accuracy level, dynamic features and related detection methods.
C. HYBRID ANALYSIS
To improve the performance of learning algorithms, the hybrid analysis was developed, which utilizes the dynamic and static features as shown in Figure 6 . Some researches proposed multi-classification techniques [70] , [71] to obtain high accuracy in the hybrid analysis. Furthermore, The static features include Publisher ID, API call, Class structure, Java Package name, Crypto operations, Intent receivers Services, Receivers, and Permission, and dynamic are Crypto operations, File operations, Network activity. The APK file extracted static features from classes.dex files, and dynamic features from Androidmanifest.xml file. Hybrid Analysis combines static features and dynamic features. These features are used to detect malicious applications. In [72] , following features are selected form static ( permission and APICall) and dynamic ( SystemCall). Liu et al. [72] used the SVM and Naive Bayes machine learning classifier.
The SVM classifier used for static analysis achieved 93.33 to 99.28 % accuracy, while the Naive Bayes used for dynamic analysis achieved accuracy up to 90 %. Furthermore, Kim et al. [73] , used the J48 machine learning classier, and further utilized the features selected from static (permission) and dynamic (API Call). Saracino et al. [74] , achieved 96.9 % accuracy based on KNN by selecting the static feature (permission) and dynamic (critical API, SMS, User activity System call) features. high accuracy. The limitations associated with this method are Mimicry attack, high computation, code obfuscation, and difficult to handle multiple features.
2) DYNAMIC ANALYSIS 1) Single category features: it poses a better accuracy and easy to recover code obfuscation as compared with static analysis. However, its feature extraction process is difficult, and it consumes high resources. 2) Multi-category features: It gives better accuracy and easy to recover code obfuscation as compared with a static and dynamic single category. The limitations of this approach are: 1) difficult to handle multiple features, 2) high resources, and 3) more time computation.
3) HYBRID ANALYSIS
The main benefits of hybrid analysis are to perform the highest accuracy as compared to static and dynamic analysis. The limitations are 1) highest complexity, 2) framework requirement to combine the static and dynamic features, 3) more resources utilization, and 4) time-consumption.
III. PROPOSED SCHEME AND METHODOLOGY
In this section, we propose the malware detection framework which is based on three techniques, i) Clustering Algorithm ii) Naive Bayes Classifier for Multi-Feature iii) Blockchain based malware detection framework. Overall architecture of the proposed system is shown in Figure 7 . A new blockchain-based framework was presented to evaluate the performance of malware detection. The proposed machine learning technique provides an efficient approach to train the model, further stores and exchanges the trained model results throughout the blockchain network for spreading the information of newly generated malware. Our proposed framework holds the information about the new types of malware. So, the shared database can control new types of malware and secure devices. It helps to increase malware detection accuracy by providing a dynamic way of sharing information about the new types of malware using application layer. The ledger employs a link list or chain of VOLUME 7, 2019 blocks; each block contains the information about number of malware that was validated to the network in the given timestamp. The distributed ledger records all types of malware in history. Using the previous history, we trained our model and detected malware efficiently and fast.in addition to this, it also stores the malware information single federated datasheet, which can help to detect the new type of malware quickly. Putting information about malware in the blockchain improves the performance in terms of runtime malware detection for Android IoT devices. The blockchain executes the machine learning classifier to evaluate the speed of detection of malware.
The proposed framework runs in recurring way described in following three steps as follows:
1) Hackers create a new type of malware.
2) Machine learning identify the malware and re-train the model.
3) The new type of malware information stores in the blockchain database. More precisely, the first method based on a clustering algorithm, which reduces the high dimensional data and removes unnecessary features. Secondly, we use classification method based on Naive Bayes for multi-feature classification. Finally, a blockchain based framework to detect run time malware is proposed.
A. MODIFIED FEATURE REDUCTION USING CLUSTERING ALGORITHM
The classification algorithm classifies the malware application for each cluster. KNN and c-mean is a very popular algorithm for clustering. Also, the feature extraction is an essential factor for high-dimensional data. To address the problem of irrelevant features, we enhance the clustering algorithm for feature reduction that takes less time for the large dataset and low-cost computation in the training process. Our proposed scheme reduce the high dimensional data and remove unnecessary features. The method calculates the weights of each feature set and iterative reduced the unnecessary features that effectively distinguish malware and benign applications even though malware has many properties similar to benign applications. It handles multidimensional data by reducing the features by weight learning procedure. This property enables our method as a suitable candidate for many types of clustering problems. For example, it can be applied on image recognition, cell formation, topic identification, text summarization and many more. The following are objective of our proposed scheme: 1) Calculating the weights for each feature set.
2) Developing a parametric study for optimization.
3) Iterative reduction of unnecessary features having small weights. Suppose x = {x 1,. x 2,...... x n } is the dimensional dataset. w j is the weight of thejth features. The following equation defined in [22] - [27] . 
From the above equation the enhance equation shown below. To achieve the constraint, 
Compared with the feature set before optimization, the feature set obtained by the above method is mixed with the feature of uncertainties. This feature set can reduce the training time of the model and the prediction time. Our proposed algorithm for removing unnecessary features shown in Figure 8 .
The similarity-based features are extracted from the API and Opcode features, which are further used during the feature vector generation to achieve reduced feature set. Firstly, we normalized the values in the range of [0,1]. After that, we measure the distance of malicious features by using the centroid of the cluster. The similarity is measured by calculating the minimum distance among various features. Moreover, by evaluating the similarity values, it can be observed that each feature matrix can contain similarities to the centroids of multiple clusters computed with known malware applications. Consequently, the input malware's feature can belong to a certain similarity based feature cluster.
To avoid the irrelevant features and improve the performance, we select the small weights for the feature reduction. In this process, we used threshold function to determine unimportant features. It can be noticed that the collected dataset has a number (n) of data points (d). Every data point has a different feature, to set the weight constraint the distance between the cluster center and data points, that can reduce the distance when the center is small, and entropy function d j=1 W j = log w j was used to control the feature weights.
There are various criteria for evaluating classifiers and every criteria is based on the selected goals. According to our dataset the parameters are α = 0.5, u = (33) t , k = 1 0 0 1 . Additionally, since the weights of clustering depend on initialization so we initialize the weights as W = [0.250].
B. NAIVE BAYES CLASSIFIER FOR MULTI-FEATURE
DREBIN [30] method was used for static analysis to build datasets based on application permissions, API and other features. Our approach is more efficient than DREBIN when combining the features. Also, the support vector machine (SVM) algorithm was used to classify malware datasets. It is challenging to enhance DREBIN. Previous research [17] , [19] , [40] , [44] shows the Random Forest achieved the best performance in malware detection. Random forest is the collection of decision trees or more precisely it makes the forest of decision trees.Therefore, we enhanced the Naive Bayes classifier based on decision trees. It can be utilized for both classification and regression that can achieve high robustness and accuracy. Table 8 shows the attribute of the proposed method and the Figure 9 shows the description of algorithm.
C. BLOCK-CHAIN BASED MALWARE DETECTION FRAMEWORK
Recently, blockchain technology has gained more attention. It is a vital technology that comes from the consensus mechanism, such as fault-tolerant distributed computing system [85] .The objective of IoT data analysts is to gain a deep insight into the IoT data recorded on the blockchain, which is based on Delegated Proof of Stake (DPOS), Proof of Work (PoW), Practical Byzantine Fault Tolerance (PBFT), Proof of Stake (PoS),and etc. Therefore, to address the multi-feature malware detection problem, we design a technique which uses permissioned block-chain based framework for storing information of malware features. The overall architecture consist four layer: 1) Network Layer, 2) Storage Layer 3) Support Layer 4) Application Layer, this design scheme VOLUME 7, 2019 FIGURE 9. Flow chart of naive bayes algorithm. cost-creditable for the IoT devices. Figure 10 shows the proposed architecture of blockchain technology for malware detection for IoT devices. The blockchain layer (described in Figure 10 ) consists of network layer, support layer and storage layer. 
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The proposed architecture describes that the Link nodes can communicate through a P2P connection between devices at the network layer. The characteristics of decentralization consensus mechanism offers some critical benefits such as security, fault tolerance between the communication nodes. Every node can freely join and exit the network. Every node connected with each other and transfer the information to their neighbouring node. The synchronous block uses information through the nodes and build a request and response pattern.
The blockchain can store the malware features of malicious code in the storage layer. The permissioned blockchain provides the all information of malware through the distributed blocks. Every block stores the malware features such as risky permission, suspicious API. The features cannot be modified once stored in the blocks.
Furthermore, the support layer of the Android platform used blockchain technology for data encryption, access control, and key management, etc. The advantage of using the blockchain technology is to identify illegal activity and illegal manipulating of the user's data. Finally, in the application layer blockchain technology protect the user from malicious applications. The structure of the blockchain block is shown in Figure 11 . The block mainly composed of two section: 1)Block head section 2) Data section. The block head describes the information of the blocks which can store the Markle root, hash value, version number, and so on. The data section of block stores the malware information such as name, family type, permission feature, sensitive behavior, APK feature and transaction hash. Table 9 shows the attributes and definitions of all block head contents.
Additionally, the permissioned blockchain provides actual information in a distributed malware database to increase the run-time detection of malware with more speed and accuracy by storing the extracted features in blocks to announce malware features information for all users.
To ensure the reliability of blockchain, unique hash values effectively prevent the fraud. Each data block of detection results contains 1) Permission Feature of the malware, 2) API Call Feature of the Malware, 3) Name of Malware, 4) Installation Packages Features and 5) hash value which uniquely recognized the detection record.
IV. EXPERIMENTAL RESULTS
The proposed framework poses a strong evidence over acquired experiments results. Here, we discuss major aspects for experimentation which include statistics and source of dataset, evaluation measures to understand the performance criteria for exploited machine learning algorithm and result outcomes which gives strong evidence towards the significance of our proposed model. 
A. DATASET
In order to excavate practical significance, it can cover most android permission models,which have their own characteristics. In this paper, our dataset composed of malware and benign applications.The dataset includes 6192 benign and 5560 malware apps, collected from the Google Play Store and Chinese App store. Table 10 shows the shared libraries in applications which helps to exploit for clustering. Besides, the existence in Manifest contains lowest percentage during analysis.
B. EVALUATION MEASURES
Python programming language contains tools for data preprocessing, classification, clustering, regression, association rules, and visualization, which make it the best tool for the data scientist to measure and test the performance of classifiers. There are various criteria for evaluating classifiers and criteria is set based on the selected goals. For the classification methods are evaluating such as True Positive Rate (TPR) and False Positive Rate (FPR) and classification accuracy. we used the following standard measurements: Given the number of true positives for malicious applications using the following formulas:
False Positive rate is the proportion of negative instance for the benign apps
The accuracy is defined as below equation
The experimental results are carried out to prove the significance of extracted features of proposed framework. The high-dimensional and noisy dataset is optimized according to the clustering algorithm, while the clustering results can be seen in Figure 12 . In clustered data, the red color shows the malicious samples and blue colour shows the benign samples over two axis after feature reduction. As we can see in Figure 13 (a) shows the means widely separated cluster is not efficient but Figure 13 (b) shows the efficient clustering. Smoothing over subspace area of feature clearly dominates the visualization of two different cluster. However, it is difficult to distinguish the two clusters by visualization of points distribution. Projections over data points make visualization of two clusters easy for the placement of hyperplane. It is the challenging task to draw such projection of data because it includes deep analysis of data point during separation process. The results of different projections of sample data can be seen in Figure 13 and Figure 14 , which shows that our proposed technique can distinguish the benign and malware samples effectively.
As we can see in Table 11 , enhanced Naive Bayes achieved better accuracy compression with other classifiers. The proposed algorithm is more efficient in terms of speed and multi feature extraction. Moreover, proposed framework classify and cluster the malware apps. Naive Bayes algorithm achieves more than 98% accuracy; we achieve the highest recall rate for detection the dangerous features of the Android platform such as permission,API calls,string and etc. Table 11 shows the improved naive Bayes achieved the best performance and provided the highest efficiency and lowest false alarm rate. Figures 15 and 16 show the curacy and false and true positive rates of different machine learning classifiers, respectively.
D. COMPARISON WITH OTHER WORKS
To prove the significance of proposed framework, its performance is compared with state-of-art detection systems. In this context, we investigated the similar approaches that have been previously proposed. From the machine learningbased methods to the general classification-based methods, various kinds of the Android malware detection methods were studied. As shown in Table 12 , the detection accuracy or the F-measure values of our framework were higher than the other methods including the deep learning based methods [43] , [56] , [70] , [73] . Furthermore, the comparison of number of benign and malware apps used in previous and our work are shown in Table 13 . The performance comparison shows the significance of the proposed framework (which is based on machine learning and blockchain) over previously designed methods, which further paves a way for its application for android malware detection in IoT devices. More precisely, the performance of this framework overpass other models in term of runtime malware detection. In addition to this, when a certain new type of malware or new feature is added the accuracy is increased further. Therefore, our proposed method can handle the multi-features by combing the advantages of machine learning and blockchain that effectively detect the malware for Android IoT devices.
V. CONCLUSION
The IoT devices are advancing this world towards a new paradigm with its exciting applications such as sensing, smart healthcare, remote monitoring, smart agriculture, etc. Android platform based IoT devices and applications are working hand to hand to realize IoT dreams. Therefore, this research work proposes a framework that combines blockchain and machine learning for effective malware detection of Android IoT devices. The malware information was extracted using machine learning techniques such as clustering and classification, and further this information was stored into the blockchain. Thereby, all malware information stored in the blockchain history can be communicated through the network, and therefore any latest malware can be detected effectively. Our proposed clustering method calculates the weights of each feature set and iteratively reduced the unnecessary features that can be very effective to distinguish between malware and benign applications even though malware has many similar properties of benign applications. Secondly, the classification algorithm is implemented using the naive Bayes classifier based on a decision tree to address multi-feature problems for achieving high accuracy and robustness. Finally, the permissioned blockchain used in our framework provides actual information in a distributed malware database to increase the run-time detection of malware more efficiently.
Furthermore, the experimental results show the proposed framework can achieve higher accuracy for malware detection with a low number of false-negative and false-positive rates. Besides the significance of proposed approach towards malware detection, the limitations associated with this approach are its inability to handle some obfuscation techniques and the feature hiding techniques when decompile the apk using Dex2jar. In future, we plan to develop a framework based on the deep neural network to combine static and dynamic analysis for malware detection using blockchain. Finally, our proposed framework can be applied directly to the Android-based mobile and IoT device to achieve more security and privacy. 
