Abstract-Cyclic pursuit is a simple distributed control law in which agent pursues agent + 1 modulo . We generalize existing results and show that by selecting the gains of the agents, the point of convergence of these agents can be controlled. The condition for convergence, the range of controller gains and the reachable set where convergence can occur are studied. It is also shown that the sequence in which an agent pursues another does not affect the point of convergence.
note, the controller gains are considered as decision variables that determine the global behavior of the system. The range of values that they can have are obtained from the stability analysis of the system. Some preliminary results on stability of the system were earlier presented in [14] . We show that by selecting the gains suitably, the n-agents can be made to meet at some desired point called the rendezvous point. An interesting result in this note is that for any sequence of pursuit which is cyclic, the rendezvous point is the same so long as the initial positions and the controller gains are the same.
II. FORMULATION OF LINEAR PURSUIT
The agents are ordered from 1 to n. Agent i pursues agent i + 1 modulo n. The agents start from any arbitrary positions on a plane. The position of the agents at time t > 0 is given by Z i (t) = [x i (t); y i (t)] T 2 ; i= 1; 2; . . . ; n:
(1)
The kinematic that models agent i's behavior, is
where ui is the control input given by
Thus, the velocity of the i th agent is proportional to the distance between the ith and the i + 1th agent. The controller gain for agent i is ki. A special case of the aforementioned pursuit law was considered in [5] where the gains of the agents were assumed to be identical, that is, k i = k; 8i, where k > 0 is a constant. In the present note the analysis of a more general case is carried out where ki's can have any value in and need not be the same for all the agents. An important point to note here is that Z i (t) need not be restricted to 2 . It can, in general, belong to m . The analysis that follows in the rest of the note will still hold good. When m = 2, we consider agents that move on a plane, for example, autonomous mobile robots, while m = 3 would imply movement in three-dimensional (3-D) space which models motion of UAVs in space. Since point mass models of agents are used, collision avoidance is not an issue.
III. RENDEZVOUS CRITERIA
The x i and y i coordinates of the i th agent evolve independently for all i. Therefore, they can be decoupled into two identical linear system of equations as 
The stable formation of the n-agent system can be analyzed through a single equation (4) is stable, then the equilibrium point is given by _ X = 0. This implies that x1 = x2 = 111 = xn =
x, that is, all the agents converge to a point
x. Therefore, a rendezvous will occur if A is stable. Note that "rendezvous" in this context just means the convergence of the agents to a single point and does not have the connotation of velocity matching. We prove stability using Gershgorin's theorem [7] . This result is also stated in [1] but we follow a different route that will help us to generalize the result further. [7] : Let A = [a ij ] M n , and let Therefore, if there is a n 2 n square matrix A, then n circles can be drawn with centers at the diagonal elements of A, i.e., aii, i = 1; 2; . . . ; n, and with radius equal to the sum of the absolute values of the other elements in the same row, that is, j6 =i ja ij j. Such circles are called Gershgorin's discs. All the eigenvalues of A lie in the region formed by the union of all n discs.
1) Gershgorin's Theorem

IV. CONDITIONS FOR RENDEZVOUS
Here, we find the range of controller gain for each agent that makes the system stable.
Theorem 1:
Consider n mobile agents with kinematics given by (4) .
For all initial conditions and for k i > 0; 8i, all the agents converge to a point.
Proof: Gershgorin's disc theorem is applied to (4). [5] , we can show that is A-invariant and hence, the trajectories are confined to a n 0 1 dimensional affine subspace which is a translate of and contains the initial condition X(0). As in [5] , we conclude that we can disregard exactly one zero eigenvalue and determine stability based on the remaining n 0 1 eigenvalues of A. Thus, the linear system (4) is stable and, for any initial condition, the system will converge to the equilibrium point where all the xi's are equal, which implies that the n agents will finally meet at a point. This can also be proved using the argument (as given in [1] ) that, for some constant , x will converge to e where e = [1 1 . . . 1] T is the eigenvector corresponding to the zero eigenvalue .
We will now carry out the stability analysis for the system of n-agents, some of whose gains may be negative. Before that, we analyze the characteristic (6) by rewriting it as
ki:
Then, f(s) has all real roots located at 0k i , i = 1; 2; . . . ; n. If some gains are negative, then some of the roots of f(s) will lie on the righthand side (RHS) of the s-plane.
Lemma 1: If m of the n roots of f(s) are on the RHS of the s-plane, then p(s) will have at least m roots on the RHS of the s-plane and at the origin, but no roots anywhere else on the imaginary axis.
Proof: Define a matrixÂ, obtained from the matrix A in (5), with its nondiagonal entries ki replaced by ki, i = 1; . . . ; n, where,
When = 0, the eigenvalues ofÂ are at 0k i ; 8i, and its characteristic polynomial is f(s). The corresponding Gershgorin's discs are points (circles of zero radius) at 0k i , i = 1; 2; . . . ; n. When = 1,Â = A, and the characteristic polynomial is p(s). The Gershgorin's discs, as varies from 0 to 1, are shown in Fig. 1(b) . Since all the roots remain within the Gershgorin's discs, and from the continuity of the root locus, we observe that the roots do not cross the imaginary axis from either side. At = 1, they can at most come to the origin. Since the imaginary axis is not contained in the union of all the Gershgorin's discs, no root will lie on the imaginary axis except at the origin. Therefore, all the m roots of f(s) on the RHS of the s-plane will remain on the RHS, or at the origin. Some roots from left-hand side (LHS) can also migrate to the origin. Hence, at least m roots of p(s) will be on the RHS of the s-plane and at the origin.
Theorem 2:
Consider n mobile agents with kinematics given by (4).
If two or more agents have negative controller gains, the agents will never converge to a point.
Proof: This follows directly from Lemma 1. If m agents have negative gains where m > 1, then f(s) has m roots on the RHS of the s-plane. Therefore, according to the previous lemma, at least one root of p(s) will be on the RHS or there will be repeated roots at the origin.
In either of the cases the system is unstable. Hence, the agents will not converge to a point. Now, let us consider the case when only one agent, say kp, has negative gain, i.e., m = 1. In this case, the single root of f(s) on RHS of the s-plane can migrate to the origin and the system represented by p(s) can be stable. Whether this root migrates to the origin or not depends on the magnitude of the gain k p . The limit on the maximum negative value that k p can have, such that the system is stable, is given in the following theorem.
Theorem: Consider n mobile agents with kinematics given by (4 
Proof: From the proof of Theorem 1, one eigenvalue of (4) will be at the origin. When one gain is negative, the Gershgorin discs are as shown in Fig. 1(c) . There is one disc on the right half side of the s-plane. However, so long as any of the (n 0 1) roots of A do not lie in the RHS disc, the system is stable. Consider one agent (say p th ), whose gain is decreased from a positive value to some negative value. The system will be stable for positive values of the gain (by Theorem 1). At some negative value, the system will become unstable, that is, one of the eigenvalue will cross the imaginary axis and move into the RHS of the s-plane. Since this root has to always remain within the Gershgorin's disc, it must pass through the origin to move from the left to the RHS of the s-plane, as can be seen from Fig. 1(c) . Moreover, the system will become unstable at the point where the root reaches the origin. This point gives the bound on the negative gain that the system can have, maintaining its stability. The point at which the root crosses the origin is found from the characteristic equation of A. Expanding 
Thus, for k < kp < 0, all the roots of A are on the LHS of the s-plane and the system is stable. For k p k, f n (k) 0, and the system is not stable. Thus, the minimum value of k p that ensures stability is bounded by (12) and, so long as kp > k, the agents will converge to a point. Corollary 1: The system of n agents will converge to a point if and only if at most one k i is zero or negative and f n (k) = n i=1 n j=1;j6 =i k j > 0: (13) Proof: The proof leads directly from Theorems 1-3.
V. RENDEZVOUS POINT OR REACHABLE POINT
We will now show that it is also possible to determine the point of convergence (reachable point) and the possible regions in a plane where rendezvous can occur.
From the proof of Theorem 1, we observe that the property that the trajectories are confined to a n 0 1 dimensional affine subspace is true even when the gains are arbitrary (not necessary positive). Then, we can show (as in [5] ) that there exists a linear transformation using a nonsingular matrix P , given by 
such that the new coordinate system isX = P X and (4) transforms to (15), as shown at the bottom of the page. Since (18) is constant over time, we can write
where Z i0 and Z if are the initial and final position of the i th agent, respectively. Since all the agents converge to a point, Z if = Z f ; 8i.
Hence, we get (16).
Let us denote Z f (Z i0 ; k) as the reachable point obtained from the initial point Zi0 and gain k that satisfies Corollary 1. Then, the set of reachable points (called the reachable set) from the initial point Z i0 is denoted as Z f (Zi0) and is defined as Thus, the point of convergence of the n agents, given their initial positions, can be controlled by a judicious selection of the gains k i . To obtain the region in 2 where a rendezvous of n agents is possible, let us define S = fZi0 j i = 1; 2; . . . ; ng as a set of n points corresponding to the initial positions of the n agents and let Co(S) be the convex hull of S. If Z f 2 Co(S), then Z f can be expressed as
iZi0, where n i=1 i = 1 and i > 0; 8i. If one of the i < 0, the set of reachable points expands. This we will show here.
Lemma 2:
Consider the set S = fZi0 j i = 1; 2; . . . ; ng. Define a cone Cp as finitely generated [8] by the vectors (Zp0 0 Zi0); i = 1; . . . ; p01; p+1; . . . ; n. This cone has vertex at Z p0 and the following hold. i) If Z p0 2 IntfCo(S)g, then C p spans the whole space. ii) If Z p0 2 @fCo(S)g, then C p is a half space. iii) If Zp0 2 V fCo(S)g, then Cp is an acute convex cone. Here, @fCo(S)g is the boundary of Co(S) and V fCo(S)g is the set of vertices of Co(S).
Proof: The proof is straightforward and is omitted. Proof: If the point Z is reachable then Z 2 Z f (Z i0 ) and so there exists k, such that (16) holds. Now, consider the following cases.
Case I: Let k i > 0; 8i, then Z is a convex combination of Z i0 , i = 1; . . . ; n. Hence, Z 2 Co(S).
Case II: Let one of the gains kp < 0 and ki > 0; 8i; i 6 = p.
From (19), we can write
Now, dividing (13) by 
Thus, (Z 0 Z p0 ) is a linear combination of the vectors (Z p0 0 Zi0); 8i; i 6 = p which generate the cone Cp. Hence, Z 2 Cp. This proves the "only if" (necessary condition) part. To prove the converse, or the sufficiency part, we again consider two cases.
Case I: Let Z 2 Co(S). Then, we can find i, i = 1; . . . ; n such that
where, Replacing i by ki in (25), we get
The previous equation is the same as that in (16) and all the gains satisfy Corollary 1. Therefore, the agents will converge to Z. Hence, any Z 2
Co(S) is reachable with appropriate positive controller gains.
Case II: Let Z 2 C p for some p. Then, the vector Z 0 Z p0 can be expressed as
where, i 0; 8i. 
Since c > 0, (9) is satisfied. Now, replacing i by ki, we get
This is the same as (16) and all the gains ki; 8i satisfy Corollary 1.
Hence, any point in C p is reachable. This is true for all p. Thus, all the points in Z f (Z i0 )(= P(Z i0 )) are reachable. The set of points Z f (Zi0) forms the reachable set of the system of n-agents with the given initial positions. In fact, these agents can be made to converge to any desirable point within this reachable set by suitably selecting the gains. The gains can be selected as given in (26) or (30). We can see that these gains are not unique since none of i ; i ; c need to be unique. All the previous results of this note are proved with the assumption that there is a fixed sequence in which an agent follows another. Now, we show that the sequence in which the cycle is connected does not affect the point of convergence and hence the reachable set.
Corollary 2: (Connection Invariance) Given the system of n-agents in cyclic pursuit, the rendezvous point is independent of the sequence of connections between agents.
Proof: Consider (18) which gives the coordinates of the rendezvous point. This equation is independent of the sequence of connection among the agents. The only requirement is that the pursuit should be cyclic. Hence, the rendezvous point is independent of the connectivity of the agents so long as the cyclic pursuit condition is satisfied. Taking the same gains as before for the agents 2 to 5, we compute the minimum bound for k 1 from (9) which is k 1 = 02:86. Now, assuming the gain of agent 1 as k1 = 01, which is negative but above the lower bound, the trajectories are shown in Fig. 2(b) . The agents converge to a point Z f = [17:5; 04:6] T which satisfies (16). Further Z f 2 C1.
Assigning a lower value of gain to agent 1 (say k1 = 03), the trajectories of the agents are shown in Fig. 3(a) . The agents do not converge to a point and the system is unstable. According to (16), Z f = [017:88; 12:35] T and Z f = 2 Z f (Z i0 ). When the gains of two agents are negative, i.e., k 1 = 01 and k 3 = 02, while all the other gains are the same, the agents do not converge to a point [ Fig. 3(b) ], illustrating Theorem 2.
We next consider the first case where all the gains are positive and have the same initial positions. Only the order of connection between the agents is changed. The simulation results are shown in Fig. 4(a) and (b) and we find that in both cases the agents converge to the same point. This is the connection invariance property. Thus, the simulation results are in accordance with the analysis given before.
VII. CONCLUSION
Cyclic pursuit strategies have recently been of much interest among researchers. In this note, several major results are shown. First, generalized convergence properties of linear cyclic pursuit are obtained. In practical applications, homogenous and identical agents may not have exactly the same parameter values. Moreover, these parameter values are sometimes intentionally varied to achieve some other goals. This note obtains the conditions under which the agents using linear cyclic pursuit strategy can have different controller gains and yet converge to a point.
Second, it is shown that the meeting point of the agents can be decided by selecting the gains. The exact reachable set of the points are also obtained. We also show that by making one of the agent's controller gain to be negative, the whole of the state space can be reached in most cases except in some pathological instances (such as when the initial locations of agents are collinear or, in general, restricted to a lower dimensional affine space). A result obtained is that the rendezvous point does not depend on the sequence of connections of the agents so long a cyclic pursuit condition is met.
