previous studies focused on the first two criteria, little is known about the dynamics underlying 27 action understanding. We examined which human brain regions are able to distinguish between 28 pointing and grasping, irrespective of reach direction (left/ right) and effector (left/ right hand), 29 using multivariate pattern analysis (MVPA) of magnetoencephalography (MEG) data. We show 30 that the lateral occipitotemporal cortex (LOTC) has the earliest access to abstract action 31 representations, which coincides with the time point from which there was enough information to 32 allow discriminating between the two actions. By contrast, precentral regions, though recruited 33 early, have access to such abstract representations substantially later. Our results demonstrate 34 that in contrast to LOTC, the early recruitment of precentral regions does not contain the detailed 35 information that is required to recognize an action. We discuss previous theoretical claims of 36 motor theories and how they are incompatible with our data. 37
Introduction
Subsequently, for the univariate analysis only, power was averaged across effector and reach 206 direction, and the spectral power was normalized relative to baseline (-0.5 to -0.3 s with respect to 207 the onset of the video, i.e. during a sub-period of the fixation phase). 208
Source analysis. Neural sources were found using dynamic imaging of coherent sources (DICS), a 209 frequency domain beamforming technique (Gross et al., 2001 ). We chose the frequencies and 210 times of interest based on the sensor level analysis. Specifically, we considered the sensor with the 211 greatest accuracy of the classifier (multivariate analysis) to distinguish between pointing and 212 grasping, generalizing across effector and reach direction, in those frequency bands that survived 213 the multiple comparison tests. Note that, given the way the sensors were selected, source analysis 214 merely served as a visualization of the sources. 215
For each participant we used a volume conductor model using the single-shell method (Nolte, 216 2003 ). The models were built warping a dipole grid based on a MNI template brain to fit the 217 individual head shape of each participant. We proceeded with DICS for each separate condition 218 using a common spatial filter computed from the combination of the two conditions. In this way, 219 any difference between the two conditions cannot be ascribed to differences between the filters. 220
MEG Statistical analysis (sensor level).
We carried out both uni-and multivariate analyses in 221 sensor space, followed by a beamforming analysis (Gross et al., 2001 ) to identify sources 222 explaining any observed effects. Univariate analysis was conducted in order to observe the 223 classical decrease in power in alpha and beta bands (Cochin et al., 1999; Pineda, 2005; Hari, 2006) . 224 Importantly, to identify at which sensors and at which point in time it is possible to distinguish 225 between the two movements on the basis of the MEG signal, we applied multivariate analysis on 226 the computed power and the sources adopting an algorithm developed for the analysis of fMRI 227 data (Oosterhof et al., 2012a) . 228
Behavioral analysis (MEG experiment). Participants' accuracy in answering the questions in the 229 catch trials during the MEG experiment was evaluated online by observing the feedback provided 230 after each catch trial. All participants were able to answer the questions and typically made two or 231 three mistakes within the entire session (mostly at the beginning of the experiment). We are thus 232 certain that participants were attending to the videos. 233
Univariate analysis. Note that in contrast to the multivariate analysis, in which we specifically 234 targeted regions that show movement selectivity generalizing across effector and reach direction, 235 the purpose of the univariate analysis was to identify areas with less specific properties. In 236 particular, as a quality control, we examined whether we obtain the typical decrease in the alpha 237 and beta band during action observation (Cochin et al., 1999; Pineda, 2005; Hari, 2006) . 238
Furthermore, we aimed to determine which frequency bands and which sensors are modulated 239 differently during pointing and grasping when collapsing across effector and reach direction. 240
All the experimental conditions were baseline corrected by subtracting the fixation period (from -241 0.5 to -0.3) from the post-stimulus period (from 0 to 1.3 s). To assess the difference between 242 pointing and grasping, we used a non-parametric method (permutation test), with a cluster 243 method for multiple comparison correction (Maris and Oostenveld, 2007) with participants as 244 units of observation. In brief, we computed t scores between the two movements for each sensor-245 frequency-time bin. The observed cluster-level statistic was obtained by summing the t scores of 246 neighboring bins (in time, frequency and sensors) exceeding an a priori defined critical value 247 (p<0.05). We repeated the procedure 1000 times by swapping the condition labels and we 248 obtained the distribution of permuted cluster-level statistics. At each iteration, the maximum 249 cluster-level statistic was considered to control for type I error. The p value was the proportion of 250 permuted cluster-level statistics that exceeded the observed cluster-level statistic. If the p-value 251 was less than 0.05, the cluster was taken as significant. 252
Multivariate analysis. The assumption behind multivariate analysis in MEG is that the processing 253 of each stimulus category is associated with a specific neural activity that induces an oscillatory 254 signal (or neural pattern) consisting of a unique combination of sensor, time, and/ or frequency. 255
Multivariate analyses exploit differences in terms of these patterns of activations. By contrast, 256 univariate analyses do not consider such patterns, but address whether two conditions differ in 257 terms of the average response of a single variable (e.g. averaged frequency over time). This is why 258 multivariate analyses are more sensitive than univariate analyses (Haxby et The main steps used in the multivariate analysis (for a schematic illustration, see Figure 2 ) were: 1) 281 compute the time-frequency representation separately for each sensor and each trial ( Figure 2A) ; 282 2) select the 'central' feature and its neighbors in time-frequency-sensor space (dashed rectangles 283 in the insets in Figure 2A ; for an enlarged view, see Figure 2B ); 3) create a feature vector for each 284 trial by selecting all features in its neighborhood ( Figure 2C ) and normalize (z transform) the data; 285 4) create independent partitions for training and testing the classifier (see Table 1 ); 5) train the 286 classifier; 6) test the classifier. We repeated the steps from 2 to 5 for each sensor and for each time 287 and frequency bin, and the classification result for each center feature was assigned to its 288 corresponding location in time-frequency-sensor space. responses related with the observation of grasping and pointing actions irrespective of effector 296 and reach direction, for each subject we divided the dataset in two independent halves, each 297 containing only movements with a complementary combination of effector and reach direction. 298
The first half contained left hand movements to the right and right hand movements to the left, 299 and the second half left hand movements to the left and right hand movements to the right. We 300 further divided the data in independent chunks, each of which contained at least 136 trials 301 (depending on the number of trials remaining after artifact rejection) of a specific condition of 302 interest. Then, for each half, we adopted a leave-one-chunk-out cross-validation method. We used 303 3 chunks associated to a specific condition for training, and a corresponding chunk with the 304 complementary effector and direction for testing (cross-condition classification). This procedure 305 was repeated for all chunks. Note that within a chunk the only dimension that differed across trials 306 was the type of movement: grasping vs pointing. Thus, we assumed that the classifier learnt to 307 discriminate between these two classes of stimuli. For example, if the training dataset contained 308 the conditions grasping to the right with the right hand and pointing to the right with the right 309 hand, the testing dataset contained the conditions grasping to the left with the left hand and 310 pointing to the left with the left hand. For this type of classification, the classifier had to rely on 311 differences between the two types of movements. If the model was able to discriminate between 312 the two movements in the independent subset, this indicates that it had learnt the difference 313 between the two types of movements using the previous training subset, generalizing across 314 effector and reach direction. We adopted this approach for each possible factorial combination 315 (for a complete list, see Table 1 ). 316 317 << Table 1 >>  318   319 The testing phase provided accuracy maps for each participant reflecting the classifiers' 320 performance in discriminating between the two observed movements irrespective of effector and 321 13 reach directions [in a similar way as traditional fMRI searchlights (Kriegeskorte et al., 2006) , except 322 that the features consist of (sensor, time, frequency)-triples rather than voxels]. We thus had 323 information regarding where, when, and at which frequency band it was possible to distinguish 324 between the abstract neural representations of the two movements. 325
In order to assess the reliability of the performance of the classifier, we used a non-parametric 326 method (permutation test, similar to the procedure described above for the univariate analysis; 327 see Maris and Oostenveld, 2007) . In this case, we used the difference between the obtained 328 classification accuracy and chance level accuracy (the accuracy expected under the null-hypothesis 329 of no difference between the two conditions, meaning 50%) to compute the test statistic used in 330 the permutation steps (see univariate method). 331 Any effect observed at sensor level has to be generated by neural sources. To visualize the sources 332 underlying the cross-decoding effects for the frequency bands and time windows observed at the 333 sensor level, we conducted a multivariate analysis at the source level, adopting the same 334 searchlight approach as before (Kriegeskorte et al., 2006) . Note that multivariate analysis was 335 necessary here to identify which regions of the brain represented actions at an abstract level (i.e., 336 generalizing across effector and reach direction). We reconstructed the source activity for the 337 frequency bands and time windows that were significant at sensor level and expected to identify 338 which regions of the brain were able to decode between grasping and pointing across effector and 339 reach direction. We obtained estimates of frequency power at each grid point using a beamformer 340 algorithm (see previous section) on a single trial basis. A searchlight was defined taking the power 341 values at each grid point with its neighbors in a circle of 2 cm radius. For each participant, we 342 found the accuracy maps indicating the performance of the classifier in discriminating between 343 the two observed movements (irrespective of effector and reach direction). For descriptive 344 purposes, we are reporting the clusters showing the greatest classification accuracy. 345 346
Results

347
Behavioral experiment 348 We computed a chi-square test to evaluate at which time point participants' performance was 349 significantly higher than chance level (50%). We found that performance of the participants was 350 not different from chance level at 167 ms (X-squared = 11.7307, df = 13, p = 0.5498) and at 200 ms 351 (X-squared = 21.4835, df = 13, p = 0.0639). Performance was significantly higher than chance level 352 from 233 ms onwards (X-squared = 58.0318, df = 13, p = 1.178e-07). This means that participants 353 were unable to distinguish the two actions if videos were shorter than 233 ms. The decrease in power that we observed in the alpha and beta bands is in line with previous 373 studies (Pineda, 2005; Hari, 2006) and has been suggested to reflect sensorimotor system activity. 374
Further, the increase in power in the theta-and low alpha-(4-8 Hz) band has been observed 375 during memory tasks (Jensen and Tesche, 2002) . In addition, these low frequencies have been 376 These results show that (a) the brain processes the two actions as being different, and that (b) 389 sensorimotor areas might be involved. The fact that grasping induces a greater decrease than 390 pointing could be due to the higher complexity of this movement, which in turn is likely to recruit 391 more neural sources. However, this differential activity seems quite late (at around 600 ms), long 392 after the two movements were perceptually distinguishable. Thus, there must be another, earlier, 393 process that allows discriminating the two movements, which the univariate analysis did not 394
reveal. 395
Multivariate analysis. Figure 5A shows the two time-frequency clusters that 400 survived the multiple comparisons correction. The lateral plots show the averaged t values over 401 the sensors highlighted on the two topoplots in the middle. We observed that the classifier was 402 able to significantly (p<0.05; corrected for multiple comparisons using a cluster-based method; 403 maximum accuracy: 53.46%) discriminate between the two observed movements, generalizing 404 across effector (left and right hand) and reach direction (left and right) over posterior sensors as 405 early as 150 ms and lasting until 550 ms in the low alpha/theta range (see Figure 5A , left panel; for 406 a direct comparison with univariate analysis, see Figure 7 ). By contrast, significant discrimination 407
of the video, when the hand interacts with the object (see Figure 5A , right panel). To examine the cortical sources of the effects shown in Figure 5A -C, we carried out another 421 multivariate analysis at source level, adopting the same cross-comparisons as we did for the 422 sensor analysis (see Materials and Methods for details). To find the sources at 400 ms for the 423 frequencies 6Hz and 8Hz, we used temporal smoothing of 4Hz and time windows of 150ms to 424 650ms and 212ms to 587ms, respectively. Figure 5D -E shows the decoding accuracies of all the 425 sources projected on surface template MNI brains, thresholded to retain only those voxels with 426 the 10% of the highest accuracies (for the corresponding mean and individual decoding accuracies, 427 see Figure 6 ). For the 6 Hz signal, the highest decoding accuracies were found bilaterally in the 428 LOTC, extending into the inferior temporal gyrus and the superior temporal gyrus in the right 429 hemisphere, and the left superior parietal cortex, extending into the inferior parietal cortex 430 ( Figure 5D , left panel; see Table 2 for MNI coordinates of the peak voxel in each cluster). The 431 highest decoding accuracies for the 8Hz signal were located in the left LOTC ( Figure 5D To further evaluate the reliability of the classifier, we also used a simulation approach. Specifically, 451
we ran a Monte Carlo simulation to estimate the probability of finding an accuracy of 53.46% 452 under the null hypothesis of chance accuracy. The cross-validation partitioning scheme divided the 453 data into two independent halves (see Table 1 and Methods), with the first half containing left 454 hand rightwards and right hand leftwards trials, and the second half containing right hand 455 rightwards and left hand leftwards trials. In each independent half, there were two folds, with a 456 minimum of 136 trials (across participants and halves) after rejecting trials with artifacts and 457 balancing the partitions so that each of the two actions occurred equally often. For each 458 participant separately, we found that the correlation of classification accuracies for the test sets in 459 two folds to be r=0.3289 (median across participants and the two independent halves). Thus, in 460 our simulation we used the same value as follows. For each permutation, uniformly distributed (on 461 the interval [0, 1]) random data was generated for two independent halves, two folds, 136 462 samples, 17 participants. To assess the effect of dependency we used 3 sets of independently 463 normally distributed data i 1 , i 2 and i common . To match the correlation between accuracies, for each 464 independent half of the data, data was made dependent through d 1 = i 1 * γ + i common *(1-γ) and d 2 = 465 i 2 * γ + i common *(1-γ), with γ=0.415 found through binary search to match the correlation (r=0.3289) 466 across dependent folds as observed in the original data. For each iteration, classification accuracy 467 18 was simulated by dividing the number of samples that exceeded 0.5 in d 1 and d 2 by the number of 468 samples. 0.5 was subtracted to obtain classification accuracies relative to chance. 469
To assess the effect of independence, we also ran the same analysis setting γ=0 (corresponding to 470 r=0, i.e. full independence between folds), and γ=1 (corresponding to r=1, i.e. full dependence 471 between folds). 472
We used 100,000 iterations and found that the maximum classification accuracies found in the 473 data (using r=0.3289 for fold correlation) was significant, P MC,sensor, r=0.3289 <0.00001; for the latter, 474 no iteration showed a higher mean than that observed in the data (Figure 9 ). We obtained similar 475 results for the additionally simulated cases of fully independent folds (r=0), p sensor, r=0.00 <0. Greenlee, . Importantly, our study shows that such abstract representations are 509 available before observing this kind of representation in precentral regions, around the time when 510 there is enough information in the stimuli to distinguish between the two types of actions. Our 511 findings are compatible with cognitive theories of action understanding that predict the earliest 512 20 encoding of the meaning of an action outside the motor system. By contrast, our results are not 513 compatible with motor theories of action understanding that would predict the earliest access to 514 abstract action representations in precentral regions. 515
The fact that we observed abstract action representations in LOTC earlier than in precentral 516 regions is compatible with a framework suggested by Kilner (2011) . According to this view, the 517 middle temporal gyrus (MTG) in the LOTC and the anterior portion of the IFG (aIFG) encode the 518 most likely goal or intention of an action (e.g. grasping an object), which is communicated to the 519 posterior portion of the IFG, where the most likely action is selected. In this framework, the role of 520 the posterior IFG would be to generate a concrete instance of the action (e.g. grasping an object 521 on the left using the right hand) through motor simulation. In contrast to motor theories of action 522 understanding, the role of this motor simulation would not be to provide access to the meaning of 523 the action, but rather to contribute to the generation of the predicted sensory consequences of 524 the most likely action. followed by parieto-occipital and sensorimotor sensors. 535
Late abstract action representations in precentral regions 536
The contrast observation vs baseline showed a modulation of the high alpha and beta frequency 537 bands over central sensors during passive action observation ( Figure 4E ), an effect that has been 538 suggested to be related to sensorimotor processing in motor and premotor regions (Pineda, 2005) . 539
Although we observed an early modulation of high alpha and beta frequencies in precentral 540 regions for observation versus baseline, these regions had access to abstract representations of 541 the observed actions substantially later than the time at which the actions were distinguishable. precentral regions thus might be recruited to plan an appropriate movement in response to the 552 observed action as a consequence or in parallel to the process of action understanding. 553
Potential caveats 554
One potential limitation regarding the interpretation of our results is related with the fact that one 555 of the main distinctions between pointing and grasping, next to the pre-shaping of the hand, is the 556 number of fingers involved. It is therefore difficult to disentangle whether our classification is 557 based on the number of fingers involved in the movement, the pre-shaping of the hand while 558 approaching the target, or a combination of the two. Note that pointing and grasping movements 559 are defined both by the number of fingers involved and by the hand configuration; in other words, 560 understanding actions could rely on the number of used fingers as well as on an examination of 561 the pre-shaping of the hand. 562
Another possible criticism could be that we were able to distinguish between the two movements 563 based on the MEG signal as early as 150 ms, which seems counterintuitive given that the mean 564 movement onset in the videos was around 191 ms. There are several not mutually exclusive 565 explanations for this observation. First, movements started before 150 ms in 43.8% of the videos 566 (see Material and Methods). By contrast, the peak of decoding from the MEG signal was obtained 567 at around 300 ms. Second, we had to apply a certain amount of temporal smoothing during time-568 frequency computation and during the searchlight analysis (see Materials and Methods). 569
Consequently, when the algorithm analyzes the time bin at 150 ms, it also considers information 570 present at 200 and 250 ms, which contained more information about movement type. This means 571 that the absolute latency at which the two actions can be distinguished based on the MEG signal 572 has to be interpreted with a grain of salt. Importantly, we do not aim to draw strong conclusions 573 regarding the absolute onset at which movements can be decoded in the different regions, but 574 rather about the relative difference between putative regions involved in action understanding. 575 22 Thus, our conclusion still holds: LOTC encodes abstract representation of actions earlier than 576 precentral regions. 577
One might argue that although we observed the strongest source in the early time window within 578 LOTC, the source analysis also revealed a small left frontal region. This frontal source is very likely 579 generated by a single temporal source, in line with the observation that no frontal sensors showed 580 significant decoding in this early time window (Figure 8) . Note that the absence of a frontal source 581 in the early time window does not proof that such a source does not exist. What we can state with 582 a certain confidence, though, is that the same analysis that revealed a strong and reliable source in 583 LOTC did not reveal any frontal source in the early time window. 584
Conclusion 585
Our results demonstrate that LOTC has access to abstract action representations substantially 586 earlier than precentral regions, in line with the idea that action understanding occurs outside the 587 motor system, with subsequent activation of precentral regions due to information provided from 588 LOTC. Our results therefore provide important constraints for biologically plausible models of 589 action understanding. (expressed as t scores) of the classifier in discriminating observed grasping and pointing 810 (generalizing across effector and reach direction) for specific frequency bands (theta: 5-7 Hz; 811 low alpha: 7-9 Hz; alpha: 9-11 Hz; beta: 17-19 Hz). The earliest significant decoding occurs in the 812 posterior part of the configuration helmet in the lower frequency bands. 813 Figure 9 . Simulation analysis. Illustration how 'low' classification accuracy (53.46% for sensor 814 data; 50% is chance level) can be highly significant, using normal distribution probability plots 815
