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INVERSE MONOIDS OF PARTIAL GRAPH AUTOMORPHISMS
ROBERT JAJCAY, TATIANA JAJCAYOVA, NO´RA SZAKA´CS, AND MA´RIA B. SZENDREI
Abstract. A partial automorphism of a finite graph is an isomorphism between its
vertex induced subgraphs. The set of all partial automorphisms of a given finite graph
forms an inverse monoid under composition (of partial maps). We describe the algebraic
structure of such inverse monoids by the means of the standard tools of inverse semigroup
theory, namely Green’s relations and some properties of the natural partial order, and
give a characterization of inverse monoids which arise as inverse monoids of partial graph
automorphisms. We extend our results to digraphs and edge-colored digraphs as well.
1. Introduction
The study of almost any type of combinatorial structures includes problems of dis-
tinguishing different objects via the use of isomorphisms, and, more specifically, leads
to questions concerning the automorphism groups of the structures under consideration.
The problem of determining the automorphism group for a specific combinatorial struc-
ture or a class of combinatorial structures is a notoriously hard computational task whose
exact complexity is often the subject of intense research efforts. For example, the time
complexity of determining the automorphism group of a finite graph (as a function of its
order) has been the focus of a series of recent highly publicized lectures of Babai [1].
Knowledge of the automorphism group of a specific combinatorial structure allows one
to make various claims about its structure. As an extreme example, the fact that the
induced action of the automorphism group of a graph on the set of unordered pairs of its
vertices is transitive yields immediately that the graph under consideration is either the
complete graph Kn or its complement K˜n. Similarly, vertex-transitivity of the action of
the automorphism group of a graph yields that each vertex of the graph is contained in
the same number of cycles of prescribed length (e.g., [3]).
However, the usefulness of knowing the automorphism group of a graph decreases with
an increasing number of orbits of its action on the vertices. Revoking once again an
extreme case, knowing that the automorphism group of a graph is trivial yields almost
no information about the structure of the graph (those who would like to disagree should
consider the fact that almost all finite graphs have a trivial automorphism group, [8,
Corollary 2.3.3]).
This observation appears to suggest rather limited use of algebraic tools in general
graph theory. To counter this view, we propose an approach that relies on the use of an
algebraic theory often viewed as a generalization of group theory and which applies to all
finite graphs. Namely, we propose to study the the partial automorphism monoid PAut(Γ)
of a finite graph Γ, which is the inverse monoid of all isomorphisms between the induced
subgraphs of Γ (including the empty map), called partial automorphisms of Γ, under the
operation of the usual composition of partial maps. Unlike the case of automorphism
groups, no finite graph admits a trivial inverse monoid of partial automorphisms. Indeed,
partial identical maps are always partial automorphisms, and these already account for
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more elements than the number of vertices of the graph, but as we will see, there are
usually many more.
In this paper, we make steps towards developing an algebraic theory which enables
one to study all partial automorphisms of combinatorial structures, in particular, of finite
graphs, digraphs and edge-colored digraphs.
We begin by reviewing the relevant concepts of graph theory in Section 2, followed by
the basics needed from inverse semigroup theory in Section 3. In Section 4, we formulate
the most important properties which determine the structure of the partial automorphism
monoid of a graph.
We then address two closely related classification problems concerning the partial au-
tomorphism monoids of graphs, digraphs and edge-colored digraphs.
In Theorems 5.1 and 5.3, we aim to describe those inverse monoids which do arise as par-
tial automorphism monoids of graphs, that is, we characterize those inverse submonoids
S of the inverse monoid PSym(X) (X a finite set) of all bijections between subsets of X,
called partial permutations of X, under the composition of partial maps, which admit the
existence of a graph, digraph or edge-colored digraph Γ with set of vertices X, such that
the partial automorphism monoid PAut(Γ) is equal to S. This is achieved by considering
Green’s relations and the natural partial order of S. This problem is reminiscent of the
more specialized problem of the classification of the finite groups that admit a Graphical
Regular Representation (for short, GRR), that is, the finite groups G that admit a set of
edges E on the set of vertices G that gives rise to a graph (G,E) whose automorphism
group is equal to GL, the left multiplication regular representation of G in its action on
itself [5]. We need to point out, however, that we do not focus on specific partial per-
mutation representations of the inverse monoids considered. An exact equivalent to the
GRR classification would be the classification of the finite inverse monoids S that admit
a set of edges E on the set of vertices S, such that the partial automorphism monoid of
the graph (S, E) is equal to the partial permutation representation of S on itself given
by the Wagner–Preston theorem [14, Theorem 1.5.1]. By the observation made above
concerning the number of vertices and partial automorphisms of a graph, the existence of
such a graph (S, E) is impossible for any inverse monoid S.
Building on Theorems 5.1 and 5.3, we give a similar description in Theorems 6.1 and
6.2 for the finite inverse monoids which are isomorphic to partial automorphism monoids
of finite graphs, digraphs or edge-colored digraphs. The transition between the partial
permutation case and the abstract case is provided by a slightly altered version of the
Munn representation.
It turns out that the class of finite inverse monoids arising as partial automorphism
monoids of (edge-colored di)graphs is very restrictive. This is in stark contrast to the
well-known result of Frucht [4] who proved that every finite group is isomorphic to the
automorphism group of a finite graph. A kind of Frucht theorem has been obtained in [16],
where it is proved that every finite inverse semigroup is isomorphic to the partial weighted
automorphism monoid of a finite weighted graph, where a weighted graph is a graph whose
vertices are assigned values from a lower semilattice, and a partial weighted automorphism
is a partial graph automorphism, which preserves the weights of the vertices, and whose
domain and range are required to be maximal sets of vertices with the property that
their weights form a principal order ideal in the semilattice of weights. Given an inverse
monoid S, the first step of the proof in constructing the appropriate weighted graph
is to consider the Cayley color graph Γ of S, and to show that the Wagner–Preston
representation of S consists of partial automorphisms of the edge-colored digraph Γ. The
latter result has been rediscovered in [17] in the form that the partial automorphisms of
the Cayley color graph of an inverse semigroup, whose domains and ranges are maximal
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sets of vertices where each element can be reached from a unique vertex, form an inverse
monoid isomorphic to the original inverse monoid.
Finally, we feel obliged to address the similarities and differences between our paper
and the recent paper [2] that appeared while we were preparing our article. The authors of
[2] consider two types of inverse monoids associated with a finite undirected graph which
is allowed to have multiple edges and loops: the first type being the inverse monoids of
all partial automorphisms between any two (not necessarily induced) subgraphs of such
graphs, and the second type being the inverse monoids considered in our paper. The
majority of the results obtained in [2] deal with the partial automorphism monoids of the
first type (not considered in our paper), and focuses on the structure of their idempotents
and ideals. None of the results obtained in our paper is included among the results
contained in [2].
2. Preliminaries from Graph Theory
A graph is an ordered pair Γ = (V,E), where V is the set of vertices, and E is the set
of (undirected) edges, which is a set of 2-element subsets of V . Similarly, a digraph is
an ordered pair Γ = (V,E), with V being the set of vertices, and E the set of (directed)
edges, consisting of ordered pairs of vertices. Graphs can naturally be regarded as special
digraphs where each edge {e1, e2} of the graph is replaced by two directed edges of opposite
directions, (e1, e2) and (e2, e1). Notice that digraphs can also have loops, while graphs or
digraphs associated to graphs cannot. In both cases, we use the notation V (Γ) and E(Γ)
for V and E, respectively. Furthermore, we also consider edge-colored digraphs, that is,
structures Γ = (V,E1, . . . , El), where {1, . . . , l} is the set of colors, and Ec ⊆ V × V (c ∈
{1, 2, . . . , l}) are the pairwise disjoint sets of (directed) edges of color c. In this case, V (Γ)
and E(Γ) stands for V and
⋃l
c=1Ec, respectively. The way edge-colored digraphs arise
naturally is as Cayley color graphs.
A partial automorphism of an edge-colored digraph Γ (as well as of a digraph or a
graph) is an isomorphism between two vertex-induced subgraphs of Γ, that is, a bijection
ϕ : V1 → V2 between two sets of vertices V1, V2 ⊆ V (Γ) such that any pair of vertices
u, v ∈ V1 satisfies the condition (u, v) ∈ Ec if and only if (ϕ(u), ϕ(v)) ∈ Ec for any
color c. The set of all partial automorphisms of Γ together with the operation of the
usual composition of partial maps form an inverse monoid, which we denote by PAut(Γ).
This composition, as well as further concepts needed later and several basic properties of
PAut(Γ) are discussed in detail in the next section.
As argued in the introduction, we believe that developing a full-fledged theory of partial
automorphism monoids of graphs might lead to discoveries in areas of graph theory that
have traditionally resisted the use of algebraic methods. As an example of one such
possible impact, we mention the long-standing open problem called Graph Reconstruction
Conjecture, first introduced in [10]. Given a finite graph Γ = ({v1, . . . , vn}, E) of order n,
let the deck of Γ, Deck(Γ), be the multiset consisting of the subgraphs Γ− vi (1 ≤ i ≤ n)
induced by n−1 vertices of Γ. The Graph Reconstruction Conjecture predicts the unique
‘reconstructability’ of any graph Γ of order at least 3 from its Deck(Γ), or, in other words,
predicts that the multisets Deck(Γ1) and Deck(Γ2), up to isomorphism, coincide if and
only if Γ1 and Γ2 are isomorphic (in notation, Γ1 ∼= Γ2) for any pair of graphs Γ1,Γ2 of
order at least 3. This problem appears closely related to partial automorphisms. Namely,
any two induced subgraphs Γ−vi and Γ−vj (i 6= j) admit at least one partial isomorphism
ϕ with domain of size n − 2, namely the ‘identity’ isomorphism between (Γ − vi) − vj
and (Γ− vj)− vi. Clearly, in the case where Γ− vi and Γ− vj admit exactly one partial
isomorphism ϕ with domain of size n − 2, Γ is reconstructable from Γ − vi and Γ − vj
alone, by ‘gluing’ together v and ϕ(v), for each v in the domain of ϕ. Furthermore,
two induced subgraphs Γ− vi and Γ− vj of Γ (or sometimes the vertices vi, vj) are said
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to be pseudo-similar if Γ − vi ∼= Γ − vj , but no automorphism of Γ maps vi to vj and
Γ− vi to Γ− vj . Or, using the language of partial automorphisms, Γ− vi and Γ− vj are
pseudo-similar, if PAut(Γ) contains a partial automorphism mapping Γ−vi to Γ−vj that
cannot be extended to an automorphism of Γ. It has been claimed in [12] that the Graph
Reconstruction Conjecture holds for graphs containing no pseudo-similar vertices (more
precisely, an alleged ‘proof’ of the Graph Reconstruction Conjecture is claimed to have
been submitted for publication that falsely assumed the non-existence of pseudo-similar
vertices). This suggests that a valid proof of the Graph Reconstruction Conjecture might
be found through better understanding of the finite graphs containing pseudo-similar
vertices, or equivalently, through understanding the graphs Γ with PAut(Γ) containing
elements with domain size n− 1 that cannot be extended to automorphisms of Γ. While
graphs whose decks split into pairs of pseudo-similar subgraphs can be easily constructed
from graphical regular representations of groups of odd order [11], graphs containing
arbitrarily large subsets of mutually pseudo-similar subgraphs, while they exist [11], [13]
are generally hard to find and tend to be large compared to the size of their sets of
mutually pseudo-similar subgraphs. The topic of constructing graphs containing a small
number of mutually pseudo-similar vertices has also been the focus of intense research
[6, 7]. Inspired by these results, we propose the following problem.
Problem 2.1. Determine the orders of the smallest graphs Γk containing k ≥ 2 mutually
pseudo-similar vertices.
3. Preliminaries from Semigroup Theory
In this section, we give a basic introduction to inverse monoids, in particular, to com-
patability and joins, finite symmetric inverse monoids, Green’s relations, and Munn rep-
resentations. For more details, we refer the reader to [14, Subsections 1.2, 1.4, 1.5, 3.2,
5.2]. We also follow this monograph (addressing much wider readership than reseachers
interested in semigroup theory) in its conventional notation of maps (functions): given
a map ϕ, the element assigned to an element x is denoted ϕ(x), and the composition of
maps ϕ and ψ, where ϕ is applied first and ψ after that, is denoted ψϕ.
3.1. Inverse monoids. A non-empty set together with an associative multiplication is
called a semigroup, and a semigroup admitting an identity (neutral) element is called a
monoid. A monoid S is said to be an inverse monoid if for every s ∈ S, there exists a
unique element s−1 ∈ S, called the inverse of s, such that ss−1s = s and s−1ss−1 = s−1
hold. Note that the operation of taking inverse has the properties that (s−1)−1 = s and
(st)−1 = t−1s−1 for any s, t ∈ S.
A typical example of an inverse monoid is the the symmetric inverse monoid on a set X,
denoted PSym(X) and defined as follows. The underlying set of PSym(X) is the set of all
bijections between subsets of X, including the empty set. The elements of PSym(X) are
called partial permutations of X. If ϕ : Y → Z ∈ PSym(X) then Y and Z are the domain
and range of ϕ denoted domϕ and ranϕ, respectively. The common size |domϕ| = | ranϕ|
of the sets domϕ and ranϕ is called the rank of ϕ. The multiplication on PSym(X) is the
usual composition of partial maps defined for a pair of partial permutations ϕ1 : Y1 → Z1
and ϕ2 : Y2 → Z2 to be the partial permutation ϕ2ϕ1 : ϕ−11 (Z1 ∩Y2)→ ϕ2(Z1 ∩Y2) where
(ϕ2ϕ1)(x) = ϕ2(ϕ1(x)) for any x ∈ ϕ−11 (Z1∩Y2). For every ϕ ∈ PSym(X), the inverse of ϕ
in PSym(X) is just the usual inverse ϕ−1 of the bijection ϕ : domϕ→ ranϕ. The identity
element of PSym(X) is the identity map idX on X, and PSym(X) also has a zero element,
the empty map id∅. It is clear that if Γ is a graph, a digraph, or an edge-colored digraph
then PAut(Γ) is an inverse submonoid of PSym(V (Γ)). According to the Wagner–Preston
theorem, the analogue of Cayley’s theorem for groups holds: Every inverse monoid can
be represented as an inverse submonoid of a symmetric inverse monoid.
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Note that for any element s in an inverse monoid, the element e = ss−1 is always
idempotent, that is, e2 = e, and the idempotents ss−1 and s−1s are generally different.
In an inverse monoid S, the idempotents commute, therefore form a subsemilattice of S,
commonly denoted by E(S). The partial order of this semilattice extends naturally to
the whole inverse semigroup: s ≤ t if and only if there exists an idempotent e such that
s = te. This is called the natural partial order on S. We say that T is a full inverse
submonoid of S if T is an inverse submonoid of S such that E(S) ⊆ T , or equivalently,
E(T ) = E(S). Notice that if T is a full inverse submonoid of S, then T is an order ideal
in S with respect to the natural partial order of S, and the natural partial orders of T
and S coincide on T .
In a symmetric inverse monoid, the idempotents are the identical partial permutations
idY (Y ⊆ X), and therefore the natural partial order is the one defined by restriction
of domains. The partial automorphism monoid PAut(Γ) of a graph, a digraph, or an
edge-colored digraph Γ is a full inverse submonoid of PSym(V (Γ)), and so the natural
partial order of PAut(Γ) is also the one defined by restriction of domains.
An inverse monoid S with zero is called Boolean if the semilattice E(S) is the meet
semilattice of a Boolean algebra. Notice that the zero element of a Boolean inverse monoid
S is necessarily the minimum element of E(S). Observe that for any set X, the symmetric
inverse monoid PSym(X) is Boolean, as id∅ is a zero element in it, and the semilattice of
its idempotents is isomorphic to the meet semilattice of the power set P(X). Moreover,
for any edge-colored digraph (in particular, for any graph) Γ, the partial automorphism
monoid PAut(Γ) is also Boolean, since it is a full inverse submonoid of PSym(V (Γ)).
A key to understanding the structure of inverse monoids (or semigroups in general)
is knowing which elements can be multiplied to which elements. Some information is
carried by the natural partial order — one can never move ‘up’ by multiplication — but
an accurate description of this is best captured by five equivalence relations, called Green’s
relations (see Subsection 3.4), two of which coincide in the cases we are concerned with.
3.2. Compatibility and joins. As an inverse monoid forms a partially ordered set with
the natural partial order, it makes sense to talk about least upper bounds of sets, or in
other words, joins of subsets. If a subset A ⊆ S of an inverse monoid has a join in S, then
for each a, b ∈ A, the elements ab−1 and a−1b can be proved to be idempotent. We call
such pair of elements compatible, and a subset is called compatible if all its elements are
pairwise compatible. In a symmetric inverse monoid, two maps ϕ1 and ϕ2 are compatible
if and only if they coincide on their common domain domϕ1 ∩ domϕ2, and they map
the elements outside their common domain to disjoint sets. It is easy to see that in a
symmetric inverse monoid, any compatible subset has a join, namely the union of its
elements. This is, however, not the case in all inverse monoids, with simple examples
provided by inverse submonoids of PSym(X) containing partial permutations of rank at
most k, for some k < |X|. In a symmetric inverse monoid, multiplication and taking
inverse distribute over joins. More precisely, for any ϕ,ψ, η ∈ PSym(X), if ϕ ∨ ψ exists
then all of ϕη ∨ ψη, ηϕ ∨ ηψ, and ϕ−1 ∨ ψ−1 exist, and we have (ϕ ∨ ψ)η = ϕη ∨ ψη,
η(ϕ ∨ ψ) = ηϕ ∨ ηψ, and (ϕ ∨ ψ)−1 = ϕ−1 ∨ ψ−1.
3.3. Finite symmetric inverse monoids. The first theorem everyone learns about
finite symmetric groups is that permutations can be written as products of disjoint cycles
in a unique way. An analogous theorem exists for finite symmetric inverse semigroups
as well, as described in [15], which we intend to formulate in this subsection. The main
idea is similar to the case of permutations: the orbits of a partial permutation on a finite
set are cycles and paths. However, while with permutations only cycles appear and they
determine permutations so that their product is the original permutation, this is not the
case with partial permutations in general. We slightly deviate from the notation of the
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book [15] for the sake of our purposes. In particular, the right-left composition of maps
followed in the paper induces notation which is quite unusual both in semigroup theory
and with permutation groups.
A cycle is a partial permutation that permutes all elements in its domain cyclically.
Note that this concept differs from that used in permutation groups, since the domain of a
cyclic permutation may be larger than the set of the elements ‘appearing in the cycle’. The
cycle x1 ←[ xk ←[ · · · ← [ x2 ← [ x1, where x1, x2, . . . , xk are pairwise distinct, is denoted by
(xk · · · x2 x1). A path is a partial permutation of the form xk ←[ · · · ← [ x2 ← [ x1, denoted
by [xk · · · x2 x1), where x1, x2, . . . xk are all distinct. Notice that dom[xk · · · x2 x1) =
{x1, x2, . . . , xk−1} and ran[xk · · · x2 x1) = {x2, x3, . . . , xk}.
Let X be a finite set, and consider the symmetric inverse monoid PSym(X). Two
partial permutations ϕ,ψ ∈ PSym(X) are said to be disjoint if the sets domϕ ∪ ranϕ
and domψ ∪ ranψ are disjoint. It is true that every partial permutation in PSym(X) is
the join of pairwise disjoint paths and cycles, and the set of the members of this join is
unique. For instance, the partial permutation on the set {1, 2, 3, 4} which maps 1 to 3, 3
to 4, and 2 to 2, would be written uniquely as [4 3 1)∨ (2). Using this form, one can easily
multiply partial permutations similarly as done in the case of permutations (albeit from
the right to left), for instance, ([4 3 1)∨ (2))([4 1)∨ (3 2)) = [4 2)∨ [4 2 3) = [4 2 3). Inverse
is obtained by reversing all paths and cycles, e.g. ([4 3 1) ∨ (2))−1 = [1 3 4) ∨ (2).
To avoid having to separate too many cases later in our proofs, we will sacrifice
uniqueness and allow for the possibility of [xk · · · x2 x1) denoting a cycle with x1 = xk,
but still indicate cycles in the usual form when it is more convenient. For example,
this allows us to write any ϕ ∈ PSym(X) with domϕ = {x1, x2, . . . , xk} in the form
ϕ = [ϕ(x1)x1) ∨ [ϕ(x2)x2) ∨ · · · ∨ [ϕ(xk)xk).
3.4. Green’s relations. Let S be an arbitrary semigroup, and a, b ∈ S be arbitrary
elements. We define two equivalence relations  L and R the following way:
a Lb if and only if there exists x, y ∈ S such that xa = b and yb = a,
a R b if and only if there exists x, y ∈ S such that ax = b and by = a.
In a symmetric inverse monoid, these equivalence relations are determined by domains
and ranges, that is, ϕ1  Lϕ2 if and only if domϕ1 = domϕ2, and ϕ1 R ϕ2 if and only if
ranϕ1 = ranϕ2.
Consider the relation H = R∩L, which is again an equivalence relation. Obviously, ev-
ery R-class and  L-class is a disjoint union of H-classes. In an inverse monoid, each R-class
and each  L-class is known to contain precisely one idempotent, and the H-classes contain-
ing these idempotents are precisely the maximal subgroups of the inverse monoid. In a
symmetric inverse monoid, ϕ1 H ϕ2 if and only if domϕ1 = domϕ2 and ranϕ1 = ranϕ2.
As idempotents are the identical partial permutations, the H-classes containing idempo-
tents are the ones where the common domain and the common range of the elements
coincide. These H-classes form symmetric groups on their common domain and range.
In any semigroup, it can be proven that R◦L = L◦R, where ◦ denotes the composition
of relations. Consequently, this is the least equivalence relation containing R and  L which
we denote D. Each D-class is a disjoint union of R-classes, and a disjoint union of  L-
classes, and any R- and  L-class of a D-class can be shown to intersect (in an H-class). It
is also known that each H-class in a D-class contains the same number of elements. It
is a consequence of the previous assertion on the idempotents in R- and  L-classes that
each D-class of an inverse monoid contains the same number of R-classes as  L-classes. A
D-class is therefore usually depicted in what is called an ‘eggbox’ diagram: the rows are
the R-classes, the columns are the  L-classes, the small rectangles are the H-classes, and,
in case of an inverse monoid, they are arranged in a way that the H-classes containing
idempotents are on the main diagonal. In a symmetric inverse monoid, ϕ1 D ϕ2 if and
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only if ϕ1 and ϕ2 have the same rank. For an example of an eggbox diagram, see Figure 1.
where the R- and  L-classes correspond to shared ranges and domains, respectively, and
the gray dots mark the idempotent elements.
(1) _  (2)
(1) _  (3)
(12)
(13)
(2) _  (3)
(23)
(1) _  [23)
(1) _  [32)
[13) _  [21)
(2) _  [13)
[12) _  [23)
(2) _  [31)
[21) _  [32)
(3) _  [21)
[23) _  [31)
(3) _  [12)
[13) _  [32)[12) _  [31)
Figure 1. The D-class of the rank 2 partial permutations in PSym({1, 2, 3})
The equivalence relations  L,R,H and D are called Green’s relations, and they are
crucial to understanding the structure of semigroups. There is one further Green’s relation
named J , the two-sided analogue of  L and R, but in finite semigroups, D = J , therefore
we do not discuss it here. Due to this fact, in the case of finite semigroups, the D-classes
form a partially ordered set: if we denote the D-class of a by Da, we put Da ≤ Db if
a = xby for some x, y ∈ S, that is, if b can be multiplied into a. In the case of PSym(X),
this is just the ordering of D-classes according to their rank.
If S is a finite semigroup with zero element 0, then the D-class D0 = {0} is the
minimum element of this poset. In a finite poset P with minimum element 0, the height
of an element a is the largest s ∈ N0 such that there exist elements a1, a2, . . . , as ∈ P with
0 < a1 < a2 < . . . < as = a. This allows us to define the height of D-classes in S, and if S
is an inverse monoid then also the height of elements (with respect to the natural partial
order). In any inverse monoid with zero, the height of each element is known to be equal
to the height of its D-class. An element of height 1 is usually called 0-minimal. So the
0-minimal elements are just the elements of the D-classes of height 1.
3.5. Munn representation. As mentioned before, all inverse monoids can be repre-
sented by partial permutations. The standard representation is the Wagner–Preston
representation, which represents S as an inverse submonoid of PSym(S) faithfully. Nev-
ertheless, as in the case of groups, representations on smaller sets also exist which are
faithful for special classes of inverse monoids. One of them represents an inverse monoid
on the set of its idempotents.
Let S be an inverse monoid, and put E = E(S). For e ∈ E, let [e] denote the order
ideal of E generated by e. The Munn representation of S is the map
δS : S → PSym(E), s 7→ δs,
where
δs : [s
−1s]→ [ss−1], e 7→ ses−1.
The kernel of δS is the greatest congruence contained in the equivalence H, commonly
denoted by µS . An inverse monoid S is called fundamental if µS is the equality relation
on S, that is, if the Munn representation is faithful (injective). It can be proven that
each symmetric inverse monoid is fundamental, and each full inverse submonoid of a
fundamental inverse semigroup is also fundamental. Hence the partial automorphism
monoid PAut(Γ) of any graph, digraph, or colored digraph Γ is fundamental.
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4. The structure of partial automorphism monoids of graphs
We begin by stating several elementary facts. The partial automorphism monoids of
a graph Γ and its complement Γ˜ are equal, that is, PAut(Γ) = PAut(Γ˜). In particular,
the partial automorphism monoids of the complete graph Kn and its complement K˜n
are equal to the symmetric inverse monoid PSym(V (Kn)). If the graphs Γ and Γ
′ are
isomorphic, then PAut(Γ) and PAut(Γ′) are also isomorphic (more specifically, PAut(Γ) =
ϕ−1 PAut(Γ′)ϕ for any isomorphism ϕ : Γ→ Γ′).
Let Γ be an edge-colored digraph (in particular, a graph). We have seen above that
PAut(Γ) is a full inverse submonoid of PSym(V (Γ)). Consequently, for every α ∈ PAut(Γ),
each restriction of α, considered as a partial permutation, belongs to PAut(Γ), and the
natural partial order on PAut(Γ) is, like in PSym(X), the one defined by restriction.
Similarly as in symmetric inverse monoids, for any ϕ1, ϕ2 ∈ PAut(Γ), we have ϕ1  Lϕ2
if and only if domϕ1 = domϕ2, we have ϕ1 R ϕ2 if and only if ranϕ1 = ranϕ2, and
consequently, ϕ1 H ϕ2 if and only if both domϕ1 = domϕ2 and ranϕ1 = ranϕ2. An
H-class forms a group if and only if the (common) domains and ranges of its elements
coincide. Equivalently, an H-class forms a group if and only if it contains a partial
identity permutation, and the group H-classes are just the automorphism groups of the
corresponding induced subgraphs of Γ. In particular, the H-class of the identity map on
V (Γ) is the automorphism group of Γ. Among Green’s relations of PAut(Γ), the only one
which need not coincide with the restriction of that of PSym(V (Γ)) is the D relation. We
highlight this in the following simple proposition:
Proposition 4.1. For any edge-colored digraph Γ, the D-classes of PAut(Γ) correspond to
the isomorphism classes of the induced subgraphs of Γ, that is, two elements are D-related
if and only if the subgraphs induced on their domains (or ranges) are isomorphic.
Proof. Let ϕ1, ϕ2 ∈ PAut(Γ). Then ϕ1 D ϕ2 if and only if there exists ψ ∈ PAut(Γ)
with ϕ1  Lψ R ϕ2. The latter relation is equivalent to the equations domϕ1 = domψ and
ranϕ2 = ranψ. Thus, such ψ exists in PAut(Γ) if and only if there is a graph isomorphism
between the induced subgraphs on domϕ1 and ranϕ2, which proves our statement. 
Since PAut(Γ) is finite, the D-classes form a partially ordered set. It is easy to see that
this partial order corresponds to the ‘subgraph’ relation between the isomorphism classes
of graphs corresponding to each D-class.
As an example, Figure 3 illustrates the structure of the partial graph automorphism
monoid of the graph Γ0 with vertices 1, 2, 3, 4 and edges {1, 2}, {2, 3} (see Figure 2). The
isomorphism class corresponding to a D-class is depicted next to each D-class.
A key observation in describing the partial automorphism monoids of edge-colored
digraphs, in particular, of graphs, is the fact that the elements of rank 1 and 2 determine
the rest of the monoid. This is formalized in the following lemmas. The proof of the first
lemma is obvious.
Lemma 4.2. Let Γ = (X,E) be an edge-colored digraph, and let ϕ ∈ PSym(X) be a
partial permutation of rank at least 2. Then ϕ ∈ PAut(Γ) if and only if ϕ|Y ∈ PAut(Γ)
for any 2-element subset Y of domϕ.
Lemma 4.2 implies that one can build all partial automorphisms of an edge-colored
digraph (in particular, of a graph) from partial automorphisms of rank at most 2, using
joins.
Proposition 4.3. The partial automorphism monoid S = PAut(Γ) of any edge-colored
digraph Γ has the following property:
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Figure 2. The graph Γ0
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Figure 3. The structure of the partial automorphism monoid PAut(Γ0)
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(U) For any compatible subset A ⊆ S of partial permutations of rank 1, if S contains
the join of any two elements of A, then S contains the join of the set A.
Proof. Since A is compatible, ϕ =
∨
A is an element of PSym(V (Γ)). The elements
of A have rank 1, therefore compatibility of A implies that distinct elements of A have
distinct domains and distinct ranges. Thus, for any distinct elements ψ1, ψ2 ∈ A, ψ1 ∨
ψ2 is a rank 2 partial permutation on V (Γ) (and, by assumption, also a partial graph
automorphism of Γ), namely the restriction of ϕ to the 2-element set domψ1 ∪ domψ2.
Moreover, by definition, any rank 2 restriction of ϕ arises in this way. Therefore ϕ satisfies
the conditions of Lemma 4.2, and hence belongs to S. 
Proposition 4.4. If S, T are full inverse submonoids of PSym(X) which coincide on
their elements of rank at most 2 and satisfy condition (U), then S = T .
Proof. To verify S ⊆ T , let ϕ ∈ S be of rank greater than 2. Then all restrictions
of ϕ are in S, since S is a full inverse submonoid of PSym(X). In particular, with A
denoting the set of rank 1 restrictions of ϕ, we have A ⊆ S. The elements of A are, of
course, pairwise compatible, and as all their two-element joins are rank 2 restrictions of
ϕ, they belong to S as well. Since we assume that T contains the same elements of ranks
1 and 2 as S and that T satisfies condition (U), this yields ϕ = ⋃A is an element of T ,
as needed. The inclusion T ⊆ S is obtained by the symmetric argument, swapping the
roles of T and S. 
5. When does an inverse monoid of partial permutations coincide with the
partial automorphism monoid of a graph?
The first theorem of this section answers the question from the title of the section.
The second theorem answers the same question for edge-colored digraphs; the conditions
in the characterization being a subset of those for graphs. In case of graphs it is also
observed that the partial automorphism monoid uniquely determines the graph up to
forming complement.
Theorem 5.1 (Partial automorphism monoids of graphs). Given an inverse submonoid
S of PSym(X), where X is a finite set, there exists a graph Γ = (X,E) whose partial
automorphism monoid PAut(Γ) is equal to S if and only if the following conditions hold:
(1) S is a full inverse submonoid of PSym(X),
(2) for any compatible subset A ⊆ S of rank 1 partial permutations, if S contains the
join of any two elements of A, then S contains the join of the set A,
(3) the rank 2 elements of S form at most two D-classes,
(4) the H-classes of rank 2 elements are nontrivial.
Remark 5.2. Since the partial automorphism monoids of a graph and of its comple-
ment coincide, the two D-classes (one possibly empty) in condition (3) of Theorem 5.1
interchangeably play the role of the set of edges and the set of non-edges of Γ.
Theorem 5.3 (Partial automorphism monoids of edge-colored digraphs). Given an in-
verse submonoid S of PSym(X), where X is a finite set, there exists an edge-colored
digraph Γ = (X,E1, . . . , El) whose partial automorphism monoid PAut(Γ) is equal to S if
and only if the following conditions hold:
(1) S is a full inverse submonoid of PSym(X),
(2) for any compatible subset A ⊆ S of rank 1 partial permutations, if S contains the
join of any two elements of A, then S contains the join of the set A.
Remark 5.4. Partial automorphism monoids of (monochromatic) digraphs admit the
same characterization as the one above, as for any edge-colored digraph, one can construct
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a digraph admitting the same set of partial automorphisms encoding colors with different
numbers of edges.
5.1. Proofs of the “only if” parts (PAut(Γ) has the required properties).
Proof of Theorem 5.3. Suppose Γ is an edge-colored digraph on the vertex set X,
and take the inverse monoid S = PAut(Γ). The simple observation that all partial identity
permutations are partial automorphisms implies condition (1), while condition (2) follows
from Proposition 4.3. 
Proof of Theorem 5.1. Parts (1) and (2) follow from Theorem 5.3, as every graph
can be considered as a special edge-colored digraph. For condition (3), recall that by
Proposition 4.1, the D-classes correspond to the isomorphism classes of the induced sub-
graphs. If Γ is a graph then any induced subgraph of Γ with two vertices either has no
edge, or has a single edge between the two vertices. This yields at most two D-classes of
partial automorphisms of rank 2.
A group H-class of any D-class is isomorphic to the automorphism group of the induced
subgraph on the common domain, but both kinds of subgraphs with two vertices have
a two-element automorphism group (containing the identity map and a transposition),
which implies that the rank 2 H-classes are, indeed, non-trivial, proving condition (4).

5.2. Proofs of the “if” parts (for S with these properties, there exists a Γ).
Let S be an inverse submonoid of PSym(X) satisfying the conditions of the respective
theorems. We prove both theorems by constructing graphs ΓS on the set X for which
PAut(ΓS) = S. Again, Theorem 5.1 could just be regarded as a special case of Theorem
5.3. However, the construction of a graph is more straightforward in the former case, we
therefore prove the theorems separately.
Proof of Theorem 5.1. Let us define a graph ΓS = (X,E) as follows. Denote the two
rank 2 D-classes of S by De and Dn (standing for ‘edges’ and ‘non-edges’, respectively;
the choice of ‘which is which’ can be made arbitrarily). For any two distinct vertices
v1, v2 ∈ X, let {v1, v2} ∈ E if and only if the partial permutation (v1) ∨ (v2) belongs to
De. Next, we show that S and PAut(ΓS) coincide on their elements of rank at most 2.
Let ϕ ∈ S be a permutation of rank at most 2, and we intend to verify that ϕ ∈
PAut(ΓS). If ϕ has rank 1 or 0, then it is a partial graph automorphism of ΓS (and of
any graph on X), as all subgraphs induced by one vertex are isomorphic, and the empty
map is a partial graph automorphism of any graph by definition. Next, suppose ϕ has
rank 2, that is, ϕ = [v1 u1) ∨ [v2 u2), where u1 6= u2 (and therefore v1 6= v2). Since,
ϕϕ−1 = (v1)∨ (v2) and ϕ−1ϕ = (u1)∨ (u2), ϕϕ−1 D ϕ−1ϕ implies (v1)∨ (v2) D (u1)∨ (u2)
in S. Thus, by the definition of ΓS , we obtain the equivalence (u1, u2) ∈ E if and only if
(v1, v2) ∈ E. Hence ϕ ∈ PAut(ΓS) follows.
Next we turn to proving that each partial automorphism of ΓS of rank at most 2 belongs
to S. Since S is a full inverse submonoid of PSym(X), all idempotents of PSym(X) belong
to S. In particular, the empty map belongs to S, and it is, of course, the single rank 0
partial permutation in S. We establish that every rank 1 partial permutation [v2v1) of X
is contained in S. By condition (4), the H-class of the rank 2 idempotent (v2) ∨ (v1) is
nontrivial, therefore, besides the idempotent itself, it contains another partial permutation
which is an automorphism of the induced subgraph on {v1, v2}. Necessarily, this partial
permutation swaps the two vertices v1, v2. This implies that the cycle (v2v1) belongs to
S for every pair v1, v2 of distinct elements of X. Since any rank 1 partial permutation
arises as a restriction of such a partial permutation, we are done.
Now suppose ϕ is a rank 2 partial automorphism of ΓS , that is, ϕ = [v1 u1) ∨ [v2 u2)
for some u1, u2, v1, v2 ∈ X with u1 6= u2 (and also v1 6= v2). Then u1, u2 are connected by
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an edge if and only if v1, v2 are, whence (v1) ∨ (v2) D (u1) ∨ (u2) in S by the definition
of ΓS . Therefore there exists an element ψ in S with domain {u1, u2} and range {v1, v2}.
Moreover, since the rank 2 H-classes of S are nontrivial by condition (4), the H-class of ψ
contains both partial permutations with domain {u1, u2} and range {v1, v2}, in particular,
ϕ ∈ S.
We have shown that S and PAut(Γ) coincide on their elements of rank at most 2, and
so, by applying Proposition 4.4, we obtain PAut(ΓS) = S. 
Proof of Theorem 5.3. Let us define an edge-colored graph ΓS = (X,Ec (c ∈ C))
as follows. Let the color palette be C = C1 ∪ C2 with C1 ∩ C2 = ∅, where C1 indexes
the set of rank 1, C2 the set of rank 2 D-classes of S. For every c ∈ C1, let Ec consist
of all loops (v, v) where (v) is in the D-class Dc. Moreover, for every c ∈ C2, let us
choose and fix vertices vc1, v
c
2 ∈ X with (vc1) ∨ (vc2) ∈ Dc, and define Ec to consist of all
edges (u1, u2) such that [u1 v
c
1) ∨ [u2 vc2) ∈ S. Note that this implies (vc1, vc2) ∈ Ec and
(vc1)∨(vc2) D (u1)∨(u2) by definition. The converse of the latter relation is not quite true.
However, if (vc1) ∨ (vc2) D (u1) ∨ (u2) in S, then at least one of the partial permutations
[u1 v
c
1) ∨ [u2 vc2) and [u2 vc1) ∨ [u1 vc2) is in S, and therefore, for any such u1, u2, at least
one of the edges (u1, u2) and (u2, u1) belongs to Ec. Both belong to Ec if any only if the
H-classes in Dc are nontrivial. Again, we intend to show that S and PAut(ΓS) coincide
on their elements of rank at most 2.
Suppose first that ϕ ∈ S is of rank 1 or 2, and check that ϕ ∈ PAut(ΓS). In the
first case, ϕ = [v2 v1), and so (v1) D (v2) in S. Therefore, by the definition of ΓS , both
subgraphs induced on {v1} and {v2} contain a single loop of the same color, making ϕ a
partial automorphism. In the second case, suppose that ϕ = [v1 u1)∨ [v2 u2) with u1 6= u2
and (u1, u2) ∈ Ec. Then [u1 vc1) ∨ [u2 vc2) ∈ S, and
(
[v1 u1) ∨ [v2 u2)
)(
[u1 v
c
1) ∨ [u2 vc2)
)
=
[v1 v
c
1) ∨ [v2 vc2) ∈ S follows from u1 6= u2. This implies (v1, v2) ∈ Ec. Similar arguments
interchanging the u’s and v’s imply that ϕ is indeed in PAut(ΓS).
Now suppose that ϕ ∈ PAut(ΓS) is of rank 1 or 2, and verify that ϕ ∈ S. If ϕ =
[v2 v1), then the subgraphs induced on {v1} and {v2} are isomorphic. This implies by the
definition of ΓS that (v1) D (v2) in S, and hence ϕ ∈ S. Otherwise, let ϕ = [v1 u1)∨[v2 u2)
with u1 6= u2, and let Dc be the D-class of S containing (v1)∨(v2). As we have seen above,
this implies (u1, u2) ∈ Ec or (u2, u1) ∈ Ec. If (u1, u2) ∈ Ec, that is, [u1 vc1) ∨ [u2 vc2) ∈ S,
then (v1, v2) ∈ Ec as well, therefore [v1 vc1) ∨ [v2 vc2) ∈ S, and
(
[v1 v
c
1) ∨ [v2 vc2)
)(
[u1 v
c
1) ∨
[u2 v
c
2)
)−1
= [v1 u1) ∨ [v2 u2) ∈ S follows. If (u2, u1) ∈ Ec, then [v1 u1) ∨ [v2 u2) ∈ S can
be similarly deduced.
Thus we have seen that S and PAut(Γ) coincide on their elements of rank at most 2,
and by applying Proposition 4.4, we obtain PAut(ΓS) = S indeed. 
As we have observed for any graph Γ, the idempotents of the two rank 2 D-classes of
PAut(Γ) correspond to the pairs of vertices forming edges and non-edges. Consequently,
the graph Γ with S = PAut(Γ) is uniquely determined up to forming complement. Hence
the following can be deduced.
Corollary 5.5. If Γ,Γ′ are graphs with PAut(Γ) = PAut(Γ′) then either Γ = Γ′ or Γ = Γ˜′.
6. When is an inverse monoid isomorphic to the partial automorphism
monoid of a graph?
This section gives abstract characterizations for the inverse monoids of partial auto-
morphism monoids of graphs, and more generally, of edge-colored digraphs. It is also
determined when the partial automorphism monoids of graphs are isomorphic.
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Theorem 6.1 (Partial automorphism monoids of graphs, up to isomorphism). Given a
finite inverse monoid S, there exists a finite graph whose partial automorphism monoid
is isomorphic to S if and only if the following conditions hold:
(1) S is Boolean,
(2) S is fundamental,
(3) for any subset A ⊆ S of compatible 0-minimal elements, if all 2-element subsets
of A have joins in S, then the set A has a join in S,
(4) S has at most two D-classes of height 2,
(5) the H-classes of the height 2 D-classes of S are nontrivial.
Theorem 6.2 (Partial automorphism monoids of edge-colored digraphs, up to isomor-
phism). Given a finite inverse monoid S, there exists a finite edge-colored digraph whose
partial automorphism monoid is isomorphic to S if and only if the following conditions
hold:
(1) S is Boolean,
(2) S is fundamental,
(3) for any subset A ⊆ S of compatible 0-minimal elements, if all 2-element subsets
of A have joins in S, then the set A has a join in S.
A main tool in the proof of these theorems is a modified version of the Munn represen-
tation (see Subsection 3.5).
Definiton 6.3 (Restricted Munn representation). Let S be a finite inverse monoid, and
let X denote the set of atoms of E(S). The restricted Munn representation of S is
essentially the Munn representation of S restricted to the atoms of E(S), that is, it is the
homomorphism
αS : S → PSym(X), s 7→ δs|X ,
where
δs|X : [s−1s] ∩X → [ss−1] ∩X, e 7→ ses−1.
Note that αS is well defined for any finite inverse monoid, as the atoms of an order
ideal of E(S) are atoms of E(S), and an order isomorphism between posets maps atoms to
atoms. Naturally, this representation can only be faithful (injective) if S is fundamental.
However, this is not a sufficient condition in general. The next lemma states that within
the class of finite Boolean inverse monoids, the two properties are indeed equivalent.
Proposition 6.4. For a finite Boolean inverse monoid S, the restricted Munn represen-
tation of S is faithful (injective) if and only if S is fundamental.
Proof. If S is a finite Boolean inverse monoid, then any principal order ideal of E(S)
is a (finite) Boolean algebra, and an order isomorphism between order ideals is also a
Boolean algebra isomorphism (see [9]). Since finite Boolean algebras are generated by
their atoms, an isomorphism δ : I → J between Boolean algebras is uniquely determined
by its restriction to the atoms of I. Hence, for any elements s, t ∈ S, we have δs|X = δt|X
if and only if δs = δt, making the restricted Munn representation faithful (injective) if
and only if the Munn representation is. 
There is another reason why the restricted Munn representation is a very natural
representation to consider for the partial automorphism monoids of graphs, and this is
the following statement.
Proposition 6.5. For a partial automorphism monoid S = PAut(Γ) of an edge-colored
digraph Γ, the restricted Munn representation αS and the representation of S on V (Γ)
are essentially the same. More precisely, if X is the set of atoms of E(S), the map
ξ : V (Γ)→ X, v 7→ id{v}
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is a bijection with the property that, for every ϕ ∈ S, we have
(1) ξ(domϕ) = dom(αS(ϕ)), ξ(ranϕ) = ran(αS(ϕ)),
and
(2) ξ(ϕ(v)) = (αS(ϕ))(ξ(v)) for any v ∈ V (Γ).
Proof. The semilattice of idempotents E(S) of S consists of the identical maps on the
subsets of V (Γ), that is, Θ: P(V (Γ))→ E(S), Y 7→ idY is an isomorphism from the meet-
semilattice (P(V (Γ));∩) of the Boolean algebra P(V (Γ)) to E(S). Since the atoms of
P(V (Γ)) are the singleton subsets, and the set of atoms of E(S) is X = {id{v} : v ∈ V (Γ)},
the restriction of Θ to the sets of atoms induces the bijection ξ : V (Γ) → X, v 7→ id{v}.
This provides a natural identification of the atoms of E(S) with the vertices of Γ.
The equalities (1) and (2), which we prove in this section, say that, under this iden-
tification, ϕ and αS(ϕ) are the same for every ϕ ∈ S. By definition, dom(αS(ϕ)) =
[ϕ−1ϕ] ∩ X = {id{v} : v ∈ domϕ} = ξ(domϕ), and the second equality in (1) follows
similarly. Furthermore, if v ∈ domϕ, then we have (αS(ϕ))
(
id{v}
)
= δϕ|X
(
id{v}
)
=
ϕ id{v} ϕ−1 = id{ϕ(v)}. 
6.1. Proofs of the “only if” parts (PAut(Γ) has the required properties).
Proofs of Theorems 6.1 and 6.2. For any graph, or edge-colored digraph Γ, we
have seen in Subsections 3.1 and 3.5 that PAut(Γ) is Boolean and fundamental, proving
conditions (1) and (2).
Since the 0-minimum elements of PAut(Γ) are just the rank 1 elements, and the D-
classes of height 2 are just the rank 2 D-classes, conditions (3)–(5) are immediate con-
sequences of our previous observations on partial automorphism monoids, see properties
(2)–(4) in Theorems 5.1 and 5.3. 
6.2. Proofs of the “if” parts (for S with these properties, there exists a Γ).
Proofs of Theorems 6.1 and 6.2. Let S be an inverse monoid having properties
(1)–(3) required in Theorem 6.2, and let X denote the set of all atoms of E(S). By
properties (1) and (2), Proposition 6.4 implies that the restricted Munn representation αS
of S embeds S into PSym(X). We check that the inverse submonoid αS(S) of PSym(X)
satisfies conditions (1)–(2) of Theorem 5.3. Since the rank 1 elements of αS(S) are clearly
0-minimal, condition (2) is immediate from property (3) on joins in S. To see condition
(1), that is, that αS(S) is a full inverse submonoid of PSym(X), note that for any element
e ∈ X, id{e} = αS(e) ∈ αS(S). Since E(S) is a meet-semilattice of a Boolean algebra with
|X| atoms, the same holds also for E(αS(S)). However, E(PSym(X)) is also a Boolean
algebra of the same size which contains E(αS(S)). Hence E(αS(S)) = E(PSym(X)), and
αS(S) is, indeed, a full inverse submonoid of PSym(X).
Now assume that S also has properties (4)–(5) of Theorem 6.1. Since αS(S) is a full
inverse submonoid of PSym(X), its D-classes of height 2 are just the rank 2 D-classes,
therefore properties (4)–(5) imply that αS(S) satisfies conditions (3)–(4) of Theorem 5.1
as well.
Theorems 5.3 and 5.1 show the existence of a required Γ, thus completing the proofs
of Theorem 6.2 and 6.1, respectively. 
We can combine our results to determine when the partial automorphism monoids of
graphs are isomorphic.
Corollary 6.6. For any graphs Γ and Γ′, the partial automorphism monoids PAut(Γ)
and PAut(Γ′) are isomorphic if and only if either Γ and Γ′, or Γ and Γ˜′ are isomorphic.
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Proof. The ‘if’ part of the statement is obvious. To see the converse, suppose that
ι : PAut(Γ) → PAut(Γ′) is an isomorphism, and put X = V (Γ), X ′ = V (Γ′). The
sets of elements of rank at most 1 form inverse subsemigroups S1 and S
′
1 in PAut(Γ)
and PAut(Γ′), respectively. The isomorphism ι maps idempotents to idempotents and
preserves their heights, and so it also preserves ranks of elements. Therefore ι(S1) = S
′
1,
and ι restricts to a bijection between the sets of rank 1 idempotents of PAut(Γ) and
PAut(Γ′). Combining this bijection with the bijections v 7→ id{v} from the sets X and
X ′ to the latter sets, we obtain a bijection ι : X → X ′, where id{ι(v)} = ι(id{v}) for
every v ∈ X. Recall that S1 \ {id∅} and S′1 \ {id∅} constitute D-classes in PSym(X)
and PSym(X ′), respectively. Since isomorphisms map  L-related (R-related) elements to
elements with the same property, and the H-classes of S1 and S′1 are singletons, we obtain
that ι([v u)) = [ι(v) ι(u)) for any u, v ∈ X.
Now let us define a graph Γ′′ = (X,E′′) in the way that {u, v} ∈ E′′ for distinct u, v ∈ X
if and only if {ι(u), ι(v)} ∈ E′. It is clear that Γ′′ is isomorphic to Γ′. We intend to verify
that the rank 2 elements of PAut(Γ′′) and PAut(Γ) coincide.
Let ϕ = [v1 u1)∨ [v2 u2) be a rank 2 element of PSym(X). By definition, ϕ ∈ PAut(Γ′′)
if and only if either both {ι(u1), ι(u2)} and {ι(v1), ι(v2)} are edges, or both are non-edges
in Γ′, that is, if and only if [ι(v1) ι(u1)) ∨ [ι(v2) ι(u2)) ∈ PAut(Γ′). As isomorphisms are
easily seen to respect joins, we obtain that
[ι(v1) ι(u1)) ∨ [ι(v2) ι(u2)) = ι
(
[v1 u1)
) ∨ ι([v2 u2)) = ι([v1 u1) ∨ [v2 u2)) = ι(ϕ).
Hence ϕ ∈ PAut(Γ′′) if and only if ϕ ∈ ι−1(PAut(Γ′)) = PAut(Γ), and so the rank 2
elements of PAut(Γ′′) and PAut(Γ), indeed, coincide.
Since both in PAut(Γ′′) and PAut(Γ), the elements of rank at most 1 are just the
elements of the same kind in PSym(X), we deduce by Proposition 4.4 that PAut(Γ) =
PAut(Γ′′). Thus Corollary 5.5 implies that either Γ = Γ′′ or Γ = Γ˜′′, and since Γ′′ is
isomorphic to Γ′, our corollary is proven. 
Motivated by this result and the graph reconstruction conjecture, we propose a related
question.
Problem 6.7. Given graphs Γ1 and Γ2 , if their decks Deck(Γ1) and Deck(Γ2) coin-
cide up to isomorphism and complementation, do Γ1 and Γ2 necessarily coincide up to
isomorphism and complementation?
This can be translated to the language of semigroups in the following way. Note that
given a graph Γ, the partial automorphism monoids PAut(Γ − vi) (vi ∈ V ) are inverse
submonoids of PAut(Γ), namely precisely the maximal Boolean ones of height |V (Γ)|−1.
Let Deck(PAut(Γ)) denote the set of such inverse submonoids of PAut(Γ).
Problem 6.8. Given two inverse monoids PAut(Γ1) and PAut(Γ2), if Deck(PAut(Γ1))
and Deck(PAut(Γ2)) coincide up to isomorphism, do we have PAut(Γ1) ∼= PAut(Γ2)?
We note that the above problems can fail for small graphs. E.g., take the following two
graphs on four vertices:
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One can check that Deck(PAut(Γ1)) and Deck(PAut(Γ2)) are the same, but PAut(Γ)1
and PAut(Γ2) are different. However, we believe that for large enough graphs, the answer
to Problem 6.8 may be positive.
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