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(P) , , , , .
$(P)$ minimize $f(x)$ (1)
subject to $g_{j}(x)\leq 0,$ $j=1,$ $\ldots,$ $q$
$h_{j}(x)=0,$ $j=q+1,$ $\ldots,$ $m$
$l_{i}\leq x_{i}\leq u_{i},$ $i=1,$ $\ldots,$ $n$
. $x=(x_{1}, \cdots, x_{n})$ $n$ , $f(x)$ , $g_{j}(x)\leq 0$ $q$ ,
$h_{j}(x)=0$ $m-q$ , $f,$ $g_{j},$ $h_{j}$ . $l_{:},$ $u$:

















, . , (4b)
















. , $m$ , ,
$r$ $m’$ $E_{g}$ .
$U_{g}=-G \frac{m}{r}$ , $E_{g}=G \frac{mm’}{r^{2}}$ (2)
, $G$ . , $q$ , $U_{e}$ ,
$r$ $q’$ $E_{*}$ .
$U_{e}=- \frac{1}{4\pi\epsilon_{0}}\frac{q}{r}$ , $E_{e}= \frac{1}{4\pi\epsilon_{0}}\frac{qq’}{r^{2}}$ (3)
, $\epsilon_{0}$ .
3.2
. $x$ , $r$ , $U_{o}(potentia1$
for objective) $U_{c}$ ($potentia1$ for congestion) .
$U_{o}$ $=$ $\frac{f(x)}{r^{p}}$ (4)
$U_{c}$ $=$ $\frac{1}{r^{p}}$ (5)
, , 1 . , * $P>0$ 1
2 .
$X=\{x_{1}, x_{2}, \cdots, x_{N}\}$ , $f(x_{t}),$ $i=1,2,$ $\cdots$ , $N$ , $y$
, .
$U_{o}(y)$ $=$ $\sum_{:}\frac{f(x_{1})}{d(x_{1},y)^{p}}$ (6)
$U_{c}(y)$ $=$ $\sum_{:}\frac{1}{d(x_{1},y)^{p}}$ (7)
, $d(x, y)$ $x$ $y$ .
, $U_{o}$ , $U_{c}$
. $y$ $\hat{f}(y)$ , .
$\hat{f}(y)=\frac{U_{o}(y)}{U_{c}(y)}$ (8)
24
, $X$ $x_{i}’$ . ,
$f(x_{i})$ $f(x_{\mathfrak{i}}’)$ , $x_{i}$ $X$
.
$U_{o}(x_{i})$
$= \cdot\sum_{j\neq i}\frac{f(x_{j})}{d(x_{j},x_{i})^{p}}$ (9)
$U_{c}(x_{i})$ $=$
$\sum_{j\neq i}\frac{1}{d(x_{j},x_{\dot{*}})^{p}}$ (10)
$\hat{f}(x_{i})$ $=$ $\frac{U_{o}(x_{i})}{U_{c}(X_{1}\cdot)}$ (11)
$U_{o}(X_{1}\cdot)$
’









Differential Evolution potential DE ,
.
4.1 Differential Evolution
Differential evolution (DE) (evolution strategy) , Storn and $Prioe[1,2]$
. DE , . DE ,
, , ,
.
DE , , DE
. ,
, ,
, . , DE





DE , $DE/best/1/bin$ $DE/rand/1/\exp$
. , $DE/ba\epsilon e/num/cross$ . $ba\epsilon e$’
. . $DE/rand/num/cross$ ,
$DE/best/num/cross$ . $num$’
. “cross” . , $DE/base/num/bin$
(binomial crossover) , $DE/base/num/\exp$ ,
(exponential crossover) .
DE , , .
, $n$ . , . ,
. , 1+2 num
25
. , .
$F$ (scaling factor) . ,
$CR$(crossover factor) ,
(trial vector) . , , , .
, 1 $(num=1)$ $DE/rand/1/\exp$ .
4.2 potential DE
potential $DE/rand/1/\exp$ $[3, 4]$ .
Step0 . $N$ $x_{i}$ , $\{x_{i}, i=1,2, \cdots, N\}$
. .
Stepl . , . ,
.
Step2 . $x_{i}$ , 3 $x_{p1},$ $x_{p2},$ $x_{p3}$ $x_{t}$




Step3 . $x’$ $x_{i}$ , $X_{1}^{ncw}$ . $j$ $[1, n]$
. $x_{j}^{n\epsilon w}$ $i$ $x’$ $i$ .
, $CR$ , $x’$
. , $x_{i}$ . , Step2 Step3
.
Step4 . , , Step5 .
, Step6 .






$P=GenerateN$ individuals $\{x_{1}\}$ randomly;
Evaluate $x:$ , $i=1,2,$ $\cdots,$ $N$ ;
for ($t=1$ ; ; $t++$ ) $\{$
for (isl; $i\leq N_{j}i++$ ) $\{$
$(P_{1},P_{2},P_{3})=\epsilon elect$ randomly from $\{$ 1, $\cdot$ . ., $N\}\backslash \{i\}$ 8. $t$ . $Pj\neq p_{k}(j, k=1,2,3,j\neq k)$ :
$x^{new}:=x_{i}\in P$ :







$\}$ while ( $k\leq n$ &&u(O, $1)<CR$);







, $u(O, 1)$ $[0,1]$ , $Better_{P}$ $t\epsilon ntial(\cdot, \cdot)$ , ,
. , , $Better_{Potentia1}(\cdot, \cdot)=1$ ,
, $DE/rand/1/\exp$ .
4.3
[14] , , ,
$Better_{P}$ $t$ $nti\cdot 1$ .
$Better_{P\circ tentia1}(x_{1}’, x:)\Leftarrow\frac{\hat{f}(x_{1}’)-\hat{f}(x_{i})}{|\hat{f}(x_{1})|}\leq\delta$ (16)
(16) , $Better_{P}$ $t$ ntial $(X’\cdot, X;)$
, $\delta\geq 0$ . $X$ ,
$P$ .
$\delta$ $0$ , , ,
. $\delta$ , ,
. . . , $\delta$
, $\delta=0.001$ .
, , (16) . ,
.
, . ,
, . , ,
, . ,
, .
$Better_{Pot\epsilon ntla1}(x_{1}’, x_{t})\Leftarrow\frac{U(x_{i}’}{U_{\text{ }}(x_{i}}\}\leq\lambda$w.p. $P_{\epsilon}$ (17)
, $\lambda(0\leq\lambda\leq 1)$ , $P_{c}$
.
$\lambda$ , ,
. $\lambda$ , ,
. , $\lambda$ . ,
, $P_{c}$ $0$ ,





, \neq , $p=2$ .
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55.1
, , , [15].
, . ,
. ,
, , , Rastrigin
.
, . , $n$ .. $fi$ :Sphere
$f(x)= \sum_{i=1}^{n}x_{1}^{2}$ , $-5.12\leq x:\leq 5.12$ (19)
, $(0,0, \cdots,0)$ $0$ .
$f_{1}$
1: $n=2$ $fi$
. $f_{2}:$ Rosenbrock NM
$f(x)= \sum_{:=2}^{n}:+(x_{i}-1)^{2}\}$ , $-2.048\leq x_{i}\leq 2.048$ (20)
, $(1, 1, \cdots, 1)$ $0$ .
$\bullet$ $f_{S}$ : ill-scaled $R_{08}enbrock$
$f(x)= \sum_{=;2}^{n}\{100(x_{1}-(ix_{i})^{2})^{2}+(ix_{i}-1)^{2}\}$ , $-2.048/i\leq x_{i}\leq 2.048/i$ (21)
, $(1, \frac{1}{2}, \cdots, \frac{1}{n})$ $0$ .. $f_{4}$ : Rastrigin
$f(x)=10n+ \sum_{1=1}^{n}\{x_{i}^{2}-10\cos(2\pi x_{i})\}$ , $-5.12\leq x_{i}\leq 5.12$ (22)












2 $\delta=0.001$ , $\lambda=0.5$ 20 . IFNinc. , $P_{c}$
$P_{c}=0$ , .
eval, $8UCC$ , fail, rate .
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obj-succ , , obj-fail ,




, $f_{2}$ $P_{c}=0.75,$ $f_{3}$ $P_{c}=0.75,$ $f_{4}$ $P_{c}=0.25$




potential DE , $P_{c}=0.5$
DE 3 .
3: potential DE DE
, DE , $fi$ , $f_{4}$ , $f_{2}$ 23%,
20% . potential DE , $f1$ 3%
, $f_{4}$ , $f_{2}$ 9%, $f_{3}$ 7% . ,
potential DE ,
, .
DE, potential DE$(P_{\text{ }}=0)$ potential DE($P$ $=0.5$) , 2
4, 6, 8 10 5,
30
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