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In this paper we study monomial ideals attached to posets,
introduce generalizedHibi rings and investigate their algebraic and
homological properties. The main tools to study these objects are
Gröbner basis theory, the concept of sortability due to Sturmfels
and the theory of weakly polymatroidal ideals.
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0. Introduction
In 1985 Hibi [11] introduced a class of algebras which nowadays are called Hibi rings. They are
toric rings attached to finite posets, and may be viewed as natural generalizations of polynomial
rings. Indeed, a polynomial ring in n variables over a field K is just the Hibi ring of the poset [n] =
{1, 2, . . . , n}.
Hibi rings appear naturally in various combinatorial and algebraic contexts, for example in
invariant theory. Hodge algebras may be viewed as flat deformations of Hibi rings. In this sense
the coordinate ring of the flag variety for GLn is the deformation of the Hibi ring for the so-called
Gelfand–Tsetlin poset.
Given a finite poset P = {p1, . . . , pn}, let I(P) be the ideal lattice of P . By Birkhoff’s theorem any
finite distributive lattice arises in this way. Let K be a field. Then the Hibi ring over K attached to P
is the toric ring K [I(P)] generated by the set of monomials {xI t I ∈ I(P)} where xI = ∏pi∈I xi. Let
T = K [{yI yI ∈ I(P)}] be the polynomial ring in the variables yI over K , and ϕ : T → K [I(P)] be the
K -algebra homomorphism with yI → xI t . One fundamental result concerning Hibi rings is that the
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toric ideal LP = Kerϕ has a reduced Gröbner basis consisting of the so-called Hibi relations:
yIyJ − yI∩JyI∪J with I ⊈ J and J ⊈ I.
Hibi showed [11, Theorem 2.c] that any Hibi ring is a normal Cohen–Macaulay domain, and that it is
Gorenstein if and only if the attached poset P is pure [11, Corollary 3.d], that is, all maximal chains of
P have the same cardinality.
More generally, for any latticeL, not necessarily distributive, onemay consider the K algebra K [L]
with generators yα , α ∈ L, and relations yαyβ = yα∧βyα∨β where ∧ and ∨ denote meet and join in
L. Hibi showed that K [L] is a domain if and only if L is distributive, in other words, if L is an ideal
lattice of a poset.
The starting point of this paper is the so-called Hibi ideals which were first introduced in [5].
Attached to each finite poset P = {p1, . . . , pn}, one defines the Hibi ideal HP as the monomial
ideal in the polynomial ring K [x1, . . . , xn, y1, . . . , yn] generated by the monomials xIyP\I with I ∈
I(P). Note that the toric ring generated over K by these monomials is isomorphic to the Hibi ring
attached to P . The significance of Hibi ideals is that their Alexander dual can be interpreted as the
edge ideal of a bipartite graph. To be precise, if we define the bipartite graph G on the vertex set
{x1, . . . , xn, y1, . . . , yn} by saying that {xi, yj} is an edge of G if and only pi ≤ pj, then H∨P is the edge
ideal of G in the sense of Villarreal [18]. It turned out that bipartite graphs obtained in this way are
exactly the Cohen–Macaulay bipartite graphs.
Motivated by the dual relationship between Hibi ideals and edge ideals of bipartite graphs we
introduce in this paper the following ideals attached to a finite poset P = {p1, . . . , pn}: fix integers
r ≥ s ≥ 1, a field K and let S be the polynomial ring over K in the variables xij with i = 1, . . . , r and
j = 1, . . . , n.
We denote by Cr(P) the set of multichains of length r . In other words, the elements of Cr(P) are
subsets {pj1 , . . . , pjr } of P with pj1 ≤ pj2 ≤ · · · ≤ pjr .
For C ∈ Cr(P), C = {pj1 , . . . , pjr } and ∅ ≠ S ⊆ [r]we set
uC,S =
∏
i∈S
xiji ,
and uC = uC,[r]. Then we define the monomial ideals
Ir,s(P) = (uC,S : C ∈ Cr(P) and S ⊂ [r]with |S| = s),
and the Alexander dual Hr,s(P) = Ir,s(P)∨ of Hr,s(P).
We call Ir,s(P) themultichain ideal of type (r, s), and Hr,s(P) the generalized Hibi ideal of type (r, s)
of the poset P , since H2,2(P) is just the classical Hibi ideal HP , see [5]. For simplicity the ideals Hr,r(P)
will be denoted by Hr(P). It is worthwhile to notice that the ideals Ir,s(P)may be interpreted as facet
ideals of completely balanced simplicial complexes, as introduced by Stanley [16].
In Theorem 1.1 we compute explicitly the minimal monomial set of generators of Hr(P) and show
that Hr,s(P) = Hr(P)⟨r−s+1⟩, where I⟨k⟩ denotes the kth squarefree power of a squarefree monomial
ideal. It turns out that the generators of Hr(P) correspond bijectively to chains of length r
I : I1 ⊆ I2 ⊆ · · · ⊆ Ir = P
of poset ideals of P . In fact, Hr(P) is generated by the monomials
{uI = x1J1x2J2 · · · xrJr : I is a chain of length r of poset ideals of P}.
Here xjJj =
∏
pk∈Jj xjk and Jj = Ij \ Ij−1 for j = 1, . . . , r .
Based on this explicit descriptionwe show in Theorem 2.2 that all powersHr(P)k of the idealHr(P)
are weakly polymatroidal. The concept of weakly polymatroidal ideals has been introduced by Hibi
and Kokubo in [14] where they showed that they share with polymatroidal ideals the nice property
of having linear quotients. In particular, we conclude from this that the ideals Hr(P)k have a linear
resolution for all k ≥ 1. Nowwe use the fact shown in Theorem 1.1 thatHr,s(P) is a suitable squarefree
power of the idealHr(P), and observe that the squarefree part of a weakly polymatroidal ideal is again
weakly polymatroidal (see Lemma 2.3) to finally deduce in Theorem 2.4 that all Hibi ideals Hr,s(P) are
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weakly polymatroidal. By the Eagon–Reiner Theorem [2] this implies that for any finite poset and
all integers 1 ≤ s ≤ r the chain ideals Ir,s(P) are Cohen–Macaulay. Thus we obtain a rich family of
completely balanced simplicial complexes whose facet ideals are Cohen–Macaulay. In the case that
s = 2 this yields a class of r-partite graphs with Cohen–Macaulay edge ideal.
In Corollary 2.5 we show that the ideals Ir(P) are Gorenstein, if and only if they are generated by a
regular sequence which is the case if and only all elements of P are pairwise incomparable.
Section 3 is devoted to the study of the resolution of the ideal Hr(P). As Hr(P) has linear quotients,
the resolution can in principle be obtained as an iterated mapping cone. To get an explicit description
of the maps in the resolution one has to know all the linear quotients. This is described in Lemma 3.1.
With this information at hand we can describe the projective dimension of Hr(P) as the maximal
length of antichains in P , see Corollary 3.3. Applying then a result of Terai which relates the projective
dimension of an ideal to the regularity of its Alexander dual we obtain a nice formula for the regularity
for the chain ideals Ir(P). Next we show that the ideals Hr(P) have regular decomposition functions
in the sense of [10], and then apply a result of the same paper to finally obtain in Theorem 3.6 the
explicit resolution of the ideals Hr(P).
The remaining sections of the paper are devoted to the study of the toric rings Rr,s(P) which
naturally generalize the classical Hibi rings. The toric ring Rr,s(P), respectively Rr(P), is defined to
be the standard graded K -algebra generated over K by the unique minimal set Gr,s(P) of monomial
generators of Hr,s(P), respectively of Hr(P). In Theorem 4.1 we first show that Rr(P) has a quadratic
reduced Gröbner basis consisting of Hibi type relations. This result is used to show in Corollary 6.3
that all the toric rings Rr(P) are normal Cohen–Macaulay domains and to identify in Theorem 4.3 the
toric ring Rr(P) as a classical Hibi ring attached to the direct product P × Qr−1 of the poset P and the
poset Qr−1 = [r − 1]. By using this fact we see in Corollary 4.5 that Rr(P) is Gorenstein if and only if
P is pure.
The situation for the toric rings Rr,s(P) ismore complicated. Among their relations are also relations
which are not of Hibi type and so these algebras cannot be identified with classical Hibi rings for
suitable posets. Indeed, if we choose for P the poset consisting just of one element, then Hr,s(P) is
nothing other than the squarefree Veronese K -algebra which is generated over K by all squarefree
monomials of degree s in r variables. If we choose the same monomial order to compute the Gröbner
basis of the corresponding toric ideal of this algebra as we did in the proof for the algebras Rr(P),
then in this particular case this term order is just the reverse lexicographic order induced by the order
of the variables which is given by the lexicographic order of the generators of the algebra. For this
monomial order the algebra Rr,s(P) has a reduced Gröbner basis consisting of binomials of degree≤3
with squarefree initial ideal (Theorem 5.1). That some of the elements in the reduced Gröbner basis
may indeed be of degree 3, can be seen for example if we choose r = 6 and s = 3.
The question arises whether there is a monomial order for which the algebras Rr,s(P) has a
quadratic Gröbner basis. The answer is yes, and the method to prove this is due to Sturmfels who
used a sorting order to show that all algebras of Veronese type have a quadratic Gröbner basis. What
we need to show is that the set of monomial Gr,s(P) is sortable. This then implies by a theorem of
Sturmfels [17, Theorem 14.2] that the quadratic sorting relations with the unsorted pairs as leading
terms form a Gröbner basis with respect to the sorting order induced by the sorting of themonomials.
We prove in Theorem 5.3 that the set Gr,s(P) is indeed sortable. As a consequence we obtain that the
algebras Rr,s(P) are again all normal Cohen–Macaulay domains.
In the last section we study the Rees algebra of the ideals Hr,s(P). In [8] the authors introduce the
so-called ℓ-exchange property which guarantees that the Rees algebra of a monomial ideal which
is generated in one degree has a Gröbner basis composed of the Gröbner basis of the fibre of the
Rees algebra and binomial relations which are linear in the variables of the base ring. It is shown in
Proposition 6.1 that the ℓ-exchange property is satisfied for sortable, weakly polymatroidal ideals.
Thus wemay apply the result of [8] and find that the Rees algebraR(Hr,s(P)) has a quadratic Gröbner
basis. As applications we find that all powers of Hr,s(P) are normal and have a linear resolution, and
thatR(Hr,s(P)) is a normal Cohen–Macaulay Koszul algebra.
While we can characterize the Gorenstein ideals Ir(P) and the Gorenstein rings Rr(P), we do not
have such a characterization for the ideals Ir,s(P) and the rings Rr,s(P).
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Fig. 1. A simple poset.
1. Multichain ideals of a poset and their Alexander dual
Let P = {p1, . . . , pn} be a finite poset. In this section we determine the Alexander dual Hr,s(P) of
the multichain ideal Ir,s(P). Recall from the introduction that
Ir,s(P) = (uC,S : C ∈ Cr(P) and S ⊂ [r]with |S| = s),
where Cr(P) is the set of multichains of length r in P , and where
uC,S =
∏
i∈S
xiji .
The ideals I3(P) and I3,2(P) for the simple poset displayed in Fig. 1 are the following:
I3(P) = (x11x21x31, x11x21x33, x11x23x33, x13x23x33, x12x22x32),
and
I3,2(P) = (x11x21, x11x31, x21x31, x11x21, x11x33, x21x33, x11x23,
x11x33, x23x33, x13x23, x13x33, x12x22, x12x32, x22x32).
In order to formulate themain result of this sectionwe introduce somenotation. Given amultichain
I I1 ⊆ I2 ⊆ · · · ⊆ Ir = P
of poset ideals in P , we attach to it the following monomial in S:
uI = x1J1x2J2 · · · xrJr , where xjJj =
∏
pk∈Jj
xjk and Jj = Ij \ Ij−1 for j = 1, . . . , r .
We denote by Ir(P) the set of multichains of poset ideals of length r in P , and for any squarefree
monomial ideal L we denote by L⟨k⟩ the kth squarefree power of L, that is, the ideal generated by all
squarefree elements in Lk.
Theorem 1.1. Let P be a finite poset. Then
(a) The Alexander dual Hr(P) of Ir(P) is the ideal (uI I ∈ Ir(P));
(b) The Alexander dual Hr,s(P) of Ir,s(P) is the ideal Hr(P)⟨r−s+1⟩.
Proof. First we show that for any multichain of poset elements pℓ1 ≤ · · · ≤ pℓr , the ideal
Q = (x1ℓ1 , . . . , xrℓr )
is a minimal prime ideal of Hr(P).
In order to see that Q contains Hr(P), we show that for each uI ∈ Hr(P) there exists some j ∈ [r]
such that xj,ℓj divides uI.
By contrary assume that no xj,ℓj divides uI. Then pℓr ∉ Ir \ Ir−1, and so pℓr ∈ Ir−1. Since pℓr−1 ≤ pℓr
it follows that pℓr−1 ∈ Ir−1. On the other hand, since pℓr−1 ∉ Ir−1 \ Ir−2 we have pℓr−1 ∈ Ir−2 which
implies that pℓr−2 ∈ Ir−2. Continuing in this way we get pℓ1 ∈ I1, a contradiction.
Suppose Q is not a minimal prime ideal, then there exists an integer i such that Qi =
(x1ℓ1 , . . . , xi−1ℓi−1 , xi+1ℓi+1 , . . . , xrℓr ) contains Hr(P). However xiP is a generator of Ir(P) which does
not belong to Qi, a contradiction.
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Next we show that for any multichain of poset elements pℓ1 ≤ · · · ≤ pℓr and each subset{ℓt1 , . . . , ℓtr−s} of {ℓ1, . . . , ℓr}, the ideal
Q = ({x1ℓ1 , . . . , xrℓr } \ {xt1ℓt1 , . . . , xtr−sℓtr−s }) (1)
is a prime ideal containing Hr(P)⟨r−s+1⟩.
Let u = uI1 · · · uIr−s+1 be an arbitrary element in Hr(P)⟨r−s+1⟩. We show that there exists some
j ∈ [r] \ {t1, . . . , tr−s} such that xj,ℓj divides u.
We know already that (x1ℓ1 , . . . , xrℓr ) is a minimal prime ideal of Hr(P). So for each 1 ≤ k ≤
r − s + 1, there exists an index jk such that xjk,ℓjk |uIk . Since u is a squarefree monomial, the
elements xj1,ℓj1 , . . . , xjr−s+1,ℓjr−s+1 are pairwise distinct, and hence at least one of themmust belong to{x1ℓ1 , . . . , xrℓr } \ {xt1ℓt1 , . . . , xtr−sℓtr−s }, as we wanted to show.
In order to show that Q is a minimal prime ideal ofHr(P)⟨r−s+1⟩ we first observe the following fact:
for eachminimal prime ideal Q ′ of Hr(P)⟨r−s+1⟩, there exist s indices j1 < j2 < · · · < js in [r] such that
Q ′ ∩ {xji1, . . . , xjin} ≠ ∅ for i = 1, . . . , s.
By contrary, there exist t1 < t2 < · · · < tr−s+1 with ti ∈ [r] such that
Q ′ ∩ {xti1, . . . , xtin} = ∅ for i = 1, . . . , r − s+ 1.
Then the monomials u =∏r−s+1i=1 xtiP ∈ Hr(P)⟨r−s+1⟩, but u ∉ Q ′, a contradiction.
It follows from these considerations that each minimal prime ideal of Hr(P)⟨r−s+1⟩ has at least s
variables as generators. Since Q has precisely s variables as generators, the prime ideal Q must be a
minimal prime ideal of Hr(P)⟨r−s+1⟩.
It remains to be shown that each minimal prime of Hr(P)⟨r−s+1⟩ is of the form (1). So let Q be
an arbitrary minimal prime ideal of Hr(P)⟨r−s+1⟩. We know from the proof before that Q has to have
exactly s variables as generators. Assume that Q = (xi1ℓ1 , xi2ℓ2 , . . . , xisℓs) for some i1 < i2 < · · · < is.
We are going to show that pl1 ≤ pl2 ≤ · · · ≤ pls . By contrary, assume that for some j, pℓj ≰ pℓj+1 . Then
consider the multichain I : I1 ⊆ I2 ⊆ · · · ⊆ Ir of poset ideals of P with
I1 = · · · = Iij−1 = ∅, Iij = · · · = Iij+1−1 = ⟨pℓj+1⟩, and Iij+1 = · · · = Ir = P,
where for p ∈ P we set ⟨p⟩ = {q ≤ p q ∈ P}. Therefore, uI = xij⟨pℓj+1 ⟩xij+1P\⟨pℓj+1 ⟩.
Let {t1, t2, . . . , tr−s} = [r] \ {i1, i2, . . . , is}, and let u = uI∏r−si=1 xtiP . Then u ∈ Hr(P)⟨r−s+1⟩, but
u ∉ Q , a contradiction. 
For the poset displayed in Fig. 1, the ideal H3(P) = I3(P)∨ has 18 generators corresponding to the
3-multichains of I3(P), namely
x31x32x33, x21x32x33, x22x31x33, x21x22x33, x21x23x32, x21x22x23
x11x32x33, x11x22x33, x11x23x32, x12x31x33, x12x21x33, x11x22x23
x12x21x23, x11x12x33, x11x13x32, x11x12x23, x11x13x22, x11x12x13.
H3,2(P) is generated by the squarefree part of the square of H3(P) and it has 18 generators.
2. Generalized Hibi ideals and their powers
Kokubo and Hibi in [14] introduced weakly polymatroidal ideals as a generalization of
polymatroidal ideals. They show [14, Theorem 1.4] that weakly polymatroidal ideals have linear
quotients. In particular, this implies that weakly polymatroidal ideals have a linear resolution.
Let R = K [x1, . . . , xn] be a polynomial ring over the field K . Recall that a monomial ideal I ⊂ R
which is generated in one degree is called weakly polymatroidal if for any two monomials u =
xa11 · · · xann and v = xb11 · · · xbnn in G(I) for which there exists an integer t with a1 = b1, . . . , at−1 = bt−1
and at > bt , there exists ℓ > t such that xt(v/xℓ) ∈ I . Here we denote as usual the unique minimal
set of monomial generators of I . Note that the concept weakly polymatroidal depends on the order of
the variables of R.
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Observe that a squarefree monomial ideal I which is generated in one degree is weakly
polymatroidal if for any two monomials u = xi1 · · · xid with i1 < i2 < · · · < id, and v = xj1 · · · xjd
with j1 < j2 < · · · < jd in G(I) such that i1 = j1, . . . , it−1 = jt−1 and it < jt , there exists ℓ ≥ t such
that xit (v/xjℓ) ∈ I .
We define a partial order on the set Ir(P) by setting I ≤ I′ if Ii ⊆ I ′i for i = 1, . . . , r . Observe that
the partially ordered set Ir(P) is a distributive lattice, if we define the meet of I : I1 ⊆ · · · ⊆ Ir and
I′ : I ′1 ⊆ · · · ⊆ I ′r as I ∩ I′ where (I ∩ I′)i = Ii ∩ I ′i for i = 1, . . . , r , and the join as I ∪ I′ where
(I ∪ I′)i = Ii ∪ I ′i for i = 1, . . . , r ,
The following lemma was proved in [11, p.99] for r = 2 and k = 1.
Lemma 2.1. Any element in the minimal generating set of Hr(P)k can be written as uI1 · · · uIk , where
Ii ∈ Ir(P) and I1 ≤ · · · ≤ Ik.
Proof. We first claim that
uIuI′ = uI∩I′uI∪I′ . (2)
Indeed, Eq. (2) is valid if and only if
xtIt
xtIt−1
· xtI ′t
xtI ′t−1
= xtIt∩I ′t
xtIt−1∩I ′t−1
· xtIt∪I ′t
xtIt−1∪I ′t−1
for t = 1, . . . , r .
In order to see that this identity holds, just observe that
xtIt∩I ′t = gcd{xtIt , xtI ′t }, xtIt−1∩I ′t−1 = gcd{xtIt−1 , xtI ′t−1},
and
xtIt∪I ′t =
xtIt · xtI ′t
gcd{xtIt , xtI ′t }
xtIt−1∪I ′t−1 =
xtIt−1 · xtI ′t−1
gcd{xtIt−1 , xtI ′t−1}
.
Now let u = uJ1 · · · uJk ∈ Hr(P)⟨k⟩. By induction we show that u can be written as uJ′1 · · · uJ′k
such that J′i ≤ J′k for i = 1, . . . , k − 1. Indeed, applying the induction hypothesis we may assume
uJ1 · · · uJk−1 = uJ′1 · · · uJ′k−1 with J′i ≤ J′k−1 for i = 1, . . . , k− 2. Then, by using (2) we obtain
uJ1 · · · uJk =

uJ′1 · · · uJ′k−2
 
uJ′k−1uJk

=

uJ′1 · · · uJ′k−2
 
uJ′k−1∩JkuJ′k−1∪Jk

.
We have J′k−1 ∩ Jk ≤ J′k−1 ∪ Jk and J′i ≤ J′k−1 ∪ Jk for i = 1, . . . , k − 2. Hence we may indeed
assume from the very beginning that in u = uJ1 · · · uJk , we have Ji ≤ Jk for i = 1, . . . , k− 1.
Now we show that one can write uJ1 · · · uJk = uI1 · · · uIk with I1 ≤ · · · ≤ Ik. By induction
assume that uJ1 · · · uJk−1 = uI1 · · · uIk−1 with I1 ≤ · · · ≤ Ik−1. Since
k−1
i=1 Ii =
k−1
i=1 Ji ≤ Jk,
setting Ik = Jk we have I1 ≤ · · · ≤ Ik and uJ1 · · · uJk = uI1 · · · uIk . 
Theorem 2.2. For any positive integer k, the ideal Hr(P)k is weakly polymatroidal.
Proof. Let P = {p1, . . . , pn}. We may assume that if pi < pj, then i < j. We are going to show that
Hr(P)k is weakly polymatroidal with respect to the following order
x11 > x12 > · · · > x1n > x21 > · · · > x2n > · · · > xr1 > · · · > xrn
of the variables.
Let u = uI1 · · · uIk with Ik ≤ · · · ≤ I1 and v = uJ1 · · · uJk with Jk ≤ · · · ≤ J1 be two monomials
in the minimal generating set of Hr(P)k such that degxm′ℓ′ u = degxm′ℓ′ v for all xm′ℓ′ > xmℓ and
degxmℓ u > degxmℓ v.
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We claim:
Ism′ = Jsm′ for all m′ < m and all s. (3)
We prove the claim by induction on m′. Let m′ = 1. We have to show that Is1 = Js1 for all s. Let
pℓ ∈ P . Then pℓ ∈ Is1 if and only if degx1ℓ u ≥ s. Similarly pℓ ∈ Js1 if and only if degx1ℓ v ≥ s. Since
degx1ℓ u = degx1ℓ v, the desired conclusion follows.
Now let m′ < m and assume that Ism′′ = Jsm′′ for all m′′ < m′ and all s. Again let pℓ ∈ P . Then
pℓ ∈ Ism′ \ Is,m′−1 if and only if degxm′ℓ u ≥ s, and similarly pℓ ∈ Jsm′ \ Js,m′−1 if and only if degxm′ℓ v ≥ s.
Since degxm′ℓ u = degxm′ℓ v, it follows that Ism′ \Is,m′−1 = Jsm′ \Js,m′−1. Our induction hypothesis implies
that Is,m′−1 = Js,m′−1. Thus the desired conclusion follows.
Next we claim:
for all ℓ′ < ℓ and all s, pℓ′ ∈ Ism ⇔ pℓ′ ∈ Jsm. (4)
As in the proof of claim (3) we see that pℓ′ ∈ Ism \ Is,m−1 if degxmℓ′ u ≥ s, and pℓ′ ∈ Jsm \ Js,m−1 if
degxmℓ′ v ≥ s. Hence since degxmℓ′ u = degxmℓ′ v for ℓ′ < ℓ, we conclude that pℓ′ ∈ Ism \ Is,m−1 if and
only if pℓ′ ∈ Jsm \ Js,m−1. However by claim (3) we have that Is,m−1 = Js,m−1. Thus the result follows.
Since degxm,ℓ u > degxm,ℓ v, there exists some t such that pℓ ∈ It,m \ It,m−1 and pℓ ∉ Jt,m \ Jt,m−1. By
(3), we have It,m−1 = Jt,m−1. Therefore pℓ ∈ Jt,m′ \ Jt,m′−1 for somem′ > m.
Now, we consider the multichainL : L1 ⊆ L2 ⊆ · · · ⊆ Lr = P of subsets of P , where
L1 = Jt,1, . . . , Lm−1 = Jt,m−1
Lm = Jt,m ∪ {pℓ}, . . . , Lm′−1 = Jt,m′−1 ∪ {pℓ},
Lm′ = Jt,m′ , . . . , Lr = Jt,r .
Observe that L is indeed a multichain of poset ideals of P . We have already Lr = Jt,r = P . Therefore,
it is enough to show that Lj is a poset ideal for each j. If j < m or j ≥ m′, then Lj = Jt,j is a poset
ideal. Assume that m ≤ j < m′, then Lj = Jt,j ∪ {pℓ}. Since It,m is a poset ideal containing pℓ, for
any element pℓ′ < pℓ we have pℓ′ ∈ It,m, and so by (4) we see that pℓ′ ∈ Jt,m. Hence the monomial
uJ1 · · · uJt−1uLuJt+1 · · · uJk = xm,ℓ(v/xm′,ℓ) is a monomial in Hr(P)k which fulfills the condition of
weakly polymatroidal ideals. 
We shall use Theorem 2.2 to show that the ideals Hr,s(P) are weakly polymatroidal. For the proof
of this fact we need the following simple result. Let I be a monomial ideal generated in one degree.
The squarefree part of I is the ideal generated by all squarefree generators of I .
Lemma 2.3. The squarefree part of every weakly polymatroidal ideal is again weakly polymatroidal.
Proof. Let I be aweakly polymatroidal ideal in K [x1, . . . , xn]. Let u = xi1xi2 · · · xid and v = xj1xj2 · · · xjd
be two monomials in the minimal generating set of the squarefree part of I with i1 = j1, . . . , it−1 =
jt−1 and it < jt . Since I is weakly polymatroidal, there exists some ℓ ≥ t such thatw = xit (v/xjℓ) is in
I . Sincew is again a squarefree monomial, it follows that the squarefree part of I fulfills the condition
of weakly polymatroidal ideals. 
Now we are ready to show
Theorem 2.4. The ideal Hr,s(P) is weakly polymatroidal. In particular, Ir,s(P) is a Cohen–Macaulay ideal.
Proof. In Theorem 1.1 we observed that Hr,s(P) = Hr(P)⟨r−s+1⟩. Therefore Theorem 2.2 and
Lemma 2.3 imply that Hr,s(P) is weakly polymatroidal.
By [14, Theorem 1.4] weakly polymatroidal ideals have linear quotients. Thus, since Hr,s(P) is
weakly polymatroidal, it follows from [7, Proposition 8.2.5] that Ir,s(P) is Cohen–Macaulay. 
Corollary 2.5. The ring S/Ir(P) is Cohen–Macaulay of dimension n(r − 1), and the following conditions
are equivalent:
(a) S/Ir(P) is Gorenstein;
(b) S/Ir(P) is a complete intersection;
(c) all elements of P are incomparable.
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Proof. The degrees of theminimal generators ofHr(P) correspond to the heights of theminimal prime
ideals of Ir(P). Since all generators of Hr(P) are of degree n it follows that height Ir(P) = n. Thus
dim S/Ir(P) = nr − n = n(r − 1).
Consider the sequence s of elements x1j − xij with i = 2, . . . , r and j = 1, . . . , n. Then
S/Ir(P)/(s)S/Ir(P) ∼= K [x11, . . . , x1n]/J where J is generated by the monomials x1i1 · · · x1ir with pi1 ≤
pi2 ≤ · · · ≤ pir . Thus J contains the elements xr11, . . . , xr1n. In particular, dim S/Ir(P)/(s)S/Ir(P) = 0,
which implies that s is a regular sequence, since the length of s is n(r − 1). It follows that S/Ir(P)
is Gorenstein if and only if K [x11, . . . , x1n]/J is Gorenstein. Since J is a monomial ideal and since
dim K [x11, . . . , x1n]/J = 0, this is the case if and only if J is generated by pure powers of the variables.
This happens if and only if Ir(P) is generated by themonomials x1i · · · xri with i = 1, . . . , n. This yields
the desired conclusions. 
Let us consider again the poset P of Fig. 1. Then K [{xij : 1 ≤ i, j ≤ 3}]/I3(P) is Cohen–Macaulay of
dimension 6 and type 3.
Each of the ideals Ir(P) may be considered as the edge ideal of an uniform Cohen–Macaulay
admissible clutter (see [4,15]). However, there exist uniform Cohen–Macaulay admissible clutters
which do not arise from a poset. Such an example is given in [15, Example 3.4]. Namely, the ideal
I = (x1y1z1, x2y2z2, x1y1z2) ⊂ K [x1, y1, z1, x2, y2, z2] is the edge ideal of an uniform Cohen–Macaulay
admissible clutter. If I came from a poset P , then P would have 2 elements since height(I) = 2, thus
I = I3(P). But in this case I cannot have three minimal monomial generators.
3. The resolution of Hr(P)
We recall that, for a monomial ideal I ⊂ R = K [x1, . . . , xn] which has linear quotients with
respect to the order u1, . . . , um of its minimal generators, we denote by set(ui), for i ≥ 1, the set
of all the variables which generate the quotient ideal (u1, . . . , ui−1) : ui. By [10, Lemma 1.5], the
symbols f (σ ; u), σ ⊂ set(u), |σ | = i − 1, u ∈ G(I), form a homogeneous basis of the ith module in
the minimal resolution of R/I . Therefore, the computation of the sets of I allows the computation of
the Betti numbers of R/I .
We now compute the sets associated with the minimal generators of Hr(P).
Lemma 3.1. Let I ∈ Ir(P) be a multichain of ideals in P, I : I1 ⊆ · · · ⊆ Ir−1 ⊆ Ir = P, and uI the
corresponding generator of Hr(P). Then
set(uI) =
r−1
m=1
{xmj : pj ∈ Min(P \ Im)},
where, for a poset ideal I ⊂ P,Min(P \ I) is the set of all the minimal elements in P \ I. In particular, we
have
regS/Ir(P) = proj dimHr(P) = max
r−1
m=1
|Min(P \ Im)|,
where the maximum is taken over all the multichains of poset ideals I : I1 ⊆ · · · ⊆ Ir−1 ⊆ Ir = P.
Proof. Let xmj with pj ∈ Min(P \ Im). It follows that there exists ℓ > j such that pj ∈ Iℓ. Let
t = min{ℓ : pj ∈ Iℓ}, that is, pj ∈ It \ It−1. Then
I′ : I ′1 = I1 ⊆ · · · ⊆ I ′m−1 = Im−1 ⊆ I ′m = Im ∪ {pj} ⊆ · · · ⊆ I ′t−1 = It−1 ∪ {pj} ⊆
⊆ I ′t = It ⊆ · · · ⊆ I ′r = Ir = P
is a multichain of poset ideals, uI′ = xmj(uI/xtj), and uI′ >lex uI. Therefore,
xmj = uI′/ gcd(uI′ , uI) ∈ set(uI).
For the other inclusion, let uL>lex uI. Thus there existm and j such that degxm′ j′ uL = degxm′ j′ uI for
all xm′j′ > xmj and degxmj(uL) > degxmj(uI). Thus pj ∉ Im. As in the first part of the proof we define the
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monomial uI′ and we get that uI′ = xmjuI/xtj>lex uI. Obviously xmj divides uL/ gcd(uL, uI), which
ends the proof.
The formula for the projective dimension is an immediate consequence [10, Lemma 1.5], while the
equality with the regularity is implied by a result of Terai (see [7, Proposition 8.1.10]). 
In a similar way one can prove the following slightly more general
Lemma 3.2. Let I1, . . . , Ik ∈ Ir(P) be multichains of ideals in P with Il : Il1 ⊆ · · · ⊆ Ilr−1 ⊆ Ilr = P,
and uI1 · · · uIk the corresponding generator of Hr(P)k. Then
set(uI1 · · · uIk) =
k
l=1
r−1
m=1
{xmj : pj ∈ Min(P \ Ilm)}.
Recall that an antichain of P is a subset A of P which any two of whose elements are incomparable
in P . By using this concept we get the following interpretation of the regularity of Ir(P).
Corollary 3.3. We have
regS/Ir(P) = proj dimHr(P) = (r − 1)s,
where s is the maximal cardinality of an antichain of P.
Proof. Let A ⊆ P be an antichain with |A| = s, and let B be the following ideal of P:
B = {q ∈ P q < p for some p ∈ A}.
Now, consider the following multichain of poset ideals
I : I1 = B = · · · = Ir−1 = B ⊂ Ir = P.
Then
r−1
m=1
|Min(P \ Im)| = (r − 1)s,
and obviously the maximum of the numbers
∑r−1
m=1 |Min(P \ I ′m)| taken over all multichains I′ of I(P)
cannot be bigger than that for I. The desired conclusion follows from Lemma 3.1. 
For the ideals I3(P) and H3(P) associated with the poset P from Fig. 1, we have
reg(K [{xij : 1 ≤ i, j ≤ 3}]/I3(P)) = proj dimH3(P) = 4
since r = 3 and the maximal cardinality of an antichain in P is obviously equal to 2.
In order to determine the resolution ofHr(P)weapply themethod developed in [10].We first recall
the needed tools. For amonomial ideal I ⊂ R = K [x1, . . . , xn]which has linear quotients with respect
to the order u1, . . . , um of its minimal monomial generators, one defines its decomposition function
g : M(I)→ G(I) by g(u) = uj if j is the smallest number such that u ∈ (u1, . . . , uj−1) : uj. HereM(I)
denotes the set of all monomials of the ideal I . The function g is regular if set(g(xsu)) ⊂ set(g(u)) for
all s ∈ set(u) and u ∈ G(I).
In order to show that the decomposition function associatedwithHr(P) is regular,we fix a notation.
For uI ∈ G(Hr(P)) and xmj ∈ set(uI) we denote by uI′ the generator of Hr(P) corresponding to the
following multichain of poset ideals
I′ : I ′1 = I1 ⊆ · · · ⊆ I ′m−1 = Im−1 ⊆ I ′m = Im ∪ {pj} ⊆ · · · ⊆ I ′t−1 = It−1 ∪ {pj} ⊆
⊆ I ′t = It ⊆ · · · ⊆ I ′r = Ir = P
where, as before, t = min{ℓ : pj ∈ Iℓ}. We have seen in the proof of Lemma 3.1 that uI′ = xmj(uI/xtj)
and uI′ >lex uI.
Lemma 3.4. Let g be the decomposition function of Hr(P), uI a minimal generator of Hr(P) and xmj ∈
set(uI). Then
g(xmjuI) = uI′ .
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Proof. Let g(xmjuI) = uL for some multichain of poset ideals L : L1 ⊆ · · · ⊆ Lr−1 ⊆ Lr = P . This
implies that xmjuI = uLxνq for some variable xνq. Let us suppose that xνq ≠ xtj. Since xmj|uL it follows
that pj ∈ Lm\Lm−1. On the other hand, since xtj|uI and xνq ≠ xtj, it follows that xtj|uL, thus pj ∈ Lt \Lt−1.
Therefore, we must have t = m, which is impossible. 
Corollary 3.5.
set(xmjuI) ⊂ set(uI).
Proof. By the definition of the multichain I′, we have that I ′µ = Iµ for all µ < m or µ ≥ t . Let
m ≤ µ < t. Then Min(P \ I ′µ) = Min(P \ Iµ) \ {pj} ⊂ Min(P \ Iµ). By applying Lemma 3.1, we get the
inclusion. 
[10, Theorem1.12] gives theminimal resolution ofmonomial idealswith linear quotientswhich admit
a regular decomposition function. Applying this theorem to our situation we obtain
Theorem 3.6. Let F• be the graded minimal free resolution of S/Hr(P). Then the symbols f (σ ; uI), σ ⊂
set(uI), |σ | = i − 1, uI ∈ G(Hr(P)), form a homogeneous basis of Fi for i ≥ 0. The chain map of F• is
given by
∂(f (σ ; uI)) =
−
xmj∈σ
(−1)α(σ ,xmj)(xtjf (σ \ {xmj}; uI′)− xmjf (σ \ {xmj}; uI))
if σ ≠ ∅, and
∂(f (∅; uI)) = uI
otherwise. Here α(σ , xmj) = |{xm′ℓ′ ∈ σ : xm′ℓ′ > xmj}|.
4. Generalized Hibi rings
In this section we introduce a class of K -algebras which can be identified with classical Hibi rings.
Let Rr(P) be the toric ring generated over K by all the monomials uI with I ∈ Ir(P), and let T be the
polynomial ring over K in the indeterminates yI with I ∈ Ir(P). Furthermore let ϕ : T → R be the
surjective K -algebra homomorphism with ϕ(yI) = uI for all I ∈ Ir(P). We choose a total order on
the variables yI with the property that I < I′ implies that yI > yI′ .
Theorem 4.1. The set G of elements
yIyI′ − yI∪I′yI∩I′ ∈ T with I, I′ ∈ Ir(P) incomparable,
is a reduced Gröbner basis of the ideal Lr = Kerϕ with respect to the reverse lexicographic order induced
by the given order of the variables yI.
Proof. Eq. (2) shows that yIyI′ − yI∪I′yI∩I′ is indeed an element of Lr . Now let∏ts=1 yIs −∏ts=1 yI′s
be a primitive binomial in Lr with initial monomial
∏t
s=1 yIs . We are going to show that there are two
indices k and ℓ such that Ik and Iℓ are incomparablemultichains of ideal, and that yIkyIℓ is the leading
monomial of yIkyIℓ − yIk∪IℓyIk∩Iℓ . This will then show that G is Gröbner basis of Lr . It is obvious that
G is actually reduced.
Suppose to the contrary that I1 ≤ I2 ≤ · · · ≤ It . We will show that I′s < It for all s. Indeed, since∏t
s=1 yIs −
∏t
s=1 yI′s ∈ Lr we see that
∏t
s=1 uIs =
∏t
s=1 uI′s . It follows that
t∏
s=1

ℓ∏
k=1
xkIsk\Isk−1

=
t∏
s=1

ℓ∏
k=1
xkI ′sk\I ′sk−1

for all ℓ = 1, . . . , r.
Here Is is the multichain of ideals Is1 ⊆ Is2 ⊆ · · · ⊆ Isr = P , and I′s the multichain of ideals
I ′s1 ⊆ I ′s2 ⊆ · · · ⊆ I ′sr = P .
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Now for all j and kwe apply the substitution xkj → xj, and obtain
t∏
s=1
xIsℓ =
t∏
s=1
xI ′sℓ , ℓ = 1, . . . , r,
where xJ =∏j∈J xj for J ⊂ [n].
Since I1 ≤ I2 ≤ · · · ≤ It , it follows that supp(∏ts=1 xIsℓ) = Itℓ. Thus the equation∏ts=1 xIsℓ =∏t
s=1 xI ′sℓ implies that xI ′sℓ |xItℓ for all ℓ and all s. It follows that I′s ≤ It . We cannot have equality,
since
∏t
s=1 yIs −
∏t
s=1 yI′s is a primitive binomial. This contradicts the fact that
∏t
s=1 yIs is the initial
monomial of
∏t
s=1 yIs −
∏t
s=1 yI′s .
Finally, yIkyIℓ is the leading monomial of yIkyIℓ − yIk∪IℓyIk∩Iℓ thanks to the monomial order
on T . 
Corollary 4.2. For any poset P and all integers r ≥ 1, the toric ring Rr(P) is a normal Cohen–Macaulay
domain.
Proof. Since the defining ideal of Rr(P) has a squarefree initial ideal, it follows from a result of
Sturmfels [17, Corollary 8.8] that Rr(P) is normal, and a result of Hochster [12, Theorem 1] that Rr(P)
is Cohen–Macaulay. 
Our next goal is to find out which of the toric rings Rr(P) is Gorenstein. The answer to this will be
a consequence of the next theorem where it will be shown that Rr(P) can be interpreted as Hibi ring
of a suitable poset. To be precise, let Qr = [r] with usual order. Recall that the direct product P × Q
of two poset P and Q is poset on product of the underlying sets of P , Q with partial order given by
(p, q) ≤ (p′, q′)⇔ p ≤ p′ and q ≤ q′.
Theorem 4.3. Let P be any finite poset. Then Rr(P) ∼= R2(P × Qr−1) for all r ≥ 2.
Proof. We first notice that the partially ordered set Ir(P) is a distributive lattice with meet and join
defined as intersection and union of multichains of ideals. In Theorem 4.1 we have seen that the
defining relations of Rr(P) are just the Hibi relations of the distributive lattice Ir(P). In particular,
it follows that Rr(P) is the Hibi ring of Ir(P). Let P ′ be the subposet of join irreducible elements in
Ir(P). Then we obtain that Rr(P) ∼= R2(P ′). Thus it remains to be shown that P ′ ∼= P × Qr−1. For this
purpose we have to identify the join irreducible elements in Ir(P).
LetI : ∅ ⊆ · · · ⊆ ∅ ⊂ Ik ⊆ · · · ⊆ Ir = P be an element ofIr(P).We claim thatI is join irreducible
if and only if Ik is a join irreducible element of the ideal lattice of P and Ik = Ik+1 = · · · = Ir−1. Indeed,
suppose that Ik = J ∪ J ′ where J and J ′ are ideals in P properly contained in Ik. Then I = J ∪J′ where
J : ∅ ⊆ · · · ⊆ ∅ ⊂ J ⊆ Ik+1 ⊆ · · · ⊆ Ir
and
J′ : ∅ ⊆ · · · ⊆ ∅ ⊂ J ′ ⊆ Ik+1 ⊆ · · · ⊆ Ir ,
a contradiction.
Suppose now that there exists an integer s with k ≤ s < r − 1 such that Ij = Ik for j = k, . . . , s
and Ik ⊂ Is+1. Then I = J ∪ J′ where
J : ∅ ⊆ · · · ⊆ ∅ ⊂ Ik ⊆ Ik ⊆ · · · ⊆ Ik ⊆ Ir
and
J′ : ∅ ⊆ · · · ⊆ ∅ ⊂ Is ⊆ Is+1 ⊆ · · · ⊆ Ir ,
a contradiction.
Thus we have shown the ‘‘only if’’ part of the claim. The ‘‘if’’ part is obvious.
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Let I : ∅ ⊆ · · · ⊆ ∅ ⊂ I = I = · · · = I ⊂ P with k copies of I where I is a join irreducible
element of I(P). Then I is a principal ideal in I(P), hence there exists a unique element p ∈ I such
that I = {a ∈ P : a ≤ p}.
Finally we define the poset isomorphism between the poset of join irreducible elements of Ir(P)
and P × Qr−1 as follows. To I : ∅ ⊆ · · · ⊆ ∅ ⊂ I = I = · · · = I ⊂ P with k copies of I we assign
(p, k) ∈ P × Qr−1. 
Corollary 4.4. Let P be poset of cardinality n. Then dim Rr(P) = n(r − 1)+ 1.
Proof. It is known [11] and easy to see that the classical Hibi ring on a poset of cardinalitym has Krull
dimensionm+1. Since Rr(P) ∼= R2(P×Qr−1) and since |P×Qr−1| = n(r−1) the assertion follows. 
A poset P is called pure, if all maximal chains have the same length.
Corollary 4.5. Let P be a finite poset. Then the following conditions are equivalent:
(a) Rr(P) is Gorenstein;
(b) R2(P) is Gorenstein;
(c) P is pure.
Proof. A well-known theorem of Hibi [11, Corollary 3.d] says that R2(P ′) is Gorenstein if and only
if P ′ is pure. Since P is pure if and only if P × Qr−1 is pure, it follows that all the statements are
equivalent. 
Let us consider once again our running example of the poset P from Fig. 1. The toric ring R3(P)
is Cohen–Macaulay of dimension 7 and the reduced Gröbner basis of its presentation ideal given in
Theorem 4.1 has 51 binomials.
5. The algebra Rr,s(P)
Now we want to study the algebra Rr,s(P) and show that it has a quadratic Gröbner basis with
squarefree initial ideal. Let Gr,s be the minimal set of monomial generators of Hr,s(P). Then the
elements of Gr,s generate Rr,s(P). Let k = r − s + 1, then Gr,s consist of all squarefree monomials
of the form uI1uI2 · · · uIk with I1 > I2 > · · · > Ik and Ij ∈ Ir(P). Corresponding to each
such monomial we introduce the variable yI1,I2,...,Ik , and let T be the polynomial ring over K in this
set of variables. Let Lr,s = Kerϕ where ϕ : T → Rr,s(P) is the K -algebra homomorphism with
yI1,I2,...,Ik → uI1uI2 · · · uIk .
Defining in a similar way the order of the variables yI1,I2,...,Ik as we did it in the case of Rr(P), we
choose a total order on the variables with the property that
yI1,I2,...,Ik > yJ1,J2,...,Jk if (I1, I2, . . . , Ik) < (J1, I2, . . . ,Jk),
where by definition (I1, I2, . . . , Ik) ≤ (J1,J2, . . . ,Jk), if Il ≤ Jl for l = 1, . . . , k.
In analogy to Theorem 4.1 one would expect that Lr,s has a quadratic Gröbner basis with respect to
the reverse lexicographic order induced by the above order of the variables. This is however not the
case. To see this we choose for P the poset consisting of only one element p. Then Hr,s(P) = Ir,s where
Ir,s denotes the squarefree Veronese ideal of degree s in r variables, that is, the ideal generated by all
squarefreemonomials of degree s in T = K [x1, . . . , xr ]. In this particular case the above defined order
of the variables is the yu > yv if u>lex v.
Theorem 5.1. Let G be the reduced Gröbner basis of Lr,s = Kerϕ with respect to the reverse lexicograph-
ical order on T induced by the above order of the variables, where ϕ : T → Rr,s(P) is the K algebra
homomorphism with yu → u. Then the binomials of G have squarefree initial monomials and are gener-
ated in degree at most 3.
Proof. Let g = yu1 · · · yuq−yv1 · · · yvq ∈ Gwith u1≥lex · · · ≥lex uq and v1≥lex · · · ≥lex vq. Let in<(g) =
yu1 · · · yuq . Then, since g is a primitive binomial, we have yuq > yvq , that is, uq>lex vq.
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Obviously, there are at least two different variables in the support of in<(g), that is, q ≥ 2 and
u1>lex uq.
In the first place we assume that there exist 1 ≤ a < b ≤ q with ua ≠ ub and i ∈ supp(ua) \
supp(ub), j ∈ supp(ub) \ supp(ua), such that i > j. Let u′a = xjua/xi and u′b = xiub/xj. Then we have
uaub = u′au′b, that is h = yuayub − yu′ayu′b ∈ Lr,s(P), and ub>lex u′b, whence in<(h) = yuayub . Since G
is a reduced Gröbner basis, we must have in<(g) = in<(h), thus in<(g) is a squarefree monomial of
degree 2.
Now we assume that for all 1 ≤ a < b ≤ qwith ua ≠ ub we have
max (supp(ua) \ supp(ub)) < min (supp(ub) \ supp(ua)) . (5)
Since uq>lex vq we also have
ℓ = min supp(uq) \ supp(vq) < h = min supp(vq) \ supp(uq) . (6)
In particular, we get
xℓ|uq, xℓ ̸ |vq, xh|vq, and xh ̸ |uq.
We then obtain that there exists 1 ≤ a, b ≤ q − 1 such that xℓ ̸ |ua and xh|ub. Note that ua ≠ ub.
Indeed, if ua = ub we get h ∈ supp(ua) \ supp(uq) and ℓ ∈ supp(uq) \ supp(ua). Since a < q, by
using (5), we obtain h < ℓ which is in contradiction to (6). Therefore, the monomials ua, ub, and uq
are distinct. Let j ∈ supp(ua) \ supp(ub) and consider the monomials
u′a = xℓua/xj, u′b = xjub/xh, and u′q = xhuq/xℓ.
It follows that uaubuq = u′au′bu′q, thus h = yuayubyuq − yu′ayu′byu′q ∈ G, and uq>lex u′q, hence in<(h) =
yuayubyuq . Since G is reduced, it follows that in<(g) is a squarefree monomial of degree at most 3. 
The following example shows that the reduced Gröbner basis G of Lr,s does in general indeed
contain monomials of degree 3. With CoCoA we compute G for the ring R6,3(P). The binomials of
degree 3 in G are the following: kps− lmt, ejs− fgt, bjp− cdt, drs− gmt, cqs− flt, ajp− cds, bqr −
ekt, aqr − eks, ano− bkp, aio− bdr, ahi− bej, ahn− bcq.
Here, we denoted for simplicity the variables of T by a, b, c, . . . , t and defined T → R6,3(P)
by mapping the variables in their natural (lexicographical order) to the corresponding monomial of
H6,3(P) in the lexicographic order. As can been seen, there are 12 binomials of degree 3 in the reduced
Gröbner basis of L6,3.
If R6,3(P) would be isomorphic to Hibi ring, then it would have to have a quadratic Gröbner basis
with respect to the reverse lexicographic order induced by some order of the variables. This is not the
case, at least for the natural order of the variables u, as we have seen above, and very likely for any
other order of the variables. Unfortunately this is not so easy to check because there exist quite a lot
of different orders, even if one takes into account all the symmetries.
The following simple argument shows that the even smaller ring R4,2(P)with P = {p} cannot be a
Hibi ring. It is generated over K by the monomials
x1x2, x1x3, x1x4, x2x3, x2x4, x3x4.
Suppose R4,2(P) is the Hibi ring of a poset P . Then its ideal lattice I(P) should have cardinality 6. The
only posets with this property are
P1 = {p1, p2, p3, p4, p5}, p1 < p2 < p3 < p4 < p5;
P2 = {p1, p2, p3, p4}, p1 < p2 and p2 < p3, p4;
P3 = {p1, p2, p3, p4}, p1, p2 < p3 and p3 < p4;
P4 = {p1, p2, p3}, p1 < p2.
For the posets P1, P2, P3 the toric ideal of the associated Hibi ring is generated by atmost one binomial,
and for P4 by three binomials, while the defining ideal of R4,2(P) has two binomial generators.
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In order to obtain a squarefree Gröbner basis of the defining ideal of Rr,s(P) we use a result of
Sturmfels [17, Theorem 14.2] and show that the set Gr,s is sortable.
Recall that a set B of monomials which are of same degree d in the polynomial ring S =
K [x1, . . . , xn] is called sortable, if image of the map
sort : B× B → Sd × Sd
is contained in B × B. The map sort is defined as follows: let u, v ∈ B where uv = xi1xi2 · · · xi2d with
i1 ≤ i2 ≤ · · · ≤ i2d. Then sort(u, v) = (u′, v′) where u′ = xi1xi3 · · · xi2d−1 and v′ = xi2xi4 · · · xi2d . We
call the pair of monomial unsorted, if (u, v) ≠ (u′, v′).
Theorem 5.2 (Sturmfels). Let R be the toric ring generated over K by a sortable set B of monomials. Then
R = K [yu : u ∈ B]/I , and the binomials
yuyv − yu′yv′ where (u, v) is unsorted and (u′, v′) = sort(u, v),
form a Gröbner basis of I.
Theorem 5.2 will be used to prove
Theorem 5.3. For all integers 1 ≤ s ≤ r the set of monomials Gr,s(P) is sortable. In particular, Rr,s(P) has
a quadratic Gröbner basis and is a normal Cohen–Macaulay domain.
For example, the ring R3,2(P), where P is the poset from Fig. 1, has a reduced quadratic Gröbner
basis with 51 binomials.
Before giving the proof of the theorem we need the following two lemmata.
Lemma 5.4. Let uI = uI1 · · · uIk be an element in Gr,s with
I1 > · · · > Ik where Ij : Ij1 ⊂ Ij2 ⊆ · · · ⊆ Ijr for j = 1, . . . , k,
and let
∏
c∈C xct |uI for some C ⊆ [r] and some t ∈ [n]. Then for any element pm < pt of P, there exists a
set C ′ and a bijection C → C ′ with c → c ′ ≤ c such that∏
c′∈C ′
xc′m divides uI.
Proof. First observe that xct |uI if and only if pt belongs to Ijc \ Ij,c−1 for some j. Note that j is
uniquely determined by c and t , since uI is a squarefree monomial. Then for pairwise disjoint indices
j1, . . . , j|C | we have pt ∈ Iji,ci \ Iji,ci−1 for all i. Since Iji is a poset ideal, there exists some c ′i ≤ ci
with pm ∈ Iji,c′i \ Iji,c′i−1. Then our first observation shows that xc′i ,m|uI. Since uI is a squarefree
monomial, c ′1, c
′
2, . . . , c
′
|C | are again pairwise disjoint indices and so
∏
c′∈C ′ xc′m divides uI, where
C ′ = {c ′1, c ′2, . . . , c ′|C |}. 
Lemma 5.5. Let u = x1,A1x2,A2 · · · xr,Ar ∈ Skn be a squarefreemonomial satisfying the following condition
(∗): for each j ∈ [n] there exist exactly k of the sets Ai, say Ai1 , . . . , Aik , such that j ∈ Ail for l = 1, . . . , k.
Then u = u1u2 · · · uk where ui = x1,Ai1x2,Ai2 · · · xr,Air such that
(1) for each i = 1, . . . , k and for each j ∈ [n] there exists a unique l ∈ [r] such that j ∈ Ail;
(2) Ai+1,j ⊆j−1l=1 Ail for all i and j.
Proof. Let A1i = Ai \i−1l=1 Al. Since [n] is the disjoint union of the sets A11, . . . , A1r , condition (1) is
satisfied for i = 1. Let v = u/u1 = x1,B1 · · · xr,Br . Then v is a squarefree monomial of degree (k− 1)n,
and since condition (1) is satisfied for i = 1 it follows from (∗) that for each j ∈ [n] there exist exactly
k − 1 of the sets Bi, say Bi1 , . . . , Bik−1 , such that j ∈ Bil for l = 1, . . . , k − 1. By using induction on k
wemay assume that v = u2u3 · · · uk with ui = x1,Ai1x2,Ai2 · · · xr,Air such that the conditions (1) and (2)
are satisfied for i ≥ 2. Thus it remains to be shown that A2j ⊆j−1l=1 A1l for all j. We actually show that
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Bj ⊂j−1l=1 A1l for all j. Indeed,
Bj = Aj \ A1,j−1 = Aj ∩
j−1
l=1
Al ⊆
j−1
l=1
Al =
j−1
l=1
A1l. 
First observe that with the similar notation as in the above lemma one has
t ∈ Als for some l ⇔ xst divides u. (7)
Proof of Theorem 5.3. By Theorem 1.1 we have Hr,s(P) = Hr(P)⟨k⟩ where k = r− s+1. Consider the
following order
x11 > x21 > · · · > xr1 > x12 > · · · > xr2 > · · · > x1n > · · · > xrn
of the variables of S.
Let uI = uI1 · · · uIk and uJ = uJ1 · · · uJk be two elements in Gr,s with
I1 > · · · > Ik and J1 > · · · > Jk,
where
Ij : Ij1 ⊆ Ij2 ⊆ · · · ⊆ Ijr and Jj : Jj1 ⊆ Jj2 ⊆ · · · ⊆ Jjr for j = 1, . . . , k.
Let
sort(uI, uJ) = (u, v).
We first notice that both monomials u and v are again squarefree. Indeed, since uIuJ = uv it follows
that each variable xij appears at most to the power 2 in uv. If this happens, then the sorting operator
moves one xij to u and the other xij to v.
Now we may decompose u and v as in Lemma 5.5. Say,
u = u1u2 · · · uk with ui = x1,Ai1x2,Ai2 · · · xr,Air ,
and
v = v1v2 · · · vk with vi = x1,Bi1x2,Bi2 · · · xr,Bir .
The proof of the theorem is completed once we have shown that for all i and j the sets
j
l=1
Ail and
j
l=1
Bil
are poset ideals in P .
Let t ∈ Aij and suppose that pm < pt . We want to show that m ∈ jl=1 Ail. This then proves thatj
l=1 Ail is poset ideal.
Since t ∈ Aij and since Aij ⊂ j−1l=1 Ai−1,l, it follows that there exists si−1 < si = j such that
t ∈ Ai−1,si−1 Proceeding in this way we find a sequence s1 < s2 < · · · < si such that t ∈
i
l=1 Al,sl .
By the definition of the sorting operator, there must exist a sequence s′1 < s
′
2 < · · · < s′i−1 with
sl ≤ s′l ≤ sl+1 for l = 1, . . . , i− 1 such that t ∈
i−1
l=1 Bl,s′l .
Since t ∈ Als for some l, if and only if xst |u, and similarly t ∈ Bls for some l, if and only if xst |v (see
(7)), it follows that
i∏
l=1
xslt
i−1∏
l=1
xs′l t divides uv.
Since uv = uIuJ there exists C and D such that∏
c∈C
xct |uI,
∏
d∈D
xdt |uJ and
∏
c∈C
xct
∏
d∈D
xdt =
i∏
l=1
xslt
i−1∏
l=1
xs′l t
with c, d ≤ j for all c ∈ C and d ∈ D.
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Applying Lemma 5.4 we conclude that there exist sets C ′ and D′, and bijections C → C ′ with
c → c ′ ≤ c and D → D′ with d → d′ ≤ d such that∏
c′∈C ′
xc′m|uI,
∏
d′∈D′
xd′m|uJ.
It is clear that c ′, d′ ≤ j for c ′ ∈ C ′ and d′ ∈ D′.
It follows from the definition of the sorting operator that i of the factors of
∏
c′∈C ′ xc′m
∏
d′∈D′ xd′m
appear in u and i−1 of them in v. Therefore, by (7) and statement (1) of Lemma5.5 there exist pairwise
different integers l1, . . . , li and integers c1, . . . , ci ≤ j such thatm ∈ Ala,ca for a = 1, . . . , i. Therefore
there is at least one a such that la ≥ i. By using part (2) of Lemma 5.5 we see that m ∈ Aic for some
c < ca ≤ j, as desired.
In the same way one shows that
j
l=1 Bil is a poset ideal for all i and j. 
6. The Rees algebra of Hr,s(P)
In this section we study the Rees algebra of Hr,s(P). Before stating our main result we recall some
results of [8], since we shall use them to show that the toric ideal of each power of Hr,s(P) has again a
quadratic Gröbner basis. First we recall some definitions and results on Rees algebra.
Let I = (u1, . . . , um) be a monomial ideal in K [x1, . . . , xn] which is generated in one degree. Let
R = K [y1, . . . , ym] and L be the toric ideal of K [u1, . . . , um] which is the kernel of the surjective
homomorphism
ϕ : R → K [u1, . . . , um]
defined by ϕ(yi) = ui for all i.
Let T be the polynomial ring over K [x1, . . . , xn] in the variables y1, . . . , ym. We may regard T a
bigraded K -algebra by setting deg(xi) = (1, 0) for i = 1, . . . , n and deg(yj) = (0, 1) for j = 1, . . . ,m.
For any two vectors a = (a1, . . . , an) and b = (b1, . . . , bm)with all 0 ≤ ai, bj in Zwe write xa for the
monomial xa11 · · · xann and yb for the monomial yb11 · · · ybmm .
Let ≺ be a monomial order on R. A monomial ya in R is called a standard monomial of L with
respect to ≺, if it does not belong to the initial ideal of L. We recall the ℓ-exchange property which
was introduced in [8]:
The ideal I satisfies the ℓ-exchange property with respect to the monomial order≺ on R, if for any
two standard monomials ya and yb in L of same degree satisfying
(i) degxt ϕ(y
a) = degxt ϕ(yb) for t = 1, . . . , q− 1 with q ≤ n− 1,
(ii) degxq ϕ(y
a) < degxq ϕ(y
b),
there exists a factor uδ of ϕ(ya) and q < j ≤ n such that xquδ/xj ∈ I . The following result is a slight
generalization of [8, Theorem 4.3].
Proposition 6.1. Let I ⊂ K [x1, . . . , xn] be a weakly polymatroidal ideal which is sortable. Then I satisfies
the ℓ-exchange property with respect to the sorting order.
Proof. Let ya and yb be two standard monomials in L satisfying (i) and (ii). Suppose that ϕ(ya) =
ui1 · · · uid and ϕ(yb) = uj1 · · · ujd , and that all pairs (uil , uil′ ) and (ujl , ujl′ ) are sorted. It follows from
(i) that degxt (uil) = degxt (ujl) for l = 1, . . . , d and for t = 1, . . . , q − 1, and (ii) implies that there
exists 1 ≤ l ≤ d with degxq(uil) < degxq(ujl). Since degxt (uil) = degxt (ujl) for t = 1, . . . , q − 1
and degxq(uil) < degxq(ujl), and since I weakly polymatroidal there exists j > q with xquil/xj ∈ I , as
desired. 
Let t be a variable over K [x1, . . . , xn]. Then the Rees ring
R(I) =
∞
j=0
I jt j ⊂ K [x1, . . . , xn, t]
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is a bigraded algebra with deg(xi) = (1, 0) for i = 1, . . . , n and deg(ujt) = (0, 1) for j = 1, . . . ,m.
We recall that the toric ideal of R(I) is the ideal PR(I) ⊂ T which is the kernel of the surjective
homomorphism ϕ : T → R(I)with xi → xi for all i and yj → ujt for all j.
Let<♯ be an arbitrary monomial order on R and<lex the lexicographic order on K [x1, . . . , xn]with
respect to x1 > · · · > xn. The newmonomial order<♯lex is defined on T as follows: For twomonomials
xayb and xa′yb′ in T , we have xayb<♯lex x
a′yb′ if and only if (i) xa<lex xa
′
or (ii) xa = xa′ and yb<♯ yb′ .
Let Hr,s(P) ⊂ S be generated by the monomials in Gr,s(P) = {u1, . . . , um}. We have shown in
Theorem 2.4 that Hr,s(P) is weakly polymatroidal for the following order of the monomials
x11 > x21 > · · · > xr1 > x12 > · · · > xr2 > · · · > x1n > · · · > xrn.
With respect to the same order of the variables the set of monomials is sortable, as shown in
Theorem 5.3. Thus if we let <♯ be the monomial order given by the property that Gr,s(P) is sortable,
we may apply [8, Theorem 5.1] to obtain
Theorem 6.2. The reduced Gröbner basis of the toric ideal PR(Hr,s(P)) with respect to <♯ consists of all
binomials belonging to G<♯(Lr,s) together with the binomials
xiryk − xjsyl,
where xir > xjs with xiruk = xjsul and xjs is the largest monomial for which xiruk/xjs belongs to Hr,s(P).
Corollary 6.3. The Rees ring R(Hr,s(P)) is a normal Cohen–Macaulay domain. In particular all powers of
Hr,s(P) are normal.
Proof. We see from the description of G
<
♯
lex
(PR(Hr,s(P))) that the initial ideal of PR(Hr,s(P)) is squarefree.
Therefore the result follows from [17, Corollary 8.8] together with [12, Theorem 1]. 
Corollary 6.4. The Rees ring R(Hr,s(P)) is Koszul.
Proof. Since the initial ideal of PR(Hr,s(P)) is generated in degree 2, the assertion follows froma theorem
of Backelin and Fröberg [1, Theorem 4(b)]. 
Corollary 6.5. All powers of Hr,s(P) have a linear resolution.
Proof. Since for all monomials u in the minimal set of generators of the initial ideal of PR(Hr,s(P)) we
have degxij u ≤ 1 for all i, j, the so-called x-condition for Hr,s(P) is satisfied. Thus [9, Corollary 1.2]
yields the desired conclusion. 
As an extension [6, Corollary 3.8] we have
Corollary 6.6. Let P be a poset of cardinality n. Then
lim
k→∞ depth(S/Ir(P)
k) = n− 1.
Proof. It is shown in [7, Proposition 10.3.2] (see also [3] in combination with [13, Proposition 1.1])
that
lim
k→∞ depth(S/Ir(P)
k) = dim S − ℓ(Ir(P)),
if R(Ir(P)) is Cohen–Macaulay. Here ℓ(Ir(P)) denotes the analytic spread of the ideal Ir(P). Since
all generators of Ir(P) have the same degree, we have that ℓ(Ir(P)) = dim Rr(P). Thus the desired
conclusion follows from Corollary 4.4. 
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