A specification in the language of the theory of categories is given for dynamic models with uncertainty. For continuous models the uncertainty is treated by means of differential inclusions. The reversibility and the inverse problem are considered. It is shown that models with uncertainty are not reversible (cannot be solved simply reversing the time). The inverse problem for such models is solved using the concept of dualism in the theory of categories. The categorical language is much more abstract and the categorical specification may work in continuous case as well in the discrete event simulation.
INTRODUCTION
While constructing models, the uncertainty is being treated in many different ways. Roughly speaking, by uncertainty we understand a lack of exact information about some model parameters, or even about the model structure. Mostly, the uncertain parameters are represented in the model as random variables, which add the stochastic properties to the model. As there is a huge research on stochastic systems already done, this approach works well, provided the specification of the randomness is known. In general, to use a random variable we must know something about the basic parameters of the corresponding probability distribution. Unfortunately, this is not always the case. The mean value is frequently a confusing and little informative, and the standard deviation does not describe the random variable sufficiently enough. The density function is rarely known, and it may be inexistent at all. This is, for example, the case when the uncertain parameter represents false information intentionally inserted into the modelled system (as in stock market models).
There is no room here to mention a huge number of publications on uncertainty problems. See Bargiela and Hainsworth [1] or Bargiela [2] for an example of a quite different approach to the uncertainty management in water distribution systems, for example.
If we construct a continuous ODE (Ordinary Differential Equations) model, then the general description of its dynamics is, in most cases, given by the equation:
where x(t) is the system state (a scalar, a point of the R n or a more abstract state space), and x 0 is the initial condition. Now, suppose that the value of f is charged with some uncertainty. Our, non-stochastic approach to the uncertainty problem is to replace (1) with a differential inclusion:
Raczynski: Uncertainty, Dualism and Inverse Reachable Sets where F is a set-valued function that maps (x, t) into a subset of the corresponding state space, and X 0 is the initial set. Note that the inclusion (2) has nothing random and that the whole model is deterministic. The solution to the equation (1) is a function of time. In turn, the solution to a differential inclusion (2) is the reachable set of the inclusion, and not a particular model trajectory.
In the section 3 of this paper we try to generalize the model specification by using the language of the theory of categories. The main purpose of this theory is abstraction and generalization of the concepts being considered. In our case, for example, the model is continuous and described by the differential inclusion. The categorical language, however, makes no use of this continuous nature of the model. So, it can describe the uncertainty and the reachable sets of any other model, even a discrete event one. This generalization should be exploited with more detail and more possible applications in the future. Now let us recall some definitions.
DIFFERENTIAL INCLUSION
A differential inclusion (DI) is defined by the formula (2) . Early works on the DIs in the finite-dimensional case were published by Marchaud [3] and Zaremba [4] . The terminology used in those papers was slightly different from later works. Zaremba uses the term paratingent equation and Marchaud calls the same a contingent equation. Their research was criticized by contemporary mathematicians and physicists as an abstract and useless work. In fact, Zaremba and Marchaud had already described the main properties of trajectories and reachable sets of control systems many years before those problems have been treated by the Control Theory. The later works of Turowicz and Ważewski provided more important results. Ważewski [5] [6] [7] , Turowicz [8, 9] and Plis [10] gave the generalization of the basic results to the case of non convex sets of admissible directions (the set F in (2)). This is frequently the case in control systems, in particular when the "bang-bang" type of control is used. In the terminology used by Ważewski the right-hand side of the differential inclusion is called orientor field, and (2) is called orientor condition.
Recall some definitions. Let I be a time interval [t 0 , t 1 ], t 0 called the initial time and t 1 the final time, t 0 < t , and let x be a point in the model state space X.
A trajectory of a DI over I with the initial condition x 0 is a function of time such that:
The solution to a DI with initial condition Y(t 0 )
X is the union of graphs of all trajectories going out of each point of Y(t Note that, at least in this paper, the trajectories are not solutions to the DI, they are just trajectories. The solution to the DI is given by its reachable set. For more precise definitions see [14] . The above definitions are simplified; we do not treat here with such terms as absolutely continuous functions, Hausdorff distance and similar, explained in [11] .
Obviously, the model (1) is a special case of a DI, where F is a one point set for all t. Fig.  1 shows a possible reachable set for a differential inclusion with initial set A. We will always consider the time interval I = [t 0 , t 1 ]. So, for a given DI, its reachable set depends only on A and will be denoted as RS(A). The time-section of the RS will be denoted in the similar way, with extra parameter representing the time instant.
So, The term RS(A, t x ) means the intersection of RS(A) with the plane t = t x . Clearly A = RS(A, t 0 ).
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where -1 < u 1 < 1 and 0.5 < u 2 < 1.5 . The right-hand side of the second equation represents a set, parameterized by two parameters u 1 and u 2 . Fig. 2 shows the 3D image of the RS in coordinates x 1 (upwards), x 2 (to the right) and t. The RS was generated by the Differential Inclusion Solver (DIS), described in [12] . The DIS algorithm is somewhat complicated. It calculates the trajectories that scan the boundary of the RS, using some concepts from the Optimal Control Theory. One could suppose that the RS can be obtained by a "random shooting", generating trajectories that correspond to selectors generated randomly. This is, however not the case. Such random shooting can provide very confusing results, detecting only a small region inside the RS (see [12] [13] [14] [15] [16] for more detail). 
DYNAMIC SYSTEM AS A CATEGORY
In 1942-45, Samuel Eilenberg [17] and Saunders Mac Lane introduced categories, as part of their work in topology, especially algebraic topology (see also [18] [19] [20] ). As the concepts of the theory of categories provide a high level of abstracting, the language of the theory may be useful while constructing models and examine their properties.
As for the other works that can be found in this and similar fields of Model Theory and Category Theory, the reader can consult the works of Serge P. Kovalyov [21] [22] [23] , but these works are rather focused on applications in software development. An application in brain modelling can be found in Gomez and Sanz [24] . However.
The problem discussed in this paper is mainly the time-inverse problem in models with uncertainty. The model is given in the form of a differential inclusion, but, as mentioned in the sequel, the categorical model description is valid for any other model (may be also discrete event), where a reachable set is defined.
Following Fokkinga [20] recall the some definitions. A category is defined by its data and the axioms the data must satisfy. The data are the following. 
( f ; g ) ; h = f ; ( g ; h ) (composition) A3.5 id ; f = f = f ; id (identity) Note that f: A → A does not mean that f is an identity (it is an endomorphism). For example, if X is the space of reals, the function y(x) = x 3 maps X to itself, but it is not an identity. Also f: A → B and g: A → B does not mean that f = g.
Let A and B be categories; then a functor from A to B is: a mapping F that sends objects of A to objects of B, and morphisms of A to morphisms of B in such a way that
In this, as in some other articles [24] the operation of modelling is represented as a functor in the categorical language. For each definition expressed in the categorical language, of a concept or construction xxx, you obtain another concept, often called co-xxx if no better name suggests itself, by dualising each term in the definition (Fokkinga [20] ). Also, for each equation f = g provable from the axioms of category theory (hence valid for all categories), the equation dual f = dual g is provable too. Thus dualisation cuts work in half, and gives each time two concepts or theorems for the price of one. Now, consider the ODE model (1) . To use the categorical language, let define the category object as a pair (x(t), t) , where x(t) is the system state. Let suppose that a morphism exists between two objects (x(t a ), t a ) and (x(t b ), t b ) if and only if t a ≤ t b . The morphism g between the two objects can be defined as "solve the equation (1) over [t a , t b ] with the initial condition x(t a )". Note that this means that in the model (1) the time cannot go backwards. It is rather a philosophical question if the real world is reversible in this sense. The common believe is that it is not. Moreover, while in the model (1) we can integrate the equations backwards to restore the previous states, we will see that this is not so simple in the case of the model (2) (with uncertainty).
What is important that the morphism g may be defined as any other well defined state transition algorithm, not necessarily a differential equation. This may be some logical procedure with discrete state and discrete time. In other words, this categorical specification can also be applied to discrete event models.
THE INVERSE PROBLEM
The problem for an ODE model is: Given the final state of a dynamic system, what was the initial state that originated it?
For the ODE model (1) we can simply go backwards in time, from t 1 to t 0 . This means that we resolve the equation:
with initial condition x(t 1 ), over J=[t 1 ,t 0 ], being ds = -dt. In this case the inverse problem is trivial. In the categorical language, model (3) is the dual of model (1) (check it using the definition of the dual category). Now consider a similar inverse problem for the model (2) (a dynamic system with uncertainty): Given the final reachable set, what was the initial set that originated it?
In this case we cannot just go backwards in time. Indeed, consider, for example, the inclusion:
Starting from the initial point x = 0, t = 0 and calculating the RS at t = 1 we get RS(0, 1) = [-1, 1]. Now, if we start from t = 1 and from the final set [-1, 1], and go backwards (inverting the sign of the derivative), we get the set (interval) [-2, 2] instead of the original set (point) (0, 0). It is clear that the RS must grow, because the uncertainty remains the same for the inverse problem. Fig. 3 illustrates this in 2-dimensional case. The reachable set obtained by inverting the sign of the derivatives (going backwards in time) is denoted as BRS.
In the general case of the differential inclusion (2) over a fixed time interval, the solution to the inverse problem should result in the initial set A (see Fig. 3 ). Denote this solution by IRS. So, it should be IRS (RS(A, t 1 ) , t 0 ) = A. In other words, we must express the set A in terms of the reachable set at t = t 1 . The second parameter of IRS (as well as of BRS) is the target time instant. 
because the union of complements is equal to the complement of the intersection.
But IRS(B, t 0 )= E= BRS(D, t 1 )
C , so:
Raczynski: Uncertainty, Dualism and Inverse Reachable Sets Let M be the categorical representation of the model (2), the objects of M being pairs (RS(A, t), t). Here A is a set on the plane t = t 0 . A morphism g between two objects (RS(A, t 0 ), t 0 ) and (RS(A, t 1 ), t 1 ) exists if t 0 ≤ t 1 . The morphism maps the object (A, t 0 ) into (RS (A, t 1 ), t 1 ) . In other words, the morphism is defined as "find the reachable set RS (A, t 1 converts (B, t 1 ) into IRS(B, t 0 ) , where t 0 ≤ t 1 (see Fig. 3 ). The IRS is defined by the corollary 1.
Observe that in the proof of the corollary 1 we never used any particular property of differential inclusions. We only use the notion of reachable states and reachable sets. These concepts, as well as the construction of M op do not even require the model M being continuous. So, the time can also be a discrete variable, and the state space can also be discrete. This means, that all we are talking about is applicable to discrete event models as well. So, as an example, consider an electronic logical system where the erroneous states are grouped into a set in the system state space. The problem is, given some uncertainty in the switching operations, to determine the set of past system states that originated the failures.
CONCLUSIONS
We used a differential inclusion (DI) model to treat the dynamic uncertainty. Deterministic ODE models can be treated as special cases of the corresponding DI models (with zero uncertainty). While ODE models are reversible (can be integrated backwards in time), the DI models are not. We gave a possible generalization of the model in categorical language, which is much more abstract and can work for discrete events models also, though the categorical specification of both kinds of models is the same. Using the concept of dualism, we can construct the dual category in the way shown above, to solve the inverse problem. In the case of models with uncertainty (that always exists in the real world) the inverse problem cannot be solved by backward integration (in continuous case) of the model equations. The proposed procedure for the inverse problem (dualising the original morphisms) is not very complicated, but may be difficult while looking for numerical implementations.
