One dimensional cellular automata are analyzed via their generalized permutivity. Invariant subalphabets provide a systematic way of identifying periodic and aperiodic tilings as well as stationary distributions invariant under the cellular automaton iteration. In the case of several invariant subalphabets a hierarchy of interaction phenomena arise. In particular the interaction of subalphabets can generate random walks as well as their degenerate forms. A comprehensive scheme emerges that uni es the analysis of topological defects in cellular automata. The probabilistic details of the random walks involved are treated in the companion paper 4].
Introduction
Cellular automata are spatially and temporally discrete models of interacting dynamics. The interactions are local yet can be made to mimic a wide variety of di erent physical phenomena. The theoretical motivation to the study of these systems is based on their close relation to lattice spin models in classical statistical mechanics as well as to the modern study of symbolic dynamics and coding theory.
In spin systems like the Ising model one can discern distinct phases separated by topological defects. They are also called Bloch walls, contours, dislocations or kinks. Under rather general conditions they perform random motions which in turn determine the macroscopic properties of the medium. This connection is established by applying to an ensemble of kinks a Peierls-type argument yielding estimates for quantities like entropy. Since a number of cellular automata (c.a. from this on) also exhibit kink-like structures one hopes that an analogous analysis could be carried through in this context.
In this and the companion paper 4] we concentrate on the rst part of this program. We characterize of the motion of a single kink and the interaction spectrum of an ensemble of kinks in a large class of c.a. Our hope of course is that as in the classical case here too the ensemble of kinks will ultimately be easier to analyze than the plain model. Only one-dimensional c.a. are considered here but not because the underlying ideas are restricted to just them. The class of c.a. that we study are those with partial permutivity properties. Since we have encountered only a few c.a. which support kinks yet do not belong to this class we have reason to believe that partial permutivity is the principal mechanism behind di usive kink motion and explains some of the soliton behavior as well.
In view of our results the random walk models for the kinks in c.a. are justi ed but their interaction phenomena require further investigation.
Of course this work is not without predecessors. For a comprehensive and up to date treatment of random walks in modern statistical physics the reader is referred to 6]. Some of the closely related crystalline order formation and symbolic dynamics ideas are highlighted in 17] . The seminal empirical studies on kinks in c.a. by Grassberger 7] have been later extended and elaborated e.g. The study of c.a. has no doubt been critically in uenced by computer simulation of various interesting rules. We do not make any e ort to cover this up by trying to \axiomatize" the subject { indeed we believe that it is more stimulating to reveal the nature of the subject through important case studies.
For this reason we have presented only a few results formulated to theorems and the rest to rigorously studied examples only sacri cing some generality.
The paper is organized as follows. In Section 1 we present the basic denitions and immediate consequences of partial permutivity in terms of tilings.
This in turn enables us to recast certain old results on stationary distributions into a form useful to us. In the third section the consequences of subalphabet/tiling identi cation are investigated in the order of increasing complexity of the set-up starting from a pair of inert subalphabets and concluding with the general case of where annihilating, coalescing and branching random walks can occur. We nish in Section 4 by considering some further extensions.
The division of labor between this and the companion paper 4] is simple. There we concentrate on the probabilistic aspects which can be completely worked out in the case of a single inert boundary between permutive phases.
The general architecture of the class under consideration and the rest of the results are here.
Basic de nitions and properties
We rst present some de nitions. In doing this we try to conform with established concepts and notation when possible. The basic reference here is Hedlund's paper 8].
Let S = f0; 1; : : :; jSj ? 1g be a nite alphabet i.e. the set of symbols and X = S Z be the set of con gurations. Let : X ! X be the left shift:
(x) j = x j+1 8j: A (m ? n + 1)-block map is a map f : (x j+n ; : : : ; x j+m ) ! S; n < 0 < m rede ning the value of the coordinate x j .
De nition 1.1.: One-dimensional cellular automaton (c.a.) is a dynamical system on X de ned by a blockmap which commutes with the shift.
The map from X to itself de ned by requiring F(x) j = f(x j+n ; : : :; x j+m ) for all j is continuous (in the usual product topology) and conversely any continuous map F : X ! X that commutes with the shift is induced by a block map ( 8] ? 1g we thus obtain an induced cellular automaton mapf on two-blocks:f : T T ! T:
Note that the blocking introduced here does not need to preserve the symmetry of the rule unless a permutation in the 2r-blocks is also accounted. Two twoblock maps induced by rules of radii 1 and 3=2 are shown in Figure 1 . i is the iteration index (time, runs downwards from this on). In the subsequent analysis we primarily deal with the two-block representation and it secondary whether it was obtained via a tiling or not. Therefore the radius of the induced two-block rule is usually taken to be 1=2 and it is then understood that the global c.a. map alternates between con gurations on integers and half-integers. 6 = t (3) and suppose that they agree upto the k th coordinate, some k < 2r: If the (2r + 1)-block map is right-permutive then f applied to t (1) t (2) and t (1) t (3) cannot match beyond the k th entry. Sof(t (1) ; ) is injective (and surjective).
Conversely if f in not right-permutive there is a 2r-vector and distinct s 1 ; s 2 2 S such that f(t 1 ; : : :; t 2r ; s i ) agree. But then augment from the left the vectors (t 1 ; : : :; t 2r ; s i ) to two 4r-vectors.f on these agree so its permutivity fails.
The two-block map allows a simple algebraic formulation of c.a. since we are given a nite set of symbols T closed under a binary operationf between any two of them. If in the equationf (t 1 ; t 2 ) = t 3 between symbols from T any two determine uniquely the third one the system (T;f) is called a quasigroup. If it moreover has a identity element it is called a loop. Hence an alphabet with a permutive two-block c.a. map is a quasigroup or a loop. Note that these are not necessarily groups since associativity is not assumed and this would indeed be unusual for a c.a. action. They are nevertheless rare since they are the latin squares on the given alphabet. For a strictly subpermutive c.a. the entire alphabet together with the two-block rule is not a quasigroup but it has subsets which are (or are even loops). Note also that the identity, if it exists, is unique and forms a subalphabet by itself but it does not need to be contained in every permutive subalphabet. If a rule has a quiescent state i.e. a symbol s 2 S such that f(s; s; : : :; s) = s then of course the two-block rule xes the appropriate symbol t = (s; : : :; s) andf (t; t) = t holds. The symbol t is a natural candidate for the identity.
The Cayley table will provide a compact representation of a rule. As an example we have included in Figure 2 . the table of the Klein four group and a sample of the c.a. evolution corresponding to it. On the right we have the multiplication table of the elementary cellular automaton rule 18. and can still dominate the behavior of the rule as we will see. We now proceed to formulate partial permutivity and its measures for two-block rules.
Let f be a two-block map on an alphabet T. Suppose that T l and T r are subsets of T such that f(l; ) and f( ; r) are permutations for each l 2 T l and r 2 T r respectively. If p l = jT l j=jTj and p r = jT r j=jTj then the rule f is called (p l ; p r )-permutive. If p l = p r = p it is simply called p-permutive.
This de nition however does not have useful closure properties and we therefore proceed to re ne. By a maximal subalphabet with respect to P we mean a subset of the full alphabet with a property P such that if this subalphabet is augmented with any element from its complement it loses the property. Non-trivial values of p seem to be intimately related to high regular language complexity of the con gurations generated by the automaton. This empirical observation was in fact a major impetus for this work. Another attempt to parametrize the space of cellular automata, Langton's -parameter ( 12] ), is related to our scheme. In the context of two-block rules is the fraction of two-blocks being mapped to a non-quiescent state (note that may be di erent for the original and the induced rule). Before studying some more general rules we illustrate the use of these concepts in the context of perhaps the most investigated class of c.a. Example 1.2.: The elementary cellular automaton rule 18 is de ned by requiring that 001 and 100 7 ! 1 while the other binary triples map to zero. It induces a two-block map on symbols f0; 1; 2; 3g which has the permutive subalphabets are T 1 = f0; 1g and T 2 = f0; 2g: This can be readily seen from the Cayley table in Figure 2b . The action of the induced c.a. map on the subalphabets is that of 6/16 on binary doubles (see Example 1.1.). Example 1.3.: The e.c.a. rule 22 is de ned by requiring that 001; 010 and 100 7 ! 1 (call the block map 22 ). The induced two-block map only has an invariant symbol (00) which generates the quiescent state. The square of the rule, 2 22 , is of radius two and the two-block map it induces on the alphabet f0; 1; ; 15g is 1=8-permutive. The six maximal (left-and right-) invariant subalphabets are f0; 1g and f0; 7g i.e. tile sets f0000; 0001g and f0000; 0111g together with their translates (as originally observed in 7]). The action on the subalphabets is again 6/16. Higher powers of 22 . In general there seems to be no bound to the power which needs to be analyzed to nd all interesting invariant subalphabets.
Invariant measures and tilings
The existence of an invariant subalphabet provides us with an invariant measure i.e. a probability distribution on the con guration space that remains invariant under the c.a. iteration. We now formulate this and examine the invariant Since T 0 is a product measure it is of course preserved by the shift . Hence if one views the c.a. evolution (space-time history) as a Z 2 -action the shift to any (rational) direction is measure preserving on con gurations generated from T 0 .
When T 0 = ftg the invariant measure T 0 is just a point mass concentrated on the homogeneous state. If f was induced from a rule of radius larger than 1=2 then t corresponds to a tile and the c.a. preserves a periodic tiling of the plane.
In case T 0 has multiple elements the invariant con gurations generated from it are almost surely aperiodic in the sense of the measure T 0 (this is just because almost every sequence in the support of T 0 is aperiodic). which is permutive on f0; 1g but only has a trivial proper invariant subalphabet f0g. However e.g. T 0 = f011011g is invariant under the two-block map induced by the fourth power hence a periodic tiling exists. Indeed it is fairly easy to show that an in nite number of distinct invariant periodic tilings exist for this rule.
Interaction of the subalphabets
The interaction of two subalphabets/tilings can lead to a variety of di erent phenomena. We rst consider the characteristics of an individual interaction boundary and thereafter the interactions in the case of multiple boundaries.
The aim is to present the spectrum of possible behavior in partially permutive c.a. in a uni ed way.
De nition 3.1.: Given two subalphabets S 1 and S 2 let A = S 1 \S 2 be the set of ambiguous symbols. If it is nonempty it is by itself an invariant subalphabet. Ambiguous symbols are receding i.e. f(s; a) 2 S i n A for all s 2 S i n A; a 2 A and i = 1; 2: The con gurations in the set S 1 S 2 (j) = fs k g j s k 2 S 1 8k j; s k 2 S 2 8k > j and s j ; s j+1 = 2 A are said to have a boundary point at j + 1=2.
The set of ambiguous symbols is usually empty or consists of one element which is generated from the quiescent state. Note that if the subalphabets are disjoint (A = ;) then every con guration in S 1 S 2 (i.e. left half generated from S 1 and right from S 2 ) is in S 1 S 2 (j) for a unique j. If A 6 = ; then any con guration of the form S 1 AS 2 where A is a nite block of symbols from A is eventually reduced to the form S 1 S 2 (the A-block is shortened by one at each iterate of the automata hence the number of iterates needed to this reduction is jAj). Therefore the de nition above applies again and we de ne the location of the boundary point in between these instances by interpolating.
In physics terminology we just identi ed the phase boundary/topological defect/kink/dislocation between two ground states.
Two inert subalphabets
The basic case is the one where the collection of sets S 1 S 2 (j) is closed under a c.a. map. In this inert case the boundary will prevail at all times and no new ones are created.
Example 3.1.1.: In the Example 1.2. we identi ed the subalphabets T 1 = f0; 1g and T 2 = f0; 2g. Their boundary de nes a kink and the action of the rule The two distinctly di erent types of motion that a boundary point can have are those of a signal and a random walk. By a signal we mean rectilinear motion with maximal speed as in the Example above. Upon creation the motion is completely deterministic. Hence it is only dependent on a nite part of the initial con guration. On the other hand random walks are motions which exhibit strong dependency to the initial con guration. If this is distributed according to the appropriate product measure (as in Section 2) the boundary motion will perform a non-deterministic, stationary motion and have positive variance etc.
It can have independent increments and hence be markovian but this is not the case in general. Signals can be viewed as degenerate forms of random walks (zero variance). For the exact de nitions and the dichotomy between these types we refer to 4].
When the motion of the boundarypoint is considered for a c.a. with a random initial con guration random walks prevail under fairly general circumstances if neither of the subalphabets is dominating with respect to the other one. This and some other features of the interaction can be readily read from the Cayley table. We now proceed to de ne some concepts that are useful at characterizing the absolute and relative strength of an invariant subalphabet.
For simplicity we restrict the de nitions to the symmetric case and the straightforward but index rich extension to the general case is left to the reader.
De nition 3.1.1.: Let S 1 S be a permutive subalphabet and N = feg or ;
depending whether S has an identity or not. If f is a symmetric two-block map on S S we de ne the rst basin of attraction for the symbol i 2 S 1 to be the set B Proof: By S 1 B (1) i and the de nition of U (1) (S 1 ) the rst two inclusions hold. (ii) U (1) (S 1 ) = S then U (2) (S 1 ) = S (S 1 dominates over S), (iii) U (2) (S 1 ) = S then two adjacent symbols from S 1 generate a column of width at least one. These results state of course just su cient conditions. Even the existence of just one dominant symbol may result in maximal expansion as seen in Example 3.1.1. Clearly at most one dominant subalphabet exists and if it is found in the initial con guration it guarantees that at any given site the action at su ciently large iterates is permutive. Example 3.1.2.: In Figure 3a we have a Cayley table for a c.a. with two permutive subalphabets S 1 = f1; 2g and S 2 = f3; 4g: Now N = ; and U (1) (S 1 ) = f1; 2; 3g, U (2) (S 1 ) = S and U (1) (S 2 ) = U (2) (S 2 ) = S 2 . Hence a barrier exists. In the variant in 3b (we substitute for the shaded block as well as its symmetric counterpart) U (1) (S 1 ) = S 1 and U (1) (S 2 ) = f2; 3; 4g. But the symbol 1 is dominating i.e. wins over all of S 2 and the same phenomenon prevails as in the case of an expanding subalphabet. In 3c U (1) (S 1 ) = S 1 and U (1) (S 2 ) = S 2 . This rule supports a symmetric random walk on the boundary between S 1 and S 2 which is analyzed in 4]. The three rules are 0-permutive, 1=2-subpermutive and totally 1=2-subpermutive. The two-block map of 184 is identity on each of the symbols f0; 1; 2; 3g i.e. each of these generates an invariant con guration. Moreover it has two rightand two left-invariant subalphabets, f0; 1g; f0; 2g and f1; 3g; f2; 3g respectively. 
Several inert subalphabets
When the initial con guration is not required to consist of just two distinct semi-in nite phases several boundarypoints can be found. If the boundaries are su ciently far apart (so that the backward cones of the boundary points do not intersect) the motion of an individual point under the c.a. iteration is independent of the others and is as described in the previous section. But their (close range) interaction brings new elements into the set-up. We proceed by presenting a simple example which already has the germs of all inert interactions in it. that the initial con guration was generated by just S 1 and S 2 . The shaded lines indicate the boundary lines between the tilings. We observe that at the seventh iterate the subalphabet S 2 becomes extinct i.e. only S 1 is observed from that on.
Equivalently the boundaries annihilate and a single phase S 1 emerges. However if x = 3 then the boundaries merge at the critical iterate and a single boundary remains (hence the shaded boundary line). Note that since our subalphabets are permutive and in fact identical to the one's considered in the Example 3.1.1.
we know that individually the boundary lines should be performing random walks if each S i -block was generated from Bernoulli measure. So apart from a possible dependency of the motions our example seems to indicate the presence of annihilating and coalescing random walks respectively.
Note that in these cases the crossterms in the Cayley table all equal to the identity element 0: Any other (symmetric) choice would lead to either a dominating subalphabet or creation of new subalphabets from interaction. As an example of the former we have indicated an other rule obtained by substituting to the Cayley table by the shaded elements below it. In this rule both S 1 and S 3 dominate over S 2 . If the phases are ordered as before for the initial con guration we again obtain two boundarypoints but this time moving to the right and left by 1=2 step each iterate i.e. signals. Upon collision of the boundary points S 2 becomes extinct. However the remaining tilings have identical attraction properties and the newly formed boundary thereby performs an unbiased random walk (characterized in 5]).
We also point out that these annihilation and coalescence phenomena can take place at arbitrary distance but only between neighboring boundary points.
In the case of two subalphabets the former is possible only when A = S 1 \S 2 6 = ;
(as seen in our Example with x = 1). Analogously if neighboring phases are generated by intersecting alphabets coalescing at distance may occur (our x = 3 -case).
In the same vein one can present a simple c.a. with three subalphabets exhibiting the coalescence of random walks into a signal. By considering larger alphabets biased random walks together with degenerate variants can be introduced as explained in the previous section. These can coexist and in fact in particular examples their interaction algebra i.e. rules how the boundaries recover upon collision can be worked out much the same way as the tiling algebras represented by the Cayley tables (see the last section).
In the absence of births the density (frequency) of kinks is non-increasing in time due to annihilations/coalescings. In fact it seems that generically ar- Figure 5a . is modi ed by introducing a non-zero element in the shaded block we can arrive to the top table in Figure   5b . In this rule subalphabet S 2 interacts inertly with the others whereas S 1 and S 3 can parent S 2 . When this occurs the boundary branches into two. So in addition to the annihilation and coalescing behavior we also see branching.
The rule obtained by replacing the shaded elements by the ones below is twice as potent { only S 2 in not ever born out of interaction. This rule supports the full spectrum of interaction types as well. The global mixing properties of some of the maximally branching cases are understood. Suppose that all the symbols belong to some permutive subalphabet.
Furthermore de ne the crossterms in such a way that the full alphabet becomes a quasigroup. This cannot of course be always done. But when it is possible all the cross interactions result in a symbol in a third subalphabet i.e. we are in the maximally branching case. Moreover now all results on permutive c.a. apply.
This extension is illustrated in our last example if the two zeros in the shaded area are switched to twos. We then obtain the Cayley table of the Klein four group (on the left in Figure 2 ).
Extensions
In De nition 3.1. we required that the permutive subalphabets border to each other. Sometimes we do have just one permutive subalphabet or two di erent ones which however are not immediate neighbors yet permutivity of the phases can still be utilized and similar boundary motions identi ed. consisting of two symbols, all zero and all one blocks of length 2r: Consider for simplicity the case r = 2. Let B be a block of all zeros or all ones of length 1, 2 or 3. Then each of T (2) BT (2) with the usual uniform measure generates a distinct symmetric random walk. A boundary point can be identi ed as the center of the non-tiling block and at any time this has a maximum length 5; 6 and 7 for the respective kinks. Note that any con guration of 0's and 1's can be decomposed into a sequence of tiles and kink-blocks. In the presence of multiple kinks annihilation and coalescence occur due to change of parity in the non-tiling blocks and simple additive collision rules for the three kinks can be worked out (see 1]). Same analysis applies to all rules with r 1: The attractor seems always to be T (r) . The key here is that the length of the non-tiling block is short and remains so under the evolution. The permutive phases con ne a thin boundary layer and its right and left jumps are generated essentially as before.
Example 4.2.: As we have seen in Example 1.3. and in the Table the notorious elementary cellular automaton rule 22 has partial permutivity properties. Let T 2 = f0000; 0010g and T 4 = f0000; 0100g be two of the invariant subalphabets (for 2 22 ). Then T 2 T 4 (each part again Bernoulli distributed) exhibits a boundary point performing an unbiased random walk. This is analyzed as rule 18 in 5].
The other subalphabets can be combined with similar result. Moreover we can produce statistically identical random walks in this rule from con gurations of the form T 2 BT 4 where B is a suitable nite block of 0's and 1's. Unfortunately the permutive subalphabets will not dominate the behavior of this rule. This is quite clear from the bottom half of the gure. The remaining two kinks give birth at iterate 43 to the rather unwieldy "complex" phase. The same kinks can be found there, too but intertwined in a complicated way. The collision rules between di erent types of kinks can be worked out but obviously their ruletable is not closed.
Con ning a block between two permutive tilings works for a number of other rules as well. A non-di usive case arises in the context the rule 184 of Example 3.1.3. An 80 step evolution from the uniform Bernoulli distribution is shown on the right in Figure 7 . We note that two neighboring parallel signals interact with a signal pair travelling to the opposite direction in a simple way { the pair with larger gap prevails.
A particularly rich collection of rectilinear boundaries is known for the e.c.a. 
