Abstract. This paper is concerned with qualitative properties of solutions of the boundary value problem for a second order semilinear elliptic equation with a small parameter in the coefficients of the highest order differential operator. We study the asymptotic behavior of a family of solutions, called ground-state solutions, as the parameter approaches zero, in the case where all the coefficients depend on the spatial variable. We prove that a ground-state solution has only one local maximum, hence the global maximum, and it is achieved at exactly one point. Moreover, the distribution of the ground-state solution concentrates in a very narrow region around this unique maximum point. To locate the concentration point, we introduce the locator function defined by using the coefficients of the equation and prove, for instance, that if the global minimum of the locator function over the domain is strictly smaller than a half of the minimum over the boundary, then the concentration point is in the interior of the domain and it is in a small neighborhood of the global minimum point of the locator function. This shows a sharp contrast with the case of constant coefficients, where ground-state solutions concentrate at a boundary point.
Here, ε is a positive constant, δ is a nonnegative constant,
is a strictly and uniformly elliptic operator with a i j ∈ C 2 (Ω), a i j = a ji ; b(x) and c(x) are positive on Ω; σ(x) is nonnegative on Ω with max x∈Ω σ(x) = 1; all of b, c and σ are of class C 2 on Ω. Moreover,
is the co-normal differential operator, where ν(x) = (ν 1 (x), . . . , ν N (x)) is the unit outward normal to ∂Ω at x.
In [14, 15] it was proved that the least-energy solutions of (1.2) ε 2 ∆u − u + u p = 0 in Ω, ∂u ∂ν ∂Ω = 0 attains a unique local maximum (hence the global maximum) at exactly one point P ε on the boundary and H(P ε ) → max P∈∂Ω H(P) as ε ↓ 0, where H(P) denotes the mean curvature function of ∂Ω. Since then the result has been generalized in various ways. For instance, the existence of non-least energy solutions concentrating at boundary points ( [21] ), at interior points ( [22] ), and multi-peak solutions which concentrate at several boundary points as well as interior points ( [10] ), or the existence of solutions concentrating on the entire boundary ( [13] ) have been proved. Also, other directions of generalization have been sought, including generalization of the nonlinearity ( [3] ) or considering the problem on a manifold ( [4] ).
In this paper we seek yet another direction of generalization, motivated by applications in mathematical biology explained in the final section of the paper: To study the effects of anisotropy in diffusion and spatial heterogeneity of the reaction coefficients b(x), c(x) and σ(x) on the concentration phenomenon. Only a few works have appeared so far in this direction. The first result seems to have been given by Ren [18] , who considered the boundary value problem It was Wang and Zeng [20] who considered ground state solutions of this equation and introduced the ground-energy function C(s), which is equivalent to our locator function Λ(Q), in order to locate the concentration point. Also our primary locator function Φ(Q) corresponds to equation (34) in [20] . The novelty of the present paper may lie in (i) considering the problem in a bounded domain and therefore the geometry of the domain also influences the location of concentration points, (ii) including the non-homogeneous term δσ(x) which alters the structure of the nonlinearity slightly, and (iii) including the anisotropy in diffusion. When δ > 0 in (P), we have to construct the minimum solution u m,ε , replacing the trivial solution u ≡ 0, which gives a local minimum of the energy functional J ε (u) associated with (P). Then we obtain a nontrivial solution v ε by applying the mountain pass lemma, giving rise to a ground-state solution u ε = u m,ε + v ε . Hence, analyzing the detailed structure of ground-state solutions requires quantitative study of the minimum solution and the mountain-pass solution v ε at the same time, bearing the effect of anisotropy of diffusion in mind. Nonetheless, we shall show that, for δ > 0 sufficiently small, we can locate the concentration point fairly acculately by analyzing the primary locator function Φ(Q) which is a scalar local function defined in terms of the coefficients a i j (Q), b(Q), c(Q) only.
In a separate paper [23] , we continue to explore the property of the locator function and will prove that critical points of the locator function are only candidates for a concentration point. This paper is organized as follows: In Subsection 1.2 we state main results of the paper. In Section 2 we prove the existence of the minimum solution u m,ε and a mountain-pass solution v ε . In addition, we consider positive entire solutions vanishing at infinity of the equation ∆w − w + (w + γ) p − γ p = 0 in R N which serve as a first approximation of v ε . Moreover, we give a rough upper bound on the energy of v ε . In Section 3 we investiage the asymptotic behavior of groundstate solutions as ε ↓ 0. Using the asymptotic profile thus obtained, we derive in Section 4 a sharp upper bound on the energy of v ε . In Section 5 we finish the proof of main theorems. Finally in Section 6 we refer to a problem on pattern formation in mathematical biology which motivated this work, followed by a few examples illustrating some implications of the primary locator function. 
for all x ∈ Ω. Definition 1. We call the solution u m,ε (x) obtained in Proposition 1.1 the minimum solution of the problem (P).
Next, we put
We can apply the mountain pass lemma ( [1] , [17] ) to this functional I ε and conclude as follows: 
is a positive critical point of I ε . Moreover, c ε is the smallest positive critical value of I ε .
We remark here that a critical point u c ∈ W 1,2 (Ω) of J ε is a weak solution of the problem (P). Then by the elliptic regularity theory we conclude that u c is a classical solution of (P). In particular, u c ∈ C 2,α (Ω) (see [9, Theorem 6 .31 and p.130]). Clearly, a classical solution of (P) gives rise to a critical point of J ε . Hence, finding a solution of (P) is equivalent to finding a critical point of J ε . On the other hand, v c ∈ W 1,2 (Ω) is a critical point of I ε if and only if u m,ε + v c is a critical point of J ε . Consequently our problem is reduced to finding a critical point of I ε . Now let v ε be a critical point of I ε corresponding to c ε :
is a solution of (P). We call u ε a ground-state solution of (P), u m,ε the minimum part of u ε , v ε the mountain-pass part of u ε . Also, c ε is called the mountain-pass energy.
The purpose of this paper is (i) to show that a family {u ε } of the ground-state solutions exhibit a point-concentration phenomenon, by which it is meant that u ε concentrates around a single point P 0 when ε is sufficiently small; and (ii) to give a method to locate P 0 by introducing a locator function. These will be stated precisely in Theorems A and B in Subsection 1.2.
We call Φ(Q) the primary locator function.
Let u m (Q) denote the smaller of the two nonnegative roots of the algebraic equation in ζ:
Finally, for γ ⩾ 0 sufficiently small, we define an important integral as follows:
(1.8)
where w = w γ (z) is a unique positive solution of the following boundary value problem:
We call Λ(Q) the locator function for the boundary value problem (P).
A few remarks are in order here. First, w γ(Q) is known to be spherically symmetric with respect to the origin, and decays exponentially as |z| → ∞ (see [6] ). Second, we shall prove that (GS-γ) has exactly one solution if δ is sufficiently small by making use of the implicit function theorem and the uniqueness of solution of ∆w − w + w p = 0 (due to, e.g., [5, 11] ). Third, note that γ(Q) is constant on Ω if and only if either
where C is a constant. In the case where γ(Q) is a constant function, the locator function Λ(Q) reduces to a constant multiple of the primary locator function Φ(Q).
The main results of this paper are stated as follows.
Theorem A. Let {u ε } ε>0 be a family of ground-state solutions. Then u ε has a unique local maximum (hence the global maximum) point P ε if ε is sufficiently small. Suppose that P ε j → P 0 ∈ Ω along some strictly decreasing sequence {ε j } j∈N , ε j ↓ 0. Then, the following holds:
Moreover, P 0 is a minimum point of the locator function Λ(Q) over ∂Ω and P ε j ∈ ∂Ω;
We say that P 0 ∈ Ω is a concentration point of a family {u ε } of ground-state solutions if there is a sequence ε j ↓ 0 such that P ε j → P 0 , where P ε is a local maximum point of u ε (x).
where C is constant. Suppose that P 0 ∈ Ω is a concentration point of a family {u ε } ε>0 of the ground-state solutions of (P). Then, the following holds:
If all of a i j (x), b(x), c(x) and σ(x) are constants, then so are Λ(Q) and Φ(Q). Therefore, Case (i) of Theorem A and Case (I) of Corollary 1 occur and the result in [14] is recovered.
Although we can locate the concentration point P 0 by finding the minimum points of Λ over Ω and ∂Ω, it is in general very difficult to calculate these minimum points. For, we must solve the boundary value problem (GS-γ) in R N and know the dependence of the energy I(γ(Q); R N ) on Q explicitly. However, if δ is sufficiently small, then the minimal points of the primary locator function Φ gives us a first approximation:
Theorem B. Suppose that P 0 ∈ Ω is a concentration point of a family {u ε } ε>0 of the ground-state solutions. In addition, in the case of p < 2, assume that
Then, the following holds: 
Consequently, we know the candidates for P 0 by calculating the minimum of Φ over Ω and that over ∂Ω. Moreover, we find that if δ is sufficiently small, then the inhomogeneous term δσ(x) does not influence much the location of the concentration point.
2. Minimum solution and ground-state solutions 2.1. Existence of the minimum solution. In this subsection we prove the existence of the minimum solution u m,ε of (P) stated in Proposition 1.1.
First, as an approximate function, we choose the solution of the boundary value problem for the linear equation
which is known to have a unique solution u 0,ε ∈ C 2 (Ω) (see, e.g., Theorem 6.31 and the remark immediately below its proof in p.130 of [9] ). By the maximum principle and the assumptions σ ⩾ 0 and max σ(x) = 1, we see that
holds for all x ∈ Ω, provided that δ > 0. Clearly, if δ = 0, then u 0,ε ≡ 0. Here and in what follows, we write min
Proof of Proposition 1.1. Put u = u 0,ε + ϕ ε and substitute this in the equation of (P). Then our problem reduces to finding a ϕ ε which satisfies
We construct ϕ ε by using the contraction mapping principle. For this purpose we introduce a function space X and an operator F : X → C 0 (Ω) as follows:
Here, the operator F is interpreted as follows: For h ∈ L q (Ω) with q ∈ (1, ∞), the boundary value problem 
, which is a bounded operator on C 0 (Ω). Consequently, F maps X into C 0 (Ω). It is routine to verify that F is contraction mapping on X if δ is sufficiently small by making use of the maximum principle.
Then, there exists a unique ϕ ε ∈ X such that F ϕ ε = ϕ ε , that is,
By the regularity theory for elliptic equations, ϕ ε turns out to be a C 2 (Ω) function; and hence u m,ε := u 0,ε + ϕ ε is a classical solution of (P) with
Consequently, we have proved all the assertions of Proposition 1.1.
q.e.d.
2.2.
Existence of a ground-state solution. The goal of this subsection is to prove Lemma 1.2.
In view of the definition of the energy functionals (1.4) and (1.5), we notice the following:
Hence it is sufficient to deal with I ε (v) only.
Since u m,ε is a solution of (P), J ′ ε (u m,ε )v = 0 holds for any v ∈ W 1,2 (Ω). Thus, I ε (v) is arranged as follows: (2.5)
It is convenient to introduce the following functions:
, then it is a weak solution of the following boundary value problem:
which is equivalent to
To prove Lemma 1.2, we verify that I ε (v) satisfies all the assumptions of the mountain pass lemma [1, Theorem 2.1]. That is to say, we check the following four conditions: (i) I ε ∈ C 1 (W 1,2 (Ω); R), (ii) I ε satisfies the Palais-Smale condition, (iii) I ε (0) = 0 and there exist positive constants α and ρ such that
Conditions (i), (iii) and (iv) are verified in exactly the same way as in Section 2 of [12] , while the (PS) condition is satisfied by virtue of Lemma 2.1 (ii) below. (See Lemma 3.6 of [1] where the Dirichlet problem is treated, but the arguments applies to the Neumann problem.) Hence the proof of Lemma 1.2 is complete when we prove the following
Proof. If δ = 0, then u m,ε ≡ 0 and the lemma is a well-known fact. Hence we assume δ > 0.
In the following we suppress u m,ε in g and write
Therefore we examine the sign of φ ′′′ (u), which is given by
Here, u m,ε is strictly positive when δ > 0 by Proposition 1.1. Hence (3θ − 1)u m,ε + {θ(p + 1) − 1}v is strictly positive for any θ > max{1/3, 1/(p + 1)} and v ⩾ 0. Consequently, φ ′′′ (u) > 0 for all u > 0, and we obtain φ
. By the definition of g, we compute
] .
In the case p ⩾ 2, we have for
and
In the case p < 2, we calculate φ ′′′ to see that
Here, for −v < u m,ε we observe that
We therefore have proved φ(v) ⩾ 0 for all v ∈ R, finishing the proof of the lemma.
The following characterization of the mountain-pass energy c ε is crucial for our analysis. 
This lemma is proved in exactly the same way as in Lemma 3.1 of [14] using Lemma 2.1 (i) above, and hence the detail of the proof is omitted.
Entire solution.
We prove here that the problem (GS-γ) has a unique positive solution for δ > 0 sufficiently small. This is obtained by applying the following general result, since
Let f be a function of class C 1,β (R) satisfying f (t) > 0 if t > 0 and f (t) = 0 if t ⩽ 0. Assume that there exists a positive constant p such that 1
p → c 0 as t → +∞ for some c 0 > 0. Moreover, we assume that the boundary value problem
has a unique positive solution w 0 and for each 1 < q < ∞ the linearized operator
satisfies the so-called nondegeneracy condition
Proposition 2.3. Under the assumptions stated above, there exists a constant
has exactly one positive solution w = w γ , where w γ is symmetric with respect to the origin and decays exponentially at infinity.
Proof. The symmetry and exponential decay of w 0 and w γ , together with their derivatives up to the order 2, have been proved by [6] . (Note that for sufficiently small γ ⩾ 0,
We outline the proof of uniqueness. For contradiction we assume that such a positive number γ * does not exist. Then there is a sequence {γ j } j∈N such that γ j ↓ 0 as j → ∞ and (P) γ j has two positive distinct solutions w (1) γ j and w (2) γ j . We prove the following two claims: 1
• ) Along a subsequence, still denoted by {γ j }, we have w
γ j → w (1) and w (2) γ j → w (2) . Moreover both w (1) and w (2) are solutions of (P) 0 . 2
• ) There exists a neighborhood U of w 0 such that (P) γ has a unique solution in U if γ ⩾ 0 is sufficiently small. Now, by 2
• ), w
w (2) , which is a contradiction with the uniqueness assumption for γ = 0. To prove 1
• ) we note that any positive solution w γ of (P) γ attains its maximum only at the origin because it is strictly decreasing in r = |z| and decays exponentially, i.e., for any κ ∈ (0,
−κ|z| for |α| ⩽ 2 and i = 1, 2 (see [6] ). We claim that C κ can be chosen uniform with respect to γ, as long as 0 ⩽ γ ⩽ γ 0 where γ 0 > 0 is sufficiently small and κ
To prove this, we have only to verify that sup 0⩽γ⩽γ 0 max z∈R N w γ (z) < ∞, which is done by the same method as in the proof of Theorem 3 of [12, pp.18-20] with γ replacing the role of d in (2.1) in [12] .
γ j } is uniformly bounded and equicontinuous, so that it contains a subsequence, still denoted by {w
N . Now, invoking the diagonal argument, we obtain a subsequence convergent to a continuous function
, we conclude that w (i) is a solution of (P) 0 . Next, we prove 2
• ). Let G be the Green's function for 1 − ∆ on R N . Then, for a bounded and continuous function h on R N , the solution of the equation
, lim |z|→∞ w(z) = 0} and δ 0 > 0 be sufficiently small. We define a mapping F from X r × (−δ 0 , δ 0 ) into X r by
It is easy to verify that F ∈ C 1 (X r × (−δ 0 , δ 0 ), X r ), and
This implies the assertion. Therefore by the implicit function theorem there exists a
q.e.d. for any v ⩾ 0 with v 0. Fix a P ∈ Ω arbitrarily and let B κ (P) be the ball of radius κ centered at P such that B κ (P) ⊂ Ω. Let ϕ(t) be a smooth nonnegative function defined on R such that
Note that if |x − P| < εκ then g(tϕ ε (x))/t is strictly monotone increasing in t > 0, while if |x − P| ⩾ εκ then ϕ ε (x)g(tϕ ε (x)) ≡ 0. Therefore, by Lemma 2.1 (i), there exists a unique τ(ε) > 0 such that h ′ (τ(ε)) = 0 and h
. Hence, h(t) achieves the maximum at t = τ(ε). We see that
Let x = P + εy. Then ϕ ε (x) = ϕ(|y|), and the right-hand side of (2.13) is equal to
Notice also that (2.12) implies
whence follows that
where we have used the fact that u m,ε (x) → u m (x) as ε ↓ 0, which will be proved in Lemma 3.1. This means that τ(ε) converges to a certain positive constant τ * as ε ↓ 0. We thus obtain
Hence, there exist positive constants C * and ε 0 such that
N for all 0 < ε < ε 0 . Therefore, we obtain (2.10) by combining this inequality with (2.11). q.e.d. 
Structure of ground-state solutions around a local maximum point
In this section, we investigate the asymptotic form of a ground-state solution u ε around its maximum point P ε .
Suppose that, along a sequence ε j ↓ 0, P ε j converges to P 0 as j → ∞. We have to distinguish the following three possibilities:
(a) P 0 ∈ Ω; (b) P 0 ∈ ∂Ω and lim inf j→∞ dist(P ε j , ∂Ω)/ε j = +∞, (c) P 0 ∈ ∂Ω and lim sup j→∞ dist(P ε j , ∂Ω)/ε j < +∞, where dist(Q, ∂Ω) = inf P∈∂Ω |Q − P|. Observe that, in the case P 0 ∈ ∂Ω, by passing to a subsequence if necessary, we may assume that {P ε j } j∈N satisfies either (b) or (c).
If (b) occurs, then we have B 3ε j R (P ε j ) ⊂ Ω for any R > 0, provided that ε j is sufficiently small. This is the same situation as in Case (a). In Case (c), there exists an R * > 0 such that B ε j R (P ε j ) ∩ ∂Ω 0 whenever R ⩾ R * . Since B ε j R (P ε j ) protrudes from the boundary, we cannot argue as in Cases (a) and (b), and hence have to take the effect of the boundary ∂Ω into consideration. Therefore, we focus on Case (c) and later briefly explain how to treat Cases (a) and (b).
3.1. Diffeomorphism flattening the boundary portion. By translation and rotation of the coordinate system, we may assume that P 0 is the origin and the outer normal to ∂Ω at P 0 points in the negative direction of the x N -axis. We write x ′ = (x 1 , . . . , x N−1 ) and x = (x ′ , x N ). Then there exists a smooth function ψ(x ′ ) defined in |x ′ | < 3κ 1 , where κ 1 is a small positive number, such that
Here, N is a neighborhood of the origin. Put
where T M denotes the transpose of a matrix M. We define a conormal by
We note that if a j (P) denotes the j-th column of the matrix A(P) = (a i j (P)), then µ(0 ′ ) = a N (P 0 ). Also, for j = 1, . . . , N − 1, let t j (x ′ ) denote the column vector such that the j-th component is equal to 1, the N-th component is equal to ψ j (x ′ ) and the other components are 0. This is a tangent vector to ∂Ω at point (x ′ , ψ(x ′ )). The vectors t 1 (x ′ ), . . . , t N−1 (x ′ ) and µ(x ′ ) are linearly independent. In particular, t j (0 ′ ) = e j , where e j = T (δ jk ) 1⩽k⩽N . Now we define a mapping
where ξ ′ = (ξ 1 , . . . , ξ N−1 ) and κ is a small positive number.
The differential mapping DΨ of Ψ is given by
Notice also that a NN (x) ⩾ c 0 for all x ∈ Ω (recall that ∑ i j a i j (x)η i η j ⩾ c 0 |η| 2 ). Therefore, by taking κ sufficiently small, we may assume that
Consequently, x = Ψ(ξ) has a smooth inverse mapping
−1 .) In particular, on the boundary ξ N = 0, DΨ reduces to
where
We extend the function v(ξ) and the coefficients α kl (ξ), β k (ξ) for ξ N < 0 in the following way:
hence,ã lN (ξ) andã Nl (ξ) are Lipschitz continuous on B 3κ (0). To verify (3.12), note that α kl (ξ) is the (k, l)-element of the matrix DΨ
hence, for the proof of (3.12) it is sufficient to check that the cofactor
In view of (3.6) and
Hence we conclude that ∆ N,k = ∆ k,N = 0 and obtain (3.12).
3.2.
Asymptotic behavior of ground-state solutions around a local maximum point. In this subsection we state and prove the asymptotic profile of ground-state solutions around a local maximum point. First, we consider the minimum solution.
Lemma 3.1. Let u m,ε be the minimum solution of (P). Let
(ii) Assume that P 0 ∈ ∂Ω and lim sup ε↓0 dist(P ε , ∂Ω)/ε < +∞. Let x = Ψ(ξ) be the diffeomorphism defined in Subsection 3.1 and Q ε = Ψ −1 (P ε ). LetŨ m,ε (ξ) denote the extension into B 3κ (0) of the function U m,ε (ξ) = u m,ε (Ψ(ξ)) by (3.10). Then for every compact subset K of
Concerning the mountain-pass part v ε of a ground-state solution u ε , we state the results separately in two propositions. The first one is about Cases (a) and (b) stated at the beginning of this section. Let 0 < λ 1 (P 0 ) ⩽ · · · ⩽ λ N (P 0 ) be the eigenvalues of the matrix A(P 0 ) = (a i j (P 0 )) 1⩽i, j⩽N and let O(P 0 ) = (o i j (P 0 )) 1⩽i, j⩽N be the diagnalizing orthogonal matrix of A(P 0 ):
where we have supressed P 0 -dependence of A(P 0 ), O(P 0 ) and D(P 0 ) for simplicity. Proposition 3.2. Given a family {u ε } 0<ε<ε 0 of ground-state solutions of (P), let P ε be a local maximum point of u ε . Let v ε = u ε − u m,ε . Assume that there is a sequence {ε j } j∈N tending to zero such that P ε j → P 0 ∈ Ω. Moreover, assume that either (a) P 0 ∈ Ω, or (b) P 0 ∈ ∂Ω and lim inf j→∞ dist(P ε j , ∂Ω)/ε j = +∞. Then, as j → ∞,
Next, we tern to Case (c). We note that the symmetric matrixÃ = (α kl (0)) 1⩽k,l⩽N is positive definite, sinceÃ = DΨ −1 (P 0 ) A(P 0 ) T (DΨ −1 (P 0 )). Let 0 <λ 1 ⩽λ 2 ⩽ · · · ⩽λ N be the eigenvalues ofÃ andÕ = (õ i j ) 1⩽i, j⩽N be the diagonalizing matrix ofÃ:
Proposition 3.3. Given a family {u ε } 0<ε<ε 0 of ground-state solutions of (P), let P ε be a local maximum point of u ε . Let v ε = u ε − u m,ε . Assume that there is a sequence {ε j } j∈N tending to zero such that P ε j → P 0 ∈ ∂Ω and lim sup j→∞ dist(P ε j , ∂Ω)/ε j < +∞. Let Ψ(ξ) be the diffeomorphism constructed in Subsection 3.1 with P 0 being the origin. Put Q ε = Ψ −1 (P ε ),
3κ (0) and letṼ ε j denote the extension of V ε j to B 3κ (0) by (3.10). Then, as j → ∞,Ṽ
Furthermore, Q ε j must be on the hyperplane ξ N = 0, i.e., the local maximum point must be on the boundary ∂Ω, provided that ε j is sufficiently small.
The proof of Lemma 3.1 will be postponed to the next subsection. We give a detailed proof of Proposition 3.3, and explain later how to modify it in order to prove Proposition 3.2.
Proof of Proposition 3.3. Put
whenever |Q ε j + ε j η| < 3κ. As considered in subsection 3.1, the coefficients α kl (ξ) and β m ξ) with 1 ⩽ m ⩽ N − 1 are all Hölder continuous on B 3κ (0), and β N (ξ) is a bounded measurable function on B 3κ (0). Recall also that v ε satisfies the estimate (2.14). Hence, letting D 3 denote Ψ(B 3κ (0)), we see
by virtue of (3.5). SinceṼ ε (ξ) is symmetric with respect to ξ N = 0, we conclude that
From this we immediately obtain (3.17) sup
for each R > 0, where c 0 does not depend on ε j or R, but ε R depends on R. Therefore, the termh j (η) : ∥ C 2,α (B R (0)) ⩽ C. Therefore, the Ascoli-Arzelà theorem allows us to select a sebsequence, which we denote again by {V * ε j },
converging to a C 2 function V R in the topology of C 2 (B R (0)). Now we take a strictly increasing sequence of positive numbers {R k } divergent to ∞, and apply the diagonal argument to obtain a subsequence
. For simplicity we write {ε k } instead of {ε j k }. Thanks to Lemma 3.1, we see that V 0 is a nonnegative solution of (0)) is bounded by a constant C 1/r r independent of R, the limit V 0 belongs to L r (R N ) for any r ∈ [1, ∞). Therefore, the third term in the left-hand side of (3.18) belongs to L r (R N ) for any r > p. Then we see that V 0 ∈ W 2,r (R N ) for r > p by the elliptic L r -estimates. Choosing r > N we find that V 0 (η) → 0 as |η| → +∞ (see, e.g., Remark 12 of [2, p. 282]).
Furthermore, we claim that max V 0 (η) > 0. Indeed, since V * ε j attains a local maximum at η = 0, we see that ∂V * ε j /∂η k (0) = 0 for all k = 1, . . . , N and that
The left-hand side is equal to
(0) for some 0 < θ < 1, and V * ε j (0) > 0. Thus we obtain
This implies thatŨ m,ε j (Q ε j ) + θV * ε j (0) ⩾ c ⋆ , where c ⋆ > 0 is the root of the algebraic equation
. Hence, we may assume that max ξ∈B 3κ (0)Ũ m,ε j (ξ) ⩽ c ⋆ /2 by choosing δ smaller if necessary, and we obtain θV * ε j
. By the maximum principle, it turns out that V 0 (η) is positive everywhere. Next, using the orthogonal matrix (õ i j ) 1⩽i, j⩽N and the eigenvaluesλ k of the matrixÃ = (α kl (0)) 1⩽k,l⩽N , we define
We substitute this in (3.18) and after straightforward computations we are lead to
Therefore, W(ζ) is a positive solution of (3.21) with W(ζ) → 0 as |ζ| → +∞ and attains a local maximum at ζ = 0. Hence, it must be radial by [6] . If we change further ζ = b(P 0 ) −1/2 z and introduce a normalized function w(z) by
then it is easy to check that w(z) satisfies the equation
and w(z) → 0 as |z| → +∞. Furthermore, w(0) = max w(z). Therefore, w(z) must coincide with w γ(P 0 ) (z) by the uniqueness. Note also that |ζ|
Finally, we prove that P ε j must lie on the boundary ∂Ω. To this end, let us define
, −q N,ε j ). By assumption, there exists a positive number M 0 such that 0 ⩽ q N,ε j ⩽ M 0 ε j . This means that if R > 0 is sufficiently large, then the ball B Rε j (Q ε j ) contains both of Q ε j and Q * ε j . HenceṼ ε j (Q ε j + ε j z) achieves a local maximum at η = 0 and η = ε
be the image of the point ε
is contained in a compact set. Now we know that W ε j (η) achieves a local maximum at ζ = 0 and ζ = Q * * ε j
. Recall that W ε j (ζ) is approximated by the radial function W(ζ) in the topology of C 2 (K). Therefore, we can apply the argument in [14, pp.836-837 ] to conclude that Q * * ε j = O, which implies Q * ε j = Q ε j . Consequently, the local maximum point P ε j of v ε j (x) necessarily lies on the boundary ∂Ω if ε j is sufficiently small.
To prove Proposition 3.2, we do not need the diffeomorphism x = Ψ(ξ) nor the extension of functions defined in an upper half ball to the entire ball. Hence we replace Ψ by the identity and argue in the same way as in the proof of Proposition 3.3.
Asymptotic behavior of the minimum solution.
In this subsection we prove Lemma 3.1. To this end, we first prove the following lemma. (i) Assume either (a) P 0 ∈ Ω, or (b) P 0 ∈ ∂Ω, {P ε } ⊂ Ω and lim inf ε↓0 dist (P ε , ∂Ω)/ε = +∞.
Then, for each compact subset K of
(ii) Assume that P 0 ∈ ∂Ω and lim sup ε↓0 dist (P ε , ∂Ω)/ε < +∞. Let x = Ψ(ξ) be the diffeomorphism defined in Subsection 3.1 and Q ε = Ψ −1 (P ε ). LetŨ 0,ε (ξ) denote the extension into B 3κ (0) of the function U 0,ε (ξ) = u 0,ε (Ψ(ξ)) by (3.10) . Then for every compact subset K of
Proof. If δ = 0, then u 0,ε (x) ≡ 0; hence the assertions are obvious. We assume δ > 0 and prove (ii) only, since (i) is proved in exactly the same way with trivial modifications. We put V 0,ε (η) =Ũ 0,ε (Q ε + εη). Then V 0,ε satisfies
whenever |Q ε + εη| < 3κ. Note that there exists a positive constant R 0 such that |Q ε | < R 0 ε by assumption. Hence, if ε < κ/R 0 and η ∈ B 2κ/ε (0) then |Q ε + εη| < 3κ. Notice that {V 0,ε } is uniformly bounded by virtue of (2.2):
Now we apply the interior L r -elliptic estimates, the Sobolev embedding theorem and the interior Schauder estimates and the diagonal process as in the proof of Proposition 3.3 and conclude as follows: For any strictly decreasing sequence {ε j } of positive numbers ε j converging to 0 as j → ∞, there is a subsequence {ε j k } and a function
By the change of independent variable η → ζ using the diagonalizing matrix for (α kl (0)) 1⩽k,l⩽N , we see that V *
Since this equation has a unique solution in the space of tempered distributions S(R N ), we see that V * ∞ (ζ) ≡ δσ(P 0 )/b(P 0 ). Now the limit V * ∞ is unique and the sequence {ε j } is arbitrary, we
Proof of Lemma 3.1. Again we only consider assertion (ii) in the case δ > 0. The proof is carried out along the same line of arguments as in the proof of Lemma d3.
for |η| < 2κ/ε. Starting with this equation and uniform boundedness of W m,ε andŨ 0,ε , we argue in the same way as in the proof of the previous lemma: Given any sequence ε j ↓ 0, we can extract a subsequence, still denoted by {ε j } for simplicity, such that W m,ε j converges to a
for all η ∈ R N , provided that δ is sufficiently small. After the change of independent variable η → ζ as in the proof of the previous lemma, we find that W *
∞ is a bounded subharmonic function on R N , implying W * ∞ (ζ) ≡ γ for some constant γ. Substituting this result in (3.25), we obtain −b(P 0 )γ + c(P 0 )(δσ(P 0 )/b(P 0 ) + γ) p − (δσ(P 0 )/b(P 0 )) p = 0. This proves the assertion (ii).
The proof of assertion (i) is simpler, since we do not need the diffeomorphism x = Ψ(ξ) nor the extension of functions defined on the upper half-ball to the lower half-ball. Hence we omit the details.
3.4.
Lower bound on the mountain-pass energy. In this subsection, we derive the following asymptotic formula. Proposition 3.5. Let P 0 ∈ Ω be a concentration point of a family {u ε } ε>0 of ground-state solutions. Then, there exists a sequence {ε j } tending to zero as j → ∞ such that
Proof. We give a proof of the case where P 0 ∈ ∂Ω and lim sup j→∞ dist (P ε j , ∂Ω)/ε j < +∞. If v ε is a critical point of I ε (v), then it solves the boundary value problem (2.9), so that ∫
Therefore,
Fix a sufficiently large positive number R. We make a change of integration variable ξ = Q ε j + ε j η, where Q ε j = Ψ(P ε j ). By Proposition 3.3, we know that Q ε j is on the hyperplane
are symmetric with respect to the hyperplane η N = 0. Observe that the integrand converges to
) . Since V 0 (η) decays exponentially as |η| → +∞, we obtain
where c is an appropriate positive constant. Letting j → ∞ and then R → +∞, we have (3.27) lim inf
Now we change the integration variable η to ζ by (3.20) :
. Note also that u m (P 0 ) = K(P 0 ) γ(P 0 ) and ρ(η; P 0 ) = |ζ|, and hence, the integrand of the integral on the right-hand side of (3.27) is equal to
Therefore, the right-hand side of (3.27) is equal to 1 2
which, after another change of variable z = √ b(P 0 )ζ, results in
This finishes the proof. q.e.d.
Sharper upper bound on the mountain-pass energy
In this subsection we prove the following estimate. 
Proof. Fix a point Q ∈ ∂Ω arbitrarily. Introduce the diffeomorphism x = Ψ(ξ) flattening the boundary portion around Q as in Subsection 3.1. (We continue to use the same symbols Ψ, ψ(ξ) and so on, although they depend on Q.) Let w γ(Q) (z) be the entire solution of (GS-γ), and let W Q (ζ) be defined by
Through the transformation η → ζ given in (3.20), we define
where χ(ξ) is a smooth function on R N such that χ(ξ) = 1 for all |ξ| ⩽ κ, χ(ξ) = 0 for all |ξ| ⩾ 2κ and 0 ⩽ χ(ξ) ⩽ 1 for all ξ ∈ R N . Finally, we define
By the reasoning in Subsection 2.4, we know that there exists a unique τ Q (ε) > 0 such that h(τ Q (ε)) = max t⩾0 h(t), and
From (2.12), we see that τ Q (ε) is determined by the equation
First we prove that τ Q (ε) → 1 as ε ↓ 0. We compute the integrals on both sides:
Let R be any large positive constant and let E R,ε = B + 3κ/ε (0) \ B + R (0). Since χ(ξ) ≡ 0 if |ξ| > 2κ and V Q (η) decays exponentially together with its second order derivatives, as |η| → +∞, we see that the integral over E R,ε is of the order of e −c 0 R for some positive constant c 0 independent of ε. Hence we continue to compute the integral over B
R is contained in a half-space of ζ-space. Because W Q (ζ) decays exponentially as |ζ| → +∞, we obtain as in the proof of Proposition 3.5, ∫
as R → +∞, where Π + denotes the hyperplane that includes D + R . Using the fact that W Q (ζ) is radially symmetric, we conclude that
Next we compute the integral on the right-hand side of (4.3). In the same way as above, we obtain the following:
as ε ↓ 0. Now, we have the equality ε −N I (2) /τ Q (ε) 2 = ε −N I (1) and the right-hand side converges to a certain positive constant K + O(e −c 0 R ) as ε ↓ 0. By Lemma 2.1 (i), we know that the function τ → ε −N I (2) /τ 2 is strictly increasing in τ > 0 and the principal part of ε −N I (2) for τ = 1 satisfies
This shows that τ Q (ε) needs to be in a neighborhood of τ = 1. Since R can be chosen arbitrarily large for ε sufficiently small, we may conclude that τ Q (ε) → 1 as ε ↓ 0. Therefore, starting from (4.2), we compute as in the proof of Proposition 3.5 and obtain
The case P 0 ∈ ∂Ω or lim inf ε↓0 dist (P ε , ∂Ω) = +∞ is simpler to handle and we omit the detail.
Point concentration for ground-state solutions
In this section, we prove Theorem A and Theorem B stated in Subsection 1.2.
Proof of TheoremA. First we verify that any ground-state solution u ε has exactly one local maximum point on Ω, provided that ε > 0 is sufficiently small. Assume that there exists a sequence {ε j } such that ε j ↓ 0 and u ε j attains local maxima at two distinct points P ε j and Q ε j . We may assume that P ε j → P 0 ∈ Ω and Q ε j → Q 0 ∈ Ω as j → ∞. We consider the case where P 0 ∈ ∂Ω and lim sup ε j dist(P ε j , ∂Ω)/ε j < +∞, and Q 0 ∈ Ω, since other cases are treated similarly. Then by Proposition 3.2, v ε j = u ε j − u m,ε j is approximated by
at the same time. Therefore,
Then by Lemma 2.4 we obtain
This is clearly a contradiction. The remaining cases also yield the same kind of contradiction. Hence, u ε has at most one local maximum point. Since it is continuous on Ω, it must have a maximum point in Ω. Therefore, u ε has exactly one local maximum point, hence the maximum point. Note also that the arguments above rules out the possibility of Case (b) stated at he beginning of Section 3. We now proceed to the proof of assertions (a) and (b). As will be proved in Proposition 5.1 below, the locator function Λ(Q) is continuously differentiable on Ω; in particular, it is continuous. Thus Λ attains the minimum over Ω and also over ∂Ω. From Lemma 2.4 and Proposition 3.5, we know that
Therefore, if P 0 ∈ Ω, then P 0 must be a minimum point of Λ over Ω, while if P 0 ∈ ∂Ω, then it is necessarily a minimum point of Λ over ∂Ω. Hence, it suffices to know whether P 0 ∈ Ω or P 0 ∈ ∂Ω.
which is a contradiction. Therefore, P 0 ∈ ∂Ω, and it is a minimum point of Λ over ∂Ω.
and this is a contradiction. Therefore, P 0 ∈ Ω, and it is a minimum point of Λ over Ω. q.e.d.
To prove Theorem B, we investigate the behavior of I(γ(Q)) for sufficiently small δ ⩾ 0. Since γ(Q) depends on δ, we write γ(Q, δ) for γ(Q) and I(γ(Q, δ)) for I(Q) in order to emphasize the dependence on δ. 
Moreover, as δ ↓ 0, , δ) ) is the energy of the solution w γ(Q,δ) of the problem (GS-γ) at γ = γ(Q, δ), and notice that γ → w γ is a C 1 function from [0, γ * ) into W 1,2 (R N ), which can be proved by using the implicit function theorem to construct w γ as in the proof of Proposition 2.3. Note also
However, since w γ satisfies ∆w
Substituting these two identities, we obtain
. By the previous calculation and partial differentiability of w γ(Q,δ) with respect to Q, it is sufficient to prove only the partial differentiability of (1 − pγ(Q, δ) p−1 )(∂γ/∂Q j ) with respect to Q. In particular, we note that
From the algebraic equation of u m (Q, δ) and the definition of γ(Q, δ), we see that γ(Q, δ) satisfies the following equation in Ω
Differentiating this equation by Q j , we have
Hence, by (5.4), we obtain that (1 − pγ(Q, δ) p−1 )(∂γ/∂Q j ) is differentiable on Ω, and it holds that
) . and hence P 0 ∈ Ω is a minimum point of Λ(Q) over Ω by Theorem A. Since the locator function Λ(Q) depends on δ, its minimum point P 0 also depends on δ; hence, we denote it by P 0 (δ). Suppose that there exists a strictly decreasing sequence {δ j } tending to 0 such that P 0 (δ j ) → Q 0 as j → ∞. For simplicity, we write P j instead of P 0 (δ j ) below.
(I):
Consider the case where all of P j 's are minimum points of Λ(Q) over ∂Ω. Since Λ(Q) is continuous in δ, min Q∈∂Ω Λ(P j ) → min Q∈∂Ω Λ(Q 0 ) = Φ(Q 0 )I 0 as j → ∞. Suppose that all minimum points of Φ| ∂Ω on ∂Ω are nondegenerate. Then the Hessian matrix Hess ′ (Φ| ∂Ω (Q 0 )) is invertible, where Hess ′ = (∂ 2 /∂Q k ∂Q l ) 1⩽k,l⩽N−1 . We introduce a coordinate system as in Section 3 so that Q 0 is the origin, the inner normal to ∂Ω at Q 0 is pointing in the positive x N -axis, Φ| ∂Ω (x) = Φ(x ′ , ψ(x ′ )) for x ∈ Ω ∩ N, where ∂Ω ∩ N = {(x ′ , ψ(x ′ )) | |x ′ | < κ 1 }, Ω ∩ N = {(x ′ , x N ) | x N > ψ(x ′ ), |x ′ | < κ 1 }, and N is a small neighborhood of Q 0 . We may assume that {P j } ⊂ N ∩ ∂Ω. Since P j is the minimum point of Λ| ∂Ω , we obtain ∇ ′ (Λ| ∂Ω )(P j ) = 0, that is,
From this follows that
By Proposition 5.1, we have
Since ∇ ′ (Φ(Q)| Q N =ψ(Q ′ ) )(Q 0 ) = 0, by the mean value theorem, we see that (II): Consider the case where all of P j 's are minimal points of Λ(Q) (for δ = δ j ) over Ω. Assuming that all the minimum points of Φ in Ω are nondegenerate, we can prove the latter part of assertion (II) in Theorem B in the same way as in (I) above. We omit the details.
Concluding remarks
The ground-state solution has Morse index one. Therefore it is unstable as a stationary solution of the corresponding parabolic equation Here α need to satisfy α > θ/4. By elementary reasonings, we can prove that if θ ⩾ 1/10, then there is no α > θ/4 that satisfies the inequality. By direct computations, we know that if α = 0.03 and β = 0.01, then θ = 0.07 and the inequality is satisfied, hence the concentration point is in the interior. 
