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KAPITEL 1
Einführung
Heutzutage ist die moderne Kommunikation aus unserer Gesellschaft nicht
mehr wegzudenken. Zwei technologische Entwicklungen haben hierzu be-
sonders beigetragen. Entwicklung 1: Das World-Wide-Web hat das Inter-
net in den Mittelpunkt der Kommunikation gerückt. Sowohl privat als auch
geschäftlich ndet die Kommunikation hauptsächlich über das Internet statt.
Das Internet erlaubt jedoch nicht nur das Versenden von elektronischen Brie-
fen, sondern es ist auch die Plattform zum Aufnden von Information, Un-
terhaltungsmedium und teilweise auch die Basis für Geschäftsbeziehungen
geworden. Entwicklung 2: Der Erfolg der GSM-Mobilfunktechnik erlaubt
den Zugriff auf Informationen fast von überall und jederzeit.
Eine dritte Entwicklung, die diese beiden ergänzt, ist die Verfügbarkeit von
leistungsfähigen mobilen Computern. Sei es ein mobiles Telefon, ein PDA,
ein Smartphone, das beides integriert, oder ein TabletPC, der den Komfort
eines PDAs mit der Leistung eines Arbeitsplatzrechners vereinigt  sie sind
ständige Begleiter des modernen Benutzers und verfügen über eine oder meh-
rere drahtlose Kommunikationstechniken.
Die Kombination dieser drei Entwicklungen wird unter dem Begriff pervasive
oder ubiquitous Computing verstanden, d.h. der Zugriff auf Informationen
von jedem Ort und zu jeder Zeit.
In Unternehmen werden Arbeitsplatzrechner benutzt, die über ein lokales
Netzwerk verbunden sind. Entsprechend sind die Büros ausgelegt. Ist es
jedoch erforderlich ein Netzwerk schnell an einem Ort zu installieren, an dem
das Verlegen von Leitungen nicht möglich, erlaubt oder erwünscht ist, sind
drahtlose Netze die einzige Lösung.
Sowohl für den Datenaustausch zwischen unterschiedlichen Geräten für das
pervasive Computing, als auch für die drahtlose Kommunikation in lokalen
Netzen, die ein größeres Areal abdecken und viele Benutzer bedienen sollen,
1
2 Kapitel 1. Einführung
sind besondere Kommunikationstechniken erforderlich. Ad-hoc-Netze, die
im Rahmen dieser Arbeit behandelt werden, bieten sich für diese und andere
Szenarien als ein Mittel der Kommunikation an.
Dieses Kapitel ist im Weiteren wie folgt aufgebaut. In Abschnitt 1.1 wird
die Problemstellung, die dieser Arbeit zu Grunde liegt, und die Zielrichtung
beschrieben. Abschnitt 1.2 gibt einen Überblick über die Arbeit.
1.1 Problemstellung und Zielsetzung der Arbeit
Ein Ad-hoc-Netzwerk besteht aus einer Menge von Knoten, die über Funk
miteinander kommunizieren und dafür keinerlei Infrastruktur benötigen. Zwei
Knoten, die sich in ihrer gegenseitigen Reichweite benden, können direkt
miteinander kommunizieren. Knoten, die voneinander entfernt sind, benöti-
gen die Hilfe von weiteren Knoten, die sich zwischen ihnen benden. Ein
Ad-hoc-Netzwerk ist exibel, sowohl hinsichtlich der Selbstkonguration als
auch bezüglich der Anpassung an die Netzwerkstruktur, d.h. an die vorhan-
denen Netzwerkteilnehmer und die Netzwerktopologie.
In dieser Arbeit werden grundlegende Verfahren betrachtet, die für die Ent-
wicklung und Realisierung von zukünftigen Ad-hoc-Netzen erforderlich sind.
Obwohl sich Ad-hoc-Netze von klassischen leitungsgebundenen Netzen in
nur wenigen Punkten unterscheiden, besitzen sie von Haus aus bestimmte
Eigenschaften, wodurch sie sehr schwer handhabbar sind. Vor allem zwei
Aspekte von Ad-hoc-Netzen erschweren ihre efziente Realisierung. Der er-
ste Aspekt ist das verwendete Übertragungsmedium, nämlich die Luftschnitt-
stelle, die, verglichen mit anderen Medien, schlechte Eigenschaften für die
Kommunikation besitzt. Der zweite Aspekt ist die sich ändernde Netzwerkto-
pologie, welche durch die Knotenmobilität verursacht wird. Diese beiden
Problemursachen haben Auswirkungen auf alle Schichten des Kommunika-
tionsprotokolls.
Im Rahmen dieser Arbeit werden zwei aktuelle Fragestellungen von Ad-hoc-
Netzen behandelt. Die erste Fragestellung betrifft das Routing und die zweite
Fragestellung die Autokonguration in Ad-hoc-Netzen.
Routing
Das Routing wird in Ad-hoc-Netzen durch die Knotenmobilität erschwert,
da im ungünstigsten Fall die Netzwerktopologie sich ständig ändert. Um die
Kommunikation efzient gestalten zu können, müssen die Datenpakete auf ei-
nem günstigsten (bzw. kürzesten) Pfad zwischen dem Quell- und Zielknoten
übertragen werden. Dies erfordert von den eingesetzten Routingalgorithmen
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eine hohe Adaptionsfähigkeit an die Netzwerktopologie. Dabei ist darauf zu
achten, dass in einem Ad-hoc-Netz, wegen des Fehlens einer Infrastruktur,
die Funktionalität von den teilnehmenden Knoten erbracht werden muss. In
dieser Arbeit wird ein neuartiger Routingalgorithmus auf der Basis von Amei-
senalgorithmen, die ein Teilgebiet der Schwarmintelligenz sind, vorgestellt
und mit bekannten Routingalgorithmen für Ad-hoc-Netze verglichen.
Adresskonfiguration
Die zweite Frage, mit der sich diese Arbeit beschäftigt, ist die automati-
sche Konguration von Ad-hoc-Netzen. Da in Zusammenhang mit Ad-hoc-
Netzen implizit auch über Zero-Konguration-Netzwerke gesprochen wird,
spielt diese Fragestellung eine wichtige Rolle. Es wird also angenommen,
dass ein Ad-hoc-Netz sich automatisch selbstkonguriert, ohne dass Benut-
zereingriffe erforderlich sind. Viele Untersuchungen im Bereich der Ad-hoc-
Netze gehen davon aus, dass alle Knoten in einem Ad-hoc-Netz eine eindeu-
tige Adresse haben. Bevor jedoch z.B. ein Routingalgorithmus einen Pfad
zwischen Quell- und Zielknoten nden kann, müssen die Knoten auf der
Netzwerkschicht identiziert werden. Diese Arbeit stellt einen verteilten Al-
gorithmus für die automatische Konguration von Ad-hoc-Netzen und das
zugehörige Protokoll vor und bewertet seine Leistung.
1.2 Aufbau der Arbeit
Die Arbeit ist wie folgt aufgebaut.
• Kapitel 2 führt Ad-hoc-Netze im Allgemeinen ein, arbeitet ihre Eigen-
schaften aus und versucht, die unterschiedlichen Arten von Ad-hoc-
Netzen, die in der Literatur behandelt werden, zu klassizieren. Zur
Verdeutlichung der Flexibilität von Ad-hoc-Netzen und der dadurch be-
dingten Schwierigkeiten wird ein Vergleich zu anderen mobilen Netz-
werken gezogen und die Problematik der Netzwerkarchitektur von Ad-
hoc-Netzen diskutiert. In diesem Teil der Arbeit werden auch zwei
wichtige Technologien, die für die Realisierung von Ad-hoc-Netzen in
Frage kommen, vorgestellt. Am Ende des Kapitels wird die Art von
Ad-hoc-Netzen beschrieben, die im Rahmen dieser Arbeit betrachtet
wird.
• Kapitel 3 stellt die für die Leistungsbewertung benutzte Methodik vor.
Insbesondere werden das verwendete Simulationswerkzeug und die be-
nutzten Simulationsparameter diskutiert.
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• In Kapitel 4 wird die Konguration von Netzen allgemein und die auto-
matische Adresskonguration von mobilen multi-hop Ad-hoc-Netzen
im Besonderen betrachtet. In diesem Teil der Arbeit wird versucht,
einen Überblick über mögliche Kongurationsarten von Knoten in ei-
nem Netz zu geben. Weiterhin werden Argumente geliefert, warum exi-
stierende Kongurationsverfahren sich nicht für mobile multi-hop Ad-
hoc-Netze eignen. Schließlich wird die Agentenbasierte Adressierung
von mobilen multi-hop Ad-hoc-Netzen vorgestellt und die Leistung be-
wertet.
• Kapitel 5 behandelt das Routing in mobilen multi-hop Ad-hoc-Netzen.
Nach einer Klassizierung von existierenden Routingalgorithmen und
der Besprechung einiger besonders interessanter Ansätze von Routin-
galgorithmen für Ad-hoc-Netze, erfolgt eine Einführung in das Ge-
biet der Schwarmintelligenz und der Ameisenalgorithmen. Anschlie-
ßend wird der Ameisenroutingalgorithmus für mobile multi-hop Ad-
hoc-Netze vorgestellt und mit zwei bekannten Routingverfahren vergli-
chen.
• Kapitel 6 schließt mit einer Zusammenfassung der vorgestellten Er-
kenntnisse und einem Ausblick auf offene Themen die Arbeit ab.
KAPITEL 2
Ad-hoc-Netze
Durch Ad-hoc-Netze werden existierende Anwendungen, die über leitungsge-
bundene Netze realisiert sind, auch in Umgebungen möglich, in denen keine
Infrastruktur vorhanden oder der Aufbau einer Netzwerkinfrastruktur nicht
möglich ist. Zu diesen Anwendungen gehören der Aufbau von Personal Area
Networks (PAN) genauso wie der Aufbau von Heimnetzen und Netzwerken
für Freizeitanwendungen wie Spiele im Gelände. Es wird gewünscht, dass auf
diesen Netzen vorhandene Protokolle und Anwendungen in einer gewohnten
Weise und Performance laufen. Durch ihre Flexibilität und der erwarteten ein-
fachen Handhabung werden Ad-hoc-Netze sowohl die Kommunikation zwi-
schen MenschMaschine als auch MaschineMaschine erheblich verbessern.
In diesem Kapitel werden die Grundlagen für die später behandelten Themen
erarbeitet. Das Kapitel ist im Weiteren wie folgt aufgebaut. In Abschnitt 2.1
werden Ad-hoc-Netze im Allgemeinen charakterisiert, die Entwicklungsge-
schichte kurz angerissen und drei unterschiedliche Klassizierungen vorge-
stellt. Abschnitt 2.2 stellt zwei weitere prominente Netztypen für die mobile
Kommunikation vor und stellt mobile Ad-hoc-Netze diesen gegenüber. An-
schließend wird in Abschnitt 2.3 auf die Architektur von Netzen eingegangen
und grundsätzliche Unterschiede zwischen mobilen Ad-hoc-Netzen und typi-
schen Festnetzen diskutiert. Abschnitt 2.4 stellt zwei wichtige Technologien
für Ad-hoc-Netze im Detail vor. Das Kapitel endet in Abschnitt 2.5 mit ei-
ner Zusammenfassung und einer Beschreibung der im Rahmen dieser Arbeit
betrachteten Ad-hoc-Netze.
2.1 Was ist ein Ad-hoc-Netz?
Der Begriff ad-hoc kommt aus dem lateinischen und bezeichnet einen plötz-
lichen Zustandswechsel für einen bestimmten Zweck [Dud00]. Der Begriff
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Ad-hoc-Netz bezeichnet ein drahtloses Netzwerk, das ohne das Vorhanden-
sein von fester Infrastruktur und ohne großen Kongurationsaufwand aufge-
baut werden kann.
Im Allgemeinen besteht ein Ad-hoc-Netz aus einer Menge von Knoten, die
ohne vorinstallierte Infrastruktur miteinander über Funk kommunizieren. Da
per denitionem keine spezielle Infrastruktur existiert, muss der Kommuni-
kationsverkehr zwischen Quell- und Zielknoten, die sich nicht in ihrer gegen-
seitigen Reichweite benden, über mehrere Zwischenknoten weitergeleitet
werden. Diese Art von Ad-hoc-Netzen werden auch multi-hop Ad-hoc-Netze
genannt. Die Knoten in einem multi-hop Ad-hoc-Netz müssen deshalb, neben
ihrer eigentlichen Funktion, auch Dienste der nicht vorhandenen Infrastruktur
erbringen.
In Abbildung 2.1 ist ein multi-hop Ad-hoc-Netz dargestellt. Anhand die-
ser Abbildung sollen die grundlegenden Eigenschaften von Ad-hoc-Netzen
diskutiert und Probleme aufgezeigt werden, mit denen ein Ad-hoc-Netz um-
gehen muss. Das Ad-hoc-Netz besteht aus drei Laptops, einem Notebook,
einem Palmtop, einem Smartphone und einer Kamera. Alle Knoten sind
mit entsprechenden Funktransceivern ausgerüstet und es existiert keine Infra-
struktur. Laptop-1 und Laptop-2 können direkt miteinander kommunizieren,
Laptop-3 kann direkt mit dem Smartphone kommunizieren, der wiederum
kann Laptop-1 und den Palmtop erreichen, und die Kamera kann nur über
das Notebook erreicht werden. Die einzelnen Teilnehmer im Netz sind tech-
nisch unterschiedlich ausgelegt. Es ist zu erwarten, dass die Laptops und das
Notebook leistungsstärkere Prozessoren und einen großen Bildschirm im Ver-
gleich zum Palmtop und dem Smartphone haben werden.
Wenn nun der Palmtop den Videostrom von der Kamera empfangen möchte,
muss er vorher herausnden, dass es so eine Kamera existiert und diesen
Dienst anbietet. Danach muss der Palmtop die Kamera ansprechen. Hier
stellt sich die Frage, ob die Kamera jedem Anfragenden den Dienst erbringt
oder vorher eine Authentizierung voraussetzt. Wenn eine Authentierung
erforderlich ist, stellt sich die Frage, wie sich die Geräte gegenseitig authen-
tizieren können. Wenn diese Frage nicht besteht oder gelöst ist, muss der
Videostrom von der Kamera an den Palmtop übertragen werden. Hierzu muss
ein Pfad zwischen den beiden aufgebaut und während der Kommunikation
aufrechterhalten werden. Die Kamera wird den Videodatenstrom aus tech-
nischen Gründen nur in einem bestimmten Format liefern, z.B. QCIF und
in Farbe. Dies kann zu folgenden Schwierigkeiten führen: Der Palmtop hat
keinen Farbbildschirm und benötigt daher die Farbinformationen gar nicht,
wodurch eine unnötige Belastung des Netzes entsteht. Um die Netzwerkbe-
lastung zu reduzieren könnte der Palmtop versuchen, einen Teilnehmer im
Netz zu nden, der auf dem Pfad liegt und die Daten vor dem Weiterleiten
konvertiert. Zu all diesen Fragen kommt die Schwierigkeit der Mobilität der
2.1. Was ist ein Ad-hoc-Netz? 7
einzelnen Knoten im Netzwerk hinzu. Während der Übertragung könnte sich
der Palmtop nach rechts oben bewegen (Abbildung2.1(b)). Somit müsste das
Netzwerk auf diese Topologieänderung reagieren, um den Videostrom wei-
terhin an den korrekten Empfänger zu liefern.
Laptop 2
Palmtop
Notebook
Kamera
Smartphone
Laptop 3
Laptop 1
(a) Ausgangszustand des Netzes.
Laptop 2
Palmtop
Notebook
Kamera
Smartphone
Laptop 3
Laptop 1
(b) Netztopologie nach der Bewegung
des Palmtops.
Abbildung 2.1: Ein Ad-hoc-Netz.
2.1.1 Eigenschaften von Ad-hoc-Netzen
Wie aus dem Beispiel deutlich wurde, besitzen Ad-hoc-Netze eine Vielzahl
von Eigenschaften, die zu unterschiedlichen Schwierigkeiten führen [CMC99,
FL01], die berücksichtigt werden müssen.
• Keine Infrastruktur
Da Ad-hoc-Netze ohne Infrastruktur arbeiten, müssen die Knoten ne-
ben ihrer eigentlichen Funktion auch die Funktionen der fehlenden In-
frastruktur übernehmen.
Eine Konsequenz dieser Eigenschaft kann es sein, dass durch die zu-
sätzlichen Dienste die die Knoten erbringen müssen, ihre beschränkten
Ressourcen möglicherweise nicht mehr ausreichen, um ihre eigentliche
Funktionalität aufrecht zu halten.
• Knotenmobilität
Durch die Knotenmobilität ist die Netzwerktopologie ständigen ˜nde-
rungen unterworfen. Dies erfordert, dass die eingesetzten Verfahren
sich an die verändernde Topologie anpassen. Zusätzlich kommt die
Schwierigkeit hinzu, dass das Verhalten der Knoten nicht vorhersagbar
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ist. Zu beliebigen Zeiten können neue Knoten zum Netz hinzukom-
men und existierende Knoten temporär oder für immer aus dem Netz
ausscheiden.
• Keine ständig erreichbaren Knoten
Eine direkte Konsequenz der vorherigen Eigenschaften ist, dass in ei-
nem Ad-hoc-Netz keine Knoten existieren können, die immer erreich-
bar sind. Deshalb können Lösungsansätze, die in zellularen Mobilfun-
knetzen und drahtlosen LANs funktionieren, auf mobile Ad-hoc-Netze
nicht direkt übertragen werden. Beispielsweise gestaltet sich das Auf-
nden von Diensten in einem Ad-hoc-Netz viel schwieriger als bei zel-
lularen Mobilfunknetzen, da kein zentrales Dienstverzeichnis existiert,
das immer erreichbar ist.
• Kurzlebigkeit
Im Vergleich zu Festnetzverbindungen werden mobile Ad-hoc-Netze
nur für kurze Zeit aufgebaut. Gleichzeitig ist zu erwarten, dass die in
einem Ad-hoc-Netz benutzten Geräte sehr schnell betriebsbereit sein
werden, z.B. ist ein Palmtop oder ein Smartphone auf Knopfdruck be-
triebsbereit. Deshalb werden die Benutzer längere Aufbau- und Kon-
gurationszeiten des Netzes nicht akzeptieren. Aus diesem Grund ist es
erforderlich, dass der Aufbau und die Konguration des Netzes schnell
und möglichst ohne Eingriff vom Benutzer erfolgt.
• Heterogene Geräte
Die Geräte in einem Ad-hoc-Netz werden hinsichtlich ihrer Komponen-
ten wie Prozessor, Speicher, Bildschirm und Energieversorgung sehr
unterschiedlich sein. Die eingesetzten Verfahren sind daher gefordert
diese Einschränkungen zu berücksichtigen.
• Funkkommunikation
Die Funkkommunikation unterliegt im Vergleich zur leitungsgebunde-
nen Kommunikation höheren Bitfehlerraten und niedrigeren Übertra-
gungsraten. Die Verbindungsqualität zwischen zwei Kommunikations-
endpunkten wird von Verbindungsabbrüchen, die durch Knotenmobili-
tät bedingt sind, weiter verschlechtert. Aus diesen Gründen sollte die
zur Verfügung stehende Bandbreite möglichst optimal ausgenutzt wer-
den.
• Multi-hop-Kommunikation
Das Vorhandensein von mehreren Funkverbindungen auf dem Pfad zwi-
schen Quell- und Zielknoten vermindert die Gesamtverbindungsquali-
tät. Die eingesetzten Routingalgorithmen sollten daher die kürzesten
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bzw. günstigsten Pfade für die Übertragung der Daten nden, was durch
die hohe Dynamik erschwert wird.
2.1.2 Die Geschichte von Ad-hoc-Netzen
Mobile Ad-hoc-Netze sind genauso alt wie das Internet [FL01,CMC99]. Par-
allel zur Entwicklung des Internets startete das US-Militär Forschungsarbei-
ten für ein paketvermitteltes Funknetzwerk. 1972 wurde das Packet Radio
Network (PRNET) vom US-Militär ins Leben gerufen. In den 80er Jahren
wurden im Projekt Survivable Adaptive Radio Networks (SURAN) die Ar-
beiten weitergeführt [RR02]. Das Ziel war, ein infrastruktur-loses paketver-
mitteltes Funknetz für mobile Endgeräte in feindlichen Umgebungen zu ent-
wickeln. Als mobile Endgeräte wurden Panzer, Soldaten und Flugzeuge in
Betracht gezogen [FL01]. Als Mediumzugriffsverfahren wurde im PRNET
eine Kombination aus ALOHA und CSMA eingesetzt. Für das Routing wurde
eine spezielle Variante des Distance-Vector-Routings eingesetzt. Im Nach-
folgeprojekt SURAN wurden die Verfahren mit den gewonnenen Erfahrun-
gen weiter verbessert. Da sich das Routing als großes Problem herausstellte,
wurde ein neuer Routingalgorithmus auf der Basis des Link-State Routingal-
gorithmus eingesetzt.
Die Entwicklung von mobilen Ad-hoc-Netzen setzte sich in den 90er Jahren
fort, jedoch kam der Antrieb jetzt aus dem zivilen Bereich. Leistungsfähige
Laptops, die ohne ständige Anbindung an das Stromnetz eine gewisse Mobi-
lität erlaubten, wurden populär und stärkten den Trend der drahtlosen Kom-
munikation. Zuerst wurde die drahtlose Kommunikation mit der Infrarottech-
nologie IrDA und anschließend über die Wireless-LAN Technologie populär.
IrDA hatte den großen Nachteil, sehr anfällig gegen kleinste Störungen zu
sein und erforderte auch einen direkten Sichtkontakt der kommunizierenden
Geräte.
Parallel zu dieser Entwicklung wurde die Popularität von Kleinst-Computern,
den so genannten Palmtops oder Palm-Sized-Computer, immer größer. Um
die Kommunikation, z.B. den Datenabgleich zwischen Palmtop und Desktop,
zu erleichtern, wurde, die für die Kurzstreckenkommunikation ausgelegte
Technologie Bluetooth entwickelt, wodurch herkömmliche Kabel durch eine
robuste Funktechnologie ersetzt werden sollte.
Das US-Militär re-initiierte zu dieser Zeit seine Aktivitäten im Bereich der
Ad-hoc-Netze. Projekte wie das Global Mobile Information Systems (GloMo)
und das Near-term Digital Radio (NTDR) wurden ins Leben gerufen [Sas99].
Das Ziel der Militärs war diesmal die Büro- und Multimediakommunikation
in einer zu Ethernet ähnlichen Qualität für militärische Zwecke zu erreichen.
Die Bestrebungen im Bereich der mobilen Ad-hoc-Netze regte auch das In-
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teresse der Internet-Community und der hierzu gehörigen Internet Enginee-
ring Task Force (IETF), welches für die technologische Seite des Internets
verantwortlich ist, an. Mitte der 90er Jahre wurde die Arbeitsgruppe Mobile
Ad-hoc Networking Working Group (MANET WG) initiiert, die sich mit der
Standardisierung von Protokollen für mobile Ad-hoc-Netze beschäftigt [Iet].
Die Arbeitsgruppe beschäftigt sich hauptsächlich mit der Entwicklung von
optimierten Routingverfahren für Ad-hoc-Netze. Das Anliegen der MANET
WG ist die Realisierung von mobilen Ad-hoc-Netzen auf der Basis von of-
fenen Internet-Protokollen wie TCP und IP. Vor allem aber die Anbindung
dieser Netze an das Internet regt das Interesse der Internet-Community an.
Eine zweite Arbeitsgruppe innerhalb der IETF, die sich hauptsächlich mit der
Skalierbarkeit von Ad-hoc-Netzen beschäftigt, wurde 2003 gegründet [Iet03].
2.1.3 Klassifikation von Ad-hoc-Netzen
Es gibt keine von der Literatur vorgegebene und allgemein anerkannte Klas-
sikation von Ad-hoc-Netzen. Jedoch lässt sich eine Klassizierung auf der
Grundlage der in der Literatur behandelten Netztypen durchführen. Im Fol-
genden werden Ad-hoc-Netze nach drei unterschiedlichen Aspekten klassi-
ziert.
Klassifikation nach der Kommunikation
Die Klassikation nach der Kommunikationsart basiert auf der Unterschei-
dung, wie zwei Knoten in einem Ad-hoc-Netz miteinander kommunizieren.
• Single-hop Ad-hoc-Netze
Bei dieser einfachsten Art von Ad-hoc-Netzen benden sich alle Kno-
ten in ihrer gegenseitigen Reichweite, d.h. die einzelnen Knoten kön-
nen direkt miteinander kommunizieren, ohne dass der Kommunikati-
onsverkehr über andere Knoten weitergeleitet werden muss (siehe Ab-
bildung 2.2). Diese Art von Netzen könnte man auch als Plug-and-
Play-Netze bezeichnen, da es hier hauptsächlich um den einfachen und
schnellen Aufbau von temporären Verbindungen geht.
Bei dieser Klasse spielt die Mobilität keine Rolle. Die einzelnen Knoten
müssen nicht statisch sein, sie müssen jedoch innerhalb der Reichweite
aller Knoten bleiben, d.h. das gesamte Netz könnte sich als Gruppe be-
wegen, was an den Kommunikationsbeziehungen nichts ändern würde.
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Abbildung 2.2: Ein single-hop Ad-hoc-Netz, in dem alle Knoten sich gegen-
seitig direkt erreichen können und daher keine Weiterleitung des Kommuni-
kationsverkehrs über Zwischenknoten nötig ist.
• Mobile multi-hop Ad-hoc-Netze
Diese Klasse ist die in der Literatur am meisten untersuchte Art von
Ad-hoc-Netzen. Sie unterscheidet sich von der ersten Klasse darin, dass
nun der Kommunikationsverkehr zwischen einem Quell- und Zielkno-
ten über Zwischenknoten weitergeleitet werden muss. Bei dieser Klasse
wird auch angenommen, dass die Knoten mobil sind.
Die grundsätzliche Schwierigkeit der Netze dieser Klasse ist die Kno-
tenmobilität, wodurch die Netztopologie ständigen Veränderungen un-
terworfen ist. Die Abbildung 2.3 zeigt ein mobiles multi-hop Ad-hoc-
Netz. Die Hauptprobleme in Netzen dieser Klasse sind die Folgenden:
 Das eingesetzte Routingverfahren muss adaptiv sein und sich an
die schnelle Topologieänderung anpassen. Vor allem alte Infor-
mationen in Routingtabellen können hier zu einer schlechten Lei-
stung bis hin zum Abbruch der Kommunikation führen.
 Es ist eine offene Frage, wie die Knoten eines solchen Netzes au-
tomatisch konguriert werden können. Insbesondere die Tatsache,
dass es keine festen Knoten gibt, die wichtige Dienste überneh-
men könnten, erfordert die automatische Konguration verteilte,
adaptive Verfahren.
• Mobile multi-hop multimedia Ad-hoc-Netze (3M-Netze)
Diese Klasse ist eine Erweiterung der zweiten Klasse mit dem Unter-
schied, dass hier der Kommunikationsverkehr hauptsächlich aus Echt-
zeitdaten wie Audio und Video besteht. Die Netze dieser Klasse wer-
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Abbildung 2.3: Ein mobiles multi-hop Ad-hoc-Netz, bei dem sich nicht alle
Knoten direkt erreichen können. Die Kommunikation zweier entfernter Kno-
ten wird durch die Weiterleitung über Zwischenknoten gewährleistet.
den auch als 3M-Netze [BG02, BG03] bezeichnet. Bei dieser Klasse
spielen Qualitätsanforderungen an das Ad-hoc-Netz die Hauptrolle, da
Echtzeitdaten andere Anforderungen an das Kommunikationsnetz ha-
ben.
Klassifikation nach der Netztopologie
Eine andere Klassikation von Ad-hoc-Netzen lässt sich auf der Grundlage
der Netztopologie durchführen. Die einzelnen Knoten in einem Ad-hoc-Netz
werden in unterschiedliche Typen mit speziellen Aufgaben aufgeteilt. Die
in der Literatur behandelten Ad-hoc-Netze lassen sich in diesem Fall zwei
Klassen zuordnen.
• Flache Ad-hoc-Netze
Es ndet keine Unterscheidung zwischen den einzelnen Knoten statt,
alle Knoten sind gleichwertig und können alle Aufgaben im Ad-hoc-
Netz übernehmen.
• Hierarchische Ad-hoc-Netze
In diesem Fall besteht ein Ad-hoc-Netz aus mehreren Clustern, die ein
Mininetzwerk darstellen und miteinander verknüpft sind (siehe Abbild-
ung 2.4). Die Knoten in hierarchischen Ad-hoc-Netzen lassen sich in
zwei Arten unterscheiden:
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 Master-Knoten: verwalten die Cluster und sind für das Weiter-
leiten der Daten an andere Cluster verantwortlich.
 Normale-Knoten: Kommunizieren innerhalb des Clusters direkt
miteinander und mit Knoten in anderen Clustern mit Hilfe des
Master-Knotens. Normale-Knoten werden auch als Slave-Knoten
bezeichnet.
M
M
S
M
S
S S
S
S
S
S
S
S
Abbildung 2.4: Hierarchisches Ad-hoc-Netzwerk bestehend aus Master-
Knoten (M) und Normalen-Knoten (S).
Man nimmt an, dass der Großteil der Kommunikation innerhalb der
Cluster selbst und nur ein Bruchteil zwischen unterschiedlichen Clu-
stern stattndet. Bei der Kommunikation innerhalb eines Clusters ist
keine Weiterleitung des Kommunikationsverkehrs notwendig. Für die
Vermittlung einer Verbindung zwischen Knoten in unterschiedlichen
Clustern ist der Master-Knoten verantwortlich.
Klassifikation nach Knotenausstattung
Eine weitere Klassikation von Ad-hoc-Netzen lässt sich auf der Grundlage
der Hardwareausstattung der Knoten durchführen [Toh02]. Die Ausstattung
der Knoten in einem Ad-hoc-Netz ist wichtig und kann sehr stark von der
eigentlichen Anwendung abhängen.
• Homogene Ad-hoc-Netze
In homogenen Ad-hoc-Netzen besitzen alle Knoten die gleichen Eigen-
schaften hinsichtlich der Hardwareausstattung wie Prozessor, Speicher,
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Bildschirm und Peripheriegeräte. Bekanntester Vertreter von homoge-
nen Ad-hoc-Netzen sind drahtlose Sensornetze. In homogenen Ad-hoc-
Netzen können Anwendungen von bestimmten Voraussetzungen aus-
gehen, beispielsweise wird die Lokalisierung von Knoten durch das
Vorhandensein von GPS-Komponenten in jedem Knoten beträchtlich
erleichtert.
• Heterogene Ad-hoc-Netze
In heterogenen Ad-hoc-Netzen unterscheiden sich die Knoten hinsicht-
lich der Hardwareausstattung. In Ad-hoc-Netzen dieser Klasse können
nicht alle Knoten die gleichen Dienste erbringen, deshalb spielt das An-
bieten und Aufnden von Diensten hier eine besonders wichtige Rolle.
2.1.4 Anwendungsgebiete von Ad-hoc-Netzen
Im Allgemeinen sind Ad-hoc-Netze für alle Situationen in denen ein temporä-
rer Kommunikationswunsch existiert bzw. der Aufbau von Netzinfrastruktur
nicht möglich oder gewünscht ist geeignet. Bekannte Anwendungsbereiche
für Ad-hoc-Netze sind:
• Heimnetze
• Gruppenbesprechungen
• Hallenszenario
• Fahrzeugkommunikation
• Aufbau von PANs (Personal Area Network) für die Kommunikation
von mehreren tragbaren Geräten
• Katastrophensituationen
• Kriegssituationen
In den folgenden Unterabschnitten werden einige Szenarien diskutiert, die
mehrere Anwendungen vereinen. Der Einsatz von Ad-hoc-Netzen für militä-
rische Zwecke wird hier nicht betrachtet.
Katastrophenszenario
Ein in der Literatur sehr beliebtes Szenario ist der Einsatz von Ad-hoc-Netzen
in Katastrophensituationen. Bei einer großen Naturkatastrophe, wie einem
2.1. Was ist ein Ad-hoc-Netz? 15
Erdbeben, kann es passieren, dass die vorhandene Kommunikationsinfrastruk-
tur nicht mehr funktioniert. Das kann daran liegen, dass die Vermittlungsstel-
len (bei zellularen Mobilfunknetzen die Basisstationen) nicht mehr funktio-
nieren, oder das Kommunikationsmedium (Kabel, Glasfaser) teilweise oder
vollständig beschädigt ist.
Die Rettungseinheiten werden mit entsprechenden Kommunikationsgeräten
ausgerüstet, die ihnen die Kommunikation untereinander und mit der Einsatz-
zentrale ermöglichen.
Hallenszenario
Menschen benden sich oft in großen Gebäuden, die vereinfacht als Hallen
angesehen werden können. Hierzu gehören Einkaufszentren, Messehallen,
Konferenzräume, Schulen und Museen. Unterschiedliche Veranstaltungen er-
fordern, dass in diesen Räumen oft umgebaut werden muss.
In allen Anwendungsfällen dieses Szenarios bewegen sich die Benutzer je-
doch nach unterschiedlichen Mustern. In einem Einkaufszentrum bewegen
sich einzelne Personen mit unterschiedlicher Geschwindigkeit von einem Ge-
schäft zum anderen. In einem Museum verweilt eine Gruppe von Besuchern
eine bestimmte Zeit vor einem Exponat bevor sie zum nächsten Exponat geht.
Die Teilnehmer einer Konferenz oder die Schüler in einer Schule verhalten
sich eher bimodal. Es gibt kurze mobile Zeiten und lange statische Zeiten.
Zwischen diesen Phasen ändert sich u.U. der Aufenthaltsort oder auch die
Rolle der Person. Beispielsweise wird ein Konferenzteilnehmer längere Zeit
eine Zuhörerrolle einnehmen. Seine Rolle ändert sich wenn seine Vortrags-
reihe kommt. Die Anforderungen des Benutzers an das Kommunikationsnetz
werden in den beiden Rollen unterschiedlich sein.
Small-Office/Home-Office
Das Szenario Small-Ofce/Home-Ofce (SOHO) beschreibt einen Haushalt
oder ein kleines Büro mit mehreren Geräten, die vernetzt werden können. In
dieser Umgebung ist der Aufwand einer verkabelten Vernetzung und insbe-
sondere der Kongurationsaufwand oft nicht akzeptabel. Technisch versier-
tes Personal oder eigenes Wissen ist oft nicht vorhanden. Der Einsatz eines
Ad-hoc-Netzes, das sich selbst konguriert, ist hier wünschenswert.
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2.2 Mobilfunknetze, WLANs und MANETs
In diesem Abschnitt werden zellulare Mobilfunknetze, drahtlose lokale Netze
und mobile Ad-hoc-Netze miteinander verglichen. Dabei werden die ersten
beiden Netzarten nur schematisch beschrieben.
2.2.1 Zellulare Mobilfunknetze
In Abbildung 2.5 wird der Aufbau und die Systemarchitektur von zellularen
Mobilfunknetzen, angelehnt an GSM, vereinfacht dargestellt. Eine detaillierte
Erläuterung der Systemarchitektur würde den Rahmen dieser Arbeit spren-
gen. Hier soll sie nur zur Verdeutlichung der benötigten Infrastruktur, die für
die Realisierung der Mobilkommunikation erforderlich ist, dienen.
Zellulare Mobilfunknetze unterteilen die geographische Fläche in Zellen auf,
die hauptsächlich als Sechsecke modelliert werden (siehe Abbildung 2.5(a)).
Jede Zelle besitzt eine Basisstation (Base Station, BS), die für die Anbindung
von Mobilstationen an das Mobilfunknetz verantwortlich ist. Kommunika-
tionsverbindungen werden immer über die Basisstation vermittelt und auf-
gebaut, auch wenn sich die Gesprächspartner direkt nebeneinander benden.
Bewegt sich eine Mobilstation von seiner aktuellen Zelle in eine Nachbarzelle
wird die Mobilstation an die Nachbarzelle übergeben. Dieser Vorgang wird
als Handover bezeichnet, dabei bricht die Verbindung nicht ab.
(a) Aufteilung in Zellen.
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(b) Systemarchitektur mit Komponen-
ten.
Abbildung 2.5: Vereinfachte Systemarchitektur von zellularen Mobilfunknet-
zen.
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Die Infrastruktur in zellularen Mobilfunknetzen ist hierarchisch aufgebaut
(siehe Abbildung 2.5(b)), d.h. die Basisstationen sind an Verwaltungskno-
ten, die so genannten Base Station Controller (BSC) und Mobile Services
Switching Center (MSC), angebunden. Innerhalb von zellularen Mobilfunk-
netzen existieren eine Vielzahl von Datenbanken, z.B. das Home Location
Register (HLR) und Visitor Location Register (VLR), die zur Verwaltung die-
nen. Somit existieren sehr viele Informationen über das Netz, wodurch die
Realisierung von Funktionen erheblich erleichtert wird.
2.2.2 WLAN
Drahtlose lokale Netze (Wireless Local Area Network, WLAN) sind eine Er-
weiterung von drahtgebundenen lokalen Netzen, um mobile Teilnehmer in
vorhandene lokale Netze anzubinden. Im Vergleich zu zellularen Mobilfunk-
netzen ist die Infrastruktur von WLANs einfach. Durch Access Points (AP)
werden mobile Teilnehmer an das lokale Netz angebunden, sie erfüllen in
etwa die Rolle der Basisstationen in zellularen Mobilfunknetzen (siehe Ab-
bildung 2.6). Ein Access Point ist für einen bestimmten Bereich der durch
seine Reichweite gegeben ist verantwortlich.
Ethernet
Desktop-Rechner
Server
Access Point
Laptop
Abbildung 2.6: Anbindung von mobilen Teilnehmern an ein LAN über ein
WLAN.
Vergleich
Ein zusammenfassender Vergleich der Eigenschaften von zellularen Mobil-
funknetzen, WLAN und Ad-hoc-Netzen ist in Abbildung 2.7 dargestellt. Der
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Hauptunterschied zwischen den drei Netztypen liegt in der inhärenten Mobi-
lität, die bei mobilen multi-hop Ad-hoc-Netzen am stärksten ausgeprägt ist.
Mobilfunknetz Wireless LAN Ad-hoc-Netz
Netztopologie Fixe Zellen mit
fixen Basissta-
tionen
Fixe Access
Points
Keine Infra-
struktur
Struktur Statisches
Backbone
Anbindung an
LAN
Dynamische
multi-hop
Kommunikation
Umgebung Gutes Wissen
über die Um-
gebung und
Teilnehmer
Gutes Wissen
über die Um-
gebung und
Teilnehmer
Unvollständiges
Wissen über
Umgebung und
Teilnehmer
Vorarbeiten Detaillierte Pla-
nung der Netz-
umgebung
Planung mit
einfacher Re-
Installation
Spontaner Auf-
bau ohne Pla-
nung
Abbildung 2.7: Zellulare Mobilfunknetze, WLAN und Ad-hoc-Netze im Ver-
gleich.
2.3 Netzwerkarchitekturen und Ad-hoc-Netze
Bei der Diskussion von Kommunikationssystemen wird im Allgemeinen ihre
Architektur betrachtet, dabei steht zunächst der Ablauf der Kommunikation
zwischen zwei Kommunikationspartnern im Mittelpunkt.
Das bekannteste Beispiel für die Beschreibung der Kommunikation über ein
Netzwerk ist das ISO/OSI-Referenzmodell [Tan96]. In Abbildung 2.8 ist die
Kommunikation zwischen zwei Kommunikationspartnern nach dem ISO/OSI-
Referenzmodell dargestellt. Um die Komplexität der Kommunikation hand-
habbar zu gestalten, ist sie in Schichten oder Ebenen aufgeteilt, die aufein-
ander aufbauen. Jede Schicht erfüllt eine bestimmte Aufgabe und bietet ihre
Dienste an. Dabei bietet eine Schicht ihre Dienste der Schicht über ihr an.
Um ihre Dienste zu erbringen benutzt sie die Dienste der nächstniedrigeren
Schicht.
Daten werden von einem Benutzer  besser gesagt von der Anwendung des
Benutzers  erzeugt, und an den Kommunikationspartner versendet. Für die
Kommunikationspartner sieht es so aus, als ob sie direkt miteinander Nach-
richten austauschen würden. Dies gilt sogar für alle Schichten, die logisch
betrachtet miteinander die gleiche Sprache sprechen. In der Realität inter-
agieren jedoch die Schichten nur vertikal. Die Anwendung übergibt die Da-
ten an die Schicht unter ihr und diese an die nächstniedrigere Schicht. Dabei
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Abbildung 2.8: Kommunikation nach dem ISO/OSI-Referenzmodell.
fügt jede Schicht zu den eigentlichen Benutzerdaten spezielle Informationen
hinzu. Auf der untersten Schicht, der so genannten Bitübertragungsschicht,
werden die Daten über das zur Verfügung stehende Medium zum Kommuni-
kationspartner übertragen. Beim Kommunikationspartner erfolgt der Trans-
port der Daten von unten nach oben. Dabei werden die eingefügten Informa-
tionen auf den entsprechenden Schichten wieder entfernt. Schließlich errei-
chen die Daten die Anwendung des Kommunikationspartners.
Das ISO/OSI-Referenzmodell hat keine praktische Bedeutung, es wird jedoch
für die Beschreibung unterschiedlichster Netzwerkarchitekturen benutzt und
besitzt deshalb eine theoretische Bedeutung.
2.3.1 Das TCP/IP-Referenzmodell
Das TCP/IP-Referenzmodell stellt die Netzwerkarchitektur des Internets dar.
Die Abbildung 2.9 stellt das ISO/OSI-Referenzmodell dem TCP/IP-Referenz-
modell gegenüber [Tan96]. Im Vergleich zum ISO/OSI-Referenzmodell feh-
len im TCP/IP-Referenzmodell zwei Schichten, nämlich die Sitzungsschicht
und die Darstellungsschicht. Die Aufgaben der fehlenden Schichten werden
auf der Anwendungsschicht von den eigentlichen Anwendungen erfüllt.
Im Folgenden werden die Funktionen der einzelnen Schichten des TCP/IP-
Referenzmodells kurz beschrieben, die Aufgaben sind wie folgt:
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Abbildung 2.9: Das ISO/OSI-Referenzmodell und das TCP/IP-
Referenzmodell.
• Host-an-Netz-Schicht
Diese Schicht ist im TCP/IP-Referenzmodell nicht genau deniert. Es
wird nur gefordert, dass ein Host über ein Protokoll am Netz ange-
schlossen und in der Lage sein muss, Pakete, die von der Internet-
Schicht übergeben werden, die so genannten IP-Datagramme, zu über-
tragen. Das benutzte Protokoll ist nicht vorgegeben und variiert des-
halb von Netz zu Netz. Weit verbreitete Host-an-Netz Techniken sind
IEEE 802.3 (Ethernet) für verdrahtete lokale Netze und IEEE 802.11
(WLAN) für drahtlose lokale Netze.
• Internet-Schicht
Auf der Internet-Schicht bendet sich das Internet Protocol (IP), das
einen verbindungslosen und unzuverlässigen Übertragungsdienst für IP-
Datagramme anbietet. Auf dieser Schicht benden sich auch die wich-
tigen Dienste für die eindeutige Adressierung von Hosts und Netzen,
und das Routing, welches für die Pfadndung zwischen den Kommuni-
kationspartnern verantwortlich ist.
• Transportschicht
Auf der Transportschicht stehen zwei Transportprotokolle zur Auswahl.
Das Transmission Control Protocol (TCP) bietet einen verbindungsori-
entierten und zuverlässigen Ende-zu-Ende-Übertragungsdienst für Da-
tenströme an. Es ist das meist benutzte Protokoll im Internet. Das
zweite Protokoll auf der Transportschicht ist das User Datagram Proto-
col (UDP), welches einen verbindungslosen und unzuverlässigen Über-
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tragungsdienst für Datagramme anbietet. Die Funktionalität von UDP
ist dem von IP sehr ähnlich.
• Anwendungsschicht
Auf der Anwendungsschicht sind alle anderen Dienste und Protokolle
angesiedelt, die nicht auf den anderen Schichten vorhanden sind. Sie
basieren entweder auf TCP oder UDP. Zu den Protokollen, die das ver-
bindungsorientierte TCP verwenden gehören u.a. FTP und HTTP. Bei-
spiele für Protokolle, die auf UDP aufsetzen, sind NFS (Network File
System) und RTP (Real Time Transport Protocol).
2.3.2 Kommunikation in Ad-hoc-Netzen
Die Kommunikation in mobilen multi-hop Ad-hoc-Netzen gestaltet sich im
Vergleich zu Festnetzen viel komplexer. Die Realisierung und der Entwurf
von mobilen multi-hop Ad-hoc-Netzen betrifft alle Schichten [RR02] des
ISO/OSI-Referenzmodells. So muss die Bitübertragungsschicht mit sich stän-
dig verändernden Verbindungseigenschaften kämpfen. Die Mediumzugriffs-
kontrolle, eine Teilschicht der Sicherungsschicht, muss die Anzahl von Paket-
kollisionen zu minimieren versuchen und gleichzeitig alle Knoten fair behan-
deln. Probleme wie Hidden-Stations und Exposed-Terminals (siehe Seite 29)
müssen ebenfalls auf dieser Schicht berücksichtigt werden. Die Netzwerk-
schicht muss Informationen über das Netzwerk sammeln und die Berechnung
von günstigen Pfaden erlauben, was durch die Knotenmobilität erschwert
wird. Die Anbindung von Ad-hoc-Netzen an vorhandene Netze muss auch auf
dieser Schicht realisiert werden. Anwendungen gehen davon aus, dass eine
Verbindung zwischen den Kommunikationspartnern wie ein Tunnel funktio-
niert. Die Behandlung von Fehlern, deren Ursache in der Knotenmobilität
oder der schlechten Verbindungseigenschaften liegen werden nicht berück-
sichtigt.
Architektur für das mobile Internet
Eine weitergehende Frage, die mit der Netzwerkarchitektur und dem Ent-
wurf von Protokollen behaftet ist, ist die, wie mobile multi-hop Ad-hoc-Netze
in die existierende Kommunikationsinfrastruktur eingebettet werden können.
Die IETF ist an einem Modell interessiert, das die nahtlose Anbindung von
mobilen multi-hop Ad-hoc-Netzen an das Internet erlaubt. Dabei sollen vor-
handene offene Internetprotokolle zum Einsatz kommen. In Abbildung 2.10
ist ein Vorschlag für das zukünftige Internet mit der Integration von mobilen
Ad-hoc-Netzen dargestellt [CMC99]. Das Modell besteht aus drei Ebenen,
wobei eine Ebene das vorhandene Internet und die anderen beiden Ebenen
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Abbildung 2.10: Architektur für das Mobile Internet.
das zukünftige Mobile Internet darstellen. Die Aufgaben der beiden neuen
Schichten sind wie folgt:
• Mobile-Knoten-Ebene
Auf der Mobile-Knoten-Ebene benden sich mobile Knoten, die tem-
porär an einen festen Router angebunden sind und dadurch Zugang zum
Internet haben. Diese Knoten sind typischerweise nur einen Link von
einem festen Router entfernt. Beispielsweise könnte ein Knoten über
eine WLAN-Verbindung oder über GSM (GPRS) an das Internet ange-
bunden sein. Die Besonderheit dieser Ebene ist, dass für das Routing
das Festnetz verantwortlich ist.
• Mobile-Router-Ebene
Die Mobile-Router-Ebene besteht aus Knoten, die die Funktion eines
Hosts und eines Routers gleichzeitig erfüllen (mobiler Knoten). Die
Knoten auf dieser Ebene bilden typischerweise autonome Netze, in de-
nen die Quelle und Senke des Kommunikationsverkehrs enthalten sind.
Jedoch können die autonomen Netze auch an das Internet angebunden
sein, dann übernimmt einer der Knoten die Funktion des Gateways.
Die IETF nimmt an, dass Mobile-IP Foreign-Agents diese Anbindung
übernehmen könnten. Diese Möglichkeit ist in Abbildung 2.10 durch
die Verbindung des mobilen Knotens G an das Internet dargestellt.
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Abbildung 2.11: Horizontale vs. vertikale Kommunikation.
Sowohl das ISO/OSI-Referenzmodell als auch das TCP/IP-Referenzmodell
basieren auf der strikten Trennung in horizontale und vertikale Kommunika-
tion (siehe Abbildung 2.11(a)). Diese Aufteilung ist für Festnetze, in denen
weder die Netzwerkinfrastruktur wie Router noch die Hosts mobil sind, vor-
teilhaft. Sie minimiert die Last der Router, was zu einer besseren Leistung
führt, vereinfacht die benötigten Protokolle auf jeder Schicht und erlaubt den
Austausch von Protokollen und Implementierungen, solange die Schnittstel-
len zwischen den einzelnen Schichten unverändert bleiben. Der Nachteil die-
ser Aufteilung ist die benötigte hohe Last, die aus Abbildung 2.8 klar wird.
Die von den einzelnen Schichten hinzugefügten Informationen sind nicht un-
erheblich. Eine weitere Schwäche ist durch die Unabhängigkeit der einzelnen
Schichten gegeben. Diese Anforderung beschränkt die Protokolle auf den
einzelnen Schichten auf allgemeine Annahmen, sie sind nicht in der Lage auf
wechselnde Besonderheiten einzugehen. Beispielsweise hat die Transport-
schicht keine Information, welches Verfahren auf der Mediumzugriffsschicht
eingesetzt wird, obwohl das Verhalten und die Leistung des Dienstes auf der
Transportschicht indirekt vom eingesetzten Mediumzugriffsverfahren beein-
usst wird [GV02, GHB03].
Die strikte Trennung in horizontale und vertikale Kommunikation ist in mobi-
len multi-hop Ad-hoc-Netzen nicht vorteilhaft [MC98]. Die höheren Schich-
ten (Transportschicht, Anwendungsschicht) sind ohne Informationen aus den
unteren Schichten nicht in der Lage ihre volle Leistung zu erbringen. Ein
weiteres Problem ist durch die zur Verfügung stehenden Ressourcen gegeben.
In [CMC99,MC98] wird deshalb gefordert die strikte Trennung in horizontale
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und vertikale Kommunikation in mobilen multi-hop Ad-hoc-Netzen aufzu-
weichen und die vertikale Kommunikation im Gegensatz zur horizontalen zu
stärken (siehe Abbildung 2.11(b)). Hierdurch wären vorhandene Protokolle
in der Lage auch in diesen Netzen eine akzeptable Leistung zu erbringen. Tat-
sächlich wird in einigen Untersuchungen und Ansätzen davon ausgegangen,
dass man in den höheren Schichten Zugriff auf Informationen aus den unteren
Schichten hat. Der Zugriff auf die Informationen ist entweder explizit durch
zusätzliche Schnittstellen realisiert, oder sie wird per Piggybacking mit den
eigentlichen Daten von der unteren Schicht zu der höheren Schicht weiterge-
leitet.
2.4 Technologien für mobile Ad-hoc-Netze
Unterschiedliche drahtlose Technologien bieten sich für die Realisierung von
Ad-hoc-Netzen an. Im folgenden Abschnitt wird die inzwischen weit ver-
breitete Technik für drahtlose lokale Netze vorgestellt. Anschließend wird
Bluetooth beschrieben, das zuerst als einfacher Ersatz für Kabel entworfen
wurde, jedoch auch das Potenzial für die Realisierung von Ad-hoc-Netzen
besitzt.
2.4.1 IEEE 802.11 und Verwandte
Die IEEE 802.11 [Iee97] speziziert einen Standard für drahtlose lokale Netze.
˜hnlich zu anderen IEEE 802.x Standards, z.B. IEEE 802.3 (Ethernet) und
IEEE 802.5 (Token Ring), wird die Mediumzugriffsschicht (MAC Layer) und
die Bitübertragungsschicht (Physical Layer) deniert.
Die erste Version des Standards spezizierte Datenraten von 1 Mbit/s und
2 Mbit/s. Der Standard wurde 1999 erweitert und die Datenrate auf 11 Mbit/s
angehoben, diese Erweiterung ist im Standard IEEE 802.11b [Iee99] beschrie-
ben. Die Reichweiten der einzelnen Knoten variieren zwischen 30 m in Ge-
bäuden und 300 m im Freien. Die praktische Reichweite hängt jedoch sehr
stark von der Beschaffenheit und dem Einuss der Umgebung ab. Die IEEE
802.11b Version des Standards ist inzwischen sehr weit verbreitet.
Im Folgenden wird die Architektur von IEEE 802.11 detailliert besprochen,
da sowohl die Ergebnisse dieser Arbeit als auch die meisten anderen For-
schungsarbeiten im Bereich der Ad-hoc-Netze auf Simulationen mit Knoten
gemäß dieser Spezikation beruhen.
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Architektur
Im Standard werden zwei unterschiedliche Betriebsmodi beschrieben. Der in-
frastrukturbasierte Betrieb und der Betrieb im Ad-hoc-Modus. Im ersten Fall
besteht das Netzwerk aus mobilen Endgeräten, die über so genannte Access
Points an ein lokales Netzwerk angebunden werden. Im Ad-hoc-Modus wird
für die Kommunikation kein Access Point benötigt. In diesem Fall können
die Knoten direkt miteinander kommunizieren.
In Abbildung 2.12 sind die Komponenten eines drahtlosen Netzes gemäß
IEEE 802.11 mit allen Komponenten dargestellt. Im Beispiel besteht das
Netzwerk aus zwei so genannten Basic Service Sets (BSS1 und BSS2), die
den Abdeckungsbereich eines drahtlosen Netzwerks kennzeichnen. In einem
BSS existiert ein Access Point der die mobilen Stationen an das lokale Netz-
werk anbindet; im Beispiel wird ein Ethernet-LAN angenommen. Die beiden
BSS sind über das so genannte Distribution System miteinander verbunden
und bilden einen Extended Service Set. Dadurch sind mobile Knoten in un-
terschiedlichen BSS in der Lage miteinander zu kommunizieren.
Distribution System
Desktop
Server
Access Point
Palmtop
Access Point
Laptop
BSS1
BSS2
Abbildung 2.12: Architektur von IEEE 802.11. Dargestellt sind zwei Basic
Service Sets mit mehreren mobilen Knoten. Die beiden BSS sind über das
Distribution System verbunden und bilden einen Extended Service Set.
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Die Access Points spielen eine zentrale Rolle, da sie wie im Beispiel ange-
nommen die Pakete von IEEE 802.11 nach IEEE 802.3 übersetzen müssen.
Der zugehörige Protokollstack ist in Abbildung 2.13 dargestellt.
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Abbildung 2.13: Der Protokollstack von IEEE 802.11 und die Anbindung an
ein LAN.
Wenn mehrere Access Points existieren können die mobilen Stationen zwi-
schen den Access Points wechseln, sodass auch das Roaming zwischen meh-
reren BSS möglich ist. ˜hnlich zum Handover von zellularen Mobilfunknet-
zen meldet sich eine Station dabei in seiner aktuellen BSS ab und meldet sich
in der neuen BSS an.
Im Ad-hoc-Modus bildet eine Menge von mobilen Stationen einen BSS. Die
mobilen Stationen im gleichen BSS können direkt miteinander kommunizie-
ren. Für diesen Betrieb ist aber weder ein Routing noch der Austausch von
Topologieinformationen vorgesehen. Aus diesem Grund können mobile Sta-
tionen in unterschiedlichen BSS im Ad-hoc-Modus nicht miteinander kom-
munizieren.
Die Spezikation deniert neben diesen eigentlichen Funktionen auch noch
Managementfunktionen. Einerseits wird die Zuordnung von Stationen an Ac-
cess Points geregelt, wodurch das Roaming von Stationen möglich wird, an-
dererseits werden Funktionen für Authentizierung, Verschlüsselung, Power-
Management und Synchronisation mit einem Access Point deniert. Neben
diesen beiden Unterschicht-Managern existiert ein Management für die Sta-
tion, das für Funktionen in höheren Schichten verantwortlich ist. Dazu ge-
hören die Überbrückung zwischen den drahtlosen und drahtgebundenen Teil-
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netzen und die Kommunikation zwischen Access Points über das Distribution
System.
Bitübertragungsschicht
Die Bitübertragungsschicht ist in zwei Unterschichten aufgeteilt: das Physical-
Layer-Convergence-Protocol (PLCP) und die Physical-Medium-Dependent
(PMD) Unterschicht. Die PLCP-Unterschicht ist für die Bereitstellung eines
Signals für die Kontrolle des Mediums und eines von der eigentlichen Über-
tragung unabhängigen Dienstzugangspunktes für den Zugriff auf die Bitüber-
tragung verantwortlich. Die PMD-Unterschicht ist für die Modulation und
Demodulation der eigentlichen Signale zuständig.
Für die Bitübertragungsschicht sind drei unterschiedliche Verfahren vorgese-
hen. Eins davon basiert auf Infrarot, die beiden anderen auf Funk.
Die infrarot-basierte Übertragung verwendet Frequenzen mit Wellenlängen
um 850-950 nm, welche lizenzfrei nutzbar ist. Da Punkt-zu-Mehrpunkt-
Kommunikation erforderlich ist  damit ein Access Point mehrere Stationen
bedienen kann  ist kein Sichtkontakt nötig. Der Abstand zwischen den ein-
zelnen Knoten darf maximal 10 m betragen.
Für die Funkübertragung deniert der Standard zwei Verfahren. Das erste ist
das Frequenzsprungverfahren (Frequency Hopping Spread Spectrum, FHSS).
Mit diesem Verfahren ist die Koexistenz mehrerer Netze, die unterschiedli-
che Sprungsequenzen und somit auch unterschiedliche Frequenzen verwen-
den, möglich. Das zweite Verfahren ist die Bandspreizung (Direct Sequence
Spread Spectrum, DSSS). Hierbei wird die Spreizung durch unterschiedli-
che Codes und nicht durch unterschiedliche Frequenzen erreicht. Das in
IEEE 802.11 eingesetzte Verfahren ist unter dem Namen Barker-Code be-
kannt. Dessen Hauptmerkmale sind die Unempndlichkeit gegen Mehrwege-
ausbreitung und Robustheit gegen Interferenzen.
Um einen weltweiten Betrieb zu gewährleisten arbeiten beide Funkübertra-
gungsverfahren im freien ISM-Band mit 2,4 GHz.
MAC-Schicht
Zu den Aufgaben der MAC-Schicht gehört die Mediumzugriffskontrolle, das
Roaming, die Authentizierung und Power-Management. Die Spezikation
deniert zwei unterschiedliche Arten der Datenübertragung, die asynchrone
und die synchrone (zeitgebundene) Datenübertragung, wobei letztere Variante
nur optional ist. Im infrastrukturbasierten Modus sind beide Übertragungsar-
ten möglich. Im Ad-hoc-Betrieb wird nur die asynchrone Datenübertragung
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möglich. Hier fehlt die zentrale Einheit für die Synchronisation. Weiterhin ist
die Übertragung von Multicast- und Broadcast-Paketen möglich. Der ange-
botene Dienst arbeitet nach dem Best-Effort-Prinzip, d.h. es werden keinerlei
Garantien für die Übertragungszeiten gegeben.
Die MAC-Schicht von IEEE 802.11 kennt drei unterschiedliche Zugriffsver-
fahren auf das Medium.
• Zugriff auf der Basis von CSMA/CA
Das Carrier Sense Multiple Access with Collision Avoidance ist ein Ver-
fahren mit zufälligem Zugriff auf das Medium, Medium-Überprüfung
und Kollisionsvermeidung. Beim CSMA/CA überprüft ein Knoten vor
dem Zugriff das Medium. Wenn es frei sein sollte fängt der Knoten mit
der Übertragung von Daten an. Ansonsten muss er eine zufällige Zeit
warten. Das Intervall aus dem die Wartezeit gewählt wird, wird durch
den Backoff-Timer festgelegt. Wenn der Knoten danach wiederum nicht
senden konnte muss er erneut eine zufällige Zeit warten. Hierbei erhöht
sich das Intervall für die Wartezeiten exponentiell. Deshalb heißt dieses
Verfahren Exponential-Backoff.
• Zugriff mit CSMA/CA und der Erweiterung von RTS/CTS
Bei dieser Erweiterung geht es hauptsächlich um die Lösung des so
genannten Hidden-Terminal-Problems, das für viele Paketkollisionen
verantwortlich ist. Dieses Problem tritt auf wenn zwei Sender an den
gleichen Empfänger Daten übertragen, wobei sie sich jedoch nicht in
ihrer gegenseitigen Reichweite benden. In Abbildung 2.14 a) ent-
steht eine Kollision beim Empfänger D, da die beiden Sender S1 und S2
sich außerhalb ihrer gegenseitigen Funkreichweite benden. In Abbild-
ung 2.14 b) ist das Exposed-Terminal-Problem dargestellt. Während S1
mit D1 kommuniziert darf S2 nicht mit D2 kommunizieren, obwohl D1
sich außerhalb der Funkreichweite von S2 bendet.
Beim CSMA/CA mit der Erweiterung von RTS/CTS schickt der Sen-
der ein RTS-Paket (Ready To Send) an den Empfänger, der dies durch
ein CTS-Paket (Clear To Send) bestätigt (siehe Abbildung 2.15). Da-
bei übermittelt der Sender im RTS-Paket die Adressen des Senders und
des Empfängers und die Übertragungszeit der zu übertragenden Daten.
Das CTS-Paket vom Empfänger enthält den Sender und ebenfalls die
Übertragungszeit. Durch diesen Informationsaustausch sind sowohl die
Nachbarn des Senders, erste Zeile in Abbildung 2.15, und die Nachbarn
des Empfängers, letzte Zeile in Abbildung 2.15, über die bevorstehende
Übertragung und der benötigten Übertragungszeit informiert. Dadurch
sind alle Nachbarn verpichtet das Ende der Übertragung zwischen
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Abbildung 2.14: Hidden- und Exposed-Terminals.
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Abbildung 2.15: Schematischer Ablauf des Medienzugriffs mit CSMA/CA
und der Erweiterung von RTS/CTS.
dem Sender und dem Empfänger abzuwarten. Am Ende der Übertra-
gung erlöst der Empfänger seine Nachbarn durch das Aussenden eines
ACK-Pakets, wodurch auch der Sender Gewissheit über den korrekten
Empfang der Daten erlangt.
• Zugriff mit Polling
Beim Mediumzugriff mit Polling existiert immer ein Access Point, der
den Zugriff steuert. Hierzu wird die Zeit in so genannte Super-Frames
aufgeteilt, der aus einer wettbewerbsfreien Phase und einer Wettbe-
werbsphase besteht. In der Wettbewerbsphase können die beiden ver-
teilten Verfahren verwendet werden. In der wettbewerbsfreien Phase
fragt der Koordinator  üblicherweise der Access Point  die einzelnen
mobilen Stationen ab und bedient sie nacheinander.
Es ist zu bemerken, dass der verteilte und der zentral koordinierte Zugriff
auf das Medium gleichzeitig in einer Zelle verwendet werden kann. Dies ist
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von besonderem Interesse, da hierdurch Knoten, die im Ad-hoc-Modus arbei-
ten, gleichzeitig auch an das infrastrukturbasierte Teil des Netzes angebunden
werden können.
Verwandte und Nachfolger von IEEE 802.11
Der große Erfolg von IEEE 802.11b führte zu weiteren Erweiterungen des
IEEE 802.11 Standards, die noch höhere Datenraten ermöglichen. Die Ta-
belle in Abbildung 2.16 gibt einen Überblick über die einzelnen Standards
der IEEE 802.11x Familie. Aus der Menge der Standards sollen zwei näher
betrachtet werden.
Standard Beschreibung
802.11 Standard für drahtlose Netze im 2,4 GHz Bereich
mit 1-2 Mbit/s.
802.11a Erweiterung für hohe Datenraten von 6-54 Mbit/s im
5 GHz Bereich.
802.11b Erweiterung von IEEE 802.11 DSSS für hohe Da-
tenraten von 5,5-11 Mbit/s im 2,4 GHz Bereich.
802.11c Spezifikation für WLAN spezifisches Bridging auf
MAC-Layer.
802.11e Quality of Service (QoS)
802.11f Protokoll für die Kommunikation zwischen Access
Points.
802.11g Erweiterung für hohe Datenraten von 802.11b bis
54 Mbit/s.
802.11h Dynamische Kanalwahl und Kontrolle der Übertra-
gungsleistung.
802.11i Neues Sicherheitsverfahren zur Ersetzung des
schwachen Wired Equivalent Privacy (WEP).
Abbildung 2.16: Übersicht der IEEE 802.11x Standards für drahtlose Netze.
IEEE 802.11g ist eine Erweiterung zum IEEE 802.11b Standard. Sie arbei-
tet im gleichen Frequenzband und soll eine höhere Datenrate anbieten. Sie
wurde insbesondere für den Übergang von IEEE 802.11b zu IEEE 802.11a
entworfen, um Unternehmen einen gewissen Investitionsschutz zu gewährlei-
sten. Erwartete Datenraten liegen zwischen 20 und 54 Mbit/s.
Der Nachfolger von IEEE 802.11b soll IEEE 802.11a werden. Er bietet unter-
schiedliche Datenraten bis 54 Mbit/s. Dieser Standard arbeitet im Gegensatz
zu den anderen Mitgliedern von IEEE 802.11x im 5 GHz Band. Es besteht
daher keine Kompatibilität zwischen IEEE 802.11b und IEEE 802.11a.
Auf der Bitübertragungsschicht setzt 802.11a das so genannte OFDM (Or-
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thogonal Frequency Division Multiplexing) ein. Hierbei werden gleichzeitig
Daten auf mehreren Frequenzen übertragen. Insgesamt gibt es 52 Frequenzen,
von denen 48 für Daten- und 4 für Steuernachrichten verwendet werden. Ein
weiterer Vorteil von IEEE 802.11a ist es, dass die verwendete Technik OFDM
zum europäischen HIPERLAN/2 Standard kompatibel ist. Auf der Medium-
zugriffsschicht setzt IEEE 802.11a wie die anderen beiden Verwandten IEEE
802.11 und IEEE 802.11b CSMA/CA ein.
Für alle Mitglieder der IEEE 802.11 Familie gilt, dass die zu erwartende
Netto-Datenrate etwa bei 45-55% der angegebenen Brutto-Datenrate liegt.
Beispielsweise kann man bei IEEE 802.11b mit einer typischen Netto-Daten-
rate von 56 Mbit/s rechnen.
2.4.2 Bluetooth und IEEE 802.15
Die Firma Ericsson führte 1994 eine Studie für eine Mehrzweck-Kommuni-
kationstechnologie durch. Auf der Grundlage dieser Studie bildeten fünf
große Unternehmen (Ericsson, Intel, IBM, Nokia, Toshiba) 1998 ein Indu-
striekonsortium, dem in kürzester Zeit mehr als tausend Mitglieder angehör-
ten.
Die eigentliche Idee hinter Bluetooth1 war, Kabel durch eine Funkkommuni-
kation zu ersetzen, also gewissermaßen eine Funkschnittstelle für Geräte wie
PDAs, Tastaturen und Mäuse zu etablieren. Dies sollte die Benutzung solcher
Geräte und insbesondere den Austausch von Daten zwischen PDA, Mobilte-
lefon und Desktoprechnern erleichtern. Technisch gesehen sollte Bluetooth
der Nachfolger von IrDa werden. Dieser bietet eine ähnliche Funktion wie
Bluetooth, hatte aber aufgrund der Benutzung von Infrarot und dem dadurch
bedingten Sichtkontakt mit vielen Schwierigkeiten zu kämpfen.
Bluetooth ist ein Kurzstreckenkommunikationsstandard, der wie das IEEE
802.11 im lizenzfreien 2,4 GHz ISM (Industrial Scientical Medical) Funk-
bereich arbeitet. Die Spezikation deckt Entfernungen von 10-100 m ab. Mit
zunehmender Überbrückungsstrecke steigt die benötigte Sendeleistung. Der
Haupteinsatz von Bluetooth ist für kurze Strecken bis 10 m gedacht. Blue-
tooth wurde speziell für den Einsatz in kleinen mobilen Geräten, die ihre
Energie aus Batterien oder Akkus beziehen, entworfen. Deshalb sollten alle
Komponenten auf einen Chip passen und sehr wenig Energie verbrauchen.
Im Gegensatz zu anderen Funktechniken deniert die Bluetooth-Spezikation
nicht nur die Bitübertragungsschicht und die Mediumzugriffsschicht, sondern
auch andere Schichten, so etwa die Sicherungsschicht und die Anwendungs-
1 Der Name ist nach dem dänischen König Blåtand benannt, der im 10. Jahrhundert Dä-
nemark und Norwegen vereinigte.
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Abbildung 2.17: Protokollstack von Bluetooth im Vergleich zum ISO/OSI-
Referenzmodell nach [BS01].
schicht. Abbildung 2.17 zeigt eine mögliche Gegenüberstellung des ISO/OSI-
Referenzmodells zum Bluetooth-Protokollstack [BS01]. Es ist offensichtlich,
dass die einzelnen Bluetooth-Schichten nicht genau in eine Schicht des OSI-
Modells passen.
Eine alternative Darstellung des Bluetooth-Protokollstacks ist in Abbildung
2.18 zu sehen. Die Abbildung folgt der Zuordnung gemäß IEEE 802.15.1,
das einen Standard für Wireless Personal Area Networks (WPAN) darstellt und
auf Bluetooth aufbaut. In Abschnitt 2.4.2 wird der Zusammenhang zwischen
Bluetooth und IEEE 802.15.1 näher erläutert.
Architektur
Die Basisarchitektur von Bluetooth bildet das so genannte Piconetz. Ein Pi-
conetz besteht aus einem Master-Knoten und bis zu sieben aktiven Slave-
Knoten. Außer diesen Knoten kann eine größere Anzahl (bis 255) von passi-
ven Knoten an der Kommunikation teilnehmen. Zusätzlic wird in der Spezi-
kation das Scatternetz beschrieben, das aus dem Zusammenschluss mehrerer
Piconetze entsteht. Die Spezikation deniert aber keine Routingfunktion,
um Daten zwischen mehreren Piconetzen weiterzuleiten. Diese Aufgabe wird
den höheren Schichten überlassen. Ein Knoten kann in mehreren Piconetzen
Slave oder in einem Piconetz Master und in einem zweiten Piconetz Slave
sein. Ein Knoten, der in mehreren Piconetzen teilnimmt, muss sich mit allen
Piconetzen synchronisieren. Abbildung 2.19 stellt die möglichen Beziehun-
gen zwischen Knoten dar
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Abbildung 2.18: Protokollstack von IEEE 802.15.1 und Bluetooth in Anleh-
nung an das ISO/OSI-Modell. Im Standard IEEE 802.15.1 wird aufbauend
auf Bluetooth ein Standard für WPANs speziziert, wobei ähnlich zu den
anderen IEEE 802.x Standards die Bitübertragungsschicht und die Medium-
zugriffsschicht deniert werden.
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Abbildung 2.19: In der Abbildung ist ein Bluetooth Scatternetz bestehend aus
drei Piconetzen PN1, PN2 und PN3 dargestellt. Das Piconetz PN1 besteht aus
einem Master (M), vier Slaves (S) und drei passiven Knoten (P). Die passiven
Knoten sind nicht aktive Kommunikationsteilnehmer, sind aber mit dem Pi-
conetz synchronisiert. Ein Slave Knoten bendet sich sowohl in PN1 als auch
in PN2. Dieser muss sich daher mit beiden Piconetzen synchronisieren. Der
Master von PN2 ist gleichzeitig auch ein Slave in PN3. Die Master sind für
die Kontrolle jeglicher Nachrichten verantwortlich.
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Bitübertragungsschicht
Auf der Bitübertragungsschicht setzt Bluetooth ein Frequenzsprungverfahren
mit 1600 Sprüngen pro Sekunde in Kombination mit einem Zeitmultiplexver-
fahren ein. Die Zeit zwischen zwei Sprüngen wird als Slot bezeichnet und
beträgt 625 µs, d.h. jedes Slot verwendet eine andere Frequenz. Dabei wer-
den die zur Verfügung stehenden Frequenzen gleichverteilt verwendet. Die
Sprungsequenz wird vom Master vorgegeben, und alle Knoten mit der glei-
chen Sprungsequenz bilden ein Piconetz.
Bluetooth ist eigentlich für kurze Strecken ausgelegt. Es können aber auch
Entfernungen von 10 m, 30 m und 100 m abgedeckt werden, die entspre-
chend hohe Übertragungsleistungen erfordern. Da der Standard für mobile
Geräte gedacht ist, spielt der Energieverbrauch eine wichtige Rolle. Aus die-
sem Grund sind mehrere Zustände, die wenig Energie verbrauchen, deniert.
Ein Knoten, der sich in einem dieser Zustände bendet, hört eine spezielle
Untermenge der Frequenzen, die so genannten Weckfrequenzen, ab. Dadurch
ist ein Knoten einerseits in der Lage sich weiterhin mit dem Piconetz zu syn-
chronisieren, andererseits kann er aufwachen, wenn es erforderlich ist.
Ein Piconetz kann von jedem beliebigen Bluetooth-Gerät aufgebaut werden,
es besteht keine Unterscheidung zwischen den einzelnen Teilnehmern. Der
erste Knoten, der eine Verbindung aufbaut wird der Master des Piconetzes.
MAC-Schicht
Die Aufgaben, die auf der MAC-Schicht des ISO/OSI-Referenzmodells zu
nden sind, benden sich bei Bluetooth auf verschiedenen Schichten. Diese
Funktionen werden im Folgenden beschrieben, wobei teilweise auch Funktio-
nen behandelt werden, die über die Aufgaben der MAC-Schicht hinausgehen.
Baseband: Zu den Aufgaben des Basebands gehört die Bereitstellung von
Verbindungen zwischen zwei Bluetooth Geräten. Bluetooth bietet zwei un-
terschiedliche Verbindungsarten an:
• Synchrone-verbindungsorientierte Verbindung
Eine synchrone-verbindungsorientierte Verbindung (Synchronous Con-
nection Oriented Link, SCO) stellt eine Punkt-zu-Punkt-Verbindung
zwischen dem Master und einem Slave her. Für diese Verbindungen
reserviert der Master Übertragungszeiten. Dies sichert das Qualitäts-
anforderungen erfüllt werden können. Diese Verbindungsart ist haupt-
sächlich für die Übertragung von Sprache, wie sie bei der Telefonkom-
munikation erforderlich ist, geeignet.
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• Asynchrone-verbindungslose Verbindung
Die asynchrone-verbindungslose Verbindung (Asynchronous Connec-
tionless Link, ACL) unterliegt keinen Qualitätsanforderungen und ist
für beliebige Datenkommunikation geeignet.
Bluetooth kann entweder eine ACL-Verbindung, drei parallele SCO-Verbin-
dungen oder parallel eine ACL-Verbindung und eine SCO-Verbindung auf-
rechthalten. Die Datenrate für SCO-Verbindungen beträgt 64 KBit/s. ACL-
Verbindungen können mit unterschiedlichen Datenraten laufen. Die Datenra-
ten für symmetrische Verbindungen können bis 433,9 KBit/s und asymmetri-
sche Verbindungen bis 723,2 KBit/s in eine Richtung, und 57,6 Kbit/s in die
andere Richtung betragen.
Aus der obigen Ausführung lässt sich klar erkennen, dass Bluetooth auf die
Sprachübertragung einen besonderen Wert legt. Die SCO-Verbindungen sind
speziell für die Sprachübertragung entworfen. Um der Güteanforderung von
Sprachübertragung gerecht zu werden, wurde im Protokollstack für die Sprach-
übertragung ein besonderer Weg gewählt. Abbildung 2.18 stellt dies deutlich
dar. Anwendungen, die Sprache übertragen, können direkt auf die Audio-
komponente zugreifen.
Link Manager: Der Link Manager ist für den Auf- und Abbau von Ver-
bindungen zwischen Bluetooth-Geräten verantwortlich. Hierunter fällt auch
das An- und Abmelden von Knoten in einem Piconetz und das Aushandeln
von Verbindungsparametern für Sprach- und Datendienste. Er bietet auch die
erforderlichen Funktionen für die Authentizierung der Geräte an. Weiter-
hin gehört die Kontrolle der Energiesparmodi  Park, Hold und Sniff  eines
Knotens in die Verantwortlichkeit des Link Managers. Ein Knoten, der sich
in einem der Energiesparmodi bendet, ist weiterhin mit dem Master syn-
chronisiert, verbraucht jedoch weniger Energie. Die Link Manager mehrerer
Bluetooth-Geräte nutzen das Link Management Protocol (LMP) zur Kommu-
nikation. Die Bluetooth-Spezikation deniert nur die LMP-Nachrichten, je-
doch nicht wie diese implementiert werden.
Eine Besonderheit, die hier nicht unerwähnt bleiben soll, ist, dass Bluetooth
eine einfache Möglichkeit des Rollentausches zwischen Master und Slave
kennt. Normalerweise wird der Knoten, der die Kommunikation anstößt, zum
Master und leitet die Kommunikation. Es kann jedoch in einigen Situationen
von Vorteil sein, dass nach dem Verbindungsaufbau die Rollen getauscht wer-
den. Beispielsweise könnte die Verbindung zwischen einem mobilen Gerät
und einem Arbeitsplatzrechner vom mobilen Gerät angestoßen worden sein.
Es ist jedoch vom Energieverbrauch her sinnvoller wenn der Arbeitsplatz-
rechner die Rolle des Masters übernimmt, da er keine Schwierigkeit mit der
Energieversorgung besitzt.
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Da die Funkkommunikation von Haus aus den Schwachpunkt der leichten
Abhörbarkeit besitzt, bietet Bluetooth diverse Funktionen für eine sichere
Kommunikation. Die Spezikation deniert Funktionen für die Authenti-
zierung und Verschlüsselung auf der MAC-Schicht. Die Hauptfunktion ist
die Authentizierung auf der Basis einer Challenge-Response-Methode die
einseitig oder gegenseitig durchgeführt werden kann. Weiterhin ist ein Gene-
rator für die Berechnung von Sitzungsschlüsseln deniert.
Die Sicherheitsvorkehrungen der MAC-Schicht sollten jedoch auf höheren
Schichten ergänzt werden, da die hier verwendeten Schlüssellängen mit 40
und 64 Bit keinen starken Schutz gewähren. Es ist anzumerken, dass entspre-
chend der Spezikation diese Sicherheitsmaßnahmen nur dem Aufbau von
so genannten sicheren Domänen zwischen den Geräten dienen und deshalb
keine grundlegende Schwäche darstellen.
Logical Link Control Adaptation Protocol (L2CAP): Das Logical Link
Control Adaptation Protocol (L2CAP) bietet Anwendungen und Protokollen
höherer Schichten den Aufbau von ACL-Verbindungen an. Wie schon er-
wähnt werden Audioverbindungen speziell behandelt und gehören nicht zu
der Verantwortlichkeit der L2CAP-Schicht. Zu den weiteren Aufgaben von
L2CAP gehört das Multiplexen von mehreren Verbindungen auf eine ACL-
Verbindung, die Aufteilung von großen Paketen auf die maximale Übertra-
gungsgröße (Maximum Transmission Unit, MTU) eines Pakets und später
die Zusammensetzung der Fragmente zum eigentlichen Paket.
Bluetooth Profile
Die Bluetooth-Spezikation deniert nicht nur Protokolle zur Datenkommu-
nikation, sondern auch unterschiedliche Anwendungen. In der Spezikation
werden diese Anwendungen als Prole bezeichnet, die in eigenen Dokumen-
ten detailliert beschrieben werden. Hierdurch soll die Zusammenarbeit von
Produkten unterschiedlicher Hersteller sichergestellt werden. Es gibt eine
Reihe von Prolen, die zusammen mit der Bluetooth-Spezikation veröffent-
licht wurden. Zusätzlich zu diesen Standard-Prolen sind noch viele Prole
entwickelt worden, die teilweise sehr anwendungsabhängig sind und von ei-
nem bestimmten Hersteller stammen. Aus der Menge der Prole sollen hier
einige wichtige beschrieben werden.
• Das Generic Access Prole
Das Generic Access Prole (GAP) ist die Grundlage aller anderen Pro-
le und beschreibt den Aufbau einer Verbindung. Es beschreibt alle
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Anforderungen, die für diese Grundfunktion benötigt werden, dazu ge-
hören alle Anforderungen, die mit der Verbindung, dem Gerät und dem
Diensten zu tun haben.
• Serial Port Prole
Das Serial Port Prole emuliert eine RS-232 konforme serielle Schnitt-
stelle. Hierdurch wird ein drahtloses Kabel zwischen zwei Bluetooth-
Geräten etabliert, sodass Anwendungen ohne Modikationen weiter
verwendet werden können. Das Serial Port Prole baut auf dem Ge-
neric Access Prole auf, wird selbst jedoch von vielen anderen Pro-
len verwendet, die eine serielle Schnittstelle zwischen zwei Geräten
für ihre Arbeit voraussetzen. Hierzu gehören z.B. die Prole Dial up
Networking, FAX und Synchronisation. Das Serial Port Prole deniert
einen Dienst, der in der Lage ist mehrere serielle Verbindungen auf eine
drahtlose Verbindung zu multiplexen.
Der Standard IEEE 802.15 und Bluetooth
Nach der Veröffentlichung der Bluetooth-Spezikation gründete das IEEE
eine Arbeitsgruppe, IEEE 802.15, zur Denition eines Standards für Wireless
Personal Area Networks (WPAN). Der Standard gibt einen Abdeckungsbe-
reich von 10 m in jede Richtung ausgehend von einer Person, die dem IEEE
802.15 konforme Geräte trägt. Unter IEEE 802.15 werden insgesamt vier
Standards, die sehr unterschiedliche Bereiche abdecken, und zusammenfas-
send in Abbildung 2.20 dargestellt sind, beschrieben.
Standard Beschreibung
IEEE 802.15.1 Von Bluetooth abgeleiteter Standard für WPANs mit
1 Mbit/s.
IEEE 802.15.2 Empfehlungen für die Koexistenz in lizenzfreien Funkfre-
quenzen.
IEEE 802.15.3 WPAN-Standard mit Datenraten ab 20 Mbit/s für
Multimedia-Anwendungen.
IEEE 802.15.4 Standard für Anwendungen, die nur eine kleine Datenrate
von max. 200 kbit/s erfordern, z.B. Spielzeuge und Sen-
soren.
Abbildung 2.20: Standards unter IEEE 802.15
Der Standard IEEE 802.15.1 baut auf der Bluetooth-Spezikation auf. Jedoch
übernimmt IEEE 802.15.1 nicht die vollständige Bluetooth-Spezikation, son-
dern verwendet nur einen Teil daraus. Hierzu gehören alle Protokolle von
L2CAP und darunter, d.h. im Sinne von IEEE sind das die Komponen-
ten, die für die Bitübertragung und den Mediumzugriff verantwortlich sind.
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Das Hauptziel der IEEE ist, einen Standard zu etablieren, der ähnlich zu
IEEE 802.11x leicht in vorhandene lokale Netze integriert werden kann.
2.5 Fazit
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Abbildung 2.21: Referenzmodell für Ad-hoc-Netze, die in dieser Arbeit be-
trachtet werden.
In diesem Kapitel wurden bisher die Eigenschaften, die Klassizierung, die
Architektur und mögliche Technologien für mobile multi-hop Ad-hoc-Netze
betrachtet und diskutiert. In diesem Abschnitt wird beschrieben, wie die in
dieser Arbeit betrachteten Ad-hoc-Netze aussehen, und welche Eigenschaften
sie besitzen. Dabei wird größtenteils auf die besprochenen Themen aus den
vorherigen Abschnitten zugrückgegriffen.
Der Protokollstack der mobilen Knoten, die im Rahmen dieser Arbeit in Si-
mulationen eingesetzt werden, ist in Abbildung 2.21 dargestellt. Ein Knoten
besteht aus fünf Schichten, wobei die höheren drei Schichten, d.h. die Anwen-
dungsschicht, die Transportschicht und die Internet-Schicht, dem TCP/IP-
Modell entnommen sind. Die Host-an-Netzwerk-Schicht von TCP/IP ist in
diesem Fall mit IEEE 802.11 mit 2 Mbit/s besetzt. Dieser wurde in Ab-
schnitt 2.4.1 ausführlich beschrieben. Auf der Mediumzugriffsunterschicht
ist CSMA/CA mit der Erweiterung RTS/CTS zu nden.
Im Rahmen dieser Arbeit werden ache homogene mobile multi-hop Ad-hoc-
Netze betrachtet, d.h. es ndet keine Unterscheidung zwischen den einzelnen
Knoten statt. Alle Knoten haben die gleiche Ausstattung, sind mobil und die
Kommunikationsendpunkte einer Verbindung sind mehrere Hops voneinan-
der entfernt.
KAPITEL 3
Methodik
In diesem Kapitel wird die Methodik, die dieser Arbeit zu Grunde liegt und
zur Untersuchung von mobilen multi-hop Ad-hoc-Netzen verwendet wurde,
beschrieben. Zunächst wird in Abschnitt 3.1 das eingesetzte Simulations-
werkzeug vorgestellt. In Abschnitt 3.2 werden einige Simulationsparameter
mit ihrem Einuss auf Simulationen diskutiert. Abschnitt 3.3 beschreibt die
grundlegenden Einstellungen für die in Simulationen verwendeten Simulati-
onsparameter.
3.1 Das Simulationstool
Für die Untersuchung von mobilen multi-hop Ad-hoc-Netzen wird haupt-
sächlich das Simulationswerkzeug ns-2 [FV00] eingesetzt. Das ns-2 ist ein
diskret-ereignis-orientiertes Simulationswerkzeug, das vom VINT1 Projekt
der DARPA2 in Zusammenarbeit mit der UC Berkeley3, LBL4, USC/ISI5
und Xerox PARC seit 1995 entwickelt wird. Das Ziel bei der Entwicklung
von ns-2 war eine offene und modulare Simulationsumgebung zu entwickeln,
um heterogene Netze zu untersuchen. Der Quellcode des Simulators ist frei
zugänglich, wodurch das Simulationswerkzeug von vielen Forschern auf der
Welt eingesetzt und erweitert wird. Eine Erweiterung für Funknetze wurde
vom CMU6 MONARCH7 Projekt entwickelt und in ns-2 integriert. Mit die-
1 Virtual InterNetwork Testbed
2 Defense Advanced Research Projects Agency
3 University of California, Berkeley
4 Lawrence Berkeley National Laboratory
5 University of Southern California, Information Sciences Institute
6 Carnegie Mellon University
7 Mobile Networking Architectures
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ser Erweiterung erlaubt ns-2 auch die Simulation von mobilen multi-hop Ad-
hoc-Netzen.
Um den Untersuchungsprozess zu beschleunigen, haben sich die Entwickler
von ns-2 für eine bilinguale Simulationstechnik entschieden. Der eigentliche
Simulationskern ist in der Programmiersprache C++ implementiert, da hier
die Optimierung des Zeit- und Speicherplatzbedarfs im Vordergrund steht.
Die weniger kritischen Teile des Simulators sind in der Skriptsprache OTcl8
implementiert. Diese Aufteilung erlaubt den schnellen und komfortablen Ent-
wurf von Simulationsszenarien auf der einen und eine hohe Leistung auf der
anderen Seite.
3.1.1 Der Protokollstack
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Abbildung 3.1: Protokollstapel eines Knotens im Simulationswerkzeug ns-2.
Im Simulationswerkzeug ns-2 bestehen Netzknoten aus fünf Schichten (siehe
Abbildung 3.1), die im Folgenden kurz beschrieben werden:
• Anwendungsschicht
Auf der Anwendungsschicht benden sich die eigentlichen Anwendun-
gen, die entweder Datenverkehr zum Versenden generieren oder an-
kommende Daten einsammeln. Im Simulationswerkzeug ns-2 gibt es
Generatoren, die Datenverkehr für typische Anwendungen wie Telnet-,
FTP- oder WWW-Verbindungen erzeugen. Es ist auch möglich, eigene
8 OTcl ist eine objekt-orientierte Erweiterung von Tcl.
3.1. Das Simulationstool 41
Generatoren zu implementieren. In dieser Arbeit werden Datenverkehr
mit konstanter Bitrate, Audioverbindungen und FTP-Verbindungen be-
nutzt.
• Transportschicht
Auf der Transportschicht stehen die typischen Internetprotokolle TCP
und UDP zur Verfügung. Im Rahmen dieser Arbeit wird für die Über-
tragung von Datenverkehr mit konstanter Bitrate und Audioströmen
UDP eingesetzt. Bei der Untersuchung der Routingalgorithmen wer-
den auch Simulationen mit TCP gefahren.
• Netzwerkschicht
Das Simulationswerkzeug bietet auf der Netzwerkschicht IP an. Es
wurden viele Routingalgorithmen entwickelt, die sich auf dieser Schicht
benden und auf IP aufsetzen. Die in Kapitel 5 vorgestellten Routin-
galgorithmen benden sich auf der Netzwerkschicht.
Die Identizierung von Netzknoten mit IP-Adressen ndet ebenfalls auf
dieser Schicht statt, weshalb die Verfahren aus Kapitel 4 auch hier zu
nden sind.
• Sicherungsschicht
Die Sicherungsschicht eines Knotens in ns-2 besteht aus zwei Teil-
schichten. Auf der oberen Teilschicht bendet sich ein Medienzugriffs-
verfahren. In den in dieser Arbeit durchgeführten Simulationen ist dies
das CSMA/CA. Auf der unteren Teilschicht bendet sich ein Paketpuf-
fer, der Pakete auch priorisiert behandeln kann. Dies ist beispielsweise
bei der Untersuchung von Routingalgorithmen nützlich, wo Routing-
pakete eine höhere Priorität als Datenpakete besitzen. Zusätzlich bietet
das Simulationswerkzeug ein Modul für das Address Resolution Proto-
col (ARP) an, welches für die Abbildung von IP-Adressen auf MAC-
Adressen benutzt wird.
• Bitübertagungsschicht
Auf dieser Schicht wird das Übertragungsmedium und die Übertragung
der einzelnen Bits modelliert. Das Übertragungsmedium ist bei der
Funkkommunikation die Luftschnittstelle, die im Vergleich zu Leitun-
gen eine höhere Bitfehlerrate besitzt. Die Modellierung des Übertra-
gungsmediums spielt eine wichtige Rolle, da die Bitfehlerrate die Lei-
stung der Protokolle auf den höheren Schichten beeinussen kann.
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3.2 Simulationsparameter und ihr Einfluss
Im Folgenden werden einige, den Simulationen zu Grunde liegende, Parame-
ter im Detail mit ihrer Auswirkung auf die Ergebnisse diskutiert. Zu diesen
Parametern gehört das Ausbreitungsmodell und das Mobilitätsmodell.
3.2.1 Das Ausbreitungsmodell
Das Ausbreitungsmodell beschreibt wie die übertragenen Bits in Form von
Signalen von den Knoten wahrgenommen werden und ob sie korrekt emp-
fangen werden können. Im Gegensatz zu leitungsgebundenen Netzen, bei
denen die Signalausbreitung hauptsächlich durch die Leitung vorgegeben ist,
wird die Signalausbreitung in Funknetzen von vielen Faktoren wie Abschat-
tung, Reexionen, Streuung, Beugung und die Mehrwegeausbreitung beein-
usst [Sch00].
Free Space Ausbreitungsmodell
Das einfachste Ausbreitungsmodell ist das so genannte Free Space Model,
welches von einer ungestörten direkten Sichtlinie  Line of Sight (LOS) 
zwischen Quell- und Zielknoten ausgeht (siehe Abbildung 3.2a)). Die Si-
gnalstärke nimmt bei diesem Modell quadratisch mit dem Abstand zwischen
Quell- und Zielknoten ab [Sta02]. Dieses Modell eignet sich für kurze Di-
stanzen zwischen Quell- und Zielknoten.
Die Empfangsleistung Pr(d) beim Empfänger kann in Abhängigkeit von der
Entfernung d zum Sender nach folgender Gleichung berechnet werden [Rap96].
Pr(d) =
Pt ·Gt ·Gr ·λ2
(4pi)2d2L
Dabei bezeichnet Pt die Sendeleistung, Gt und Gr den Antennengewinn vom
Sender und Empfänger, λ die Wellenlänge und L den Systemverlust, der nicht
durch die Signalausbreitung bedingt ist.
Two-Ray Ground Ausbreitungsmodell
Das Ausbreitungsmodell Two-Ray Ground berücksichtigt zwei Wege des Si-
gnals in der Berechnung. Zum einen die direkte Sichtlinie und zum anderen
eine Reexion von der Erdoberäche (siehe Abbildung 3.2b)). Dieses Mo-
dell eignet sich für größere Distanzen zwischen Quell- und Zielknoten. Wenn
die Distanz zwischen Quell- und Zielknoten einen Grenzwert unterschreitet,
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wird wieder das Free-Space-Modell verwendet. Bei diesem Ausbreitungsmo-
dell wird angenommen, dass die Erdoberäche ach ist.
a)
b)
Abbildung 3.2: Die Signalausbreitungsmodelle: a) Free Space und b) Two-
Ray Ground.
Die Empfangsleistung Pr(d) beim Empfänger kann in Abängigkeit von der
Entfernung d vom Sender nach folgender Gleichung bestimmt werden [Rap96].
Pr(d) =
Pt ·Gt ·Gr ·h2t ·h2r
d4
Dabei bezeichnet Pt die Sendeleistung, Gt und Gr den Antennengewinn vom
Sender und Empfänger und ht bzw. hr die Höhe der Antenne des Senders
bzw. des Empfängers.
Von beiden Ausbreitungsmodellen werden keine Hindernisse berücksichtigt,
die die Funksignale zusätzlich stören könnten. Im Rahmen dieser Arbeit
wird in den Simulationen als Signalausbreitungsmodell immer das Two-Ray
Ground verwendet.
3.2.2 Das Mobilitätsmodell
Das Mobilitätsmodell beschreibt wie sich die Knoten während der Simu-
lation bewegen. Es gibt sehr unterschiedliche Mobilitätsmodelle [CBD02,
HGPC99]. Bei der Untersuchung von mobilen multi-hop Ad-hoc-Netzen
wird aber hauptsächlich das Random Waypoint Mobility (RWM) Modell ein-
gesetzt. Im Folgenden wird dieses Mobilitätsmodell genauer analysiert und
der Einuss auf Simulationen diskutiert. Hierfür wird zunächst versucht, die
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Knotenverteilung, die durch dieses Modell bedingt ist, analytisch herzuleiten.
Das analytisch hergeleitete Ergebnis wird danach mit Simulationsergebnissen
verglichen.
Beim RWM-Modell wählt ein Knoten zufällig eine Zielposition auf der Simu-
lationsäche aus und bewegt sich mit einer konstanten Geschwindigkeit v auf
diesen Punkt zu. Nach der Ankunft an der Zielposition verbleibt der Knoten
eine bestimmte Zeit ∆t (Pausenzeit) und wählt sich danach eine neue Zielposi-
tion auf der Simulationsäche aus. Die Wahl der Zielposition ist gleichverteilt
auf der Simulationsäche. Die Bewegungsgeschwindigkeit wird ebenfalls aus
einem vorgegebenen Bereich gleichverteilt ausgewählt. Die Pausenzeit wird
für einen gesamten Simulationslauf fest vorgegeben.
RWM auf einer Strecke
Im Folgenden wird die Knotenverteilung des RWM-Modells analytisch her-
geleitet. Der Einfachheitshalber beginnt die Betrachtung mit der eindimen-
sionalen Version des Modells. Dabei wird eine konstante Geschwindigkeit
und eine Pausenzeit von 0 Sekunden angenommen.
Betrachtet wird die Bewegung eines Knotens auf einer Strecke SA = [0...n].
Der Knoten wählt gleichverteilt einen Zielpunkt i auf der Strecke SA aus. Die
Wahrscheinlichkeit einen Punkt i gleichverteilt auf der Strecke SA auszuwäh-
len ist gegeben durch
p(i) =
1
n+1
i = 0 . . .n.
Zunächst wird die Histogrammfunktion h(i) berechnet, welche die Anzahl der
Besuche des Punktes i angibt. Ein Punkt gilt als besucht, wenn der Knoten
auf seiner aktuellen Bewegung über den Punkt fährt. Ausgehend von der
Histogrammfunktion wird dann die Verteilungsfunktion f (i) berechnet, die
der Forderung
n
∑
i=0
f (i) = 1
genügen muss. Die Verteilungsfunktion f (i) ergibt sich aus der Normierung
der Histogrammfunktion zu
f (i) = h(i)∑nj=0 h( j)
i = 0 . . .n.
Die Histogrammfunktion: Die Histogrammfunktion h(i) gibt die Anzahl
der Besuche an, die ein Punkt i vom Knoten erfährt. Da der Knoten sich
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gleichmäßig mit einer konstanten Geschwindigkeit auf der Strecke SA von j
nach k mit j,k ∈ {0, . . . ,n} bewegt, ist ein Besuch des Punktes i genau dann
gegeben, wenn sich i zwischen j und k bendet. Hierzu wird die Besucht-
funktion v(i, j,k) wie folgt deniert:
v(i, j,k) =
{
1 , j ≤ i≤ k
0 ,sonst
Mit Hilfe der Besuchtfunktion ist die Histogrammfunktion gegeben als
h(i) =
n
∑
j=0
n
∑
k=0
v(i, j,k).
Dabei kennzeichnet j alle möglichen Start- und k Endpunkte auf SA, d.h. alle
möglichen Teilstrecken auf SA, die der Knoten fahren kann, werden betrachtet
und für den Punkt i die Besuche aufsummiert.
Zunächst wird der Startpunkt s festgehalten. Die zweite Summe des Aus-
drucks berechnet sich dann zu:
hs(i) =
n
∑
k=0
v(i,s,k)
=
{
i+1 0≤ i≤ s
(n− i+1) s < i≤ n
Wenn der Punkt i zwischen 0 und dem Startpunkt s liegt, wird er vom Knoten,
solange sich dieser zwischen 0 und dem Punkt i bendet, besucht. Liegt der
Punkt i zwischen dem Startpunkt s und n, wird er solange besucht wie der
Knoten zwischen dem Punkt i und dem Ende der Strecke ist (siehe Abbild-
ung 3.3).
Daraus ergibt sich für die weitere Berechnung der Histogrammfunktion
h(i) =
n
∑
j=0
h j(i)
=
i−1
∑
j=0
(n− i+1)+
n
∑
j=i
(i+1)
= i · (n− i+1)+(n− i+1) · (i+1)
= (n− i+1) · (2i+1)
Aus der Histogrammfunktion erhält man die Verteilungsfunktion:
f (i) = (n− i+1) · (2i+1)∑nj=0 h( j)
=
(n− i+1) · (2i+1)
1+ 136 n+
3
2n
2 + 13n
3
(3.1)
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Abbildung 3.3: Bewegung eines Knotens gemäß der eindimensionalen RWM
bei der ein Punkt vom Knoten besucht wird.
Die Verteilungsfunktion erfüllt die Forderung:
n
∑
i=0
f (i) = 1
Interpretation der Verteilungsfunktion
In Abbildung 3.4 ist die Verteilungsfunktion der eindimensionalen Version
des RWM-Modells dargestellt. Die Kurve ist in beide Richtungen symme-
trisch, hat ihren Hochpunkt in der Mitte der Strecke und geht an beiden Rän-
dern gegen Null. Die Wahrscheinlichkeit einen Knoten in der Mitte der Si-
mulationsstrecke anzutreffen ist am höchsten und nimmt zu den Rändern hin
rapide ab.
RWM auf einer Ebene
Die analytische Herleitung der Knotenverteilung stellt sich für den zweidi-
mensionalen Fall als erheblich schwieriger dar. Deshalb wird hier eine Ab-
schätzung durch die eindimensionale Verteilungsfunktion vorgestellt und mit
Simulationsergebnissen verglichen.
Die Verteilungsfunktion aus Gleichung 3.1 wird für die Abschätzung der Kno-
tenverteilung auf einer quadratischen Ebene mit Kantenlänge n benutzt. Die
resultierende Verteilung ist gegeben durch
f (x,y) = f (x) · f (y)
=
(−n+ x)(2x+1)(n− y)(2y+1)
n2(n+1)2(2n+1)2
−36 (3.2)
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Abbildung 3.4: Verteilungsfunktion des eindimensionalen Random Waypoint
Mobilitätsmodells auf einer Strecke der Länge 1000 m.
Die Funktion aus Gleichung 3.2 erfüllt die Forderung
n
∑
x,y=0
f (x,y) = 1
und kann daher als eine Verteilungsfunktion aufgefasst werden. In Abbild-
ung 3.5 ist die Verteilungsfunktion grasch dargestellt. ˜hnlich zu der Vertei-
lung im eindimensionalen Fall ist die Kurve in alle Richtungen symmetrisch
und besitzt einen Hochpunkt in der Mitte der Fläche.
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Abbildung 3.5: Verteilungsfunktion des 2D-Random-Waypoint Mobilitäts-
modells.
Im analytischen Modell wurden zwei wichtige Parameter des RWM-Modells
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vernachlässigt. Dies sind die Pausenzeit, die ein Knoten zwischen zwei Be-
wegungen einlegt, und die Geschwindigkeit, mit der sich ein Knoten bewegt.
Ergebnisse aus Simulationen haben gezeigt, dass der Einuss der Pausenzeit
eine enorme Rolle spielt.
Abbildung 3.6 zeigt sechs Graphen, die aus Simulationen stammen. Die Er-
gebnisse aus den Simulationen berücksichtigen im Gegensatz zum analyti-
schen Modell auch die Pausenzeit der Knoten. Die Graphen zeigen die Kno-
tenverteilung mit Pausenzeiten von 0, 30, 60, 120, 300 und 600 Sekunden.
˜hnlich zum analytischen Ergebnis aus Abbildung 3.5 zeigen alle Graphen
hier auch eine Symmetrie in alle Richtungen. Beim Vergleich des Graphen
mit Pausenzeit von 0 Sekunden ist zu erkennen, dass der Graph insgesamt
steiler ist als der Graph aus Abbildung 3.5. Aus den Graphen lässt sich schlie-
ßen, dass mit zunehmender Pausenzeit die Knotenverteilung gleichmäßiger
wird. Der Grund dafür ist, dass durch die Pausenzeit eine gewisse Basis ge-
legt wird mit der sich die Knoten an einem Punkt aufhalten. Es ist hier anzu-
merken, dass der Graph in Abbildung 3.6(f) immer noch einen Hochpunkt in
der Mitte der Ebene besitzt. Der Unterschied ist nun nicht mehr so groß wie
bei dem Graphen mit Pausenzeit von 0 Sekunden.
3.3 Simulationsumgebung
Es gibt eine Reihe von Parametern, die in den Simulationen benutzt und va-
riiert wurden, um unterschiedliche Situationen zu modellieren. Dieser Ab-
schnitt beschreibt die in dieser Arbeit eingesetzten Werte und Einstellungen.
3.3.1 Grundeinstellungen
Die Grundeinstellungen sind in allen Simulationen gleich. Dies betrifft die
Größe der Simulationsäche, die Anzahl und Art der Knoten und die Simu-
lationszeit. Auf Abweichungen von diesen Standardwerten wird an entspre-
chender Stelle hingewiesen.
• Die Simulationsäche hat eine Größe von 1500 m × 300 m.
• Auf der Simulationsäche benden sich 50 mobile Knoten mit einer
IEEE 802.11 2 Mbit/s Funkschnittstelle und einer Reichweite von 250 m
(siehe Abschnitt 2.4.1).
• Die Ausbreitung der Funksignale wird durch das Two-Ray Ground Mo-
dell beschrieben.
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(a) Pausenzeit 0 s (b) Pausenzeit 30 s
(c) Pausenzeit 60 s (d) Pausenzeit 120 s
(e) Pausenzeit 300 s (f) Pausenzeit 600 s
Abbildung 3.6: Knotenverteilung beim Mobilitätsmodell RWM mit unter-
schiedlichen Pausenzeiten.
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• Die Knoten haben auf der Verbindungsschicht einen Puffer in der Pa-
kete zur Abarbeitung abgelegt werden. Sobald der Puffer voll ist wer-
den ankommende Pakete verworfen. Dadurch hat die Größe des Puffers
einen Einuss auf Simulationsergebnisse, da z.B. während einer Pfad-
suche der Puffer schnell voll laufen kann. Die Kapazität eines Puffers
auf der Verbindungsschicht eines Knotens beträgt 50 Pakete.
• Die Simulationszeit beträgt 900 Sekunden.
• Für jeden Messpunkt wurden 10 unabhängige Simulationsdurchläufe
durchgeführt. Die dargestellten Ergebnisse wie Durchschnitt und Kon-
denzintervall wurden auf der Basis dieser 10 Simulationsergebnisse
berechnet.
3.3.2 Bewegungsszenarien
Eine besondere Eigenschaft von mobilen multi-hop Ad-hoc-Netzen ist, dass
durch die Knotenmobilität die Netztopologie Veränderungen unterworfen ist.
Umso höher die Knotenmobilität ist, desto öfter verändert sich die Netztopo-
logie (siehe Abbildung 3.7). Die Mobilität der Knoten wird in dieser Arbeit
nach dem Random-Waypoint Mobility Modell beschrieben, das zwei Parame-
ter besitzt:
Pausenzeit Verb.-abbrüche Pfadwechsel Ziel unerreichbar
Mittel Konfidenz Mittel Konfidenz Mittel Konfidenz
0 7082 118 39573 1509 82 42
30 5567 140 36011 776 55 52
60 4809 78 31101 1278 65 49
120 3723 139 27792 877 9 12
300 2087 75 15551 693 0 0
600 1117 58 7705 397 0 0
900 0 0 0 0 0 0
Abbildung 3.7: Mittlere Anzahl der Verbindungsabbrüche und Pfadwechsel
und ihre α = 0,05-Kondenzintervalle bei einer maximalen Bewegungsge-
schwindigkeit von 10 m/s.
• Bewegungsgeschwindigkeit
Die Bewegungsgeschwindigkeit eines Knotens wird gleichverteilt aus
dem Intervall (0,vmax] zufällig gewählt. In dieser Arbeit werden un-
terschiedliche maximale Bewegungsgeschwindigkeiten benutzt, wobei
vmax = 1 m/s für Szenarien mit wenig Mobilität, vmax = 5 m/s für mitt-
lere Mobilität und vmax = 10 m/s für hohe Mobilität eingesetzt wird.
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• Pausenzeit
Die Pausenzeit legt fest wie lange ein Knoten nach der Ankunft auf
der Zielposition verharrt, bevor er eine neue Zielposition auswählt. In
dieser Arbeit wird die Pausenzeit durch sieben unterschiedliche Zeiten
ausgedrückt, diese sind 0, 30, 60, 120, 300, 600 und 900 Sekunden.
In den Szenarien mit 900 Sekunden Pausenzeit ist das Netz starr, da sich
die Knoten nicht bewegen, dabei spielt die Bewegungsgeschwindigkeit
keine Rolle. Bei einer Pausenzeit von 0 Sekunden benden sich die
Knoten immer in Bewegung.
Szenarien mit einer maximalen Knotengeschwindigkeit von 1 m/s beschrei-
ben eine große Menschenmenge, z.B. in einer Einkaufsstraße, oder in einem
großen Einkaufszentrum, die sich zwar langsam, jedoch stetig, bewegt. Ein
Beispiel für ein Szenario mit maximaler Knotengeschwindigkeit von 10 m/s
ist durch eine Menge von Robotern, die gemeinsam arbeiten, gegeben. Bei-
spielsweise könnte eine Menge von Roboter-Gabelstaplern eine Lagerhalle
verwalten. Neue Kisten müssen in der Lagerhalle deponiert und bestellte Wa-
ren ausgeliefert werden. Die Gabelstapler bewegen sich zwischen dem ak-
tuellen Platz einer Kiste und dem zukünftigen Abstellplatz schnell. Während
der Gabelstapler die Kiste an der richtigen Position abstellt, steht er still. Dies
wird durch die Pausenzeit ausgedrückt.
3.3.3 Kommunikationsmuster
Das Kommunikationsmuster gibt an was für ein Typ von Anwendung die Da-
ten erzeugt.
Konstante Bitrate
Bei einem Datenverkehr mit konstanter Bitrate (Constant Bit Rate, CBR) er-
zeugt der Quellknoten in gleichen Zeitabständen Pakete mit einer festgelegten
Größe und versendet sie an den Zielknoten. Die unterschiedlichen Größen,
die bei diesem Kommunikationsmuster variiert werden, sind:
• Anzahl paralleler Verbindungen
Es werden gleichzeitig 1, 3, 5, 10 oder 15 Verbindungen aufgebaut, da-
bei übernimmt kein Knoten im Netz eine doppelte Rolle. Ein Knoten
ist entweder ein Quellknoten, ein Zielknoten oder ein Knoten, der nur
Pakete weiterleitet. Bei insgesamt 50 Knoten und einer Verbindungsan-
zahl von 5, gibt es 5 Quell- und 5 Zielknoten. Die restlichen 40 Knoten
im Netz fungieren als Router.
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• Anzahl der Datenpakete pro Sekunde
Jeder Quellknoten sendet 4 Pakete pro Sekunde.
• Paketgröße
Die Paketgröße auf der Anwendungsschicht beträgt standardmäßig 512
Byte. Es werden jedoch auch Simulationen mit 64 Byte durchgeführt.
Bei Abweichung vom Standardwert wird dies an der jeweiligen Stelle
vermerkt.
TCP-Verbindungen
Die Leistung der Routingalgorithmen wird zusätzlich hinsichtlich der Über-
tragung von Daten, mit dem am meisten verwendeten Transportprotokoll TCP,
bewertet. Ziel hierbei ist es zu untersuchen, wie die Leistung von TCP durch
die einzelnen Routingalgorithmen beeinusst wird. Die Parameter in diesen
Simulationen sind:
• Anwendung
Auf der Anwendungsschicht wird FTP für die Generierung von Daten
eingesetzt.
• Anzahl paralleler Verbindungen
Es werden gleichzeitig 5 Verbindungen aufgebaut.
• TCP-Variante
Auf der Transportschicht wird TCP/SACK (Selective Acknowledge-
ment) eingesetzt.
• Paketgröße
Die Paketgröße auf der Anwendungsschicht beträgt 1460 Byte.
• Pausenzeit
Die Knoten legen zwischen den Bewegungen eine Pause von 1 Sekunde
ein.
Echtzeitdaten
Die Routingalgorithmen werden hinsichtlich ihrer Leistung bei der Übertra-
gung von zeitkritischen Daten bewertet. Hierzu wurden typische Audiover-
bindungen gewählt. Mit einer Datenrate von 13 kBit/s wird die Sprachüber-
tragung in GSM-Netzen simuliert. Die veränderlichen Größen bei diesen Si-
mulationen sind:
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• Anzahl paralleler Audioverbindungen
Es werden gleichzeitig 1, 3, 5, 10, 15, 20 und 25 Duplex-Verbindungen
aufgebaut, d.h. jeder Quellknoten ist gleichzeitig auch ein Zielknoten.
Jedoch nimmt ein Knoten nur an einer Duplex-Verbindung teil. Hier-
durch wird die symmetrische Kommunikation von Telefongesprächen
simuliert. Bei 5 Duplex-Verbindungen gibt es daher 10 Verbindungen.
• Anzahl der Datenpakete pro Sekunde
Jeder Quellknoten sendet 26 Pakete pro Sekunde.
• Paketgröße
Die Paketgröße auf der Anwendungsschicht beträgt 64 Byte.
• Pausenzeit
Die Knoten legen zwischen den Bewegungen keine Pause ein.
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KAPITEL 4
Adressierung in Ad-hoc-Netzen
Unter einem Ad-hoc-Netz wird nicht nur ein Netzwerk verstanden, das sich
spontan und ohne das Vorhandensein von Infrastruktur aufbauen lässt, son-
dern es wird auch angenommen, dass das Netz sich selbstständig konguriert
ohne dass der Benutzer aktiv eingreifen muss. Die Konguration bezieht sich
primär auf die Versorgung der Knoten mit IP-Adressen, sodass die vom Inter-
net bekannten Anwendungen und Protokolle benutzt werden können.
Ein Hauptproblem in mobilen multi-hop Ad-hoc-Netzen ist die efziente Er-
mittlung von Pfaden zwischen Kommunikationspartnern, was durch die Kno-
tenmobilität erschwert wird. Daher befassen sich die meisten Forschungsar-
beiten zu Ad-hoc-Netzen mit dieser Fragestellung [Joh94,RT99,HJ00,Toh02],
siehe auch Kapitel 5. Bevor jedoch ein Pfad zwischen zwei Knoten in einem
Ad-hoc-Netz ermittelt werden kann, müssen die Knoten identiziert werden.
Die Identizierung ist im Allgemeinen durch die Adressierung der Knoten
sichergestellt. Zur Adressierung der Knoten eines Netzwerkes werden zwei
Komponenten benötigt: i.) einheitliche Adressen und ii.) ein Verfahren, wel-
ches den Knoten die Adressen eindeutig zuweist.
In diesem Kapitel wird die automatische Adresskonguration von Knoten in
einem Ad-hoc-Netz auf der Basis von IP-Adressen betrachtet. Dieses Kapitel
ist im Weiteren wie folgt aufgebaut. In Abschnitt 4.1 werden die Grundlagen
zur Adresskonguration vorgestellt. In Abschnitt 4.2 wird die Adressierung
in lokalen Netzen (LAN) beschrieben und Argumente aufgeführt, warum sie
für mobile multi-hop Ad-hoc-Netze nicht geeignet ist. In Abschnitt 4.3 wer-
den Ansätze zur Adressierung von Ad-hoc-Netzen aus der Literatur diskutiert.
In Abschnitt 4.4 wird die Agentenbasierte Adressierung vorgestellt. Die Si-
mulationsparameter werden in Abschnitt 4.5 beschrieben. Die Ergebnisse der
Untersuchungen und ein Vergleich der unterschiedlichen Verfahren werden
in Abschnitt 4.6 diskutiert. Das Kapitel schließt in Abschnitt 4.7 mit einer
Diskussion.
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4.1 Grundlagen zur Adresskonfiguration
Im Internet und in lokalen Netzen werden IP-Adressen verwendet, die von
einem Administrator den jeweiligen Knoten zugewiesen werden. Dies ge-
schieht hauptsächlich während der Installation und Konguration. Ein Kno-
ten bekommt nur dann eine neue IP-Adresse, wenn seine Position im Netz-
werk geändert wird. Dies liegt daran, dass die IP-Adressen auch Information
über das Netzwerk enthalten.
Was benötigt ein IP-Host?
Neben der eigentlichen IP-Adresse benötigen die Knoten weitere Informatio-
nen, die für eine erfolgreiche Anbindung an das Netz erforderlich sind. Zu
den benötigten Informationen gehören [Gut01b]:
• IP-Adresse
Ein Knoten benötigt für jede Netzwerkschnittstelle (Network Interface
Card, NIC) eine IP-Adresse. IPv4-Adressen sind 32 Bit lang und beste-
hen aus einem Netz- und einem Hostanteil. Im Gegensatz dazu beste-
hen IPv6-Adressen aus 128 Bit.
• Subnet-Maske
Mit der Subnet-Maske kann ein Knoten die Netzidentikation aus der
IP-Adresse extrahieren.
• Adresse des Standardrouters
Wenn Knoten aus unterschiedlichen Netzen miteinander kommunizie-
ren wollen, müssen die Nachrichten an einen Router geschickt werden,
der sie weiterleitet. Der Router, den ein Knoten normalerweise benutzt,
ist der Standardrouter.
• Domänenname
Knoten im Internet werden nicht nur durch ihre IP-Adresse angespro-
chen. Es werden auch Namen verwendet, die für Menschen einfacher
zu merken sind. Namen sind hierarchisch angeordnet und bestehen aus
zwei Teilen: Hostname und Domänenname. Den Teil des Namens ohne
den Hostnamen nennt man Domänenname.
• Domänennamen-Server
Um beliebige IP-Adressen in Namen bzw. Namen in IP-Adressen um-
zuwandeln, existiert eine verteilte Datenbank, das so genannte Domain
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Name System (DNS). Zugriff auf diese verteilte Datenbank erhalten
Knoten über so genannte Domain Name Server.
Arten der Konfiguration
Ein Knoten kann die benötigten Informationen auf unterschiedlichen Wegen
erhalten, wodurch eine Klassikation der Kongurationsarten möglich ist.
• Statische Konguration
Ein Administrator besucht jeden Knoten im Netzwerk und führt die
Konguration manuell durch. Der Aufwand steigt mit wachsender An-
zahl der Knoten im Netzwerk rapide an. Für die Durchführung der
Konguration wird ein Netzwerkspezialist benötigt.
• Dynamische Konguration
Die Knoten können die benötigten Informationen von einem bestimm-
ten Server beziehen. Die dynamische Konguration erfordert einen spe-
ziellen Kongurationsserver. Die Administration wird nahezu auf die
Verwaltung des Kongurationsservers reduziert.
• Automatische Konguration
In diesem Fall können die Knoten im Netz, ohne den Eingriff einer
externen Stelle oder eines Benutzers, die Konguration selbstständig
durchführen.
Anforderungen an Adressierungsverfahren
Ein Adressierungsverfahren für mobile multi-hop Ad-hoc-Netze muss ande-
ren Anforderungen genügen als ein Verfahren für Festnetze. Gerade diese
Anforderungen werden von existierenden Adressierungsverfahren nicht voll-
ständig oder ungenügend erfüllt.
• Multi-hop-Konguration
In mobilen multi-hop Ad-hoc-Netzen können nicht alle Knoten direkt
miteinander kommunizieren. Vielmehr müssen die Nachrichten über
Zwischenknoten weitergeleitet werden. Deshalb ist es erforderlich, dass
ein Adressierungsverfahren diesen Aspekt berücksichtigt.
• Eindeutigkeit der vergebenen Adressen
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Die Adressen in einem Netz müssen eindeutig sein, d.h. nur einmal
vorkommen. Ansonsten kann keine zuverlässige Kommunikation zwi-
schen den Knoten aufgebaut werden. Gerade die Mobilität von Ad-hoc-
Netzen und die Ungewissheit über die Netzteilnehmer kann zu Adress-
konikten im Netz führen.
• Verwaltung der Adressen
Die Adressressourcen sind auch in mobilen Ad-hoc-Netzen nicht un-
endlich. Deswegen ist es erforderlich, dass Knoten Adressen freigeben,
wenn sie sie nicht mehr benötigen oder aus dem Netz scheiden. In mo-
bilen Ad-hoc-Netzen kann es auch vorkommen, dass Knoten aus dem
Netz ausscheiden ohne sich abzumelden. Aus diesem Grund ist es die
Aufgabe des Adressierungsverfahrens, nicht mehr benutzte Adressen
zur Wiederverwendung zu kennzeichnen.
• Behandlung der Aufteilung und Vereinigung von Netzen
Auf einem Areal können sich gleichzeitig mehrere Ad-hoc-Netze ben-
den, die sich auch teilweise überschneiden können. Deshalb ist es erfor-
derlich, dass ein Adressierungsverfahren die Knoten mehrerer Ad-hoc-
Netze auch mit unterschiedlichen Adressen versorgt, sodass die Knoten
unterscheiden können, ob sie im gleichen Netz sind.
Die Existenz mehrerer Ad-hoc-Netze kann unterschiedliche Gründe ha-
ben. Einige der Ad-hoc-Netze können sich vereinigen, um ein größeres
Ad-hoc-Netz zu bilden. Deshalb muss das Adressierungsverfahren die
Readressierung eines Teiles oder des gesamten Ad-hoc-Netzes durch-
führen können.
Ein Ad-hoc-Netz kann sich auch aufteilen, sodass aus einem Ad-hoc-
Netz mehrere neue Ad-hoc-Netze entstehen. Die Knoten in einem neu
entstandenen Ad-hoc-Netz sollten als ein unterschiedliches Netz behan-
delt werden. Dies erfordert die Readressierung der Knoten in den so
entstandenen Ad-hoc-Netzen.
• Sicherheit
Die Sicherheit spielt auf jeder Ebene der Kommunikation in Ad-hoc-
Netzen eine wichtige Rolle, da es sehr schwierig ist, zwischen Angrei-
fern und normalen Knoten zu unterscheiden. Im Rahmen der Ad-
resskonguration wird dieser Aspekt kaum in Betracht gezogen. Wie
sich später zeigt, sind alle Ansätze für die Adressierung offen für An-
griffe. Dabei kann ein Knoten sehr einfach den Dienst blockieren, in
dem er entweder alle Adressen besetzt, oder Adressen als belegt kenn-
zeichnet. Wünschenswert wäre eine Authentizierung vor der Zuwei-
sung einer Adresse.
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4.2 Adressierung in lokalen Netzen
Das Ziel der Adressierung ist die Zuweisung einer eindeutigen und gleich-
artigen Bezeichnung der Knoten in einem Netz, um diese für Kommunikati-
onsverbindungen wiederzunden. Im Internet werden zur Adressierung IP-
Adressen verwendet, die hierarchisch aufgebaut sind, und sowohl einen Kno-
ten als auch das Netz, an dem der Knoten angeschlossen ist, eindeutig identi-
zieren. Die IP-Adresse dient dabei als eine logische Adresse auf der Netz-
werkschicht und wird zur Pfadndung benutzt. Für die eigentliche Zustellung
eines Paketes an einen konkreten Host in einem lokalen Netz wird die MAC-
Adresse der Sicherungsschicht benötigt. Die Abbildung der IP-Adressen auf
die MAC-Adressen und umgekehrt wird durch die beiden Protokolle Address
Resolution Protocol (ARP) [Plu82] und Reverse Address Resolution Protocol
(RARP) [FMMT84] durchgeführt.
Die Zuweisung der IP-Adressen an Knoten erfolgt meistens manuell durch
einen Administrator. Ein Knoten behält die zugewiesene Adresse typischer-
weise, solange er nicht an ein anderes Netz angeschlossen wird. Bei großen
Netzen erfordert diese Vorgehensweise einen hohen Verwaltungsaufwand.
4.2.1 Dynamic Host Configuration Protocol
Ethernet
Ethernet
DHCP-Server
Desktop
DHCP-Relay
Desktop
Abbildung 4.1: Die Konguration von Netzwerkknoten mit DHCP.
Das Dynamic Host Conguration Protocol (DHCP) [Dro97] ist eine Erwei-
terung des BootP [CG85] Protokolls und dient der dynamischen Verwaltung
von IP-Adressen. Mit DHCP können Knoten während des Bootvorgangs oder
der Netzanmeldung benötigte Netzwerkinformationen von einem DHCP-Ser-
ver anfordern. Dazu gehört eine gültige IP-Adresse, die Subnetzmaske, Adres-
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sen der primären und sekundären Nameserver, und weitere Informationen,
wie beispielsweise eine bestimmte Bootdatei.
DHCP besteht aus zwei Komponenten. Die erste Komponente ist ein Proto-
koll, welches zur Übermittlung von Netzwerkinformationen von einem DHCP-
Server an einen DHCP-Client dient. Die zweite Komponente ist ein Verfahren
für die Zuweisung von Netzwerkadressen an Hosts. DHCP kennt drei Arten
der Zuweisung von Netzwerkadressen, die parallel eingesetzt werden können
und unterschiedliche Administrationszwecke unterstützen.
• Automatic allocation: Ein Host bekommt eine permanente Netzwerk-
adresse zugewiesen.
• Dynamic allocation: Ein Host bekommt für eine beschränkte Zeit eine
Netzwerkadresse zugewiesen.
• Manual allocation: Die Netzwerkadresse, die ein Host bekommt, be-
stimmt der Netzwerkadministrator. DHCP wird in diesem Modus nur
zur Übertragung der Informationen an den Client benutzt.
Von diesen drei Arten der Adresszuweisung ist nur die dynamische Adresszu-
weisung in der Lage, nicht mehr benutzte Adressen wieder zu verwenden.
Deshalb eignet sie sich für den Einsatz in Umgebungen in denen Hosts nur
temporär eine Netzwerkadresse benötigen. Die manuelle Adressierung er-
laubt die zentrale Konguration von Hosts. Dabei speziziert der Netzwerkad-
ministrator die Zuweisung und muss nicht jeden Host selbst aufsuchen. Sie
eignet sich vor allem für Hosts, die bestimmte Dienste anbieten. Der Un-
terschied zwischen automatic und manual allocation ist, dass bei automatic
allocation die vergebene Netzwerkadresse aus dem für den DHCP-Server zur
Verfügung stehenden Pool gewählt wird, und bei manual allocation der Netz-
werkadministrator die Netzwerkadresse wählt.
Bei der dynamischen Adresszuweisung wird die IP-Adresse eines Knotens,
der sich vom Netz abmeldet, als frei markiert und kann vom DHCP-Server
an andere Knoten vergeben werden. Sollte sich der Knoten später wieder
am Netz anmelden, kann er eine andere IP-Adresse zugewiesen bekommen,
wobei DHCP bemüht ist, Knoten die gleiche Adresse zuzuweisen. Für die
Versorgung der Knoten steht dem DHCP-Server ein Pool von IP-Adressen
zur Verfügung. Wenn dieser alle IP-Adressen aus seinem Vorrat vergeben
hat, kann er keine weiteren Knoten mehr bedienen.
Die von einem DHCP-Server zugewiesenen IP-Adressen sind nur eine be-
stimmte Zeit lang gültig. Nach Ablauf dieser Frist müssen die Knoten die
Lebensdauer ihrer Adressen verlängern.
Ein DHCP-Server ist für die Versorgung eines Subnetzes konzipiert. Müs-
sen mehrere Subnetze durch einen DHCP-Server bedient werden, können
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spezielle Hilfsknoten eingesetzt werden, die zwischen den Knoten und dem
DHCP-Server vermitteln. Die Hilfsknoten werden als DHCP-Relays bezeich-
net (siehe Abbildung 4.1).
4.2.2 Zero Configuration Networking
Die Zero Conguration Networking Work Group der IETF arbeitet an einer
Protokollfamilie, die eine automatische Konguration von Netzwerken er-
laubt. Die Arbeitsgruppe deniert unterschiedliche Bereiche.
(i) IP-Adresskonguration [CA01],
(ii) Abbildung von Namen auf IP-Adressen [CTAG01],
(iii) Service-Discovery [Gut01c] und
(iv) IP-Multicastkonguration [Gut01a].
Im Arbeitsbereich (i) wird die automatische Generierung einer IP-Adresse
aus dem Netz 169.254/16, welches für die Nutzung auf einer lokalen Ver-
bindungsstrecke reserviert ist, beschrieben. Das Verfahren ist für die Kon-
guration von Knoten, die am gleichen Leitungsabschnitt angeschlossen sind,
entworfen, d.h. die zu kongurierenden Knoten müssen alle Nachrichten un-
tereinander empfangen können.
Die Zuweisung an einen Knoten erfolgt nach dem folgenden Verfahren: Ein
neuer Knoten wählt sich aus dem reservierten Adressbereich zufällig eine IP-
Adresse aus und überprüft, ob diese Adresse schon im Netz benutzt wird. Für
die Überprüfung wird ARP verwendet. Wenn die gewählte Adresse besetzt
ist, wiederholt der Knoten das Verfahren bis er eine freie IP-Adresse gefunden
hat.
4.2.3 Mobile-IP
Mobile-IP [Per98] wurde als Erweiterung zu IP vorgeschlagen, um mobilen
Knoten temporären Zugriff auf fremde Netze zu gewähren. Der mobile Kno-
ten ist zwischen den temporären Netzanbindungen nicht an das Netzwerk an-
gebunden, d.h. wenn der mobile Knoten sich an einem Gastnetz angemeldet
hat, bleibt er auch bis zum Ende der Sitzung angemeldet, und verändert seine
Adresse nicht.
Das Konzept von Mobile-IP baut auf zwei denierten Knoten, dem Home-
Agent und dem Foreign-Agent, auf (siehe Abbildung 4.2). Der mobile Knoten
besitzt eine feste IP-Adresse, die so genannte home address, die er verwendet,
62 Kapitel 4. Adressierung in Ad-hoc-Netzen
wenn er in seinem Heimatnetz ist. Beim Anmelden an einem Gastnetz be-
kommt der mobile Knoten eine temporäre Adresse, die so genannte Care-of-
Address, vom Foreign-Agent des Gastnetzes zugewiesen, welche dem Home-
Agent des mobilen Knotens bekannt gegeben wird. Mobile-IP kennt zwei Ar-
ten, um einem mobilen Knoten eine Care-of-Address zu zuweisen: i.) Foreign
agent care-of address: Hierbei benutzt der mobile Knoten eine IP-Adresse des
Foreign-Agents, ii.) co-located care-of-address: in diesem Fall bekommt der
mobile Knoten eine temporäre IP-Adresse, die er im Gastnetzwerk benut-
zen kann. Im zweiten Fall wird der Einsatz von DHCP für die Versorgung
von mobilen Knoten mit IP-Adressen vorgesehen. Mit dem Wissen über die
Care-of-Address ist der Home-Agent in der Lage, die Pakete für den mobilen
Knoten an seine aktuelle Position weiterzuleiten.
Mobile Node
Internet
Foreign-Agent
Home-Agent
Foreign-Agent
Mobile Node
Host
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Abbildung 4.2: Prinzip von Mobile-IP.
4.3 Ansätze zur Adressierung von Ad-hoc-Netzen
Die Verfahren aus dem vorherigen Abschnitt wurden hauptsächlich mit dem
Ziel entworfen, den Kongurationsaufwand von Netzen zu verringern. Die
Dynamik von mobilen multi-hop Ad-hoc-Netzen wird daher durch diese Ver-
fahren nicht ausreichend widergespiegelt.
Bei DHCP wird ein ständig erreichbarer DHCP-Server vorausgesetzt, der in
mobilen multi-hop Ad-hoc-Netzen nicht gewährleistet werden kann. Durch
die Arbeiten der Zero Conguration Networking Arbeitsgruppe soll die Kon-
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guration von Knoten ohne die Existenz eines DHCP-Servers möglich sein;
dies ist jedoch auf die Konguration von Knoten in einem Leitungsabschnitt
beschränkt. Mobile-IP wurde für mobile Knoten entworfen, die temporär an
ein Netz angeschlossen werden, jedoch zwischen zwei Netzanbindungen aus-
geschaltet sind. Knoten in einem Ad-hoc-Netz erfordern jedoch Verfahren,
die einen dynamischen Wechsel der Konguration erlauben.
In diesem Abschnitt werden Ansätze aus der Literatur beschrieben, die für die
dynamische Konguration von Ad-hoc-Netzen entworfen wurden.
4.3.1 Autokonfiguration für Ad-hoc-Netze
In [PMW+01] und [PKP01] wird ein Verfahren für die Adresskonguration
von Ad-hoc-Netzen vorgeschlagen, welches eine Erweiterung der Methode
der Zero Conguration Networking Arbeitsgruppe ist. Im Gegensatz zum
Verfahren aus [CA01], welches die Konguration von Knoten an einem Link
reguliert, wird hier die multi-hop Architektur von Ad-hoc-Netzen mit berück-
sichtigt, d.h. die Kontrollnachrichten können über andere Knoten weitergelei-
tet werden. Die beiden Dokumente [PMW+01] und [PKP01] unterscheiden
sich in Details, das grundlegende Verfahren ist bei beiden jedoch gleich. Des-
halb wird im Folgenden eine leicht abstrahierte Version beschrieben.
Ein neuer Knoten wählt sich zufällig eine Adresse aus dem reservierten Netz
169.254/16 bei IPv4 oder eine Adresse mit dem Präx MANET_PREFIX bei
IPv6. Danach sendet der Knoten eine Broadcastnachricht, um zu prüfen, ob
die gewählte Adresse schon im Netz benutzt wird. Der Knoten wartet AD-
DRESS_DISCOVERY Zeiteinheiten auf eine Antwort. Wenn sich innerhalb die-
ser Zeit kein Knoten meldet, geht der Knoten davon aus, dass die gewählte
Adresse zur Zeit nicht im Netz verwendet wird und benutzt diese Adresse.
Wenn die gewählte Adresse im Netz schon verwendet wird, erhält der Knoten
eine entsprechende Nachricht von dem Knoten, der die Adresse besitzt. In
diesem Fall wiederholt der Knoten den Vorgang bis zum Erfolg. Ein neuer
Knoten verwendet eine temporäre Adresse aus einem speziell reservierten
Adressbereich während er eine gültige Adresse sucht. Es wird angenommen,
dass die Zeit, um eine freie Adresse zu nden, sehr kurz ist, und daher keine
Adresskollision entsteht.
Ein Nachteil dieses Ansatzes ist, dass keine netzweite Eindeutigkeit der ver-
wendeten Adressen garantiert ist. Insbesondere wenn sich ein mobiles multi-
hop Ad-hoc-Netz aufteilt und später wieder vereint, kann es passieren, dass
mehrere Knoten die gleiche Adresse verwenden. Für die Überprüfung der
Adressen nach der Vereinigung des aufgeteilten Netzes ist kein Mechanismus
vorgesehen.
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4.3.2 MANETconf
In [NP02] wird ein Verfahren für die Konguration von Knoten in einem mo-
bilen Ad-hoc-Netz vorgestellt, welches die multi-hop Eigenschaft von Ad-
hoc-Netzen berücksichtigt. Die Autoren führen die Adressierung von Knoten
in einem Ad-hoc-Netz auf das Problem der verteilten Einigung auf eine Größe
zurück.
Ein neuer Knoten, der eine Adresse benötigt, spricht einen im Ad-hoc-Netz
bendlichen Knoten und benutzt ihn als Stellvertreter. Der Stellvertreter wählt
eine zufällige Adresse aus und informiert alle Knoten im Netz mit einer Broad-
castnachricht über die gewählte Adresse. Daraufhin müssen alle Knoten im
Netz die neue Adresse bestätigen. Hierzu senden alle Knoten im Netz entspre-
chende positive oder negative Bestätigungsnachrichten an den Stellvertreter.
Die ausgewählte Adresse wird dem neuen Knoten nur zugewiesen, wenn alle
Knoten im Ad-hoc-Netz die Adresse positiv bestätigt haben, ansonsten wählt
der Stellvertreter eine neue zufällige Adresse aus und wiederholt den Vorgang.
Um unterschiedliche Ad-hoc-Netze zu unterscheiden, besitzt jedes Ad-hoc-
Netz eine so genannte Partitionsidentikation, welche durch den Knoten mit
der kleinsten IP-Adresse im Ad-hoc-Netz erstellt und bekannt gegeben wird.
Die Knoten eines bestimmten Ad-hoc-Netzes sind durch die Partitionsiden-
tikation gekennzeichnet. Für die Bekanntgabe der Partitionsidentikation
schlagen die Autoren zwei Verfahren vor. Das erste Verfahren ist verteilt. Je-
der Knoten berechnet die Partitionsidentikation aus den Informationen sei-
ner Routingtabelle. Hier besteht jedoch die Gefahr, dass Inkonsistenzen in
den Routingtabellen zu Fehlern in der Berechnung führen können. Das zweite
Verfahren basiert auf der regelmäßigen Bekanntgabe der Partitionsidentika-
tion. Hierzu sendet der Knoten mit der kleinsten IP-Adresse im Netz regel-
mäßig eine Broadcastnachricht mit der Partitionsidentikation aus. Auf der
Basis der Partitionsidentikation ist das Verfahren in der Lage die Aufteilung
und Vereinigung von Ad-hoc-Netzen zu erkennen.
Die Schwachstellen des Ansatzes liegen bei der konsistenten Vergabe von
eindeutigen Adressen in einem Netz. Es ist durchaus möglich, dass zwei
unterschiedliche Knoten die gleiche IP-Adresse für zwei neue Knoten wählen.
Obwohl die Autoren die Vermeidung von Broadcastnachrichten ansprechen,
basieren die robusten Teile des Verfahrens auf dem Fluten von Informationen
im Netz und im Falle der Erkennung der Aufteilung und Vereinigung von
Netzen sogar auf regelmäßigem uten des Netzes.
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4.3.3 Buddy basierte Adressierung
In [MP02] wird ein Verfahren auf der Basis von Binären-Buddy-Systemen,
die aus der Speicherverwaltung bekannt sind, vorgestellt. Dabei muss die
Anzahl der zur Verfügung stehenden Adressen einer 2er Potenz entsprechen.
Der erste Knoten im Ad-hoc-Netz besitzt eine bestimmte Menge von Adres-
sen und wählt sich die erste Adresse aus. Wenn ein neuer Knoten um eine
Adresse anfragt, teilt der Knoten die ihm zur Verfügung stehende Anzahl an
Adressen in zwei Bereiche. Den ersten Teil der Adressen behält der Knoten
selbst und den zweiten Teil bekommt der neue Knoten. In Abbildung 4.3 ist
an einem Beispiel die verteilte Generierung von Adressen dargestellt. Am
Anfang existiert nur der Knoten A, dem 16 Adressen zur Verfügung stehen.
Knoten A hat die Adresse 0. Wenn nun ein zweiter Knoten hinzukommt, Kno-
ten B, teilt A den ihm zur Verfügung stehenden Adressbereich in zwei Teile
und gibt dem neuen Knoten den zweiten Teil des Adressbereichs. Knoten B
nimmt die Adresse 8. Dem Knoten A steht nun der Adressbereich [1,7] und
dem Knoten B der Adressbereich [9,15] zur Verfügung, um neue Knoten mit
Adressen zur versorgen. Durch diese Vorgehensweise werden Konikte bei
der Vergabe von neuen Adressen von vornherein vermieden. Das Verfahren
erlaubt auch die koniktfreie parallele Bedienung mehrerer neuer Knoten von
unterschiedlichen bereits existierenden Knoten aus.
A(0, [0,15])
B(8, [8,15])A(0, [0,7])
A(0, [0,3]) C(4, [4,7]) B(8, [8,11]) D(12, [12,15])
Abbildung 4.3: Ablauf der Adressgenerierung bei der Buddy basierten Adres-
sierung.
Zur Erkennung der Aufteilung und Vereinigung von Ad-hoc-Netzen wird auf
das Verfahren aus [NP02] zurückgegriffen, das in Abschnitt 4.3.2 vorgestellt
wurde. Die Schwächen des Verfahrens liegen in der schlechten Ausnutzung
der zur Verfügung stehenden Adressen. Wenn neue Knoten verstärkt an einem
bestimmten Knoten anfragen, kann dies schnell dazu führen, dass der Knoten
keine freien Adressen mehr hat. Zusätzlich besitzt das Verfahren die Schwä-
66 Kapitel 4. Adressierung in Ad-hoc-Netzen
chen bei der Erkennung der Aufteilung und Vereinigung von Ad-hoc-Netzen,
die schon oben diskutiert wurden.
4.3.4 Prophet Address Allocation
In [ZNM03] wird das Prophet Address Allocation vorgestellt, das ähnlich zum
Verfahren von [MP02] arbeitet. Im Gegensatz zum Buddy-System wird hier
eine Funktion eingesetzt, um Adressen für neue Knoten zu berechnen. Die
Funktion ist ähnlich zu einem Pseudozufallszahlengenerator und erzeugt eine
Sequenz von Nummern. Die Autoren fordern von der Funktion, dass der Ab-
stand des Erscheinens einer Nummer sehr groß ist und möglichst jede Num-
mer nur einmal vorkommen soll, d.h. im Sinne von Pseudozufallszahlengene-
ratoren soll die Funktion eine sehr große Periodenlänge besitzen. Durch die
Wahl eines entsprechend großen Wertebereichs wird diesen Anforderungen
Rechnung getragen.
Der erste Knoten im Ad-hoc-Netz wählt sich zufällig eine Adresse und einen
Initialwert für die Funktion. Dadurch ist die Sequenz aller Nummern (=Adres-
sen) im Ad-hoc-Netz bekannt. Hierauf basiert die Bezeichnung des Verfah-
rens, der erste Knoten im Netz kennt die zukünftigen Adressen im Voraus und
hat die Verantwortung eine günstige Konstellation für die Funktion auszuwäh-
len, sodass die Koniktwahrscheinlichkeit von Adressen, d.h. die mehrmalige
Generierung einer Nummer, klein ist. Hierzu probiert der erste Knoten meh-
rere Sequenzen aus und überprüft diese auf Wiederholungen.
Zur Erkennung der Aufteilung und Vereinigung von Ad-hoc-Netzen wird wie-
derum auf das Verfahren aus [NP02] zurückgegriffen, das hier ein wenig mo-
diziert ist.
4.3.5 Klassifikation der Verfahren
Die vorgestellten Verfahren aus der Literatur zur Adresskonguration von Ad-
hoc-Netzen lassen sich nach der Art der Generierung einer Adresse für einen
neuen Knoten wie folgt klassizieren:
• Reaktive Verfahren
Bei dieser Klasse müssen sich die Knoten im Ad-hoc-Netz auf die an
einen neuen Knoten zu vergebende Adresse einigen. Entweder wählt
sich der neue Knoten selbst oder aber ein bereits im Ad-hoc-Netz be-
ndlicher Knoten die neue Adresse aus. Daraufhin werden alle Knoten
im Netz um Erlaubnis befragt, d.h. das Ad-hoc-Netz reagiert auf die
Anfrage eines neuen Knotens.
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Zu dieser Klasse gehören die Ansätze aus den Abschnitten 4.2.2, 4.3.1
und 4.3.2.
• Proaktive Verfahren
Jeder Knoten im Ad-hoc-Netz kann selbstständig und unabhängig von
den anderen Knoten im Ad-hoc-Netz Adressen an neue Knoten verge-
ben. Bei diesen Verfahren agiert jeder Knoten stellvertretend für das
gesamte Ad-hoc-Netz.
Die Verfahren aus Abschnitt 4.3.3 und 4.3.4 zählen zu dieser Klasse.
4.4 Die Agentenbasierte Adressierung
In diesem Abschnitt wird die Agentenbasierte Adressierung von mobilen mul-
ti-hop Ad-hoc-Netzen vorgestellt [GR02b, GR02a]. Das Ziel beim Entwurf
war es, ein Verfahren für die Adresskonguration zu entwickeln, welches die
Knoten in mobilen multi-hop Ad-hoc-Netzen schnell und zuverlässig adres-
siert. Um dieses Ziel zu erreichen, wurden die folgenden Anforderungen auf-
gestellt:
• Eindeutigkeit der Adressen
Die Knoten in einem mobilen multi-hop Ad-hoc-Netz müssen eindeu-
tige IP-Adressen bekommen.
• Einfacher Dienst
Der benötigte Dienst soll von jedem Knoten in einem mobilen multi-
hop Ad-hoc-Netz übernommen werden können. Ein Knoten, der den
Adressierungsdienst anbietet, wird als Adressierungsagent (AA) be-
zeichnet.
• Multi-hop-Konguration
Die Adressierung von Knoten, die den Adressierungsagenten nicht di-
rekt erreichen können, muss gewährleistet sein.
• Robustheit
Das Verfahren soll robust gegen die Aufteilung eines Ad-hoc-Netzes
und die Vereinigung von mehreren Ad-hoc-Netzen sein.
• Adaptivität
Das Verfahren soll sich an Veränderungen in der Netztopologie anpas-
sen. Bei Bedarf soll die Rekonguration des gesamten Netzes oder
eines Teiles durchgeführt werden. Hierbei existieren zwei Teilanforde-
rungen, die erfüllt werden müssen:
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(i) Wenn kein Adressierungsagent in einem Ad-hoc-Netz existiert,
muss einer der Knoten die Aufgaben des Adressierungsagenten
übernehmen.
(ii) Wenn mehrere Adressierungsagenten sich in einem Ad-hoc-Netz
benden, sollen sich alle bis auf einen abschalten.
Die Wahl des Adressierungsagenten soll verteilt und unabhängig von
der Anzahl der Knoten im Netz sein. Die Anforderung (i) stellt sicher,
dass ein Ad-hoc-Netz sich selbst konguriert. Dies ist der Fall, wenn
ein Ad-hoc-Netz neu aufgebaut wird oder durch die Aufteilung aus ei-
nem existierenden Ad-hoc-Netz hervorgeht. Die Selbstkonguration
wird aber auch bei einem Ausfallen der Adressierungsagenten erfor-
derlich. Durch Anforderung (ii) wird die Eindeutigkeit der Adressen
in einem Ad-hoc-Netz, das sich durch die Vereinigung von mehreren
Netzen gebildet hat, sichergestellt und die benötigte Last reduziert.
4.4.1 Zustandsgraph eines Knotens
Bei der Agentenbasierten Adressierung bendet sich ein Knoten in einem von
drei möglichen Zuständen (siehe Abbildung 4.4):
• Unbound: Der Knoten besitzt keine gültige IP-Adresse.
• Bound: Der Knoten besitzt eine gültige IP-Adresse.
• Address-Agent: Der Knoten besitzt eine gültige IP-Adresse und bietet
den Adressierungsdienst an.
Ein Knoten bendet sich nach dem Start im Zustand Unbound, d.h., er besitzt
keine gültige IP-Adresse. Von diesem Zustand ausgehend kann der Knoten
sich in zwei andere Zustände bewegen. Wenn der ADDRESS_AGENT_DISCO-
VERY Timer abläuft, wechselt der Knoten in den Zustand Adressierungsa-
gent (AA), wodurch er selbst zum Adressierungsagenten wird und andere
Knoten bedienen kann. Bekommt der Knoten nach dem Start und vor dem
Ablauf des ADDRESS_AGENT_DISCOVERY Timers eine Verify-Nachricht (VP)
von einem Adressierungsagenten, antwortet der Knoten mit einer Address-
Request-Nachricht (AR). Dadurch geht der Knoten in den Zustand Bound,
d.h. der Knoten hat eine gültige IP-Adresse. Der Knoten bleibt im Zustand
Bound, solange er vom Adressierungsagenten Verify-Nachrichten empfängt
und auf diese mit Address-Conrm-Nachrichten (AC) antwortet. Den Zustand
Bound verlässt der Knoten, wenn er VERIFY_RECEIVE_TIMER Zeiteinheiten
keine Verify-Nachricht vom Adressierungsagenten erhält oder auf eine Veri-
fy-Nachricht nicht antwortet. Den Adressierungsagentenzustand verlässt ein
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AA: Address-Agent
VP: Verify-Packet
AC: Address-Confirm-Packet
AR: Address-Request-Packet
Unbound Bound
Address-Agent
(AA)
VP, AC
VP, AR
VP, Timeout
Timeout
Start
VP, Decision
Abbildung 4.4: Der Zustandsgraph eines Knotens bei der Agentenbasierten
Adressierung.
Knoten nur, wenn sich ein anderer Adressierungsagent im gleichen Ad-hoc-
Netz bendet, und der Knoten die Wahl zum Adressierungsagenten verliert.
4.4.2 Der Adressierungsagent
Die Basiskomponente der Agentenbasierten Adressierung bildet der Adressie-
rungsagent, der für die Adressierung eines Ad-hoc-Netzes verantwortlich ist.
Die Funktionalität des Adressierungsagenten kann von jedem Knoten über-
nommen werden. Zur eindeutigen Adressierung der Knoten verwaltet der
Adressierungsagent eine Address-List (AL) der Knoten, die sich im Ad-hoc-
Netz benden. Die Address-List enthält die Zuordnungen von IP-Adressen
zu MAC-Adressen.
Der Adressierungsagent sendet regelmäßig Verify-Nachrichten aus, welche
die Address-List und einen Zeitstempel enthalten (siehe Abbildung 4.5(a)).
Jeder Knoten, der eine Verify-Nachricht erhält, überprüft, ob seine Adresse in
der Address-List enthalten ist und schickt eine Address-Conrm-Nachricht an
den Adressierungsagenten, falls er weiterhin im Ad-hoc-Netz bleiben möchte
(siehe Abbildung 4.5(b)). Ein neuer Knoten, der sich in der Address-List der
Verify-Nachricht nicht wiederndet, meldet sich beim Adressierungsagenten
mit einer Address-Request-Nachricht an (siehe Abbildung 4.5(b)). Erhält der
Adressierungsagent nach Ablauf des ADDRESS_CONFIRM_TIMERs keine Nach-
richt von einem Knoten, der in der Address-List enthalten ist, wird seine IP-
Adresse markiert.
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(a) Adressierungsagent versendet eine
Verify-Nachricht, die im gesamten
Ad-hoc-Netz geflutet wird.
AA C
C
C
C
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AC
ACAC

ACAR

(b) Die Knoten bestätigen mit
Address-Confirm-Nachrichten oder
melden sich mit einer Address-
Request-Nachricht an.
Abbildung 4.5: Konguration mit der Agentenbasierten Adressierung.
Auswahl des Adressierungsagenten
Ein neuer Knoten wartet ADDRESS_AGENT_DISCOVERY Zeiteinheiten auf eine
Verify-Nachricht. Wenn er innerhalb dieser Zeit keine Verify-Nachricht von
einem Adressierungsagenten empfängt, geht er davon aus, dass kein Ad-
ressierungsagent vorhanden ist und wechselt selbst in den Adressierungs-
agentenzustand und verschickt eine Verify-Nachricht.
Wenn sich in einem Ad-hoc-Netz mehrere Adressierungsagenten benden,
schalten sich alle bis auf einen Adressierungsagenten ab, sodass die eindeu-
tige Verwaltung der Knoten gewährleistet bleibt und der benötigte Overhead
reduziert wird. Die Reduktion der Adressierungsagenten auf eins erfolgt nach
dem folgenden Verfahren:
Wenn ein Adressierungsagent AAk eine Verify-Nachricht eines anderen Ad-
ressierungsagenten AAl empfängt, verfährt er wie folgt: AAk berechnet die
Anzahl der Knoten in seiner eigenen Address-List und die Anzahl der Knoten
in der empfangenen Verify-Nachricht. AAk verlässt den Adressierungsagen-
tenzustand, wenn die Anzahl der ihm bekannten Knoten kleiner ist als die von
AAl . Wenn die Anzahl der bekannten Knoten von AAl und AAk gleich ist, ent-
scheidet die MAC-Adresse der beiden Agenten. Der Adressierungsagent mit
der kleineren MAC-Adresse verbleibt im Adressierungsagentenzustand.
Ausfall des Adressierungsagenten
Knoten können in einem mobilen multi-hop Ad-hoc-Netz ohne Ankündigung
aus dem Netz ausfallen. Was passiert, wenn der Adressierungsagent ausfällt?
Ein Knoten, der eine gültige Adresse besitzt, bendet sich im Zustand Bound
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und verbleibt in diesem Zustand solange er Verify-Nachrichten vom Adres-
sierungsagenten empfängt und diese bestätigt. Wenn der Adressierungsagent
ausfällt, ist er nicht mehr in der Lage Verify-Nachrichten zu versenden. Durch
das Ausbleiben der Verify-Nachrichten nimmt der Knoten an, dass der Adres-
sierungsagent ausgefallen ist und wechselt in den Zustand Unbound.
Der Ausfall des Adressierungsagenten führt dazu, dass alle Knoten in den
Zustand Unbound wechseln. Um zu verhindern, dass alle Knoten gleichzei-
tig in den Adressierungsagenten Zustand wechseln und das Netz mit Verify-
Nachrichten überuten, wählen alle Knoten zufällige Wartezeiten zwischen
[0,VP_SEND_INTERVAL]. Nach Ablauf der Wartezeit und bei keinem Emp-
fang einer Verify-Nachricht wechselt der Knoten in den Zustand des Adres-
sierungsagenten und startet mit dem Versenden von Verify-Nachrichten.
Paketverlust
Was passiert, wenn ein Knoten der eine Adresse haben möchte, versucht den
Adressierungsagenten zu erreichen, jedoch erfolglos bleibt oder der Knoten
keine Antwort vom Adressierungsagenten bekommt?
Ein neuer Knoten, der eine Verify-Nachricht von einem Adressierungsagen-
ten empfängt, fordert mit einer Address-Request-Nachricht eine Adresse an.
Sollte er vor Ablauf des ADDRESS_REQUEST_TIMER Timers keine Nachricht
vom Adressierungsagenten erhalten, wiederholt er seine Anfrage. Danach
nimmt der Knoten an, dass der Adressierungsagent nicht erreichbar ist und
wechselt selbst in den Zustand Adressierungsagent.
4.4.3 Robustheit des Verfahrens
Aufteilung eines Netzes
Wenn sich ein Ad-hoc-Netz in mehrere Netze aufteilt, verbleibt der Adres-
sierungsagent in einem der Netze. In den übrigen Netzen müssen neue Ad-
ressierungsagenten gewählt werden. Die Situation ist mit dem Ausfall des
Adressierungsagenten vergleichbar.
Vereinigung von Netzen
Empfängt der Adressierungsagent eines Ad-hoc-Netzes die Verify-Nachrichten
von anderen Adressierungsagenten, kann dies zur Vereinigung der Netze zu
einem größeren Netz führen. Hierzu müssen die Adressierungsagenten der
beteiligten Netze sich auf den zukünftigen Adressierungsagenten einigen. Dies
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geschieht mit dem Verfahren aus Abschnitt 4.4.2. Wenn die Netze eine unter-
schiedliche Anzahl an Knoten besitzen, verbleibt der Adressierungsagent aus
dem größten Netz als Adressierungsagent. Ansonsten verbleibt der Adressie-
rungsagent mit der kleinsten MAC-Adresse. Danach müssen alle Knoten aus
den anderen Netzen rekonguriert werden.
Der Adressierungsagent kennt die MAC-Adressen aller Knoten in den betei-
ligten Netzen, da sie in den Verify-Nachrichten enthalten sind. Er generiert
für alle neuen Knoten eine Adresse und versendet eine Verify-Nachricht mit
gesetztem Merged Flag und fügt die subnetID der beteiligten Netze ein. So-
bald die Knoten die Verify-Nachricht erhalten, können sie ihre neuen Adres-
sen übernehmen. Damit ist die Rekonguration des vereinigten Netzes abge-
schlossen.
4.4.4 Generierung von Adressen
Im Rahmen der Agentenbasierten Adressierung wird die Benutzung von IPv6-
Site-Local-Adressen vorgeschlagen, die folgendes Format [HD98] haben.
Bit 10 38 16 64
1111111011 0 subnetID interfaceID
Hier sind nur die subnetID und interfaceID wichtig. Die interfaceID
ist weltweit eindeutig und von der MAC-Adresse abgeleitet und in [Oci01]
beschrieben. Die subnetID ist spezisch für ein Ad-hoc-Netz und wird vom
Adressierungsagenten aus seiner eigenen MAC-Adresse berechnet. Der Ad-
ressierungsagent berechnet die subnetID, wenn er in den Adressierungsagen-
tenzustand wechselt.
Wenn ein Knoten eine IP-Adresse anfordert, generiert der Adressierungsagent
eine neue IP-Adresse, die von den MAC-Adressen des Adressierungsagenten
und von der Adresse des anfragenden Knotens abgeleitet ist (siehe Abbild-
ung 4.6). Dabei wird die interfaceID aus der vollständigen MAC-Adresse
des anfragenden Knotens erzeugt.
4.4.5 Einfluss von Timern und Parametern
Die Leistung der Agentenbasierten Adressierung wird durch die im Weiteren
aufgeführten Parameter beeinusst:
• VP_SEND_INTERVAL: Sendeintervall von Verify-Nachrichten
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 subnet ID interface ID
company ID (24 Bit) extension ID (24 Bit)
MAC-Adresse vom Adressierungsagenten
MAC-Adresse vom Knoten
company ID (24 Bit) extension ID (24 Bit)
Abbildung 4.6: Konstruktion einer IPv6-Site-Local-Adresse aus den MAC-
Adressen vom Adressierungsagenten und anfragenden Knoten.
Wenn das Sendeintervall von Verify-Nachrichten zu klein ist, wird un-
nötiger Overhead erzeugt. Ist jedoch das Sendeintervall zu groß ge-
wählt, muss gegebenenfalls ein neuer Knoten zu lange warten, bis er
eine Adresse erhält und mit den anderen Knoten kommunizieren kann.
Der Standardwert für diese Größe ist 1 Sekunde.
• ADDRESS_AGENT_DISCOVERY: Wartezeit eines neuen Knotens auf eine
Verify-Nachricht
Dieser Timer gibt an, wie lange ein neuer Knoten wartet, bis er in den
Adressierungsagenten-Zustand übergeht und selbst Adressierungsagent
wird. Der Wert dieses Timers hängt sehr stark vom Sendeintervall der
Verify-Nachrichten ab. Der Standardwert für diesen Timer entspricht 2
x VP_SEND_INTERVAL.
• ADDRESS_REQUEST_TIMER: Wartezeit eines neuen Knotens auf die fol-
gende Verify-Nachricht nach dem Versenden einer Address-Request-
Nachricht.
Ein neuer Knoten setzt diesen Timer auf 3 x VP_SEND_INTERVAL. Nach
Ablauf des Timers wiederholt er seine Anfrage. Bei erneutem Misser-
folg geht er in den Adressierungsagentenzustand.
• ADDRESS_CONFIRM_TIMER: Innerhalb dieses Zeitfensters müssen sich
die Knoten in einem Ad-hoc-Netz nach dem Empfang einer Verify-
Nachricht bei dem Adressierungsagent mit einer Address-Conrm-Nach-
richt melden. Der Standardwert für diesen Timer entspricht 2 x VP_SE-
ND_INTERVAL.
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• VERIFY_RECEIVE_TIMER: Ein Knoten mit gültiger Adresse, der sich
im Zustand Bound bendet, wartet maximal diese Zeit ab, bevor er in
den Zustand Unbound übergeht. Der Standardwert für diesen Timer
entspricht 3 x VP_SEND_INTERVAL.
4.5 Adressierungsszenarien
Die Simulationsumgebung entspricht in den allgemeinen Parametern der Be-
schreibung aus Kapitel 3. In diesem Abschnitt werden die speziellen Einstel-
lungen und Parameter beschrieben, die in den Simulationen für dieses Kapitel
benutzt wurden.
Das Hauptinteresse bei den Untersuchungen gilt der Zeit, die benötigt wird,
um ein bestimmtes Ad-hoc-Netz vollständig zu adressieren. Diese Zeit ist
wichtig, da die Kommunikation im Netz erst nach der Konguration der Kno-
ten beginnen kann.
Um das Verhalten der Verfahren in verschiedenen Situationen zu untersuchen,
wurden mehrere Szenarien ausgewählt, in denen eine partielle oder vollstän-
dige Neuadressierung eines Ad-hoc-Netzes durchgeführt werden muss. Im
folgenden Abschnitt wird auf diese Szenarien näher eingegangen.
4.5.1 Vollständige Adressierung eines Netzes
S
C
C
C C
C
Abbildung 4.7: Ad-hoc-Netz mit einer Ebene, wobei alle Knoten direkt mit-
einander kommunizieren können.
In diesem Szenario existiert eine Menge von Knoten in der Simulationsum-
gebung, die keine gültigen IP-Adressen besitzen. Ziel ist die Zuweisung von
eindeutigen Adressen an alle Knoten. Zum Zeitpunkt t = 0 wird der Adress-
Server, sollte dieser vorhanden sein, aktiv. Ansonsten ist es die Aufgabe des
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Adressierungsverfahrens einen Knoten auszuwählen, der diese Aufgabe über-
nimmt. Danach fangen die Knoten an, Adressanfragen zu stellen. Dies ist
etwa mit dem Kaltstart einer ganzen Computerfarm vergleichbar. Dabei fun-
giert ein Knoten als Adress-Server (S), der die anderen Knoten (C) mit Adres-
sen versorgt (siehe Abbildung 4.7). In diesem Szenario werden zwei Fälle
unterschieden:
(1) Eine Ebene: Alle Knoten können den Adress-Server direkt erreichen.
Es ist keine Weiterleitung des Steuerverkehrs erforderlich. Dieses Sze-
nario ist analog zu einer Gruppenbesprechung mit wenigen Teilnehmern,
in der alle Teilnehmer ihre Laptops verwenden und einer der Laptops als
Adress-Server dient.
(2) Mehrere Ebenen: Nicht alle Knoten können den Adress-Server direkt
erreichen. Der Steuerverkehr muss über andere Knoten weitergeleitet
werden (siehe Abbildung 4.8). Knoten, die sich auf der gleichen Ebene
benden, können direkt miteinander kommunizieren.
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Abbildung 4.8: Anmeldung über mehrere Hops. Der Adress-Server bendet
sich auf Ebene 1 und die restlichen Knoten sind auf drei Ebenen verteilt.
Diese beiden Fälle des Szenarios dienen zur Untersuchung der Eignung der
Adressierungsverfahren für multi-hop Ad-hoc-Netze.
4.5.2 Vereinigung von mehreren Netzen
In diesem Szenario entsteht aus mehreren Ad-hoc-Netzen ein neues Ad-hoc-
Netz. Die Knoten aus den ursprünglichen Netzen bewegen sich aufeinander
zu bis sie nur noch ein Netz bilden (siehe Abbildung 4.9). Nach der voll-
ständigen Verschmelzung der ursprünglichen Netze, darf im neuen Netz nur
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noch ein Adress-Server aktiv sein, um die Eindeutigkeit der Adressen zu ge-
währleisten. Hierfür muss unter Umständen das gesamte Netz oder ein Teil
readressiert werden.
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Abbildung 4.9: Vereinigung von Ad-hoc-Netzen.
Ein Beispiel aus der Realität zur Verdeutlichung dieses Szenarios ist etwa das
Zusammentreffen zweier Arbeitsgruppen, die vorher für sich alleine gearbei-
tet hatten und nun gemeinsame Ergebnisse besprechen wollen. Aus beiden
Gruppen entsteht eine neue und größere Gruppe.
4.5.3 Aufteilung eines Netzes in mehrere Netze
Das dritte Szenario ist das Gegenstück zu dem letzten Fall. Ein großes Netz
teilt sich in mehrere kleinere Ad-hoc-Netze auf. Die neuen Ad-hoc-Netze be-
nötigen einen eigenen Adress-Server, der die Knoten versorgt (siehe Abbild-
ung 4.10). Ein vergleichbares Beispiel aus der Realität könnte die folgende
Situation sein. Innerhalb einer großen Gruppe bilden sich mehrere kleine Ar-
beitsgruppen, die eigene Besprechungen durchführen wollen.
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Abbildung 4.10: Aufspaltung eines Ad-hoc-Netzes in mehrere kleine Netze.
Die letzten beiden Szenarien dienen zur Untersuchung der Adaptivität und
Robustheit der Verfahren. Dabei ist vorstellbar, dass dynamisch mehrere Ad-
hoc-Netze entstehen, deren Aufbau und Topologie sich mit der Zeit ändert,
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d.h. neue Ad-hoc-Netze verschmelzen und andere teilen sich in neue Ad-hoc-
Netze auf.
4.6 Ergebnisse
Ergebnisse aus Simulationen werden in diesem Abschnitt zur Diskussion der
Leistungsfähigkeit der Agentenbasierten Adressierung präsentiert. Die Dis-
kussion folgt den vorgestellten Szenarien aus Abschnitt 4.5. Um eine Ver-
gleichsmöglichkeit zu haben, wurde die Adressierung durch Autokongura-
tion ebenfalls implementiert. In den Simulationen mit einer Adressierung
mittels Autokonguration verfährt jeder Knoten nach dem Verfahren aus Ab-
schnitt 4.3.1.
4.6.1 Vollständige Adressierung eines Netzes
Die Ergebnisse dieses Abschnitts beruhen auf Simulationen mit bis zu 50
Knoten, die auf mehrere Ebenen verteilt sind. In den Fällen mit nur ei-
ner Ebene können alle Knoten direkt miteinander kommunizieren, sodass
keine multi-hop Kommunikation nötig ist. In den Simulationen mit mehre-
ren Ebenen können nur die Knoten auf der gleichen Ebene direkt miteinander
kommunizieren. Die Kommunikation zweier Knoten auf unterschiedlichen
Ebenen erfolgt per multi-hop. In den Simulationen mit der Agentenbasier-
ten Adressierung bendet sich der Adressierungsagent immer auf der ersten
Ebene.
Die Simulationen wurden mit 10, 15, 20, 25, 30, 35, 40, 45 und 50 Knoten,
die auf 1, 2, 3, 4 und 5 Ebenen verteilt sind, durchgeführt. Nach Möglich-
keit wurden die Knoten auf alle vorhandenen Ebenen gleichverteilt. War die
Anzahl der Knoten nicht ohne Rest durch die Anzahl der Ebenen teilbar, wur-
den die restlichen Knoten auf der letzten Ebene platziert. So befanden sich
z.B. bei einer Simulation mit 35 Knoten und 3 Ebenen auf den ersten beiden
Ebenen jeweils 11 und auf der letzten Ebene 13 Knoten.
Autokonfiguration
Bei den Simulationen mit Autokonguration wurde die Zeit gemessen, bis
alle Knoten im Ad-hoc-Netz eine Adresse gewählt, das Netz auf Adresskolli-
sion getestet und das Ergebnis abgewartet haben.
Abbildung 4.11 stellt die Ergebnisse der Adressierung durch Autokongura-
tion mit bis zu fünf Ebenen, auf die bis zu 50 Knoten verteilt wurden, dar.
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Abbildung 4.11: Vollständige Adressierung eines Ad-hoc-Netzes über fünf
Ebenen mit Autokonguration.
Alle Ergebnisse liegen sehr nahe beieinander im Bereich von 0,2 - 1,6 Sekun-
den. Hierbei liegen die Ergebnisse der Simulationen mit 1-4 Ebenen unter
1,2 Sekunden und nur die Ergebnisse der Simulationen mit 5 Ebenen über-
schreiten diese Grenze. Die benötigte Zeit, um ein bestimmtes Ad-hoc-Netz
vollständig zu adressieren, wächst linear mit der Anzahl der Knoten. Nur in
den Simulationen mit 50 Knoten gibt es Abweichungen, die auf Paketkollisio-
nen zurückzuführen sind. Bemerkenswert ist auch, dass bei den Simulationen
mit 5 Ebenen erst ab 20 Knoten die benötigte Zeit anwächst. Dies ist auf
die räumliche Verteilung der Knoten zurückzuführen. Auch die am Anfang
benötigte höhere Zeit ist damit zu erklären. Obwohl bei den Simulationen
mit 10 Knoten, also 2 Knoten pro Ebene, auch eine Kommunikation möglich
sein sollte, ist es des öfteren aufgetreten, dass Pakete verworfen wurden. Für
die vollständige Adressierung eines Ad-hoc-Netzes mit 50 Knoten, die über
5 Ebenen verteilt sind, benötigt die Autokonguration weniger als 1,6 Sekun-
den. In der Abbildung 4.12 sind die Ergebnisse für die jeweiligen Szenarien
mit 1, 2, 3, 4 und 5 Ebenen mit α = 0,05-Kondenzintervall dargestellt.
Die für die vollständige Adressierung mit Autokonguration notwendige Zeit
hängt von zwei Faktoren ab: i.) die Zeit, die der Knoten auf eine Nachricht aus
dem Netz wartet und ii.) die Anzahl der Versuche, bis der Knoten eine freie
IP-Adresse ndet. Für die zu wartende Zeit wird in [PKP01] der Default-
wert von 60 ms × Netzdurchmesser vorgeschlagen. In den durchgeführten
Simulationen betrug der maximale Netzdurchmesser 4, womit die Wartezeit
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(a) Anmeldung auf einer Ebene.
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(b) Anmeldung über zwei Ebenen.
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(c) Anmeldung über drei Ebenen.
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(d) Anmeldung über vier Ebenen.
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(e) Anmeldung über fünf Ebenen.
Abbildung 4.12: Vollständige Adressierung eines Ad-hoc-Netzes mit Auto-
konguration mit α = 0,05-Kondenzintervall.
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bei 240 ms liegt. Bei größeren Netzen könnte sich die Wartezeit als großer
Nachteil erweisen, z.B. beträgt die Wartezeit bei einem Netzdurchmesser von
40 schon 2,4 Sekunden.
Die durchschnittliche Anzahl der Versuche, bis der Knoten n eine freie Adresse
ndet, kann analog zum Geburtstagsproblem berechnet werden, wenn man
annimmt, dass schon n−1 Knoten im Netz sind und eine Adresse haben. Da-
bei wird von einem Klasse B Netz ausgegangen, d.h. 216 Adressen. Für den
50. Knoten beträgt die Wahrscheinlichkeit für einen Konikt beim ersten Ver-
such 0,018. Für den 305. Knoten beträgt die Koniktwahrscheinlichkeit beim
ersten Versuch schon 0,507 und den 780. Knoten 0,99. Bei wenigen Knoten
kann man also davon ausgehen, dass keine Adresskonikte auftreten.
Agentenbasierte Adressierung
Bei den Simulationen mit der Agentenbasierten Adressierung wurde die Zeit
von der Versendung der ersten Verify-Nachricht vom Adressierungsagenten,
dem Erhalt aller Bestätigungsnachrichten von den Knoten bis zur Versendung
einer zweiten Verify-Nachricht vom Adressierungsagenten, die die eindeuti-
gen Adressen enthält, gemessen. Wichtig ist hier, dass der Adressierungsa-
gent nach dem Empfang der letzten Bestätigungsnachricht die zweite Verify-
Nachricht versendet.
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Abbildung 4.13: Vollständige Adressierung eines Ad-hoc-Netzes über meh-
rere Ebenen mit der Agentenbasierten Adressierung.
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(a) Anmeldung auf einer Ebene.
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(b) Anmeldung über zwei Ebenen.
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(c) Anmeldung über drei Ebenen.
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(d) Anmeldung über vier Ebenen.
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(e) Anmeldung über fünf Ebenen.
Abbildung 4.14: Vollständige Adressierung eines Ad-hoc-Netzes mit der
Agentenbasierten Adressierung mit α = 0,05-Kondenzintervall.
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Die Abbildung 4.13 stellt die Ergebnisse der Simulationen mit der Agenten-
basierten Adressierung dar. Alle Ergebnisse sind nahe beieinander und den
Ergebnissen der Autokonguration ähnlich. Das ist nicht weiter verwunder-
lich, da der Unterschied zwischen den beiden Ansätzen bei diesen Szenarien
sehr klein ist. Im Gegensatz zu der Autokonguration müssen die Knoten
bei der Agentenbasierten Adressierung auf eine Verify-Nachricht vom Ad-
ressierungsagenten warten, bevor sie sich bei ihm anmelden. Mit zunehmen-
der Anzahl von Ebenen nimmt die benötigte Zeit für die Adressierung zu. Der
eigentliche Faktor ist aber die Anzahl der Knoten, da nicht alle Knoten gleich-
zeitig das Netz uten können, d.h. die benötigte Zeit wächst linear mit der An-
zahl der Knoten an. In der Abbildung 4.14 sind die Ergebnisse für die jewei-
ligen Szenarien mit 1, 2, 3, 4 und 5 Ebenen mit α = 0,05-Kondenzintervall
dargestellt.
4.6.2 Vereinigung von zwei Netzen zu einem Netz
Bei diesem Szenario werden zwei Ad-hoc-Netze betrachtet. Die Knoten von
Ad-hoc-Netz-1 bewegen sich auf Ad-hoc-Netz-2 mit maximal 5 m/s zu, bis
die Knoten der beiden Netze sich zu einem Netz vereinigt haben. Dabei sind
die Knoten in beiden Netzen konzentrisch angeordnet. Bei den Simulatio-
nen mit der Agentenbasierten Adressierung bildet der Adressierungsagent den
Mittelpunkt und bei den Simulationen mit Autokonguration ist der Mittel-
punkt virtuell.
Die Simulationen wurden mit 10, 20, 30, 40 und 50 Knoten durchgeführt,
die auf beide Ad-hoc-Netze aufgeteilt wurden. Die Knoten wurden auf beide
Netze prozentual von 10% bis 90% in 10% Schritten aufgeteilt. In den Gra-
phen ist auf der x-Achse der Anteil der Knoten aufgezeichnet, die sich in
Ad-hoc-Netz-2 benden.
Autokonfiguration
Bei den Simulationen mit Autokonguration wurde, sobald alle Knoten einen
zusammenhängenden Graphen bilden, eine Readressierung der Knoten in Ad-
hoc-Netz-1 durchgeführt. Die Readressierung wurde vom Simulationsskript
angestoßen, da der Ansatz die Vereinigung von zwei Netzen nicht selbststän-
dig erkennen kann. Gemessen wurde die Zeit vom Anstoß der Readressierung
bis zum vollständigen Readressieren der Knoten in Ad-hoc-Netz-1.
In Abbildung 4.15 sind die Ergebnisse für die Adressierung mit Autokon-
guration dargestellt. Alle Ergebnisse liegen zwischen 0,2 und 0,9 Sekunden.
Aus den Ergebnissen sind zwei Trends zu erkennen. Der erste ist, dass mit
zunehmender Anzahl von Knoten die benötigte Zeit für die Readressierung
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Abbildung 4.15: Vereinigung zweier Ad-hoc-Netze zu einem neuen Ad-hoc-
Netz mit Autokonguration.
der Knoten wächst. Der zweite Trend ist, dass mit der Zunahme des An-
teils an Knoten in Ad-hoc-Netz-2 die benötigte Zeit abnimmt. Beide Trends
waren zu erwarten, da bei größerer Gesamtanzahl an Knoten mehr Daten im
Netzwerk geutet werden und dies mehr Zeit in Anspruch nimmt. In der Ab-
bildung 4.16 sind die Ergebnisse für die jeweiligen Szenarien mit 10, 20, 30,
40 und 50 Knoten mit α = 0,05-Kondenzintervall dargestellt.
Agentenbasierte Adressierung
Bei den Simulationen mit der Agentenbasierten Adressierung existiert in bei-
den Netzen jeweils ein Adressierungsagent. Sobald die Knoten einen zusam-
menhängenden Graphen bilden und somit beide Netze Nachrichten austau-
schen können, sind auch die Adressierungsagenten in der Lage, die Verify-
Pakete des anderen zu empfangen. Danach wird die Wahl zwischen den Ad-
ressierungsagenten durchgeführt. Die Knoten des Netzes, dessen Adressie-
rungsagent die Wahl verliert, werden readressiert. Die im Folgenden darge-
stellten Ergebnisse entsprechen der Zeit in der zunächst ein Adressierungs-
agent von einem anderen Adressierungsagenten eine Verify-Nachricht emp-
fängt und im Anschluss eine Readressierung der entsprechenden Knoten durch-
geführt wird.
In Abbildung 4.17 sind die Ergebnisse für die Agentenbasierte Adressierung
abgebildet. Die Zeit für die vollständige Adressierung des Endnetzes bewegt
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(a) Vereinigung mit 10 Knoten. (b) Vereinigung mit 20 Knoten.
(c) Vereinigung mit 30 Knoten. (d) Vereinigung mit 40 Knoten.
(e) Vereinigung mit 50 Knoten.
Abbildung 4.16: Vereinigung zweier Ad-hoc-Netze zu einem neuen Ad-hoc-
Netz mit Autokonguration mit α = 0,05-Kondenzintervall.
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Abbildung 4.17: Vereinigung zweier Ad-hoc-Netze zu einem neuen Ad-hoc-
Netz mit Agentenbasierter Adressierung.
sich zwischen 0,1 und 0,6 Sekunden. Aus den Ergebnissen lässt sich erken-
nen, dass die benötigte Zeit bis etwa 50% anwächst und danach abnimmt,
wobei in den Szenarien mit mehr Knoten die benötigte Zeit auch anwächst.
Der Grund für die Spitze bei 50% liegt darin, dass die Entscheidung bei der
Wahl des Adressierungsagenten primär auf der Anzahl der Knoten getroffen
wird, die bei den Adressierungsagenten registriert sind. Deshalb fällt die Ent-
scheidung bis 49% auf den Adressierungsagenten in Ad-hoc-Netz-1. Ab 51%
fällt die Entscheidung für den Adressierungsagenten in Ad-hoc-Netz-2. Bei
exakt 50% und somit gleicher Anzahl an registrierten Knoten wird die Ent-
scheidung aufgrund der MAC-Adresse gefällt. Der Knoten mit der kleineren
MAC-Adresse gewinnt die Wahl. In der Abbildung 4.18 sind die Ergebnisse
für die jeweiligen Szenarien mit 10, 20, 30, 40 und 50 Knoten mit α = 0,05-
Kondenzintervall dargestellt.
4.6.3 Aufteilung eines Netzes in mehrere Netze
In diesem Szenario teilt sich ein großes Ad-hoc-Netz in mehrere kleinere
Netze auf, dabei benötigen die im ursprünglichen Netz verbleibenden Kno-
ten keine neuen Adressen. Im Gegensatz dazu benötigen die Knoten, die sich
abgespalten haben und nun in einem neuen Netz auftauchen neue Adressen,
um mit den anderen Knoten zu kommunizieren.
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(a) Vereinigung mit 10 Knoten. (b) Vereinigung mit 20 Knoten.
(c) Vereinigung mit 30 Knoten. (d) Vereinigung mit 40 Knoten.
(e) Vereinigung mit 50 Knoten.
Abbildung 4.18: Vereinigung zweier Ad-hoc-Netze zu einem neuen Ad-hoc-
Netz mit Agentenbasierter Adressierung mit α = 0,05-Kondenzintervall.
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Autokonfiguration
Die Adressierung mit Autokonguration sieht keinen Mechanismus für das
Erkennen von Aufteilung bzw. Vereinigung von Ad-hoc-Netzen vor. Um bei
den Untersuchungen eine Vergleichsmöglichkeit zu haben, wurde die Erken-
nung vom Simulationsskript aus gesteuert. Dabei wird wie folgt vorgegangen.
Die Knoten im ursprünglichen Netz behalten ihre Adressen. Die Knoten im
neuen Netz werden readressiert.
Die Simulationsergebnisse stimmen mit den Ergebnissen für das erste Sze-
nario mit entsprechender Anzahl an Knoten und einer Ebene überein, da die
gemessene Zeit ab der Abspaltung bis zur vollständigen Readressierung des
neuen Netzes gemessen wurde.
Agentenbasierte Adressierung
Der Adressierungsagent registriert bei seinen regelmäßigen Aktualisierungen
die ausgeschiedenen Knoten. Diese IP-Adressen werden markiert und kön-
nen später neu vergeben werden. Die Knoten im neuen Netz warten auf die
Verify-Nachricht eines Adressierungsagenten. Danach beginnt die Adressie-
rung. Die Bestimmung des Adressierungsagenten verläuft gemäß dem Ver-
fahren aus Abschnitt 4.4.2.
Auch bei der Agentenbasierten Adressierung stimmen die Ergebnisse mit den
Ergebnissen des ersten Szenarios überein, da die Messung sich nur auf das
abgespaltene Netz bezieht und damit identisch mit der vollständigen Adres-
sierung eines kleinen Netzes ist.
Zusammenfassung der Ergebnisse
Die vorgestellte Leistungsbetrachtung konzentrierte sich auf die benötigte
Zeit, um ein bestimmtes Ad-hoc-Netz zu adressieren. Andere Kenngrößen
wie Overhead wurden nicht betrachtet. Nachfolgend erfolgt eine Zusammen-
fassung der diskutierten Ergebnisse für beide betrachteten Verfahren.
Autokonfiguration
Die Autokonguration arbeitet schnell, zuverlässig und besitzt den Vorteil,
dass keine zentrale Einheit für die Adressierung benötigt wird. Deshalb eig-
net es sich grundsätzlich für den Einsatz in Ad-hoc-Netzen. Das Verfahren
besitzt in der vorgestellten Version in [PKP01] auch einige Schwächen, die
gegen einen sinnvollen Einsatz des Verfahrens sprechen. So ist die Eindeutig-
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keit der Adressen im gesamten Ad-hoc-Netz nicht gewährleistet. Die Über-
prüfung ndet jeweils nur einmal beim Start eines Knotens statt. Weiterhin
kennt das Verfahren keine Mechanismen für das Erkennen der Aufteilung und
Vereinigung von Ad-hoc-Netzen.
Die in diesem Abschnitt gezeigten Ergebnisse basieren auf einigen Annah-
men, die in der Realität nicht zutreffen müssen. Die Wartezeit der Knoten
ist ein sehr wichtiger Faktor bei den Ergebnissen. In den hier durchgeführten
Simulationen wurde die Wartezeit der Knoten entsprechend den Szenarien an-
gepasst. Es wird auch angenommen, dass alle Knoten in einem Ad-hoc-Netz
einen zusammenhängenden Graphen bilden und die verwendete Fluttechnik
tatsächlich alle Knoten des Netzes erreicht, was nicht zutreffen muss.
Agentenbasierte Adressierung
Die Agentenbasierte Adressierung erfüllt die gestellten Anforderungen aus
Abschnitt 4.4. Sie eignet sich für den Einsatz in Ad-hoc-Netzen, da sie die ge-
stellte Aufgabe sowohl schnell als auch zuverlässig erfüllt. Im Gegensatz zu
anderen Verfahren ist die Agentenbasierte Adressierung in der Lage, die Auf-
teilung und Vereinigung von Ad-hoc-Netzen zu erkennen. Die Eindeutigkeit
der vergebenen Adressen wird durch den Adressierungsagenten sichergestellt.
Weiterhin ist das Verfahren in der Lage die Anzahl der Adressierungsagenten
dynamisch anzupassen.
Bei dem diskutierten Verfahren wurde die tatsächliche benötigte Zeit gemes-
sen. Das in Abschnitt 4.4 vorgestellte Verfahren basiert jedoch auf der regel-
mäßigen Aussendung von Verify-Nachrichten. Hierdurch entspricht die benö-
tigte Zeit für die Adressierung immer einem Vielfachen des Sendeintervalls
von Verify-Nachrichten. Hiermit hängt auch ein weiteres Problem zusam-
men, nämlich die Bestimmung des Sendeintervalls von Verify-Nachrichten.
Es ist wünschenswert, dass das Sendeintervall dynamisch an die Mobilität
des Ad-hoc-Netzes angepasst wird. ˜hnlich zum Slow-Start-Mechanismus
von TCP könnte der Adressierungsagent nach dem Starten in kurzen Interval-
len Verify-Nachrichten aussenden und später das Intervall vergrößern. Nach
einer Aufteilung des Netzes und der Vereinigung von mehreren Netzen könnte
das Intervall wieder verkleinert werden.
4.7 Fazit
In diesem Kapitel wurde die automatische Adresskonguration in mobilen
multi-hop Ad-hoc-Netzen diskutiert und die Agentenbasierte Adressierung
vorgestellt und bewertet. Die Untersuchung beruht auf einer Auswahl von
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Szenarien, die für zukünftige Ad-hoc-Netze typische Situationen darstellen.
Die Agentenbasierte Adressierung erfüllt die geforderten Anforderungen von
mobilen Ad-hoc-Netzen und arbeitet zuverlässig. Das Verfahren ist einfach,
robust, adaptiv und in der Lage, die Aufteilung und Vereinigung von Ad-
hoc-Netzen zu erkennen. Ein Manko des Verfahrens ist die hohe Last, die
für die Adressierung benötigt und durch das Fluten von Daten im Netzwerk
verursacht wird.
Die Adressierung ist eine wichtige Grundlage der Kommunikation in Netzen.
Daher erfordert diese Fragestellung in mobilen Ad-hoc-Netzen weitere For-
schungsarbeiten. Offene Fragen in diesem Bereich sind die Skalierbarkeit,
der Schutz gegen Angriffe, die Reduzierung der erzeugten Last und die An-
bindung von Ad-hoc-Netzen an vorhandene lokale Netze oder das Internet.
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KAPITEL 5
Routing in Ad-hoc-Netzen
Eine der wichtigsten Funktionen eines Netzes ist das Routing, das für die ef-
ziente Wegewahl zuständig ist und dadurch die Übertragung von jeglichen In-
formationen in einem Netz beeinusst. Deshalb hängt die Leistungsfähigkeit
eines Netzes sehr stark mit dem Routing zusammen. Dies betrifft sowohl
die Verfügbarkeit des Netzes im Allgemeinen, die Anzahl der bedienbaren
Teilnehmer und die Anzahl der parallel im Netz übertragbaren Verbindun-
gen. Diesen hohen Stellenwert hat das Routing auch in mobilen multi-hop
Ad-hoc-Netzen. Jedoch sind Ad-hoc-Netze durch ihre inhärent schwierige
Umgebung vielen zusätzlichen Problemen ausgesetzt, die sich auch auf das
Routing auswirken.
Das Routing ist eines der Hauptprobleme in mobilen multi-hop Ad-hoc-Net-
zen, an dem seit Jahrzehnten gearbeitet wird. Durch die ständige Topologie-
änderung, welche durch die Knotenmobilität bedingt ist, müssen die Routing-
algorithmen anderen Anforderungen genügen, als ihre Verwandten in Fest-
netzen. In den letzten Jahren wurden viele Routingalgorithmen vorgestellt.
In [Per01] und [Toh02] ndet man eine Übersicht. Jedoch ist keiner der Rou-
tingalgorithmen für alle Anwendungen geeignet. Oft sind die Routingalgo-
rithmen im Bereich der mobilen Ad-hoc-Netze für spezielle Anwendungen
konzipiert. Durch die Anwendungen sind besondere Rahmenbedingungen
gegeben, wodurch Restriktionen entstehen, oder eine bestimmte Ausstattung
der Knoten vorausgesetzt wird. Hier ist insbesondere die Benutzung von GPS
für die örtliche Bestimmung der Knoten zu nennen. Im Allgemeinen kann
jedoch nicht von solch einer Ausstattung ausgegangen werden.
In diesem Kapitel wird ein neuer Routingalgorithmus für mobile multi-hop
Ad-hoc-Netze vorgestellt, der auf Schwarmintelligenz und im Speziellen auf
Ameisenalgorithmen basiert. Die Besonderheit von Ameisenalgorithmen ist,
dass sie durch die Kooperation von vielen einzelnen Individuen komplexe
Probleme efzient lösen können. Die Ameisenalgorithmen ahmen das Ver-
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halten von einfachen Ameisen zur Lösungsndung nach. Die eigentlichen
Aktoren dabei sind die einzelnen Ameisen, die ihren Teil zur Lösung beitra-
gen. Vor allem stellt die Art der Kommunikation der Ameisen untereinander
einen sehr interessanten Ansatz dar, wodurch der Aufwand des Routings ver-
ringert werden kann.
Der Rest des Kapitels ist wie folgt aufgebaut. Abschnitt 5.1 stellt die Anfor-
derungen, eine Klassikation und die bekanntesten Routingalgorithmen für
mobile multi-hop Ad-hoc-Netze vor. In Abschnitt 5.2 wird eine Einführung in
das Gebiet der Schwarmintelligenz gegeben und in Abschnitt 5.3 die Grund-
lagen von Ameisenalgorithmen vorgestellt. Anschließend stellt Abschnitt 5.4
dann den Ameisenroutingalgorithmus im Detail vor. In Abschnitt 5.5 wer-
den Ergebnisse aus Simulationen präsentiert und mit existierenden Routin-
galgorithmen verglichen. In Abschnitt 5.6 werden verwandte Arbeiten zum
Ameisenroutingalgorithmus besprochen und die Unterschiede diskutiert. Das
Kapitel schließt mit einer Zusammenfassung in Abschnitt 5.7 ab.
5.1 Routingalgorithmen für Ad-hoc-Netze
Die Entwicklung von Ad-hoc-Netzen begann parallel zur Entwicklung des In-
ternets (siehe Abschnitt 2.1.2). In den ersten Ad-hoc-Netzen wurden zuerst
Varianten der Distance-Vector Algorithmen und später dann der Link-State
Algorithmen eingesetzt. Die Entwicklung von unterschiedlichen Ansätzen,
um das Routing efzienter zu gestalten, begann Ende der 80’er und Anfang
der 90’er Jahre des vergangenen Jahrhunderts. Innerhalb der IETF hat sich
zu dieser Zeit eine Arbeitsgruppe, die MANET WG, gebildet, die sich mit
der Entwicklung von Routingalgorithmen für mobile multi-hop Ad-hoc-Netze
beschäftigt. Das Ziel der Arbeitsgruppe ist es, einen offenen Routingalgorith-
mus zu standardisieren [Iet].
5.1.1 Anforderungen an Routingalgorithmen
Die MANET Arbeitsgruppe der IETF stellt einige Anforderungen [MC98] an
Routingalgorithmen für mobile Ad-hoc-Netze. Die wichtigsten Anforderun-
gen sind:
• Verteilte Verfahren
Mobile multi-hop Ad-hoc-Netze sind ihrem Wesen nach Systeme über
die keine garantierten Aussagen über Aufbau und Verhalten gemacht
werden können. Knoten können sich zu beliebigen Zeiten am Netz an-
melden, abmelden oder auch ganz vom Netz ausscheiden. Weiterhin
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kann durch die Knotenmobilität eine Aufteilung des Netzes erfolgen,
die temporär oder auch langfristig sein kann. Die Erreichbarkeit von
Knoten ist in keiner Weise gewährleistet. Deshalb sind Verfahren, wel-
che eine zentrale Steuerung erfordern, für mobile multi-hop Ad-hoc-
Netze ungeeignet, da bei nicht Erreichbarkeit der zentralen Steuerung
die gesamte Kommunikation zusammenbricht.
• On-Demand Routing
Es ist nicht zu erwarten, dass die Kommunikation in einem mobilen
multi-hop Ad-hoc-Netz gleichmäßig auf alle Knoten verteilt ist. Aus
diesem Grund sollen die Verfahren nach Bedarf arbeiten, um sowohl
die Last zu minimieren, als auch andere Ressourcen wie Energie und
Speicher zu schonen.
• Unidirektionale Verbindungen
Es ist wünschenswert, dass Routingalgorithmen in der Lage sind mit
asymmetrischen Verbindungen umzugehen. In solchen Netzen erfolgt
der Transport von Paketen in Hin- und Rückrichtung auf unterschied-
lichen Pfaden. Dies kann bei der Funkkommunikation eine wichtige
Rolle spielen, da Knoten in einem Netz mit unterschiedlichen Sende-
und Empfangseinheiten arbeiten können, die z.B. unterschiedliche Reich-
weiten besitzen.
• Energiesparsam
Die Knoten in einem mobilen Ad-hoc-Netz greifen als Energieliefe-
ranten auf Batterien zurück. Da die Energiequelle von Knoten eines der
kostbarsten Ressourcen in einem Ad-hoc-Netz darstellt, ist der Umgang
mit dieser Ressource besonders wichtig. Deshalb ist es wünschenswert,
dass Routingalgorithmen Ruhephasen für die Knoten berücksichtigen.
Ein Knoten, der sich in einer Ruhephase bendet, sollte immer noch im
Netz erreichbar sein, jedoch nicht mehr aktiv an der Routingfunktion
des Netzes teilnehmen.
• Sicherheit
Die Sicherheit spielt eine besonders wichtige Rolle in mobilen Ad-hoc-
Netzen. Die Funkkommunikation kann erheblich einfacher abgehört
werden als die Kommunikation in Festnetzen. Angreifer können durch
Injizierung von falschen Routinginformationen die Wahl der Kommu-
nikationswege beeinussen. Dadurch können jedoch auch Knoten von
der Kommunikation ausgeschlossen werden.
Es gibt keinen Routingalgorithmus für mobile multi-hop Ad-hoc-Netze, der
alle Anforderungen erfüllt. Die meisten Routingalgorithmen konzentrieren
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sich auf die efziente Erfüllung der eigentlichen Routingfunktion. Jedoch
wurden für die verschiedensten Routingansätze Erweiterungen vorgeschla-
gen, um weitere Anforderungen zu erfüllen. Diese betreffen hauptsächlich
entweder die Energieschonung oder die Sicherheit.
5.1.2 Klassifikation von Routingalgorithmen
Routingalgorithmen können auf unterschiedliche Arten klassiziert werden.
Eine traditionelle Klassikation besteht in der Unterscheidung, wie Routing-
informationen im Netz gesammelt und verteilt werden. Dies erlaubt die Un-
terscheidung in proaktive, reaktive und hybride Routingalgorithmen [RT99,
DCY00, Toh02]. Abbildung 5.1 stellt die Klassikation der Routingalgorith-
men grasch dar. Zu jeder Klasse sind die bekanntesten Vertreter aufgeführt.
Routingalgorithmen
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Verfahren
Hybride
Verfahren
Proaktive
Verfahren
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DDR
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AODV
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LAR
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DSDV
FSR
OLSR
CSGR
WRP
Abbildung 5.1: Klassikation von Routingalgorithmen.
Proakive Routingalgorithmen werden auch tabellenbasierte Routingalgorith-
men genannt. Die Routingalgorithmen dieser Klasse versuchen, für jede Kom-
munikationskombination im Netz einen vorberechneten Pfad bereitzuhalten.
Deswegen müssen die Algorithmen dieser Klasse kontinuierlich Routingin-
formationen sammeln und im Netz an alle Knoten verteilen, sodass die Kno-
ten aktuelle Routinginformationen haben. Aus diesem Grund besitzt diese
Klasse von Routingalgorithmen einen hohen Overhead, da das Sammeln und
Verteilen von Routinginformationen aufwendig ist. Auf der anderen Seite
können Verbindungen sehr schnell aufgebaut werden, weil die Routinginfor-
mationen schon vorhanden sind.
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Im Gegensatz zu dieser Vorgehensweise ermitteln reaktive Routingalgorith-
men, erst wenn er benötigt wird, einen Pfad zwischen dem Quell- und dem
Zielknoten. Diese Klasse wird deshalb auch On-Demand Routing genannt.
Der Vorteil ist, dass keine unnötigen Informationen im Netz anfallen und des-
halb der Overhead im Vergleich zu den proaktiven Routingalgorithmen gerin-
ger ist. Der Nachteil dieser Klasse ist, dass der Aufbau einer bisher unbekann-
ten Verbindung verzögert wird, da vorher ein Pfad zwischen dem Quell- und
Zielknoten ermittelt werden muss. Dies kann unter Umständen eine längere
Zeit in Anspruch nehmen.
Die hybriden Routingalgorithmen bestehen aus der Kombination von Routing-
algorithmen aus den ersten beiden Klassen. Diese Klasse von Routingalgo-
rithmen versucht die Vorteile von proaktiven und reaktiven Routingalgorith-
men zu vereinen, ohne die Nachteile in Kauf nehmen zu müssen. Das Er-
gebnis ist meist ein komplexes Routingprotokoll, dass den Einsatz von unter-
schiedlichen Routingalgorithmen vorsieht.
Es hat sich gezeigt, dass in mobilen Ad-hoc-Netzen reaktive Routingalgorith-
men eine bessere Leistung zeigen als proaktive Routingalgorithmen [DCY00,
Per01, RT99, Toh02]. Der Grund liegt am hohen Overhead von proaktiven
Routingalgorithmen, der durch das periodische Sammeln und Verteilen von
Routinginformationen verursacht wird. Untersuchungen haben auch gezeigt,
dass die in den Routingtabellen gespeicherten Informationen teilweise veral-
tet sind und sich dadurch nachteilig auf die Leistung auswirken.
5.1.3 Destination-Sequenced Distance-Vector Routing
Bei den Distance-Vector-Verfahren besitzt ein Knoten in seiner Routingta-
belle einen Eintrag für jeden Zielknoten. Ein Routingtabelleneintrag gibt die
Anzahl der Sprünge an, mit denen der Zielknoten über einen bestimmten di-
rekten Nachbarn erreicht werden kann. Ein Knoten kennt also keinen voll-
ständigen Pfad zwischen einem bestimmten Quell- und Zielknoten. Vielmehr
besitzt jeder Knoten die Kenntnis, wie er ein Paket zu einem Zielknoten wei-
terleiten muss, damit dieser über den kürzesten Pfad transportiert wird. Um
die Routingtabellen aktuell zu halten, müssen die Routinginformationen peri-
odisch zwischen Nachbarknoten aktualisiert werden. Dies erzeugt eine nicht
unerhebliche Last in großen Netzen. Es wird auch entsprechend viel Spei-
cherplatz benötigt, da Routinginformationen für alle vorhandenen Knoten im
Netz gespeichert werden müssen.
Das Destination-Sequenced Distance-Vector Routing (DSDV) [PB94, Per01]
benutzt das klassische Distance-Vector-Routing, um kürzeste Pfade in mo-
bilen Ad-hoc-Netzen zu berechnen. Bei DSDV werden die Routingtabellen
aktualisiert, sobald wichtige Ereignisse im Netz eintreten, wie z.B. die ˜nde-
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rung der Nachbarschaft eines Knotens durch Knotenbewegung. Da hierdurch
sehr viel Last im Netzwerk erzeugt wird, was in mobilen Ad-hoc-Netzen un-
erwünscht ist, wurde diese Vorgehensweise erweitert. Das DSDV kennt zwei
unterschiedliche Arten des Aktualisierens von Routingtabellen. Beim full-
dump werden vollständige Routingtabellen und beim incremental-dump nur
die Unterschiede zum letzten full-dump unter den Knoten ausgetauscht. Bei
DSDV besitzt jeder Routingtabelleneintrag eine Sequenznummer, die so ge-
nannte Destination-Sequence die vom Zielknoten generiert wird. Hierdurch
sind die Knoten in der Lage, alte Informationen von neuen zu unterscheiden
und darauf basierend Schleifen zu verhindern.
5.1.4 Ad hoc On-Demand Distance Vector Routing
Das Ad hoc On-Demand Distance Vector Routing (AODV) [PRD02] ist ein re-
aktives Verfahren, das auf dem klassischen Distance-Vector-Routing basiert.
AODV wurde entworfen, um Schwächen des Vorgängers  dem Destination-
Sequenced Distance Vector  zu verbessern. Das Ziel war die Anzahl der
benötigten Pakete, die im gesamten Netz geutet werden, zu minimieren.
Bei DSDV lösen Knotenbewegungen die Aktualisierung von Routinginfor-
mationen im gesamten Netz aus. Dies führt jedoch zu einer sehr hohen Last
im Netz. Im Gegensatz zu DSDV haben Knotenbewegungen nur eine lokale
Auswirkung bei AODV. Dies wird dadurch erreicht, dass eine Aktualisierung
von Informationen nur dann initiiert wird, wenn eine laufende Datenübertra-
gung von dem Ereignis betroffen ist. Weiterhin werden nicht mehr für alle
Knoten Informationen in den Routingtabellen bereitgehalten, sondern nur die
benötigten. Die Einträge der Routingtabellen besitzen eine bestimmte Le-
bensdauer, die bei jeder Verwendung aktualisiert werden. Die Einträge, die
innerhalb der Lebensdauer nicht benutzt wurden, werden dagegen nach Ab-
lauf der Lebensdauer gelöscht. Das AODV besteht aus zwei Phasen, die ab-
wechselnd verwendet werden:
(1) Pfadsuche: dient dem Aufnden eines Pfades zwischen dem Quell- und
Zielknoten.
(2) Pfadpege: dient der Pege des aktuell benutzten Pfades zwischen einem
Quell- und Zielknoten.
Ein Quellknoten, der Pakete zu einem Zielknoten schicken möchte, sucht in
seiner Routingtabelle nach einem Pfad. Ist die Suche erfolgreich, kann die
Übertragung der Pakete beginnen. Bei erfolgloser Suche geht der Quellknoten
in die erste Phase  die Pfadsuche  über.
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Pfadsuche
In dieser Phase schickt der Quellknoten ein Route-Request-Paket aus, das
im gesamten Netz geutet wird. Das Route-Request-Paket besteht aus den
Adressen des Quellknotens und des Zielknotens, sowie einem Zähler für die
zurückgelegte Distanz und jeweils einer Sequenznummer des Quellknotens
und des Zielknotens. Weiterhin enthält das Route-Request-Paket eine so ge-
nannte Broadcast-ID, die der Quellknoten mit jeder Route-Request erhöht.
Die Adresse des Quellknotens und die Broadcast-ID stellen zusammen die
eindeutige Identizierung des Route-Request-Pakets sicher. Die Sequenz-
nummern dienen der Vermeidung von Schleifen. Die Sequenznummer des
Zielknotens übernimmt der Quellknoten aus seiner Routingtabelle.
Ein Knoten, der ein Route-Request-Paket erhält, kann aufgrund der Quellkno-
tenadresse und der Broadcast-ID überprüfen, ob er das Paket schon einmal
erhalten hat. Somit können Duplikate erkannt und verworfen werden. An-
sonsten erstellt der Knoten aus der Quellknotenadresse, der Sequenznummer
des Quellknotens, der Adresse des Nachbarknotens von dem der Knoten das
Paket erhalten hat und aus dem Distanzzähler einen so genannten Reverse-
Route-Eintrag. Dieser Eintrag dient dem Knoten, um etwaige Route-Reply-
Pakete an den Quellknoten weiterzuleiten. Die Reverse-Route-Einträge be-
sitzen auch eine Lebenszeit. Wenn sie innerhalb dieser Zeitspanne nicht ver-
wendet wurden, werden sie gelöscht.
Die Route-Request-Pakete werden mit so genannten Route-Reply-Paketen be-
antwortet, die prinzipiell von jedem Knoten im Netz stammen können. Um
die Verwendung von veralteten Informationen zu verhindern, ist die Beant-
wortung jedoch an zwei Bedingungen verknüpft. Die erste Bedingung ist,
dass ein beantwortungswilliger Knoten einen gültigen Eintrag in seiner Rou-
tingtabelle zum Zielknoten haben muss. Die zweite Bedingung ist, dass die
Sequenznummer des Eintrags mindestens genau so groß ist wie die im Route-
Request-Paket. Der Zielknoten kann selbstverständlich auf ein Route-Request-
Paket immer antworten. Jeder Knoten der ein Route-Reply-Paket empfängt,
richtet einen so genannten Forward-Path-Eintrag in seiner Routingtabelle ein.
Dadurch ist er dann in der Lage später Datenpakete, die an den Zielknoten ge-
richtet sind, weiterzuleiten.
Sobald der Quellknoten ein Route-Reply-Paket erhält, kann die Datenübertra-
gung beginnen. Wenn der Quellknoten mehrere Route-Reply-Pakete erhält,
aktualisiert er seine Routingtabelle mit den Informationen aus den Route-
Reply-Paketen, die einen besseren Pfad enthalten. Ein Pfad zwischen einem
Quellknoten und einem Zielknoten wird solange verwendet, wie er gebraucht
wird.
In Abbildung 5.2 ist die Pfadsuche von AODV an einem Beispiel dargestellt.
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Im Beispiel antwortet nur der Zielknoten auf das Route-Request-Paket vom
Quellknoten.
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Abbildung 5.2: Die Pfadsuche bei AODV. a) Der Quellknoten vS broadcastet
ein Route-Request-Paket (RREQ) in das Netz. Jeder Knoten der das RREQ
zum ersten mal empfängt legt einen Reverse-Route-Entry (RRE) Eintrag in
seiner Routingtabelle an. b) Der Zielknoten antwortet mit einem Route-
Reply-Paket (RREP), das mit Hilfe der RRE-Einträge an den Quellknoten
transportiert wird. Dabei legt jeder Knoten, der das RREP-Paket erhält, einen
Forward-Path-Entry (FPE) in seiner Routingtabelle an, sodass er in der Lage
ist, zukünftige Datenpakete an den Zielknoten weiterzuleiten.
Pfadpflege
Die Phase der Pfadpege dient dazu, Fehler auf einem vorhandenen Pfad zu
bereinigen. Fehler können z.B. durch Knotenmobilität verursacht werden,
wodurch eine Verbindung zwischen zwei Knoten abbricht. AODV unterschei-
det folgende Fälle:
• Der Quellknoten bewegt sich. In diesem Fall initiiert der Quellknoten
eine neue Pfadsuche.
• Der Zielknoten oder ein anderer Knoten bewegt sich. Der Knoten, der
den Fehler entdeckt, unterrichtet den Quellknoten über den Fehler mit-
tels eines Route-Error-Pakets. Nach Erhalt dieser Information kann
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der Quellknoten, sollte der Pfad noch benötigt werden, wiederum eine
Pfadsuche starten.
5.1.5 Dynamic Source Routing
Das Dynamic Source Routing (DSR) ist ein reaktives Verfahren und basiert
auf dem Source-Routing mit einigen Anpassungen für mobile Ad-hoc-Netze.
Die Idee hinter dem Source-Routing ist, dass der Sender für jedes Paket an-
gibt, welchen Weg es durch das Netz nehmen soll. Hierzu wird in den Pa-
ketkopf der gesamte Weg vom Quellknoten bis zum Zielknoten eingetragen,
z.B. vS, v1, v2, . . . , vD. Das bedeutet, der Quellknoten vS sendet das Paket an
den Knoten v1, der es an v2 weiterleitet. Dies wird solange fortgesetzt bis das
Paket beim Zielknoten vD ankommt. Der Vorteil dieser Vorgehensweise ist,
dass die Knoten im Netz sich nicht um Routinginformationen kümmern müs-
sen. Ein Knoten, der ein Paket weiterleitet, schaut im Kopf des Paketes nach,
an welchen Nachbarn er das Paket als nächstes senden muss. Die Hauptfrage
hier ist, wie der Quellknoten einen Pfad zum Zielknoten ermittelt.
Das Dynamic Source Routing besteht aus zwei Phasen:
(1) Pfadsuche: dient dem Aufnden eines Pfades zwischen einem Quell-
und einem Zielknoten.
(2) Pfadpege: dient der Wartung existierender Pfade. Diese Phase kommt
immer dann zum Einsatz, wenn auf einem aktuell benutzten Pfad ein Feh-
ler auftritt.
Wenn ein Quellknoten ein Paket an einen Zielknoten versenden möchte, sucht
er in seiner Routingtabelle nach einem Pfad zu diesem. Wird er fündig, ko-
piert er den vollständigen Pfad in den Paketkopf und sendet es an den nächsten
Knoten im Pfad. Sollte der Quellknoten keinen Pfad in seiner Routingtabelle
haben, tritt er in die Phase der Pfadsuche ein.
Pfadsuche
Der Quellknoten sendet in dieser Phase ein Route-Request-Paket in das Netz
aus. Das Route-Request-Paket wird im Netz geutet, sodass alle Knoten es
empfangen. Abbildung 5.3 stellt die Pfadsuche von DSR grasch dar.
Um das Netz nicht unnötig zu belasten, besteht das Route-Request-Paket nur
aus einer Sequenznummer, der Adresse des Zielknotens und einer Pfadliste.
Die Pfadliste besteht aus den Adressen der besuchten Knoten. Am Anfang
enthält sie lediglich die Adresse des Quellknotens. Jeder Knoten, der das
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Abbildung 5.3: Die Pfadsuche von DSR. Abbildung a) zeigt den ersten
Schritt. Der Quellknoten vS schickt ein Route-Request-Paket, das sich auf
dem Weg zum Zielknoten die besuchten Knoten merkt. Abbildung b) zeigt
wie der Zielknoten vD dem Quellknoten mit einem Route-Reply-Paket ant-
wortet. Wie im Beispiel zu sehen ist, kann es passieren, dass der Zielknoten
das Route-Request-Paket auf mehreren Wegen mit unterschiedlichen Pfadlän-
gen erhält. Im Beispiel wählt der Zielknoten den kürzesten Pfad aus, um dem
Quellknoten zu antworten.
Route-Request-Paket empfängt und weiterleitet, fügt seine eigene Adresse
an die Pfadliste an. Auf diese Weise erreicht das Route-Request-Paket den
Zielknoten.
Der Zielknoten extrahiert aus dem empfangenen Route-Request-Paket die
Pfadliste, und fügt seine eigene Adresse an sie an. Daraufhin erzeugt der
Zielknoten ein so genanntes Route-Reply-Paket und schickt es an den Quell-
knoten. Das Route-Reply-Paket wird auf dem umgekehrten Pfad, welcher aus
der Pfadliste entnommen wurde, übertragen.
Nachdem der Quellknoten das Route-Reply-Paket vom Zielknoten erhalten
hat, kann die eigentliche Kommunikation beginnen. Der Quellknoten ver-
sieht die Datenpakete mit dem erhaltenen Pfad. Somit können diese vom
Quellknoten zum Zielknoten und umgekehrt übertragen werden.
Solange keine Probleme bei der Übertragung von Datenpaketen auftreten,
verweilt der Algorithmus in diesem Zustand. Sollte bei der Weiterleitung
zwischen zwei Knoten ein Fehler auftreten, z.B. wegen der Knotenmobilität,
tritt DSR in seine zweite Phase ein.
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Pfadpflege
Die Pfadpege dient der Beseitigung von Pfadfehlern auf dem aktuellen Pfad
zwischen Quellknoten und Zielknoten. Erkennt ein Knoten einen Verbin-
dungsabbruch zu seinem Nachbarn, so benachrichtigt er den Quellknoten über
den Fehler mit einem Route-Error-Paket. Nach dem Empfang des Route-
Error-Pakets hält der Quellknoten die Datenübertragung an und initiiert eine
neue Pfadsuche, um einen intakten Pfad zum Zielknoten zu nden. Dies ge-
schieht wie im vorherigen Abschnitt beschrieben.
Die Pfadpege wird durch weitere Maßnahmen verbessert. Wenn der Quell-
knoten mehrere Pfade zum Zielknoten kennt, kann er ohne Verzögerung die
Datenübertragung über eine der ihm bekannten Pfade weiterführen. Eine wei-
tere Maßnahme ist die so genannte Alterung von Pfaden. Dabei merkt sich
ein Knoten den Zeitpunkt der letzten Benutzung eines Pfads. In regelmä-
ßigen Intervallen werden alle Pfade auf den Zeitpunkt ihres Einsatzes über-
prüft und die Pfade, die längere Zeit nicht benutzt wurden, werden gelöscht.
Dadurch soll verhindert werden, dass durch veraltete Pfadinformationen die
Datenübertragung zusätzlich verzögert wird, da ein Knoten diese als intakt
annehmen und für die Datenübertragung verwenden könnte.
5.1.6 Andere Routingalgorithmen für MANETs
Eine ausführliche Diskussion der unterschiedlichsten MANET Routingalgo-
rithmen würde den Rahmen dieser Arbeit sprengen. Deshalb sollen in diesem
Abschnitt drei interessante Routingalgorithmen kurz vorgestellt werden, die
sich durch ihr Konzept von anderen unterscheiden.
Fisheye State Routing
Das Fisheye State Routing (FSR) [PGC00] ist ein proaktives Verfahren und
basiert auf dem Link-State-Routing. Beim Link-State-Routing besitzt jeder
Knoten im Netz eine globale Übersicht des Netzes. Hierzu ermittelt jeder
Knoten seine direkten Nachbarn und sammelt Informationen über diese. Da-
nach werden die Informationen im gesamten Netz mit allen anderen Knoten
ausgetauscht. Der Austausch der Informationen kann regelmäßig oder in Ab-
hängigkeit von Ereignissen stattnden. Auf dieser Grundlage kann jeder Kno-
ten für sich die kürzesten Pfade im Netzwerk berechnen. Für die Verteilung
der gesammelten Information wird Flooding verwendet.
Das FSR versucht die hohe Last des Link-State-Routings, die durch das Aus-
tauschen der Routinginformationen verursacht wird, zu reduzieren. Hierzu
werden die Knoten in Zonen aufgeteilt. Jeden Knoten umgeben zentrisch
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von ihm ausgehend mehrere Zonen (siehe Abbildung 5.4). Die Austauschfre-
quenz der Routinginformationen nimmt mit zunehmender Distanz vom Kno-
ten ab, d.h. ein Knoten tauscht mit den Knoten in der zentralen Zone öfter
Routinginformationen aus, als mit Knoten in entfernten Zonen. Hierdurch er-
klärt sich auch der Name, die Sicht  die Aktualität der Routinginformationen
 eines Knotens auf das Netzwerk nimmt mit der Distanz ab, wie bei einem
Fischauge. FSR benutzt das gleiche Verfahren wie DSDV, um das Austau-
schen von Routinginformationen efzienter zu gestalten.
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Abbildung 5.4: Zonenaufteilung beim Fisheye State Routing [PGC00]. Dar-
gestellt ist die Sicht auf das Netz ausgehend von Knoten 11 mit drei Zonen
und Abständen von 1-, 2- und >2-Hops.
Optimized Link State Routing Protocol
Das Optimized Link State Routing Protocol (OLSR) [CJL+01, ACJ+03] ba-
siert auf dem Link-State-Routing mit einigen Optimierungen für mobile Ad-
hoc-Netze. OLSR versucht die Last, die durch die Verteilung der Routingin-
formationen entsteht, zu reduzieren. Hierzu wird das Konzept des Multipoint-
Relays benutzt (siehe Abbildung 5.5). Dabei wird eine Teilmenge der Knoten
im Netzwerk ausgezeichnet, die für das Flooding von Broadcastnachrichten
zuständig ist. Da nun nicht mehr alle Knoten am Flooding beteiligt sind, re-
duziert sich der Aufwand hierfür. Der problematische Teil des Ansatzes liegt
in der efzienten Bestimmung der Multipoint-Relay-Menge.
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Abbildung 5.5: In OLSR eingesetzter Multipoint-Relay [ACJ+03]. Links:
Einfaches Fluten des Netzes vom mittlerem Knoten aus. Rechts: Fluten des
Netzes mit Hilfe der Multipoint-Relays.
Zone Routing Protocol
Das Zone Routing Protocol (ZRP) [HP99] ist ein hybrides Routingprotokoll,
dass auf der Unterteilung eines Ad-hoc-Netzwerkes in mehrere so genannte
Cluster basiert. Die Größe eines Clusters kann derart gewählt werden, dass
innerhalb eines Clusters auch multi-hop Kommunikation vorkommt. Inner-
halb eines Clusters wird ein anderer Routingalgorithmus eingesetzt als für
die Zwischen-Cluster-Kommunikation. Hierdurch wird versucht, die Vorteile
von proaktiven und reaktiven Routingalgorithmen auszunutzen, da man davon
ausgeht, dass der Verkehr innerhalb eines Clusters überwiegt. Der Einsatz von
proaktiven Routingalgorithmen innerhalb eines Clusters und reaktiven Rou-
tingalgorithmen für Zwischen-Cluster-Kommunikation ist sinnvoll. Das ZRP
besteht deshalb aus drei Subprotokollen. Das proaktive Intrazone Routing
Protocol für den Einsatz in einem Cluster, das reaktive Interzone Routing
Protocol für die Kommunikation zwischen unterschiedlichen Clustern und
das Bordercast Resolution Protocol.
5.2 Schwarmintelligenz
Unter dem Begriff Schwarmintelligenz versteht man Algorithmen und Lö-
sungsansätze, die durch das Kollektivverhalten von Insekten und anderen Tie-
ren inspiriert sind [BDT99]. Einfache Individuen wie Termiten, Bienen, Amei-
sen und andere Insekten, die in einer Kolonie leben und an sich mit sehr be-
schränkten Fähigkeiten ausgestattet sind, sind in der Lage hoch komplexe
Aufgaben efzient zu lösen. Die Besonderheit an diesem Phänomen ist, dass
die Tiere für die Kooperation keine zentrale Steuerung besitzen. Zur Lösung
eines Problems organisieren sich die Tiere ohne die Hilfe einer Kontrollin-
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stanz. Diese Selbstorganisation ist faszinierend, da sie von der Natur kopiert
und für die Lösung von mathematisch technischen Problemen verwendet wer-
den kann.
5.2.1 Insektenschwärme in der Natur
Die Zusammenarbeit und die Problemlösungsfähigkeit von Insektenschwär-
men wird an einigen Beispielen diskutiert [LL68, Grö85]. Diese Beispiele
zeigen, welche unterschiedlichen Aufgaben Insektenschwärme lösen müssen,
und wie die Kooperation unter den einzelnen Mitgliedern eines Schwarms im
Einzelnen aussieht.
Die Nestpege und der Nestbau stellen für jeden Insektenschwarm große
Aufgaben dar, die immer wieder angegangen werden müssen. Die Aufga-
ben werden sehr unterschiedlich gelöst. Interessant ist, dass der Nestbau und
die Nestpege durch parallele Ausführung von einzelnen Aufgaben beschleu-
nigt wird. Die Aufteilung der Arbeit hängt davon ab, ob der Insektenstaat
aus einem oder mehreren Insektentypen besteht. Bei Insektenstaaten, die aus
unterschiedlichen Typen von Tieren bestehen, ist die Aufgabenteilung durch
physische Gegebenheiten wie Größe vorgegeben. Ansonsten gibt es entweder
spezialisierte Tiere oder jede anfallende Aufgabe kann von jedem Tier durch-
geführt werden. Eine interessante Beobachtung ist, dass die Aufteilung der
Arbeit nicht statisch ist, sondern dynamisch von der aktuellen Situation ab-
hängt. Fallen die Arbeiter einer Aufgabe aus, so übernehmen andere Arbeiter
auch deren Arbeit, d.h. das Ausfallen von einzelnen Arbeitern oder einer gan-
zen Gruppe wird durch andere Tiere kompensiert. Dies gilt sogar dann, wenn
der Insektenstaat aus mehreren Insektentypen besteht. Wenn eine Klasse von
Tieren ausfällt, übernimmt eine andere Klasse auch deren Arbeit.
Neben der Nestpege ist die Futtersuche eine der wichtigsten Aufgaben ei-
ner Insektenkolonie. Einige Ameisenarten jagen mit bis zu 200.000 Tieren
gleichzeitig. Dabei wird eine Fläche von mehreren hundert Metern durchfor-
stet. Die Aufteilung und organisierte Jagd stellt eine große Aufgabe dar. Bei
der Futtersuche kann der Weg durch Gegenstände oder eine größere Spalte,
z.B. eine Wasserrinne, blockiert sein. In diesem Fall muss das Hindernis weg-
geräumt, umgangen oder überbrückt werden. Eine bestimmte Ameisenart ist
in der Lage eine Brücke zu bauen, die aus einzelnen Ameisen besteht, um
solche Hindernisse zu überqueren. Die Organisation eines solchen Baus muss
organisiert und später wieder aufgelöst werden. Sollten mehrere Futterquellen
gleichzeitig gefunden werden, stellt sich die Frage der efzienten Ausbeutung
der Futterquellen. Bei Bienen und einigen Ameisenarten wurde beobachtet,
dass die Ausbeutung von Futterquellen sehr rafniert ist und in Abhängigkeit
der Distanz zum Nest und der Futterqualität durchgeführt wird.
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Eine andere alltägliche Arbeit ist die Fütterung der Brut, also des Nachwuch-
ses. Diese Aufgabe umfasst den Transport von Futter in die Tiefen des Nestes,
die Fütterung des Nachwuchses und die Reinigung des Nestes. Insekten sind
nicht nur Jäger, sondern auch Gejagte. Deshalb besitzen Insektenschwärme
ein hoch ausgereiftes Verteidigungssystem, wobei natürlich ein Insekt alleine
wenig gegen einen Angreifer anrichten kann. Die Information über einen An-
griff wird umgehend in der Kolonie verbreitet, wodurch eine Vielzahl von
Verteidigern aktiv werden.
Diese Beispiele zeigen wie Insektenschwärme selbständig in der Lage sind,
komplexe Aufgaben durch Kooperation zu lösen und ohne das Vorhandensein
einer zentralen Steuerung und Verwaltung zu organisieren.
5.2.2 Selbstorganisation
Die Selbstorganisation ist eine globale Erscheinung, die durch die Interaktion
von Individuen auf unterer Ebene hervorgerufen wird [CDR98]. Die Inter-
aktion der Komponenten basiert dabei nur auf lokalen Informationen, ohne
die Einbeziehung von globalen Zielen. Beispielsweise bedeutet dies im Falle
der Futtersuche einer Ameisenkolonie, dass eine einzelne Ameise kein Wis-
sen über die zu lösende Aufgabe besitzt. Die Selbstorganisation ist durch vier
grundlegende Funktionen bestimmt [BDT99]:
• Positive Rückkopplung
Die Selbstorganisation wird essenziell durch positive Rückkopplung
beeinusst. Sie bewirkt die Ergreifung von neuen Aktionen und die
Verstärkung von existierenden Aktionen.
• Negative Rückkopplung
Die negative Rückkopplung ist die Gegenmaßnahme zur positiven Rück-
kopplung, um das gesamte System zu stabilisieren.
• Fluktuation des Verhaltens
Zufällige Ereignisse sichern die Entdeckung und die Einbeziehung un-
bekannter Wege in die Problemlösung. Dadurch wird ein mögliches
starres Verhalten verhindert.
• Interaktion zwischen den Individuen
Die Selbstorganisation erfordert die Interaktion der Individuen; obwohl
es möglich ist, dass ein einzelnes Individuum die Selbstorganisation
durchführt, ist für eine efziente Problemlösung die Zusammenarbeit
106 Kapitel 5. Routing in Ad-hoc-Netzen
der Einzelnen gefragt. Auch wenn unterschiedliche Individuen ver-
schiedene Signaturen besitzen, sollten sie in der Lage sein, die Signatur
der zur Gemeinschaft gehörigen Individuen zu erkennen und zu nutzen.
Selbstorganisierende Systeme zeichnen sich durch bestimmte Eigenschaften
aus:
• Aufbau einer temporären Struktur in einem ursprünglich inhomogenen
Medium. Die Strukturen sind beispielsweise durch Netze gegeben.
• Koexistenz mehrerer stabiler Zustände. Da die Strukturen durch den
Zufall geprägt sind, kann es dazu kommen, dass gleichzeitig mehrere
unterschiedliche Lösungen verstärkt werden und in unterschiedliche
Zustände führen.
• Existenz von Variationen, wenn einige Parameter geändert werden. Die
Veränderung einiger Parameter kann dazu führen, dass nun andere Wege
bevorzugt werden. Bei den Ameisenalgorithmen kann dies zu einer
Veränderung der Pheromonkonzentrationsverteilung führen. Dadurch
werden andere Pfade bevorzugt.
5.2.3 Kommunikation in einem Schwarm
Bisher wurde beschrieben wie ein Schwarm durch die Kooperation von einfa-
chen Individuen wie Ameisen komplexe Aufgaben lösen kann. Jedoch wurde
die Frage, wie die Individuen in einem Schwarm untereinander kommuni-
zieren, offen gelassen. Die Mitglieder eines Schwarms, z.B. einer Amei-
senkolonie, besitzen unterschiedliche Kommunikationsfähigkeiten. Sie kön-
nen durch Sicht-, Tast-, Gehör-, Geschmack- und Riechkontakt kommuni-
zieren [LL68, Grö85]. Im Allgemeinen kann die Kommunikation in einem
Insektenschwarm in zwei Klassen unterschieden werden:
• Direkte Kommunikation
Die erste Klasse stellt die direkte Kommunikation dar. Dabei benden
sich mehrere Tiere in direkter Reichweite. Die Kommunikation erfolgt
durch Berührung, den Austausch von Flüssigkeiten oder einfach durch
Sichtkontakt.
• Indirekte Kommunikation
Die zweite Klasse ist durch die indirekte Kommunikation gegeben. Hier-
bei ndet die Kommunikation durch die Modikation der Umgebung
statt, die auch Stigmergy genannt wird. Man unterscheidet zwei Arten
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von Stigmergy [SHBR96,Whi97b]. Die erste Art wird als sematectonic
Stigmergy bezeichnet, das die physische Veränderung der Umgebung
umfasst. Ein Beispiel hierfür ist der Bau eines Nestes.
Die zweite Art von Stigmergy wird als zeichenbasierte Stigmergy be-
zeichnet. In diesem Fall wird die Umgebung nicht direkt verändert,
sondern ein Zeichen wird abgelegt, welches nach einer Zeit wieder ver-
schwinden kann. Bei den Ameisenkolonien ist die zeichenbasierte Stig-
mergy sehr stark ausgeprägt. Sie verwenden als Zeichen chemische Bo-
tenstoffe  Pheromone. Die Ameisen sind zum einen in der Lage die
Zeichen wahrzunehmen und zum anderen die Stärke der Zeichen zu un-
terscheiden. Dadurch können die Ameisen Entscheidungen fällen und
neue Aktionen starten.
5.3 Ameisenalgorithmen
Ameisenalgorithmen sind ein Teilbereich der Schwarmintelligenz. Sie sind
Multi-Agentensysteme, die auf dem Verhalten von einzelnen Ameisen basie-
ren [DD99, BDT99]. Dabei stellt jede Ameise einen Agenten dar, der un-
abhängig von den anderen agiert. Der Begriff Ameisenalgorithmus (Ant Al-
gorithm) wurde zum ersten mal von Dorigo et al. in [DMC91b, DMC91a]
eingeführt.
Im Folgenden wird die Idee und die formale Beschreibung des Ameisenal-
gorithmus vorgestellt, der zuerst als heuristische Lösung für das Problem des
Handelsreisenden vorgeschlagen wurde [DMC91b, DMC91a]. Später wurde
der Ameisenalgorithmus für die Lösung von anderen Optimierungsproblemen
angepasst, wie das Quadratic Assignment Problem (QAP), Job-Scheduling
und Graphfärbung. Eine Übersicht gibt [BDT99].
5.3.1 Verhalten von Ameisen bei der Futtersuche
Die Idee, die den Ameisenalgorithmen zu Grunde liegt, ist die formale Umset-
zung des Verhaltens von Ameisenkolonien bei der Futtersuche [CDR98]. Su-
chen Ameisen nach Nahrung, starten sie von ihrem Nest und laufen in Rich-
tung der Futterquelle. Erreicht eine Ameise eine Weggabelung, muss sie sich
für eine Abzweigung entscheiden. Ameisen scheiden während ihrer Suche
einen Botenstoff aus, das so genannte Pheromon, das den verwendeten Weg
kennzeichnet. Die Pheromonkonzentration auf einer bestimmten Strecke ist
daher ein Indiz über ihre Nutzungshäugkeit. Die Ameisen nutzen die Phero-
monkonzentration aus diesem Grund als Entscheidungskriterium bei der Weg-
wahl an einer Gabelung, d.h. sie benutzen die zeichenbasierte Stigmergy für
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die Kommunikation. Die Pheromonkonzentration auf einer Strecke ist nicht
konstant. Sie wird erhöht, wenn Ameisen die Strecke benutzen, und sie wird
durch Verüchtigungseffekte mit der Zeit verringert [Grö85]. Diese Eigen-
schaft macht sie für den Einsatz in mobilen Ad-hoc-Netzen sehr attraktiv, da
hierdurch die Dynamik von Ad-hoc-Netzen modelliert werden kann.
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Abbildung 5.6: Versuchsaufbau, mit dem die Funktionsweise von Ameisenal-
gorithmen im Labor entdeckt wurde. a) Am Anfang benden sich keine Phe-
romone auf den Pfaden, deshalb entscheiden sich die ersten Ameisen rein
zufällig. b) Nach einer Weile unterscheiden sich die Pheromonwerte auf den
beiden Pfaden, deshalb benutzen immer mehr Ameisen den kürzeren Pfad.
Dadurch wird die Pheromonkonzentration auf diesem Pfad immer stärker. c)
Schließlich nach einer Einschwingphase, benutzen fast alle Ameisen den kur-
zen Weg zwischen Nest und Futterplatz.
Abbildung 5.6 stellt ein Szenario mit zwei Pfaden vom Ameisennest zum Fut-
terplatz dar. An den Weggabelungen müssen sich die Ameisen entscheiden,
welche Strecke sie als nächstes verwenden. Die ersten Ameisen entschei-
den sich zufällig, da noch keine Pheromonkonzentrationen auf den Strecken
existieren (siehe Abbildung 5.6 a)). Die Ameisen, die den unteren Weg ein-
geschlagen haben, kommen schneller an der Futterquelle an, als die anderen
Ameisen. Auf ihrem Rückweg können sich diese Ameisen schon an den Phe-
romonkonzentrationen orientieren, jedoch ist zu dieser Zeit die Pheromon-
konzentration auf beiden Abzweigungen sehr ähnlich. Mit der Zeit unter-
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scheidet sich die Pheromonkonzentration auf den möglichen Pfaden immer
stärker (siehe Abbildung 5.6 b)). Nach kurzer Zeit, der Einschwingphase, ist
der kürzeste Weg vom Nest zur Futterquelle eindeutig identiziert und fast
alle Ameisen verwenden diesen, um zur Futterquelle zu gelangen (siehe Ab-
bildung 5.6 c)). Obwohl sich die meisten Ameisen an diese Vorgehensweise
halten, gehen einige Ameisen manchmal andere Wege. Aus Abbildung 5.6 c)
ist dies gut zu erkennen. Sowohl von den Ameisen, die vom Nest in Richtung
Futterplatz gehen, als auch von den anderen, entscheiden sich einige Ameisen
ab und zu für den längeren Weg.
Was passiert, wenn auf dem Weg zum Futterplatz eine Sackgasse ohne Futter
existiert, und die Distanz zur Sackgasse erheblich kürzer ist als zum Futter-
platz (siehe Abbildung 5.7)? Man könnte annehmen, dass die Ameisen durch
diese zufällige Bewegung eigentlich den Weg zur Sackgasse stärken müssten.
In der Natur ist es so, dass die Ameisen, die mit Futter zurückkehren viel
mehr Pheromone auf den verwendeten Wegen ablegen, als Ameisen die ohne
Futter zurückkehren. Daher probieren zwar ab und zu auch einige Ameisen
die wertlosen Pfade, jedoch werden diese nicht so positiv verstärkt wie die
eigentlichen wertvollen Pfade, die zu Futter, also Erfolg führen [Grö85].
Nest
Futter
Weg ohne
Futter
Abbildung 5.7: Futtersuchverhalten von Ameisen bei mehreren Wegen mit
und ohne Futter.
Dieses Verhalten der Ameisen kann genutzt werden, um in Netzen den kür-
zesten Pfad zwischen zwei Knoten zu nden. Insbesondere die dynamische
Komponente, die durch die Pheromonkonzentration ausgedrückt wird, bietet
eine hohe Adaption des Verfahrens für dynamische mobile Ad-hoc-Netze an,
da sich in diesen Netzen Verbindungen zwischen Knoten sehr oft ändern.
Selbstorganisation
Die Anforderungen der Selbstorganisation ist bei Ameisenalgorithmen wie
folgt erfüllt:
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• Positive Rückkopplung
Die positive Rückkopplung ist in den Ameisenalgorithmen durch die
Erhöhung der Pheromonkonzentration auf den verwendeten Pfaden ge-
geben.
• Negative Rückkopplung
Bei den Ameisenalgorithmen ist die negative Rückkopplung durch die
Verdunstung der Pheromonkonzentration gegeben. Zum einen wird da-
durch eine zu schnelle Erhöhung der Konzentration erreicht und zum
anderen das Abklingen der Pheromonkonzentration sichergestellt.
• Fluktuation des Verhaltens
In den Ameisenalgorithmen wird durch zufälliges Probieren von Wegen
die Aufndung unbekannter Futterquellen oder kürzerer Pfade ermög-
licht.
• Interaktion zwischen den Individuen
Jede Ameise trifft ihre Entscheidungen selbstständig, sie lässt sich je-
doch dabei von den Pheromonen leiten. Die Ameisen interagieren über
die Pheromone miteinander und beeinussen sich indirekt.
5.3.2 Ant System
Das Ant System (AS) wurde von Dorigo et al. in [DMC91b, DMC91a] ein-
geführt und für die heuristische Lösung des Problems des Handelsreisenden
(Traveling Salesman Problem, TSP) benutzt. Beim TSP muss eine Route
durch n Städte mit minimaler Länge bestimmt werden, wobei jede Stadt nur
einmal besucht werden darf. Das Problem kann als Graph mit n Knoten dar-
gestellt werden. Dabei wird eine Straße zwischen zwei Städten durch eine
Kante zwischen den entsprechenden Knoten repräsentiert.
Das Ant System ndet eine Lösung für TSP dadurch, dass sich m Ameisen
auf dem Graphen bewegen, bis sie eine Route bestimmt haben. Die Autoren
schlagen vor m = n zu setzen. Die Ameisen besitzen einen Speicher, der die
noch nicht besuchten Knoten angibt. Bei ihren Bewegungen auf dem Graphen
hinterlassen die Ameisen Pheromonspuren. Dabei bewegen sich die Ameisen
probabilistisch von einem Knoten zum anderen. Bei der Wahl des nächsten
Knotens lässt sich eine Ameise von den vorhandenen Pheromonen leiten.
Jede Ameise führt tmax Runden durch. In Runde t ≤ tmax entscheidet gemäß
Formel 5.1 Ameise k auf dem Knoten vi Knoten v j als nächstes zu besuchen
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mit der Wahrscheinlichkeit pki, j.
pki, j(t) =
[τi, j(t)]α · [ηi, j(t)]β
∑l∈Jki [τi,l(t)]α · [ηi,l(t)]β
(5.1)
In Formel 5.1 bezeichnet t die aktuelle Runde, τi, j(t) den Pheromonwert der
Kante e(i, j), ηi, j(t) = 1di, j bezeichnet die Sichtbarkeit einer Kante und ist
durch die Distanz di, j der Knoten vi und Knoten v j gegeben. α und β sind
Parameter, die frei gewählt werden und die Gewichtung des Pheromonwertes
und der Sichtbarkeit beeinussen.
Kanten, die von Ameisen benutzt wurden, werden positiv verstärkt. Nach
jeder Runde legt eine Ameise auf den Kanten e(i, j), die sie benutzt hat, zu-
sätzliche Pheromone ab. Weiterhin wirkt die negative Verstärkung auf alle
Kanten, um eine Stagnation des Verfahrens zu verhindern. Daher ändern sich
die Pheromonwerte τki, j der Kanten gemäß der Gleichung 5.2.
τki, j(t) :=
{
(1−ρ) · τi, j(t)+∆τki, j(t) wenn e(i, j) ∈ T k(t)
(1−ρ) · τi, j(t) wenn e(i, j) /∈ T k(t)
(5.2)
In der Gleichung 5.2 bezeichnet ρ, 0 ≤ ρ < 1 den Verüchtigungsfaktor,
∆τki, j(t) die Menge an Pheromon, die Ameise k auf der Kante ablegt, wenn
die Kante e(i, j) auf ihrer Route T k(t) in Runde t war.
5.3.3 Ant Colony System
Die Ergebnisse vom Ant System waren für TSP-Probleme mit kleinem n ver-
gleichbar mit bekannten Algorithmen, jedoch el die Leistung mit wachsen-
der Anzahl von Knoten ab. Dorigo et al. verbesserten das Verfahren und
nannten es in [DG97a, DG97b] Ant Colony System (ACS). Das ACS besitzt
einige Modikationen gegenüber AS, die die Wahl des nächsten Knotens, die
Veränderung der Pheromonwerte und die Benutzung einer Kandidatenliste
betreffen.
• Wahl des nächsten Knoten
Eine Ameise wählt als nächsten Knoten v j nach der Regel in Formel 5.3.
j =
{
maxu∈Jki
{
[τi,u(t)] · [ηi,u]β
}
wenn q≤ q0
s wenn q > q0
(5.3)
In Formel 5.3 bezeichnet q eine gleichverteilte Zufallsvariable über
[0,1], q0, 0≤ q0 ≤ 1 ist ein wählbarer Parameter und Jki gibt die Menge
112 Kapitel 5. Routing in Ad-hoc-Netzen
der Knoten an, die die Ameise k, die sich im Knoten i bendet, noch
nicht besucht hat. Schließlich ist s, s ∈ Jki ein zufällig gewählter, noch
nicht besuchter Knoten. Die Wahl von s erfolgt mit der Wahrschein-
lichkeit pki,s gemäß Formel 5.4.
pki,s =
[τi,s(t)] · [ηi,s]β
∑l∈Jki [τi,l(t)] · [ηi,l]β
(5.4)
Eine Ameise entscheidet sich entweder zufällig für einen der Knoten,
den sie noch nicht besucht hat (q > q0), oder für den Knoten mit dem
maximalen Pheromonwert (q≤ q0).
• Pheromonveränderung
Bei AS waren alle Ameisen an der Veränderung der Pheromone nach
jeder Runde beteiligt. Bei ACS darf nur noch die Ameise, die den be-
sten Weg in einer Runde benutzt hat, die Pheromonwerte verändern,
d.h. zusätzliche Pheromone auf den Kanten ablegen. Dadurch werden
die besten Lösungen schneller verstärkt.
Diese Vorgehensweise könnte das Aufnden von anderen Lösungen
verhindern. Um diesem entgegenzusteuern, wurde auch eine so ge-
nannte lokale Pheromonverstärkung integriert. Dabei verändern die
Ameisen während ihrer Bewegung die Pheromonkonzentration auf den
besuchten Knoten.
• Kandidatenliste
Die Kandidatenliste gibt für jeden Knoten eine Menge von Nachbar-
knoten an, die bei der Wahl des nächsten Knotens bevorzugt zu wählen
sind. Dadurch wird die Entscheidung der Ameisen stark beeinusst.
5.3.4 Max-Min AS
Stützle und Hoos schlagen eine Erweiterung zum Ant System vor, mit der die
Leistung des Algorithmus weiter verbessert werden konnte [SH97b, SH97a].
Diese Erweiterung nannten sie Max-Min AS (MMAS). Die Veränderungen ge-
genüber AS sind wie folgt: i) ähnlich zu ACS darf auch bei MMAS nur
die Ameise mit dem besten Ergebnis der aktuellen Runde Pheromonwerte
verändern, ii) Pheromonwerte sind nach unten und oben durch ein Intervall
[τmin,τmax] beschränkt und iii) alle Kanten werden am Anfang mit τmax initia-
lisiert [BDT99].
MMAS ist in seiner Leistung mit ACS vergleichbar. Interessant ist vor allem
die Beschränkung der Pheromonwerte. Dadurch wird zum einen verhindert,
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dass der Pheromonwert einer Route extrem steigt und das Aufnden anderer
Routen unmöglich wird, und zum anderen, dass weniger optimale Routen
völlig verschwinden.
5.3.5 AS-Rank
Eine weitere Erweiterung zum Ant System wurde von Bullnheimer et al. vor-
geschlagen, die AS-rank genannt wird [BHS97]. Dabei werden die Amei-
sen nach jeder Runde nach ihrem Routen-Ergebnis sortiert und die m besten
Ameisen dürfen die Pheromonwerte entsprechend ihrem Rang verändern.
5.3.6 Adaption an andere Fragestellungen
Ameisenalgorithmen eignen sich für die Lösung von klassischen Optimie-
rungsproblemen. Durch die Kooperation über eine globale Informations-
struktur, die durch die Pheromonwerte gegeben ist, sind die Ameisen in der
Lage gute Ergebnisse zu liefern. Ameisenalgorithmen lassen sich auf eine
Vielzahl von Problemen anwenden, sofern folgende Voraussetzungen erfüllt
sind [BDT99].
• Repräsentation des Problems als eine Struktur, sodass Ameisen auf ihr
Lösungen bilden können, z.B. bietet sich die Darstellung als ein Graph
an.
• Umsetzung des autokatalytischen Prozesses, z.B. durch positive und
negative Verstärkung von Pheromonen.
• Eine Heuristik, die die Bildung von lokalen Lösungen erlaubt.
• Regeln für das Aktualisieren von Pheromonwerten und die Wahl des
nächsten zu besuchenden Knotens, d.h. eine Transitionsregel.
Die Ameisenalgorithmen besitzen jedoch auch einige kritische Punkte, die
bei der Anpassung von Ameisenalgorithmen für andere Probleme beachtet
werden müssen [BDT99]:
• Blockierung
Die Blockierung tritt auf, wenn ein gefundener Weg nicht mehr vor-
handen ist. Dies hat zur Folge, dass die Ameisen eine gewisse Zeit
brauchen, um einen neuen Weg zu nden.
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• Stagnation
Dieses Problem tritt auf, wenn ein neuer kurzer Weg entsteht, der nicht
existierte. Da die Ameisen die vorhandenen Wege schon intensiv durch-
forstet haben, kann es lange dauern, bis der neue kürzere Weg gefunden
wird.
• Konvergenz
Ameisenalgorithmen konvergieren im Allgemeinen nicht zu einem ein-
zelnen Ergebnis, sondern sie bilden mehrere Ergebnisse, die optimal
oder auch suboptimal sein können (siehe Abbildung 5.8). Diese Ei-
genschaft kann sich sowohl als Schwäche aber auch als Stärke erwei-
sen. Für den Einsatz in mobilen multi-hop Ad-hoc-Netzen zeigt sie sich
als Stärke. Wenn durch einen Verbindungsabbruch der beste Weg zu-
sammenbricht, sind Ameisen noch in der Lage, die anderen Wege zu
benutzen. Insbesondere können auf der Basis der anderen Wege neue
optimale Wege gefunden werden.
Abbildung 5.8: Ergebnis von ACS für ein TSP-Problem [BDT99]. (a) Ver-
teilung der Pheromonwerte auf den einzelnen Kanten des Graphen. Je dicker
eine Linie ist, desto höher ist die Pheromonkonzentration auf ihr. (b) Beste
Lösung von ACS für dieses TSP-Problem.
• Speicher
Bei den Ameisenalgorithmen mit den besseren Ergebnissen besitzen
die künstlichen Ameisen einen Speicher, in dem wichtige Informatio-
nen gespeichert werden, die die Entscheidungen der Ameisen sehr stark
beeinussen können. Reale Ameisen besitzen keinen solchen Speicher,
deshalb sind die künstlichen Ameisen nicht mehr mit den natürlichen
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Ameisen vergleichbar. Bei der Anpassung der Heuristik kann sich die-
ser Punkt als besonders schwierig erweisen, insbesondere wenn die
Umgebung dynamisch ist und keine vollständige Information über sie
existiert, wie es in mobilen multi-hop Ad-hoc-Netzen der Fall ist.
Zur Lösung der ersten beiden Probleme haben verschiedene Forscher unter-
schiedliche Ansätze vorgeschlagen. Generell basieren die Lösungen auf der
Integration von Rauschen in das Verhalten der Ameisen [SHBR96]. Dies wird
beispielsweise dadurch erreicht, dass in unregelmäßigen Abständen Ameisen
in bisher nicht erkundete Bereiche geschickt werden. Ein weiterer Ansatz be-
steht in der Re-Initialisierung der Pheromonkonzentrationen durch bestimmte
Ereignisse.
5.4 Der Ameisenroutingalgorithmus
In diesem Abschnitt wird die Umsetzung des Ameisenalgorithmus für mo-
bile multi-hop Ad-hoc-Netze diskutiert und der Ameisenroutingalgorithmus
(ARA) vorgestellt [GSB02, GS02, GKB03].
5.4.1 Adaption des Ameisenalgorithmus
Der Ameisenalgorithmus kann zum Aufnden von kürzesten Wegen in einem
verbundenen Graphen eingesetzt werden. Sei G = (V,E) ein verbundener
Graph mit n = |V | Knoten. Das Ziel ist das Finden des kürzesten Pfades
zwischen einem Quellknoten vs und einem Zielknoten vd auf dem Graphen
G. Die Pfadlänge ist durch die Anzahl der Knoten im Pfad gegeben.
Jeder Kante e(i, j) ∈ E des Graphen zwischen dem Knoten vi und v j sind
Variablen ϕid, j, die als künstliche Pheromone bezeichnet werden, zugeordnet,
welche die Pheromonwerte auf dieser Kante beschreiben. Der Pheromonwert
ϕid, j wird durch Ameisen modiziert, wenn sie auf dem Weg zum Zielknoten
vd den Knoten vi besuchen und danach zum Knoten v j gehen. Der Phero-
monwert ϕid, j ist ein Indikator für die Nutzung der Kante e(i, j) auf dem Weg
zwischen vs und vd .
Eine Ameise auf dem Knoten vi verwendet die vorhandenen Pheromonwerte
ϕid, j, um die Übergangswahrscheinlichkeit für den Knoten v j ∈Ni als nächsten
Hop zu berechnen. Dabei ist Ni die Menge der Nachbarn des Knotens vi. Die
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Übergangswahrscheinlichkeit pid, j berechnet sich gemäß Gleichung 5.5.
pid, j =


ϕid, j
∑k∈Ni ϕ
i
d,k
wenn j ∈ Ni
0 wenn j /∈ Ni
(5.5)
Die Übergangswahrscheinlichkeiten pid, j eines Knotens vi erfüllen die Anfor-
derung
∑
j∈Ni
pid, j = 1.
Beim Übergang von einem Knoten auf den nächsten ändern die Ameisen auch
die Pheromonwerte für die gewählte Kante, wodurch die positive Verstärkung
der Pheromone gegeben ist. Die Verstärkung der Pheromone erfolgt additiv
um den Faktor ∆ϕ, der von einer gegebenen Kostenfunktion ∆ϕ = f (c) ab-
hängt. Im einfachsten Fall ist die Kostenfunktion f (c) = const, d.h. die Phe-
romonkonzentration wird um einen konstanten Wert ∆ϕ erhöht. Eine Ameise,
die vom Knoten vi zum Knoten v j übergeht, modiziert die Pheromonkonzen-
tration für die Kante e(i, j) gemäß der Vorschrift aus Gleichung 5.6.
ϕid, j := ϕid, j +∆ϕ (5.6)
Analog zu natürlichen Pheromonen unterliegen künstliche Pheromone auf
den Kanten des Graphen G auch der Verüchtigung, wodurch sie mit der
Zeit abnehmen und die negative Verstärkung widerspiegeln. Der Verüchti-
gungsprozess wird durch regelmäßiges Verringern der Pheromonwerte nach-
empfunden. Dies geschieht im einfachsten Fall multiplikativ gemäß Glei-
chung 5.7.
ϕid, j := (1−q) ·ϕid, j, q ∈ (0,1] (5.7)
Die Pheromonwerte für die Kanten des Knotens vi ändern sich nach dem Wei-
terleiten eines Datenpakets an den Nachbarknoten v j nach Gleichung 5.8.
ϕid, j :=
{
(1−q) ·ϕid, j +∆ϕ wenn j nächster Hop
(1−q) ·ϕid, j sonst
(5.8)
Die folgenden Abschnitte beschreiben die Umsetzung der hier beschriebe-
nen Heuristik in ein Routingprotokoll für mobile multi-hop Ad-hoc-Netze.
Vorher wird kurz an einigen wichtigen Stichpunkten diskutiert, warum sich
Ameisenalgorithmen für den Einsatz in mobilen Ad-hoc-Netzen eignen.
5.4. Der Ameisenroutingalgorithmus 117
• Dynamische Netztopologie
Gerade die dynamische Netztopologie, die durch die Knotenmobilität
hervorgerufen wird, macht mobile Ad-hoc-Netze schwierig handhab-
bar. Die Ameisenalgorithmen basieren auf dem Verhalten einzelner
Ameisen. In Abschnitt 5.3 wurde gezeigt, dass Ameisenalgorithmen
nicht eine einzelne Lösung nden, sondern mehrere Lösungen bilden.
Dadurch kann die Dynamik des Netzes besser aufgefangen werden.
• Lokale Informationen
Die Ameisenalgorithmen arbeiten nur mit lokalen Informationen, wo-
bei jede Ameise ihre Entscheidungen unabhängig von anderen Ameisen
fällt, sich jedoch von den Pheromonspuren leiten lässt. Dadurch müssen
keine großen Informationsmengen im Netzwerk gesammelt und verteilt
werden.
• Quality of Service
Wie in Abschnitt 5.3 beschrieben, berücksichtigt die Originalheuristik
eine sogenannte Sichtbarkeit zwischen den Knoten, die wie der Phe-
romonwert gewichtet ist. Es ist möglich  in dieser Arbeit aber noch
nicht berücksichtigt  die Linkqualität, Verzögerungszeit oder Energie-
perspektiven in die Entscheidung mit einzubeziehen.
• Multipfadrouting
Die Eigenschaft, dass mehrere Lösungen mit unterschiedlicher Qualität
gefunden werden, ermöglicht die einfache Umsetzung des Multipfad-
routings. Dadurch kann die Last in Richtung des Zielknotens verteilt
werden.
5.4.2 ARA im Detail
Jeder Knoten vi besitzt eine Routingtabelle Ri. Die Einträge der Routingta-
belle sind Wahrscheinlichkeiten pid, j mit der ein Paket mit Zielknoten vd als
nächsten Knoten v j wählt. Da der Ameisenroutingalgorithmus nach Bedarf
arbeitet, variiert die Größe der Routingtabelle mit der Verkehrscharakteristik
und der Anzahl der Verbindungen, die der Knoten weiterleitet. Die Einträge
der Routingtabelle werden sowohl von normalen Datenpaketen als auch von
Agenten modiziert, die den Knoten besuchen. Der Ameisenroutingalgorith-
mus besteht aus drei Phasen:
(1) Pfadndung: dient der Aufndung eines neuen Pfades zwischen einem
Quellknoten und einem Zielknoten.
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(2) Pfadpege: dient der Pege vorhandener Pfade.
(3) Fehlerbehandlung: dient der Behandlung von Routingfehlern.
Im Vergleich zu anderen Routingalgorithmen werden bei ARA drei Phasen
unterschieden. Das liegt daran, dass die Fehlerbehandlung und die Pfadpege
prinzipiell unterschiedlich behandelt werden. Für die Pfadpege verwendet
ARA keine besonderen Routingpakete, stattdessen geschieht die Pfadpege
durch die weitergeleiteten Datenpakete. Die Behandlung von Fehlern ist bei
ARA aufwändiger und deswegen als eigene Phase ausgewiesen.
Wenn ein Quellknoten ein Paket an einen Zielknoten senden möchte, sucht
er zuerst in seiner Routingtabelle nach einem Pfad. Findet er einen Eintrag
in seiner Routingtabelle, so kann er direkt mit dem Übertragen der Pakete
beginnen. Ansonsten geht der Quellknoten in die erste Phase von ARA über.
Phase 1: Pfadfindung
In der Pfadndungsphase werden neue Pfade gefunden, dies geschieht durch
den Einsatz einer Vorwärtsameise und einer Rückwärtsameise. Eine Vor-
wärtsameise wird als Forward-Ant (FANT) und eine Rückwärtsameise als
Backward-Ant (BANT) bezeichnet. Ein FANT ist ein Agent, der eine Phe-
romonspur zum Quellknoten im Netz einrichtet. Im Gegensatz hierzu legt ein
BANT eine Pheromonspur zum Zielknoten aus. Der FANT und der BANT
sind kleine Pakete mit einer eindeutigen Sequenznummer, Quellknotenadresse,
Zielknotenadresse und weiteren Informationen, wodurch die Knoten in der
Lage sind Duplikate zu erkennen.
Der Quellknoten broadcastet einen FANT, welcher von den Nachbarn wei-
tergeleitet wird. Dadurch empfangen alle Knoten im Netz den FANT (siehe
Abbildung 5.9a)). Ein Knoten, der einen FANT zum ersten Mal empfängt,
erzeugt einen Eintrag in seiner Routingtabelle. Ein Routingtabelleneintrag
ist ein Tripel der Form (destination address, next hop, pheromone
value). Der Knoten interpretiert die Quellknotenadresse des FANTs als de-
stination address und die Adresse des Vorgängerknotens als next hop
und berechnet den Pheromonwert in Abhängigkeit der Anzahl der Knoten,
die der FANT besucht hat um diesen Knoten zu erreichen. Tatsächlich wird
der Pheromonwert mit dem TTL-Wert (Time-To-Live) der FANT initialisiert.
Danach leitet der Knoten den FANT an seine Nachbarn weiter, jedoch nur
einmal. Duplikate von FANTs werden durch die Sequenznummer und der
Quellknotenadresse erkannt und verworfen. Wenn der FANT den Zielknoten
erreicht, wird er vom Zielknoten gelöscht. Danach erzeugt der Zielknoten
einen BANT, um ihn an den Quellknoten zu senden (siehe Abbildung 5.9b)).
Der BANT hat eine ähnliche Aufgabe wie der FANT, nämlich den Aufbau
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Abbildung 5.9: Phase 1: Pfadndung von ARA. a) Ein Forward-Ant (F)
wird vom Quellknoten vS in Richtung des Zielknotens vD gesendet. Der
FANT wird von den Knoten weitergeleitet, die Knoten initialisieren dabei
ihre Routingtabellen. Dadurch wird im Netz eine Pheromonspur in Richtung
des Quellknotens ausgelegt. b) Der Zielknoten schickt einen BANT (B) als
Antwort an den Quellknoten. Die Aufgabe des BANTs ist analog zu der Auf-
gabe des FANTs. Durch das Weiterleiten der BANT können die Knoten im
Netz ihre Routingtabellen vollständig initialisieren, d.h. es wird auch eine
Pheromonspur in Richtung des Zielknotens ausgelegt.
einer Pheromonspur zum Zielknoten. Deshalb führen alle Knoten, die einen
BANT zum ersten Mal empfangen, die gleiche Prozedur aus wie bei einer
FANT, d.h. es wird ein Routingtabelleneintrag in Richtung des Zielknotens
angelegt. Nachdem der Quellknoten den BANT empfangen hat, kann die ei-
gentliche Kommunikation beginnen.
Die Abbildung 5.9 stellt die Pfadndungsphase von ARA grasch an einem
Beispiel dar. Der Quellknoten vs broadcastet den FANT, sodass alle Knoten
ihn empfangen. Im dargestellten Fall gibt es ausgehend von den Knoten 5
und 6 jeweils zwei Wege zum Quell- und Zielknoten. Der FANT erstellt zwei
Pheromonspuren in Richtung des Quellknotens, je eine über Knoten 3 und
Knoten 4. Analog hierzu legt der BANT zwei Pheromonspuren zum Zielkno-
ten aus, je eine über Knoten 7 und 8.
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Phase 2: Pfadpflege
Die zweite Phase von ARA ist die Pfadpege. In dieser Phase werden vor-
handene Pfade im laufenden Betrieb gewartet und verbessert. Hierfür be-
nötigt ARA keine speziellen Wartungspakete. Wurden die Pheromonspuren
durch den FANT und den BANT einmal erzeugt, wird die Pfadpege mit
Hilfe nachfolgender Datenpakete durchgeführt. Hierfür spielt die Dynamik
der Pheromonwerte eine wichtige Rolle. ˜hnlich dem Vorbild aus der Natur,
wo die Pheromonkonzentration auf einem bestimmten Weg nicht ihren Initi-
alwert behält, sondern sich in Abhängigkeit der Weg-Nutzung ändert, ändern
sich auch die künstlichen Pheromonwerte dynamisch. Wenn ein Knoten vi
ein Datenpaket in Richtung des Zielknotens vd an seinen Nachbarn v j wei-
terleitet, dann erhöht er die Pheromonkonzentration der Kante e(i, j), also
den Routingtabelleneintrag (vd,v j,ϕid, j) um den Wert ∆ϕ, d.h. der Pfad in
Richtung des Zielknotens wird durch die Datenpakete verstärkt. Gleichzeitig
erhöht der nächste Knoten v j den Eintrag (vs,vi,ϕ js,i) um ∆ϕ, d.h. der Pfad in
Richtung des Quellknotens wird ebenfalls verstärkt (siehe Abbildung 5.10).
Der Verüchtigungsprozess der Pheromone ist ähnlich der von realen Phero-
monen und wird gemäß der Gleichung 5.7 durchgeführt.
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Abbildung 5.10: Funktionsweise der Pfadpege bei ARA. a) Ein Datenpaket
vom Quellknoten vS kommt beim Knoten vi an. b) Knoten vi hat das Daten-
paket an Knoten v j weitergeleitet.
Im Folgenden wird an einem Beispiel, welches auf Abbildung 5.9 basiert, die
Pfadpege besprochen. Die Routingtabellen von Knoten 5 und 6 sehen zu
einem bestimmten Zeitpunkt wie folgt aus:
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Routingtabelle von Knoten 5
Zielknoten Next Hop Pheromone
vs 3 ϕ1
vs 4 ϕ2
vd 6 ϕ3
...
...
...
Routingtabelle von Knoten 6
Zielknoten Next Hop Pheromone
vs 5 ϕ4
vd 7 ϕ5
vd 8 ϕ6
...
...
...
Die Modikationen in den Routingtabellen von Knoten 5 und 6 nach dem
Weiterleiten eines Pakets von Knoten 5 in Richtung des Zielknotens ergeben
sich zu:
Routingtabelle von Knoten 5
Zielknoten Next Hop Pheromone
vs 3 ϕ1
vs 4 ϕ2
vd 6 ϕ3 +∆ϕ
...
...
...
Routingtabelle von Knoten 6
Zielknoten Next Hop Pheromone
vs 5 ϕ4 +∆ϕ
vd 7 ϕ5
vd 8 ϕ6
...
...
...
Es hat sich nur der Eintrag für den Zielknoten vd in der Routingtabelle von
Knoten 5 geändert. Die Veränderung in der Routingtabelle von Knoten 6 ist
analog. Nur der Pheromonwert für den Quellknoten vs hat sich geändert. Die
Veränderungen in beiden Routingtabellen wurden auf die gleiche Art durch-
geführt.
Die Pheromonwerte bleiben nicht konstant, sondern nehmen mit der Zeit ab.
Die Verüchtigung der Pheromonwerte erfolgt multiplikativ mit Faktor (1−
q) = 0,1 (siehe Gleichung 5.7). Die Routingtabellen der Knoten 5 und 6
haben nach einem vollständigen Aktualisierungsprozess folgendes Aussehen:
Routingtabelle von Knoten 5
Zielknoten Next Hop Pheromone
vs 3 ϕ1 · (1 − q)
vs 4 ϕ2 · (1 − q)
vd 6 (ϕ3 +∆ϕ) · (1 − q)
...
...
...
Routingtabelle von Knoten 6
Zielknoten Next Hop Pheromone
vs 5 (ϕ4 +∆ϕ) · (1 − q)
vd 7 ϕ5 · (1 − q)
vd 8 ϕ6 · (1 − q)
...
...
...
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Schleifenerkennung
Das hier beschriebene Verfahren kann zu unerwünschten Schleifen führen,
die sich negativ auf die Leistung auswirken können. Der Ameisenroutingal-
gorithmus verhindert die Schleifenbildung durch eine einfache Methode.
Jedes Datenpaket kann durch seine Sequenznummer und die Quellknoten-
adresse von einem Knoten eindeutig identiziert werden. Empfängt ein Kno-
ten vi ein Datenpaket von einem Knoten v j und erkennt, dass er das Daten-
paket vorher an einen anderen Knoten versendet hatte, muss eine Schleife
entstanden sein. Der Knoten vi setzt den flag_loop des Datenpakets und
sendet ihn sofort an den Knoten v j zurück. Der Knoten v j löscht den entspre-
chenden Routingtabelleneintrag, sodass keine weiteren Datenpakete hierüber
weitergeleitet werden. Datenpakete mit gesetztem flag_loop werden bevor-
zugt behandelt.
Phase 3: Fehlerbehandlung
Die dritte und letzte Phase von ARA ist die Behandlung von Routingfehlern,
die hauptsächlich durch die Knotenmobilität verursacht werden, und in mo-
bilen Ad-hoc-Netzen sehr häug sind. Die Fehlerbehandlung arbeitet mit der
Pfadpege Hand in Hand.
ARA erkennt Routingfehler aufgrund von fehlenden Bestätigungspaketen auf
der MAC-Schicht. Erkennt ein Knoten einen Verbindungsfehler, der z.B.
durch die Knotenmobilität verursacht sein könnte, löscht er den entsprechen-
den Routingtabelleneintrag. Anschließend sucht der Knoten nach einem an-
deren Eintrag für den Zielknoten in seiner Routingtabelle. Wenn die Suche
erfolgreich ist, versucht der Knoten das Datenpaket über diesen Nachbarkno-
ten an den Zielknoten zu transportieren. Der Pheromonwert des gefundenen
Routingeintrags wird erhöht.
Wenn der Knoten keine weiteren Wege zum Zielknoten in seiner Routingta-
belle ndet, setzt er den flag_rf und informiert alle seine direkten Nachbarn
darüber. Die Nachbarknoten löschen zuerst alle Einträge in ihren Routing-
tabellen mit dem entsprechenden Zielknoten, die über diesen Knoten füh-
ren. Danach suchen sie nach einem anderen Weg, um das Datenpaket an den
Zielknoten zu transportieren. Knoten, die einen Weg kennen, leiten das Da-
tenpaket über diesen an den Zielknoten weiter. Wenn das Datenpaket beim
Zielknoten ankommt, erkennt dieser durch den gesetzten Flag flag_rp, dass
ein Fehler aufgetreten ist. Deshalb generiert der Zielknoten einen BANT und
schickt ihn an den Quellknoten. Der BANT legt auf dem Weg zum Quell-
knoten eine starke Pheromonspur zum Zielknoten aus, sodass nachfolgende
Datenpakete diesem folgen. Abbildung 5.11 stellt die Vorgehensweise der
Fehlerbehandlung an einem Beispiel dar.
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Abbildung 5.11: Fehlerbehandlung bei ARA. a) Datenpaket kommt vom
Quellknoten vS über mehrere Zwischenknoten beim Knoten 4 an, der einen
Verbindungsabbruch und den dadurch bedingten Fehler erkennt. b) Knoten 4
kennt einen weiteren Weg über Knoten 7 zum Zielknoten vD. Das Datenpa-
ket kann über den alternativen Weg an den Zielknoten transportiert werden.
Nach dem Empfang sendet der Zielknoten einen BANT aus, um die Phero-
moninformationen im Netz aufzufrischen. c) Knoten 4 kennt keinen weiteren
Weg, um das Datenpaket von a) weiterzuleiten. Deshalb informiert er den
Vorgänger-Knoten, der zuerst seine eigene Routingtabelle korrigiert. Danach
sucht er nach einem Alternativweg und kann darüber das Datenpaket an den
Zielknoten weiterleiten.
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Wenn das Datenpaket über die direkten Nachbarn nicht zum Zielknoten trans-
portiert werden konnte, wird keine weitere Anstrengung unternommen. Nach-
folgende Pakete gelangen jedoch jetzt nur noch bis zum vorherigen Knoten.
Die oben beschriebene Prozedur wird für die nachfolgenden Knoten eben-
falls ausgeführt. Durch diese Vorgehensweise entsteht entweder ein intakter
Pfad zwischen dem Quell- und Zielknoten, oder die Fehlerbehandlung gelangt
zum Quellknoten. Wenn die Fehlerbehandlung beim Quellknoten ankommt,
initiiert dieser eine neue Pfadndung, wodurch im gesamten Netz neue Phe-
romonspuren ausgelegt werden.
Es hat sich gezeigt, dass diese Vorgehensweise bei der Fehlerbehandlung zu
aufwändig ist und eine zu lange Zeit erfordert, bis der Quellknoten über den
Fehler informiert ist. Dies wirkte sich negativ auf die Leistung des Routingal-
gorithmus aus. Im Voraus ist nicht bekannt, wie viele Knoten zwischen dem
Quellknoten und dem Knoten, der den Fehler erkennt, liegen. Deshalb kann
die Zeit nicht abgeschätzt werden, bis der Quellknoten informiert ist und eine
neue Pfadsuche initiiert. In dieser Zeit sendet jedoch der Quellknoten wei-
ter, wodurch sich immer mehr Datenpakete im Netz benden. Ein Teil der
Datenpakete folgen einem Pfad, der nicht bis zum Zielknoten führt.
Deshalb wurde eine zweite Variante der Fehlerbehandlung in den Ameisen-
routingalgorithmus integriert (siehe Abbildung 5.12). Der Knoten, der den
Fehler erkannt hat, informiert seine direkten Nachbarn über den Sachverhalt,
wie oben beschrieben. Ein Nachbarknoten, der das Paket nicht weiterleiten
kann, weil es z.B. keinen weiteren Weg kennt, lässt den Fehlerag des Da-
tenpakets gesetzt und informiert wiederum seine direkten Nachbarn über den
Fehler. Diese Knoten passen ihre Routingtabellen den Gegebenheiten an, d.h.
sie löschen den Routingtabelleneintrag mit dem Zielknoten und über den in-
formierenden Knoten. Anschließend suchen sie nach einem zweiten Weg in
ihrer Routingtabelle. Bei Erfolg wird versucht das Datenpaket an den Ziel-
knoten weiterzuleiten.
Somit wird der Fehler von der Fehlerstelle aus bis zum Quellknoten propa-
giert oder durch einen Knoten, der zwischen dem Quellknoten und der Feh-
lerstelle liegt, an den Zielknoten weitergeleitet. Wenn die Dichte der Knoten
an einer Stelle hoch ist, kann es passieren, dass ein Knoten viele Einträge
in seiner Routingtabelle zum Zielknoten besitzt. Um die Last gering zu hal-
ten, wird die Anzahl der Versuche, die ein Knoten hat um das Datenpaket
weiterzuleiten, begrenzt. Untersuchungen haben gezeigt, dass ein Versuch
tolerierbar ist.
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Abbildung 5.12: Fehlerbehandlung bei ARA. a) Knoten entdeckt Routingfeh-
ler. b) Direkte Nachbarn des Knotens können Datenpaket nicht weiterleiten,
weil sie keinen weiteren Weg zum Zielknoten kennen. c) Der Fehler wird in
Richtung des Quellknotens propagiert. Knoten 2 liegt zwischen Quellknoten
und Fehlerquelle und kennt einen anderen Weg zum Zielknoten und kann das
Datenpaket weiterleiten. Der Zielknoten sendet ein BANT, um die Phero-
monwerte aufzufrischen.
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5.4.3 Module von ARA
Der Ameisenroutingalgorithmus wurde um viele Module erweitert. Die Mo-
dule dienen einerseits zur Verbesserung der Nachahmung von realen Amei-
senkolonien, und andererseits zur Behebung von technischen Schwierigkei-
ten.
Routingentscheidung
Die grundlegende Methode der Weiterleitung von Datenpaketen wurde in Ab-
schnitt 5.4.2 diskutiert, jedoch wurde die konkrete Umsetzung nicht beschrie-
ben. Der Ameisenroutingalgorithmus kann in zwei unterschiedlichen Modi
Datenpakete weiterleiten, die sich bei der Wahl des nächsten Nachbarn für
ein Datenpaket unterscheiden:
• Routing nach Max-Pheromonwert
Hierbei wird versucht, Datenpakete auf einem optimalen Weg zum Ziel-
knoten zu transportieren. Dabei ist ein optimaler Weg durch die Länge
des Pfades in Anzahl der Hops, die auf dem Pfad liegen, gegeben. Des-
halb wählt der Knoten vi für die Weiterleitung eines Datenpakets an den
Zielknoten vd den Nachbarn v j mit dem höchsten Pheromonwert aus.
pid, j =
{
1 wenn ϕid, j = maxk∈Ni{ϕid,k}
0 sonst
• Probabilistisches Routing
Beim probabilistischen Routing werden die Datenpakete einer Daten-
verbindung über mehrere Pfade zum Zielknoten übertragen. Dadurch
ist es möglich, die Leistung des Routingalgorithmus zu verbessern. Beim
Weiterleiten wird ein Nachbarknoten mit höherem Pheromonwert mit
einer größeren Wahrscheinlichkeit gewählt. Es werden jedoch auch
Nachbarknoten gewählt, deren Pheromonwert kleiner ist. Der Knoten
vi wählt für die Weiterleitung eines Datenpakets an den Zielknoten vd
seinen Nachbarn v j mit der folgenden Wahrscheinlichkeit aus.
pid, j =


ϕid, j
∑k∈Ni ϕ
i
d,k
wenn j ∈ Ni
0 wenn j /∈ Ni
Die Version von ARA, die Routingentscheidungen nach dem maximalen Phe-
romonwert trifft, wird beim Leistungsvergleich in Abschnitt 5.5 als ARAmax
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und die Version von ARA, die Wegentscheidungen probabilistisch trifft, als
ARAstat bezeichnet.
Kontinuierliche Verflüchtigung der Pheromonwerte
Die Verüchtigung von Pheromonen wurde in der ersten Version von ARA
getaktet durchgeführt. Dies hatte jedoch den Nachteil, dass zwei Pfade, die
innerhalb desselben Takts verwendet wurden, jedoch unterschiedlich alt sind,
gleich alterten. In der Natur verüchtigen sich die Pheromone kontinuierlich.
Der Ameisenroutingalgorithmus ahmt die kontinuierliche Verüchtigung der
Pheromonwerte ebenfalls. Hierzu merkt sich der Knoten den Zeitpunkt des
letzten Zugriffs tla auf die Routingtabelle. Bei einem erneuten Zugriff auf die
Routingtabelle zur Zeit t werden dann die Pheromonwerte vor der Auswahl
des eigentlichen Pfads gemäß der Gleichung 5.9 angepasst.
ϕid, j(t) = ϕid, j(tla) · etla−t (5.9)
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Abbildung 5.13: Verüchtigung der Pheromonwerte.
Abbildung 5.13 zeigt die Verüchtigung der Pheromonwerte im getakteten
wie im kontinuierlichen Fall. Im getakteten Fall macht es keinen Unterschied,
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zu welchem Zeitpunkt des Takts ein Pfad verwendet wurde. An einem einfa-
chen Beispiel soll der Unterschied verdeutlicht werden. Der Knoten vi fügt
zwei neue Pfade für den Zielknoten vd je über die Nachbarknoten v j und vk zu
den Zeitpunkten t1 = 7,1 und t2 = 7,6 in seine Routingtabelle mit dem Initi-
alpheromonwert ϕid, j(t1) = 10 bzw. ϕid,k(t2) = 10 ein. Sei q = 0,7, wenn der
Knoten vi zum Zeitpunkt t3 = 8,5 ein Datenpaket weiterleiten muss, haben
beide Pheromone den Wert ϕid, j(t3) = (1− q) · ϕid, j(t1) = 7 und ϕid,k(t3) =
(1− q) · ϕid,k(t2) = 7, da nur ein Takt vergangen ist. Im kontinuierlichen
Fall sind die Pheromonwerte wie folgt ϕid, j(t3) = ϕid, j(t1) · e−1,4 = 2,5 und
ϕid,k(t3) = ϕid,k(t1) · e−0.9 = 4,1. Der Pheromonwert des jüngeren Pfads ist
um 60% höher und würde bei der Weiterleitung daher bevorzugt.
Priorisierte Pakete
In der Grundversion des Ameisenroutingalgorithmus werden alle Pakete im
Netz gleich behandelt. Dadurch kann es passieren, dass Pakete mit wichtigen
Informationen verzögert am Ziel ankommen. Der Ameisenroutingalgorith-
mus wurde so erweitert, dass FANTs, BANTs, Pakete mit gesetztem Schlei-
fenag und Pakete mit gesetztem Pfadfehlerag gegenüber anderen Paketen
bevorzugt behandelt werden. Dadurch wird sichergestellt, dass wichtige In-
formationen schnellmöglichst im Netz transportiert werden.
Fluten der BANT und Multipfadrouting
Ursprünglich wurde in ARA nur der FANT geutet. Der BANT hingegen
wurde vom Zielknoten per unicast an den Quellknoten gesendet. Der Vorteil
dieser Vorgehensweise war, die Last durch das Fluten zu reduzieren. Es hat
sich jedoch gezeigt, dass dadurch das Multipfadrouting nicht richtig ausge-
nutzt werden kann, da die Pheromonwerte für beide Richtungen nicht gleich-
artig positiv verstärkt werden.
Durch das Fluten der BANT vom Zielknoten zum Quellknoten werden alle
möglichen Pfade zwischen Quell- und Zielknoten positiv verstärkt werden.
Nach einer kurzen Zeit verschwinden die weniger guten Pfade durch die ne-
gative Verstärkung. Jedoch kann der Ameisenroutingalgorithmus nun seine
Fähigkeit, die Last auf mehrere Pfade zu verteilen, besser ausnutzen.
Sendepuffer und minimal FANT
Eine Schwierigkeit bei der Grundversion des Ameisenroutingalgorithmus war,
dass als FANT das erste Paket einer Verbindung ausgesendet wurde. Dies
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hatte den Nachteil, dass bei großen Paketen auch ein großer FANT im Netz
geutet werden musste. Dies erhöhte zusätzlich den Overhead des Algorith-
mus. Ein weiteres Problem trat auf, wenn weitere Pakete von der Transport-
schicht kamen, während der FANT oder der BANT unterwegs waren. Die
nachrückenden Pakete wurden aufgrund des Fehlens eines Pfades ebenfalls
als FANTs ausgesendet, wodurch der Overhead weiter erhöht wurde.
Ein Knoten kann in der aktuellen Version nachrückende Pakete im Sendepuf-
fer ablegen, bis ein Pfad zwischen Quell- und Zielknoten gefunden ist. Als
weitere Verbesserung wird nicht mehr das erste Datenpaket als FANT ver-
wendet, sondern es wird ein kleines Paket, bestehend aus Adressen, Sequenz-
nummer und Flags, generiert und als FANT bzw. BANT im Netz geutet.
Dadurch wird zum einen die Übertragung der FANT bzw. BANT beschleu-
nigt und zum anderen der Overhead reduziert.
Das Simulationstool ns-2 hat in seiner aktuellen Version eine sehr beschränkte
Implementierung des Address Resolution Protocols (ARP). Das Simulations-
tool ist nicht in der Lage, mehrere Anfragen parallel zu bearbeiten. Wenn
ein Paket von der Transportschicht auf der Netzwerkschicht ankommt, wird
zuerst versucht, die IP-Adresse auf eine MAC-Adresse abzubilden. Für die-
sen Zweck wird das Address Resolution Protocol eingesetzt. Sollte jedoch
bevor die Bearbeitung fertig ist, ein zweites Paket von der Transportschicht
ankommen, für das wiederum eine Adressanfrage durchgeführt werden muss,
dann verwirft ns-2 das erste Paket und startet die Anfrage für das neue Paket.
Diese Einschränkung hat in der Basisversion des Ameisenroutingalgorithmus
dazu geführt, das bei Datenströmen mit kurzem Paketabstand eine erfolgrei-
che Adressauösung nicht durchgeführt werden konnte.
Um diese Probleme zu beheben, wurde für den Ameisenroutingalgorithmus
ein eigenes ARP-Modul implementiert, welches parallel mehrere Anfragen
bedienen kann. Das neue ARP-Modul von ARA speichert die aufgelösten
Adresspaare in einem Puffer, sodass die Netzwerkschicht darauf zugreifen
kann. Das ARP-Modul arbeitet mit dem MAC-Tap zusammen, um den Bedarf
an Adressauösungen zu verringern.
MAC-Tap
Mobile multi-hop Ad-hoc-Netze kommunizieren über Funk. Hierdurch kön-
nen prinzipiell alle Knoten, die in der Reichweite eines Senders sind, die
Pakete empfangen. Ein Nachteil der Funkkommunikation ist, dass nur ein
Knoten gleichzeitig senden kann und die Gefahr von Paketkollisionen sehr
hoch ist. Um die Paketkollisionen zu reduzieren und dadurch die Leistung
des Netzes zu steigern, wurden unterschiedliche MAC-Verfahren entwickelt,
von denen einige schon in Abschnitt 2.4 besprochen wurden. Die meisten
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weiterentwickelten Protokolle für drahtlose Netze verwenden Kontrollnach-
richten auf der MAC-Schicht, um den Zugriff auf das Medium zu steuern.
Diese Kontrollnachrichten bestehen aus Adress- und Zeitinformationen. Die
Kontrollnachrichten werden genau wie Datenpakete von allen Knoten in der
Nachbarschaft des Senders empfangen. Jedoch werden die Pakete auf der
MAC-Schicht geltert und nur die Pakete an die höheren Schichten weiter-
geleitet, die für diesen Knoten bestimmt sind. Es ist offensichtlich, dass die
Kontrollnachrichten sehr wichtige Informationen über die Nachbarschaft ei-
nes Knotens enthalten. Um diese Informationen aus der Nachbarschaft für das
Routing zu verwenden, wurde das MAC-Tap konzipiert und implementiert.
Da die Ergebnisse dieser Arbeit auf Simulationen mit mobilen Knoten gemäß
IEEE 802.11 basieren, und diese auf der MAC-Schicht als MAC-Protokoll
CSMA/CA (siehe Abschnitt 2.4.1) einsetzen, ist der MAC-Tap auf dieses Ver-
fahren zugeschnitten. Es ist jedoch möglich den MAC-Tap mit jedem anderen
MAC-Protokoll einzusetzen.
Die Aufgabe des MAC-Tap ist, alle empfangenen Pakete auf interessante In-
formationen zu analysieren und sie ggf. an die Routingschicht weiterzuge-
ben. Die Routingfunktion protiert davon, da die Routingtabelle optimiert
werden kann. Weiterhin kann hierdurch die Anzahl der Adressauösungen
durch ARP verringert werden.
Das CSMA/CA verwendet für die Zugriffsteuerung drei Kontrollnachrichten:
Ready-To-Send (RTS), Clear-To-Send (CTS) und Acknowledgement (ACK).
Ein RTS-Paket enthält die MAC-Adressen des Senders und des Empfängers
(siehe Abbildung 5.14).
• Empfang einer RTS-Nachricht
Durch den Empfang einer RTS-Nachricht weiß ein Knoten, dass er
in der Nähe des Senders ist. Eine RTS-Nachricht enthält die MAC-
Adressen des Senders und des Empfängers. Der Knoten versucht mit
Hilfe des MAC-Cache die IP-Adresse des Senders aufzulösen. Ist er
erfolgreich, so werden alle Routingtabelleneinträge, die als Zielknoten
den Sender haben, gelöscht. Nur der Eintrag mit direktem Sprung ver-
bleibt in der Routingtabelle. Wenn die IP-Adresse des Senders nicht
durch den MAC-Cache aufgelöst werden konnte, sind die Informatio-
nen der RTS-Nachricht wertlos.
Der Knoten versucht auch die IP-Adresse des Empfängers durch den
MAC-Cache aufzulösen. Bei Erfolg merkt er sich die Adressinforma-
tionen des Empfängers, um sie später zu verwenden.
• Empfang einer CTS-Nachricht
Wie in Abbildung 5.14 dargestellt, enthält eine CTS-Nachricht nur die
MAC-Adresse des Knotens vom dem die RTS-Nachricht stammt, also
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Abbildung 5.14: Kontrollnachrichten von IEEE 802.11.
dem eigentlichen Sender. Wenn die IP-Adresse des Senders durch den
MAC-Cache aufgelöst werden kann, überprüft der Knoten, ob er vor-
her die zugehörige RTS-Nachricht erhalten hatte. Ist die Überprüfung
erfolgreich, weiß der Knoten, dass der Empfänger auch in seiner Reich-
weite ist. Daraufhin löscht der Knoten die Routingtabelleneinträge, die
als Ziel den Empfänger haben. Es bleibt wiederum nur der Eintrag mit
dem direkten Sprung in der Routingtabelle übrig.
• Empfang eines Datenpakets
Datenpakete enthalten die meisten Informationen, da auf der IP-Ebene
sowohl die Quellknotenadresse als auch die Zielknotenadresse enthal-
ten ist. Auf der IP-Ebene wird ein erweiterter Header eingesetzt. In
diese schreibt ein Knoten, der ein Datenpaket weiterleitet, seine eigene
IP-Adresse und die IP-Adresse des Knotens, an den er das Paket wei-
terleitet. Auf der MAC-Schicht sind die MAC-Adressen des Senders
und des Empfängers enthalten. Dadurch ist es einem Knoten möglich,
die Adresspaare sowohl für den Sender als auch für den Empfänger zu
extrahieren.
Die Vorteile des MAC-Tap werden insbesondere nach einem Neustart
eines Knotens, wenn keine Pfadinformationen bekannt sind, deutlich.
Durch den Einsatz der FANT bzw. der BANT werden im ganzen Netz
Informationen verbreitet. Sowohl der FANT als auch der BANT stellen
Datenpakete ohne Nutzlast dar. Dadurch kann jeder Knoten im Netz
Informationen über seine Nachbarn sammeln, die er für spätere Rou-
tingaufgaben benutzen kann.
• Empfang einer ACK-Nachricht
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Die ACK-Nachrichten enthalten keine zusätzlichen Informationen, des-
halb werden sie vom MAC-Tap nicht verarbeitet.
5.4.4 Die Eigenschaften von ARA
Ein Routingalgorithmus für mobile Ad-hoc-Netze sollte gewissen Anforde-
rungen genügen [MC98]. Im folgenden werden die Eigenschaften von ARA
diesen Anforderungen gegenübergestellt und diskutiert:
• Verteilter Algorithmus
In ARA besitzt jeder Knoten eine Menge von künstlichen Pheromo-
nen ϕid, j für eine Kante zwischen dem Knoten vi und seinen Nachbarn
v j. Jeder Knoten kontrolliert seine Routingtabelle unabhängig von den
anderen Knoten. Die Routingtabelle eines Knotens wird modiziert,
wenn Pakete von diesem Knoten weitergeleitet werden.
• Schleifenfreiheit
Die Knoten registrieren die Quellknotenadresse und die Sequenznum-
mern von Paketen. Hierdurch können sie Paketduplikate erkennen und
Schleifen auösen.
• On-Demand Operation
Die Pfadndung wird durch den Quellknoten gestartet, wenn er kei-
nen Pfad zum Zielknoten kennt. Sofern keine Pakete versendet werden
müssen, werden auch keine Pfade zwischen den Knoten aufgebaut.
• Lokalität
Die Routingtabelle und die statistischen Daten eines Knotens werden
aufgrund von lokalen Informationen aufgebaut und gepegt. Es werden
weder Routingtabellen noch andere Informationen an andere Knoten
übertragen.
• Multipfadrouting und probabilistisches Routing
Ein Knoten kann mehrere Pfade für ein Kommunikationspaar aus Quell-
und Zielknoten verwalten. Die Wahl des aktuellen Pfades kann von
der Umgebung, z.B. der Link-Qualität, abhängig gefällt werden. Auf
Wunsch kann die Wahl des nächsten Knotens probabilistisch gefällt
werden, wodurch die Last auf mehrere Pfade in Richtung des Zielkno-
tens verteilt wird.
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5.5 Ergebnisse
Der Ameisenroutingalgorithmus wurde im Simulationstool ns-2 [FV00] im-
plementiert. Für die Ergebnisse wurden Simulationen mit 50 mobilen Knoten
gemäß IEEE 802.11 durchgeführt. Auf einer Simulationsäche von 1500 m
× 300 m Größe bewegen sich die Knoten mit einer maximalen Geschwin-
digkeit von 10 m/s nach dem Random-Waypoint-Mobility Modell [BMJ+98]
über eine Simulationszeit von 900 Sekunden. Die Mobilität des Netzes wurde
durch 7 unterschiedliche Pausenzeiten ausgedrückt. Diese waren 0, 30, 60,
120, 300, 600 und 900 Sekunden. Die Pausenzeiten spiegeln den Anteil der
Zeit wider, in der sich ein Knoten auf der Simulationsäche nicht bewegt, d.h.
je kleiner die Pausenzeit desto größer ist die Mobilität eines Knotens. Für jede
Kombination der Parameter wurden 10 verschiedene Mobilitätsmuster heran-
gezogen, um die Ergebnisse zu berechnen, d.h. es wurden 10 unabhängige
Simulationsdurchläufe für einen Messpunkt durchgeführt.
5.5.1 Bewertungskriterien
In [CM99] werden einige qualitative wie auch quantitative Kriterien für die
Evaluierung und Leistungsbewertung von Routingalgorithmen für mobile mul-
ti-hop Ad-hoc-Netze vorgeschlagen. Im Folgenden werden die in dieser Ar-
beit benutzten Bewertungskriterien beschrieben.
Zustellrate
Der Anteil der vom Zielknoten empfangenen Datenpakete ist eine der wich-
tigsten Bewertungskriterien für Routingalgorithmen. Andere Dienste und
Protokolle, die in dem Protokollstapel über dem Routingalgorithmus sind,
erfahren die Qualität des Netzes durch diese Größe. Je höher der Anteil
der empfangenen Datenpakete ist, desto mehr Daten wurden vom Zielkno-
ten empfangen. Der Anteil der vom Zielknoten empfangenen Datenpakete
wird mit Zustellrate bezeichnet und berechnet sich wie folgt:
Zustellrate = ∑Empfangene Datenpakete∑Gesendete Datenpakete
Pfadoptimalität
Mit der Pfadoptimalität kann ein Routingalgorithmus auf seine Fähigkeit, den
kürzesten Pfad zwischen Quell- und Zielknoten zu nden, bewertet werden.
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Da in mobilen multi-hop Ad-hoc-Netzen die Netztopologie ständigen Verän-
derungen unterworfen ist, und die Routingalgorithmen nur auf ihren eigenen
Informationen basierend einen Pfad zwischen Quell- und Zielknoten berech-
nen müssen, gibt die Pfadoptimalität Auskunft über die Anpassbarkeit eines
Routingalgorithmus.
Für dieses Bewertungskriterium wird für jedes Datenpaket die Länge des tat-
sächlich verwendeten Pfades mit der Länge des kürzesten Pfades zwischen
Quell- und Zielknoten verglichen. Die Information über den kürzesten Pfad
wird vom Simulationstool zur Verfügung gestellt. Die Pfadabweichung für
Paket i wird wie folgt berechnet:
Pfadabweichung(i) = Länge(Pfadtatsächlich(i))−Länge(Pfadoptimal(i))
Ein Histogramm über die Pfadabweichung gibt Aufschluss über den Anteil
der Datenpakete, die mit einer bestimmten Pfadabweichung zum Zielknoten
übertragen wurden.
Routingaufwand
Der Routingaufwand gibt Aufschluss über die Kosten eines bestimmten Rou-
tingalgorithmus. Dieses Bewertungskriterium ist wichtig, da die zur Ver-
fügung stehende Bandbreite in mobilen multi-hop Ad-hoc-Netzen sehr be-
schränkt ist und deshalb diese wichtige Ressource schonend genutzt werden
muss. Ein hoher Routingaufwand schlägt sich in einer verminderten Über-
tragung von Datenpaketen, d.h. der Zustellrate, nieder. Der Routingaufwand
ergibt sich aus dem Verhältnis der benutzen Routingbytes und den übertrage-
nen Datenbytes:
Routingaufwand = ∑Routingbytes∑Datenbytes
Zur Berechnung des Routingaufwandes werden alle Bytes gezählt, die für
die Verfügungstellung der Routingfunktion benötigt werden. Hierzu gehören
Routingpakete, die keine Nutzdaten enthalten und Routinginformationen, die
in Datenpaketen mitgeführt werden.
Routingfehler
Ein Pfadfehler tritt ein, wenn während der Datenkommunikation die Verbin-
dung zwischen zwei benachbarten Knoten, die auf dem Pfad liegen, abbricht.
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Die Ursache für Pfadfehler ist die Knotenmobilität in mobilen multi-hop Ad-
hoc-Netzen. Die Anzahl der Pfadfehler hängt sehr stark vom Mobilitätsver-
halten der Knoten ab. Die Anzahl der Pfadfehler von unterschiedlichen Rou-
tingalgorithmen bei gleichen Mobilitätszenarien hängt wiederum von den ver-
wendeten Pfaden ab. Deshalb eignet sich dieses Kriterium weniger für den
Vergleich von unterschiedlichen Routingalgorithmen. In dieser Arbeit wird
dieses Bewertungskriterium nur für den Vergleich der unterschiedlichen Vari-
anten des Ameisenroutingalgorithmus benutzt.
Ende-zu-Ende-Verzögerung
Bei der Übertragung von Multimediadaten spielt die Verzögerung eine wich-
tige Rolle. Bei der Audioübertragung, z.B. bei einem Telefongespräch, ist die
Akzeptanz maßgeblich von der Verzögerung abhängig, da nach Überschrei-
ten einer Grenze die Verständlichkeit der Sprache nicht mehr möglich ist. Die
Ende-zu-Ende-Verzögerung des Datenpakets i berechnet sich wie folgt:
Verzögerung(i) = Empfangszeit(i)−Sendezeit(i)
Jitter
Der Jitter gibt die Abweichung von Datenpaketen von der Ende-zu-Ende-
Verzögerung an. Diese Größe ist bei der Wiedergabe von Multimediadaten
wie Musik und Video wichtig, da bei einer Fehleinschätzung die Puffer leer-
laufen können, und dadurch die Wiedergabe abbricht. Der Jitter wird durch
unterschiedlich lange Pfade und die Auslastung von Warteschlangen bei den
Zwischenknoten verursacht. Der Jitter des Pakets i wird gemäß der geglätte-
ten Formel aus [SCFJ01] wie folgt berechnet:
Jitter(i)= Jitter(i−1)+
|Verzögerung(i)−Verzögerung(i−1)|− Jitter(i−1)
16
5.5.2 Vergleich verschiedener Varianten von ARA
Um die Entwicklung von ARA darzustellen und den Einuss der einzelnen
Module zu beschreiben, wird nachfolgend die Leistung des Ameisenrouting-
algorithmus mit seinen unterschiedlichen Varianten und Modulen diskutiert.
Insbesondere wird die Leistung des Algorithmus über seine Entwicklungs-
stadien verfolgt. In den Graphen in diesem Abschnitt ist die Basisversion
des Ameisenroutingalgorithmus mit ANT bezeichnet. Die Bezeichnung ARA
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wird für die Versionen mit bestimmten Erweiterungen verwendet, die jeweils
kurz beschrieben werden.
ANT vs. ARA
In Abbildung 5.15 ist die Leistung von ANT und ARAmax gegenübergestellt.
ARAmax ist die erweiterte Version von ANT mit der besseren Nachahmung
von realen Ameisenkolonien. Jedoch wird die Entscheidung für den nächsten
Knoten wie bei ANT gefällt, d.h. ein Datenpaket wird an den Nachbarknoten
weitergeleitet, der den höchsten Pheromonwert für den Zielknoten besitzt.
(a) Zustellrate von ANT und ARA. (b) Pfadoptimalität von ANT und
ARA.
Abbildung 5.15: Leistung von ANT und ARA als Funktion der Pausenzeit
bei 10 CBR-Verbindungen und einer Maximalgeschwindigkeit von 10 m/s.
Abbildung 5.15(a) zeigt die Zustellrate von ANT und ARA als Funktion der
Pausenzeit. Die Kurven stellen den Anteil der vom Zielknoten empfangenen
Datenpakete im Verhältnis zu den gesendeten Datenpaketen während der ge-
samten Simulationszeit von 900 Sekunden dar. In den Simulationsszenarien
mit wenig Mobilität ist die Zustellrate von ANT und ARA sehr ähnlich. Dies
ist auch nicht weiter verwunderlich, da bei statischen Szenarien der Verlust
von Paketen nur durch Überlauf von Warteschlangen in den Knoten verur-
sacht wird. Dies zeigt sich auch im Ergebnis der Szenarien mit 900 Sekun-
den Pausenzeit, wo nicht immer eine Zustellrate von 100% erreicht wird. In
Abbildung 5.15(b) ist die Pfadoptimalität für die gleichen Szenarien von bei-
den Varianten des Ameisenroutingalgorithmus dargestellt. Der Vorsprung von
ARAmax wird durch die Pfadoptimalität bestätigt. ANT transportiert die mei-
sten Pakete über einen Pfad, der um einen Sprung länger ist als der optimale
Weg zwischen Quell- und Zielknoten. Im Gegensatz dazu ist ARAmax durch
die bessere Nachahmung von Ameisenkolonien in der Lage, die meisten Da-
tenpakete über einen Pfad mit optimaler Länge zu transportieren.
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Einfluss des Multipfadroutings
Abbildung 5.16 stellt die Leistung von ARAmax und ARAstat gegenüber. In
ARAstat werden Datenpakete nicht mehr an den Nachbarknoten mit dem höch-
sten Pheromonwert weitergeleitet. Die Wahl des Nachbarknotens hängt viel-
mehr von der Verteilung der Wahrscheinlichkeiten pid, j ab. Die Zustellrate von
ARAstat liegt zwischen den Zustellraten von ANT und ARAmax, jedoch näher
bei ARAmax (siehe Abbildung 5.16(a)). In Abbildung 5.16(b), welche die Pfa-
doptimalität darstellt, ist leicht ersichtlich, woran das liegt. ARAstat verteilt
die Datenpakete auf mehrere optimale und suboptimale Wege in Richtung des
Zielknotens.
(a) Zustellrate von ARA mit maxima-
ler und statistischer Wegwahl.
(b) Pfadoptimalität von ARA mit ma-
ximaler und statistischer Wegwahl.
Abbildung 5.16: Leistung von ARA mit statistischer und maximaler Wegwahl
als Funktion der Pausenzeit bei 10 CBR-Verbindungen und einer Maximalge-
schwindigkeit von 10 m/s.
Man erwartet durch die Lastverteilung auf mehrere Pfade eine bessere Lei-
stung von ARAstat. Dies trifft tatsächlich auch zu. In Abbildung 5.17 wird
die Leistung von ARAmax und ARAstat unter höherer Last dargestellt. Die Er-
gebnisse zeigen die Leistung bei einem Duplex-Verkehr von 32 Paketen pro
Sekunde mit je 64 Byte, d.h. die Gesamtanzahl der gesendeten Daten eines
Quellknotens ist zwar gleich, jedoch ist die Senderate nun viel höher. Da hier
Duplex-Verkehr betrachtet wird, bedeuten 10 parallele Verbindungen in beide
Richtungen eine Gesamtanzahl von 20 Verbindungen im Netz.
Aus Abbildung 5.17(a) ist ersichtlich, dass durch die Verteilung der Datenpa-
kete auf mehrere Wege die Zustellrate von ARAstat in den meisten Szenarien
höher ist als die von ARAmax. Das Ergebnis wird durch Abbildung 5.17(b)
bestätigt. Die meisten Datenpakete werden von beiden Varianten über einen
optimalen Pfad transportiert, jedoch fällt der Anteil bei ARAstat höher aus.
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(a) Zustellrate von ARA mit maxima-
ler und statistischer Wegwahl.
(b) Pfadoptimalität von ARA mit ma-
ximaler und statistischer Wegwahl.
Abbildung 5.17: Leistung von ARA mit statistischer und maximaler Wegwahl
als Funktion der Pausenzeit bei 10 CBR-Duplex-Verbindungen und einer Ma-
ximalgeschwindigkeit von 10 m/s.
Der Sendepuffer von ARA
Die bisher diskutierte Leistung des Ameisenroutingalgorithmus ist für Szena-
rien mit wenig Mobilität akzeptabel. Die Leistung in hoch-mobilen Szenarien
fällt jedoch stark ab. Untersuchungen haben gezeigt, dass die schwache Lei-
stung des Ameisenroutingalgorithmus in hoch-mobilen Szenarien nicht von
den Eigenschaften des Algorithmus selbst herrührt, sondern von der Umset-
zung. Ein großes Problem war die Verwendung des ersten Datenpakets einer
Verbindung als FANT. Da Datenpakete die maximal erlaubte Größe haben
können, erfordert die Übertragung einer großen FANT im Netz entsprechend
viel Zeit.
Ein weiteres Problem war, dass, wenn während der FANT und BANT unter-
wegs waren, weitere Datenpakete zur Übertragung von der Transportschicht
ankamen, durch Mangel eines Pfades diese auch als FANT im Netz geu-
tet wurden. Dieser Effekt zeigte sich besonders in hoch-mobilen Szenarien,
da durch die Knotenmobilität die Anzahl der Pfadndungsphasen ansteigt.
Die Umsetzung des Ameisenroutingalgorithmus wurde so verändert, dass nur
noch ein minimales Paket als FANT verwendet wird. Als weitere Verbesse-
rung bekam der Ameisenroutingalgorithmus einen Sendepuffer, in dem anste-
hende Datenpakete abgelegt werden.
In Abbildung 5.18 wird die Leistung von ARAstat und ARAstat_sb, d.h. sta-
tistische Wegewahl mit eingeschaltetem Sendepuffer, gegenübergestellt. Es
ist offensichtlich, dass durch die beschriebenen Verbesserungen bei der Um-
setzung, die Leistung des Ameisenroutingalgorithmus auch in hoch-mobilen
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Abbildung 5.18: Zustellrate von ARA mit Sendepuffer bei 10 CBR-
Verbindungen und einer Maximalgeschwindigkeit von 10 m/s.
Szenarien in einen sehr guten Bereich gestiegen ist. Das Netz wird nun nicht
mehr durch die nachrückenden Datenpakete, die als FANT geutet werden,
überlastet. In Szenarien mit Pausenzeit von 900 Sekunden ist die Zustellrate
fast immer 100%. In den hoch-mobilen Szenarien uktuiert die Zustellrate
zwar ein wenig, jedoch liegt sie in fast allen Fällen über 95%.
Einfluss des MAC-Tap
Die Zustellrate und der Routingaufwand von ANT, ARAstat_sb und ARA als
Funktion der Pausenzeit ist in Abbildung 5.19 dargestellt. Hier steht ARA nun
für die Vollversion des Ameisenroutingalgorithmus mit allen vorgestellten Er-
weiterungen. In ARA ist zusätzlich zum Sendepuffer nun auch der MAC-Tap
aktiv. Mit dem MAC-Tap versucht ein Knoten durch mithören der Kommu-
nikation seiner Nachbarn, Informationen für das Routing zu extrahieren und
diese zu optimieren.
Abbildung 5.19(a) stellt die Zustellrate von ANT und den beiden Varianten
von ARA dar. Durch den Einsatz des MAC-Taps steigt die Leistung des
Ameisenroutingalgorithmus in hoch-mobilen Szenarien weiter an und ent-
spricht etwa der Zustellrate der Szenarien mit 900 s Pausenzeit.
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(a) Zustellrate von ANT und ARA. (b) Anzahl der Routingfehler von
ANT und ARA.
Abbildung 5.19: Leistung von ANT und ARA als Funktion der Pausenzeit
bei 10 CBR-Verbindungen und einer Maximalgeschwindigkeit von 10 m/s.
Die Abbildung 5.19(b) zeigt für alle drei Varianten des Ameisenroutingalgo-
rithmus die Anzahl der Routingfehler als Funktion der Pausenzeit. Das Er-
gebnis ist nicht weiter verwunderlich. Die Anzahl der Routingfehler nimmt
mit Abnahme der Mobilität in allen Varianten stark ab. Die Anzahl der Rou-
tingfehler ist bei der Basisversion in den hoch-mobilen Szenarien etwa 4 mal
höher als bei der Vollversion. Der Unterschied zwischen ARAstat_sb und ARA
hinsichtlich der Anzahl der Routingfehler ist etwa ein Faktor von 2, welcher
sich mit Abnahme der Mobilität verringert.
In Abbildung 5.20 ist die Pfadoptimalität von ANT und ARA in der Voll-
version gegenübergestellt. ANT transportiert die Mehrzahl der Datenpakete
über einen Pfad, der um einen Sprung länger war als der kürzeste Weg. ARA
transportiert etwa 85% der Datenpakete über einen kürzesten Weg und etwa
10% der Datenpakete über einen Pfad mit einem Sprung mehr. ARA kann die
Fähigkeit der Ameisenkolonien sehr gut ausnutzen, um den kürzesten Pfad
zwischen dem Quell- und Zielknoten zu nden. Dabei wird der Datenverkehr
auf mehrere Pfade verteilt, wodurch eine weitere Verbesserung der Leistung
erzielt wird.
Abbildung 5.21 stellt die Zustellrate von ANT und ARA mit α = 0,05-Kon-
denzintervall dar. Aus den Graphen ist gut zu erkennen, dass die Ergebnisse
beider Varianten in einem schmalen Bereich liegen und daher auf zuverlässige
Ergebnisse schließen lassen.
5.5. Ergebnisse 141
Abbildung 5.20: Routingoptimalität von ANT und ARA.
5.5.3 Übertragung von Strömen mit konstanter Datenrate
Bisher wurde die Leistungsfähigkeit des Ameisenroutingalgorithmus betrach-
tet. Ferner wurde auf die Leistungsverbesserung durch den Einsatz von Er-
weiterungen, bis hin zur aktuellen Vollversion, eingegangen. Die bisherige
Betrachtung erlaubt jedoch keinen Einblick, wie die Leistung des Ameisen-
routingalgorithmus im Vergleich zu existierenden Routingalgorithmen für mo-
bile Ad-hoc-Netze ist. Deshalb wird in diesem Abschnitt die Leistung des
Ameisenroutingalgorithmus zwei bekannten Vertretern  AODV und DSR 
gegenübergestellt. Der Ameisenroutingalgorithmus wird ab jetzt in der Voll-
version mit allen vorgestellten Erweiterungen verwendet und mit ARA be-
zeichnet.
Zustellrate
Die Abbildung 5.22 zeigt die Zustellrate von AODV, DSR und ARA als Funk-
tion der Pausenzeit. Die Graphen sind die Ergebnisse aus Simulationen mit
10 parallelen Verbindungen mit vier Paketen pro Sekunde, wobei ein Paket
eine Größe von 512 Byte besitzt. Die Ergebnisse aller drei Verfahren sind in
den Szenarien mit wenig Mobilität  bei einer Pausenzeit von 600 und 900
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(a) Zustellrate von ANT.
(b) Zustellrate von ARA.
Abbildung 5.21: Zustellrate von ANT und ARA mit α = 0,05-Kondenzin-
tervall.
Sekunden  sehr ähnlich und liegen zwischen 99% und 100%. Die Unter-
schiede zeigen sich erst in den Szenarien mit mehr Mobilität und insbesondere
in hoch-mobilen Szenarien. Mit Zunahme der Mobilität nimmt die Zustellrate
aller Verfahren ab. Jedoch sind AODV und ARA in der Lage, ihre Leistun-
gen auch in den Szenarien mit mehr Mobilität aufrechtzuhalten. Die Leistung
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Abbildung 5.22: Zustellrate von AODV, DSR und ARA als Funktion der Pau-
senzeit bei 10 CBR-Verbindungen.
von DSR fällt mit Zunahme der Mobilität immer weiter ab. In den Szenarien
mit einer Pausenzeit von 0 Sekunden zeigen sich die Unterschiede am stärk-
sten. Woran liegt die schlechtere Leistung von AODV und DSR in den hoch-
mobilen Szenarien? Als erstes ist anzumerken, dass in beiden Verfahren nicht
versucht wird das Auftreten von Routingfehlern, lokal zu lösen, sondern den
Quellknoten zu informieren. Wenn die Information beim Quellknoten ange-
kommen ist, müssen beide Verfahren versuchen, einen Pfad zum Zielknoten
zu nden. Bei DSR resultiert dies im Fluten des Netzes. Bei AODV müssen
unter Umständen zuerst die Routingtabellen aktualisiert werden. Der Amei-
senroutingalgorithmus kann hier durch seine Multipfadrouting-Fähigkeit ein
wenig an Leistung herausholen, da ein Knoten beim Auftreten eines Routing-
fehlers versucht, den Zielknoten über einen zweiten Pfad zu erreichen. Dieser
zweite Versuch schlägt sich in den hoch-mobilen Szenarien positiv nieder.
Abbildung 5.23 stellt die Zustellraten aller drei Verfahren mit α = 0,05-Kon-
denzintervall dar. Als erstes fällt auf, dass die Ergebnisse von AODV (siehe
Abbildung 5.23(b)) in einem kleineren Bereich liegen, als die Ergebnisse von
DSR und ARA. Das Intervall, in dem die Ergebnisse von DSR liegen, ist in
den Szenarien mit wenig Mobilität klein und wächst mit Zunahme der Mobi-
lität. In den Szenarien mit einer Pausenzeit von 0 Sekunden schwanken die
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(a) Zustellrate von DSR.
(b) Zustellrate von AODV.
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Abbildung 5.23: Zustellrate von AODV, DSR und ARA mit α = 0,05-
Kondenzintervall.
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Ergebnisse zwischen 93% und 99% (siehe Abbildung 5.23(a)). Die Ergeb-
nisse des Ameisenroutingalgorithmus sind in Abbildung 5.23(c) dargestellt,
die identisch mit der Abbildung 5.21(b) ist. Nur die Skalierung ist anders ge-
wählt, um die Vergleichbarkeit mit AODV und DSR zu gewährleisten. Die
Ergebnisse des Ameisenroutingalgorithmus sind verteilter als die von AODV,
liegen jedoch immer über 95% und somit sehr oft über der Leistung von DSR.
Abbildung 5.24: Zustellrate von AODV, DSR und ARA als Funktion der An-
zahl paralleler Verbindungen bei einer Pausenzeit von 300 Sekunden.
Skalierbarkeit
Um die Skalierbarkeit der drei Verfahren zu untersuchen, wurden Simulatio-
nen mit wachsender Anzahl von Verbindungen durchgeführt. Abbildung 5.24
stellt die Zustellrate der drei Verfahren als Funktion der parallelen Verbin-
dungen von 1 bis 20 dar. Die Simulationen wurden bei mittlerer Mobilität der
Knoten, d.h. 300 Sekunden Pausenzeit, durchgeführt. Für alle Verfahren gilt,
dass mit Zunahme der parallelen Verbindungen die Zustellrate abnimmt. Es
gibt jedoch einen kritischen Wert bei der Anzahl der parallelen Verbindungen,
der bei 10 liegt. Ab 10 parallelen Verbindungen zeigen sich Unterschiede zwi-
schen den drei Verfahren. AODV zeigt durchgehend eine höhere Zustellrate
als DSR und ARA. Die Leistung von ARA liegt zumeist über der von DSR.
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Abbildung 5.25: Pfadoptimalität von AODV, DSR und ARA bei 10 CBR-
Verbindungen.
Pfadoptimalität
Als nächstes werden die drei Verfahren hinsichtlich der Pfadoptimalität ge-
genübergestellt. Abbildung 5.25 zeigt die Pfadoptimalität für alle drei Verfah-
ren. Alle drei Routingverfahren transportieren die meisten Datenpakete über
einen optimalen Pfad, jedoch ist der Anteil unterschiedlich. AODV trans-
portiert etwa 55%, DSR 75% und ARA 85% aller Datenpakete über einen
optimalen Pfad. Die Ursache dieses Ergebnisses ist, dass DSR und ARA
bemüht sind, die schon bekannten Pfade zu verbessern. Im Gegensatz dazu
verwendet AODV einen Pfad, bis dieser nicht mehr verwendet werden kann.
Obwohl diese Vorgehensweise sich in der Benutzung von längeren Pfaden
zeigt, wird die Zustellrate dadurch nicht negativ beeinusst. Beim Ameisen-
routingalgorithmus zeigt sich die sehr gute Pfadoptimalität bei der Zustellrate
in hoch-mobilen Szenarien, wo er am besten abschneidet. Dies ist aber auch
auf die Multipfadrouting-Fähigkeit zurückzuführen, da hierdurch die Knoten
sehr oft mehrere Pfade mit optimaler Länge zum Zielknoten besitzen. Bei
einem Routingfehler wirkt sich zusätzlich der Versuch, das Datenpaket über
einen zweiten Pfad zu transportieren, sehr positiv aus.
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Routingaufwand
(a) Routingaufwand als Funktion der
Pausenzeit.
(b) Routingaufwand als Funktion der
Anzahl paralleler Verbindungen.
Abbildung 5.26: Routingaufwand von AODV, DSR und ARA als Funktion
der Pausenzeit und der Anzahl paralleler Verbindungen.
In Abbildung 5.26 werden die drei Routingverfahren hinsichtlich des Rou-
tingaufwands gegenübergestellt. In Abbildung 5.26(a) ist der Routingauf-
wand als Funktion der Pausenzeit dargestellt. Der Routingaufwand ergibt
sich als Verhältnis von benötigten Routingbytes zu transportierten Datenby-
tes. Aus den Ergebnissen ist zu erkennen, dass DSR den höchsten Routing-
aufwand besitzt. Die Ursache für den großen Unterschied zwischen DSR
und den beiden anderen Routingverfahren ist, dass DSR in jedes Datenpa-
ket den vollständigen Pfad vom Quellknoten zum Zielknoten einfügen muss.
Durch die erneute Pfadsuche wird auch der Routingaufwand erhöht. Die Er-
gebnisse von AODV und ARA liegen nahe beieinander, wobei in den hoch-
mobilen Szenarien AODV einen höheren Routingaufwand besitzt als ARA.
Der Routingaufwand von ARA ist über alle Szenarien nahezu konstant. Dies
liegt daran, dass ARA bei der Pfadsuche immer einen Forward-Ant und einen
Backward-Ant einsetzt, wodurch der Routingaufwand bestimmt ist.
Die Abbildung 5.26(b) zeigt den Routingaufwand der drei Verfahren als Funk-
tion der Anzahl paralleler Verbindungen. Die Ergebnisse wurden durch Simu-
lationen mit einer mittleren Mobilität der Knoten, d.h. bei einer Pausenzeit
von 300 Sekunden, erhalten. Erwartungsgemäß wächst der Routingaufwand
mit Zunahme der parallelen Verbindungen. Die Entwicklung zeigt sich jedoch
für die drei Verfahren sehr unterschiedlich. Der Routingaufwand von DSR ist
wieder höher als der Routingaufwand von AODV und ARA, und wächst dra-
stisch mit zunehmender Anzahl der Verbindungen. Der Routingaufwand von
AODV und ARA ist bis 10 Verbindungen in etwa gleich. Ab 10 parallelen
Verbindungen steigt der Routingaufwand von AODV und ist etwa 2,4 mal hö-
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her als der Routingaufwand von ARA. Der Routingaufwand von ARA wächst
mit zunehmender Anzahl der Verbindungen, ist jedoch im Vergleich zu den
beiden anderen Verfahren sehr moderat.
5.5.4 Übertragung von Echtzeitdaten
Ein Echtzeitdatenstrom hat andere Anforderungen an das Netz, als der bis-
her betrachtete Datenstrom mit konstanter Datenrate. Der Unterschied liegt
in der zeitlichen Abhängigkeit von Echtzeitdaten. Beispielsweise wird bei
der Übertragung von Sprache eine Verzögerung von mehr als 200 ms von den
Kommunikationsteilnehmern als störend empfunden. Bei der Übertragung
von Musik und Video kann durch Puffern die Verzögerung teilweise kompen-
siert werden. Dieser Abschnitt betrachtet die Leistung von AODV, DSR und
ARA bei der Übertragung von Echtzeitdaten.
Als Referenzdatenstrom wurde ein typischer Vertreter ausgewählt. Mit einem
Datenstrom von 13 kBit/s wird die Sprachübertragung von GSM nachemp-
funden. Der Schwerpunkt der Untersuchung liegt auf der Skalierbarkeit der
Routingalgorithmen, d.h. wie sich ihre Leistung bei steigender Netzlast än-
dert. Auf der Simulationsäche bewegen sich 50 Knoten, die jedoch keine
Pausen zwischen ihren Bewegungen einlegen. Somit ist ein hoch mobiles
Szenario gegeben. Als Vergleichskriterien werden die Zustellrate, die Ende-
zu-Ende-Verzögerung und der Jitter herangezogen, die nachfolgend diskutiert
werden.
Zustellrate
In Abbildung 5.27 ist die Zustellrate von AODV, DSR und ARA bei der Über-
tragung von Audioströmen dargestellt. In der Abbildung ist die Zustellrate
der drei Verfahren als Funktion der Anzahl paralleler Duplex-Verbindungen
dargestellt. Dabei übertragen die Knoten 26 Pakete zu je 64 Byte pro Se-
kunde. Dieser Datenstrom entspricht dem Datenaufkommen eines GSM-
Audiostroms mit 13 kBit/s. Um beide Gesprächspartner zu simulieren, wur-
den Duplex-Verbindungen verwendet, d.h. die Anzahl von 5 Duplex-Verbin-
dungen bedeutet 10 Verbindungen im Netzwerk. Ein wichtiger Unterschied
gegenüber den bisher betrachteten Datenströmen ist, dass nun viele kleine
Pakete transportiert werden müssen.
Die Graphen aller drei Verfahren zeigen einen sehr ähnlichen Verlauf. Mit
zunehmender Anzahl an Verbindungen im Netz nimmt die Zustellrate schnell
ab. Die Zustellrate aller drei Verfahren für eine Duplex-Verbindung liegt im
Bereich von 98% - 100%. Doch schon bei 3 Duplex-Verbindungen sinkt die
Zustellrate unter 90% wobei AODV die beste und DSR die schlechteste Lei-
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Abbildung 5.27: Zustellrate von AODV, DSR und ARA als Funktion der An-
zahl paralleler Audio-Duplex-Verbindungen mit 13 kBit/s in beide Richtun-
gen.
stung zeigt. Die Zustellrate von ARA bendet sich zwischen DSR und AODV.
Ab 15 parallelen Duplex-Verbindungen sinkt die Zustellrate aller drei Verfah-
ren bis unter 30% und stabilisiert sich danach. Eine interessante Beobach-
tung ist, dass ARA ab 10 Duplex-Verbindungen die beste Leistung zeigt und
diese auch im weiteren Verlauf beibehält. Bei 25 Duplex-Verbindungen be-
sitzt ARA eine um etwa 10% höhere Zustellrate als DSR und AODV.
Die Abbildung 5.28 zeigt die Zustellraten von AODV, DSR und ARA zusam-
men mit ihrem α = 0,05-Kondenzintervall. Die Ergebnisse liegen in einem
kleinen Intervall, was auf zuverlässige Ergebnisse deutet.
Interessant ist die Tatsache wie sich die Zustellrate bei den drei Routingver-
fahren, verglichen mit den vorherigen Ergebnissen, verschlechtert hat. Die
Ursachen dieser Ergebnisse sind vielfältig. Zum einen scheinen die Knoten
mit Duplex-Verbindungen schlechter umgehen zu können. Eine andere Ursa-
che liegt in der vermehrten Anzahl an Verbindungen, die im Netz zu trans-
portieren sind. Wie in Abschnitt 5.5.3 diskutiert, sinkt die Zustellrate aller
drei Routingverfahren mit zunehmender Anzahl an Verbindungen. Die dop-
pelte Rolle der Knoten scheint diesen Effekt zu verstärken. Die Beobachtung,
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Abbildung 5.28: Zustellrate von AODV, DSR und ARA bei Audioübertra-
gung als Funktion der Anzahl paralleler Duplex-Verbindungen mit α = 0,05-
Kondenzintervall.
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dass ARA mit zunehmender Anzahl an Duplex-Verbindungen seine Leistung
gegenüber AODV und DSR verbessern kann, ist auf seine Multipfadrouting-
Fähigkeit zurückzuführen. Der Ameisenroutingalgorithmus kann auch in ei-
nem sehr stark belasteten Netzwerk durch die Benutzung mehrerer Pfade
seine Leistung ein wenig verbessern.
Verzögerung
Abbildung 5.29: Ende-zu-Ende Verzögerung von AODV, DSR und ARA als
Funktion der Anzahl paralleler Audio-Duplex-Verbindungen mit 13 kBit/s in
beide Richtungen.
In Abbildung 5.29 ist die Ende-zu-Ende-Verzögerung bei der Übertragung
von Audioströmen mit AODV, DSR und ARA dargestellt. Analog zum letz-
ten Abschnitt ist die Ende-zu-Ende-Verzögerung als Funktion der Anzahl
paralleler Duplex-Verbindungen dargestellt. Abbildung 5.30 stellt die Ende-
zu-Ende-Verzögerung von AODV, DSR und ARA zusammen mit α = 0,05-
Kondenzintervall dar. Die Ergebnisse liegen in einem kleinen Intervall, was
auf zuverlässige Ergebnisse deutet.
Mit zunehmender Anzahl an Duplex-Verbindungen nimmt die Ende-zu-Ende-
Verzögerung der Audioverbindungen deutlich zu. Für eine Duplex-Verbin-
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(a) AODV
(b) DSR
(c) ARA
Abbildung 5.30: Ende-zu-Ende Verzögerung von AODV, DSR und ARA bei
Audioübertragung als Funktion der Anzahl paralleler Duplex-Verbindungen
mit α = 0,05-Kondenzintervall.
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dung bendet sich die Ende-zu-Ende-Verzögerung unter 200 ms, bei 3 Duplex-
Verbindungen bewegt sie sich um 0,5 s. Ab 5 Duplex-Verbindungen liegt die
Ende-zu-Ende-Verzögerung von AODV und DSR über 1 s und der von ARA
bei 0,6 s. Im weiteren Verlauf steigt die Ende-zu-Ende-Verzögerung bei DSR
bis 3 s, bei AODV bis 2 s und bei ARA bis 1,5 s. Die bessere Leistung von
ARA ist wiederum auf seine Multipfadrouting-Fähigkeit zurückzuführen, die
sich auch bei der Zustellrate gezeigt hat.
Jitter
Der Jitter gibt die Abweichung der Zwischenankuftszeiten einer Verbindung
an und ist ein wichtiger Messwert, da hierdurch die Größe von Puffern beein-
usst wird. Um ein kontinuierliches Abspielen von Echtzeitdaten zu gewähr-
leisten muss der Zielknoten die Daten so puffern, dass durch den Jitter der
Puffer nicht leer- oder überläuft.
In Abbildung 5.31 ist der Jitter für AODV, DSR und ARA als Funktion der
Anzahl paralleler Duplex-Verbindungen dargestellt. Abbildung 5.32 stellt den
Jitter von AODV, DSR und ARA zusammen mit α = 0,05-Kondenzintervall
dar. Die Ergebnisse liegen in einem kleinen Intervall, was auf zuverlässige
Ergebnisse deutet.
Die Ergebnisse der drei Verfahren liegen sehr nah beieinander, wobei DSR mit
zunehmender Anzahl der Duplex-Verbindungen sich von AODV und ARA
absetzt und einen höheren Jitter aufzeigt. Der Ameisenroutingalgorithmus
kann ähnlich der Zustellrate und der Ende-zu-Ende-Verzögerung durch seine
Multipfadrouting-Fähigkeit eine etwas bessere Leistung als AODV und DSR
erzielen.
5.5.5 Übertragung von TCP-Strömen
Bisher wurde für den Leistungsvergleich nur Verbindungen mit konstanter
Senderate verwendet. Jedoch zeigen Untersuchungen, dass der Hauptteil des
Kommunikationsverkehrs im Internet das verbindungsorientierte und zuver-
lässige Transportkontrollprotokoll (TCP) verwendet. Deshalb ist zu erwarten,
dass der Kommunikationsverkehr in mobilen multi-hop Ad-hoc-Netzen ähn-
lich sein wird. In diesem Abschnitt wird die Leistung des Ameisenroutingal-
gorithmus unter einem typischen TCP-Verkehr betrachtet. Als Vergleichsver-
fahren werden wiederum AODV und DSR herangezogen.
Die Ergebnisse dieses Abschnitts stammen aus Simulationen mit 5 parallelen
TCP-Verbindungen. Die Knoten bewegen sich auf einer Fläche von 1500 m
× 300 m mit einer Maximalgeschwindigkeit von 10 m/s und einer Pausenzeit
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Abbildung 5.31: Jitter von AODV, DSR und ARA als Funktion der Anzahl
paralleler Audio-Duplex-Verbindungen mit 13 kBit/s in beide Richtungen.
von 1 Sekunde. Für die Ergebnisse wurden 10 unabhängige Simulations-
durchläufe herangezogen.
In Abbildung 5.33 ist der Durchsatz von AODV, DSR und ARA als Funk-
tion der Simulationszeit dargestellt. Die fünf Verbindungen starten gleichver-
teilt über die ersten 200 Sekunden. Am Anfang der Simulationszeit starten
alle Routingverfahren mit einem hohen Durchsatz, welches durch die Slow-
Start-Phase von TCP bedingt ist und passen ihren Durchsatz nach dieser Ein-
schwingphase an. Bemerkenswert ist, dass der Durchsatz von DSR und ARA
in der Einschwingphase etwa 15% höher ist als der von AODV. AODV kann
seinen Durchsatz über die ganze Simulationszeit in etwa gleicher Höhe hal-
ten, wobei er zwischen 100 kBit/s und 120 kBit/s schwankt. Der Durchsatz
von DSR liegt am Anfang der Simulationszeit gleichauf mit der von ARA,
kann den hohen Durchsatz aber nicht halten und nähert sich immer mehr an
AODV an. ARA startet wie DSR mit einem hohen Durchsatz, muss jedoch in
der Einschwingphase den Durchsatz durch das Hinzukommen aller fünf Ver-
bindungen anpassen. ARA kann jedoch den hohen Durchsatz über die ganze
Simulationszeit halten.
Der Durchsatz von AODV, DSR und ARA als Funktion der Simulationszeit
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Abbildung 5.32: Jitter von AODV, DSR und ARA bei Audioübertragung
als Funktion der Anzahl paralleler Duplex-Verbindungen mit α = 0,05-
Kondenzintervall.
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Abbildung 5.33: Durchsatz von AODV, DSR und ARA bei 5 TCP-Verbin-
dungen.
mit α = 0,05-Kondenzintervall ist in Abbildung 5.34 dargestellt. Für alle
drei Routingverfahren gilt, dass der Durchsatz am Anfang der Simulationszeit
eine größere Schwankung zeigt, welche mit zunehmender Zeit immer kleiner
wird.
5.6 Verwandte Ansätze
Es gibt eine Vielzahl von Ansätzen, die auf Ameisenalgorithmen basieren.
Die Unterschiede zum Ameisenroutingalgorithmus werden nachfolgend dis-
kutiert und aufgezeigt. Am Ende des Abschnitts folgt eine Zusammenfassung
der Verfahren.
5.6.1 ABC Routing
In [SHBR96] wird ein Verfahren  Ant-Based Control (ABC) for network ma-
nagement  für die Lastverteilung in leitungsvermittelten Telekommunikati-
onsnetzen vorgestellt, das auf Ameisenalgorithmen basiert. Das Ziel ist, die
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(a) Durchsatz von DSR.
(b) Durchsatz von AODV.
(c) Durchsatz von ARA.
Abbildung 5.34: Durchsatz von AODV, DSR und ARA mit α = 0,05-
Kondenzintervall bei 5 TCP-Verbindungen.
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Leistung des Netzes durch Lastverteilung zu steigern. Die Leistungsgröße
des Telekommunikationsnetzes ist durch den Anteil der Anrufe gegeben, die
nicht durchgestellt werden können.
Das ABC Routing basiert auf der Annahme symmetrischer Leitungen zwi-
schen Knoten. Jeder Knoten sendet in regelmäßigen Intervallen Ameisen mit
zufälligen Zielen ins Netz aus. Dies erfordert, dass den Knoten alle ande-
ren Knoten im Netz bekannt sind. Die Ameisen werden entsprechend den
Routingtabellen im Netz weitergeleitet und aktualisieren unterwegs die Infor-
mationen in den Routingtabellen. Ameisen werden bei Ankunft am Ziel ver-
worfen, d.h. die Ameisen werden jeweils nur in eine Richtung geschickt. Um
die Erstarrung der Routinginformationen zu verhindern, schlagen die Autoren
vor, ein gewisses Rauschen einzubauen. Dadurch soll auch die Aufndung
von neuen Wegen ermöglicht werden.
Das Verfahren ist für mobile Ad-hoc-Netze nicht geeignet, da es regelmäßig
Ameisen aussendet, wodurch eine sehr große Last erzeugt wird, die nur von
Festnetzen mit großer Kapazität tragbar ist. Weiterhin ist in mobilen Ad-hoc-
Netzen nicht immer bekannt welche Knoten sich im Netz benden. Deshalb
ist das zufällige Aussenden von Ameisen sehr problematisch. Ein anderes
Problem welches damit zusammenhängt ist, dass in mobilen Ad-hoc-Netzen
die Last nicht auf alle Bereiche gleichverteilt ist. Es wird Bereiche im Netz
geben, die mehr Verkehr haben als andere Bereiche.
5.6.2 AntNET
In [DMC96, CD97a, CD97b] wird ein Routingalgorithmus für paketvermit-
telte Netze vorgestellt, der als eine Erweiterung vom ABC Routing aus Ab-
schnitt 5.6.1 angesehen werden kann. AntNET nutzt zwei Arten von Amei-
sen, die als forward-ant und backward-ant bezeichnet werden.
Allen Knoten im Netz senden in regelmäßigen Intervallen je einen forward-
ant an einen zufällig gewählten Zielknoten. Auf dem Weg zum Ziel sammeln
die forward-ants Daten, die später für die Aktualisierung der Routinginfor-
mationen verwendet werden. Zu den gesammelten Daten gehört die Identität
der besuchten Knoten und die Zeit zwischen dem Aussenden beim Sender
und der Ankunft beim aktuellen Knoten. Wenn der forward-ant beim Ziel-
knoten ankommt, extrahiert dieser die gesammelten Daten und verwirft den
forward-ant. Danach erstellt der Zielknoten einen backward-ant, der die Da-
ten vom forward-ant enthält. Der backward-ant wird an den Quellknoten zu-
rückgeschickt. Der backward-ant wird dabei auf dem gleichen Weg wie der
forward-ant, nur in umgekehrter Richtung, weitergeleitet. Auf seinem Weg
zum Quellknoten werden die Routinginformationen der vom forward-ant be-
suchten Knoten aktualisiert.
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In AntNET werden forward-ants und backward-ants unterschiedlich behan-
delt. Die forward-ants werden wie Datenpakete bedient, d.h. sie verwenden
die gleichen Warteschlangen und erfahren deshalb auch die gleichen Verzö-
gerungen. Die backward-ants werden bevorzugt behandelt. Die Autoren be-
gründen diese Vorgehensweise damit, dass die Aufgabe der forward-ants das
Auskundschaften des Netzzustandes ist. Daher ist es erforderlich, dass die
forward-ants wie Datenpakete behandelt werden. Die Aufgabe der backward-
ants ist die Aktualisierung der Routinginformationen, wodurch die Leistung
des Netzes gesteigert werden kann. Deshalb werden sie bevorzugt behandelt.
5.6.3 Verfahren von White
In [Whi97a, Whi97b, WBP98] wird ein weiteres Routingverfahren für lei-
tungsvermittelte Netze beschrieben, das auf Ameisenalgorithmen basiert. Soll
eine neue Verbindung aufgebaut werden, startet das Verfahren mit dem Erstel-
len einer neuen Ameisenkolonie, die im Netz verteilt wird. Dabei werden der
Quell- und der Zielknoten jeweils als ein Nest betrachtet. Daraufhin starten
die Ameisen von den Nestern. Auf der Basis der benutzten Wege der Amei-
sen wird der kürzeste Weg zwischen Quellknoten und Zielknoten gefunden.
Dabei unterscheidet das Verfahren im Gegensatz zu den anderen vorgestellten
Verfahren drei Klassen von Ameisen:
• Explorer-ants: suchen einen Weg zwischen Quellknoten und Zielkno-
ten.
• Allocater-ants: reservieren die Ressourcen auf dem Pfad zwischen
Quell- und Zielknoten.
• Deallocater-ants: geben reservierte Ressourcen auf dem Pfad zwi-
schen Quell- und Zielknoten frei.
Da sowohl der Quellknoten als auch der Zielknoten als Nest angesehen wer-
den, starten die Explorer-ants von beiden Knoten. Die Ameisen vom Quell-
knoten starten in Richtung des Zielknotens, und die Ameisen vom Zielknoten
starten in Richtung des Quellknotens. Die Ameisen besitzen einen Speicher
in der sie die besuchten Knoten vermerken  die so genannte Tabuliste  um
Schleifen zu verhindern. Ameisen, die an ihrem Ziel angekommen sind, keh-
ren sofort zurück und legen dabei eine Pheromonspur aus, die sich mit der
Zeit verüchtigt. Für den Rückweg wird die Tabuliste verwendet. Die Kno-
ten erstellen eine Statistik aus den gesammelten Informationen. Diese Proze-
dur wird solange wiederholt, bis der Quellknoten der Meinung ist, dass ein
guter Pfad gefunden ist. Ein guter Pfad ist dadurch gekennzeichnet, dass
in einem bestimmten Zeitintervall ein bestimmter Anteil  k% der Ameisen
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 diesen verwendet haben. Danach schickt der Quellknoten einen Allocater-
ant los, um die Ressourcen, die auf dem Pfad liegen, zu reservieren. Wenn
die Verbindung beendet ist und der Pfad nicht mehr benötigt wird, wird ein
Deallocator-ant losgeschickt, um die reservierten Ressourcen frei zu geben.
5.6.4 GPSAL
In [CL00b, CL00a, CL01] wird das GPS/Ant-Like Routing Algorithm für Ad-
hoc-Netze vorgestellt. Das GPSAL basiert auf GPS und nutzt Ameisen, um
Informationen im Netz zu sammeln und zu verteilen. Das Verfahren setzt
voraus, dass alle Knoten mit GPS ausgestattet sind und ihre Positionen ken-
nen. Weiterhin besitzen die Knoten detaillierte Informationen über Knoten im
Netz, z.B. ihre aktuelle und vorherige Position mit Verweildauer, die Bewe-
gungsgeschwindigkeit von mobilen Knoten, und können zwischen mobilen
und nicht-mobilen Knoten unterscheiden.
Das Verfahren setzt voraus, dass ein bestimmter Anteil der Knoten im Netz
nicht-mobil ist, und Pfade, die über diese Knoten laufen, sehr wenig Last ver-
ursachen. Der Einsatz von Ameisen wird nicht detailliert beschrieben. Die
Autoren erwähnen, dass sie das gleiche Verfahren verwenden, wie die Ver-
fahren aus den Abschnitten 5.6.2 und 5.6.3. Weiterhin wird vermerkt, dass
die Auswahl der Ziele für Ameisen wichtig ist. Als mögliche Ziele werden
Knoten mit den ältesten Informationen in der Routingtabelle und der größten
Distanz vom Quellknoten vorgeschlagen.
5.6.5 Mobile Agenten
Mobile Agenten unterscheiden sich von den hier vorgestellten Ameisenalgo-
rithmen dahingehend, dass bei mobilen Agenten sowohl Daten als auch der
Programmcode, der auf einem Knoten zur Ausführung kommt, übertragen
werden [Lip02]. Wenn ein mobiler Agent von einem Knoten auf einen ande-
ren migriert, dann trägt er auch die Ergebnisse mit, die er auf diesem Knoten
gesammelt hat.
Von dieser Perspektive lassen sich die Verfahren aus Abschnitt 5.6.2 und 5.6.3
als mobile Agenten auffassen, jedoch führen die Ameisen hier keine eigen-
ständigen Berechnungen durch, sondern sie sammeln lediglich Informatio-
nen. Der Knoten nutzt jedoch die Informationen der Ameisen  zumindest
der Rückwärtsameisen  um seine Routinginformationen zu aktualisieren.
Im Ameisenroutingalgorithmus (ARA) geschieht jedoch weder ein Transport
von gesammelten Informationen bei den Ameisen noch bei den Datenpake-
ten. Weiterhin ist die Vorwärtsameise der Rückwärtsameise gleichgestellt,
die Aufgaben unterscheiden sich prinzipiell nicht. Bei mobilen Agenten wird
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erwartet, dass der mobile Agent irgendwann an seinen Heimatknoten zurück-
kehrt, und dass der Heimatknoten mit dem Ergebnis des mobilen Agenten
einen Geschäftsprozess startet oder eine Entscheidung fällt.
5.6.6 Diskussion der unterschiedlichen Ansätzen
Zwischen ARA und den vorgestellten Verfahren aus den letzten Abschnitten
gibt es einige Unterschiede, die die Eignung der Verfahren für mobile multi-
hop Ad-hoc-Netze beeinussen. Diese Unterschiede werden im Folgenden
diskutiert.
• Regelmäßiges Aussenden von Ameisen
Der wichtigste Unterschied zwischen ARA und den anderen Verfah-
ren ist, dass ARA kein regelmäßiges Aussenden von Ameisen vor-
sieht. Dies hat mehrere Gründe. Ein Grund ist, dass ein regelmäßiges
Aussenden von Ameisen eine sehr hohe Last erzeugen würde, die für
mobile multi-hop Ad-hoc-Netze nicht zu tragen ist. Weiterhin ist es
unwahrscheinlich, dass der Kommunikationsverkehr in einem mobilen
Ad-hoc-Netz gleichmäßig über alle Knoten verteilt ist. Deshalb würde
das Aussenden von Agenten von allen Knoten wenig Sinn machen.
Ein anderer Grund, der gegen ein regelmäßiges Aussenden von Amei-
sen spricht, ist die Auswahl der Zielknoten. Einige der diskutierten
Verfahren versuchen die Wahl der Zielknoten in Abhängigkeit des Netz-
werkverkehrs zu treffen, andere fordern eine Gleichverteilung der Ziel-
knoten im gesamten Netz. Die Netztopologie und die Anzahl der Kno-
ten in einem mobilen multi-hop Ad-hoc-Netz variieren und sind schwer
zu prognostizieren. Eine zufällige Wahl der Zielknoten, ohne zu Wis-
sen, ob der Knoten existiert, verursacht im Netz nur zusätzliche Kosten.
• Vorwärtsameise
Die diskutierten Verfahren benutzen die Vorwärtsameise, um Informa-
tionen über den Zustand des Netzes zu sammeln. Insbesondere be-
sitzt die Vorwärtsameise einen Speicher in dem sie die gesammelten
Informationen ablegt. Zu den gesammelten Informationen der Vor-
wärtsameise gehören die Adressen der besuchten Knoten, die Zeiten
zwischen dem Aussenden beim Quellknoten und dem Ankommen bei
den Knoten und die Verweildauer in den Knoten selbst. Aus diesem
Grund werden Vorwärtsameisen wie Datenpakete behandelt, d.h. Vor-
wärtsameisen benutzen die gleichen Warteschlangen wie Datenpakete.
Diese gesammelten Informationen werden beim Zielknoten der Rück-
wärtsameise übergeben, die dann auf dem Rückweg auf diesen Infor-
mationen aufbauend die Routingtabellen der Knoten anpasst.
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Die Größe der Vorwärtsameise ist in diesem Fall von der Länge des
Pfades abhängig und verursacht zusätzliche Last. In mobilen multi-hop
Ad-hoc-Netzen ist es wünschenswert, die Last die durch das Routing
entsteht, zu reduzieren. Daher sammelt die Vorwärtsameise im Amei-
senroutingalgorithmus keine Daten.
Die Behandlung der Vorwärtsameise wie ein Datenpaket hat den Vor-
teil, dass der Zustand des Netzes genauer untersucht wird. Für mobile
multi-hop Ad-hoc-Netze, in denen sich durch die Topologieänderungen
auch die Kommunikationsstruktur hinsichtlich der verwendeten Pfade
ändert, ist diese Vorgehensweise nicht von großem Vorteil, weil die ge-
sammelten Informationen nach kurzer Zeit nicht mehr zutreffen müs-
sen.
• Rückwärtsameise
In den diskutierten Verfahren nutzt die Rückwärtsameise die Informa-
tionen der Vorwärtsameise und wandert auf einem bestimmten Pfad zu-
rück zum Quellknoten. Die Rückwärtsameise wird bevorzugt behan-
delt, um das Netz schnellstmöglich mit den gesammelten Informationen
zu aktualisieren. Die Benutzung der Vorwärtsameise und der Rück-
wärtsameise ähnelt in diesem Fall sehr stark der Pfadsuche von DSR.
Diese Vorgehensweise ist sinnvoll, da alle Knoten gleichzeitig Ameisen
aussenden, um im ganzen Netz Informationen zu sammeln.
In ARA wird der BANT wie der FANT im Netz geutet, um die Infor-
mationsaktualisierung im gesamten Netz durchzuführen. Jedoch kommt
der FANT bzw. der BANT jeweils nur von einem Knoten, da hier nur
die Kommunikation dieser beiden Knoten betrachtet wird. Diese Vor-
gehensweise ist für mobile multi-hop Ad-hoc-Netze besser geeignet, da
hier die Kommunikationsverteilung nicht über das gesamte Netz gleich
ist.
5.7 Fazit
In diesem Kapitel wurde ein neuer Routingalgorithmus, der Ameisenrouting-
algorithmus, für mobile multi-hop Ad-hoc-Netze vorgestellt und mit bekann-
ten Verfahren verglichen. Ameisenalgorithmen, die ein Teilbereich der Schwar-
mintelligenz sind, wurden in den letzten Jahren erfolgreich für unterschied-
liche Optimierungsprobleme angewendet. Ausgehend vom einfachen Amei-
senalgorithmus wurde das Modell für mobile multi-hop Ad-hoc-Netze adap-
tiert und zu einem Routingprotokoll entwickelt. Die Untersuchungen haben
gezeigt, dass der vorgestellte Ansatz eine gute Leistung bei geringem Over-
head für die untersuchten Szenarien bietet.
KAPITEL 6
Zusammenfassung und Ausblick
In dieser Arbeit wurde die automatische Adresskonguration und das Routing
in mobilen multi-hop Ad-hoc-Netzen behandelt, die aktuell Gegenstand der
Forschung sind. Ad-hoc-Netze erlauben den exiblen Aufbau von Netzwer-
ken überall und ohne jegliche Infrastruktur.
Zu Beginn der Arbeit wurden Ad-hoc-Netze allgemein charakterisiert und
klassiziert, da in der Literatur unterschiedliche Ansätze mit verschiedenen
Annahmen zu nden sind. Weiterhin wurden zwei unterschiedliche Funk-
techniken vorgestellt, die für Simulationen bzw. für die Realisierung von Ad-
hoc-Netzen in Frage kommen.
In Zusammenhang mit Ad-hoc-Netzen wird im Allgemeinen auch von Net-
zen gesprochen, die selbstkongurierend sind und wenig bis keinen Eingriff
vom Benutzer erfordern. Die erste Fragestellung, mit der sich diese Arbeit
beschäftigt, ist deshalb die Behandlung der automatischen Adresskongura-
tion eines Ad-hoc-Netzwerks. Im Mittelpunkt steht die Benutzung von of-
fenen Internet-Protokollen wie TCP und IP. Die Benutzung von IP für die
Adressierung ist erforderlich, um existierende Protokolle und Anwendungen
aus dem Internet und den lokalen Netzen auch in Ad-hoc-Netzen einsetzen
zu können, da diese Protokolle und Anwendungen von einem bereits kon-
gurierten TCP/IP-Protokollstack ausgehen. Die gestellten Anforderungen an
ein Verfahren legen den Schwerpunkt auf eine Vielzahl von Ad-hoc-Netzen,
die dynamisch ihre Zusammensetzung ändern.
Im Rahmen dieser Arbeit wurde ein dynamisches Adressierungsverfahren für
mobile multi-hop Ad-hoc-Netze vorgestellt, das die gestellten Anforderungen
erfüllt. Insbesondere die Erkennung der Aufteilung eines Ad-hoc-Netzes in
mehrere Ad-hoc-Netze und die Vereinigung von mehreren Ad-hoc-Netzen zu
einem neuen Ad-hoc-Netz stand im Mittelpunkt des Entwurfs.
Die zweite Fragestellung, die diese Arbeit behandelt, ist das Routing in mobi-
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len multi-hop Ad-hoc-Netzen. Seit drei Jahrzehnten wird an diesem Problem
gearbeitet und es wurden unterschiedliche Ansätze vorgeschlagen, von denen
keine für alle Szenarien geeignet ist. Das Routing spielt in mobilen multi-hop
Ad-hoc-Netzen eine noch wichtigere Rolle als in Festnetzen, da aufgrund der
Knotenmobilität die Netzwerktopologie ˜nderungen unterworfen ist, die be-
rücksichtigt werden müssen. Der für die Bereitstellung des Routing-Dienstes
erzeugte Overhead ist sehr hoch, wodurch Verfahren benötigt werden, die
möglichst wenig Overhead erzeugen.
Im Rahmen dieser Arbeit wurde ein neuartiger Routingalgorithmus auf der
Basis von Ameisenalgorithmen vorgestellt. Ameisenalgorithmen ahmen das
Verhalten von Ameisenkolonien bei der Lösung einer Aufgabenstellung nach.
Sie wurden in den letzten Jahren für unterschiedliche mathematische Op-
timierungsprobleme erfolgreich angewandt. Ausgehend von der Grundidee
wurde der Ameisenalgorithmus für den Bedarf von mobilen multi-hop Ad-
hoc-Netzen angepasst. Das Ergebnis ist ein reaktiver und efzienter Rou-
tingalgorithmus für mobile multi-hop Ad-hoc-Netze. Durch Simulationser-
gebnisse wurde die Leistung des Ameisenroutingalgorithmus zwei bekannten
Vertretern, AODV und DSR, gegenübergestellt. Die Leistung des Ameisen-
routingalgorithmus lässt sich in den Standardszenarien mit den Leistungen
von AODV und DSR vergleichen. Außerdem wurde untersucht in wieweit
sich die Routingalgorithmen für die Übertragung von Multimediadaten eig-
net, wobei der Schwerpunkt auf die Übertragungsqualität von Sprache gelegt
wurde. Die Ergebnisse der drei Routingalgorithmen sind ähnlich. Sie er-
lauben, mit der in den Simulationen eingesetzten Technik IEEE 802.11 mit
2 Mbit/s, keine akzeptable Übertragung von Sprachverbindungen. Das letzte
untersuchte Kriterium für die Routingalgorithmen war ihre Auswirkung auf
die Leistung von TCP. Die Ergebnisse des Ameisenroutingalgorithmus sind
vergleichbar mit denen von AODV bzw. DSR und liegen teilweise über die-
sen.
Ausblick
Nicht alle Aspekte der vorgestellten Probleme konnten in dieser Arbeit be-
handelt werden. Es bleiben noch eine ganze Reihe von Fragen offen, von
denen einige im Folgenden kurz angesprochen werden sollen.
Die Adresskonguration und das Routing wurden voneinander unabhängig
betrachtet. In der Realität hängen beide Fragestellungen jedoch stark zusam-
men. Deshalb ist es von Bedeutung, die Adresskonguration und das Routing
zu verzahnen. Insbesondere könnte dadurch die für die Adresskonguration
benötigte Last durch Zusammenlegen von Funktionen mit dem Routing ver-
ringert werden.
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Sicherheitsaspekte wurden im Rahmen dieser Arbeit nicht berücksichtigt. Dies
betrifft sowohl die Sicherheit für den Routingalgorithmus, als auch die Sicher-
heit bezüglich der Adresskonguration. Beide Ansätze sind gegen Angriffe
jeglicher Art offen.
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