In this paper, a new numerical computation method using the genetic algorithm for an optimal control problem with terminal constraints and singular arcs is proposed. The input functions are parameterized using spline interpolation, which has devices that can represent discontinuous input functions. In order to treat the terminal constraints properly, Lagrange multipliers that are contained in genetic information of chromosomes are introduced. On the singular arcs, coefficients of inputs in the Hamiltonian vanish, so the coefficients on the arcs are included in the extended performance index. The weighting coefficents of the extended performance index are changed adaptively at every generation of the genetic algorithm. A simple example is solved using this method, which verifies the efficiency of the genetic algorithm in the computation of optimal control.
Introduction
In this paper, by using the genetic algorithm, GA, we develop a new numerical method to solve the optimal control problem with terminal constraints, and especially including singular arcs.
When the equations describing the plant and the integrand of the performance index are affine with respect to inputs, the Hamiltonian is also affine with respect to inputs, and thus the optimal inputs during a certain interval of time when the coefficients of inputs in the Hamiltonian are zero cannot be determined using the minimum prin- inputs is added to the Hamiltonian. This algorithm can solve the optimal singular control problem by making the coefficients of the added term tend toward zero. A similar concept is adopted in the method using the convergence control parameter (CCP) of Järmark 5) and the method of Sakawa and Shindo 6), 7) , which also uses CCP. Moreover, an -algorithm-like method is used in the method of Chen and Huang 8) . However, these numerical methods cannot guarantee that global solutions for problems having multi-peaks can be obtained.
With the development of computers, the genetic algorithm is often used for optimization problems in various research areas. The GA is applied to control problems also, for example, studies using the GA to help in the learning of neural networks and studies using the GA for optimization of control design. In this study, the GA is used for obtaining the numerical solutions of optimal control problems with fixed control horizons and terminal state constraints, which include problems having multipeaks. Seywald et al. 9) has obtained an optimal control sequence numerically via the GA also, but, in their method, the time is discretized. Therefore, the problem in their method is equivalent to the optimal control problem for discrete-time systems.
In this paper, the data of the input encoded onto chromosomes are not the input sequences themselves. In addition, the data are compressed by using the third spline functions. For the problems with terminal state constraints, Lagrange multipliers with respect to the constraints are introduced, and are encoded onto the chromosomes. To improve the convergence on the singular arc, we add the functions of the coefficients of inputs in the Hamiltonian to the performance index. Moreover, the functions of the terminal constraints are used in the extended performance index also, and their weighting coefficients are changed adaptively in every generation of the GA. The effectiveness of this method is confirmed by a simulation result for an example of an optimal control problem for a stirred-tank reactor.
Problem statement
We address the optimal control problem of the following system:
where x ∈ n denotes a state vector, and u ≡ (u1, u2) ∈ m 1 × m 2 is an input vector. Moreover, it is assumed that f (·) and gj (·) belong to the C 2 -class. We consider the minimizing problem of the performance index
under the constraints
for the system (1), where
, and Lj(x, u2) (j = 0, 1, . . . , m1) are C 2 functions. The input vector u1 appears linearly in the system equation and the performance index, and there is no cross term between u1 and u2 in these equations.
We solve this problem by using the GA. An ad hoc way to solve the problem is minimizing
instead of J1, and expecting that the limit solution under c → ∞ satisfies the terminal constraints. However, by this method, it is difficult to keep the error of the terminal constraints within a pre-specified tolerance with a finite constant c, and the objective to minimize the original performance index J1 may be unachievable. We can employ another performance index 9)
but the result of this method is very sensitive with respect to the value of parameter c, so that many trials are necessary. In this paper, the performance index is improved by using the co-state and Lagrange multipliers, and a method of changing the weighting coefficients adaptively in every generation of the GA is proposed. In this section, well-known necessary conditions of optimal control will be shown, and, in the next section, we propose an extended performance index including the necessary conditions.
By adding the conditions of constraints, the performance index can be extended to
where p ≡ row (p1, . . . , pn) is the co-state vector, λ ≡ row( λ1, . . . , λs) is a Lagrange multiplier vector corresponding to the terminal state constraints, and
, and µH2(t) ≡ row (µH2,1(t), . . . , µH2,m 2 (t)) are Lagrange multipliers corresponding to the lower bound of u1, the upper bound of u1, the lower bound of u2, and the upper bound of u2 respectively. To simplify the expression, we define
The constraints for the inputs can be expressed as each component of h(x, u) must be less than or equal to zero.
The input vector satisfying the condition is called an admissible input. The Hamiltonian is defined as follows:
Then the conditionṡ
∂H ∂u
must be fulfilled along the optimal solution. Moreover, the minimum principle shows that
for all admissible input u, where u * denotes the optimal input vector, x * the optimal state vector, and p * the corresponding optimal co-state vector. By picking up and gathering the components of h(x, u) corresponding to the active constraints at t, we can define a column vector
Letμ denote a Lagrange multiplier vector of which components correspond toht(x, u), then the components of µ excluded byμ are zero at t. Note that the dimension of ht(x, u) is not greater than m1 + m2. From equation (15),
is derived. The superscript + means that the matrix is a generalized inverse matrix, butμ is unique and independent of the choice of the generalized inverse matrix.
Assume that the Hessian matrix ∂ ∂u2 ∂H ∂u2
has full rank, then u2 minimizing the Hamiltonian is determined uniquely. Conversely, the Hamiltonian is linear with respect to u1 as follows: 
Fitness function of the GA
Using the necessary conditions on the optimality, we can extend the performance index as lows:
As the value of JGA is large, the fitness function of the GA should be small. In this paper, we adopt 
Coding method of chromosome
The gene in each individual of the GA should contain the information for the sequence of input u and the Lagrange multipliers λ corresponding to the terminal constraints. First, we address the coding method of the input sequence into the chromosome in each individual. 
for all inputs and the data of the Lagrange multipliers λ1, . . . , λs corresponding to the terminal constraints.
Therefore, the chromosome length is {2(N − 1)(m1 + m2) + s} bits, where every real value is quantized into bits.
The interpolated inputs, which is denoted byũi,j(t), are normalized into [0, 1]. The real input sequences can be calculated as
which lead the state vector x and co-state vector p by p, u1(x, t), u2(x, t) )
with a numerical method, e.g., the Runge-Kutta method.
The combination of spline interpolation and the GA is comparatively popular for the optimization problem of a function, but one significant aim of this study is to extend the class of the function to the class of piecewise continuous functions.
Example and simulation result
We address the following example:
where n = 1, m1 = 1, m2 = 0, and the inverval of time is [t0, t1] (t0 = 0, t1 = 1). The constraint conditions are
This example is a problem for obtaining the best earnings for the dimension-less model of a stirred-tank reactor, which was studied by Sawaragi et al. 10) The input constraints are independent of the state, therefore, p is independent of µ also.
The constants in the extended performance index JGA are set as follows:
Initial value of k1 = 9
Initial value of a1 = 15. are excluded in the crossover and mutation stages.
The optimal input obtained by the proposed method is shown in Fig. 2. Figure 3 shows the optimal trajectory of x, Fig. 4 shows the optimal trajectory of p, and 
Conclusions
We proposed a new numerical method solving the optimal control problem with singular arcs and terminal constraints using the genetic algorithm. To handle the terminal constraints properly, Lagrange multipliers were adopted, with this information included in the chromo- 
