Dynamical symmetry breaking in a 2D electron gas with a spectral node by Ziegler, K.
ar
X
iv
:1
20
7.
37
01
v3
  [
co
nd
-m
at.
dis
-n
n]
  8
 O
ct 
20
13
Dynamical symmetry breaking in a 2D electron gas with a spectral node
K. Ziegler
Institut fu¨r Physik, Universita¨t Augsburg
D-86135 Augsburg, Germany
(Dated: November 16, 2018)
We study a disordered 2D electron gas with a spectral node in a vicinity of the node. After
identifying the fundamental dynamical symmetries of this system, the spontaneous breaking of the
latter by a Grassmann field is studied within a nonlinear sigma model approach. This allows us to
reduce the average two-particle Green’s function to a diffusion propagator with a random diffusion
coefficient. The latter has non-degenerate saddle points and is treated by the conventional self-
consistent Born approximation. This leads to a renormalized chemical potential and a renormalized
diffusion coefficient, where the DC conductivity increases linearly with the density of quasiparticles.
Applied to the special case of Dirac fermions, our approach provides a comprehensive description
of the minimal conductivity at the Dirac node as well as for the V-shape conductivity inside the
bands.
PACS numbers: 05.60.Gg, 66.30.Fq, 05.40.-a
I. INTRODUCTION
The prototype of a 2D electron gas with spectral nodes is graphene, where two symmetric electronic
bands created by the underlying honeycomb lattice structure, touch each other at two different points in
the Brillouin zone [1–4]. The surface states of the recently discovered topological insulators is another
example for spectral nodes [5]. It is a remarkable experimental fact that the two-dimensional electron
gas in graphene is always in a metallic state, regardless of its Fermi energy, provided that the sublattice
symmetry of the honeycomb lattice is unbroken. This is particularly surprising from the theoretical
point of view, since the electron gas should be in a localized state, at least away from the node (Dirac
point) [6]. At the Dirac point, however, the underlying Hamiltonian has an extra particle-hole symmetry,
depending on the type of disorder though, which may be responsible for metallic (diffusive) behavior. The
experimentally observed metallic state at and away from the node indicates that the diffusive behavior
may not depend on this extra symmetry. We shall discuss in the following that an additional dynamical
symmetry exists which is responsible, regardless of the chemical potential, for a diffusive behavior.
Diffusion can only occur when random scattering is present in the system. This requires some kind
of randomness in the Hamiltonian and the averaging of a physical quantity (e.g., the conductivity) with
respect to the random distribution. A standard method for this procedure is the weak-localization
approach (WLA) [7] . This method has been also applied to graphene [8] with the result that in the
presence of only one Dirac node the system is metallic away from the node. This result has been later
questioned, though, by Khveshchenko [9]. Unfortunately, the WLA of Ref. [8] provides information only
about whether or not weak disorder has the tendency to localize. Explicit expressions for the conductivity,
which could be compared with experiments, are not available. Although the WLA and the method we
shall describe in this paper are based on a weak-scattering expansion, there is a difference in how the
long-range correlations are taken into account. The WLA uses the summation over maximally crossed
diagrams [10], whereas we will extract massless modes from a spontaneously broken symmetry.
The paper is organized as follows: After introducing some fundamental quantities for the diffusion in
a quantum system (Sect. II), we discuss the symmetry properties of a two-band model in Sect. III. Then
we derive an effective nonlinear sigma model for the description of spontaneous symmetry breaking in our
model (Sect. III A) and its treatment away from the node within perturbation theory (Sect. III B). This
leads us to diffusion due to a massless mode, which is discussed and connected to transport properties of
graphene in Sect. IV.
II. QUANTUM DYNAMICS
Many characteristic properties of a quantum system, in particular the spectral and large scale proper-
ties, are determined by symmetry properties of the underlying Hamiltonian. However, for the dynamics
2of a quantum system additional symmetries play a role, because the dynamics is not only controlled by
the real spectrum but also on the complex plane by the advanced and the retarded Green’s function
G(±iǫ) = (H± iǫ)−1, which are related by Hermitian conjugation: G(−iǫ) = G†(iǫ). This plays a central
role in the linear response approach to transport. But since linear response is quite complex in graphene
[11], we will focus here on the transition probability [12]
Pr,r′(iǫ) = Kr,r′(iǫ)/
∑
r
Kr,r′(iǫ) (1)
with
Kr,r′(iǫ) = 〈Gr,r′(iǫ)Gr′,r(−iǫ)〉v (2)
and return to the conductivity later. The average is here with respect to a random variable (e.g. random
potential or a random gap) in the Hamiltonian H . Randomness is necessary to provide scattering that
breaks translational invariance. It is convenient to combine the two Green’s functions in the extended
Green’s function
Gˆ(iǫ) =
(
(H + iǫ)−1 0
0 (H − iǫ)−1
)
(3)
such that with Hˆ = diag(H,H) we have Gˆ(iǫ) = (Hˆ + iǫσˆ3)
−1. Following the standard procedure for
disordered systems, we must replicate this Hamiltonian, either using a fermion-boson pair or n fermion
or boson replicas. Then there is an orthogonal or unitary symmetry which rotates the two-dimensional
space that is spanned by the two Hamiltonians. It has been found long time ago that the symmetry
breaking due to ǫ can cause spontaneous symmetry breaking in the limit ǫ → 0. The corresponding
massless mode leads to a diffusive behavior [13, 14].
The definition of (3) was also used as the starting point for Dirac fermions with random mass by
Bocquet et al. [15]. Employing a supersymmetric representation, where Gˆ(iǫ) is applied to a Bose and to
a Fermi field, the gradient expansion of the effective field theory produces an orthosymplectic nonlinear
sigma model in this case. Unfortunately, the analysis of the latter is quite involved and the transport
properties cannot be easily extracted.
Prior to the work by Bocquet et al., an alternative approach was suggested by the present author [16]
using explicitly the fact that the Dirac Hamiltonian H = iσk∂k + mσ3 (σj are Pauli matrices and ∂j
is the spatial (antisymmetric) difference operator with ∂jϕr = (ϕr+aej − ϕr−aej )/a, a ∼ 0 is the lattice
constant and ej is the unit vector in j direction) obeys the relation
σ1H
Tσ1 = −H , (4)
which constitutes class D according to Ref. [17]. The relation enables us to introduce the structure
Gˆ(iǫ) =
(
(H + iǫ)−1 0
0 (HT + iǫ)−1
)
(5)
for the dynamic description. This choice has a very important advantage over (3), since the upper and
the lower block have the same determinant. Then the upper block can act on bosons and the lower block
on fermions, providing us with a Bose-Fermi field theory and a nonlinear sigma model that has only
a free massless Fermi (Grassmann) field [16, 18]. The latter describes diffusion and gives directly the
experimentally observed minimal conductivity of graphene. Moreover, it reproduces the phase diagram
(one metallic phase and two insulating Hall phases) of Refs. [19–22] for a nonzero average mass [18].
The disadvantage of (5) over the definition (3) is its restriction to the Dirac point, since a shift by a
chemical potential H → H + µσ0 violates the relation (4). To cure this limitation, we will start in the
following from (5) and extend it in such a way that a chemical potential can be included [25]. This will
give us a new dynamic structure with a continuous chiral symmetry in Bose-Fermi space. The latter can
be spontaneously broken and produce a two-component massless Fermi (Grassmann) field.
We consider a Hamiltonian with two bands whose dispersion is symmetric: ±E(k) with the 2D wavevec-
tor k. Moreover, we assume a generalized particle-hole symmetry for the Hamiltonian
UHTU † = −H, UU † = 1 , (6)
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lower band
FIG. 1: Typical structure of two symmetric bands with a node with linear (left) and quadratic (right) dispersion.
and include a node in the band structure (see Fig. 1). Besides the Dirac Hamiltonian of Eq. (4), where
HT 6= H and U = σ1, this includes also the symmetric chiral Hamiltonian H = h1σ1 + h2σ2, where
HT = H and U = σ3. An example is the tight-binding Hamiltonian on the honeycomb lattice. The latter
consists of two triangular sublattices A and B, where nearest-neighbor hopping is always between sites
on different sublattices. Thus, the hopping Hamiltonian reads
H =
(
0 tAB
tBA 0
)
(7)
with the hopping term tAB (tBA) from A to B (from B to A). Without a magnetic field the Hamiltonian is
symmetric with tBA = t
T
AB . This allows us to rewrite the Hamiltonian (7) in the form of H = h1σ1+h2σ2
with h1 = (tAB + tBA)/2 and h2 = i(tAB − tBA)/2.
The existence of a node is important to create spontaneous symmetry breaking. This has been observed
for gapped Dirac fermions, where the symmetry-breaking solution vanishes when the gap is too large [18].
III. GENERAL STRUCTURE AND SYMMETRY
In analogy to the Green’s function in Eq. (5) we introduce Gˆ(iǫ) = (Hˆ + iǫ)−1 with the extended
Hamiltonian
Hˆ =


H+ 0 0 0
0 H− 0 0
0 0 HT− 0
0 0 0 HT+

 , H± = H ± µσ0 . (8)
Then, together with property (6), the matrix
Sˆ =


0 0 ϕ1U 0
0 0 0 ϕ2U
ϕ′1U
† 0 0 0
0 ϕ′2U
† 0 0

 (9)
with scalar variables ϕj , ϕ
′
j anticommutes with Hˆ : SˆHˆ = −HˆSˆ. This relation implies a non-Abelian
chiral symmetry [16, 25]:
eSˆHˆeSˆ = Hˆ (10)
which is a symmetry relation for the extended Hamiltonian with respect to Uˆ = eSˆ.
Interpretation of the non-Abelian chiral transformation: The anticommuting property SˆHˆ = −HˆSˆ implies
the appearance of two conjugate energy bands with energies ±E, respectively, where the eigenstate |−E〉
4is created from the eigenstate |E〉 through the relation Sˆ|E〉 ∝ | − E〉 due to
HˆSˆ|E〉 = −SˆHˆ |E〉 = −ESˆ|E〉 .
Iteration of this relation provides the relation Sˆn|E〉 ∝ |(−1)nE〉. Thus, eSˆ |E〉 is a linear superposition
of states in the upper and lower band | ± E〉 with the property
〈E′|eSˆHˆeSˆ|E〉 = 〈E′|Hˆ |E〉 = EδE′,E ,
i.e., the Hamiltonian matrix is diagonal with respect to the states eSˆ|E〉, where the diagonal elements
are the energies. In other words, the variables ϕ, ϕ′ in Sˆ create a two-dimensional manifold of states
for which the Hamiltonian matrix is invariant. Moreover, we can define eigenstates to the operator Sˆ as
|±S〉 = |E〉± |−E〉, which have the eigenvalues ±1. These eigenvalues characterize the chirality of these
states. Furthermore, for the eigenstate |E〉 of Hˆ the state eSˆ |E〉 is eigenstate of Hˆ2 with eigenvalue E2
due to
Hˆ2eSˆ |E〉 = eSˆe−SˆHˆe−SˆeSˆHˆeSˆ |E〉 = eSˆHˆ2|E〉 = E2eSˆ |E〉 . (11)
These results indicate that the variables ϕ, ϕ′ describe an adiabatic change from |E〉 to | − E〉. The
corresponding manifold is non-compact, as we can see in the following example of two Dirac fermions
with random gap (cf. Sect. II) and complex ϕ and its complex conjugate ϕ′. In this case the matrices
read
Sˆ =
(
0 ϕσ1
ϕ′σ1 0
)
, eSˆ =
(
cσ0 e
iφsσ1
e−iφsσ1 cσ0
)
, c = cosh |ϕ|, s = sinh |ϕ|, φ = arg(ϕ) (12)
where the variables c, s parametrize a non-compact manifold. This is reminiscent of the hyperbolic
saddle-point manifold discovered in the bosonic replica approach to disordered electronic systems, which
is the foundation of the nonlinear sigma model description for Anderson localization [13].
Now we use the matrix structure of (8) and apply it to a superspace that consists of four bosonic
(upper) components and four fermionic (lower) components. In this representation ϕ1,2, ϕ
′
1,2 in (9) are
Grassmann variables, and we have to introduce the graded determinant detg and the graded trace Trg (cf.
[18]). The reason for using a superspace is that for constructing the functional integral of the transition
matrix K in Eq. (2) it is crucial to have the properties detg(Hˆ + iǫ) = 1 and detg(eSˆ) = exp(TrgSˆ) = 1
[25]. Therefore, the symmetry is a supersymmetry, connecting bosonic with fermionic degrees of freedom.
This symmetry is broken by the ǫ term, though, because Uˆ2 is not a unit matrix. Eqs. (8), (9) and (10)
are the main results of this work. What remains to be discussed is the effect of the symmetry property
on the transport for ǫ → 0, which will be studied by the standard nonlinear sigma model approach
[13, 14, 23].
A. Nonlinear sigma model
The symmetry (10) is valid for any random H or µ, provided that H obeys (6). In order to calculate K
of Eq. (2) it is necessary to specify the details of the randomness. Once this has been done, it is convenient
to employ a transformation from the random variables of the Hamiltonian (e.g., random gap or random
chemical potential) to the distribution of the diagonal elements of the Green’s function Gr,r(±iǫ). The
resulting functional integral can be treated within a saddle-point approximation. Without repeating here
the lengthy and technical but straightforward derivation of the functional integral (cf. [18]), we switch
directly to the saddle-point approximation of the integral, which allows us to focus on the role of the
symmetry in Eq. (10). For this purpose, we start from a special saddle-point solution (which is equivalent
to the self-consistent Born approximation of the average one-particle Green’s function [9])
〈(Hˆ + iǫ)−1〉 ≈ (〈Hˆ〉+ iǫ+ iη)−1 ≡ Gˆ0 , (13)
where the scattering rate η is determined for disorder with strength g by the self-consistent equation η =
2igGˆ0,0 [16, 24], and perform the functional integration only with respect to the symmetry transformation
5(9), independently at each site r. This requires that we replace the two parameters ϕj (j = 1, 2) by the
space-dependent Grassmann fields ϕjr such that the integration reduces to the invariant measure, defined
through the Jacobian
J = detg
(
〈Hˆ〉+ iǫ+ iηUˆ2
)−1
. (14)
Thus K of Eq. (2) reads
Krr′ ≈ 4
η2
g2
∑
j=1,2
∫
ϕjrϕ
′
jr′JD[ϕ, ϕ
′] , (15)
where we have summed over j, since the diffusion is the same for ±µ.
Next we expand − logJ in powers of the scattering rate η. This is also an expansion in powers of
Gˆ0, as defined in Eq. (13), which is convergent on large scales [25]. Up to second order in η it reads
− logJ = S′′ + o(η3) with
S′′ = iηTrg
(
Gˆ0Uˆ
2
)
−
η2
2
Trg
[(
Gˆ0Uˆ
2
)2]
.
This is the nonlinear sigma model for the nonlinear field Uˆ2 = e2Sˆ . Using the definition of the latter field
in Sect. III, this can also be expressed by the field Sˆ as
S′′ = 4iηTrg
(
Gˆ0Sˆ
2
)
− 8η2Trg
[(
Gˆ0Sˆ
)2]
− 8η2Trg
[(
Gˆ0Sˆ
2
)2]
, (16)
where the off-diagonal parts of the last two terms give the standard form of the nonlinear sigma model
[23], and the first term and the diagonal part of the second term contribute to the symmetry-breaking
term that is proportional to ǫ. Evaluating the three expansion terms (cf. App. A) leads to S′′ which
separates into two components as S′′ = S′′1 + S
′′
2 with
S′′j =
4η
g
∑
r
[
ϕjr(ǫ −D∂
2)ϕ′jr + αjΦjr∂
2Φjr
]
, (17)
with the composite field Φjr = ϕjrϕ
′
jr and with the Laplacian ∂
2 = ∂21 + ∂
2
2 . With the Green’s function
g± = [〈H〉+ i(ǫ+ η)± µ¯]
−1 the parameters read for ǫ ∼ 0
α = −
η2
2
Tr2(g
2
+,0 − g
2
−,0) = −iη
2ImTr2(g
2
+,0) , (18)
αj = −(−1)
jα and an isotropic diffusion coefficient
D = −
gη
2
∂2
∂q21
∫
k
Tr2[g˜+,k(iη)g˜+,k−q(−iη)]
∣∣∣
q=0
, (19)
where g˜±,k are the Fourier components of the Green’s function g± and Tr2 is the trace with respect to
Pauli matrices. Thus our model depends only on the parameters g (disorder strength), η (scattering rate),
and the renormalized chemical potential µ¯. Interestingly, α vanishes for µ¯ = 0 such that the interaction
disappears at the node (cf. [16]). This enables us to employ an expansion of J ≈ exp(−S′′) in powers of
α to study the behavior of the integral (15) away from the node.
According to (8) and (9), different values of j refer to different Fermi energies: (H + iǫ + µ)−1 (for
j = 1) and (H + iǫ−µ)−1 (for j = 2). The different signs in front of α in Eq. (17) reflect the fact that α
is proportional to µ. In the following we ignore the index j because its value affects only the sign of the
coupling constant.
6B. Perturbation theory around the node
At α = 0 the unperturbed integral simply reads as the adjugate of ǫ−D∂2:
Kr,r′ = det(ǫ−D∂
2)(ǫ −D∂2)−1r,r′ ≡ Adjr,r′(ǫ −D∂
2) . (20)
The perturbation expansion on the real space Λ then becomes (cf. App. C)
Kr,r′ =
∑
I
AdjIr,r′(ǫ −D∂
2)
∏′
r′′,r′′′∈Λ\I
αj∂
2
r′′,r′′′ , (21)
where AdjIr,r′(ǫ − D∂
2) is the adjugate on the subspace I ⊆ Λ, the perturbation is on its complement
Λ\I, and the summation is over all subspaces I.
The expansion in Eq. (21) can also be understood as a random-walk expansion, where the perturbation
αjΦjr∂
2Φjr represent a “dimer” on the lattice which cannot be visited by the random walk (diffusive
path) because of the Grassmann variables. In other words, the perturbation blocks dimers on the lattice
which are not accessible for the random walk, and the actual walk takes place only on the sites that are
not blocked by dimers (cf. App. C and Fig. 2). This restricts the random walk of the electron but since
the walk has no phase factor (it is a classical random walk since ǫ −D∂2 is a real symmetric matrix, as
explained in App. C), there is no interference to generate Anderson localization.
r
r’
FIG. 2: A schematic representation of the expansion in Eq. (21). The random walk of an electron connecting
the sites r and r′ and the loops come from the adjugate, whereas the dimers originate from the expansion terms
around the node.
Here it should be noticed that a hopping expansion of the two-particle Green’s function (2) would also
give a random-walk expansion but with random phase terms. This reflects the quantum character of our
system. In particular, the random phase fluctuations can lead to cancellations of expansion terms which
may eventually cause Anderson localization. Unfortunately, such an expansion is difficult to control. The
approach of this article, in which we have extracted the behavior on large scales in the form of a nonlinear
sigma model, allows us to connect the system away from the node with the system at the node µ = 0 by
a classical random walk. Since no interference appears in classical random walks, our extraction of the
massless modes simplifies the calculation substantially.
In Ref. [26] we have applied a renormalization-group procedure directly to the action (17) and found
that the interaction term scales to zero on large scales. In the following we employ the perturbation
expansion of Eq. (21) as an alternative approach which will lead us to a similar result. It is based on
the idea that the interaction can be treated within the self-consistent Born approximation [8, 24] by
replacing the diffusion coefficient at the node D as D → D¯j = D + (−1)
jD′. This can be understood as
a partial summation of our expansion in Eq. (21), where (−1)jD′ is a self-energy. This approximation
should be reliable, since there is no continuous degeneracy of the self-consistent solutions, in contrast
to the supersymmetric functional integral of Eq. (15). In the special case of the Dirac Hamiltonian
〈H〉 = iσk∂k (valid for a single node in graphene or for the surface of a topological insulator) we get from
Eq. (19), after performing the k integral, the expression [27]
D =
g
8πη
[
1 +
1 + ζ2
ζ
arctan ζ
]
, ζ = µ¯/η . (22)
7For given g and µ the renormalized parameters η and µ¯ are determined as a solution of a self-consistent
approach (cf. App. B) with
D′ ∼ αλ2/4πD, α ∼ −i
µ¯
η(1 + η2/λ2)
,
where λ is the momentum cut-off. The Fourier components of Pr ≡ Pr0 in Eq. (1) then read
P˜q = K˜q/K˜0 =
ǫ(ǫ+Dq2)
(ǫ+Dq2)2 +D′2q4
(23)
and the diffusive expansion of the wavefunction
∑
r r
2
kPr is
− K˜ ′′q=0/K˜q=0 = 2D/ǫ . (24)
It should be noticed that the correction D′ drops out and only the diffusion coefficient D enters the final
result. As a result, D is plotted in Fig. 3.
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FIG. 3: Diffusion coefficient for 2D Dirac fermions (in arbitray units) as a function of the renormalized chemical
potential µ¯ for g = 1 (from Eq. (22)).
Although the dynamic conductivity is quite complex for Dirac particles [11], the DC conductivity can
be extracted from the Einstein relation as
σkk ∝ ρD
e2
h
(25)
with the density of states at the Fermi level ρ. In fact, the Kubo conductivity [18] gives
σkk(µ, 0) = 4
e2
h
η
g
D =
e2
2πh
[
1 +
1 + ζ2
ζ
arctan ζ
]
, (26)
where ζ is a function of the Fermi energy µ and can be calculated self-consistently (cf. App. B). The
result is plotted in Fig. 4. The conductivity increases with |µ¯|2. This, on the other hand, is proportional
to the quasiparticle density n. Consequently, the conductivity increases linearly with n. This behavior
is in agreement with the experimental observation of a V-shaped conductivity [1, 2, 28, 29]. In the pure
limit without scattering (η → 0) we get from Eq. (22) for the diffusion coefficient D →∞ and from Eq.
(26) for the conductivity
σkk →
{
e2/πh for µ = 0
∞ for µ 6= 0
.
8Thus, at the Dirac node the quantum fluctuations are sufficient to create a finite conductivity, while away
from the node scattering is necessary to obtain a finite conductivity.
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FIG. 4: The conductivity in units of e2/pih as a function of the Fermi energy µ (from Eq. (26)) g = 0.8 (dashed
curve) and for g = 1 (full curve).
IV. DISCUSSION
The calculation of transport properties near the Dirac node (e.g. in graphene) has been discussed at
length in the literature, using the weak-localization approximation (WLA) [8]. In order to understand
the connection to our result, in particular in terms of the conductivity in Eq. (26), we briefly survey the
Kubo approach within our symmetry-breaking picture and compare it with the WLA.
Starting from the Kubo formula [7, 18]
σkk = −
e2
2h
ω2 lim
ǫ→0
Re
{∑
r
r2kTr2 [〈G0r(ω/2 + iǫ)Gr0(−ω/2− iǫ)〉]
}
, (27)
we could employ an approximation for the average two-particle Green’s function by factorizing the aver-
aged product as [7]
〈G0r(y)Gr0(−y)〉 ≈ 〈G0r(y)〉〈Gr0(−y)〉 (y = ω/2 + iǫ) , (28)
which neglects the correlations between the two Green’s functions at ±y. This can be combined with the
self-consistent Born approximation in Eq. (13) to obtain
〈G0r(y)〉〈Gr0(−y)〉 ≈ G0,r(y + iη)G0,−r(−y − iη) . (29)
This gives the leading term of the WLA, namely the Boltzmann (or Drude) conductivity [7, 8]. However,
this approximation ignores the long-range correlations of the average two-particle Green’s function that is
required for diffusion, since G0,r(y+ iη) decays exponentially on the scale 1/η. Consequently, the sum on
the right-hand side of Eq. (27) is finite. Now the main result of the chiral symmetry-breaking approach
(CSBA) is that it extracts the long-range behavior of the average two-particle Green’s function in form
of the massless mode, described approximately by the nonlinear sigma model (17). This implies that the
approximations in Eqs. (28), (29) are replaced by the relation [18]∑
r
r2kTr2 [〈G0r(y)Gr0(−y)〉] = (1 + iη/y)
2
∑
r
r2kTr2 [G0,r(y + iη)G0,−r(−y − iη)] , (30)
9WLA CSBA
diffusion coefficient D v2τ gτ
8pi
[
1 + 1+ζ
2
ζ
arctan ζ
]
conductivity σ 8e
2
hgτ
D + 4e
2
pih
log(lφ/2vτ )
4e2
hgτ
D
scattering time τ 2h¯v2/gµ t(µ)ev
2/g
TABLE I: Comparison of the WLA [8] and the CSBA for physical quantities of a single Dirac node. g is measured
in units of the squared Fermi velocity v2 and we have used ζ = µ¯τ/h¯. The function t(µ) can be taken from Eq.
(B2) and must be calculated from the self-consistent equation (B1). It starts from 1 for µ = 0, is roughly 1/µ2 in
a crossover region and roughly 1/µ for µ≫ 0.
where the coefficient on the right-hand side represents correlations of the fluctuating Green’s functions on
large scales. These correlations are negligible only for ωτ ≫ 1 (τ = h¯/η is the scattering time). Inserting
relation (30) into the conductivity, we obtain a correction term proportional to η2 in comparison with the
factorization approximation. An alternative way to evaluate these corrections for the conductivity consists
of the summation of certain diagrams from the perturbation theory. An example are maximally crossed
diagrams [10], which is the foundation of the WLA. In Table I we compare several physical quantities
for a single Dirac node (i.e., for the long-range potential in the notion of Ref. [8]), either calculated in
weak-localization approximation (WLA) or in our CSBA. The WLA requires a phenomenological cut-off
on the length scale lφ that is justified by inelastic scattering. Such a cut-off does not appear in the CSBA
due to the absence of logarithmic singularities.
The results of both approaches agree well on a qualitative level for µ ≫ 0: D ∝ τ , σ ≈ const. and
τ ∝ µ−1. On the other hand, for small Fermi energies close to the Dirac point, where the WLA is not
reliable [8], there is a significant deviation. In this regime the CSBA approach should also be reliable, as
long as disorder is not too strong. It gives D ≈ gτ/4π, σ ≈ e2/πh and τ ≈ ev
2/g (v is the Fermi velocity).
The disagreement between the results of the two approaches near the Dirac node can be explained by the
fact that the WLA is based on choosing a special subclass of diagrams of the perturbation theory. For
2D Dirac fermions, however, we have seen that there is a cancellation of the logarithmically divergent
diagrams in each order if all diagrams are considered [30]. In contrast to the WLA, the CSBA projects
onto the chiral symmetry-breaking modes first and then uses an expansion in powers of η = h¯/τ in the
exponent of the Jacobian. This may explain the different results for the two approaches in Table I.
Both approaches involve certain approximations which cannot be justified directly because they are
based on the truncation of a perturbation series. For instance, the CSBA neglects the massive (short-range
correlated) fluctuations of the Green’s functions, and the WLA takes into account only the maximally
crossed diagrams. Thus, although both approaches are systematic, they lead to different results. They
can be understood as new well-defined models for transport, describing different physical situations. This
brings us in the position to compare their respective results with experimental observations. Transport
properties of disordered two-dimensional Dirac fermions have been studied intensively in the case of
graphene. The conductivity is characterized by its robust minimal value at the Dirac node µ = 0 with
σmin ≈ 4e
2/h (the factor 4 is the result of a four-fold degeneracy due to the spin and two valleys). Away
from the Dirac node the conductivity increases with µ2 [1] and with a prefactor that decreases with the
disorder strength [28]. On the other hand, the theoretical results in Table I give an infinite negative
minimal conductivity for the WLA and σmin = 4e
2/πh (taking into account the four-fold degeneracy)
for the CSBA. Besides the factor 1/π, the CSBA agrees quite well with the experiments. It should be
noticed though that the WLA is not reliable near the Dirac node, as mentioned above. Away from the
Dirac node the WLA gives a conductivity that increases logarithmically with the Fermi energy µ, in
contrast to the parabolic increase of the CSBA result in Fig. 4. Moreover, the WLA correction of the
conductivity increases logarithmically with disorder strength g, whereas the CSBA conductivity decreases
with increasing g (cf. Fig. 4). These results indicate clearly that the CSBA agrees much better with the
experimental observations.
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V. CONCLUSIONS
We have found that the transport properties of a 2D electron gas with a spectral node are controlled
by a non-Abelian chiral symmetry. Spontaneous breaking of the symmetry generates massless fermion
modes that lead to diffusion: one mode if the system is at the node and two modes if the system is away
from the node. We have argued that the system away from the node is connected with the system at the
node µ = 0 by a classical random walk. The latter can be approximated by a self-consistent approach.
This reproduces the result that there is no renormalization of the bare diffusion coefficient, which was
recently found in a renormalization-group calculation of this problem [26].
The knowledge of the diffusion coefficient enabled us to calculate the DC conductivity via the Einstein
relation. We have also seen that this is a good approximation for the Kubo formula. For the special case
of two-dimensional Dirac fermions this calculation reproduces the well-known V shape of the density-
conductivity plot in graphene. Therefore, our work explains the experimentally observed linear DC
conductivity away from the charge neutrality point (Dirac node), and provides a description that is an
alternative to the effect of charged disorder [31].
Finally, it should be mentioned that the approximation in Eq. (16) corresponds to a weak scattering
expansion in powers of the scattering rate η. If we apply a strong scattering expansion in powers of 1/η
we would see Anderson localization [32]. In this regime strong fluctuations due to disorder destroy the
massless modes and create an exponentially decaying correlation function on the scale h¯vF /η. However,
this requires a scattering rate of the order of the band width, which is too large to be realized for most
physical systems.
In summary, we have described the transport in a two-dimensional two-band system, using spontaneous
breaking of a non-Abelian chiral symmetry. As an extension of previous calculations, our approach is
applicable not only at the (Dirac) node but also inside the two bands. With this we found a systematic
description which applies also to transport in graphene. In particular, we were able within a single
approach to obtain (i) the minimal conductivity at the Dirac nodes and (ii) the V-shape conductivity
inside the bands that is linear in the density of charge carriers.
Acknowledgment: I am grateful to A. Sinner for interesting discussions. This work was supported through
the DFG grant ZI 305/5-1.
Appendix A: coefficients of the nonlinear sigma model
The expansion terms in Eq. (16) read
Trg
(
Gˆ0Sˆ
2
)
= tr [(g+ + g−)(ϕ1ϕ
′
1 + ϕ2ϕ
′
2)] , (A1)
where tr is the trace with respect to the sites and the Pauli matrices.
Trg
[(
Gˆ0Sˆ
)2]
= Trg
[
Gˆ0SˆGˆ0Sˆ
]
= 2
[
tr(g+ϕ1Ug
T
−ϕ
′
1U
†) + tr(g−ϕ2Ug
T
+ϕ
′
2U
†)
]
(A2)
and
Trg
[(
Gˆ0Sˆ
2
)2]
= Trg
[
Gˆ0Sˆ
2Gˆ0Sˆ
2
]
= −
∑
j=1,2
(−1)j
[
tr(g+ϕjϕ
′
jg+ϕjϕ
′
j)− tr(g−ϕjϕ
′
jg−ϕjϕ
′
j)
]
(A3)
Moreover, for η¯ = η + ǫ we have
Ug±(iη¯)
TU † = −g∓(−iη¯) (A4)
such that we get from Eq. (A2)
Trg
[
Gˆ0SˆGˆ0Sˆ
]
= −2tr [g+(iη¯)ϕ1g+(−iη¯)ϕ
′
1]− 2tr [g−(iη¯)ϕ2g−(−iη¯)ϕ
′
2] . (A5)
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Now we assume that the Grassmann field ϕj,r varies only on large scales. This allows us to expand the
expressions (A1)–(A3) in powers of the wave vector q up to second order. Then we have, together with
the property UU † = 1,
tr [g±(iη¯)] = −tr [g∓(−iη¯)] , tr [g+(iη¯) + g−(iη¯)] = tr [g+(iη¯)− g+(−iη¯)] .
and
tr [g±(iη¯)− g±(−iη¯)] = −2iη¯tr [g±(iη¯)g±(−iη¯)]
such that
tr [g+(iη¯) + g−(iη¯)] = −2iη¯tr [g±(iη¯)g±(−iη¯)] .
This gives us Eq. (17) with the coefficients (18), (19).
Appendix B: Self-consistent calculation of the scattering rate
The scattering rate η = 1/τ is a function of the Fermi energy µ and can be evaluated within the
self-consistent equation η = 2igG0,0(z + iη) which reads for small g
gν
µ
=
e−κ tanκ cosκ
κ
(−π/2 < κ < π/2) ν = λe−1/g . (B1)
This equation determines κ and the latter gives
η = νeκ tanκ cosκ,
µ¯
η
=
gκ+ cosκ sinκ
cos2 κ
. (B2)
Appendix C: Random walk expansion
The random walk expansion is a convenient tool to calculate the integral of Eq. (15) [33]. In our case
it leads to a perturbation series in powers of αj . It is be based on the expansion of exp(−S
′′
j ) with S
′′
j
given in Eq. (17):
exp(−S′′j ) = exp
(∑
r
ϕjr(ǫ −D∂
2)ϕ′jr
)∏
r
(
1 + αjϕjrϕ
′
jr∂
2ϕjrϕ
′
jr
)
. (C1)
For this result and for the following discussion it is crucial to keep in mind that Grasmann variables are
nilpotent (i.e., ϕnjr = ϕ
′n
jr = 0 for integer n > 1). From the definition ∂jΦr = (Φr+aej −Φr−aej )/a we get
∂2jΦr = (Φr+2aej +Φr−2aej − 2Φr)/a
2. First we notice that
ϕjrϕ
′
jr∂
2ϕjrϕ
′
jr = −ϕjrϕ
′
jr
1
a2
∑
n=1,2
(ϕjr+2aenϕ
′
jr+2aen + ϕjr−2aenϕ
′
jr−2aen) .
Thus, the second factor in (C1) provides at each pair of sites (dimer) r, r ± 2aen either a factor 1 or a
product of Grassmann variables ϕjrϕ
′
jrϕjr±2aenϕ
′
jr±2aen
, respectively. This allows us to write
exp(−S′′j ) = exp
(∑
r∈Λ
ϕjr(ǫ−D∂
2)ϕ′jr
)∑
I
∏′
r,r′∈I
αj
a2
ϕjrϕ
′
jrϕjr′ϕ
′
jr′ , (C2)
where the product
∏′
r,r′∈I is restricted to dimers r
′ = r ± 2aen and I ⊆ Λ is a subset of our real space
Λ. Next we can expand the first factor in (C1) by using∑
r∈Λ
ϕjr(ǫ −D∂
2)ϕ′jr = (ǫ + 2Da)
∑
r∈Λ
ϕjrϕ
′
jr −Da
∑
r∈Λ
∑
n=1,2
ϕjr(ϕ
′
jr+2aen + ϕ
′
jr−2aen) (Da = D/a
2)
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such that
exp
(∑
r∈Λ
ϕjr(ǫ−D∂
2)ϕ′jr
)
= exp
(
(ǫ+ 2Da)
∑
r∈Λ
ϕjrϕ
′
jr
)∑
I′
∏′
r,r′∈I′
(
−Daϕjrϕ
′
jr′
)
Combining the expansion of the two factors in Eq. (C1) gives us
exp(−S′′j ) =
∑
I,I′
∏
r∈Λ
[1 + (ǫ + 2Da)ϕjrϕ
′
jr]
∏′
r,r′∈I
(
−Daϕjrϕ
′
jr′
)∏′
r,r′∈I′
αj
a2
ϕjrϕ
′
jrϕjr′ϕ
′
jr′ . (C3)
I and I ′ must be disjunct (i.e., they have no common sites r) to give a non-zero contribution to the
sum due to the nilpotent Grassmann variables. Thus, the approximated Jacobian exp(−S′′j ) consists of
(I) factors
αj
a2 ϕjrϕ
′
jrϕjr′ϕ
′
jr′ from dimers r, r
′ ∈ I ′, (II) factors −Daϕjrϕ
′
jr′ from dimers r, r
′ ∈ I and
(III) factors (ǫ + 2Da)ϕjrϕ
′
jr on points r, which do neither belong to I
′ nor to I. Inserting this result
into the correlation function of Eq. (15), we can perform the integration over the Grassmann variables
for each term of the sums in Eq. (C3). At each site r the integral gives 1 if there is a factor ϕjrϕ
′
jr
and zero otherwise. Then the result of the expansion can be represented in a graphical manner: Since
there are only isolated points (with (ǫ + 2Da)), isolated dimers (with αj/a
2) or connected dimers (with
−Da) after the Grassmann integration, we can depict these three types of elements as isolated points,
isolated dimers and connected dimers in space, respectively. We also have to take into account the extra
Grassmann variables in the integrand ϕjrϕ
′
jr′ . They can only appear as end points of a chain of connected
dimers, as it is shown in Fig. 2. The other connected dimers form closed loops and cannot intersect with
each other.
Eq. (C3) is identical to
exp(−S′′j ) =
∑
I
∏
r∈I
[1 + (ǫ + 2Da)ϕjrϕ
′
jr]
∏′
r,r′∈I
(
1−Daϕjrϕ
′
jr′
)∏′
r,r′∈Λ\I
αj
a2
ϕjrϕ
′
jrϕjr′ϕ
′
jr′
=
∑
I
exp
(∑
r∈I
ϕjr(ǫ−D∂
2)ϕ′jr
)∏′
r,r′∈Λ\I
αj
a2
ϕjrϕ
′
jrϕjr′ϕ
′
jr′ . (C4)
Inserting this into Eq. (15) and performing the integration with respect to the Grassmann variables gives
us Eq. (21).
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