Abstract-To avoid the catastrophic interference in incremental learning, we have proposed Resource Allocating Network with Long Term Memory (RAN-LTM). In RAN-LTM, not only a new training sample hut also some memory items stored in Long-Term Memory are trained based on a gradient descent algorithm. Io general, the gradient descent algorithm is usually slow and can be easily fallen into local minima. To solve these problems, we propose a fast incremental learning algorithm of RAN-LTM, in which its centers are not trained hut selected based on output errors. This model does not need so much memory capacity and it also realizes robust incremental learning ability. To verify these characteristics of RAN-LTM, we apply it to two function approximation problems: one-dimensional function approximation and prediction of Mackey-Glass time series. From the experimental results, it is verified that the proposed RAN-LTM can learn fast and accurately without large main memory unless incremental learning is conducted over a long period of time.
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I. INTRODUCTION
When we construct intelligent systems like person identification systems or stock price prediction systems, we often encounter a situation where a complete set of training samples is not given initially. In that case, we must construct a provisional system that works well in some limited conditions, and then the system will be improved incrementally using training samples given in the future. In this sense, incremental learning has been one of the most important issues in machine learning research so far.
The memory-based learning approach is one of the most promising strategy for incremental learning. In this approach, (almost) all training samples are accumulated in a memory, and then all of them are utilized for learning at every step. [4] , [5] are successful examples of memory-based learning approach. In LWR, linear regression is conducted for all (or a part) of stored training samples so that a mean squared error weighted by the distance from a query point is minimized. Since LWR is substantially based on linear regression using only local samples around a query point, the training speed is quite fast. However, the regression might be inaccurate if a suitable weight function is not selected. On the other hand, RBF networks can learn any functions if the number of hidden units is sufficiently large, and the learning algorithm can be easily extended in an incremental fashion A serious drawback of the memory-based learning model of RBF networks is that it often needs large memory capacity to store the RBF centers. To avoid this problem, RBF centers ~41.
Locally Weighted Regression (LWR) [2] and Radial-Basis Function (RBF) networks [ 3 ] ,
should be selected automatically from training samples that are given incrementally. If sufficient training samples are initially given, several selection strategies like random selection and unsupervised selection of centers could be adopted [5] . In many incremental learning problems, however, these strategies are useless because we do not know when we will get sufficient training samples. The supervised selection of centers is another solution for RBF networks. In this approach, RBF centers are moved adaptively based on output errors and consequently the approximation accuracy could be held even if so many RBF centers are not allocated. In incremental settings, however, cutustrophic interference might be a serious problem when the supervised selection of centers is introduced into RBF networks. This interference is caused by modifying connection weights and RBF centers, which hold the input-output relationships acquired from the past training samples, to adapt for n.ew training samples.
To avoid the catastrophic interference, there have been proposed several approaches [6], [ 7 ] , [SI, [9] . A promising approach is that some representative input-output pairs are extracted from sequentially given training samples and some of them are trained with a current training sample. Based on this approach, we have proposed an extended version of RBF networks called Resource Allocarbzg Nerwork with Long-Term
. RAN-LTM does not need so much memory capacity and it realizes robust incremental learning ability. However, the training often needs long time because RBF centers are trained based on the gradient descent method.
In this paper, we propose a variant of RAN-LTM in which its centers are not trained but selected based on the output errors. Hence, the proposed RAN-LTM is a memory-based learning model of RBF networks in which the supervised selection of centers is introduced. In Section 2, the original RAN-LTM is briefly explained at first, and then the variant of RAN-LTM is presented in Section 3. To evaluate the learning speed and approximation accuracy, we apply it to some function approximation problems in Section 4. Finally we state conclusions and one of our future works in Section 5. (LTM). RAN learns desired input-output relations from given training samples. However, if training samples are given incrementally, RAN might forget the input-output relations acquired in the past due to 'catastrophic interference' caused by learning a new training sample. To avoid the forgetting, representative input-output pairs are extracted from the mapping function of RAN. Then, these pairs are stored in LTM and some of them are trained with a new training sample to suppress the interference. In the followings, these pairs stored in LTM are called 'memory items' for notational convenience.
RESOURCE ALLOCATING NETWORK WITH LONG-TERM MEMORY

E. Resource Allocating Network
Resource Allocating Network (RAN) proposed by Platt [IO] is an extended version of RBF networks. RAN can adaptively add its hidden units to extend the approximation ability when unknown training samples are given.
Let the numbers of units in input, hidden, and output layers be I , J , and K , respectively. When an input x = { X I , . . . XI}' is given to RAN, the j t h hidden output yj and the kth network output are calculated as follows:
where c, = {q,, . . . , c j I } ' and U," are the center and variance of the jth hidden unit. And w k j and ~k are respectively a connection weight from the j t h hidden unit to the kth output unit and a bias of the kth output unit.
In RAN, connection weights and RBF centers are modified to improve the approximation accuracy of network outputs. The modification of connection weights and centers is carried out based on the gradient descent method. After the error E between outputs z and targets T is evaluated, training of RAN is conducted as follows:
If E is larger than a positive constant E and the distance between input x and its nearest center vector C* is larger than a positive value 6 ( t ) (i.e., E > E and 1 1 2 -c*JI > 6(t)), then add a hidden unit to RAN (i.e., J + J + 1). Set the following values to the network parameters for the Jth hidden unit (center vector C J , connection weights W k J , and variance UJ):
where K is a positive constant. Decrease 6(t) with time t as follows:
where T is a decay constant.
Modify the network parameters as follows:
(2) Otherwise
where a is a positive learning ratio
C. Long-Term Memory
Another module in RAN-LTM is Long-Term Memory (LTM). Representative input-output pairs are extracted from the mapping function acquired in RAN and they are stored in LTM over a long period of time. These pairs are called 'memory items' and some of them are retrieved from LTM to learn with an immediate training sample. The learning of memory items with a training sample prevents RAN from forgetting the mapping function acquired in the past even if training samples are given incrementally.
Although all memory items could be always retrieved to learn, it is generally desirable that the number of retrieved memory items are restricted only to effective ones. To estimate the effectiveness of memory items, we adopt the following two criteria: (1) the activation of hidden units and (2) the curvature information of the approximated function. Since the weights and RBF centers are modified in proportion to the activation of hidden units, it is considered that the input-output relations in the neighborhood of RBF centers for the active hidden units tend to be deteriorated by the interference. The first criterion is based on this fact. The second criterion is based on our previous experimental results 191: memory items on high curvature parts of approximated functions are more useful for suppressing the interference as compared with those on low curvature points. Considering these facts, we can select only the nearest memory items to the centers for active hidden units and on high curvature parts of approximated functions.
Hence, we shall retrieve memory items based on the following triplet (cj, z , H ' ( c 3 ) ) in LTM as the Mth memory item (6) Go hack to Steo 1.
probability: ( * A ' I , Z h f , H ' ( * A 4 ) ) .
. ,
[Procedure of Retrieval1
(1) When a training sample 3: is given to RAN, calculate hidden outputs, yj ( j = 1,. . . , J ) .
( 2 ) For the jth hidden unit, find a memory item where v and X are positive constants, and yj is the output of the jth hidden unit.
is the following Hessian information with respect to the nearest memory item 5 j tu the jth RBF center: (*j,2j,ff'(*3)) whose input vector 2j is the nearest ff'(5j) = min{ lHk(*cj)l,l) (11) to the jth RBF centers cj. Repeat the above operation for all hidden units.
where YO is a positive constant and f f k ( ' ) is the determinant (3) For each hidden unit, calculate the recall probability Pj of the Hessian matrix of the output i k whose element (i, i ' ) from yj and H ' ( 5 j ) from Eq. (IO).
is given as follows: ,-,
The memory items Z j are often sparsely distributed in a problem space. In such a case, learning these memory items could cause new interference even though they are trained to suppress the interference for a training sample. A remedy for this new interference is that some neighbor points of retrieved memory items are also trained to hold the input-output relations in the neighborhood of the memory items. These neighborhood points can he obtained as (5j + A , g ( a j + A ) ) where A is a small random value and g(.) is the mapping function of RAN.
where Lj is the number of pseudo training samples for the j t h memory item. 
A FAST INCREMENTAL L E A R N I N G ALGORITHM OF
RAN-LTM
The detailed procedures of generating and retrieving memory items are shown below.
[Procedure of Generation]
(1) When a training sample ( z , T ) is given to RAN, calculate the hidden outputs, y j ( j = 1 , . . . , J ) .
( 2 ) If all hidden outputs are less than a threshold value O,, then go to Step 6. Otherwise, go to Step 3.
(3) Obtain all indices j of hidden units whose outputs yj are larger than e,, and define a set ZI of these indices.
Update the following approximation criterion ~j for all
A. Learning Strategy of RBF Networks
As described in Section I, many learning strategies for RBF networks have been proposed so far [SI. They can he categorized into two groups in terms of whether RBF centers are trained or not. If RBF centers are not trained, the selection strategy of centers is important. Unfortunately, however, many selection strategies can he used only for hatch learning. Therefore, if we adopt RBF networks with fixed centers in incremental learning problems, (almost) all of the incrementally given training samples should he allocated to networks as their centers. This is often called memory-based learning, and it would need much time to learn and large memory capacity to save RBF centers when the number of training samoles is huee. If we On the other hand, RBF centers in RAN-LTM are trained based on the gradient descent algorithm. Hence, the training where E is the output error and p is a positive constant. If > p for j E Z, , go to Step 4. Otherwise, go to
Step 6. Here, fl is a positive constant. 
IV. SIMULATIONS
To evaluate the proposed learning algorithm of RAN-LTM, it is applied to function approximation problems under the condition that training samples are incrementally given. For comparison purposes, the following four models are evaluated:
i) RBFN The conventional RBF network in which all training samples are set to its RBF centers. The weight connections are obtained by solving a set of simultaneous linear equations. When a hidden unit is added to the network, the incremental operation for the matrix inversion is also introduced here (see [4] for details).
ii) RAN-LTM (0)
The original RAN-LTM in which training is carried out based on the gradient descent method (see Section 11).
The proposed RAN-LTM in which training is carried iii) RAN-LTM (NI)
out based on the fast learning algorithm (see Subsection Ill-B), but pseudo training samples are not utilized for leaming.
Go to Step 8. Otherwise, go to Step 3.
from LTM. The target function to be approximated is the following one-20 sin(4?r(z + 0.5) cos(lOn(z + 0.5)))
Training samples (z, 2 ) are randomly drawn from the function where and are , , , and onhogonal in Eq. (13), and they are incrementally given to a network. To matrices, and is a examine the performance depending on the size of problems, three different regions are defined for input s: R I : (s 1 0 < calculate a weight matrix W as follows:
z < 20). R2: {z I 0 < z < 40) and R3: {z I 0 < z < 80).
The numbers of training samples in R I , R2 and R3 are 500,
Output generate a memory item (5~4, i~) as follows:
E. If E > € 9 then add a hidden unit and completed. The test sampies are also randomly drawn i o m the same regions, and the numbers of them are 1000, 2000, and 4000, respectively. Tables 1 (a)-(c) show the mean squared errors for training and test samples, and also show the CPU time for convergence and the maximum memory size needed for learning of RI, R2, and R3. To estimate the memory size, we consider almost all factors to be stored in the main memory such as connection weights, centers and variances of hidden units, interpolation matrices for SVD calculations, and memory items.
As seen from Tables I (a) 
E. Experiment 2
Here, we apply the variant of RAN-LTM to a multidimensional function approximation problem: Mackey-Glass time series forecasting. Mackey-Glass time series is given by the following differential equation:
From Eq. (14), we can obtain the time series data z(O), z ( l ) , 2(2), . . ., z(t), . . .. Using z prior to time t , we predict z after t. In this experiment, setting T = 17, and using four inputs z
(t-18), z(t-12), z(t-6). z ( t ) , we estimate z(t+6).
In this way we generate a thousand data z(118), . . . ,z(lll7). These time series data are depicted in Fig. 3 . The four models are applied to the function approximation problem using such Mackey-Glass time series data.
The first 500 data points are used as training samples, and the remaining 500 data points are used to test performance. The training sample is incrementally given to neural networks at random. Table I1 shows the experimental results in this simulation.
As you can see from Table 11 , the training of RAN-LTM (NI) and RAN-LTM (N2) is very fast and the errors for both training and test samples are smaller than the conventional RBFN. RAN-LTM (0) also has good approximation accuracy. but it takes quite long time for leaming as compared with RAN-LTM (NI) and RAN-LTM (N2). For test samples, the prediction performance of RBFN is very poor due to the over learning of training samples. In this experiment, the number of hidden units in RBFN is 500, while the numbers of hidden units in the three RAN-LTM models are less than 10. This result suggests that the number of hidden units should be selected to obtain good generalization. In many incremental learning settings, however, the conventional RBFN can not select'suitable number of hidden units. In this sense, we can say that the supervised selection of centers is a good choice in incremental learning problems. Furthermore, RBFN needs a large memory capacity to store the information of RBF centers. It seems that the training of pseudo samples in RAN-LTM (N2) is also effective if we need high accuracy in approximation. Instead, it takes longer time in training.
V. CONCLUSIONS In this paper, we proposed a fast incremental learning algorithm of Resource Allocating Network with Long-Term Memory (RAN-LTM), in which its centers are not trained but selected based on output errors (i.e., supervised selection of RBF centers). This model does not need so much memory capacity and it realizes robust incremental learning ability. To verify these characteristics of the modified RAN-LTM, we applied it to two function approximation problems: one-dimensional function approximation and prediction of Mackey-Glass time series. In both experiments, the training samples were given to the networks incrementally From the experimental results, we verified that the proposed RAN-LTM can learn fast and accurately without large main memory unless the number of training samples becomes too large. However, the computational costs for SVD calculations could be a problem in RBFN and the proposed RAN-LTM if incremental learning continues for long time. In this case, the original RAN-LTM, in which RBF centers are trained, could be rather effective. Furthermore, the training of pseudo samples as well as memory items in RAN-LTM (N2) is also effective if we need high accuracy in approximation, although it might take longer time in learning.
To simplify the learning algorithm as much as possible, we implemented a fast incremental learning of RAN-LTM in which all memory items are always retrieved to leam with a training sample. However, all memory items might not be always needed for recalling. Introducing an efficient retrieval mechanism into the proposed variant of RAN-LTM will lead to a faster incremental learning algorithm. This is left as our future works.
