Introduction
An asset swap (ASW) is a synthetic position that combines a fixed rate bond with a fixed-to-floating interest rate swap. 1 The bondholder effectively transforms the pay-off, where she pays the fixed rate and receives the floating rate consisting of LIBOR (or EURIBOR) plus the ASW spread. In case of a default, the owner of the bond receives the recovery value and still has to honour the interest rate swap. The ASW spread is a compensation for the default risk and corresponds to the difference between the floating part of an ASW and the LIBOR (or EURIBOR) rate. Corporate bonds are always quoted with their ASW spreads and their pricing is based on the spreads. ASWs are very liquid and could be traded separately, even easier than underlying defaultable bonds (Schönbucher 2003) . ASW spreads are, therefore, a bond-specific measure of credit risk implied in bond prices and yields. Asset-swapped fixed-rate bonds financed in the repo market are comparable to credit default swap (CDS) contracts (Francis, Kakodkar, and Martin 2003) . ASW therefore usually trades in a close range (see Zhu 2004; Norden and Weber 2009 ) and tends to be cointegrated with CDS (De Wit 2006) .
Previous studies examine determinants of credit spreads inferred from CDS indexes (Byström 2006; Naifar 2010; Benbouzid and Mallick 2013) , single name CDS spreads (Cossin et al. 2002; Benkert 2004; Hull, Predescu, and White 2004; Yu 2005; Fabozzi, Cheng, and Chen 2007; Ericsson, Jacobs, and Oviedo-Helfenberger 2009; Tang and Yan 2010 ), 2 W. Aussenegg et al. individual corporate bonds Tsuji 2005) , and bond portfolios/indexes (Pedrosa and Roll 1998) . There was, however, no previous study on determinants of credit spreads inferred from ASW indexes. Our objective is twofold. First, we examine determinants of ASW spreads for the first time in the literature. Second, we examine the time-varying nature of the association of ASW spreads and their economic determinants. The examination of ASW spreads across different industries and in different regimes is important for the following reasons. First, previous work in asset pricing incorporating regime switching has considered either a single or a small set of risky assets while cross-sectional effects of regimes on asset returns (especially in large samples) have been far less studied (Ang and Timmermann 2011, 19) . Consideration of credit spreads in different market regimes is also important for practitioners involved in trading strategies involving mispricing between credit, bond, and equity markets. For example, some of the empirical hedge ratios used in the above strategies may become less effective when market exhibits regime-switching behaviour (see Yu 2005; . The hedge ratios may also be affected by different factors (e.g. industry-related or global) in different market regimes (Aretz and Pope 2013) .
Second, previous studies rarely examine industry portfolios although individual assets and industry portfolios may differ in terms of their sensitivity and exposure to regime changes (Ang and Timmermann 2011, 19) . Studying credit spread indexes (rather than credit spreads for individual bonds) is particularly useful in order to shed light on the systematic components of credit valuation that resist elimination by diversification (Pedrosa and Roll 1998) . The availability of numerousASW indexes allows us to examine the systematic components of credit risk in portfolios constructed for different industries, credit ratings, seniority, and regulatory considerations.
Finally, the bond market is characterized by a relatively high trade frequency and small average trade size compared to the CDS market (IOSCO 2012) . A combination of netting, centralized clearing, and reduced spreads contributed to a 48% fall in notional amounts outstanding of CDS worldwide, from $58 trillion at the end of 2007 to $30.3 trillion at the end of June 2010 (IFSL 2012, 5) . At the same time, the issuance of investment grade bonds in European markets has increased almost threefold, reaching the ¤140 billion mark at the beginning of 2009 (IFSL 2009 ). Due to the limited trading in CDS names, CDS indexes are not available for all industries (e.g. health care, automobiles and parts, utilities, etc.). On the other hand, given that ASWs are synthetic positions that combine fixed-bond coupon payments and fixed-for-floating rate swap transactions, we can calculate ASW indexes for any industry (even for industries where no ASW trading takes place) with a liquid market for (individual) bonds. Furthermore, Mayordomo, Pena, and Romo (2011) raise doubts about the representativeness of prices quoted in the CDS market during periods of financial crisis and diminishing liquidity. When liquidity drops sharply, CDS movements are more likely to be unrelated to default expectations. Consistent with the above, Mayordomo, Pena, and Romo (2011) show that during the recent crisis ASW spreads led CDS spreads and, thus, proved to be a more efficient indicator of credit risk.
Most related to our work is the study ofAlexander and , who examine determinants of iTraxx Europe CDS indexes. Their analysis however was limited to a pre-crisis period (June 2004 -June 2007 . In addition, due to the lack of availability of CDS indexes for different sectors, their focus was on available iTraxx Europe CDS indexes: main, non-financials, high volatility, financials senior, and financials subordinated. We, therefore, contribute to the literature by examining determinants of ASW spreads for 10 industries (automobiles, chemicals, food and beverages, health care, oil and gas, personal and household goods, retail, telecommunications, utility, and banks) and 13 composite iBoxx indexes stratified by industry grouping (Corporates, Financials, Non-Financials), credit rating (from AAA to BBB), and seniority (Senior and Subordinated), in Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 3 different market regimes. We also extend the model for determinants of credit spreads by considering market liquidity.
Our main findings are: (i) ASW spreads behave differently during periods of financial turmoil, with a residual volatility which is up to eight times higher compared to calm periods; (ii) structural determinants explain ASW spreads better for financial sector companies than for the remaining industry sectors; (iii) we find little evidence of regime switching in non-cyclical industry sectors (e.g. utility, chemicals, telecoms); (iv) the financial sector shows a high degree of autocorrelation in ASW spreads, which is mostly negative in calm but highly positive in turbulent market periods; (v) stock market volatility determines ASW spreads mainly in turbulent periods, whereas stock returns are more important in periods of lower volatility; (vi) interest rates are an important determinant in both market regimes; (vii) the liquidity premium, defined as the difference between the swap and the government bond yield curve tends to be relevant only in turbulent regimes; (viii) raising stock market returns and interest rates tend to reduce the probability of entering the volatile regime; (ix) our Markov switching model exhibits better accuracy than the equivalent OLS model for determinants of ASW spreads.
The remainder of this paper is organized as follows: Section 2 motivates our hypotheses. Section 3 describes data and methodology. In Section 4, we present results of our Markov switching model. In Section 5, we discuss the economic identification of the regimes and examine the main drivers of the regime switching. This is followed by various robustness checks performed in Section 6. Finally, Section 7 sums up and concludes.
Literature and hypotheses
The pricing of credit risk has evolved in two main approaches. First, reduced form models treat default as an unpredictable event, where the time of default is specified as a stochastic jump process. 2 Second, structural models build on Merton (1974) and Black and Scholes (1973) contributions. 3 Since structural models offer an economically intuitive framework to the pricing of credit risk, a large body of empirical literature has grown testing theoretical determinants of credit spreads with market data. 4 For example, within the structural framework, default is triggered when the leverage ratio approaches unity (i.e. debt equals total assets, thus, no equity is left). An increase in firm value is, thus, reducing the leverage and is, therefore, reducing the probability of default (and credit spreads). Similarly, according to option pricing theory, owning a corporate bond is analogous to owning the firm's assets and giving a call option (with an exercise price equal to the amount of debt) on the assets to equity holders. It is clear that an increase in asset (i.e. firm) value is associated with lower probability of default and higher corporate bond values. On the other hand, an increase in the firms' volatility increases the value for equity holders (i.e. value of the call option) at the expense of bondholders (i.e. increasing probability of default and lowering corporate bond values). We, therefore, test the following hypotheses:
H1: ASW spreads are negatively related to firms' value.
H2: ASW spreads are positively related to firms' volatility.
Firms' value and volatility, however, cannot be measured directly. For this reason, previous related studies use stock market returns and various volatility indexes to proxy for the firms' value and volatility Huang and Kong 2003; Aretz and Pope 2013) . When (past) realized stock market returns are higher (i.e. business climate is better), implied equity values (and, thus, also the firm value) are also higher. Higher firm values imply lower probability of default and higher recovery rates . The use of returns on stock market and volatility indexes in our study is further justified by the fact that we examine ASW spreads for corporate bond indexes rather than for individual bonds.
In addition to firm values and volatility, the risk-free rate plays an important role in structural models. The contingent claim (i.e. option pricing) framework for valuation of corporate securities is essentially a risk-neutral valuation. Since higher risk-free rates increase the risk-neutral drift, they lower the probability of default (Merton 1974) . The lower probability of default narrows the credit spread and leads to a negative association of interest rates and credit spreads (Longstaff and Schwartz 1995) . The risk-free interest rate is, therefore, expected to be negatively related to default risk. Another argument supporting the inverse relationship between interest rates and credit spreads refers to the consideration of business cycles. For example, in periods of economic recessions when both interest rates and stock market returns tend to be lower, corporate defaults with low recovery rates tend to occur more often.
Early empirical papers use government bond yields as a proxy for the risk-free rate. Although swap interest rates are not completely free of risk they are often regarded as a better benchmark for the risk-free rate than government yields (Houweling and Vorst 2005) . For example, they do not suffer from temporary pikes sometimes caused by characteristics of repo agreements involving government bonds. Furthermore, swaps have no short sale constraints, are less influenced by regulatory or taxation issues, and tend not to be affected by scarcity premiums in times of shrinking budget austerity. Finally, swap rates closely correspond to the funding costs of market participants (see Hull, Predescu, and White 2004; Houweling and Vorst 2005) . Overall, we expect a negative association between ASW spreads and swap interest rates. Thus, we test the following hypothesis:
H3: ASW spreads are negatively related to swap interest rate level changes.
A further possible determinant of credit spreads is the difference between the swap interest rate and the interest rate on a par value government bond of the same maturity, known as the swap spread (Duffie and Singleton 1999; Liu, Longstaff, and Mandell 2006) . Feldhütter and Lando (2008) decomposed the swap spread into a credit risk element, a convenience premium, and idiosyncratic risk factors. They concluded that the major determinant of swap spreads was the convenience yield defined as investors' willingness to pay a premium for the liquidity of government bonds. The importance of the convenience yield is especially apparent in unsettled markets. For example, dramatic events during the recent crisis altered investors' risk perception and consequently increased demand for more liquid assets, such as government bonds (so-called flight to liquidity). 5 The higher demand inevitably resulted in higher prices and, thus, lower yields relative to other asset classes (see Aussenegg, Götz, and Jelic 2013). 6 Empirical evidence for the association of swap spreads and credit spreads is provided for several markets. For example, Brown, In, and Fang (2002) report a significant positive relationship between swap and credit spreads in the Australian market. Kobor, Shi, and Zelenko (2005) find a positive long-term relationship between swap spreads and credit spreads for US AA-rated bonds with maturities of 2, 5, and 10 years. Finally, Schlecker (2009) Sample bond indexes are grouped based on the classification and strict criteria provided by Markit. For example, the market capitalization weighted iBoxx Benchmark indexes consist of liquid bonds with a minimum amount outstanding of at least ¤500 million and a minimum time to maturity of 1 year. Furthermore, the bonds need to have an investment grade rating and a fixed coupon rate. Bonds with embedded options, such as sinking funds and amortizing bonds, callable and undated bonds, floating rate notes, convertible bonds, bonds with conversion options, and collateralized debt obligations, are all excluded from the iBoxx bond indexes.
Bond index values are calculated daily based on market prices, thus, they represent the most accurate and timely bond pricing available. More specifically, the ASW spread (ASW i,t ) for each of the bonds included in the index is calculated based on the present value of fixed pay-offs (PV Fixed ) and floating pay-offs (PV Floating ) of a synthetic ASW and the bond's dirty price (DP):
The starting point in calculating the ASW spread is, therefore, distinguishing between the present value of fixed (PV Fixed ) and the present value of floating payments (PV Floating ):
C t is the current coupon; L t is the number of days between floating rate payments; Discount factors for fixed (DF Fixed ) and floating rate (DF Floating ) payments are determined based on the Markit Swap curve. 9 The ASW spread for each of the 23 sample indexes (ASW t ) is then calculated as market value-weighted average of the n index constituents:
where W MV i,t is the (market value) weight of bond i on trading day t.
Sample descriptive statistics
Descriptive statistics of our sample of ASW spreads are provided in 10 The median daily change in ASW spreads is the highest for Tier 1 Capital ASW spreads and lowest for health care and telecommunication sectors. The values for the annualized standard deviation highlight significant time-series variations. For the Tier 1 Capital sub-sample, for example, the annualized standard deviation is 2.4 times higher than that for the utility sector. Daily spread changes are highly leptokurtic for all sectors. The skewness of spreads is generally positive, with extreme values for Banks, Tier 1 Capital, and AAA-rated corporate bonds. 11 These three sectors exhibit the highest level of (positive) skewness and excess-kurtosis.
Differences in median ASW daily spread changes, across credit ratings, are not significant. For example, AA and BBB have the same median daily spread changes (see Table 1 ). The absence of significant differences in median ASW spread changes across different ratings during the crisis period is in line with the results for the lack of differences in excess returns on iBoxx bond indexes reported in Aussenegg, Götz, and Jelic (2013) . 12 The differences between average (mean and median) ASW spread changes for senior and subordinated bonds are notable (see Table 1 ). Figure 1 presents the co-movement of ASW spreads for 10 different industry sectors. As expected, the ASW spreads for the financial sector dominate the spreads of all other industries. Other sectors with above-average spreads during the credit crisis (especially in the year 2008) are oil and gas as well as automobiles and parts. Overall, we observe a significant increase in levels, volatility, and diversity of ASW spreads during the credit crisis. This was accompanied with a sharp drop in European stock markets (since Summer of 2007) and interest rates (since Summer of 2008). 
Markov switching model
The reported leptokurtic distribution of our sample ASW spreads together with time-varying properties of the parameters call for consideration of nonlinearity and regime shifts. Markov models provide an intuitive way to model structural breaks and regime shifts in the data generating process. 13 The models define different regimes allowing for dynamic shifts of economic variables at any given point in time conditional on an unobservable state variable, s t . Another advantage of using a latent variable s t is the constantly updated estimate of the conditional state probability of being in a particular state at a certain point in time. In our specification the state parameter s t is assumed to follow a first-order, two-state Markov chain where the transition probabilities are assumed to be constant.
We estimate a two-state Markov model explaining ASW spread changes ( ASW k,t ), for each sector k:
The dependent variable, ASW k,t , is the change (rather than level) in the ASW spread of industry sector k on day t. 15 β S,k,j is a matrix of j regression coefficients as used in model of the kth sector, which is dependent on the state parameter s. ASW k,t−1 is the one period lagged ASW spread change. The inclusion of lagged spread changes ( ASW k,t−1 ) as control variable is motivated by both previous studies and properties of our sample. 16 Equity values (Stock return k,t ) are proxied by respective Dow Jones (DJ) Euro Stoxx indexes which are also provided by Markit (see Table 1 ). 17 The VStoxx index ( VStoxx t ) is used as a proxy for the implied volatility, since it is the reference measure for the volatility in European markets. 18 The change in the level of interest rates is estimated by principal component analysis (PCA) using Euro swap rates with maturities between 1 and 10 years (i.e. 10 maturity brackets). The PCA allows us to use the entire term structure of interest rates and, thus, avoids an arbitrary selection of a point from the yield curve. 19 Since the input to the PCA must be stationary, we use the first difference of interest rate swap rates. 20 As a result, the PC themselves are stationary and can be directly used in our regressions without using first differences.
In the PCA context, swap rate maturities represent key liquidity points. The PCA uses historical shifts in the swap rates to compute the correlation matrix of the shifts. The matrix is then used to compute eigenvectors and eigenvalues. The first eigenvector corresponds to a level and the second to a slope of the swap rate curve shift. The computed eigenvalues are in fact weights, which tell us the relative importance of the level and slope shifts. The resulting first principal component of our analysis ( IR_Level t ), therefore, reveals the changes in the level of the entire swap rate curve. Specifically, in our study, the first PC (the variable IR_Level t used in Equation (5)) explains 92.7% of interest rate level changes.
The swap spread, as a proxy for bond market liquidity, is measured as the difference between the 5-year European swap interest rate and the yield of German government bonds of the same maturity. 21 Swap Spread t in Equation (5) represents daily changes in the Swap spread. ε S,k,t is a vector of disturbance terms, assumed to be normal with state-dependent variance σ 2 S,k,t . Descriptive statistics for all explanatory variables, together with expected signs of the coefficients in Equation (5), are presented in Table 2 . Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 9 
Results

Determinants of ASW spreads in different market regimes
Results of the Markov switching regressions are provided in Table 3 . As expected, the results suggest that regimes affect the intercept, coefficients, and the volatility of the process. The majority of all sectors exhibit a negative autocorrelation during the second (low volatility, therefore, calm) regime and a positive autocorrelation in times of high volatility (turbulent regime), indicating that the data generating process consists of a mixture of different distributions. The positive autocorrelation effect in the more volatile regime is particularly pronounced for automobile and parts, AAA-rated corporates as well as for finance-related indexes. The residual volatility (Std. Dev.) is higher during turbulent than during calm market periods for all sample sectors. On average, the residual volatility is 5.4 times higher during the turbulent periods, ranging from five (e.g. chemicals, utilities, telecommunications) to seven (Tier 1 Capital) times. Stock market returns are not significantly related to ASW spread changes of the non-financial sector index, neither in turbulent nor in the calm regimes. There are, however, some important industry differences within the Non-financial sector. For example, food and beverages as well as Utilities exhibit a negative association between credit spreads and stock market returns in both regimes, as predicted by structural models (hypothesis 1). In the regressions for the Financials composite index, the stock market return coefficients are negative (and statistically significant at Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 the 5% level or better) only during calm periods. This is further confirmed by the negative and highly statistically significant coefficients in regressions for Subordinated Financials, Banks, and Lower Tier 2 Capital indexes. For these indexes, increasing stock returns in calm periods are strongly associated with lower ASW spreads. Furthermore, the VStoxx is not significantly related to ASW spreads of Financial and Nonfinancial indexes, both in calm and turbulent periods (hypothesis 2). There is, however, evidence that volatility positively influencesASW spreads especially in the turbulent regime. 22 For example, in all but 1 out of 23 regressions the coefficient for volatility is positive, and in 10 out of 23 regressions significant at the 5% level or better. Notably, for three indexes (food and beverages, banks, and financial subordinates) we report a negative and statistically significant association between volatility and credit spreads during calm periods. 23 The negative and statistically significant relation between volatility and credit spreads during calm periods is also observed for the Corporates Composite index, in almost all credit rating (Corporates AAA, Corporates A and Corporates BBB) and seniority classes (Corporates Senior and Corporate Subordinate). The reported negative association of the ASW spreads and stock market volatility during calm periods is consistent with Alexander and Keack (2008) who report a negative association of CDS spreads and volatility in calm regime for Non-financials (statistically significant at the 5% level) and Financial senior sectors (not statistically significant). Cremers et al. (2008) also report a significantly negative impact of implied market volatility on credit spreads of 69 US firms. Overall, the results suggests that credit spreads tend to be more affected by stock market returns during calm periods, while in turbulent periods stock market volatility becomes a more important determinant of credit spreads. Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 13 Interest rate level changes ( IR_Level t ) affect ASW spreads negatively in both regimes (hypothesis 3).
24 Table 3 also reveals larger negative coefficients for interest rate level changes ( IR_Level t ) in turbulent compared to calm regimes. Thus, decreasing interest rates in turbulent periods tend to increase spreads more in calm periods. This result contradicts findings for CDS spreads reported by who report a negative and statistically significant relation between interest rates and credit spreads only during calm periods. In addition, they report lack of statistically significant relation between interest rates and credit spreads for financial indexes (Financial senior and Financial subordinate). 25 Finally, the influence of swap spreads ( Swap Spread t ) is positive, with extremely large coefficients, in all regressions during turbulent periods (hypothesis 4). In 16 out of 23 cases, the positive coefficients are significant at the 5% level, or better. The swap spreads, however, do not have a strong effect on credit spreads during calm periods. For example, none of the 19 coefficients for Swap Spread t with a positive sign are statistically significant in calm periods. This evidence is in line with our prediction that the liquidity premium plays a particularly important role in turbulent periods.
The reported high probabilities of staying in respective regimes suggest significant market persistency. The persistency tends to be higher for calm regimes. For example, once in a calm regime Financials have a probability of 95% of remaining in the calm regime. The corresponding probability for the turbulent regime is 92%. The respective probabilities for Non-financials indexes are 97% and 92%, respectively. The above results are consistent with reported longer state durations for calm compared to turbulent periods. For example, for Financials indexes the estimated duration of calm periods is 19 days compared to 13 days for turbulent periods. The corresponding values for Non-Financials indexes are 31 and 12 days, respectively.
Unreported results for regime-specific moments of ASW spreads suggest that ASW spreads changes deviated much more from normal distribution in the turbulent regime. 26 The length of time (in percentage terms) with characteristics of the high volatility regime varies across indexes. For example, the mean values for non-financial and financial sectors are 26.8% and 39.3%, respectively. Engel and Hamilton (1990) suggest a classical log likelihood ratio test with the null hypothesis (H 0 ) of no switching in the coefficients (β S t =1 and β S t =2 ) but allow for switching in the residual variance (σ S t =1 and σ S t =2 ).
Equality of coefficients in different market regimes
27 Thus we test the following hypothesis:
Unreported results suggest that the null hypothesis of equal coefficients in both regimes can be rejected for all 23 sectors at the 5% level. 28 Overall, indexes for financial industry provide most evidence of regime switching. 29 This contradicts findings documented in , reporting no evidence of switching in at least one of the coefficients in the Financial Senior index. The above specification test could be affected by a high degree of correlation between explanatory variables. In our sample, the two variables with the highest correlation are the equity market variables (i.e. stock returns and VStoxx). Our (unreported) results for the Markov switching models with only one of the two stock market variables remain robust. 30 We further conduct a test for switching in each explanatory variable of model 1 (see Table 4 ). As expected, for the stock market volatility the hypothesis of no switching can be rejected for 22 out of 23 indexes (at the 5% level). Evidence for switching in other explanatory variables Downloaded by [University of Sussex Library] at 04:11 20 April 2016 The European Journal of Finance 15 varies across industries. For example, automobiles and parts, chemicals, personal and household goods, and utility do not exhibit regime switching neither in the stock market returns nor in swap spreads. Instead, these sectors are more likely to experience regime switching in interest rates. 31 Automobiles and parts, oil and gas, and banks are the only industry sectors that exhibit strong regime switching in the coefficient for lagged-dependent variable. The above results provide further evidence for different time-varying behaviour of ASW spreads across different industries.
Tested-down Markov model
After clearly providing evidence of switching in the variables in most of the industry indexes we tested the Markov model down in the following way. First, we run the model with all variables (as in Table 3 ). Second, we perform a series of constrained estimates of the model by fixing the most insignificant coefficient at zero (i.e. we start with 10 (5 × 2) coefficients and reduce the model step by step). This procedure is repeated until all (remaining) coefficients are statistically significant. The final estimate (i.e. the last one in the series of constrained estimates) is then presented in Table 5 . Notes: Results for the tested-down Markov switching regression of changes in European iBoxx Bond Index ASW Spreads on theoretical determinants. We report regression coefficients and corresponding z-statistics (in parentheses). The results are based on a Newey-West consistent estimate of the covariance matrix to control for autocorrelation and heteroscedasticity. The theoretical determinants are: lagged ASW changes ( ASW t−1 ), daily stock index returns (Stock return), the change in the VStoxx volatility index ( VStoxx), the change in the level of the swap curve ( IR_Level), and the difference of the swap and the German government yield curve ( Swap Spread). The regime-dependent residual standard deviation (Std. Dev.) is in annualized basis points. p ii gives the probability of staying in the respective regime. The regime-dependent State Duration is in days. * Significance at the 5% level. The results further highlight industry variations. For example, automobiles and parts, most financial indexes, and AAA corporates exhibit positive autocorrelation in turbulent and negative in calm periods. On the other hand, health care, personal and household goods, and utilities exhibit significant negative autocorrelation in both regimes, with very similar coefficients. Whilst stock market returns tend to be the main determinant during calm periods, stock market volatility tends to be the key determinant during turbulent periods. Swap spreads appear to be an excellent proxy for bond market liquidity, since it is highly significant in turbulent periods and not significant during calm periods. Interest rates are an important determinant of ASW spreads in both regimes and most sectors (exceptions are retail, health care, and utilities). Notably, interest rates remain an important determinant of ASW spreads in the banking sector in both regimes.
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Our findings suggest significant differences in the importance of regimes across various industries. For example, the results for the banking sector are very much different from the results for utilities. While differences in estimates across regimes are very different in banking, they are not significant for utilities. Our findings also suggest significant differences in the importance of stock market returns, changes in volatility and changes in interest rates for explaining ASW spreads from various industries. For example, ASW spreads in the utility as well as the food and beverage sectors are not significantly affected by equity volatility in any of the regimes. On contrary, ASW spreads in all other industries are significantly affected by equity volatility during turbulent regimes.
There are also significant differences in the results across credit ratings. For example, the autocorrelation is more significant (in both regimes) for AAA bond indexes than for BBB indexes. Furthermore, the swap spread has no significant influence on AAA bonds, opposite to bonds in lower rating classes.
Economic identification of regimes and drivers of regime changes
Economic identification of regimes
So far, we defined the turbulent and calm regimes based on statistical procedures and resulting differences in coefficients, residuals' volatility, probability of staying in the respective regime, state duration, and ASW spreads' regime-specific moments. It is important to investigate to what extent our model estimates correspond to economic events and whether the turbulent regime indeed relates to the events from the recent financial crisis.
In the presence of regime switching, we expect a positive relation between volatility of ASW spread changes and filtered probabilities of entering into a turbulent period. Furthermore, we expect that the filtered probabilities relate to dates of major events during our sample period. We, therefore, plot the major events together with estimated probabilities and squared ASW spread changes (see Figure 2) . In this way, we undertake economic identification of regimes identified by our Markov model (Equation (5)).
The selected events are: (1) first reports on a sharp drop in US house prices, (2) the Ameriquest crisis, (3) financial markets rallied to a 5-year high, (4) the credit markets crisis, (5) LIBOR rose to 6.79%; (6) the collapse of Bear Stearns, (7) the nationalization of Freddie Mac and Fannie Mae, (8) the collapse of Lehman Brothers, and (9) the Citigroup crisis. The above events reflect the fact that the recent credit crisis originated in the US housing and mortgage markets and then spread to Europe and beyond. into a turbulent period (grey line). For example, the US housing bubble bursted when housing prices started to flatten and eventually dropped in the first quarter of 2006 (see event 1 in Figure 2) . Consequently, the first three months of our sample period exhibit high volatility together with a high probability of entering into a turbulent period. The financial crisis escalated as Ameriquest Mortgage revealed plans to close its retail branches and announced significant job cuts in May 2006 (see event 2 in Figure 2) . In November 2006, markets rallied to a 5-year high leading to an ASW spread reduction of 7 basis points (see event 3 in Figure 2 ). Another volatile period started when credit markets froze in summer 2007. In a coordinated move with the Federal Reserve, the European Central Bank injected ¤95 billion into the European banking systems (see event 4 in Figure 2 ). At the end of August 2007, Ameriquest Mortgage finally went out of business. On 4 September 2007, LIBOR rates rose to 6.79%, the highest level since 1998 (see event 5 in Figure 2 ). During the following four months ASW spreads returned to the calm regime lasting until the stock market downturn in January 2008. Bear Stearns (at that time the fifth largest investment bank in the world) was on the verge of collapse before it was sold to rival JP Morgan on 16 March 2008 (see event 6 in Figure 2 in Figure 2 ), the value of the Corporate Composite ASW spread jumped by 20.06 basis points. The market capitalization of the once biggest bank in the world dropped by 60% within a week. Finally, the US government agreed to invest several billion dollars and save the system-relevant financial institution. The remaining trading days in our sample exhibit a high level of volatility, as the downturn on financial markets continued. Overall, the estimation results presented in Figure 2 , provide robust conclusion that our turbulent regime is indeed related to the events from the recent financial crisis.
Determinants of regime changes
Having demonstrated significant regime changes, we now examine main drivers of the regime changes. To statistically test variables that induce a regime shift, we estimate a logit model relating the estimated state probability of being in either of the regimes to structural variables. The dependent variable is, therefore, equal to one if the estimated probability from Equation (5) is higher than 0.5 (indicating a high volatility -turbulent regime) and equal to zero if the estimated probability value is equal to or lower than 0.5 (indicating a low volatility -calm regime). The explanatory variables are the same structural variables as in Equation (5), with an addition of the squared change of lagged ASW spreads ( ASW 2 t−1 ). Given that volatility of ASW spreads is expected to be high during turbulent regimes (i.e. when volatility of residuals is high) it is important to examine the causality between regime changes and the volatility of ASW spreads (proxied by ASW 2 t−1 ). The model, thus, has the following form:
where P t [y t = 1] denotes the filtered probability of being in the high volatile regime at time t and α 0 and α 1 represent regression coefficients. Various models are estimated using only one lagged explanatory variable x t−1 at a time. The ASW 2 t−1 column in Table 6 reveals that large changes in the volatility of credit spreads, irrespective of the direction, lead to a shift in market regimes. 35 The coefficients are statistically significant at the 5% or better in 18 (of 23) regressions. Results presented in the second column in Table 6 show that lagged changes of credit spreads ( ASW t−1 ) have a significant and positive influence on the regime probability (the coefficients are statistically significant at the 5% or better in 21 (of 23) regressions). As expected, stock market returns have a negative sign in all sectors (statistically significant in 8 cases), indicating that positive daily market returns reduce the probability of switching to the high volatility regime. In contrast, lagged changes in volatility ( VStoxx t−1 ) do not seem to have any influence on the switching behaviour. The level of interest rates ( IR_Level), on the other hand, is negatively associated with credit spreads in all sectors (but statistically significant only in 3 cases). The coefficients for the lagged swap spreads are not statistically significant. Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 21 Overall, our results identify historical levels and volatility of ASW spreads together with stock returns and interest rates as the major drivers of regime shifts. It is worth noting that structural variables that drive ASW spreads from one regime to another vary across industries. For example, while interest rates force regime changes for automobiles and parts, telecommunications, and Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 23 Corporates AAA, stock market returns force regime changes for personal and household goods and banks. The above results differ from , who identified interest rates as the only structural variable that drives CDS spreads' regime changes.
Robustness checks
We conduct further analysis and examine the robustness of our findings. In Section 6.1, we conduct in and out-of-sample tests for accuracy of our model's predictions. In Section 6.2, we repeat tests, for determinants of ASW spreads and regime changes, in an extended sample to include a most recent, post-crisis period.
Sample accuracy tests of the Markov switching model
In this section, we address two important issues. First, we examine in and out-of-sample accuracy of our Markov model, thus, answering the question to what extent our regime-switching model describes credit spreads during the recent financial crisis. Second, we examine the accuracy relative to an equivalent OLS model. By comparing estimates of our regime-switching model with the equivalent OLS model we further highlight the importance of distinguishing between market regimes in certain industries.
In sample accuracy test
First, we use the Markov and the OLS models to predict changes in ASW spreads. The predictions for the Markov model are based on the estimated parameters (reported in Table 3 ) for calm and turbulent regimes. The turbulent and calm regimes were defined using probabilities estimated by our Markov model. Observations with the estimated probabilities above 0.5 were included in the turbulent regime. The predictions for the OLS model are based on the estimated parameters for the entire sample period. The predictions for the two regimes are, therefore, based on the same OLS parameters. Second, we regress the actual changes of the sample ASW spreads against the predicted changes obtained by the respective models. We, therefore, have two regressions for each of the regimes. Intercepts close to 0 and the slope coefficients close to 1 are an indication of a better model accuracy.
The unreported results suggest that in the turbulent regime the models work particularly well for oil and gas sector. 36 In the calm regime, the hypothesis that the slope coefficient equals 1 has to be rejected for all sectors. Notably, the t-statistics for the slope coefficients in the calm period are much higher compared to the turbulent regime. The hypothesis that the intercept term equals 0 has to be rejected only in retail (OLS model) and banking (OLS and Markov models) sectors.
Out-of-sample accuracy test
The predictions for the out-of-sample test are based on our Markov model (Equation (5)) for the two regimes and an equivalent OLS model using a rolling window of 500 (past) daily observations. The first estimation window starts on 6 January 2006 and ends on 18 December 2007 (500 observation). The out-of-sample period contains 278 observations (trading days), from 19 December 2007 until 29 January 2009. We then use the predictions to test the null hypothesis that the mean difference between actual and predicted changes in ASW spreads are zero in different regimes.
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The unreported results suggest that in the calm regime the difference between average (mean) actual and predicted ASW spread changes is not statistically significant across sectors and for both Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 models. In the turbulent regime, the (absolute) mean difference between actual and predicted ASW spread changes is smaller for the Markov model compared to the OLS model in all sectors, apart from oil and gas. Thus, the Markov model estimates are (in most cases) closer to the actual ASW spread changes. When the OLS model is used the mean difference between actual and predicted ASW spread changes is statistically significant for banking, telecommunication, and the Corporates composite index. In contrast, when the Markov model is used for predictions, the corresponding differences are not statistically significant in any of the sectors. Overall, our Markov model, based on variables identified by the structural model of credit risk, exhibits better in and out-of-sample accuracy compared to the equivalent OLS model for determinants of ASW spreads.
Post-crisis period
We now check for the robustness of our results in an extended sample that includes a most recent, post-crisis period.
38 Overall (unreported) results for the extended sample (January 2006-October 2013) are economically and statistically consistent with our results for the crisis period (January 2006 (January -2009 . 39 For example, signs and significance of coefficients (Stock returns, VStoxx, IR_Level and Swap spreads) are very similar. The new coefficients for the autocorrelation factor (ASW t−1 ) are predominantly positive, thus, economically and statistically consistent, with our earlier estimates, only in turbulent periods. During calm periods, the coefficients are no longer predominantly negative (and significant). Instead, they are now predominantly positive. We explain the above results with prolonged uncertainty regarding the length and scale of the recent financial crisis, and, therefore, credit risk. The crisis period was characterized by several major events each of which was associated with peaks in ASW spreads (see Figure 2) . The calm periods were, therefore, associated with the reversal of expectations in the aftermath of major market events, thus, resulting in negative autocorrelation. During the extended sample period, the sharp reversal effect was diluted because of (relatively) fewer major market events. Consequently, the autocorrelation is predominantly positive both in turbulent and calm periods.
In the extended sample, lagged ASW 2 remains the dominant driver of regime shifts with (always) positive and statistically significant coefficients. 40 Past ASW spreads changes are (statistically) still a very important determinants while past Stock returns remain less important driver of regime shifts. The other three variables (lagged VStoxx, lagged IR_Level and lagged Swap spread) are, as previously reported, not statistically significant.
Conclusion
In this study we examine the time-series dynamic of credit risk based on ASW spread data for a set of 23 European iBoxx Corporate Bond indexes during the period from 1 January 2006 to 30 January 2009. Our results suggest a leptokurtic distribution for the sample ASW spreads characterized by huge excess kurtosis. To allow for dynamic shifts in the data generating process, we employ a two-state Markov model. The corresponding results reveal that the estimated coefficients differ considerably between the two regimes. For example, stock market returns are negative and in most cases significantly associated with ASW spreads in calm periods. This result also holds in turbulent periods but to a lesser extent. The stock market volatility has a positive effect on ASW spreads in turbulent periods, whereas the opposite is true in calm periods. As predicted, a higher swap spread, which can be considered as a quality premium required for non-government bonds, demands larger ASW spreads. However, this only holds in turbulent regimes. In calm periods, the relationship is not statistically significant. Independent of the regime, the level of interest rates is Downloaded by [University of Sussex Library] at 04: 11 20 April 2016 The European Journal of Finance 25 clearly negatively related to credit risk. Therefore, lower interest rates lead to an increase in ASW spreads.
Our findings suggest significant differences in the importance of stock market returns, volatility, and interest rates for explaining ASW spreads from various industries. This result is surprising since theory predicts that all credit spreads should be affected by those variables (Collin-Dufresne, Goldstein, and Martin 2001) and empirical evidence document considerable comovements of credit spreads derived from bond index portfolios (Pedrosa and Roll 1998) of various industries. The above results further highlight our finding that ASW spreads exhibit regime-dependent behaviour, especially in the financial sector. We identify market liquidity factor as one of the important systematic components outside structural models, especially in turbulent periods. 41 The regime transitions between turbulent and calm regimes are mainly driven by lagged ASW spread returns, lagged ASW spread return volatility, and stock returns. On the other hand, stock market volatility, interest rate levels and swap spreads are not important drivers of regime shifts. Our results differ from the results reported in studies on CDS spreads, which identify interest rates as the only driver of the regime changes for CDS spreads (e.g. .
Our regime-switching model provides estimates that match well with economic events during the recent crisis. The model estimates are also robust in an extended sample that includes a post-crisis period. The documented regime-specific dynamics of ASW spreads is important for participants in the bond market, both for valuation and hedging purposes. Notably, the Markov switching model exhibits better accuracy compared to the equivalent OLS model in a number of industry sectors. For efficient hedging of credit risk, market participants should, therefore, take into account differences between relevant market regimes and industry sectors. The regime shifts may also be important for investors in exchange-traded funds that track bond indexes for different industry sectors.
