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Abstract
We prove that any proper, geodesic metric space whose Dehn function grows asymp-
totically like the Euclidean one has asymptotic cones which are non-positively curved
in the sense of Alexandrov, thus are CAT(0). This is new already in the setting of Rie-
mannianmanifolds and establishes in particular the borderline case of a result about the
sharp isoperimetric constant which implies Gromov hyperbolicity. Our result more-
over provides a large scale analog of a recent result of Lytchak and the author which
characterizes proper CAT(0) in terms of the growth of the Dehn function at all scales.
We ﬁnally obtain a generalization of this result of Lytchak and the author. Namely, we
show that if the Dehn function of a proper, geodesic metric space is sufﬁciently close
to the Euclidean Dehn function up to some scale then the space is not far (in a suitable
sense) from being CAT(0) up to that scale.
Mathematics Subject Classiﬁcation 53C23 · 20F65 · 49Q05
1 Introduction and statement of main results
The Dehn function, also known as the ﬁlling area or isoperimetric function, measures
how much area is needed to ﬁll closed curves of a given length in a space or a group
by disc-type surfaces. It is a basic invariant in analysis and geometry and plays an
important role particularly in large scale geometry and geometric group theory. It is
a quasi-isometry invariant of a space and is connected to the complexity of the word
problem in a group.
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The aim of the present article is to study the geometry of spaces whose Dehn
functions are sufﬁciently close to the Euclidean one in a suitable sense. Our study is
partly motivated by the fact that the (large scale) geometry of spaces with quadratic
Dehn function is not yet well understood. In general, only few properties of such
spaces are known. In contrast, spaces with linear Dehn function at large scales are well
understood. They are exactly the Gromov hyperbolic spaces by an important theorem
ofGromov [12]. By the same theoremofGromov,which has inspired alternative proofs
in [3,30,31], there are no spaces with Dehn function of super-linear sub-quadratic
growth.
In order to state our results, let (X , d) be a complete metric space. Deﬁne the
Lipschitz ﬁlling area of a Lipschitz curve c : S1 → X by
Fill AreaLip(c) := inf {Area(v) : v : D → X is Lipschitz, v|S1 = c} ,
where D denotes the closed unit disc in R2. See Sect. 2.4 for the deﬁnition of the
parametrized Hausdorff area Area(v). Here, we only mention that if v is injective
then Area(v) equals the Hausdorff 2-measure of the image of v; moreover, if X is a
Riemannian manifold then Area(v) coincides with the parametrized area obtained by
integrating the Jacobian of the derivative of v. The Lipschitz Dehn function of X is
the function
δ
Lip
X (r) = sup
{
Fill AreaLip(c) : c : S1 → X is Lipschitz, (c) ≤ r
}
for every r ≥ 0, where (c) denotes the length of c.
The following result, proved by the author in [37], generalizes and strengthens
Gromov’s result [12]mentioned above: if a complete, geodesicmetric space X satisﬁes
lim sup
r→∞
δ
Lip
X (r)
r2
<
1
4π
then X is Gromov hyperbolic. The constant 14π is optimal in view of the Euclidean
plane. In the present paper we establish the borderline case of this result in the setting
of proper metric spaces by proving:
Theorem 1.1 If a proper, geodesic metric space X satisﬁes
lim sup
r→∞
δ
Lip
X (r)
r2
≤ 1
4π
(1)
then every asymptotic cone of X is a CAT(0)-space.
Recall that a geodesic metric space X is CAT(0) if every geodesic triangle in X is at
least as thin as a comparison triangle in the Euclidean plane, see e.g. [4] for the theory
of CAT(0)-spaces. A metric space is proper if all of its closed bounded subsets are
compact. Having only CAT(0) asymptotic cones is equivalent to geodesic triangles in
2
htt
p:/
/do
c.r
ero
.ch
X satisfying the CAT(0) thinness condition up to an additive error which is sublinear
in the diameter of the triangle, see [18].
Theorem 1.1 is new even when X is a Riemannian manifold and the constant 14π is
optimal, see Sect. 7. The converse to the theorem does not hold, not even in the class
of geodesic metric spaces biLipschitz homeomorphic to R2, as shows our next result.
Theorem 1.2 There exists a geodesic metric space X biLipschitz homeomorphic toR2
which satisﬁes
lim inf
r→∞
δ
Lip
X (r)
r2
>
1
4π
(2)
and whose unique asymptotic cone is (isometric to) the Euclidean plane.
Theorem1.1 can also be viewed as a large scale analog of (one direction in) themain
result of Lytchak and the author in [23] which characterizes proper CAT(0)-spaces in
terms of the growth of the Dehn function at all scales. The proof of Theorem 1.1 relies
on the results and proofs in [23]. However, it is conceivable that arguments similar
to the ones developed in the present article can be used to prove the above men-
tioned characterization of proper CAT(0)-spaces in [23] even without the condition
on properness.
Theorem 1.1 does not only hold for asymptotic cones but also has an analog for
ultralimits of sequences of proper, geodesic metric spaces Xn whose Lipschitz Dehn
functions satisfy
δ
Lip
Xn (r) ≤
1 + εn
4π
· r2 + εn (3)
for all r ∈ (0, r0) and n ∈ N, where (εn) is a sequence of positive real numbers
tending to zero and r0 is positive and possibly inﬁnite. We refer to Theorem 7.1 for
this analog and state here the following consequence which generalizes the result in
[23]mentioned above.More consequences of Theorem 7.1will be discussed in Sect. 7.
Theorem 1.3 For every ν ∈ (0, 1) there exists C > 14π with the following property.
Let r0 > 0 and let X be a proper, geodesic metric space satisfying
δ
Lip
X (r) ≤ C · r2
for all r ∈ (0, r0). Then every geodesic triangle in X of perimeter s < (1 − ν)r0 is,
up to an additive error of at most νs, no thicker than its comparison triangle in R2.
The perimeter of a geodesic triangle is the sum of the lengths of its sides. Geodesic
triangles which are, up to an additive error of at most ν′, no thicker than their compar-
ison triangles in R2 were termed CAT(0, ν′) in [8]. See also Sect. 2.3 below. Aspects
of this notion of coarse non-positive curvature and variants thereof were studied for
example in [5,6,8,13,18]. A closely related notion is that of bolic spaces introduced in
[20]. Proper, geodesic metric spaces satisfying δLipX (r) ≤ C · r2 for some (arbitrarily
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large) C and all r are known to be α-Hölder 1-connected for every α < 1 by [28]. It
is not known whether they are actually Lipschitz 1-connected. In view of the theorem
above it would thus be interesting to study geometric properties of spaces satisfying
the conclusion of Theorem 1.3 for sufﬁciently small ν.
As already mentioned, the proof of Theorem 1.1 (and also of its generalization to
ultralimits mentioned above) relies on the proof of the characterization in [23] men-
tioned above of proper CAT(0)-spaces in terms of the growth of their Dehn function.
One of the main new ingredients established in the present paper is a solution of
Plateau’s problem in ultralimits of sequences of proper, geodesic metric spaces Xn
satisfying (3). We refer to Theorem 6.1 for the precise result, which together with the
techniques and proofs from [23] will yield our main result. In this introduction we
only state a version of this theorem for asymptotic cones. Recall that in the context of
metric spaces, the classical problem of Plateau of ﬁnding area minimizing discs with
prescribed boundary was solved for proper metric spaces in [25] and for a certain class
of locally non-compact metric spaces in [14]. Ultralimits and asymptotic cones of the
spaces we are interested in typically fail to be proper and also do not fall into the class
of spaces considered in [14].
Theorem 1.4 Let X be a proper, geodesic metric space satisfying
lim sup
r→∞
δ
Lip
X (r)
r2
≤ 1
4π
,
and let Xω be an asymptotic cone of X. Then every rectiﬁable Jordan curve in Xω
bounds an area minimizing disc which is moreover parametrized conformally.
We refer to Sect. 6 for the deﬁnitions relevant for the theorem. We do not know
whether an analog of the theorem remains true when the constant 14π is replaced by a
strictly bigger constant.
We end this introduction with a brief outline of the proof of Theorem 1.4. The proof
of its analog for ultralimits is almost the same. In a ﬁrst step we construct a candidate
for an area minimizer with prescribed rectiﬁable Jordan boundary 	 in Xω. Roughly
speaking, this candidate comes as the ultralimit of a sequence of area minimizers in X
whose boundaries form a sequence of Lipschitz curves in X approximating 	 in Xω.
This step relies on the results in [25] and [27] on the existence, regularity and equi-
compactness of area minimizers in proper metric spaces. In a second step we show
that the so found candidate is indeed an area minimizer. This is the more difﬁcult part.
The main problem is that, in general, it is not clear whether a given ﬁlling of 	 in
Xω comes from a sequence of ﬁllings (of suitable curves) in X with almost the same
area. We solve this problem by suitably discretizing a given ﬁlling of 	 in Xω. More
precisely, we show in Theorem 4.1 that for every ε > 0 and every sufﬁciently large
λ > 0 there exists a ﬁnite family 	1, . . . , 	k of pairwise separated smooth Jordan
curves in the open disc D and a λ-Lipschitz map ϕ : S1 ∪ 	1 ∪ · · · ∪ 	k → Xω with
the following properties: the restriction of ϕ to S1 parametrizes 	 and
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k∑
i=1
1
4π
· (ϕ|	i )2 ≤ FillArea(	) + ε,
where FillArea(	) is the Sobolev ﬁlling area of 	. Moreover, the pairwise disjoint
Jordan domains enclosed by 	i cover all of D except a set of measure at most ελ2 .
Since the Dehn function of X is nearly the optimal Euclidean one on large scales
and since Lipschitz curves in Xω can be well approximated by Lipschitz curves in
X , this discretization procedure together with Lipschitz extension arguments yield
competitors in X with area arbitrarily close to FillArea(	). The existence of such
competitors will then imply that our candidate minimizes area among all Sobolev
discs with boundary 	.
The structure of the paper is as follows. In Sect. 2 we collect basic deﬁnitions
regarding ultralimits, asymptotic cones, the coarse CAT(0)-condition, and Sobolev
mappings with values in a metric space. We furthermore recall the deﬁnition of the
Sobolev Dehn function from [28] and a result about the existence of suitable thick-
enings of a metric space. In Sect. 3 we show that a complete, geodesic metric space
whose SobolevDehn function is bounded by the Euclidean onemust have the so-called
property (ET) of Euclidean tangents. This extends a corresponding result in [23] from
the setting of proper metric spaces to that of general ones and is needed in the sequel.
The purpose of Sect. 4 is to prove that ﬁllings in a geodesic metric space with property
(ET) can be discretized in the way described above. This is used in Sect. 5 to construct
competitors in Xn starting from a ﬁlling of a curve in the ultralimit Xω of a sequence
(Xn) of spaces Xn with almost Euclidean Dehn function. In Sect. 6 we use the results
from the previous sections to prove that every rectiﬁable Jordan curve in Xω bounds a
Sobolev disc of minimal energy and that every energy minimizer is an area minimizer.
In Sect. 7 we state and prove our main result, Theorem 7.1, which in particular implies
Theorems 1.1 and 1.3. We furthermore prove the remaining results and discuss further
consequences of Theorem 7.1.
2 Preliminaries
2.1 Basic notation and definitions
The Euclidean norm of a vector v ∈ Rn will be denoted by |v|. The open unit disc in
R
2 is denoted by
D := {z ∈ R2 : |z| < 1},
its closure by D and its boundary by S1.
Let (X , d) be a metric space. The open ball in X of radius r > 0 and center
x ∈ X is denoted by B(x, r) := {x ′ ∈ X : d(x, x ′) < r}, the closed ball by
B¯(x, r) := {x ′ ∈ X : d(x, x ′) ≤ r}. The space X is proper if every closed ball of
ﬁnite radius in X is compact. Given subsets A ⊂ B ⊂ X and ν > 0 we say that A is
ν-dense in B if for every y ∈ B there exists x ∈ A with d(x, y) ≤ ν.
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A curve in X is a continuous map c : I → X , where I is an interval or S1. If I is
an interval then the length of c is deﬁned by
(c) := sup
{k−1∑
i=0
d(c(ti ), c(ti+1)) : ti ∈ I and t0 < t1 < · · · < tk
}
and an analogous deﬁnition applies in the case I = S1. Sometimes we will write
X (c). The space X is geodesic if any two points x, y ∈ X can be joined by a curve
of length equal to d(x, y).
For s ≥ 0 the Hausdorff s-measure on a metric space X is denoted byHsX or simply
by Hs . We choose the normalization constant in such a way that on Euclidean Rn the
Hausdorff n-measure coincides with the Lebesgue measure. The Lebesgue measure
of a subset A ⊂ Rn is denoted |A|.
A map ϕ : X → Y between metric spaces (X , dX ) and (Y , dY ) is called (L, α)-
Hölder continuous if
dY (ϕ(x), ϕ(x ′)) ≤ L · dX (x, x ′)α
for all x, x ′ ∈ X .
Let L ≥ 1 and λ0 > 0. A metric space X is called L-Lipschitz 1-connected up to
scale λ0 if every λ-Lipschitz curve c : S1 → X with λ < λ0 extends to a Lλ-Lipschitz
map deﬁned on all of D. The space X is called Lipschitz 1-connected up to some scale
if it is L-Lipschitz 1-connected up to scale λ0 for some L ≥ 1 and λ0 > 0.
2.2 Ultralimits and asymptotic cones of metric spaces
We brieﬂy review some deﬁnitions and facts concerning ultralimits and asymptotic
cones. For more details we refer for example to [4] or [9].
Let ω be a non-principal ultraﬁlter ω on N, that is, a ﬁnitely additive measure on
N such that every subset A ⊂ N is ω-measurable with ω(A) ∈ {0, 1} and such that
ω(N) = 1 and ω(A) = 0 whenever A is ﬁnite. If (Z , d) is a compact metric space
then for every sequence (zn) ⊂ Z there exists a unique point z ∈ Z such that
ω({n ∈ N : d(zn, z) > ε}) = 0
for every ε > 0. This point z will be denoted by limω zn and we call it the ultralimit
of the sequence (zn).
Let (Xn, dn, pn) be a sequence of pointed metric spaces. We call a sequence of
points xn ∈ Xn bounded if
sup
n∈N
dn(xn, pn) < ∞.
6
htt
p:/
/do
c.r
ero
.ch
Let us equip the set X˜ of bounded sequences in the sense abovewith the pseudo-metric
d˜ω((xn), (x ′n)) := limω dn(xn, x ′n).
The ω-ultralimit of the sequence (Xn, dn, pn) is the metric space obtained from X˜
by identifying points in X˜ of zero dω-distance. We denote this space by Xω =
(Xn, dn, pn)ω and its metric by dω. An element of Xω will be denoted by [(xn)],
where (xn) is an element of X˜ . Ultralimits are always complete and ultralimits of
sequences of geodesic metric spaces are again geodesic.
Let Y be a metric space, α ∈ (0, 1] and C ≥ 0. Let ϕn : Y → Xn be (C, α)-Hölder
maps, n ∈ N. If the sequence (ϕn) is bounded in the sense that
sup
n∈N
dn(ϕn(y), pn) < ∞
for some and thus every y ∈ Y then the assignment y 
→ [(ϕn(y))] deﬁnes a (C, α)-
Hölder map from Y to Xω. We denote this map by (ϕn)ω or limω ϕn .
Let (X , d) be ametric space, (pn) ⊂ X a sequence of basepoints and (tn) a sequence
of positive real numbers satisfying limn→∞ tn = 0. The asymptotic cone of X with
respect to (pn), (tn) and ω is the ω-ultralimit of the sequence (X , tnd, pn). It will be
denoted by (X , tn, pn)ω or simply by Xω if there is no danger of ambiguity. A geodesic
metric space is Gromov hyperbolic if and only if every of its asymptotic cones is a
metric tree, see [9, Proposition 3.1.1].
2.3 The CAT(0) and CAT(0, ) conditions
Let (X , d) be a geodesic metric space. A geodesic triangle  in X consists of three
points in X and a choice of three geodesics (the sides) connecting them. The sum of
their lengths is called the perimeter of. Consider the comparison triangle ⊂ R2 for
. This is the unique (up to isometries) triangle in Euclidean R2 whose sides have the
same lengths as the sides of . The triangle  is said to be CAT(0) if for all x, y ∈ 
and their unique comparison points x¯, y¯ ∈  the inequality d(x, y) ≤ |x¯ − y¯| holds.
In other words,  is at least as thin as . If all geodesic triangles in X are CAT(0)
then X is called CAT(0)-space. We refer to [4] for details concerning the deﬁnitions
above.
The following notion of coarse non-positive curvature was introduced by Gromov
in [13]. See also [5,8,18,20] and the references therein.
Deﬁnition 2.1 Let (X , d) be a geodesic metric space and ν ≥ 0. A geodesic triangle
 ⊂ X is called CAT(0, ν) if for all x, y ∈  the inequality
d(x, y) ≤ |x¯ − y¯| + ν
holds, where x¯, y¯ ∈  are the comparison points in the comparison triangle  ⊂ R2.
We will need the following proposition whose simple proof is left to the reader.
Compare with [8, Proposition 3.2.8] and [18, Theorem 8].
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Proposition 2.2 Let r0 > 0. Let (Xn, dn) be geodesic metric spaces, n ∈ N, such that
for every non-principal ultraﬁlterω onNand every sequence of basepoints pn ∈ Xn all
geodesic triangles of perimeter at most r0 in the ultralimit (Xn, dn, pn)ω are CAT(0).
Then for every ν > 0 there exists n0 ∈ N such that if n ≥ n0 then all geodesic triangles
in Xn of perimeter at most r0 are CAT(0, ν).
2.4 Sobolevmaps with values in metric spaces
There exist several equivalent deﬁnitions of Sobolev maps from a Euclidean domain
into a metric space, see e.g. [1,2,16,17,22,34–36]. We recall the deﬁnition from
[34] based on compositions with real-valued Lipschitz functions. We will only need
Sobolev maps deﬁned on the open unit disc D of R2.
Let (X , d) be a complete metric space and p > 1. Let L p(D, X) be the set of
measurable and essentially separably valued maps u : D → X such that for some
and thus every x ∈ X the function ux (z) := d(x, u(z)) belongs to the classical space
L p(D) of p-integrable functions on D.
Deﬁnition 2.3 A map u ∈ L p(D, X) belongs to the Sobolev space W 1,p(D, X) if
there exists h ∈ L p(D) such that ux is in the classical Sobolev space W 1,p(D) for
every x ∈ X and its weak gradient satisﬁes |∇ux | ≤ h almost everywhere.
There are several natural notions of energy of a map u ∈ W 1,p(D, X). Throughout
this text we will use the Reshetnyak p-energy deﬁned by
E p+(u) := inf
{
‖h‖pL p(D)
∣∣ h as in the deﬁnition above} .
We will furthermore need the notion of trace of u ∈ W 1,p(D, X). By [22] there
exists a representative u¯ of u such that the curve t 
→ u¯(tv) with t ∈ [1/2, 1) is
absolutely continuous for almost every v ∈ S1. The trace of u is then deﬁned by
tr(u)(v) := lim
t↗1 u¯(tv)
for almost every v ∈ S1. It can be shown that tr(u) ∈ L p(S1, X), see [22]. If u has a
continuous extension uˆ to D then tr(u) is just the restriction of uˆ to S1.
Every map u ∈ W 1,p(D, X) has an approximate metric derivative at almost every
point z ∈ D in the following sense, see [19] and [25]. There exists a unique seminorm
on R2, denoted ap md uz , such that
ap lim
z′→z
d(u(z′), u(z)) − ap md uz(z′ − z)
|z′ − z| = 0,
where ap lim denotes the approximate limit, see [10]. If u is Lipschitz then the approx-
imate limit can be replaced by an honest limit. It follows from [25] that
E p+(u) =
∫
D
I p+(ap md uz) dz,
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where for a seminorm s on R2 we have set I p+(s) := max{s(v)p : |v| = 1}.
Deﬁnition 2.4 The (parameterized Hausdorff) area of a map u ∈ W 1,2(D, X) is
deﬁned by
Area(u) :=
∫
D
J(ap md uz) dz,
where the Jacobian J(s) of a seminorm s on R2 is the Hausdorff 2-measure in (R2, s)
of the Euclidean unit square if s is a norm and J(s) = 0 otherwise.
If u ∈ W 1,2(D, X) satisﬁes Lusin’s property (N), thus sends sets of Lebesgue
measure zero to sets of Hausdorff 2-measure zero, then
Area(u) =
∫
X
#{z : u(z) = x} dH2(x)
by the area formula [21]. In particular, if u is injective then Area(u) = H2(u(D)).
The area and energy are related by Area(u) ≤ E2+(u) for every u ∈ W 1,2(D, X), see
[25, Lemma 7.2].
We will need the following simple observation.
Lemma 2.5 Let X and Y be complete metric spaces and let u ∈ W 1,2(D, X) and
v ∈ W 1,2(D, Y ). Then the map w = (u, v) belongs to W 1,2(D, X × Y ) and its
approximate metric derivative at almost every z ∈ D satisﬁes
[
ap md wz(ξ)
]2 = [ap md uz(ξ)]2 + [ap md vz(ξ)]2
for all ξ ∈ R2.
Proof It follows for example from [25, Proposition 3.2] that w ∈ W 1,2(D, X × Y ).
Denote the distances on X , Y , and X × Y by dX , dY , and dX×Y , respectively. Let
z ∈ D be a point at which each of the maps u, v, and w is approximately metrically
differentiable and let ξ ∈ S1. Thus, there exist a sequence (rn) of positive real numbers
and a sequence (ξn) ⊂ R2 with rn → 0 and ξn → ξ and such that
lim
n→∞ r
−1
n · dX (u(z + rnξn), u(z)) = ap md uz(ξ),
lim
n→∞ r
−1
n · dY (v(z + rnξn), v(z)) = ap md vz(ξ),
lim
n→∞ r
−1
n · dX×Y (w(z + rnξn), w(z)) = ap md wz(ξ),
from which we infer that
[
ap md wz(ξ)
]2 = lim
n→∞ r
−2
n ·
[
dX (u(z+rnξn), u(z))2+dY (v(z+rnξn), v(z))2
]
= [ap md uz(ξ)]2 + [ap md vz(ξ)]2 .
This completes the proof. unionsq
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2.5 Sobolev Dehn function
We will need the following variant of the Lipschitz Dehn function introduced in [28].
The (Sobolev) ﬁlling area of a Lipschitz curve c : S1 → X in a complete metric space
X is deﬁned by
FillArea(c) := inf
{
Area(u) : u ∈ W 1,2(D, X), tr(u) = c
}
.
Sometimes we will write FillAreaX (c) and similarly for the Lipschitz ﬁlling area. The
(Sobolev) Dehn function is given by
δX (r) := sup
{
FillArea(c) : c : S1 → X is Lipschitz, (c) ≤ r
}
for all r ≥ 0. We clearly have δX (r) ≤ δLipX (r) for all r . Moreover, equality holds
for example if X is geodesic and Lipschitz 1-connected up to some scale, see [28,
Proposition 3.1].
One of the principal advantages the Sobolev Dehn function has over its more clas-
sical Lipschitz analog is the following stability property whose proof is the same as
that of [28, Corollary 5.3].
Theorem 2.6 Let 0 < r0 ≤ ∞ and C > 0. Let (εn) be a sequence of non-negative
real numbers tending to 0. For every n ∈ N let (Xn, dn) be a proper, geodesic metric
space satisfying
δXn (r) ≤ (C + εn) · r2 + εn (4)
for all r ∈ (0, r0). Then for every non-principal ultraﬁlter ω on N and every sequence
of basepoints pn ∈ Xn the ultralimit Xω = (Xn, dn, pn)ω satisﬁes
δXω(r) ≤ C · r2
for all r ∈ (0, r0).
We mention that rescalings of spaces with asymptotically quadratic Dehn function
satisfy the bound (4). More precisely, let C > 0 and let (X , d) be a metric space such
that
lim sup
r→∞
δX (r)
r2
≤ C .
Let (tn) be a sequence of positive real numbers tending to 0 and let Xn be the metric
space given by Xn = (X , tnd). Then there exists a sequence (εn) of positive real
numbers tending to 0 such that
δXn (r) ≤ (C + εn) · r2 + εn
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for all r ≥ 0 and all n ∈ N.
We end the section with the following result which guarantees the existence of
suitable thickenings of a metric space.
Proposition 2.7 There exists a universal constant L ≥ 1 with the following property.
Let 0 < r0 ≤ ∞ and C > 0. Let ε ∈ (0, 1) and let X be a proper, geodesic metric
space satisfying
δX (r) ≤ C · r2 + ε2
for all r ∈ (0, r0). Then there exists a proper, geodesic metric space Y with the
following properties:
(i) Y contains X and lies at Hausdorff distance at most ε from X.
(ii) Y is L-Lipschitz 1-connected up to scale L−1ε.
(iii) Y satisﬁes δY (r) ≤ (C + L2) · r2 for all r ∈ (0, r0) and
δY (r) ≤
(
C + √ε) · r2
for all r ∈ (0, r0) with r ≥ L√ε.
Proof This follows as in the proof of [28, Proposition 3.5]. unionsq
3 Spaces with property (ET)
Recall from [25] that a complete metric space X is said to have property (ET) if for
every u ∈ W 1,2(D, X) the approximate metric derivative ap md uz comes from a
possibly degenerate inner product at almost every z ∈ D.
The aim of this section is to establish the following result, which generalizes [23,
Theorem 5.2] from the setting of proper to that of complete metric spaces.
Theorem 3.1 Let X be a complete, geodesic metric space and r0 > 0. If δX (r) ≤ r24πfor all r ∈ (0, r0) then X has property (ET).
The proof of this theorem is similar to the proof of [37, Theorem 5.1]. We ﬁrst
show:
Lemma 3.2 Let (X , d) be a complete metric space. If X does not have property (ET)
then there exists a non-Euclidean norm ‖ · ‖ on R2 with the following properties. For
every ﬁnite set {v1, . . . , vn} ⊂ R2 and every λ > 1 there exist δ > 0 arbitrarily small
and points x1, . . . , xn ∈ X such that
λ−1δ · ‖vk − vm‖ ≤ d(xk, xm) ≤ λδ · ‖vk − vm‖ (5)
for all k,m = 1, . . . , n.
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Proof Since X does not have property (ET) there exists u ∈ W 1,2(D, X) whose
approximate metric derivative ap md uz does not come from a possibly degenerate
inner product almost everywhere. By [25, Proposition 4.3] there thus exists a mea-
surable subset K ⊂ D of strictly positive measure with the following properties.
Firstly, the approximate metric derivative ap md uz exists for every z ∈ K and is
a non-Euclidean norm. Secondly, for every z ∈ K and λ > 1 the norm ap md uz
satisﬁes
λ−1 · ap md uz(z′ − z′′) ≤ d(u(z′), u(z′′)) ≤ λ · ap md uz(z′ − z′′)
for all z′, z′′ ∈ K contained in a sufﬁciently small ball around z.
Fix a Lebesgue density point z ∈ K of K and set ‖ · ‖ := ap md uz . We may
assume that z = 0. Let {v1, . . . , vn} ⊂ R2 be a ﬁnite set and λ > 1. Then any ball
around vk intersects the set δ−1K = {δ−1x : x ∈ K } for every sufﬁciently small
δ > 0, depending on the radius of the ball. If zk ∈ δ−1K is sufﬁciently close to vk
then the points xk = u(δzk) satisfy (5). This concludes the proof. unionsq
Proof of Theorem 3.1 We denote the metric on X by d . We argue by contradiction and
assume that X does not have property (ET). Let ‖ · ‖ be a non-Euclidean norm given
by Lemma 3.2 and denote by V the normed space (R2, ‖ · ‖). Let IV ⊂ V be an
isoperimetric set for V . Thus, IV is a convex subset of largest area among all convex
subsets of V with given boundary length. Since V is not Euclidean we have
H2V (IV ) >
1
4π
· V (∂IV )2, (6)
see for example [23, Lemma 5.1].
Let γ : S1 → V be a constant speed parametrization of ∂IV . Let λ > 1 be suf-
ﬁciently close to 1 and let n ∈ N be sufﬁciently large, to be determined later. For
k = 1, . . . , n deﬁne zk := e2π i kn and vk := γ (zk). By Lemma 3.2 there exist δ > 0
arbitrarily small and x1, . . . , xn ∈ X such that
λ−1δ · ‖vk − vm‖ ≤ d(xk, xm) ≤ λδ · ‖vk − vm‖
for all k,m. After replacing the norm ‖ · ‖ by the rescaled norm δ‖ · ‖ we may assume
that δ = 1 and that λ · V (∂IV ) < r0.
Let c : S1 → X be the curve satisfying c(zk) = xk and which is geodesic on the
segment of S1 between zk and zk+1. Notice that (c) ≤ λ · V (∂IV ). By the Euclidean
isoperimetric inequality on X up to scale r0 there exists u ∈ W 1,2(D, X) such that
tr(u) = c and
Area(u) ≤ 1
4π
· (c)2 ≤ λ
2
4π
· V (∂IV )2.
View V as a linear subspace of the space ∞ of bounded sequences in R with the
supremum norm. Since ∞ is an injective metric space there exists a λ-Lipschitz map
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ϕ : X → ∞ extending the map which sends xk to vk for every k. Then the map ϕ ◦ u
belongs to W 1,2(D, ∞) and satisﬁes tr(ϕ ◦ u) = ϕ ◦ c as well as
Area(ϕ ◦ u) ≤ λ
4
4π
· V (∂IV )2.
By [28, Proposition 3.1] there exists for every ε > 0 a Lipschitz map v : D → ∞
with v|S1 = ϕ ◦ c and Area(v) ≤ Area(ϕ ◦ u) + ε.
We can connect the curvesϕ◦c and γ by aLipschitz homotopy : S1×[0, 1] → ∞
of small area as follows. Let (z, 0) = ϕ(c(z)) and (z, 1) = γ (z) and let (zk, t) =
vk for all k and every t ∈ [0, 1]. The restriction of  to the boundary ∂Ak of
Ak :=
{
e2π i
θ
n : θ ∈ [k, k + 1]
}
× [0, 1]
is a Lipschitz curve of length
(|∂Ak ) ≤
1 + λ2
n
· V (∂IV ).
By the quadratic isoperimetric inequality in ∞, there thus exists a Lipschitz extension
 of |∂Ak to Ak with area
Area(|Ak ) ≤
C(1 + λ2)2
n2
· V (∂IV )2,
where C is a constant. This deﬁnes  on all of S1×[0, 1] and thus provides a Lipschitz
homotopy from ϕ ◦ c to γ satisfying
Area() ≤ C(1 + λ
2)2
n
· V (∂IV )2.
Finally, we can construct a Lipschitz map w : D → ∞ with w|S1 = γ and
Area(w) ≤
[
λ4
4π
+ C(1 + λ
2)2
n
]
· V (∂IV )2 + ε (7)
by gluing v and  along S1 and S1 × {0}. By the quasi-convexity of the Hausdorff
2-measure [7] we have H2V (IV ) ≤ Area(w). For ε > 0 sufﬁciently small, λ > 1
sufﬁciently close to 1, and n sufﬁciently large, inequality (7) thus contradicts (6). This
completes the proof. unionsq
We will furthermore need the following proposition which is a direct consequence
of Lemma 2.5.
Proposition 3.3 Let X and Y be complete metric spaces. If X and Y have property
(ET) then the space X × Y , equipped with the Euclidean product metric, also has
property (ET).
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4 Discretization of ﬁllings in spaces with property (ET)
The following theorem will be one of the main ingredients in the proof of the existence
of energy and area minimizers in ultralimits and asymptotic cones. It will be used in
Sect. 5 to bound the ﬁlling area of approximating curves by the ﬁlling area of the limit
curve in an ultralimit.
In what follows, two disjoint Jordan curves 	,	′ ⊂ R2 are called separated if also
their Jordan domains are disjoint.
Theorem 4.1 Let X be a complete, geodesic metric space with property (ET) and let
c : S1 → X be a Lipschitz curve with FillArea(c) < ∞. Then for every ε > 0 and
every sufﬁciently large λ ≥ 1 there exist a ﬁnite collection {	1, . . . , 	k} of pairwise
separated smooth convex Jordan curves 	i ⊂ D and a λ-Lipschitz extension ϕ : K →
X of c to the set K := S1 ∪ 	1 ∪ · · · ∪ 	k such that
k∑
i=1

(
ϕ|	i
)2 ≤ 4π · FillArea(c) + ε
and
∣∣∣∣∣D\
k⋃
i=1
i
∣∣∣∣∣ ≤ ελ2 , (8)
where i denotes the Jordan domain enclosed by 	i .
The rest of this section is devoted to the proof of the theorem above. From now on,
the metric on X will be denoted by d . We need the following simple observation.
Lemma 4.2 For every smooth Jordan curve 	 ⊂ R2 there exists ν > 0 with the
following property. If A ⊂ 	 is a ﬁnite ν-dense set in 	 and ϕ : A → X a λ-Lipschitz
map to a geodesic metric space X then the piecewise geodesic extension ϕ¯ : 	 → X
of ϕ is 3λ-Lipschitz.
Here, A and 	 are equipped with the Euclidean metric from R2.
Proof Let d	 denote the length metric on 	. Notice that the identity map from (	, d	)
to (	, | · |) is 1-Lipschitz. Moreover, since 	 is smooth there exists ν > 0 such that
d	(x, y) ≤ 3 · |x − y| for all x, y ∈ 	 with |x − y| ≤ 4ν.
Now, let A ⊂ 	 be a ﬁnite ν-dense subset of 	 and let ϕ : A → X be a λ-Lipschitz
map. Denote by ϕ¯ : 	 → X the piecewise geodesic extension. Then ϕ¯ is λ-Lipschitz
as a map from (	, d	) to X . Let x, y ∈ 	. If |x − y| ≤ 4ν then
d(ϕ¯(x), ϕ¯(y)) ≤ λd	(x, y) ≤ 3λ|x − y|.
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If |x − y| ≥ 4ν then let a, b ∈ A be nearest points for x and y, respectively. Then
|x − a| + |y − b| ≤ 2ν ≤ 12 · |x − y| and thus |a − b| ≤ 32 · |x − y|. Hence
d(ϕ¯(x), ϕ¯(y)) ≤ d(ϕ¯(x), ϕ¯(a)) + d(ϕ(a), ϕ(b)) + d(ϕ¯(b), ϕ¯(y))
≤ 3λ|x − a| + λ|a − b| + 3λ|b − y|
≤ 3λ|x − y|.
This completes the proof. unionsq
Let X and c be as in the statement ofTheorem4.1 and let ε > 0. Letu ∈ W 1,2(D, X)
be such that tr(u) = c and Area(u) ≤ FillArea(c) + ε. We will use the map u to
construct curves 	i and a λ-Lipschitz map ϕ : S1 ∪	1 ∪ · · · ∪	k → X which extends
c and satisﬁes (8) and
k∑
i=1

(
ϕ|	i
)2 ≤ 4π · Area(u) + ε.
Roughly speaking, the 	i will be suitably chosen ellipses and ϕ will coincide with u
on a ﬁnite and sufﬁciently dense set of points in each	i and will be piecewise geodesic
on each 	i . We ﬁrst show that we may assume u to have some additional properties.
These will be used in the proofs of Propositions 4.4 and 4.5.
Lemma 4.3 We may assume that the restriction of u to D\B(0, 12 ) is Lipschitz contin-
uous and that there exists δ > 0 such that
d(u(z), u(z′)) ≥ δ · |z − z′|
for all z, z′ ∈ D.
Proof Let u and c be as in the paragraph preceding the lemma. Deﬁne a map u′ : D →
X by u′(z) = u(2z) if |z| < 12 and u′(z) = c(z/|z|) if |z| ≥ 12 . Then u′ belongs to
W 1,2(D, X) by [22, Theorem 1.12.3]. Moreover, u′ is Lipschitz on D\B(0, 12 ) and
satisﬁes tr(u′) = c and Area(u′) = Area(u).
Now, let Y be the space X × R2 equipped with the Euclidean product metric,
which we denote by dY . Then Y is complete, geodesic, and has property (ET) by
Proposition 3.3. For δ > 0 consider themapuδ : D → Y given byuδ(z) := (u′(z), δz).
Then uδ belongs to W 1,2(D, Y ), is Lipschitz on D\B(0, 12 ) and satisﬁes
dY (uδ(z), uδ(z′)) ≥ δ · |z − z′|
for all z, z ∈ D. Moreover, the trace of uδ is the curve given by cδ(z) = (c(z), δz) for
all z ∈ S1. We claim that Area(uδ) → Area(u) as δ → 0. For this, ﬁrst note that
(ap md (uδ)z(w))2 = (ap md uz(w))2 + δ2 · |w|2
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for almost every z ∈ D and every w ∈ R2 by Lemma 2.5. Hence, J(ap md (uδ)z)
converges to J(ap md uz) and
J(ap md uz) ≤ J(ap md (uδ)z) ≤ I2+(ap md uz) + δ2
for almost every z ∈ D. The dominated convergence theorem now implies the claim.
Choose δ > 0 so small that Area(uδ) < Area(u) + ε. Let P : Y → X be the
natural projection and note that P is 1-Lipschitz. Suppose that we can use the map
uδ to construct, for every λ ≥ 1 sufﬁciently large, a ﬁnite collection {	1, . . . , 	k} of
pairwise separated smooth convex Jordan curves 	i ⊂ D and a λ-Lipschitz extension
ϕ′ : K → Y of cδ to the set K := S1 ∪ 	1 ∪ · · · ∪ 	k such that (8) holds and
k∑
i=1

(
ϕ′|	i
)2 ≤ 4π · Area(uδ) + ε.
Then the map ϕ := P ◦ ϕ′ is a λ-Lipschitz extension of c and satisﬁes
k∑
i=1

(
ϕ|	i
)2 ≤ 4π · Area(uδ) + ε ≤ 4π · FillArea(c) + (8π + 1)ε.
This shows that it is indeed enough to use the map uδ to construct the desired Jordan
curves 	i and the Lipschitz map ϕ. Since uδ has all the properties in the statement of
the lemma and since Y has the same properties as X the proof is complete. unionsq
From now on, we assume that u also satisﬁes the properties of Lemma 4.3.
Proposition 4.4 For every sufﬁciently large λ ≥ 1 there exists a measurable set E ⊂
B(0, 34 ) with |E | < ελ2 and such that the restriction of u to D\E is λ-Lipschitz.
This essentially follows from the proof of [17, Theorem 8.2.1]. For the convenience
of the reader, we provide the proof.
Proof Deﬁne a function by h(z) := I1+(ap md uz) and note that h ∈ L2(D) and that
h ≤ L on D\B¯(0, 12 ) for some L > 0 since u is Lipschitz on this set. By the proof of
[25, Proposition 3.2] there exists a set N ⊂ D of measure zero and a constant C > 0
such that
d(u(z), u(z′)) ≤ |z − z′| · (g(z) + g(z′))
for all z, z′ ∈ D\N , where g(z) := C · M(h)(z) and M(h) denotes the maximal func-
tion of h. Notice that g ∈ L2(D) by the maximal function theorem [15, Theorem 2.2].
For λ > 0 set
Eλ :=
{
z ∈ D : g(z) > λ
2
}
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and observe that u is λ-Lipschitz on D\(Eλ ∪ N ). Chebyshev’s inequality implies
|Eλ| ≤ 4
λ2
·
∫
Eλ
g2(z) dz
and hence, by the absolute continuity of the integral, we have |Eλ| < ελ2 whenever
λ ≥ 1 is sufﬁciently large.
Finally, since h ≤ L on D\B¯(0, 12 ) a direct calculation shows that g is bounded on
D\B(0, 34 ) by a constant depending only onC , L and ‖h‖L1(D). In particular, for every
sufﬁciently large λ ≥ 1 we have Eλ ⊂ B(0, 34 ). The continuity of u on D\B¯(0, 12 )
now implies that u is λ-Lipschitz on the set D\E , where E = Eλ ∪ (N ∩ B(0, 34 )).
This completes the proof. unionsq
Let λ ≥ 1 be sufﬁciently large and set F := D\E , where E is as in the proposition
above. By the proposition and lemma above, the restriction of u to F is biLipschitz.
Since F contains the annulus D\B(0, 34 ), the map u extends to a λ-Lipschitz map on
F ∪ S1. We denote the extension by u again and notice that, by the deﬁnition of trace,
we have u|S1 = c.
Proposition 4.5 There exist pairwise disjoint compact subsets K1, . . . , Km ⊂ F and
inner product norms ‖ · ‖i , i = 1, . . . ,m, such that |F\ ∪mi=1 Ki | < ελ2 and
(1 + ε)−1 · ‖z − z′‖i ≤ d(u(z), u(z′)) ≤ (1 + ε) · ‖z − z′‖i
for all z, z′ ∈ Ki and for all i = 1, . . . ,m.
From the area formula we conclude that
H2Yi (Ki ) ≤ (1 + ε)2 · Area(u|Ki ),
where we have set Yi := (R2, ‖ · ‖i ).
Proof Since X has property (ET) and the restriction of u to F is L-biLipschitz for
some L ≥ 1 it follows that the approximate metric derivative ap md uz comes from a
(non-degenerate) inner product for almost every z ∈ F and satisﬁes
L−1 · |v| ≤ ap md uz(v) ≤ L · |v|
for every v ∈ R2. Now, the proposition follows for example from [25, Proposition 4.3]
and the inner regularity of the Lebesgue measure. unionsq
The next proposition is essentially a consequence of the Vitali covering theorem
and will be applied to the sets Ki from above, viewed as subsets of (R2, ‖ · ‖i ).
Proposition 4.6 Let ‖ · ‖ be an inner product norm on R2, let K be a bounded and
measurable subset of Y = (R2, ‖ · ‖) of positive Lebesgue measure and U ⊂ Y open
with K ⊂ U. Then for all ε′, ρ > 0 there exists a ﬁnite collection of closed balls
B¯ j = B¯Y (x j , r j ) ⊂ U, j = 1, . . . , k, with the following properties:
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(i) The balls B¯Y (x j , (1 + ε′)r j ) are pairwise disjoint.
(ii) For every j the set K ∩ ∂ B¯ j is ρr j -dense in ∂ B¯ j .
(iii) H2Y
(
K\ ∪kj=1 B¯ j
)
≤ 6ε′ · H2Y (K ).
Proof We may assume that ‖ · ‖ is the standard Euclidean norm | · | and that ε′ < 16
and ρ < 1. Let K ′ ⊂ K be the set of Lebesgue density points of K and notice that
|K\K ′| = 0. Let V ⊂ U be a suitably chosen open bounded set containing K ′ and
0 < μ < 1 sufﬁciently close to 1, both to be determined later. LetB be the family of
all closed balls B¯(x, s) ⊂ V with x ∈ K ′ and s > 0 and such that
|K ′ ∩ B¯(x, s)| ≥ μπs2.
Then B is a ﬁne covering of K ′ in the sense of Vitali. Thus, by the Vitali covering
theorem [29, Theorem 2.8], there exists a ﬁnite collection of closed pairwise disjoint
balls B¯(x j , s j ) ∈ B, j = 1, . . . , k, such that
∣∣∣∣∣∣K ′\
k⋃
j=1
B¯(x j , s j )
∣∣∣∣∣∣ <
ε′
2
· |V |.
Set t := (1+2ε′)−1 and t ′ := (1+ε′)−1. We claim that there exists ts j < r j < t ′s j
such that K ′ ∩ ∂ B¯(x j , r j ) is ρr j -dense in ∂ B¯(x j , r j ). Suppose this is not true. Then
H1 (K ′ ∩ ∂ B¯(x j , r)) ≤ (2π − 2ρ)r = 2π(1 − ρ′)r
for every r ∈ (ts j , t ′s j ), where ρ′ = ρπ . Hence, we obtain
∣∣K ′ ∩ B¯(x j , s j )∣∣ ≤ ∣∣B¯(x j , ts j )∣∣+ ∣∣B¯(x j , s j )\B¯(x j , t ′s j )∣∣+
∫ t ′s j
ts j
2π(1 − ρ′)r dr
= πs2j ·
[
1 − ρ′(t ′2 − t2)
]
.
However, if μ had been chosen sufﬁciently close to 1 only depending on ε′ and ρ then
this is strictly smaller than μπs2j , which is a contradiction. This proves our claim.
Since (1 + ε′)r j < s j it follows that the balls B¯(x j , (1 + ε′)r j ) are pairwise disjoint
and that K ∩ ∂ B¯(x j , r j ) is ρr j -dense in ∂ B¯(x j , r j ).
It remains to prove that property (iii) of the proposition holds. Notice that
∣∣B¯(x j , s j )\B¯(x j , ts j )∣∣ = πs2j · (1 − t2) < 5ε′ · |B¯(x j , s j )|
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and hence
∣∣∣∣∣∣K\
k⋃
j=1
B¯(x j , r j )
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣K ′\
k⋃
j=1
B¯(x j , s j )
∣∣∣∣∣∣+
k∑
j=1
∣∣B¯(x j , s j )\B¯(x j , ts j )∣∣
<
ε′
2
· |V | + 5ε′ ·
∣∣∣∣∣∣
k⋃
j=1
B¯(x j , s j )
∣∣∣∣∣∣
≤ 11
2
ε′ · |V |.
Since |V | can be chosen arbitrarily close to |K | property (iii) follows. This completes
the proof. unionsq
Let Ki and ‖ · ‖i be as in Proposition 4.5. We may assume that each Ki has positive
measure. Let ν > 0 be so small that Lemma 4.2 applies with ν to the boundary of the
unit ball of Yi , viewed as a subset of (R2, | · |), for every i . Recall that Yi = (R2, ‖·‖i ).
Let L ≥ 1 be such that the identity map from (R2, | · |) to Yi is L-biLipschitz for all
i . Choose open sets Ui ⊂ R2 satisfying Ki ⊂ Ui ⊂ Ui ⊂ D and
H2Yi (Ui ) ≤ (1 + ε) · H2Yi (Ki )
and such that dist(Ui ,Uj ) > 0 for all i = j . Let ρ0 > 0 be the minimum of all
the numbers dist(S1,Ui ) and dist(Ui ,Uj ), where i = j . Set ε′ := λ−2L−4ε and
ρ := 112L2 · min
{
ε′, ρ0, ν
}
. Fix i and let B¯i, j ⊂ Ui ⊂ Yi , j = 1, . . . , ki , be a
ﬁnite collection of balls obtained from applying Proposition 4.6 to Ki , Ui , and Yi . Let
Ai, j ⊂ Ki ∩∂ B¯i, j be a ﬁnite subset which is 2ρri, j -dense in ∂ B¯i, j , where ri, j denotes
the radius of B¯i, j .
We now consider the sets Ai, j and 	i, j := ∂ B¯i, j as subsets of (R2, | · |) and set
A := S1 ∪ ∪i, j Ai, j . Let ϕ : A → X be the restriction of u to A and note that ϕ is
λ-Lipschitz and ϕ|S1 = c. Since Ai, j is 2Lρri, j -dense in 	i, j and 2Lρ < ν it follows
from Lemma 4.2 and the choice of ν that the piecewise geodesic extension of ϕ|Ai, j to
	i, j is 3λ-Lipschitz. We denote the extended map by ϕ again. From Proposition 4.5
we obtain
(ϕ|	i, j )2 ≤ (1 + ε)2 · Yi (∂ B¯i, j )2 = 4π(1 + ε)2 · H2Yi (B¯i, j )
and hence
ki∑
j=1
(ϕ|	i, j )2 ≤ 4π(1 + ε)2 · H2Yi (Ui ) ≤ 4π(1 + ε)3 · H2Yi (Ki )
≤ 4π(1 + ε)5 · Area(u|Ki ).
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This shows that
m∑
i=1
ki∑
j=1
(ϕ|	i, j )2 ≤ 4π(1 + ε)5 · [FillArea(c) + ε] .
Deﬁne i, j := Bi, j . Since i, j is the Jordan domain enclosed by 	i, j we obtain
∣∣∣∣∣∣D\
⋃
i, j
i, j
∣∣∣∣∣∣ ≤ |E | + |F\ ∪mi=1 Ki | +
m∑
i=1
∣∣∣Ki\ ∪kij=1 B¯i, j ∣∣∣
<
ε
λ2
+ ε
λ2
+ 6ε′L4 · ∣∣∪mi=1Ki ∣∣
≤ ε
λ2
· (2 + 6π).
The following lemma ﬁnishes the proof of Theorem 4.1.
Lemma 4.7 The map ϕ is 3λ-Lipschitz on S1 ∪ ∪i, j	i, j .
Proof Let x ∈ 	i, j and x ′ ∈ 	i ′, j ′ with (i, j) = (i ′, j ′). Let a ∈ Ai, j be a nearest
point for x and a′ ∈ Ai ′, j ′ be a nearest point for x ′. We claim that
|x − a| + |x ′ − a′| ≤ 1
3
· |a − a′|. (9)
Indeed, if i ′ = i then |x − a| + |x ′ − a′| ≤ 2Lρ(ri, j + ri, j ′) and
|a − a′| ≥ L−1‖a − a′‖i ≥ L−1ε′ · (ri, j + ri, j ′),
hence (9) by the choice of ρ. If i = i ′ then
|x − a| + |x ′ − a′| ≤ 2Lρ(ri, j + ri ′, j ′) ≤ 4L2ρ ≤ 13 · ρ0 ≤
1
3
· |a − a′|.
This proves the claim. We note that (9) also holds in the case that x ′ ∈ S1 and a′ = x ′.
Moreover, (9) implies that |a − a′| ≤ 32 · |x − x ′|. Since ϕ is λ-Lipschitz on A and
3λ-Lipschitz on each 	i, j we conclude that
d(ϕ(x), ϕ(x ′)) ≤ d(ϕ(x), ϕ(a)) + d(ϕ(a), ϕ(a′)) + d(ϕ(a′), ϕ(x ′))
≤ 3λ|x − a| + λ|a − a′| + 3λ|a′ − x ′|
≤ 3λ|x − x ′|.
This completes the proof. unionsq
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5 Constructing competitors
In this section we use Theorem 4.1 together with Lipschitz extension techniques in
order to show that the ﬁlling area of a curve in an ultralimit of certain sequences of
metric spaces bounds from above the ﬁlling areas of approximating curves.
Let C, L ≥ 1 and 0 < r0 ≤ ∞. For each n ∈ N let (Xn, dn) be a proper, geodesic
metric space which is L-Lipschitz 1-connected up to some scale and satisﬁes
δXn (r) < C · r2 (10)
for all r ∈ (0, r0). Suppose furthermore that there exist εn ∈ (0, 1) with εn → 0 as
n → ∞ and such that
δXn (r) <
1 + εn
4π
· r2 (11)
for all n ∈ N and all εn ≤ r < r0.
Fix a non-principal ultraﬁlter ω on N and a sequence of basepoints pn ∈ Xn and
denote by Xω the ultralimit (Xn, dn, pn)ω. We denote the metric on Xω by dω. Recall
from Sect. 2.2 the deﬁnition of bounded sequence of curves and its ultralimit. With
the assumptions above we have:
Theorem 5.1 Let (cn) be a bounded sequence of curves cn : S1 → Xn with uniformly
bounded Lipschitz constants and let c : S1 → Xω be given by c = limω cn. If (c) < r0
then for every ε > 0 there exists a subset N ⊂ N with ω(N ) = 1 and such that
FillAreaLipXn (cn) ≤ FillAreaXω(c) + ε
for every n ∈ N.
The rest of this section is devoted to the proof of the theoremabove.ByTheorem2.6,
the ultralimit Xω satisﬁes δXω(r) ≤ r
2
4π for all r ∈ (0, r0) and hence has property (ET)
by Theorem 3.1. Let (cn) be a bounded sequence of curves as in the statement of the
theorem above and suppose that the ultralimit c satisﬁes (c) < r0. Let ε ∈ (0, 1). We
may assume that ε is so small that
(1 + ε)2
[
(c)2 + ε
]
< r20
and that ε < r
2
0
16M2 , where M is the universal constant appearing after the proof of
Lemma 5.2 below.
Let λ ≥ 1 be sufﬁciently large and, in particular, so large that each cn is λ-Lipschitz.
By Theorem 4.1 there exist ﬁnitely many pairwise separated smooth convex Jordan
curves 	1, . . . , 	k ⊂ D and a λ-Lipschitz map ϕ : K → Xω with K = S1 ∪ 	1 ∪
· · · ∪ 	k such that ϕ|S1 = c and
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k∑
i=1

(
ϕ|	i
)2 ≤ 4π · FillAreaXω(c) + ε.
Moreover, the Jordan domains i enclosed by 	i satisfy
∣∣∣D\⋃ki=1 i ∣∣∣ ≤ ελ2 . Set
	0 := S1 and notice that
ρ := min {dist(	i , 	 j ) : 0 ≤ i < j ≤ k} > 0.
Let ν > 0 be so small that 10ν < ρ and that Lemma 4.2 applies with ν to every 	i . Let
S ⊂ K be a ﬁnite set such that S∩	i is ν-dense in 	i for every i = 0, . . . , k. For each
n ∈ N deﬁne a map ϕn : S → Xn as follows. If s ∈ S ∩ 	0 then set ϕn(s) := cn(s).
If s ∈ S\	0 then write ϕ(s) as ϕ(s) = [(xn)] for some bounded sequence of points
xn ∈ Xn and deﬁne ϕn(s) := xn for every n ∈ N. If ϕ(s) = ϕ(s′) for some s = s′
then we choose the same sequence.
We will now extend ϕn in several steps to a map deﬁned on D. In each step the map
will be called ϕn . Firstly, extend ϕn to K in such a way that ϕn|S1 = cn and such that
ϕn|	i is a piecewise geodesic extension of ϕn|S∩	i for i ≥ 1. Set
δ := min{|s − s′| : s, s ∈ S, s = s′} > 0
and let η ∈ (0, 1) be sufﬁciently small, to be determined later. Let N ⊂ N be the set
of n ∈ N such that Cε2n ≤ εk and εn < ε and
|dn(ϕn(s), ϕn(s′)) − dω(ϕ(s), ϕ(s′))| ≤ η · δ
for all s, s′ ∈ S, where C is the constant appearing in (10). Notice that ω(N ) = 1.
Lemma 5.2 For every n ∈ N the map ϕn : K → Xn is 12λ-Lipschitz.
Proof For distinct points s, s′ ∈ S we have
dn(ϕn(s), ϕn(s′)) ≤ dω(ϕ(s), ϕ(s′)) + η · δ ≤ 2λ|s − s′|.
Thus, by Lemma 4.2, the map ϕn|	i is 6λ-Lipschitz for every i . Finally, let z ∈ 	i and
z′ ∈ 	 j for some i = j and let s ∈ S ∩ 	i and s′ ∈ S ∩ 	 j be such that |z − s| ≤ ν
and |z′ − s′| ≤ ν. Since |s − s′| ≤ |z − z′| + 2ν and |z − z′| ≥ ρ > 10ν we obtain
dn(ϕn(z), ϕn(z′)) ≤ 6λ · (ν + |s − s′| + ν) ≤ 6λ · (|z − z′| + 4ν) ≤ 12λ|z − z′|.
This completes the proof. unionsq
Fix n ∈ N . We construct a Lipschitz extension of ϕn with suitable area bound
as follows. Firstly, by the classical proof of Lipschitz extensions based on Whitney
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cube decompositions, there exists a countable collection Q of pairwise almost disjoint
closed squares such that
D\
k⋃
i=1
i =
⋃
Q∈Q
Q
and there exists an Mλ-Lipschitz extension of ϕn to the set K ∪Q(1), see for example
the proof of [28, Theorem 6.4]. Here, Q(1) denotes the 1-skeleton of Q and M is a
universal constant. We denote this Lipschitz extension again by ϕn . We ﬁrst extend ϕn
to i . If ϕ|	i is constant then ϕn|	i is constant by construction and we can extend ϕn
to a constant map on i . We may thus assume that (ϕ|	i ) > 0 for every i . We ﬁrst
note that for every i ≥ 1 we have
Xn (ϕn|	i ) ≤ (1 + ε) · (ϕ|	i ),
provided η was chosen sufﬁciently small, depending on ε, δ, the number of points in
S, and the minimum of the lengths (ϕ|	 j ). Now ﬁx i ≥ 1. Since
(ϕ|	i )2 ≤ 4π · FillAreaXω(c) + ε ≤ (c)2 + ε
we obtain from the above and choice of ε that
Xn (ϕn|	i )2 ≤ (1 + ε)2 · (ϕ|	i )2 ≤ (1 + ε)2 · [(c)2 + ε] < r20
and so Xn (ϕn|	i ) < r0. If Xn (ϕn|	i ) ≥ εn then, by (11), there exists a Lipschitz
extension of ϕn|	i to i with
AreaXn (ϕn|i ) ≤
1 + ε
4π
· Xn (ϕn|	i )2 ≤
(1 + ε)3
4π
· (ϕ|	i )2.
If Xn (ϕn|	i ) < εn then, by (10), there exists a Lipschitz extension of ϕn|	i to i
with
AreaXn (ϕn|i ) ≤ C · Xn (ϕn|	i )2 < Cε2n ≤
ε
k
.
This yields
k∑
i=1
AreaXn (ϕn|i ) ≤ (1 + ε)3 · FillAreaXω(c) + ε ·
[
1 + (1 + ε)3
]
.
Now, we extend ϕn to each Q ∈ Q. Since Xn is L-Lipschitz 1-connected up to
some scale it follows that for all Q for which diam(Q) is sufﬁciently small (and hence
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for all but ﬁnitely many Q), there exists an M ′Lλ-Lipschitz extension of ϕn|∂Q to Q
and hence
AreaXn (ϕn|Q) ≤ (M ′)2λ2L2 · |Q|,
where M ′ is a universal constant. For each of the remaining ﬁnitely many Q ∈ Q we
have |Q| ≤ |D\ ∪ki=1 i | ≤ ελ2 and hence
Xn (ϕn|∂Q) ≤ Mλ · (∂Q) ≤ 4M
√
ε < r0
by the choice of ε. The quadratic isoperimetric inequality (10) thus provides aLipschitz
extension of ϕn|∂Q to Q with
AreaXn (ϕn|Q) ≤ C · Xn (ϕn|∂Q)2 ≤ 16CM2λ2 · |Q|.
Consequently, we have
∑
Q∈Q
AreaXn (ϕn|Q) ≤ M ′′λ2 ·
∑
Q∈Q
|Q| = M ′′λ2 ·
∣∣∣∣∣D\
k⋃
i=1
i
∣∣∣∣∣ ≤ M ′′ε
for a constant M ′′ only depending on M , M ′, C , and L .
Finally, since the Lipschitz constant of ϕn|Q is uniformly bounded it follows from
the classical proof of the Lipschitz extension theorem that the map ϕn is Lipschitz
continuous on all of D. Moreover, we conclude from the above that
AreaXn (ϕn) =
k∑
i=1
AreaXn (ϕn|i ) +
∑
Q∈Q
AreaXn (ϕn|Q)
≤ (1 + ε)3 · FillAreaXω(c) + M ′′′ε
for a constant M ′′′ only depending on M , M ′, C , and L . We conclude that
FillAreaLipXn (cn) ≤ (1 + ε)3 · FillAreaXω(c) + M ′′′ε
for every n ∈ N . Since ε > 0 was arbitrary, this completes the proof of Theorem 5.1.
6 Existence of energy and areaminimizers in ultralimits
In this section we solve the classical problem of Plateau in ultralimits of sequences of
proper geodesic metric spaces admitting almost Euclidean isoperimetric inequalities.
For a ﬁxed proper metric space, the Plateau problem was solved in [25]. This was
extended to a certain class of locally non-compact metric spaces in [14]. Neither of
these results can be applied to the setting we are interested in here.
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Given a complete metric space X and a Jordan curve 	 ⊂ X we deﬁne (	, X) to
be the set of all v ∈ W 1,2(D, X) whose trace has a continuous representative which
is a weakly monotone parametrization of 	. In other words, tr(v) has a continuous
representative which is the uniform limit of homeomorphisms ci : S1 → 	. The
followingweak notion of conformalitywas introduced in [25]. Amap v ∈ W 1,2(D, X)
is said to be conformal if for almost every z ∈ D we have
ap md vz(w) = ap md vz(w′)
for all w,w′ ∈ S1.
The main result of this section can now be stated as follows.
Theorem 6.1 Let 0 < r0 ≤ ∞ and let (εn) be a sequence of positive real numbers
tending to 0. For every n ∈ N let (Xn, dn) be a proper, geodesicmetric space satisfying
δXn (r) ≤
1 + εn
4π
· r2 + εn
for all r ∈ (0, r0). Let Xω = (Xn, dn, pn)ω be the ultralimit with respect to some
non-principal ultraﬁlter ω on N and some sequence of basepoints pn ∈ Xn. Then for
every rectiﬁable Jordan curve 	 ⊂ Xω with (	) < r0 there exists u ∈ (	, Xω)
with
E2+(u) = inf
{
E2+(v) : v ∈ (	, Xω)
}
.
Every such u is conformal and also minimizes area among all elements in (	, Xω).
Moreover, u has a unique representative which is locally Lipschitz continuous
on D and is continuous on D. This follows from [25, Theorem 1.4] and the fact
that δXω(r) ≤ 14π · r2 for all r ∈ (0, r0). Notice that unlike in Euclidean space or
Riemannian manifolds, in the realm of metric spaces energy minimizers need not
be area minimizers, see [25, Proposition 11.6]. However, in proper metric spaces
satisfying property (ET) energy minimizers are area minimizers as was shown in [25,
Theorem 11.4]. Of course, Xω need not be proper.
The theorem above and the remark after Theorem 2.6 yield the following result
which, in particular, implies Theorem 1.4.
Corollary 6.2 Let X be a proper, geodesic metric space satisfying
lim sup
r→∞
δX (r)
r2
≤ 1
4π
,
and let Xω be an asymptotic cone of X. Then for every rectiﬁable Jordan curve	 ⊂ Xω
there exists u ∈ (	, Xω) with
E2+(u) = inf
{
E2+(v) : v ∈ (	, Xω)
}
.
Every such u is conformal and also minimizes area among all elements in (	, Xω).
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Theorem 6.1 can easily be deduced from the following result. Let Xn , Xω, and 	
be as in Theorem 6.1.
Theorem 6.3 There exists u ∈ (	, Xω) such that
Area(u) = inf {Area(v) : v ∈ (	, Xω)}
and such that the image of u is contained in a compact subset of Xω.
We ﬁrst provide:
Proof of Theorem 6.1 Let u be as in Theorem 6.3 and let K ⊂ Xω be a compact set
containing the image of u. Then K must contain 	. We may thus view u as an element
of (	, K ). Deﬁne a non-empty family of Sobolev maps by
u := {v ∈ (	, K ) : Area(v) = Area(u)} .
By the arguments in the proof of [25, Theorem 7.1] there exists an element w ∈ u
which minimizes the energy E2+ among all elements in u . By Theorem 2.6 we have
δXω(r) ≤ r
2
4π for all r ∈ (0, r0) and so Xω has property (ET) by Theorem 3.1. Thus,
also K has property (ET). Therefore, [25, Theorem 11.3] implies that w is conformal.
It follows with [25, Lemma 7.2] that
E2+(w) = Area(w) = Area(u) ≤ Area(v) ≤ E2+(v)
for every v ∈ (	, Xω). This shows that w is an energy minimizer and an area
minimizer in (	, Xω).
Finally, let v be any energy minimizer in (	, Xω). Then v is conformal by [25,
Theorem 11.3] and satisﬁes
Area(v) = E2+(v) = E2+(w) = Area(w),
where w is as above. This shows that v also minimizes area. This completes the proof.
unionsq
We turn to the proof of Theorem 6.3. Let r0, εn , Xn = (Xn, dn), pn , ω, Xω, and 	
be as in the statement of Theorem 6.1. By Proposition 2.7 we may assume that there
exist C, L ≥ 1 such that Xn is L-Lipschitz 1-connected up to some scale and satisﬁes
δXn (r) < Cr2 for all r ∈ (0, r0) as well as
δXn (r) <
1 + εn
4π
· r2
for all εn ≤ r < r0. Here, (εn) is a possibly different sequence but still tends to 0.
For every n ∈ N denote by Dn the unit disc D equipped with the metric εn| · |.
Deﬁne a metric space Yn by Yn := Xn × Dn , where we equip Yn with the Euclidean
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product metric, again denoted by dn . Notice that Yn is proper and geodesic and satisﬁes
δYn (r) ≤ C ′r2 for all r ∈ (0, r0), where C ′ only depends on C , see [24, Lemma 3.2].
View Xn as a subset of Yn by identifying Xn with Xn × {0}. Then the Hausdorff
distance between Xn and Yn tends to zero as n → ∞. Hence, Xω is isometric to the
ultralimit (Yn, dn, p¯n)ω, where the basepoints p¯n ∈ Yn are deﬁned by p¯n := (pn, 0).
Let c : S1 → 	 be a constant speed parametrization of the rectiﬁable Jordan curve
	 ⊂ Xω. Recall that (	) < r0 by assumption. By [28, Corollary 2.6] there exists
a bounded sequence (cn) of curves cn : S1 → Xn with uniformly bounded Lipschitz
constants such that c = limω cn and
Xn (cn) + 2πεn < r0
for all sufﬁciently large n. For all such n deﬁne an injective curve in Yn by
c¯n(z) := (cn(z), z)
for every z ∈ S1 and notice that (c¯n) is a bounded sequence with uniformly bounded
Lipschitz constants. Moreover, c = limω c¯n and Yn (c¯n) ≤ Xn (cn) + 2πεn < r0.
Denote by 	n the Jordan curve in Yn given by 	n := c¯n(S1). By [25] there
exists un ∈ (	n, Yn) which is continuous on D, minimizes area in (	n, Yn) and
minimizes energy among all area minimizers. In particular, it follows from [25, The-
orem 6.2] that un satisﬁes
E2+(un) ≤ 2 · Area(un) ≤ 2C ′ · Yn (c¯n)2,
which is uniformly bounded. Fix distinct points q1, q2, q3 ∈ S1. After possibly com-
posing with a conformal diffeomorphism of D we may assume that un satisﬁes the
3-point condition un(qi ) = c¯n(qi ) for i = 1, 2, 3. By the proof of [25, Proposition 8.7]
there exists for every s ∈ (0, 1) some Ls > 0 such that un is (Ls, α)-Hölder continuous
on B(0, s) for every n ∈ N, where α = 18πC ′ .
Lemma 6.4 The sequence of metric spaces (An, dn), where An = un(D), is uniformly
compact in the sense of Gromov.
Proof By [27, Section 1], the set An is the image under a 1-Lipschitz map of a geodesic
metric space Zn which is homeomorphic to D and satisﬁes the following properties.
Firstly, the Hausdorff 2-measure of Zn equals Area(un) and the length of the boundary
circle ∂Zn equals Yn (c¯n). Notice that both these quantities are bounded from above
by some number M which does not depend on n. Secondly, for all z ∈ Zn and
0 ≤ r ≤ dist(z, ∂Zn) we have
H2Zn (B(z, r)) ≥ C ′′r2
for a constant C ′′ only depending on C ′. In particular, the diameter of Zn is bounded
from above by M +2√M/C ′′. Moreover, for every k ∈ N, there exists some Mk -dense
subset of Zn which has at most C ′′′k2 elements, where C ′′′ only depends on C ′, see
[27, Corollary 8.10]. From this the statement of the lemma follows. unionsq
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By Gromov’s compactness theorem for metric spaces [11] there exists a compact
metric space (Z , dZ ) and isometric embeddings ϕn : An ↪→ Z for all n ∈ N. Deﬁne
continuous maps vn : D → Z by vn := ϕn ◦un . Let v be the ultralimit of the sequence
(vn), thus
v(z) := limω vn(z)
for every z ∈ D. Notice that v is (Ls, α)-Hölder continuous on B(0, s) for every
s ∈ (0, 1). Deﬁne injective Lipschitz curves by γn := ϕn ◦ c¯n and let γ be the
ultralimit of (γn). It follows that γ is a Lipschitz curve in Z .
Lemma 6.5 Deﬁne a subset A ⊂ Z by A := {limω ϕn(an) : an ∈ An}. Then the map
ψ : A → Xω given by
ψ(limω ϕn(an)) := [(an)]
is well-deﬁned and an isometric embedding.
Proof Let (an) be a sequence with an ∈ An for all n. Then
sup
n∈N
dn(an, p¯n) < ∞
because the diameter of An is uniformly bounded by Lemma 6.4 and (c¯n) is a bounded
sequence. Now, if a = limω ϕn(an) and a′ = limω ϕn(a′n) are two points in A then
dω([(an)], [(a′n)]) = limω dn(an, a′n) = limω dZ (ϕn(an), ϕn(a′n)) = dZ (a, a′),
which shows that ψ is well-deﬁned and an isometric embedding. unionsq
Since Xω is a complete metric space, ψ extends to an isometric embedding from
the closure A of A to Xω. We denote this map by ψ again. We notice that ψ ◦ γ = c
and hence γ is injective. We denote by 	′ the image of γ , which is thus a rectiﬁable
Jordan curve in Z .
Lemma 6.6 The map v belongs to (	′, Z) and satisﬁes Area(v) ≤ FillAreaXω(c).
Proof We ﬁrst show that v ∈ W 1,2(D, Z) with Area(v) ≤ FillAreaXω(c). For this, let
ε > 0 and let N ⊂ N be a subset with ω(N ) = 1 as in Theorem 5.1, when applied to
Xn and cn . Since the curves cn and c¯n can be connected by a Lipschitz annulus in Yn
of area at most proportional to εn and εn → 0 it follows that for all but ﬁnitely many
n ∈ N we have
AreaYn (un) ≤ FillAreaXn (cn) + ε ≤ FillAreaXω(c) + 2ε.
Let S ⊂ D be a countable dense set such that S ∩ S1 is dense in S1. By the deﬁnition
of ultralimit there exists a strictly increasing sequence of numbers nk ∈ N such that
vnk (s) → v(s) for all s ∈ S and γnk (s) → γ (s) for all s ∈ S ∩ S1. It follows that
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γnk converges to γ uniformly on S1 and that vnk converges to v locally uniformly on
D and, in particular, the convergence is in L2(D, Z). Since vnk ∈ W 1,2(D, Z) and
E2+(vnk ) = E2+(unk ) is uniformly bounded it follows from [22, Theorem 1.13] that
v ∈ W 1,2(D, Z) and from [25, Corollary 5.8] that
AreaZ (v) ≤ lim inf
k→∞ AreaZ (vnk ) ≤ FillAreaXω(c) + 2ε.
Since ε > 0 was arbitrary we see that AreaZ (v) ≤ FillAreaXω(c).
It remains to show that tr(v) is a weakly monotone parametrization of 	′. Firstly,
it follows from Lemma 6.7 below that the family {vnk |S1 : k ∈ N} is equi-continuous.
Thus, after possibly passing to a further subsequence, we may assume that vnk |S1
converges uniformly to a weakly monotone parametrization γ ′ of 	′. Since vnk |S1
converges in L2(S1, Z) to tr(v) by [22, Theorem 1.12.2] it follows that tr(v) = γ ′.
This proves that v ∈ (	′, Z) and completes the proof. unionsq
Notice that the image of v lies in the compact set A. Hence, the map u := ψ ◦ v
belongs to (	, Xω), has image in the compact set K := ψ(A) containing 	, and
satisﬁes
AreaXω(u) ≤ FillAreaXω(c).
By [27, Lemma 4.8], we have FillAreaXω(c) ≤ AreaXω(w′) for all w′ ∈ (	, Xω),
which shows that u minimizes area among all elements in (	, Xω). This completes
the proof of Theorem 6.3.
The following slight generalization of [25, Proposition 7.4] was used in the proof
of Lemma 6.6.
Lemma 6.7 Let Z be a complete metric space. Let γk : S1 → Z be continuous, injec-
tive curves converging uniformly to an injective curve γ : S1 → Z. Set 	k := γk(S1)
and let M > 0. Let q1, q2, q3 ∈ S1 be distinct points and suppose vk ∈ (	k, Z)
satisﬁes the 3-point condition tr(vk)(qi ) = γk(qi ) for i = 1, 2, 3 and E2+(vk) ≤ M
for all k. Then the family {tr(vk) : k ∈ N} is equi-continuous.
In particular, a subsequence of (tr(vk)) converges uniformly to a weakly monotone
parametrization of 	 = γ (S1).
Proof We ﬁrst notice that for every ε > 0 there exists δ > 0 such that if k ∈ N and
x, y ∈ 	k satisfy d(x, y) < δ then one of the two segments of 	k between x and y lies
in the ball B(x, ε). This together with the Courant-Lebesgue lemma and the 3-point
condition now implies that the family {tr(vk) : k ∈ N} is equi-continuous, exactly as
in the case of a single Jordan curve. unionsq
7 Themain result and its consequences
The following may be considered the main result of this paper. It generalizes Theo-
rem 1.1 stated in the introduction and will also be used to prove Theorem 1.3 and has
other consequences.
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Theorem 7.1 Let 0 < r0 ≤ ∞ and let (εn) be a sequence of positive real numbers
tending to 0. For every n ∈ N let (Xn, dn) be a proper, geodesicmetric space satisfying
δXn (r) ≤
1 + εn
4π
· r2 + εn
for all r ∈ (0, r0). Let Xω = (Xn, dn, pn)ω be the ultralimit with respect to some
non-principal ultraﬁlter ω on N and some sequence of basepoints pn ∈ Xn. Then
every geodesic triangle in Xω of perimeter strictly smaller than r0 is CAT(0).
Theorem 7.1 together with the remark after Theorem 2.6 implies Theorem 1.1. The
proof of Theorem 7.1 is done by combining Theorem 6.1 with the arguments in the
proof of the main result in [23]. We will actually use a strengthening of one of the
main theorems in [23] established in [26].
Proof By Theorem 2.6 we have that
δXω(r) ≤
1
4π
· r2
for every r ∈ (0, r0). Let 	 ⊂ Xω be a geodesic triangle of perimeter strictly smaller
than r0. We want to show that 	 is CAT(0). We may assume that 	 deﬁnes a Jordan
curve in Xω, see the proof of [23, Lemma 3.1].
By Theorem 6.1, there exists u ∈ (	, Xω) which minimizes the Reshetnyak
energy E2+ and the area among all elements of (	, Xω) and which is conformal.
Moreover, u has a representative which is continuous on D by [25, Theorem 1.4].
Thus, by [27, Section 1], there exists a geodesic metric space Z , called the intrinsic
minimal disc associated with u, and a 1-Lipschitz map u¯ : Z → Xω with the following
properties. Firstly, the space Z is homeomorphic to D and the restriction of u¯ to the
boundary circle ∂Z is an arc-length preserving homeomorphism from ∂Z onto 	. In
particular, Z (∂Z) = Xω(	) < r0. Secondly,H2Z (Z) = AreaXω(u) and every Jordan
domain  ⊂ Z satisﬁes
H2Z () ≤
1
4π
· (∂)2.
Notice that [27, Theorem 1.2] only asserts this inequality for Jordan domains  ⊂ Z
with Z (∂) < r0. However, in the above this also holds when Z (∂) ≥ r0 because
in this case
H2Z () ≤ H2Z (Z) = AreaXω(u) ≤
1
4π
· Xω(	)2 <
1
4π
· r20 ≤
1
4π
· Z (∂)2.
Now, it follows from [26, Corollary 1.5] that Z is a CAT(0)-space. The proof of [23,
Lemma 3.3] shows that 	 is CAT(0). This completes the proof. unionsq
The proof of Theorem 1.3 follows from Theorem 7.1 together with Proposition 2.2:
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Proof of Theorem 1.3 Suppose by contradiction that the statement is wrong. Then there
exist ν ∈ (0, 1), a sequence (rn) of positive real numbers, and a sequence of proper,
geodesic metric spaces (Xn, dn) with the following property. For each n ∈ N the space
Xn satisﬁes
δ
Lip
Xn (r) ≤
1 + 1
n
4π
· r2
for all r ∈ (0, rn) but Xn contains a geodesic triangle n of perimeter sn < (1− ν)rn
for which the CAT(0, ν · sn)-condition fails. For each n ∈ N deﬁne a new metric by
d¯n := s−1n dn and deﬁne the rescaled metric space Yn := (Xn, d¯n). Now, view n as
a triangle in Yn . Its perimeter in Yn is 1 and it fails the CAT(0, ν)-condition in Yn .
Hence, by Proposition 2.2, there is a non-principal ultraﬁlter ω on N and a sequence
of basepoints pn ∈ Yn such that the ultralimit Yω = (Yn, d¯n, pn)ω contains a geodesic
triangle of perimeter at most 1 which fails to be CAT(0). However, this contradicts
Theorem 7.1 since each Yn satisﬁes
δ
Lip
Yn (r) ≤
1 + 1
n
4π
· r2
for all r ∈ (0, rn
sn
) and rn
sn
> 11−ν > 1. This concludes the proof. unionsq
Notice that the LipschitzDehn function in Theorem1.3 and its proof can be replaced
by the Sobolev Dehn function. Theorem 7.1 also implies the following result which
can be regarded as a coarse analog of Theorem 1.3. The proof is very similar to the
one above.
Theorem 7.2 For all r0 > 0 and ν ∈ (0, 1) there exists ε > 0 with the following
property. If X is a proper, geodesic metric space satisfying
δX (r) ≤ 14π · r
2 + ε
for all r ∈ (0, r0) then every geodesic triangle in X of perimeter at most (1 − ν)r0 is
CAT(0, ν).
Proof Suppose by contradiction that the statement is wrong. Then there exist r0 >
0, ν ∈ (0, 1), and a sequence of proper, geodesic metric spaces (Xn, dn) with the
following property. Each Xn satisﬁes
δXn (r) ≤
1
4π
· r2 + 1
n
for all r ∈ (0, r0) but the CAT(0, ν)-condition fails for some geodesic triangle in
Xn of perimeter at most (1 − ν)r0. Proposition 2.2 thus implies that for some non-
principal ultraﬁlter ω on N and some sequence of basepoints pn ∈ Xn the ultralimit
Xω = (Xn, dn, pn)ω must contain a geodesic triangle of perimeter at most (1 − ν)r0
which fails to be CAT(0). However, this contradicts Theorem 7.1 and ﬁnishes the
proof. unionsq
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The following proposition shows that the constant 14π in Theorem 1.1 is optimal.
Proposition 7.3 For every ε > 0 there exist some 2-dimensional non-Euclidean
normed space X and 14π < C <
1
4π + ε such that δLipX (r) = Cr2 for all r ≥ 0.
Notice that as a non-Euclidean normed space, X is not CAT(0), see [4, Proposi-
tion II.1.14].
Proof Every 2-dimensional normed space X satisﬁes
δ
Lip
X (r) = Cr2 (12)
for some constant C ≥ 14π and for all r ≥ 0, with C = 14π if and only if X is
Euclidean. This follows from inequality (6) and the area formula. Thus, choosing a
non-Euclidean norm ‖ · ‖ on R2 which is sufﬁciently close to the standard Euclidean
one we obtain that X = (R2, ‖ · ‖) satisﬁes (12) with a constant C which is arbitrarily
close to and strictly bigger than 14π . unionsq
We end this paper with:
Proof of Theorem 1.2 Consider the pinwheel tilling of the Euclidean plane R2 by iso-
metric triangles of side lengths 1, 2,
√
5 constructed in [32]. Notice that each triangle
has area equal to 1. Let G ⊂ R2 be the graph consisting of the edges of the triangles
in the pinwheel tiling and equip G with the length metric which we denote by dG . Let
X be the geodesic metric space obtained by gluing spherical caps onto (the bound-
aries of) the triangles in G. Then X is biLipschitz homeomorphic to R2 and contains
G = (G, dG) isometrically. Since G is at ﬁnite Hausdorff distance from X it follows
that the asymptotic cones of X and G are isometric. Moreover, [33, Theorem 2] shows
that for every ε > 0 there exists R > 0 such that
|x − y| ≤ dG(x, y) ≤ (1 + ε) · |x − y|
whenever x, y ∈ G satisfy |x − y| ≥ R. From this it follows that the Euclidean plane
R
2 is the unique asymptotic cone of G and thus also of X .
It remains to show that X satisﬁes (2). For this, let ε > 0 be suitably small, to be
determined below. It follows from [33, Theorem 1] that for every sufﬁciently large
r > 0 there exists a Jordan curve 	 ⊂ G whose length satisﬁes
(1 − ε) · r ≤ (	) ≤ r
and such that 	 encloses at least
( 1
4π − ε
) · (	)2 triangles of the pinwheel tiling.
Since each spherical cap in X has Hausdorff 2-measure bigger than 3 it follows that,
as a subset of X , the curve 	 encloses a Jordan domain  ⊂ X of Hausdorff measure
at least
H2X () ≥ 3 ·
(
1
4π
− ε
)
· (	)2 ≥ 3 ·
(
1
4π
− ε
)
· (1 − ε)2 · r2.
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Thus, if ε > 0 was chosen sufﬁciently small then
δX (r) = δLipX (r) ≥
1
2π
· r2
for all r > 0 large enough. This proves (2) and completes the proof. unionsq
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