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Abstract
Reflection positivity has several applications in both mathematics and physics. For
example, reflection positivity induces a duality between group representations.
In this thesis, we coin a new definition for a new kind of reflection positivity,
namely, twisted reflection positive representation on a vector space. We show that
all of the non-compactly causal symmetric spaces give rise to twisted reflection
positive representations. We discover examples of twisted reflection positive repre-
sentations on the sphere and on the Grassmannian manifold which are not unitary,
namely, the generalized principle series with the Cosλ transform as an intertwining
operator. We give a direct proof for the reflection positivity of the Cosλ transform
on SO(n). On the other hand, we generalize an integrability theorem to the case
of non-positive definite distribution. As a result, we give a relation between the
non-compactly causal symmetric spaces and the reflection positive distributions.
Cocycle conditions are also treated.
We construct a general method to generate twisted reflection positive represen-
tations and then we apply it to get twisted reflection positive representations on
the Euclidean space.
Finally, we introduce a reflection positive cyclic distribution vector for the circle
case. Then we prove that this distribution vector generates a well known reflection
positive function.
vi
Chapter 1
Introduction
In functional analysis, many subjects, objects, and theorems are motivated by
physics problems. Several problems in the theory of functional analysis have their
origin in physics. They start as physics problems and ending up to very impor-
tant theories in functional analysis. During the process, the physics origin starts
to disappear and instead it gets an independent mathematical reasoning. Operator
theory, distribution theory and representation theory are examples of this situa-
tion. Reflection positivity, which is the subject of this thesis, can be considered also
as an example that fits in this context.
What is reflection positivity? What do we mean, for example, by reflection pos-
itive Hilbert space? What does the adjective ”reflection positive” add to the term
”Hilbert space”? In short, from mathematical point of view, it is an additional
structure that can be added to the original Hilbert space structure, thus creating a
new Hilbert space from the first one. This new Hilbert space can be considered as
an intrinsic structure or something like a dual for the original one. This of course
can be said if we replace the term ”Hilbert space” by objects like representations,
functions, or distributions. To go deeply in answering these questions, we need to
return back to their physics origin.
To approach reflection positivity from the physics point of view, we need to know
that relativity and quantum mechanics are two concepts that dominate contem-
porary physics. Therefore one may ask the question: Are relativity and quantum
1
theory mathematically compatible? This question was asked by Arthur Jaffe in an
article titled Quantum Theory and Relativity, see [9]. Unfortunately, in the same
article he mentioned that the answer of this question is still unknown about our
four-dimensional world.
Constructive quantum field theory is an important topic in physics. It is the
framework where such kind of questions can be answered. We recall that in the n-
dimensional Euclidean space, the group of affine isometries is En = On(R)nRn and
in the n-dimensional Minkowski space (spacetime), the group of affine isometries
is the Poincare group Pn = O
+
1,n−1(R) n R1,n−1. A quantum field theory consists
of two central mathematical objects, namely, a representation pi : Pn → End(H)
of the Poincare group and an operator-valued distribution ϕ : S → End(H) called
a quantum field operator. Here H is a Hilbert space of physical states and S is a
Schwartz space. In 1952, Whitman set up his axioms where pi and ϕ must satisfy:
• The representation pi is unitary and positive-energy.
• There exists an invariant, vacuum-vector Ω = pi(Pn)Ω ∈ H.
• Vectors of the form ϕ(f1) · · ·ϕ(fn)Ω, for fi ∈ S and arbitrary n, span H.
• The field ϕ transforms covariantly under pi.
• The field ϕ is local.
• The space of invariant vectors Ω is one-dimensional.
Can we pass from quantum field theories to a theory of Euclidean fields, i.e., a
theory of generalized functions with Euclidean symmetries? In other words, can
2
a representation of Pn be analytically continued to a representation of En? Recall
that the group O+1,n−1(R) preserves the Lorentz form (t, x)→ t2−‖x‖2 and so maps
the forward light cone {(t, x) | t2 − ‖x‖2 > 0, t > 0} onto itself. Notice that if we
pass to imaginary time t→ it, then the Lorentzian signature becomes Euclidean,
i.e., the Lorentz form becomes −t2 − ‖x‖2 = −‖(t, x)‖2. Therefore the answer is
yes we can. This was known in the early 1950s to Arthur Wightman and others.
So what about the other direction? Can we find sufficient conditions on Euclidean
fields so that we can continue them analytically to a mathematical quantum field
theory? In their two articles titled Axioms for Euclidean Green’s functions 1, 2,
see [28], [29], Konrad Osterwalder and Robert Schrader made the answer to the
previous question possible by setting up their axioms:
• A regularity assumption.
• Euclidean covariance.
• Reflection positivity.
• Clustering.
These axioms were a breakthrough because they made the analytic continua-
tion possible. More precisely, any Euclidean field theory that satisfies Osterwalder-
Schrader axioms can be analytically continued to a mathematical quantum field
theory. It was proved that Osterwalder-Schrader axioms are equivalent to Wight-
man axioms. Now, using this approach we can construct mathematical quantum
field theories from Euclidean ones.
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The reflection positivity axiom is a very important condition because if we pro-
vide any Euclidean field theory with a reflection positive bilinear form, then it can
be analytically continued to a mathematical quantum field theory. Nowadays, re-
flection positivity condition has several applications outside the context of quantum
theory. It plays a role in establishing fundamental inequalities; it has an applica-
tion in statistical physics. For further references on the physical side of reflection
positivity, see [16], [17], [10], [11], [1]. The article [9] is an excellent introduction
to the origin of reflection positivity.
From a purely mathematical point of view, reflection positivity allows us to
prove the analytic continuation of group representations when the groups are Pn
and En. What about the other groups? Can we use the reflection positivity insight
to pass between general group representations? More precisely, let G be a Lie
group, H a closed subgroup, and τ an involutive automorphism with H as fixed
point subgroup. Let g = h ⊕ q be the corresponding real symmetric Lie algebra.
Then gc = h ⊕ iq is also a real Lie algebra. Let Gc be the simply connected Lie
group with the Lie algebra gc. If pi : G → End(E) is some nice representation
(possibly unitary), then can we construct a continuous unitary representation pic :
Gc → End(Ê) such that for the differentiated representations dpi and dpic we have
(1) dpic(X) = dpi(X) ∀X ∈ h,
(2) dpic(iY ) = idpi(Y ) ∀Y ∈ q?
The answer to this question led to the Lu¨scher-Mack theorem which is a non-
commutative version of the Hille-Yosida theorem [22], where in functional analysis,
the Hille-Yosida theorem characterizes the generators of strongly continuous one-
4
parameter semigroups of linear operators on Banach spaces. It also led to coining
some new notions such as the virtual representation [4] which is called also the
local representation, see for example [19], [20], [12], [13], [30], [31]. Reflection pos-
itivity conditions are a certain set of conditions imposed on the representation pi
and on the space E , helping us to construct the space Ê and the representation pic.
This application of reflection positivity is the subject of this thesis.
In their remarkable papers [14] and [15], Jorgensen and O´lafsson give us a family
of reflection positive representations on the Cayley type symmetric spaces. Thus
they were able to use the Lu¨scher-Mack theorem to analytically continue them to
representations on the dual group Gc. Unfortunately, the definition of the reflec-
tion positivity there depends on the existence of the Weyl group element w for
the Cayley type symmetric spaces. What about the general non-compactly causal
symmetric spaces, i.e., the spaces that might not have a Weyl group element w?
In this thesis, we notice some kind of reflection positivity which is still shining
there! We coin a new definition for such new kind of reflection positivity, namely,
twisted reflection positive representation on a vector space. We show that all of the
non compactly causal symmetric spaces give rise to θ-twisted reflection positive
representations, where θ is the Cartan involution of the corresponding group. In
other words, we produce a rich family of twisted reflection positive representations
which can be divided into unitary and non-unitary representations. The main tools
that will be used to perform the analytic continuation are the Lu¨scher-Mack the-
orem and some new integrability theorems introduced in [23].
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Amazingly, we connect the results in [27] and [14] together. Then we discover
very nice examples of θ-twisted reflection positive representations on the sphere
and on the Grassmannian manifold which are not unitary, namely, the generalized
principle series with Cosλ transform as an intertwining operator. The Cosλ trans-
form gives us the θ-twist, where θ is the Cartan involution of the corresponding
group. This representation can be viewed on both SO(n) and SL(n,R). In addition
to the indirect proof, we give a direct proof for the reflection positivity of the Cosλ
transform on SO(3) and then we generalize the proof to all n ≥ 3.
On the other hand, we generalize the integrability theorem given in [23] to the
case of non-positive definite distribution. As a result, we give a relation between the
non-compactly causal symmetric spaces and the reflection positive distributions.
In other words, we build up a θ-twisted reflection positive representation for those
spaces using the language of distributions. Cocycle conditions are also treated.
In addition to the non-compactly symmetric spaces examples, we construct a
general method to generate σ-twisted reflection positive representations and then
we apply it to get σ-twisted reflection positive representations on Rn.
Finally, we introduce a reflection positive cyclic distribution vector for the cir-
cle case. Then we prove that this distribution vector generates the well known
reflection positive function, see [19] and [25], given by
gλ(x) = e
−xλ + e−(β−x)λ.
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This thesis is organized as follows: Chapter 2 is devoted to give the background
and the basic definitions that will be used frequently throughout this thesis. In
Chapter 3, we introduce two important tools which help us to do the analytic
continuation, namely, the Lu¨scher-Mack Theorem, and an integrability theorem
introduced in [23]. In Chapter 4, we introduce very effective tools which were in-
troduced in [24], namely, the reflection positive functions and the reflection positive
distributions. We conclude this chapter with some examples. Chapter 5 is devoted
to present some theorems given in [14]. Some of these theorems are very important
in proving the main results of this thesis. In Chapter 6, we introduce the Cosλ
transform and we collect some theorems from [27]. Chapter 7 is devoted to the
main results of this thesis.
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Chapter 2
Definitions and Preliminaries
In this chapter, we introduce the basic definitions that will be used frequently
throughout this thesis. The material of this chapter can be found, for example, in
[2], and [21].
2.1 Lie Groups and Lie Algebras
Lie groups play an important role in several fields of mathematics and physics such
as harmonic analysis, representation theory, geometry and quantum mechanics.
They establish relations between many area of mathematics as algebra, geometry,
topology and analysis. Actually, they are the core for many of these fields.
This thesis is based on the concept of the Lie group. However, in many theorems
and definitions, it is sufficient to use a more general concept. So, let us introduce
the definition of a topological group and then the definition of a Lie group.
Definition 2.1. A topological group is a group equipped with a topology such that
the maps
(x, y) 7→ xy, G×G→ G,
x 7→ x−1, G→ G,
are continuous.
Definition 2.2. A Lie group is a group and a smooth manifold such that the maps
(x, y) 7→ xy, G×G→ G,
x 7→ x−1, G→ G,
are smooth.
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Later on, we will see that every Lie group is associated with a vector space that
has an additional structure. So, let us introduce the definition of a Lie algebra.
Definition 2.3. A Lie algebra over K = R or C is a vector space g equipped with
a bilinear map
g× g→ g, (X, Y ) 7→ [X, Y ],
satisfying
[X, Y ] = −[Y,X],
[[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0.
Definition 2.4. Let g and h be Lie algebras. A linear map g : g → h is called a
Lie algebra homomorphism if
g([X, Y ]) = [g(X), g(Y )], ∀X, Y ∈ g.
2.2 Semisimple Lie Groups and Semisimple Lie Algebras
Let g be a Lie algebra. Then a Lie subalgebra h is a subspace with [h, h] ⊂ h.
An ideal h is a subspace with [h, g] ⊂ h. We say g is abelian if [X, Y ] = 0 for all
X, Y ∈ g.
The killing form B(X, Y ) on g is the symmetric bilinear form given byB(X, Y ) =
Tr(ad X ad Y ), where [ad X](Z) := [X,Z].
An involution on g is a Lie algebra automorphism θ on g if θ2 = id. If Bθ(X, Y ) :=
−B(X, θY ) is a positive definite bilinear form, then we call θ a Cartan involution
on g.
Definition 2.5. A finite-dimensional Lie algebra g is called simple if it is non-
abelian and has no proper nonzero ideals.
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Definition 2.6. A finite-dimensional Lie algebra g is called semisimple if the
killing form for g is nondegenerate. We call a real Lie group semisimple if its Lie
algebra is semisimple.
Theorem 2.7. The Lie algebra g is semisimple if and only if g = g1 ⊕ · · · ⊕ gn
with the gi’s ideals that are each simple Lie algebras.
Proof. See [21, p. 670].
2.3 Examples of Lie Groups and Lie Algebras
Several Lie groups and Lie algebras have been extensively studied in the literature.
We introduce below some of them. These groups are important objects that will
be used throughout this thesis.
Let M(n,R) be the algebra of n×n matrices with entries in R. Let GL(n,R) be
the group of invertible matrices in M(n,R). We call this group the linear group.
For A ∈ M(n,R), define the norm as
‖A‖ = sup
x∈Rn, ‖x‖≤1
‖Ax‖,
where
‖x‖ =
√
x21 + · · ·+ x2n.
Theorem 2.8. The group GL(n,R), equipped with the topology inherited from
M(n,R), is a topological group.
Proof. See [2, p. 4].
Definition 2.9. By a linear Lie group, we mean a closed subgroup G ⊆ GL(n,R).
For the group G, we associate the set
g = L(G) = {X ∈ M(n,R)| exp(RX) ⊆ G},
called the Lie algebra of G.
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Now, we turn to introduce some classical examples for linear Lie groups. Usually,
our theorems will be based on these examples.
Example 2.10. Let SL(n,R) stand for the special linear group defined by
SL(n,R) = {g ∈ GL(n,R)| det g = 1}.
We can see that it is a closed subgroup of GL(n,R).
Example 2.11. Let O(n) stand for the orthogonal group defined by
O(n) = {g ∈ GL(n,R) | ∀x, y ∈ Rn, 〈gx, gy〉 = 〈x, y〉} ,
where 〈x, y〉 := x1y1 + · · · + xnyn. We can see that it is a compact subgroup of
GL(n,R). Let SO(n) stand for the special orthogonal group defined by
SO(n) = O(n) ∩ SL(n,R).
The more general case is given in the following example.
Example 2.12. Let b be a non-degenerate bilinear form on Rn and let O(b) defined
by
O(b) = {g ∈ GL(n,R) | ∀x, y ∈ Rn, b(gx, gy) = b(x, y)} .
We can find a matrix B such that b(x, y) = yTBx. Therefore
O(b) =
{
g ∈ GL(n,R) | ∀x, y ∈ Rn, gTBg = B} .
If we take b to be the symmetric bilinear form
b(x, y) =
p∑
i=1
xiyi −
q∑
i=1
xiyi, p+ q = n,
then we can write O(b) = O(p, q):
O(p, q) =
{
g ∈ GL(n,R) | ∀x, y ∈ Rn, gT Ip,qg = Ip,q
}
,
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where
Ip,q =
Ip 0
0 −Iq
 .
This subgroup is called the pseudo-orthogonal group.
In the following example, we present the Lie algebras for some of the classical
Lie groups without computation.
Example 2.13.
L(GL(n,R)) = gl(n,R) = M(n,R),
L(SL(n,R)) = sl(n,R) = {X ∈ M(n,R) | TrX = 0},
L(SO(n)) = so(n) = {X ∈ M(n,R) | XT = −X}.
2.4 Haar Measure
In this section, we present the definition of Haar measure for a locally compact
topological group. Haar measures are the first step for doing analysis on Lie groups.
We use Haar measures to define integrals of the functions defined on Lie groups.
Definition 2.14. Let G be a locally compact group and let µ ≥ 0 be a Radon
measure on G. Let Cc(G) be the space of continuous functions on G with compact
support. The measure µ is said to be left invariant if∫
G
f(gx) dµ(x) =
∫
G
f(x) dµ(x),
for every g ∈ G, and for every f ∈ Cc(G). This is equivalent to saying that, for
every Borel set E ⊆ G, and for every g ∈ G,
µ(gE) = µ(E).
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Theorem 2.15. Let G be a locally compact group. Then the following hold.
(1) There exists a (non-zero) left invariant measure on G which is unique up to
positive factor. This measure is called Haar measure.
(2) Let f ∈ Cc(G). If g ∈ G, then there is a positive number 4(g) such that∫
G
f(xg−1) dµ(x) = 4(g)
∫
G
f(x) dµ(x).
(3) For f ∈ Cc(G), ∫
G
f(x−1) dµ(x) =
∫
G
f(x)4 (x−1) dµ(x).
Proof. See [2, pp. 75-76] .
Theorem 2.16. The function 4 is a continuous group homomorphism,
4 : G→ R∗+.
Proof. See [2, p. 75].
We call the function 4, the module of the group G. One can see that, for a Borel
set E ⊆ G, and for every g ∈ G,
µ(Eg) = 4(g)µ(E).
If 4 ≡ 1, then the group G is said to be unimodular. Every commutative group is
unimodular.
Theorem 2.17. (1) Every compact group is unimodular.
(2) Every discrete group is unimodular.
Proof. See [2, p. 75].
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2.5 Unitary Representations
Representation theory is a very active and dynamic field of research nowadays.
It is a very important tool in physics and mathematics. Representations are the
most objects that we will focus on in this thesis. In this section, we introduce the
basic concepts related to representation theory. Later on, in the next chapters, we
will coin and discuss different definitions for the reflection positive representations.
Now, let us present some basic definitions related to representation theory.
Definition 2.18. Let G be a topological group. Let V be a normed vector space
over R or C and let L(V ) be the algebra of bounded operators on V . A map
pi : G → L(V ),
g 7→ pi(g),
is said to be a representation of G on V if it satisfies the following:
(1) pi(g1g2) = pi(g1)pi(g2), pi(e) = id,
(2) for every v ∈ V , the map
G → V,
g 7→ pi(g)v,
is continuous.
Definition 2.19. Let pi be a representation of G on V . Then a subspace W ⊆ V
is said to be invariant if, for every g ∈ G, pi(g)W ⊆ W .
Definition 2.20. Let pi be a representation of G on V and let W ⊆ V be an
invariant subspace. Then pi0(g) := pi(g)|W is called a subrepresentation of pi.
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Definition 2.21. Let pi be a representation of G on V . Then pi is said to be
irreducible if the only invariant closed subspaces are {0} and V .
Definition 2.22. Let (pi1, V1) and (pi2, V2) be two representations of G and let
A : V1 → V2 be a continuous linear map. Then A is said to be an intertwining
operator if
Api1(g) = pi2(g)A,
for every g ∈ G. We say that the representations (pi1, V1) and (pi2, V2) are equivalent
if there exists an intertwining operator A : V1 → V2 which is also an isomorphism.
Definition 2.23. Let H be a Hilbert space. An operator A is said to be unitary if
(Av,Aw) = (v, w) for every v, w ∈ H. A representation pi of G on H is said to be
unitary if, for every g ∈ G, pi(g) is a unitary operator, i.e.,
∀g ∈ G, ∀v, w ∈ H, (pi(g)v, pi(g)w) = (v, w).
Let V be a vector space and let End(V ) be the Lie algebra of all endomorphisms
on V .
Definition 2.24. A representation of a Lie algebra g on a vector space V is a
linear map
ρ : g→ End(V )
which is a Lie algebra homomorphism. Sometimes we say that V is a module over
g.
Theorem 2.25. Let pi be a representation of a compact group G on a finite di-
mensional vector space V . Then there exists on V a Euclidean inner product for
which pi is unitary.
Proof. See [2, p. 96].
15
Theorem 2.26. (Schur’s Lemma) Let H be a Hilbert space. Suppose that (pi,H)
is an irreducible unitary representation of a topological group G. Then every inter-
twining operator T ∈ Hom(pi, pi) for the representation pi can be written T = λ idH
for some λ ∈ C.
Proof. See [3, p. 71].
2.6 Complexification and Real Forms
If we start with an R-vector space V then the complexification VC of V is the tensor
product VC := C
⊗
R V. The scalar multiplication
λ · (z ⊗ v) := λz ⊗ v
makes VC a complex vector space. We identify V with the subspace 1 ⊗ V of
VC. Then each element of VC can be written in a unique way as z = x + iy
with x, y ∈ V. For any real basis {v1, · · · , vn} for V , we have the complex basis
{1⊗ v1, · · · , 1⊗ vn} for VC. For more details, see [7, p. 86].
Theorem 2.27. Let g be a real Lie algebra.
1. gC is a complex Lie algebra with respect to the complex bilinear Lie bracket,
defined by
[x+ iy, x′ + iy′] := ([x, x′] + [y + y′]) + i ([x, y′] + [y, x′])
and satisfying
[z ⊗ v, z′ ⊗ v′] = zz′ ⊗ [v, v′].
2. [gC, gC] ∼= [g, g]C as complex Lie algebras.
Proof. See [7, p. 86].
Definition 2.28. Let g be a complex Lie algebra. A real Lie algebra h with hC ∼= g
is called a real form of g.
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It is important to know that there exist nonisomorphic real Lie algebras with
isomorphic complexifications.
2.7 Iwasawa Decomposition and the Generalized Principal Series
Representations
The material of this section can be found in [8] and [21]. Let K be either R or
C and b a finite-dimensional abelian Lie algebra over the field K. Given a finite-
dimensional b-module V , we denote the corresponding representation of b on V by
pi. If λ ∈ K and T ∈ End(V ), we define
V (λ, T ) := {v ∈ V | Tv = λv}.
For X ∈ b we set
V (λ,X) := V (λ, pi(X)).
For α ∈ b∗, we define V (α, b) by
V (α, b) := {v ∈ V | ∀X ∈ b : pi(X)v = α(X)v} =
⋂
X∈b
V (α(X), X).
We set
V b := V (0, b) = {v ∈ V | pi(b)v = 0}.
Sometime, if the role of b is obvious, we abbreviate V (α, b) by Vα. Let
∆(V, b) := {α ∈ b∗\{0} | Vα 6= {0}}.
Then the elements of ∆(V, b) are called weights. Set
V (Γ) :=
⊕
α∈Γ
Vα, φ 6= Γ ⊂ ∆(V, b).
LetG be a semisimple connected Lie group with Cartan involution θ. LetK = Gθ
be the corresponding group of θ-fixed points in G. The Lie algebra of K is given
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by
k = g(1, θ) := {X ∈ g | θ(X) = X}.
Let s = g(−1, θ) := {X ∈ g | θ(X) = −X}. Then we have the Cartan decomposi-
tion
g = k⊕ s.
For X, Y ∈ g, set
(X, Y ) := −B(X, θ(Y )),
where B(·, ·) is the Killing form of g. Then (·, ·) is an inner product on g. With re-
spect to this inner product, the transpose ad(X)T of ad(X) is given by −ad(θ(X))
for all X ∈ g.
Let a be a maximal abelian subalgebra of s and
m := zk(a) = {X ∈ k | [X, Y ] = 0, ∀ Y ∈ a}.
As {adX | X ∈ a} is a commutative family of symmetric endomorphisms of g, we
get
g = m⊕ a⊕
⊕
α∈∆(g,a)
gα.
The elements of ∆ = ∆(g, a) are called restricted roots. For X ∈ a such that
α(X) 6= 0 for all α ∈ ∆, one can form a set of positive restricted roots to be
∆+ := {α ∈ ∆ | α(X) > 0}.
Set
n :=
⊕
α∈∆+
gα = g(∆
+).
Then n is a nilpotent Lie algebra and we have the following Iwasawa decomposition
of g:
g = k⊕ a⊕ n.
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Let N := exp n and A := exp a. Then N and A are closed subgroups of G and we
have the Iwasawa decomposition of G:
K × A×N 3 (k, a, n) 7→ kan ∈ G.
This map is an analytic diffeomorphism.
Theorem 2.29. If a and b are maximal abelian in s, then there exists k ∈ K such
that
Ad(k)b = a.
Proof. See [8, p. 248].
Let Pmin := MAN . Then Pmin is a group. The groups conjugate to Pmin are
called minimal parabolic subgroups of G. A subgroup of G containing a minimal
parabolic subgroup is called a parabolic subgroup.
Now, more generally, if we take a to be any abelian subalgebra of s and change
m to be
m := {X ∈ g | [X, Y ] = 0, ∀ Y ∈ a and X ⊥ a},
then we have again
g = m⊕ a⊕
⊕
α∈∆(g,a)
gα.
Let p := m ⊕ a ⊕ n. Then p = Ng(n) = {X ∈ g | [X, n] ⊂ n} and p is a parabolic
subalgebra of g. It is maximal, if dim a = 1.
Let P = NG(p) = {g ∈ G | Ad(g)p ⊂ p}. Then P is a closed subgroup of G
with Lie algebra p. Let M0 denote the analytic subgroup of G with Lie algebra
m and M := ZK(A)M0. Then M is closed subgroup of G with finitely many
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connected components, ZG(A) = MA and the product map M × A × N → P,
(m, a, n) 7→ man, is an analytic diffeomorphism. Let L = K ∩M and B := K/L.
Then
G = KP and K ∩ P = L.
Thus B = G/P and G acts on B. Let
g = k(g)a(g)m(g)n(g)
with (k(g), a(g),m(g), n(g)) ∈ K ×M ×A×N . The map G 3 g 7→ (a(g), n(g)) ∈
A × N is analytic and g 7→ a(g) is right MN -invariant. The elements k(g) and
m(g) are not uniquely defined. However, the maps
g 7→ k(g)L ∈ B and g 7→ Lm(g) ∈ L\M
are well defined and analytic. Thus G acts on B = K/L by
g · kL = k(gk)L.
Let N := θ(N). Then the Lie algebra of N is n = θ(n) =
⊕
α∈−∆+ gα. Furthermore,
g = n ⊕ m ⊕ a ⊕ n, and the map N ×M × A × N → P, (n,m, a, n) 7→ nman, is
an analytic diffeomorphism onto an open and dense subset subset NP of G of full
measure.
We normalize the invariant measure on B and compact groups so that the total
measure is one. If f ∈ C(B) then∫
B
f(b) db =
∫
K
f(kL)dk.
If V is a real vector space, we set VC := C
⊗
R V . We define the conjugation of VC
relative to V by
σ(u+ iv) = u+ iv := u− iv, u, v ∈ V.
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If λ ∈ a∗C, we define a character a 7→ aλ on A by
aλ := expλ(X), a = expX.
For α ∈ ∆, let mα := dim gα and let ρ := 12
∑
α∈∆+ mαα ∈ a∗. Normalize the Haar
measure dn on N such that ∫
N
a(n)−2ρdn = 1.
For λ ∈ a∗C define a continuous representation of G on L2(B) by
[piλ(x)f ](kL) := a(x)
−λ−ρf(x−1 · kL) = a(x)−λ−ρf(k(x−1k)L).
Note that piλ is unitary if and only if λ ∈ ia∗. The representation piλ is called the
generalized principal series.
2.8 Non-Compactly Causal Symmetric Spaces
The material of this section can be found in [14]. Let us start with introducing the
definition of a symmetric space.
Definition 2.30. A symmetric space is a triple (G,H, τ), where
(1) G is a Lie group,
(2) τ is a nontrivial involution on G, i.e., τ : G → G is an automorphism with
τ 2 = IdG, and
(3) H is a closed subgroup of G such that Gτo ⊂ H ⊂ Gτ .
Here the subscript o means the connected component containing the identity and
Gτ denotes the group of τ -fixed points in G. By abuse of notation we also say that
(G,H) as well as G/H is a symmetric space.
The infinitesimal version of the above definition is the following definition.
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Definition 2.31. A pair (g, τ) is called a symmetric pair if
(1) g is a Lie algebra,
(2) τ is a nontrivial involution on g, i.e., τ : g → g is an automorphism with
τ 2 = Idg.
Let (g, τ) be a symmetric pair and let G be a connected Lie group with Lie
algebra g. If H is a closed subgroup of G, then (G,H) is called associated to (g, τ)
if τ integrates to an involution on G, again denoted by τ such that (G,H, τ) is a
symmetric space. In this case, the Lie algebra of H is denoted by h and it is given
by
h = g(1, τ) := {X ∈ g | τ(X) = X}.
Note that g = h⊕ q, where
q = g(−1, τ) := {X ∈ g | τ(X) = −X}.
We have the following relations:
[h, h] ⊂ h, [h, q] ⊂ q and [q, q] ⊂ h. (2.1)
From (2.1) it follows that adq : h → End(q), X 7→ ad(X)|q, is a representa-
tion of h. In particular, (g, h) is reductive pair in the sense that there exists an
h-stable complement of h in g. On the other hand, if (g, h) is a reductive pair
and the commutator relations (2.1) hold, we can define an involution τ of g by
τ |h = id and τ |q = −id. Then (g, τ) is a symmetric pair. The symmetric pair (g, h)
is said to be irreducible if the only τ -stable ideals in g containing the Lie algebra
gfix :=
⋂
g∈G Ad(g)h are g
fix and g.
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Let G/H be a semisimple symmetric space and let τ be the corresponding in-
volution. Let θ be the Cartan involution on G commuting with τ . Let k = gθ and
p = g−θ. Then
g = h⊕ q
= k⊕ p
= hk ⊕ hp ⊕ qk ⊕ qp.
where the subscript denotes the intersection with the corresponding subspace of
g. Let L be a Lie group and V an L-moudule. We denote by VL the subspace of
L-fixed points in V.
Definition 2.32. Let G/H be an irreducible symmetric space. Then
(1) G/H is called non-compactly causal (NCC) if qH∩Kp 6= {0}.
(2) G/H is called of Cayley type if h has a one-dimensional center contained in
hp.
If G/H is NCC then qH∩Kp is one-dimensional and there exists an element X
0 ∈
qH∩Kp such that hk ⊕ qp = zg(X0).
2.9 Symmetric Lie Groups
Definition 2.33. Let G be a Banach-Lie group, let τ be an involutive automor-
phism of G and let H be an open subgroup of Gτ = {g ∈ G : τ(g) = g}. Then we
call the triple (G,H, τ), respectively the pair (G, τ), a symmetric Lie group. The
corresponding infinitesimal involution induced on the Lie algebra g of G is given
by the same notation τ : g → g. For h = gτ = {X ∈ g : τ(X) = X}, we call the
(g, h, τ), respectively (g, τ), a symmetric Lie algebra.
Theorem 2.34. Let the notation be as above. Let g = h ⊕ q = gτ ⊕ g−τ =
Ker (τ−1)⊕Ker (τ+1) be the eigenspace decomposition of g with respect to τ . Let
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gc := h⊕iq be a subspace of the complexification gC of g and let τ c(x+iy) := x−iy.
Then (gc, τ c) is a symmetric Lie algebra and is called the c-dual of (g, τ).
Proof. We can see that [h, h] ⊆ h, [q, q] ⊆ h and [h, q] ⊆ q. Thus gc is another real
algebra and τ c(x+ iy) := x− iy leads to the symmetric Lie algebra (gc, τ c).
By Ado’s Theorem [5], there is a simply connected Lie group Gc which has gc
as its Lie algebra and it is unique up to Lie isomorphism.
2.10 Positive Definite Distributions
We write D(M) = C∞c (M,C) for the space of compactly supported functions of
a manifold M and endow this space with the usual LF topology, i.e., the locally
convex direct limit of the Fre´chet spaces DX(M) of test functions supported in
the compact subset X ⊂ M . Its antidual, i.e., the space of continuous antilinear
functionals on D(M), is the space D′(M) of distributions on M , see [32]. This
section is taken from [24].
Definition 2.35. 1. If G is a Lie group, then D(G) is an involutive algebra with
respect to the convolution product and ϕ∗(g) := ϕ(g−1) MG (g−1), where MG is
the modular function from Theorem 2.15. Accordingly, we call a distribution
D ∈ D′(G) positive definite, if it is a positive functional on this algebra, i.e.,
D(ϕ∗ ∗ ϕ) > 0 for ϕ ∈ D(G).
2. If τ is an involution on G and S ⊂ G is an open subsemigroup invariant un-
der s 7→ s] := τ(s)−1, then D(S) is a *-algebra with respect to the convolution
product and the *-operation ϕ] := ϕ∗ ◦ τ . Accordingly, we call a distribution
D ∈ D′(S) positive definite, if
D(ϕ] ∗ ϕ) > 0 for ϕ ∈ D(S).
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Definition 2.36. (Distribution vectors) Let (pi,H) be a continuous unitary rep-
resentation of the Lie group G on the Hilbert space H. We write H∞ for the
linear subspace of smooth vectors, i.e., of all elements v ∈ H for which the orbit
map piv : G → H, g 7→ pi(g)v is smooth. Identifying H∞ with the closed subspace
of equivariant maps in the Fre´chet space C∞(G,H), we obtain a natural Fre´chet
space structure on H∞ for which the G-action on this space is smooth and the
inclusion H∞ ↪→ H (corresponding to evaluation in 1 ∈ G) is a continuous linear
map.
We write H−∞ for the space of antilinear functionals on H∞ the space of distri-
bution vectors, and note that we have a natural linear embedding H ↪→ H−∞, v 7→
〈v, .〉. Accordingly, we also write 〈α, v〉 = 〈v, α〉 for α(v) for α ∈ H−∞ and v ∈ H∞.
The group G acts naturally on H−∞ by
(pi−∞(g)α)(v) := α(pi(g)−1v),
so that we obtain a G-equivariant chain of continuous inclusions
H∞ ⊂ H ⊂ H−∞. (2.2)
It is D(G)-equivariant, if we define the representation of D(G) on H−∞ by
(pi−∞(ϕ)α)(v) :=
∫
G
ϕ(g)α(pi(g)−1v) dµG(g) = α(pi(ϕ∗)v).
Definition 2.37. For any ϕ ∈ D(G) and α ∈ H−∞, we have pi−∞(ϕ)α ∈ H−∞ in
the sense of (2.2). We can see that
piα(ϕ) := 〈α, pi−∞(ϕ)α〉
defines a distribution on G. This distribution is positive definite because of the fact
that
piα(ϕ∗ ∗ ϕ) = 〈α, pi−∞(ϕ∗ ∗ ϕ)α〉 = 〈pi−∞(ϕ)α, pi−∞(ϕ)α〉 > 0.
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Definition 2.38. We say that α ∈ H−∞ is cyclic if pi−∞(D(G))α is a dense
subspace of H.
The vector-valued GNS construction yields for every positive definite distribu-
tion D ∈ D′(G) a corresponding Hilbert space HD which is contained in the space
D∗(G) of all antilinear functionals on D(G).
Theorem 2.39. Let D ∈ D′(G) be a positive definite distribution on the Lie
group G and HD be the corresponding reproducing kernel Hilbert space with kernel
K(ϕ, ψ) := D(ψ∗ ∗ ϕ) obtained by completing D(G) ∗D with respect to the scalar
product 〈ψ ∗D,ϕ ∗D〉 = D(ψ∗ ∗ ϕ). Then the following assertions hold:
1. HD ⊂ D′(G) and the inclusion γD : HD → D′(G) is continuous.
2. We have a unitary representation (piD,HD) of G by piD(g)E = g ∗ E, where
(g ∗E)(ϕ) := E(ϕ ◦ λg) and the integrated representation of D(G) on HD is
given by piD(ϕ)E = ϕ ∗ E.
3. There exists a unique distribution vector αD ∈ H−∞D with αD(ϕ ∗D) = D(φ)
and pi−∞(ϕ)αD = φ ∗D for ϕ ∈ D(G). It satisfies piαD = D.
4. γD extends to a D(G)-equivariant injection H−∞D ↪→ D
′
(G) mapping αD to
D.
Proof. See [24, Proposition 2.8, p. 2188].
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Chapter 3
Lu¨scher-Mack and Integrability
Theorems
To perform the analytic continuation for some reflection positive representations
on some Lie group, thus getting representations on its dual Lie group, we need
to use some tools. The first tool is the Lu¨scher-Mack Theorem, which deals with
representations of semigroups. The second tool which was introduced in [23], is
an integrability theorem. This tool helps us to pass from the Lie algebra level to
the Lie group level. More precisely, this tool allows us to integrate a family of
Lie algebra representations to get Lie group representations. Using this tool, one
can perform the analytic continuation for some reflection positive representations
on some Lie group to get a representation on its dual Lie group. Instead of using
semigroups, as in the case of the Lu¨scher-Mack Theorem, we will use the subgroup
H. In this chapter, we introduce and discuss these important tools.
3.1 Lu¨scher-Mack Theorem
The material of this section can be found in [7, p. 291] and in [14]. Let (G, τ) be
a symmetric Lie group. Let h = gτ and let q = g−τ . Let C ⊆ q be an H-invariant
pointed generating regular cone, i.e., it satisfies the following conditions:
• Ad(H)q ⊂ q.
• There exists X ∈ q such that for all Y ∈ q\{0}, we have 〈X, Y 〉 > 0.
• C ∩ −C = φ and C − C = q .
Then S(C) = H expC is a closed semigroup, by Lawson’s Theorem, see [7, pp.198-
199].
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Theorem 3.1. Let pi be a strongly continuous contractive representation of S(C)
on the Hilbert space H such that pi(s)∗ = pi(τ(s)−1). Let Gc be the simply con-
nected Lie group with Lie algebra gc = h ⊕ iq. Then there exists a continuous
unitary representation pic : Gc → U(H), extending pi, such that for the differenti-
ated representations dpi and dpic we have
(1) dpic(X) = dpi(X) ∀X ∈ h,
(2) dpic(iY ) = idpi(Y ) ∀Y ∈ C.
Proof. See [6, p. 292].
3.2 The Integrability Theorem
The material of this section and the integrability theorem are taken from [23].
3.2.1 Local Flows on Locally Convex Manifolds
Definition 3.2. A smooth manifold M modeled on a locally convex space is called
a locally convex manifold.
Let V(M) denote the Lie algebra of smooth vector fields on M .
Let
Im := {t ∈ R : (t,m) ∈ D} and Mt := {m ∈M : (t,m) ∈ D},
where D ⊂ R×M , x ∈M and t ∈ R.
Definition 3.3. Let M be a locally convex manifold. A local flow on M is a smooth
map Φ : D → M, (t, x) 7→ Φt(x), where D ⊂ R×M is an open subset containing
{0} ×M , such that for each x ∈M , the set Ix is an interval containing 0, and
Φ0 = idM and ΦtΦs(x) = Φs+t(x)
hold for all t, s, x for which both sides are defined. The maps
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γx : Ix →M, t 7→ Φt(x)
are called the flow lines.
Definition 3.4. Let Φ : D → M be a local flow. Then Φ is said to be global if
D = R×M .
If Φ : D →M is a local flow, then
XΦ(x) :=
d
dt
∣∣∣∣
t=0
Φt(x) = γ
′
x(0)
is smooth vector field on M and is called the velocity field of Φ.
Definition 3.5. Let M be a locally convex manifold.
1. A smooth vector field X ∈ V(M) is called locally integrable if it is the velocity
field of some smooth local flow.
2. Let I ⊂ R be an open interval containing 0. A differentiable map γ : I →M
is called an integral curve of X if
γ′(t) = X(γ(t)) for each t ∈ I.
3. If J ⊇ I is an interval containing I, then an integral curve η : J → M is
called an extension of γ if η|I = γ. An integral curve is said to be maximal
if it has no proper extension.
Now, we introduce the definition of the Lie derivative of a function with respect
to a vector field over a locally convex manifold.
Definition 3.6. For a locally integrable vector field X ∈ V(M), let ΦX : DX →M
be its maximal local flow. Let f ∈ C∞(M) and t ∈ R. Then f ◦ ΦXt ∈ C∞(Mt).
Now, we define
LXf := lim
t→0
1
t
(
f ◦ ΦXt − f
) ∈ C∞(M).
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3.2.2 Smooth Right Actions and Compatible Distributions
The following definition is needed to state the main theorem of this section.
Definition 3.7. Suppose that D ∈ D′(M ×M) is a distribution on M ×M . For
ϕ, ψ ∈ D(M), define
[L1XD](ϕ⊗ ψ) := −D([LXϕ]⊗ ψ)
and
[L2XD](ϕ⊗ ψ) := −D(ϕ⊗ [LXψ]).
A vector field X ∈ V(M) is said to be D-symmetric if
L1XD = L2XD,
and D-skew-symmetric if
L1XD = −L2XD.
Here the superscripts indicate whether the Lie derivative acts on the first or the
second argument.
Definition 3.8. Let (g, τ) be a symmetric Lie algebra, and let β : g → V(M) be
a homomorphism. A positive definite distribution D ∈ D′(M ×M) is said to be
β-compatible if the vector fields in β(h) are D-skew-symmetric and the vector fields
in β(q) are D-symmetric, i.e., if for x ∈ g, we have
L1β(x)D = −L2β(τ(x))D.
Definition 3.9. Let H be a connected Lie group with Lie algebra h. A smooth
right action of the pair (g, H) on a (locally convex) manifold M is a pair (β, σ),
where
1. σ : M ×H →M is a smooth right action,
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2. and β : g→ V(M) is a homomorphism of Lie algebra for which
β̂ : g×M → TM, (x,m) 7→ β(x)(m)
is smooth,
3. σ˙(x) = β(x) for x ∈ h,
4. each vector field β(x), x ∈ q, is locally integrable.
3.2.3 The Integrability Theorem
Theorem 3.10. Let D ∈ D′(M ×M) be a positive definite distribution compatible
with the smooth right action (β, σ) of the pair (g, H) on M, where g = h ⊕ q is a
symmetric Banach-Lie algebra and H is a connected Lie group with Lie algebra h.
Let Gc be the simply connected Lie group with Lie algebra gc = h + iq. Then there
exists a unique smooth unitary representation (pic,HD) of Gc such that
1. dpic(x) = Lx for each x ∈ h.
2. dpic(iy) = iLy for each y ∈ q.
Proof. See [23, p. 31].
3.2.4 Reflection Positive Distributions and Representations
We can see this section as an application of the integrability theorem. The material
of this section is taken from [23].
Definition 3.11. Let M be a smooth finite dimensional manifold and D ∈ D′(M×
M) be a positive definite distribution. Suppose further that θ : M →M is an involu-
tive diffeomorphism and that M+ ⊂M is an open subset such that the distribution
D+ on M+ ×M+ defined by
D+(ϕ) := D(ϕ ◦ (θ × idM))
is positive definite. We say that D is reflection positive with respect to (M,M+, θ).
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Theorem 3.12. Let M be a smooth finite dimensional manifold and D ∈ D′(M ×
M) be a positive definite distribution which is reflection positive with respect to
(M,M+, θ). Let (G,H, τ) be a symmetric Lie group acting on M such that θ(g.m) =
τ(g).θ(m) and H.M+ = M+. We assume that D is invariant under G and τ . Let G
c
be the simply connected Lie group with Lie algebra gc = h+q and define Lx, x ∈ g,
on a maximal domain in the Hilbert subspace HD+ ⊂ D′(M+). Then there exists a
unique smooth unitary representation (pic,HD+) of Gc such that
(i) d pic(x) = Lx for x ∈ h.
(ii) d pic(iy) = iLy for y ∈ q.
Proof. See [23, p. 34].
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Chapter 4
Reflection Positivity: Hilbert Spaces,
Representations, Functions, and
Distributions
Many techniques and tools were developed in the last two decades to generate
reflection positive representations. In this chapter, we present a very effective tool
which was introduced in [24], namely, the reflection positive functions and the
reflection positive distributions. The main ingredient for this tool is the reproducing
kernel Hilbert spaces. The material of this chapter is taken mostly from [24] and
the material of Section 4.5 is taken from [25].
4.1 Reflection Positive Hilbert Space and Reflection Positive
Representation on a Hilbert Space
Now, we introduce the definitions of reflection positive Hilbert space and reflection
positive representation on a Hilbert space.
Definition 4.1. (Reflection Positive Hilbert Space, [23, Definition 7.11, p. 51])
Let E be a complex Hilbert space. Let J be a unitary involution on E, i.e., J2 = id
and 〈Jv, w〉 = 〈v, Jw〉 for v, w ∈ E. We call a closed subspace E+ ⊆ E J-positive if
〈Jv, v〉 ≥ 0
for v ∈ E+. We then say that the triple (E , E+, J) is a reflection positive Hilbert
space. We write
N := {v ∈ E+ : 〈Jv, v〉 = 0} = {v ∈ E+ : (∀w ∈ E+)〈Jw, v〉 = 0},
q : E+ −→ E+/N , v 7−→ v̂ = q(v) for the quotient map and Ê for the Hilbert
completion of E+/N with respect to the norm ‖v̂‖Ê :=
√〈Jv, v〉.
Definition 4.2. (Reflection Positive Representation on a Hilbert Space, [23, Def-
inition 7.12, p. 51]) Let (G,H, τ) be a symmetric Lie group and g = h ⊕ q be
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the corresponding symmetric Lie algebra. Let (E , E+, J) be a reflection positive
Hilbert space. A continuous representation pi of G is said to be reflection positive
on (E , E+, J) if the following conditions hold:
(RP0) 〈pi(g)v, pi(g)w〉 = 〈v, w〉 for every v, w ∈ E and g ∈ G, i.e., pi is a unitary
representation.
(RP1) pi(τ(g)) = Jpi(g)J for every g ∈ G.
(RP2) pi(h)E+ = E+ for every h ∈ H.
(RP3) There exists a subspace D ⊆ E+ ∩ E∞, dense in E+, such that dpi(X)D ⊆ D
for every X ∈ q.
Theorem 4.3. Let (E , E+, J) be a reflection positive Hilbert space. Let (G, τ) be a
symmetric Lie group and let S ⊂ G be a subsemigroup which is invariant under
the involution g 7→ g] := τ(g)−1, i.e., S] ⊂ S. Let (pi, E) be unitary representation
of G such that
(1) pi(S)E+ ⊂ E+,
(2) pi(τ(g)) = Jpi(g)J for every g ∈ G.
Then the following assertions hold:
(1) The representation pi of G is reflection positive on (E , E+, J).
(2) There exists a continuous unitary representation pic : Gc → U(Ê), extending
pi, such that for the differentiated representations dpi and dpic we have:
(a) dpic(X) = dpi(X) ∀X ∈ h,
(b) dpic(iY ) = idpi(Y ) ∀Y ∈ q.
Proof. See [24] and [23] and note that Part 2 follows form Theorem 3.1.
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4.2 Reflection Positive Functions
Definition 4.4. Let (S, ∗) be an involutive semigroup and H be a Hilbert space.
An operator-valued function ϕ : X → B(H) is said to be positive definite if, for
every finite sequence (s1, v1), · · · , (sn, vn) in S ×H,
n∑
j,k=1
〈ϕ(sjs∗k)vk, vj)〉 ≥ 0.
Definition 4.5. If (G, τ) is a symmetric Lie group and S ⊂ G be a an open ]-
invariant subsemigroup and H be a Hilbert space, then we call an operator-valued
function ϕ : G→ B(H) reflection positive with respect to (G, τ, S) if the following
conditions are satisfied:
(RP1) ϕ is positive definite,
(RP2) ϕ ◦ τ = ϕ, and
(RP3) ϕ|S is positive definite as a function on the involutive semigroup (S, ]).
Definition 4.6. A triple (pi, E ,F), where (pi, E) is a unitary representation of
Gτ := G o {1, τ} and F ⊆ E is a G-cyclic subspace fixed pointwise by θ := pi(τ),
is said to be a reflection positive F-cyclic representation if the closed subspace
E+ := span pi(S)F is θ-positive. If in addition, F = Cv0 is one-dimensional, then
we call the triple (pi, E , v0) a reflection positive cyclic representation.
Theorem 4.7. Let (G, τ) be a symmetric Lie group and S ⊂ G be a ]-invariant
subsemigroup. Then the following assertions hold:
1. If (pi, E ,F) is an F-cyclic reflection positive representation of Gτ and P :
E → F is the orthogonal projection, then ϕ(g) := Ppi(g)P ∗ is a reflection
positive function on G with ϕ(1) = 1F .
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2. Let ϕ : G→ B(F) be a reflection positive function on G with ϕ(1) = 1F and
Hϕ ⊆ FG be a Hilbert subspace with reproducing kernel K(x, y) := ϕ(xy−1)
on which G acts by (piϕ(g)f)(x) := f(xg) and τ by (τf)(x) := f(τ(x)). We
identify F with the subspace ev∗1F ⊆ Hϕ. Then (piϕ,Hϕ,F) is an F-cyclic
reflection positive representation and we have an S-equivariant unitary map
Γ : Ê → Hϕ|S , Γ([f ]) = f |S.
Proof. See [24, Proposition 1.11, p. 2184].
4.3 Reflection Positive Distributions
We adopt the notations in Section 2.10. Let us introduce the definition of Reflection
Positive Distribution.
Definition 4.8. If (G, τ) is a symmetric Lie group and S is open and ]-invariant
subsemigroup, then we call a distribution D ∈ D′(G) reflection positive for (G, τ, S)
if the following conditions are satisfied:
(RP1) D is positive definite, i.e., D(ϕ∗ ∗ ϕ) ≥ 0 for ϕ ∈ D(G).
(RP2) τD = D, i.e., D(φ ◦ τ) = D(ϕ) for ϕ ∈ D(G), and
(RP3) D|S is positive definite as a distribution on the involution semigroup (S, ]),
i.e., D(ϕ] ∗ ϕ) ≥ 0 for ϕ ∈ D(S).
Definition 4.9. A triple (pi,H, α), where (pi,H) is a unitary representation of
Gτ and α0 ∈ H−∞ a cyclic distribution vector fixed under θ := pi(τ), is said
to be a reflection positive distribution cyclic representation if the closed subspace
E+ := span pi−∞(D(S))α0 is θ-positive.
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Theorem 4.10. For (G, τ, S) as above, the following assertions hold:
1. If (pi,H, α) is a distribution cyclic reflection positive representation of Gτ ,
then piα(ϕ) := α(pi−∞(ϕ)α) is a reflection positive distribution on G.
2. If D is a reflection positive distribution on G, then (piD,HD, αD) is a re-
flection positive distribution cyclic representation, where τ acts on D′(G) by
(τE)(ϕ) := E(ϕ ◦ τ).
Proof. See [24, Proposition 2.12, p. 2191].
4.3.1 Reflection Positivity on the Real Line
In this subsection, we give some examples of the reflection positive functions and
the reflection positive distributions.
Theorem 4.11. Let (G, τ, S) = (R,−idR,R+). Let F be a Hilbert space and ϕ :
R→ B(F) be positive definite and strongly continuous. Then ϕ is reflection positive
if and only if there exists a finite Herm(F)+-valued Borel measure Q on [0,∞) such
that
ϕ(x) =
∫ ∞
0
e−λ|x| dQ(λ).
Proof. See [24, Proposition 3.1, p. 2192].
Corollary 4.12. Let (G, τ, S) = (R,−idR,R+). A continuous function ϕ : R→ C
is reflection positive if and only if it has an integral representation of the form
ϕ(x) =
∫ ∞
0
e−λ|x| dµ(λ),
where µ is a finite positive Borel measure on [0,∞).
Proof. The proof follows directly from Theorem 4.11. Also, see [24, Corollary 3.3
p. 2194].
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Example 4.13. Let (G, τ, S) = (R+, 1/idR, (0, 1)). Let ϕλ : R+ → C be given by
ϕλ(x) = e
−λ| log x| =
 x
−λ, x ≥ 1
xλ, x ≤ 1.
Then we can prove that ϕλ is a reflection positive function with respect to the triple
(G, τ, S).
Example 4.14. Let (G, τ, S) = (R,−idR,R+). Then we can prove that for 0 <
s < 1, we have
D(ϕ) :=
∫
R
ϕ(x) |x|−s dx
is a reflection positive distribution with respect to the triple (G, τ, S).
Example 4.15. Let (G, τ, S) = (R×, 1/idR, (−1, 1)). Then we can prove that for
0 < s < 1, we have
D(ϕ) :=
∫
R
ϕ(x) |x| s2 |x− 1|−s dx
is a reflection positive distribution with respect to the triple (G, τ, S).
4.4 Reflection Positivity for Complementary Series Representations
of the Conformal Group
This section can be considered as an application of the previous sections.
Definition 4.16. Let µS be the On+1(R)-invariant measure on Sn, which, in stere-
ographic coordinates, is given by
dµS(x) =
2n
(1 + ‖x‖2)ndx.
Lemma 4.17. For Q(x, y) := (1− 〈x, y〉)−s/2 and 0 ≤ s < n, the measure
dµ(x, y) := Q(x, y)dµS(x)dµS(y)
on Sn × Sn is a finite positive Radon measure which is positive definite.
Proof. See [24, Lemma 5.5, p. 2211].
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Lemma 4.18. For f ∈ C(Sn), the function
Γ(f) : Sn → C, Γ(f)(y) :=
∫
Sn
f(x)Q(x, y)dµS(x)
is continuous.
Proof. See [24, Lemma 5.6, p. 2211].
Definition 4.19. (The Hilbert spaces Hs, 0 < s < n) Let Hs := Hµ ⊆ M(Sn)
be the Hilbert space of measures which corresponds to the measure µ. It is the
completion of the range of the map
Tµ : C(Sn)→M(Sn), f 7→ Γ(f)µS,
with respect to the inner product
〈Γ(f1)µS,Γ(f2)µS〉 = 〈f1, f2〉µ.
Lemma 4.20. The prescription
pis(g)ν := J
s/2−n
g−1 g∗ν
defines a unitary representation of G = O+1,n+1(R) on the Hilbert subspace Hs ⊆
M(Sn).
Proof. See [24, Lemma 5.8, p. 2212].
Theorem 4.21. The function ‖x‖−s is positive definite on the involutive semigroup
(Rn+, ]) if and only if s = 0 or s > max(0, n− 2).
Proof. See [24, Proposition 6.1, p. 2215].
Theorem 4.22. The kernel
R(x, y) := (1− 2〈x, y〉+ ‖x‖2‖y‖2)−s/2
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on the open unit ball D ⊆ Rn is positive definite if and only if
s = 0 or s > max(0, n− 2).
Proof. See [24, Proposition 6.2, p. 2215].
Theorem 4.23. Let σ ∈ G be the conformal reflection in ∂D. Then
SD = H exp(C), where H = O+1,n(R) ⊆ Gσ,
and C ⊆ q is a closed convex Ad(H)-invariant cone.
Proof. See [24, Proposition 6.5, p. 2217].
Lemma 4.24. if s = 0 or s ≥ n− 2, then the closed subspace
E˜+ := {Γ(f)µS : Supp(f) ⊆ D} ⊆ Hs
is θ-positive.
Proof. See [24, Lemma 6.6, p. 2218].
Theorem 4.25. For x ∈ Sn−1 = (Sn)σ let δx ∈ H−∞s be the delta measure in x.
The triple (pis,Hs, δx) is a reflection positive distribution cyclic representation for
(G, τ, S0D) if s = 0 or n− 2 ≤ s < n.
Proof. See [24, Theorem 6.7, p. 2219].
4.5 Reflection Positivity on the Circle Group
The material of this section is taken from [25]. Let G = Tβ := R/βZ and let
[t] := t + βZ. Then T+β := {[t] ∈ Tβ : 0 < t < β/2}. We fix the involution
τβ(z) = z
−1.
40
Definition 4.26. Let H be a Hilbert space. A weak operator continuous function
ϕ : Tβ → B(H) is called reflection positive with respect to (Tβ,T+β , τβ) if and only
if it is positive definite and the kernel (ϕ(t+ s))0<t,s<β/2 is positive definite, which
is equivalent to the positive definiteness of the kernel
Kϕ(t, s) := ϕ
(
t+ s
2
)
, 0 < t, s < β.
Theorem 4.27. A β-periodic weak operator continuous function ϕ : Tβ → B(H) is
reflection positive with respect to (Tβ,T+β , τβ) if and only if there exists a Herm(H)+-
valued measure µ+ on [0,∞) such that
ϕ(t) =
∫ ∞
0
e−xλ + e−(β−x)λ dµ+(λ) for 0 ≤ t ≤ β.
Then the measure µ+ is uniquely determined by ϕ.
Proof. See [25, p. 3].
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Chapter 5
Reflection Positivity and Causal Spaces
In this chapter, many theorems in [14] were rewritten so that we can use them
easily. The main theorem of this chapter gives us a family of reflection positive
representations on the Cayley type symmetric spaces. The main tool that will
be used in this chapter to perform the analytic continuation is the Lu¨scher-Mack
theorem.
5.1 Reflection Positivity for Complementary Series
We adopt the notations in Section 2.8. IfG/H is NCC then qH∩Kp is one-dimensional
and there exists an element X0 ∈ qH∩Kp such that hk ⊕ qp = zg(X0). We can nor-
malize X0 such that adX0 has eigenvalues 0, 1 and −1. Let a := RX0,
n := {X ∈ g | [X0, X] = X},
and
n := {X ∈ g | [X0, X] = −X}.
Let
m := {X ∈ zg(X0) | B(X,X0) = 0}
where B is the Killing form of g. Then
pmax := m⊕ a⊕ n
is the maximal parabolic subalgebra of g.
Assume from now on that G ⊆ GC where GC is the simply connected, connected
Lie group with Lie algebra gC. We will assume that H = G
τ . Then H ∩ K =
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ZK(X
0). Let A := exp a, N := exp n and N := exp n. Let Mo be the analytic
subgroup of G corresponding to m and let M := (H ∩K)Mo. Then M is a closed
and τ -stable subgroup ofG,M∩A = {1} andMA = ZG(A). Let Pmax := NG(pmax).
Then Pmax = MAN .
Theorem 5.1. HPmax is open in G and contained in NPmax.
Proof. See [14, Lemma 5.3, p. 39].
Let aq be a maximal abelian subalgebra of p containing X
0. Then aq ⊂ qp and aq
is maximal abelian in q. Let ∆ be the set of roots of aq in g. Then ∆ = ∆0∪∆+∪∆−,
where ∆0 = {α ∈ ∆ | α(X0) = 0} and ∆± = {α ∈ ∆ | α(X0) = ±1}. Choose
a positive system ∆+0 in ∆0, and let ∆
+ = ∆+0 ∪ ∆+. Two roots α, β 6= ±β are
called strongly orthogonal if α± β is not a root. Choose a maximal set of strongly
orthogonal roots γ1 < γ2 < · · · < γr in ∆+ such that γr is the maximal root
in ∆+, γr−1 is the maximal root in ∆+ strongly orthogonal in to γr, γr−2 is the
maximal root in ∆+ strongly orthogonal in to γr and γr−1, etc. Choose Hj ∈ aq
such that 〈γi, Hj〉 = 2δij and Hj ∈ [gγj , g−γj ]. Choose Xj ∈ gγj , such that with
X−j := τ(Xj) = −θ(Xj), we have Hj = [Xj, X−j]. Let log := (exp |n)−1 : N → n.
Define ζ : NPmax/Pmax → n by
ζ(nPmax) = log(n).
Theorem 5.2. Let Ω = Ad(L){∑rj=1 tjX−j | ∀j : −1 < tj < 1}. Then Ω is convex,
HPmax = (exp Ω)Pmax,
and ζ induces an H-isomorphism H/L ∼= Ω.
Proof. See [14, Theorem 5.6, p. 41].
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Definition 5.3. Let
S(H,Pmax) := {g ∈ G | gH ⊂ HPmax}.
Then S(H,Pmax) is a closed semigroup invariant under s 7→ s] = τ(s−1). For
g ∈ G and X ∈ n such that g expX ∈ NPmax define g ·X ∈ n and a(g,X) ∈ A by
g expX ∈ exp(g ·X)Ma(g,X)N. Then g ·X = ζ(g expX) and a(g,X) is defined
for g ∈ S(H,Pmax) and X ∈ Ω. The map (g,X) 7→ g · X transfers the canonical
action on G/Pmax, restricted to the open set HPmax/Pmax, to Ω.
Theorem 5.4. (1) Let s, r ∈ S(H,Pmax) and X ∈ Ω. Then (sr) ·X = (s ·(r ·X))
and a(sr,X) = a(s, r ·X)a(r,X).
(2) Let g = ma ∈ MA and X ∈ n. Then g expX ∈ NPmax, g · X = Ad(g)X,
and a(g,X) = a.
(3) Let C be an H-invariant pointed and generating cone in q containing X0.
Then S = H expC is a closed semigroup acting on Ω by contractions. Fur-
thermore H × Co 3 (h,X) 7→ h expX ∈ So is a diffeomorphism.
(4) S(H,Pmax) ⊂ HPmax.
Proof. See [14, Lemma 5.9, p. 43].
Theorem 5.5. Let C = Cmax be the maximal pointed generating cone in q con-
taining X0. Then the following hold:
(1) Co ∩ a = {X ∈ aq | ∀α ∈ ∆+ : α(X) > 0}.
(2) S(H,Pmax) = H expCmax.
Proof. See [14, Lemma 5.11, p. 44].
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The Haar measure on compact groups will always be normalized to have total
measure one. Let L := H∩K. We normalized our measures such that the following
hold:
(1) Let the measure da on A be given by∫
A
f(a) da =
1√
2pi
∫ ∞
−∞
f(at) dt, at = exp 2tX0.
(2) Let dX be the Lebesgue measure on n such that, for dn = exp(dX), then we
have ∫
n
a(n)−2ρ dn = 1,
where ρ(X) = 1
2
Tr(ad(X))|n.
(3) The measure on N is θ(dn).
(4) Let dh be a Haar measure on H.
(5) We can normalize the invariant measure on G and M such that for f ∈ Cc(G),
Supp(f) ⊂ HPmax, we have∫
G
f(g) dg =
∫
H
∫
M
∫
A
∫
N
f(hman)a2ρ dn da dm dh.
Then the invariant measure dx˙ on G/H is given by∫
G
f(x) dx =
∫
G/H
∫
H
f(xh) dh dx˙, f ∈ Cc(G),
and similarly for K/L.
(6) We fix the Haar measure on M such that dg = a2ρ dk dm da dn.
Theorem 5.6. Let the measures be normalized as above. Let L := H ∩K. Then
the following hold:
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(1) Let f ∈ Cc(NMAN). Then∫
G
f(g) dg =
∫
N
∫
M
∫
A
∫
N
f(nman)a2ρ dn da dm dn.
(2) Let f ∈ Cc(N). For y ∈ NMAN write y = n(y)mN(y)α(y)nN(y). Let x ∈ G.
Then ∫
N
f(n(xn))α(xn)−2ρ dg =
∫
N
f(n) dn.
(3) Let f ∈ C(K/L). For g ∈ G write g = k(g)m(g)a(g)n(g) according to G =
KMAN . Then ∫
K/L
f(k˙) dk˙ =
∫
N
f(k(n)b)a(n)−2ρ dn.
(4) Let f ∈ C(K/L) and let x ∈ G. Then∫
K/L
f(k˙) dk˙ =
∫
K/L
f(k(xk)b)a(xk)−2ρ dk˙.
(5) Assume that Supp(f) ⊂ H/L ⊂ K/L. Then∫
K/L
f(k˙) dk˙ =
∫
H/L
f(k(h)b)a(h)−2ρ dh˙.
(6) Let f ∈ Cc(N), Supp(f) ⊂ exp(Ω) ⊂ N . Then∫
N
f(n) dn =
∫
H/L
f(n(h))α(h)−2ρ dh˙.
(7) For x ∈ HPmax write x = h(x)mH(x)aH(x)nH(x) with h(x) ∈ H, mH(x) ∈
M, aH(x) ∈ A, and nH(x) ∈ N . Let f ∈ C∞c (H/L) and let x ∈ G be such
that xHPmax ⊂ HPmax. Then∫
H/L
f(h(xh)b)aH(xh)
−2ρ dh˙ =
∫
H/L
f(h˙) dh˙.
Proof. See [14, Lemma 5.12, p. 45].
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Definition 5.7. We identify a∗C with C by
a∗C 3 λ 7→ 2λ(X0) ∈ C.
Then ρ corresponds to dim n. For λ ∈ a∗C, let C∞(λ) be the space of C∞-functions
f : G→ C such that, for at = exp t(2X0),
f(gmatn) = e
−(λ+ρ)tf(g) = a−(λ+ρ)t f(g).
Thus we have
C∞(G) := {f : G→ C | f is C∞-function },
C∞(λ) := {f ∈ C∞(G) | f(gman) = a−(λ+ρ)f(g)}.
Define an inner product on C∞(λ) by
〈f, g〉L2 :=
∫
K
f(k)g(k) dk =
∫
K/L
f(k)g(k) dk˙.
Then C∞(λ) becomes a pre-Hilbert space. We denote by Hλ the completion of
C∞(λ). Thus we have
Hλ := C∞(λ)∼ with respect to 〈·, ·〉L2 .
Here, ∼ stands for the completion of the pre-Hilbert space. Define piλ by
[piλ(x)f ](g) := f(x
−1g), x, g ∈ G, f ∈ C∞(λ).
Then piλ(x) is bounded, so it extends to a bounded operator on Hλ, which we de-
note by the same symbol. Furthermore piλ is a continuous representation of G
which is unitary if and only if λ ∈ iR. We can realize Hλ as L2(K/L) and as
L2(N, a(n)2Re(λ)dn) by restriction. In the first realization the representation piλ be-
comes
[piλ(x)f ](k) := a(x
−1k)−λ−ρf(k(x−1k))
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and in the second
[piλ(x)f ](n) := α(x
−1n)−λ−ρf(n(x−1n)).
Theorem 5.8. The pairing
Hλ ×H−λ 3 (f, g) 7→ 〈f, g〉L2 :=
∫
K
f(k)g(k) dk =
∫
K/L
f(k)g(k) dk˙
is G-invariant, i.e.,
〈piλ(x)f, g〉L2 = 〈f, pi−λ(x−1)g〉L2 .
Proof. See [14, Lemma 5.13, p. 47].
Remark 5.9. We can now see that (piλ,Hλ) is unitary if −λ = λ.
Theorem 5.10. Let H(H,λ) := {f ∈ C∞(λ) | Supp(f) ⊂ HPmax}. Then the fol-
lowing assertions hold.
(1) The restriction map induces an isometry of Hλ onto L2(N, a(n)2Re(λ)dn).
(2) On N the invariant pairing 〈·, ·〉L2 is given by
〈f, g〉L2 =
∫
N
f(n)g(n) dn, f ∈ Hλ, g ∈ H−λ.
(3) The map
H(H,λ) 3 f 7→ f |H ∈ L2(H/L, a(h)2ρdh˙)
is an isometry.
(4) Let f ∈ Hλ, g ∈ H−λ and assume that Supp(fg) ⊂ HPmax. Then
〈f, g〉L2 =
∫
H/L
f(h)g(h) dh˙.
Proof. See [14, Lemma 5.15, p. 48].
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Theorem 5.11. G/H is of Cayley type if and only if G/K is a tube-domain
G/K ∼= Rn + iΩ, where Ω is an open self-dual cone isomorphic to H/L. Thus
G/H is locally isomorphic to one of the following spaces (where we denote by the
subscript + the group of elements having positive determinant):
SU(n, n)/GL(n,C)+,
SO∗(4n)/SU∗(2n)R+,
Sp(n,R)/GL(n,R)+,
SO(2, n)/SO(1, n− 1)R+,
E7(−25)/E6(−25)R+.
Proof. See [14, Lemma 5.21, p. 51].
Theorem 5.12. Assume that G/H is of Cayley type. There exists commuting
homomorphisms ϕCj : SL(2,C) → G such that ϕC1 (SU(1, 1)) ⊂ H and X0 =
1
2
∑
j ϕ
C
j ((
0 1−1 0 )). Let
w = ϕC1

 0 1
−1 0

 · · ·ϕCr

 0 1
−1 0

 .
Then Ad(w)(X0) = −X0.
Proof. See [14, Lemma 5.20, p. 50].
Theorem 5.13. Let Aλw : Hλ → H−λ be given by
[Aλwf ](x) :=
∫
N
f(xwn) dn.
Then for Re(λ) ”big”, Aλw is an intertwining operator.
Proof. See [14, p. 50].
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Definition 5.14. Define a new invariant bilinear form on C∞(λ) by
〈f, g〉 := 〈f, Aλwg〉L2 .
If there exists a (maximal) constant R > 0 such that the invariant bilinear form
〈·, ·〉 is positive definite for |λ| < R, then we call the resulting unitary representation
the complementary series. Otherwise we set R = 0. In the cases where 〈·, Aλw·〉L2 is
positive definite we complete C∞(λ) with respect to this new product and we denote
the resulting space by Eλ,w. Thus we have
Eλ,w := C∞(λ)∼ with respect to 〈·, Aλw·〉L2 .
Theorem 5.15. For the Cayley-type symmetric spaces the constant R is given by
SU(n, n) : R =

n n odd
0 n even,
SO∗(4n) : R = n,
Sp(n,R) : R =

n/2 n odd
0 n even,
SOo(n, 2) : R =

0 n ≡ 0 mod 4
1 n ≡ 1, 3 mod 4
2 n ≡ 2 mod 4,
E7(−25) : R = 3.
Proof. See [14, Lemma 5.21, p. 51].
Theorem 5.16. For f ∈ Eλ,w let Jw(f)(x) := f(τ(xw)). Then the following hold:
(1) Jw(f)(x) := f(τ(x)w
−1).
(2) Jw(f) ∈ Eλ,w and AλwJw = JwAλw.
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(3) Jw(f) : Eλ,w → Eλ,w is a unitary isomorphism.
(4) (Jw)
2 = id.
(5) For x ∈ G, we have Jw ◦ piλ(x) = piλ(τ(x)) ◦ Jw.
Proof. See [14, Lemma 5.23, p. 52].
Definition 5.17. Assume that G/H is non-compactly causal. Then we can define
AλwJw directly (even if individual operators A
λ
w and Jw do not exists) by
[AλwJw](f)(x) :=
∫
N
f(τ(x)n) dn.
Theorem 5.18. Assume that G/H is non-compactly causal. Then AλwJw inter-
twines piλ and pi−λ ◦ Jw if AλwJw has no poles at λ.
Proof. See [14, Lemma 5.24, p. 53].
Theorem 5.19. Let f ∈ C∞(λ). Then
(1)
[AλwJw](f)(n) =
∫
N
f(x)α(τ(n)−1x)λ−ρ dx.
(2) If Supp(f) ⊂ HPmax, then for h ∈ H
[AλwJw](f)(h) =
∫
H/L
f(x)α(h−1x)λ−ρ dx˙.
Proof. See [14, Theorem 5.25, p. 53].
Theorem 5.20. Let f, g ∈ C∞(λ). Then
(1)
〈f, g〉Jw =
∫
N
∫
N
f(x)g(y)α(τ(x)−1y)λ−ρ dxdy.
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(2) If f and g have support in HPmax, then
〈f, g〉Jw =
∫
H/L
∫
H/L
f(h)g(k)α(h−1k)λ−ρ dhdk.
Proof. See [14, Corollary 5.23, p. 52].
Now define the following spaces that we need them in the upcoming theorems.
C∞c (Ω, λ) := closure
f ∈ C∞(λ)
∣∣∣∣∣ Supp(f) ⊂ exp(Ω)Pmax = HPmax,
Supp(f |exp(Ω)) is compact
 ,
E+λ,w := closure C∞c (Ω, λ) in Eλ,w,
Êλ,w := (E+λ,w/N )∼ with respect to 〈·, AλwJw ·〉L2 ,
E+λ := C∞c (Ω, λ)∼ with respect to 〈·, AλwJw·〉L2 ,
Êλ := (E+λ /N )∼ with respect to 〈·, AλwJw ·〉L2 .
Theorem 5.21. Assume that G/H is non-compactly causal. Let s ∈ S and f ∈
C∞c (Ω, λ). Then piλ(s)f ∈ C∞c (Ω, λ), i.e., C∞c (Ω, λ) is S-invariant.
Proof. See [14, Lemma 5.27, p. 54].
Let (pi,H) be an admissible representation of Gc and let HKc be the space of
Kc-finite elements in H. For δ ∈ K̂c, let H(δ) be the subspace of Kc-finite vectors
of type δ, i.e.,
H(δ) =
⋃
T∈HomKc (Hδ,H)
T (Hδ),
where Hδ is the representation space of δ.
Definition 5.22. Let (pi,H) is called the highest-weight representation of Gc (with
respect to ∆+) if there exists a δ ∈ K̂c (we call δ for the minimal Kc-type of pi)
such that
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(1) dpi(nC)H(δ) = 0,
(2) dpi(U(n))H(δ) = HKc.
Theorem 5.23. (Vergne-Rossi, Wallach). Assume that G/H is non-compactly
causal and that Gc is simple. Let λ0 ∈ a∗ be such that 〈λ0, Hr〉 = 1. Let γ =
〈λ0, 2X0〉 and let
Lpos := −γ(r − 1)d
2
.
Then the following hold:
(1) For λ− ρ 6 Lpos there exists a unitary irreducible highest weight representa-
tion (ρλ,Kλ) of G
c with one-dimensional minimal Kc-type λ− ρ.
(2) If G/H is of Cayley-type, then γ = r. Furthermore λ 6 Lpos if and only if
λ 6 r.
Proof. See [14, Theorem 5.29, p. 55].
Theorem 5.24. For the Cayley-type symmetric spaces the highest weight repre-
sentation (ρλ,Kλ) exists for λ in the following half-line:
SU(n, n) : λ 6 n
SO∗(4n) : λ 6 2n
Sp(n,R) : λ 6 n
SOo(n, 2) : λ 6 2
E7(−25) : λ 6 3.
In particular we have that (ρλ,Kλ) is defined for λ ∈ [−R,R].
Proof. See [14, Lemma 5.30, p. 56].
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Theorem 5.25. Assume that G/H is non-compactly causal. For λ − ρ 6 Lpos
there exists a unitary irreducible highest weight representation (ρλ,Kλ) of G
c and
a lowest Kc-type vector u of norm one such that for every h ∈ H
α(h)λ−ρ = 〈u, ρλ(h)u〉.
Hence the kernel
(H ×H) 3 (h, k) 7→ α(k−1h)λ−ρ ∈ R
is positive semidefinite. In particular 〈.|.〉Jw is positive semidefinite on C∞c (Ω, λ)
for λ− ρ 6 Lpos.
Proof. See [14, Lemma 5.32, p. 57].
5.2 Main Theorems
In this section, we introduced the main theorems given in [14].
Theorem 5.26. Assume that G/H is non-compactly causal and such that there
exists w ∈ K such that Ad(w)|a = −1. Let piλ be a complementary series such
that λ− ρ 6 Lpos. Let C be the minimal H-invariant cone in q such that S(C) is
contained in the contraction semigroup of HPmax in G/Pmax. Let Ω be the bounded
realization of H/L in n. Let
Jw(f)(x) := f(τ(x)w
−1).
Let E+λ,w be the closure of C∞c (Ω, λ) in Eλ,w. Then the following hold:
(1) (G, τ, piλ, C, Jw, E+λ,w) satisfies the positivity conditions (RP0)-(RP2) in Defi-
nition 4.2 and the assumptions of Theorem 4.3.
(2) piλ defines a contractive representation piλ of S(C) on Êλ such that
piλ(s)
∗ = piλ(τ(s)−1).
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(3) There exists a unitary representation picλ of G
c such that
(i) dpicλ(X) = dpiλ(X) ∀X ∈ h.
(ii) dpicλ(iY ) = idpiλ(Y ) ∀Y ∈ C.
Proof. See [14, Theorem 5.33, p. 58].
Theorem 5.27. Assume that λ − ρ 6 Lpos. Let ρλ, Kλ and u be as specified
in Theorem 5.25, and let f, g ∈ C∞c (Ω, λ) and s ∈ S(C). Define ρλ(f)u :=∫
Ho
f(h)ρλ(h)u dh. Then the following hold:
(1) 〈f, [AλwJw](g)〉L2 = 〈ρλ(f)u, ρλ(g)u〉,
(2) ρλ(piλ(s)f)u = ρλ(s)ρλ(f)u,
(3) piλ(s) passes to a contractive operator piλ(s) on Êλ such that
piλ(s)
∗ = piλ(τ(s)−1).
Proof. See [14, Lemma 5.34, p. 58].
Theorem 5.28. (Identification Theorem) Assume that G/H is non-compactly
causal and that λ − ρ 6 Lpos. Let ρλ, Kλ and u ∈ Kλ be as in Theorem 5.25.
Then the following hold:
(1) There exists a continuous contractive representation piλ of So(C) on Êλ such
that piλ(s)
∗ = piλ(τ(s)−1), ∀s ∈ So(C).
(2) There exists a unitary representation picλ of G
c such that
(i) dpicλ(X) = dpiλ(X) ∀X ∈ h.
(ii) dpicλ(iY ) = idpiλ(Y ) ∀Y ∈ C.
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(3) The map
C∞c (Ω, λ) 3 f 7→ ρλ(f)u ∈ Kλ
extends to an isometry Êλ ∼= Kλ intertwining picλ and ρλ. In particular picλ is
irreducible and isomorphic to ρλ.
Proof. See [14, Theorem 5.35, p. 60].
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Chapter 6
The Cosλ Transform
In this chapter, we collect some theorems and properties for an important transform
introduced in [27], namely, the Cosλ transform. This transform will show up in the
next chapter and will play an important role in the main theorem of this thesis.
We shall see that Cosλ transform appears as an intertwining operator for the
complementary series. Also, it appears as a reflection positive kernel. The material
of this chapter is taken from [27].
6.1 The Standard Intertwining Operator
We adopt the notations in Section 2.7. Write, for x ∈ G, x = k(x)m(x)a(x)n(x) ac-
cording to G = KMAN . Also, write, for x ∈ NMAN , x = n(x)mN(x)α(x)nN(x).
Let L = K ∩M and let B = K/L.
Recall that for λ ∈ a∗C the generalized principal series representation of G on
L2(B) is given by
[piλ(x)f ](kL) := a(x)
−λ−ρf(x−1 · kL) = a(x)−λ−ρf(k(x−1k)L).
For f ∈ C∞(B), define the standard intertwining operator Aλ by
[Aλf ](kL) :=
∫
N
f(kn · L) dn =
∫
N
f(k(kn)L) dn (6.1)
whenever the integral exists, for more details see [27].
The following theorem gives some facts about the intertwining operator Aλ.
Theorem 6.1. (Vogan-Wallach). For λ ∈ a∗C, write λ = λR+ iλI with λR, λI ∈ a∗.
Then the following holds:
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(1) There exists a constant aP such that if
λ ∈ a∗C(aP ) := {µ ∈ a∗C | (∀α ∈ ∆+)〈µR, α〉 > aP}
then the integral 6.1 converges absolutely. Furthermore, there exists a con-
stant C > 0 such that for all λ ∈ a∗C(aP ) and f ∈ C∞(B)
‖Aλf‖∞ 6 C‖f‖∞.
(2) If f ∈ C∞(B), then
a∗C(aP ) 3 λ 7→ Aλf ∈ C∞(B)
is continuous and holomorphic on the interior {µ ∈ a∗C | (∀α ∈ ∆+)〈µR, α〉 >
aP}.
(3) The operator Aλ intertwines piλ and pi
θ
−λ. Thus, if x ∈ G and if f ∈ C∞(B),
then
Aλ(piλ(x)f) = pi
θ
−λ(x)(A
λf).
Proof. See [27, p. 275]
Now, as in [27], we can take aP to be
aP := max
α∈∆+
〈α, ρ〉 > 0.
The following theorem writes the intertwining operator Aλ in a useful form that
we need it in the upcoming chapter.
Theorem 6.2. Let λ ∈ a∗C(aP ) and let f ∈ Lp(B). Then for k ∈ K
Aλf(k) =
∫
K
f(h) α(k−1h)λ−ρ dh =
∫
B
f(b) α(k−1b)λ−ρ db.
In particular, Aλ is a convolution operator on L2(B) if λ ∈ a∗C(aP ).
Proof. See [27, p. 276]
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6.2 The Cosλ Transform as Intertwining Operators Between
Generalized Principal Series Representations of SL(n+ 1,K)
The material of this section is taken from [27]. Let K denotes one of the fields R
or C, or the skew field H of quaternions. Let G = SL(n + 1,K). Let Grp(K) be
the Grassmann manifold of k-dimensional subspaces of Kn+1. Set q := n + 1 − p.
Define an invariant R-bilinear form on g by
〈X, Y 〉 := n+ 1
pq
Re(Tr(XY )).
Let z 7→ z be the conjugation in K and let x = (xνµ) ∈ M(n+1,K). Let x := (xνµ)
and let x∗ := (xµν) = xt. The homomorphism θ : G→ G, x 7→ (x−1)∗ is a Cartan
involution on G . The corresponding Cartan involution on g is θ(X) = −X∗. We
have
K = SU(n+ 1,K),
k = {X ∈ M(n+ 1,K) | X∗ = −X and Tr(X) = 0} ,
s = {X ∈ M(n+ 1,K) | X∗ = X and Tr(X) = 0} .
We adopt the notation in [5], where we haveG = SL(n+1,R) andK = SO(n+1) for
K = R, and G = SL(n+1,C) and K = SU(n+1) for K = C, and G = SU∗(2(n+1))
and K = Sp(n+ 1) for K = H. Let
H0 =
 qn+1Ip 0
0 −p
n+1
Iq
 ∈ s
and let a := RH0. Define m = {X ∈ zg(a)|〈X,H0〉 = 0}. Then z(m) ∩ s = a. We
have ∆ = {α,−α} where α(H0) = 1. Let ∆+ = {α}. Then
P =
p(a, b;X) :=
a X
0 b
 ∣∣∣∣∣ a ∈ GL(p,K)
b ∈ GL(q,K)
and
det a det b = 1,
X ∈ M(p× q,K)
 ,
L = S(U(p,K)× U(q,K)).
59
Let e1, · · · , en+1 be the standard basis for Kn+1 and let b0 = Ke1 ⊕ · · · ⊕ Kep ∈
Grp(K). Then Grp(K) = K · b0 ∼= K/L = G/P .
Now, let us give the definition of the cosine function Cos : Grp(K)×Grp(K)→ R.
Definition 6.3. Let b ∈ Grp(K) and view b as a p-dimensional real vector space.
Let E ⊂ b be a convex subset containing the zero vector, such that the volume of
E is one. For c ∈ Grp(K), let Pc : Kn → c denote the orthogonal projection onto
c. Then define
|Cos(b, c)| := VolR (Pc (E))1/d .
Remark 6.4. (a) We can see that the definition is independent of E. To see
this, let k ∈ K and note that k act as an orthogonal transformation. Thus
|Cos(k · b, c)| = |Cos(b, k−1 · c)|. Now, let b = k · b0 and c = h · b0 with
k, h ∈ K. Then
|Cos(b, c)| = |Cos(h−1 · b, b0)| = VolR
(
Pb0
(
h−1E
))1/d
.
(b) The reason behind calling this function by the name cosine is that if we take
p = 1, K = R and b = Rx, c = Ry ∈ Gr1(R), then
|Cos(b, c)| = |(x, y)|‖x‖‖y‖ = | cos(∠(x, y))|,
where ∠(x, y) denotes the angle between x and y.
We identify a∗C with C by
λ 7→ n+ 1
pq
λ(H0) with inverse z 7→ z pq
n+ 1
α.
Define the Cosλ-transform Cλ : C∞(B)→ C by
Cλf(k) =
∫
B
f(b) |Cos(k · b0, b)|λ−ρ db,
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and recall that for f ∈ C∞(B) and k ∈ K
Aλf(k) =
∫
B
f(b) α(k−1b)λ−ρ db.
The following theorem is a very important step towards connecting the cosine
transform with the standard intertwining operator. It implies that the Cosλ trans-
form is nothing but an intertwining operator for the generalized principal series.
Theorem 6.5. For x ∈ G and λ ∈ C, we have
α(x)λ =
∣∣Cos(x · b0, b0)∣∣λ.
In particular, if b = k · b0 and c = h · b0 ∈ B, then
α(h−1k)λ = |Cos(b, c)|λ,
and so, if Reλ > ρ, then Cλ = Aλ.
Proof. See [27, p. 285].
61
Chapter 7
Main Results
This chapter is devoted to the main results of this thesis. The main theorem of [14]
gives us a family of reflection positive representations. Unfortunately, they were
restricted on the Cayley type symmetric spaces, the symmetric spaces depend on
the existence of the Weyl group element w. In this chapter, in spite of the nonexis-
tence of the Weyl group element w in the general non compactly causal symmetric
spaces, we notice some kind of reflection positivity still shines there! We coin a
new definition for such new kind of reflection positivity, namely, twisted reflection
positive representation on a vector space.
We use some results in [14] and change everything into the compact picture.
Then we prove that all of the non compactly causal symmetric spaces give rise to
θ-twisted reflection positive representations, where θ is the Cartan involution of
the corresponding group. In other words, we produce a rich family of twisted re-
flection positive representations which can be divided into unitary and non-unitary
representations. To be more precise, once we have a positive definite form, we get
a unitary representation as in the case of the Cayley type spaces. On the other
hand, in the case of the general non-compactly symmetric spaces, the form need
not be positive definite and so the representation need not be unitary.
The main tools that will be used in this chapter to perform the analytic contin-
uation are the Lu¨scher-Mack theorem and some integrability theorems introduced
in [23]. We present a new reflection positive representation on the sphere which
62
is not unitary. We give an elementary proof for the reflection positiveness. This
representation can be viewed on both SO(n) and SL(n,R).
In Subsection 7.1.1, we introduce the definitions of reflection positive vector
space and σ-twisted reflection positive representation on a vector space. Note that
the form here is not positive definite. If the form is positive definite, then we get
the definition of reflection positive Hilbert space as usual.
In Subsection 7.1.2, we start with giving some lemmas and then transforming
some theorems into the compact picture. This picture helps us tremendously, prov-
ing that all of the non compactly causal symmetric spaces give rise to θ-twisted
reflection positive representations, where θ is the Cartan involution of the corre-
sponding group.
Amazingly, in Subsection 7.1.3, we connect results in [27] and [14] together. We
discover very nice examples of θ-twisted reflection positive representations, namely,
the generalized principle series with Cosλ transform as an intertwining operator.
The Cosλ transform gives us the θ-twist, where θ is the Cartan involution of the
corresponding group.
Unlike Subsection 7.1.3, where we used some well known facts and indirect
proofs, in Subsection 7.1.4, we give a direct proof for the reflection positivity of
the Cosλ transform on SO(3). In Subsection 7.1.5, we generalize the proof given
in Subsection 7.1.3 for all n ≥ 3. More precisely, we prove directly that the Cosλ
transform is reflection positive on SO(n), for all n ≥ 3.
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To integrate a representation from a group to its dual, we use the Lu¨scher-Mack
theorem or some integrability theorems. In Section 7.2, we generalize the integra-
bility theorem given in Section 3.2.3 to the case of non positive definite distribution.
Section 7.4 gives the relation between the non-compactly causal symmetric
spaces and the reflection positive distributions. In other words, it builds up a reflec-
tion positive representation for those spaces using the language of the distributions.
Section 7.5 introduces the definition of the σ-twisted reflection positive distribu-
tion and it gives us a way to construct σ-twisted reflection positive representation.
At the end of this section, we give some examples of σ-twisted reflection positive
representations on Rn.
In Section 7.6, we introduce a reflection positive cyclic distribution vector for
the circle case. We prove that this distribution vector generates the well known
reflection positive function, see [19] and [25], given by
gλ(x) = e
−xλ + e−(β−x)λ.
7.1 Twisted Reflection Positivity
7.1.1 σ-Twisted Reflection Positive Representation on a Vector Space
Now, we introduce the definitions of reflection positive vector space and σ-twisted
reflection positive representation on a vector space. Note that the form here need
not be positive definite. If the form is positive definite, then we get the usual
definition of the reflection positive Hilbert space.
Definition 7.1. (Reflection Positive Vector Space) Let E be a complex vector space
with a continuous Hermitian form β(·, ·) = 〈·, ·〉. Let J be an involution on E such
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that 〈Jv, w〉 = 〈v, Jw〉 for v, w ∈ E. We call a closed subspace E+ ⊆ E J-positive if
〈Jv, v〉 ≥ 0 for v ∈ E+. We then say that the quadruple (E , β, E+, J) is a reflection
positive vector space. If the Hermitian form β is positive definite, then β becomes
an inner product inducing a topology on E. In fact E becomes a pre-Hilbert space.
If we denote its completion by the same letter E, then we say that (E , β, E+, J) is
a reflection positive Hilbert space. We write
N := {v ∈ E+ : 〈Jv, v〉 = 0} = {v ∈ E+ : (∀w ∈ E+)〈Jw, v〉 = 0},
q : E+ −→ E+/N , v 7−→ v̂ = q(v) for the quotient map and Ê for the Hilbert
completion of E+/N with respect to the norm ‖v̂‖Ê :=
√〈Jv, v〉.
Definition 7.2. (σ-Twisted Reflection Positive Representation on a Vector Space)
Let (G,H, τ) be a symmetric Lie group and g = h ⊕ q be the corresponding sym-
metric Lie algebra. Let (E , β, E+, J) be a reflection positive vector space and let
〈·, ·〉 = β(·, ·). Let σ be an involution on G such that στ = τσ. A continuous repre-
sentation is said to be σ-twisted reflection positive on (E , β, E+, J) if the following
conditions hold:
(RP0) 〈pi(σ(g))v, pi(g)w〉 = 〈v, w〉 for every v, w ∈ E.
(RP1) pi(τ(σ(g))) = Jpi(g)J for every g ∈ G.
(RP2) pi(h)E+ = E+ for every h ∈ H.
(RP3) There exists a subspace D ⊆ E+ ∩ E∞, dense in E+, such that dpi(X)D ⊆ D
for every X ∈ q.
Taking σ to be the identity involution in the above definition, we obtain the
usual reflection positive representation.
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7.1.2 Non-Compactly Causal Symmetric Spaces and Twisted Reflection
Positivity
We adopt the notations in Section 5.1. Write, for x ∈ G, x = k(x)m(x)a(x)n(x) ac-
cording to G = KMAN . Also, write, for x ∈ NMAN , x = n(x)mN(x)α(x)nN(x).
Identify a∗C with C by
a∗C 3 λ 7→ 2λ(X0) ∈ C,
where X0 is given in Section 5.1. Then ρ corresponds to dim n. Let L := H ∩K.
Define an inner product on L2(K/L) by
〈f, g〉 :=
∫
K
f(k)g(k) dk =
∫
K/L
f(k)g(k) dk˙.
Define piλ by
[piλ(x)f ](k) := a(x
−1k)−λ−ρf(k(x−1k)).
Note that piλ is unitary if and only if λ ∈ iR. Let a∗C(aP ) be defined as in Theorem
6.1 and let λ ∈ a∗C(aP ). Then recall that the intertwining operator in Theorem 6.2,
Aλ : L2(K/L)→ L2(K/L) can be written as
Aλf(kb) =
∫
K/L
f(xb)α(k−1x)λ−ρ d(xb). (7.1)
Now, define the bilinear form 〈·, ·〉λ : L2(K/L)× L2(K/L)→ C by
βλ(f, h) = 〈f, h〉λ :=
〈
Aλf, h
〉
L2
=
∫
K/L
Aλf(yb)h(yb) d(yb)
=
∫
K/L
∫
K/L
f(xb)h(yb) α(y−1x)λ−ρ d(xb) d(yb).
Now, let us introduce our main theorem of this section which says that for any
non-compactly causal symmetric space, we get a reflection positive vector space.
It proves that the generalized principal series is θ-twisted reflection positive repre-
sentation, where θ is the Cartan involution. Note that this theorem applies for the
Cayley type as well as the others.
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Theorem 7.3. Assume that G/H is non-compactly causal and let τ be the corre-
sponding involution. Let θ be the Cartan involution on G commuting with τ and
assume that λ − ρ 6 Lpos. Let S := S(H,Pmax) = H expCmax. Let E := L2(K/L)
and E+ := L2(H/L) = L2(HP/L). Let Jf(kb) := f(J(kb)) = f(τ(k)b) and
βλ(·, ·) = 〈·, ·〉λ be as above. Then the following hold:
(1) 〈f, Jf〉λ ≥ 0, ∀ f ∈ E+.
(2) Jpiλ(g) = piλ(τ(θ(g)))J, ∀ g ∈ G.
(3) 〈piλ(g)f, h〉λ = 〈f, piλ(θ(g−1))h〉λ , ∀ g ∈ G, ∀ f, h ∈ E.
(4) piλ(S)E+ ⊂ E+.
(5) ‖piλ(s)f‖J ≤ ‖f‖J , ∀ s ∈ S, ∀ f ∈ E+.
In particular, the quadruple (E , βλ, E+, J) is a reflection positive vector space and
the generalized principal series piλ is θ-twisted reflection positive representation on
(E , βλ, E+, J).
Proof. Parts (1), (2), (3), (4) and (5) are nothing but Lemmas 7.13, 7.5, 7.7, 7.8
and 7.14, respectively.
The following lemmas will be needed to prove our main theorem of this section.
Lemma 7.4. Let x ∈ G and let c : G→ G be given by c(x) := θτ(x). Then
1. k(c(x)) = c(k(x)),
2. a(c(x)) = a(x).
Proof. We know that θ(N) = τ(N) = N , θ(M) = τ(M) = M , and τ(K) ⊂ K.
Also, we know that if a ∈ A, then τ(a) = θ(a) = a−1, see Section 5.1. Thus we
67
have c(N) = N and c(M) = M . Let x ∈ G. Then
c(x) = c(k(x)ma(x)n)
= c(k(x))m′c(a(x))n′,
and
c(x) = k(c(x))m′′a(c(x))n′′.
Thus, we have k(c(x)) = c(k(x)) and a(c(x)) = c(a(x)) = a(x).
The following lemma states that the operator J intertwines between the gener-
alized prinsipal series representations with some twist.
Lemma 7.5. Let x ∈ G and let c(x) = θτ(x) as above. Then Jpiλ(g) = piλ(c(g))J .
Proof. Let x ∈ G and let k ∈ K. Then
[Jpiλ(g)f ](kb) = [piλ(g)f ](τ(k)b)
= a(g−1τ(k))−λ−ρf
(
k(g−1τ(k))b
)
= a(c(c(g−1)k))−λ−ρf
(
k(c(c(g−1)k))b
)
= a(c(g−1)k)−λ−ρf
(
c(k(c(g−1)k))b
)
by Lemma 7.4
= a(c(g−1)k)−λ−ρ[Jf ]
(
k(c(g−1)k)b
)
= [piλ(c(g))Jf ](kb).
This completes the proof.
The following Lemma computes the adjoint of the principal series representation
under the L2-inner product and for the sake of completeness we provide the proof.
Lemma 7.6. Let g ∈ G and let f, h ∈ L2(K/L). Then
〈pi−λ(g)f, piλ(g)h〉L2 = 〈f, h〉L2 .
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Proof. Let g ∈ G and let f, h ∈ L2(K/L). Then
〈pi−λ(g)f, piλ(g)h〉L2 =
∫
K/L
pi−λ(g)f(xb)piλ(g)h(xb) d(xb)
=
∫
K/L
a(g−1x)λ−ρf(k(g−1x)b)a(g−1x)−λ−ρh(k(g−1x)b)d(xb)
=
∫
K/L
f(g−1 · xb)h(g−1 · xb) a(g−1x)−2ρ d(xb)
=
∫
K/L
f(xb)h(xb) d(xb) by Part 4 of Lemma 5.6
= 〈f, h〉L2 .
This completes the proof.
The following lemma computes the adjoint for the generalized principal series
representation under the hermitian form 〈·, ·〉λ.
Lemma 7.7. Let g ∈ G and let f, h ∈ L2(K/L). Then
〈piλ(g)f, h〉λ =
〈
f, piλ(θ(g
−1))h
〉
λ
.
Proof. Let g ∈ G and let f, h ∈ L2(K/L). Then
〈piλ(g)f, h〉λ =
〈
Aλpiλ(g)f, h
〉
L2
=
〈
pi−λ(θ(g))Aλf, h
〉
L2
by Part 3 of Theorem 6.1
=
〈
Aλf, piλ(θ(g
−1))h
〉
L2
by Lemma 7.6
=
〈
f, piλ(θ(g
−1))h
〉
λ
.
This completes the proof.
The following lemma proves that E+ is invariant under the semigroup S.
Lemma 7.8. The subspace E+ is S invariant, i.e., piλ(S)E+ ⊂ E+.
Proof. Let f ∈ E+ = L2(H/L).
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Then
piλ(s)f(kb) 6= 0 =⇒ f(k(s−1k)b) 6= 0
=⇒ k(s−1k)b ∈ Supp(f)
=⇒ s−1 · kb ∈ Supp(f)
=⇒ kb ∈ s · Supp(f).
Thus
Supp(piλ(s)f) = {kb ∈ K/L | piλ(s)f(kb) 6= 0} ⊂ s · Supp(f) = s · Supp(f).
Hence
Supp(piλ(s)f) ⊂ s · Supp(f)
⊂ s · (HP/L)
⊂ HP/L.
The last inclusion follows from the fact that SH ⊂ HP , see Part 4 of Theorem
5.4. Therefore piλ(s)f ∈ L2(H/L). This completes the proof.
The following technical lemma is needed in proving several theorems that comes
after.
Lemma 7.9. Let x, y ∈ G. Then α(τ(k(x))−1k(y)) = a(x)−1a(y)−1α(τ(x)−1y).
Proof. We know that if a ∈ A and m ∈M , then aN = Na, mN = Nm, aN = Na,
mN = Nm, aM = Ma, τ(a) = a−1. Also recall that τ(N) = N and τ(M) ⊂ M .
Let x = k(x)ma(x)n and y = k(y)m′a(y)n′. Let X = τ(k(x))−1k(y) and write it
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as X = n(X)m′′α(X)n′′. Then
τ(x)−1y = τ(k(x)ma(x)n)−1k(y)m′a(y)n′
= τ(n)−1τ(a(x))−1τ(m)−1τ(k(x))−1k(y)m′a(y)n′
= τ(n)−1τ(a(x))−1τ(m)−1Xm′a(y)n′
= τ(n)−1τ(a(x))−1τ(m)−1n(X)m′′α(X)n′′m′a(y)n′
= nm˜a(x)a(y)α(X)n˜
for some n ∈ N, m˜ ∈M and n˜ ∈ N.
Thus α(τ(x)−1y) = a(x)a(y)α(X). This completes the proof.
Corollary 7.10. Let x, y ∈ G. Then a(θ(x)) α(k(θ(x))−1k(y)) a(y) = α(x−1y).
Proof. Replacing x by τ(x) in the satament of Lemma 7.9, we get
a(τ(x)) α(τ(k(τ(x)))−1k(y)) a(y) = α(x−1y).
Now using Parts 1 and 2 of Lemma 7.4, we get τ(k(τ(x))) = k(θ(x)) and a(τ(x)) =
a(θ(x)). This completes the proof.
Lemma 7.11. Let x ∈ NMAN . Then
1. k(x) = k(n(x)),
2. a(x) = a(n(x))α(x).
Proof. Write x as x = n(x)mα(x)n. Let n(x) = k(n(x))m′a(n(x))n′. Then
x = n(x)mα(x)n
= k(n(x))m′a(n(x))n′mα(x)n
= k(n(x))m˜a(n(x))α(x)n˜ for some m˜ ∈M and n˜ ∈ N.
Thus k(x) = k(n(x)) and a(x) = a(n(x))α(x). This completes the proof.
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Lemma 7.12. Let x, y ∈ NMAN . Then
α(τ(n(y))−1n(x)) = α(y)−1α(x)−1α(τ(y)−1x).
Proof. We know that if a ∈ A and m ∈M , then aN = Na, mN = Nm, aN = Na,
mN = Nm. Let x = n(x)mα(x)n and y = n(y)m′α(x)n′. Let X = τ(n(x))−1n(y)
and write it as X = n(X)m′′α(X)n′′. Then
τ(x)−1y = τ(n(x)mα(x)n)−1n(y)m′α(x)n′
= τ(n)−1τ(α(x))−1τ(m)−1τ(n(x))−1n(y)m′α(x)n′
= τ(n)−1τ(α(x))−1τ(m)−1Xm′α(x)n′
= τ(n)−1τ(α(x))−1τ(m)−1n(X)m′′α(X)n′′m′α(x)n′
= n˜m˜α(x)α(y)α(X)n˜
for some n˜ ∈ N, m˜ ∈M and n˜ ∈ N.
Thus α(τ(x)−1y) = α(x)α(y)α(X). This completes the proof.
The following theorem is the main ingredient in proving that non-compactly
causal symmetric space has a reflection positive vector space. It is important to
know that the theorem deals with the compact picture.
Theorem 7.13. Let f ∈ E+. Then 〈f, Jf〉λ ≥ 0.
Proof. Let f ∈ E+. Then
〈f, Jf〉λ =
∫
K/L
∫
K/L
f(xb)Jf(yb) α(y−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
f(xb)f(τ(y)b) α(y−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
f(xb)f(yb) α(τ(y)−1x)λ−ρ d(xb) d(yb).
Thus by Part 5 of Theorem 5.6, 〈f, Jf〉λ equals to∫
H/L
∫
H/L
f(k(x)b)f(k(y)b) a(x)−2ρa(y)−2ρ α(τ(k(y))−1k(x))λ−ρ d(xb) d(yb).
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Therefore
〈f, Jf〉λ
=
∫
H/L
∫
H/L
f(k(x)b) a(x)−ρ−λf(k(y)b)a(y)−ρ−λ α (τ(y)−1 x)λ−ρ d(xb) d(yb)
by Lemma 7.9
=
∫
H/L
∫
H/L
Sf(x)Sf(y) α (τ(y)−1 x)λ−ρ d(xb) d(yb)
≥ 0 by Theorem 5.25.
Here, Sf(x) := f(k(x)b) a(x)−ρ−λ and hence Sf ∈ C∞λ (HP ). This completes the
proof.
The following theorem proves that the principal series representation is contrac-
tion on E+.
Theorem 7.14. Let f ∈ L2(H/L). Then ‖piλ(s)f‖J ≤ ‖f‖J ∀ s ∈ S.
Proof. Let f ∈ L2(H/L). Then
‖piλ(s)f‖J =
∫
K/L
∫
K/L
piλ(s)f(xb)Jpiλ(s)f(yb) α(y
−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
piλ(s)f(xb)piλ(s)f(τ(y)b) α(y
−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
piλ(s)f(xb)piλ(s)f(yb) α(τ(y)
−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
Sf(s−1x)Sf(s−1y) α(τ(y)−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
[piλ(s)Sf ](x)[piλ(s)Sf ](y) α(τ(y)
−1x)λ−ρ d(xb) d(yb)
here piλ is considered as in the induced picture.
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Hence
‖piλ(s)f‖J ≤
∫
K/L
∫
K/L
Sf(x)Sf(y) α(τ(y)−1x)λ−ρ d(xb) d(yb)
by Part 3 of Theorem 5.27,
=
∫
K/L
∫
K/L
f(xb)f(yb) α(τ(y)−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
f(xb)f(τ(y)b) α(y−1x)λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
f(xb)Jf(yb) α(y−1x)λ−ρ d(xb) d(yb)
= ‖f‖J .
Here, Sf(x) := f(k(x)b) a(x)−ρ−λ and hence Sf ∈ C∞λ (HP ). This completes the
proof.
7.1.3 Cosλ Transform and Twisted Reflection Positivity
Let K denotes one of the fields R or C, or the skew field H of quaternions. Let G =
SL(n+ 1,K). Let Grp(K) be the Grassmann manifold of k-dimensional subspaces
of Kn+1. Let z 7→ z be the conjugation in K and let x = (xλµ) ∈ M(n+ 1,K). Let
x := (xλµ) and let x
∗ := (xλµ) = xt. The homomorphism θ : G → G, x 7→ (x−1)∗
is a Cartan involution on G. We have
K = SU(n+ 1,K),
P =

a X
0 b
 ∣∣∣∣∣ a ∈ GL(p,K)
b ∈ GL(q,K)
and det a det b = 1, X ∈M(p× q,K)
 .
Let e1, · · · , en+1 be the standard basis for Kn+1 and let b0 = Ke1 ⊕ · · · ⊕ Kep ∈
Grp(K). Then Grp(K) = K · b0 ∼= K/L = G/P . Let
L = S(U(p,K)× U(q,K)),
H = SU(p, q).
The following theorem states that the above space is a non-compactly causal
symmetric space.
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Theorem 7.15. The space B = G/H is a non-compactly causal symmetric space
(NCC) and the corresponding involution is
τ(x) =
Ip 0
0 −Iq
 θ(x)
Ip 0
0 −Iq
 for x ∈ G,
and Kτ = L and Gτ = H.
Proof. The proof follows from the table in [8, p. 89].
Recall that for f ∈ Lp(B) and k ∈ K
Aλf(k) =
∫
B
f(b) α(k−1b)λ−ρ db,
and
Cλf(k) =
∫
B
f(b) |Cos(b, c)|λ−ρ db.
The following theorem states that the Cosλ transform is nothing but an intertwin-
ing operator for the generalized principal series under some non-compactly causal
symmetric spaces.
Theorem 7.16. For x ∈ G and λ ∈ C, we have
α(x)λ =
∣∣Cos(x · b0, b0)∣∣λ.
In particular, if b = k · b0 and c = h · b0 ∈ B, then
α(h−1k)λ = |Cos(b, c)|λ,
and so, if Re λ > ρ, then Cλ = Aλ.
Proof. See [27, p. 285].
The following theorem is the main theorem of this section which gives the relation
between the Cosλ transform and the reflection positivity. More precisely, it states
that the generalized principal series representation is θ-twisted reflection positive
representation on a space built by the Cosλ transform.
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Theorem 7.17. Let G = SL(n+ 1,K). For x ∈ G, let θ(x) = (x−1)∗ and
τ(x) =
Ip 0
0 −Iq
 θ(x)
Ip 0
0 −Iq
 .
Then L = S(U(p,K)×U(q,K)) and H = SU(p, q). Assume that λ− ρ 6 Lpos. Let
S := S(H,P ). Let E := L2(K/L) and E+ := L2(H/L). Let Jf(kb) := f(τ(k)b).
Let
βλ(f, h) :=
〈
Cλf, h
〉
L2
=
∫
K/L
∫
K/L
f(xb)h(yb) |Cos(xb, yb)|λ−ρ d(xb) d(yb).
Then the quadruple (E , βλ, E+, J) is a reflection positive vector space and the gen-
eralized principal series piλ is θ-twisted reflection positive representation on the
reflection positive vector space (E , βλ, E+, J).
Proof. The space G/H is a non-compactly causal symmetric space, by Theorem
7.15. Now, the proof follows directly from Theorem 7.3 and Theorem 7.16.
7.1.4 A Direct Proof of the Reflection Positivity for Cosλ Transform (The Case
of SO(3))
In the previous section we use some well known facts and indirect proofs to prove
that non-compactly causal spaces are twisted reflection positive. This section is
devoted to give a direct proof for the reflection positivity of the Cosλ transform on
SO(3).
Let K = SO(3) and L = SO(2). Let ν = ρ− λ and let Q(x) = |Cos(xb, b)|−ν =
|cos θx|−ν . For xb ∈ K/L, we can write xb = vgxb, where
v =

cos t sin t 0
− sin t cos t 0
0 0 1
 , gx =

1 0 0
0 cosx sinx
0 − sinx cosx
 ,
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such that 0 ≤ t ≤ 2pi and −pi
2
≤ x ≤ pi
2
. By abuse of notations, let x be the angle
between xb and the x-axis. Here H/L = {xb = vgxb ∈ K/L | − pi4 ≤ x ≤ pi4}.
Recall that for f, h ∈ L2(K/L) = L2(K)L, we have
βλ(f, h) =
〈
Cλf, h
〉
L2
=
∫
K/L
∫
K/L
f(xb)h(yb) |Cos(xb, yb)|λ−ρ d(xb) d(yb)
=
∫
K/L
∫
K/L
f(xb)h(yb) |Cos(y−1xb, b)|λ−ρ d(xb) d(yb)
=
∫
K
∫
K
f(x)h(y) |cos θy−1x|λ−ρ dx dy.
Theorem 7.18. Let ϕ ∈ L2(H/L). Then βλ(ϕ, Jϕ) ≥ 0.
Proof. Let ϕ ∈ L2(H/L). Then
βλ(ϕ, Jϕ) =
∫
K
∫
K
ϕ(x) Jϕ(y) Q(y−1x) dy dx
=
∫
K
∫
K
ϕ(y) ϕ(x) Q(y]x) dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx) Q(gyu
−1vgx) du dv dy dx.
Now, we have
vgxe0 =

cos t sin t 0
− sin t cos t 0
0 0 1


1 0 0
0 cosx sinx
0 − sinx cosx


0
0
1

= (sin t sinx, cos t sinx, cosx)T .
Similarly,
ug−ye0 = (− sin s sin y,− cos s sin y, cos y)T .
Hence
cos θgyu−1vgx = 〈gyu−1vgxe0, e0〉
= 〈vgxe0, ug−ye0〉
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Thus
cos θgyu−1vgx = cos x cos y − (sin t sinx sin s sin y)− (cos t sinx cos s sin y)
= cos x cos y − sinx sin y (sin t sin s+ cos t cos s)
= cos x cos y − sinx sin y cos (t− s).
Thus we have
βλ(ϕ, Jϕ)
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx) Q(gyu
−1vgx) du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx)
∣∣cos θgyu−1vgx∣∣−ν du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx)
1
|cosx cos y − sinx sin y cos (t− s)|ν du dv dy dx.
Therefore
βλ(ϕ, Jϕ)
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy)
|cos y|ν
ϕ(vgx)
|cosx|ν
1
(1− tanx tan y cos (t− s))ν du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy)
|cos y|ν
ϕ(vgx)
|cosx|ν
∞∑
n=0
(
n− 1 + ν
n
)
(tanx tan y cos (t− s))n du dv dy dx.
Here we used the fact that −pi
4
≤ x, y ≤ pi
4
and hence −1 ≤ tanx, tan y ≤ 1.
βν(ϕ, Jϕ)
=
∞∑
n=0
(
n− 1 + ν
n
)
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) tan
n y
|cos y|ν
ϕ(vgx) tan
n x
|cosx|ν (cos t cos s+ sin t sin s)
n du dv dy dx
=
∞∑
n=0
(
n− 1 + ν
n
) n∑
k=0
(
n
k
)
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) tan
n y
|cos y|ν
ϕ(vgx) tan
n x
|cosx|ν cos
k t cosk s sinn−k t sinn−k s du dv dy dx
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Therefore
βν(ϕ, Jϕ)
=
∞∑
n=0
(
n− 1 + ν
n
) n∑
k=0
(
n
k
) ∣∣∣∣∫ pi
0
∫
L
ϕ(vgx) tan
n x
|cosx|ν cos
k t sinn−k t dv dx
∣∣∣∣2
≥ 0.
This completes the proof.
7.1.5 A Direct Proof of the Reflection Positivity for Cosλ Transform (The
General Case of SO(n))
In this section, we generalize the above proof of the reflection positivity of the
Cosλ transform for a more general case. More precisely, we prove that the Cosλ
transform is reflection positive on SO(n), for all n ≥ 3.
Let K = SO(n+1) and L = SO(n). Let ν = ρ−λ and let Q(x) = |Cos(xb, b)|−ν =
|cos θx|−ν . For xb ∈ K/L, we can write xb = vgxb, where
v =
v 0
0 1
 , gx =

In−2 0 0
0 cos x sinx
0 − sinx cosx
 .
such that v ∈ SO(n) and −pi
2
≤ x ≤ pi
2
. By abuse of notations, let x be the angle
between xb and the x-axis. Here H/L = {xb = vgxb ∈ K/L | − pi4 ≤ x ≤ pi4}.
Recall that for f, h ∈ L2(K/L) = L2(K)L, we have
βλ(f, h) =
∫
K
∫
K
f(x)h(y) |cos θy−1x|λ−ρ dx dy.
Theorem 7.19. Let ϕ ∈ L2(K/L). Then βλ(ϕ, Jϕ) ≥ 0.
Proof. Let ϕ ∈ L2(K/L). Then we have
βλ(ϕ, Jϕ) =
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx) Q(gyu
−1vgx) du dv dy dx.
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Now, we have
vgxe0 =
v 0
0 1


In−2 0 0
0 cosx sinx
0 − sinx cosx
 e0
= sin x v en−1 + cosx en.
Similarly,
ug−ye0 = − sin y u en−1 + cos y en.
Hence
cos θgyu−1vgx = 〈gyu−1vgxen, en〉
= 〈vgxen, ug−yen〉
= cos x cos y − sinx sin y〈uen−1, ven−1〉.
Notice that for w = (w1, · · · , wn) and z = (z1, · · · , zn), we have
〈w, z〉n =
∑
1≤i1,··· ,in≤n
fi1,··· ,in(w)fi1,··· ,in(z),
where fi1,··· ,in(w) = wi1 · · ·win . Thus we have
βλ(ϕ, Jϕ)
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx) Q(gyu
−1vgx) du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx)
∣∣cos θgyu−1vgx∣∣−ν du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) ϕ(vgx)
1
|cosx cos y − sinx sin y〈uen−1, ven−1〉|ν du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy)
|cos y|ν
ϕ(vgx)
|cosx|ν
1
(1− tanx tan y〈uen−1, ven−1〉)ν du dv dy dx
=
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy)
|cos y|ν
ϕ(vgx)
|cosx|ν
∞∑
n=0
(
n− 1 + ν
n
)
(tanx tan y〈uen−1, ven−1〉)n du dv dy dx.
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Here we used the fact that −pi
4
≤ x, y ≤ pi
4
and hence −1 ≤ tanx, tan y ≤ 1. But
βν(ϕ, Jϕ)
=
∞∑
n=0
(
n− 1 + ν
n
)
∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) tan
n y
|cos y|ν
ϕ(vgx) tan
n x
|cosx|ν 〈uen−1, ven−1〉
n du dv dy dx
=
∞∑
n=0
(
n− 1 + ν
n
) ∑
1≤i1,··· ,in≤n∫ pi
0
∫ pi
0
∫
L
∫
L
ϕ(ugy) tan
n y
|cos y|ν
ϕ(vgx) tan
n x
|cosx|ν fi1,··· ,in(u)fi1,··· ,in(v) du dv dy dx
=
∞∑
n=0
(
n− 1 + ν
n
) ∑
1≤i1,··· ,in≤n
∣∣∣∣∫ pi
0
∫
L
ϕ(vgx) tan
n x
|cosx|ν fi1,··· ,in(v) dv dx
∣∣∣∣2
≥ 0.
This completes the proof.
7.2 Integrability Without Positive Definitenes for Regular
Representaions
To integrate a representation from a group to its dual, we use the Lu¨scher-Mack
theorem or some integrability theorems. In this section, we generalize the integra-
bility theorem given in Section 3.2.3 to the case of non positive definite distribu-
tion. By dropping the condition of positive definiteness in Definition 7.13 in [23],
we get the following definition, which gives us the meaning of reflection positive
distribution with respect to a manifold and some involutive diffeomorphism.
Definition 7.20. Let B be a smooth finite dimensional manifold and D ∈ D′(B×B)
be a distribution. Suppose further that J : B → B is an involutive diffeomorphism
and that B+ ⊂ B is an open subset such that the distribution D+ on B+ × B+
defined by
D+(ϕ) := D(ϕ ◦ (J × idB))
is positive definite. We say that D is reflection positive with respect to (B,B+, J).
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Let D ∈ D′(B × B). For ϕ, ψ ∈ D(B), define ϕ⊗D(ψ) := D(ϕ⊗ ψ). Let
HD := D(B)⊗D = {ϕ⊗D | ϕ ∈ D(B)}
and
HD+ := D(B+)⊗D = {ϕ⊗D | ϕ ∈ D(B+)}.
We say that D is invariant under G if
D(ϕ ◦ λg ⊗ ψ ◦ λg) = D(ϕ⊗ ψ).
Also, we say that D is invariant under J if
D(Jϕ⊗ Jψ) = D(ϕ⊗ ψ).
We need the following technical lemma to prove the next theorem.
Lemma 7.21. Let B be a smooth finite dimensional manifold and J : B → B is
an involutive diffeomorphism. Let D ∈ D′(B × B) and E ∈ D′(B). For ϕ ∈ D(B)
and g ∈ G, define piD(g)E(ϕ) := E(ϕ ◦ λg) and [JE](ψ) := E(ψ ◦ J). Then
(1) J [ϕ⊗D] = (Jϕ)⊗D.
(2) piD(g)[ϕ⊗D] = (ϕ ◦ λ−1g )⊗D.
Proof. For ϕ, ψ ∈ D(B), we have
J [ϕ⊗D](ψ) = [ϕ⊗D](Jψ)
= D(ϕ⊗ Jψ)
= D(Jϕ⊗ ψ) because D is J invariant
= [Jϕ⊗D](ψ).
Therefore we have shown that Part 1.
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Now, for ϕ, ψ ∈ D(B) and g ∈ G, we have
piD(g)[ϕ⊗D](ψ) = [ϕ⊗D](ψ ◦ λg)
= D(ϕ⊗ ◦λg)
= D(ϕ ◦ λ−1g ⊗ ψ) because D is G invariant
= [ϕ ◦ λ−1g ⊗D](ψ).
Therefore we have shown that Part 2 and this completes the proof.
The following theorem constructs a reflection positive space and a representation
from the reflection positive distribution given in the above definition.
Theorem 7.22. Let B be a smooth finite dimensional manifold and D ∈ D′(B×B)
be a distribution which is reflection positive with respect to (B,B+, J). Let (G,H, τ)
be a symmetric Lie group acting on B such that J(g · m) = τ(g) · J(m) and
H · B+ = B+. We assume that D is invariant under G and J . Let E = HD :=
D(B) ⊗ D and E+ = HD+ := D(B+) ⊗ D. For ϕ, ψ ∈ D(B), define the bilinear
form β(ϕ, ψ) = 〈ϕ, ψ〉 := D(ϕ⊗ ψ). Let piD be the regular representation of G on
E, i.e., piD(g)E(ϕ) := E(ϕ ◦ λg). Let [JE](ψ) := E(ψ ◦ J). Then
(1) The quadruple (E , β, E+, J) is a reflection positive vector space (as in Defini-
tion 7.1).
(2) The representation piD is reflection positive on (E , β, E+, J) (as in Definition
7.2).
Proof. For ϕ ∈ D(B+), we have
〈J [ϕ⊗D], ϕ⊗D〉 = 〈[Jϕ]⊗D,ϕ⊗D〉 by Part 1 of Lemma 7.21
= D(Jϕ⊗ ψ) ≥ 0,
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because D is reflection positive with respect to (B,B+, J). This completes the proof
of Part 1. Now, for ϕ, ψ ∈ D(B), we have
〈piD(g)[ϕ⊗D], piD(g)[ψ ⊗D]〉 = 〈[ϕ ◦ λ−1g ]⊗D, [ψ ◦ λ−1g ]⊗D〉
by Part 2 of Lemma 7.21
= D(ϕ ◦ λ−1g ⊗ ψ ◦ λ−1g )
= D(ϕ⊗ ψ)
= 〈ϕ⊗D,ψ ⊗D〉
This completes the proof of Part RP0 of Definition 7.2.
Let g ∈ G and m ∈ B. Then
[J ◦ λτ(g) ◦ J ](m) = J(τ(g) · J(m))
= τ(τ(g)) · J(J(m)) by assumption
= g ·m
= λg(m).
Thus we have
J ◦ λτ(g) ◦ J = λg. (7.2)
For ϕ ∈ D(B) and E ∈ D′(B), we have
[JpiD(τ(g))JE](ϕ) = E(ϕ ◦ J ◦ λτ(g) ◦ J)
= E(ϕ ◦ λg) by (7.2)
= [piD(g)E](ϕ).
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This completes the proof of Part RP1 of Definition 7.2. Finally, we want to show
that piD(H)E+ ⊂ E+. Let ϕ ∈ D(B+), h ∈ H and m ∈ B. Then
ϕ ◦ λh−1(m) 6= 0 =⇒ ϕ(h−1m) 6= 0
=⇒ h−1m ∈ supp(ϕ)
=⇒ m ∈ h · supp(ϕ).
Thus
supp(ϕ ◦ λh−1) = {m ∈ B | ϕ(h−1m) 6= 0} ⊂ h · supp(ϕ) = h · supp(ϕ).
Hence
supp(ϕ ◦ λh−1) ⊂ h · supp(ϕ)
⊂ h · B+
⊂ B+ because H · B+ = B+.
Thus ϕ ◦ λh−1 ∈ D(B+). Using Part 2 of Lemma 7.21, we have piD(h)[ϕ ⊗ D] =
[ϕ ◦ λσ(h−1)]⊗D. Hence piD(h)[ϕ⊗D] ∈ E+. This completes the proof of Part RP2
of Definition 7.2. Hence the representation piD is reflection positive on (E , β, E+, J)
and that completes the proof of Part 2.
Now, we are ready to state and prove the integrability theorem without the
positive definiteness. Let β : g −→ V(B+) be the homomorphism given by
[β(x)ϕ](m) = [β(x)]mϕ =
d
dt
∣∣∣
t=0
ϕ(Φ
β(x)
t (m))
:=
d
dt
∣∣∣
t=0
ϕ(e−tx ·m).
Theorem 7.23. Let B be a smooth finite dimensional manifold and D ∈ D′(B×B)
be a distribution which is reflection positive with respect to (B,B+, J). Let (G,H, τ)
be a symmetric Lie group acting on B such that J(g · m) = τ(g) · J(m) and
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H · B+ = B+. We assume that D is invariant under G and τ . Let Gc be a simply
connected Lie group with Lie algebra gc = h+ iq and define Lx, x ∈ g, on maximal
domain in the Hilbert subspace HD+ ⊂ D′(B+). Then there exists a unique smooth
unitary representation (pic,HD+) of Gc such that
(i) d pic(x) = Lx for x ∈ h.
(ii) d pic(iy) = iLy for y ∈ q.
Proof. The proof follows directly from Theorem 3.10 and Theorem 7.22. The proof
is similar to the proof given in [23, p. 34]. The only difference is that we don’t as-
sume that our distribution D to be positive definite. For the sake of completeness
we provide the proof.
First of all, for ϕ ∈ D(B+), we have D+(ϕ ⊗ ϕ) = D(Jϕ ⊗ ϕ) ≥ 0 by the as-
sumption. Thus the distribution D+ is positive definite. Let σ : H × B+ −→ B+
be the action given by σ(h,m) = h ·m. It is well define because of the assumption
that H · B+ = B+.
It is clear that the pair (σ, β) is a smooth action of (g, H) on B+ as in Definition
3.9. Now we are to show that the distribution D+ is compatible with the smooth
action (σ, β), i.e., D+ is β-compatible as in Definition 3.8. More precisely, we are
to show that for x ∈ g, we have
L1β(x)D+ = L2β(−τ(x))D+ = −L2β(τ(x))D+.
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Let ϕ, ψ ∈ D(B+) and let x ∈ g. Then we have
[L1β(x)D+](ϕ⊗ ψ) = −D+(L1β(x)[ϕ⊗ ψ])
= −D+([Lβ(x)ϕ]⊗ ψ)
= −D+
([
d
dt
∣∣∣
t=0
ϕ ◦ λe−tx
]
⊗ ψ
)
= − d
dt
∣∣∣
t=0
D+ ([ϕ ◦ λe−tx ]⊗ ψ)
= − d
dt
∣∣∣
t=0
D
(
J [ϕ ◦ λe−tx ]⊗ ψ
)
= − d
dt
∣∣∣
t=0
D
(
[ϕ ◦ λe−tx ◦ J ]⊗ ψ
)
.
But we have
− d
dt
∣∣∣
t=0
D
(
[ϕ ◦ λe−tx ◦ J ]⊗ ψ
)
= − d
dt
∣∣∣
t=0
D
(
[ϕ ◦ J ◦ λe−tτ(x) ]⊗ ψ
)
by the assumption that J(g ·m) = τ(g) · J(m)
= − d
dt
∣∣∣
t=0
D
(
ϕ ◦ J ⊗ [ψ ◦ λe−tτ(−x) ]
)
by the assumption that D is G invariant
= −D+
(
ϕ⊗
[
d
dt
∣∣∣
t=0
ψ ◦ λe−tτ(−x)
])
= −D+
(
ϕ⊗ [Lβ(τ(−x))ψ])
= −D+
(L2β(τ(−x)) [ϕ⊗ ψ])
=
[L2β(τ(−x))D+] (ϕ⊗ ψ) .
Hence we have L1β(x)D+ = L2β(−τ(x))D+ and so the distribution D+ is compatible
with the smooth action (σ, β). Now by Theorem 7.22 the proof is complete.
Corollary 7.24. Let B be a smooth finite dimensional manifold and D ∈ D′(B×B)
be a distribution which is reflection positive with respect to (B,B+, J). Let (G,H, τ)
be a symmetric Lie group acting on B such that J(g · m) = τ(g) · J(m) and
H · B+ = B+. We assume that D is invariant under G and J . Let Gc be a simply
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connected Lie group with Lie algebra gc = h + iq. Let E = HD := D(B) ⊗D and
E+ = HD+ := D(B+)⊗D. For ϕ, ψ ∈ D(B), define the bilinear form β(ϕ⊗D,ψ⊗
D) = 〈ϕ ⊗D,ψ ⊗D〉 := D(ϕ ⊗ ψ). Let piD be the regular representation of G on
E, i.e., piD(g)E(ϕ) := E(ϕ ◦ λg). Let [JE](ψ) := E(ψ ◦ J). Then
(1) The quadruple (E , β, E+, J) is a reflection positive vector space (as in Defini-
tion 7.1).
(2) The representation (piD, E) of G is reflection positive on (E , β, E+, J) (as in
Definition 7.2).
(3) There exists a unique smooth unitary representation (pic, E+) of Gc such that
(i) d pic(x) = d piD(x) for x ∈ h.
(ii) d pic(iy) = i d piD(y) for y ∈ q.
Proof. Parts 1 and 2 are nothing but Theorem 3.10. Part 3 follows form Theorem
7.27 and the fact that for x ∈ g, we have
d piD(x) = Lβ(x). (7.3)
Let ϕ ∈ D(B+) and let x ∈ g. Let E ∈ E+. Then we have
[Lβ(x)E](ϕ) = −E(Lβ(x)ϕ)
= −E
(
d
dt
∣∣∣
t=0
ϕ ◦ λe−tx
)
= − d
dt
∣∣∣
t=0
E (ϕ ◦ λe−tx)
= − d
dt
∣∣∣
t=0
[
piD(e
−tx)E (ϕ)
]
=
[
d
dt
∣∣∣
t=0
piD(e
tx)E
]
(ϕ)
= [d piD(x)E] (ϕ) .
Hence we proved 7.3. This completes the proof.
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7.3 Integrability Without Positive Definiteness for Representations
With a Cocycle Condition
In this section, we generalize the integrability theorem given in the previous section
to the case of non positive definite distribution for representations with a cocycle
condition. This cocycle condition shows up in the generalized principle series rep-
resentation which will be discuss in the upcoming sections. Therefore this section
helps us to integrate some representations of non-compact groups. The idea of this
section is based on Example 5.17 in [23]. We add some σ-twist conditions.
We need the following technical lemma to prove the next theorem.
Lemma 7.25. Let B be a smooth finite dimensional manifold and J : B → B is
an involutive diffeomorphism. Let D ∈ D′(B × B) and E ∈ D′(B). Let σ be an
involution on a group G. For ϕ ∈ D(B), define Jϕ := ϕ ◦ J . Assume that G acts
on D(B) by pi such that the following hold:
(i) D(Jϕ⊗ Jψ) = D(ϕ⊗ ψ) for any ϕ, ψ ∈ D(B).
(ii) D(pi(σ(g))ϕ⊗ pi(g)ψ) = D(ϕ⊗ ψ) for any ϕ, ψ ∈ D(B).
For ϕ ∈ D(B) and g ∈ G, define piD(g)E(ϕ) := E(pi(g−1)ϕ) and [JE](ψ) :=
E(Jψ). Then
(1) J [ϕ⊗D] = (Jϕ)⊗D.
(2) piD(g)[ϕ⊗D] = [pi(σ(g))ϕ]⊗D.
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Proof. For ϕ, ψ ∈ D(B), we have
J [ϕ⊗D](ψ) = [ϕ⊗D](Jψ)
= D(ϕ⊗ Jψ)
= D(Jϕ⊗ ψ) because D is J invariant
= [Jϕ⊗D](ψ).
Therefore we have shown that Part 1.
For ϕ, ψ ∈ D(B) and g ∈ G, we have
piD(g)[ϕ⊗D](ψ) = [ϕ⊗D](pi(g−1)ψ)
= D(ϕ⊗ pi(g−1)ψ)
= D(pi(σ(g))ϕ⊗ ψ) by (ii)
= [pi(σ(g))ϕ]⊗D(ψ).
Therefore we have shown that Part 2 and this completes the proof.
The following theorem constructs a reflection positive vector space and a σ-
twisted representation from a reflection positive distribution.
Theorem 7.26. Let B be a smooth finite dimensional manifold and D ∈ D′(B×B)
be a distribution which is reflection positive with respect to (B,B+, J). Let (G,H, τ)
be a symmetric Lie group and let σ be an involution on G such that στ = τσ and
σ(H) ⊂ H. For ϕ ∈ D(B), define Jϕ := ϕ ◦ J . Assume that (G,H, τ) acts on
D(B) by pi such that the following hold:
(i) Jpi(τ(g))J = pi(σ(g)).
(ii) pi(H)[D(B+)] = D(B+).
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(iii) D(pi(σ(g))ϕ⊗ pi(g)ψ) = D(ϕ⊗ ψ) for any ϕ, ψ ∈ D(B).
(iv) D(Jϕ⊗ Jψ) = D(ϕ⊗ ψ) for any ϕ, ψ ∈ D(B).
Let E = HD := D(B) ⊗ D and E+ = HD+ := D(B+) ⊗ D. For ϕ, ψ ∈ D(B),
define the bilinear form β(ϕ ⊗ D,ψ ⊗ D) = 〈ϕ ⊗ D,ψ ⊗ D〉 := D(ϕ ⊗ ψ). Let
piD(g)E(ϕ) := E(pi(g
−1)ϕ). Let [JE](ψ) := E(ψ ◦ J). Then
(1) The quadruple (E , β, E+, J) is a reflection positive vector space (as in Defini-
tion 7.1).
(2) The representation piD is a σ-twisted reflection positive on (E , β, E+, J) (as
in Definition 7.2).
Proof. For ϕ ∈ D(B+), we have
〈J [ϕ⊗D], ϕ⊗D〉 = 〈[Jϕ]⊗D,ϕ⊗D〉 by Part 1 of Lemma 7.25
= D(Jϕ⊗ ψ) ≥ 0,
because D is reflection positive with respect to (B,B+, J). This completes the proof
of Part 1.
Now, for ϕ, ψ ∈ D(B), we have
〈piD(σ(g))[ϕ⊗D], piD(g)[ψ ⊗D]〉 = 〈[pi(g)ϕ]⊗D, [pi(σ(g))ψ]⊗D〉
by Part 2 of Lemma 7.21
= D(pi(g)ϕ⊗ pi(σ(g))ψ)
= D(ϕ⊗ ψ)
= 〈ϕ⊗D,ψ ⊗D〉.
This completes the proof of Part RP0 of Definition 7.2.
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For ϕ ∈ D(B) and E ∈ D′(B), we have
[JpiD(τ(g))JE](ϕ) = E(Jpi(τ(g
−1))Jϕ)
= E(pi(σ(g−1))ϕ) by (i)
= [piD(σ(g))E](ϕ).
This completes the proof of Part RP1 of Definition 7.2.
Finally, we want to show that piD(H)E+ ⊂ E+. Let ϕ ∈ D(B+), h ∈ H. Since
σ(H) ⊂ H and Part (ii), it follows that pi(σ(h))ϕ ∈ D(B+). Using Part 2 of Lemma
7.25, we have piD(h)[ϕ ⊗ D] = [pi(σ(h))ϕ] ⊗ D. Hence piD(h)[ϕ ⊗ D] ∈ E+. This
completes the proof of Part RP2 of Definition 7.2. Hence the representation piD is
reflection positive on (E , β, E+, J) and that completes the proof of Part 2.
Now, we are ready to state and prove the integrability theorem without the
positive definiteness for representations with a cocycle condition. Let B be a smooth
finite dimensional manifold and let G be a group acting on B. Let j : G× B → R
be a function satisfying the cocycle condition
j(g1g2,m) = j(g1, g2 ·m)j(g2,m),
for all g1, g2 ∈ G,m ∈ B. For g ∈ G and ϕ ∈ D(B), define the representation pi of
G by
[pi(g)ϕ](m) := j(g−1,m)−1ϕ(g−1 ·m).
Let B+ ⊂ B be an open subset and let B˜+ := B+ × R. Then we obtain a G-left
action on B˜+ given by
g · (m, z) := (g.m, j(g,m)z).
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Let β˜ : g −→ V(B˜+) be the homomorphism given by(
β˜(x)[ϕ⊗ f ]
)
(m, z) =
(
β˜(x)
)
(m,z)
[ϕ⊗ f ]
=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](Φβ˜t (m, z))
:=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](e−tx · (m, z))
=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](e−tx ·m, j(e−tx,m)z)
=
d
dt
∣∣∣
t=0
[
ϕ(e−tx ·m)f (j(e−tx,m)z)] .
Theorem 7.27. Let B be a smooth finite dimensional manifold and let (G,H, τ) be
a symmetric Lie group acting on B. Let σ be an involution on G such that στ = τσ.
For g ∈ G and ϕ ∈ D(B), define the representation pi of G by [pi(g)ϕ](m) :=
j(g−1,m)−1ϕ(g−1 · m). Let D ∈ D′(B × B) be a distribution which is reflection
positive with respect to (B,B+, J) and let K ∈ D′(R) be a distribution. Suppose
that the following hold.
(1) D(pi(σ(g))ϕ⊗ pi(g)ψ) = D(ϕ⊗ ψ) for all ϕ, ψ ∈ D(B).
(2) rK(f ◦ λr) = K(f) for all r ∈ R and f ∈ D(R).
(3) j(τ(g), J(m)) = j(σ(g),m) for all g ∈ G, m ∈ B.
(4) J(g ·m) = σ(τ(g)) · J(m) for all g ∈ G, m ∈ B.
Let B˜+ := B+ × R. Let D˜+ ∈ D′(B˜+ × B˜+) be the distribution defined by
D˜+([ϕ⊗ f ]⊗ [ψ ⊗ g]) := K(f)D+(ϕ⊗ ψ)K(g),
where f, g ∈ D(R), ϕ, ψ ∈ D(B+). Assume further that the symmetric Lie group
(G,H, τ) acts on B such that H · B+ = B+. We assume that D is invariant under
J . Let Gc be a simply connected Lie group with Lie algebra gc = h + iq and define
Lβ˜(x), x ∈ g, on maximal domain in the Hilbert subspace HD˜+ := D(B˜+)⊗ D˜+ ⊂
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D′(B˜+). Then there exists a unique smooth unitary representation (pic,HD˜+) of Gc
such that
(i) d pic(x) = Lβ˜(x) for x ∈ h.
(ii) d pic(iy) = iLβ˜(y) for y ∈ q.
In particular, if we assume that piD˜+ is the regular representation of G on HD˜+,
i.e., [piD˜+(g)E](ϕ⊗ f) := E([ϕ⊗ f ] ◦ λg). Then
(a) d pic(x) = dpiD˜+(x) for x ∈ h.
(b) d pic(iy) = i d piD˜+(y) for y ∈ q.
Proof. First of all, for f ∈ D(R), ϕ ∈ D(B+), we have D˜+([ϕ⊗ f ] ⊗ [ϕ ⊗ f ]) :=
K(f)D+(ϕ ⊗ ϕ)K(f) = |K(f)|2D(Jϕ ⊗ ϕ) ≥ 0 by the assumption. Thus the
distribution D˜+ is positive definite. Let σ˜ : H × B˜+ −→ B˜+ be the action given
by σ˜(h, (m, z)) = (h ·m, j(h,m)z). It is well define because of the assumption that
H · B+ = B+. Let β˜ : g −→ V(B˜+) be the homomorphism as above given by(
β˜(x)[ϕ⊗ f ]
)
(m, z) :=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](e−tx · (m, z))
=
d
dt
∣∣∣
t=0
[
ϕ(e−tx ·m)f (j(e−tx,m)z)] .
It is clear that the pair (σ˜, β˜) is a smooth action of (g, H) on B˜+ as in Definition
3.9. Now we are to show that the distribution D˜+ is compatible with the smooth
action (σ˜, β˜), i.e., D˜+ is β˜-compatible as in Definition 3.8. More precisely, we are
to show that for x ∈ g, we have
L1
β˜(x)
D˜+ = L2β˜(−τ(x))D˜+ = −L2β˜(τ(x))D˜+.
Let f, g ∈ D(R), ϕ, ψ ∈ D(B+). Let a ∈ G and let
I := D˜+ (([ϕ⊗ f ] ◦ λa)⊗ [ψ ⊗ g]) .
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Then we have
I =
∫ ∫ ∫
[ϕ⊗ f ] ◦ λa(m, z) [Jψ ⊗ g](n,w) dKzdD(m,n)dKw
by the definition of D˜+ and using the fact that D is J invariant
=
∫ ∫ ∫
[ϕ⊗ f ](a ·m, j(a,m)z) [Jψ ⊗ g](n,w) dKzdD(m,n)dKw
by the definition of the action on B˜+
=
∫ ∫ ∫
ϕ(a ·m)f(j(a,m)z) Jψ(n) g(w) dKzdD(m,n)dKw
Now using assumption (2) we get
I =
∫ ∫ ∫
j(a,m)−1ϕ(a ·m) f(z) Jψ(n) g(w) dKzdD(m,n)dKw.
=
∫ ∫ ∫
[pi(a)ϕ](m) f(z) Jψ(n) g(w) dKzdD(m,n)dKw.
By assumption (1), we have
I =
∫ ∫ ∫
ϕ(m) f(z) [pi(σ(a−1))Jψ](n) g(w) dKzdD(m,n)dKw
=
∫ ∫ ∫
ϕ(m) f(z) j(σ(a−1), n)−1Jψ(σ(a−1) · n) g(w) dKzdD(m,n)dKw.
Now by assumptions (3) and (4), we have
I =
∫ ∫ ∫
ϕ(m) f(z) j(τ(a−1), J(n))−1ψ(τ(a−1) · J(n)) g(w) dKzdD(m,n)dKw
=
∫ ∫ ∫
ϕ(m) f(z) ψ(τ(a−1) · J(n)) g (j(τ(a−1), J(n))w) dKzdD(m,n)dKw
by assumption (2)
=
∫ ∫ ∫
ϕ(m) f(z) [ψ ⊗ g] ◦ λτ(a−1)(J(n), w) dKzdD(m,n)dKw
= D˜+
(
[ϕ⊗ f ]⊗ ([ψ ⊗ g] ◦ λτ(a−1))) .
Thus we have
D˜+ (([ϕ⊗ f ] ◦ λa)⊗ [ψ ⊗ g]) = D˜+
(
[ϕ⊗ f ]⊗ ([ψ ⊗ g] ◦ λτ(a−1))) . (7.4)
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Now for f, g ∈ D(R), ϕ, ψ ∈ D(B+) and x ∈ g, we have
L1
β˜(x)
D˜+([ϕ⊗ f ]⊗ [ψ ⊗ g]) = −D˜+(L1β˜(x) ([ϕ⊗ f ]⊗ [ψ ⊗ g]))
= −D˜+
((
Lβ˜(x)[ϕ⊗ f ]
)
⊗ [ψ ⊗ g]
)
= −D˜+
([
d
dt
∣∣∣
t=0
[ϕ⊗ f ] ◦ λe−tx
]
⊗ [ψ ⊗ g]
)
= − d
dt
∣∣∣
t=0
D˜+ (([ϕ⊗ f ] ◦ λe−tx)⊗ [ψ ⊗ g])
= − d
dt
∣∣∣
t=0
D˜+ ([ϕ⊗ f ]⊗ ([ψ ⊗ g] ◦ λetτ(x))) by (7.4)
= −D˜+
(
[ϕ⊗ f ]⊗
(
Lβ˜(−τ(x))[ψ ⊗ g]
))
= L2
β˜(−τ(x))D˜+ ([ϕ⊗ f ]⊗ [ψ ⊗ g]) .
Hence we have L1
β˜(x)
D˜+ = L2β˜(−τ(x))D˜+ and so the distribution D˜+ is compatible
with the smooth action (σ˜, β˜). Now by Theorem 7.22 we are done.
The last statement of this theorem follows from the fact that for x ∈ g, we have
d piD˜+(x) = Lβ˜(x). (7.5)
Let f ∈ D(R) and let ϕ ∈ D(B+). Let x ∈ g and let E ∈ HD˜+ = D(B˜+) ⊗ D˜+.
Then we have
[Lβ˜(x)E](ϕ⊗ f) = −E(Lβ˜(x)[ϕ⊗ f ])
= −E
(
d
dt
∣∣∣
t=0
[ϕ⊗ f ] ◦ λe−tx
)
= − d
dt
∣∣∣
t=0
E ([ϕ⊗ f ] ◦ λe−tx)
= − d
dt
∣∣∣
t=0
[
piD˜+(e
−tx)E
]
(ϕ⊗ f)
=
[
d
dt
∣∣∣
t=0
piD˜+(e
tx)E
]
(ϕ⊗ f)
=
[
d piD˜+(x)E
]
(ϕ⊗ f) .
Hence we proved (7.5) and this completes the proof.
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7.4 Non-Compactly Causal Symmetric Spaces and Reflection Positive
Distribution on D(K/L)
This section gives the relation between the non-compactly causal symmetric spaces
and the reflection positive distributions. In other words, it builds up a reflection
positive representation for those spaces using the language of the distributions.
Assume that G/H is non-compactly causal symmetric space and let τ be the
corresponding involution. Let θ be the Cartan involution on G commuting with τ .
Let K = Gθ and L = H ∩K. Let λ − ρ ≤ Lpos and let Aλ be the intertwining
operator defined in (7.1). Then define the distribution Dλ on D(K/L) by
Dλ(ϕ) := [Aλϕ](b) =
∫
K/L
ϕ(xb) α(x)λ−ρ d(xb)
=
∫
K
ϕ(x) α(x)λ−ρ dx.
Let Jf(xb) := f(τ(x)b). Recall that the bilinear form 〈·, ·〉λ : L2(K/L) ×
L2(K/L)→ C is defined by
βλ(f, h) = 〈f, h〉λ :=
〈
Aλf, h
〉
L2
=
∫
K/L
Aλf(xb)h(xb) d(xb)
=
∫
K/L
∫
K/L
f(xb)h(yb) α(y−1x)λ−ρ d(xb) d(yb).
The following theorem states that the bilinear form given in the previous section
is nothing but the above distribution.
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Theorem 7.28. Let f, g ∈ D(K)L. Then Dλ(f ∗ ∗ h) = βλ(f, h) = 〈f, h〉λ .
Proof. For f, g ∈ D(K/L), we have
Dλ(f ∗ ∗ h) =
∫
K
f ∗ ∗ h(x) α(x)λ−ρ dx
=
∫
K
∫
K
f ∗(y) h(y−1x) α(x)λ−ρ dy dx
=
∫
K
∫
K
f(y−1) h(y−1x) α(x)λ−ρ dy dx
=
∫
K
∫
K
f(y) h(x) α(y−1x)λ−ρ dy dx
= βλ(f, h).
This completes the proof.
The following lemma is a technical lemma. It proves that α is τ -invariant when
we are talking about the compact group K. This lemma plays an important role
in proving that the above distribution is τ -invariant.
Lemma 7.29. Let k ∈ K ∩NMAN . Then
α(τ(k)) = α(k).
Proof. We know that if a ∈ A and m ∈M , then aN = Na, mN = Nm, aN = Na,
mN = Nm, θτ(N) ⊂ N , θτ(N) ⊂ N and θτ(M) ⊂ M . Also, if a ∈ A, then
θτ(a) = a. Let k = nmα(k)n. Then
τ(k) = θ(τ(k)) because τ(k) ∈ K = Gθ
= θ(τ(nmα(k)n))
= θτ(n)θτ(m)θτ(α(k))θτ(n)
= n′m′α(k)n′
for some n′ ∈ N,m′ ∈M and n′ ∈ N.
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But we have
τ(k) = n′′m′′α(τ(k))n′′
for some n′′ ∈ N,m′′ ∈M and n′′ ∈ N.
Thus α(τ(k)) = α(k). This completes the proof.
Now, we are ready to prove that the above distribution is τ -invariant.
Lemma 7.30. Let J ·Dλ := Dλ◦J . Then Dλ is invariant under J , i.e., J ·Dλ = Dλ.
Proof. Let f ∈ D(K)L. Then
Dλ(Jf) =
∫
K
Jf(x) α(x)λ−ρ dx
=
∫
K
f(τ(x)) α(x)λ−ρ dx
=
∫
K
f(x) α(τ(x))λ−ρ dx
=
∫
K
f(x) α(x)λ−ρ dx by Lemma 7.29
= Dλ(f).
This completes the proof.
We need the following technical lemma to prove the next theorem.
Lemma 7.31. Let f, h ∈ D(K)L. Then
(1) J ◦ (f ∗ ∗ h) = (Jf)∗ ∗ Jh,
(2) βλ(Jf, Jh) = βλ(f, h).
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Proof. Let f, h ∈ D(K)L. Then
((Jf)∗ ∗ Jh)(x) =
∫
K
(Jf)∗(y) Jh(y−1x) dy
=
∫
K
f ∗(τ(y)) h(τ(y)−1τ(x)) dy
=
∫
K
f ∗(y) h(y−1τ(x)) dy
= (f ∗ ∗ h)(τ(x))
= J(f ∗ ∗ h)(x).
This completes the proof of Part 1.
Let f, h ∈ D(K)L. Then
βλ(Jf, Jh) = D
λ((Jf)∗ ∗ Jh) by Theorem 7.28
= Dλ(J ◦ (f ∗ ∗ h)) by Part 1
= Dλ(f ∗ ∗ h) by Lemma 7.30
= βλ(f, h).
This completes the proof of Part 2.
The following theorem proves the main conditions that are important in the
main theorem of this section.
Theorem 7.32. Assume that G/H is non-compactly causal and let τ be the cor-
responding involution. Let θ be the Cartan involution on G commuting with τ
and assume that λ − ρ 6 Lpos. Let K := Gθ and L := K ∩ H. Let k(H) :=
{k(h) | h ∈ H}. Let B = K/L and B+ := k(H)/L. Let J(kL) := τ(k)L and
Jf(kL) := f(J(kL)) = f(τ(k)L). Define the distribution Dλ on D(K)L by
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Dλ(ϕ) :=
∫
K
ϕ(x) α(x)λ−ρ dx,
=
∫
K/L
ϕ(xb)α(x)λ−ρ d(xb).
Then the following hold:
(1) Dλ(ϕ∗∗Jϕ) ≥ 0 for all ϕ ∈ D(B+). In other words, Dλ is a reflection positive
distribution with respect to (B,B+, J) as in Definition 7.20.
(2) Dλ is invariant under J .
(3) (ϕ ◦ λk)∗ ∗ (ψ ◦ λk) = ϕ∗ ∗ ψ ∀ k ∈ K, ∀ ϕ, ψ ∈ B.
(4) J(g · m) = τ(θ(g)) · J(m) ∀ g ∈ K, ∀ m ∈ B. In particular, J(k · m) =
τ(k) · J(m) ∀ k ∈ K, ∀ m ∈ B.
(5) H.B+ = B+. In particular, L.B+ ⊂ B+.
Proof. Let ϕ ∈ D(B+). Then Dλ(ϕ∗ ∗ Jϕ) = 〈ϕ, Jϕ〉λ by Theorem 7.28. Using
Theorem 7.13, we have Dλ(ϕ∗ ∗ Jϕ) ≥ 0. This completes the proof of Part 1. Part
2 is nothing but Lemma 7.30.
Let ϕ, ψ ∈ B and k, x ∈ K. Then
[(ϕ ◦ λk)∗ ∗ (ψ ◦ λk)](x) =
∫
K
(ϕ ◦ λk)∗(y) (ψ ◦ λk)(y−1x) dy
=
∫
K
ϕ(ky−1) ψ(ky−1x) dy
=
∫
K
ϕ(ky) ψ(kyx) dy
=
∫
K
ϕ(y) ψ(yx) dy
=
∫
K
ϕ(y−1) ψ(y−1x) dy
= [ϕ∗ ∗ ψ](x).
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This completes the proof of Part 3. Let m = xL ∈ K/L = B. Then
J(g ·m) = J(g · xL) = J(k(gx)L) = τ(k(gx))L = k(θ(τ(gx)))L
= θ(τ(g)) · τ(x)L = θ(τ(g)) · J(xL) = θ(τ(g)) · J(m).
We used Part 1 of Lemma 7.4. This completes the proof of Part 4. Let m = k(h)L ∈
k(H)/L = B+ and let x ∈ H. Then
x ·m = x · k(h)L = x · (h · L) = xh · L = k(xh)L = m′ ∈ B+.
This completes the proof of Part 5.
Now, this is the time to present the first main theorem of this section. This the-
orem constructs a reflection positive representation for the non-compactly causal
symmetric spaces using the language of distributions. This theorem deals with the
case of regular representations on compact groups.
Theorem 7.33. Assume that G/H is non-compactly causal symmetric space and
let τ be the corresponding involution. Let θ be the Cartan involution on G com-
muting with τ and assume that λ − ρ 6 Lpos. Let K := Gθ and L := K ∩H. Let
k(H) := {k(h) | h ∈ H}. Let B := K/L and B+ := k(H)/L. Let J(kL) := τ(k)L
and Jf(kL) := f(J(kL)) = f(τ(k)L). Define the distribution Dλ on D(K)L by
Dλ(ϕ) := [Aλϕ](b) =
∫
K
ϕ(x) α(x)λ−ρ dx
=
∫
K/L
ϕ(xb) α(x)λ−ρ d(xb).
Let
E = HDλ := D(B) ∗Dλ = {ϕ ∗Dλ | ϕ ∈ D(B)}
and
E+ = HDλ+ := D(B+) ∗Dλ+ = {ϕ ∗Dλ | ϕ ∈ D(B+)}.
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Let piDλ be the regular representation of K on E, i.e., piDλ(k)E(ϕ) := E(ϕ ◦ λk).
Let [JE](ϕ) := E(Jϕ). Then the following hold:
(i) The triple (E , E+, J) is a reflection positive vector space.
(ii) The representation piDλ of K is reflection positive on (E , E+, J).
(i) There exists a unique smooth unitary representation (pic, E+) of Kc such that
(1) d pic(x) = d piDλ(x) for x ∈ h ∩ k.
(2) d pic(iy) = i d piDλ(y) for y ∈ q ∩ k.
Proof. The proof follows directly from Theorem 7.32 and Corollary 7.24.
Let us present the second main theorem of this section. This theorem constructs
a reflection positive representation for non-compactly causal symmetric spaces us-
ing the language of distributions. It deals with representations of non-compact
groups with cocycle conditions.
Assume that G/H is non-compactly causal symmetric space and assume that
λ − ρ 6 Lpos. Let K := Gθ and L := K ∩ H. Let k(H) := {k(h) | h ∈ H}. Let
B := K/L and B+ := k(H)/L and let B˜+ := B+ × R. Then we obtain a G-left
action on B˜+ given by
λg(kb, z) := (g.m, a(gk)
ρ−λz).
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Let j(g, kb) := a(gk)ρ−λ and let β˜ : g −→ V(B˜+) be the homomorphism given by(
β˜(x)[ϕ⊗ f ]
)
(m, z) =
(
β˜(x)
)
(m,z)
[ϕ⊗ f ]
=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](Φβ˜t (m, z))
:=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](e−tx · (m, z))
=
d
dt
∣∣∣
t=0
[ϕ⊗ f ](e−tx ·m, j(e−tx,m)z)
=
d
dt
∣∣∣
t=0
[
ϕ(e−tx ·m)f (j(e−tx,m)z)] .
Theorem 7.34. Assume that G/H is non-compactly causal symmetric space and
let τ be the corresponding involution. Let θ be the Cartan involution on G com-
muting with τ and assume that λ − ρ 6 Lpos. Let K := Gθ and L := K ∩H. Let
k(H) := {k(h) | h ∈ H}. Let B := K/L and B+ := k(H)/L. Let J(kL) := τ(k)L
and Jf(kL) := f(J(kL)) = f(τ(k)L). For g ∈ G and ϕ ∈ D(B), define the repre-
sentation piλ of G by [piλ(g)ϕ](kb) := a(g
−1k)ρ−λϕ(g−1 ·kb). Define the distribution
Dλ on D(K)L by
Dλ(ϕ) := [Aλϕ](b) =
∫
K
ϕ(x) α(x)λ−ρ dx =
∫
K/L
ϕ(xb) α(x)λ−ρ d(xb).
Let Q ∈ D′(R) be given by
Q(f) =
∫
R
f(x)dx.
Let B˜+ := B+ × R. Let D˜λ+ ∈ D′(B˜+ × B˜+) be the distribution defined by
D˜λ+([ϕ⊗ f ]⊗ [ψ ⊗ g]) := Q(f)Dλ+(ϕ∨ ∗ ψ)Q(g),
where f, g ∈ D(R), ϕ, ψ ∈ D(B+). Let Gc be a simply connected Lie group with
Lie algebra gc = h + iq and define Lβ˜(x), x ∈ g, on maximal domain in the
Hilbert subspace HD˜λ+ := D(B˜+) ⊗ D˜
λ
+ ⊂ D′(B˜+). Assume that piD˜λ+ is the regular
representation of G on HD˜λ+, i.e., [piD˜λ+(g)E](ϕ⊗ f) := E([ϕ⊗ f ] ◦λg). Then there
exists a unique smooth unitary representation (pic,HD˜λ+) of G
c such that
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(a) d pic(x) = dpiD˜λ+
(x) for x ∈ h.
(b) d pic(iy) = i d piD˜λ+
(y) for y ∈ q.
Proof. The proof follows directly from Theorem 7.27 and the following discussions.
For ϕ, ψ ∈ D(B), we have
Dλ ((piλ(θ(g))ϕ)
∗ ∗ piλ(g)ψ) = 〈piλ(θ(g))ϕ, piλ(g)ψ〉λ by Theorem 7.28
= 〈ϕ, ψ〉λ by Part 3 of Theorem 7.3
= Dλ (ϕ∗ ∗ ψ) .
Thus we have
Dλ ((piλ(θ(g))ϕ)
∗ ∗ piλ(g)ψ) = Dλ (ϕ∗ ∗ ψ) . (7.6)
This completes the proof of Assumption 1 of Theorem 7.27.
For f ∈ D(R), r ∈ R, we have
Q(f ◦ λr) =
∫
R
f(rx) dx =
1
r
∫
R
f(x) dx =
1
r
Q(f).
This completes the proof of Assumption 2 of Theorem 7.27.
For g ∈ G, m = kb ∈ B, we have
j(τ(g), J(m)) = a(τ(gk))ρ−λ
= a(θ(gk))ρ−λ by Part 2 of Lemma 7.4
= j(θ(g),m).
This completes the proof of Assumption 3 of Theorem 7.27.
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By Part 4 of Theorem 7.32, we have J(g · m) = θ(τ(g)) · J(m) for all g ∈ G,
m ∈ B. Thus we complete the proof of Assumption 4 of Theorem 7.27.
Parts 5 and 1 of Theorem 7.32 give us H.B+ = B+ and Dλ(ϕ∗ ∗ Jϕ) ≥ 0 for all
ϕ ∈ D(B+). In other words, Dλ is a reflection positive distribution with respect to
(B,B+, J) as in Definition 7.20. Part 2 of Theorem 7.32 says that Dλ is J invariant
and so this completes the proof.
Remark 7.35. It is worth mentioning that the kernel of the distribution
D˜λ+([ϕ⊗ f ]⊗ [ψ ⊗ g]) := Q(f)Dλ+(ϕ∨ ∗ ψ)Q(g),
is given by
D˜λ+((xb, z), (yb, w)) := zw α(τ(x)
−1y)λ−ρ.
It is also worth mentioning that the Condition (7.6) can be translated into the
kernel language as
j(θ(g),m)Dλ (θ(g) ·m, g · n) j(g, n) = Dλ(m,n) ∀ m,n ∈ B, g ∈ G.
This is equivalent to
a(θ(g)m) α(k(θ(g)m)−1k(gn)) a(gn) = α(m−1n) ∀ m,n ∈ K, g ∈ G.
The above condition follows from Corollary 7.10.
7.5 σ-Twisted Reflection Positive Distribution
This section introduces the definition of the σ-twisted reflection positive distribu-
tion and it gives us a way to construct σ-twisted reflection positive representation.
At the end of this section, we give some examples of σ-twisted reflection positive
representations on Rn.
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Let σ be an involution on G such that στ = τσ, gF := σ(g−1) and ϕF(g) :=
ϕ(gF)∆(gF). LetD ∈ D′(G) be a distribution on the Lie groupG and (ϕFD)(ψ) :=
D(ϕF ∗ ψ). Let
D(G)FD := {ϕFD | ϕ ∈ D(G)}.
Let us start with the definition of σ-twisted reflection positive distribution.
Definition 7.36. If (G, τ) is a symmetric Lie group and S is open and ]-invariant
semigroup, then we call a distribution D ∈ D′(G) σ-twisted reflection positive for
(G,S, τ) if the following conditions are satisfied:
(RP0) S is σ-invariant, i.e., σ(S) ⊂ S,
(RP1) τσD = D, i.e., D(ϕ ◦ τσ) = D(ϕ) for ϕ ∈ D(G), and
(RP2) D|S is positive definite as a distribution on the involution semigroup (S, ]),
i.e., D(ϕ] ∗ ϕ) ≥ 0 for ϕ ∈ D(S).
Lemma 7.37. For E ∈ D′(G), define θE(ψ) := E(ψ ◦ στ). Then the following
assertions hold:
(1) ϕF ∗ (ψ ◦ στ) = (ϕ] ∗ ψ) ◦ στ .
(2) (ϕ ◦ στ)F = ϕ].
(3) If τσD = D, then θ(ϕFD) = (ϕ ◦ στ)FD.
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Proof. Let ϕ ∈ D(G). Then
[ϕF ∗ (ψ ◦ στ)](x) =
∫
G
ϕF(y) ψ ◦ στ(y−1x) dy
=
∫
G
ϕ((σ(y))−1)∆(y−1) ψ((στ(y))−1στ(x)) dy
=
∫
G
ϕ((τ(y))−1)∆(y−1) ψ(y−1στ(x)) dy
=
∫
G
ϕ](y) ψ(y−1στ(x)) dy
= [(ϕ] ∗ ψ) ◦ στ ](x).
This completes the proof of Part 1. Let ϕ ∈ D(G). Then
(ϕ ◦ στ)F(x) = ϕ ◦ στ(xF)∆(xF)
= ϕ ◦ στ(σ(x−1))∆(x−1)
= ϕ(τ(x−1))∆(x−1)
= ϕ](x).
This completes the proof of Part 2.
Let ϕ, ψ ∈ D(G) and assume that στD = D. Then
θ(ϕFD)(ψ) = (ϕFD)(ψ ◦ στ)
= D(ϕF ∗ (ψ ◦ στ))
= D((ϕ] ∗ ψ) ◦ στ) by Part 1
= D(ϕ] ∗ ψ) because D is στ invariant
= D((ϕ ◦ στ)F ∗ ψ) by Part 2
= (ϕ ◦ στ)FD(ψ).
This completes the proof of Part 3.
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Lemma 7.38. For E ∈ D′(G), define piD(g)E(ψ) := E(ψ◦λg). Then the following
assertions hold:
1. (ϕ ◦ λg)∗ ∗ (ψ ◦ λg) = ϕ∗ ∗ ψ,
2. ϕF = (ϕ ◦ σ)∗,
3. λσ(g) ◦ σ = σ ◦ λg,
4. piD(g)[ϕFD] = [ϕ ◦ λσ(g−1)]FD.
Proof. Let ϕ ∈ D(G). Then
[(ϕ ◦ λg)∗ ∗ (ψ ◦ λg)](x) =
∫
G
(ϕ ◦ λg)∗(y) (ψ ◦ λg)(y−1x) dy
=
∫
G
ϕ(gy−1)∆(y−1) ψ(gy−1x) dy
=
∫
G
ϕ(gy) ψ(gyx) dy
=
∫
G
ϕ(y) ψ(yx) dy
=
∫
G
ϕ(y−1) ∆(y−1) ψ(y−1x) dy
= [ϕ∗ ∗ ψ](x).
This completes the proof of Part 1.
Let ϕ ∈ D(G). Then
(ϕ ◦ σ)∗(x) = ϕ(σ(x−1))∆(x−1)
= ϕF(x).
This completes the proof of Part 2. Let g, x ∈ G. Then
[λσ(g) ◦ σ](x) = σ(g)σ(x)
= σ(gx)
= [σ ◦ λg](x).
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This completes the proof of Part 3. Let ϕ, ψ ∈ D(G). Then
piD(g)[ϕFD](ψ) = (ϕFD)(ψ ◦ λg)
= D(ϕF ∗ (ψ ◦ λg))
= D((ϕ ◦ σ)∗ ∗ (ψ ◦ λg)) by Part 2
= D((ϕ ◦ σ ◦ λg−1)∗ ∗ ψ) by Part 1
= D((ϕ ◦ λσ(g−1) ◦ σ)∗ ∗ ψ) by Part 3
= D((ϕ ◦ λσ(g−1))F ∗ ψ) by Part 2
= [ϕ ◦ λσ(g−1)]FD(ψ).
This completes the proof of Part 4.
Theorem 7.39. Let (G, τ) be a symmetric Lie group. Let σ be an involution
on G such that στ = τσ and let S be an open and ]-invariant semigroup. Let
D ∈ D′(G) be a σ-twisted reflection positive for (G,S, τ). Let E := D(G)FD and
E+ := D(S)FD. Define the hermitian form β(ψFD,ϕFD) = 〈ψFD,ϕFD〉 :=
D(ψF ∗ ϕ). Let piD(g)E(ψ) := E(ψ ◦ λg) and let θE(ψ) := E(ψ ◦ στ). Then the
following assertions hold:
1. The quadruple (E , β, E+, θ) is reflection positive vector space.
2. The representation piD is σ-twisted reflection positive on (E , β, E+, θ).
Proof. Let ϕ ∈ D(S). Then
〈θ(ϕFD), ϕFD〉 = 〈(ϕ ◦ στ)FD,ϕFD〉 by Part 3 of Lemma 7.37
= D((ϕ ◦ στ)F ∗ ϕ)
= D(ϕ] ∗ ϕ) by Part 2 of Lemma 7.37
≥ 0 by Part RP2 of Definition 7.36.
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This completes the proof of Part 1. To prove Part 2, first we need to show that
〈piD(σ(g))[ϕFD], piD(g)[ψFD]〉 = 〈ϕFD,ψFD〉.
But
〈piD(σ(g))[ϕFD], piD(g)[ψFD]〉 = 〈[ϕ ◦ λg−1 ]FD, [ψ ◦ λσ(g−1)]FD〉
by Part 4 of Lemma 7.38
= D((ϕ ◦ λg−1)F ∗ (ψ ◦ λσ(g−1)))
= D((ϕ ◦ λg−1 ◦ σ)∗ ∗ (ψ ◦ λσ(g−1)))
by Part 2 of Lemma 7.38
Therefore
〈piD(σ(g))[ϕFD], piD(g)[ψFD]〉 = D((ϕ ◦ σ ◦ λσ(g−1))∗ ∗ (ψ ◦ λσ(g−1)))
by Part 3 of Lemma 7.38
= D((ϕ ◦ σ)∗ ∗ ψ) by Part 1 of Lemma 7.38
= D(ϕF ∗ ψ) by Part 2 of Lemma 7.38
= 〈ϕFD,ψFD〉.
Secondly, we need to show that
θpiD(g)θ = piD(σ(τ(g))).
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But we have
θpiD(g)θ[ϕFD] = θpiD(g)[(ϕ ◦ στ)FD] by Part 3 of Lemma 7.37
= θ[(ϕ ◦ στ ◦ λσ(g−1))FD] by Part 4 of Lemma 7.38
= (ϕ ◦ στ ◦ λσ(g−1) ◦ στ)FD by Part 3 of Lemma 7.37
= (ϕ ◦ λτ(g−1))FD
= piD(σ(τ(g)))[ϕFD] by Part 4 of Lemma 7.38.
Finally, we want to show that piD(S)E+ ⊂ E+. Let ϕ ∈ D(S). Then
ϕ ◦ λσ(s−1)(x) 6= 0 =⇒ ϕ(σ(s−1)x) 6= 0
=⇒ σ(s−1)x ∈ supp(ϕ)
=⇒ x ∈ σ(s) · supp(ϕ).
Thus
supp(ϕ ◦ λσ(s−1)) = {x ∈ G | ϕ(σ(s−1)x) 6= 0} ⊂ σ(s) · supp(ϕ) = σ(s) · supp(ϕ).
Hence
supp(ϕ ◦ λσ(s−1)) ⊂ σ(s) · supp(ϕ)
⊂ S because S is σ-invariant.
Thus ϕ ◦ λσ(s−1) ∈ D(S). Using Part 4 of Lemma 7.38, we have piD(s)[ϕFD] =
[ϕ ◦ λσ(s−1)]FD. Hence piD(s)[ϕFD] ∈ E+. This completes the proof of Part 2
Let us now give a family of examples of σ-twisted reflection positive representa-
tions on Rn.
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Theorem 7.40. Let G = Rn and S = Rn+. For a subset A ⊂ {1, 2, · · · , n − 1},
define the involution σA as the following: If x ∈ Rn then the i-th coordinate of the
the image is given by
(σA(x))i =
 −xi, i ∈ A,xi, i /∈ A.
Let
τ(x0, x1, · · · , xn) = (−x0, x1, · · · , xn).
For λ = 0 or λ > max(0, n− 2), define
Dλ(ϕ) :=
∫
Rn
ϕ(x) ‖x‖−λ dx .
Let E := D(G)FDλ and E+ := D(S)FDλ. Define the hermitian form
β(ψFD,ϕFD) = 〈ψFDλ, ϕFDλ〉 := Dλ(ψF ∗ ϕ).
Let piDλ(g)E(ψ) := E(ψ ◦ λg) and let θE(ψ) := E(ψ ◦ στ). Then the following
assertions hold:
1. The distribution Dλ is σA-twisted reflection positive for (G,S, τ).
2. The quadruple (E , β, E+, θ) is reflection positive vector space.
3. The representation piDλ is σA-twisted reflection positive on (E , β, E+, θ).
Proof. It is easy to see that σA(Rn+) ⊂ Rn+.
For ϕ ∈ D(Rn), we have
Dλ(ϕ ◦ τσ) =
∫
Rn
ϕ(τσ(x)) ‖x‖−λ dx
=
∫
Rn
ϕ(x) ‖τσ(x)‖−λ dx
=
∫
Rn
ϕ(x) ‖x‖−λ dx
= Dλ(ϕ).
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Using Theorem 4.21, we have Dλ(ϕ] ∗ ϕ) ≥ 0 for ϕ ∈ D(Rn+). These complete the
proof of Part 1. Parts 1 and 3 follow from Part 1 and Theorem 7.39.
7.6 Reflection Positive Distribution Vector on the Circle Group
We will prove that this distribution vector generates the well known reflection
positive function, see [19] and [25], given by
gλ(x) = e
−xλ + e−(β−x)λ.
In this section, we discover a reflection positive distribution vector for the well-
known reflection positive function gλ given in [25].
Let G = Tβ := R/βZ and let
gλ(x) = e
−xλ + e−(β−x)λ.
For ϕ ∈ D(Tβ), define
α(ϕ) =
∫ β
0
ϕ(x) eλxdx,
and define
Dα(ϕ) = 〈α, pi−∞(ϕ)α〉.
Theorem 7.41. Let ϕ ∈ D(Tβ). Then
Dα(ϕ) =
eλβ(eλβ − 1)
2λ
∫ β
0
ϕ(x) gλ(x) dx.
Proof. Recall that
pi−∞(ϕ)α = 〈αy, ϕ(x− y)〉 =
∫
ϕ(x− y) dα(y).
Hence
Dα(φ) = 〈αx, 〈αy, ϕ(x− y)〉〉 =
∫ ∫
ϕ(x− y) dα(y) dα(x).
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Let
k0(x) =

eλ(x+β), −β ≤ x ≤ 0
eλx, 0 ≤ x ≤ β
eλ(x−β), β ≤ x ≤ 2β,
and then define k : R→ R, to be its periodic extension on R. It is easy to see that
Dα(ϕ) =
∫ β
0
ϕ(x)
∫ β
0
k(y)k(x+ y) dy dx =
∫ β
0
ϕ(x) kFk(x) dx,
where kFk(x) is the cross-corolation of k. Now, it is enough to show that
kFk(x) = e
λβ(eλβ − 1)
2λ
gλ(x).
In other words
kFk(x) = e
λβ(eλβ − 1)
2λ
(
e−xλ + e−(β−x)λ
)
.
Finally,
∫ β
0
k(y)k(x+ y) dy =
∫ β−x
0
k(y)k(x+ y) dy +
∫ β
β−x
k(y)k(x+ y) dy
=
∫ β−x
0
eλyeλ(x+y) dy +
∫ β
β−x
eλyeλ(x+y−β) dy
= eλx
e2λy
2
∣∣∣β−x
0
+ eλ(x−β)
e2λy
2
∣∣∣β
β−x
=
eλβ(eλβ − 1)
2λ
(
e−xλ + e−(β−x)λ
)
.
This completes the proof.
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