We propose a deterministic algorithm for approximating a generating partition from a time series using tessellations. Using data generated by Hénon and Ikeda maps, we demonstrate that the proposed method produces partitions that uniquely encode all the periodic points up to some order, and provide good estimates of the metric and topological entropies. The algorithm gives useful results even with a short noisy time series.
I. INTRODUCTION
The theory of symbolic dynamics is a powerful tool for the investigation of discrete time dynamical systems. The main idea is that of a partition, that is, a finite collection A of disjoint subsets whose union is the state space M. By identifying each A A with a unique symbol, we have a sequence of symbols that correspond to each trajectory of the original system-the sequence is produced as the evolving state visits different regions of the partition. This idea is at its most powerful when the partition is chosen to be a generating partition, that is, when the assignment of symbol sequences to trajectories is unique, up to a set of measure zero. Generating partitions have been found to be desirable in applications such as chaotic communication [1] , and in problems of parameter estimation [2] .
As might be expected, generating partitions have often proven difficult to find. When the dynamical system is defined by a known map, there are methods by which to find generating partitions using "primary tangencies" [3] and also by consideration of unstable periodic orbits [4] [5] [6] . In cases where the dynamical system is not fully known, for example, in the practically important case in which only a time series of observations is available, there appears to be no previously published methods for obtaining a generating partition. However, recently Kennel and Buhl [7] proposed a method for finding a generating partition from a time series which uses "symbolic false nearest neighbors" to "localize" the region specified by a finite block of symbols.
We propose a method for estimating a generating partition from a time series. It is significantly different from that of Kennel and Buhl in that we approximate the generating partition by tessellations of state space and use certain fundamental properties of generating partitions observed by Eckmann and Ruelle [8] . In Sec. II, we define necessary notions and outline the conceptual basis of our algorithm. In Sec. III, we state our algorithm. In Sec. IV, we apply the proposed method to time series data generated by Hénon and Ikeda maps, show that the estimated partitions are close to those found in previous work [3, 4] , and show that they yield good estimates of the metric and topological entropies. The partition obtained from the algorithm may depend on how it is initialized, so in Sec. V, we examine the effects of initialization and discuss how to deal with them. In Sec. VI, we evaluate the proposed method and compare it with previous methods [4, 7] .
II. CONCEPTUAL BACKGROUND
We begin with several paragraphs that establish notation for some special partitions, then state a fundamental result concerning these partitions and generating partitions. Motivated by this fundamental result we develop the ideas that underpin and justify our methodology.
In all that follows, we shall assume that the state space M of the dynamical system in question is a bounded subset of d-dimensional Euclidean space with the usual two-norm ʈxʈ for x M, and that the dynamics f : M → M are continuous. We also assume, for simplicity, that f can be inverted. (The following argument should be easily generalized for a noninvertible case.) In this case, an initial condition x 0 M gives rise to a unique trajectory¯, x −1 , x 0 , x 1 ,¯ M, satisfying x t = f͑x t−1 ͒. We suppose that we are given N consecutive points of a trajectory, and our problem is to estimate a generating partition from this time series.
A partition A of M is a finite collection of disjoint sets whose union is M. Given this partition, we define the function : M →A, where ͑x͒ = A when x A. We call ͑x͒ the symbol assigned to x. We use a partition rather than a topological partition because we can define for all the points in M; Eckmann and Ruelle [8] likewise used a partition to define a generating partition. Corresponding to the trajectorȳ , x −1 , x 0 , x 1 ,¯is the symbol sequence¯X −1 . X 0 X 1¯, where X t = ͑x t ͒. We insert a dot in the symbol sequence to provide a place maker: it indicates the present, or center, X 0 of the symbol sequence, where the present, or center, occurs immediately after the dot.
As the initial point determines the symbol sequence, we can consider a map ⌽ : M →A Z , which assigns to x 0 the symbol sequence ⌽͑x 0 ͒ =¯X −1 . X 0 X 1¯.
Let :
, that is, the following diagram commutes:
We say that A is a generating partition if ⌽ is one to one, up to a set of measure zero, on M and a subset of A Z that is a shift space. (See, for example, Lind and Marcus [Ref. [9] , pp. 5, 6 ] for a rigorous definition of such a shift space using "forbidden blocks.") The shift space in question is the image ⌽͑M͒, and on this shift space the map ⌽ has an inverse ⌽ −1 and we have f͑x͒ = ⌽ −1 ͑(⌽͑x͒)͒. Therefore, when the partition is a generating partition, the original dynamics and the symbol dynamics are conjugate.
Consider a finite subsequence of consecutive symbols, which we will call a substring. For convenience, we denote the substring X t 1 X t 1 +1¯Xt 2 by X ͓t 1 ,t 2 ͔ . For m , n Ͼ 0, let ⌽ ͓−m,n͔ : M →A m+n+1 be the map such that ⌽ ͓−m,n͔ ͑x 0 ͒ = X ͓−m,n͔ . The map ⌽ ͓−m,n͔ ͑x͒ gives the finite substring of ⌽͑x͒ which starts at t =−m and ends at t = n. Observe that ⌽ ͓−m,n͔ ͑M͒ is the set of all possible substrings of length ͑m + n +1͒. More important for what follows, observe that the preimage ⌽ ͓−m,n͔ We are now in a position to state the key motivation for our algorithm. For a set E M, let diam͑E͒ = sup͕ʈx − yʈ : x , y E͖. Call the maps ⌽ ͓−m,n͔ localizing if sup X diam(⌽ ͓−k,k͔ −1 ͑X͒) → 0 as k → ϱ. Eckmann and Ruelle [8] stated that if the ⌽ ͓−m,n͔ are localizing, then this is a sufficient condition for A being a generating partition. Hence, a possible guide to finding a generating partition is to find a partition such that longer substrings X ͓−m,n͔ should specify smaller regions of points with the same substring. When the ⌽ ͓−m,n͔ are localizing, the set of points ⌽ ͓−m,n͔ −1 ͑X͒ tends to be small for large m and n. Hence this set may be accurately located by a single point. For each substring S ⌽ ͓−m,n͔ ͑M͒, assign a point r S M to be called the representative of ⌽ ͓−m,n͔ −1 ͑S͒, typically we choose a point near the center of the set. It follows (from theorem 1 in the Appendix) that if ⌽ ͓−m,n͔ are localizing, then the representatives can be chosen so that
. It is also true that if
A set of representatives, for fixed m and n, can also be used to specify a partition by tessellating the state space using the representatives. For each substring S ⌽ ͓−m,n͔ ͑M͒, we define its tile T S to be the set of points in M that have the representative r S as their nearest neighbor, that is,
͑2͒
Then for each A A we collect all tiles T S , for S = S −m¯Sn ⌽ ͓−m,n͔ ͑M͒, satisfying S 0 = A, to form a set,
This set is a good approximation of A. In fact, when ⌽ ͓−m,n͔ is localizing,
where the limit is in the sense that if
Clearly, a method will find a generating partition if it finds ⌽ ͓−m,n͔ that are localizing. Our aim is to do this approximately given only time series data x 1 , x 2 ,¯, x N . Equations (1) and (4) essentially imply conditions that can do this without explicitly constructing the ⌽ ͓−m,n͔ , that is, we need only construct suitable sets of representatives,
Equation (1) implies we require that max i ʈx i − r ⌽ ͓−m,n͔ ͑x i ͒ ʈ is small for large m and n. Therefore, we claim that the following minimization yields good estimates of the generating partition:
where the minimization is over the representatives and the partition. However, this minimization is awkward, because it requires explicit specification of the partition. However, it is sufficient to just label x t by suitable symbols X t , that is, we need to optimize over X 1 , X 2 ,¯, X N , given the representatives. Hence, the problem reduces to the minimization,
We call ͚ t=m+1 N−n ʈx − r X ͓t−m,t+n͔ ʈ 2 the discrepancy, since it is a measure of how well each time series point is approximated by its corresponding representative. It is shown in theorem 4 that the partition is a generating partition if the dynamics are ergodic and the discrepancy divided by N goes to 0 as N → ϱ and m = n = k → ϱ. As the discrepancy is non-negative, we try to minimize the discrepancy to estimate a generating partition.
One might refer to this method for estimating a generating partition as symbolic shadowing, because the original data ͕x t ͖ are eventually shadowed by the time series ͕r X ͓t−m,t+n͔ ͖.
Specifically, there exists ␦ Ͼ 0 such that any time series ͕x t ͖ t=m+1 N has a symbol sequence X ͓1,N͔ satisfying ʈx t − r X ͓t−m,t+n͔ ʈ Ͻ ␦ for t = m +1,m +2,¯, N − n. This is similar to the ␦ trace in work by Bowen [10] . For further information on shadowing, see work by Pilyugin [11] and by Palmer [12] . The idea of shadowing is applied to state estimation [13] [14] [15] , noise reduction [16] [17] [18] [19] , and finding unstable periodic orbits [20] [21] [22] .
To find an approximate solution to Eq. (7), we use an iterative algorithm that repeats the following two minimizations. First we fix a set of representatives and minimize the discrepancy over the symbol sequence:
Next we fix the symbol sequence and minimize the discrepancy over the set of representatives:
This algorithm is similar to the Linde-Buzo-Gray (LBG) algorithm [23] in information theory [24] . In a way similar to that of Gray et al. [25] , the feasibility of this algorithm can be shown [26] . Equation (9) is solved exactly, in a way similar to the least squared method. For each substring S, the solution is given by the least squares method:
Optimizing Eq. (8) is difficult because it is a combinatorial optimization. However, we may find a reasonable approximation using the property of Eq. (4): We find for x t the closest representative, whose substring is S −m¯Sn . Then we assign X t = S 0 . This is expected to work because a longer substring specifies a smaller region for each x t , and the closer symbols are to the center of the substring, the more significant they are expected be in locating x t .
To begin the iteration of Eqs. (8) and (9) requires an initial set of representatives, and there are many ways that this can be done. One could try random initial representatives, or perhaps successive partitioning of the data into regions containing equal numbers of data points, then use the means of these as initial representatives. However, it is better to incorporate some basic dynamical information, for example, we know that unstable periodic points must have unique periodic symbol sequences [4, 5] . Hence, a good initial set of representatives can be obtained by finding, and appropriately labeling, the lowest order unstable periodic points. This also has the advantage of providing a lower bound on the number of partitions, that is, the number of unique symbols required.
III. ALGORITHM
Our iterative algorithm can be stated as follows.
(1) We prepare an initial partition. First find unstable periodic points from a time series. Assign to each unstable periodic point a substring of length l of type S −m S −m+1¯S−1 . S 0¯Sn (m = l /2 and n = ͑l −1͒ /2 ) over alphabet A so that the unstable periodic points are encoded uniquely. Let each unstable periodic point be the representative r S ͓−m,n͔ of the substring S ͓−m,n͔ A l . (2) For each observed point x t , find its closest representative r S −m S −m+1¯S−1 .S 0¯Sn . Then make X t to be S 0 .
(3) Classify x t depending on its substring X ͓t−m,t+n͔ : Let
Set C S is a set of points whose currently allocated substring is S.
(4) For each substring S A l , update its representative:
(5) Return to step (2) until the set of representatives and the symbol sequence no longer change, or they cycle. (See comments below.) (6) Increase the length of the substrings by l ← l +1, m ← l /2 and n ← ͑l −1͒ /2 . Return to step (3) until a stopping criterion is achieved. (See comments below.)
There could be several possible stopping criteria. For example, one may stop the algorithm when the length of substrings reaches a certain length. Another idea is to use the discrepancy. One may stop the algorithm when ͚ i=m+1 N−n ʈx i − R X ͓i−m,i+n͔ ʈ 2 or max i ʈx i − R X ͓i−m,i+n͔ ʈ 2 becomes smaller than a certain prescribed value. An optimal stopping criterion is unresolved. In this paper, we stop when
In the majority of tested cases, a stationary state is achieved in step (5), however, we have observed the algorithm to alternate between states in step (5), and cannot rule out other longer periodic behavior. This is a side effect of using tessellation to approximate the partition. We have always observed that the differences between alternating states were small.
IV. EXAMPLES
Since only a time series is required in order to apply the proposed method, we do not have to know the map of the dynamical system. Therefore, it can be used if one reconstructs state space by forming an embedding. However, in this paper, we use data sets generated from known models so that we can compare estimated partitions with those obtained in the literature.
The first example is the Hénon map [27] :
where ͑a , b͒ = ͑1.4, 0.3͒. The following calculations take x t = ͑u t , v t ͒, and use a time series of 10 000 data points.
In this example, we decided to stop the algorithm when
The algorithm was initialized using the lowest order unstable periodic points, or a fixed point and a period-2 orbit, which were found using the method of Auerbach et al. [28] . (There are more sophisticated methods for detecting the unstable periodic points from a time series, such as those given in Refs. [29, 30] . However, in this case, we did not need to use them because given a time series of length 10 000 the method of Auerbach et al. [28] was able to detect periodic points up to order 2.) The period-1 point was assigned the initial substring 0.0 and the period-2 points arbitrarily assigned 0.1 and 1.0, as shown in Fig. 1 . Figure 1 also shows the initial partition of sets ⌽ ͓−1,0͔ ͑M͒. During the iteration, the partition was changed, as shown in Fig. 2 . We observed that convergence was not "monotonic," in the sense that the partitions are not nested, however, the approximate partition gradually became close to that conjectured by Grassberger and Kantz [3] . When the algorithm stopped, we obtained the partition shown in To analyze the rate of convergence, we measured two quantities at each iteration: the mean error defined as ͚ t=m+1 N−n ʈx t − R X ͓t−m,t+n͔ ʈ 2 / ͑N − m − n͒ and the maximum error defined as max t ʈx t − R X ͓t−m,t+n͔ ʈ 2 . In Fig. 4 we plot these quantities for the length of substring l. Both of the errors decreased, but not always monotonically. We compare in Fig. 5 the symbol sequence of each length obtained with that generated from the same time series using the generating partition conjectured by Grassberger and Kantz [3] , who found homoclinic tangencies and connected some of them to construct the partition. As the length of the substrings grew, the symbol sequence obtained came close to that generated using the partition of Grassberger and Kantz [3] . For substrings of length 13, it was found that of 10 000 symbols only 12 symbols were different between the two symbol sequences.
We also tested this partition by comparing the uniqueness of the symbol sequences assigned to unstable periodic points, and by comparing the values of the metric entropy and the topological entropy.
We obtained the unstable periodic points for the Hénon map using the method of Biham and Wenzel [31] , and found that this partition encodes unstable periodic points uniquely up to period 17. ͑S͒ for the Hénon map. The symbol ϫ shows the fixed point, and + the periodic points of period 2 which are obtained from the time series using the method of Auerbach et al. [28] . Blue and green points indicate the points which were initially labeled by symbols 0 and 1, respectively.
FIG. 2. (Color online)
Refining the estimate for a generating partition during iteration, using the Hénon map. Blue and green points correspond to symbols 0 and 1, respectively. For each graph, the red solid line shows the partition line obtained using the proposed algorithm, and the magenta dashed line shows the one conjectured by Grassberger and Kantz [3] .
FIG. 3. (Color online) Partition
A estimated using 10 000 data points generated from the Hénon map. Blue and green points are points in the time series corresponding to symbols 0 and 1, respectively. The red solid line shows the partition line obtained using the proposed method, and the magenta dashed line shows the generating partition conjectured by Grassberger and Kantz [3] .
Under the assumption that Pesin's identity holds, the metric entropy is equal to the sum of positive Lyapunov exponents [8] , which is, in this case, 0.6048 using 2 for the logarithmic base [3] . (In what follows, we always use 2 for the logarithmic base when evaluating Lyapunov exponents, metric entropy, and topological entropy.) For the topological entropy, the most accurate value in the literature is 0.670 75 with a root mean square error of 0.000 04 [32] . Using the methods of Kennel and Mees [33] and of Hirata and of Mees First the algorithm was initialized by finding the low order unstable periodic points from the time series. We found unstable periodic orbits of periods 1 and 2 using the method of Auerbach et al. [28] and assigned substrings as shown in Fig. 6 . We stopped the algorithm when the mean error became less than ͑0.05͒ 2 , and obtained partition A shown in Fig. 7 , which looks similar to that in Ref. [4] . It had the substrings of length 11 and 1386 representatives. The change in error is shown in Fig. 8 . The mean error decreased monotonically, whereas the maximum error decreased gradually, but not monotonically.
We tested this partition using three indices: unique coding for unstable periodic points, the metric entropy, and the topological entropy.
We calculated the unstable periodic points using the method of Davidchack and Lai [36] , and confirmed that this partition encodes the unstable periodic points uniquely up to period 8.
The metric entropy can be compared with the sum of the positive Lyapunov exponents under the assumption that Pesin's identity holds [8] . The numerical value for the positive Lyapunov exponent of the Ikeda map is known to be 0.726 [37] .
For the topological entropy, we obtained the theoretical value using the numbers of unstable periodic points listed in Ref. [36] . Let N͑p͒ be the number of fixed points for the 
FIG. 5.
Comparison of the symbol sequence obtained with that generated using the generating partition conjectured by Grassberger and Kantz [3] , the Hénon map. For each length of substring, we counted the number of symbols in symbol sequence which did not agree with those assigned by the conjectured generating partition. As the length of the substrings grew, the number of "wrong" symbols, out of 10 000, decreased gradually, indicating that the symbol sequence obtained was close to the symbol sequence generated using the partition of Grassberger and Kantz. The methods of Kennel and Mees [33] and of Hirata and Mees [34] were applied for the symbol sequence obtained from the data, and gave metric entropy of 0.7578 and topological entropy of 0.8752, respectively. These estimates have errors of 0.03 and 0.01, respectively.
We also tested the proposed algorithm using 50 000 points data of the Ikeda map, whose first 10 000 points were the same as the previous data. We applied the algorithm with the stopping criterion attaining substrings of length 15. We confirmed that the estimated partition could encode the unstable periodic points uniquely up to period 12, and yielded a metric entropy of 0.7450 and a topological entropy of 0.8748. These improvements demonstrate that a longer time series and longer substrings give a more accurate estimate of a generating partition.
V. CONSEQUENCE OF BAD INITIAL REPRESENTATIVES
Unfortunately, sometimes the algorithm fails due to poor choice of labeling of the initial representatives. To make the dependence clear, we again used the data generated from the Hénon map, but this time, we assigned the initial condition in the opposite way for period-2 points from that in Sec. IV (Fig. 1) , as shown in Fig. 9 , and applied the same procedure with the same parameters. For comparison, we stopped the algorithm when it had attained substrings of length 13. We obtained the partition shown in Fig. 10 . In the case of the Ikeda map, giving the initial symbols for period-2 points in the opposite way did not make much difference in the results except for the fact that the regions for symbols 0 and 1 were swapped.
A. Fixing a failure of the initial partition
As the example of the Hénon map shows, the success of the algorithm always relies on good choice and labeling of the initial representatives.
Failure of the algorithm can be detected easily as discussed in Sec. V B. To fix the problem, we first try different labels for the representatives; there is always only a small number of them for any given choice of representatives. If relabeling does not solve the problem, then this would suggest that the number of representatives is insufficient or the number of symbols is insufficient. Hence, we may have to increase the number of representatives, for example, by increasing the length of initial substring l, or we may have to increase the number of symbols.
B. Detecting a failure of the initial partition
Fortunately, an ill-prepared initial partition can be easily identified. We propose two ways by which to check the algorithm's progress. (When the algorithm succeeds, we do not observe any of the following.)
One criterion is to check the decrease in errors. When we chose the poor initial partition for the Hénon map, the mean error did not decrease satisfactorily (Fig. 11) , because the maximum error returned to the initial level. This suggests that the maximum error can be an indicator.
A second criterion is the distribution of the representatives. When the algorithm fails, we tend to find some of the representatives are out of the attractor. Before explaining the reason why, we first compare the distributions. In the first Hénon map setting, all the representatives were found to be on the attractor [ Fig. 12(a) ]. But in the opposite setting, some of the representatives were found to be off the attractor [ Fig.  12(b) ]. This phenomenon can be explained as follows. In Fig. 12(b) , we observe that one of the representatives that corresponds to a substring 010 100.000 0101 is well outside the attractor. Figure 13 shows the all data points whose substring is 010 100.000 0101. We can see that these points are found in three different regions of the attractor that are not contiguous. This is counter to requirements of Eq. (1). These points, with the same substring, are not well localized or well FIG. 11 . Change in error when we assign the initial labels for the representatives as shown in Fig. 9 . The solid and broken lines show the mean and maximum errors, respectively. (Fig. 1) , all representatives are located on the attractor. But in (b), the opposite setting (Fig. 9) , some representatives are located out of the attractor. This shows that the partition obtained from the opposite setting is bad. FIG. 13. (Color online) Example of representatives which are badly placed. In this example, the data of the Hénon map, the algorithm was started with the initial partition in Fig. 9 . Marked by ϫ are the points with substring 010 100.000 0101. These points are in the three disconnected regions. Averaging over these points gave +, which is their representative.
represented by one point. Consequently, the measures of error do not decrease, because these points prevent the errors going to zero.
VI. EVALUATION
There are two other methods for estimating a generating partition. When a system is given, a commonly used technique is to encode the unstable periodic points up to certain order uniquely [4, 5] . Recently, Kennel and Buhl [7] proposed another algorithm for estimating a generating partition from a time series. The proposed method has a rigorous justification, given in the Appendix, but the method of Kennel and Buhl [7] does not.
The proposed algorithm gives useful results for noisy time series. We tested the noisy case by adding 10% Gaussian noise to the 10 000 points data of the Hénon map. Instead of detecting the unstable periodic points, we initialized the algorithm in the following way. First we split the time series at the median of v t . Second we encoded each point with the symbol 0 if its v t is smaller than the median, and with symbol 1 otherwise. In this way, we obtained the initial symbol sequence. Third we started the algorithm from step (3) by classifying points of the time series using their substrings of length 2. We stopped the algorithm when it converged with substrings of length 13.
The partition obtained from the noisy time series is shown in Fig. 14 , which we note is close to the partition conjectured by Grassberger and Kantz [3] . Despite the noise, only 22 points out of 10 000 points are labeled differently than the partition conjectured by Grassberger and Kantz. It was confirmed that this partition encodes the unstable periodic points uniquely up to order 15. Using the symbol sequence obtained, we estimated 0.626 for the metric entropy and 0.677 for the topological entropy. This agrees well with their theoretical values 0.6048 [3] and 0.670 75 [32] , respectively. The results in this noisy case are comparable to the results of Kennel and Buhl [7] . The proposed method is much better than identifying and labeling unstable periodic points from the noisy time series, because it is also hard to ensure that one detects all the unstable periodic points up to a certain order from a noisy time series.
The proposed algorithm gave useful results with a short time series. We took the first 2000 points of the clean data of the Hénon map and applied the algorithm in the same way we did for the noisy case. The partition obtained is shown in Fig. 15 . Out of 2000 symbols, this partition has 12 symbols different from the partition conjectured by Grassberger and Kantz [3] . This partition encodes the unstable periodic points uniquely up to period 14. Using this partition, we estimated 0.642 for the metric entropy and 0.684 for the topological entropy, both of which are close to their theoretical values 0.6048 [3] and 0.670 75 [32] , respectively.
The proposed algorithm needs to assign fewer parameters in advance than that of Kennel and Buhl [7] .
The proposed algorithm is deterministic, that is, given the same initial condition, it gives the same solution. However, the algorithm of Kennel and Buhl [7] uses "differential evolution" [38] , a genetic-type algorithm, which is stochastic optimization. Therefore, each application of the algorithm can generate a different answer. Differential evolution runs fast in general because it can reduce the number evaluations of the cost functions [38] .
The proposed algorithm runs fast because the cost function is simple to solve and we try to avoid evaluating the cost function as much as possible. The proposed algorithm needs to evaluate the cost function only when one considers stopping the algorithm. We tested the speed of the proposed algorithm using a computer with CPU Pentinum III 1 GHz and 256 MB memory. The program was written and run using MATLAB 6.5. When we used the 10 000 point data of the Hénon map, the algorithm took 564 s from step (2) to the end. When we used the first 2000 points in the above test, the algorithm took 63 s. The noise did not affect the performance much. When we add 10% Gaussian noise to the 10 000 point data in the above test, the algorithm took 589 s. If we do not require in step (5) that the symbol sequence converges completely, then computation is faster.
VII. CONCLUSION
We proposed a method for estimating a generating partition from observed time series data generated from an invertible map. The partition is approximated by tessellating state space with representatives, that is, points in state space, each of which has a distinct substring of a certain length. Using our scheme, we stated the problem of finding a generating partition as finding the minimum discrepancy between a series of points in the data and one specified by a symbol sequence and representatives. By solving this minimization problem approximately using an iterative algorithm, we found an estimate for a generating partition.
We applied our method for time series of Hénon and Ikeda maps. Estimates of generating partitions obtained from 10 000 data points uniquely encoded all periodic points of order less than 18 for the Hénon map and 9 for the Ikeda map, respectively. They also gave reasonable values for the metric and topological entropies.
Details of the proof for the proposed method and implementation for short and noisy time series are discussed elsewhere [26] .
͑X͒….
Taking the supremum over M, we have sup xM ʈx − r ͓−m,n͔
We can conclude that is r ͓−m,n͔ ͑x͒ satisfies the desired property. The converse of theorem 1 also holds, that is, the following theorem. Proof. Take any two distinct points x , y M 0 . Then there exists ⑀ Ͼ 0 such that ʈx − yʈ Ͼ ⑀ Ͼ 0. The triangle inequalities make the following inequalities true: where the first equality holds because as M is bounded, the inside ʈx − r ͓−k,k͔ ͑x͒ʈ 2 of the integral is bounded, and we can swap the order of the integral and the limit.
To have the last equality valid, we need Proof. Using theorem 1, the localizing property means that lim k→ϱ sup xM ʈr ͓−k,k͔ * ͑x͒ − xʈ = 0. From Theorem 5, the statement should follow.
