Australia's productivity performance is characterized by important differences across continuing firms, frequent entry of new firms, and substantial exit of firms which, for one reason or another, decide to cease production. These basic facts call into question the appropriateness of measuring productivity using an aggregate production function that is based upon a representative firm. This study relaxes the standard assumptions that industries are comprised of a set of homogeneous firms, the set of which are constant over time. Instead, we apply a semi-parametric production to continue production. The model controls for the relationship between productivity shocks and input choices and the inter-relationship between these and the decision to continue production. Using the Business Longitudinal Survey we estimate an improved set of production functions for twenty-five two-digit industries in Australia. We use these results to examine aggregate industry-level productivity performance. We use a new aggregation method in calculating these changes which allows us to separate productivity changes and output composition changes which sheds new light on industry-level productivity performance in Australia.
Introduction
Many studies of productivity focus on the average productivity performance of an industry or industries. While useful in understanding overall trends, such a focus generally hides a great deal of mixed results at the firm level. Some firms do very well in productivity terms while others falter. Some may even cease operation. Meanwhile new entrants put pressure on incumbent firms and those incumbents are themselves innovating and investing to stay ahead of their competitors. Some succeed in this effort while others fail.
Differing productivity performance across firms (firm heterogeneity) and firm entry and exit (dynamics) have received widespread and systematic substantiation in recent years via a number of international studies using large-scale longitudinal micro data sets, the availability of which is a fairly recent phenomenon (see review in Bartelsman and Doms (2000) ). These data have allowed researchers to use empirical frameworks which move away from the idea of a representative firm with a fixed percentage of industry output towards richer models which incorporate entry and exit and contraction and expansion of continuing firms. Rather than productivity increasing through the representative firm improving its efficiency, these frameworks admit a much wider range of possible sources of aggregate productivity growth such as exit of less productive firms and re-allocation of output from less productive to more productive firms. This paper makes two contributions to this growing literature. We apply to Australian firm-level panel data, for the first time, a production function estimation technique which accounts for much of the complexity of the microeconomic reality. The estimation technique allows for firm entry and exit and, in particular, we model firms' decisions to exit production in conjunction with their observed characteristics and unobserved productivity performance. Substantial firm heterogeneity and dynamics cast doubt on the accuracy of productivity estimates obtained from an aggregate production function based upon a representative firm. Our approach produces improved production function estimates at the industry level.
Our second contribution is to use these estimates to provide a richer characterization of industry-level aggregate productivity changes. We do this by highlighting a problem with the conventional measure of aggregate (industry) productivity change in firm-level productivity studies, namely, that it captures a mixture of productivity and market share changes, instead of solely the former.
We compute an indicator of industry productivity change that not only corrects for the aggregation problem with the conventional measure, but is also consistent with the growth-accounting definition of aggregate productivity growth. By looking at our proposed measure in conjunction with the standard measure we gain a deeper understanding of industry-level productivity growth in Australia.
In section two, we give a brief overview of the history of production function estimation using firm-level data. We provide a detailed review of the theoretical background and empirical methodology which we use, as this may not be familiar to our readers. We also briefly mention some of the extensions to our methodology. Section three describes and summarizes the data. Section four evaluates the estimation results. In section five, we present our method of constructing and aggregating firm-level MFP indices and our results regarding industry MFP trends based on these new estimates. The last section discusses the relationship between our results, recent productivity trends in Australia, and possible implications for policy.
Production Function Estimation
Historically, the standard approach to estimating production functions using firm level data was through ordinary least squares estimation of a Cobb-Douglas 1 production function using either a cross-section of firms or a set of pooled crosssectional data
where the variables are measured in logs and y, k, and l are output, capital, and labour. Such estimates suffer from omitted variable bias (often called simultaneity bias in the production literature) when u it contains productivity differences across firms (such as managerial quality or firm 'culture') which are correlated with capital and labour inputs. Such bias has been identified since at least Marschak and Andrews (1944) .
This unobserved firm productivity can be both contemporaneously and serially correlated with inputs. Contemporaneous correlation occurs if more productive firms hire more workers and invest in capital in response to higher 1 Alternately some flexible function like a translog may be used.
current and expected profitability. The problem is likely to be more acute for inputs such as labour that can be adjusted rapidly to current productivity realizations. If a firm's productivity is correlated over time, then input choices will be based on a serially correlated productivity term. OLS estimates will be biased upwards in a single input case, but the direction of the inconsistency is indeterminate in a multivariate setting. For example, in certain cases where labour and capital are positively correlated, but labour is more strongly correlated with the productivity term than capital, then the labour coefficient will tend to be overestimated, and the capital coefficient underestimated.
The standard solution is to treat unobserved productivity as constant over time and varying across firms. With a panel of firm-level data this allows for fixed-effects estimation of
where α i represents firm-specific productivity differences. Empirically, researchers using fixed effects continued to find unreasonably low capital coefficients and unreasonably high labour coefficients. Theoretically, the rigid assumption of fixed firm-specific effects is flawed. It rules out changing productivity during periods of policy and structural changes and furthermore, it rules out firms taking any action to change their own productivity performance. But casual observation strongly suggests that firms spend great money and effort to invest in managerial quality, firm culture, etc. This point has been made strongly by Muendler (2004a,b) . All of this suggests that productivity varies across firms and across time, invalidating the fixed-effects assumption.
Another estimation problem involves the fact that most industries are characterized by substantial amounts of firm entry and exit. 2 This is not random, but rather the result of conscious decision that expected profits are too low to justify continuation of business. If a firm's future returns are positively related to the size of its capital stock at any given current productivity level, then firms with greater capital stock are more likely to survive lower productivity realizations. The expectation of (unobserved) productivity conditional on the selected sample of surviving firms is thus decreasing in capital, violating our standard regression assumptions and leading to a negative selection bias in the capital coefficient. This problem is exacerbated in 'balanced' panel analysis which is the traditional way to avoid dealing with entry and exit.
The selection problem created by firm entry and exit has been recognized in the empirical literature at least sine Wedervang (1965) . Olley and Pakes (1996) developed an innovative methodology to address both simultaneity and selection problems, which is increasingly being applied in production function estimation. We will adopt this approach, which is underpinned by a dynamic and realistic model of firm behaviour that incorporates time-varying and firmspecific productivity differences and allows for endogenous firm exits.
Theoretical model
The centrepiece of the Olley and Pakes (1996) methodology (henceforth, OP method) is the expression of the unobserved productivity term in terms of observable firm data (specifically, investment demand), as derived from a behavioural framework which allows for correlation between firm productivity and input choices. Furthermore, changes in productivity over time can be proxied by changes in observable variables. This eliminates the need to assume that unobservable, firm-specific productivity realizations are time-invariant.
3
Theoretically, firms decide at each point in time, t, whether to continue or cease business on the basis of current productivity realizations (observable only to the firm, not to the econometrician), the sell-off value of its capital, current profits and expected future profits. Labour is fully flexible and productivity is assumed to evolve as a first-order Markov process, providing information to the firm which it uses to form expectations of future profits. All firms within an industry are assumed to face common factor prices and market structure.
Capital depreciates at rate δ and can be replaced by investment. Ericson and Pakes (1995) use the value function generated by this set-up to solve the firm's optimization problem and to generate an exit rule
and an investment function
3 The OP method draws upon theoretical work on firm behaviour from Ericson and Pakes (1995) and Hopenhayn and Rogerson (1993). based upon the firm's productivity, ω it , capital stock, k it and age.
Estimation methodology
Estimation using this theoretical framework proceeds in three stages.
Step 1 We specify a Cobb-Douglas production function 4 for each industry, with firms distinguished by Hicks-neutral efficiency differences
where y it is output (value added), k it is capital stock, l it is labour and age it is firm age. All variables are in log form except age. η is a mean zero variable which accounts for unanticipated productivity shocks and is assumed to be unrelated to the choice of inputs. Firm subscripts are omitted in subsequent equations for ease of presentation.
Labour is assumed to be the only variable input. Its demand is affected by the current value of ω t . Capital and age are fixed factors dependent only on the distribution of ω t conditional on information at time t-1 and past values of ω. From (4), the optimal investment level at each period is a function of the state variables (ω, k, and age). Provided that i t > 0, Pakes (1994) shows that equation (4) can be inverted to express the unobservable productivity shock ω as a function of the observable state variables and investment
Substituting (6) into (5), we have
where
Notice that the coefficients on capital and age in (5) can not be identified since both of these variables affect output and the investment decision. 5 It is through the latter that capital and age are correlated with productivity. The coefficient on labour can be identified in equation (7), a partially linear model which can be estimated using semi-parametric regression techniques. As in Olley and Pakes (1996) , we use a series estimator for the unknown function λ t . Our estimation objective, in this step, is to obtain a consistent estimate of β l . Andrews (1991) has shown that a partially linear model using series approximation of the nonlinear portion yields consistent and asymptotically normal estimates of the coefficients in the linear part of the model. This allows us to estimate β l without requiring identification of β k and β age .
Step 2 We estimate survival probabilities to correct for selection. These probabilities, together with the estimated β l and λ t from step 1 will enable the identification of β a and β k .
Consider the value of output one period forward, for firms which continue production, under the assumption that productivity evolves as a first-order Markov process
The first term will have non-zero mean, since both firm exit decisions and productivity at time t+1 are related to productivity at time t. ξ t+1 is the mean-zero innovation in productivity. 6 Recall that firms, but not the econometrician, observe their own productivity realization and then make their decision to continue operation or shut down. From equation (3), a firm makes this decision based upon whether its productivity at t+1 is above some threshold value ω * t . Information on ω * t can be obtained by evaluating the probability that a firm continues to produce in time t+1
The third line follows from the investment rule and the accumulation equations for capital and age. Survival probabilities can be estimated using a probit 6 ξ is the stochastic component of the first-order Markov process determining productivity.
model. We allow for flexibility in the index function by using a fourth-order polynomial in investment, age, and capital. This can be viewed as a nonparametric estimator of the index function.
Step 3 In order to estimate (9) we need to control for the selection effect which is a function of the exit decision and last period's productivity realization
We can combine the results of the first two steps to do this. From (11), we use our probit estimates, P t , to estimate the probability that χ t+1 = 1. From estimation of (7) and using (8), express
7 Combining these into (9) we have
where the unknown g is approximated by a fourth-order polynomial in P t , h t .
The composite error term, t+1 ≡ ξ t+1 +η t+1 , is uncorrelated with k t+1 , allowing for consistent estimation of the coefficient on capital. We estimate this by maximum likelihood since the model is non-linear in the parameters β k and β a .
We add year dummies to the basic specification to control for macro-economic effects common to all firms. We also introduce dummies to account for observations with zero investment. Theoretically, the model requires that investment be strictly positive (see equation (6)) to invert the investment function. In their empirical implementation, Olley and Pakes (1996) drop all observations with zero investment. Other authors have noted that in practice zero investment is often observed and that the methodology seems to work even when the theory is violated. (See, for example, Pavcnik (2002) .) In our application, dropping firm/year combinations with zero investment would lead us to drop over half of the observations. Therefore our approach will be to retain all the observations with zero investment but to introduced dummy variables (dummy variables for zero investment interacted with state inputs) to account for these observations, as in Blalock and Gertler (2004) . As a robustness check, we did estimate the model dropping all of the observations with zero investment and the resulting coefficient estimates are similar to those reported below. Standard errors are, of course, larger.
We report boostrapped standard errors (using 200 replications) for the age and capital coefficient estimates. The series estimator used for g(·) in equation
7 Note that b ht contains estimated b λ and unknown βa and β k .
(12) has no known limiting properties, although Olley and Pakes (1996) , who provide asymptotic results for the kernel estimator of g (·) , suggest that the series estimator should have the same properties as the kernel estimator, since the parameter estimates yielded by the two were not significantly different.
Following Levinsohn and Petrin (1999) we implemented specification tests to compare this procedure to OLS and fixed effects, both of which are nested in this model.
Extensions to the Methodology
While one group of papers use the OP methodology with little or no change (for example, Pavcnik (2002) and Blalock and Gertler (2004) ) several recent papers extend and enrich the basic OP methodology in response to either its practical or theoretical limitations. We briefly mention these to demonstrate the widespread popularity and applicability of this framework. Levinsohn and Petrin (1999) 
Data
We use data from the Business Longitudinal Survey (BLS) of the Australian Bureau of Statistics (ABS), Australia's only longitudinal data that tracks firm entry and exit. Four waves of data were collected from 1994-95 to 1997-98. The sample was drawn from the ABS Business Register, stratified on industry and employment size. The first wave sample of 9000 firms was post-stratified into two categories in the second year of the survey. The first category was firms which were identified as innovators, exporters, or those with high employment or sales growth. All firms in this first category, about 3400, continued to be surveyed. Of the remaining 5600 which formed the second category, about 2200
were selected for continuation in the survey. A random sample of new firms was selected and added to the the 1995-96 (wave two) survey. In subsequent years, all firms surveyed in the previous year were tracked and re-interviewed, exits
were recorded, and a sample of new births from each year was included.
We use the main unit record file (MURF) which comprises both large and small firms and is more representative of the business population than the publicly available confidentialised unit record file (CURF). 8 The CURF excludes firms with more than 200 employees or very large sales. The results reported here are with respect to the BLS MURF, and any subsequent mention of the BLS should be taken to refer to the MURF sample.
The BLS covers only non-agricultural market sectors, and excludes industries with heavy government involvement, such as health and education and communications services. We analyze 25 2-digit industries. 9 We exclude industries such as mining for lack of observations and financial services due to the difficulty of measuring output, as identified by Rogers (1998) .
Our "full sample" (unbalanced panel) is constructed using firms which appear in all four waves, by retaining firms that eventually exit until the year 8 The CURF is described in detail in Australian Bureau of Statistics (2000). 9 Although we know the 4-digit industry of each firm, communication from the ABS convinced us that there is too much noise in the data at the 4-digit level for reliable estimation.
prior to their exit, and by introducing new entrants as they appear. One issue especially important to us is the classification of 'truly' new entering and exiting firms. Will and Wilson (2001) document anomalies in the data on births and deaths, and derived criteria for identifying 'true' births and deaths. We have investigated this issue further, and decided to modify their 'true' birth rule but adopt their rule for removing 'illegitimate' deaths.
10 In short, true births are identified as firms coded as entrants that are aged less than 4 years, with total employment of less than 30 OR not more than median industry sales at survey entry. True deaths are defined as firms that exit the survey and record no change or a fall in employment, and a rise in capital stock of no more than 5 per cent, in the year prior to exit.
Entry and exit rates by industry are presented in Table 1 . We provide these as information about our sample, not as estimates of aggregate (nationallevel) entry and exit rates for these industries. 11 A comparison to unpublished, Australian Tax Office (ATO) business income tax data reveals higher entry rates than we find in the BLS. However, these include companies that have undergone restructuring, form new subsidiaries, or break up into several new firms, and identify themselves as 'commencing business'. Entry is certainly overstated in the ATO data, however it may be understated in the BLS. ATO exit rates are moderately lower than those registered in the BLS.
Looking at Table 1 , there has been modest entry and exit over a three year period, with rates varying across industries. The entry rate ranged from 4.1 per cent (machinery and equipment) to 22.7 per cent (food retailing), while the exit rate was between 6.9 per cent (metal product) and 22.8 per cent (sport and recreation). While both manufacturing and service sectors experience turnover, more services industries experience greater flux, in particular retail trade and accommodation, cafes and restaurants. These general patterns correspond to the international experience (see Bartelsman et al. (2004) ).
Variable definitions and their construction from the BLS are described in appendix 
Regression results
We estimate production functions for 25 industries at the 2-digit ANZSIC code level by ordinary least squares (OLS), fixed effects, (FE), and the OP methodology described in section 2.2 above. We further compare OLS and FE on the balanced and unbalanced panels. Detailed results by industry are reported in Table 2 . Table 3 summarizes the changes in the labour and capital coefficients that we are particularly interested in examining. These are, namely, the changes in coefficient estimates moving from OLS estimation on the balanced panel to OLS on the full sample to OP.
OLS: balanced and unbalanced panels
If restoring observations to a balanced panel to form an unbalanced panel alleviates the simultaneity and selection problems, we would expect the labour coefficient to fall and the capital coefficient to rise. Slightly half of the industries register the expected change in direction for both coefficients, consistent with the presence of selection and omitted variable biases as discussed in section 2 above. The proportion of industries yielding either a higher capital coefficient or a lower labour coefficient in the unbalanced panel is around 56 per cent.
Where the labour coefficient is lower, the decrease is usually less than 10 per cent. Where the capital coefficient is higher, the increase is usually between 2 and 38 per cent. These changes are smaller than those reported by Olley and Pakes (1996) . This is not surprising, however, as in their case moving from a balanced to an unbalanced panel increased their sample size by 189 per cent! Our sample size increases by only about one-sixth this amount.
Comparing OLS to OP method
Since OLS regression, even on a full sample, does not control for firm-specific differences in productivity, we would expect the OLS labour coefficient to remain biased upwards because of the correlation between observable input choices and unobservable productivity. Under the assumptions of section 2.1 above, our estimates using the OP methodology should correct for this bias. capital and MFP. Thus, it is unclear a priori which source of bias will dominate.
Our findings indicate a strong correlation between capital and productivity and, subsequently, that simultaneity bias dominates selection bias in most cases. This is perhaps not surprising given the fairly modest exit rates (an average of 12 per cent cumulative over three years) in the sample, which is from a period of steady expansion in the Australian economy.
Other observations on results
Our sample includes industries in both the manufacturing and services sectors.
We do not find systematic differences in output elasticities across industries on the basis of whether an industry is goods or services-based. One interesting note is that manufacturing industries have a greater propensity to register a higher coefficients. This is consistent with many studies which find that FE estimates usually disagree markedly with other estimators. Our study is further evidence that the assumption of a time-invariant, firm fixed effect is a poor one.
We include firm age as a control with no strong prior belief about its effect.
Older firms might have lower profitability or they might have higher profitability because of accumulated knowledge. For 92 per cent of the industries, age is insignificant. Dropping the age variable and re-estimating does not affect any of the substantive results.
OLS imposes an assumption that residuals from a firm over time are uncorrelated whereas FE imposes perfect correlation in the firm fixed effects over time.
Using a Wald test, we strongly reject both of these restrictions when tested against the OP model. The residuals are correlated, but in a time-varying manner, consistent with the assumptions underlying the OP methodology.
Comparison with other studies
As other studies do, we find that using OP reduces the coefficient on labour which is suggestive of simultaneity (omitted variable) bias in the OLS estimates.
We find that capital is generally over-estimated in the OLS regressions consistent with simultaneity bias being more important than selection bias from firm exit. This is not surprising given our sample from a period of general expansion in the Australian economy with only modest exit rates. Olley and Pakes (1996) , Pavcnik (2002) , and Levinsohn and Petrin (1999) all find smaller labour coefficients when correcting for simultaneity. They find larger capital coefficients for manufacturing industries, however they generally have larger proportional increases in sample size when correcting for sample selection than in our study. Levinsohn and Petrin (2003) observe large drops in coefficient values when using fixed effects and we concur with their conclusion that this highlights the inappropriateness, for this economic problem, of the assumptions underlying the fixed effects model.
Multi-factor productivity results

Construction and Aggregation
We construct firm-level multi-factor productivity (MFP) as the exponential of the residual from the production function regression, or in other words, the residual output after accounting for the contribution of the combined inputs (as in Olley and Pakes (1996) and Levinsohn and Petrin (1999) ).
Aggregate productivity at a point in time, P t , in any sector can be represented as a weighted share of firm-level MFP at that time period, P it . Firms' shares of industry output are usually used as weights in MFP analysis, while employment shares are typically used in weighting labour productivity. Thus,
where θ it is firm i's share of industry value added at time t. Aggregate productivity growth between periods 0 and 1 is conventionally computed as
Fox (2004) pointed out that the formulation above suffers from a fundamental aggregation problem in that it fails to satisfy the basic property of monotonicity.
Even if all firms increase productivity, aggregate productivity can fall. The reason is that the output shares are not held constant in going between periods 0 and 1, and hence quantity changes are confounded with share movements. If this measure is interpreted as 'pure' productivity change, which most studies do, analysis is potentially misleading.
The problem with the conventional formulation in measuring MFP change and share change is also substantiated in Petrin and Levinsohn (2005) 
To demonstrate the interpretation problem associated with the use of ΔP A 0,1 from equation (15), Fox (2004) further defined an aggregate share-change indicator in a similar vein to the aggregate Bennet productivity-change indicator in
and noted that
From equation (18) it is clear that interpreting ΔP A 0,1 as a pure productivity change is flawed in that it erroneously conflates productivity and share changes.
Analysis of trends in multi-factor productivity
This section examines how aggregate MFP has changed over the four years covered by the BLS data across industries. To verify the impact of aggregation method on the results, we first compile aggregate MFP based upon the conventional method of equation (15), weighting each year's firm-level MFP by firms' output shares in that year. We call this "MFP-A" in what follows. The majority of previous studies have used this aggregation. We compare this with industry MFP aggregated using the Bennet indicator in equation (16), that is, weighting each year's firm-level MFP by the arithmetic mean of firms' output shares between two periods. We subsequently refer to this as "MFP-B".
Recall from equation (18) that ΔP A 0,1 will reflect the sum of productivity and share changes. Note that the share-change indicator of equation (17) is not without productivity connotations, since share changes are weighted by the productivity level of each firm averaged over the base and end periods. If firms that are more productive on average gain greater market shares, then we expect the share change term to be more strongly positive. In that case, ΔP A 0,1 will be greater than ΔP B 0,1 , which measures productivity change only. Interpreted in this light, researchers should be interested in both measures. MFP-B provides "pure productivity" changes and MFP-A provides insight into the combination of market share reallocation and productivity changes. Table 4 shows industry average productivity changes using our two methods between 1994-95 and 1997-98. Two patterns can be discerned In the case of pattern (1), the use of either MFP change measure gives the same qualitative finding: that there is robust evidence of MFP growth or decline in the industries concerned. Pattern (2) highlights the importance of exercising caution in interpreting aggregate productivity changes. Previous studies have interpreted MFP-A changes as pure productivity changes and concluded that productivity is increasing for the average firm in these industries. This is misleading in the case of a positive change in MFP-A combined with a negative one for MFP-B. MFP-A is simultaneously changing the definition of average as it changes productivity. Pattern (2) indicates that output reallocation has resulted in the average productivity-weighted firm gaining market shares between periods 1 and 0 such that the positive share change outweighs the negative 'pure' MFP change.
In general, there is a difference in the magnitudes of aggregate MFP change using the alternative aggregation methods even if the changes move in the same direction. Often, the rise in MFP-A is greater and the decline in MFP-A is smaller than the change in MFP-B. This tendency, combined with the 2nd pattern noted above, indicates that the share change portion of the change in MFP-A is almost always positive. In other words, the allocation of activities and resources is changing in favor of firms with higher average productivity level.
There is a further point to note from Table 4 A. This suggests that shifts in market share towards more productive firms seems to be particularly strong in manufacturing industries.
In a world of homogenous firms with no output and resource reallocation MFP-A and MFP-B would be equal. The fact that they are so different from one another highlights the importance of exercising care in interpreting MFP-A measures. If the focus is on 'pure productivity' changes, then MFP-B provides a better measure. These large differences are also a function of firm heterogeneity which takes us back to the importance of our estimation approach which specifically accounts for firm-level differences.
Comparison with other productivity studies
The overall picture of the Australian economy which emerges from looking at MFP growth on the basis of our firm-level estimates is consistent with that found by other researchers, namely, that manufacturing industries are the poor performers and that the service industries have dramatically improved produc-tivity over this period. Our results support the conclusion that the service industries have been the major contributor to Australian productivity growth in the 1990s.
Looking more closely, there are some important differences between our findings and those of others. The Productivity Commission (PC) has compiled MFP estimates at the divisional industry level and for eight manufacturing sub-industries at the 2 or 3-digit ANZSIC level, based on unpublished data provided by the ABS.
12 These estimates for the manufacturing sector as a whole (see appendix Table A3 ) show positive MFP growth between 1994-95 and 1997-98 . This is in quite striking contrast to our estimates (MFP-B) based upon firm-level data where we find that 7 of 9 manufacturing industries record negative productivity changes. 13 Our results do agree with those of the PC about the rapid productivity growth in the food, beverage and tobacco industry.
14 PC finds, as we do, that MFP growth in services is generally higher than in manufacturing. PC estimates of MFP changes among services industries are all positive, except for accommodation, cafes and restaurants and cultural and recreational services. We find productivity declines in the former, but increases in cultural and recreational services. While PC reports that the wholesale trade sector has the highest annual MFP growth, wholesale trade sub-sectors in our study display predominantly negative MFP changes. Only the personal and household good wholesaling subdivision records positive MFP growth.
Productivity in the construction and retail trade sectors in our study move primarily in the same, positive direction as the divisional level MFP growth calculated by the PC. All retail subdivisions show MFP gains in our study. PC does not include the property and business services sector in their study, areas where we find large productivity increases.
15
12 The ABS releases productivity estimates only at the 1-digit level. The eight manufacturing sub-industries of the PC do not correspond exactly with the eight 2-digit ANZSIC subdivisions which we use, because PC researchers retained some categories from the earlier ASIC (Australian Standard Industry Classification) classification, such as activities with a high level of government support. For more detail, see Appendix A of Gretton and Fisher (1997) .
13 Users of the PC data appear to interpret these numbers as 'pure' productivity changes so we compare them to our MFP-B figures. Alternatively, one could compare them to MFP-A.
14 This industry has grown rapidly over the last two decades to become the largest subdivision (in terms of value added) within the manufacturing sector. Much of this growth is due to success in exports, including wine exports, as domestic demand is not increasing much faster than population growth-see Revesz et al. (2004) . MFP gains in this industry may be linked to its export orientation.
15 Parham (2004) posits that any productivity acceleration in the property and business Revesz et al. (2004) . This matches the productivity decreases which we find for the metal product industry, where a disproportionately large share of the value added in our sample was from the iron and steel sub-group.
In the case of the petroleum, coal, chemical and associated product and machinery and equipment industries, Revesz et al. (2004) highlighted substantial output and MFP acceleration in several 3-digit 'star' groups, such as pharmaceuticals, motor vehicles, medical and scientific equipment and electronic equipment manufacturing. We find that the strong performance among these groups does not translate into MFP gains for the broader 2-digit industries to which they belong. A likely reason is that the mix of firms in these 2-digit industries are such that any MFP gains made by firms in the 'star' 3-digit industry groups are more than offset by MFP reductions of firms in other groups, such as other transport equipment, and production and machinery equipment machinery, both of which contracted in the 1990s.
Some of these differences in aggregate MFP growth findings may come from technique-the PC, for example, uses the growth accounting technique, where MFP is computed as the ratio of output (value added) to a Törnqvist index of combined labour and capital inputs, relying on the assumptions of constant returns to scale and perfect competition in factor markets. The BLS is a fairly small sample, accounting for only about 5 per cent of total industry value added. For some industries, it may not be sufficiently representative to estimate industry-level productivity change. However, as noted above, the overall productivity trends appear to be robust to these issues.
services industries could be linked to a rise in information and communication technology (ICT) related research and development activities and increased use of ICT.
Summary and conclusions
This paper approaches the analysis of Australia's productivity performance from the perspective that aggregate productivity is a result of substantial heterogeneity amongst firms and entry and exit at the firm level. This reality calls into question the appropriateness of measuring productivity with an aggregate production function based upon a representative firm. We apply, for the first time to Australian data, the technique developed by Olley and Pakes (1996) , based upon more realistic assumptions about firm behavior, to arrive at more accurate production function estimates. Our results support the view that the OP method improves productivity estimates. Lower coefficients on labor support the hypothesis that standard estimates suffer from simultaneity between firms' labour input choices and productivity. We also find evidence of simultaneity bias between firms' capital usage and productivity. Statistical tests reject standard OLS and fixed effects techniques in favor of the method we employ.
Using these improved production function estimates, we apply a Bennet (1920) type indicator, following a suggestion by Fox (2004) , to accurately separate the portion of aggregate productivity change that can be labeled as "pure" productivity change from that resulting from re-allocation of output to more productive firms. Our results show that both effects are important in explaining Australia's productivity growth in the 1990s. The re-allocation effect was almost always positive whereas "pure" productivity change is mixed across industries. Our results highlight the importance of carefully interpreting productivity changes correctly with respect to the chosen method of aggregation.
Although we use a sample that is not representative of the Australian economy, we do find, as others before us, that service industries led the way in Australia's productivity revival in the 1990s.
Australia experienced a productivity surge in the 1990s, which underpinned its strong output growth. Parham (2002a) Recognizing that aggregate productivity increase is the net outcome of firm diversity and constant flux from firm entry and exit, policies aimed at enhancing aggregate productivity and economic growth will have to take into account the process through which growth is generated at the level of individual firms.
For instance, policies that raise the costs of entry or discourage exit may keep inefficient firms in the market and lower average productivity. 
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