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ABSTRACT
Policy-based access control aims to decouple access control
rules from the application they constrain by expressing these
rules in declarative access control policies. Performance of
policy-based access control is of growing importance, but
concurrent and distributed policy evaluation has received
little research attention and current policy evaluation en-
gines are still single-machine and fully sequential to the best
of our knowledge. We believe that concurrent policy evalu-
ation is necessary to meet the performance and scalability
requirements of next-generation internet applications and
aid the maturation of policy-based access control. There-
fore, this paper presents an initial exploration of concurrent
policy evaluation. We illustrate the performance of current
policy evaluation engines, model the performance of policy
evaluation in terms of the characteristics of a policy, list
opportunities for concurrency, describe the need for concur-
rency control and specifically show how concurrency can be
used to improve throughput based on our prototype.
Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distri-
buted Systems—Distributed Applications; D.4.6 [Security
and Protection]: Access controls
General Terms
Security, Performance
Keywords
Access control, access control policies, performance, concur-
rency
1. INTRODUCTION
Access control is an important part of application-level se-
curity that limits the actions which a user can perform in an
application. For reasons of separation of concerns, modular-
ity and flexibility, access control rules are decoupled from the
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application they constrain and are expressed in declarative
access control policies, to be evaluated by specialized mid-
dleware. Such policy-based access control aims to provide
manageable application configuration to domain experts and
can therefore become an important enabler for future inter-
net applications such as Software-as-a-Service applications.
Access control should be enforced on every request to the
application and the access control policies are therefore eval-
uated for every request as well. As a result, policy evalua-
tion should be efficient, i.e., policy evaluation should provide
low latency and high throughput. Recent work has there-
fore focused on performance of policy-based access control,
amongst others by optimizing the internal policy represen-
tation (e.g., [12, 13]), focusing on attribute retrieval (e.g.,
[8, 6]) and introducing caching (e.g., [15]).
However, concurrent and distributed policy evaluation have
received little attention in literature and current policy eval-
uation engines (e.g., SunXACML [4] and PicketBox XACML
[3]) are still single-machine and fully sequential. While other
performance techniques can push the boundaries of such
policy evaluation engines, concurrency and distribution will
eventually be needed to achieve the necessary performance
and scalability for next-generation internet applications: in-
terleaved policy evaluation could increase throughput of single-
node policy evaluation and distribution could allow engines
to scale out horizontally. Therefore, we believe that con-
currency and distribution are essential techniques for the
maturation of policy-based access control.
In this paper, we present an initial exploration of concur-
rent policy evaluation. We first illustrate the performance
of current policy evaluation engines with measurements on
SunXACML and show that these do not meet the needs of
future internet applications. We then build a performance
model for policy evaluation, i.e., a model for the latency and
throughput of policy evaluation in terms of the characteris-
tics of a policy, and describe opportunities for concurrency
and the need for concurrency control. Finally, we specifi-
cally show how concurrency can improve throughput on a
single machine based on this model and our prototype.
The rest of this paper is structured as follows. Section 2
gives the context and motivation of this paper. Section 3
builds a performance model for policy evaluation and de-
scribes opportunities and challenges for concurrency. Sec-
tion 4 shows how concurrency can improve throughput on
a single machine based on our prototype. Section 5 lists re-
lated work and Section 6 concludes this paper.
Request Nb rules Nb attr. Total evaluation time Attribute fetch time Processing time Throughput
#1 3 4 5.44 ms 2.52 ms (46%) 2.93 ms (54%) 183 req/sec
#2 4 7 7.23 ms 4.19 ms (58%) 3.04 ms (42%) 138 req/sec
#3 6 10 8.89 ms 5.68 ms (64%) 3.21 ms (36%) 112 req/sec
#4 7 13 10.95 ms 7.50 ms (68%) 3.45 ms (32%) 91 req/sec
Table 1: Detailed overview of the measurements of Section 2.3.
2. MOTIVATION
This section motivates the need for concurrency in policy-
based access control. We give an overview of policy-based
access control as context to this work, zoom in on its perfor-
mance requirements and illustrate the performance of cur-
rent policy evaluation engines based on SunXACML.
2.1 Policy-based access control
Access control is an important part of application-level
security that limits the actions (e.g., read, write) which a
subject (e.g., an end-user) can perform on an object in the
system (e.g., a file). Originally, access control was tightly
coupled with the application code, making it hard to main-
tain and providing low modifiability. Currently, the access
control rules are separated from the mechanisms that en-
force them and can be externalized from the application they
constrain into modular, declarative access control policies.
These policies are evaluated at run-time by a specialized
middleware component referred to as the policy evaluation
engine. Policy-based access control can become an impor-
tant enabler for future internet applications, amongst others
by providing modular and scalable access control manage-
ment to domain experts.
Multiple models have been proposed for expressing access
control policies. The recent Attribute-Based Access Control
(ABAC, [11]) generalizes previous access control models and
expresses policies in terms of general key-value properties
called attributes of the subject (e.g., the subject id, user-
name or roles), the object (e.g., the object id, location or
content) and the environment (e.g., the time, physical lo-
cation or usage context). Attributes provide increased ex-
pressivity with regard to previous models and offer a unit
of data transport between the different components or par-
ties involved in access control. For both reasons, this work
builds upon ABAC.
2.2 Performance in policy-based access con-
trol
Current applications pose challenging performance require-
ments. For example, applications such as Amazon.com are
highly sensitive to latency increases on their page loads [1].
In addition, paradigms such as Software-as-a-Service are
aimed at being used by large numbers of customer organi-
zations and users, thereby also requiring large throughput.
Moreover, the number of requests per second is not homo-
geneous because of events such as Christmas shopping in
the domain of e-commerce or calamities in the domain of e-
health. As a result, these applications are designed to scale
out for increased request rates. Towards the future, these
performance requirements can only be expected to grow.
Access control policies should be enforced on every re-
quest to the application. Moreover, a single request to the
Figure 1: Policy evaluation time in terms of the
number of required attributes. Lower is better.
application can internally be handled by multiple services
or components which each can be constrained by their own
policies and a single request to the application can thus lead
to multiple policy evaluations. Therefore, evaluating the
access control policies directly affects the end-user perfor-
mance and as a result, access control should provide similar
performance and scalability properties as the application,
i.e., its latency should be low, its throughput should be high
and it should be able to scale out with the application itself.
2.3 Illustration: Measurements
To illustrate the performance of current policy evaluation
engines, we measured the evaluation of a realistic policy from
an e-health case study. The application in the case study is
a home patient monitoring system provided to hospitals as a
Software-as-a-Service application. The policy (available on-
line1) bundles 19 rules, which for example state that physi-
cians can only access data of patients whom they are cur-
rently treating. These 19 rules in total employ 30 different
attributes, leading to a policy of modest size. For the tests,
we used an optimized version of SunXACML (also avail-
able on-line1) deployed on a virtual node with 2GB RAM
and a dual-core CPU, simulating commodity hardware. The
attributes are stored in a MySQL database deployed on an-
other similar node. Both nodes are connected using a local,
sufficiently overdimensioned virtualized network.
In the tests, we measured the evaluation time (as an ap-
proximation to latency without any queuing) and through-
put of the evaluation of the policy from the case study.
While the policy bundles 19 rules and employs 30 differ-
ent attributes, not all rules apply to every request and not
all attributes are needed for every request. More precisely,
the number of rules involved in a single request ranges from
3 to 7 (with a mean of 4.79) and the number of attributes
1http://people.cs.kuleuven.be/˜maarten.decat/mw4ng13/
ranges from 4 to 13 (with a mean of 7.65). Therefore, we
took measurements for four requests that cover these ranges.
Each test is repeated 100,000 times and we report average
values. Nothing is cached by the policy evaluation engine.
Table 1 shows the results of the tests. The table lists the
total evaluation time, the portion of this spent on fetching
attributes, the portion of this spent on processing the rules
and the resulting throughput. Figure 1 illustrates the eval-
uation times in terms of the required number of attributes.
As shown, the total evaluation time grows linearly, but the
relative overhead of fetching the attributes grows for larger
policies and eventually makes up the largest part of the eval-
uation time. The absolute numbers show that the evaluation
time is modest, yet the resulting throughput is not sufficient
to handle the (peak) load for current SaaS applications.
Concurrency and distribution can be employed to improve
performance of policy evaluation. The goal of this paper is
to provide an initial exploration of concurrent policy eval-
uation. In the next section, we build a performance model
of policy evaluation, list opportunities for concurrency and
show the need for concurrency control because of attribute
updates. Afterward, we specifically show how to increase
throughput on a single machine using concurrency by lever-
aging on the large portion of evaluation time spent on fetch-
ing attributes.
3. PERFORMANCE MODEL
In this section, we build a performance model for pol-
icy evaluation. This model expresses the performance char-
acteristics (i.e., evaluation time and throughput) of policy
evaluation in terms of the characteristics of a policy (e.g.,
the number of required attributes). In the end, the resulting
performance model should allow us to reason about concur-
rency. To derive this performance model, we first clearly
define how a policy is evaluated.
3.1 Policy evaluation
As said, we start by clearly defining how a policy is evalu-
ated. For this, we build on the structure of an access control
policy as well as its evaluation infrastructure, based on the
core features of XACML and the XACML reference archi-
tecture for policy-based access control infrastructures [2].
Policy structure. In general, a policy states whether a
certain request is permitted or not. Optionally, a policy
specifies obligations that should be fulfilled in conjunction
with enforcing the decision, such as writing a log, sending
an e-mail or updating an attribute. The latter can amongst
others be used to enforce dynamic separation of duty using
object or subject histories. Similarly to XACML, we struc-
ture a policy as a tree consisting of composed policies as in-
ternal nodes and atomic policies as leafs (Listing 1 provides
an example policy). Each policy in this tree states to which
requests it applies by means of a target. In addition, atomic
policies specify an effect (Permit or Deny), a condition for
this to hold and a set of obligations to be fulfilled. Both the
target and the condition are attribute-based expressions (see
Listing 1). Composed policies combine the results of several
other policies, either atomic policies or other composed poli-
cies, using a policy combination algorithm such as Permit-
Overrides, DenyOverrides and FirstApplicable. Composed
policies can specify their own obligations and also forward
the obligations of the sub-policy that determined the com-
Listing 1: Example of a composite policy containing
an atomic policy using a JSON-like format.
{ target: All ,
algorithm: FirstApplicable ,
obligations: [],
subpolicies: [ {
target: subject.role == ‘physician ’,
effect: Permit ,
condition: object.id in
subject.treating ,
obligations: [
subject.history.add(object.id) ]
}, { ... } ]
}
bined result. Obligations are only fulfilled after the top pol-
icy has been evaluated.
Policy evaluation infrastructure. For the policy evalua-
tion infrastructure, this work takes on the XACML reference
architecture. In this reference architecture (see Fig. 2), the
application requests an access control decision from the Pol-
icy Decision Point using the integrated Policy Enforcement
Point (e.g., an API or a reference monitor). The Policy Deci-
sion Point then evaluates the applicable policies loaded from
the Policy Administration Point, thereby fetching required
attributes from one or more Policy Information Points (e.g.,
a database). Because we focus on the run-time behavior of
policy evaluation, we assume that all policies fit in mem-
ory (which holds for all policies we have witnessed in our
research projects) and have been loaded before a decision
request arrives. We also assume attributes to be fetched
only at the moment they are required (because the required
attributes depend on the values of former attributes and
it is thus impossible to determine the set of required at-
tributes up-front). Moreover, we assume attribute values to
be cached during policy evaluation for a single request (in
order to avoid unnecessary attribute fetches), but not across
multiple requests (in order to avoid freshness issues). After
evaluating the policy, the Policy Decision Point fulfills pos-
sible obligations using the Obligation Service and returns
its decision to the Policy Enforcement Point, which enforces
it. Note that in the original reference architecture, the PEP
fulfills the obligations. We deviate from this in order to cen-
tralize communication with Policy Information Points at the
Policy Decision Point.
Resulting policy evaluation behavior. As a result of the
previous, a policy evaluation behaves as follows: A policy
evaluation is triggered by a decision request from a Policy
Figure 2: This work builds upon the XACML ref-
erence architecture for policy-based access control
infrastructures.
For all required attributes
For all attribute updates in obligations
Policy
Information
Point
Policy
Decision
Point
Policy
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decision
updateAttr(name, value)
getAttr(name)
canAccess(s.id,o.id,a.id)
Figure 3: Evaluation of a policy by a Policy Decision
Point as a black box; s is subject, o is object, a is
action.
Enforcement Point. The Policy Decision Point then starts
evaluating the policies loaded from the Policy Administra-
tion Point. Internally, a policy is evaluated by first evaluat-
ing its target, then evaluating its condition or its sub-policies
if it is applicable and finally returning the result. Attributes
are fetched during evaluation. Sub-policies of a composed
policy are evaluated in the given order; as a consequence, the
policy tree is evaluated depth-first. In the end, the Policy
Decision Point fulfills the necessary obligations and returns
its decision. Figure 3 shows this behavior as a black box. As
shown, we focus on attribute updates as obligations, since
only these directly influence concurrency.
3.2 Resulting performance model
From the policy evaluation behavior, we can now build a
performance model, i.e., a model for the latency and through-
put of policy evaluation in terms of the characteristics of a
policy. We here describe the model for serial policy evalua-
tion; the next section extends it with concurrency.
We start from an atomic policy and gradually expand to
general policy trees. Let us define the duration of the eval-
uation of an atomic policy as DAtom. An atomic policy
consists of a target and a condition, therefore:
DAtom(p) = DT (p.target) + DC(p.condition)
Both the target and the condition are attribute-based ex-
pressions. Evaluating an expression requires fetching its re-
quired attributes ai and processing the expression itself:
DE(e) =
∑
dA(ai) + dp(e)
Thus, taking in account that the condition is only evalu-
ated if the policy applies:
DT (t) = DE(t)
DC(c) =
{
DE(c) if applicable
0 if not applicable
As mentioned in the previous section, we assume attributes
to be fetched at the time they are needed. The first time
they are required, they are fetched directly from the Pol-
icy Information Point with duration dA,PIP , otherwise they
are fetched from a cache with duration dA,Cache. It can be
assumed that dA,Cache  dA,PIP . Thus:
dA(a) =
{
dA,PIP if a not in cache
dA,Cache if a in cache
A composed policy consists of a target, a list of sub-
policies pi (atomic or composed policies) and a policy com-
bination algorithm. The sub-policies are evaluated only if
the policy applies. The duration of combining the results
of the sub-policies dComb can be assumed to be very small.
The evaluation time of a composed policy is thus:
DComp(p) ={
DT (p.target) +
∑
D(pi) + dComb if applicable
DT (p.target) if not applicable
Finally, the evaluation time of a certain policy p is:
D(p) =
{
DAtom(p) if atomic policy
DComp(p) if composed policy
Since we are focusing on serial policy evaluation, the eval-
uation time of a single policy evaluation directly determines
the throughput T of the Policy Decision Point. When only
regarding the same request on the same policy:
T (p) =
1
D(p)
As a summary, this performance model expects the eval-
uation time to grow linearly and the throughput to decrease
inversely with the number of required attributes and the
number of sub-policies involved. Table 1 and Figure 1 con-
form to this model.
3.3 Opportunities and challenges for concur-
rency and distribution
To increase the performance of policy evaluation, con-
currency and distribution can be introduced. For example,
throughput on a single node can be improved by interleaving
policy processing for other requests in the time spent fetch-
ing attributes. Similarly, evaluation time can be improved
by interleaving processing of different parts of the same pol-
icy (e.g., branches of the policy tree) for a single request.
Additionally, these techniques can be used to further dis-
tribute policy evaluation over multiple nodes and allow the
policy evaluation engine to scale out horizontally.
However, concurrency in policy evaluation also poses some
challenges. For example, policies do not only read attributes,
but also write attributes using obligations, amongst others
to enforce dynamic separation of duty using object or sub-
ject histories. Another challenge for concurrency is that at-
tribute values are cached during the policy evaluation for a
single request, as mentioned in Section 3.1. Next to optimiz-
ing performance, this also makes sure that a policy sees the
same value of the same attribute if requested multiple times,
even in the presence of out-of-band attribute updates, e.g.,
by an administrator. Even in the presence of these chal-
lenges, concurrent policy evaluation should be equivalent to
serial execution in order to avoid introducing security holes
and policy evaluation requires a form of concurrency control.
Policy evaluation does provide the opportunity to simplify
this concurrency control with respect to general transactions
by leveraging on the domain-specific evaluation model spec-
ified in Section 3.1 in which all attribute updates are only
executed after the last read.
4. INCREASING THROUGHPUT USING
CONCURRENCY
The previous section built a performance model for serial
policy evaluation and listed opportunities and challenges for
introducing concurrency. In this section, we elaborate on
one of these by trying to increase throughput of a single-
node policy evaluation engine using concurrency. We first
extend the performance model of the previous section and
then show the practical impact based on our prototype.
4.1 Performance model
In order to increase throughput of a single-node policy
evaluation engine, we will leverage on the time spent in at-
tribute fetch (a large portion of the complete evaluation
time, as shown in in Figure 1) to process the policy for
other requests. More precisely, we will switch between pol-
icy evaluations for different requests every time an attribute
is fetched from or updated in a Policy Information Point
(fetching an attribute from the cache is presumed to entail
very small latencies). Figure 4 shows the resulting inter-
leaved policy evaluation for three requests on a single CPU.
Because a single CPU only allows to process a single policy
at each moment in time, concurrency introduces wait time in
two cases: (i) when an attribute fetch or update returns, but
another request is being processed (dWait,Attr) and (ii) when
a new decision request arrives, but another request is being
processed (dWait,Init). As a result, the evaluation time of
Section 3.2 has to be adapted on two places:
dA(a) =
{
dA,PIP + dWait,Attr if not in cache
dA,Cache if in cache
and:
D(p) =
{
dWait,Init + DAtom(p) if atomic policy
dWait,Init + DComp(p) if composed policy
The values of dWait,Attr and dWait,Init are stochastic and
can be modeled using principles from the domain of perfor-
mance modeling and queuing theory [9]. In terms of queuing
theory, this concurrent Policy Decision Point will behave as
an open queue with m parallel servers (m being the number
of CPUs; m = 1 in Figure 4) and a feedback loop (because
the same policy evaluation contends for the CPU again af-
ter fetching an attribute). Without going into details here,
Figure 4: Interleaved policy evaluation for three re-
quests on a single CPU. P is Processing, AF is At-
tribute Fetch, W is Wait. A time line starts when
a new decision request arrives and ends when the
decision is returned.
dWait,Attr and dWait,Init can be expected to grow with in-
creasing system load. As a result, introducing concurrency
can be expected to increase the average evaluation time. On
the other hand, concurrently interleaving policy evaluation
should increase the throughput. More precisely, we expect
the throughput to increase with the number of threads, but
with diminishing returns up to an asymptote. Again we re-
fer to [9] for the details, we evaluate the effect on throughput
in practice in the next section.
4.2 Prototype evaluation
Following the theoretical model, we evaluated the practi-
cal impact of introducing concurrency on throughput based
on a prototype. The prototype extends SunXACML to the
concurrency model of Section 4.1, i.e., each policy evaluation
is run in a separate thread and threads are switched during
attribute fetch. We tested the policies of Table 1 (i.e., re-
quiring 4, 7, 10 and 13 attributes) with 1, 2, 4, 8, 16 and 32
threads. The tests were run on two machines, similarly to
the tests of Section 2.3. The tests first queue 100,000 pol-
icy evaluation requests and measure the average evaluation
time afterward. This approach does not introduce policy
conflicts and does not incorporate dWait,Init as described in
the previous section, but does make the tests independent
of a particular load model.
Figure 5 summarizes the results of the tests (the full set
of measurements is available on-line1). The measurements
with 1 thread equal those of Table 1. Increasing the number
of concurrent threads significantly improves throughput, but
at the cost of higher evaluation times. For example, going
from 1 to 4 threads increases throughput with an average
factor of 2.81, but also evaluation time with an average fac-
tor of 1.42. A possible explanation is the increase in the
average time to fetch a single attribute (e.g., from 0.59ms
to 5.38ms when going from 1 to 32 threads). Our tests are
not conclusive whether this is due to thread contention or
whether the database is the bottleneck. Future work will
show if more suitable scheduling or database scaling can im-
prove latencies. The measurements fit the characteristics
of a closed queue for increasing load, the queuing model
that represents our test set-up. The measurements with 32
threads show the system in overload.
In summary, these results show that concurrency is an
interesting track for future research to improve performance
of policy-based access control.
5. RELATEDWORK
This work fits in a growing collection of work on perfor-
mance for policy-based access control. Specifically about
concurrency and distribution, the most relevant work is that
of Dhankhar et al. [7]. They describe distributed XACML
evaluation by a tree of Policy Decision Points and also ad-
dress the need for concurrency control because of attribute
updates using two-phase locking. Our work investigates con-
currency in policy evaluation more generally and tries to im-
prove performance, while their approach leads to latencies
in the seconds. Also closely related is the work of Janicke
et al. [10]. They describe a theoretical model for concurrent
policy evaluation on which this work builds.
Other authors have explored other performance tactics.
For example, both Liu et al. [12] and Pina Ros et al. [13]
focus on efficient XACML evaluation by optimizing its rep-
resentation. These approaches are able to lower the process-
Figure 5: Throughput and evaluation time of concurrent evaluation of the policies of Table 1 with 1, 2, 4, 8,
16 and 32 threads. As shown, concurrency can significantly improve throughput, but at the cost of higher
evaluation time.
ing time of a XACML policy (see Figure 1) and our work
complements this by putting the time otherwise spent on
fetchging attributes to use. Other possible tactics are (i) in-
troducing caching as explored by Wei et al. [15] and (ii) op-
timizing attribute fetch, an idea first posed by by Brucker
and Petritsch [5] and further explored by Gheorghe et al. [8]
and Decat et al. [6]. Finally, an important building block
for this paper was the work by Turkmen et al. [14], who
presented one of the first extensive performance evaluations
of XACML evaluation engines.
6. CONCLUSION
In this paper, we explored concurrent policy evaluation
for improving performance of policy-based access control.
We started from the observation that current policy evalu-
ation engines do not provide the necessary performance for
future internet applications, built a performance model for
policy evaluations and specifically showed how concurrency
can be used to improve throughput. Our prototype evalua-
tion shows that concurrency definitely is an interesting tactic
to improve the performance of policy-based access control.
We plan to refine this work, amongst others by explor-
ing different scheduling algorithms and investigating other
applications of concurrency in this domain, e.g., improving
evaluation time by concurrently evaluating multiple parts
of a single policy or allowing policy engines to scale out
horizontally by distributing policy evaluation. While other
performance techniques complement this work, we are con-
vinced that concurrent policy evaluation is a necessary tech-
nique for the maturation of policy-based access control.
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