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RESUMEN Se exponen el contexto histórico y las condiciones en que se ha configura-
do lo que podría caracterizarse como una verdadera "cacería de factores de riesgo" en la
epidemiología contemporánea. Entre otros problemas, se ha extendido la práctica de
encarar el problema de la determinación o identificación de factores de riesgo a través
de un ritual estadístico que roza la caricatura y, lo más importante, que la mayor parte
de las veces no conduce a conseguir el objetivo de la investigación, ni a obtener nuevos
conocimientos. El trabajo caracteriza dicho ritual y examina críticamente sus pasos. Se
realiza una detallada discusión de la endeblez metodológica de tal procedimiento y se
ilustra profusamente su empleo.
PALABRAS CLAVE Factores de Riesgo; Regresión Logística; Regresión paso a paso;
Predicción; Factores de Confusión.  
ABSTRACT What could be labeled as "risk factors hunt" has been taken place along the
last years in epidemiological research. The historical context and conditions under which
it has been developed are sketched on outline. Among other problems, a tangible tendency
to face risk factors identification using a statistical ceremony has been taken place. It is
pretty close to a caricature that, most of the time, is clearly deceptive, since does not lead
us to achieve the research aims: to obtain new knowledge or a better understanding of
health processes. Such a ritual is characterized and its steps are critically examined. An
exhaustive discussion of their methodological fragility is exposed and its employment is
thoroughly illustrated. 
KEY WORDS Risk Factors; Logistic Regression; Stepwise Regression; Prediction;
Confounders.
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INTRODUCCIÓN
Por lo general, la investigación epide-
miológica se emprende, bien con el fin de descri-
bir una realidad o proceso –es decir, para carac-
terizar en relativamente pocos trazos cómo es
dicha realidad–, bien para explicar por qué dicha
realidad es como es, lo cual equivale en esencia
a descubrir o corroborar los mecanismos causales
que la gobiernan. El cumplimento de la primera
de estas encomiendas ha sido notable; pero el de
la segunda se ha visto beneficiado por un puña-
do de éxitos y ensombrecido por recurrentes
decepciones.
Hace unos años, en otro trabajo señalé
(1), que ya resultaba imposible desconocer los
inquietantes síntomas de crisis que vivía la epide-
miología analítica observacional tal y como se ha
venido practicando en los últimos lustros. En un
incisivo e influyente trabajo publicado por la
prestigiosa revista Science, Taubes (2) daba cuen-
ta de ello a través de un discurso crítico vertebra-
do a partir de las propias declaraciones, tomadas
de aquí y allá, procedentes de figuras tan emble-
máticas de la epidemiología actual como
Greenland, Sackett, Rothman, McMahon,
Breslow, Feinstein y Peto, donde los propios pro-
tagonistas iban aportando indicios de la desazón
que prevalecía en sus predios metodológicos. 
Expresado resumidamente, el síntoma
esencial de tal crisis era claro e indiscutible: los
resultados alcanzados por esta disciplina en la
explicación de mecanismos causales han sido
notoriamente modestos, máxime si se toman en
consideración el tiempo y los recursos emplea-
dos; tras varias décadas de intensos y costosos
estudios orientados a esclarecer la etiología de las
más importantes dolencias que aquejan al mundo
desarrollado, los dividendos son con frecuencia
ficticios o decepcionantes. Como veremos, una
parte importante de la responsabilidad de tales
chascos ha sido el empleo de recursos estadísticos
y sobre todo computacionales que se aplican de
manera adocenada y acrítica. Desde entonces, la
situación no ha hecho más que empeorar, acaso,
paradójicamente, como consecuencia de la cre-
ciente facilidad para acceder a dichos recursos. 
A partir de esta realidad, el debate rele-
vante gira en torno a cuáles son los límites epis-
temológicos de una disciplina en la cual, como
en la meteorología o la demografía, generalmen-
te no se puede acudir al recurso experimental y
de la que podríamos quizás estar esperando más
de lo que puede aportar. 
La situación llegó por entonces a tal
extremo que no era extraño hallar sombrías afir-
maciones como las de Charlton (3) recogidas en
las páginas del Journal of Clinical Epidemiology:
La epidemiología cada día se consi-
dera más a sí misma como una disciplina
autónoma con sus propios patrones intelec-
tuales para encontrar demostraciones (...) a
pesar de que está sistemáticamente incapa-
citada para resolver debates concernientes a
los mecanismos causales.
La realidad, afortunadamente, no es
exactamente esa. A la vez que, ciertamente, se
hacen más obvias y reconocidas las limitaciones
de la epidemiología en su cauce actual, es injusto
atribuir tal esterilidad a la disciplina como tal. Sus
fracasos relativos no nos habilitan para descartar
la posibilidad de que el enfoque epidemiológico
pueda hacer contribuciones, aunque sean muchas
veces parciales, a la explicación de los fenóme-
nos, del mismo modo que sus éxitos históricos no
pueden validar la sublimación de sus posibilida-
des, menos aun si no se trasciende el acomoda-
miento metodológico que hoy se observa. 
Entre los problemas fundamentales que
ponen de manifiesto una cultura epidemiológica
deformada y reclaman enmienda se halla la sumi-
sión al análisis que se verifica a nivel individual y
el consecuente desprecio hacia el enfoque
socioambiental, así como la sublimación y apli-
cación inercial de la estadística como sucedáneo
y no como complemento de la reflexión crítica. 
Vivimos en una época en que el sacrifi-
cio de "remilgos" humanistas en el altar de la efi-
ciencia es frecuente moneda de cambio, y el "sál-
vese quien pueda" parecería ser la nueva filoso-
fía de vida que se nos propone, y en no pocas
ocasiones, se nos impone. En este marco general
se consolida el enfoque reduccionista que deriva
en una marcada sumisión inercial al paradigma
que establece que las causas han de buscarse al
mismo nivel en que se produce el problema. Las
condiciones ambientales o contextuales se des-
deñan casi por entero y se procede a la cacería
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afanosa de factores individuales de riesgo (4). Los
artículos que se orientan en esa dirección pue-
blan las revistas médicas como hongos después
de la lluvia. Parece no repararse, por poner un
ejemplo, en que alimentarse adecuadamente o
no, si bien es una acción individual, está tan fuer-
temente condicionada por circunstancias econó-
micas, publicitarias y sociales que no siempre
constituye una elección individual. 
Debe señalarse que la búsqueda de fac-
tores de riesgo para una entidad o desenlace
dado no es en sí misma un esfuerzo censurable ni
mucho menos. Cuando tal esfuerzo se verifica en
un marco racional, teóricamente coherente y
mediante métodos correctos, puede dar lugar a
conocimientos útiles, aunque solo fuera para
señalar avenidas de corroboración a las ciencias
básicas, la experimentación o a nuevos y más
refinados estudios observacionales. Lo impugna-
ble radica en que con extrema frecuencia esta
búsqueda se intenta desarrollar sin verdadera y
genuina reflexión, apoyándose en la ingenua
convicción de que, para que sea exitosa, basta
emplear mecánicamente determinado algoritmo
metodológico. En ese caso, el resultado puede
ser contraproducente. 
Y es ahí donde comparecen rituales
estadísticos que crean una ilusión de eficacia que
es peor que un espejismo. El presente artículo se
orienta a discutir el más extendido de dichos
rituales. Para conseguir una exposición más com-
prensible, en la Sección 1 se hace un breve repa-
so del concepto de causalidad y las condiciones
básicas que han de cumplirse para demostrarla. A
continuación (Sección 2) se describe el ceremo-
nial estadístico que más extendidamente se oficia
con tal finalidad y, de inmediato (Sección 3) se
discuten las razones que fundamentan la natura-
leza inconducente de dicho ritual. En la Sección
4, finalmente, expongo algunas consideraciones
generales sobre el problema. 
1. CAUSAS Y FACTORES DE RIESGO.
EXIGENCIAS Y CONCEPTOS AFINES 
La definición de qué debe entenderse
por un agente causal y por un factor de riesgo es
sin duda polémica. En mi opinión, cualquiera
que sea la definición formal de la primera catego-
ría, la definición funcional –es decir, útil a los
efectos prácticos de la prevención– de la causa de
un efecto dado puede expresarse del modo
siguiente: cualquier factor, condición o caracterís-
tica, cuya supresión elimina la posibilidad de que
se produzca el efecto, es una causa del mismo. 
Por otra parte están los elementos que,
sin ser necesarios, son propiciatorios del efecto.
Se trata de los llamados factores de riesgo (FR)
para desarrollar una enfermedad (a), que son los
que generan más confusión porque, como es
lógico, suelen venir acompañados de las causas y
"se parecen" a ellas, del mismo modo que las
medidas paliativas para encarar una dolencia (por
ejemplo, analgésicas) se parecen a la curación. Se
trata de factores susceptibles de ser modificados
que, sin ser causas propiamente, pueden favorecer
que el agente causal actúe. Ejemplos típicos de
factores de riesgo son la práctica de no usar anti-
conceptivos, circunstancia que favorece el emba-
razo y las enfermedades de transmisión sexual, el
consumo de grasas saturadas a los efectos de las
cardiopatías, o la obesidad como condición que
propicia el surgimiento de dolencias vasculares. 
Aunque, como se ha visto, se trata de
categorías diferentes, a los efectos de lo que sigue
es irrelevante si hablamos de una causa o de un
factor de riesgo, ya que las exigencias metodoló-
gicas para la corroboración de uno u otro carác-
ter en el marco observacional son básicamente
las mismas. Sin embargo, sí procede subrayar
que cuando se trata de estados que no pueden ser
modificados mediante acciones o cambios de
conducta (tal es el caso de la edad, el grupo san-
guíneo o el género), no estamos ante un FR. Para
dejar clara la distinción se les suele llamar marca-
dores de riesgo.
Son bien conocidas las listas de condi-
ciones o premisas que han de cumplirse para
tener derecho a considerar que cierta relación
entre dos variables es causal o que la presencia
de un factor entraña efectivamente riesgo a los
efectos de enfermar. Aunque hay requisitos
obvios, tales como la plausibilidad biológica
(premisa que exige que la hipótesis de causalidad
cuente con cierto respaldo teórico), aquellas ver-
daderamente cruciales y que han de ser insosla-
yablemente atendidas desde el punto de vista
metodológico son las siguientes: 
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1. congruencia temporal: la presunta causa ha de
haber actuado antes que el efecto y el diseño
del estudio tiene que garantizar que las medi-
ciones se hayan realizado con acuerdo a ello;
2. ausencia de sesgos: han de evitarse circunstan-
cias que conduzcan a que veamos distorsiona-
damente en un sentido u otro la realidad;
3. asociación: debe corroborarse que la presunta
causa o FR debe estar asociada con la variable
que registra el desenlace (enfermedad);
4. carácter intrínseco de la asociación observada:
hay que corroborar que la asociación no
puede ser enteramente atribuible a la acción
de otros factores; es decir, hay que constatar
que la asociación subsiste una vez "controla-
dos" los llamados factores de confusión, que
en esencia son variables que influyen sobre
las dos que se examinan de manera que pue-
den crear la ilusión de que estas últimas guar-
dan una relación intrínseca (b).
Para garantizar el cumplimento de los
dos primeros requisitos, el esfuerzo ha de con-
centrarse en el empleo de diseños adecuados. La
corroboración de los últimos dos, sin embargo,
se puede conseguir básicamente mediante proce-
dimientos estadísticos. Coherentemente con el
propósito del presente trabajo, habré de ceñirme
a dichos procedimientos.
1.1 ASOCIACIÓN
La asociación es condición sine qua
non de la causalidad y puede medirse a través de
diversos estadígrafos tales como, por ejemplo, un
riesgo relativo, un odds ratio, un coeficiente de
correlación o una diferencia de medias aritméti-
cas. Cuanto más intensa sea, más verosimilitud
adquiere la hipótesis de que hay una relación de
causalidad directa o indirecta. Ello se debe a que,
tras identificar una asociación en los estudios
observacionales, una de las más importantes
incertidumbres estriba en que la correlación
observada pudiera ser solo un reflejo del efecto
que ejercen otros condicionantes; si la correla-
ción es intensa, la posibilidad de que la asocia-
ción pueda explicarse enteramente por el efecto
de tales condicionantes, los llamados factores
confusores, es mucho menor. 
1.2 CONTROL DE FACTORES CONFUSORES
Los diseños para corroborar conjeturas
etiológicas o, más generalmente, hipótesis cau-
sales, recorren un amplio abanico de variantes y
subvariantes. No obstante, consignados de
manera concisa y esencial, dichos procedimien-
tos son básicamente tres: los estudios de casos y
controles, los longitudinales o de cohorte y los
experimentales.
Estos últimos, de los cuales el ensayo
clínico controlado es su expresión más emblemá-
tica en el mundo biomédico, constituyen la
forma óptima para encarar el problema de la cau-
salidad. El carácter prospectivo inherente a todo
experimento resuelve el escollo posible de la
temporalidad y, si el ensayo clínico se conduce
adecuadamente (en particular cuando se usan
técnicas de enmascaramiento y asignación alea-
toria) muchos de los posibles sesgos son conflic-
tos potenciales que quedan conjurados por el
propio diseño. Sin embargo, la virtud fundamen-
tal consiste en que a través de la asignación alea-
toria, especialmente si las muestras son grandes,
se equipara o balancea a los grupos que van a
compararse respecto de todos los factores que
pudieran ser confusores, conocidos o no. 
Lamentablemente, imperativos éticos y
prácticos de índole diversa suelen imposibilitar la
experimentación en el marco de la epidemiolo-
gía. Los estudios observacionales de cohorte son
los sucedáneos naturales del ensayo clínico, ya
que comparten con él su naturaleza prospectiva:
los hechos se registran en orden temporalmente
ascendente, la observación comienza tanto para
quienes tienen una presunta condición de riesgo
como para quienes no la tienen, cuando aún no
se han expresado los desenlaces que se estudian
y, en esencia, se trata de comparar las tasas de
incidencia de la enfermedad entre dichos grupos.
De ese modo, el registro adecuado de la tempo-
ralidad queda garantizado de antemano. Pero
este enfoque alarga los lapsos para llegar a resul-
tados analizables (a veces durante años) y suele
ser prohibitivamente caro. Por eso suelen prefe-
rirse los estudios de casos y controles, a pesar de
que ellos pueden ofrecer dificultades para asegu-
rar el cumplimiento de la premisa de precedencia
temporal (6). 
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Ahora bien, el gran problema que afec-
ta a todos los estudios no experimentales lo ofre-
ce el control de factores confusores. ¿Cómo ase-
gurarse de que la asociación observada es intrín-
secamente causal y que no se debe exclusiva-
mente a la influencia de al menos un factor (qui-
zás varios factores) sobre los dos que se exami-
nan? Como se ha expuesto en cientos de artícu-
los y decenas de libros, el recurso clásico para
ello era la llamada postestratificación y posterior
aplicación de las técnicas propuestas por Mantel
y Haenszel a finales de la década de los 50 del
siglo pasado (7). Sin embargo, tal recurso está vir-
tualmente ausente en la actualidad de las aplica-
ciones reales por su naturaleza restringida y arte-
sanal, y ha quedado casi por entero relegado a la
nostálgica exposición que de él se hace en los
cursos ortodoxos de epidemiología. Su lugar ha
sido ocupado por los modelos multivariados,
muy especialmente por la regresión logística.
1.3 LOS MODELOS MULTIVARIADOS
En efecto, los modelos multivariados (o
multivariables) y, destacadamente, la regresión
logística, constituyen una alternativa sumamente
atractiva y útil a los efectos de controlar simultá-
neamente de manera ágil y elegante muchos
posibles factores de confusión. A su popularidad
contribuye decisivamente el hecho de que las
enormes dificultades computacionales que ofre-
ce debido a la complejidad de los algoritmos en
que se basa han dejado de ser un obstáculo con
el advenimiento de las rapidísimas computadoras
personales y los numerosos programas informáti-
cos a los que hoy todos tenemos acceso. 
En esencia, si consideramos la respues-
ta binaria "enfermar-no enfermar" y ajustamos
una regresión logística introduciendo una posible
causa o FR como variable independiente y un
conjunto de covariables con vistas a ser controla-
das, se obtiene un coeficiente para la primera
que permite estimar el grado de asociación entre
dicha posible causa y la respuesta "ajustado por
el posible efecto confusor de todas las covaria-
bles incorporadas al modelo". Bien usada, esta
propiedad constituye un excelente paliativo a la
limitación que supone el hecho de no poder asig-
nar aleatoriamente los sujetos a los tratamientos. 
1.4 EXPLICACIÓN Y PREDICCIÓN
En este marco debe advertirse algo
recurrentemente olvidado: "factor de riesgo" y
"factor predictivo" no son sinónimos: el hecho de
que esté actuando o no un factor de riesgo (y
conocer el grado en que éste gravita) puede oca-
sionalmente ser útil para la predicción, pero una
variable puede hacer importante aportación a los
efectos de predecir, aunque en sí misma no sea
un factor de riesgo ni tenga papel causal alguno.
Por ejemplo, la pérdida sostenida de peso puede
tener valor predictivo a los efectos de que un
adolescente realice un intento suicida aunque la
pérdida de peso no tenga –como es obvio– nin-
guna "responsabilidad" en el hecho. Y en esa
calidad, puede tener interés a los efectos de la
prevención. Pero lo que interesa especialmente
enfatizar es que el recíproco es falso. Un factor
puede servir para la predicción sin que eso lo
convierta ni por asomo en un agente causal. Por
ejemplo, los marcadores de riesgo suelen tener
una valor predictivo, pero como ya vimos no
pueden considerarse factores de riesgo.
Consecuentemente, resulta absurdo
que en un trabajo concebido para identificar FR
se concluya (o se afirme en la discusión) que este
o aquel factor es "predictivo". Por lo general no
hay incorrección en ello siempre que, además de
la asociación, se haya contemplado la temporali-
dad (no necesariamente la plausibilidad, ni el
efecto de terceros factores). Pero es crucial com-
prender que también puede tener tal valor un fac-
tor que no sea causal. 
2. EL ESQUEMA DE UNA CEREMONIA
METODOLÓGICA
Las consideraciones recordadas de
manera sintética en la sección precedente nos
colocan en el escenario donde se despliega la
ceremonia estadística que será objeto de análisis
en este trabajo. 
Un procedimiento sumamente extendi-
do hasta el punto de haberse convertido en un ver-
dadero ritual, y que se aplica intensamente en
estudios observacionales orientados a identificar
factores de riesgo para desarrollar o padecer cierta
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enfermedad (estudios de casos y controles y estu-
dios prospectivos) discurre básicamente del
modo siguiente:
1. Identificar un conjunto de variables que vero-
símilmente pudieran considerarse causas o
factores de riesgo; para ello se acude a crite-
rios de expertos, estudios previos, considera-
ciones teóricas o búsquedas en manuales o en
Internet.
2. Hacer un estudio "univariado" donde se valo-
ra asociación entre cada una de las variables
arriba mencionadas con la variable de res-
puesta (típicamente una enfermedad o una
complicación) mediante una prueba de signi-
ficación (por lo general Ji-Cuadrado o t de
Student en dependencia de que la variable sea
dicotómica o continua respectivamente).
3. Ajustar un modelo multivariado con las varia-
bles originalmente identificadas. Lo más fre-
cuente es que se aplique la regresión logística
y que el ajuste se realice con aquellas varia-
bles independientes para las que se obtuvo
"significación" en el paso anterior.
4. Identificar las variables independientes que "se
asocian" con la variable de respuesta. En este
punto la receta tiene dos variantes básicas: 
4a. identificar cuáles de las variables mantienen
su carácter significativo tras haber hecho el
ajuste mencionado en el punto 3;
4b. aplicar un procedimiento algorítmico de
selección de variables; es decir, aplicar una
selección "paso a paso" (stepwise regresion)
para determinar cuáles variables han de "que-
darse" en calidad de factores detectados como
verdaderamente influyentes y cuáles habrán
de despreciarse. 
5. Calificar como factores de riesgo a las varia-
bles identificadas en 4a. o a las que se hayan
conservado en el "modelo final" si se hubiera
apelado a la regresión "paso a paso".
Debe puntualizarse que el ritual descri-
to no se emplea siempre de manera exactamente
igual. En ocasiones, por ejemplo, se omite el
paso 2 y se procede del primer paso directamen-
te al 3. A veces, al cumplir el paso 5 no se habla
de "factores de riesgo" como tal sino que se
emplea una expresión neutra: "tales y más cuales
son las variables que se asocian" con la dolencia.
Tal declaración es especialmente inútil e intras-
cendente, pues la asociación per se nunca intere-
sa; solo tiene interés en tanto ingrediente de un
proceso (8).
Hallar ejemplos en que se aplique este
esquema es sin duda más fácil que encontrar
estudios que se planteen resolver la tarea de la
causalidad y que prescinda de ellos. Una rapidí-
sima búsqueda en Internet, solo en idioma caste-
llano, me permitió hallar en menos de una hora
decenas de ejemplos en diversas revistas latinoa-
mericanas y españolas. La situación en el mundo
anglosajón no es muy diferente.
Solo a modo de ejemplo, se invita al
lector a revisar una reducida muestra de ejem-
plos recientes en Venezuela, Chile, Perú,
Colombia, España, México, Costa Rica,
Argentina y Cuba, todos susceptibles de ser
hallados en Internet (9-26).
3. LA ESTERILIDAD DE LA CEREMONIA
A continuación desarrollo un sucinto
análisis orientado a demostrar que la aplicación
canónica de este procedimiento es inconducen-
te. Veamos cada uno de los pasos.
→ Identificar un conjunto de posibles factores
de riesgo
En primer lugar, hay que señalar que
una tendencia bastante generalizada es la de
plantearse la tarea de identificación de "todos"
los factores de riesgo para una dolencia.
Curiosamente, este ampuloso propósito (aunque
no tiene nada objetable en principio) es mucho
más típico de ambientes de menor desarrollo que
de espacios académicos consagrados. Dicho de
otro modo: cuanto más desarrollo, más incisivas,
puntuales y creativas son las preguntas; cuanto
menos desarrollo, más abarcadores y trillados
son los propósitos. 
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El otro asunto es que al trazarse este
propósito global, los investigadores suelen poner
a prueba ciertos factores cuyo carácter de riesgo
o cuyo papel causal es bien conocido. Si ellos se
hubieran planteado algunas preguntas puntuales,
obviamente no destinarían energía a examinar
condiciones o variables para las que ya se tiene
una respuesta hace mucho tiempo. 
→Valorar significación a través de un estudio
"univariado" con cada variable
Suele considerarse que un riesgo relati-
vo o un odds ratio mayor que 2 es suficientemen-
te grande como para considerarse promisorio o
como para prestarle atención (27). Como se con-
signa en el citado artículo de Taubes (2), algunas
de las importantes figuras de la epidemiología
contemporánea demandan valores mayores para
dignarse a prestarle atención; Marcia Angell, por
ejemplo, ex editora de New England Journal of
Medicine reclamaba que éste ascendiera a por lo
menos 3. Lo que sí no menciona ningún experto
como criterio demarcatorio es que la asociación
hallada difiera significativamente de la nulidad. 
Una razón para tal omisión reside en la
bien conocida circunstancia de que lo que real-
mente importa es la magnitud del efecto (el grado
de la asociación) y que el carácter significativo es
irrelevante, habida cuenta de que la famosa "sig-
nificación" puede conseguirse tomando muestras
suficientemente grandes. Dicho de otro modo,
cuáles de las variables elegidas van a ser signifi-
cativas es algo que si bien depende de la magni-
tud de la asociación, también depende vitalmen-
te de un elemento exógeno a la realidad: cuántos
recursos se tengan y, por tanto, cuán grande sea
el tamaño muestral (28). 
La socorrida y universal prueba de sig-
nificación estadística (PSE) ha acumulado cuan-
tiosas y persuasivas objeciones a lo largo de los
últimos decenios. Para apreciar un resumen muy
completo con casi 400 referencias que recorren
los últimos cuarenta años del debate, especial-
mente los últimos diez, véase el impresionante
trabajo de Nickerson (29). No procede en este
artículo extendernos sobre un asunto que puede
consultarse en numerosos lugares. 
Pero vale la pena reparar en que hace
muchos años que diversas revistas punteras de la
producción científica internacional tienden cre-
cientemente a no admitir trabajos en los cuales
los análisis dependan de las pruebas de este tipo.
Ya desde 1986 había aparecido en British
Medical Journal la demanda de prescindir de las
PSE y se exhortaba a los autores a emplear inter-
valos de confianza en lugar de pruebas de signi-
ficación. Tal postura pasó a ser compartida por
revistas tan importantes como Lancet, Annals of
Internal Medicine y American Journal of Public
Health y, finalmente, fue adoptada por el Grupo
de Vancouver (30), en cuyo apartado de requisi-
tos técnicos dedicados al empleo de la estadísti-
ca se consigna textualmente: "Se evitará la
dependencia exclusiva de las pruebas estadísticas
de verificación de hipótesis, tal como el uso de
los valores p, que no aportan ninguna informa-
ción cuantitativa importante sobre la magnitud
del efecto". Otros órganos normativos de la acti-
vidad científica se han ido poco a poco pronun-
ciando en la misma dirección (c).
Aunque, a tenor con tal realidad, cada
día son más los autores y las revistas médicas que
optan por eludir el empleo de este recurso, lo
cierto es que la prueba de hipótesis aún sigue
siendo cotidiana moneda de cambio (32), incluso
en revistas formalmente adscriptas al Grupo de
Vancouver. Si bien las PSE son merecedoras,
como se ve, de una valoración crítica por sí mis-
mas, el asunto es mucho más grave cuando se
comete la ingenuidad de emplearlas como un cri-
bado inicial para la identificación posterior de
causas o de FR. 
→Identificar cuáles de las variables mantienen
su carácter significativo tras ajustar un modelo
multivariado 
El ajuste de un modelo multivariado
para controlar variables confusoras es en princi-
pio adecuado. Sin embargo, la manera en que
casi siempre se emplea es desastrosa. Lo correcto
sería lo siguiente:
–identificar con claridad la variable cuya condición
de FR (o posible causa) se quiere evaluar e
incluirla como una de las variables indepen-
dientes del modelo;
–valorar teóricamente uno por uno aquellos facto-
res que pudieran ser candidatos a ser confusores
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(para ello hay que corroborar que cumple las
condiciones) e incluir los que estén en ese caso
como covariables del modelo;
–valorar la magnitud de la asociación que se
obtiene luego de haber controlado todos los
factores del punto anterior;
–valorar esta magnitud a la luz de lo que se obtu-
vo cuando se hizo la estimación cruda (sin
ajustar por los factores confusores).
Nótese que según lo anterior, el con-
trol de variables en el contexto observacional
no debe practicarse si no es para evaluar hipó-
tesis claramente expuestas y fundamentadas con
anticipación, donde el potencial papel confusor
de las variables que se controlan también tenga
respaldo teórico independiente y fundamento
lógico anterior. 
En cambio, lo que suele hacerse, sim-
plemente, es:
–incluir en el modelo todas las variables que se
consideran posibles factores de riesgo (háyase
o no realizado el cribado univariado);
–identificar todas aquellas cuyos coeficientes de
regresión sean significativamente diferentes
de cero.
Al depositar en este algoritmo la res-
ponsabilidad de decidir cuáles son los FR se
pasan por alto al menos los siguientes conflictos:
a) las ya mencionadas limitaciones de las PSE;
b) que probablemente se estén controlando facto-
res que no son confusores (un FR no nece-
sariamente es un confusor para la asociación
de la enfermedad con otro FR);
c) la frecuente inclusión de marcadores de riesgo
como si fueran necesariamente confusores.
→Concluir que las variables influyentes son las
que se retienen tras aplicar una selección "paso
a paso" 
Consideremos ahora los métodos de
selección algorítmica del modelo, que constitu-
yen el caso extremo de la ingenuidad cuando se
aplican en el contexto del ceremonial descrito.
Estos métodos se han concebido para identificar
aquellas variables que habrán de integrar la fun-
ción que a la postre será empleada como mode-
lo resumen del proceso bajo estudio. No explica-
ré aquí en detalle cómo operan estos métodos;
basta comprender que la lógica subyacente de tal
recurso consiste en conservar las variables inde-
pendientes que contienen información relevante
y a la vez prescindir de aquellas que resulten
redundantes respecto de las que quedaron en el
modelo. Se trata de procedimientos de índole
exclusivamente estadística, que discurren según
algoritmos programables en los que, una vez ele-
gido el conjunto inicial de variables, no intervie-
nen los juicios teóricos de los investigadores.
Se han ideado varias alternativas para
seleccionar un "modelo resumen". La más cono-
cida es la llamada regresión paso a paso –RPP–
(stepwise method), susceptible de ser aplicada
según diversas variantes. Las más empleadas son:
ir incorporando variables al modelo (forward
selection), e ir eliminando variables de él
(backward elimination). Virtualmente todos los
grandes paquetes informáticos para el tratamien-
to estadístico de datos (tales como SPSS, SAS,
BMDP o MINITAB) brindan la posibilidad de
aplicar estas dos posibilidades.
Supongamos que un investigador quie-
re construir una función que permita estimar
cuán probable es que una embarazada dé a luz
un niño con bajo peso atendiendo a un conjunto
de rasgos de la madre tales como escolaridad, si
fumaba durante el embarazo, edad, número de
hijos anteriores, tensión arterial, salario, etc. En
tal caso, el modelo de RL (incluso con el colofón
de una RPP) puede ser útil. Es posible que en el
modelo final no figure el hábito de fumar (que
tiene responsabilidad causal) y sí el salario (que
no la tiene); sin embargo, esto no ha de preocu-
par, ya que la información inherente al hábito
nicotínico ya esté subsumida en otras tales como
el propio salario y la escolaridad (ya que fuman
más las madres de menor nivel socioeconómico).
Es decir, si este procedimiento se emplea para
construir un modelo predictivo a través de un
proceso acorde con el llamado "Principio de
Parsimonia" (tratar de que figure la menor canti-
dad posible de variables), no veo objeción de
peso al empleo de la RPP.
Sin embargo, por lo general (aunque oca-
sionalmente se use la terminología de la predic-
ción) la RPP se emplea para identificar los factores
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verdaderamente influyentes y no para construir
modelos de predicción. De hecho, autores de
gran prestigio sugieren que se ajuste un modelo
de regresión múltiple y de inmediato se aplique
un procedimiento algorítmico (33).
Sus resultados suelen ser interpretados
como sigue: las variables que se "quedan" dentro
del modelo final son parcialmente responsables
(y quizá las principales y hasta las únicas respon-
sables) de las modificaciones que experimenta la
variable dependiente; las que no permanecen, o
bien no influyen causalmente en el proceso, o su
influencia no es apreciable. Es decir, muchos
investigadores utilizan la selección algorítmica
de modelos con la aspiración de obtener de
manera automática conclusiones explicativas
sobre el proceso causal que estudian.
La esperanza de que el uso de estos pro-
cedimientos contribuya a "entender" o "explicar"
la realidad es, en el mejor de los casos, estéril o
quimérica; y, no con baja probabilidad, contra-
producente y descabellada.
Para interpretar más claramente esta
realidad, consideremos un ejemplo expuesto en
Silva y Barroso (34). Supongamos que un investi-
gador estuviera interesado en conocer cuáles son
los factores que verdaderamente influyen en el
padecimiento de enfisema pulmonar antes de los
60 años de edad. Para ello podría comenzar
seleccionando un conjunto de variables presun-
tamente explicativas del proceso que se estudia,
tales como edad, antecedentes patológicos fami-
liares, hábito de fumar cigarrillos, pigmentación
de los dedos (pulgar, índice y medio) de la mano,
polución ambiental en su medio laboral, etc.
Podría entonces realizar un estudio prospectivo,
aplicar la regresión logística y, finalmente, reali-
zar una selección mediante RPP con la idea de
establecer cuáles de estas variables tienen mayor
peso causal sobre la aparición de enfisema (o
cuáles los factores que entrañan mayor riesgo de
desarrollar la dolencia).
No sería para nada inverosímil que tal
acción tuviera como posible resultado que el
grado de pigmentación en los dedos quedara
incluido en el modelo y que no ocurriera lo
mismo con la condición de fumador, debido a la
madeja de correlaciones que tienen estas dos
variables con las restantes del modelo y a la aso-
ciación que tienen entre sí. Si no fuera por la cer-
teza que existe hoy de que el hábito de fumar es
una práctica que favorece el enfisema pulmonar
y de que la pigmentación de los dedos (inducida
por el hábito) no guardan una relación causal (d),
el investigador sería conducido por sus propias
reglas de análisis a aseverar que la pigmentación
de los dedos, en caso de que quedase incluida en
el modelo final, es un factor de riesgo para esta
entidad. Tal conclusión, lejos de iluminar el
camino hacia el conocimiento de las verdaderas
relaciones causales, lo ensombrecería o, más
bien, lo obstaculizaría. Conviene no olvidar que
"los números no saben de donde vienen", como
advirtiera Lord (35) hace más de cincuenta años. 
Si el modelo de regresión se aplicara
para estimar la probabilidad de que un sujeto con
cierto perfil desarrolle en el futuro un enfisema
pulmonar (por ejemplo, para emprender una
especial acción preventiva sobre quienes tengan
tal perfil), entonces la pigmentación de los dedos
podría figurar con todo derecho en el modelo. En
efecto, en este caso el enfoque ha de ser pragmá-
tico: si se consiguen buenas predicciones, poco
importan los medios. En este contexto resulta irre-
levante si una variable dada ha quedado incluida
en virtud de que desempeña un papel causal, o
por ser un mero reflejo de otras variables que no
figuran pero que sí pudieran tener influencia.
Todo lo que importa en ese caso es construir un
instrumento eficiente para la predicción. Pero si
se quiere entender el mecanismo de producción
del enfisema (identificar factores causales o de
riesgo), al calificar de "predictivas" a ciertas varia-
bles independientes no se está avanzando absolu-
tamente nada pues, aunque lo fueran, se está res-
pondiendo a la pregunta equivocada. 
Lo curioso es que, a la vez que muchos
autores están avizorados acerca de que no deben
confundir asociación con causalidad en el marco
univariado, parecen olvidarlo cuando quedan
encandilados por los métodos multivariados así
como que no comprendan que, al aplicar estos
algoritmos mecánicamente, están incurriendo
solapadamente en el viejo sofisma. Variables que
pudieran tener responsabilidad "directamente
causal" pueden resultar eliminadas al ser suplidas
por una o más variables que no tengan influencia
real alguna pero que se vinculen con ella. Y en la
medida que el asunto se dirime en la caja negra
de la RPP, nada podemos hacer para evitarlo. 
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Por otra parte, cabe recordar una vez
más que estos criterios están asentados sobre las
pruebas de significación; por lo tanto, su perti-
nencia está sujeta a todas las suspicacias que
ellas despiertan, como ya vimos arriba. 
Hace casi tres decenios, Guttman (36)
había advertido que "el uso de la regresión paso
a paso es en la actualidad una confesión de igno-
rancia teórica sobre la estructura de la matriz de
correlaciones". Cuando la regresión múltiple se
usa para describir los patrones de causalidad
según los cuales ciertas variables actúan sobre
otra, la regresión paso a paso equivale a cubrir esa
ignorancia con un algoritmo que piense por el
investigador. No en balde el stepwise regression
fue rebautizado irónicamente por Leamer (37)
como unwise regression (e).
Ocasionalmente, el ceremonial descrito
ni siquiera se completa: se construye un modelo
“final”, pero todo se queda en eso. En tales casos
daría la impresión de que se ha hecho de la apli-
cación de este recurso una finalidad en sí misma. 
Veámoslo en un estudio real de casos y
controles concebido para –según se deriva del
propio título del estudio– identificar factores de
riesgo para que un sujeto se torne consumidor de
antidepresivos. Allí Rispau A et al. (38) realizan la
maniobra típica pero sin realizar siquiera un cie-
rre conceptual. Con las variables que exhibían
relación significativa a nivel bivariante con el
hecho de ser caso o control, se ajustó una regre-
sión logística a la que se aplicó luego el método
stepwise. Según palabras de los investigadores:
tras aplicar este procedimiento "entraron a formar
parte de la ecuación el hecho de haber vivido
algún acontecimiento personal relevante y el pre-
sentar valores de la escala de Zung (f) superiores
a 50". Se ha construido un modelo "final"; ahora
procede preguntarse ¿y qué? En este trabajo con-
creto no se intenta sacar conclusiones (el hecho
queda suelto y desconectado en el discurso), ya
que cualquier respuesta sobre causalidad carece-
ría de sentido. En efecto, sería imposible descar-
tar que, al "quedar" la escala de Zung en el
modelo, exista cierta variable asociada con dicha
escala que resultó estadísticamente redundante
(en virtud de lo cual haya quedado fuera de la
función obtenida con el stepwise) pero que
pudiera tener importante vínculo causal con el
consumo de psicofármacos (máxime en este
caso, en que lo que se "demuestra" a través de la
regresión es nada menos que el consumo de anti-
depresivos está asociado con estar deprimido). 
En síntesis, el problema fundamental
está en la pretenciosa y a la vez ingenua interpre-
tación que suele hacerse del resultado que arroja
la RPP. Su empleo con fines explicativos es
absurdo, pues la selección algorítmica de mode-
los no puede evitar que los resultados se deriven
de meras concomitancias estadísticas (de hecho,
en eso se basan), ni distinguir entre las asociaciones
de índole causal y las debidas a terceros factores
involucrados en el proceso. Consecuentemente, si
bien los modelos de regresión múltiple pueden
ser –en caso de que se hayan aplicado razonada-
mente– de extraordinario interés para ayudar a
entender los procesos biológicos y sociales, los
procedimientos algorítmicos de subselección de
variables para conformar un modelo "final" expli-
cativo son, salvo situaciones excepcionales, total-
mente improcedentes.
4. CONSIDERACIONES FINALES
En este punto lo primero que cabe
hacer es una apelación al sentido común: si el
empleo mecánico de recursos estadísticos, sean
univariados o multivariados, pudiera ayudar a
esclarecer las complejas relaciones causales que
expliquen por qué unos individuos enferman y
otros no, entonces con las enormes bases de
datos hoy disponibles, las poderosísimas y velo-
ces computadoras actuales y los potentes progra-
mas informáticos a los que todos tenemos acce-
so, la etiología del cáncer de mama, por poner un
ejemplo, no sería el misterio que es hoy para la
ciencia y que obliga a la generación apremiante
de nuevos enfoques que se han venido reclaman-
do (39), muy alejados de la acomodaticia espe-
ranza de que el software puede suplir nuestras
perspicacia y creatividad.
Se ha argüido que las enfermedades, en
especial las coronarias y los tumores malignos, son
entidades muy complicadas y dependientes de
demasiadas variables mutuamente correlaciona-
das para que el análisis pueda prosperar con recur-
sos estadísticos elementales. Tal afirmación es un
poco ridícula, no porque sea falsa, sino porque es
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verdadera para casi cualquier dolencia imagina-
ble (desde el catarro común hasta la esclerosis
múltiple). Pero en cualquier caso, lo que cabe
subrayar es que, a partir de esta convicción, en
los últimos años se ha multiplicado el empleo de
complejos modelos estadísticos multivariados
que supuestamente podrían esclarecer las cosas.
La ocasional esterilidad del control de factores
resulta en este caso menos obvia, y muchos usua-
rios quedan enceguecidos por las luces deslum-
brantes del análisis multivariado. Pero la situa-
ción es exactamente la misma: el problema no
radica en la frondosidad del método estadístico
sino en la manera errónea de emplearlo y en la
falta de teorización. De hecho, se dispone hace
ya mucho de avanzados recursos tanto estadísti-
cos como computacionales; esto no parece haber
producido, sin embargo, un giro visible en la
situación. 
No casualmente Kolmogorov (40), uno
de los más eminentes especialistas en teoría de
probabilidades, advertía:
...en el estudio de fenómenos tan
complicados como los que aparecen en bio-
logía y sociología, los métodos matemáticos
no pueden desempeñar el mismo papel que,
por ejemplo, en la física. En todos los casos,
pero especialmente allí donde los fenóme-
nos son más complicados... si no queremos
perder el tiempo manejando fórmulas des-
provistas de significado, el empleo de la
matemática es útil sólo si se aplica a fenó-
menos concretos que ya han sido objeto de
una profunda teorización. 
La aplicación de la RPP es la situación
en que el ritual se lleva a su máxima expresión.
Se ha enfatizado la necesidad de incluir
solo variables cuyo sentido epidemiológico o clí-
nico esté claro, pero eso no resuelve el problema
cardinal: si aspiramos a que la RPP nos conduzca
a conseguir conocimientos que no teníamos
sobre la preeminencia causal de unas variables
sobre otras, necesariamente tendremos que
incluir variables iniciales cuyo papel ignoramos;
y viceversa: si conocemos cabalmente ese papel,
entonces no puede decirnos nada novedoso, y la
selección algorítmica del modelo se convierte en
una finalidad y no en un medio. No es posible
escapar de este laberinto. 
Los esfuerzos por resolver el problema
a través de poderosos programas informáticos
recuerdan a los constructores de máquinas de
movimiento perpetuo: ignorantes de la ley de
conservación de la energía y creyendo que sus
fracasos se debían a que el diseño del aparato no
era suficientemente ingenioso, procedían a des-
gastarse en la confección de nuevos y más sofis-
ticados dispositivos (41) (g). 
Nótese finalmente que, bajo ningún
concepto, se está desdeñando el poder esclarece-
dor de la estadística; lo que se rechaza es la
extendida ilusión de que ella pueda aportar expli-
caciones por sí sola. Lo que se quiere subrayar es
que resulta más eficiente no perder el tiempo
buscando o aplicando códigos algorítmicos de
procedimiento y recetas estadísticas para hacer
una epidemiología fructuosa. El pensamiento
científico nunca ha sido algoritmizable en ningún
dominio. ¿Por qué habría de serlo en éste? La
estadística puede ocupar un espacio como inva-
lorable recurso instrumental, pero solo un régi-
men de amplia simbiosis transdisciplinaria y
metodológica es capaz de cerrar ciclos cognosci-
tivos integrales. 
NOTAS FINALES
a. Aunque por lo general el "efecto" de que
hablamos es una enfermedad, no siempre es ese
el caso. Pudiera tratarse de la realización de un
intento suicida, de una complicación dentro de
un proceso morboso, de sufrir un accidente o de
cualquier otro desenlace, adverso o no. No obs-
tante, en lo sucesivo aludiremos regularmente a
"enfermedad", que es la situación más frecuente
en el marco de los factores de riesgo. 
b. Una definición formal con su correspondiente
discusión y varias ilustraciones puede hallarse en
de Irala, Martinez y Guillén (5). 
c. Véase por ejemplo el trabajo de Wilkinson (31)
sobre las recomendaciones del Task Force on
Statistical Inference creado por la Asociación de
Psicólogos de Estados Unidos acerca del uso de
la estadística en la investigación psicológica.
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de un enfisema. 
e. Juego de palabras intraducible que aprovecha
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el modo de hacer algo, pero también significa
"sabio", de modo que unwise regression vendría
a ser algo así como regresión tonta o irracional
f. La escala de Zung es un indicador propuesto en
1990 para la medición de la depresión, el cual se
obtiene tras un cuestionario que el sujeto se auto-
aplica.
g. Incidentalmente, no deja de ser asombroso
que tales inventores no se den por vencido ni
siquiera en pleno siglo XXI, y no sin éxito finan-
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