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Abstract
Three topics are considered in this thesis, motor unit number estimation (MUNE) based on
electromyography data (EMG), model choice and dual-agent clinical trial design. MUNE
is of particular emphasis, with the applications of model choice and dual-agent design
following from the techniques developed for and problems associated with MUNE. MUNE
techniques are used to quantify the number of motor units in a living muscle and these
methods have applications in the treatment of degenerative muscular diseases, such as
motor neurone disease or carpal tunnel syndrome, and more recently in experimental
work to assess the progress of treatment following spinal injury in mice.
The first MUNE model proposed in this thesis is a cluster-type model that formalises
the subjective clustering approaches common in the literature. This model can be used
in conjunction with any MUNE approach that relies on trace EMG data and is designed
to provide a good estimate of the number of motor units given the data. In addition,
the effect of the biological assumptions relied on by different MUNE techniques can be
examined within the framework of the model.
The second MUNE model proposed in this thesis is developed to handle EMG data
collected at several durations of the stimulus. This model is an extension of the existing
statistical MUNE methodology, where the theoretical stimulus strength-duration curve
is embedded in a statistical framework. The result is a more precise estimate of the
number of motor units over single duration EMG data. A new strength-duration model
is proposed and found to have advantages over two well-established alternative models.
The new model is shown to fit the multiple duration data well in practice.
iii
Model choice plays an important role in the MUNE problem, especially in the approach
of the cluster-based model. In this thesis, Watanabe’s widely applicable Bayesian informa-
tion criterion (WBIC) is investigated in four case studies. The WBIC is a simplification of
the method of power posteriors or thermodynamic integration that allows for the evidence
to be completed quite simply and quickly in comparison to competing methods. The
WBIC has only previously been applied to reduced rank regression models and has not
been the study of any practical comparison or investigation with respect to its performance
in comparison with other methods.
The last topic involves parameters belonging to a partially ordered set which arises
from the new MUNE modelling. EMG stimuli applied at different durations are not
easily comparable without using a parametric framework. Without a parametric model
the biological assumptions in MUNE give rise to a partial order of motor unit sizes.
In the MUNE case it is found that the dimension of the partial ordering problem is
simply too large to be tractable. An application of partial ordering in the statistics
literature has been to the toxicity of two drugs, or agents, administered concurrently at
different dose combinations. Under a dual agent clinical design of smaller dimension and
is computationally tractable. In a dual-agent trial, the toxicity of the overall treatment
increases as either dose is increased separately, but whether the toxicity increases or not
as the dose of both drugs is changed is unknown. In the literature the partial ordering
problem has been simplified such that only a subset of the possible toxicity orderings
is considered. It is common practice to use six orderings, when, in reality, there can
be hundreds or thousands or potentially millions of orderings that are simply ignored.
We investigate the effect of ignoring the full set of orderings consistent with the partial
ordering.
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Chapter 1
Thesis Outline and Research Aims
This thesis contains novel statistical methodology which has been derived and used to
capture the features of data that arise in problems found in applied statistics. The original
contributions found in this thesis are aimed at providing innovative solutions to existing
and new problems through the development of new and through the extension of existing
statistical methodology and techniques. It is intended that the methodology can provide
conclusions that have practical importance in a statistical sense as well as in the area of
application, such as biology or medicine. In this chapter, the research aims and an outline
of the thesis are presented.
1.1 Research Aims and Thesis Outline
There are five primary research aims of this thesis. These aims map onto the content of
Chapters 3−7. Chapter 2 contains all the necessary background to the topics covered in
this thesis and a literature review of the statistical methods employed throughout is also
included.
Motor unit number estimation (MUNE) is the term used for methodology that is
employed to estimate the number of functioning motor units in a living muscle. The
seminal introduction of MUNE was in McComas et al. (1971) and was a non-statistical
procedure until the pioneering work of Daube (1995) who assumed the number of motor
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units active at a stimulus was a Poisson process. Building on this idea of probabilistic
activation of motor units Ridall et al. (2006) introduced a Bayesian model to capture the
firing of motor units and their excitability probabilistically for the first time. There are
aspects of the MUNE problem that are open problems for investigation and a number of
these are addressed in the five research aims of this thesis.
The first research aim is to develop the statistical framework necessary to model typical
MUNE data. In Chapter 3 functional data analysis techniques are employed to model
data common to MUNE studies. The nuances of these data are investigated together with
some preliminary analyses of the data. The representation of MUNE data and capturing
the MUNE model assumptions via functional data analysis techniques has not previously
been attempted. This chapter is primarily concerned with representing the MUNE data
from a data analytic standpoint. A simple, cluster-based MUNE method is given in this
chapter as an example of a flawed MUNE method. The chapter is concluded with a set
of models, posed to describe data typically encountered in MUNE. The different models
reflect the imposition of different assumptions about the biological process.
The second research aim is to propose a MUNE method that is a formal statistical
model that generalises the ad-hoc, cluster-based approaches common in this area. In
Chapter 4, a novel model is proposed to decide between competing motor unit number
estimates, and hence estimate the true number of motor units. This model is designed to
be used with any MUNE data type and is implemented with a new data type described
at length in Chapter 2. This approach is a completely original MUNE method and relies
on key assumptions made to match the biological process.
The third research aim is to extend existing MUNE models to incorporate the added
complexity of a new type of data for MUNE. In Chapter 5 a novel extension to existing
statistical MUNE framework is proposed. The extension allows for the analysis of the
new data type, presented in Chapter 2. A theoretical relationship between inputs in the
model allows for inferences to be made on the number of motor units. This extension is
an original MUNE model and the result is a more flexible MUNE model that produces
estimates consistent with those of Chapter 4, in an entirely independent way and in a
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way that yields more information than existing methods.
The fourth research aim is to investigate the widely applicable Bayesian information
criterion (WBIC) of Watanabe (2013), which is used to estimate the statistical evidence
or marginal likelihood. Model choice plays a central role in many statistical problems
and, indeed, a method to compute the evidence is directly incorporated in the model of
Chapter 4 and also plays an important part in Chapter 5 through the reversible-jump
Markov chain Monte Carlo framework. In Chapter 6 the WBIC criterion is discussed
from a theoretical standpoint and applied in a practical study to four statistical models
together with comparison with competing evidence approximation methods. To date,
application of the WBIC has been restricted to two, very specific statistical models and
its relative performance and accuracy in the case of more common statistical models has
not been investigated. Chapter 6 is presented as a paper as it is joint work with some
members outside the supervisory team, the contribution of each author to the paper is
noted at the beginning of the chapter.
The fifth research aim is to investigate statistical problems that give rise to a partial
order among the parameters of the model. In the MUNE problem, the new data-type
can give rise to such a partial order where the relative size of some parameters is known
or inferable, while the sizes of others are simply unknown. The MUNE problem is of
too large a dimension for such a consideration and instead an application of these partial
order models is found in dual-agent phase I clinical trial design. In the existing dual-agent
design methods that use a model based on a partial order there exists the curious situation
where only a fraction of the possible solutions are considered. In Chapter 7 the dual-agent
design problem is investigated in a sizeable simulation study of different dimensions to
investigate the plausibility of existing methods. A novel algorithm is presented that can
be used to find the complete orderings which satisfy the partial ordering constraints. In
the literature, there are no studies in clinical trial design which consider all the solutions
to the partial ordering problem.
The thesis is concluded in Chapter 8 with a summary of the main contributions of the
thesis and recommendations for future research in this area.
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Chapter 2
Background and Literature Review
This chapter includes an in-depth background to MUNE, a thorough description of the
existing MUNE techniques and a literature review of the statistical methods that are
employed in the subsequent chapters of this thesis.
The physiological process of motor unit activation necessary to understand MUNE
methodology is presented in Section 2.1. The model assumptions typically applied by
MUNE techniques are presented in Section 2.2, these are of particular importance to
the contribution of Chapters 3 and 4. A catalogue and description of existing MUNE
techniques is presented in Section 2.3. The dataset considered in Chapters 3, 4 and 5 is
presented in Section 2.4. This is a rich and complex dataset and the analysis of these
data has motivated much of the novel contributions of this thesis. A literature review
of the techniques that are employed in the subsequent chapters of this thesis is included
in Sections 2.5 − 2.8. Sections 2.5, 2.6, 2.7 and 2.8 broadly correspond to a review of
methods from Chapters 3 and 4, 5, 6, and 7, respectively.
2.1 The Physiological Process of Motor Units
The number of functioning motor units in a living muscle is a difficult quantity to estimate
objectively, with precision and in a repeatable way. A motor unit, composed of a ventral
horn cell, an axon and muscle fibres, is the smallest set of processes that allow a muscle to
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function. Briefly, for a muscle to move a signal transmitted from the brain runs through
the ventral horn cells, and from these cells the signal travels down the axon and innervates
a group of muscle fibres which results in movement. More precise detail of the biological
processes is available in, for example, Plonsey (1969), Bergmans (1970) and McIntyre
et al. (2004). In this thesis motor units are treated holistically and discretely. Motor
unit number estimation (MUNE) refers to any technique used to estimate the number of
motor units in a living muscle.
Clinicians and experimenters have known of motor units since pioneering work of
Weiss (1901) and Lapicque (1907) in particular who investigated the muscles of frogs.
Furthermore theoretical and experimental work by Hill (1935, 1936a,b) led to a deeper un-
derstanding of the process. Following investigations of the axons of giant squid, Hodgkin
and Huxley (1952), developed a mathematical model to describe the muscular process
of motor units activated resulting in movement. Finally, quite technical information on
the physiological details of motor units was investigated through the muscles of cats
in companion papers, McPhedran et al. (1965a,b). These two papers are an excellent
resource on the physiological structure. It is this early research into the physiological
structure of muscles and neurones that facilitates current MUNE research.
The practical motivation for improving MUNE methodology is that MUNE is an
important diagnostic and investigative tool in clinical practice. MUNE is most often
employed for clinical diagnosis and to assess the treatment of patients with degenerative
muscular diseases. MUNE methods have allowed clinicians to track the progression of
motor neuron disease (MND), particularly for sufferers of amyotrophic lateral sclerosis
(ALS) (Ahn et al., 2010; Baumann et al., 2012; Shefner et al., 2007), or to assess the
severity of other diseases such as carpal tunnel syndrome (Caviness et al., 2002; Sohn
et al., 2011). MUNE techniques may be used to investigate the success of a cell transplant,
specifically, whether a treatment has produced re-innervated motor units. An estimate
of the number of motor units may prove to be more useful information than whether a
muscle is simply stronger, especially if re-innervated motor units are small or partially
re-innervated (Casella et al., 2010).
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As stated, a motor unit consists of a ventral horn cell and an axon that connect to
muscle fibres in the muscle. Typically, motor units within the same muscle have similar
characteristics. A motor unit’s size is directly related to how many muscle fibres are
associated with a particular axon. If all or most motor unit axons are each attached to
many (assume distinct) muscle fibres, the muscle will be capable of exerting more force.
Analyses based on muscle strength alone can be misleading as a small number of motor
units can exhibit muscle strength that is close to normal. For example, in one phase of
motor neurone disease nearby motor units fuse together in a process known as collateral
sprouting. The muscle may remain quite strong despite the fewer number of motor units.
The existing motor unit axons innervate more muscle fibres and exhibit greater individual
strength and heterogeneity in size.
Some terminology is needed to describe the physiological process. For reference, a
glossary of terms relating to MUNE is included in Tables 2.1. McComas et al. (1971)
present the seminal introduction of MUNE, where the number of motor units is estimated
following the analysis of electromyography (EMG) data. Such data remains the most
accessible and common type of data used for MUNE. EMG data are a record of electrical
signals from a particular muscle in response to a controlled electrical stimulus applied
to the nerve of the same muscle. The electrical stimulus is characterised by the strength
of the voltage and the duration it is applied for. In clinical practice it is most common
for EMG data to be recorded at various stimulus strengths applied at a single duration,
usually a longer duration and low voltage to maintain a level of comfort for the patient.
In some experimental settings, such a restriction is unnecessary as the (animal) subject
is anaesthetised and shorter duration stimuli are possible with much larger voltages.
For EMG data in practice, the subject’s response to the electrical stimulus is a
contraction of the muscle, which is recorded as an electrical signal using carefully placed
electrodes attached to the skin. Some examples of electrical responses to stimuli are
presented in Figure 2.1. The muscle contraction is the result of the response of a subset
of motor units within the muscle. It may be that every motor unit in the muscle responds
or only a subset of the total number of motor units depending on the stimulus strength
8 CHAPTER 2. BACKGROUND AND LITERATURE REVIEW
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(a) Four examples of the electrical response to
stimulus observed on the medial gastrocnemius
in practice. The compound muscle action
potential (CMAP) is defined as this curve or its
maximum amplitude.
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(b) Four examples of the force response to
stimulus. The maximum is usually the point
of interest.
Figure 2.1: Notice the force response is realised on a much larger time domain than the
CMAP response and that the CMAP response is quite noisy in comparison. The force
and CMAP responses are from the same subject and are recorded for the corresponding
stimulus and duration values. There are 76 force and CMAP traces for this rat.
and duration. Determining the cardinality of the set of motor units within the muscle is
the objective of MUNE.
A motor unit is said to fire if it is among the subset of motor units that causes the
muscle to contract following the application of the stimulus. Equivalently, it may be said
that the motor unit is recruited. A key assumption in MUNE is that if a motor unit
fires then it does so with a reasonably similar response each time − an all-or-nothing
response. This assumption is one foundation that MUNE techniques build on and stems
from Hodgkin and Huxley (1952) who worked with axons of giant squid.
The electrical response (inmV ) presented in Figure 2.1a is labelled a compound muscle
action potential (CMAP). Here compound refers to the aggregation of the responses of
motor units that fire at a particular stimulus. The contribution of the response of a single
motor unit to the CMAP is labelled a motor unit action potential (MUAP). The term
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Table 2.1: Glossary of MUNE terminology
Term Symbol Description
Motor unit i = 1, . . . , N The smallest set of processes that allow a muscle to move
EMG − Electromyography. Electrical signals recorded from a muscle
following application of discrete, controlled electrical stimuli
Fire / Recruited − A motor unit fires or is recruited if it responds following application
of an electrical stimulus
Stimulus strength Sdt , t = 1, . . . , T The strength of a stimulus (mV)
Stimulus duration d The duration a stimulus is applied for (µs)
Threshold τi(d) The minimum stimulus strength required for a motor unit to fire,
for fixed duration d
Rheobase S∞R The largest stimulus strength that causes no motor units to fire,
irrespective of duration
CMAP CMAPt Compound muscle action potential. The aggregation of responses
from the motor units that respond to a particular stimulus
MUAP MUAPit Motor unit action potential. The ith motor unit’s contribution to
the CMAP at stimulus t
Traces − The complete curve of a CMAP or MUAP or force response as in
Figure 2.1
Maximal CMAP CMAPmax The CMAP trace or maximum amplitude observed following a large
enough stimulus to cause every motor unit in the muscle to fire
Alternation − Probabilistic firing of motor units
Firing indicator zi Binary variable, one if a motor unit fires for a particular application
of the stimulus, otherwise zero
Firing pattern − The complete set of (hypothesised / fitted) firing indicators for
every motor unit at every stimulus in the dataset
10 CHAPTER 2. BACKGROUND AND LITERATURE REVIEW
CMAP may refer to the entire curve in Figure 2.1a or simply the maximum amplitude
depending on the context. The curves themselves are referred to as CMAP or MUAP
traces throughout to avoid confusion.
It is also possible to record a force response to the electrical stimulus through transduc-
ers attached to the skin. Some examples of the force responses are presented in Figure 2.1.
The four force and CMAP responses in the figure were recorded concurrently and are from
the same subject. Force is measured in milli-Newtons (mN). Force data is not routinely
collected in a clinical setting due to the cost of the recording equipment. EMG devices
provide a common diagnostic tool in clinical neurological studies and their use is not
limited to MUNE studies. Thus any method proposed in this thesis should be suitable
for the CMAP data due to its abundance in practice.
Consider now the firing or recruitment of motor units following an electrical stimulus.
Each motor unit possesses a threshold which the stimulus − some combination of stimulus
strength and stimulus duration − must exceed to result in recruitment. The repeated
application of the same stimulus may cause a different subset of motor units to fire for
each recording. This is what is meant by alternation or probabilistic firing and is well
documented in the literature. See for instance, Stein and Yang (1990) and Major and
Jones (2005) for two highly descriptive references on probabilistic firing.
Suppose there are N motor units in a muscle and for duration d, denote the threshold
of motor unit i, i = 1, . . . , N as τi(d). Now by definition, for a given duration d if motor
unit i is to fire the input stimulus must exceed τi(d). One possible relationship for the
threshold, is attributable to Weiss (1901) and clarified by Bostock (1983). The threshold,
τi(d), is evaluated as a function of the duration, d, with a fixed rheobase, VR, across all
motor units and a motor unit specific decay constant γi such that the threshold decays
hyperbolically in the duration,
τi(d) = VR
(
1 +
γi
d
)
. (2.1)
This relation employs the experimental result that low stimulus strengths require long
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durations to achieve the same or equivalent CMAP as high stimulus strengths with short
durations. In the following the duration in τi(d) is suppressed and it is simply written τi
for brevity. In this formulation of the thresholds, it is assumed that a particular threshold
does not vary stochastically from one stimulus to the next.
In practice it has been shown that a motor unit’s threshold need not be deterministic
and could vary at each application of the stimulus and there may exist no strict ordering
from the smallest to the largest threshold (Stein and Yang, 1990). Furthermore, while
the threshold itself may vary, a motor unit may also fire probabilistically, this is called
alternation in the MUNE literature. Ignore now the deterministic threshold decay re-
lation of equation (2.1) and assume the threshold is a random variable. To account for
probabilistic firing, define firing indicators zi as one for i = 1, . . . , N motor units that
represent whether the ith motor unit fires and zero if not together with the tth stimulus
at duration d, Sdt . Write
p(zi = 1|Sdt ) = Φ
(
Sdt − E[τi(d)]√
var(τi(d))
)
, (2.2)
where Φ(X) = p(X < x) for X ∼ N (0, 1). This formulation is first considered by Ridall
et al. (2006) and it reflects what is observed in practice, where the repeated application of
the same stimulus may cause a different subset of motor units to fire for each recording.
To reiterate, this is what is meant by alternation or probabilistic firing.
A firing pattern is defined as the complete set of firing indicators for every possible
motor unit at each stimulus in time. A firing pattern may be deduced or hypothesised by
the experimenter or clinician subjectively during data collection or through subsequent
modelling of the data. Firing patterns play a central role in parts of this thesis as some of
the methods proposed are designed to validate different firing patterns and hence different
estimates of the total number of units. The use of firing patterns in this thesis is of
particular importance in Chapters 3 and 4. In Chapter 3, example firing patterns are
presented for subsequent analysis.
Under the random threshold and probabilistic firing model, Figure 2.2 illustrates three
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hypothetical motor unit thresholds, say for motor units A, B and C, together with
three stimulus strengths (assuming equal duration) 3, 5, 9mV noted on the figure. The
probability of firing is on the y-axis. In this example, at a stimulus of 3mV motor units
A, B and C fire with probabilities 0.023, 0.091 and 0.000, respectively. At a stimulus
of 5mV motor units A, B and C fire with probabilities 0.5, 0.5 and 0.001, respectively.
Finally at a stimulus strength of 9mV , motor units A, B fire more or less with probability
equal to one and motor unit C fires with probability 0.841. This figure highlights some
subtleties to the construction of equation (2.2). The first is that the steepness of the
distribution function need not be assumed to be the same across all motor units. The
other difficulty is that this model is an abstraction of what is observed in reality due to
the rheobase value, mentioned above. The probability of firing at stimulus values below
the rheobase is zero by definition, in this case that probability is not zero, but may be
very small. To overcome this if p(zi = 1|Sdt ) is either < 0.001 or > 0.999 the indicator, zi,
is set to 0 or 1, respectively. In practice, and especially where muscles are large enough
to allow for appreciable overlap in motor unit thresholds, probabilistic firing can have a
profound effect on the ability to estimate the contribution of any single motor unit to the
CMAP response.
Random thresholds and probabilistic firing are a biological reality. These facts imply
probabilistic firing, but there is the possibility that for a particular set of responses to
stimulus can result in no probabilistic firing. In this case the thresholds curves, as in
Figure 2.2, would not overlap, which is certainly possible. Any method proposed in this
thesis must allow for probabilistic firing.
2.2 MUNE Model Assumptions
MUNE techniques rely on a number of key model assumptions that are employed to
reflect the physiological process more truthfully. Five model assumptions are presented
in this section. This is not an exhaustive list of the physiological assumptions that are
employed in muscle investigations, but rather a list of those explicitly relevant to MUNE.
For instance, the depth and placement of motor units in the muscle, and therefore their
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Figure 2.2: Hypothetical thresholds for three motor units. For a given stimulus (and
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to fire 50% of the time.
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distance from the electrode is not considered in this thesis.
The model assumptions that are widely accepted and upon which all MUNE techniques
rely are as follows.
Assumption 1: The recorded electrical activity is derived from a single muscle (McCo-
mas et al., 1971).
Interrogating this assumption is beyond the scope of this thesis. The dataset presented in
Section 2.4 has been collected by collaborators with expert knowledge of EMG equipment
and techniques. Their expertise is relied on to ensure that only responses from the muscle
under investigation are recorded.
Assumption 2: That motor units fire independently, in a repeatable, all-or-nothing
response (Milner-Brown et al., 1973). The size of a single motor unit’s response
is independent of the stimulus size.
This assumption precludes any potential models that allow fractions of motor units to
fire. It is a fundamental assumption made after careful consideration of the physiological
process. The support for this assumption is due to early research by Weiss (1901),
Lapicque (1907) and Hill (1935, 1936a). These authors investigate the axons of frogs
and lay the foundation for the physiological processes that are widely accepted in muscle
investigations, see for instance Plonsey (1969) and McIntyre et al. (2004). In addition,
research by Hodgkin and Huxley (1952) on the axons of giant squid reinforce this assump-
tion. Each motor unit is composed of a motor neurone that connects to a set of muscle
fibres. If the motor neurone fires, the muscle fibres are activated. A motor neurone can
not activate some of the muscle fibres; it must be an all-or-nothing response.
Assumption 3: The observed electrical response from a set of motor units is the aggre-
gation of responses of each individual motor unit that is recruited (McComas et al.,
1971).
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This assumption is equivalent to assuming that when two or more motor units are
recruited, there is no additional compounding effect observed. That is, the response is
the sum of individual motor unit responses. This assumption is relied upon by all MUNE
techniques, regardless of which of the following assumptions are enforced. Assumptions
1, 2 and 3 are widely accepted in MUNE research and practice.
The following assumptions and the degree or form in which they are applied bears
scrutiny. The following two assumptions are of particular interest in this thesis, specifically
in Chapters 3 and 4.
Assumption 4: The incremental responses from increasingly powerful electrical stimuli
are due to the recruitment of one motor unit at each increment (McComas et al.,
1971).
This assumption is known to be false. Even at the time of publication McComas et al.
understood that this could not hold true due to the potential for motor units firing
probabilistically. The assumption was necessary to permit the analysis of the particularly
large muscles under investigation in the original paper. The muscles investigated were the
sartorius, brachioradialis, and exte isordigitorum brevis (EDB), though only the MUNE
technique was only applied to the EDB muscle for physiological reasons. Bergmans (1970)
is a comprehensive reference on the physiological process where probabilistic firing is
discussed in detail. In MUNE specific research, there are a number of methods that allow
for motor units to fire probabilistically, these are presented in Section 2.3. Despite this,
much of the recent MUNE research relies on techniques that do not permit probabilistic
firing, for instance, Casella et al. (2010), Blok et al. (2005a) and van Dijk et al. (2008)
Assumption 5: That recorded observations of motor units are representative of those
generated by the total population of motor units (McComas et al., 1971).
This is a size homogeneity assumption that may or may not hold true in practice.
Certainly in the larger muscles of healthy subjects − those with hundreds of motor units
− this assumption is necessary to arrive at an approximation of the number of motor
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units. It is less certain whether this assumption is appropriate in unhealthy muscles,
such as those of ALS sufferers (Baumann et al., 2012; Gooch and Harati, 2000; Shefner,
2009; Shefner et al., 2007). In these unhealthy muscles the number of motor units can be
comparatively small − as few as ten and usually less than 50 − due to the wasting nature
of the disease and collateral sprouting, discussed in Section 2.1.
Assumptions 4 and 5 are of particular interest in this thesis and are investigated at
length in subsequent chapters.
2.3 A History of MUNE
The existing MUNE methodologies are separated into the classical and model based
approaches. In-depth reviews of MUNE methods are available by Gooch and Harati
(2000), who review MUNE techniques with particular interest in ALS, Lomen-Hoerth and
Slawnych (2003), who review MUNE techniques and the applicable theory to each method,
and Shefner (2001) and the follow-up by Bromberg (2007) who review and compare four
MUNE techniques and provide much support for the clinical use of MUNE in a broad
range of diseases or conditions.
All MUNE techniques are based on the analysis of EMG data as in Figure 2.1 for
example, and the data presented in more detail in Section 2.4. Either CMAP or force
responses could be used for the MUNE methodology presented here, although all methods
in this section were applied to CMAP data when published.
2.3.1 Classical MUNE Methods
Among the classical MUNE methods considered below, the EMG device is used in different
ways to record the data and these MUNE methods are based on these specialised record-
ings. The most common EMG data are recorded using a technique named incremental
stimulation, where for fixed duration the stimulus strength is increased in increments
from the rheobase until ten or so motor units are firing. The CMAP or force response,
either the trace, maximum amplitude or the area under the curve to the first peak, is
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recorded at each increment. Applying the stimulus in increments tends to produce larger
and larger CMAP responses as the input stimulus approaches and exceeds each motor
unit’s threshold. After ten or so motor units are observed, a larger stimulus is applied
to recruit every motor unit in the muscle, resulting in what is referred to as the maximal
CMAP.
The classical methods are most useful for muscles with large numbers of motor units,
typically in the hundreds. The size homogeneity assumption is quite reasonable in this
situation where the muscles under investigation are healthy. But for muscles with small
numbers of motor units, say less than 50 or so, the size homogeneity assumption becomes
an issue. In particular, this is seen for muscles showing symptoms of a degenerative
muscular disease such as ALS where motor unit sizes can be quite different due to collateral
sprouting, mentioned in Section 2.1. In general, if the CMAP response from the supra-
maximal stimulus is much larger, specifically hundreds of times larger, than the CMAP
responses collected in the incremental stage then classical methods are satisfactory.
The classical methods of MUNE are based on the same formula of McComas et al.
(1971). Denote the maximal CMAP response as CMAPmax, this quantity represents the
recruitment of all motor units in the muscle − simply the maximum amplitude of a CMAP
trace as in Figure 2.1 but for a stimulus large enough to recruit all motor units in the
muscle, the first peak is considered only if a subsequent maximum is present. Denote the
estimate of a single motor unit as m. The number of motor units is
MUNE =
CMAPmax
m
. (2.3)
What differs between the classical MUNE methods is the manner of estimating m and
the assumptions relied upon.
McComas et al. (1971) estimate the contribution of single motor unitsmi by separating
out individual MUAP traces from the CMAP traces. As probabilistic firing is absent from
this model, when the muscle is stimulated in discrete increments it is assumed that the
CMAP responses increases only when the threshold of a new motor unit is exceeded by
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the stimulus. It is therefore implicit that thresholds are fixed and unique across all motor
units in this model and that motor units fire deterministically.
The differences in observed CMAP (maximal amplitudes) when the CMAP jumps for
the first ten or so motor units is an estimate of the sizes of the first ten or so motor units,
specifically
MUAPt = CMAPt − CMAPt−1,
for stimulus t = 1, . . . , T (correctly chosen so that CMAPt and CMAPt−1 are the result
of the activation of one extra motor unit) and CMAP0 equal to zero or some baseline
value. The parameter m in equation (2.3) is
m =
1
T
T∑
t=1
MUAPt. (2.4)
Using the multiple point stimulation technique of Brown and Milner-Brown (1976),
a stimulus just above the lowest threshold is repeatedly applied at many points along
the nerve. If MUAPt represents the MUAP of the most sensitive (lowest threshold)
motor unit stimulated at t = 1, . . . , T points along the nerve then the parameter m in
equation (2.3) is again given by equation (2.4). It is of course assumed that only one
motor unit is stimulated each time, though this does not necessarily have to be the same
motor unit. This technique is heavily reliant on the assumption that motor units have a
similar size within the same muscle.
The method of spike-triggered averaging requires a needle electrode to delve into the
muscle and record the response from a set of motor units small enough so that individ-
ual motor units are identifiable, following voluntary and stimulated muscle contractions
(Brown et al., 1988; Milner-Brown et al., 1973; Strong et al., 1988). These data require
more technical skill to record and allow for the analysis of a broader set of muscles which
are inaccessible through other methods. The needle electrode is more invasive for the
subject. Let t = 1, . . . , T be the number of times a response is recorded with the needle
electrode and MUAPt the associated response (not necessarily the same motor unit is
stimulated each time) then the equation to estimate the parameter m in equation (2.3)
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is again given by equation (2.4). The CMAPmax term requires some adjustment for this
method, as existing method use the average force associated with voluntary activation.
See Milner-Brown et al. (1973) for more technical details on this method.
Another technique relies on the so-called F-wave response (Fisher, 1992). This re-
sponse occurs only for a small percentage of motor units and is like an echo of the CMAP
travelling down the axon after the CMAP trace. For t = 1, . . . , T F-wave responses, write
MUAPt as the contribution of a single motor unit’s F-wave for stimulus t. The parameter
m in equation (2.3) is again given by equation (2.4).
The final classical method is the statistical method (Daube, 1995). This method relies
on repeated application of the stimulus at strength ranges where motor unit thresholds
overlap and motor units fire probabilistically. Suppose a stimulus of strength and duration
Sd is applied to the nerve and results in deterministic firing for n motor units − here
assume the firing indicators satisfy equation (2.2) and these n motor units fire determin-
istically, that is zi|Sd = 1 for i = 1, . . . , n. Suppose that in addition to the n motor
units observed deterministically and that probabilistic firing is observed in k motor units.
Using a clever application of the Poisson distribution, Daube (1995) assumes motor units
are recruited according to a Poisson model. Therefore information about the variance
translates to information about the mean. Let CMAPSdt be the CMAP value at stimulus
value of Sdt , each S
d
t is a different stimulus value applied repeatedly. The parameter m in
equation (2.3) is given by
m =
1
T
T∑
t=1
var(CMAPSdt ). (2.5)
Each stimulus Sdt is usually applied about five or so times in practice to estimate the
variance of the CMAP about that stimulus value. A quite similar approach by Blok et al.
(2005b) proceeds in the same manner except assumes that the underlying process is a
binomial model.
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2.3.2 Statistical Model Based Approaches
The model-based approaches are more recent developments of statistical methodology by
Ridall et al. (2006), Ridall et al. (2007) and Drovandi et al. (2014). Ridall et al. (2006) is
the first application of statistical models to the MUNE problem. Ridall et al. propose a
Bayesian hierarchical model to infer the most probable firing indicators for a fixed number
of motor units. The model was designed to take account of the probabilistic firing of motor
units and the physiological process as accurately as possible. Ridall et al. (2007) use the
former model framework and allow the number of units to change in a reversible-jump
Markov chain Monte Carlo (RJ-MCMC) setup. Drovandi et al. (2014) extend the model
to include a better estimate of the observed data likelihood used to jump between models
with different numbers of motor units and thereby improve the convergence and model
fit of the RJ-MCMC scheme.
These models use only the maximum values on the CMAP or force traces. Write
St for the stimulus strength and CMAPt for the maximum CMAP response at St for
stimulus occasions t = 1, . . . , T . Furthermore, write the number of motor units in the
muscle as N and the firing indicators zti equal to one if motor unit i fires for stimulus
St. With zt = (z11, . . . , z1N)
′, denote the complete firing pattern by (z1, . . . , zT ). Denote
the individual contribution of a motor unit (its size) as µi and for all motor units in the
muscle as µ = (µ1, . . . , µN)
′. In Drovandi et al. (2014) the likelihood for an observation
CMAPt is given by
CMAPt|St, N, zt,µ, µb, σ2, σ2b , ηt ∼ N (CMAPt;µt, vt),
with µt = µb +
∑N
i=1 ztiµi, vt =
σ2
b
+σ21(nt>0)
ηt
and nt =
∑N
i=1 zti.
The parameter µt is clearly the contribution of the motor units that fire and some
pre-set baseline value µb. The variance vt involves the sum of some estimated baseline
value σ2b and the variance parameter σ
2, which is only included if at least one motor unit
fires, and the parameter ηt ∼ Gamma(ǫ, ǫ), which accounts for possible outliers in the
CMAP responses. The addition of σ2 when at least one motor unit fires reflects what is
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observed in practice.
Marginalising over ηt, CMAPt is un-conditionally distributed as a Student t random
variable with 2ǫ degrees of freedom.
The prior distributions assigned to the motor unit contributions µi and the variance
term σ2 are µi ∼ Uniform(µmin, CMAPmax) and p(σ2) ∝ 1σ2
b
+σ2
, respectively, with hyper-
parameters µ0, CMAPmax, ασ and βσ set by the analyst. The baseline parameters µb and
σ2b are estimated separately.
Stochastic firing is enabled through specification of the firing indicators zt, for motor
unit thresholds given as τi ∼ N (mi, δ2i ), such that
p(zti = 1|St) = Φ(St −mi
δi
).
The variance parameter is given the prior distribution δ2i ∼ Inverse-Gamma(αδ, βδ).
The prior distribution for the mean parameters, m = (m1, . . . ,mN)
′, is given by the
N thinned uniform order statistics such that, p(m|N) ∝ ∏N+1i=1 (mi −mi−1)K−1. The
parameter K controls the repulsion between the threshold means to ensure they are well-
separated. The hyperparametersm0 andmN+1 are set to determine the appropriate range
of the parameters mi.
The number of motor units N is assigned a uniform prior distribution over the integers
{Nmin, . . . , Nmax}. Nmin and Nmax are set by the analyst.
The algorithm proceeds by constructing full-conditional distributions for all parame-
ters exceptN and by assuming conditional independence for t = 1, . . . , T and i = 1, . . . , N .
The number of units is found using a birth-death process to include or remove one motor
unit in the reversible jump framework of Green (1995).
The model allows for motor units of different size, random thresholds and probabilistic
firing and all the prior distributions are formulated to be consistent with the biological
process, see Ngo et al. (2012) for more detail on its place within the biological framework.
The model performs admirably in practice for patients with diseased muscles where the
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number of motor units is up to about 50; see for example Baumann et al. (2012) who
apply the model to ALS patients.
2.4 Data
The data presented here are considered in Chapters 3, 4 and 5. In Chapters 3 and 4 the
EMG responses of a single rat are considered. In these two chapters the complete trace
data is considered for both force and CMAP responses. In Chapter 5 the maximal force
responses of four rats are analysed and furthermore only the maximum value on each
force trace response is considered.
The new data type to be analysed has the unique characteristic that the input stimuli
are applied to the nerve for different durations. There are no existing MUNE methods
suitable for data collected using different durations of the stimuli. The motivation for
analysing EMG responses for stimuli applied at various durations is that more information
is thought to be yielded on the smaller units in the muscle and allows for more careful
investigation of individual motor units in the muscle (Casella et al., 2010).
All recordings were made by collaborators at the Miami Institute to Cure Paralysis
on the medial gastrocnemius muscle of an anaesthetised rat or rats. The recordings are
made following treatment and it is expected that the number of motor units is relatively
small, < 20, and the motor units are expected to vary in size due to this treatment. It
is assumed that the maximal CMAP value, CMAPmax is observed in the course of the
data collection during the incremental stimulation phase for at least one duration, that
is, without the application of a supra-maximal stimulus. A full and technical description
of the data are available in Casella et al. (2010).
The data considered in this thesis was collected with an added complexity that has
only very recently been investigated in MUNE. The data were collected in three separate
runs where the stimulus strength is increased incrementally for fixed duration. However,
between each run the stimulus duration is adjusted from 50µs to 20µs and finally 10µs.
Casella et al. (2010) argue that applying the stimulus incrementally at several durations
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Figure 2.3: Stimulus strengths plotted against the order of data collection. The stimulus
strength is incremented in strength for fixed duration in three separate runs.
can aid in the investigation of probabilistic firing. The stimulus strengths and the
corresponding stimulus durations are presented in Figure 2.3 for a single rat. In Figure 2.4
the CMAP and force trace data is presented. Generally, smaller (larger) CMAP traces
correspond to smaller (larger) force traces. Figure 2.1 contains four examples of pairs of
CMAP and force traces exhibiting the different CMAP shapes observed in these data.
In Chapter 5 the EMG responses for four rats are considered. However, in this chapter
only the maximal force responses are considered. The four rats are presented in Figure 2.5
and exhibit some interesting features. For the analysis of Chapter 5 the force responses
have been multiplied by 10 so that the data are closer to what would be observed for a
human subject.
From Figure 2.5 it is clear that longer stimulus durations require only a relatively
weak stimulus strength to recruit the first few motor units, in contrast to the stimulus
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(b) Force trace data.
Figure 2.4: Multiple duration trace data. There are 76 individual traces for the medial
gastrocnemius muscle of this rat.
strengths required for shorter stimulus durations. Furthermore it is interesting, that the
largest observed maximum force response of the rat is reached for the largest duration,
but not the largest stimulus. To evoke a response from all motor units in the muscle,
stimuli of greater intensities would be required for the two shorter durations.
In Figure 2.5, rats (a), (c) and (d), the range of responses are quite similar and
exhibit many repeated responses for different stimulus strength-duration combinations.
It is interesting to consider what additional information multiple stimulus duration data
can provide beyond a typical single stimulus duration analysis. A typical clinical analysis
is performed at the longer duration of 50ms, that is, the square boxes on the figure. The
shorter durations provide additional data in the mid-range of observed responses − the
range where probabilistic firing is most often observed for these data.
Consider now rat (b), where the responses are observed in reasonably well-defined
groups over the range of the response. With maximal responses up to four times that
of the other three rat’s maximum values under the typical clinical duration of 50ms, the
responses only become grouped or repeated at the highest response values. The responses
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Figure 2.5: Maximal force responses (mN) to stimuli (V) collected on four different rats
using three durations. The data collected at different durations are denoted by different
shapes on the graph. The dots at the origin of each plot are the baseline data. The force
response is multiplied by 10 so that the size of the response is more consistent with a
human subject. Note the differences in the domains and ranges across each data set.
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to long duration (◦ on the figure) stimuli are well-separated into different groups but
there are few force responses for groups in the range 1000− 3000. Inclusion of the shorter
duration data, especially the shortest duration of 10ms, provides much more data on these
mid-range responses with many responses clustered responses.
The additional information that multiple stimulus duration data has provided to the
recordings made on rat (b) is also of particular interest for MUNE investigations as
probabilistic firing can have a large effect on the estimated number of motor units. In the
mid-range the responses are not clearly clustered, though for the shorter duration data
the groups of observations of the firing pattern are again quite well-defined.
2.5 MUNE Methodology
Chapters 3 and 4 use quite similar methods. Chapter 3 is primarily focussed on methods
to manipulate and capture relationship observed in the data of Section 2.4, resulting in
data analysis type models to capture the process with particular reference to the effect of
applying the different MUNE model assumptions of Section 2.2. This preliminary analysis
and treatment of the data led to the novel MUNE method introduced in Chapter 4. As
the chapters flow together inextricably the literature review for each is presented in a
single section.
2.5.1 Trace Analyses in MUNE
A contribution of Chapter 3 and 4 is to analyse the complete force and CMAP trace data
in EMG analysis. More modern MUNE techniques, such as Drovandi et al. (2014); Ridall
et al. (2007), have focussed on the maximal CMAP values only in their investigations.
Information may be lost by only considering a single value of the curve and a MUNE may
be more accurately calculated through consideration of the full trace data. Considering
the full trace data is not a new concept in EMG analysis or in MUNE in particular. The
contribution of Chapter 3 and 4 is to modernise the subjective methodology found in
trace analyses in MUNE into rigorous statistical framework.
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The MUNE technique of spike-triggered averaging, discussed in Section 2.3 and devel-
oped by Stein et al. (1972), uses the full traces in EMG or force analysis. Waveforms are
collected and averaged point-to-point to produce an estimate of a single MUAP profile.
The subjectivity of this method is introduced as the operator must discern between
waveforms manually.
The popular MUNE method of F-response analysis also utilises EMG trace data. This
method uses the full trace data to characterise the average MUAP of a surface-MUAP for
an individual unit using a sorting and detection algorithm. The F-response is a subsequent
and involuntary response to motor unit activation.
MUNE techniques, for example STA or F-response, have typically made use of al-
gorithms designed to clean or sort EMG or force trace data. These methods fall under
the class of thresholding or templating techniques for EMG (and not necessarily MUNE)
analyses. Bak and Schmidt (1977) discuss the use of window discriminators that can
separate the activity of single nerve cells from a group of simultaneously recorded signals
based on waveforms and spike height. Kreiter et al. (1989) present an unsupervised spike
sorting algorithm incorporating a learning and sorting phase into the algorithm, similar to
principal components analysis. Full waveforms are considered in both these publications.
Other templating techniques are also presented by Roeleveld and Stegeman (2002)
who link the physiology of individual units to different properties of an individual unit’s
MUAP, where aspects such as prorogation velocity and motor unit location are considered
as indicators for unique motor units. Finally, Takahashi et al. (2003) use a tetrode − a
group of four active electrodes − to observe the activity of multiple neurons and their
interactions. The authors use independent components analysis (ICA) and a k-means
clustering technique to separate out individual waveforms. A limitation of using ICA
alone is that if the number of active units exceeds the number of electrodes (four) then the
algorithm cannot detect all the waveforms of individual units. Here, by incorporating the
k-means clustering the problem overlapping spike waveforms (a non-stationary property
of the waveforms) individual waveforms can be identified under some circumstances.
In a simulation based approach, Major and Jones (2005) simulate both force and
28 CHAPTER 2. BACKGROUND AND LITERATURE REVIEW
CMAP trace data resembling data collected on a human patient. The authors compare
the popular MUNE techniques of incremental stimulation (IS) and a revised version (RIS),
multiple point stimulation (MPS), and spike-triggered averaging (STA) to their simulated
dataset. Force data are simulated using a gamma distribution with shape parameter equal
to two and a motor unit contraction parameter for each individual unit controls the scale
of the curves. CMAP data are simulated using the derivative of the normal density. Hence
the full traces are considered for both force and CMAP data.
In an alternative clustering approach, Blok et al. (2005a) consider an array of electrodes
and use a clustering method to sort the waveforms into MUAPs for individual units. Many
conclusions are drawn from the inspection of wave shapes in addition to a MUNE.
Thus considering the full waveforms or traces in MUNE analyses are well-supported in
the MUNE literature. It should be noted that the most recent statistical methods, such
as those presented in Section 2.3.2, use only the maximal force or CMAP values on each
trace.
2.5.2 Splines
Splines are employed in Chapter 3 and 4. Splines are a simple, versatile and conceptually
coherent approach to considering the full traces and are discussed here in some detail.
A spline is a smooth piece-wise function constructed from a basis of simpler functions
(usually polynomials), employed to express the underlying relationship observed in noisy,
non-linear data. The pieces are defined across a set of control points or knots.
Consider the observed process Y and a set of control points T = (t1, . . . , tn) such that
there exist the observed data pairs (ti, yi) that satisfy
yi = g(ti) + ǫi , (2.6)
where E(ǫi) = 0 and E(ǫiǫj) = 0 ∀i 6= j and the function g is a smooth function defined
on the interval (t1, . . . , tn). The “pieces” of the fixed but unknown function g are defined
according to a set of functions over the set T . Assume henceforth that g is a piecewise
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polynomial function; other bases for g exist but are of limited interest here. If T is an
interval of the real line, the set of cubic polynomials prove to be tractable and aesthetically
satisfying.
Cubic Splines
Least squares regression techniques are an obvious starting place for the estimation of g
in equation (2.6), but minimisation according to the criterion min{1/n∑ni=1 (yi − g(ti))2}
will clearly result in a simple interpolation between the control points. Consider instead
the penalised criterion
min
{
1
n
n∑
i=1
(yi − g(ti))2 + λ
∫
T
[g′′(u)]2 du
}
. (2.7)
with respect to the coefficients of the functions that form g. Defining the spline according
to this criterion in either form, is due to the foundation laid by Whittaker (1923) and
built upon by Schoenberg (1964) and Reinsch (1967). Under the penalised least squares
criterion, the additional parameter λ controls the relative smoothness of the spline.
Reinsch (1967) illustrated that if, in minimising the criterion (2.7), attention is restricted
to the class of twice-differentiable functions, the result is a cubic polynomial on any
interval between two control points. Hence g(ti) can be represented as
g(x) =
n∑
j=1
βjPj(x),
for x ∈ T where Pj(.) is the jth cubic polynomial in the basis for set T . It is easily seen
that by design g has continuous first and second derivatives at the control points.
Alternatively and for simplicity, the criterion (2.7) may be re-written in matrix nota-
tion
min
 1n
n∑
i=1
(
yi −
m∑
l=1
βjPj(ti)
)2
+ λβ′Aβ
 ,
where ti β = (β1, . . . , βm)
′ is the vector of spline coefficients and (A)ij = aij =
∫
T P
′′
i (u)P
′′
i (u)du
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is the matrix representing the integral of the squared double derivatives of the basis
functions Pj(.).
In criterion (2.7), λ is understood as the penalty between fidelity and roughness. It is
obvious that for λ = 0 the result is an un-penalised criterion and a simple interpolation
between control points and for λ → ∞ the result is a linear least squares estimate. λ
is typically set by the user and can be different for different applications of smoothing
splines. Optimisation routines do exist for selecting the “best” smoothing parameter
in an automatic way, see for instance Craven and Wahba (1978) or Wahba (1985) for
an approach using cross-validation methods or Hurvich et al. (1998) for an AIC type
approach. Though care should be taken in using an automatic method that might conflict
with the modelling aims of an investigation, Silverman (1985) for example, advocates that
the smoothing parameter be chosen subjectively − by eye-balling the data and selecting
the “best” looking model − but also argues the case for cross-validation methods in certain
circumstances.
The function g is labelled a smoothing spline where the set of control points T simply
occur at the observed data points yi and the function g is labelled a regression spline in
the case of fewer control points than observed data. Smoothing splines are dealt with at
length and in detail in the companion papers by Wahba (1978, 1983). In either case the
set of control points T need not be equally spaced, it is often assumed however, and made
in conjunction with the assumption that the control points are ordered but not necessarily
distinct.
Under a regression spline formulation with observed data yi for i = 1, . . . , n, the
function g is written
g(x) =
m∑
l=1
βlPl(x)
for T = (t1, . . . , tm) and x ∈ T and criterion (2.7) may be re-written
min
 1n
n∑
i=1
(
yi −
m∑
l=1
βlPl(ti)
)2
+ λ
∫
T
[g′′(u)]2 du
 . (2.8)
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It is understood thatm < n and there arem coefficient terms in the regression formulation
and n in the smoothing formulation.
The choice and placement of control points that best represent the observed data and
provide the optimal estimate of g has been the subject of much research, see for instance
de Boor and Rice (1968) or see the discussion in Dierckx (1993) and the references therein.
At present, while optimal control point placement routines exist (see for instance Jupp
(1978); Lindstrom (1999)), these are not widely adopted. O’Sullivan (1986) laid the
foundation for what is presently the most popular method for deciding on the number
and location of control points. By recognising that the loss of quality for an under-fit
is a greater problem than the potential autocorrelation problem caused by an over-fit
and that the computational savings garnered by considering equidistant control points
far outweigh the improvements to the model fit for irregularly spaced control points,
O’Sullivan suggested a large number of equally spaced control points. This approach
is supported by the discussion in Eilers and Marx (1996) and furthermore in Lang and
Brezger (2004) and suggested in the reference texts Hastie and Tibshirani (1990), de Boor
(2001) and Dierckx (1993) as an adequate method for knot selection.
A common specification in non-parametric regression, popularised by Ye (1998), is the
effective degrees of freedom (edf) defined in terms of the penalty parameter λ as
edf(λ) =
1
σ2ǫ
n∑
i=1
Cov(gˆλ(xi), yi) ,
where the covariance Cov(gˆλ(xi), yi) is calculated for each pair xi, yi in i = 1, . . . , n. If the
fitted spline function gˆλ(xi) (predictions of the observations yi) may be written in matrix
form Sλy then the effective degrees of freedom may be written more simply as
edf(λ) = tr(Sλ) . (2.9)
The effective degrees framework was first formalised by Bruja et al. (1989) and is a scale-
free measure of the amount of fitting under a non-parametric framework (Efron, 2004).
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B-splines
It is of interest to fit the function g with minimal support. Basis splines or B-splines,
developed by de Boor (2001) and Dierckx (1993), are defined from a set of polynomial
pieces according to either a divided differences construction or a recursive formula. B-
splines form a basis with compact support on the set T . B-spline bases are non-zero
between the inner control points of set T and zero outside those points. Let Bj,k(x)
represent the jth B-spline of degree k or order k + 1 and for any given x ∈ T ⊂ R,
B-splines may be defined according to the recursion (de Boor, 2001, Chap.9)
Bj,k(x) =
x− tj
tj+k−1 − tjBj,k−1(x) +
tj+k − x
tj+k − tj+1Bj+1,k−1(x) .
B-spline bases for regression or smoothing splines have become almost a standard in spline
analyses, especially under the Bayesian paradigm, due to a multitude of useful properties.
The premier importance of B-splines to spline smoothing is summarised by the definition:
“A spline function of order q [degree q+1] with knot sequence t = (t1, . . . , tn) is any linear
combination of B-splines of order q [degree q+1] for the knot sequence t” (de Boor, 2001,
pp. 93). Hence any spline function may be written in terms of a B-spline basis.
The following attributes of B-splines are a re-production of those presented by Eilers
and Marx (1996). B-splines of degree k satisfy the attributes
(i) Consists of k + 1 polynomial pieces, each of degree k
(ii) Pieces join at k inner knots.
(iii) At the joining points, derivatives up to degree k − 1 are continuous.
(iv) Is positive on a domain spanned by k + 2 knots and zero elsewhere.
(v) Except at the boundaries, overlaps with 2k polynomial pieces of its neighbours.
(vi) At a given x, k + 1 B-splines are non-zero.
Another computationally useful property is a recursion that exists for the derivatives
of B-splines. Consider for simplicity the case of equidistant knots where the distance
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between two knots is labelled h. It may be seen by the properties of divided differences
and using induction, that the derivatives of B-splines satisfy the relation
hp
n∑
j=1
B
(p)
j,q (x) = (−1)p
n∑
j=1
∆paj+1Bj,q(x) .
where
∆2aj = ∆∆aj = ∆(aj − aj−1) = aj − 2aj−1 + aj−2 , (2.10)
and higher order differences follow the same relationship (de Boor, 2001). In light of
criterion (2.7), computing the double derivative in the penalty becomes a simple difference
formula under a B-spline basis − while no simpler analytically as g is a polynomial, the
benefit of a recursive derivative relation is important for the computation of derivatives of
a general polynomial function g. Hastie and Tibshirani (1990) also iterate that B-splines
are a very useful basis in terms of computation as the regression matrix is banded since
any given cubic basis function Bj,3 is non-zero over a span of at most five distinct knots
(point (iv) above).
P-splines
Introduced by Eilers and Marx (1996), penalised splines or P-splines alter the penalised
least squares criterion (2.7) using a difference penalty on the coefficients in place of a
second derivative penalty. Write gs as a combination of B-splines
g(ti) =
m∑
l=1
alBl(ti) ,
Eilers and Marx (1996) consider the regression of data pairs (ti, yi) onto a set of m B-
splines, or the minimisation of the criterion
min

n∑
i=1
(
yi −
m∑
l=1
alBl(ti)
)2
+ λ
m∑
l=p+1
(∆pal)
2

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with respect to the m coefficients al. The value p is the desired degree of the difference
terms as seen in the second order operation in equation (2.10). The interesting feature
of P-splines is that the difference penalty is applied to the coefficients of the P-spline
basis and not the functions that form the basis. This ensures that large differences in the
coefficients of neighbouring B-splines are penalised by λ across the domain, T .
Interpretation of the smoothing parameter λ is unchanged compared to a derivative
penalty approach, as the relationship
m∑
l=p+1
∆pal ≈
∫
T
(
m∑
l=p+1
alB
(p)
l (u)
)2
du ,
where B
(p)
l (x) is the pth derivative, is satisfied.
An interesting recommendation of Eilers and Marx (1996) is that the order of differ-
ences need not be restricted to second order in the way the order of the derivative penalty
was in criterion (2.7). The authors suggest applying higher difference penalties as an
alternate method of controlling the smoothness of function g, difference orders as high as
five or six.
Bayesian P-splines
Lang and Brezger (2004) introduced tractable Bayesian methodology to the spline liter-
ature and provide an excellent interpretation of the smoothing parameter in a Bayesian
context. The model written in relation (2.6) is considered with g constructed from a
B-spline basis,
g(x) =
m∑
l=1
βlBl(x) = Xβ ,
at equidistant and pre-set control point locations T = (t1, . . . , tm) (in the spirit of
O’Sullivan (1986)). The ith row and lth column of matrix X is the lth B-spline evaluated
at the ith control point, or X[i, l] = Bl(ti) and β = (β1, . . . , βm)
′.
The penalised likelihood of Eilers and Marx is considered with a low-order difference
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penalties such as one or two. Lang and Brezger (2004) show that by conditional indepen-
dence the complete likelihood may be written
p(y, β, σ2ǫ , τ
2
β) ∝ p(y|β, σ2ǫ )p(β|τ 2β)p(τ 2β)p(σ2ǫ ) ,
with the prior p(σ2ǫ ) ∼ IG(aσ, bσ) and a first or second order random walk prior on the
coefficients βl,
βl = βl−1 + ul or βl = 2βl−1 − βl−2 + ul .
Coupled with the hyperpriors u ∼ N(0, τ 2β) and β1 ∝ constant (and β2 ∝ constant if
second order).
If the difference operation is re-written as a (rank deficient) matrix Q, the prior for β
may be written
p(β|τ 2β) =
(
1
2πτ 2β
)rank(Q)
2
exp
(
− 1
2τ 2β
β′Qβ
)
, (2.11)
with hyperprior p(τ 2β) ∼ Inverse-Gamma(aτ , bτ ). A prior which is too diffuse on τ 2β
will cause the βl coefficients to be unidentifiable. Parameter values of aτ = 1, bτ =
0.005, 0.0005, 0.0005 are suggested by Lang and Brezger (2004).
It can be shown that the full conditionals of such a model are given by
P (β| . . .) ∼ N
(
P−1
1
σ2ǫ
X′y,P−1
)
P (σ2ǫ | . . .) ∼ Inverse-Gamma
(
a′σ = aσ +
n
2
, b′σ = bσ +
1
2
ǫ′ǫ
)
P (τ 2β | . . .) ∼ Inverse-Gamma
(
a′τ = aτ +
rank(Q)
2
, b′τ = bτ +
1
2
β′Qβ
)
.
Where the precision matrix P = 1
σ2ǫ
X′X + 1
τ2
β
Q with n the number of observations in
y = (y1, . . . , yn)
′ and ǫ = (ǫ1, . . . , ǫn)′.
The Gibbs routine is somewhat computationally involved for Bayesian splines of any
type but the properties of B-splines and the tractability of P-splines aid the computation.
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For instance, the matrix X has a banded structure due to property (iv) in Section 2.5.2
B-splines and furthermore the matrix Q has banded Toeplitz structure due to the con-
struction of the difference penalty. There are other computational tricks such as Cholesky
decomposition of the matrix X and adjustment of the coefficient parameters β; the reader
is referred to Lang and Brezger (2004) for further information.
There is no explicit smoothing parameter such as λ as in the previous methods. The
“smoothing” parameter in the Bayesian context is the prior for β, relation (2.11). In this
formulation, the coefficient parameters are treated as random variables with specified prior
distributions. The difference penalty seen in Section 2.5.2 P-splines has been replaced
with the stochastic analogue, the random walk, and the smoothness of the coefficient
parameters is controlled effectively by the uncertainty of the parameters themselves, or
τ 2β .
2.5.3 Spline Models Similar to Those of Chapter 3 and 4
The model illustrated by Brumback and Rice (1998) is an interesting model. Without
delving too far into the notation, let t, g, s and c be time, group, subject and cycle.
Brumback and Rice consider the model
yi︸︷︷︸
Curvei
= sg(i)(ti,l)︸ ︷︷ ︸
smooth group mean
+ ss(i)(ti,l)︸ ︷︷ ︸
smooth subject deviation
+ sc(i)(ti,l)︸ ︷︷ ︸
smooth cycle deviation
+ ǫi,l︸︷︷︸
error term
.
Here each s(.)(.) represents a spline. The motivation for this model originated from the
desire to conduct a nested ANOVA type investigation of functional data with a number
of missing values for different subjects, that is, under an unbalanced design. Clearly, the
model is suitable for this purpose: the smooth group mean and the additional information
from the cycle deviation allows for the prediction of observations within curves that are
missing parts of the observed domain, the deviation of each subject curves allow for
an ANOVA type investigation and the error term is clearly independent and identically
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distributed. This approach performs well on a set of urinary metabolite progesterone
curves as part of an investigation of early pregnancy loss but is seen to be computationally
intensive. The model of Brumback and Rice (1998) is closely related to those presented
later in this document but it is important to recognise the difference in the aims of this
approach.
An alternate and related model is a linear mixed model approach illustrated by Durba´n
et al. (2005). The model is presented in the context of longitudinal data using penalised
splines with a truncated linear basis. If f and g are splines and ǫ is an error term write
yi,j = f(ti) + gi(ti) + ǫi,j , ǫi,j ∼ N(0, σ2ǫ ) . (2.12)
The curve-specific spline gi may be decomposed into a linear and non-linear part,
gi(xi) = ai,1 + ai,2xi,j +
K∑
k=1
vi,k(xi,j − κk)+, (ai,1, ai,2)′ ∼ N(0,Σ) and vi,k ∼ N(0, σ2v) .
Durba´n et al. (2005) apply their model to investigate the treatment effect of patients
suffering acute lymphoblastic leukaemia; there are three treatment groups in the study.
The aims were to evaluate the long-term effect of treatment and to investigate the
individual growth trajectories of those suffering the disease. Hence the authors are
concerned with prediction and the properties of the global growth effect f for each of
the three treatment groups.
The model (2.12) is based on a truncated linear basis for the splines, using a B-spline
basis or otherwise is a simple extension. This model is highly relevant to this research,
though the modelling aims are slightly different. The global effect is of use in the context
of the MUNE data but not as interesting or model driving as in the context above. In
the case of the MUNE data the aim is to verify the plausibility of the firing patterns and
hence curve specific splines might be of more interest to see which traces lie far away from
the mean of a specific firing pattern. There is no interest in the prediction of future traces
in the MUNE case, however.
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Wand and Ormerod (2008) adopt a similar approach that builds on the work of Brum-
back and Rice (1998) and Durba´n et al. (2005) using a combination of penalised wavelets
and Bayesian P-splines. The model considered takes the same form as equation (2.12),
except that the spline g is constructed from penalised wavelet functions. The approach is
a fully Bayesian method.
The spline and wavelet hybrid model of Wand and Ormerod (2008) is applied to an
example dataset in a longitudinal study of the effect of radiation doses on 21 lung cancer
patients. A smooth global effects spline is fitted generally for each of the patients and a
penalised wavelet function captures the subject specific departure from the global mean
in each case. The model was fitted to this dataset to illustrate the method rather than
investigate the scientific questions posed be the data.
This model is again significant in the context of the MUNE analysis, not necessarily
in terms of the method of penalised wavelet construction, more the general approach and
the similarities between the example dataset considered by Wand and Ormerod and the
MUNE dataset of Section 2.4.
2.6 Reversible-Jump Markov Chain Monte Carlo
In Chapter 5 the method of reversible-jump Markov chain Monte Carlo (RJ-MCMC)
is used in the context of the MUNE problem. The details of the RJ-MCMC scheme,
specifically the between model moves, are not an original contribution of this thesis and
as such the topic will receive only a cursory review here. The interested reader is referred
to Congdon (2006) and Green and Hastie (2009) and, Sisson (2005) and Hastie and Green
(2012) for a more in-depth treatment of RJ-MCMC, the latter two references being review
publications of the topic. The reference text Fan and Sisson (2011) is an excellent resource
on RJ-MCMC and indeed other MCMC methods.
The seminal derivation of the so-called reversible-jump MCMC approach was made by
Green (1995). The goal of RJ-MCMC is to explore the posterior distribution of a model,
through MCMC, where the model can jump to states of different dimension. The method
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is characterised by within-model moves, as in a typical MCMC scheme, and across-model
moves, which feature the jump to different states.
Since its inception, RJ-MCMC has received much attention in the literature. The
original introduction by Green (1995) derives the method through measure theoretic
arguments, relying on the specification of Radon-Nikodym derivatives to jump between
states of the model. A more accessible approach is available by Waagepetersen and
Sorensen (2001). The method itself is a generalisation of the well-known Metropolis-
Hastings algorithm (Hastings, 1970). The description in this thesis is a summary of the
more detailed descriptions found in Waagepetersen and Sorensen (2001), Sisson (2005)
and Hastie and Green (2012).
Suppose there exists a countable set K, a model or state indicator k ∈ K and a
parameter vector θk. Each parameter vector has dimension nk. A typical MCMC scheme
would be applicable in the case of k = 1. If parameters (k, θk) are jointly unknown
reversible-jump or other alternative trans-dimensional methods are applicable. In this
case the prior distribution is written as conditionally independent such that p(θk, k) =
p(θk|k)p(k) with the likelihood for observations y given by p(y|k, θk). The joint posterior
is therefore
p(k, θk|y) = p(y|k, θk)∑
j∈K
∫
p(y|j, θj)p(θj, j)dθj ,
and is separable such that p(k, θk|y) = p(θk|k, y)p(k, y). The within-model MCMC
simulation refers to the familiar situation of simulating θk ∼ p(θk|y, k). The across-model
simulation where the state k changes is of key interest.
The RJ-MCMC method is essentially a more general Metropolis-Hastings algorithm
where states of the Markov chain are proposed and an acceptance ratio of the form
α(x, x′) = min(1, A(x, x′)), with the current state being x = (k, θk) and the proposed
state to transition to being x′ = (l, θl). The aim is to construct a reversible Markov chain
with an invariant distribution on a general state-space.
The state-space is usually written in the form Θ = ∪k∈K{k} ×Θk, which clearly varies
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in dimension for different k. The proposed state, x′, is constructed by drawing an r-
dimensional random variate u from a known joint density g, together with some transition
function h such that h(x, u) = (x′, u′). In this formulation u′ is the r′-dimensional random
variate from known joint density g′ that allows the transition from the new state to the
current state via h′, or, in other words, the move is reversible such that h′(x′, u′) = (x, u).
It follows that h and h′ are inverses.
This formulation can only be consistent if the Markov chain possesses the property of
detailed balance. Where
∫
p(x)g(u)α(x, x′)dxdu =
∫
p(x′)g′(u′)α(x′, x)dx′du′ (2.13)
must hold for the Markov chain to be reversible. Here, the dimensions of either integral
must match such that the (n + r)-dimensional integral on the LHS of equation (2.13) is
of equal dimension to the (n′ + r′)-dimensional integral on the RHS. One or both of r, r′
could be zero. equation (2.13) holds if (after applying the change of variable formula for
h, h′ to the RHS)
p(x)g(u)α(x, x′) = p(x′)g′(u′)α(x′, x)
∣∣∣∣∂(x′, u′)∂(x, u)
∣∣∣∣ ,
from which the acceptance probability, α(x, x′), for the move from x to x′ is given by
α(x, x′) = min
{
1,
p(x′)g′(u′)
p(x)g(u)
∣∣∣∣∂(x′, u′)∂(x, u)
∣∣∣∣} .
In practice one requires a number of moves to explore the entire space Θ = ∪k∈K{k} ×Θk.
Index a certain move m, which could be the move (x, x′) = ({k, θk}, {k′, θ′k}). The
probability that move m is attempted at state x is given by jm(x). As before the Markov
chain is invariant if the property of detailed balance is satisfied such that
∫
(x,x′)∈A×B
p(x)jm(x)gm(u)αm(x, x
′)dxdu =
∫
(x,x′)∈A×B
p(x′)jm(x′)g′m(u
′)αm(x′, x)dx′du′.
Again using the transform hm(θk, u) = (θ
′
k, u
′) to construct θ′k and by substitution the
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acceptance probability of move m for state (x, x′) = ({k, θk}, {k′, θ′k}) is given by
αm(x, x
′) = min
{
1,
p(x′)jm(x′)g′m(u
′)
p(x)jm(x)gm(u)
∣∣∣∣∂(θ′k, u′)∂(θk, u)
∣∣∣∣} .
Typically, a forwards, (x, x′), and backwards, (x′, x), move is all that is specified in
practice.
RJ-MCMC is used in conjunction with the novel MUNE method proposed in Chap-
ter 5. In this application, the number of motor units determines the dimension of the
state-space and the reversible-jump moves of the algorithm are used to estimate the true
number of motor units as in the MUNE methods presented in Section 2.3.2.
2.7 Model Choice
Model choice methods are the central theme of Chapter 6 and play a background role in
Chapter 4. The model choice problem is at the heart of almost all statistical investigations.
In most situations it is interesting to compare or rank statistical models. An important
measure of comparison and fit available is the evidence. The evidence may also be referred
to as the statistical evidence, the model evidence, the marginal likelihood, the integrated
likelihood or Bayes free energy. It represents the probability of the data given a statistical
model. For data y and parameter vector θ and models M1 and M2 the evidence is simply
p(y|Mi) =
∫
p(y|θ,Mi)p(θ|Mi)dθ, (2.14)
i = 1, 2. Marginal likelihood is an apt name as the marginal distribution of the data y|Mi
is marginalised over the parameters θ. Models are compared via Bayes factors, given as
BF1,2 =
p(y|M1)
p(y|M1) . (2.15)
There is a growing number of techniques to evaluate the evidence, see for instance,
Gelman and Meng (1998) for a thorough review of importance, bridge and path sampling
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methods, Robert and Wraith (2009) for an updated review of such methods that includes
the more recent mixture bridge-sampling approach (Chopin and Robert, 2007), the gener-
alised harmonic mean estimator (Gelfand and Dey, 1994) and nested sampling (Skilling,
2006, or perhaps, Burrows, 1980), in addition to Friel and Wyse (2012) who compare the
accuracy and computational burden of these methods under cases of varying complexity.
In this thesis the focus is placed on the approach of thermodynamic integration and the
advances in this area.
2.7.1 Power posteriors
Friel and Pettitt (2008) propose the method of power posteriors, a path sampling type
method, to evaluate the marginal likelihood in an application of the thermodynamic
integration technique from statistical physics. Dating to Kirkwood (1935), thermody-
namic integration has a long history in the statistical physics literature. An in-depth
background to thermodynamic integration and Bayes free energy (aka. marginal likeli-
hood) calculations for context specific statistical models is given by Chipot and Pohorille
(2007). In addition, the slow growth method of Bash et al. (1987) is a notable forerunner
to the method of power posteriors. In the statistical literature the use of thermodynamic
integration is detailed thoroughly by Neal (1993) together with other techniques from
statistical physics and furthermore by Gelman and Meng (1998) and, of course, more
recently by Friel and Pettitt (2008).
As in Friel and Pettitt (2008), for data y and parameters θ and temperature parameter
t ∈ [0, 1], define the power posterior as the annealed distribution
p(y|θ, t) ∝ p(y|θ)tp(θ),
which has normalising constant defined as
z(t) =
∫
θ
p(y|θ)tp(θ)dθ.
Clearly, the evidence is realised when t = 1, that is, z(1) = p(y) and when t = 0 the
2.8. PARTIALLY ORDERED SETS 43
integration is over the prior with respect to θ, thus z(0) = 1. In this thesis the power
posterior identity,
log p(y) = log
{
z(y|t = 1)
z(y|t = 0)
}
=
∫ 1
0
Eθ|y,t[log p(y|θ)] dt.
is employed directly in Chapter 4 and 6. In practice the log-evidence is estimated, using
a discretised temperature schedule, t ∈ [0, 1], 0 = t0 < t1, . . . , tm = 1 and MCMC draws
θ(i) for i = 1, 2, . . . , K,K + 1, . . . , N from each power posterior p(θ|y, ti) as
log p(y) ≈
m∑
j=1
(tj − tj−1)
2
(
Eθ|y,tj [log p(y|θ)] +Eθ|y,tj−1 [log p(y|θ)]
)
.
Using a burn-in of K iterations, Eθ|y,tj [log p(y|θ)] is estimated for fixed ti by
Eθ|y,ti [log p(y|θ)] ≈
1
N −K
N∑
j=K+1
log p(y|θ(j)i ).
Alternatively, the updated power posterior estimate of Friel et al. (2013) employs a
correction to the trapezoidal rule such that
log p(y) ≈
m∑
j=1
(tj − tj−1)
2
(
Eθ|y,tj [log p(y|θ)] +Eθ|y,tj−1 [log p(y|θ)]
)
−
m∑
j=1
(tj − tj−1)2
12
(
Vθ|y,tj [log p(y|θ)]− Vθ|y,tj−1 [log p(y|θ)]
)
,
where Vθ|y,t[log p(y|θ)] is the posterior variance of log p(y|θ). This approximation consis-
tently out-performs the standard estimate with no additional computation cost.
2.8 Partially Ordered Sets
Chapter 7 is an investigation of sets which follow a partial order and statistical method-
ology to handle this problem. This topic has several applications including MUNE and
clinical trial design.
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Put simply a set contains a partial order if the order (or relative size) of at least
two members is unknown. For example, consider the set {A,B,C,D} and the graphical
representation in Figure 2.6. From the figure it is clear that A < B, A < C, B < D
and C < D. It is possible to infer that A < D, but there is no information on whether
B < C or B > C. A complete ordering would leave no ambiguity between B and C;
either A < B < C < D or A < C < B < D are the only two complete orderings that
satisfy the graph.
A
B
C
D
Figure 2.6: A simple example that gives rise to a partial order
2.8.1 Partial Ordering in MUNE
The issue of partial ordered sets occurs in the MUNE problem when multiple duration
data are considered. As discussed in Section 2.4 a key feature of these data is that the
EMG recordings are made at different combinations of the stimulus strength and duration.
Consider an example of how this data type results in a partial order. Assume that
motor units fire deterministically, according to fixed thresholds (see Section 2.1 for further
detail on motor unit thresholds). Suppose the stimulus is applied at five instances
at each of three different durations. Label the stimulus Sdt and the response ydt for
durations d = 1, 2, 3 and instances t = 1, 2, 3, 4, 5. When motor units are assumed to fire
deterministically, it is easy to see that the responses ydt|Sdt satisfy an ordering when d
is fixed and t = 1, 2, 3, 4, 5, or alternatively when d = 1, 2, 3 and t is fixed. That is, the
situation may be represented as
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y1,1 ≤ y1,2 ≤ y1,3 ≤ y1,4 ≤ y1,5
≤ ≤ ≤ ≤ ≤
y2,1 ≤ y2,2 ≤ y2,3 ≤ y2,4 ≤ y2,5
≤ ≤ ≤ ≤ ≤
y3,1 ≤ y3,2 ≤ y3,3 ≤ y3,4 ≤ y3,5
.
Across each row and down each column the responses satisfy a complete ordering.
Under a fixed threshold, deterministic firing model, the response from the muscle must
not decrease for stronger stimuli or longer durations of the stimuli. For instance, it is clear
that y1,1 ≤ y2,2 or y1,2 ≤ y3,3 and this holds for any diagonal of the matrix. But there is
no information on the relative size of y1,2 and y2,1, y1,2 and y3,1 for example. There is no
information any of the opposite diagonals of the matrix. Hence, there exists the presence
of a partial ordering between the responses ydt.
2.8.2 Partial Ordering Terminology and Notation
Dushnik and Miller (1941) lay down a mathematical framework for the dimension of
partially ordered sets, where a partial order is defined if both x < y then y ≮ x; and if
x < y and y < z, then x < z are satisfied. A partial order defined on set S is called a
linear order if every two distinct elements x and y of S are comparable, that is, if x < y
or y < x.
Dushnik and Miller (1941) define the dimension of a partial order as follows. For any
set S, let K be any collection of linear orders defined on all S. A partial order P on S is
defined for any two elements x1 and x2 of S. Put x1 < x2 (in P ) if and only if x1 < x2 in
every linear order of the collection K. The dimension of a partial order P defined on S is
the smallest cardinal number d such that P is realised by d linear orders on S. It can be
shown that the dimension of P is finite if S is finite.
A complete order, also known as a simple order, is a full list of {y1,1, . . . , y3,5} so that
the order of any and every pair of observations, yi,j and yk,l is known for all i, k ∈ {1, 2, 3}
and j, l ∈ {1, 2, 3, 4, 5}.
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An aspect of the partial ordering problem is to identify the number of simple orderings
that satisfy the partial ordering, in other words, identification of the set P . Now the total
number of permutations of the members of a set of cardinality n is (n − 2)!, as the
first and last members are known to be the smallest and largest members, respectively.
Hence in the 3 × 5 MUNE example there are 13! possible permutations of the members
of the set {y1,1, . . . , y3,5} that could potentially satisfy the partial ordering constraints, in
other words, K has cardinality 13!. It will be seen in Chapter 7, that for the 3 × 5 case
there are only 6006 members in set P . This is an incredibly small fraction of the possible
permutations; less than one ordering in every million possible orderings satisfies the partial
ordering constraints at this dimension. Discussion of the implications of combinatorial
explosion observed in the partial ordering problem is deferred to Chapter 7.
Identifying the number of complete orderings that satisfy the partial ordering con-
straints is a problem that has all the characteristics of one that is NP-complete or perhaps
NP-hard. Whether a particular complete ordering satisfies the partial ordering constraints
is easy to verify that this is the case, although there seems to be no efficient way to identify
the entire set of solutions. In addition, there are no simple rules that can be used to reduce
the dimension of the problem to a simpler sub-problem while retaining the true solution
set P . More directly, there is no useful function that may be performed on one element
in set P such that the result is a different member in P , that is, there is no function
f : P → P defined for every member of P . It is possible to identify some function f
suitable for some members of P . Identifying the simple orders that are members of set P
is a difficult and time consuming problem.
2.8.3 Partial Ordering in Design
In Chapter 7 it is found that the sizes of the datasets considered in MUNE are prohibitively
large. For instance, for Rat (a) in Figure 2.5 there are 26, 27 and 26 applications of the
stimulus at each stimulus duration at 50µs, 20µs and 10µs, respectively. To identify the
solutions to a system of size ∼ 3 × 26 requires searching a potential solution space of
(76− 2)! permutations. Even with a supercomputer and the heuristic used in Chapter 7,
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identifying the set P is troublesome. Furthermore for the MUNE problem, once P is
found the obvious way to use the solutions is in conjunction with a RJ-MCMC algorithm
similar to that presented in Section 2.3.2, which is itself computationally intensive.
A more reasonable application of sets which satisfy a partial order is found in clinical
trial design where the systems are not usually larger than 4×4. In oncology treatment it is
common for two or more agents (or drugs) to be administered to the patient concurrently,
see for instance Berenson et al. (2009); Conaway et al. (2004); Wages et al. (2011a) for
implementations in cancer trials. In this thesis only the two drug case is considered.
The dimension of these problems is substantially smaller than the MUNE problem, with
typically less than 4 × 4 dose levels for the two drugs. In a 4 × 4 system, there are 14!
possible solutions to the partial ordering problem, but only 24024 of these lie in P .
2.9 Design
It is necessary to present a background on some of the terminology found in the design
literature, similar to MUNE, the topic possesses its own extensive terminology. These
methods relate directly to those presented in Chapter 7.
Clinical trials are divided into four phases. The aim of phase I clinical trials is to find
the maximum tolerated dose (MTD) of the drug or drugs, say in this case drugs A and
B. The MTD has a probability of toxicity less than some pre-set level, φT , where φT% of
patients are expected to have adverse side-effects to the treatment (the administration of
A and B). In this context, a dose is toxic if some adverse side-effects are observed beyond
some threshold of acceptable reactions. An example of a cerebellar toxicity grading scale
is available in Patnaik et al. (2000) where the reactions are graded into four levels of
increasing disablement, similar graded scales are produced for non-cerebellar reactions to
drugs. The aim of phase II clinical trials is to identify which dose combination of A and
B is most efficacious for the patient and to further assess the safety of the drugs, usually
efficacy is judged against a placebo. Sample sizes are small for phase I/II clinical trials
with 20− 80 patients in phase I and 100− 300 patients in phase II. The aim of phase III
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clinical trials is to establish the efficacy of the treatment (both A and B) on larger groups
of patients, usually of sizes 1000− 3000 patients. The aim of phase IV clinical trials is to
assess the usefulness of the treatment after it is available for general use. In this thesis
attention is restricted to the dose finding trial, phase I.
The seminal paper in clinical trial design is by O’Quigley et al. (1990) who introduce
the continual reassessment method (CRM) for phase I clinical trials. Introduced for a
single drug, the CRM is to assign new patients to a dose that lies below some pre-set
target toxicity φT . A binary response for the toxicity of the dose is recorded and each
new patient is assigned to non-toxic doses based on prior information about the toxicity
of the drug, together with the responses as they are observed sequentially. O’Quigley
et al. introduced the CRM for use in oncology studies where there is usually sizeable
history available for a particular drug before the trial begins. The use of the multi-drug
models is not restricted to the case of oncology drugs. Alternative conditions such as
HIV and alcoholism require dose finding clinical trials and can involve two (or more) drug
treatments (Wages et al., 2012).
Methods for phase I/II clinical trial design can be classified into three broad categories.
The first is rule- or algorithm-based designs. These designs rely on a number of pre-set of
rules that assign patients to the appropriate dose. The second class is that of model-based
designs which rely on statistical models to assign patients to the appropriate dose. The
final class is a hybrid of the two, which most methods fall under, whereby an initial rule-
based design is followed by a model-based design after sufficient data has been collected.
The CRM is a simple, elegant model that relies on a link function between the toxicity
probabilities and some fitted parameters. Suppose a single drug, A, is administered at
doses di with associated toxicity probabilities πi for i = 1, . . . , 4. Denote the toxicity
response of patient j as Yj, which is equal to one if a toxic response is observed, otherwise
zero. The toxicity probabilities are given by
πi = P (Yj = 1|di) = ψ(di, α). (2.16)
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Originally, O’Quigley et al. proposed three formulations for ψ(di, α). The first is a
parametric model such that
ψ(di, α) =
(
tanh (di + 1)
2
)α
. (2.17)
This model has been criticised as an arbitrary model for the process and one that lacks
transparency (Chevret, 1993).
A second formation for ψ is to use a power model in conjunction with a pre-set skeleton
for toxicity probabilities, pi. The skeleton is an initial guess or estimate of the toxicity
probabilities, see Lee and Cheung (2009) for information on the technical calibration of
the skeleton. The power model is given by
ψ(di, α) = p
α
i (2.18)
or alternatively, as more recently seen in Wages and Conaway (2014) and Wages et al.
(2014),
ψ(di, α) = p
exp (α)
i . (2.19)
This model is widely used in practice due to its simplicity (Riviere et al., 2014a).
Finally, a logistic model is also considered such that
ψ(di, α) =
exp (α0 + αdi)
1 + exp (α0 + αdi)
, (2.20)
where α0 is a fixed parameter.
After the first j responses are observed, the likelihood for y = (y1, . . . , yj)
′ is given by
p(y|di, α) =
j∏
l=1
[ψ(di, α)]
yl [1− ψ(di, α)]1−yl . (2.21)
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A prior distribution p(α) is assigned resulting in the posterior distribution,
p(α|y, di) = p(y|di, α)p(α)∫
A p(y|di, α)p(α)dα
. (2.22)
In the design literature, the posterior of α is almost always evaluated numerically as α is
a scalar. Braun and Wang (2010) is a notable exception who use MCMC methods. An
estimate of α is found using the posterior expectation
αˆ = E[p(α|y, di)] =
∫
A
αp(α|y, di)dα, (2.23)
This estimate is used to compute estimates of the toxicity probabilities πi for i =
1, 2, 3, 4. New patients are assigned at random to the doses in which the estimated
toxicity probability is less than the pre-set target, φT . Estimates of α and πi are updated
sequentially as a response from each new patient is observed.
2.9.1 Multi-drug phase I/II clinical trial designs
As discussed, phase I clinical trials with two drugs are of key interest in Chapter 7. Multi-
drug phase I clinical trials were first considered in Thall et al. (2003) who defined a five
parameter model to the dose finding problem. The primary issue with two drug clinical
trials is that there may be a synergistic effect on toxicity (and efficacy) between the two
drugs. In the literature it is always assumed that higher doses of a single drug are more
toxic than lower doses, while the dose of the other drug is held fixed. In other words a
monotonicity assumption is imposed on the toxicity. The problem is that the complete
order of toxicity is unknown as the doses of each drug are increased (or escalated) together
− it is a problem that exhibits a partial order.
In this thesis the problem of partial ordering occurring in conjunction with the CRM is
investigated, these techniques fall under the acronym PO-CRM. PO-CRMwas first defined
by Conaway et al. (2004) which builds on the treatment of partially ordered parameters by
Hwang and Peddada (1994). The assignment of patients is performed algorithmically with
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each escalation in the dose (one drug at-a-time) selected from a set of safe alternatives
at random. The ordering of the true toxicity of the dose combinations among the set of
alternatives is unknown and the members satisfy a partial order. Subsequently, Wages
et al. (2011a) further develop the PO-CRM, resulting in a hybrid of a rule-based and a
model-based design.
The PO-CRM method proceeds by defining the set of complete orders m = 1, . . . ,M
that satisfy the partial order among the toxicity probabilities. Suppose there are k
treatments (total combinations of the doses of drugs A and B) and therefore doses
d1, . . . , dk. Re-define the toxicity probabilities as
πi(di) ≈ ψm(di, α) = pαim, (2.24)
for i = 1, . . . , k and m = 1, . . . ,M . Recall the skeleton, pim is the best guess or estimate
of the toxicity probabilities. There exist a set of simple orderings such that the complete
order of {π(d1), . . . , π(dk)} is known, this set has cardinality M . The likelihood is
unchanged from equation (2.21) and the parameter α is found by the maximum likelihood
estimate for eachm. The best simple ordering is identified by plugging in the best estimate
of α given the partial ordering as in equation (2.23) and computing for every m
ωj(m) =
p(y|di, αˆ)p(m)∑M
m=1 p(y|di, αˆ)p(m)
. (2.25)
The best partial ordering is identified as the ordering m∗ in
m∗ = argmax
m
ωj(m) (2.26)
for m = 1, . . . ,M . Ties are broken by assigning extra patients to the best orderings to
further separate them.
In practice and to date only a subset of the total number of partial orderings are
considered in practice. In the literature, no more than eight and usually six complete
orderings that satisfy the partial ordering are considered. This seems woefully inadequate
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when, for example, in a drug trial with 3× 5 or 4× 4 dose levels for A and B there exist
6006 and 24024 complete orderings that satisfy the partial ordering, respectively. Even in
the 3 × 3 case there are 42 possible complete orderings that satisfy the partial ordering,
of which not more than six are considered in the literature.
The PO-CRM model has been the subject of much recent research. An excellent
review of the design of phase I clinical trial is available in Harrington et al. (2013). The
authors discuss that in clinical practice Bayesian methods have not been readily adopted
by medical practitioners. There are very few design methods that rely on MCMC to
compute parameter estimates, the method of Braun and Wang (2010) implemented in
de Lima et al. (2010) is a rare example. Harrington et al. argue the need for simple,
transparent and repeatable methodology as is present in the CRM methods. Most of the
recent research into the PO-CRM has been completed by Wages, Conaway and O’Quigley.
For instance, Wages et al. (2011b) present the method to a clinical audience, Wages
and Conaway (2013) assess the sensitivity of the method to skeleton and other model
parameters, Wages et al. (2014) compare the results of PO-CRM to other methods in
a simulation study and finally Wages and Conaway (2014) extend the model to include
both phase I/II clinical trials. An extensive simulation study by Riviere et al. (2014a)
is particularly useful reference for an overview of the recent novel designs considered in
phase I clinical trials. It is found that no single method consistently out-performs the
others.
Simulation studies are ubiquitous in design publications. As clinical trials are expen-
sive, require ethics approval and pharmaceutical companies rarely share their data, new
methods are invariably introduced and verified using a simulation study. Tables 2.2 is a
summary of some of the design literature considered in this thesis, a particular focus is
placed on publications using the PO-CRM and methods that are direct alternatives. This
topic has been the subject of much recent study, particularly in the last two years. From
the table it can be seen that the number of patients in a simulated study varies from 23
to 60. The single drug trials all use 6 doses for their drug, while the multi-drug trials
may use as few as 2 × 3 doses for the two drugs and as many as 4 × 5. The PO-CRM
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papers usually have smaller doses of the two drugs, no larger than 3×4 doses. The power
or logistic link functions are the most popular in the literature. The specifications of
the simulation studies in the table led to the construction of those of this thesis, to be
considered in Chapter 7.
It should be stressed that not all methods for handling the phase I/II dose finding
problems require the use of partial orderings or PO-CRM. There are some alternative
methods such as a random walk assignment method (Durham et al., 1997; Stylianou and
Flournoy, 2002) and the hierarchical model of Braun and Wang (2010) which extends
former work by Wang and Ivanova (2005). These authors use logistic regression models
instead of the skeleton approach and bypass the partial ordering problem. Alternatively,
copula regression and Bayesian model averaging methods are available by Yin and Yuan
(2009a) and Yin and Yuan (2009b), which have been implemented with success. The
focus of this thesis is on the PO-CRM, these alternative methods are beyond the scope
of the thesis.
Likewise, there are other aspects to the design problem that are beyond the scope
of this thesis. Most notably, stopping criteria for the models, delayed toxicity models,
continuous dose models and design models that incorporate prior elicitation methods.
Stopping criteria are an important consideration in design problems and in Chapter 7
those used by Wages and Conaway (2014) are incorporated, further discussion and careful
consideration of their importance is available by Conaway et al. (2004). Delayed toxicity
models contain an interesting complication in that the toxicity response is not observed
until a later stage. In the above methods, the response is assumed to be observed
immediately, which in practice could be at most a few days or so. However, if the toxicity
response is observed weeks or months later then more complex models are required, further
information on these models is available by Liu and Ning (2013); Riviere et al. (2014b);
Wages et al. (2013). Continuous dose models are another interesting complication to the
design problem that arises if drugs are administered intravenously, see for instance Huo
et al. (2012); Tighiouart et al. (2014); Whitehead and Brunier (1995) for further detail.
These are models that also avoid the use of a partial order in the two-drug problem. Prior
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Table 2.2: Literature summary of different simulation studies related to the CRM. A particular focus is placed on publications
using the PO-CRM and to dual-agent trials.
Publication Patient numbers Drugs Doses Link Model
O’Quigley et al. (1990) 25 Single drug 6 Power CRM, some delayed response
Chevret (1993) 25 Single drug 6 Many CRM
Whitehead and Brunier (1995) 25 Single drug Continuous Logistic Generalisation of CRM
Conaway et al. (2004) 36 (also 24) Two drugs 2× 4 and 3× 4 − PO-CRM, Algorithm-based
Wang and Ivanova (2005) 54 (also 60) Two drugs 3× 6 Power Extension of CRM
Wages et al. (2011a) 30 Two drugs 3× 3, 3× 4,4× 4,4× 5 Power PO-CRM
Wages et al. (2011b) 23 Two drugs 2× 4 Power PO-CRM
Yin and Yuan (2009a) 60 Two drugs 4× 5 − Copula regression
Yin and Yuan (2009b) 30 Single drug 6 − Bayesian model averaging
Berenson et al. (2009) 24 Two drugs 3× 3 − Algorithm-based case study
Braun and Wang (2010) 35 (also 40, 50) Two drugs 4× 4 Logistic Bayesian hierarchical
Huo et al. (2012) 36 Two drugs 5× continuous Power Extension of CRM
Wages et al. (2013) 24 Two drugs 2× 4 Power PO-CRM
Wages and Conaway (2013) 36 Two drugs 3× 4 Power PO-CRM
Liu and Ning (2013) 60 Two drugs 4× 4 Logistic Bayesian hierarchical
Riviere et al. (2014b) 60 Two drugs 3× 5 Logistic Hybrid (algorithm- and model-based)
Tighiouart et al. (2014) 40 Two drugs Continuous Logistic Dose-toxicity curve
Wages et al. (2014) − Two drugs 3× 3 Power Stopping criteria assessed
Wages and Conaway (2014) 40 Two drugs 3× 3 Power PO-CRM
Riviere et al. (2014a) 60 Two drugs 3× 5 Many Many
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elicitation is very common in the design literature as expert knowledge on drugs and their
history is almost always available, these methods are used by Conaway et al. (2004); Yuan
and Yin (2008) for example.
From a MUNE perspective, the problem of partially ordered responses is simply of too
large a dimension to be a tractable problem, a more reasonable application is in the design
literature. In this thesis the focus is on phase I trials with not more than 3 × 4 doses of
two drugs. At present in the design literature, the PO-CRM has not been implemented
using the full solution space of partial orderings, only to at most eight complete orderings.
The key objective of Chapter 7 is to assess whether this minuscule subset of the solution
space of partial orderings is appropriate for the design problem.
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Chapter 3
Exploring MUNE Data with Functional
Data Analysis Techniques
The analyses of this chapter emphasise the importance of computing an estimate of the
number of motor units by capturing the biological processes with the correct model
assumptions. Functional data analysis techniques are employed to represent the force
and CMAP trace data. A simple MUNE method is proposed but it does not successfully
capture the underlying process. Particular focus is given to how to model the force and
CMAP traces and a potential correction for multiple duration EMG data is also presented.
The chapter is laid out as follows. In Section 3.2 the curves are investigated using curve
registration techniques. In Section 3.3 an ad hoc correction to the stimulus strength is
considered to enable existing MUNE techniques to be applied in their current forms.
This correction is used in the analysis of this chapter and Chapter 4. In Section 3.4 five
functional data analysis models are presented to capture the different model assumptions
made in MUNE. The results for the performance of the five models are also in this Section.
In Section 3.5 an ad hoc cluster based model, which itself could be a plausible MUNE
method, is presented to emphasise the necessity of capturing the model assumptions of
the underlying process. Finally, in Section 3.6 the chapter is concluded with a discussion.
57
58 CHAPTER 3.
3.1 Contribution
The contribution of this chapter is largely data analytic in nature. Functional data
analysis techniques have not been previously employed in MUNE. The aim of this chapter
is to present a preliminary investigation of the data presented in Section 2.4 and illustrate
any nuances that may affect the modelling decisions made in subsequent chapters. To
this end, the chapter begins with curve registration of the CMAP trace data. Using curve
registration techniques it is investigated whether these techniques might be beneficial for
trace data analyses in MUNE. There is a precedent for so-called latency adjustment in
MUNE but it has never been formally investigated. As discussed in Section 2.4, EMG
data collected at more than one stimulus duration has not been considered previously in
MUNE.
For the analysis of this chapter and Chapter 4, an ad hoc stimulus correction is
considered in Section 3.3. Using a simple correction allows existing MUNE methods to
be employed, though the error introduced by the correction must be adequately handled.
Using the stimulus correction, the MUNE method of Ridall et al. (2007) and presented
in Section 2.3.2, some plausible estimates of the number of motor units are identified. A
contribution of Section 3.4 is an attempt to rectify the error introduced by this stimulus
duration correction using functional data analysis techniques. The models of this section
can not identify which estimate of the number of motor units is the most supported by
the data, however. The models do illustrate the implications of modelling under the
different MUNE model assumptions of Section 2.2. Incorporating different aspects of
the physiological process has important ramifications for the MUNE method proposed
in Chapter 4. This careful, consideration of the models from a statistical modelling
perspective has never been previously considered in MUNE.
In addition, a contribution of this chapter is a MUNE method that seems ideal at first.
Presented in Section 3.5, a Dirichlet process cluster model can be used to isolate groups
of what may be thought of as unique sets of firing motor units. This MUNE method is
an automatic approach that is broadly equivalent to other MUNE methods that do not
allow for probabilistic firing. But this model is not consistent with the biological process.
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Random thresholds and probabilistic firing are biological facts, the model is presented as
an illustration of the potential pitfalls of applying standard statistical techniques to the
MUNE problem.
3.2 Curve Registration
Curve registration methods are an obvious avenue for preliminary data analysis. Consider
the force and CMAP trace data presented in Section 2.4, reproduced in Figure 3.1. The
force curves hare a common shape across all curves dataset; all curves have one peak
and one principal component. The CMAP curves and more varied in shape, with some
curves exhibiting a single local maximum or two local maxima, a local minimum before
the first maximum or a local minimum close to the global minimum. It is important for
the analyses that follow that the features of the trace curves align within each dataset. In
general, EMG analyses are primarily concerned with the first peak. It is common practice
to align EMG trace data, for instance, in their MPS methodology Kadrie et al. (1976),
Milner-Brown and Brown (1976) and Doherty and Brown (1993) use a latency adjustment
to align the first peak observed in the CMAP trace data. This is ad hoc curve registration,
information is lost at either end of the domain and the curves are arbitrarily shifted in
time. In addition, this approach does not allow for traces that are simply not realised on
the same time domain. For EMG data in general, CMAP or force data spike trains tend
to be realised on similar time domains from baseline to peak to baseline. Variation in the
domain which the CMAP curves are realised is clearly observable in Figure 3.1.
Curve registration may be used to homogenise phase or amplitude variation in a set
of observed curves. First proposed by Sakoe and Chiba (1978) to align the features of
time series observed in recordings of speech, curve registration has enjoyed a long history
in diverse fields such as engineering, biology and physiology. In the statistics literature,
curve registration dates to Bookstein (1978), Kneip and Gasser (1988, 1992), Silverman
(1995) and Ramsay and Li (1998), and requires defining so-called time warping functions
that transform the time domain to align the features of the curve that are important to
the investigation. For curve x(t) observed on, say t ∈ [0, T ], without loss of generality,
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Figure 3.1: Multiple duration trace data. There are 76 individual traces for the medial
gastrocnemius muscle of this rat. The CMAP traces are recorded in mV , the force traces
in milli-Newtons (mN) and both responses are recorded per µs units of time.
define warping function h(t) such that curve
y(t) = x[h(t)] = (x ◦ h)(t). (3.1)
This formulation is due to Kneip and Gasser (1988). In general, the observations to
be registered are a set of random function x1, . . . , xn defined on intervals [0, Ti]. For
simplicity, assume the intervals which xi is realised on a single interval, [0, T ]. The
extension to unique intervals [0, Ti] is trivial. In the present case, it is important that the
phase variation is minimised between curves. The variation in amplitude is of primary
interest to the MUNE investigation and should not be altered through registration.
The registration problem is the search for the set of smooth strictly monotonic func-
tions hi. The primary complications are that there are an infinite number of candidates
for hi and hence some subjectivity in some methods, such as the landmark method of
Kneip and Gasser (1992), and the instance where xi are observed from a non-convex
function space Kneip and Ramsay (2008).
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Two curve registration methods are presented for analysis with the CMAP trace
data, the landmark and continuous registration methods. Other techniques exist, see
for instance, the introduction by Tang and Mu¨ller (2008) or the bible of functional data
analysis by Ramsay (2006). The present methods are satisfactory for the present purposes
and are indeed among the most popular curve registration techniques.
3.2.1 Landmark Registration
Landmark registration, also known as marker registration was first proposed from a
statistical perspective by Bookstein (1978) and Kneip and Gasser (1988, 1992), but had
previously gained popularity elsewhere. In fact, the method of so-called latency alignment
for EMG curves in MUNE by Kadrie et al. (1976) is a simple landmark registration
method. The landmark registration method itself is subjective in that curves are aligned
by user defined landmarks that are critical points − extrema or inflection points −
observed in every curve.
In practice, landmark registration requires the definition of a set of m landmarks
ti1, . . . , tim for each of the curves i = 1, 2, . . . , n. The strictly monotone, smooth time
warping functions hi are defined by assigning the landmarks to the average location for
each landmark. This results in time warped curves yi(t) = xi[hi(t)], as in equation (3.1).
Kneip and Gasser (1992) define the appropriate framework for defining the time warping
functions through a shift operator, which is generally as simple as a smooth spline that
is fitted through each of the landmark points and constrained to be strictly monotonic.
Landmark registration can be problematic in practice if the landmark features are not
exhibited by every curve in the dataset. If, for example, a particular landmark is a local
minimum observed in the data, this local minimum must be shared by all curves in the
dataset. Otherwise, the landmark registration technique will simply fail to register the
curves. This is easily understood through a simple example, consider a constant function,
x1(t) = 1 and a parabola, x2(t) = t
2 on [-1,1] for example. The landmark would be the
local minimum at the origin. As this landmark point is not a local minimum for both
x1(t) and x2(t), there is no unique time warping function that can align the landmarks
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when they are not shared by all curves in the dataset. This is discussed further in Ramsay
et al. (1995).
3.2.2 Continuous Registration
First proposed by Silverman (1995) and extended by Ramsay (1998) and Ramsay and
Li (1998), continuous registration does not rely on the explicit selection of landmarks.
Instead, a target function is defined and warping functions are estimated by a criterion
that penalised the smoothness of the warping functions. The smooth monotone functions
used for continuous registration are generally those proposed by Ramsay (1998). Suppose
that the function h is a smooth, strictly increasing function with an integrable second
derivative. Ramsay (1998) proposed that every function h can be described by the
homogeneous linear differential equation
D2h = wDh,
where Dn = d
n
dtn
. The weight function w = D
2h
Dh
is defined as the relative curvature of
h. The relative curvature, w of h is used to penalise the closeness of x[h(t)] to a target
function y. For curves observed at discrete intervals, suppose x is observed at discrete
points t = 1, 2, . . . , T , Ramsay and Li (1998) propose the penalised squared error criterion
Fλ(y, x|h) =
T∑
T=1
(y(t)− x[h(t)])2 + λ
J∑
t=1
w2(t).
Adjusting the size of the smoothing parameter λ → ∞ causes the warping function to
limit to h(t) → t, as the smoothness of h becomes more important than a poor fit to
the target function. In practice, w is defined in terms of B-splines, for some user defined
know sequence l = 1, . . . , L
w(t) =
L∑
l=1
clBl(t).
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3.2.3 Curve Registration Results
For the CMAP trace data presented in Figure 3.1, there exists j observations yi(t),
observed on [t1, t2]. The interval of meaningful data is open to interpretation in this
problem, as it is common practice in MUNE to consider only the first peak of observations.
Therefore two intervals are investigated in this section, the full domain, [10, 60], and a
reduced domain capturing the first peak only, [20, 30]. The raw data are plotted in
Figures 3.2 and 3.3.
A typical curve registration algorithm begins with smoothing the raw data using a
penalised spline − before any transformation. A penalised spline, as in Section 2.5.2, is
the most popular approach. The spline,
yj(t) =
m∑
l=1
βjlBl(t),
is fit to the raw data using the regression spline approach presented in Chapter 2,
Section 2.5.2. As this spline is used to mimic the true data as accurately as possible, a knot
is placed at every observation, with additional knot at the first and last observation. The
smoothing parameter is selected using the simple framework to minimise the generalised
cross-validation criterion, gcv,
gcv =
nSSE
(n− edf)2 .
Where n is the number of observations, SSE is the sums of squares for the error, edf is
the effective degrees of freedom parameter of equation (2.9). The smoothed raw data are
presented in Figures 3.2 and 3.3 for the full domain and the restricted domain.
Identifying the landmark locations for the curves is a difficult decision for the CMAP
trace data as the local minima and maxima are not shared by all traces in the dataset.
One may be tempted to fit landmarks at locations 23, 26, 30 (or perhaps 33) and 38,
corresponding to two minima and two maxima. But careful inspection of the traces
reveals that only one landmark is suitable, the maximum at location ∼ 26. This is the
only common critical point shared by all curves in the dataset. This inhomogeneity is
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precisely the reason continuous registration methods are more suitable for these data.
The landmark registration method is presented for completeness, especially in light of the
latency adjustments found in early MUNE methods such as Kadrie et al. (1976), Milner-
Brown and Brown (1976) and Doherty and Brown (1993). The latency adjustments are
essentially landmark registrations.
From Figures 3.2 and 3.3 across both the full and restricted domains, the continuous
registration is noticeably better than the landmark registration. The boxplots in Fig-
ure 3.4 illustrate the difference in the different registration methods. For the full and
restricted domain, the boxplots capture the distribution of the key point of interest − the
maximum at location ∼ 26 − on each curve. The continuous registration method is more
concentrated around this key point, which is preferred.
However, quite surprisingly, the registration overall has been a failure. Consider the
boxplot for the actual data in Figure 3.4. Almost no variation is observed in the values
at the key point of interest. In fact for these data only ten of 76 traces do not have a
local maximum at location t = 26 and these ten occur at either side of t = 25 or t = 27.
Fitting the penalised spline through the data introduces noise to these local maxima that
did not previously exist. The registration methods perform no better than the actual
data in terms of alignment to the first peak. It is also important to consider the scale of
observation for these data, 1µs is a short time interval and there may be inherent error
in the data, introduced by the EMG equipment that can not be overcome.
If curve registration is performed on force, there is no change in the time abscissa after
registration of any curve’s maximum in the dataset considered. The curve registration
techniques employed in this section are not employed further in this thesis due to the
limited benefit over the raw CMAP or force trace responses.
3.3 Stimulus Strength Correction
As there are no MUNE methods that allow for EMG data collected at different stimulus
durations, a simple correction to the stimulus strength is employed in this chapter and
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Figure 3.2: Time plots of the true data, data smoothed with B-splines, and two curve
registration techniques. The continuous registration technique is the most successful.
Chapter 4. By correcting the stimulus, the objective Bayesian approach presented in
Section 2.3.2 can be employed. But the error introduced by this correction is unknown.
As discussed in Section 2.1, there exist theoretical relationships between the stimulus
strength and duration. For example the Weiss equation presented in equation (2.1). For
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Figure 3.3: Time plots of the true data, data smoothed with B-splines, and two curve
registration techniques. The continuous registration technique is the most successful.
reference the Weiss equation is
τi(d) = S
∞
R
(
1 +
γi
d
)
, (3.2)
where τi is the threshold which the stimulus must exceed to cause motor unit i to fire,
d is the stimulus duration, S∞R is the rheobase and γi is some, motor unit specific, decay
3.3. STIMULUS STRENGTH CORRECTION 67
Actual Splines Landmark Continuous
24
25
26
27
28
Curve registration − Full domain
M
ax
im
u
m
 C
M
AP
 va
lu
es
(a) Full domain
Actual Splines Landmark Continuous
24
25
26
27
28
Curve registration − Short domain
M
ax
im
u
m
 C
M
AP
 va
lu
es
(b) Short domain
Figure 3.4: Boxplots to illustrate the distribution of the location of the maximum value
on each of the CMAP traces. This is the landmark point selected for the landmark
registration technique. The Actual boxplot illustrates the positions of the maxima for
the raw data, the Spline fitted boxplot presents the positions of the maxima after fitting
the spline to the raw data and the Landmark andContinuous boxplots are the positions
for the maxima following landmark and continuous registration of the curves, respectively.
constant. Now as the models presented in this chapter and Chapter 4 are formulated to
be consistent with the biological reality of probabilistic firing, it is uncertain whether the
Weiss equation or other theoretical relationships between stimulus strength and duration
are appropriate for means of motor unit thresholds. The new MUNE method proposed
in Chapter 5 addresses this question. Hence in this chapter and Chapter 4 an ad hoc
correction the stimulus strength is considered.
The ad hoc correction considered is that stimulus strength multiplied by duration is
proportional to a constant. One correction is made per duration, Figure 3.5 illustrates
the stimulus before and after correction. Figures 3.6−3.7 illustrate the maximal CMAP
and force values, respectively, before and after the correction is applied. Aesthetically,
the correction seems appropriate, the maximal force or CMAP observations align in the
mid-range where alternation is clearly being observed.
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Figure 3.5: Stimulus strengths plotted against the order of data collection for corrected
and uncorrected stimuli. The correction assumes the strength-duration relationship of the
stimulus thresholds is approximately constant
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Figure 3.6: A comparison of the ad hoc stimulus correction applied to the maximal
CMAP observations from the CMAP trace data in Figure 3.1.
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Figure 3.7: A comparison of the ad hoc stimulus correction applied to the maximal force
observations from the force trace data in Figure 3.1.
3.3.1 Firing Patterns
Using the corrected stimulus values, these data are analysed using the RJ-MCMC method
presented in Section 2.3.2. Clearly, the stimulus correction is a subjective starting point.
However, using the model of Section 2.3.2 is consistent with the physiological process.
This model specifically allows for probabilistic firing. Seven plausible firing patterns
are suggested by the model. This large set of firing patterns reflects the fact that the
traditional model diagnostics and measures of fit for the RJ-MCMC model may not be
relied on due to the error introduced by the stimulus correction. Instead, the seven
firing patterns are what might be considered as plausible solutions worthy of further
investigation. In the seven firing patterns, the RJ-MCMC model indicated anywhere
between 7 and 15 motor units. The firing patterns are presented in Figures 3.8 − 3.11
If probabilistic firing is permitted by the model, the firing patterns are used as
presented in the figures. But if probabilistic firing is not permitted by the model, then
the assumption is that each increment in force or CMAP responses is due to the addition
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Figure 3.8: A firing pattern where there are 7 motor units in the muscle. The active
motor units are included in the legend. Notice that each increment in the curves is not
necessarily the response of one additional motor unit. Probabilistic firing is clearly present
as motor units switch fire or not at different stimuli.
of one extra motor unit. Thus the seven firing patterns can be considered as results for
the number of motor units when probabilistic firing is not assumed. Essentially, the RJ-
MCMC model is used as an elaborate cluster identification model. For example, Figure 3.8
is a firing pattern for seven motor units. As there are twelve groups observed in this firing
pattern, in the absence of probabilistic firing, this is equivalent to observing twelve motor
units.
3.4 Five Functional Data Analytic Models for EMG Trace Data
In this section, functional data analysis techniques are employed to assess the impact of
different modelling assumptions on motor unit number estimates. The set of assumptions
3.4. FIVE FUNCTIONAL DATA ANALYTIC MODELS FOR EMG TRACE DATA71
0 100 200 300 400 500 600 700
0.
00
0.
05
0.
10
0.
15
8 Unit firing pattern
Time
Fo
rc
e
10000000
11000000
01100000
11100000
11110000
01001000
11001000
11101000
11111000
11111100
11111110
11111111
(a) 8 unit firing pattern
0 100 200 300 400 500 600 700
0.
00
0.
05
0.
10
0.
15
9 Unit firing pattern
Time
Fo
rc
e
 r
e
sp
on
se
100000000
110000000
100010000
110010000
111010000
111110000
111001000
111101000
111111000
111111100
111111110
111111111
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Figure 3.9: Firing patterns corresponding to 8 and 9 motor unit models. The active
motor units are included in the legend. Note that the two patterns have different curve
membership for the 9 unit models but the same alternation.
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Figure 3.10: Firing patterns corresponding to two 10 motor unit models, one exhibiting
probabilistic firing and another not. The active motor units are included in the legend.
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Figure 3.11: Firing patterns corresponding to 11 and 12 motor unit models. The active
motor units are included in the legend.
relied upon by MUNE methods were presented in Section 2.2. The analysis or validation
of these assumptions in this section is a two stage process. The first is to validate the
firing pattern that arises from the application of the RJ-MCMC model to the peak force
(or CMAP) values. The second is to validate whether the additive model holds for groups
defined by the firing pattern.
The novelty is to extend the approach to analyse the peak force (or CMAP) as a full
trace using functional data analysis models. Specifically, the approach is to replace the
peak force (or CMAP) with a curve and consider the notion of “levels” of units firing
as a cluster of curves. A set of clusters corresponds to firing patterns of different units
predicted by the RJ-MCMC model.
The aim is to contrast and validate the plausible firing patterns in the context of the
full trace. As each value of motor units, N , has its own most likely firing pattern in the
RJ-MCMC model, identifying the firing pattern most supported by the data leads to a
comparison of the different values of N . This can be used to estimate the number of
motor units and explain the data in terms of which units are most likely to be firing at a
given response.
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3.4.1 Five models to Describe the Process
In this section, five models are proposed to describe the MUNE trace data and utilise the
firing patterns presented in the previous chapter. The models are defined in increasing
order of complexity and each new model incorporates is more representative of the true
underlying biological process. Of particular interest is what effect the different MUNE
model assumptions have on the fitted model. The models of this section build on those
of Brumback and Rice (1998), Durba´n et al. (2005) and Wand and Ormerod (2008),
presented in Chapter 2.
The indices i, j, k are used to represent the ith observation (in time) of the jth curve
in the kth group. The groups in this formulation are those identified in the firing patterns
found using the RJ-MCMC MUNE method on the corrected stimulus data, for example,
those presented in Figures 3.8−3.11. xi represents the abscissa values of the splines at
the ith observation. In all models ǫ(.) represents the model error.
Model 1 is intended to be a benchmark model, where each curve is represented by an
independent spline. Model 1 is given by
yi,j = gj(xi) + ǫi,j .
Under this model there are no biological assumptions imposed on the data, in fact, the
model is
Model 2 is a group-based model where the groups k = 1, . . . , K are identified by the
firing patterns in Figures 3.8−3.11. The mean of each group is fitted with a group-spline,
gk, the error for each curve with respect to the group spline is captured with a curve
specific spline fj. The model is as follows,
yi,j = gk(xi) + fj(xi) + ǫi,j .
Assume for convenience that ||g1|| < ||g2|| < . . . , ||gK ||. In this model the curve g1
represents the contribution of the first motor unit in the muscle and each increment
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gk − gk−1 for k > 1 is intended to be the contribution of each motor unit.
There seems to be no easy way to enforce the additivity assumption for splines along
the entire domain, instead in the three models that follow a scale parameter is introduced
to build up to incorporating the additivity assumption. Model 3 takes advantage of the
similar shape of the force and CMAP trace data. In this formulation only one spline is
incorporated in the model and each trace is scaled by parameter φj. Model 3 is given by
yi,j = φjg(xi) + ǫi,j.
Similar to the simplicity of model 1, this model is intended as a benchmark for models 4
and 5.
Model 4 is similar to model 2 in that individual groups are considered according to the
firing patterns presented above and each group is considered independently. The model
is defined as follows
yi,j = φk [g(xi) + fj(xi) + ǫi,j ] .
This model captures the contribution of each motor unit through increments of the scale
parameters φk as in with the splines in model 2.
Model 5 is the final model that most fully represents the biological process. In this
model, the formulation is identical to model 4 in that
yi,j = φk [g(xi) + fj(xi) + ǫi,j ] ,
however a restriction is placed on the scale parameters φk such that they sum together
according to the individual motor units considered in the firing pattern.
The analysis is performed in R. The splines g(.)(.) and fj(.) are fit as cubic regression
splines with a large number of equidistant knots. The splines are fitted using the function
smooth.spline(...) using the derivative based penalty presented in Section 2.5.2 Cubic
splines, equation (2.7). The function uses a Fortran subroutine to regress the data onto a
B-spline basis, the algorithm permits both smoothing or regression splines but regression
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splines are employed for this analysis. The smoothing parameter is optimised for the
given knot sequence or the specified degrees of freedom by a generalised cross-validation
iteration routine; typically < 20 iterations are required per spline.
The smoothing and knot location and positioning is controlled by setting the effective
degrees of freedom parameter, presented in Section 2.5.2. An effective degrees of freedom
of 20 was selected for the reference splines and an effective degrees of freedom of 80 was
selected for the error splines. Fitting the model this way produces a smooth reference
function and allows for much more variability in the error splines.
The splines are fitted using penalised least squares, equation (2.8) for reference. There
are no computational issues at present with any of the models, all fit in less than 10
seconds; there is no benefit to using a P-spline criterion to aid the computational speed.
Fitting routines for each of the five models are as follows:
Algorithm 1 Model 1, yi,j = gj(xi) + ǫi,j
1: Fit gj in yi,j = gj(xi) + ǫi,j
Algorithm 2 Model 2, yi,j = gk(xi) + fj(xi) + ǫi,j
1: Fit gk in meank[yi,j ] = gk(xi) + ǫ
∗
i,j
2: Fit fj in yi,j − gk(xi) = fj(xi) + ǫ∗∗i,j
Algorithm 3 Model 3, yi,j = φjg(xi) + ǫi,j
1: Fit g in meanj[yi,j ] = g(xi) + ǫ
∗
i,j
2: Fit φj in yi,j = φjg(xi) + ǫ
∗∗
i,j
3: for i← 1 to n do
4: Re-scale and update g in meanj[
yi,j
φj
] = g(xi) + ǫ
∗
i,j
5: Update φj in yi,j = φkg(xi) + ǫ
∗∗
i,j
6: end for
3.4.2 Results − Five Models
The five models considered in this section are fitted to the force data only. A tabular
summary of the fitted results may be found in Table 3.1. Comparing the likelihood
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Algorithm 4 Model 4, yi,j = φk [g(xi) + fj(xi) + ǫi,j ]
1: Fit g in meanj[yi,j ] = g(xi) + ǫ
∗
i,j
2: Fit φk in yi,j = φk (g(xi)) + ǫ
∗∗
i,j
3: Fit fj in
yi,j
φk
− g(xi) = fj(xi) + ǫ∗∗∗i,j
4: for i← 1 to n do
5: Re-scale and update g in meanj[
yi,j
φk
] = g(xi) + ǫ
∗
i,j , omit fj
6: Update φk in yi,j = φk (g(xi) + fj(xi)) + ǫ
∗∗
i,j
7: Re-scale and update fj in
yi,j
φk
− g(xi) = fj(xi) + ǫ∗∗∗i,j
8: end for
Algorithm 5 Model 5, yi,j = φk [g(xi) + fj(xi) + ǫi,j ]
1: Fit g in meanj[yi,j ] = g(xi) + ǫ
∗
i,j
2: Fit φk in yi,j = φk (g(xi)) + ǫ
∗∗
i,j according to the additive constraint
3: Fit fj in
yi,j
φk
− g(xi) = fj(xi) + ǫ∗∗∗i,j
4: for i← 1 to n do
5: Re-scale and update g in meanj[
yi,j
φk
] = g(xi) + ǫ
∗
i,j , omit fj
6: Update φk in yi,j = φk (g(xi) + fj(xi)) + ǫ
∗∗
i,j according to the additive constraint
7: Re-scale and update fj in
yi,j
φk
− g(xi) = fj(xi) + ǫ∗∗∗i,j
8: end for
between models is not appropriate as some models have the more flexible error term in
the form of the error splines. Comparing the likelihood between firing pattern is acceptable
but it remains ambiguous as to which firing pattern is most plausible in the context of
the norm
∑
j
√||fj||. The smallest norm is the preferred measure of performance as this
reflects correct unit or cluster membership, the likelihood is calculated from the residual
error after the error splines, fj, have been fitted and is not a reflection of the plausibility
of a firing pattern.
Model 1 has been fitted with no restriction on shape or firing pattern. The effective
degrees of freedom is calculated from 20 effective degrees of freedom per 76 splines.
Under model 2 there is no appreciable difference between the firing patterns in terms
of the log-likelihood and SSE values. There is a noticeable improvement in the size of the
norm
∑
j
√||fj|| between the 7, 8, 9 and 10(a) unit firing patterns and the 10(a), 11 and
12 unit firing patterns, it is unclear which of the former group is the best firing pattern
under this model. Note also that the 8 and 9 unit models seem to produce an identical
fit, it is not exactly the same but the groups in each case are very similar.
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For model 3 the log-likelihood is similarly low as in model 1 due to the lack of error
splines for these two models, models 1 and 3 are provided for direct comparison for the
assumption of common shape in the absence of a firing pattern. There does not seem to
be very much lost in terms of SSE between models 1 and 3, on the log-likelihood scale
the difference is more pronounced.
Under model 4 The 10(b) firing pattern resulted in the largest log-likelihood by some
margin, it also has the largest number of clusters (only clusters are considered in this
model). However, in terms of the error splines the 7, 8, 9 or 10(b) unit patterns produce the
lowest norm,
∑
j
√||fj||, and hence suggest more correct or adequate cluster membership
than the other firing patterns. There is no way to separate these three patterns by just
considering the clusters, they are equally plausible. The interpretation of the results
between models 2 and 4 is unchanged when considering the norm
∑
j
√||fj|| alone. As a
cluster based model 10(b) would be selected as the best firing pattern given the low error
spline norm and the high log-likelihood.
Finally for model 5 the 8 unit firing pattern resulted in the largest likelihood by some
margin. In contrast to model 4, this is not an accurate reflection of the plausibility of each
firing pattern, the norm
∑
j
√||fj|| suggests patterns 9 and 10(b). The difference between
the firing patterns 9 and 10(b) is quite pronounced; the latter pattern is significantly more
complicated with far more alternation that the former pattern.
To summarise, it seems that the restriction to common shape is an adequate restriction,
as evidenced by the relatively small reduction in model uncertainty between models 1 and
3 and the similarity in the end conclusion between models 2 and 4. Under a cluster
only problem as in model 2 and 4, the 10(a), 11, and 12 unit firing patterns would be
eliminated as unsuitable. Consideration of the additivity assumption leaves only the 9
and 10(b) models left as reasonable for these data. There is also not very much difference
between models 4 and 5, model 5 is only a slightly worse fit in each case.
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Table 3.1: Force comparison statistics
Model 1 - Force yi,j = gj(xi) + ǫi,j
Firing Pattern Clusters Log-likelihood
∑√||fj|| SSE edf(λg)
∼ ∼ 345681.5 ∼ 0.0108 1520
Model 2 - Force yi,j = gk(xi) + fj(xi) + ǫi,j
Firing Pattern Clusters Log-likelihood
∑√||fj|| SSE edf(λg) + edf(λfj )
7 Unit 12 511460 0.2318 0.1321 240 + 6080
8 Unit 12 511460 0.2318 0.1320 240 + 6080
9 Unit 12 511461 0.2343 0.1389 240 + 6080
10 Unit (a) 10 511454 0.2827 0.1784 200 + 6080
10 Unit (b) 15 511464 0.2332 0.1305 300 + 6080
11 Unit 11 511455 0.2773 0.1697 220 + 6080
12 Unit 13 511459 0.2708 0.1415 260 + 6080
Model 3 - Force yi,j = φjg(xi) + ǫi,j
Firing Pattern Clusters Log-likelihood
∑√||fj|| SSE edf(λg) + φi
∼ ∼ 291351 ∼ 0.0941 20 + 76
Model 4 - Force yi,j = φk [g(xi) + fj(xi) + ǫi,j ]
Firing Pattern Clusters Log-likelihood
∑√||fj|| SSE edf(λg) + edf(λfj ) + φk
7 Unit 12 603542 0.0630 2.4 ∗ 10−6 20 + 6080 + 12
8 Unit 12 603542 0.0631 2.4 ∗ 10−6 20 + 6080 + 12
9 Unit 12 603543 0.0632 2.4 ∗ 10−6 20 + 6080 + 12
10 Unit (a) 10 591338 0.1543 3.3 ∗ 10−6 20 + 6080 + 10
10 Unit (b) 15 606029 0.0645 2.2 ∗ 10−6 20 + 6080 + 15
11 Unit 11 591339 0.1543 3.3 ∗ 10−6 20 + 6080 + 11
12 Unit 13 591343 0.1543 3.3 ∗ 10−6 20 + 6080 + 13
Model 5 - Force yi,j = φk [g(xi) + fj(xi) + ǫi,j ] with additivity constraint on φk
Firing Pattern Clusters Log-likelihood
∑√||fj|| SSE edf(λg)+ edf(λfj ) + al
7 Unit (a) 12 603012 0.2643 2.3 ∗ 10−6 20 + 6080 + 7
8 Unit 12 616171 0.3276 1.2 ∗ 10−6 20 + 6080 + 8
9 Unit 12 603312 0.0708 2.7 ∗ 10−6 20 + 6080 + 9
10 Unit (a) 10 591338 0.1543 3.3 ∗ 10−6 20 + 6080 + 10
10 Unit (b) 15 605835 0.0716 2.2 ∗ 10−6 20 + 6080 + 10
11 Unit 11 591339 0.1543 3.3 ∗ 10−6 20 + 6080 + 11
12 Unit 13 591284 0.1545 3.3 ∗ 10−6 20 + 6080 + 12
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Figure 3.12: Model 5 unit 9(b) firing pattern, plots of the reference spline scaled to each
cluster by the multiplicative constant and the error splines (also scaled) for that cluster.
These plots are included to illustrate that the error splines lie on a different order of
magnitude to the reference splines for the clusters. Recall also that clusters in model 5
are created by the summation of fitted motor units of different sizes (clusters 1-8).
3.5 Dirichlet Process Mixture MUNE Model
In this section, a clustering method for the EMG data is investigated. This approach
could be thought of as a way to estimate of the number of motor units if probabilistic
firing is ignored. Only the maximal values of the force traces are considered to simplify
the analysis. The analysis is restricted to force data for illustration, materially similar
results are available for the CMAP data, but cluster identification is more difficult for
CMAP data due to the extra variability.
First consider the a firing pattern from the RJ-MCMC MUNE model from the liter-
ature review, Section 2.3. Presented in Figure 3.14, is a nine motor unit model found
using the method of Section 3 together with the stimulus duration correction considered
in Section 3.3. This plot contains only the maximal observations from each force trace.
The cluster based model presented here is entirely plausible as a MUNE method,
although it does not accurately reflect the biological process as it does not assume
probabilistic firing. For further detail, consider Model 2 in Section 4.1, which is broadly
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similar to the present model. In this cluster model, each cluster represents a unique set
of firing motor units. The clusters are independent and motor units may be of different
sizes between groups, but each successive increment in cluster size can only be due to the
addition of one extra motor unit. This is the restriction imposed by not allowing motor
units to fire probabilistically.
Consider now a Dirichlet process cluster model for the maximal force data, with
observed maximal force values yk for observations in group k. Following Escobar and
West (1995); Jara et al. (2011) write,
yk|µk,Σk ∼ N (µk,Σk)
µk,Σk|G ∼ G
G|α,G0 ∼ DP (α,G0)
Where DP (α,G0) is the Dirichlet process with concentration parameter α and baseline
distribution G0. The computation for this model was performed using the R package
DPpackage (Jara, 2007). The model specifics included here follow those found in Jara
et al. (2011).
It is certainly reasonable to pose the model in this way. The method to arrive at a
firing pattern following fitting the DP process model is simple. The relative clusters are
ordered by their average maximal force size and each cluster is treated as the addition
of one extra motor unit. However, the problem with this model is the choice of prior
distribution for the parameters µk,Σk, α and the baseline distribution G0. There are no
obvious prior assumptions that can be made about these parameters that plausibly reflect
the biological process. The identification of the clusters using this model is a subjective
decision based on the prior uncertainty employed, this is illustrated in Figures 3.15a and
3.15b. The algorithm can be tuned to identify precisely the number of clusters thought
to be present − it is not an automatic technique. The physiological process is important
to consider as methods that do not allow for probabilistic firing consistently overestimate
the number of motor units in the muscle.
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The two prior formulations considered and presented in Figures 3.15a and 3.15b are
as follows. In both cases the baseline distribution is
G0 = N (µ|m1, 1
k0
Σ)IW(Σ|ψ1, ν1).
with prior distributions
α|α0, β0 ∼ Gamma(α0, β0)
m1|m2, s2 ∼ N (m2, s2)
ψ1|ψ2, ν2 ∼ IW(ψ2, ν2)
k0|τ1, τ2 ∼ Gamma(τ1
2
,
τ2
2
).
Some of the prior distributions are optional. For instance, if α is assigned a value, the
prior p(α|α0, β0) is not used. Similarly, if ψ1 is assigned a value, the prior p(ψ1|ψ2, ν2) is
not used.
In the first prior formulation, Figure 3.15a, ψ1 is assigned a value and therefore the
parameters ψ2 and ν2 are not used. In the second prior formulation, ψ2 and ν2 are assigned
values and ψ1|ψ2, ν2 ∼ IW(ψ2, ν2). This is a simple method to alter the assumption made
about the variance of the clusters. If a fixed value for ψ1 is employed in G0 the model is less
flexible. For the second formulation, Figure 3.15b, where p(ψ1|ψ2, ν2) is used, the result
is far more flexible in terms of isolating the different clusters as there is less restriction on
the variance of the baseline distribution, G0.
The hyperparameters for the first formulation are as follows
α = 1
m1 = 0.05
ψ1 = 0.0008, ν1 = 4
τ1 = 1, τ2 = 1. (3.3)
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The hyperparameters for the second formulation are as follows
α = 1
m1 = 0.05
ν1 = 4
ψ2 = 0.0008, ν2 = 4
τ1 = 1, τ2 = 1. (3.4)
In both cases, quite informative prior distributions on m1 and ψ∗ are employed to ensure
that some clusters, > 1, are selected. The choice is completely subjective, however,
and there are no obvious methods to aid in their selection beyond what is aesthetically
pleasing. In addition to this, the model is could potentially be unsuitable due to the self-
reinforcing property of the Dirichlet process. It is easy to see that for the Dirichlet process
it is common for one or two large clusters to be found along with several smaller clusters
(smaller and larger in terms of the number of members) as a cluster that is sampled a
larger number of times will be sampled more frequently than those that are sampled a
smaller times. Whether or not this is a desirable property for the MUNE application
is not immediately obvious. The true clusters of active motor units are not necessarily
expected to be of the same sizes and singleton clusters are possible.
Previously, in Figure 3.7, the maximal force values for each trace are plotted against
the stimulus strengths that have not been corrected for duration. In Figures 3.16a and
3.16b the clustering is performed using the uncorrected stimulus values with the same
two prior formulations as above. The result is poor for the more informative prior, with
ψ1 specified. But the results for the more flexible formulations, Figures 3.15b and 3.16b,
are materially similar.
Finally, consider the groups identified by the RJ-MCMC model, Figure 3.14, and those
identified by the DP model, Figure 3.15b. These two figures are strikingly similar. The
obvious differences are one extra group for the RJ-MCMC model and some different indi-
vidual membership. The subtle difference is that the groupings presented in Figure 3.14
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are due a muscle with only nine motor units. This is an illustration of the over-estimation
inherent in methods that do not consider probabilistic firing.
3.6 Discussion
In this chapter curve registration, a simple stimulus strength-duration correction, func-
tional data analysis techniques and a simple, yet flawed, MUNE model are presented.
These different methods for analysing both single and multiple duration EMG data
are presented to provide insight into the MUNE problem from a statistical perspective.
None of the techniques presented in this chapter have previously been applied in MUNE
methods, with the possible exception of very simple landmarking in curve registration
performed by EMG operators at the data collection phase. The methods presented in this
chapter motivate and guide the modelling choices made in the novel MUNE methodology
to be introduced in the following two chapters.
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Figure 3.13: Model 5 unit 9(b) firing pattern, plot of the reference spline scaled to each
cluster by the multiplicative constant and the error splines (also scaled) for that cluster
(clusters 9-12).
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Figure 3.14: A nine unit firing pattern. Probabilistic firing is presented for this firing
pattern as twelve clusters are identified.
86 CHAPTER 3.
5 10 15 20 25 30
0.
02
0.
04
0.
06
0.
08
0.
10
Clustering using a Dirichlet model,  psi 1 = 0.0008
Stimulus
M
ax
im
al
 F
o
rc
e
Cluster 1
Cluster 2
Cluster 3
Cluster 4
(a) DP cluster model using an informative
assumption on the prior variance, see
equation (3.3). Four clusters are identified.
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(b) DP cluster model using a less infor-
mative assumption on the prior variance,
see equation (3.4). Eleven clusters are
identified in what seems like an ideal
allocation of maximal force values into their
relative groups.
Figure 3.15: DP cluster model using two prior formulations. The clustering is performed
on the corrected stimulus values. These results are somewhat consistent with Figure 3.14
but this model is not based on any biological assumptions about the process.
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(a) DP cluster model with informative prior
and uncorrected stimulus values. The prior
distributions are defined in equation (3.3).
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(b) DP cluster model with less informative
prior and uncorrected stimulus values.
The prior distributions are defined in
equation (3.4).
Figure 3.16: DP cluster model using two prior formulations. The clustering is performed
on the uncorrected stimulus values.
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Chapter 4
A Cluster-based MUNE Model
A new method of MUNE is presented in this chapter. Given the popularity of subjective
inspection methods in MUNE, for instance, the five or six techniques presented in Sec-
tion 2.3.1, this model is a formalisation of the subjective approaches, designed in a way
that is consistent with the physiological process. This chapter is organised as follows.
In Section 4.1 the contribution of this chapter is described. In Section 4.2 the MUNE
model is defined and the algorithm and technical details of the model are discussed. In
Section 4.3 the results of the MUNE method are presented. In Section 4.4 the chapter is
concluded by an in-depth discussion of the results and the method.
4.1 Contribution
A novel method is proposed to evaluate the statistical evidence for different numbers of
motor units observed in force or compound muscle action potential (CMAP) trace data
found by electromyography (EMG). EMG studies performed using incremental stimula-
tion at multiple duration stimuli motivate the approach, although the proposed model is
not restricted to this new data type. Muscle and nerve electrical stimulus information,
necessary for alternative motor unit number estimation (MUNE) methods, cannot be
combined without strong assumptions for these data. For this reason the approach intro-
duced here does not use the stimulus information. Hypothesised combinations of motor
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90 CHAPTER 4.
units are modelled using a multiplicative factor with Bayesian P-splines. In addition, the
method allows models to be specified to capture the underlying physiological process to
varying levels of complexity. Only the most biologically accurate model is found to be
appropriate. Force and CMAP trace data are used to illustrate the method.
The contribution of this chapter is a novel method to validate an estimate of the
number of motor units. In addition, the method can be used to assess the impact of
assumptions relied on in MUNE through careful specification of the prior distributions in
the Bayesian model. The motivation for this chapter is for the analysis of electromyog-
raphy (EMG) data collected in an atypical way using multiple duration stimuli. The use
of the approach extends beyond this new data collection method, however. The methods
proposed in this chapter formalise what is often subjective cluster based methodology
found in MUNE methods, such as Blok et al. (2005a). The method relies on MUNE
methods that predict which motor units fire at a particular stimulus occasion − virtually
all MUNE methods. The EMG trace data is used to determine the best estimate of the
number of motor units in an automatic framework. The marginal likelihood (and hence
Bayes factors) is used to objectively compare competing estimates of the number of motor
units.
4.2 A Statistical Model to Describe the Firing Patterns
In this section a model is presented to describe the firing patterns and ultimately a new
MUNE method. First it is necessary to introduce some notation to describe the force and
CMAP data. Index the motor units in the muscle by n, n = 1, . . . , N . Write ytj for the
CMAP or force trace responses to stimulus St, t = 1, . . . , T at time xj, j = 1, . . . , J . The
trace data are observed at discrete xj (µs), but the traces themselves can be considered
as continuous for x1 ≤ x ≤ xJ .
The model requires the specification of a firing pattern, where for every stimulus St
there is information on which motor units fire. Put zti = 1 if motor unit i fires at stimulus
St for zt = (zt1, . . . , ztN)
′ and zero if not. A complete firing pattern for stimuli S1, . . . , ST
4.2. A STATISTICAL MODEL TO DESCRIBE THE FIRING PATTERNS 91
is (z1, . . . , zT ).
At some, but not all, values of the stimulus it is expected that the same combination
of motor units fire; the application of stronger stimuli may not be enough to recruit new
motor units and the same set may be observed repeatedly. Hence, there are some responses
to different stimuli where the same set of motor units respond, that is firing indicators
za = zb for a, b ∈ {1, . . . , T}. Where the firing indicators zt are equal for different stimuli
St, the tth observation is assigned to the group (or set) gk, with k = 1, . . . , K.
The statistical model to capture the CMAP or force trace data is
ytjk = φkf(xj) + ǫtjk, (4.1)
for t = 1, . . . , T , j = 1, . . . , J and k = 1, . . . , K. Each ytjk is an observations from group
gk, and is given by some group-specific scale parameter φk, a spline f(xj), common across
groups, to capture the shape and error ǫtjk.
The spline reflects the assumption that motor units respond with the same basic
shape for the MUAP trace (with some error). The shape assumption is well established
in MUNE studies, see for instance Shefner (2001) and Bromberg (2007) and the references
therein. For a set of M knots satisfying for each knot x˜m, x1 ≤ x˜1 < . . . < x˜M ≤ xJ with
m = 1, . . . ,M , the spline may be written in terms of basis functions, Bm(.), such that
f(x) =
M∑
m=1
βmBm(x).
The basis functions Bm(.) implemented are cubic B-splines. de Boor (2001) contains all
the technical information and properties of this basis. The spline is a smooth function
and hence may be evaluated at any point in the domain x1 < x < xJ . For the data
observed at x = (x1, . . . , xJ)
′, write
f(x) = Xβ,
where the J ×M design matrix Xj,m = Bm(xj) and β = (β1, . . . , βM)′. The choice of
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knots is made as in O’Sullivan (1986) and furthermore suggested by Eilers and Marx
(1996) and Lang and Brezger (2004) where a moderately large number, usually 20 − 40,
of equidistant knots are suggested to ensure flexibility. For the data here, observations
per stimulus are recorded every µs. The force trace data are quite smooth over a domain
of 700µs and it was found 20 equidistant knots to be satisfactory in the analyses that
follow. For the noisy CMAP traces 30 equidistant knots were appropriate. This is large
considering there are only 60µs of useful observations at each stimulus.
Vectorising over the time domain, j, write ytk = (yt1k, . . . , ytJk)
′. Assume a normal
likelihood
ytk ∼ N (φkXβ, σ2I), (4.2)
with variance parameter σ2 = var(ǫtjk) common to all CMAP traces.
The size of the reference shape is adjusted by the scale term φk and is the parameter of
primary interest. Applying different constraints to the φk parameters allows for different
biological assumptions to be captured.
4.2.1 Specification of the Scale Parameter − Three Models to Capture the
Process
The first model reflects the quite restrictive assumptions made by McComas et al. (1971).
These assumptions are the size homogeneity of motor units and the strict ordering of
motor unit thresholds. To achieve these restrictions, define for group gk
φk =
1
N
(
N∑
i=1
zti
)
as a scaled count of the number of motor units for any observation t in group gk. The
term 1
N
is included for comparison with the methods that follow.
This specification implicitly relies on the assumption that individual motor unit MUAP
traces sum to give the CMAP trace response for each group gk. This specification does
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not allow for probabilistic firing of the motor units and indeed the thresholds τi must be
strictly ordered such that τ1 < . . . < τN .
The second model relaxes the restrictive assumption that motor units have the same
size. Define φk as a scale parameter unique to each of the groups, gk. Under this model,
the φk are independent of each other. A suitable prior distribution to reflect this situation
is
φk ∼ Beta(αφ, βφ).
At first glance the term φkf(xj) in equation (4.1) is unidentifiable, but only a simple
data informed constraint is required to ensure identifiability. In the data collection phase,
it is assumed that there is at least one observation for which all motor units are firing,
zt = (1, . . . , 1)’. Label this group gK for convenience and set φK = 1. The prior φk ∼
Beta(αφ, βφ) is therefore defined only for k = 1, . . . , K − 1 and φK becomes a reference
parameter.
The differences φ(k) − φ(k−1), for k = 1, . . . , K and φ0 = 0 (or some baseline), reflect
the relative sizes of each motor unit for ordered φ(1) < . . . < φ(K). This model does not
allow for probabilistic firing.
The third model reflects the assumed biological process presented in Chapter 2 more
accurately. MUAP traces are constrained to sum together to produce the CMAP traces,
individual motor units may fire with random thresholds and may fire stochastically. If
the proposed firing pattern contains probabilistic firing it can be captured by this final
specification only, not the first two.
The third model imposes a strong constraint to reflect probabilistic firing. CMAP
traces are determined by the sum of individual MUAP responses from each motor unit
in the firing pattern. This is achieved by defining a new parameter µi for i = 1, . . . , N
to represent the relative size of each motor unit in the muscle with
∑N
i=1 µi = 1. For
µ = (µ1, . . . , µN)
′, define
φk = z
′
t
µ,
with firing indicators zt the same for all stimuli St observed in group gk. The parameter
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φk is now a fixed function of the firing indicators for group gk and random parameters
µ. The prior µ ∼ Dirichlet(α) is an obvious choice for the motor unit parameters with
α = (α1, . . . , αN). Again it might seem that the term φkf(xj) is unidentifiable under
this construction. But this is not the case, the summation property for parameters of the
Dirichlet distribution,
∑N
i=1 µi = 1, is enough to ensure identifiability of both the spline
and the motor unit parameters µ.
For clarity, consider an example firing pattern for a muscle with three motor units
µ = (µ1, µ2, µ3)
′. Suppose the muscle is stimulated four times, T = 4, with (z1, z2, z3, z4)
observed from groups k = 1, 2, 3, 4 such that
(z1, z2, z3, z4) =

1 0 1 1
0 1 1 1
0 0 0 1

. (4.3)
The responses of one motor unit, µ1 in group k = 1 and µ2 in k = 2. In group k = 3 the
responses of both µ1 and µ2 are observed in the CMAP and in group k = 4 the maximal
CMAP response is observed from all the motor units in the muscle. This firing pattern
could be observed if it is assumed that random thresholds for the motor units exist or if
probabilistic firing is assumed to occur.
Without probabilistic firing, the firing pattern for the four groups would be a four
motor unit model with each group being one motor unit, specifically,
(z1, z2, z3, z4) =

1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1

. (4.4)
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In the former firing pattern, equation (4.3), the motor unit parameters µ under model 3 are
constrained to sum together. Specifically, while the parameters µ1 and µ2 are determined
by observations in groups k = 1, 2, their size is also determined by observations in group
k = 3 where φ3 = µ1 + µ2.
Model 3 reflects the assumed biological process more truthfully, described in Sec-
tions 2.1 and 2.2. MUAP traces are constrained to sum together to produce the CMAP
traces, individual motor units may fire with random thresholds and may fire stochastically.
If the proposed firing pattern contains probabilistic firing it can be captured by this final
specification only, not the former two.
Henceforth, the three models in this section are referred to as models 1, 2 and 3 in order
of presentation and sophistication. Under model 1: φk =
1
N
(∑N
i=1 zti
)
, under model 2:
φk ∼ Beta(αφ, βφ) and under model 3: φk = z′tµ and µ ∼ Dirichlet(α) for zt belonging
to group gk.
4.2.2 Other Prior Parameters
The model variance parameter σ2 is assumed to be fixed across all observations and σ2 is
assigned the non-informative prior Inverse-Gamma(ασ, βσ), with small ασ and βσ.
The spline f(xj) = Xβ is formulated as a Bayesian P-spline in the manner set out by
Eilers and Marx (1996) and Lang and Brezger (2004). A random-walk difference prior is
placed on the coefficients, β, such that
p(β|τ 2) ∝
(
1
τ 2
) rank(Q)
2
exp
(
− 1
2τ 2
β′Qβ
)
,
for the first-order difference matrix Q. The spline smoothing or variance parameter τ 2 is
assigned the non-informative prior Inverse-Gamma(ατ , βτ ) with small ατ and βτ . As the
amount of smoothing is controlled by the prior for τ 2, the CMAP and force traces are
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standardised to lie within ±1. The rank(K) = dim(β)− 1 in this case.
Q =

1 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 1

. (4.5)
4.2.3 Algorithm and Full-Conditional Distributions
The joint probability distribution of the model is
p(ytk, φ1, . . . , φk, β, τ
2, σ2,µ) =
K∏
k=1
∏
t∈gk
p(ytk|φk, β, σ2)p(φk|µ)p(µ)p(β|τ 2)p(τ 2)p(σ2).
(4.6)
With trace data ytk = (yt1k, . . . , ytJk)
′ being the observed response for stimulus St and
belonging to group gk. Recall the scale parameters φk and µ (if necessary), spline coef-
ficients β and variance parameters σ2 and τ 2. The prior distributions and the likelihood
are supplied in the previous Section.
The full-conditional distributions of the model parameters may be found after some
algebra. Full-conditional distributions for the spline variance parameter τ 2 is given by
τ 2| . . . ∼ IG
(
ατ +
rank(Q)
2
, βτ +
1
2
β′Qβ
)
,
where Q is given in equation (4.5). The full-conditional distribution of model variance
parameter σ2 is given by
σ2| . . . ∼ IG
(
ασ +
M
2
, βσ +
1
2
e′e
)
,
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where M is the number of observations per trace multiplied by the total number of traces
in the dataset. In addition to the sums of squares for error
e′e =
K∑
k=1
∑
t∈gk
(ytk − φkXβ)′ (ytk − φkXβ)
and “. . .” is understood to represent all other parameters and the data y.
The full-conditional distribution of the vector of spline coefficients β takes the form
β| . . . ∼ N
(
mβ =
1
σ2
K∑
k=1
φk
∑
t∈gk
P−1X ′yt , Σβ = P−1
)
, (4.7)
where the precision matrix P is given by
P =
1
τ 2
Q+
1
σ2
X ′X
(
K∑
k=1
mkφ
2
k
)
. (4.8)
The parameter mk is the number of observations in group gk. Following the method of
Lang and Brezger (2004), P is banded with at most four non-zero columns at any row
due to the property of the basis.
Under model 1, the simple sum prior formulation, φk =
1
N
∑N
i=1 zti for any t ∈ gk,
the algorithm proceeds by simply sampling from the full-conditional distributions and
including the fixed parameter φk in the estimation.
Under model 2, the beta prior formulation, φk ∼ Beta(αφ, βφ), the full-conditional
distribution for each group, φk, has no closed form density. The conditional posterior
may be written
P (φk| . . .) ∝ φαφ−1k (1− φk)βφ−1 exp
{
− 1
2σ2
[ytk − φkXβ]′ [ytk − φkXβ]
}
. (4.9)
Under model 3, that allows for probabilistic firing, φk = z
′
t
µ and µ ∼ Dirichlet(α),
the full-conditional distribution for coefficients, µn, has no closed form density. The
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conditional posterior may be written in the form
p(µn| . . .) ∝ µαµ−1n exp
{
− 1
2σ2
∑
t∈gk
[ytk − φkXβ]′ [ytk − φkXβ]
}
. (4.10)
Recall, the coefficients φk are defined as sums of coefficient terms µn.
The posterior distribution for µn or φk is sampled using the Metropolis-Hastings
algorithm with a beta proposal distribution in both cases, making use of the fact that
the Dirichlet distribution is marginally beta distributed for any one parameter. The
algorithm proceeds using a Metropolis-Hastings within Gibbs approach to sampling from
the posterior distribution via a systematic approach to sampling and updating parameters
from the full-conditional distributions.
Under model 3, in the MCMC algorithm, two values are selected to be changed per
iteration, a new value is proposed from a beta distribution and the other parameter is
set as the remaining amount to ensure the constraint is satisfied, negative values are
discarded.
MCMC acceptance rates in the Metropolis-Hastings sampler typically fell in the range
35 − 45% for model 3. Proposed φk values less than 0.0001 or greater than 0.9999 are
discarded out of hand for numerical stability; these values are implausible in light of the
data. MCMC acceptance rates in the Metropolis-Hastings sampler typically fell in the
range 30− 45% for model 2.
4.2.4 Model Evidence − Power Posteriors
The method of power posteriors, presented in Section 2.7, is an appropriate choice for
this model and the dataset considered.
Recall, that under the updated method of power posteriors (Friel et al., 2012), the
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evidence is given by
log p(y) ≈
n−1∑
i=1
(ti+1 − ti)
2
{
Eθ|y,ti [log p(y|θ)] + Eθ|y,ti+1 [log p(y|θ)]
}
−
n−1∑
i=1
(ti+1 − ti)2
12
{
Vθ|y,ti+1 [log p(y|θ)]− Vθ|y,ti [log p(y|θ)]
}
.
Where Eθ|y,ti(.) is the expectation under θ|y, ti, Vθ|y,ti(.) is the variance under θ|y, ti.
Eθ|y,ti [log p(y|θ)] and Vθ|y,ti [log p(y|θ)] are available in any Gibbs routine adjusted for fixed
power parameter ti. The power parameter was set as ti =
(
i
I
)5
, where i = 0, 1, 2, . . . , I
(Friel and Pettitt, 2008).
Adjusting the full-conditional distributions to include the temperature parameter for
use with power posteriors is trivial.
4.3 Application to Multiple Duration Data
The three models are now applied to EMG data collected for stimulus strengths incre-
mented across three stimulus durations. A full and technical description of the data are
available in Casella et al. (2010). These data are recorded on the medial gastrocnemius
muscle of an anaesthetised rat. The recordings are made following treatment and it is
expected that the number of motor units is relatively small, N < 20, and the motor
units are expected to vary in size due to this treatment. It is assumed that the maximal
CMAP value, CMAPmax, is observed during the incremental stimulation phase of the data
collection for at least one duration, that is, without the application of a supra-maximal
stimulus.
In this application, the upper-bound on the number of motor units is of limited interest.
A precise estimate is important, but of key interest is a lower-bound on the number of
motor units given the size of the muscle and the size of the motor units within.
At all seven firing patterns presented in Section 3.3 are considered for analysis. Each of
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the three models were implemented for each firing pattern for 5000 iterations and a burn-
in of 1000. These 6000 total iterations were computed at 40 values of the temperature,
specifically t =
(
i
n
)5
for i = 1, . . . , 40), to compute the log evidence as in Section 4.2.4.
As sampling from the difference prior on the coefficients, β as in equation (4.2.2), is
not feasible, it is important that the temperature t = 0 is not included in the set of
temperatures used to compute the evidence. The log-evidence is estimated in 10 separate
runs per model and firing pattern in order to estimate the standard error.
The estimated log evidence values for the seven firing patterns and each of the three
prior specifications are presented in Tables 4.1 and 4.2 for the force and CMAP data,
respectively.
In terms of interpreting the estimated log evidence values in the two tables there is
certainly a large enough difference to make a decisive decision based on the estimated
log evidence in terms of raw mean values. However, taking the standard errors of the
estimates into account, there is nothing to separate any one firing pattern from any other
for the values in bold for models 1, 2 and 3 in the table.
Consider the log evidence values for model 1 where motor units do not fire probabilis-
tically and have the same size. This model can not find a most probable firing pattern
which is clearly better among those considered in the CMAP trace data. With the force
trace data, the 15 motor unit firing pattern is most supported under model 1, where
the motor units are all of the same size. The 15 motor unit firing pattern is the most
flexible firing pattern considered and the force traces are observed with little error. Under
a homogeneous size assumption the model suggests that the muscle has 15 motor units.
When the CMAP trace data are considered, the model cannot separate the top 3 firing
patterns of those considered. Model 1 does not perform consistently between the CMAP
and force data types. The 15 motor unit firing pattern seems to be most supported under
model 1 simply because it allows for greater flexibility for firing patterns with more motor
units.
Consider the log evidence values for model 2, where motor units may be of different
size and do not fire probabilistically. The model does not perform well for either force
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Table 4.1: Estimated log evidence values for analysis of the force trace data. Under
model 1 the 15 unit model is most supported by the data. Under model 2 there is no
clear candidate for the best firing pattern. Under model 3 the 11 unit firing pattern is
found to have the highest log evidence, followed closely by the 10(a) unit pattern.
Model Specification Firing Pattern Number of motor units E[log evidence]
(standard error)
Model 1 (i) 12(a) units 355820 (110)
φk =
1
N
∑N
i zti (ii) 12(b) units 326350 (60)
for zti ∈ gk (iii) 12(c) units 364810 (150)
(iv) 10 units 359980 (70)
(v) 15 units 382790 (40)
(vi) 11 units 360070 (110)
(vii) 13 units 360480 (70)
Model 2 (i) 12(a) units 361300 (190)
φk ∼ Beta(αφ, βφ) (ii) 12(b) units 361800 (560)
for k = 1, . . . , K − 1 (iii) 12(c) units 357200 (110)
φK = 1 (iv) 10 units 353600 (130)
(v) 15 units 361400 (290)
(vi) 11 units 353600 (240)
(vii) 13 units 353200 (310)
Model 3 (i) 7 units 360900 (110)
φk = z
′
t
µ (ii) 8 units 361200 (140)
for zt ∈ gk (iii) 9 units 384300 (120)
µ ∼ Dir(α) (iv) 10(a) units 395300 (50)
(v) 10(b) units 361900 (400)
(vi) 11 units 395700(70)
(vii) 12 units 380400 (480)
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Table 4.2: Estimated log evidence values for analysis of the CMAP trace data. Under
models 1 and 2 there is no firing pattern that is most supported by the model. Under
model 3, the two best firing patterns, 10(a) and 11, are very clearly most supported by
the data. This is consistent with the force data, though force was able to separate the 11
unit firing pattern as the most supported.
Model Specification Firing Pattern Number of motor units E[log evidence]
(standard error)
Model 1 (i) 12(a) units 196850 (6060)
φk =
1
N
∑N
i zti (ii) 12(b) units 227610 (74340)
for zti ∈ gk (iii) 12(c) units 240050 (13670)
(iv) 10 units 283110 (4210)
(v) 15 units 279030 (6120)
(vi) 11 units 274360 (5000)
(vii) 13 units 285590 (6260)
Model 2 (i) 12(a) units 104530 (670)
φk ∼ Beta(αφ, βφ) (ii) 12(b) units 104660 (810)
for k = 1, . . . , K − 1 (iii) 12(c) units 105110 (610)
φK = 1 (iv) 10 units 105690 (490)
(v) 15 units 103980 (910)
(vi) 11 units 104790 (1210)
(vii) 13 units 105100 (1020)
Model 3 (i) 7 units 24740 (1170)
φk = z
′
t
µ (ii) 8 units 25180 (600)
for zt ∈ gk (iii) 9 units 25250 (680)
µ ∼ Dir(α) (iv) 10(a) units 114030 (390)
(v) 10(b) units 78620 (900)
(vi) 11 units 113910 (480)
(vii) 12 units 25930 (940)
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or CMAP trace data, failing to find any difference between the seven firing patterns
considered. As expected, models with larger numbers of motor units (and therefore they
possess greater flexibility when fitted) are generally more supported by model 2. Models
1 and 2 which simplify the biological process, could not separate out the most supported
firing pattern from the set of alternatives across both data types.
Consider the log evidence values for model 3, where motor units fire probabilistically
and may be of different size. Now for the force trace data, there is clearly a best firing
pattern in terms of the estimated log evidence, the 11 unit model is clearly most supported
by the data. For the more noisy CMAP trace data, the best firing patterns are the 10
and 11 motor unit cases, which are again inseparable due to the error in computing
the evidence. The results for this specification are particularly pleasing as this model
incorporates much of the underlying biological process. Only by enforcing the strict
additivity constraint, where individual motor units may fire probabilistically, could the
best or the best two firing patterns be suggested by the model for both force and CMAP
trace data.
With respect to the shape assumption imposed by the spline, the model fit for model
3 is plotted with the mean curve for each group under the 11 unit firing pattern for
force and CMAP traces in Figures 4.1 and 4.2, respectively. The fitted model for force
produced a very good fit of the process. Under the CMAP fit, it is important to emphasise
the importance of the first peak only in MUNE, subsequent peaks are disregarded by all
other methods. The CMAP fit is reasonable from baseline to peak to baseline. The
heterogeneous shape of the CMAP response after the return to baseline from the first
peak is seemingly important, but it should be stressed that this part of the curve is never
considered as data in MUNE methods.
4.4 Discussion
In this chapter, a method is proposed to decide between different firing patterns in MUNE
analyses for EMG data collected at multiple durations and therefore give an estimate of
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Figure 4.1: Force trace plots for groups under an assumed 11 unit model. The solid line
represents the mean of each group. The dashed line represented the fitted model under
model 3. The model fit is particularly pleasing for the force traces.
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Figure 4.2: CMAP trace plots for groups under an assumed 11 unit model. The solid
line represents the mean of each group. The dashed lines represent the fitted model under
model 3. The model produces a reasonable fit up to the first peak for the CMAP traces.
Also, note the difference in the CMAP domain from the force trace data.
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the number of motor units. The log evidence is evaluated to assess the evidence of a
particular firing pattern given the data as an objective comparison metric. This MUNE
method may be applied to any potential firing pattern for EMG data, whether it be those
identified by an experienced technician or, as presented here, those identified by the RJ-
MCMC technique of Drovandi et al. (2014) but with an ad hoc correction to the stimulus
for multiple duration EMG data.
In the example dataset the method was only able to decide convincingly between
firing patterns under the most biologically truthful model, model 3. The full trace data
are used to inform the decision which resulted in a good fit for both force and CMAP data.
These results are consistent with early findings using the classical MUNE techniques, for
instance Brown and Milner-Brown (1976), Kadrie et al. (1976), Brown et al. (1988), Stein
and Yang (1990) and Doherty and Brown (1993) among others, where it is uniformly
found that failing to consider probabilistic firing results in overestimates of the number
of motor units. These classical methods rely on specialised techniques for data collection
and incorporate subjectivity into the estimates. In contrast, the MUNE method proposed
here uses the simplest and most common data collection method, incremental stimulation.
Furthermore, the method would be suitable for any of the data types presented in the
literature review, Section 2.3. The current method is a formalisation of the subjective
cluster-based estimates of the total number of units.
In addition to testing the number of units, the assignment of the traces to the groups
defined by the firing pattern is also tested. Whether it is reasonable for traces to be
placed together in the same group will be reflected in the log evidence value. More to
the point, a firing pattern could be suggested with the correct number of units N , but
with completely incorrect classification of the traces into the correct groups. This firing
pattern would not be favoured by the model.
An observation drawn is the difficulty in distinguishing between different firing pat-
terns that are very similar. The seven firing patterns considered here are indeed very sim-
ilar, with mostly identical group membership at either higher or lower stimulus strengths
and in some cases individual traces forming individual groups. In the present case,
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information in the form of additive dependency between groups resulted in a model that
can determine differences in the seven firing patterns and identify the two best. These
are the same patterns between force and CMAP data and in the case of force the best
pattern has been identified.
An alternate approach that could plausibly be used to identify firing patterns is a
clustering model in the spirit of Blok et al. (2005a). This Dirichlet process mixture model
and some example firing patterns are included in Section 3.3.
The previous analysis of the dataset Casella et al. (2010) considered only the force
traces. The MUNE method employed in their analysis is detailed clearly as follows,
“The number of reinnervated motor units in medial gastrocnemius was
investigated by applying pulses of different durations (10, 20, and 50µs) at
increasing intensities. All responses for a given muscle were overlaid, and the
number of increments in force was taken as the number of reinnervated motor
units. The responses for a given step were averaged and ranked from weak to
strong force. Consecutive force increments were subtracted from each other
digitally to provide single motor unit forces.”(Casella et al., 2010, pp. 709)
This MUNE technique has equivalent assumptions as model 2 in Section 4.2. In this case
Casella et al. assume motor units have distinct and strictly ordered thresholds and this
is manifested in the observed data as each jump in the CMAP for increasing stimulus
strengths is the recruitment of one additional motor unit. The result of separating out
motor unit traces in this way is what has been defined as a firing pattern previously in
Section 3.3. This firing pattern could be analysed using the proposed model to assess
whether the data support it.
In the analysis of the rat considered by in this chapter 14 conducted by Casella et al.
(2010) yielded an estimate of 14 motor units. In the present investigation it seems most
likely that only 10− 11 are truly present in the muscle given the presence of alternation.
Even if probabilistic firing is not observed or thought to be observed, model 3 is the
most appropriate as motor units may be of different sizes and the additivity assumption
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can be strictly enforced. The additional information needed for the Casella et al. analysis
would be which responses were averaged together, that is, the membership of traces to
different groups in the firing pattern.
In the case of force data, a best firing pattern was clearly determined. While for the
CMAP trace data, two possible firing patterns are identified. There are two key difference
between the force and CMAP trace data. The first is that CMAP data are far noisier
within each group than the force data. The second key difference is that CMAP traces
data have far fewer useful observations per stimulus than force, in the dataset considered,
∼ 700 non-baseline recordings for each force trace but only ∼ 70 non-baseline recordings
for CMAP. That the log evidence results indicate the same firing patterns for force and
CMAP data illustrates the robustness of the model for the two types of data.
Computationally, the posterior model parameters were found with very little depen-
dence on the prior distributions and tuning of the Metropolis-Hastings algorithm was not
an issue. The proposed MUNE method avoids using a RJ-MCMC based approach, a
method notorious for requiring extensive tuning to achieve convergence. By contrast, the
method proposed here is automatic, repeatable and computationally reasonably fast. It
can discern between objective data from a previous analysis or equally between possible
numbers of motor units with firing patterns attained with expert knowledge. The key
decisions for the algorithm are the placement and number of temperature values for
the power posterior method and how many iterations are enough for a sufficiently small
standard error of the estimates of the log evidences. These are reasonably simple questions
to explore for any new dataset.
Chapter 5
MUNE for Multiple Duration Data
A novel method of MUNE is presented in this chapter. The method is specifically designed
for multiple duration data. In handling the additional data complexity, two competing
stimulus strength-duration models, due to Weiss (1901) and Lapicque (1907), are ex-
tended. A Weibull model, which is a generalisation of the Lapicque model, is introduced
here to allow for greater flexibility in the strength-duration relationship. These three
strength-duration relationships are used to extend the excitability curve for probabilistic
firing to deal with multiple duration data. These models are then used to extend the
reversible-jump Markov chain Monte Carlo (RJ-MCMC) approach of Drovandi et al.
(2014). The method is used in practice by analysing experimental data on rats from
the work of Casella et al. (2010) to investigate reinnervation of motor neurones to repair
spinal injury.
The chapter is organised as follows. The contribution of the chapter is included
in Section 5.1. The strength-duration relationship, important for the methods of this
chapter, is discussed in Section 5.2. The model and major contribution of the chapter is
presented in Section 5.3. Results for the four diverse sets of data discussed in Chapter 2.4
are presented in Section 5.4. The chapter is concluded with a discussion in Section 5.5.
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5.1 Contribution
There are a number of original contributions in this chapter. The first aspect is the
introduction of a MUNE method specifically designed for multiple duration data. The
MUNE model of the previous chapter is a method that can be used for any data type
and while multiple duration data motivated its inception, it is not restricted to this new
data type. The present model is specifically designed to capture the relationship between
the stimulus strength and duration in a biologically meaningful way. Third, the model of
this chapter is one that may be used to formally exemplify what additional information is
yielded from multiple duration data over the alternative of a single duration EMG scan.
5.2 EMG Data and the Strength-duration Curve
In this chapter the maximal EMG data for four rats are considered. This dataset has
been discussed at length in Chapter 2 and is again illustrated for reference in Figure 5.1.
The strength-duration curve is a theoretical relationship that defines a motor unit’s
threshold. Put simply, a motor unit will fire if the stimulus strength and duration exceed
that motor unit’s threshold. The threshold relationship implemented in practice is slightly
more complex. Motor units fire probabilistically based on random thresholds. At present,
the simpler definition will suffice. The treatment of motor unit thresholds and probabilistic
firing in the model developed here is described in Section 5.3.2, with the adjustment for
different durations presented in Section 5.3.3.
Several potential strength-duration relationships are considered. Weiss (1901) pro-
posed the first strength-duration curve following experiments with frog axons. This
early strength-duration equation, exhibiting hyperbolic decay, was proposed as a best
fit to observed data without a biological justification. Subsequent authors, Bostock
(1983), Geddes and Bourland (1985) and Mogyoros et al. (1996) for instance, re-write
Weiss’ equation using the so-called rheobase and the chronaxie. The terms rheobase and
chronaxie, coined by Lapicque (1907), are the smallest stimulus value that will result in
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Figure 5.1: Maximal force responses (mN) to stimuli (V) collected on four different rats
using three durations. The data collected at different durations are denoted by different
shapes on the graph. The dots at the origin of each plot are the baseline data. The force
response is multiplied by 10 so that the size of the response is more consistent with a
human subject. Note the differences in the domains and ranges across each data set
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the innervation of any motor unit in the muscle, irrespective of the duration for which the
stimulus is applied and the duration value corresponding to a stimulus intensity twice the
rheobase, respectively. In contemporary research, Lapicque (1907) proposed a strength-
duration equation exhibiting exponential decay. This later equation was derived in a
more biological framework than the Weiss equation and received more attention from
subsequent research, for example Hill (1936a,b) and the references therein. However,
Matthews (1977), Bostock (1983), Geddes and Bourland (1985) and Mogyoros et al. (1996)
have consistently found the simpler Weiss equation produced the best fit to simulated and
experimental data amongst competing strength-duration equations. Here, both the Weiss
and Lapicque equations are examined separately together with the existing RJ-MCMC
framework (Drovandi et al., 2014).
In this section the Weiss and Lapicque models of the strength-duration curve are
presented, together with a so-called Weibull extension, to provide a relationship for motor
unit thresholds and the strength and duration of the stimulus. Denote the duration as
d = 1, . . . , D and the number of motor units as n = 1, . . . , N and each motor unit’s
threshold as mnd.
5.2.1 Weiss equation
Originally, Weiss (1901) proposed the charge-duration relationship for a single motor
unit the charge threshold, Q, and duration, rd, as Q = a + brd. In this formulation,
Weiss included a and b as unknown constants without a biological justification. The
present formulation is that considered by Bostock (1983), Geddes and Bourland (1985)
and Mogyoros et al. (1996) where the constants a and b are replaced by the rheobase
multipled by the chronaxie, VR × γ, and the rheobase, VR, respectively. The charge-
duration relationship is therefore
Q = VR(γ + rd). (5.1)
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Recall, the rheobase is the strongest stimulus that causes no motor units to fire, irrespec-
tive of the duration, and the chronaxie is the duration corresponding to twice that of the
rheobase.
The charge, Q, is related to the stimulus strength, I, by the law Q = Ird, and
following Mogyoros et al. (1996) it is reasonable to substitute the unit threshold, mnd, for
the stimulus threshold, I, to obtain the Weiss strength-duration curve for the nth motor
unit at duration rd,
mnd = VR
(
1 +
γn
rd
)
. (5.2)
As rd → ∞, this curve asymptotes to the rheobase, VR. The rheobase is assumed to
be common between all motor units in each rat. In practice, VR must be between the
baseline stimulus value and by definition, the lowest strength stimulus that activates a
unit in the dataset. As this range is reasonably tight for each dataset, if the rheobase
was different between motor units it would show little variability for motor units within
the same muscle. Thus a constant rheobase across units seems reasonable. Each unit is
modelled with its own decay parameter, γn, to allow for different thresholds across motor
units for finite durations, rd.
5.2.2 Lapicque equation
Consider the strength-duration relationship derived by Lapicque (1907), where
mnd =
VR
1− e−rd/γn . (5.3)
In this equation, for a single unit, the strength required to excite an axon decays expo-
nentially as the duration increases and it asymptotes to the rheobase, VR. As with the
Weiss curve, γn is the decay constant for nth unit (though it is not the chronaxie for this
equation).
114 CHAPTER 5. MUNE FOR MULTIPLE DURATION DATA
5.2.3 Weibull equation
As a generalisation of the Lapicque equation a Weibull-type strength-duration equation is
proposed here. Notice that the denominator of equation (5.3) is equivalent to one minus
the survival function (that is, the cumulative distribution function) of an exponential
random variate with rate parameter 1/γn. In order to add an extra layer of generality to
the strength-duration curve, a Weibull survivor function is proposed here instead on the
denominator so that the threshold mnd is given by
mnd =
VR
1− e−(rd/γn)α , (5.4)
where the shape parameter α allows for greater flexibility in the decay curve. It is
assumed that α is common between units in the same muscle. Clearly, with α = 1
the Weibull model reduces to the Lapicque model. The Weibull strength-duration has
not been previously considered as a candidate for the strength-duration relationship.
5.3 Statistical Model
The statistical model that allows for data recorded with different durations of the stimulus
is presented in this section. The model is an extension of Drovandi et al. (2014), which is
itself an adaptation of the Bayesian model originally proposed by Ridall et al. (2006). The
model described below is based on a fixed number of units, N . An in-depth description
of the MCMC scheme and details on the cross-dimensional moves to different values of N
are available in Drovandi et al. (2014).
The notation in the chapter is as follows. As in Section 5.2, denote a stimulus duration
as rd for d = b, 1, . . . , D stimulus durations (the baseline b stimulus has duration rb =
1000µs). Also, denote t = 1, . . . , Td for each individual stimulus applied to the nerve and
n = 1, . . . , N for each motor unit.
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5.3.1 Modelling force
The individual (maximal) force response for each unit n = 1, . . . , N is modelled using a
normal distribution with mean µn. This parameter is independent of the duration and
reflects the assumption that individual motor units fire in an all-or-nothing response.
The sum of the individual responses per firing motor unit together with the baseline
response is a model for the observed maximal force for a particular stimulus, Sdt. Given
that the baseline response is also modelled via a normal distribution with mean µb and
variance σ2b (µb and σb are fixed parameters, estimated precisely from baseline data), the
following model is assumed for the maximal force response,
ydt|µnd, σ2, sndt, ηdt ∼ N
(
ydt; µ
dt, vdt
)
, (5.5)
where sdt = (s1dt, . . . , sNdt), µ = (µ1, . . . , µN) and
µdt = µb +
N∑
n=1
sndtµn, (5.6)
vdt =
σ2b + σ
2
1(ndt > 0)
ηdt
. (5.7)
The parameter sndt is an indicator variable to denote the firing of the nth motor unit for
the tth observation at duration d, details to follow in Section 5.3.2. Furthermore, 1(·)
is the indicator function, ndt =
∑N
n=1 sndt is the number of innervated motor units and
ηdt ∼ Gamma(ǫ, ǫ) is a gamma random variate.
Ridall et al. (2007) introduced the gamma random variate ηdt into the MUNE model
to account for outlying observations expected typical in EMG data. Note that marginally
ydt is t-distributed with 2ǫ degrees of freedom; a distribution for the observed data that
is reasonably robust to outliers.
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5.3.2 Motor unit excitability
Following the assumptions made in previous MUNE methods, see Ridall et al. (2007), it
is assumed that when a stimulus is applied to a motor unit, that unit fires with an all-or-
nothing response. The activation is assumed to be probabilistic and depends on the both
the strength of the stimulus and the duration, together with the excitability properties of
each particular motor unit. The model relies on a set of latent binary indicators, denoted
by sndt, that specify whether or not each motor unit is activated at each stimulus. This
indicator is defined for the nth unit at the tth observation with duration d and is equal
to one if the corresponding stimulus, Sdt, exceeds the threshold of the unit τndt. That is,
sndt =
1, if Sdt > τndt0, otherwise. (5.8)
The stimulus at the baseline is defined to be zero and similarly, the firing indicator
is defined to be zero for baseline data, that is snbt = 0. A unit’s threshold for a single
maximal force observation, τndt, is modelled by a normal distribution
τndt ∼ N
(
mnd,
1
δ2nd
)
, (5.9)
with parameters mnd and δ
2
nd representing the mean and precision of the excitability curve
for the nth unit at the dth duration. There are no excitability parameters for stimuli at
the baseline or when d = b.
Combining equations (5.8) and (5.9) results in (Ridall et al., 2007)
p(sndt = 1|Sdt,mnd, δnd, N) = Φ[δnd(Sdt −mnd)], (5.10)
where Φ(X) = P (X < x) for Z ∼ N (0, 1).
Note carefully that in Section 5.2 a motor unit’s threshold was denoted by mnd. As
a random threshold model is now considered, where each motor unit’s threshold, now
denoted τnd, is a random parameter with its own probability distribution, the treatment
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of the deterministic strength-duration curve must be more subtle. See Section 5.3.3 for
further detail.
5.3.3 Modelling stimulus against duration
The strength-duration curve has only been applied to models in which motor units
fire based on deterministic thresholds and where motor units are not permitted to fire
probabilistically. The model that appears to be the most parsimonious way to introduce
the strength-duration relationship into the probabilistic firing mechanism is to take the
random threshold means, mnd, to lie on the strength-duration curve.
It is assumed for the unique situation here, that for an individual unit n, the mnd
values (the stimulus where the nth unit has a 50% chance of firing at duration rd) are
given by the deterministic strength-duration curve for that unit.
The strength-duration curves presented in Section 5.2 were not derived for statistical
models that allow for random thresholds, as in equation (5.9), nor for statistical models
that allow motor units to fire probabilistically, as in equation (5.8). It is assumed that
the threshold of a motor unit behaves in a similar manner regardless of the duration of
the stimulus. Therefore the mean threshold of each motor is related to the duration of
the stimulus via the strength-duration curve.
In the analysis, the rheobase VR is common to all models, but the decay parameters
γn for n = 1, . . . , N , may vary across the motor units in the muscle.
5.3.4 Full probability model
In the full probability model and the conditional form that follow write y, η and S as
the vectorised representations of ydt, ηdt and Sdt, respectively, for each pair of d and t.
Similarly, δ andm are vectorised representations of δnd and mnd for each pair n and d and
the parameters γ and µ are the vectorised representation of γn and µn over n. Finally,
the vector form s is adopted for the firing indicators sndt over each n, d and t.
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For clarity, the parameter φ = {VR,γ} is used for the Weiss and Lapicque models and
φ = {VR, α,γ} for the Weibull model. The full probability model is given by
p(y, s, τ ,µ, δ, σ2,η,φ, N) =p(y|µ, σ2, s,η)p(s|τ , N)p(τ |m, δ, N)
p(δ|N)p(m|φ, N)p(φ|N)p(µ|N)p(η)p(σ2)p(N). (5.11)
With p(φ|N) = p(γ|VR, N)p(VR) for the Weiss and Lapicque models and p(φ|N) =
p(γ|VR, N)p(α)p(VR) for the Weibull extension. All p(.|.) on the RHS of equation (5.11)
are assumed to be conditionally independent components. The obvious dependence on
the known stimulus values Sdt is suppressed and the base line parameters µb and σ
2
b is
also suppressed as the latter two parameters are estimated with small error.
As in Drovandi et al. (2014), two fixed parameters, Snone and S
d
all are included. Defined
as the stimulus value such that no units are firing at lower stimulus values (typically set
much lower than the rheobase parameter VR) and the stimulus values at each duration
that cause the innervation of all N motor units, respectively. With multiple duration
data, it is possible that one does not observe the innervation of every motor unit for every
duration considered and hence the supra-maximal value Sdall is unknown. For example, for
the four rat data illustrated in Figure 5.1, clearly not all motor units have been activated
for the two shorter durations for rats (a), (b) and (d). The corresponding Sdall values are set
to ensure that all units would be firing at the highest stimulus value of the longer duration
rd = 50µs with a high probability, but not at the two shorter durations, rd = 10, 20µs.
Prior Distributions
The prior distributions (Drovandi et al., 2014)
µn ∼ Uniform(µmin, µmax), δnd ∼ Gamma(αδ, βδ),
p(N) =
1, N ∈ {Nmin, . . . , Nmax}0, otherwise and p(σ2) ∝
1
σ2 + σ2b
,
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remaining unchanged for multiple duration data. The mean threshold parameter mnd
is determined by the duration rd and the strength-duration parameters VR and γn for
either the Weiss or Lapicque strength-duration equations and in addition to α for the
Weibull equation. The hyperparameters αδ = 3, βδ = 1 for the threshold precisions δnd
and µmin = 50 are unchanged from Drovandi et al. (2014). As the force data are scaled
to be on a similar range to the usual CMAP data for a human patient, and therefore no
change has been made to these hyperparameters involving the excitability curves.
5.3.5 Prior distributions for the strength-duration curve
The prior distributions that follow are defined for the new or adjusted parameters required
for multiple duration data, specifically the rheobase, VR, the decay parameter for the
strength-duration curve, γn and the Weibull shape parameter α.
Rheobase of the Strength-duration Curve
As mentioned, a common rheobase, VR, is used for each motor unit. Through numerical
investigation, it was found that the decay rate of the strength-duration curves, γn, are
highly correlated with the parameter VR. Since a component-wise updating scheme is
used, this implies a slow exploration of the posterior support due to highly correlated
within-parameter samples. The value of VR is held constant for individual runs and a
finite set of allowable values is trialled. As such, there is no prior distribution for this
parameter.
Of course, using a discretised set of rheobase values does not fix the correlation problem
between VR and γn in separate runs of the algorithm. A more sophisticated approach is
not warranted as these two parameters are not important in the context of the problem.
The focus of the model is an estimate of the number of motor units. Since the algorithm
does not exhibit correlation between model parameters for a fixed rheobase there is no
further adjustment required. Estimates of the number of units are unaffected by the
correlation of VR and γn between separate runs.
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Decay of the Strength-duration Curves
The decay parameter of the three strength-duration curves was denoted by γn for motor
unit n. The only restriction applied to the γ’s is that they are ordered; 0 < γ1 < . . . <
γN < γmax. The prior distribution for γ = (γ1, . . . , γN) is the joint distribution of the
order statistics of N uniform random variates on (0, γmax)
p(γ|N, γmax) = N !
(γmax)N
,
for the Weiss or Lapicque models and the LHS is replaced by p(γ|N, γmax, α) for the
Weibull model.
The term γmax is computed deterministically based on the specification of S
d
all for
d = 1, . . . , D and the rheobase VR for the Weiss equation
γmax = min
rd
(
−rd
(
Sdall
VR
− 1
))
,
and for the Weibull equation
γmax = min
rd
 −rd
exp
{
log
[
− log
(
1− VR
Sdall
)]
/α
}
 ,
where α = 1 gives the value of γmax for the Lapicque model. In the present analysis,
rd = 50 minimises each γmax.
From the specification of γmax it is no surprise that there exists correlation between
VR and the decay parameters γ for the Weiss and Lapicque models.
A motivation for introducing the Weibull equation is that it is expected that the
additional shape parameter, α, will counteract this dependence on the rheobase, VR.
There the uncertainty in estimating VR (a necessary parameter for each strength-duration
specification) is transferred to a nuisance parameter α, which will likely result in better
performance of the algorithm as the effect of VR on γmax is managed by changing the
relative size of α.
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Shape Parameter of the Weibull Equation
To facilitate flexibility in the allowable set of strength-duration curves for the Weibull
strength-duration equation, a uniform prior on (0, 2) is assigned to the parameter α. Not
surprisingly, in the numerical investigation it was found there to be some correlation
between the γk’s and α, but it is not as high compared with VR and though it will slow
the algorithm, no further adjustment has been made.
5.3.6 Cross-dimensional moves to estimate the number of motor units
The number of motor units, N , is critically important, here measuring the regrowth of
motor units following a stem cell transplant (Casella et al., 2010).
Posterior probabilities are obtained for each model (a posterior distribution for N
in this application). There have been several joint samplers developed in the literature,
for example, reversible jump Markov chain Monte Carlo (RJ-MCMC) (Green, 1995),
Markov birth/death process (Stephens, 2000), transdimensional sequential Monte Carlo
(Del Moral et al., 2006) and interacting sequential Monte Carlo (Jasra et al., 2008). As in
Ridall et al. (2007), and Drovandi et al. (2014) RJ-MCMC is employed. Further details
on the cross-dimensional moves are available in Drovandi et al. (2014).
5.3.7 Between-model moves
In addition to the parameters of the strength-duration model being of interest, the number
of motor units, N , is critically important. An accurate estimate of N together with
its uncertainty is often used for monitoring the progression of patients suffering from a
neurological disorder, but it also has other exciting important such as the regrowth of
motor units following a stem cell transplant (Casella et al., 2010).
The major difficulty of RJ-MCMC is in the design of cross dimensional moves that are
accepted with reasonable probability, so that the full posterior model/parameter space
can be explored in a reasonable amount of time. An additional problem is that it can
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be difficult to move between models that are substantially different in dimension. The
RJ-MCMC algorithm developed in Drovandi et al. (2014) overcomes these issues to an
extent for this application by approximately integrating out the firing indicators for the
cross-dimensional move. Therefore the difference in dimension for adjacent models (e.g.
N and N + 1) is relatively small and the need for devising a proposal for the new set of
indicators of the proposed model is removed.
Consider a birth move from model N to model N + 1. This involves selecting a unit
indicator n = 1, . . . , N at random and splitting the unit into two units, which therefore
requires splitting the maximal force response of the nth unit, µn, whilst preserving the
sum and subject to the constraint that the two resulting means for maximal force must
be greater than µmin. The new unit can be placed before or after the nth unit of the
N model. A new strength-duration curve is required, together with the generation of a
new γ value and a new excitability curve. The strength-duration relationship determines
the value of m for the new excitability curve but a new precision, δ, is necessary. The
birth move has a corresponding death move. The reversible jump moves are free of tuning
parameters.
Here the birth move to proceed from an N → N + 1 model is described. First, a unit
n = 1, . . . , N is selected at random subject to the condition that the corresponding µn is
greater than 2 × µmin. The case where µn < 2µmin is not considered as splitting a unit’s
maximum force term that is already less than twice the minimum allowable maximum
force term is guaranteed to produce one new mean maximum force term for unit µn that
is less than µmin. Denote the new mean maximum force term of the unit that is to be
split as µNn . The new terms for the N + 1 model, (µ
N+1
n , µ
N+1
n+1 ), are given by
(µN+1n µ
N+1
n+1 )
= (u1 µ
N
n − u1),
where u1 ∼ U(0, µNn − µmin). The vector of mean maximum force values per unit for
the N + 1 model is then given by µN+1 = (µN1 , . . . , µ
N
n−1, µ
N+1
i , µ
N+1
i+1 , µ
N
i+1, . . . , µ
N
N). The
Jacobian of the transformation is equal to one and the density of u1 is g(u1) = 1/(µ
N
i −
µmin). It is worth mentioning that the sum of the mean maximum force terms per unit is
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preserved from the N to the N +1 model, as per the model assumption of additive motor
unit responses.
A new strength-duration curve is required for the new unit, and it is sufficient to
generate a new γ variable to do this (the value of α is proposed for the N + 1 model if
the Weibull relationship is used). The following moves are considered
(γN+1n γ
N+1
n+1 )
=
 γ
N
n γ
∗
γ∗ γNn
 ,
where the two rows correspond to two possible moves which are proposed with equal
probability. In the first row, g(γ∗) = 1/(γNn+1 − γNn ), whereas in the second row, g(γ∗) =
1/(γNn − γNn−1). Here γN0 = 0 and γNN+1 = γmax if they are encountered. The Jacobian
of the transformation is obviously one in both cases. The new value of γ∗ along with
the strength-duration relationship chosen allows for the calculation of the positions of the
new excitability curve for each duration, m∗d, for d = 1, . . . , D.
Whilst there is a functional mechanism to determine the mnd, the δnd’s are not
restricted to be a function of d. Therefore, upon a generation of a new unit, a new δ
parameter is required for each duration. It is convenient here to define δn = (δn1, . . . , δnD).
The excitability curve slopes for the N + 1 model are given by
(δN+1
n
δN+1
n+1 )
=
 δ
N
n
δ∗
δ∗ δN
n
 ,
where again the two rows correspond to two different moves proposed with equal probabil-
ity. To generate δ∗ the informative prior placed on this parameter, g(δ∗) =
∏D
d=1Gamma(δ∗d;αδ, βδ)
is taken advantage of. This density cancels with the prior in the Metropolis-Hastings ratio
so it can be ignored. Again, the Jacobian is equal to one.
Similarly to α, the within-unit variability parameter, σ, is proposed directly across to
the N + 1 model.
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Given current parameters (mN , δN , µN ) and proposed parameters (mN+1, δN+1,
µN+1) the acceptance probability of a birth from N to N + 1 units is given by
α1→2 = min(1,
p(y|mN+1, δN+1,µN+1,η, σ)
p(y|mN , δN ,µN ,η, σ)
1
µmax − µmin
(N + 1)
γmax
1
g(u1)g(γ∗)
p∗n
pn
,
It should be pointed out that in the above the firing indicators have been integrated out
of the likelihood using the approximation in Drovandi et al. (2014).
In the corresponding death move from the N + 1 to the N model, again select an
index n = 1, . . . , N and merge two mean maximum force responses together to produce
µNn = µ
N+1
n + µ
N+1
n+1 . One of the strength-duration curves is eliminated by removing the
nth or n + 1th γ parameter of the N + 1 with equal probability. The excitability slope
parameters are also removed in a similar fashion. The Metropolis-Hastings ratio for this
move is given by the reciprocal of the birth move ratio.
For each iteration of this reversible jump algorithm, one within-model update is
performed followed by a proposed cross dimensional move with a birth or death move
equally likely to be proposed.
5.3.8 The probable number of motor units
The joint posterior distribution is highly multi-modal. As discussed by Glasbey (2007)
in the discussion of Ridall et al. (2007) and furthermore in Drovandi et al. (2014), a
number of different firing combinations relying on different sizes and numbers of units
could be supported by the data and thus produce similarly high values of the observed
data likelihood. As the model includes random effects and hidden variables, the pitfalls
of model comparison are essentially those considered in the random effects models of
Spiegelhalter et al. (2002) and Celeux et al. (2006). As such, AIC, BIC, DIC and other
such comparisons are not suitable for this application of RJ-MCMC. In what follows, the
objective measure of fit provided by the (approximate) observed data likelihood is used
to determine the value of the rheobase, VR, and the inspect the posterior p(N |y, VR) to
select the most probable value of N . Computational details relating to the approximation
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of observed data likelihood are available in Drovandi et al. (2014).
5.4 Results
The results of the extended RJ-MCMC algorithm as applied to the four rat datasets in
Chapter 2 are presented in this section.
For each rat (a), (b), (c) and (d) and under each strength-duration equation the model
is applied at a number of increments of the rheobase. The rheobase values are not expected
to be the same for different rats or even different muscles in general due to differences in
motor unit sizes and excitability observed in different muscles. Some care must be taken
when setting the range of VR values. By definition the rheobase must be lower than the
lowest strength stimulus where a response from a muscle is observed, hence the upper
limit is well-defined. As the baseline responses may confound the model, causing the
identification of motor units firing at the baseline stimuli, it is also important that VR is
not too near the baseline stimulus, which is set at 0.5mV for these four datasets. The
rheobase values are varied in increments of 0.1 in the ranges VR = [1.0, 4.9], VR = [1.0, 6.2],
VR = [1.0, 2.9] and VR = [1.0, 7.9] for rats (a), (b), (c) and (d), respectively.
For all samplers 1, 100, 000 RJ-MCMC iterations were used, with the first 100, 000
discarded as burn-in. The mixing of the cross dimensional moves was reasonable, with an
acceptance rate around 1% for each run.
First in Figure 5.2 consider the posterior distribution p(N |y, VR) for the Weibull model
at the value of the rheobase which maximised the observed data log likelihood. Fixing
VR at its modal value slightly underestimates the uncertainty in N , but it is very unlikely
to change the modal value, especially for the Weibull model (discussed below and in
Figure 5.3) that is insensitive to the value of the rheobase. The posterior estimates of N
are less variable for rats (a) and (c) than for (b) and (d). The posterior modes are 12, 15, 6
and 11 for rats (a), (b), (c) and (d), respectively.
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Figure 5.2: The posterior distribution p(N |y, VR) of each of the four rats under the
Weibull model at rheobase value that maximises the observed data log likelihood in each
case
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5.4.1 Comparison of strength-duration models
In terms of the observed data log likelihood, it was found that the Weibull strength-
duration model is superior to the Weiss or Lapicque model. Figure 5.3 illustrates the
expected observed data log likelihoods for each rat and strength-duration equation, the
rheobase values at the relative maxima are marked on the graphs. The Weibull model
is fitted with a higher observed data log likelihood in all rats except rat (c) where it is
close to the best fit from the Weiss model. It is expected that the Weibull model would
outperform the Lapicque model in particular, due to greater flexibility in the curve and
this clear in Figure 5.3. In addition, this figure also reveals that the Weibull model is
more suitable than the Weiss model. In terms of whether the Weiss model outperforms
the Lapicque model, the results are not consistent across the four rats.
It is interesting to note that the Weibull model is relatively insensitive to the rheobase
value compared to the Weiss or Lapicque models. As discussed in Section 5.3.5, under
the Weibull model the uncertainty in the rheobase parameter is captured by allowing for
flexibility in the strength-duration curve via the parameter α. This effectively removes
the dependence of the model on the rheobase value and this is borne out in Figure 5.3.
To assess the performance of the Weibull equation in comparison to the Lapicque
equation, consider the posterior value of the shape parameter α illustrated in Figure 5.4.
These posterior distributions are reasonably concentrated, unimodal densities. Recall if
α = 1 the Weibull model reduces to the Lapicque model. From the figure there is evidence
that the value of α is not equal to one and indeed is subject specific, being less than one
with high posterior probability for rats (a) and (c) and greater than one for rats (b) and
(d). Thus indicating that the increased flexibility of the Weibull strength-duration model
is important in describing these data.
5.4.2 Comparison to single duration analysis
It is important to emphasise what additional information for MUNE is gained from
analysing multiple duration data that is present in single duration investigations. In a
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Figure 5.3: The expected observed data log likelihood obtained by fitting the Weiss,
Lapicque and Weibull models for rats (a) − (d). A larger expected observed data log
likelihood is preferred. The relative maxima for each of the models are noted on the
figure. The Weibull model is relatively insensitive to the rheobase value and is superior
to the other two strength-duration models
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Figure 5.4: Posterior distributions of the Weibull shape parameter p(α|VR = VˆR,y) for
each of the four rats at the value of the rheobase with the largest expected observed data
log likelihood. These posterior distributions for α|VR = VˆR,y correspond to the values of
the rheobase that maximise the observed data log likelihood. The value of α is found to
be subject specific across the four rats
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traditional MUNE study, only the duration rd = 50 would be considered. Recall from the
description in Chapter 2 that at the data recording phase, the stimulus is incremented until
all motor units are thought to be firing. Therefore it is plausible that, in practice, only the
recordings in Figure 5.1 for stimulus rd = 50 would be available for analysis. Though there
are fewer observations in this case, the single duration MUNE model of Drovandi et al.
(2014) has been fitted to the data in Figure 5.1 for duration rd = 50. It is unreasonable
to make statistical comparisons between the single and multiple duration models in terms
of the observed data likelihood, instead the posterior distributions p(N |y, VR) from the
multiple duration model are compared with the posterior distributions p(N |y) from the
single duration model, the focus of MUNE analyses.
The posterior distributions p(N |y) for the four rats under the single duration model are
presented in Figure 5.5. Recall that there is no strength-duration relationship necessary
for single duration models and in particular, no rheobase nor motor unit decay parameters.
The single duration results are somewhat different to those presented in Figure 5.2.
For rat (a) the multiple duration analysis results in a modal value of 12 motor units
and only nine for the single duration analysis. By considering the two shorter durations
an additional three motor units have been identified. As the multiple duration data
provide additional information on individual motor units, through replicated responses
at a wider range of stimuli that single duration data, it is no surprise that the posterior
distribution p(N |y, VR) is less variable for the multiple duration data. A more precise
estimate is expected given that more observations are considered. However, it is important
to note that multiple duration data yields information on the mid-range of responses,
while simply repeating the single duration data collection three times would likely result
in more information at the upper-range of responses which are already well-identified and
only modest improvements on the mid-range of responses.
For rat (b) there exists the curious situation where the single duration model results in
an estimated mode much higher than the multiple duration model, 21 and 15 motor units,
respectively. This is not surprising given the small scale of (vertical) separation of the
force responses for rd = 50 in Figure 5.1. The single duration model is underestimating
5.4. RESULTS 131
3 4 5 6 7 8 9 10 11 12 13 14 15 16
Rat (a) Single duration model
Number of motor units
Pr
ob
ab
ilit
y
0.
0
0.
1
0.
2
0.
3
0.
4
(a) Rat A
16 17 18 19 20 21 22 23 24 25 26 27 28 29
Rat (b) Single duration model
Number of motor units
Pr
ob
ab
ilit
y
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
(b) Rat B
1 2 3 4 5 6 7 8 9 10 11 12 13 14
Rat (c) Single duration model
Number of motor units
Pr
ob
ab
ilit
y
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
(c) Rat C
5 6 7 8 9 10 11 12 13 14 15
Rat (d) Single duration model
Number of motor units
Pr
ob
ab
ilit
y
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
(d) Rat D
Figure 5.5: The posterior distribution p(N |y) under the single duration analysis of the
data collected at duration rd = 50µs. There is no strength-duration curve, rheobase nor
decay parameters for the single duration model
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the variation in the force responses for this muscle, where almost every increment in the
force response is a new motor unit for this model. In contrast, the multiple duration
model has produced a better estimate of the variation in the responses using the repeated
force responses at the two shorter durations to more accurately represent the motor units
in the mid-range of the firing pattern. It is highly probable that there are indeed only 15
motor units in this muscle and not 22 as would normally be reported for a typical MUNE
analysis for these data.
Rat (c) exhibits particularly noisy responses at only a small number of defined levels
and at lower force values than the other three rats in Figure 5.1. The modal estimates
for the single and multiple duration models is 5 and 6, respectively. Including more data
has likely been the reason for the improvement in the estimate of the posterior variance
of p(N |y, VR) for multiple duration data.
The results between the single and multiple duration models for rat (d) are mostly
equivalent, the multiple duration results in a mode of 11 motor units, while 10 is the
mode for the single duration results. On careful inspection of rat (d) in Figure 5.1 it is
clear that the levels of the force response observed at rd = 50µs are entirely replicated
by the two shorter durations, rd = 20, 10µs, with the exception of three observations at a
stimulus of ∼ 45mV for rd = 10µs. This accounts for the difference of one motor unit in
the modes. Clear identification of the levels of force responses aids in the estimation of
N . In this rat the levels are well defined at each of the three durations. Following these
results it is highly probable that 11 motor units are present in the muscle of rat (d).
To summarise, considering the multiple duration data has resulted in more precise
estimates of N given the data. The benefit is most profound for the large muscle of rat
(b), but for all rats the result is a more reliable estimate of the true number of motor
units. The comparison to the single duration analysis is plausible if standard practice is
followed at the data collection phase, whereby no further recordings would be made once
all the motor units are observed to be firing at a particular stimulus.
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5.4.3 Model diagnostics and goodness of fit
The overall model fit is assessed through posterior predictive checks. The results presented
here are restricted to rat (b) and the Weibull strength-duration model. This rat exhibited
the most noisy data and the Weibull model produced the best fit, materially similar results
are also included for the Weiss and Lapicque models.
Figure 5.6 is a summary of simulations y˜dt ∼ p(ydt| . . .), drawn from the posterior
predictive distribution at every iteration of the algorithm. The mean E(y˜dt| . . .) and the
95% credible regions are found following 20, 000 independent samples from the posterior
distribution at each value of the stimulus (the 1, 000, 000 iterations are thinned by a factor
of 50 to ensure independent samples are considered). These values are plotted against
the stimuli, Sdt, together with the observed data, ydt. There is good agreement with the
observed data and the values simulated from the posterior predictive distribution of the
data. The Q-Q plot of the residual error of the fitted model posterior simulations and
the observed data also illustrates a good fit of the model. There was no issue with model
convergence for any of the models parameters.
5.5 Discussion
MUNE is important clinical and experimental tool for investigating the presence of mo-
tor units in live tissue. By using the strength-duration equations, the existing MUNE
methodology may be extended for use with multiple duration data. This extension is
most useful in an experimental setting where multiple duration data are common. There
are no existing MUNE methods that can account for multiple duration data in a way that
allows motor units to fire probabilistically and with random thresholds.
The Weibull model, itself an original contribution of this chapter, proved to be the
best fit for the four rats considered. These four rats are typical examples of EMG data in
practice, with small to medium sized muscles of interest in this investigation. The shape
parameter of the Weibull model was well-estimated by the model and was found to be
subject specific across the four rats.
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Figure 5.6: Goodness-of-fit plots for rat (b) under the Weibull model at VR = 6.2.
Simulations y˜dt| . . . are drawn from the posterior predictive density to arrive at the mean
(◦) and 95% credible intervals (shaded region) for the estimate. The observed data are
given by + on the figure. There is good agreement with the data and the model. The
Q-Q plot compares the standardised quantiles of the error in the model to those of the
standard normal distribution
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The rheobase values most supported by the model are usually not very close to the
minimum observed stimulus in each rat, as expected. This is not surprising given the way
the strength-duration curves were defined. The rheobase in this application is not the
technical definition of the rheobase (the largest stimulus such that zero motor units firing
irrespective of the duration). The rheobase in this chapter is the horizontal asymptote of
the strength-duration curves that each of the mean thresholds lie on.
This model is not without limitation. Due to the correlation between the rheobase
VR and γn there seemed no reasonable way to introduce uncertainty into the rheobase
parameter in the algorithm for the Weiss and Lapicque models. By considering the
Weibull extension the uncertainty in VR is captured by modelling the uncertainty in the
shape parameter α. Though for all strength-duration models it was feasible to specify
a range of plausible values for investigation the Weibull model proved to be relatively
insensitive to the rheobase value. A further limitation is that the value of Sdall (the known
stimulus strength-duration value that causes a whole-muscle reaction) must also be set for
investigation, but this parameter is present in all MUNE techniques that rely on defining
the stimulus that exhibits a whole-muscle response.
Following Celeux et al. (2006) the comparison based on the observed data likelihood
is defended. This summation was taken over all the latent firing indicators and therefore
takes into account the uncertainty in the number of units and groups, rather than the
complete data likelihood. This is an application specific decision. The fit of particular
responses to specific stimulus-duration inputs is of cursory interest, the more interesting
aspect of the model is the overall allocation of the force responses to groups reflecting a
combination of active units and the resulting estimate of the true value of the number of
motor units that is most probable given the data.
By considering multiple duration data in a MUNE study more precise estimates of
the number of motor units were achieved than a single duration study would yield. The
additional motor units identified in the multiple duration analysis are in the mid-range of
the observed responses and are therefore smaller motor units in the muscle. Thus resulted
in more precise estimates of the smaller motor units in the muscle, which translates to
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more precise estimates of the total number of motor units than a typical single duration
analysis.
Chapter 6
Model Choice
This chapter is an investigation of Watanabe’s widely applicable Bayesian information
criterion (WBIC) (Watanabe, 2013). As this research was conducted as joint research
with members not on the supervisory team it is presented here as a manuscript with a
statement of authorship. The paper is to our (the authors of the paper) knowledge the
first practical implementation and investigation of the WBIC. The motivation behind this
investigation is that WBIC has only been applied to a single problem, one of reduced-rank
regression, and never compared to other competing evidence measures. The layout of the
chapter is as follows, Section 6.1 contains the contribution of the chapter to the literature.
Section 6.2 contains a statement of the authorship of the manuscript. The manuscript is
then presented in its entirety and this concludes the chapter.
6.1 Contribution
As Watanabe’s WBIC is quite a deep result in algebraic geometry, the first aspect of
the paper is to describe the criterion in clear and recognisable statistical framework as
far as possible. It is necessary and important to provide such a description given the
highly theoretical terminology and description found in Watanabe (2013). The second
contribution is to apply WBIC to models where the asymptotic approximation is known
to be valid. In the paper, the WBIC is computed for three regular and one singular model
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and its properties as an estimator are investigated. In particular, under a simple normal
model the effect of different prior specifications is investigated thoroughly. The WBIC is
furthermore compared to other competing evidence estimators. This kind of comparison
and investigation of the criterion has not been attempted before in the literature.
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Abstract
The widely applicable Bayesian information criterion (WBIC) is a simple and
fast approximation to the statistical evidence that has received little practical
consideration. Introduced to handle the problem of singular statistical models,
such as latent feature models or those with a hierarchical structure, WBIC is
investigated under four models of varying complexity and is found to be a
somewhat reasonable approximation to the evidence, though tends to system-
atically overestimate the quantity. Additionally, WBIC has the potential to
perform somewhat satisfactorily against competing methods at a markedly
reduced computational burden, though the approximation has the potential
to be quite poor for smaller sample sizes. Whether WBIC will perform for
a particular singular model requires a great deal of technical work that may
offset the computational savings of the method.
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6.3 Introduction
The Bayesian paradigm offers a principled approach to the issue of model choice, through
examination of the model evidence, namely the probability of the data given the model.
Suppose we are given data y and assume there is a collection of competing models,
m1, . . . ,ml, each with associated parameters, θ1, . . . , θl, respectively. Viewing the model
indicators as parameters with prior distribution p(mk), the posterior distribution of in-
terest is
p(θk,mk|y) ∝ p(y|θk,mk)p(θk|mk)p(mk)
where p(y|θk,mk) is the likelihood of the data under model mk with parameters θk and
p(θk|mk) is the prior on the parameters in model mk.
The constant of proportionality for the un-normalised posterior distribution above is
the marginal likelihood or evidence,
p(y|mk) =
∫
θk
p(y|θk,mk)p(θk|mk)dθk.
This is a vital quantity in Bayesian model choice and developing good estimates of it
continues to be an active area of statistical research. There is a growing number of
techniques to evaluate the evidence, see for instance, Gelman and Meng (1998) for a
thorough review of importance, bridge and path sampling methods, Robert and Wraith
(2009) for an updated review of such methods that includes the more recent mixture
bridge-sampling approach (Chopin and Robert, 2007), the generalised harmonic mean
estimator (Gelfand and Dey, 1994) and nested sampling (Skilling (2006), or perhaps,
Burrows (1980)), in addition to Friel and Wyse (2012) who compare the accuracy and
computational burden of these methods under cases of varying complexity.
The contribution of this work is to explore a new method of approximating the evi-
dence, the widely applicable Bayesian information criterion (WBIC) of Watanabe (2013).
WBIC is simple to evaluate, requiring only one samples from one target distribution,
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for example, MCMC. Thus far, WBIC has received no more than a cursory mention by
Gelman et al. (2013) and while it has been applied in practice to a specific reduced rank
regression model, see unpublished work by Drton and Plummer (2013) and for the case
of Gaussian process regression Mononen (2014), beyond Watanabe’s own implementation
there has been no further exploration of the criterion. The focus of this research is on
models that meet the technical conditions that WBIC requires and its performance is
assessed generally as an approximation of the evidence.
The paper is organised as follows, the key results and notation for power posteriors,
necessary for WBIC, are presented in Section 6.4. Watanabe’s WBIC is presented in
Section 6.5. The evidence for four models using a variety of methods and the relative
performance of WBIC is contained in Section 6.6. The article is concluded by a brief
discussion in Section 6.7.
6.4 Power posteriors
Friel and Pettitt (2008) propose the method of power posteriors, a path sampling type
method, to evaluate the marginal likelihood (or evidence) in an application of the ther-
modynamic integration technique from statistical physics. Dating to Kirkwood (1935),
thermodynamic integration has a long history in the statistical physics literature. An
in-depth background to thermodynamic integration and Bayes free energy (aka. marginal
likelihood) calculations for context specific statistical models is given by Chipot and
Pohorille (2007). In addition, the slow growth method of Bash et al. (1987) is a notable
forerunner to the method of power posteriors. In the statistics literature the use of
thermodynamic integration is detailed thoroughly by Neal (1993) together with other
techniques from statistical physics and furthermore by Gelman and Meng (1998) and
more recently by Friel and Pettitt (2008).
As in Friel and Pettitt (2008), for data y and parameters θ and temperature parameter
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t ∈ [0, 1], define the power posterior as the annealed distribution
p(θ|y, t) ∝ p(y|θ)tp(θ), (6.1)
which has normalising constant defined as
zt(y) =
∫
θ
p(y|θ)tp(θ)dθ. (6.2)
Clearly, the evidence is realised when t = 1, that is, z1(y) = p(y) and when t = 0 the
integration is over the prior with respect to θ, thus z0(y) = 1. In what follows we make
use of the power posterior identity
log p(y) = log
{
z1(y)
z0(y)
}
=
∫ 1
0
Eθ|y,t[log p(y|θ)] dt. (6.3)
In practice the log-evidence is estimated, using a discretised temperature schedule, t ∈
[0, 1], 0 = t0 < t1, . . . , tm = 1 and MCMC draws θ
(i) for i = 1, 2, . . . , K,K+1, . . . , N from
each power posterior p(θ|y, ti) as
log p(y) ≈
m∑
j=1
(tj − tj−1)
2
(
Eθ|y,tj [log p(y|θ)]
+Eθ|y,tj−1 [log p(y|θ)]
)
. (6.4)
Using a burn-in of K iterations, Eθ|y,tj [log p(y|θ)] is estimated for fixed ti by
Eθ|y,ti [log p(y|θ)] ≈
1
N −K
N∑
j=K+1
log p(y|θ(j)i ). (6.5)
Alternatively, the updated power posterior estimate of Friel et al. (2013) employ a
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correction to the trapezoidal rule such that
log p(y) ≈
m∑
j=1
(tj − tj−1)
2
(
Eθ|y,tj [log p(y|θ)]
+Eθ|y,tj−1 [log p(y|θ)]
)
−
m∑
j=1
(tj − tj−1)2
12
(
Vθ|y,tj [log p(y|θ)]
−Vθ|y,tj−1 [log p(y|θ)]
)
, (6.6)
where Vθ|y,t[log p(y|θ)] is the posterior variance of log p(y|θ). This approximation consis-
tently out-performs the standard estimate with no additional computation cost. Indeed
recent work by Oates et al. (2014) has shown that is possible to achieve further im-
provement through the use of control variates to efficiently estimate Eθ|y,tj [log p(y|θ)]
and Vθ|y,tj [log p(y|θ)] for each temperature tj ∈ [0, 1], at very little extra computational
cost. Together with the numerical integration scheme (6.6), the authors have shown that
this can yield a dramatic improvement in the statistical efficiency of the estimate of the
evidence.
6.5 Widely applicable Bayesian information criterion
The widely applicable Bayesian information criterion (WBIC) (Watanabe, 2013) promises
to reduce the exhaustive computational burden that the method of power posteriors and
indeed other evidence estimation methods suffer from. The key to WBIC is that there
exists a unique temperature, say t∗ ∈ [0, 1] such that,
log p(y) = Eθ|y,t∗ [log p(y|θ)]. (6.7)
Hence, given this temperature t∗, only one target distribution needs to be simulated
at only one temperature value to estimate the evidence, using samples θ(i) for i =
1, 2, . . . , K,K + 1, . . . , N from the power posterior p(θ|y, t∗) and equation (6.5). The
fact that equation (6.7) holds follows straightforwardly from the mean value theorem in
146 CHAPTER 6. MODEL CHOICE
calculus with some regularity conditions on log p(y|θ). To see this, note that zt(y) is an
increasing function of t, therefore there exists a particular t∗ such that
log p(y) =
log z1(y)− log z0(y)
1− 0 =
d
dt
log zt(y)
∣∣∣∣
t∗
= Ept∗ log p(y|θ).
However, finding this particular value of t∗ is itself an challenging task. The main
contribution of Watanabe (2013) is to show that asymptotically, as the sample size n→∞,
that t∗ → 1/ log(n). WBIC is thus defined as
WBIC = Eθ|y,t=1/ log(n)[log p(y|θ)] ≈ log p(y).
WBIC is a deep result in algebraic geometry and comes with some quite technical
qualifications. Most pressing is the so-called parity of the statistical model, a concept
introduced by Watanabe (2013), that is only relevant for the case of singular statistical
models. Singular models are those for which the mapping of parameters to probability
distributions is not one-to-one and where the Fisher’s information matrix is not positive-
definite, otherwise a model is said to be regular. For clarity, consider first the value t∗
for which equation (6.7) holds. Watanabe (2013) shows (Corollary 1.) that for statistical
models that have an “odd” parity, that is a parity of 1, the temperature t∗ that satisfies
equation (6.7) is asymptotically
t∗ =
1
log n
(
1 +Op
(
1√
log n
))
, (6.8)
for a sample of size n. In the case of an “even” parity, that is a parity of 0, the temperature
t∗ is rather more difficult to handle. Here
t∗ =
1
log n
(
1 +
Un√
2λ log n
+Op
(
1√
log n
))
, (6.9)
and therefore models with even parity relies on two inestimable parameters, a random
variable Un and the real log canonical threshold (RLCT), λ, defined below. The random
variable Un converges to a normal random variable in law as n→∞ and satisfies E[Un] =
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0 and furthermore if the observations y1, . . . , yn are independently observed from a unique
probability density function p(y|θ) (and the model is therefore realisable) E[(Un)2] < 1.
The choice of t∗ is dependent on the true model under analysis.
Return now to the parity of a statistical model that determines the expansion for t∗.
The parity is defined as a binary value reliant on the Kullback-Leibler distance between
the true model parameters and the current model parameters and is based on the support
of the prior. The Kullback-Leibler distance between the true model with parameter θ∗
and the current model parameter θ is defined such that
K(θ) =
∫
log
p(y|θ∗)
p(y|θ) p(y|θ
∗)dy (6.10)
It is assumed that the true parameter θ∗ is realisable within the current model framework;
hence there exists some θ such that K(θ) = 0. The quantities of interest to calculate the
parity of a statistical model and the RLCT are the poles of the zeta function for complex
z,
ζ(z) =
∫
θ
K(θ)−zp(θ)dθ. (6.11)
The poles are all real, negative, natural numbers 0,−λ1,−λ2, . . ., ordered here to
negative infinity. The multiplicity of each pole is denoted as a positive integer m1,m2, . . ..
Now the RLCT parameter required for t∗ in equation (6.9) and models with “even” parity
is the largest pole of the zeta function, λ1. The construction of the RLCT and the poles in
this form is consistent with those presented by Watanabe (2001), Yamazaki and Watanabe
(2003), Watanabe and Watanabe (2006) and Aoyagi (2010). However, Watanabe (2013)
presents the RLCT in a slightly different form, where for nonnegative integers k1, . . . , kd
and h1, . . . , hd, with at least one kj non-zero and 1/kj infinity if kj equals zero, the poles
of the zeta function and their multiplicities are the natural numbers
λ =
d
min
j=1
(
hj + 1
2kj
)
m = #{j; hj + 1
2kj
= λ} (6.12)
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An “odd” parity occurs if for some integer j in equation (6.12), kj is an odd number
and there is non-zero support in the prior p(θ) corresponding to values at this pole,
otherwise the parity is “even”. The parity is clearly a difficult quantity to handle in
practice. Yamazaki and Watanabe (2003) indicate that the poles of the zeta function can
be calculated using the resolution of singularities method, but note that such a task is
non-trivial. Of course, given that if the true model parameters θ∗ are unknown in practice,
the Kullback-Leibler distance is simply inestimable, which in turn renders the RLCT and
parity inestimable.
It is important to stress that the parity is only relevant for singular or non-regular
statistical models, by Lemma 3.(Watanabe, 2013) if true distribution is regular and the
true parameters θ∗ are realisable under the current model and there is non-zero support for
θ∗ in the prior, the model has odd parity and therefore equation t∗ in (6.8) is appropriate.
Watanabe (2013) introduced WBIC in the context of algebraic geometry where it is
applied to solve the problem of singularity in the statistical models commonly encountered
for models with latent variables or a hierarchical structure; specifically, mixture models,
hidden Markov models, neural networks and factor regression models. In the case of
singular models (models where the mapping from parameters to a probability distribu-
tion is not one-to-one and where the Fisher information matrix is not positive definite)
the standard Bayesian information criterion (BIC or Schwarz criterion) (Schwarz, 1978)
approximation to the marginal likelihood is known to be poor (Chickering and Heckerman,
1997; Watanabe, 2009) hence the introduction of WBIC.
In this paper, we compare the performance of the WBIC estimate to competing
methods of computing the evidence for three regular models, therefore models with odd
parity, and one singular model that has received the subject of extensive theoretical study.
6.6 Examples
We consider four examples where in all cases the motivation is to assess the performance
of WBIC as an evidence approximation. The first model is one for which it is possible to
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calculate both log p(y) and WBIC analytically. The second model allows exact calculation
of log p(y) only. The third model, logistic regression, is one where neither the log evidence
nor WBIC can be evaluated exactly. The final model is a finite Gaussian mixture model,
a model that WBIC was designed to handle and where neither the evidence nor WBIC
can be evaluated exactly.
The first three models are regular statistical models and by Lemma 3.(Watanabe,
2013) the parity in each case is odd as long as the prior has the appropriate support. For
the singular model, the finite Gaussian mixture, the zeta function as in equation (6.12)
has been the subject of some research and the parity can be determined to be odd. In all
four models, the approximation t∗ = 1/ log(n) is used.
6.6.1 A tractable normal model
Consider the following simple example, taken from Friel and Pettitt (2008) and considered
elsewhere by Gelman et al. (2013). Suppose data y = {yi : i = 1, . . . , n} are independent
and yi ∼ N(θ, 1). Assuming an informative prior θ ∼ N(m, v), this leads to a power
posterior, θ|y, t ∼ N(mt, vt) where
mt =
nty¯ +m/v
nt+ 1/v
and vt =
1
nt+ 1/v
.
It is straightforward to show that
Eθ|y,t log p(y|θ) = −n
2
log 2π − 1
2
n∑
i=1
(yi − y¯)2 − n
2
(m− y¯)2
(vmt+ 1)2
− n
2
1
(nt+ 1/v)
. (6.13)
Moreover, it is easy to show that
log p(y) = −n
2
log 2π − 1
2
log
v
v∗
− 1
2
[
n∑
i=1
y2i +
m2
v
− (ny¯ +m/v)
2
n+ 1/v
]
, (6.14)
where v∗ = 1
n+1/v
is the posterior variance of θ. This example is useful because it allows us
to exactly quantify how far log p(y) is from the WBIC estimate, but also to see how far the
temperature t∗ that satisfies equation (6.7), which is defined as the optimal temperature,
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is from t = 1/ log n.
Here 100 datasets were simulated for each of the following values of n = 50, 100, 1000, 10000.
Within each dataset yi ∼ N(0, 1) and a priori, θ ∼ N(0, 10). For each value of n, the
optimal temperature t∗ was found by numerical optimisation using (6.13) and (6.14) to
define
g(t) = | log p(y)−Eθ|y,t log p(y|θ)|
as an objective function. The temperature t = 1
log n
corresponding to WBIC was also
recorded. The results are displayed in figure 6.1(a). Clearly, as n increases, as expected,
the optimal temperature becomes closer to the temperature corresponding to WBIC.
However, for relatively small values of n, there is typically a large discrepancy between
t = 1
logn
and t∗. Through closer inspection of the curve of expected log deviances and
the temperature, see figure 6.4 for example, it is clear that overestimates of the optimal
temperature will not necessarily translate to large overestimates of the log evidence as
the curve is reasonably flat as the temperature approaches one. In figure 6.1(b) for each
value of n, the prior variance v is now set as 10, 100, 1000 with the data simulated as
y ∼ N(0, 1) as in (a) and it can be seen that, as expected, larger prior variances result in
poorer WBIC estimates of the log evidence. Interestingly, WBIC tends to overestimate
the log evidence in general.
Consider now the case of unit information priors of Kass and Wasserman (1995) and
considered subsequently in the context of the Bayesian information criterion (BIC or
Schwarz criterion) by Raftery (1999); Volinsky and Raftery (2000) in sociology and sur-
vival models, respectively. A unit information prior represents the amount of information
contained in one observation of the data, such priors can be quite informative and are
used here to illustrate the applicability of WBIC to this model.
In the present model, correct specification of the mean of a unit information prior, here
θ ∼ N(m, 1), was significant in the performance of WBIC. Figure 6.2 illustrates WBIC
plotted against log p(y) for data simulated from N(0, 1) of size n = 10000 and a prior
mean of m = 0 or m = 1 with unit variance in either case. The WBIC approximation
to log p(y) is particularly bad for the case where m = 1 (and this effect increases with
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Figure 6.1: Tractable normal model: (a) Box-plots of the sample distribution of true
temperature for 100 datasets for various sizes n. Also displayed on each box-plot are
the temperatures corresponding to the WBIC estimate of the log evidence. (b) Box-
plots of the difference between WBIC and the log evidence for 100 independent datasets
with n = 50 observations and each with different prior variances. It is clear that the
difference grows larger as the variance grows and that the WBIC typically overestimates
the log-evidence
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Figure 6.2: Tractable normal model: WBIC against log p(y) for a mis-specified prior
mean. One hundred datasets of size n = 1000 are simulated from y ∼ N(0, 1) and WBIC
is evaluated at t = 1
logn
using the prior θ ∼ N(m, 1) where m is 0 or 1. Note the stark
difference in the log evidence and WBIC for the mis-specified model. The line where
WBIC = log p(y) is marked on the figure
sample size).
Therefore the question arises as to the appropriate prior mean for a unit information
prior in this circumstance. The data informed prior θ ∼ N(y¯, 1), or equivalently define
y˜ = y − y¯ and the prior θ ∼ N(0, 1), is one obvious candidate for this. Though by this
correction information about the mean is now wholly dependent on the data, with literally
no prior information.
An interesting observation can be made for fixed n, mean corrected data and the unit
information prior θ ∼ N(0, 1), the difference between t = 1
logn
and the optimal t such that
equation (6.7) is satisfied, is constant for every simulated dataset. That is, the simulation
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Figure 6.3: Tractable normal model: In both plots the data are mean corrected and
a unit information prior is used, that is θ ∼ N(0, 1), and the sample size varies from
n = 3, 4, 5, . . . , 50, 60, . . . , 100000. (a) Temperature comparison between the optimal
temperature such that WBIC = log p(y) plotted against t = 1
log(n)
. Smaller values of
n incur a bigger difference in the two temperatures and the relationship is surprisingly
regular as t becomes large and the two temperature become equal. The line where the
optimal temperature equals itself is included in the figure. (b) The difference between
WBIC and log p(y) is plotted against the sample size (up to n = 3000). Even for relatively
small n, WBIC is accurate.
produces a deterministic result. Similarly, the difference between WBIC and log p(y) is
also deterministic for every simulated dataset.
In figure 6.3, the optimal temperature satisfying equation (6.7) is plotted against
the temperature, 1
log n
, for datasets of size n = 3, 4, 5, . . . , 50, 60, 70, . . . , 100000; a WBIC
estimate with t = 1
logn
is of course not suitable for n = 1, 2 and t ∈ [0, 1]. The biggest
differences occur for small n and the accuracy of WBIC asymptotically is deterministic.
The important factor here is mean correcting the data. Due to the regularity of the curve
in figure 6.3, which itself seems to be a function of the form 1√
logn
(the order correction
from equation (6.8)), the parity of this simple model may reasonably be inferred to be odd.
An even parity model would depend on a WBIC temperature that is based on a random
variable, see equation (6.9), and therefore such regular convergence would be impossible
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across the thousand simulated datasets, even if the random variable had spectacularly
low variance, the result is simply too precise. Thus the WBIC results for this model are
results for the ideal case, specifically a simple model, smooth distributions and an odd
parity. It is reassuring that the method performs admirably for the case of mean corrected
data and a unit information prior. Though again, WBIC tends to slightly overestimate
the log evidence in this case.
6.6.2 Non-nested linear regression
The data considered in this section describe the maximum compression strength parallel
to the grain yi, density xi and density adjusted for resin content zi for n = 42 specimens
of radiata pine. Given the investigation of the tractable normal model, Sect. 6.6.1, WBIC
is not expected to perform particularly well with such a small sample size though. These
data originate from Williams (1959). It is wished to determine whether the density or the
resin-adjusted density is a better predictor of compression strength parallel to the grain.
With this in mind, two Gaussian linear regression models are considered;
Model 1: yi = α + β(xi − x¯) + ǫi, ǫi ∼ N(0, τ−1),
Model 2: yi = γ + δ(zi − z¯) + ηi, ηi ∼ N(0, λ−1),
(6.15)
for i = 1, . . . , n. Under an informative set-up, the priors assumed for the line parameters
(α, β)′ and (γ, δ)′ had mean (3000, 185)′ with precision (inverse variance-covariance) τQ0
and λQ0 respectively where Q0 = diag(r0, s0). The values of r0 and s0 were taken to be
0.06 and 6. A gamma prior with shape a0 = 6 and rate b0 = 4× 3002 was taken for both
τ and λ. These prior assumptions give rough equivalence with the priors assumed for this
data in other analyses. See for example Friel and Pettitt (2008).
It is possible to compute the exact marginal likelihood for both of these models due
to the prior assumption that the precision on the mean of the regression line parameters
is proportional to the error precision. For example, the marginal likelihood of Model 1 is
6.6. EXAMPLES 155
Method mean(BF21) S.E.(BF21)
Exact 4553.65 −
Laplace approximation 4553.63 −
Laplace approximation MAP 4553.74 1.05
Harmonic mean estimator 3827.47 768.31
Chib’s method 4553.69 0.66
Annealed importance sampling 4597.89 181.33
Nested sampling 5369.71 3874.79
Power posteriors 4556.36 66.90
WBIC 4892.5 18.5
Table 6.1: Radiata Pine: Comparison of different approaches to estimating the Bayes
factor of Model 2 over Model 1 based on eighteen runs of each algorithm for the Radiata
Pine data.
given by
p(y) = p−n/2 ba0/20
Γ {(n+ a0)/2}
Γ {a0/2}
× |Q0|
1/2
|M |1/2 (y
′Ry + b0)
−(n+a0)/2 (6.16)
where y = (y1, . . . , yn)
′, M = X ′X + Q0 and R = I − XM−1X ′ with the ith row of X
equal to (1 xi) and I is the 2× 2 identity matrix.
The exact value of the Bayes factor of Model 2 over Model 1 is given in Table 6.1
(Reproduced from Friel and Wyse (2012) to show a comparison with other approaches to
estimating the evidence and Bayes factor with the generalised harmonic mean estimator
in place of the harmonic mean estimator). The key point to take from this is that
WBIC is reasonably competitive with the other methods, but at a significantly reduced
computational overhead cost.
Figure 6.4 plots the expected log deviance with respect to p(θ|y, t) versus the tem-
perature t. A fine grid of discrete temperatures in the range [0, 1] is employed and
Eθ|y,t∗ [log p(y|θ)] is estimated for each ti ∈ [0, 1] using a long MCMC run targeting the
power posterior p(θ|y, ti) The vertical line on the left hand side corresponds to the WBIC
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Figure 6.4: Pine data: Expected log deviance vs temperature. The vertical line on the
left shows the temperature corresponding to the true evidence. The vertical line on the
right corresponds to the temperature at the WBIC estimate of the evidence.
Model 1 Model 2
True log p(y|m) −310.1283 −301.7046
mean WBIC −308.3390 −299.8437
s.e WBIC 0.01 0.01
Table 6.2: Radiata pine data: WBIC estimate of the evidence for Model 2 and Model 1
compared to the true value of the log evidence for each model, based on 20 independent
runs.
temperature t = 1
log(42)
= 0.267. The vertical line on the left hand side plots the estimated
temperature (t = 0.19) corresponding the true value of the log evidence.
Table 6.2 shows the systematic bias in the estimates of the log evidence using WBIC,
based on 20 independent MCMC runs.
6.6.3 Logistic regression models
Here the Pima Indians data are considered. These data contain instances of diabetes and
a range of possible diabetes indicators for n = 532 Pima Indian women aged 21 years or
over. There are seven potential predictors of diabetes recorded for this group; number
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of pregnancies (NP); plasma glucose concentration (PGC); diastolic blood pressure (BP);
triceps skin fold thickness (TST); body mass index (BMI); diabetes pedigree function (DP)
and age (AGE). This gives 129 potential models (including a model with only a constant
term). Diabetes incidence (y) is modelled by the likelihood
p(y|θ) =
n∏
i=1
pyii (1− pi)1−yi (6.17)
where the probability of incidence for person i, pi, is related to the covariates (including
constant term) xi = (1, xi1, . . . , xid)
′ and the parameters θ = (θ0, θ1, . . . , θd)′ by
log
(
pi
1− pi
)
= θ′xi (6.18)
where d is the number of explanatory variables. An independent multivariate Gaussian
prior is assumed for the elements of θ, so that
p(θ) =
(
τ
2p
)d/2
exp
{
−τ
2
θ′θ
}
. (6.19)
The covariates were standardized before analysis.
A long reversible jump run Green (1995) revealed that the two models with the highest
posterior probability were
Model 1: logit(p) = 1 + NP+ PGC+ BMI+ DP
Model 2: logit(p) = 1 + NP+ PGC+ BMI+ DP +AGE.
(6.20)
This reversible jump algorithm assumed a non-informative value of τ = 0.01 for the prior
on the regression parameters. For this value of τ we carried out a reduced reversible jump
run restricting to jumps only between these two models. The prior probabilities of the
models were adjusted to allow for very frequent jumps (about 29%). This gave a Bayes
factor BF12 of 13.96 which will be used as a benchmark to compare the other methods
to.
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Method log p(y|Model 1) log p(y|Model 2) BF12 Relative speed
Laplace approximation -257.26 -259.89 13.94 1
Chib & Jeliazkov’s method -257.23 -259.84 13.66 44
Laplace approximation MAP -257.28 -259.90 13.77 108
Harmonic mean estimator -279.47 -284.78 203.12 108
Power posteriors -257.98 -260.59 13.71 184
Annealed importance sampling -257.87 -260.43 12.83 194
Nested sampling -258.82 -261.38 12.99 808
WBIC -251.50 -253.42 6.821, mean(BF12) = 13.26
WBIC (unit information) -251.59 -253.73 mean(BF12) = 13.26
Table 6.3: Pima dataset: Estimated log marginal likelihoods for each model and
corresponding Bayes Factors for each method along with relative run times with τ = 0.01.
Table 6.3 displays results of estimates of the evidence for both models (results are
reproduced from Friel and Wyse (2012)). Here the WBIC estimate is not so competitive
with the more computationally demanding methods.
Figure 6.5 displays a ’close-up’ plot of temperature versus expected log deviance for a
small range of temperatures. MCMC was used to estimate the expected log-deviance at
each powered posterior. Again, as for the previous example, the optimal temperature is
smaller than 1/ log n.
6.6.4 Finite Gaussian mixture model
The theoretical properties of the finite Gaussian mixture model have been the focus of
much research in recent years. See for instance, Yamazaki and Watanabe (2003) who
place an upper bound on the expected log evidence, Watanabe and Watanabe (2006),
who investigate the mixture model using variational Bayes and provide a bound for the
expected log evidence here also, Aoyagi (2010) finds the RLCT parameters for the finite
Gaussian mixture models using a connection with Vandermonde matrix-type singularities.
It is from the research of Aoyagi (2010) that we infer the parity of the finite Gaussian
mixture considered here to be odd (assume that the actual mixture model drawn from is
known).
Watanabe introduced WBIC with the goal of approximating the evidence for singular
statistical models. Models with a latent or hierarchical structure are potential candidates
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Figure 6.5: Pima dataset: Expected log deviance vs temperature. The green vertical line
on the left shows the temperature corresponding to the true evidence. The red vertical
line on the right corresponds to the temperature at the WBIC estimate of the evidence.
for singular models. Thus far, the performance of WBIC has been assessed against regular
models, consider now a finite mixture of K components where for i = 1, . . . , n and with nk
the number of observations in the kth component (
∑K
k=1 nk = n) there exist observations
y = (y1, . . . , yn). Given a set of labels z = (z1, . . . , zn) satisfying p(zi = k) = wk with∑K
k=1wk = 1 the likelihood is given by
p(y|µk, σ2k, z) =
n∏
i=1
K∑
k=1
wk
1√
2πσ2k
exp
(
− 1
2σ2k
(yi − µk)2
)
. (6.21)
With observations in the kth component given by Ck, the prior distributions assumed
here are given by,
p(w) ∼ Dir(α)
p(σ2k) ∼ Inverse-Gamma(α0, β0)
p(µk) ∼ N
(
µ0, σ
2
0
)
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yielding the full-conditional distributions for parameters µk, σ
2
k, zi,
zi = k|yi, µk, σ2k ∝ wk
1√
2πσ2k
exp
(
− 1
2σ2k
(yi − µk)2
)
w|y, z ∼ Dir(α + n1, . . . , α + nK)
µk|y, σ2k, z ∼ N
(
mk, s
2
k
)
σ2k|y, µk, z ∼ Inverse-Gamma
(
α0 + nk/2, β0 +
∑
i∈Ck
(yi − µk)2/2
)
. (6.22)
mk = s
2
k
(
µ0
σ20
+
∑
i∈Ck
yi
σ2
k
)
and s2k =
(
1
σ20
+ nk
σ2
k
)−1
.
Here 50 datasets are simulated from a Gaussian mixture with three components
such that µ = (−5, 0, 5) and σ2 = c(1, 1, 1). The WBIC and the power posterior
approximations of the log-evidence are compared here; each power posterior estimate
has t = (i/(N))5 for i = 1, 2, . . . , N = 40, as suggested by Friel et al. (2013). We
use the power posterior estimate as a benchmark as extending the WBIC estimate to a
power posterior estimate is trivial but note that there is some error in the power posterior
approximations. Figure 6.6 presents the WBIC against the power posterior estimates of
the evidence. Again there exists a bias for WBIC to overestimate the evidence as has
been exemplified for all four models under consideration.
6.7 Discussion
Watanabe’s WBIC is an interesting contribution to the literature on statistical evidence.
As a computation method, WBIC appears at first to be ideal as only one target distri-
bution needed to approximate the evidence, if a quick overestimate of the evidence is
satisfactory in practice it could save a great deal of computational time. Though there
are some quite technical difficulties to using WBIC for singular models, especially in the
case where the WBIC temperature may depend on two inestimable terms. More research
is needed to shed light on which classes of singular statistical models WBIC can perform
accurately.
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Figure 6.6: Finite Gaussian mixture model: WBIC against the power posterior estimate
of the evidence. (a) Sample of size n = 50. (b) Sample of size n = 1000. The
approximation is performing similarly to the tractable normal model.
The estimate of WBIC has been considered across four models, all of which satisfy
the technical conditions to use the simpler expansion of the temperature t∗ satisfying
equation (6.7). In the short list of examples considered here, WBIC has performed
consistently across the different models overall. The simplicity of tractable normal model
of Section 6.6.1 makes it ideal to investigate the potential of WBIC, following the sim-
ulation results it seems that in the case where the data are not mean corrected, the
WBIC approximation can be quite poor for moderately sized n and the approximation is
worsened by increases in variance. For the case of mean corrected data, where information
is lost on the mean and the variance mimics the information of one observation, WBIC
approximation was deterministic and some asymptotic properties set down by Watanabe
(2013) were observed. In this set-up WBIC did perform reasonably well, but of course,
for such a simple model all evidence metrics should perform admirably. In the case
of the non-nested linear regression models, the performance of WBIC was quite poor,
especially considering the accuracy of the other methods considered. This may be due
to the reasonably small sample size of n = 42. The performance of WBIC with the two
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logistic regression models was similarly poor.
Against the more computationally intensive methods, WBIC was satisfactory only as
a rougher approximation to the true evidence. And finally, under the finite Gaussian
mixture model, though the simulation setting allowed more flexibility to assess the crite-
rion, as with all four models the evidence was consistently overestimated by WBIC by a
small margin. The results for the finite Gaussian mixture were essentially similar to the
tractable normal model.
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Chapter 7
Dual-Agent Design and Partial Ordering
In this chapter the MUNE problem is not a central application of the models considered.
Models with parameters that have a partial, but not complete, relative ordering are con-
sidered but consideration of the concept of partial ordering was inspired by development
of a non-parametric model for the MUNE problem considered earlier. The partial ordering
problem does have an application in MUNE, although, as will be seen, the problem is
of too large dimension to be tractable. Instead an application of these models is found
in dual-agent phase I clinical trial design. The aim of these trials is to find the highest,
non-toxic dose combination for the two drugs. The partial ordering arises as there is
information on the toxicity of each drug individually, but no information on the toxicity
ordering on dose combinations of both drugs.
The chapter is organised as follows. The original contributions of this chapter are pre-
sented in Section 7.1. The treatment of partial ordering models presently in the literature
is presented in Section 7.2. The full partial problem is presented in Section 7.3. A practical
method to find the complete orderings which satisfy the partial ordering constraints for
problems of modest dimension is presented in Section 7.3.1. The specifications and results
of a simulation study are presented in Sections 7.4 and 7.5, respectively. The chapter is
concluded with a discussion in Section 7.6.
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7.1 Contribution
In this chapter the PO-CRM method (Wages et al., 2011a) for dual-agent phase I clinical
trials is investigated. This method involves a dimension reduction of the partial ordering
problem that has not been adequately investigated to date. A novel method to find the
complete set of orderings which satisfy the partial ordering constraints is proposed. A
simulation study is conducted at several dose combinations of dual-agent drug trials using
the specifications found in previous phase I clinical trials publications. A distinguishing
feature of this simulation study is that all possible drug toxicity orderings are considered
for the true toxicity values and this has not been investigated in the past.
7.2 PO-CRM and Orderings
In this thesis orderings that lie on a regular grid are considered. A short form of the
complete ordering will be written as
a11 < a12
< <
a21 < a22
=
1 3
2 4
or
1 2
3 4
The numbers 1, 2, 3 and 4 on the right hand side represent a complete order of the
system. In the first solution a21 < a12, while in the second a21 > a12. In the simple 2× 2
case the only ambiguity in the partial ordering is the relative size of a21 and a12. There
are only two solutions for the problem at this dimension.
In the design literature, models for dual-agent trials have been introduced for dose
combinations of up to 4 × 5 doses for the two drugs, but usually smaller sizes such as
3× 3 or even 2× 3 are more common. See Table 2.2 in Section 2.8 for a summary of the
most recent literature in this area. In this table it is seen that the PO-CRM has been
applied to dose combinations of at most 3 × 4 dose combinations. The PO-CRM is the
only method to average over a set of orderings that satisfy the complete ordering.
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Table 7.1: A 2 × 4 design. The dose toxicities π1 < . . . < π8 are represented as the
numbers 1, . . . , 8 in order of increasing toxicity. This ordering proceeds down the columns
of the system
Dose B1 B2 B3 B4
A1 1 3 5 7
A2 2 4 6 8
The research aims of this chapter are motivated by the way the solutions to the partial
ordering problem are handled in the PO-CRM. Specifically, that only a small subset of
the available complete orderings which satisfy the partial ordering are considered.
Wages et al. (2011b) use the PO-CRM on two drugs with 2 × 4 doses. Let the two
drugs be represented by A and B. Only eight complete orderings are considered in their
model. Under a 2 × 4 dose case there are a total of 14 complete orderings that satisfy
the partial ordering. To arrive at eight complete orders, Wages et al. (2011b) allow only
two doses to change order each time. Specifically, the dose toxicities {π2, π3}, {π4, π5},
or {π6, π7} are allowed to change in order while all else remains fixed. This restriction,
changing the order of only two dose toxicities at a time is arbitrary.
Consider Table 7.1 which is a presentation of the dose combinations of A and B and a
complete ordering. In the table, the numbers 1, 2, etc. represent the complete order of the
toxicity. In Table 7.1 this is equivalent to writing πA1,B1 < πA2,B1 < πA1,B2 < . . . < πA2,B4 .
Consider a simple illustrative example based on the orderings considered in Wages
et al. (2011b). There are eight orderings considered by Wages et al. (2011b), consider
π1 < π2 < π3 < π4 < . . . < π8 as in Table 7.1 and π1 < π3 < π2 < π4 < . . . < π8 and in
Table 7.2, where the order of π2, π3 are reversed. Also consider the ordering π1 < π2 <
π3 < π5 < π4 < π6 < π7 < π8, Table 7.3 where the order of π4, π5 is reversed. If it is
accepted that the order of doses π2, π3 is sometimes unknown and the order of doses π4, π5
is also at times unknown, then there seems to be no valid reason for ignoring the cases
in which the relative order of π2, π3, π4, π5 is unknown, subject to the constraints π2 < π4
and π3 < π5. This would result in the order π1 < π3 < π2 < π5 < π4 < π6 < π7 < π8 in
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Table 7.2: A 2× 4 design. This ordering proceeds up the diagonals of the system
Dose A1 A2 A3 A4
B1 1 3 5 7
B2 2 4 6 8
Table 7.3: A 2× 4 design. This ordering proceeds by alternating up and down diagonals
Dose A1 A2 A3 A4
B1 1 3 4 7
B2 2 5 6 8
Table 7.4, which is not considered by Wages et al. (2011b). It is easily found that there
are not eight, but 14 simple orders that satisfy the partial ordering constraints for a 2× 4
system. Thus Wages et al. (2011b) consider less than half of the available orderings in
their analysis.
In another use of PO-CRM, Wages et al. (2011a) proposed that six of the possible
orderings be considered. These six orderings are relied upon in subsequent simulation
studies by Wages and Conaway (2013), Wages and Conaway (2014) and Wages et al.
(2014). The proposal is not entirely convincing and is justified in these papers in a
variety of ways.
First, consider how the use of six orderings are justified by Wages et al. (2011a). In
the paper it is justified in the following ways:
“Because, in reality, we do not know the true probability of toxicity at each
of the available dose combinations, our objective is to provide some guidance in
choosing a proper subset of orderings without knowing whether or not we have
included the ‘correct’ ordering in the set. An important idea to this approach
Table 7.4: A 2 × 4 design. This ordering does not follow a simple pattern and is not
considered in Wages et al. (2011b)
Dose A1 A2 A3 A4
B1 1 2 4 7
B2 3 5 6 8
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is that we do not need to identify the ‘correct’ order, we just need some
order which is ‘close’ to the correct one. In fact, at doses far away from the
MTD [maximum tolerated dose] combination, we can work with models that
are completely wrong because, in practice, we will never experiment there.”
(Wages et al., 2011a, pg. 1558)
This is a reasonable goal, to define a reasonable subset of the total number of complete
orderings that satisfy the partial ordering to improve computational efficiency. The
assertion that the correct order of toxicity is of little interest is also reasonable. The
question remains as to whether the six solutions proposed are representative of the total
number of suitable orderings in the system when the MTD is unknown. The authors do
not provide guidance as to whether the suitability of the six orderings suggested declines
as the systems increase in size, nor to what extend the true toxicity order has on the
model if it does not lie within the set of six considered.
Furthermore, the authors state,
“It is natural to ask whether, in large samples, our estimate of the MTD
converges to the true MTD. Intuitively this should be so, under suitable
conditions.” (Wages et al., 2011a, pg. 1562)
From which one can understand that the solution of Wages et al. seems to be a good
solution, but it is unclear whether it is optimal. This point is argued further through,
“. . . correct identification of the MTD is only one of several desirable prop-
erties for instance, concentrating experimentation at and around the MTD
may be equally or even more important.” (Wages et al., 2011a, pg. 1562)
This is an interesting aspect of the problem, suggesting, as before, that even if the toxicity
model is not completely correct, then at least the neighbourhood of where it is correct
has been identified. This also seems reasonable in practice in light of the sample sizes
considered for phase I clinical trials.
Finally, the authors suggest,
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“Moreover, MTD prediction based on the true full ordering, regarding the
full ordering as perfectly known, yields only a small gain relative to MTD
prediction based on our method.” (Wages et al., 2011a, pg. 1562)
This is not a true test of the PO-CRM. A more reasonable test would be to ask whether
MTD prediction based on the six orderings is satisfactory when the true ordering is not
one of the six considered. In addition, it would be interesting to know whether this
situation changed based on the dimension of the problem and the degree of sensitivity to
particular true orderings that are not “close” to the six orderings considered.
In Wages and Conaway (2013) using six orderings is presented as the only reasonable
way to solve the problem. Specifically the authors state,
“It is only feasible for us to choose a subset of S possible orderings. . . ”
(Wages and Conaway, 2013, pg. 219)
“In general, there can be too many orderings to reasonably consider all
of them in the method. We have provided a practical means of selecting a
reasonable subset of orderings that can be implemented in a broad range of
trials, regardless of the dimension of the drug combination space. . . ” (Wages
and Conaway, 2013, pg. 223)
It is important to consider the dimension of the drug combination space, though in practice
4 × 5 seems to be the upper limit for simulation studies in the literature, see Table 2.2
in Chapter 2. Wages et al. (2011a) have conducted simulation studies at 5× 5 and 6× 6
dose combinations in supplementary work. The authors go on to assert,
“Considering all possible complete orders is unreasonable in studies like
the Vidaza [a 4 × 5 dual-agent trial] (de Lima et al., 2010) trial due to the
large number of possibilities. . . we could choose a small subset of orderings.”
(Wages et al., 2014, pg. 571)
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“If, however, the only information we have is the assumption of a mono-
tonicity across rows and up columns of the matrix, then we can use the
methods outlined in Section 3 based on this ‘default’ subset of six orderings
and have confidence in its performance.” (Wages et al., 2014, pg. 571)
“The CRM has been shown to have near-optimal properties in trials of
a single-agent, which can explain the strong performance of our proposed
design because we are essentially applying the CRM after having taken the
extra step of choosing an ordering. Operating characteristics appear to be
strong, although more study, under a broader range of possible situations,
may provide more insight into general behavior.” (Wages et al., 2014, pg.
579)
These arguments are not convincing as little evidence is displayed to offer proof. One is
asked to rely on the authors’ expertise.
Finally, consider the arguments for the six orderings by Wages and Conaway (2014).
The authors argue,
“Considering all possibilities in studies such as the example provided [a 3×3
system] is not feasible because of the large number.” (Wages and Conaway,
2014, pg. 3 (pre-print))
This is simply untrue, as will be seen, it is feasible to consider all the solutions to the
partial ordering problem for systems of sizes up to (and including) 3× 4 system with the
PO-CRM method originally proposed by Wages et al. (2011a).
To summarise, it is not clear from Wages et al. (2011a), Wages et al. (2014) and Wages
and Conaway (2014) whether the six orderings are suitable when the toxicity order does
not lie in the set of six considered, and whether the suitability of these six solutions
changes for problems of different dimension.
For a 3× 3 system with the integers 1, . . . , 9 as the relative order of each member, the
six orderings are given by
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1 2 3
4 5 6
7 8 9︸ ︷︷ ︸
Across rows
1 4 7
2 5 8
3 6 9︸ ︷︷ ︸
Down columns
1 3 6
2 5 8
4 7 9︸ ︷︷ ︸
Up diagonals
1 2 4
3 5 7
6 8 9︸ ︷︷ ︸
Down diagonals
1 3 4
2 5 8
6 7 9︸ ︷︷ ︸
Alternating up-down
1 2 6
3 5 7
4 8 9︸ ︷︷ ︸
Alternating down-up
diagonals diagonals
The pattern for defining the six orderings is the same for a problem of any dimension. It
is interesting to note that in the 3 × 3 (and any square system with an odd numbered
dimension) the 5th (or middle) score is always located at the centre of the system.
Inspection of all the solutions to the 3 × 3 system reveals that the 5th score may lie
in any of the (1, 3), (2, 2) or (3, 1) positions.
7.3 The Partial Ordering Problem
The solution to the partial ordering problem is realised in two parts. The first part is
the number of complete orderings which satisfy the partial ordering constraints. The
second part is the specific detail of those orderings. It is not known whether this problem
is NP-complete or not and such an investigation is beyond the scope of this thesis. A
characteristic shared by NP-complete problems is that in finding the number of members
that satisfy a particular problem’s constraints, one also finds the details of every solution.
This is certainly the case for the partial ordering problem.
Consider the 2× 3 situation where
a11 < a12 < a13
< < <
a21 < a22 < a23
.
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In this situation the orders of the element (a21, a12), (a21, a13) and (a22, a13) are un-
known. There are 4! permutations of the elements (a12, a13, a21, a22) and out of these 24
permutations only five satisfy the partial ordering constraints. The solutions to the 2× 3
system are
1 3 5
2 4 6
1 3 4
2 5 6
1 2 4
3 5 6
1 2 5
3 4 6
1 2 3
4 5 6
.
It is easy to verify that these are the only solutions that satisfy the partial ordering.
The first element, a11, and the last element, anm of an n × m grid are always the
smallest and largest elements, respectively. The partial ordering affects the order of the
other members of the system, hence for a n×m system there are (nm− 2)! permutations
of elements with ambiguous order to be considered.
For example a brute force approach to finding the solutions to a 4 × 4 system would
be conducted by checking 14! − over 6.2 billion − permutations with an un-optimised
algorithm. This is the essence of what makes the partial ordering problem difficult to
handle.
An interesting aspect of the partial ordering problem is that the solutions have a dual
nature. This is most obvious in the square case, where the transpose of every suitable
complete ordering also is a suitable complete ordering but has different meaning when
n 6= m. Consider a 2× 4 example,
a11 < a12 < a13 < a14
< < < <
a21 < a22 < a23 < a24
,
which has 14 complete orders that satisfy the partial ordering, one of which is
1 2 3 4
5 6 7 8
.
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Now the elements of {1, . . . , 8} have some similarity between them due to the partial
ordering constraints. If all 14 solutions are considered it is clear that the a11 and a24 are
always occupied by elements 1 and 8, respectively. But there is also a restriction on other
elements of the system. In the 2× 4 case each element and the size of the members that
may occupy its place is given by
a11 → {1} a12 → {2, 3} a13 → {3, 4, 5} a14 → {4, 5, 6, 7}
a21 → {2, 3, 4, 5} a22 → {4, 5, 6} a23 → {6, 7} a24 → {8}
Here, a12 → {2, 3} denotes that if element a12 is not the second nor third smallest element
in the ordering, then the ordering will not satisfy the partial ordering constraints. In other
words, there is no complete ordering if the fourth (or higher) largest element lies at a12.
There is a symmetry to this system which is quite intuitive − each element has a dual.
The pairs (a11, a24), (a12, a23), (a13, a22), and (a14, a21) have a symmetry to one and other.
The elements a12 and a23 can only be occupied by members {2, 3} or {(6, 7}, respectively.
These are the two smallest and two largest members, excluding 1, 8. Similarly, the
relationship between the relative sizes of the elements holds for the other pairs.
This symmetry is highlighted when all the solutions are considered. Among the
complete set of solutions, the number of times a particular element of the ordering occupies
a particular element of the system is the same for the smallest and largest elements (1, 8),
the second smallest and second largest (2, 7), the third smallest and third largest elements
(3, 5), and so on. For the 2× 4 system the probability that the elements of the order will
occupy each cell is given by
a11 →
{
p(a11 = 1) = 1 a12 →
{
p(a12 = 2) = 0.64
p(a12 = 3) = 0.36
a13 →

p(a13 = 3) = 0.29
p(a13 = 4) = 0.43
p(a13 = 5) = 0.29
a14 →

p(a14 = 4) = 0.07
p(a14 = 5) = 0.21
p(a14 = 6) = 0.36
p(a14 = 7) = 0.36
a21 →

p(a21 = 2) = 0.36
p(a21 = 3) = 0.36
p(a21 = 4) = 0.21
p(a21 = 5) = 0.07
a22 →

p(a22 = 4) = 0.29
p(a22 = 5) = 0.43
p(a22 = 6) = 0.29
a23 →
{
p(a23 = 6) = 0.36
p(a23 = 7) = 0.64
a24 →
{
p(a24 = 8) = 1
.
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It is clear that the pairs (a11, a24), (a12, a23), (a13, a22), and (a14, a21) are symmet-
ric when moving from the smallest to largest and largest to smallest elements in the
complete ordering, respectively. For example the pairs of complete ordering elements
(1, 8), (2, 7), (3, 6) and (4, 5) have the same probability structure at opposite locations in
the system. This feature is only present due to the partial ordering constraints unique to
the application considered.
The symmetry of the full solutions to the partial ordering problem gives rise to stopping
criteria that can be used to verify if a set of solutions is of the same size as the full set of
solutions. Suppose the full set of complete orderings consistent with the partial ordering
is given by P and the set O ⊂ P is a random sample of elements of P . In the full set of
complete orderings, P , the symmetry property is satisfied, but it is not necessarily satisfied
by O. As a stopping criterion, one needs to sum the discrepancies in the probabilities
between dual members of the orderings in O and compare this to some tolerance level.
7.3.1 Method to Find the Suitable Complete Orderings
In this thesis an MCMC approach is taken to finding the complete orderings consistent
with the partial orderings. Algorithm 6 contains all the details on the algorithm. The
algorithm gains speed over the brute force approach as only the columns of the final
ordering need to be checked for order, the rows are constructed to ascend in order. On
line 14 of the algorithm the set S is re-defined such that the members sampled are no
longer considered, specifically S\T denotes {x : x ∈ S ∧ x /∈ T} with ∧ equivalent to
“and”.
This solution is by no means optimal, it does however, produce significantly lower
average running times and an acceptance rate orders of magnitude larger than those
found from a brute force approach. The algorithm is as follows
This algorithm does not take advantage of the embarrassingly parallel nature of the
problem nor certain restrictions on the solutions that exist in practice. For example, in
a 2 × 3 system the element 4 can never lie in the a12 position. The algorithm performs
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Algorithm 6 Finding complete orderings that satisfy the partial ordering constraints
Require: n,m and k ∈ N, φ ∈ [0, 1], and w.l.o.g. n ≤ m ⊲ N: Natural numbers
1, 2, 3, . . .
1: function Complete orderings(n,m, φ, k)
2: p ← 1
3: O ← ∅ ⊲ Store solutions
4: while p > φ do
5: i ← 1
6: S ← {2, . . . , (nm− 1)}
7: repeat ⊲ Find k suitable complete orders
8: s1 ← Random sample of m− 1 elements from S without replacement
9: Ci,1 ← {1, sort s1} ⊲ First row of the ordering Ci
10: S ← S\{s1}
11: for j ← 2 to n− 2 do
12: sj ← Random sample of m elements from S without replacement
13: Ci,j ← {sort sj} ⊲ jth row of the ordering Ci
14: S ← S\{sj}
15: end for
16: sn ← S
17: Ci,n ← {sort sn,mn} ⊲ Final row of the ordering Ci
18: if the columns of Oi are strictly ordered then
19: O ← O ∪ {Ci} ⊲ Mark the order of the members of {Ci}
20: i ← i+ 1
21: end if
22: S ← 2, . . . , (nm− 1)
23: until i > k
24: O ← The unique orderings only
25: p ← The symmetry of the orders in O ⊲ See Section 7.3
26: end while
27: end function
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satisfactorily on the partial orderings of dimension up to 4 × 5, which is the largest
dimension encountered in dual-agent design literature.
It is recommended that the tolerance for the stopping criterion be set reasonably low,
such as φ = 0.00001, or alternatively that the algorithm be run several times with a
higher tolerance. Solutions to systems of up to 4 × 5 have been computed, which is
enough for use with the PO-CRM. The algorithm is unsuitable for larger systems, but
performs well for the present application. The numbers of solutions for systems of sizes
up to 4 × 5 are in included in Table 7.5. The partial ordering problem is an example of
combinatorial explosion. For modest sizes of n and m number of solutions that satisfy
the partial ordering constraints is extremely large.
Table 7.5: Numbers of solutions to partial ordering problems of different dimension
Dimension Number of Solutions
2× 2 2
2× 3 5
2× 4 14
2× 5 42
3× 3 42
3× 4 462
3× 5 6, 006
4× 4 24, 024
4× 5 > 2, 000, 000
7.4 Simulation Study
It is necessary to verify the performance of the PO-CRM method when all orderings that
satisfy the partial ordering constraints are considered. This is only feasible through a
large simulation study under which the method is tested at many combinations of the
dose toxicities. Throughout the present simulation study, the target toxicity φT has been
set in the range [0.25, 0.35] as an acceptable target.
In this thesis attention is restricted to dose designs of sizes 2 × 4, 3 × 3 and 3 × 4.
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Table 7.6: True dose toxicities for the simulation study. Two cases are tested in the
2 × 4 design, and seven for each of the 3 × 3 and 3 × 4 design. Case 1 under the 2 × 4
design is from Wages et al. (2011b). Cases 1 − 6 under the 3 × 3 and 3 × 4 the same as
those in Wages and Conaway (2013)
Dimension Case True dose toxicities
2× 4 −
1 0.01, 0.03, 0.10, 0.20, 0.33, 0.47, 0.60, 0.70
2 0.08, 0.13, 0.20, 0.27, 0.30, 0.43, 0.51, 0.58
3× 3 −
1 0.02, 0.04, 0.04, 0.06, 0.06, 0.08, 0.08, 0.10, 0.18
2 0.06, 0.08, 0.10, 0.12, 0.14, 0.16, 0.20, 0.25, 0.35
3 0.08, 0.14, 0.16, 0.20, 0.22, 0.24, 0.33, 0.35, 0.40
4 0.12, 0.18, 0.20, 0.25, 0.33, 0.35, 0.40, 0.42, 0.55
5 0.15, 0.20, 0.20, 0.25, 0.35, 0.40, 0.45, 0.55, 0.75
6 0.50, 0.55, 0.55, 0.65, 0.65, 0.70, 0.75, 0.80, 0.85
7 0.13, 0.20, 0.27, 0.30, 0.43, 0.51, 0.58, 0.64, 0.70
3× 4 −
1 0.01, 0.02, 0.02, 0.04, 0.04, 0.04, 0.06, 0.06, 0.08, 0.08, 0.10, 0.20
2 0.02, 0.04, 0.06, 0.08, 0.08, 0.09, 0.11, 0.12, 0.13, 0.20, 0.22, 0.36
3 0.03, 0.06, 0.08, 0.12, 0.14, 0.16, 0.20, 0.23, 0.28, 0.30, 0.36, 0.42
4 0.04, 0.10, 0.12, 0.18, 0.20, 0.29, 0.33, 0.33, 0.35, 0.42, 0.44, 0.55
5 0.15, 0.20, 0.20, 0.28, 0.30, 0.33, 0.40, 0.42, 0.45, 0.55, 0.55, 0.70
6 0.01, 0.04, 0.07, 0.10, 0.20, 0.31, 0.38, 0.45, 0.52, 0.60, 0.70, 0.80
7 0.04, 0.08, 0.13, 0.20, 0.27, 0.30, 0.43, 0.51, 0.58, 0.64, 0.70, 0.75
A simulation study has been conducted at each of these dimensions with the true dose
toxicities in Table 7.6. Case 1 under the 2 × 4 design has been analysed in Wages et al.
(2011b). Cases 1 − 6 for the 3 × 3 and 3 × 4 designs are those analysed by Wages and
Conaway (2013). It should be noted that Wages and Conaway (2013) use a target toxicity
in the range [0.15, 0.25], but this will have no effect on the present simulation results. The
seventh dose toxicity in these designs is included as a subsequent example in both designs,
it has been constructed such that the target toxicity is at the middle location (ordered in
ascending order).
Case 1 in the 3× 3 and 3× 4 dose dimensions has all the dose toxicities less than the
target dose, in this case the optimal dose is the largest dose of both drugs. In the other
6 cases the MTD toxicity is located at a variety of different locations.
The interesting question, that is not discussed in any of the PO-CRM literature, is
whether different orderings of the dose toxicities can cause the PO-CRM method to fail,
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of primary interest are those orderings not in the set of six identified by Wages et al.
(2011a). To address this question the PO-CRM method is run at each dose toxicity and
at every possible ordering. The results are compared using the solutions that arise from
assuming six possible orderings to those that arise when all orders are considered. There
is a subtlety to this construction where the present simulation study is conducted in two
parts. In both parts, the dose toxicity is assumed to lie at each possible order. In the
first part only the six orderings of Wages et al. (2011a) may inform the solution. In the
second part, all possible orderings may inform the solution.
In every case there are 60 patients assigned to the design using the PO-CRM method
and each simulation is replicated 1000 times in the results that follow. Each case is repli-
cated at every possible ordering which satisfies the partial ordering constraint. Specifically
this entails that 14 dose orderings are trailed for the 2 × 4 design, 42 dose orderings for
the 3×3 design and 462 dose orderings for the 3×4 design; see Table 7.5 for the numbers
of possible orderings at each dimension.
7.5 Simulation Results
The crucial results for the dose finding trail are the marginal posterior distribution of
the patient allocation and the marginal posterior distribution of the MTD. In the present
simulation study these posteriors are estimated at every ordering following the simulation
of 60 patients and 1000 replications.
Under the PO-CRM method, the model is deemed successful if the modal value of
the marginal posterior of the MTD is within the target range of 0.25 ≤ φT ≤ 0.35 and
furthermore the model is also successful if the modal value of the marginal posterior of
the patient allocation lies at a dose level in this range. At all three dimensions in the
simulation study it was found that if the posterior mode of the MTD was in the target
range then the majority of the simulated patients were allocated in this range also.
In the tables that follow the number of times the PO-CRM method successfully
identifies the target MTD is presented at each dimension of the problem. Tables 7.7,
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7.8 and 7.7 contains the counts for the 2 × 4, 3 × 3 and 3 × 4 designs, respectively.
Also included in each table are the counts for the number of successes of the PO-
CRM method when the target toxicity range is widened to 0.20 ≤ φT ≤ 0.40 and
0.15 ≤ φT ≤ 0.45. These wider ranges of the target toxicity illustrate the uncertainty
in the marginal posterior distributions of the MTD. The distributions should be highly
peaked about the target MTD, meaning the number of successes should be very high for
a target range of 0.15 ≤ φT ≤ 0.45. Recall, the true dose toxicities were presented in
Table 7.6.
From Table 7.7 for the 2 × 4 design it seems that the PO-CRM method with six
orderings is performing well and is outperforming the model where all orderings are
considered. At this dimension it is highly likely that the six ordering selected are a
representative sample of the 14 available.
Table 7.7: Results for the 2 × 4 design. The number of times the PO-CRM method
estimated the correct MTD is displayed for the subset of six orderings and when all
orderings are considered. There are 14 possible orderings at this dimension. The counts
are displayed at three target toxicity ranges to illustrate the uncertainty
Case 0.25 ≤ φT ≤ 0.35 0.20 ≤ φT ≤ 0.40 0.15 ≤ φT ≤ 0.45
Subset All Subset All Subset All
1 7 8 10 9 10 9
2 10 8 11 8 12 12
For the 3 × 3 design with 42 possible orderings and from the results in Table 7.8 it
is again apparent that the PO-CRM method with six seems to perform at least as well
or better than the method where all orderings are considered, although there is little
to separate the two models. As with the 2 × 4 design the six orderings seem to be
representative of the 42 available.
For cases 1, 2 where the true dose toxicities are all less than or equal to the target
toxicity the model identified the target toxicity in all 42 orderings, presumably because
every ordering has the target toxicity at the same location on the grid. Similarly in case 6
when the true dose toxicities are all greater than the target toxicity the model identified
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the target toxicity in all 42 cases. Though when the target toxicity is somewhere between
the smallest and largest true toxicity the model is not as successful. For the 3×3 designs,
the posterior for the MTD seems to be centred around the target dose as most of the
solutions are captured at the wider target range of 0.20 ≤ φT ≤ 0.40 and practically all
at the range 0.15 ≤ φT ≤ 0.45.
Table 7.8: Results for the 3 × 3 design. The number of times the PO-CRM method
estimated the correct MTD is displayed for the subset of six orderings and when all
orderings are considered. There are 42 possible orderings at this dimension. The counts
are displayed at three target toxicity ranges to illustrate the uncertainty
Case 0.25 ≤ φT ≤ 0.35 0.20 ≤ φT ≤ 0.40 0.15 ≤ φT ≤ 0.45
Subset All Subset All Subset All
1 42 42 42 42 42 42
2 42 42 42 42 42 42
3 25 30 42 41 42 42
4 25 24 32 33 42 42
5 22 19 38 35 41 39
6 42 42 42 42 42 42
7 22 19 30 33 38 42
This is a significant result at both the 2× 4 and 3× 3 dose dimensions. The findings
from Tables 7.7 and 7.8 are strong evidence that the six orderings advocated originally
by Wages et al. (2011a) are indeed adequate to estimate the target toxicity. This is
irrespective of the underlying partial order among the dose toxicities and when compared
to a model that considers all possible orderings.
Table 7.9 contains the number of successes for the 3 × 4 design out of 462 possible
orderings. From the table it is clear that the PO-CRM with six orderings is performing
poorly compared to the PO-CRM with all orderings considered. Again, when the true dose
toxicities are entirely at or below the target dose, as in cases 1, 2, the model identifies the
correct MTD at every order. For the remaining five cases where the target dose toxicity
is somewhere among the true dose toxicities the model is largely unsuccessful with as
few as 44 and as many as 270 out of 462 successes it is apparent that neither model is
performing well. Furthermore there is a large amount of uncertainty in these estimates
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as the number of successes identified at the larger ranges for φT increase only modestly
for cases 4, 6 and 7 in particular.
From the results in Table 7.9 it is reasonable to conclude that the PO-CRM method
with six orderings is inadequate to estimate the target toxicity with accuracy. Furthermore
while there is some improvement when all possible orderings are considered, the model is
by no means perfect where the target toxicity may be identified less than half the time
among the complete set of orderings. The table illustrates poor performance for cases 6
and 7, in particular, seems to stem from two features of the true toxicities in Table 7.6.
Firstly, the target dose toxicity is at the centre of the design and secondly, the true doses
are quite separated across the whole design. For instance, under case 6 the algorithm is
unsuccessful in assigning patients the target range of [0.25, 0.35] as only one dose is in this
range. This is in contrast to cases 3, 4 and 5 where the algorithm performs marginally
better than cases 6 and 7. For cases 3, 4 and 5 there 2, 3 or 4 true doses in the target
range of [0.25, 0.35], respectively and under case 3 these doses are at the upper part of
the dose system and for these three cases there are somewhat improved results over cases
6 and 7.
Table 7.9: Results for the 3 × 4 design. The number of times the PO-CRM method
estimated the correct MTD is displayed for the subset of six orderings and when all
orderings are considered. There are 462 possible orderings at this dimension. The counts
are displayed at three target toxicity ranges to illustrate the uncertainty
Case 0.25 ≤ φT ≤ 0.35 0.20 ≤ φT ≤ 0.40 0.15 ≤ φT ≤ 0.45
Subset All Subset All Subset All
1 462 462 462 462 462 462
2 462 462 462 462 462 462
3 117 177 272 353 398 407
4 181 270 230 312 332 396
5 169 197 317 405 411 445
6 44 79 139 191 184 249
7 104 138 163 189 200 250
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7.6 Discussion
In this chapter a novel method to find orderings which satisfy the partial ordering con-
straints was introduced and was found to perform adequately up to a dimension of 4× 5
which was enough for the simulation study that followed. The simulation study presented
here is the first simulation study to consider all possible orderings of the true dose toxicities
and is the first simulation study to evaluate the PO-CRM method when all possible
orderings are used to inform the estimate of the MTD and the allocation of patients to
dose levels.
The PO-CRMmethod was investigated at three different dimensions for phase I clinical
trial design. It was found that the traditional PO-CRM method with six orderings is
adequate for dual-agent trials of sizes 2× 4 and 3× 3 though inadequate for a 3× 4 dose
combination and likely inadequate for dose combinations of higher dimension.
The simulation study was computationally intensive and is the largest simulation study
conducted for phase I clinical trials. The magnitude of the problem is of course influenced
by the magnitude of the partial ordering problem and the combinatorial explosion exhib-
ited by it. The 3 × 4 design was the upper limit for this type of analysis, although it is
expected that the results for larger designs, such as 3 × 5, 4 or 4 × 5 (all of which have
been the subject of phase I clinical trial simulation studies, see for instance Riviere et al.
(2014a) for the most recent review) would illustrate similar results as the six orderings
are quite small in the context of the number of possible orderings. Simulations at these
larger dimensions were intractable.
There are alternate methods for phase I clinical trials that have been shown to
perform well in practice. These alternate methods are beyond the scope of the present
investigation, however, which focussed primarily on the PO-CRM. It therefore seems
reasonable that the PO-CRM is a useful technique for smaller dual-agent design problems,
such as those with dose combinations of 2 × 4 and 3 × 3 and perhaps 2 × 5 (which has
the same number of possible orders as the 3× 3 design), but that other methods such as
the copula regression method of Yin and Yuan (2009a) might be more suitable for designs
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with larger dose combinations.
Chapter 8
Conclusions and Recommendations
The motivation for the original contributions in this thesis stem from the consideration
of the new multiple duration MUNE data, presented in Chapter 2.
Chapter 3 was an investigation of the MUNE problem and MUNE data that is largely
data analytic in nature. With an emphasis on functional data analysis techniques, the
possibility of using curve registration methods for MUNE data was investigated. It was
found that while these techniques result in aesthetically pleasing data plots, noise is
introduced around the relative maxima in the CMAP trace data that is not present in
the raw data. Given the importance of the maximum value in MUNE and that only
two curves in the dataset occurred at different times (±1µs) these techniques were not
incorporated in subsequent modelling.
In this chapter a stimulus strength correction was investigated to correct the data so
as to appear as single duration data. This correction and the firing patterns that result
from its analysis using older methods is used subsequently in Chapter 4. Furthermore
five models of increasing complexity are proposed in this chapter. The five models
represent different assumptions about the underlying biological process and can be used
to evaluate the effect of each model assumption individually. This consideration and
statistical treatment of the MUNE model assumptions is a novel contribution of this
chapter. In addition, a simple MUNE method involving a Dirichlet Process cluster
model was presented and it was found that, while the model can identify groups that
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are aesthetically pleasing, there is no basis for forming realistic prior assumptions for
this model − it does not plausibly reflect the underlying process. This flawed MUNE
method highlights the problems typically encountered by cluster-based MUNE models
and their questionable construction. The treatment and consideration of MUNE data in
this chapter led to the two new MUNE methods presented in subsequent chapters.
Chapter 4 was the presentation of a new method to estimate the number of motor
units in a living muscle. The statistical model proposed in this chapter was motivated
by ad hoc cluster based methods that exist in the MUNE literature and was introduced
to formalise this framework. While appropriate for any MUNE data-type, the method
was fitted to the multiple duration data considered throughout this thesis to illustrate
the method. Incorporating an evidence estimate in conjunction with a MUNE method
has only previously been applied under the RJ-MCMC framework for MUNE originally
proposed by Ridall et al. (2007).
The MUNE method in this chapter is an example of a tailored Bayesian statistical
model that matches the biological process as far as is reasonable and can be used with
success to identify the most plausible firing pattern from a set of alternatives given the
data. The multiplicative spline model is perhaps an unusual formulation and in the case of
MUNE trace data it is found to fit admirably in this case. This is the only MUNE method
that is based on a statistical model and uses the full trace data as input. Furthermore the
MUNE method of this chapter is the only MUNE method that does not use the stimulus
strength (or duration) information as input for the model. It is expected that this model
will be popular with clinicians who prefer to work from a “best guess” of which motor
units are active to one that is automatically selected by the present model.
Chapter 5 was an extension of the existing RJ-MCMC framework to allow for multiple
duration data. This model is an important contribution as there are significant modelling
challenges overcome in this chapter. Two classical theoretical strength-duration rela-
tionships were found to be inadequate for use with the present MUNE method and the
Weibull-type strength-duration equation proved to be a flexible alternative that by design
resulted in a better performing model which allowed for more accurate estimation of the
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uncertainty in different groups of firing motor units.
The analysis of multiple duration data seems to have advantages over single duration
data, though this thesis is more concerned with the development of statistical methodology
for the new data-type rather than championing their cause for collection. Although there
is evidence that the method provided more information on the small to mid-sized motor
units in the muscle through consideration of these multiple duration data. The statistical
developments for MUNE provide medical researchers with automatic data analytic tools
and inferential methods to investigate the number of functioning motor units, important
in both disease studies of neurological conditions and in treatments for spinal injury.
Chapter 6 was a thorough investigation and comparison of Watanabe’s WBIC. The
WBIC has previously only been applied to two a reduced rank regression model and very
recently to Gaussian process models. The criterion has not before been the subject of a
comparison of evidence metrics and it seems that when the sample size is large, of the
order of thousands, the approximation can perform reasonably well but for smaller sample
sizes, the asymptotic-based approximation is not as accurate as competing methods. The
trade-off is in computational effort between the competing methods. WBIC is the simplest
evidence estimator to implement in practice, requiring only one target distribution and a
Gibbs, or similar, sampling routine, apart from numeric integration of the posterior.
In this chapter the circumstances under which the WBIC approximation will perform
was also discussed and presented in accessible statistical language. It should be highlighted
that for models without a latent structure, the WBIC can be used out-of-the-box, though
for the case of singular statistical models with a rich latent structure the approximation has
the potential to be quite poor. TheWBIC and unit information priors were also considered
and for a simple model in this chapter and illustrated how WBIC performs under for
models with different prior information. Overall the WBIC seems to be satisfactory for
an estimate of the evidence that is reasonably close to the true evidence, though in practice
more demanding methods produce more accurate results.
Chapter 7 was an investigation of the PO-CRM method for dual-agent phase I clinical
trials. The complete set of orders that satisfy the partial ordering problem for problems
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of dimension 2× 4 up to 4× 5 are identified through a novel method to find the solutions.
A simulation study was conducted at the dose combinations 2× 4, 3× 3 and 3× 4 to test
the performance of the PO-CRM when using six orderings to the PO-CRM when using
the complete set of orderings.
The simulation study in this chapter was the largest in scale of any considered in the
dual-agent design literature. It was found that at the smaller dose combinations 2×4 and
3× 3 that there is little to separate the PO-CRM method with six orders or the method
using all orders and the method performs well at these dimensions. However, at the dose
combination 3 × 4 a large difference was found between the two approaches where the
method using six orders was found to be quite poor in comparison and that the marginal
posterior of the MTD was estimated with a high degree of uncertainty despite a large
number of simulations. It is expected that at doses combinations of higher dimension
this difference would be more pronounced. Thus it is recommended that the PO-CRM is
useful for smaller dual-agent designs such as 2× 4 and 3× 3 and perhaps 2× 5, but that
other methods such as the copula regression method of Yin and Yuan (2009a) might be
more suitable for designs with large dose combinations.
In this thesis, continuous time stochastic-type models for EMG data were not con-
sidered, models such as those similar to Riera et al. (2004) or perhaps those found in
Valdes-Sosa et al. (2009). A similar state-space representation for a MUNE problem
would be a novel contribution to the literature and could be combined with methodology
where the model parameters are estimated in a Bayesian framework. Although such a
construction is beyond the scope of this thesis, it is a potential avenue for future research.
Another avenue for future research for the MUNE problem could be to apply spatial
models to the high density surface EMG data considered in Blok et al. (2005a) and van
Dijk et al. (2008). In this research a lattice of 128 electrodes are used to record muscle
activity following stimulation and cluster methods are used to isolate what is thought to
be the contribution of individual motor units. The richness of these data has not been
fully explored from a statistical perspective where spatial and perhaps spatio-temporal
methods could be used in conjunction with the methodology developed in Chapters 3 and
187
4 of this thesis to estimate the number of motor units.
A final avenue for future research for the MUNE problem could be in the application
of methodology from clinical trial design to the at the data collection phase. An optimal
design for the stimulus strengths and durations could lead to further developments in the
present methods and improved data for analysis.
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