Abstract Ocean currents or temperature may substantially influence migration behavior in many marine species. However, high-resolution data on animal movement in the marine environment are scarce; therefore, analysts and managers must typically rely on unvalidated assumptions regarding movement, behavior, and habitat use. We used a spatially explicit, individual-based model of early marine migration with two stocks of yearling Chinook salmon to quantify the influence of external forces on estimates of swim speed, consumption, and growth. Model results suggest that salmon behaviorally compensate for changes in the strength and direction of ocean currents. These compensations can result in salmon swimming several times farther than their net movement (straight-line distance) would indicate. However, the magnitude of discrepancy between compensated and straight-line distances varied between oceanographic models. Nevertheless, estimates of relative swim speed among fish groups were less sensitive to the choice of model than estimates of absolute individual swim speed. By comparing groups of fish, this tool can be applied to management questions, such as how experiences and behavior may differ between groups of hatchery fish released early vs. later in the season. By taking into account the experiences and behavior of individual fish, as well as the influence of physical ocean processes, our approach helps illuminate the Bblack box^of juvenile salmon behavior in the early marine phase of the life cycle.
Introduction
Although scientists have long considered the ocean a Bblack box^in terms of animal ecology, technological advances over the past few decades have greatly improved our understanding of movement, behavior, and survival in marine organisms (Hussey et al. 2015) . In particular, technologies that can associate the location or movement of an animal with environmental data have supported new mechanistic descriptions of animal behavior (Cooke et al. 2004) . Even so, study of the marine environment is limited by fiscal and technological constraints, particularly for small organisms. For many small pelagic marine fishes, such as juvenile salmonids that have recently entered the marine environment, the mechanisms driving behavioral choices are still poorly understood. We know that predators, prey, and abiotic variables are spatially and temporally heterogeneous (Emmett et al. 2001; Brodeur et al. 2011; Ruzicka et al. 2012) . Therefore, a better understanding of behavioral ecology in the ocean will require additional information on animal locations and their environmental experiences.
Quantitative tools play an essential role in estimating fish movement (Byron and Burke 2014) . For a limited number of species, mark-recapture methods such as coded-wire tagging have provided some basic information (Weitkamp 2010; Fisher et al. 2014) . However, for most species, data from marking studies are not forthcoming. Oceanographic models may expand our understanding of marine ecology and broaden the scope of available movement data for these stocks and species. Once created and validated, these tools may be applied to more detailed questions, such as how organisms might adjust their behavior or phenology as marine environments change (Anderson et al. 2013) .
For migrating species, environmental experiences are defined as much by animal movement as by the availability and spatial distribution of quality habitat. Movement of a migrating species is complex and highly dynamic over space and time. To understand behaviors employed or stimuli used by migrating fish, movement dynamics must be estimated with fairly high precision (e.g., hourly or daily). However, many estimates of fish movement rely solely on net distance and speed between capture/release and recapture locations, assuming a straight-line trajectory (Thorstad et al. 2007; Welch et al. 2009; Welch et al. 2011; Tomaro et al. 2012) . While such information is useful for characterizing spatial distributions, it cannot resolve the ecological and behavioral processes involved in a fish moving between two locations.
We used an individual-based model of fish movement and behavior to estimate swim speeds and growth rates in coastal waters. By taking into account timevarying external forces, such as ocean currents, and the entire time series of environmental experiences, we were able to estimate behavioral responses to the environment at any point along a migration segment. We applied this coupled biophysical model to yearling Chinook salmon from the Columbia River Basin, including stocks listed as threatened and endangered under the U.S. Endangered Species Act (NOAA 1992) .
While the resolution and detail of oceanographic models have increased greatly over the past decade, results often differ depending on the specific models used, the spatial extent and grain (i.e., cell size), and boundary conditions. Validation of large oceanographic models is often limited, so it is important to identify which model or model configuration best describes the environment fish experience during migration. Therefore, our approach was to represent the physical environment with multiple models, and then to characterize the sensitivity of specific migration behaviors to differences in the physical environment. Using this approach, we hoped to identify critical behaviors used by juvenile salmon during ocean migration. In a larger framework, we demonstrated the feasibility of this approach in characterizing marine migratory behavior for other stocks and species.
Methods
We combined multiple data types to synthesize the best estimate of salmon migration and environmental experiences. We used this information in a simulation tool to determine the effect of various behavioral rules on migration rates and routes, swim speeds, and growth rates. Although we did not expect to precisely estimate migration behavior, we put bounds on the potential behaviors by using empirical data to ground the simulations. Below, we describe the data sources, models, and results from simulations.
Yearling Chinook salmon data
Our analysis was based on data from an ongoing study of juvenile salmon spatial distributions (Jacobson et al. 2012; Teel et al. 2015) . Six to seven stations along transects extending outward from the coasts of Otolith analysis A subsample of the juveniles collected in trawl surveys was selected for otolith structural and chemical analyses to determine size at and time of freshwater outmigration, as well as marine growth and migration rates (Tomaro et al. 2012; Miller et al. 2013) . Sagittal otoliths were removed, cleaned, and polished using wet-or-dry paper (240-2500 grit) and lapping film (1-30 μm) using standard procedures for elemental analysis (Miller 2009 ). Otolith Sr and Ca were measured along the dorsal-ventral growth axis using laser ablation-inductively coupled plasma mass spectrometry. The laser was set at a pulse rate of 7 Hz and translated across the sample at 5 μm s −1 with a spot size of 30 or 50 μm. Normalized ion ratios were converted to molar ratios using standard procedures (Kent and Ungerer 2006; Miller 2009 ). Instrument precision (mean percent relative standard deviation) was <5 % for Ca and Sr across all samples and days (n = 65), and accuracy of the Sr:Ca ratio was 4 % (n = 10) based on microanalytical reference material (MACS-1, U.S. Geological Survey). Image analysis combined with Sr:Ca data was used to determine otolith size at juvenile marine entry (Neilson and Geen 1982) . For each individual, otolith width at the time of marine entry (OW M ) was determined by the initial, abrupt increase in otolith Sr:Ca ratio. This increase marks the exit from freshwater and is formed prior to stabilization of the ratio at marine values (Miller et al. 2010; Miller et al. 2011) .
Residence in brackish/ocean water was determined by the number of increments deposited after the initial, abrupt increase in otolith Sr:Ca. To determine date of marine entry, duration of marine residence was subtracted from date of capture (day of year). We assumed date of marine entry was only negligibly different from date of entry into brackish/ocean water, as yearling Chinook have been shown to migrate through the estuary at about 60 km/d (McMichael et al. 2013) .
Juvenile length at marine entry was estimated using a back-calculation model based on data from yearling Chinook salmon from the interior Columbia River basin collected from 1999 to 2008 (r2 = 0.82, n = 362, p < 0.001; Eq. 1 in Tomaro et al. 2012) :
where FL M = fork length (mm) at marine entry, and OW M = otolith width (μm) at marine entry.
Genetic stock differences
For each fish, stock origin was identified based on population data from a standardized microsatellite DNA database (Seeb et al. 2007 ) and was estimated using the genetic stock identification program, ONCOR (Kalinowski et al. 2007 ). Based on this genetic information, as well as life-history and geographic information (Waples et al. 2004; Matala et al. 2011 Fig. 1 ). Note that these two stocks showed very little differentiation in spatial distribution and migration timing , suggesting that behavioral differences among groups may be negligible. Our data set included slightly more fish caught in May than in June and fewer caught in 2004 than in other years. No fish from either the Mid or Upper Columbia River ESU 
Oceanographic data
To understand the ocean migration routes of Columbia River salmon, we require quantitative knowledge of the coastal currents encountered by these fish over the marine migration. Oceanographic and earth-system models are often used to characterize and forecast coastal currents. However, because these models can contain significant errors, ensemble predictions, if available, are generally preferable to single-model predictions. By comparing predictions among models, we can identify which aspects of model output may be susceptible to error or bias. We simulated conditions using a simple Bensemble^(N = 2) of high-resolution oceanographic models developed specifically for the WashingtonOregon coast (Fig. 2) . From both models, we obtained three-dimensional ocean currents (x, y, and z directions) and temperature every 15 min, which was the time step for our model. Our first oceanographic modeling tool was the Virtual Columbia River , which provides a high-resolution, spatially explicit description of 3-D, river-to-ocean circulation and water properties in the Columbia River estuary and plume (Burla et al. 2010; Kärna et al. 2015; Kärna and Baptista 2016) . Virtual Columbia River simulations of 3-D baroclinic circulation were conducted with the semi-implicit, unstructured grid, finite-element model SELFE (Zhang and Baptista 2008) . Our simulations from SELFE were similar to those detailed by Burke et al. (2014) , except we used a more recent model output (simulation database DB31).
The second oceanographic simulation tool was Cascadia, a modeling environment developed by the University of Washington Coastal Modeling Group and implemented in ROMS (Regional Ocean Modeling System:Haidvogel et al. 2000) . ROMS simulations are run on a stretched Cartesian grid with horizontal resolution of 1.5 km over the ocean shelf and slope, expanding to 4.5 km offshore, and featuring 40 vertical terrainfollowing levels. Details of model configuration are given by Sutherland et al. (2011) and Giddings et al. (2014) . Giddings et al. (2014) also describes validation against moored, ship-based, and satellite observations of water properties and currents for the years [2004] [2005] [2006] [2007] . Biogeochemical validation for the same years is provided by Davis et al. (2014) and Siedlecki et al. (2015) .
Of particular importance to our study was the excellent agreement found on weather-event timescales between observed and modeled along-shelf velocity at two Giddings et al. 2014) , although ability to reproduce cross-shelf currents was lower ( Table 1 in that study). The model output used here came from a longer model run (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) than that described by Sutherland et al. (2011) and Giddings et al. (2014) , although the configuration was very similar.
Migration model
We quantified the complex interaction between fish and the environment using a combined Eulerian-Lagrangian approach (detailed in Burke et al. 2014) . For each fish with otolith data (N = 189), we modeled 10,000 simulated fish.
One benefit of individual-based models is the ability to provide each simulated individual with unique behaviors and evaluate the effect of these behaviors on migration. In this model, each simulated fish swam at a fixed speed randomly assigned from a log-normal distribution (μ = log(0.5), SD = 0.5), which it maintained for the duration of the simulation. Parameters for swim speed distribution spanned the range of realistic swim speeds, from near 0 to over 2 body lengths BL/s (as estimated by Brown et al. 2006 ). This ensured that at least some simulated fish would reach the capture location at the same time as real fish. However, the simulations were not able to match the observed location and timing of a small number of real fish. To obtain an adequate sample size for estimates of swim speed for these fish, we altered the swim speed and angle distributions in an ad-hoc way until at least 20 simulated fish out of 10,000 were within 100 km of the capture location of real fish.
Each simulated fish swam at a constant speed in a generally northward direction along the coastline, following protocols of Burke et al. (2014) . An OrnsteinUhlenbeck process was used to modulate swimming angles, such that the farther a fish was from a central line, the more its angle changed towards that line. This allowed most modeled fish to stay within the boundaries of empirical data, centered around 28.5 km from the coast, based on observed mean distance from shore for these two stocks (Burke et al. 2014) .
The location of the salt wedge in the Columbia River estuary varies considerably over tidal cycles and is affected by river flow; therefore, the location of freshwater exit is difficult to define. When we randomly assigned simulated fish to initial locations in the estuary, some of them got 'stuck' at the edge of the model domain, although this only occurred in the estuary environment, where boundaries and flows were complex. Nevertheless, rather than initiating migration at the same time but at different locations, we started all fish at the same location (−124.074°W, 46.248°N) and randomly varied initiation timing of the migration. For each simulated fish, we drew a start time from a normal distribution centered at noon on the estimated day of freshwater exit for the corresponding real fish and a standard deviation of 10 h.
Growth model
Fish growth (mm/d) during migration was simulated with a bioenergetics model (Hanson et al. 1997) parameterized for Chinook salmon (Hewett and Johnson 1992) . Growth in each time step was based on temperature, fish size, and consumption. At the start of each simulation, we randomly assigned a consumption index, PC max , to each simulated fish (μ = log(0.5), SD = 0.5). This index represents the proportion of theoretical maximum consumption in grams of prey per gram of fish per day, given an individual's body size and ambient temperature (Hanson et al. 1997) . For each fish, PC max was fixed over the simulation such that fish size among individuals would diverge over time. The distribution of PC max included a broad range of consumption values, such that many simulated fish matched the final size of each of the real fish.
Our goal in this application was not to estimate consumption per se, but rather to simulate growth at realistic rates to ensure that swim speeds (in BL/s) would result in appropriate movement. Therefore, we relied on two simplifying assumptions: 1) the energy density of prey remained constant at 4185 J/g, and 2) the total consumed biomass consisted of half invertebrates and half fish (Daly et al. 2009 ). All growth parameters were scaled to the 15-min time step of the simulation.
Analyses of model results
For each of the 189 real fish included for analysis, speed (BL/s), consumption (g/g/d) and growth rates (mm/d) were estimated based on the respective weighted average speed, consumption, and growth rate of 10,000 simulated fish. Swim speeds and consumption rates were assigned independently to simulated fish, so some simulated fish matched the size of observed fish but not their location while others matched location but not size. Correspondingly, averages for the 10,000 simulated fish assigned to each real fish were weighted according to individual deviations from observed fish in both size and location by the formula:
where D is the error in final location (Euclidean distance between capture location and final simulated fish location) and L is the error in final size (total length). Both error measurements were rescaled to be expressed in units of standard deviation from the mean prior to calculating the weighted average. Resulting weights for each simulated fish were then used to calculate a weighted mean for each variable of interest (e.g., swim speed, consumption rate, etc.). To help evaluate model output and characterize the effect of environmental factors on our simulations, we fitted the weighted mean swim-speed estimates to a generalized linear model framework:
where Y i is the estimated swim speed for fish i, α is the model intercept, β is a vector of estimated coefficients, and X i are individual-level covariate data. These covariate data represented categorical variables such as month, year, stock, and oceanographic model, as well as continuous variables such as day of freshwater exit, fork length, capture latitude, swim angle, ocean currents in the X and Y directions, and the interaction between the magnitude of ocean currents in these two directions. Similarly, we modeled consumption and growth rates as a function of these same variables, with the addition of estimated swim speed. For all response variables (swim speed, consumption, and growth), we used the Akaike Information Criterion (AIC) for model comparison and Akaike weights to perform model averaging (Burnham and Anderson 2010) .
Results

Mean swimming speed
Choice of ocean model is important
Average swim speeds estimated using the ROMS model were almost 75 % faster than those estimated using the SELFE model, corresponding to a mean difference of about 0.4 BL/s (Fig. 3) . However, there was no substantial interaction between oceanographic models and other variables (e.g., stock); the ROMS model produced faster swim speed estimates across all fish.
Ocean currents and swim angle influence behavior
In both ocean models, fish behaviorally compensated for increased southward flows by increasing swim speed. Moreover, differences in flow vectors between models resulted in corresponding differences in estimated swim speed. Specifically, fish in stronger southward flows swam faster than those in weaker southward or northward flows (Fig. 4) . Similarly, swim angles were related to the east-west component of ocean currents, with fish counteracting stronger offshore currents by swimming more towards the coast (Fig. 4) . Coastal-directed swimming (swim angle >0) was more prominent in the ROMS model, which had stronger mean offshore transport than the SELFE model.
Only minor stock-specific responses
Mean swim speeds were not notably different between stocks (Table 2 ). However, stock was an important explanatory variable in the model evaluating swim speeds, and the results suggested yearling Chinook salmon from the Mid and Upper Columbia River swam slightly faster than those from the Snake River (Table 3) . However, this discrepancy may have stemmed from other factors influencing swim speed. Namely, Mid and Upper Columbia River fish were 5 mm larger on average and initiated migration about a week earlier than Snake River fish. After accounting for these factors, the stock-specific difference in swim speed persisted, but it was small and not likely biologically meaningful. These two stocks are quite similar genetically, and previous documentation of their spatial distributions suggest no difference in mid-summer latitude between them .
Large fish swim slower
Larger fish swam slower (in BL/s) than smaller fish, regardless of stock or oceanographic model (Fig. 5) . There was less evidence for an effect of size on swim speed in meters per second, so there was a fairly consistent absolute movement rate across all fish sizes (data not shown).
Temporal and spatial factors contribute substantial variability
Current strength varied by year, driving considerable interannual variability in swim speed. Estimates of mean swim speed were highest for 2003 and lowest for 2006 (Table 2 ). These temporal variations directly reflected the north-south component of ocean currents experienced by simulated fish.
Swim speeds tended to increase through time and were therefore higher for fish entering the ocean later in the season (Fig. 5) . Variance in swim speed also increased with day of freshwater exit.
Temperature did not contribute substantially to estimates of swim speed, but this may have been because of its correlation with date and fish size. That is, temperature increased throughout the season, such that fish entering the ocean later, which tended to be smaller in size, experienced higher temperatures (Fig. 6) . Date of freshwater exit was a significant factor in determining swim speed; nevertheless, causal relationships are difficult to tease apart when covariate data are correlated. It is possible that temperature influenced swim speed mechanistically, but the model accounted for this effect via the day-of-year variable.
Consumption and growth rates driven by migration timing and temperature
We found significant variability in consumption rate (g/g/d) both within and among years, but no difference in estimated consumption rate between stocks or oceanographic models. Based on the generalized linear model, several factors independently influenced estimated consumption rates (Fig. 7) . First, estimated means and variances increased with date of ocean entry, so fish entering the ocean later had higher consumption rates. Interestingly, consumption rates increased with ocean residence time, regardless of entry date, so both ocean entry timing and residence time influenced consumption rates. In contrast to its contribution to estimates of swim speed, temperature was highly informative in accounting for consumption rates, with higher temperatures resulting in greater rates of consumption, despite the correlation between date and temperature. Higher rates of consumption were also estimated for fish captured at higher latitudes and those that experienced weak southward currents. Finally, all else being equal, small fish consumed more per unit body mass than large fish, as would be expected from an energetics standpoint.
We obtained similar results when evaluating simulations with respect to growth rate (mm/d) as we did for consumption rate. The one notable difference was that 
Discussion
Swim speed
Our analysis clearly shows that interannual variation in coastal currents (e.g., Burla et al. 2010 ) results in altered yearling Chinook salmon migration behavior. If salmon possess a Bmap sense^or the ability to know their ocean location (Putman et al. 2013; Burke et al. 2014; Putman et al. 2014 ), then our results suggest they use that sense in altering swim speed and angle to counteract the effects of coastal currents. When simulated fish encountered strong southerly flows, they compensated by increasing northward swim speed. Similarly, when northwest winds drove offshore surface currents, fish responded by altering their swim angle towards shore. These dynamic behavioral responses would be required to maintain the surprisingly consistent spatial distributions observed for these stocks over the years (Peterson et al. 2010; Weitkamp 2010 ; Fig. 5 Swim speed vs. backcalculated fish length at the time of freshwater exit (upper panel) and estimated day of outmigration (lower panel). Polygons include the 50th percentile of data closest to the bivariate median for each oceanographic model used Fig. 6 Relationship between back-calculated fork length at time of freshwater exit vs. day of out-migration (left) and weighted mean temperature experienced vs. day of out-migration (right). Shaded areas include the 50th percentile of the data closest to the bivariate median. As the left panel is not dependent on the oceanographic model, only one data set is shown Teel et al. 2015) . Therefore, we inferred that for yearling Chinook salmon, migration behavior, as well as rates of consumption and growth at the individual level, are influenced by interannual variation in ocean currents.
Ample evidence supports the concept that timing of the juvenile migration plays a large role in determining marine survival (Scheuerell et al. 2009; Chittenden et al. 2010; McMichael et al. 2013) , and our results provide insight into the underlying mechanisms of this concept. Juvenile fish that migrate early tend to be larger, which may by itself result in higher rates of survival due to size-selective mortality (Zabel and Williams 2002; Duffy and Beauchamp 2011; Woodson et al. 2013) . Our model clearly demonstrated a time-dependent aspect to migration behavior, with swim speeds increasing throughout spring and summer. Tomaro et al. (2012) and Miller et al. (2014) also found an increase in movement rates with date, but their analyses did not account for ocean currents. We estimated swim speeds between 35 and 220 % higher than those previously estimated because of the counteracting effect of southward currents. Whether or not individual fish increase swim speed through time, or whether late migrants have higher (but constant) swim speeds than early migrants, are questions not clarified by any of these analyses, including ours.
Most estimates of marine migration rate are based on average travel time between two points of detection (e.g., Thorstad et al. 2007; Welch et al. 2011) . While these estimates have greatly increased our understanding of migration behavior, questions about the realized migration length or energetic expenditure of a migrating animal have remained unanswered. Simulated fish in our models swam three to four times farther than indicated by the net displacement between detection points, suggesting that the impact of ocean currents on salmon swim speed can be substantial. This is particularly relevant when considering migration energetics, since swim speed is a major component of the fish's energetic budget (Brett 1995; Brown et al. 2006) . For this reason, an assumption of straight-line movement that ignores the influence of ocean currents can lead to dramatic bias in our understanding of physiology, movement, and behavior (Gaspar et al. 2006) .
Early-migrating fish swam slower and experienced lower temperatures than later migrating fish (Figs. 5 and 6), both of which can contributed to lower metabolic rates. They also had lower consumption rates. Thus, despite the fact that early migrants had slightly lower growth rates, their growth efficiency (growth/consumption) was consistent with that of later migrants. This suggests that the reduced growth observed in early migrants was related more to lower consumption rates than to colder temperatures. Unfortunately, this modeling exercise could not inform the cause of lower consumption rates for early migrants.
In most shallow freshwater environments, fish have a visual reference for movement relative to the substrate. By contrast, during the ocean migration, juvenile salmon in particular must reference their movement relative to some other aspect of the environment (Lohmann et al. 2008; Putman et al. 2014) . For salmon and other marinemigrating species, movement must be referenced using stimuli such as temperature, food resources, or the geomagnetic field.
Therefore, when alongshore currents intensify or winds shift and alter the trajectory of surface currents, surface-oriented fish such as juvenile salmon must either Fig. 7 Estimated consumption rate (grams of prey per gram body mass per day) versus day of outmigration and temperature. Polygons include the 50 % of the data closest to the bivariate median detect these changes directly or sense the changes in their position relative to external cues (Chapman et al. 2011 ). Recent evidence from tagging studies imply the latter, where fish are temporarily advected by strong currents and adjust behavior as a response (McMichael et al. 2013) .
Although our study did not consider sensory modalities used by fish during migration, our models suggest that fish respond to shifts in the environment with dynamic behavior, and that these behavioral adjustments can be stock-specific. Indeed, stock-specific responses to the environment may have driven the seasonal shifts towards shore that have been observed previously in the stocks considered here .
Accuracy in our results was dependent on the accuracy of both the hydrodynamic models and the otolith analyses used for model inputs. Although we did not perform a thorough sensitivity analyses, our results showed clearly that errors in these components could propagate through the model and bias our results. Nevertheless, we were able to characterize which results were most sensitive to potential bias by using two oceanographic models. For example, temperature and ocean currents experienced by simulated fish were highly dependent on the ocean model used; estimated swim speeds also varied by ocean model. As these types of coupled oceanographic and individual-based models have recently seen widespread use (Byron and Burke 2014), we advise conservative interpretation of direct model outputs.
However, comparisons of relative swim speed between stocks, or between groups such as early vs. late migrants, were less sensitive to the choice of model and appeared more robust than absolute measures of behavior or movement. Where feasible, we suggest incorporating these relative comparisons directly into the research design to allow more confidence in model results.
Several aspects of behavior were intentionally left out of the model for simplicity. We did not include a dynamic swim speed, although we believe such a mechanism is likely. We also did not model diel variation in swim speed for simulated fish. Therefore, mean simulated swim speed may be biased if there is a diel pattern, with more active swimming during the day (Krutzikowsky and Emmett 2005) .
Similarly, although the model was three-dimensional, and ocean currents affected simulated fish depth, we did not model vertical movement behavior (i.e., vertical movement was assumed to be passive). However, all simulated fish remained in the upper 30 m or so, which is within the observed depth range for the majority of juvenile salmon in the ocean (Emmett et al. 2004) . Furthermore, to characterize the partitioning of time spent by fish in behaviors such as directed northward migration, random foraging, and diel vertical movement, would require movement information on a finer scale than is currently available for the oceanic migration of juvenile salmon.
Consumption and growth rates
One of the reasons salmon migrate to the ocean is the potential for fast growth (Healey 1991) . However, temporal dynamics dictate how this growth may be achieved. We suggest that the positive correlation between coastal ocean residence time and growth involves three possible mechanisms.
First, the correlation may be due to a lag effect between increased feeding and somatic growth, wherein fish that have arrived in the ocean more recently have had insufficient time for somatic growth to be realized. Second, it could be the result of an ontogenetic shift in primary diet from invertebrates to fish, which occurs at about the time salmon begin the juvenile marine migration (Daly et al. 2009 ). Correspondingly, longer coastal residence times would increase the probability that the salmon will reach a size that allows piscivorous foraging, which provides higher energetic returns and further enhances growth in a self-reinforcing manner. Finally, the correlation may be related to seasonal trends in prey availability. If juvenile salmon migrate too early, they may arrive before large numbers of prey are available, which may explain why the earliest migrants had the lowest consumption rates (Fig. 7) . Fiechter et al. (2015) estimated that early-migrating Chinook salmon from San Francisco Bay had low growth during their first 90 days at sea, relative to later migrants. However, for early migrants, longer residence in the high-reward marine habitat more than compensated for their low early growth. Correspondingly, the early migrants were substantially larger by the end of the summer than the later migrants. We found similar results in Columbia River Chinook, for which early migrants had lower consumption and growth rates but enjoyed longer periods of marine growth.
However, in our study, early migrants entered the ocean at a larger size than later migrants. Thus, we could make no general inferences about the costs vs. benefits of early migration. Most likely, there is an optimal timing for migration that varies annually depending on factors such as growth response of the forage base to the timing of peak primary productivity and the characteristics of organisms transported into coastal waters.
For simplicity, our simulations used a constant energetic density for prey organisms. In reality, food quality shifts seasonally (Daly et al. 2009 ) and annually (Brodeur et al. 2007) . It is possible that differences in estimated consumption were due to differences in the relative abundance of high-quality food in the diet among months and years. Prey quality is particularly influential in bioenergetics models (Beauchamp et al. 1989) and could have large impacts on results; therefore, results from our bioenergetics modeling should be viewed with caution. Nevertheless we cannot understate the importance of a bioenergetics submodel in this type of individual-based model. Many aspects of behavior are size-dependent; having fish grow at realistic rates throughout a simulation can dramatically influence movement rates, and thus how we characterize behavior.
Conclusions
Our analysis has demonstrated how better estimates of swim speed, movement paths, and stock-specific migration dynamics may be obtained by accounting for the effects of ocean currents on salmon migration behavior. To maintain a relatively northward migration along the coast, migrating salmon must adjust their swimming to counteract seasonal and daily variations in coastal currents. As the season progressed, estimated swim speeds and consumption rates both increased, suggesting that the experiences and response to conditions of fish migrating later in the season differed from those of earlier migrants. These findings highlight the importance of phenology for migrating species (Anderson et al. 2013; Weitkamp et al. 2015) .
While these analyses were not designed to directly address particular management issues, our results can provide insight as to how management strategies might affect ocean migration. For example, the timing of ocean entry significantly affects the conditions experienced by fish. Management actions such as hatchery release timing or barging juvenile salmon can affect ocean entry timing; therefore, such actions have a high likelihood of impacting the behavior and experiences of salmon during their northward marine migration.
Individual-based models have significantly contributed to our understanding of ecology (DeAngelis and Gross 1992; Grimm and Railsback 2005) . In many individual-based models, emergent properties of populations (as more than a group of individuals) have provided useful information. In other applications, such as this effort, their usefulness stems from their ability to account for the complex and highly dynamic environment experienced by individuals.
This ability also allows the model to elucidate the potential effects of current and proposed management approaches on salmon ocean ecology. For example, an existing management action to minimize mortality during downstream migration in the Columbia River is to barge juvenile salmon past multiple hydroelectric dams (McMichael et al. 2011; Sandford et al. 2012) . Fish that are barged arrive in the estuary days to weeks earlier than fish migrating in the river, with unknown impacts on their physiology and ecology. By simulating these fish, one could estimate the physical, and at least some of the biological, conditions experienced by fish arriving in the ocean early vs those arriving later, and possibly suggest refinements to the timing or magnitude of barging.
Future modeling efforts should focus on 1) incorporating as much prey information as possible along with one or more agents of mortality, given the availability of these data, 2) combining behaviors and/or allowing spatially or temporally explicit behavior, as results suggested here, and 3) simulating more years and additional species or stocks of salmon. Variability in spatial distribution among stocks is substantial (Weitkamp 2010; Tucker et al. 2012; Teel et al. 2015) , and the behavioral differences that create this variability can help us to better understand the forces driving marine migration.
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