We construct asymptotic formulae for the approximation of certain prolate spheroidal wave functions and of the corresponding eigenvalues. We investigate two regimes: when the ratio c/m decays, and when both c and m grow, but the ratio c/m stays bounded. Both the regions of validity and the accuracies of the obtained expansions are illustrated with numerical examples.
Introduction
Originally, prolate spheroidal wave functions were discovered as the eigenvectors of the differential operator D c defined by the formula
subject to the condition that ψ is continuous on the interval [−1, 1]. For each positive real c, there exists a countable set of real numbers χ 0 < χ 1 < χ 2 < · · · for which the equation
has a continuous solution on [−1, 1]. Such coefficients are known as prolate eigenvalues, and the corresponding solutions of (2) are referred to as prolate spheroidal wave functions (PSWFs). About 45 years ago, it was observed (see [7, 10, 13] ) that PSWFs are also eigenvectors of the integral operator
it is in this latter capacity that the PSWFs are of interest to the authors of the present paper, due to the obvious connections between (3) and Fourier transforms, Toeplitz matrices, antennas, Heisenberg principle, etc. Despite their remarkable role as eigenvectors of (3), PSWFs have not been investigated in as much detail as several other classes of special functions; the reasons seem to be related to the fact that the classical scheme for their numerical evaluation-the so-called Bouwkamp method (see [1] )-tends to fail for large values of c. In [14] , we observe that a simple modification of the Bouwkamp scheme converts it into a reliable numerical tool for virtually all values of c that are likely to be encountered in practice; we also summarize a number of analytical properties of PSWFs, vaguely reminiscent of the properties of Bessel functions. In [15] , we investigate the asymptotic behavior of ψ c m for large c and fixed m.
For any given c, PSWFs constitute an orthonormal basis on the interval [−1, 1]; numerical evidence is accumulating that in certain situations, they are preferable as a numerical tool to classical polynomial bases (such as Legendre and Chebychev polynomials). On the other hand, it has been observed that when PSWFs have to be dealt with analytically (i.e., when the time comes to put proofs behind facts observed numerically), the analysis tends to be much harder than that encountered while dealing with most classical special functions (orthogonal polynomials, Bessel functions, spherical harmonics, etc.). In the experience of the authors of the present paper, this relative difficulty has more to do with the paucity of published results about the PSWFs, rather than with the inherent difficulty of the subject. In this paper, we investigate PSWFs and the corresponding eigenvalues χ c m , λ c m in the regime when m c; while most of the properties we derive are more or less obvious for m c, the behavior of PSWFs is considerably more subtle when m > c, but m/c is not very large. The paper is meant to be a compendium of properties of PSWFs and the corresponding eigenvalues χ c m , λ c m that the authors found to be useful in their attempts to utilize PSWFs as a numerical tool. While most of the material presented here appears to be new, no serious effort has been made to separate original results from those published previously.
This paper contains two types of results. The first kind are expansions of various quantities (PSWFs, corresponding eigenvalues, etc.) into powers of c/m, valid when the ratio c/m is small (or, in some cases, not very large). Most of these expansions are of fairly high order (from 8 to 12) and have been obtained by the analysis of the three-term recursion connecting the coefficients of the prolate expansion of a function with the coefficients of the Legendre expansion of the same function (see Theorem 5 and Observation 6 below). Once the formulae in Section 4 are obtained, each of them is easily verified by substituting it into (2) and using the identities (7), (4), (13) . This approach is very similar to that used in [15] to obtain high-frequency asymptotic formulae for PSWFs and their corresponding eigenvalues.
The second type of results found in this paper are asymptotic expansions of PSWFs and corresponding eigenvalues for large m and c, presented in Section 5. These expansions are of low order (from 1/ √ (m · c) to 1/m 2 ) and obtained via straightforward WKB analysis of Eq. (2) . While the derivation of the formulae in Section 5 is straightforward and uses classical techniques (see, for example, [2] ), it is quite detailed, and will be published at a later date; the results are included here for completeness.
The paper is organized as follows. In Section 2, we summarize a number of well-known mathematical facts to be used in this paper. In Section 3, we introduce the analytical apparatus used to derive the asymptotics presented in the paper. Section 4.1 is devoted to asymptotic formulae for eigenvalues and eigenvectors of (1), and in Section 4.2, we construct such formulae for eigenvalues of (3). Section 5 contains a different type of asymptotic formulae (see the preceding paragraph) and the numerical behavior of some of the presented approximations is illustrated in Section 6. Finally, Section 7 contains generalizations and conclusions.
Mathematical preliminaries
In this section, we introduce notation and summarize several well-known facts to be used in the rest of the paper.
Legendre polynomials
In agreement with standard practice, we will be denoting by P n the classical Legendre polynomials, defined by the three-term recursion
with the initial conditions
as is well known,
for all k = 0, 1, 2, . . . , and each of the polynomials P k satisfies the differential equation
The following two lemmas summarize several well-known facts about Legendre polynomials. All of these facts can be found, for example, in [5] .
Lemma 1. For any positive integer m,
and for any complex z,
Lemma 2. Suppose that k, n are non-negative integers, n k, and k − n is even. Then
If n > k or k − n is odd,
The polynomials defined by the formulae (4), (5) are orthogonal on the interval [−1, 1]; however, they are not orthonormal, since for each n 0,
the normalized version of the Legendre polynomials will be denoted byP n , so that
Thus,P n constitute an orthonormal basis in
Elliptic integrals
Incomplete elliptic integrals F (x, a), E(x, a) are defined by the formulae
E(x, a) =
respectively. Complete elliptic integrals F (a), E(a) are defined by the formulae
We will denote byẼ the function inverse to E, so that
and byG the function defined by the formulã
in other words, for a fixed a, the functionG is the inverse of E(x, a) with respect to the argument x. Finally, we will denote by
the solution of the equation
(viewed as an equation with respect to f ) and observe the obvious connection betweenĒ andẼ.
Prolate spheroidal wave functions
In this section, we summarize a number of analytical properties of the prolate spheroidal wave functions. Unless stated otherwise, all facts collected below can be found in [7, 13] .
For any c > 0, we denote by F c the operator
In other words, F c is a finite Fourier integral operator depending on c, a parameter we frequently refer to as the band-limit of F c .
Clearly, F c is compact; we denote by λ 0 , λ 1 , . . . , λ n , . . . , the eigenvalues of F c in decreasing order such that |λ n−1 | |λ n | for all natural n, and denote by ψ n the corresponding eigenfunctions. In other words, for all non-negative integer n, λ n and ψ n satisfy the integral equation
for all x ∈ [−1, 1]. In this paper, we adopt the convention that the functions are normalized such that ψ n [−1,1] = 1 for all n. The following theorem is a combination of several lemmas from [3, 4, 6, 13] . We define the self-adjoint operator Q c :
which relates to F c in the form
Consequently, Q c has the same eigenfunctions as F c , and the nth (in descending order) eigenvalue μ n of Q c is given by the formula
The eigenvalues λ are analytic functions of c and satisfy the differential equations
or, equivalently,
(see [3, 11] ). Obviously, the operator Q c is closely related to the operator P c :
which, as is well known, is the orthogonal projection operator onto the space of functions of band limit c on (−∞, ∞).
For large c, the spectrum of Q c consists of three parts: about 2c/π eigenvalues that are very close to 1, followed by order log(c) eigenvalues which decay exponentially from 1 to nearly 0; the remaining eigenvalues are all very close to zero. More detailed discussions of the structure of the spectrum of Q c can be found in [8, 14] , and a number of other places.
By a remarkable coincidence, the eigenfunctions ψ 0 , ψ 1 , . . . , ψ n of the operator Q c turn out to be the prolate spheroidal wave functions, well known from classical mathematical physics (see, for example, [9] ). The following theorem formalizes this statement. It is proved in a considerably more general form in [3, 10] . 
has a solution that is continuous and bounded on the interval [−1, 1]. Moreover, for each integer n 0, the function ψ n (defined in Theorem 3) is the solution of (30).
Analytical apparatus
In this section, we build a number of analytical tools for the construction of the formulae in this paper.
Legendre coefficients and three-term recursions
Prolate spheroidal wave functions and Legendre polynomials are closely related, as can be observed from the similarities between their corresponding differential equations (30) and (7).
Since the scaled Legendre polynomialsP k constitute an orthonormal basis in
with the coefficients β m k given by the formula
since ψ c m is analytic on the interval [−1, 1], the coefficients β m k decay exponentially once k is sufficiently large (a more detailed discussion of the rate of decay of {β m k } can be found in [14] ). Substituting (31) into (30) and using (7), (4), (13), we obtain the well-known three-term recursion
Introducing the notation
for all m = 0, 1, 2, . . . , we restate (34) in a slightly different form in the following theorem. 
Theorem 5. Suppose that χ m 's are eigenvalues of the differential operator (30) and that β m 's are vectors defined in (35). Suppose further that a matrix A is given by the formulae
Observation 6. The matrix A separates into two symmetric, tridiagonal matrices A even , A odd , with the former consisting of elements of A on the even-numbered rows and even-numbered columns and the latter elements on odd-numbered rows and odd-numbered columns. While these two matrices are of infinite dimensions and their entries do not decay much with increasing row or column numbers, the coordinates β m k of the eigenvectors β m decay rapidly once k is sufficiently large.
Inverse power method as an analytical tool
In this section, we outline a scheme for the construction of asymptotic expansions in powers of c and 1/m for functions ψ c m and for certain quantities associated with them; the expansions constructed in this fashion are valid for large m (see Section 4.1). It must be pointed out that once expansions (64), (65), (67), (68) have been constructed, substituting them into (2) and using the identities (7), (4), (13) readily (though somewhat messily) proves their validity. Thus, this section should be viewed as a somewhat heuristic description of the procedure via which the expansions (64), (65), (67), (68) have been obtained; while the contents of this section can be made rigorous, the resulting proofs are long, elementary and add little to the subject of this paper.
We start with introducing the notation
so that the doubly infinite symmetric tridiagonal matrices A = (A i,j ) assume the form
Denoting by A μ,ν = (A μ,ν ) i,j the square submatrix of either A even or A odd (see Observation 6) consisting of elements A i,j such that μ i, j ν (see Fig. 1 for a depiction of A (n−2),(n+2) ), we start with the following observation.
Observation 7. For a fixed c and any 0 < μ < ν, the matrix A μ,ν is diagonally dominant. Moreover, for sufficiently large μ
for all μ < k < ν − 1. Thus, for any sufficiently large μ,
with λ k (A μ,ν ) denoting the kth eigenvalue of the matrix A μ,ν .
Consider now the submatrix A (n−k),(n+k) of the matrix A even (see Fig. 1 , where the case of k = 2 is depicted). Obviously, for large n, it has an eigenvalue close to χ 0 = n(n + 1), with the corresponding eigenvector close to we would like to find an improved approximation to the eigenvalue of A (n−k),(n+k) closest to n(n + 1) and to the corresponding eigenvector. Employing the standard inverse power method with a shift, we form the matrix
shown in Fig. 2 (with I denoting the identity) and evaluate the sequence of vectors
On inspection of the formulae (40)- (42), it is obvious that every coordinate of every element in the sequence (49) is a rational function of c, n. Now, constructing the sequence in the symbolic form (we used Mathematica), one can decompose it into a power series with respect to c, n; the results of such expansion are presented in (64), (65), (67), (68).
Connections between ψ m (1) and λ m for large m
The principal purpose of this section is Theorem 9, providing an exact expression for the eigenvalues λ c m as functions of c, m and ψ c m (1) . Subsequently, asymptotic expansions for ψ c m (1) are substituted into (58) provided by Theorem 9 to obtain asymptotic expansions for λ c m . We start with a simple lemma describing the behavior of λ c m for small c. 
Lemma 8. For any
Now, using the combination of (33), (8), (9), (10) 
where F (c) is given by the formula 
Due to (33),
with p a smooth function of t (see (67) below for a more detailed analysis of p); substituting (60) 
Remembering that p is a smooth function of t and using (50), we rewrite (62) as
which we combine with (60) to obtain (57) and (58). 2
Formulae for PSWFs and eigenvalues χ m , λ m
The procedure described in Section 3.2 has been implemented in Mathematica and used to obtain asymptotic expansions for the eigenvalues χ c m and eigenfunctions ψ c m of the differential operator (1); the obtained asymptotic expansions were verified by substitution into (2), with the help of (7), (4), (13) . The resulting expansions are listed in this section; several numerical examples illustrating their effectiveness can be found in Section 6. 
The following two theorems provide asymptotic expansions for ψ c m (1) , ψ c m (0). It should be observed that the expansions below differ from expansion (65), in that (65) is an expansion in powers of (1 + 2m) /m k with k = 3, 7, 11, 15 . In other words, in order to obtain a prescribed accuracy for large c, the values of m have to grow faster than the values of c. For example, in the case of (71), m must grow as c 20/19 . While numerical examples in Section 6 show that the resulting approximations are acceptable for fairly large ratios of c/m and fairly large c, in certain situations such estimates are not sufficient. To some extent, we attempt to remedy this problem in the following section.
Remark 16. Looking at the expansions (64), (67), (68) (but not the expansions (65), (71)), one is tempted to think that each of them represents the first few terms of a convergent series. We conjecture that indeed, there exist expansions approximating χ m , ψ c m (1) , ψ c m (0) that are convergent for c < m, and for which (64), (67), (68) are the first 7, 20, and 11 terms, respectively. Such convergent expansions are being investigated.
Results following from the WKB analysis of Eq. (2)
While all expansions in Section 4 are in terms of powers of c/m, it is often desirable to have approximate formulae for various quantities associated with the PSWFs that are valid when (for example) m increases, but c stays proportional to m. In this section, we list several such estimates. Since the results presented here are not the principal purpose of this paper, they are listed without proofs. The proofs will be published at a later date.
Theorem 17. Suppose that c 1 and that m c is an integer. Then
Theorem 18. Suppose that c 1 and that m c is an integer. Then
withĒ defined in (20), (21).
Theorem 19. Suppose that c 1 and that m c is an integer. Then
where p 0 (c, m) is defined by the formula
and E, F are the elliptic integral defined in (16), (17).
The above theorem provides an estimate that is effective for arbitrarily small c/m and gets tighter as c increases. When c/m is reasonably close to 1, a tighter estimate is provided by Theorem 20; however, the estimate provided by Theorem 20 deteriorates as c/m decreases.
Theorem 20. Suppose that b 1 and that
where p 0 is defined in (75), p 1 (c, m) is defined by the formula
and E, F are the elliptic integrals defined in (16), (17).
Theorem 21. Suppose that b 1 and that
where x k denotes the kth root of ψ c m , andG is defined in (19).
Numerical results
The approximate formulae of Sections 4 and 5 were tested numerically. The calculations were performed in FOR-TRAN (the LINUX version from Lahey), in either double or extended precision, as needed. Tables 1-8 illustrate the numerical behavior of some of the approximations listed in Sections 4 and 5. The first two columns in each of the tables contain the bandlimit c and the degree m of the functions for which the calculation was performed. The third column contains the value of the parameter being approximated (calculated numerically with sufficient accuracy via the algorithm described in [14] ) and the fourth column contains the approximation being tested. Finally, the fifth column contains the relative error of the approximation. More specifically, -the parameterχ c m in Table 1 is defined in (64) in Theorem 10; -the parameterψ c m (1) in Table 2 is defined in (67) in Theorem 12; -the parameterψ c m (0) in Table 3 is defined in (68) in Theorem 13; -the parameterλ c m in Table 4 is defined in (70) in Theorem 14; -the parameter r c m in Table 5 is defined as r c m = π 2 1/2 · (χ c m ) 1/4 ; -the function p 0 in Table 7 is defined in (75) in Theorem 19; -the function q in Table 8 (75) and (77), respectively. The final table (Table 9) illustrates the performance of the approximation (76) in the regime where the authors have encountered the need for such an approximation most frequently-when attempting to determine the smallest order m such that 
with c a prescribed band-limit and ε a reasonably small real number (see [14] ). Here,λ c m is defined by (76). The following observations can be made from the tables and from the more extensive numerical experiments performed by the authors.
7. Table 9 indicates that whenever |λ c m | ∈ [10 −34 , 10 −3 ], the approximation (73) to λ c m is quite accurate, even for c = 1. Because of this relative universality, we found the approximation (76) to be convenient in many practical situations.
Conclusions
In this paper, we continue to develop asymptotic formulae for the approximation of certain prolate spheroidal wave functions; in this sense, this paper can be viewed as a sequel to [14, 15] . We investigate the behavior of PSWFs in two regimes: when the ratio c/m decays and when both c and m grow, but the ratio c/m stays bounded. Both the regions of validity and the accuracies of the presented expansions are illustrated with numerical examples.
While our results are restricted to PSWFs representing band-limited functions in one dimension, they are easily extended to PSWFs in two and three dimensions (see [10] ), and to the discrete version of PSWFs (see [12] ).
