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Abstract 
Although it may sound reasonable that American education continues to be more 
effective at sending high school students to college, in a study conducted in 2009, The 
Council of the Great City Schools states that “slightly more than half of entering ninth 
grade students arrive performing below grade level in reading and math, while one in five 
entering ninth grade students is more than two years behind grade level…[and] 25% 
received support in the form of remedial literacy instruction or interventions” (Council of 
the Great City Schools, 2009).  Students are distracted with technology (Lei & Zhao, 
2005), family (Xu & Corno, 2003), medical illnesses (Nielson, 2009), learning 
disabilities and perhaps the most detrimental to academic success, the very lack of 
interest in school (Ruch, 1963).  In a Johns Hopkins research study, Building a 
Graduation Nation – Colorado (Balfanz, 2008), warning signs were apparent years before 
the student dropped out of high school.  The ninth grade was often referenced as a critical 
point that indicated success or failure to graduate high school.  The research conducted 
by Johns Hopkins illustrates the problem: students who become disengaged from school 
have a much greater chance of dropping out of high school and not graduating.   
The first purpose of this study was to compare different measurement models of 
the Student School Engagement (SSE) using Factor Analysis to verify model fit with 




The second purpose was to determine the extent to which the SSE instrument 
measures student school engagement by investigating convergent validity (via the SSE 
and Appleton, Christenson, Kim and Reschly‟s instrument and Fredricks, Blumenfeld, 
Friedel and Paris‟s instrument), discriminant validity (via Huebner‟s Student Life 
Satisfaction Survey) and criterion-related validity (via the sub-latent variables of 
Aspirations, Belonging and Productivity and student outcome measures such as 
achievement, attendance and discipline).  Discriminant validity was established between 
the SSE and the Appleton, Christenson, Kim and Reschly‟s model and Fredricks, 
Blumenfeld, Friedel and Paris‟s (2005) Student Engagement Instruments (SEI).  When 
confirming discriminant validity, the SSE‟s correlations were weak and statistically not 
significant, thus establishing discriminant validity with the SLSS.  Criterion-related 
validity was established through structural equation modeling when the SSE was found to 
be a significant predictor of student outcome measures when both risk score and CSAP 
scores were used.   
The third purpose of this study was to assess the factorial invariance of the SSE 
instrument across gender to ensure the instrument is measuring the intended construct 
across different groups.  Conclusively, configural, weak and metric invariances were 
established for the SSE as a non-significant change in chi-square indicating that all 
parameters including the error variances were invariant across groups of gender. 
Engagement is not a clearly defined psychological construct; it requires more 
research in order to fully comprehend its complexity.  Hopefully, with parental and 
teacher involvement and a sense of community, student engagement can be nurtured to 
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Chapter I: An Overview 
Introduction 
By the year 2018, elementary and secondary public school enrollment is estimated 
to reach 54 million (National Center for Education Statistics, 2009).  The ratio of 
enrollment (defined as the population between 14 to 17 years of age and students enrolled 
in grades 9 to 12) has been slowly increasing in America since the 1960s, while the 
dropout rate has been declining since 1980, from 14.1% to 8.7% (U.S. Department of 
Education, 2009a).  However, this does not ensure that continued growth and academic 
success is inevitable.  Students are constantly distracted with new technology (Lei & 
Zhao, 2005), difficult family lives (Xu & Corno, 2003), medical illnesses (Nielson, 
2009), learning disabilities, and sometimes even a general lack of interest in school and 
discipline (Ruch, 1963).  Only about 75% of the 2006 graduating class in America 
received regular diplomas, and recent reading and mathematics scores did not 
significantly increase from the early 1970s for 17-year-olds (National Center for 
Education Statistics, 2009).  Although it may sound reasonable that American education 
is evolving and continuing to be more effective at sending high school students to 
college, there is still a very long way to go before all children have their needs met and 




  Although America tends to outscore most other countries in math, America still 
falls far behind several countries including Singapore, South Korea and Japan (Dillon, 
2007).  Singapore, South Korea and Japan consistently outperformed Americans in fourth 
and eighth grade math.  What might be more disturbing is that American 15-year olds 
showed poorer application of math than 23 other countries (U.S. Department of 
Education, 2009b).  The important concept is that Americans on a general math test 
scored below only a few other countries, but when asked to apply the math to solve a 
real-world problem, Americans fell much further down the list.  If Americans are not able 
to apply skills like math or reading, it stands to reason that our businesses and 
government institutions may begin to lag behind other countries.  America has always 
been on the cutting edge of innovation technology until recently, as our capacity of 
innovation has been eroding, partially due to fundamental issues in education and science 
(Kao, 2007). 
Even if American high school students are in good standing relative to other 
countries, there is question as to whether these high school graduates are ready for 
college.  According to Education Week (Gewertz, 2009), less than “one quarter of the 
students who took the ACT scored at the college ready level in all four subject areas” (p. 
10).  If students are graduating from high school, yet are not academically prepared for 
college, what does this indicate in regards to the quality of American high schools?  One 
might contend that the standards of earning a high school diploma have been lowered to 
allow the number of students graduating to increase as a form of political and community 
appeasement (Urbina, 2010).  Along these same lines of thought, only about half of all 




declining).  Specifically, the percent of graduates taking the SAT in the 2006-2007 school 
year was 48%, while in the 2007-2008 school year, only 45% took the examination 
(National Center for Educational Statistics, 2009).  Even if the slight decline was not 
significant, only half of American high school students are taking what many consider to 
be one of the most important assessments in one‟s academic career: one that aids colleges 
and universities to identify suitable candidates for their programs and to predict college 
success.  Although not all higher educational institutes require SAT scores, the vast 
majority of colleges and universities require them for consideration. 
Before a student can be concerned with college, graduating from high school is 
the primary goal.  Without a high school education, students will likely face difficulty 
procuring and maintaining a good paying job given modern day technological 
requirements.  The median income for an individual without a high school degree was 
$21,645 in 2003 compared to $49,899 for an individual with a bachelor‟s degree (Baum, 
& Payea, 2004).  Moreover, “young people who drop out of high school are unlikely to 
have the minimum skills and credentials necessary to function in today‟s increasingly 
complex society” (Child Trends Databank, 2005, p. 1).  Complexity often results in 
efficiency, such as using an ATM machine to access one‟s bank account to make a 
withdrawal.  This is more involved than simply walking into a storefront and speaking 
with a bank teller, but it is more convenient and less costly to interact with the ATM 
machine.  In another example, few entry-level secretarial positions do not require 
extensive knowledge of personal computing, such as word processing, spreadsheets, and 
potentially, database maintenance.  A student has the opportunity to learn these skills in 




he or she will find it very difficult to find employment without the necessary skills to 
maintain or succeed at the job.  On a much larger scale, lack of education affects 
America‟s ability to be competitive in a global economy.  Given how education can 
greatly impact not just the life and successes of an individual, but also how public and 
private educational institutions can impact one‟s country, it is critical to identify drivers 
of student education.  What enables a student to want to participate at school and achieve 
academic success?  In this paper, the concept of Student School Engagement is examined 
as a motivating factor in academic success as well as to assess an engagement instrument. 
Statement of the Problem 
A Johns Hopkins research study, Building a Graduation Nation – Colorado 
(Balfanz, 2008), found that students who were successful in grades six through ten were 
typically able to graduate from high school, even in high poverty school districts.  
Concurrently, those who did not perform well in these grades had become disengaged at 
an early stage and had a considerably lower rate of graduation.  The Hopkins study also 
found that students who dropped out of high school experienced difficult life events 
much more often than graduates of high school.  For example, 70% of all teenage 
pregnancies were attributed to teenagers that had dropped out of high school.  More 
importantly, the study showed that warning signs were apparent years before the student 
dropped out of high school.  The ninth grade was referenced as a critical point that 
indicated success or failure to graduate high school.  During this critical point, course 
failure and attendance were considerably more predictive of dropping out of high school 




In a study conducted in 2009, the Council of the Great City Schools states that 
“slightly more than half of entering ninth grade students arrive performing below grade 
level in reading and math, while one in five entering ninth grade students is more than 
two years behind grade level… [and] 25% received support in the form of remedial 
literacy instruction or interventions” (Council of the Great City Schools, 2009, p. 7).  
With the annual influx of new students requiring more than an average amount of 
attention to address academic needs, students would greatly benefit from becoming more 
engaged in their studies and spending more time with other students to offset the time 
that teachers would have to spend to educate them. 
The research conducted by Johns Hopkins illustrates the problem statement being 
addressed by this research paper: students who become disengaged from school have a 
much greater chance of dropping out of high school and not graduating, but with valid 
engagement models and proper instruments, student levels of engagement can be 
identified. 
Purpose of the Study 
  The purpose of this study was threefold. The first purpose of this study was to 
compare different measurement models of the Student School Engagement (SSE) using 
factor analysis (including factorial validity) to understand which model better fits the 
student engagement data. 
The second purpose was to determine the extent to which the SSE instrument 
measures student school engagement by investigating the following types of validity: (1) 




Reschly‟s (2006) and Fredricks, Blumenfeld, Friedel and Paris‟s (2005) Student 
Engagement Instruments (SEI) measure similar constructs; (2) discriminant validity, 
having assessed whether the SSE and Huebner‟s (1991) Student Life Satisfaction Survey 
(SLSS) measure different constructs; and (3) criterion-related validity, having assessed 
the relationship between sub-latent variables of aspirations, belonging and productivity 
and student outcome measures such as achievement, attendance and discipline. 
The third purpose of this study was to assess the factorial invariance of the SSE 
instrument by gender to ensure that the instrument measured the intended construct 
across different groups. 
Research Questions 
1. Does the theoretical factor structure of the Student School Engagement scale 
fit the data better or worse than the empirically derived factor structure, a 
single factor structure, a first-order factor structure, or a second-order factor 
structure?  
a. Assess the factor structure of the SSE instrument using confirmatory 
factor analysis through factorial validity.  
2. Is the SSE instrument a valid measure of student engagement? 
a. Establish convergent validity by answering the following question:  
Does the SSE measure similar constructs as those identified by 
Appleton et al. (2006) and Fredricks et al. (2005)? 
i. Convergent validity by examining the degree to which the SSE 




b. Establish discriminant validity by answering the following question: 
Does the SSE measure different constructs than those identified by 
Huebner? 
i. Discriminant validity shows the degree to which the SSE is 
different from other instruments by correlating it with 
Huebner‟s instrument. 
c. Validate the SSE instrument by exploring criterion-related validity to 
assess the relationship between student engagement and student 
outcome measures such as attendance, academic achievement and out-
of-school suspensions collectively identified as the risk indicator. 
3. Does the factor structure of the SSE instrument show factor invariance when it 
is fitted across subgroups of students based on some demographic variables 
such as socioeconomic status and gender? 
Literature Review 
Background: Colorado/local initiatives on student engagement.  With less 
than half of the entering ninth grade students graduating from high school on time (Iver, 
Balfanz, & Byrnes, 2009), it is critical that the school district‟s system develops a 
coherent, systematic and integrated approach to ensure that reforms are in place to 
support and encourage students. 
Further, the Council of the Great City Schools‟ (the only national organization 
that exclusively represents the needs of urban public schools) 2006-2007 report also calls 




teachers.  These recent reports indicate a call to action in responding to the risk factors 
among our most vulnerable students. 
Research connected to the Colorado Statewide Dropout Initiative conducted by 
Johns Hopkins University (Balfanz, 2008) substantiates the specific warning signs for 
students who are at risk of leaving school early or not completing within four years.  
More than half (54%) of all Denver sixth graders who did not graduate within four years 
had at least one risk factor such as failing math, failing reading/language arts, absent 
more than 20% of days, or had at least one suspension.   
Given the research stated above, the Dropout Initiative designed four goals to 
address the dropout rate:  
1. Halve the dropout rate within 10 years; 
2. Support local dropout prevention strategies and provide resources for student 
engagement and re-engagement; 
3. Address conflicting state statutes and school policies to resolve discrepancies; 
4. Change existing incentives as they do not properly encourage students and 
engagement such as punishments that adversely affect academic performance. 
Governor Bill Ritter and the Colorado Department of Education are spearheading 
the Dropout Initiative, which is associated with external state consultants such as 
Prevention Initiatives, Early Childhood Initiatives, Exceptional Student Services, 
Language, Culture and Equity, Adult and Family Literacy and the Office of Learning and 
Results.  If successful, the initiative would eventually pay for itself through increased tax 
revenues and decreased social welfare costs.  More educated students will result in 




justice.  In 2005, 44,532 Colorado students received their high school diplomas (Balfanz, 
2008) even though there were 62,756 ninth grade students four years earlier. (Note that 
some students transferred to another state, thus not all 18,224 missing students are 
presumed to have dropped out of high school altogether).  In 2008, Colorado high schools 
experienced a 73.8% graduation rate (Colorado Department of Education, 2009).  
Clearly, there is much work to be done to improve this rate and ensure that Colorado 
students are provided enough support to remain in school and achieve a high school 
diploma.  
Implementation of the initiative will include reforms that address attendance, 
negative student behavior during school and course performance, linking early warnings 
to prevention, involving the community and ensuring that all related policies are 
supportive of graduation.  This initiative and its report followed students over a four year 
period while identifying characteristics distinguishing dropouts from students that 
graduated and students who were still in school and examined dropout risk factors for 
current middle school and ninth grade students. 
Additionally, Governor Bill Ritter signed House Bill 09-1243 (Dropout 
Prevention and Student Re-engagement) in May of 2009 that creates the Office of 
Dropout Prevention and Student Re-engagement.  The Bill would structure collaboration 
between schools, districts and educational providers to reduce the dropout rate and 
increase graduation rates (Colorado Department of Education, 2009).  This bill would 
have the Office of Dropout Prevention assess preventive methods, student 
engagement/re-engagement policies and annual trends in attendance and examine the 




To aid in identifying potential dropouts, research has been conducted on 
classifying the types of dropouts.  There are four different types of dropouts (Building a 
Graduation Nation, 2008).  The first type of dropout occurs when students experience life 
events that cause them to dropout, such as having to work to support the family or staying 
home to tend to a sick family member.  The second type of dropout occurs when students 
fade out; their academic performance is satisfactory, but they do not sense a reason to 
continue to attend school.  The third type occurs when students are pushed out of the 
school system because they are perceived as a threat to others or themselves (such as 
being violent towards others).  The fourth type of dropout occurs when students have 
poor academic performance and fail their courses.  The second and fourth types (no 
reason to continue and poor academic performance) could be greatly reduced by change 
on the part of the students.  The students are ultimately responsible for their attitudes and 
the effort placed upon their work, even though parents, teachers and the community have 
a considerable impact.  Thus, if it can be shown that engagement can affect perceptions 
of the value of school and affect the effort placed upon school work, the rate of dropouts 
could potentially decrease significantly. 
There is great concern and effort by the State, teachers, parents, community 
organizers and policy makers being placed into addressing how to support students and 
keep them not only in school, but to encourage their engagement in academics and social 
interactions. 
Theoretical framework.  School engagement has been a topic of investigation 
for many years because of its relationship to school success and the prevention of school 




dimensional construct.  Whereas those models were primarily based upon a psychological 
construct, latter models, such as the Hazel model discussed below, were based upon prior 
models and literature. Since then, the definition has begun to incorporate many different 
traits and has become much more sophisticated and multi-dimensional.  For example, 
Fredricks, Blumenfeld, & Paris (2004) defined engagement as “the fusion of behavior, 
emotion, and cognition under the idea of engagement (p. 61).”  This is further expounded 
on by Finlay (2006): the division between the components of engagement and their effect 
on academic success “aids in understanding that „engagement‟ as a whole is a multi-
dimensional construct (p. 3).”  Indeed, it was apparent that many concepts are evident in 
one form of engagement as they are evident in another form of engagement (such as the 
cognitive and the emotional forms of engagement).  Additionally, Appleton, Christenson 
and Furlong (2008) reported that there are two-, three- and four-component engagement 
models evident in prior research, thus contributing to the idea that engagement is a multi-
dimensional construct. 
Engagement has also been defined as school connectedness, affiliation, 
membership, bonding and belonging (Jimerson, Campos, & Greif, 2003; Osterman, 
2000), and it can be described as “investment…created when students appreciate and put 
forth effort in their school work…investment is ensured if students feel like they belong 
and that there are supportive people on whom they can rely” (Finlay & Heilbrunn, 2006, 
p. 7).  Given these definitions, it was clear that the definition of engagement had evolved 
into a multi-dimensional construct, which made it more difficult to measure as different 




engagement.  Given this challenge, it was imperative that a detailed and comprehensive 
definition was created. 
Previous research had not done justice to school engagement as a 
multidimensional construct that includes behavior, emotion, and cognition (Fredricks et 
al., 2004).  Most studies have investigated a single type of engagement or have used 
measures that produce a single score for general (non-specific) levels of engagement.  
Single score or single concept engagement did not suffice for this research article; 
instead, a multi-component model was used.  Again, prior models were based upon 
psychological constructs whereas the Hazel model was based upon literature. Some of the 
theories that laid the groundwork for Hazel‟s model are discussed below. 
O‟Farrell, Morrison, and Furlong (2006) discussed five different variables that 
indicated a specific level of engagement associated with contextual considerations and 
actions.  By understanding these differing levels of engagement, teachers and staff will be 
better equipped to identify students that are either at risk for disengagement or who are 
already disengaged from their school or their school work.  By organizing each level with 
specific guidelines, engagement can be addressed more efficiently and accurately.  
The five concepts discussed are as follows: 
1. Individual student variables:  This variable refers to the individual 
contributions that students make on their own merit.  Even though 
engagement is not solely a self-reliant attribute, as it is highly influenced by 
peers, family and teachers, engagement is ultimately an individual trait and 





2. Peer variables:  It is important to remember that “peer influence is a powerful 
factor in adolescent development [and can be harnessed to produce] orderly, 
productive, and positive academic and rehabilitative environments” (Tate, 
2001, p. 216).  Peer interaction can be a significant factor in student feelings 
of belongingness and can influence engagement.  If peers are perceived to 
enjoy and be interested in the material presented at school, students are more 
inclined to pay attention and consider the material as important.  Students who 
are victimized at school by peers are considerably less likely to feel a sense of 
belongingness (O‟Farrell, 2006) and may choose to completely disengage 
from school by skipping all classes in order to avoid the malicious peers while 
also sheltering themselves from social interaction, fearing more victimization. 
3. Classroom variables:  Classroom variables are best described as how the 
teacher structures the classroom in terms of assignments and goal-oriented 
tasks.  By emphasizing students‟ abilities rather than encouraging task 
completion, students were more inclined to disengage from the learning 
process (Anderman & Anderman, 1999).  At this level, engagement has been 
shown to be associated with teacher encouragement and long-term 
expectations.  Thus, classroom variables such as teacher expectations and how 
teachers structure the learning process can have a great impact on student 
engagement. 
4. School variables:  According to Battistich, Schaps, and Wilson (2004), 




among students and teachers and that encourages group decision-making tend 
to exhibit higher levels of engagement.  When effective schools support and 
encourage positive relationships, the culture of the school contributes to 
student engagement.  Not only do positive behaviors and more involvement 
result, but negative and delinquent behaviors tend to decrease. 
5. Family variables:  Although most of a student‟s day is spent at school, time at 
home and family interactions contribute to student engagement at school.  
Students that have strong parental involvement and experience school 
belongingness tend to have higher grade point averages (Gutman & Midgley, 
2000).  As mentioned previously, belongingness is closely related to 
engagement. 
The two most popular and empirically validated models are the Fredricks, 
Blumenfeld, Friedel and Paris (2005) three-factor model and the Appleton, Christenson, 
Kim, and Reschly (2006) four-factor model, as measured on the School Engagement 
Instrument (SEI).  The Fredricks et al. (2005) model was validated in their article through 
exploratory factor analysis, means and standard deviation comparisons, concurrent 
validity (zero-order correlations), standardized regression and qualitative interviews.  The 
Appleton et al. (2006) model was validated through confirmatory and exploratory factor 
analysis, convergent and discriminant validity and chi-square difference tests between the 
factors. 
The Fredricks, Blumenfeld, Friedel, & Paris (2005) three-factor model.  The 




overlapping dimensions: emotional engagement (identification with the students‟ school, 
emotional reactions to the classroom, and student relationships with peers and adults); 
behavioral engagement (positive conduct and involvement in academic-related activities 
and participation in school-related activities); and cognitive engagement (psychological 
investment and strategy used in learning).  School success (the dependent variable) was 
defined as achievement (grades and credits earned) and positive behaviors (attendance 
rates and rule infractions).  These three attributes were used as they were thought to 
encompass major factors in why and how a student would become successful in school.  
They also represent the mind (cognitive), the heart (emotional) and the body (behavioral).  
Fredricks, Blumenfeld and Paris (2004) also supported these same three components 
linked to engagement. 
Prior research concluded that it is possible that the emotional engagement 
component precedes the cognitive and behavioral engagement components, while the 
cognitive and behavioral engagement components have a greater effect on academic 
success.  According to Fredricks, Blumenfeld and Paris (2004), engagement is important 
because an increase in engagement will improve students‟ academic performance, 
promote school attendance, and inhibit risky youth behaviors.  Additionally, Fredricks, 
Blumenfeld and Paris (2004) discuss specific ways to promote student engagement.  
Support from adults, challenging and interesting tasks, adequate structure, support for 
autonomy, opportunities to learn with peers and opportunities for active learning all 
contribute to a student‟s likelihood of becoming more engaged in school. Implementation 
of enhanced engagement through actions on the part of school staff and other interested 




To summarize, this model suggests that engagement employs a multidimensional 
construct where emotional engagement includes interests, values and overall emotions; 
cognitive engagement employs motivation, effort and strategy; and behavioral 
engagement includes aspects of work and following rules and principles (Fredricks et al, 
2004).  Thus, an engagement instrument was developed with 19-items employing a four-
point Likert response scale similar to those mentioned above. Figure 1 demonstrates the 
conceptual model created by the authors. 
 
Figure 1. The Fredricks, Blumenfeld, Friedel, & Paris (2005) model of school 
engagement. 
The following sections define and discuss the three engagement domains covered 
by the Fredricks et al. (2005) model and are followed by an explanation of the 
engagement survey used in their research. 
Engagement domains: behavioral.  Behavioral engagement includes positive 
conduct, involvement in academic-related activities, and participation in school-related 
activities such as sports or debate (Finn, 1993; Finn, Pannozzo, & Voelkl, 1995).  When a 




contributes positively to the school, not just in the classroom and through attitude, but 
also through school-related activities that are not necessarily academic-based. 
Students‟ behavior can be a very strong predictor of school achievement as 
specific behaviors such as attendance and completing assignments on time directly 
impact the grading system.  Previous research has found a positive relationship between 
behavioral engagement and achievement outcomes (Connell, Spencer, & Aber, 1994; 
Marks, 2000) and a negative relationship between behavioral engagement and discipline 
problems (Finn et al., 1995) and dropping out (Connell, Halpern-Felsher, Clifford, 
Crichlow, & Usinger, 1995).  Additionally, Finn (1993) found a strong positive 
relationship between participation and school achievement, including the fact that the 
resulting positive impact was greater when the student engaged in a high degree of 
participation rather than a more moderate degree of participation.  Voelkl (1997) also 
found a relationship between participation and student achievement. 
Engagement domains: cognitive.  Cognitive engagement is the psychological 
“investment in learning…self-regulation, or being strategic” (Fredricks et al., 2004, p. 63) 
about the approach used in learning academic material.  Again, engagement demands a 
level of effort in order to be realized.  Specifically, engagement causes the student to 
participate in the learning activity, one that is purely cognitive and may not manifest 
itself on an emotional level, nor is it measured through purely behavioral means.  
Engagement may also include perceptions and beliefs (Jimerson et al., 2003).  A student 
may observe a learning activity and then reflect upon his or her perceptions of the results, 




reflection then shapes his or her belief system and could break down limiting or naïve 
paradigms. 
Cognitive engagement is difficult to measure as it does not always manifest itself 
in a form like a behavior, nor can one assume that attendance or participation yields 
cognitive engagement.  Cognitive engagement could manifest itself in various forms, 
such as positive reaction to constructive criticism, sophisticated or efficient solutions to 
complex problems, the identification of complex patterns, a high value placed upon 
learning, self-motivation and the establishment of specific goals.  Ultimately, it is an 
internal mechanism that can affect school performance, as seen by the positive 
relationship between cognitive engagement and achievement (Boekarts, Pintrich, & 
Zeidner, 1991; Nystrand & Gamoran, 1991). 
Engagement domains: emotional.  For this paper, emotional engagement is 
defined as identification with the student‟s school, emotional reactions to the classroom, 
and student relationships with peers and adults.  Finn (1989) defined it as feeling 
important in the school, or in other words, a feeling of belonging. (A term further defined 
later.)  If the student feels as though he belongs in the school and that he is a part of the 
educational system, he is more likely to place effort on improving his situation and 
becoming successful.  This sense of belonging may affect not just academic work but 
also interest levels in extra-curricular activities.  Fredricks, Blumenfeld, and Paris (2004) 
described emotional engagement as positive and negative reactions to classmates, 
teachers, academics and the school.  Emotional engagement could also be defined as a 




the interpersonal relationships between the student and other students, as well as teachers 
and staff (Yazzie-Mintz, 2007). 
Although not a lot of research has been done linking educational outcomes and 
emotional engagement, Finn (1989) and Newman (1981) found that low emotional 
engagement impacted students' decisions to drop out of school because of social isolation 
and feelings of estrangement.  Feelings of separation from the school and other kids tend 
to decrease the value placed upon these interactions and their consequences. Fine (1991) 
found emotional engagement to be a protective factor in helping at-risk students stay in 
school.  By feeling attachment and by creating an emotional investment, students place 
value upon and commit to outcomes such as their grade point average and test scores.  
Additionally, emotions have been specifically linked to student engagement: “positive 
emotions during school were associated with higher levels of student engagement and 
negative emotions with lower levels of engagement” (Reschly, Huebner, Appleton, & 
Antaramian, 2008, p. 419). 
Fredrick’s student engagement instrument.  Fredricks designed her Student 
Engagement Instrument (SEI) through a blueprint plan that consisted of three sections 
containing various sources of previous research.  Section 1 concerns the use of strategies 
to obtain an academic goal.  The use of strategies and putting forth additional effort to 
ensure quality material has been mentioned previously in cognitive engagement research 
(Fredricks et al., 2004).  The second is the ability to delay immediate gratification; in 
other words, being able to prioritize and set boundaries in a responsible manner (e.g., 
doing homework before watching television).  The third is student morale.  Student 




up or dropping out of the class or school.  Students with high morale tend to place more 
effort in their work and express hope and optimism, and this attitude keeps students 
engaged rather than apathetic. 
Through the National Center for School Engagement, Finlay (2006) cited the 
body of work by Fredricks et al. (2004) in order to design an instrument from numerous 
sources and instruments to assess whether “interventions in three intensive demonstration 
sites had an effect on student engagement” (Finlay, 2006, p. 1).  This article also assessed 
the validity and reliability of their instrument (i.e., Finlay‟s School Engagement Survey, 
FSES) through group comparison (Cronbach‟s Alpha) and convergent validity 
(correlations).  Although the Fredricks instrument has not been validated, multiple items 
from the instrument were selected for Finlay‟s validated instrument. 
The Appleton, Christenson, Kim, and Reschly (2006) four-factor model.  The 
Fredricks, Blumenfeld, Friedel, and Paris (2005) three-factor model was used as a 
reference point for a more complex and explanatory model: the four-factor model.  The 
Appleton, Christenson, Kim, and Reschly (2006) four-factor model contains the 
following components: affective engagement, cognitive engagement, behavioral 
engagement and academic engagement.  This four-factor model differs from the 
previously discussed three-factor model in that it includes an academic engagement 
component.  Academic engagement refers to activities and goals such as course credits, 
homework completion, and the time in which the student remains on task and not 
distracted.   
While both academic engagement and behavioral engagement are observable, 




measure.  For the purposes of their study, Appleton et al. (2006) used self-report methods 
to measure the cognitive and affective engagement components (via the Student 
Engagement Instrument) (Appleton et al., 2006). 
Summarizing Appleton and Christenson‟s school of thought on the notion of 
student school engagement, one can conclude that the SEI instrument aims for measuring 
student engagement, and its structure suggests that these domains are both observational 
and psychological.  For example, academic engagement and behavioral engagement are 
observed through student achievement and behavioral measures (i.e., risk scores, number 
of office referrals, suspensions, etc.), while affective engagement and cognitive 
engagement are measured through a psychological instrument.  Figure 2 depicts this 
conceptual model (Appleton et al., 2008). 
 
 
Figure 2.  The Appleton, Christenson and Furlong (2008) model of student engagement. 
Huebner’s Student Life Satisfaction Survey.  The Student Life Satisfaction 
Survey (SLSS) was created as a unidimensional measure of student life satisfaction 




satisfaction questionnaire developed by Diener, Emmons, Larsen, & Griffin (1985).  
Unfortunately, this questionnaire was designed for adults, and the validity of the 
questionnaire was unknown pertaining to children.  Thus, Huebner (1991) designed a 
similar questionnaire that was appropriate for a younger audience.  The scale was 
analyzed and was found to have appropriate internal consistency and a unidimensional 
factor structure.  Results were also compared to adults, and similar outcomes were 





 grades.  Part of the reason why the instrument is appropriate to use with children as 
well as adults is that it is meant to measure global life satisfaction rather than age-specific 
aspects of life such as school or friends (Huebner, 1991).  In sum, the instrument held 
“adequate, preliminary psychometric characteristics for research purposes” (Huebner, 
1991, p. 238). 
Hazel’s model of student school engagement.  By examining the ecological 
factors that can affect engagement, it was clear that engagement can be defined by 
numerous factors.  Thus, there were multiple models of student engagement as well as 
various measurement tools for students to self-report levels of engagement; however, 
little was understood about the variables and their impact on students overall.  
Researchers are seeking better ways to link student engagement interventions to 
individual needs, practices and outcomes. 
Although at the time of this paper, the Hazel model was only in its theorized state, 
the multi-dimensional biopsychosocial model served as a foundation for this study‟s 
definition of engagement.  Specifically, the definition of engagement was considered to 




mediated affiliation with and investment in schooling…[as] a biopsychosocial 
phenomena, occurring in and responding to environmental contexts within a 
developmental trajectory” (Hazel, Jack, Wonner, Albanes, & Gallagher, 2008, p. 3).  
Although there were other definitions that existed for engagement, the underlying 
premises were that engagement is malleable (and therefore can be changed and 
improved) and that more engagement resulted in improved academic performance and 
better outcomes for the student.  The definition emphasized that engagement‟s attribute 
of plasticity allowed for students to respond to their environment and thereby improve 
their academic performance (Hazel, Vazirabadi, Albanes & Gallagher, 2009). 
Given that engagement was considered to be multi-dimensional and comprised of 
many different attributes and behaviors, this paper contended that engagement was best 
suited to be measured as the following set of sub-domains that affect school success: 
aspirations, belonging and productivity. (This model did not include the academic 
component that was seen in some engagement models; academics were considered to be 
outcome variables in this study.)  School success was operationally defined as academic 
achievement, attendance and appropriate behavior.  Academic achievement could be 
measured in various ways, such as course completion, graduation, achieving a minimum 
grade point average, a significant increase in grade point average or completion of a 
minimum number of credits in one semester or school year.  For this study, school 
success was determined by behavior, attendance and grades in the core content areas of 
math and language arts. The three sub-domains of Hazel‟s model are described below. 
Belonging.  Belongingness is a concept closely related to engagement as students 




may also identify with the school when in contact with students from a different school).  
The idea that belongingness is an important component of emotional engagement seems 
clear from previous studies (Wentzel & Asher, 1995), and there is evidence to suggest an 
indirect effect upon achievement (Jennings, 2003; Osterman, 2000; Wentzel & Caldwell, 
1997).  Although other studies have discussed an indirect effect, this paper considered 
belongingness to have a direct impact on engagement.  Although it is reasonable to 
suggest that belongingness is a component of emotional engagement, it was examined as 
a separate entity in order to better understand its impact and value as a part of how 
emotions can have a positive effect on school achievement and engagement in general.  
Belongingness is a more specific emotion and thus was examined individually. 
Finn (1989) defined belonging as a feeling of being important, and that belonging 
is essentially a student‟s identification with the school. (Identification has often been 
referred to as a component of emotional engagement).  The National Center for School 
Engagement (NCSE) also included belonging as a descriptor of engagement (Finlay, 
2006), referring to it as affective reactions in the classroom, attitudes towards the school 
and teachers, and student identification with the school.  Given attributes such as attitudes 
and identification, it is likely that students‟ perceptions of their levels of belonging could 
have a strong impact on their academic achievement.  The components that comprised 
belongingness were peer relationships, school staff relationships, and school membership. 
Aspirations.  Aspiration is described as a student‟s value placed upon school.  The 
student believes that school is worthwhile and invests time and energy into being 
academically successful.  Aspirations can also be referred to as “a student‟s appraisal of 




2009, p. 11).  In a study by Pike and Kuh (2005), they found that academic engagement 
was positively related to educational aspiration.  Educational aspiration was defined as 
the intention to enroll for an advanced degree.  Aspiration‟s components included: 
investment, goals and family and community support. 
Productivity.  Productivity is a drive to achieve success in the academic endeavor.  
Hazel et al. (2009) described it as effort, persistence and the willingness to work.  
Although productivity may be considered an outcome, for this paper, productivity was 
considered to be the energy exerted by students in their attempts to concentrate and be 
attentive to their studies.  It can be operationalized by paying attention and putting forth a 
good effort to study for their classes.  In a study by Kuh and Hu (2001), they directly 
referred to engagement in their definition of productivity: “the combination of student 
engagement in educationally purposeful activities and the gains they make in a range of 
desired outcomes of college (p. 11).” Productivity‟s components included: compliance, 
meta-cognition and effort. 
The final section of this chapter addressed the statistical methodologies related to 
the model presented in this study, including factor analysis (exploratory and 
confirmatory), convergent, discriminant and criterion-related validity and factorial 
invariance.  This section included issues such as assumptions, sample size 
recommendations, missing data and model fit statistics. 
Sample size recommendations.  There are various guidelines in the literature for 
conducting factor analysis.  Typically, it is understood that larger sample sizes provide 
factor loading results that are more accurate estimates of population loadings 




number of observations versus number of variables as a recommendation for sample size.  
For example, Cattell (1978) recommends an N:p ratio of 6:1, while others such as Gable 
(1993) and Everitt (1975) recommend ratios greater than 10:1.  It is important to note that 
communalities also play an important role in determining sample size when conducting 
factor analysis. Generally, lower communalities require higher sample size, thus analyses 
with cases of low communalities require at least 500 observations (MacCallum et al., 
1999). 
On the other hand, in Structural Equation Modeling (SEM), sample size is 
irrelevant to model identification (Kline, 2005).  However, similar to other statistical 
techniques, a larger sample size would have less sample error.  There are various 
considerations of required sample size for path analysis.  For example, as mentioned by 
Kline (2005), N <100 is considered a small sample size, where a sample size between 
100 and 200 is a medium sample size, and N > 200 is considered a large sample size.  
Although, there are no standards in the literature about number of parameters and sample 
size, one might consider model complexity as an indication of sample size in path 
models.  This means path models with more parameters typically require larger sample 
sizes (Kline, 2005).  Thus, the recommended sample size for this study was greater than 
200. 
Validity testing and assumptions. The following sections detail the validity 
testing and assumptions of the analyses conducted. 
Exploratory factor analysis.  Exploratory factor analysis (EFA) is a statistical 
technique that can be used for a variety of purposes, including supporting construct 




can be supportive (Probst, 2003).  For this study, exploratory factor analysis measured the 
empirical factor structure of the Student School Engagement (SSE) instrument. 
The following points summarize the various results that factor analysis can be 
used for (Meyers, Gamst & Guarino, 2006): 
a. Factor analysis is a data reduction technique that is used to reduce a large 
number of variables to a smaller set of factors in order to discover latent 
structures within the data. 
b. Factor analysis is also used as an instrument criterion-related validity 
technique to assess that a set of items load on the same factor measuring 
the intended target of measurement. 
c. Factor analysis can help identify outliers and/or cluster of cases. 
d. There are two types of factor analysis techniques: exploratory and 
confirmatory factor analysis.  Exploratory factor analysis (EFA) is used to 
uncover an underlying latent structure within the data when the 
assumption is that any variable can be associated with any factor, whereas 
confirmatory factor analysis (CFA) is based on a theoretical framework 
where the model seeks to determine if the number of factors and loadings 
confirms the original theory.  CFA can be accomplished through structural 
equation modeling (SEM) using AMOS, LISREL, or Mplus. 
e. When discussing factor analysis, one should discuss the factoring methods 
commonly used in factor analysis.  For example, principle component 
analysis (PCA), is the most common form of factoring in which PCA 




extracted.  Canonical factor analysis (or principle axis factoring) seeks the 
highest canonical correlation with the variables. 
f. Most rotation methods in factor analysis are described as either orthogonal 
or oblique.  Oblique rotations are used when the factors can be correlated, 
while orthogonal rotations are used when the variance of the squared 
loadings are maximized and the resulting factors explain much the 
variance of the original variables.  Varimax is the most common form of 
orthogonal rotations.  Direct oblimin is the most common form of oblique 
rotations.  Other forms of orthogonal rotations are quartimax and equimax. 
The assumptions of factor analysis include (Tabachnich & Fidell, 2001): 
a. Valid imputation of factor labels: When performing a factor analysis, it is 
common to label each factor based on a subjective judgment.  For 
example, a factor may be labeled, student engagement, while in another 
dataset it is referred to as personal efficacy or life satisfaction. 
b. Sample size and missing data:  Correlation coefficients are much less 
reliable when computed from a sample size.  Therefore, when performing 
factor analysis, it is important to have an adequate sample size.  As 
discussed in Tabachnick and Fidell (2001), it is recommended to have at 
least 300 cases, even though a sample size of 1,000 is preferable. 
c. Normality: Multivariate normality is assumed when drawing inferences to 
determine the number of factors. 
d. Linearity: If the assumption of multivariate normality is met, it is assumed 




e. Absence of outliers: If outliers exist on any single variable, or a collection 
of variables, it could impact factor selection.  Thus, similar to other 
multivariate techniques, outliers must be evaluated and dealt with while 
doing factor analysis. 
f. Absence of multicollinearity: In factor analysis, there is no need to invert a 
matrix; therefore, multicollinearity is not an issue; however, extreme cases 
of multicollinearity or singularity could impact the eigenvalues among 
values and factor loadings. 
g. Factorability of R: This assumes that the correlations among variables are 
rather large.  Tabachnick and Fidell (2001) recommend at least a 0.30 
correlation among variables for factor analysis. 
Confirmatory factor analysis.  Confirmatory factor analysis (CFA) is an a-priori 
technique that analyzes measurement models, where the number of factors and 
corresponding indicators are explicitly identified from a theoretical framework (Kline, 
2005).  In CFA, factors are typically considered latent, as they intend to measure an 
underlying construct that is not directly observable.  Unless determined in a hierarchical 
SEM model, the latent/unobserved variables are represented by circles in a diagram or 
figure and are typically exogenous (i.e., variables whose causes are unknown).  Observed 
variables are those whose purpose is to measure an underlying construct; therefore, they 





1. An indicator variable is a continuous variable known as having two causes 
identified as an underlying factor; the indicator is supposed to measure an 
error term that identifies other sources of variation. 
2. The error terms are uncorrelated with each other and other factors. 
3. The relationship among the factors is unanalyzed. 
Convergent validity.  Convergent validity occurs when two different instruments 
are compared that should be measuring the same psychological construct.  If the 
instruments are highly correlated and both attempt to measure psychological distress, 
then it is feasible that both instruments are measuring this construct.  This aids in 
establishing construct validity.  Watson, Weber, Assenheimer, Clark, Strauss and 
McCormick (1995, p. 5) defined convergent validity as “substantial relations with other 
purported measures of the target construct.”  Additionally, Watson et al. (1995) stated 
that only through convergent and discriminant validity can a researcher determine how 
well a scale measures the psychological construct.  Further, Thorndike (2005) stated that 
convergent validity is the extent to which different ways of measuring the same trait yield 
high correlations.  The SSE and the SEI instruments acted as the comparators to assess if 
similar constructs are being measured. 
Discriminant validity.  Discriminant, or divergent validity, also a form of 
construct validity, is an opposing concept that ensures that the instrument does not 
measure a similar but distinct concept, such as a depression scale measuring sadness (i.e., 
a similar, yet different concept).  Discriminant validity is very similar to convergent 




a high correlation between the two instruments, it is expected that they result in a low 
correlation.  Discriminant validity illustrates that one test or instrument is not like 
another, supporting the idea that the instruments should be testing different concepts.  For 
purposes of this study, discriminant validity and divergent validity were considered 
synonymous. 
Criterion-related validity.  Criterion-related validity measures how well a 
particular variable is related to an outcome or external psychological concept based upon 
a series of other, related variables.  The variables must then relate to a behavioral 
criterion that is commonly agreed upon by professionals that are knowledgeable in the 
field.  Furthermore, criterion-related validity may be established when the scores on a test 
are systematically correlated with a relevant outcome or criterion. 
 While discussing criterion-related validity, it is important to note that there are 
two different types of criterion-related validity: predictive and concurrent.  The predictive 
method is used when test scores are used to predict a criterion in the future.  It assesses 
the degree to which a test predicts events or behaviors (McIntire & Miller, 2007).  A 
certain amount of time elapses when the test is administered (predictor) to when the 
outcomes measures are collected (criterion).  In this study, concurrent criterion-related 
validity was assessed by structural equation modeling where SSE scale scores were used 
as independent variables, and academic achievement, risk and CSAP scores were used as 
dependent variables (McIntire & Miller, 2007).  When scores are collected 
simultaneously for both scores, the test is said to have concurrent validity.  For this study, 




SEM assumptions.  Similar to other multivariate techniques, the SEM family of 
analyses includes a number of assumptions that need to be tested prior to model building 
and interpretation. 
Much like other multivariate techniques, SEM requires multivariate normality. 
This means that all univariate distributions are normal, the distribution of paired variables 
is normal, and all scatter plots manifest linearity and homoscedasticity (Kline, 2005).  
However, Kline (2005) suggests that due to the difficulty of assessing all aspects of 
normality, univariate distributions alone are sufficient.  Univariate normality was 
addressed through skewness and kurtosis.  A skewed/asymmetrical distribution is 
detectable when S > +1 or < -1.  This indicates that most of the scores are either below or 
above the mean respectively.  If the data is not normally distributed, various methods of 
transformation will be considered to convert original raw scores.  Some methods 
suggested by Kline (2005) include square root, logarithmic or inverse function 
transformation depending on the direction of skewness (positive or negative).  Much like 
multiple regression, the SEM family of analyses are sensitive to the presence of outliers.  
Kline (2005, p. 51) defines outliers as “cases with scores that are significantly different 
than the rest.”  One basic method recommended to detect such cases is to compute z-
scores; typically, z-scores above 3.0 would be considered “extreme” cases; however, for 
the purpose of this study, outliers were detected using the Cook‟s D test for each case.  If 
the resulting value is greater than 4/(n-k-1) (where n is the number of observations and k 





Another important assumption of SEM was stated by Kline (2005): there cannot 
be missing data.  SEM is susceptible to the effects of missing data, thereby preventing 
model analysis.  Multicollinearity in SEM results in singular covariance matrices and it 
occurs when the inter-correlations among variables are extremely high (greater than 0.85) 
(Kline, 2005). 
Mardia, Kent and Bibby (1979) stated that if multivariate normality holds, then 
weighted least squares is not biased; however, weighted least squares may not be the only 
statistical concept or technique affected.  Eye and Bogat (2004, p. 255) claim that 
“[multi]normality is a condition that often must be met to obtain parameter estimates that 
are efficient and unbiased.”  Additionally, according to Habing (2003), in order to use 
maximum likelihood estimation, it is necessary for the data to be normal. 
Model fit.  The following section covers how to assess model fit; specifically, it 
summarizes four fit indices, what they confer, and how to interpret their results in SEM. 
In over-identified path models (defined as degrees of freedom greater than zero), 
the model does not fit the data; thus, it is important that the model‟s fit is assessed.  There 
are many indices that assess the fit of a structural equation model, and new indices are 
being created everyday (Kline, 2005).  Knowing which indices to use are critical, 
however, as certain publications allow only certain fit indices (perhaps to maintain 
consistency in the field).  As a result, Kline recommends the following four indices to be 
used with SEM model results: 
1. Model chi-square 




3. The comparative fit index (CFI) 
4. Standardized root mean residual (SRMR) 
In an SEM model, the most basic fit index is a product of (N-1) FML, in which N-1 
equals the overall degrees of freedom in the model and FML is the test statistic of the 
criterion minimized in the Maximum Likelihood estimation (Kline, 2005).  Assuming a 
large sample size and multivariate normality, this statistic is distributed as the Pearson‟s 
chi-square statistic, which has degrees of freedom equal to the model.  This statistic is 
referred to as the model chi-square.  The chi-square statistic tests the null hypothesis that 
the model is correct, thus the chi-square test is based on a central distribution that has 
only one parameter (i.e., the degrees of freedom).  In a just identified model, where the 
model perfectly fits the data, the value of the chi-square test and degrees of freedom are 
both zero; however, models that are as complex as the data are not as interesting, and in a 
case where two models had similar explanatory power for the same data, the simpler 
model would be preferred.  The higher the value of the chi-square statistic, the worse the 
model fit is.  As a result, this statistic is a “badness-of-fit” test.  Thus, failure to reject the 
null hypothesis would indicate model fit.  It is important to note that chi-square statistics 
are sensitive to large correlations and sample sizes, which in turn make its value larger.  
To correct this issue, some researchers have used the normed chi-square (NC) which 
divides the value of chi-square by the degrees of freedom.  Although there are no rules of 
thumb for using this method, Bollen (1989) recommends NC values of 2 or 3, or even as 




Root mean square error of approximation (RMSEA) is a measure of approximate 
error.  It is a parsimony index where its formula has a correction function for complex 
models.  Model complexity refers to the number of paths in the model.  When comparing 
two models with the same explanatory power, the more parsimonious (i.e., simpler) 
model would be favored.   
The RMSEA is the error of approximation which concerns the lack of fit in the 
researcher‟s model to the population covariance matrix.  The general rule of thumb for 
interpreting this statistic is that models with RMSEA below .05 are considered to have a 
close approximate fit, between .05 and .08 suggests reasonable approximation, and above 
.01 indicates poor fit (Kline, 2005).  Most SEM computer programs provide the 90% 
confidence interval for the population parameter (designated as epsilon) for which the 
lower and upper bounds of the interval are not symmetrical.  This interval designates the 
degree of uncertainty associated with the RMSEA estimate.  The interval also explicitly 
acknowledges that the RMSEA (and other fit indexes) are sample statistics and are 
subject to sampling error. 
Comparative fit index (CFI) is an increment or comparative fit index, which is 
widely used in SEM.  This index assesses the relative fit of the researcher‟s model to that 
of a baseline or an independence model.  The baseline model assumes zero population 
covariances among the observed variables.  Because the baseline model assumes no 
relationship among the variables, the value of its chi-square is often quite larger than that 
of the researcher‟s model.  Given that the independence model has zero covariances, the 
researcher‟s model is almost always going to have favorable results in comparison with 




It is suggested that a CFI value above .90 is considered a reasonably good fit of the 
researcher‟s model. 
While these fit indices evaluate various aspects on an SEM model, they are not 
free of limitations.  These limitations are described by Kline (2005) as: (a) the model fit 
indexes values show the overall model fit, overlooking parts of the model with poor fit; 
(b) each model fit index assesses the fit of a particular aspect of the model (CFI is an 
incremental fit index), such that model fit is typically assessed using multiple indices; (c) 
model fit indexes may not be theoretically meaningful; and (d) if a model indicates 
adequate fit, it might not necessarily have high predictive power. 
The standardized root mean residual (SRMR) is “a measure of the mean absolute 
value of the covariance residuals” (Kline, 2005, p. 141).  Ideally, a model would have a 
coefficient of zero, indicating a perfect fit because the higher the coefficient, the poorer 
the fit of the model.  SRMR is distinguished from RMR in that the data have been 
standardized, allowing for a more accurate interpretation of the results.  The SRMR has 
the sample and predicted covariance matrices transformed into standardized correlation 
matrices.  Thus, the SRMR is the mean absolute correlation residual (the difference 
between the observed and the predicted correlations).  Values less than .10 are favorable 
(Kline, 2005). 
The implied covariance matrix is calculated from the path coefficients.  The path 
coefficients are multiplied to result in the effect size.  This multiplication rule creates the 
implied matrix, while the sample covariance matrix is then subtracted, resulting in the 





Modification and residual indices.  According to Garson (2009), when 
developing a model using SEM, a deficient model is replaced with an alternate model 
that is tested based on changes suggested by SEM modification indices (MI).  A 
modification index is a “measure that estimates how much chi-square is expected to 
decrease if its corresponding parameter is set free and the model is re-estimated” (Chau, 
1997, p. 318).  Unfortunately, models built in this ad hoc style are subject to instability 
with new data due to a unique dataset having originally been used to create the model 
(Garson, 2009).  Thus, the model may only fit that particular dataset.   
Factorial invariance.  Factorial invariance refers to the ability of the instrument 
to measure a factor equally across groups.  For example, a valid instrument would be able 
to measure aspirations at an equal level across different groups in the population, such as 
between girls and boys.  Essentially, the instrument should be able to assess the 
psychological construct reliably and be stable across different groups of people.  Factor 
invariance was used to assess the SSE scale‟s ability to measure the intended construct 
based upon students‟ gender.   
A score is said to be measurement invariant if the probability of observed scores 
is not dependant on their group membership (Wu, Li, & Zumbo, 2007).  The factor score 
(or the latent variable) serves as the alternative to the true score via the observed random 
variables.  Thus, if refining the invariance definition specific to factor analysis, one might 
state that factorial invariance (FI) dictates that a latent variable measured on the set of 
observed indicators is identical across groups, hence allowing CFA to empirically test for 




  Various research articles in the field concur that the last three structural 
components were not vital parts of establishing equality of the measures across groups 
while the equality in the first three components ensures the manifest variables have 
identical relationship with the latent factors across groups being tested; more importantly, 
the regression equations should be identical in order to establish FI. 
  Typically, FI is tested through multi-group confirmatory factor analysis 
(MGFCA) using means and covariance structure.  MGFCA gets its popularity from 
testing the hypotheses of nested models beginning with the least constrained model and 
moving progressively to assess invariance across groups in more constrained models.  
This method is carried out through configural invariance, weak invariance, strong 
invariance and strict invariance (Meredith, 1993); however, the process was further 
streamlined when various researchers argued that configural and weak or strong 
invariance are sufficient in order to establish FI (McArdle, 199l; Vandenberg & Lance, 
2000). 
Configural invariance.  The main objective of configural invariance is to test 
whether respondents with different group memberships score the same on items 
measuring the theoretical construct. In multi-group CFA, this is achieved through 
constraining the factors and patterns of free and fixed loadings to be the same across 
groups being analyzed.  From a construct validity stand point, configural invariance is 
necessary as “failure to establish configural invariance demonstrates that different 
constructs were measured across groups” (Wu et al., 2007, p. 7).  This suggests that 
establishing configural invariance is the building block for further analysis in establishing 




groups by gender, and all model parameters were specified to be equal across two groups.  
In other words, error variance across groups (males and females) was added as a 
constraint.  Invariance was tested on the model that best fits the data, which was 
determined to be the hierarchical model. 
Weak invariance.  Analysis of weak invariance is often used to compare variation 
of the latent construct due to group membership. Specifically, establishing weak 
invariance whether a single unit change in the item score is scaled to the same unit 
change for multiple groups.  Therefore, the scale of the unobserved variable should be the 
same so that derived variances are on the same unit of measurement across groups.  
Establishing weak invariance would determine that factor loadings are equal across 
groups, thus the calibration of item scores to the factors are with the same unit of 
measurement.  Failure to establish the weak invariance can be troublesome if these 
calibrations are different across groups, as a one unit change in the item scores may not 
result in the same level of change in the latent factor loadings, ultimately causing unequal 
fit indices.  To assess weak invariance in this study, the higher-order model χ
2
 was tested 
against the least constrained model (the configural invariance model‟s CFI).  If χ
2
 change 
is not significant, weak invariance would be established. 
Thus, the proposed method for assessment of factorial invariance in this study 
was multi-group confirmatory factor analysis through assessing configural and weak 
invariances across two groups of gender. 
Metric invariance.  Factor loadings and error variance of variables were used in 




used to compare the metric invariance model against the weak and configural 
invariances. 
Conclusion 
The aforementioned initiatives, reports and studies examined students that 
potentially lacked the same fundamental attribute affecting their school-related behavior: 
level of engagement.  Although student engagement is not the sole variable that affects 
dropout rates, academic performance and success in school, it was purported that 
engagement has far reaching implications on these outcomes.  The next section discusses 






Chapter II: Methods 
This chapter describes the methods that were utilized for this study to answer the 
proposed research questions beginning with the design of the Student School 
Engagement (SSE) scale and its comparison to Finlay‟s Student Engagement Instrument 
(SEI), Appleton and Christenson‟s Student Engagement Instrument (SEI), Huebner‟s 
Student Life Satisfaction Survey (SLSS), the variables of the study, and how ordinal data 
was handled.  Also, the onfirmatory factor analysis procedure assessed the theoretical 
factor structure as it was compared to a one-factor and a higher-order factor structure, 
while exploratory factor analysis assessed the empirical factor structure of the SSE.  
Convergent validity was then tested by assessing whether the SSE and the SEI measured 
similar constructs through correlation analysis.  Following this, discriminant validity was 
tested by assessing whether the SSE and the SLSS measured different constructs, and 
criterion-related validity was assessed to predict student outcome measures such as 
achievement, attendance and discipline from sub-latent variables of aspirations, 
belonging and productivity used in structural equation modeling.  Lastly, factorial 
invariance determined whether the SSE scale measured the intended construct for 
students based on gender. 











Research Questions  Variables  Method of Analysis  
1.  SSE Factor Structure  SSE items  EFA (Empirical Model) CFA 
(1 factor & higher order)  
2. Factorial Validity  SSE domains (aspirations, 
belonging, productivity)  
Confirmatory Factor Analysis  
a. Convergent Validity  SSE, SEI, and Fredrick‟s 
Scales‟ domains  
Correlation Matrix  
b. Discriminant Validity  SSE, Huebner‟s SLSS  Correlation Matrix  
c. Criterion-Related 
Validity  
SSE domains & student 
outcome measures (risk 
score, attendance, discipline 
measures) and academic 
achievement   
Structural Equation Modeling  
d.  Factorial Validity  SSE, risk scores, attendance 
and out of school 
suspensions  
Confirmatory Factor Analysis 
(as determined in 2)  
3. Establish Factorial       
Invariance  
Gender Confirmatory Factor Analysis  
 
Participants  
The analysis of this study was based on existing data.  The following describes 
the original data collection methodology used to procure the data.  Data was collected 




urban public school district.  This represented all eighth graders within three middle 
schools.  This was based on a predetermined sample of middle schools that were major 
feeders to one high school (the major beneficiary from the grant funding this project).  
Participants were recruited to take the survey by the school district.  For the purposes of 
data analysis, pseudonyms were assigned to all middle schools that participated in this 
research study to maintain their anonymity.  
The student population was not ethnically diverse because the majority of the 
students were Hispanic.  The surveys were conducted electronically via 
SurveyMonkey.com; however, approximately 120 paper surveys were collected due to 
technical difficulties.  The survey took, on average, 15 minutes for school officials to 
administer and for data collection to be completed electronically.  Because the data was 
collected electronically, participants were required to answer all of the questions; thus, no 
data was missing, with the notable exception of the paper surveys. 
Instrumentation 
The collection of instruments that was utilized for this study included the Student 
School Engagement (SSE), Appleton‟s Student Engagement Instrument (A_SEI), 
Finlay‟s Student Engagement Survey (FSES) which contains items from the Fredricks‟ 
School Engagement Instrument (F_SEI) and Huebner‟s Student Life Satisfaction Survey 
(SLSS) for a total of 124 survey items.  Each instrument was reviewed for item selection, 
depending on the number of items available, content (the latent construct it measures), 
wording and general survey flow.  The first 50 items (the SSE items) provided the 




ranging from 1 (Strongly Disagree) to 10 (Strongly Agree), in keeping with the previous 
design of the instruments.  The following 74 items were on a 4-point Likert scale ranging 
from 1 (Strongly Disagree) to 4 (Strongly Agree).  The survey was preliminarily 
administered to eight students at different middle schools, where the students were 
observed reading the items and explaining how they decided to answer the items.  This 
allowed for refinement of item wording, including refinement of items in English.  There 
was a double-blind translation from English to Spanish; the English version was 
translated into Spanish by one translator, and that Spanish version was then translated 
back into English by a second translator who had no prior knowledge of the instrument.  
This fostered a more pure translation, without any interference from prior knowledge.  
Additionally, each item was listed in English as well as Spanish. 
Student School Engagement (SSE).  The SSE instrument consisted of 50 items 
(on a 10-point Likert scale of agreeableness) designed to measure students‟ perceptions 
of their own levels of school engagement in three domains: aspirations, belonging and 
productivity.  Each domain had three sub-domains: aspirations - investment, goals and 
family/community supports; belonging - peer relationships, school staff relationships and 
school membership; and productivity - compliance, metacognitions and effort.  The 
instrument did not attempt to assess cultural, academic or behavioral histories.  The items 
were not grouped based on content. Instead, they were listed in random order to 
discourage thoughtless answers to similar questions.  The instrument was expressly 
designed to access perceptions, thus self-report was the most appropriate method of data 
collection (Hazel et al., 2009).  A total of 11 items were designed to be reversed coded 






Hazel’s Student School Engagement 
1. I would leave school if I would NOT face any consequences. 
2. It is okay if I do NOT graduate from high school. 
3. My family knows how I am doing in school.  
4. I have fun with my friends at school.   
5. I like most of my teachers.  
6. I volunteer to help at school.  
7. When I am in class, I just pretend I am working. 
8. If I do not know what something means, I do something to figure it out.  
9. I study at home. 
10. I give up when assignments are hard.  
11. I think school is a waste of time.  
12. I plan to pursue more education after high school.  
13. There is someone in my family who helps me when I have trouble completing my 
homework.   
14. Kids at school like me.  
15. I have at least one adult in this school that I can talk to when I have a problem.  
16. Most days, I look forward to going to school. 
17. I pay attention to my teachers.  
18. When I am doing school work, I make sure I understand what I am learning. 
19. I look for more information about things we are learning in school. 
20. My school work is important.  
21. Being successful in school will help me in the future. 
22. There is someone outside of school that I talk to about my future job plans. 
23. I am bothered by bullies at school.  
24. My teachers are disrespectful to me.  
25. I am proud to be a student at this school. 
26. In school, I do just enough to get by.  
27. When learning new things, I try to connect them to things I already know.  
28. When I have an assignment due, I keep working until it is finished.  
29. Getting good grades is important to me.  
30. It is important to me to be successful in a job. 
31. I talk to my family about problems I have at school.  
32. My friends think it is important to do well in school.  
33. There is a lot I can learn from my teachers.  
34. I feel left out of school activities.  
35. When I am in class, I often think about other things. 
36. I catch myself when I am not paying attention in class. 
37. I try my best on school work.   
38. I work hard in school, even when I would rather be doing something else.  




40. My family would be disappointed if I did NOT graduate from high school. 
41. I am accepted at school. 
42. Teachers help me to be successful at school.  
43. I attend school events.  
44. I follow class and school rules. 
45. I know how to study for tests. 
46. My family does not care if I skip school. 
47. My friends stand up for me.  
48. I feel like a part of my school.  
49. I respect my teachers. 
50. I wait until the last minute to start assignments. 
 
 
Student Engagement Instrument (SEI).  The SEI was developed by Appleton 
and Christenson (2004).  In 2006, the SEI was evaluated through exploratory factor 
analysis and confirmatory factor analysis to determine model fit.  The study assessed a 
four-factor model, yet the model eventually evolved to have a better fit with six factors: 
(1) control and relevance of school work; (2) teacher-student relationships; (3) peer 
support for learning; (4) commitment to and control over learning; (5) family support for 
learning; and (6) extrinsic motivation (Appleton et al., 2006).  Although this instrument 
was still under development, it went through a validation study with eighth and ninth 
grade students where the wording of the items and the measurement characteristics were 
fine tuned.  In a second validation study performed by Appleton et al. (2006), the 
psychometric properties were examined based on responses from an ethnically and 
economically diverse sample of ninth grade students.  Exploratory and confirmatory 
factor analyses were used on one half of the dataset respectively.  The resultant factors 
were correlated with expected educational outcomes.  The SEI is comprised of 35 items, 






Appleton and Christenson’s Student Engagement Instrument 
1. After finishing my schoolwork I check it over to see if it‟s correct. 
2. When I do schoolwork I check to see whether I understand what I‟m doing. 
3. The grades in my classes do a good job of measuring what I‟m able to do. 
4. The tests in my classes do a good job of measuring what I‟m able to do. 
5. The school rules are fair. 
6. I‟ll learn, but only if the teacher gives me a reward. 
7. I‟ll learn, but only if my family/guardian(s) give me a reward. 
8. My education will create many future opportunities for me. 
9. Most of what is important to know you learn in school. 
10. Learning is fun because I get better at something. 
11. I plan to continue my education following high school. 
12. Going to school after high school is important. 
13. School is important for achieving my future goals. 
14. What I‟m learning in my classes will be important in my future. 
15. When I do well in school it‟s because I work hard. 
16. I am hopeful about my future. 
17. My family/guardian(s) are there for me when I need them. 
18. My teachers are there for me when I need them. 
19. Other students here like me the way I am. 
20. Adults at my school listen to the students. 
21. Other students at school care about me.  
22. Students at my school are there for me when I need them. 
23. When something good happens at school, my family/guardian(s) want to know about 
it. 
24. Most teachers at my school are interested in me as a person, not just as a student. 
25. Students here respect what I have to say. 
26. Overall, my teachers are open and honest with me. 
27. When I have problems at school my family/guardian(s) are willing to help me. 
28. Overall, adults at my school treat students fairly. 
29. I enjoy talking to the teachers here. 
30. I enjoy talking to the students here. 
31. I have some friends at school. 
32. My family/guardian(s) want me to keep trying when things are tough at school. 
33. At my school, teachers care about students. 
34. I feel safe at school. 





Finlay’s Student Engagement Survey (FSES).  The FSES was designed by 
selecting items from eight different sources, including journal articles, previous 
instruments (most notably Fredricks‟ Student Engagement Survey), national surveys and 
the Colorado Core Measures book (CSAP, 2001).  Some of the sources included, but 
were not limited to, Fredricks, Blumenfeld, Friedel, & Paris (2002), Pellerin (2000), 
Jenkins (1997) and Colorado Core Measures (CSAP, 2001).  The intent was to select 
items that seemingly had strong validity and reliability and covered a range of content.  
The Fredricks engagement items were the best fit for this study, and all engagement items 
were used. Other items were designed to assess bullying and school.  Not all items were 
used for the sake of brevity and thus may have contributed to a decrease in validity.  
Wording of items was altered in some cases for consistency and clarity.  Each item was 
placed into one of the following three categories: (1) emotional engagement; (2) 
cognitive engagement; and (3) behavioral engagement, and three different sites were 
correlated (Houston, Jacksonville and Seattle) for reliability.  Cronbach‟s Alpha remained 
above .793 for each correlation between the sites and each of the three engagement 
categories of item.  Only one correlation fell below this standard, behavioral engagement 
in Jacksonville (.489).  GPA, absences, math grades and English grades were used to 
confirm validity.  Typically, the correlation remained between .31 (p<.05) and .72 










Finlay’s Student Engagement Survey 
1. I follow the rules at school. 
2. I get in trouble at school. 
3. When I am in class, I just act as if I am working. 
4. I pay attention in class. 
5. I complete my work on time. 
6. I like being at school. 
7. I feel excited by my work at school. 
8. My classroom is a fun place to be. 
9. I am interested in the work at school. 
10. I feel happy in school. 
11. I feel bored in school. 
12. I read extra books to learn more about things we do in school. 
13. I try to watch TV shows about things we do in school. 
14. I talk to people outside of school about what I am learning in class. 
15. I check my schoolwork for mistakes. 
16. I study at home even when I don't have a test. 
17. When I read a book, I ask myself questions to make sure I understand what it is. 
18. If I don't know what a word means when I am reading, I do something to figure it out. 
19. If I don't understand what I read, I go back and read it over again. 
 
 
Huebner’s Student Life Satisfaction Survey (SLSS).  The SLSS instrument is a 
seven-item instrument on a four-point Likert scale (ranging from Strongly Disagree to 
Strongly Agree).  Exploratory factor analysis supported the unidimensionality of the 
factor structure of the SLSS, and the reliability of the scale was further confirmed with a 
Cronbach‟s alpha coefficient of .86 (Suldo & Huebner, 2006).  Reliability and construct 
validity were examined through item total correlations, test-retest reliability, and 
concurrent validity.  Item total correlations ranged from .47 to .72, while correlations 
with other instruments were also significant, ranging from .34 to .62.  A test-retest 




second test‟s results, one to two weeks later, for 202 students.  Also, a principle 
components factor analysis was conducted that showed minimum eigenvalues of 1, as 
well as one factor accounting for 47% of the variance (Huebner, 1991).  Table 5 depicts 
the seven items of the SLSS. 
Table 5 
 
Huebner‟s Student Life Satisfaction Survey 
 
My life is going well. 
My life is just right. 
I would like to change many things about my life. 
I wish I had a different kind of life. 
I have a good life. 
I have what I want in life. 
My life is better than most kids. 
 
Study Variables 
Overall, every instrument of interest mentioned in the purpose statement had a 
series of variables associated with it.  For example, there were nine independent variables 
within three domains for the SSE alone that were intended to predict engagement.  In 





3. Family/community support 
II. Belonging 
4. Peer relationships 
5. School staff relationships 








The Appleton et al. (2006) instrument used the following variables: 
 I.  Affective engagement 
 II. Cognitive engagement 
 
The Finlay student school engagement instrument included the following three 
variables: 
 I.  Emotional engagement 
 II. Cognitive engagement 
 II. Behavioral engagement 
The first dependent variable (outcome measures) was a categorized total risk core 
that was comprised of attendance (80% or lower), discipline (one suspension or more), 
and failed language arts math.  Presence of these behaviors indicated an increased risk of 
the student not graduating in four years.  A score of 0 indicated virtually no risk while a 4 
indicated high risk, signifying the presence of all four risk behaviors.  The risk score was 
calculated for all ninth graders participating in the study.  The second set of dependent 
variables was CSAP scores in math, science, reading and writing. 
Estimation Method  
In cases when the normality assumption is met and sample size recommendation 
for structural equation modeling (SEM) analyses is considered large, maximum 
likelihood estimation should be considered (Tabachnick & Fidell, 2001).  In fact, because 
maximum likelihood estimation assumes that the populations of the endogenous variables 
are normally distributed, using any other estimating method other than ML required 





Multi-Group Confirmatory Factor Analysis 
  Multi-group confirmatory factor analysis is a technique that uses separate 
variance-covariance matrices to assess if certain variables of a structural equation model 
or a factor analysis are the same across groups.  The invariance can be tested by placing 
equality constraints on model parameters that require specific parts of the model to 
remain consistent across groups (Hughes & Harrington, 2010).  This aids in determining 
if the instrument can be used across groups or to test how well it measures different 
populations.  It also aids in identifying modifications required for specific populations 
when the measure is not appropriate for the population (Hughes & Harrington, 2010), and 
it allows the researcher to examine the invariance of CFA models between the groups, 
thus identifying items that have differing meanings between the groups tested.  Multi-
group CFA can also identify different relationships across groups among the observed 
and latent variables.  If the “chi-square difference statistic does not reveal a significant 
difference between the original and the constrained-equal models, then the researcher 
concludes that the model has measurement invariance across groups” (Garson, 2009,  
p. 1).  For the purpose of this study, the multi-group CFA was conducted on the best 
fitting model across three schools to test the factor structure of the SSE and explore any 
school dependency among subjects. 
Analysis of Variance 
  Analysis of variance (ANOVA) was used to test for significant differences 
between the three engagement domains - aspirations, belonging and productivity - and 




understand which groups where significantly different than others when significant 
differences were identified. 
Procedures 
All questionnaire data was screened using Predictive Analytic Software (PASW), 
formerly known as SPSS, to determine the presence of outliers and missing data.    
An a-priori power analysis was conducted to determine the sample size necessary 
for a bivariate correlation when the statistical power is .95 to detect a moderate 
correlation (r = .50).  A sample of only 43 subjects provided 95% power to discover that 
the correlation is significantly different from there being no correlation (i.e., that the 
correlation would be zero) at the 0.05 level. Therefore, because the required sample size 
was lower than that of SEM and factor analysis, the sample size requirements for 
bivariate correlation were met.  
Model Identification 
Given that most SEM models do not perfectly fit the data, model identification 
was an important component of the analysis.  An SEM model is said to be identified if it 
meets the following conditions: (1) it has more observations than free model parameters 
and (2) all latent variables are assigned a scale.  However, if the first condition is not met, 
the model is unidentified (Kline, 2005).  The number of observations is determined by 
assessing the number of sample moments in the model, which is found through the 
following formula: v (v + 1)/2.  In this study, there were nine observed variables as 




A gender covariate was included in this study to assess whether or not gender 
covaries upon approach to school engagement. Therefore, based on the theoretical factor 
structure of the model, there were 66 observations (11(12)/2) for the higher-order model 
and fifteen for the one-factor model (5(6)/15).  Given that this study assessed the factor 
structure of a one-factor and a higher-order factor structure, model identification was 
assessed for both models.  Both the single-factor and hierarchical models were over-
identified because the number of degrees of freedom was greater than zero.  Figure 3 
depicts the theoretical one-factor model structure.   
Figure 3.  Theoretical one-factor structure of the SSE instrument. 
 
Because the value of the degrees of freedom would be different for a hierarchical 
model, confirmatory factor analysis measured the theoretical factor structure in a one-
factor and higher-order factor structure.  Figure 4 shows the factor structure of the SSE 
instrument as it provides the theoretical foundation for this study, while Figure 5 depicts 

























































































The implied covariance matrix was calculated from the path coefficients, and the 
path coefficients were multiplied to reveal the effect size.  This multiplication rule, 
explained in further detail below, created the implied matrix, while the sample covariance 
matrix was subtracted, revealing the residual matrix.  As the values decrease in size, the 
better the model fit is (Bollen, 1989). 
The multiplication rule can be simply stated as the product of its path 
coefficients.  The regression coefficients can then estimate how changes in one variable 
affect the subsequent variable.  This also applies to standardized path coefficients, 
assuming that the interpretation is in standardized terms.  In sum, the product of the 
coefficients along the path indicates the weight of the path as a whole. 
Convergent Validity 
Convergent validity was used to compare two different instruments that are 
theoretically measuring the same psychological construct.  A correlation analysis was run 
as an indicator of significance between the instruments.  Specifically, the SSE and the 
SEI instruments acted as the comparators to assess if similar constructs were being 
measured.  The SSE and the SEI both attempted to measure engagement and thus should 
have captured the same levels of engagement at the test-taker level.  In other words, 
respondents should have been showing results that indicated the same levels of 
engagement regardless of the instrument used.  If a respondent scored high on the SSE, 
then he or she should have scored high on the SEI also (and vice versa).  This test 





Discriminant validity was used to measure a similar but distinct concept from the 
instruments researched for this paper.  Discriminant validity was used to compare the 
SLSS to the SSE.  It was expected that the two instruments had low to no correlation with 
one another, thus suggesting that they were measuring two different constructs.  The 
SLSS measured general life satisfaction and was considered to have different underlying 
psychological constructs distinct from the SSE‟s concept of student school engagement.  
While there may have been some correlation between the two instruments, ultimately the 
correlation should be small and not indicative of a strong relationship. 
Criterion-Related Validity  
Criterion-related validity was used to measure to what extent the instrument was 
associated with an external variable.  In the form of concurrent validity, criterion-related 
validity tested both the administration (the scores) and outcome measurement (the 
criterion) at the same time.  The criteria used was (1) outcome measures (as defined by 
the dependent variables: total risk score and academic achievement) and (2) the SSE 
scales which were administered at approximately the same time frame (April through 
May), with the exception of the behavioral outcome measures that took place throughout 
the year.  The SSE instrument was not fully validated in the researched articles; thus, in 
order to contribute to the validity of the collection of instruments used for this study, the 
SSE was the second criterion used for validity testing.  Criterion-related validity was 




Exploratory Factor Analysis 
To assess the empirical factor structure of the Student School Engagement (SSE) 
exploratory factor analysis was applied. Given that the sub-latent variables of aspiration, 
belonging and productivity are theoretically correlated, an oblique rotation method was 
used. 
Confirmatory Factor Analysis   
Confirmatory factor analysis was used to assess the factor loadings of a one-factor 
and higher-order factor structure. The following assumptions were tested prior to building 
the model: 
 Multivariate normality: This requires that all univariate distributions are 
normal, the distribution of paired variables is bivariate normal and all 
bivariate scatterplots are linearity and homoscedastic.  Yet, according to Kline 
(2005), the most practical form of testing for multivariate non-normality 
would be to examine univariate normality. 
 Univariate normality is analyzed through skewness and kurtosis.  A 
skewed/asymmetrical distribution is detectable when S > +1 or < -1.  This 
indicates that most of the scores are either below or above the mean 
respectively.  The data was determined to be not normally distributed and 
depending on the direction of skewness, the data was transformed using one 
of the methods suggested by Kline (2005), such as square root, logarithmic or 




 Fortunately, non-responsiveness was not a concern in this dataset; therefore 
no tests were employed to address missing data. 
 Multicollinearity in SEM results in singular covariance matrices and it occurs 
when the inter-correlations among variables are extremely high (greater than 
0.85) (Kline, 2005). 
Configural invariance.  The main objective of configural invariance is to test 
whether respondents with different group membership score the same on items measuring 
the theoretical construct.  In multi-group CFA, this is achieved through constraining the 
factors and patterns of free and fixed loadings to be the same across groups being 
analyzed.  Thus, error variance across groups (gender) was added as a constraint.  From a 
construct validity stand point, configural invariance is necessary as “failure to establish 
configural invariance demonstrates that different constructs were measured across 
groups” (Wu et al., 2007, p. 7).  This suggests that establishing configural invariance is 
the building block for further analysis in establishing FI.  Therefore, to establish 
configural invariance in this project, the respondents were divided into groups by gender 
and the configural model for SSE was tested for both of them.  Invariance was tested on 
the model that best fits the data, which as mentioned earlier, was determined to be 
hierarchical. 
Weak invariance.  Analysis of weak invariance is often used to compare 
variation of the latent construct due to group membership.  Specifically, establishing 
weak invariance means that a single unit change in the item score is scaled to the same 




be the same so that derived variances are on the same unit of measurement across groups.  
Establishing weak invariance would determine that factor loadings are equal across 
groups, thus the calibration of item scores to the factors are with the same unit of 
measurement.  Failure to establish the weak invariance can be troublesome if these 
calibrations are different across groups, as a one unit change in the item scores may not 
result in the same level of change in the latent factor loadings, ultimately causing unequal 
fit.  To assess weak invariance in this study, the SSE model χ
2
 was tested against the least 
constrained model (i.e., the configural invariance model χ
2
). 
Metric invariance.  An additional constraint was required to assess metric 
invariance.  For this study, factor loadings and error variance of male and female students 
were fixed.  The resulting chi-square value and degrees of freedom were used to compare 
the metric invariance model against the weak and configural invariances.  
Conclusion 
Confirmation of the factor structure of the Student School Engagement instrument 
through exploratory and confirmatory factor analyses greatly improves the validity of the 
instrument used in this study.  By using confirmatory factor analysis and correlation 
matrices, factorial validity is assessed (along with convergent, discriminant and criterion-













Chapter III: Results 
This chapter discusses the results of the following questions:  
1. Does the theoretical factor structure of the Student School Engagement scale fit 
the data better or worse than the empirically derived factor structure using 
confirmatory factor analysis?  
2.   Is the SSE instrument a valid measure of student engagement using convergent 
validity?  
This chapter also assesses the discriminant validity by examining if the SSE instrument 
measures the constructs identified by Huebner‟s Student Life Satisfaction Survey. It also 
evaluates the validity of the SSE instrument by exploring criterion-related validity to 
assess the relationship between student engagement and student outcome measures such 
as attendance, academic achievement, and out-of-school suspensions, individually and 
collectively identified as the risk indicator.  Pseudonyms were assigned to all middle 
schools that participated in this research study to maintain their anonymity, and test of 
assumptions was addressed throughout this chapter as each analysis is discussed.   
Test of Assumptions: Outliers 
Linear regression procedures were conducted to detect outliers using the Cook‟s 
D test. The achievement measures were regressed on the composites of investment, goals, 








criterion where n is the number of cases (389) and k is the number of variables (10), the 
cases with Cook‟s D values above .011 were identified as extreme case regressions and 
were deleted from the data set. A total of 12 cases were then identified as outliers and 
deleted from the dataset.  
Exploratory Factor Analysis 
Research Question #1:  
Does the theoretical factor structure of the Student School Engagement scale fit the data 
better or worse than the empirically derived factor structure, a single factor structure, a 
first-order factor structure, or a second-order factor structure?  
The following section discusses the theoretical factor structure of the Student 
School Engagement survey and determines whether it fits the data better or worse than 
the empirically derived factor structure.  It also discusses whether the theoretical factor 
structure adhered to a single factor structure, a first-order factor structure, or a second-
order factor structure.  To answer these research questions, three analyses were 
performed: (1) exploratory factor analysis (EFA) was conducted to assess the factor 
structure of the empirically derived model; (2) confirmatory factory analysis (CFA) was 
performed to test the theoretical one-factor, three-factor and second-order structure of the 
SSE; and (3) through confirmatory factor analysis, all of the aforementioned 
measurement models were tested to determine which model better fit the data on the 




A descriptive table (Table 6) summarizes the mean and standard deviations for 
each component and subcomponent of engagement.  Then, communalities from the 
statistical software output are examined. (Removed items are listed in Table 7).  Finally, 
pattern and structure matrices and a scree plot (Figure 6) are discussed as they identify 




Descriptive Statistics for the Student School Engagement Domains and Sub-Domains  
(N = 362) 
 





Sub-domain 1 2 3 4 5 6 7 8 
1 Investment                 
2 Goals 0.73 **               
3 Support 0.58 ** 0.57 **             
4 Peer 0.48 ** 0.53 ** 0.47 **           
5 Relationships 0.63 ** 0.55 ** 0.52 ** 0.47          
6 Membership 0.64 ** 0.55 ** 0.52 ** 0.59 ** 0.71 **       
7 Compliance 0.69 ** 0.63 ** 0.55 ** 0.44 ** 0.62 ** 0.55      
8 
Metacognitions 
0.74 ** 0.67 ** 0.63 ** 0.48 ** 0.64 ** 0.64 ** 0.7 **   
9 Effort 0.77 ** 0.6 ** 0.51 ** 0.41 ** 0.59 ** 0.58 ** 0.67 ** 0.76 ** 
Mean 7.77 8.68 6.52 7.72 6.88 6.51 6.74 6.6 
SD 1.83 1.59 1.59 1.67 1.95 1.89 1.44 1.83 






Items with Communalities less than .4 
Q1 - I would leave school if I would NOT face any consequences.   
Q2 - It is okay if I do NOT graduate from high school. 
Q4- I have fun with my friends at school. 
Q6 - I volunteer to help at school. 
Q7 - When I am in class, I just pretend I am working. 
Q10 - I give up when assignments are hard. 
Q11 - I think school is a waste of time. 
Q15 - I have at least one adult in this school that I can talk to when I have a problem. 
Q23 - I am bothered by bullies at school. 
Q24 - My teachers are disrespectful to me. 
Q26 - In school, I do just enough to get by. 
Q32 - My friends think it is important to do well in school. 
Q34 - I feel left out of school activities. 
Q35 - When I am in class, I often think about other things. 
Q36 - I catch myself when I am not paying attention in class. 
Q39 - I know what I want to do when I am done with high school. 
Q40 - My family would be disappointed if I did NOT graduate from high school. 
Q43- I attend school events.  
Q46 - My family does not care if I skip school. 
Q47 - My friends stand up for me. 
Q50 - I wait until the last minute to start assignments. 
 
Communalities 
  Item communality is essentially a correlation coefficient.  Thus, communalities 
below .40 (see Table 7) were considered to be low and two actions were considered: (1) 
either remove the item as it does not load properly with other items or (2) add more items 
that are similar in order to better identify the factor it is associated with (suggested by 
Costello & Osborne, 2005).  Communalities are referred to as h
2
 and are defined as the 
sum of squared factor loadings for the variables.  For this study, these items were 
removed and have been listed in Table 7.  A total of 19 items were removed after three 





  Figure 6. Scree plot. 
One purpose of this study was to explore the underlying latent structures of the 
Student School Engagement instrument.  Principal axis factoring (PAF), a factor 
extraction method, was used for theory confirmation because principal components 
analysis (PCA) is more appropriately used for data reduction (Fabrigar et al., 1999).  
Initially, the principal factor analysis resulted in four factors using the minimum 
eigenvalues of one.  The percentage of variance accounted for by the four factors was 
61.48%.  The list of eigenvalues and the proportion of variance accounted for by each 

























After thorough assessment of the pattern matrix and elimination of the items that 
had cross-loaded across factors, three factors were specified.  The three factors were 
rotated using an oblique procedure; the correlation between the first and second factors 
was .54, the correlation between the first and third factors was .65, and the correlation 
between the second and third factors was .53.  A visual examination of the scree plot also 
confirmed the three factor solution.  In the scree plot, the “elbow” of the line indicated 
where the factors fell.  The scree plot is depicted in Figure 6. 
Unlike a pattern matrix, the structure matrix shows loadings that ignore the 
influence of other variables (Nunnally & Bernstein, 1994).  Hair (1995) stated that the 
pattern matrix should take priority over the structure matrix because the structure matrix 
does not control for correlations among the factors in an oblique rotation; thus, it is more 
difficult to determine which items load on each factor.  An oblique rotation was selected 
primarily to allow some correlation between the factors.  As discussed earlier, the factors 




rotation was more forgiving, and although it decreased the opportunity for interpretation, 
it resulted in higher eigenvalues.  Additionally, in factor analysis, an oblique rotation is 
appropriate because factors in the real world, not in a strict academic setting, are often 
correlated with one another (Fabrigar et al., 1999). 
Pett, Lackey and Sullivan (2003) supported prioritizing the structure matrix for 
factor identification, yet at the same time believed that both matrices should be reported.  
After careful consideration, emphasis was placed on the interpretation of the pattern 
matrix.  During the examination of the pattern matrix, the following seven items cross-
loaded onto two or more factors and were dropped from subsequent analyses: 
 Q14: Kids at school like me. 
 Q22: There is someone outside of school that I talk to about my future job plans. 
 Q37: I try my best on school work. 
 Q38: I work hard in school, even when I would rather be doing something else. 
 Q41: I am accepted at school. 
 Q44: I follow class and school rules. 
 Q49: I respect my teachers 





EFA-Pattern Matrix with Oblique Rotation  
Item 1 2 3 Domain 
3 .52       Aspirations 
5     .52   Belonging 
8 .54       Productivity 
9 .80       Productivity 
12   .50     Aspirations 
13 .50       Aspirations 
16     .47   Belonging 
17 .69       Productivity 
18 .71       Productivity 
19 .80       Productivity 
20 .54       Aspirations 
21   .57     Aspirations 
25     .78   Belonging 
27 .51       Productivity 
28 .63       Productivity 
29   .55     Aspirations 
30   .76     Aspirations 
31 .50       Aspirations 
33     .52   Belonging 
42     .67   Belonging 
45 .46       Productivity 
48     .79   Belonging 
 
 
Items with loadings of at least .40 (Tabachnick & Fidell, 2001) on each factor 
were extracted and labeled.  The first factor consisted primarily of items that were 
designed to measure the productivity domain.  Therefore, this factor was labeled 
“Productivity.”  The second factor consisted of items that were designed to measure the 




consisted of items that were designed to measure the belonging domain.  Accordingly, 
this factor was labeled “Belonging.” 
Table 10 summarizes the mean and standard deviation and correlations for each 
factor and sub-factors. 
Table 10 
Descriptive Statistics for the Student School Engagement Factors 
(N = 362) 
Factors 1 2 3 
  1 Productivity 1 
    2 Aspirations 0.93 1 
   3 Belonging 0.84 0.84 1 
Mean 6.85 8.76 6.75 
SD 1.82 1.68 2.04 
Note: All Correlations significant at p < .01 
Test of Assumptions:  Normality 
Given that multivariate normality is an assumption of all subsequent analyses, by 
examining descriptive statistics such as skewness and kurtosis, it was evident that the 
data was not normally distributed.  Thus, the variables were transformed.  The original 
and transformed skewness values for all the indicator variables used in the measurement 
















Test of Normality: Skewness Statistics for the Item Variables  
 
a
 Note. Standard error for skew statistic was .13. 
As shown in Table 11, almost all the variables were skewed; therefore, the 
variables with a positive skewness were transformed using a square root transformation, 
and the variables with a negative skewness were transformed using a power 









   Item 12:  I plan to pursue more education after HS 376 -1.64 -0.68
   Item 21: Being successful in school will help my future 376 -2.88 -1.47
   Item 29: Getting good grades is important to me 376 -1.75 -0.77
   Item 30: It is important to me to be successful in a job 376 -2.41 -1.12
Belonging items
   Item 5: I like most of my teachers 376 -0.22 --
   Item 16: Most days, I look forward to going to school 376 -0.56 --
   Item 25: I am proud to be a student at this school 376 -0.54 0.35
   Item 33: There is a lot I can learn from my teachers 376 -1.03 -0.35
   Item 42: Teachers help me to be successful at school 376 -1.12 -0.45
   Item 48: I feel like a part of my school 376 -0.67 -0.02
Productivity items
   Item 8: If I do not know what something means, I do something to figure it out 376 -0.8 -0.02
   Item 3: My family knows how I am doing in school 376 -1.15 -0.18
   Item 9: I study at home 376 -0.03 --
   Item 13: There is someone in my family who helps me when I have trouble completing my homework. 376 -0.57 -0.05
   Item 17: I pay attention to my teachers 376 -0.86 -0.13
   Item 18: When I am doing school work, I make sure I understand what I am learning. 376 -0.6 0.04
   Item 19: I look for more information about things we are learning in school. 376 -0.2 --
   Item 20: My school work is important 376 -1.27 -0.21
   Item 27: When learning new things, I try to connect them to things I already know 376 -0.55 0.16
   Item 28: When I have an assignment due, I keep working until it is finished 376 -0.54 0.04
   Item 31: I talk to my family about problems I have at school. 376 -0.31 --
   Item 45: I know how to study for tests 376 -0.87 -0.17
Attendance 362 -2.75 -1.71
Suspensions 362 2.91 -1.48




the skewness statistics of the transformed variables were all below the absolute value of 
one.  Thus, these transformed variables were used in measurement and structural model 
tests.  As mentioned by Kline (2005), when skewness is corrected for, kurtosis is 
corrected for as well.  
Reliability of Measures 
Prior to testing the measurement models (i.e., the empirical model and theoretical 
single factor, three-factor and higher-order models), the reliabilities of the items for the 
empirical model and the theoretical models were assessed.   Items with low item-total 
correlations were dropped from the measure. 
Item 1 was dropped from the investment measure (r = .40); item 46 was dropped 
from the family/community supports measure (r = -.21); item 34 was dropped from the 
school membership measure (r = .26); and item 35 was dropped from the compliance 
measure (r = -.27).  Cronbach‟s alphas for the three domains and nine sub-domains are 
presented in Table 12.  Internal consistency reliabilities should range from the acceptable 
value of .70 to moderate values in the .80s (Nunnally & Bernstein, 1994). 
Confirmatory Factor Analysis: First-Order Empirical Model  
The empirical factor structure of the SSE was determined though exploratory 
factor analysis, and a measurement model was constructed in AMOS to estimate the path 
coefficients and assess its overall fit.  This model was compared to the single-factor, 
three-factor and higher-order theoretical model to determine which model was a better fit 
for the data. The first-order empirical model with its standardized coefficients is 









Confirmatory factor analysis resulted in positive results when comparing how the 
items loaded onto the three primary variables of engagement.  As mentioned earlier, 
many of the items were removed during the EFA stage, and by default, negated the 
researcher‟s theory.  The fit statistics obtained were from the maximum likelihood option 
in Amos.  The χ
2
 statistics, goodness-of-fit indices, and highest standardized residual 
values are presented in Table 13. 
 
 
Variable Item N α 
Factors 
   Productivity 
   Aspirations 
   Belonging 
Domains 
   Aspirations 
   Belonging 











































































Fit Indices for the First-Order Empirical Model 
 
Overall, the model fit the data well.  Even though the CFI was above the 
acceptable criterion of .9 (.92), the RMSEA (.07) was within the acceptable range (i.e., 
below .08).  The normed χ
2
 was 2.61 (and between the acceptable range of 2 to 3) which 
indicated an adequate model fit.  Additionally, the SRMR (.05) was within the acceptable 
range (i.e., below .10).  Given that the goodness-of-fit measures are analogues to r
2
 in 
multiple regression (Tabachnick & Fidell, 2001), the high values of both GFI and AGFI 
Index  Value  
Chi - square  
Degrees of freedom   
Sig.  
Chi - square/df    
Comparative fit index (CFI)  
Goodness - of - fit index (GFI)   
Adjusted goodness - of - fit index (AGFI)   
Root mean squared error (RMSEA)   
    Lower 90%   
    Upper 90%   
Standardized root mean residual (SRMR)   


















would suggest good model fit. Furthermore, the value of the highest standardized residual 
was 2.45, which was above the acceptable limit of the absolute value of 2.0 (Joreskog & 
Sorbom, 1984). However, Kline (2005) mentions that this value could be as high as 5 and 
still support model fit.  All indicator variables loaded highly and significantly to their 
respective constructs.  All constructs were significantly correlated with each other.   
Since the first order empirical model fit the data well, it is rational to test the 
higher-order factor structure of the empirical model to see which one fits the data best. 
Confirmatory Factor Analysis: Second-Order Empirical Model  
The second-order empirical model (with the standardized coefficients) is 
illustrated in Figure 8.  The statistics, goodness-of-fit indices, and highest standardized 
residual value are presented in Table 14. The path coefficients from the second-order 
construct to the first-order constructs are displayed in Table 15 while the factor loadings 
are shown in Table 4 in Appendix A.  Much like the first-order model, this model fit the 
data well. The CFI was .92 and was above the acceptable criterion of .90. The RMSEA 
was .07 and was within the acceptable range (i.e., below .08). In addition, the SRMR was 
.05 and within the acceptable range (i.e., below .10). The value of the highest 
standardized residual, however, was 2.45 and slightly above the acceptable limit of the 
absolute value of two (Joreskog & Sorbom, 1984).  Lastly, all indicator variables loaded 
on highly and significantly to their respective constructs. Further, all paths from the 
































































Table 14.  
Fit Indices for the Second-Order Empirical Model 
Index Value 
Chi-square 
Degrees of freedom 
Sig. 
Chi-square/df  
Comparative fit index (CFI) 
Goodness-of-fit index (GFI) 
Adjusted goodness-of-fit index (AGFI) 
Root mean squared error (RMSEA) 
   Lower 90% 
   Upper 90% 
Standardized root mean residual (SRMR) 
















Estimates for the Hypothesized Paths 
Path       B      S.E. Beta   C.R. Sig. 
Student school engagement to: 
   Aspirations 
   Belonging 




























Confirmatory Factor Analysis: Single Factor Model 
The single-factor model was tested using only the entire SSE scale.  Figure 9 
illustrates the path diagram and the corresponding standardized path coefficients.  The 
statistics, goodness-of-fit indices, and highest standardized residual values are presented 
in Table 16, while the path coefficients are displayed in Appendix A, Table 3.  Based on 
the fit indices displayed in Table 16, the model does not fit the data well.  The CFI was 
.80 and was below the acceptable criterion of .90.  The normed χ
2
 was 3.29, above the 
acceptable range of 2 to 3, indicating a poor fit.  The RMSEA was .08 and was at the 
cusp of the acceptable range (i.e., below .08).  Additionally, the values of the GFI and 
AGFI were low at .73 and .70 respectively.  Furthermore, the value of the highest 
standardized residual was -2.46 and above the acceptable limit of the absolute value of 
2.0 (Joreskog & Sorbom, 1984). Therefore, the single factor solution indicated poor 





















































































Fit Indices for the Single Factor Model 
 
 
However, the SRMR was .06 and within the acceptable range (i.e., below .10), 
and all path coefficients were statistically significant and in the predicted direction.  
Confirmatory Factor Analysis: First-Order Theoretical Model 
The next model tested was the first-order theoretical model with the standardized 
coefficients, illustrated in Figure 10. 
Index Value 
Chi-square 
Degrees of freedom 
Sig. 
Chi-square/df  
Comparative fit index (CFI) 
Goodness-of-fit index (GFI) 
Adjusted goodness-of-fit index (AGFI) 
Root mean squared error (RMSEA) 
   Lower 90% 
   Upper 90% 
Standardized root mean residual (SRMR) 



































































































statistics, goodness-of-fit indices, and highest standardized residual value 
are presented in Table 15. The normed χ
2
 was 2.79 was within the acceptable range of 2 
to 3, suggesting model fit.  The CFI was .85 and was below the acceptable criterion of 
.90.  The RMSEA was .07 and was within the acceptable range (i.e., below .08).  
Additionally, the SRMR was .03 and within the acceptable range (i.e., below .10).  The 
value of the highest standardized residual was 5.47, which was above the acceptable limit 
of the absolute value of 2.0 (Joreskog & Sorbom, 1984), suggesting that the model did 
not fit the data well. 
 
Table 17 




Degrees of freedom 
Sig. 
Chi-square/df  
Comparative fit index (CFI) 
Goodness-of-fit index (GFI) 
Adjusted goodness-of-fit index (AGFI) 
Root mean squared error (RMSEA) 
   Lower 90% 
   Upper 90% 
Standardized root mean residual (SRMR) 


















All indicator variables loaded highly and significantly to their respective 
constructs.  All constructs were significantly correlated with each other.  These 
correlations ranged from .84 to .93, which were higher than those observed in the 
empirical model (e.g., .73 to .80).   
As the residual matrices of the three-factor and the higher-order model were 
nearly identical (see Appendix B), they were not used to select the preferred model; 
however, a closer look at the residual matrix of the empirical model and the first- and 
second-order models suggested that the empirical model was a better fit for the data. 
Therefore, the second order theoretical model was not used in choosing a preferred 
model.  Furthermore, in comparing Akaike information criterion (AIC), the empirical 
model revealed a much smaller index, suggesting a less complex model that is more 
likely to replicate (see Table 18).  Therefore, since neither the first-order nor the second- 
order theoretical models fit the data well, the results of the second-order model were not 
discussed in this section. 
This could have been due to a variety of issues.  The item content may not have 
been interpreted accurately, or the item simply did not measure a psychological concept 
associated with the dependent variables or engagement.  Another problem may have been 
that the students did not take the instrument seriously.  Many of the qualitative responses 
indicated that students were not earnest with their responses and that many were upset 
with having to take it, which may have caused them to sabotage the results or to have 
answered the items without having read them properly.  The following bullet points 
demonstrate some of the responses that indicate that the students may have not answered 




● “No, there is nothing that I think you guys should know.” 
● “Neither the students or teachers at this school respect and listen to me and my   
     opinions at school or my personal issues.” 
● “No more long surveys.” 
● “You ask too many questions repeatedly.” 
● “This is boring and too long.” 
● “They should never make us do surveys like this again.” 
● “This is dumb and too long.” 
● “Middle school is a waste of time; I haven’t learned much the last three years.” 
Table 18 
Comparison of the Empirical and Theoretical Models of the SSE 













Chi-square 537.66 537.18 1748.78 2066.77 
Degrees of freedom 206 206 626 629 
Sig. 0.00 0.00 0.00 0.00 
Chi-square/df 2.61 2.60 2.79 3.29 
Comparative fit index (CFI) 0.92 0.92 0.85 0.80 
Goodness-of-fit index (GFI) 0.88 0.88 0.77 0.73 
Adjusted goodness-of-fit index (AGFI) 0.86 0.86 0.75 0.70 
Akaike Information Criterion (AIC) 631.18 631.17 1902.48 2214.77 
Root mean squared error (RMSEA) 0.07 0.07 0.07 0.08 
   Lower 90% 0.06 0.06 0.06 0.08 
   Upper 90% 0.07 0.07 0.07 0.09 
Standardized root mean residual (SRMR) 0.05 0.05 0.06 0.06 





In conclusion, among the theoretical and empirical models, the second order 
empirical model is the preferred model based on the fit indices and its partial support of 
the theoretical model. Furthermore, based on the comparison of fit indices, residual 
matrices and path coefficients, the findings suggest that student school engagement is a 
multifaceted construct measured through aspirations, belonging and productivity (see 
Table 18.  Although the empirical model was determined to be a better fit based on the 
aforementioned findings, only four items (all from the productivity domain) were not in 
agreement with those chosen in the theoretical framework.  The following items (all from 
the aspirations domain) now belong to the productivity domain according to the empirical 
model, while all other item domain classifications are in accordance with theoretical 
model: 
1. Item 3: My family knows how I am doing in school. 
2. Item 13: There is someone in my family who helps me when I have trouble 
completing my homework. 
3. Item 20: My school work is important. 
4. Item 31: I talk to my family about problems I have at school. 
However, since the data was not split for the exploratory and confirmatory factor analysis 
due to small sample size and its impact on statistical power, findings from the empirical 
model should be interpreted with extreme caution and not directly compared with those 
derived from the theoretical models.  Therefore, the theoretical models should be 





Convergent and Discriminant Validity 
Research Question #2:  
Is the SSE instrument a valid measure of student engagement? 
This section discusses if the Student School Engagement survey is a valid 
measure of student engagement.  This was accomplished in three steps.  First, convergent 
validity was established by confirming that the SSE measures similar constructs to those 
identified by Appleton et al. (2006) and Fredricks et al. (2005).  The convergent validity 
analysis shows the degree to which the SSE was similar to other instruments through 
correlation of the SSE to the other engagement instruments.  Convergent validity was 
investigated by calculating the Spearman correlation between the subscales of the SSE 
and that of Appleton and Finlay‟s Student Engagement Instrument.  Second, discriminant 
validity established that the SSE instrument measured different constructs than those 
identified in Huebner‟s Student Life Satisfaction instrument.  Table 19 summarizes the 
mean and standard deviation for each instrument as well as each factor contained in each 
instrument. 
Among the subscales, convergent validity was established, as all correlations were 
found to be statistically significant (p< .000).  Additionally, discriminant validity was 
also established as the subscales of the SSE were found to be statistically insignificant 








Descriptive Statistics for the Established Measures (N = 362) 
Variable Mean SD 
SLSS 
FSEIF 
   Factor 1 
   Factor 2 
   Factor 3 
ASEIF 
   Factor 1 
   Factor 2 
   Factor 3 
























Spearman Correlations between the SSE Domains, SSLS, F_SEI and A_SEI (N = 362) 
 
*Note. All correlations p<.05.  
 
Criterion-Related Validity 
The purpose of this section of the analysis was to validate the SSE instrument by 
exploring criterion-related validity, in order to assess the relationship between student 
engagement and student outcome measures such as academic achievement measured 
through CSAP scores, attendance, and out-of-school suspensions. Risk was also chosen 
as an outcome variable; however, because the risk score is a composite of attendance, 
out-of-school suspensions, and grades in math and language arts, the standardized 
residuals between the risk scores and several indicator variables were very high.  For this 
Instrument Appleton_SEI Finlay_SEI SLSS 
SSE 0.80** 0.73** 0.35 
  Aspirations 0.72** 0.65** 0.36 
  Belonging 0.76** 0.62** 0.32 





reason, two separate models had to be tested.  The best fitting models chosen for this 
analysis were the empirical second-order structural model, with and without the risk 
score variable.  Table 21 summarizes the CSAP scores by domain as well as the 
behavioral variables - attendance and suspensions. 
 
Table 21 
Descriptive Statistics for the Outcome Measures (N = 362) 
 
The structural model (without the risk score) using CSAP scores as academic 
achievement measures (with the standardized coefficients) is illustrated in Figure 11.  The 
statistics, goodness-of-fit indices, and highest standardized residual values are presented 
in Table 22. The path coefficients between SSE and the outcome measures are displayed 




1 CSAP Math 1
2 CSAP Writing 0.69 ** 1
3 CSAP Reading 0.73 ** 0.83 ** 1
4 CSAP Science 0.78 ** 0.73 ** 0.81 ** 1
5 Attendance 0.31 ** 0.26 ** 0.25 ** 0.32 ** 1


































































































Chi-square 843.52 802.97 
Degrees of freedom 346.00 320.00 
Sig. 0.00 0.00 
Chi-square/df 2.44 2.51 
Comparative fit index (CFI) 0.91 0.91 
Goodness-of-fit index (GFI) 0.86 0.86 
Adjusted goodness-of-fit index 
(AGFI) 0.83 0.83 
Root mean squared error 
(RMSEA) 0.06 0.07 
   Lower 90% 0.06 0.06 
   Upper 90% 0.07 0.07 
Standardized root mean residual 
(SRMR) 0.06 0.06 
Highest standardized residual 
value 4.85 6.41 
 
 
The model fit the data adequately.  The CFI was .91 and at the acceptable 
criterion of .90.  The RMSEA was acceptable at .06 and fell within the acceptable range 
(i.e., below .08).  The normed χ
2
 is also acceptable at 2.44, within the range of 2 to 3.  
Although the SRMR was .06 and within the acceptable range (i.e., below .10), the value 
of the highest standardized residual was 4.85, which was above the acceptable limit of the 
absolute value of 2.0 (Joreskog & Sorbom, 1984).  Lastly, both GFI and AGFI measures 
were high (.86 to .83).  All indicator variables loaded on highly and significantly to their 
respective constructs.  Furthermore, all path coefficients were statistically significant and 




As mentioned earlier, given that the standardized residuals between risk scores 
and several indicator variables were very high, a second structural model with just the 
risk variable was tested. The structural model with risk (with the standardized 
coefficients) is illustrated in Figure 12. 
The statistics, goodness-of-fit indices, and highest standardized residual values 
are presented in Table 22.  The path coefficients between SSE and the outcome measures 
are displayed in Appendix A, Table 6.  The model fit the data well. The CFI was .91 and 
at the acceptable criterion of .90.  The RMSEA was acceptable at .06 and was within the 
acceptable range (i.e., below .08).  The SRMR was .06 and within the acceptable range 
(i.e., below .10).  In addition, the value of the highest standardized residual was 6.41 and 
above the acceptable limit of the absolute value of 2.0 (Joreskog & Sorbom, 1984).  
Lastly, both GFI and AGFI measures were moderate (.86 to .83). All indicator variables 
loaded highly and significantly to their respective constructs.  Furthermore, the path 







Figure 12. Structural model testing the criterion-related validity of the SSE model using 





































































  In conclusion, based on the evidence discussed previously, although both models 
fit the data adequately, it is evident that Student School Engagement as defined by the 
second-order theoretical model was a better predictor of academic achievement as 
defined by CSAP scores and risk score.  Additionally, taking a closer look at the Akaike 
information criterion (AIC) of both models showed the structural model with the risk 
score (AIC = 916.97) to be less complex and easier to replicate than the model without 
the risk score (AIC = 963.52).  Attendance and suspensions were accounted for when 
calculating the risk score, and although both models provide adequate fit, the less 
complex model (i.e., the one with the risk score) is preferred as it is practically and 
statistically more robust. 
Factorial Invariance 
Research Question #3: 
 Does the factor structure of the SSE instrument show factor invariance when it is fitted 
across subgroups of students based on some demographic variables such as 
socioeconomic status and gender? 
Originally, tests of invariance were to be conducted by gender and English 
Language Learner (ELL) groups; however, the dispersion of ELL students was not 
sufficient across groups to make this test suitable.  For example, there were only 79 
students in the proficient group while 279 students were in the non-proficient group.  
Thus, due to this disparity of group membership, the invariance test was only performed 






Frequencies and Percentages of Demographic Variables (N = 362) 
Variable Frequency Percentage 
Gender   
     Male 194 53.6 
     Female 164 45.3 
 
 
The invariance test was conducted on the empirical model, which was determined 
to be the best fitting measurement model. Using the AMOS simultaneous groups 
function, the fit of the baseline model was assessed within each group, where only the 
groups that yielded good model fit were included in the invariance procedure.  Groups 
were then tested simultaneously; all parameters were free to vary, and the fit of the model 
was assessed.  The chi-square value of this first simultaneous procedure served as the 
baseline measure for succeeding steps.  To establish configural and weak invariances, all 
the model parameters with the exception of the error variances were specified to be equal 
across the groups; the change in the chi-square value between the baseline measure and 
the second simultaneous test was taken.  A non-significant change in chi-square indicated 
that all parameters (sans the error variances) were invariant across groups, thus 
establishing both configural and weak invariances.  When the model parameters, 
including the error variances, were specified to be equal across the groups, the change in 
the chi-square value between the baseline measure and this third simultaneous test was 
taken.  A non-significant change in chi-square indicated that all parameters were 




The statistics, goodness-of-fit indices, and highest standardized residual values for 
females and males are presented in Table 24.  The model fit the data for the female 
sample well.  The CFI was .90 and was at the acceptable criterion of .90. The RMSEA 
was .06 and was within the acceptable range (i.e., below .08).  In addition, the SRMR 
was .06 and within the acceptable range (i.e., below .10).  Furthermore, the value of the 
highest standardized residual was 2.03, slightly above the acceptable limit of the absolute 
value of 2.0 (Joreskog & Sorbom, 1984).  However, Kline (2005) notes that this value 
may be acceptable up to 5.  Similarly, the model fit the data for the male sample well.  
The CFI was .91 and was within the acceptable criterion of .90. The RMSEA was .08 and 
was within the acceptable range (i.e., below .08).  In addition, the SRMR was .06 and 
within the acceptable range (i.e., below .10).  Furthermore, the value of the highest 
standardized residual was 2.66.  The AGI statistics for both samples were high, indicating 
a good fit (i.e. Females = .79, Males = .80). 
As the model fit both groups well, a simultaneous group analysis was conducted.  
The results of the baseline model and the two succeeding tests are displayed in Table 25.  
The non-significant changes in chi-square results indicate that configural, weak, and 
metric invariances were established across females and males. 
In conclusion, the SSE did in fact measure the same construct across different 









Fit Indices for the Female and Male Models 
 
Table 25 
Statistics for Tests of Invariance by Gender 






 Δdf Sig. 
Hypothesized model (Model 1) 
Factor loadings, variances, 
paths constrained equal 
Residual variances, factor 
























 (22) = 33.93, p < .05. Critical χ
2
 (44) = 67.50, p < .05. 
 
 
Index Females   
(N = 164)   
Males   
(N = 194)   
Chi - square   
Degrees of freedom   
Sig.   
Chi - square/df    
Comparative fit index (CFI)   
Goodness - of - fit index (GFI)   
Adjusted goodness - of - fit index (AGFI)   
Root mean sq uared error (RMSEA)   
    Lower 90%   
    Upper 90%   
Standardized root mean residual (SRMR)   
Highest standardized residual value   
404.72   
206.00   
.00   
1.97   
.90   
.83   
.79   
.08   
.07   
.09   
.06   
2.03   
  407.51   
206.00   
.00   
1.98   
.91   
.84   
.80   
.07   
.06   
.08   
.06   






Analysis of Variance: Student School Engagement Across Schools 
Although not originally a purpose of this study, it was important to conduct a test to 
assess whether or not there were any differences across schools on any of the domains of 
Student School Engagement; therefore, an analysis of variance (ANOVA) was conducted 
to test this hypothesis. The means and standard deviations for productivity, aspirations, 
and belonging are displayed in Table 26, while the ANOVA results are summarized in 
Table 27.  The findings in Table 27 indicate that only belonging scores varied 
significantly across schools (F (2,365) = 6.50, p = .002). Post-hoc Tukey test findings 
reveal that students from Rachel R. Middle School (M = 7.11) had significantly higher 
belonging scores than students from Henry Middle School (M = 6.28; p = .001). 
 
Table 26 
Means and Standard Deviations for Productivity, Aspirations, and Belonging 
Domain Frank G. 
(N = 71) 
Rachel R. 
(N = 110) 
Kerry H. 
(N = 187) 





























One-way ANOVA Results for Productivity, Aspirations, and Belonging (N = 368) 
Source df MS F Sig. 
Productivity 
   Between groups 
   Within groups 
Aspirations 
   Between groups 
   Within groups 
Belonging 
   Between groups 




































Multi-Group Confirmatory Factor Analysis 
The statistics, goodness-of-fit indices, and highest standardized residual value for 
the three middle schools are presented in Table 28. The model fit the data for the Kerry 
H. Middle School sample well. The CFI was .92 and was above the acceptable criterion 
of .90. The RMSEA was .07 and was within the acceptable range (i.e., below .08). In 
addition, the SRMR was .05 and was within the acceptable range (i.e., below .10). 
Furthermore, the value of the highest standardized residual was 1.97 and was below the 
acceptable limit of the absolute value of two (Joreskog & Sorbom, 1984). 
The model did not fit the Frank G. Middle School sample well. The CFI was.88 
and was below the acceptable criterion of .90; however, the RMSEA was .08 and was 
within the acceptable range (i.e., below .08). Similarly, the SRMR was .08 and was 




standardized residual was 2.59; the value was above the acceptable limit of the absolute 
value of two (Joreskog & Sorbom, 1984). 
Table 28 
Fit Indices for School Models 
Index Frank G. Rachel R. Kerry H. 
Chi-square 
Degrees of freedom 
Sig. 
Chi-square/df  
Comparative fit index (CFI) 
Goodness-of-fit index (GFI) 
Adjusted goodness-of-fit index (AGFI) 
Root mean squared error (RMSEA) 
   Lower 90% 
   Upper 90% 
Standardized root mean residual 
(SRMR) 







































The model also did not fit the Rachel R. Middle School sample well. The CFI 
was.83 and was below the acceptable criterion of .90. The RMSEA was .09 and was 




the acceptable range (i.e., below .10). The value of the highest standardized residual was 
2.40; the value was above the acceptable limit of the absolute value of two (Joreskog & 
Sorbom, 1984). 
The model did not fit two of the middle school samples, indicating that 
configural, weak, and metric invariances could not be established across schools. As a 






Chapter IV: Discussion 
The rate of students dropping out of high school continues to be of great concern 
for parents, teachers and administrators.  One theory that many researchers have studied 
is the concept that a more engaged student does not drop out of school and achieves a 
higher level of academic success than students who are not engaged.  By examining 
engagement more closely, the findings of this study suggested that engagement is not 
simply a unidimensional psychological construct.  Instead, it was discovered to be a 
higher-order, multi-dimensional construct, comprised of an aspiration, a belonging and a 
productivity component.  This study tested the validity of this three-factor model and 
attempted to ensure that an instrument provided to students for self-assessment was 
capable of measuring the three components of engagement. 
The purpose of this study was threefold.  The first purpose was to compare 
different measurement models of the Student School Engagement (SSE) using factor 
analysis (and factorial validity) to understand which model better fit the student 
engagement data.  
The empirical model supported the theoretical model when analyzed through 
exploratory factor analysis.  Many items were placed into their theorized categories of 
behavioral, emotional or cognitive engagement.   
The second purpose of this study was to determine the extent to which the SSE 




validity:  (1) convergent validity by exploring whether the SSE and Appleton, 
Christenson, Kim and Reschly‟s (2006) and Fredricks, Blumenfeld, Friedel and Paris‟s 
(2005) Student Engagement Instruments (SEI) measure similar constructs; (2) 
discriminant validity by assessing whether the SSE and Huebner‟s (1991) Student Life 
Satisfaction Survey (SLSS) measure different constructs; and (3) criterion-related validity 
by assessing the relationship between sub-latent variables of aspirations, belonging and 
productivity and student outcome measures such as achievement, attendance and 
discipline. 
Discriminant validity was established as the correlations between the SSE and 
Appleton, Christenson, Kim and Reschly‟s (2006) and Fredricks, Blumenfeld, Friedel 
and Paris‟s (2005) Student Engagement Instruments (SEI) were positive and statistically 
significant (p <.05).  Additionally, when confirming discriminant validity, the SSE‟s 
correlations were weak and statistically not significant, thus establishing discriminant 
validity with the SLSS.  Criterion-related validity was established through structural 
equation modeling when the SSE was found to be a significant predictor of student 
outcome measures when both risk score and CSAP scores were used.  
The third purpose of this study was to assess the factorial invariance of the SSE 
instrument across different student demographic features (i.e., economic status, gender, 
etc.) to ensure that the instrument is measuring the intended construct across different 
groups. 
Configural, weak and metric invariances were established for the SSE as a non-
significant change in chi-square indicated that all parameters including the error 




Final Summary and Study Limitations 
Measuring psychological concepts is very difficult, especially when collecting 
data from young adolescents and when the concept itself (e.g., engagement) is multi-
dimensional.  It may be more appropriate to first study each component of engagement in 
isolation (e.g., the behavioral component) until researchers are able to measure the 
component with extremely high levels of reliability and validity before an attempt is 
made to link the components together under the concept of engagement.  Even if each of 
the three components were at this research level, building relationships between them and 
to the concept of engagement would still pose a difficult task.  Prior research may not 
have allocated enough resources and time to establish a more coherent series of items and 
models that are capable of measuring these concepts across different levels of 
demographics and academic achievement, especially if comparing students from an 
affluent school to those in a poor, inner-city school. 
  If fewer items were included on the assessment, the students may be more 
inclined to participate in the study, thus providing more accurate data.  Qualitative items 
may also be a necessary component of the research.  For some students, it may be 
difficult for them to express the levels of their engagement through a computer-based 
assessment.  Rather, they are more expressive in an environment that allows and 
encourages discussion and open-ended responses. 
Another potential limitation of this study was that the instrument‟s primary 
language was English; and even though each item was translated into Spanish for 




insignificant for a school primarily composed of native English speakers, but for this 
study, most subjects were of Hispanic descent, and English was not the primary language 
for some.  It is possible that with so many Hispanic students, one model may fit better 
with them than with non-Hispanic students.  If student ethnicity has an impact, one model 
may be a better fit than a different model. 
This study had an instrument with over 100 items, which many test-takers might 
find to be daunting or even exhausting, especially those at a younger age.  Potentially, the 
items near the end of the instrument were answered too quickly once fatigue and/or 
boredom set in.  Additionally, because the instrument was administered online, each item 
required a response before the subsequent page would appear.  Therefore, it was 
reasonable to expect that some answers were hastily given, resulting in inaccurate data, 
especially if the respondent did not wish to answer the item.  Forcing a respondent to 
answer an item may cause him or her to answer falsely or inaccurately in order to finish 
the instrument as soon as possible.  Additionally, a respondent might like to answer an 
item with a response that does not exist within the scale, but would be forced to answer in 
a manner that was not as accurate as it could have been.  In the future, a “skip” option or 
a “don‟t know/no answer” option may be warranted. 
Students with high levels of engagement may have answered the assessment items 
more accurately than students who were not engaged, as students not engaged in school 
may consider the survey a burden.  Thus, the data from the disengaged students may have 
been of low quality.  In addition, absent students were not included in the study, and it is 




students. Therefore, the sample may have been slightly biased towards students that were 
less likely to be absent. 
Additionally, item content may not clearly have differentiated between different 
components of engagement.  Items that were supposed to measure different aspects of 
engagement may have been too similarly worded, resulting in misinterpretation of the 
items. Similarly, students could have interpreted the items differently than the test 
creators.  Although an item may make sense to an adult or test creator, the item may not 
be understood by students. 
One particular limitation of note is the sample size.  As mentioned before, the 
sample size was small, and this could have had a strong impact on the interpretations of 
the analyses.  Unfortunately, the sample size was not statistically large enough for CFA 
analysis.  According to Costello and Osborne (2005), a general rule of thumb would be to 
have a sample size large enough to have a subject to item ratio of 10:1 or above; 
however, even at 20:1, error rates above the standard alpha level of .05 can be detected.  
This study‟s ratio was 3.1:1.  However, the results of the empirical model must be 
interpreted with extreme caution. Due to the small sample size, it was not possible to split 
the data in half for the purposes of exploratory and confirmatory factory analyses. For 
this reason, the results of the empirically driven model were not comparable to those 
obtained from the theoretically derived models.  For future studies, an increase in the 
sample size could rectify this problem, as splitting the data for EFA and CFA analysis 
would not be a concern for low statistical power. 
Some researchers have suggested that academic engagement is a separate 




in the assessment and additionally analyses (e.g., factor analysis) to confirm that 
academic engagement is a separate factor.  Academic engagement could be measured by 
outcome (e.g., asking if a student received good grades during his or her last semester or 
test).  Unfortunately, the perception of “good” may very well vary from student to 
student; therefore, a more direct approach may be more beneficial to the study (e.g., 
asking what letter grades are typically received on homework assignments). 
Recommendations 
  For this study, there were not an equal number of English and Spanish speaking 
students.  Given that different interpretations due to language and cultural differences are 
a common occurrence in testing, it would have been beneficial to the study to have had a 
more in-depth analysis comparing the two groups and how they interpreted item content. 
  Many students in the qualitative section of the instrument expressed frustration 
with the length of the instrument.  For the purpose of this study, validation, the number of 
items was necessary to ensure a credible outcome; however, it is possible that a shorter 
instrument may have resulted in a stronger outcome if the students did not experience 
fatigue or boredom during the assessment.  Many students remarked that many items 
shared strong similarities, and they could have found the repetitiveness to be exhausting 
or meaningless.  For this reason, the number of items on the SSE could potentially be 
curtailed and still be as effective, if not more so. 
  Reverse coding can be especially difficult for young respondents and/or those not 
highly interested in the assessment.  Reverse coding did not serve a specific purpose for 




items being eliminated from the factor analysis, this pattern suggests that students may 
not have detected the reverse scale, resulting in entirely meaningless responses. 
  The use of validation studies to generalize results to the population is difficult.  
The study was aimed at validating an instrument, and therefore, the sample size was 
limited due to the scope of the study.  From this perspective, it was difficult to apply the 
results of engagement to the population.  Thus, a recommendation would be to increase 
the sample size substantially if generalization is a desired outcome. 
Future Research 
  Engagement is not a clearly defined psychological construct; it requires more 
research in order to fully comprehend its complexity.  Studies that focus more on select 
components of engagement, such as cognitive engagement and its outcomes, may be 
better able to contribute to the topic of Student School Engagement. 
  It could be useful to identify the drivers of engagement via the statistical 
technique of hierarchical linear modeling.  For example, of the three components of 
engagement, which one has the most significant impact on engagement within the three 
schools studied?  By identifying the level of impact that each component has on 
engagement, teachers and administrators could be more focused on the areas that are 
most important and have the greatest impact. 
  Further research on engagement could be conducted via a longitudinal study.  By 
examining students‟ responses in the 9
th
 grade and then again in the 12
th
 grade, changes 
over time can be observed and could further support the argument that engagement has a 




students with low or average engagement scores in the 9
th
 grade, but who over time 
increase their engagement scores, will also show a marketed improvement in their 
academic achievement (e.g., grade point average or high school graduation).  Changes in 
engagement scores should also be reflected in changes in student behavior (e.g., 
academic success and behaviorally-based measures such as attendance). 
  Engagement is not simply a student trait, but one that is important for teachers 
and parents.  Engaged teachers and parents can contribute greatly to a student‟s 
willingness to learn and his or her interest level in school.  Previous research has defined 
teacher engagement to be when the teacher is “consciously aware of his or her role in the 
learning process… [and] aware of, and responding to, student experiences in the 
classroom” (Kennedy, 1998, p. 1).  Prior research also expresses the importance of 
teacher engagement for the teachers themselves, as it helps to promote job satisfaction 
and fulfillment (Davies, & Howes, 2007).  Parental engagement is just as important as 
teacher engagement. “Parental involvement in schooling can lead to real academic 
benefits for children” (Finn, 1998, p. 1).  Both parents and teachers are driving forces in 
children‟s lives. 
  The SSE was predictive of both CSAP scores and the risk scores.  Risk scores 
were a short-term outcome relative to the time that passed for CSAP scores to emerge.  
Given this time displacement, it suggests that engagement has both an immediate and a 
prolonged effect on the student.  Further research could determine if engagement has a 
greater impact on short-term or long-term outcomes.  Additionally, research could also 
determine how much time can pass for engagement to still have a meaningful effect, or if 




that over time slowly dissipates, or it could have an immediate effect and continue to 
grow over time, thus having an even greater effect if a student thrives in his or her 
academic pursuits. 
  It is possible that CSAP scores directly affect productivity and belonging.  In this 
study, it has been argued that productivity and belonging are responsible for affecting 
CSAP scores, yet the reverse may also be true.  Students exposed to taking the CSAP 
tests, which take approximately three hours (Colorado Student Assessment Program, 
2005), may have a negative reaction to these tests, due to the difficulty level, mental 
strain and the amount of time that it takes to complete.  This in turn could have an 
immediate effect on the student‟s level of productivity.  In addition, a student may feel 
less like a cohesive part of the school if he or she fails to score well on the examination.   
With parental and teacher involvement and a strong sense of community within the 
school, however, students can be guided and encouraged to become more engaged in 
school, developing a resilient and meaningful attachment to school and their academic 
successes. 
Furthermore, an alternative to CFA for item level analyses is the creation of item 
characteristic curves (ICC) via item response theory (IRT), as the IRT approach can 
transform categorical data to interval for other types of analysis (Kline, 2005).  Since IRT 
findings would result in the separation of item characteristics and person ability, future 
uses of IRT in similar studies could provide an improvement in identifying the role of 
Student School Engagement as it relates to understandings the students‟ probability of 
response to an item and the latent construct. Lastly, both ANOVA and multi-group CFA 




dependency seems to be rather sample dependant and geared towards the school with the 
higher number of students, it is recommended that a multilevel SEM be conducted on the 
schools where the data was collected. Since multilevel (nested) data is common in 
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Appendix A:  






Maximum Likelihood Estimates for Indicator Variables - Empirical Model 
 
  
Path B S.E. Beta C.R. Sig. 
Productivity to: 
   Item 3 
   Item 8 
   Item 9 
   Item 13 
   Item 17 
   Item 18 
   Item 19 
   Item 20 
   Item 27 
   Item 28 
   Item 31 
   Item 45 
Aspirations to: 
   Item 12 
   Item 21 
   Item 29 
































































































Path B S.E. Beta C.R. Sig. 
Belonging to: 
   Item 5 
   Item 6 
   Item 25 
   Item 33 
   Item 42 









































Maximum Likelihood Estimates for Hypothesized Paths: Single Factor Model 
 
Path B S.E. Beta C.R. Sig. 
SSE to: 
   Item 31 
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Path B S.E. Beta C.R. Sig. 
SSE to: 
   Item 14 
   Item 32 
   Item 41 
   Item 47 
   Item 5 
   Item 15 
   Item 33 
   Item 42 
   Item 6 
   Item 16 
   Item 25 
   Item 43 












































































Path B S.E. Beta C.R. Sig. 
SSE to: 
   Item 37 
   Item 28 
   Item 19 
   Item 9 
   Item 45 
   Item 27 
   Item 18 
   Item 8 
   Item 49 
   Item 44 
   Item 17 







































































Maximum Likelihood Estimates for Indicator Variables: Theoretical Three Factor Model 
 
Path B S.E. Beta C.R. Sig. 
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Path B S.E. Beta C.R. Sig. 
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Path B S.E. Beta C.R. Sig. 
Productivity to: 
   Item 37 
   Item 28 
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Maximum Likelihood Estimates for Indicator Variables: Empirical Higher Order Factor 
Model 
 
Path B S.E. Beta C.R. Sig. 
Productivity to: 
   Item 3 
   Item 8 
   Item 9 
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   Item 17 
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   Item 31 
   Item 45 
Aspirations to: 
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Path B S.E. Beta C.R. Sig. 
Belonging to: 
   Item 5 
   Item 6 
   Item 25 
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   Item 42 









































Maximum Likelihood Estimates for Indicator Variables: Structural Model of SSE Using 















Maximum Likelihood Estimates for Indicator Variables: Structural Model of SSE Using 
Risk Score  
 
Path B S.E. Beta C.R. Sig. 
Student school engagement to: 
   Aspirations 
   Belonging 
   Productivity 
Student school engagement to: 
   Academic achievement 





































Path B S.E. Beta C.R. Sig. 
Student school engagement to: 
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   Productivity 
Student school engagement to: 
   Academic achievement 
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On a scale of 1 to 10, how much do you agree with these statements? 
 
                                                                                              Strongly Disagree                Strongly Agree  
1. I would leave school if I would NOT face any consequences.   1     2     3     4    5    6    7    8    9    10      
2. It is okay if I do NOT graduate from high school.    1     2     3     4     5    6    7    8    9    10     
3. My family knows how I am doing in school.     1     2     3     4     5    6    7    8    9    10     
4. I have fun with my friends at school.       1     2     3     4     5    6    7    8    9    10     
5. I like most of my teachers.         1     2     3     4     5    6    7    8    9    10     
6. I volunteer to help at school.        1     2     3     4     5    6    7    8    9    10      
7. When I am in class, I just pretend I am working.     1     2     3     4     5    6    7    8    9    10     
8. If I do not know what something means, I do something  
to figure it out.            1     2     3     4     5    6    7    8    9    10     
9. I study at home.             1     2     3     4     5    6    7    8    9    10      
10. I give up when assignments are hard.      1     2     3     4     5    6    7    8    9    10     
11. I think school is a waste of time.                    1     2     3     4    5    6    7    8    9     10     
12. I plan to pursue more education after high school.     1     2     3     4     5    6    7    8    9    10     
13. There is someone in my family who helps me when I have  
trouble completing my homework.            1     2     3     4     5    6    7    8    9    10      
14. Kids at school like me.         1     2     3     4     5    6    7    8    9    10     
15. I have at least one adult in this school that I can talk to  
when I have a problem.         1     2     3     4     5    6    7    8    9    10      
16. Most days, I look forward to going to school.     1     2     3     4     5    6    7    8    9    10      
17. I pay attention to my teachers.         1     2     3     4     5    6    7    8    9    10      
18. When I am doing school work, I make sure I understand  
what I am learning.           1     2     3     4     5    6    7    8    9    10      
19. I look for more information about things we are learning  
in school.             1     2     3     4     5    6    7    8    9    10      
20. My school work is important.               1     2     3     4     5    6    7    8    9    10       
21. Being successful in school will help me in the future.   1     2     3     4     5    6    7    8    9    10     
22. There is someone outside of school that I talk to about  
my future job plans.           1     2     3     4     5    6    7    8    9    10     








     Strongly Disagree                Strongly Agree  
24. My teachers are disrespectful to me.       1     2     3     4     5    6    7    8    9    10     
25. I am proud to be a student at this school.      1     2     3     4     5    6    7    8    9    10     
26. In school, I do just enough to get by.       1     2     3     4     5    6    7    8    9    10    
27. When learning new things, I try to connect them to things  
I already know            1     2     3     4     5    6    7    8    9    10      
28. When I have an assignment due, I keep working until it is  
finished.             1     2     3     4     5    6    7    8    9    10     
29. Getting good grades is important to me.      1     2     3     4     5    6    7    8    9    10     
30. It is important to me to be successful in a job.     1     2     3     4     5    6    7    8    9    10     
31. I talk to my family about problems I have at school.   1     2     3     4     5    6    7    8    9    10     
32. My friends think it is important to do well in school.   1     2     3     4     5    6    7    8    9    10     
33. There is a lot I can learn from my teachers.     1     2     3     4     5    6    7    8    9    10     
34. I feel left out of school activities.       1     2     3     4     5    6    7    8    9    10     
35. When I am in class, I often think about other things.    1     2     3     4     5    6    7    8    9    10     
36. I catch myself  when I am not paying attention in class   1     2     3     4     5    6    7    8    9    10     
37. I try my best on school work.         1     2     3     4     5    6    7    8    9    10      
38. I work hard in school, even when I would rather be doing  
something else.           1     2     3     4     5    6    7    8    9    10      
39. I know what I want to do when I am done with high school.  1     2     3     4     5    6    7    8    9    10      
40.  My family would be disappointed if I did NOT graduate  
from high school.           1     2     3     4     5    6    7    8    9    10      
41. I am accepted at school.          1     2     3     4     5    6    7    8    9    10      
42. Teachers help me to be successful at school.     1     2     3     4     5    6    7    8    9    10      
43. I attend school events.         1     2     3     4     5    6    7    8    9    10      
44. I follow class and school rules.        1     2     3     4     5    6    7    8    9    10      
45. I know how to study for tests.         1     2     3     4     5    6    7    8    9    10     
46. My family does not care if I skip school.      1     2     3     4     5    6    7    8    9    10      
47. My friends stand up for me.        1     2     3     4     5    6    7    8    9    10     
48. I feel like a part of my school.        1     2     3     4     5    6    7    8    9    10      
49. I respect my teachers.           1     2     3     4     5    6    7    8    9    10      






HUEBNERS: On a scale of 1 to 4, how much do you agree with these statements? 
                  Strongly Disagree  Strongly agree 
 
1. My life is going well.         1          2          3         4 
2. My life is just right.         1          2          3         4 
3. I would like to change many things in my life.   1          2          3         4 
4. I wish I had a different kind of life.     1          2          3         4 
5. I have a good life.         1          2          3         4 
6. I have what I want in life.        1          2          3         4 
7. My life is better than most kids.      1          2          3         4 
 
FREDRICKS: On a scale of 1 to 4, how much do you agree with these statements? 
              Strongly Disagree Strongly Agree 
20. I follow the rules at school.          1         2         3         4 
21. I get in trouble at school.           1         2         3         4 
22. When I am in class, I just act as if I am working.      1         2         3         4 
23. I pay attention in class.           1         2         3         4 
24. I complete my work on time.         1         2         3         4 
25. I like being at school.           1         2         3         4 
26. I feel excited by my work at school.        1         2         3         4 
27. My classroom is a fun place to be.        1         2         3         4 
28. I am interested in the work at school.        1         2         3         4 
29. I feel happy in school.           1         2         3         4 
30. I feel bored in school.           1         2         3         4 
31. I read extra books to learn more about things we do in school.  1         2         3         4 
32. I try to watch TV shows about things we do in school.   1         2         3         4 
33. I talk to people outside of school about what I am learning  
in class.              1         2         3         4 
34. I check my schoolwork for mistakes.       1         2         3         4 
35. I study at home even when I don't have a test.     1         2         3         4     
36. When I read a book, I ask myself questions to make sure I  
understand what it is.           1         2         3         4  
37. If I don't know what a word means when I am reading, I do  
something to figure it out.          1         2         3         4 




On a scale of 1 to 4, how much do you agree with these statements? 
               Strongly Disagree Strongly Agree 
1. I can do most things at school if I try.         1         2         3         4 
2. At school I do things that make a difference.        1         2         3         4 
3. At school I enjoy working with other students my age.     1         2         3         4 
4. My school is clean and orderly.          1         2         3         4 
5. My school rewards good attendance.         1         2         3         4 
6. Teachers have me set personal goals to improve academically.    1         2         3         4 
7. Teachers know how to support me in managing my stress.     1         2         3         4 
8. Teachers meet with me regularly to discuss my academic progress.   1         2         3         4 
9. Teachers give me prompt feedback on my work.       1         2         3         4 
10. Sometimes I miss a class because I am not getting along with the teacher. 1         2         3         4 
11. I have at least one adult at school with whom I can talk when I have  
a problem.               1         2         3         4 
12. Students respect each other.           1         2         3         4 
13. My opinion and views are valued at my school.       1         2         3         4 
 
  
APPLETON: On a scale of 1 to 4, how much do you agree with these statements? 
               Strongly Disagree Strongly Agree 
36. After finishing my schoolwork I check it over to see if it‟s correct.   1         2         3         4 
37. When I do schoolwork I check to see whether I understand what I‟m doing. 1         2         3         4 
38. The grades in my classes do a good job of measuring what I‟m able to do. 1         2         3         4 
39. The tests in my classes do a good job of measuring what I‟m able to do.  1         2         3         4 
40. The school rules are fair.            1         2         3         4 
41. I‟ll learn, but only if the teacher gives me a reward.      1         2         3         4 
42. I‟ll learn, but only if my family/guardian(s) give me a reward.    1         2         3         4 
43. My education will create many future opportunities for me.    1         2         3         4 
44. Most of what is important to know you learn in school.     1         2         3         4 
45. Learning is fun because I get better at something.      1         2         3         4 
46. I plan to continue my education following high school.     1         2         3         4 
47. Going to school after high school is important.       1         2         3         4 
48. School is important for achieving my future goals.      1         2         3         4 




50. When I do well in school it‟s because I work hard.       1         2         3         4 
51. I am hopeful about my future.           1         2         3         4 
52. My family/guardian(s) are there for me when I need them.     1         2         3         4 
53. My teachers are there for me when I need them.       1         2         3         4 
54. Other students here like me the way I am.        1         2         3         4 
55. Adults at my school listen to the students.        1         2         3         4 
56. Other students at school care about me.         1         2         3     4        
57. Students at my school are there for me when I need them.     1         2         3         4 
58. When something good happens at school, my family/guardian(s) want  
to know about it.              1         2         3         4 
59. Most teachers at my school are interested in me as a person, not just  
as a student.                1         2         3         4 
60. Students here respect what I have to say.        1         2         3         4 
61. Overall, my teachers are open and honest with me.      1         2         3         4 
62. When I have problems at school my family/guardian(s) are willing  
to help me.                1         2         3         4 
63. Overall, adults at my school treat students fairly.       1         2         3         4 
64. I enjoy talking to the teachers here.          1         2         3         4 
65. I enjoy talking to the students here.          1         2         3         4 
66. I have some friends at school.           1         2         3         4 
67. My family/guardian(s) want me to keep trying when things are tough  
at school.               1         2         3         4 
68. At my school, teachers care about students.        1         2         3         4 
69. I feel safe at school.              1         2         3         4 
70. I feel like I have a say about what happens to me at school.     1         2         3         4 
 
Thank you so much for your time and completing the whole survey!  
Is there anything else you would like to tell us? 
(space for comments) 
 
