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INTERPLAY OF TIME-DELAY AND VELOCITY ALIGNMENT IN THE
CUCKER-SMALE MODEL ON A GENERAL DIGRAPH
JIU-GANG DONG, SEUNG-YEAL HA, AND DOHEON KIM
Abstract. We study dynamic interplay between time-delay and velocity alignment in
the ensemble of Cucker-Smale (C-S) particles(or agents) on time-varying networks which
are modeled by digraphs containing spanning trees. Time-delayed dynamical systems
often appear in mathematical models from biology and control theory, and they have been
extensively investigated in literature. In this paper, we provide sufficient frameworks for
the mono-cluster flocking to the continuous and discrete C-S models, which are formulated
in terms of system parameters and initial data. In our proposed frameworks, we show that
the continuous and discrete C-S models exhibit exponential flocking estimates. For the
explicit C-S communication weights which decay algebraically, our results exhibit threshold
phenomena depending on the decay rate and depth of digraph. We also provide several
numerical examples and compare them with our analytical results.
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1. Introduction
The terminology “flocking” represents a collective phenomenon in which the ensemble of
flocking particles organize into an ordered motion using only limited information and simple
rules. This flocking behavior appears in many biological complex systems, e.g., flocking of
birds, schooling of fish and swarming of bacteria, etc. The flocking problem has received
lots of attention from researchers in several scientific disciplines such as computer science,
biology and statistical physics etc in the last decades [4, 13, 16, 17, 28, 31, 37, 39, 41, 42] due
to its engineering applications in mobile sensor networks, cooperative robotics and formation
flying spacecrafts [5, 12, 32]. After Vicsek’s seminal work [41], several mathematical models
have been proposed in literature [42]. Among them, our main interest in this paper lies
on the Newton type particle system proposed by Cucker and Smale [16] in a decade ago.
In this model, the interaction weight between particles is assumed to be an algebraically
decaying function depending on the Euclidean distance between particles. One of the novel
features in the Cucker-Smale(C-S) model is that emergence of flocking exhibits a threshold
phenomenon, for example, when the decay rate is slower than that of Coloumb potential,
the emergence of global flocking is guaranteed for any initial configuration, whereas if the
decay rate is faster than that of Coloumb potential, the emergence of global flocking holds
only for some restricted class of initial configuration. As discussed in the abstract, our
main focus in this paper is the interplay between communication time-delay and velocity
alignment in the C-S ensemble.
Next, we briefly discuss our continuous-time C-S type model (see Section 2.1 for details).
Let (xi(t),vi(t)) ∈ R2d be the position and velocity of the i-th C-S particle, respectively,
and for τ > 0, the time-delay function τij : R+ → [0, τ ] is bounded and continuous function
representing the communication time-delay in the information flow from the j-th particle to
the i-th particle, and we also denote the network topology via the connection matrix (χij):
χij =
{
1, if j transmits information to i,
0, otherwise,
and the communication weights between i-th and j-th particles are registered by the com-
munication weight function ψ(‖xj(t − τij(t)) − xi(t)‖) as for the general C-S model [26].
Under the aforementioned setup, the dynamics of (xi(t),vi(t)) is governed by the following
Cauchy problem:
(1.1)


x˙i(t) = vi(t), t > 0, i = 1, · · · , N,
v˙i(t) =
N∑
j=1
χijψ(‖xj(t− τij(t))− xi(t)‖)(vj(t− τij(t))− vi(t)),
(xi,vi)(t) = (x
0
i (t),v
0
i (t)), −τ ≤ t ≤ 0,
where the weight function ψ is assumed to be bounded, locally Lipschitz continuous positive
non-increasing functions defined on the nonnegative real numbers:
(1.2) 0 < ψ(r) ≤ κ, r ≥ 0, (ψ(r1)− ψ(r2))(r1 − r2) ≤ 0, r1, r2 ≥ 0.
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and initial data (x0i (t),v
0
i (t)) are assumed to be bounded and continuous in the time-interval
[−τ, 0].
The well-posedness of the time-delayed system (1.1) and (1.2) can be found in [23], which
proves the existence and uniqueness of the classical solutions to system (1.1) for any contin-
uous initial conditions. For the complete network, zero time-delay and C-S communication
weight:
χij = 1, τij ≡ 0, 1 ≤ i, j ≤ N, ψ(r) = 1
(1 + r2)β
, β ≥ 0,
system (1.1) was first proposed in [16, 17] and the threshold phenomena between global and
local flocking have been observed. Since then, these flocking estimates have been generalized
for a general non-increasing communication weight in [26] which corresponds to the zero-
time delayed case (1.1) with τij = 0, χij = 1. Emergent dynamics and related topics have
been extensively studied from many perspectives, e.g., collision avoidance [1, 14], random
effects [2, 15, 24], mean-field limit and measure-valued solutions [6, 7], collective dynamics
[8, 16, 17, 21, 26, 27, 38], local flocking [9, 22], bonding force [33], generalized flocking [30],
singular and hyperbolic limits [36], kinetic equation [19], application to flight formation [32]
and flocking with leaders [29] etc.
Time delays often appear in practical applications due to position and velocity data
processing and transmission, as pointed out by the recent works [40, 43], which have per-
formed some real experiments to achieve several fundamental collective flight tasks with
autonomous aerial robots. The C-S model (1.1) - (1.2) with time-delay has been studied
in literature. For example, in [10, 25, 34], the C-S model with a single constant time delay
and time varying delays under the complete graph (i.e., all-to-all interactions) is considered,
respectively. In [35], a flocking condition is derived for the C-S model with a single constant
delay under hierarchical leadership (a special class of digraphs). However, to the best of
our knowledge, the effect of multiple time varying delays on the C-S model under general
digraphs has not been addressed in literature. This is our main motivation to introduce a
delayed C-S model under general digraphs where communication delays are allowed to be
time-varying but bounded by τ . Before we discuss our main results, we introduce several
notation:
xi := (x
1
i , · · · , xdi ) and vi := (v1i , · · · , vdi ), i = 1, · · · , N,
v¯k(t) := max
1≤i≤N
t−τ≤s≤t
vki (s), v
k(t) := min
1≤i≤N
t−τ≤s≤t
vki (s), k = 1, · · · , d,
Dk(t) := v¯k(t)− vk(t), D(t) = max
1≤k≤d
Dk(t), X(0) := max
χij>0
−τ≤s≤0
‖xi(0)− xj(s)‖.
(1.3)
Then, our sufficient condition for the mono-cluster flocking can be summarized in the fol-
lowing simple relation. For given initial data, time-delay and network topology, if there
exists a positive constant ρ such that
D(0) ≤ e
−n∞κγg(3τ+2)
2
√
dγg(2τ + 1)(1 + n∞κ)γg
ρ(ψ(X(0) + ρ))γg ,
where γg and n
∞ are the depth of the spanning tree and maximal size of neighbor set
defined in (2.1) and (3.2), respectively, then the relative velocities and positions satisfy
mono-cluster flocking estimates (see Theorem 3.1 for continuous model):
sup
t≥0
‖xi(t)− xj(t)‖ <∞, lim
t→∞ ‖vi(t)− vj(t)‖ = 0, for all 1 ≤ i, j ≤ N.
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For the discrete C-S model, similar result can be obtained.
The rest of this paper is organized as follows. In Section 2, we present preliminaries
on graph theory and discuss our C-S model with time-delay on a digraph. In Section 3,
we present our two main results on flocking estimates for the continuous and discrete-time
C-S models. In Section 4, we provide a proof of our first main result on the mono-cluster
flocking dynamics of the continuous-time C-S model. In Section 5, we provide a discrete
analogue of the continuous time result. In Section 6, we provide several numerical examples
and compare them with our analytical results. Finally, Section 7 is devoted to the brief
summary of our main results and future directions.
2. Preliminaries
In this section, we briefly describe our backbones for the interplay between a dynamic
network and the flocking system on it. To fix the idea, we model network dynamics and
system dynamics by a directed graph (in short, digraph) with a spanning tree, time-varying
capacities, and the C-S model with time-delay, respectively.
2.1. Network dynamics. We discuss a theoretical minimum in a digraph which models
the neighbor set of each agent and communication weights between agents. We will identify
i as the i-th agent. A weighted digraph G = (V(G), E(G), C(G)) consists of a finite set
V(G) = {1, . . . , N} of vertices (nodes), a set E(G) ⊂ V(G) × V(G) of arcs, and a matrix
C(G) whose elements represent communication (interaction) weights between agents. If
(j, i) ∈ E(G), we say that j is a neighbor of i, and we denote the neighbor set of the vertex
i by Ni := {j : (j, i) ∈ E(G)}. We set
χij =
{
1, if j is a neighbor of i,
0, otherwise.
Throughout the paper, we exclude a self loop, i.e., i 6∈ Ni for all 1 ≤ i ≤ N . A path in G
from i0 to ip is a sequence i0, i1, . . . , ip of distinct vertices such that each successive pair of
vertices is an arc of the digraph. The integer p (the number of its arcs) is the length of the
path. If there exists a path from i to j, then vertex j is said to be reachable from vertex i,
and we define the distance from i to j, dist(i, j), as the length of a shortest path from i to
j. A digraph G is said to be strongly connected if each vertex can be reachable from any
other vertex, whereas a weaker concept is that of the existence of a spanning tree. We say
that G has a spanning tree if we can find a vertex (called a root) such that any other vertex
of G is reachable from it. For each root r of digraph G with a spanning tree, we define
maxj∈V dist(r, j) as the depth of the spanning tree of G rooted at r. The smallest depth of
G is
(2.1) γg := min
r is a root
max
j∈V
dist(r, j).
Thus, any agent in a digraph with a spanning tree can be connected to one of a root agent via
no more than γg intermediate agents. It is trivial to see γg ≤ N − 1. Moreover, γg ≤ ⌊N/2⌋
when G is undirected [3]. We understand that γg = ∞, when G does not have a spanning
tree. The (j, i)-element of the capacity matrix C(G) = (cij) denotes the interaction weight
(amount of information) from the j-vertex to i-vertex. In this paper, we use
(2.2) cij = ψ(‖xj(t− τij(t))− xi(t)‖)
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as an interaction weight.
2.2. System dynamics. Consider an autonomous multi-agent system consisting of N in-
teracting agents moving in Euclidean space Rd, where the agents are not necessarily equal
in social status and a leadership hierarchy can exist between agents.
Let Ni be the neighbor set of the agent i, consisting of the agents that directly influence
i, and let τij be a nonnegative bounded function representing the communication time-delay
from j to i at time t. The communication network of the flock is denoted by a digraph
G = (V, E , C) such that (j, i) ∈ E if and only if j ∈ Ni. We see that communication delays
τij(·) appear in both position and velocity transmissions. Here self-delay is not allowed:
(2.3) τii(·) ≡ 0 for all i ∈ {1, · · · , N}.
The weight function ψ satisfies the conditions (1.2). Since each agent adjusts its velocity by
the delayed relative state measurements, the differences between its current state and that
of other agents undergo some communication delays. Under the setting (2.2) and (2.3), as
a system dynamics, we consider the C-S model with time-dependent time-delay τij = τij(t):
x˙i(t) = vi(t), t > 0, i = 1, · · · , N,
v˙i(t) =
N∑
j=1
χijψ(‖xj(t− τij(t))− xi(t)‖)(vj(t− τij(t))− vi(t)).
Note that the original C-S model in [16] corresponds to the following setting:
χij = 1, 1 ≤ i, j ≤ N, ψ(r) = κ
N(1 + r2)β
.
Throughout the paper, we assume that the time-varying delays τij(·) are uniformly bounded,
i.e., there exists τ ≥ 0 such that
0 ≤ τij(t) ≤ τ for all t > 0 and i, j.
Next, we consider the corresponding discrete-time analogue of the continuous system (1.1)
which can be obtained via the forward Euler scheme:
xi[t+ 1] = xi[t] + hvi[t], t ∈ N ∪ {0},
vi[t+ 1] = vi[t] + h
N∑
j=1
χijψ(‖xj[t− τij[t]]− xi[t]‖)(vj[t− τij[t]]− vi[t]),
where h = ∆t is the time step, xi[t] := xi(ht) and vi[t] := vi(ht) with t ∈ N∪ {0}. We also
assume that time-delays τij are integer-valued functions.
3. Description of main results
In this section, we present our main results for the continuous and discontinuous C-S
models, respectively. First, we recall the concept of flocking in the following definition.
Definition 3.1. Let Z(t) := {(xi(t),vi(t))}Ni=1 be time-dependent C-S configuration. Then,
Z(t) exhibits asymptotic mono-cluster flocking if the following two conditions hold:
(1) The relative velocities tend to zero asymptotically:
lim
t→∞ ‖vi(t)− vj(t)‖ = 0, for all 1 ≤ i, j ≤ N.
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(2) The relative positions are uniformly bounded in time:
sup
t≥0
‖xi(t)− xj(t)‖ <∞ for all 1 ≤ i, j ≤ N.
In the following two subsections, we present two main results for the emergence of mono-
cluster flockings to the continuous and discrete C-S models. The detailed proofs will be
provided in next two sections.
3.1. The continuous C-S model. Consider the following Cauchy problem:
(3.1)


x˙i(t) = vi(t), t > 0, i = 1, · · · , N,
v˙i(t) =
N∑
j=1
χijψ(‖xj(t− τij(t))− xi(t)‖)(vj(t− τij(t))− vi(t))
(xi,vi)(t) = (x
0
i (t),v
0
i (t)), −τ ≤ t ≤ 0.
Note that the neighbor set Ni of i-th particle satisfies
Ni := {j : j 6= i, χij > 0}.
We put the following standing assumption on the network structure throughout the paper:
Assumption: Suppose that G has a spanning tree and we denote its smallest depth by γg.
Let n∞ be the maximal cardinality of the neighbor sets Ni for all 1 ≤ i ≤ N :
(3.2) n∞ := max
1≤i≤N
|Ni|,
where |A| is the cardinality of the set A. Before we state our first main result, we set
C∞ :=
e−n∞κγg(3τ+2)
2
√
dγg(2τ + 1)(1 + n∞κ)γg
.
Our first main result can be stated as follows.
Theorem 3.1. Suppose that for a given initial data {(x0i ,v0i )}, maximal size of time-delay
τ and network topology, there exists a positive constant ρ > 0 such that
(3.3) D(0) ≤ C∞ρ(ψ(X(0) + ρ))γg .
Then, for any solution {(xi,vi)}Ni=1 to (3.1), we have an asymptotic mono-cluster flocking
estimate:
sup
t≥0
‖xi(t)− xj(t)‖ <∞, lim
t→∞ ‖vi(t)− vj(t)‖ = 0, for all 1 ≤ i, j ≤ N.
Proof. Since the proof is rather lengthy, we postpone it to Section 4.1. 
Remark 3.1. 1. In the literature, the study on the C-S type models with time-delay is all
restricted to the special network topologies. In [10, 11, 20, 34], flocking estimates for the C-S
type models with time-delay on a complete network have been discussed using Lyapunov type
approach. In a recent work [35], the C-S type model with time-delay in velocity component
has been also discussed on a hierarchical network where the asymptotic velocities of particles
are given by that of leader. Thus, our current framework is general enough to include
complete network and hierarchical network. Compared to the global approach based on the
Lyapunov functionals in aforementioned literature, our current approach in Section 4 is
local in the sense that we can see explicitly how information flow can affect the velocity
flocking.
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2. Note that the result stated in Theorem 3.1 only says that the relative velocities tend
to zero asymptotically, and our methodology employed in this paper does not provide an
asymptotic flocking velocities.
As a direct application of Theorem 3.1, we have the following result for the C-S commu-
nication weight :
ψcs(r) =
κ
(1 + r2)β
.
Corollary 3.1. Suppose that initial data {(x0i ,v0i )} and parameters γg, β satisfy one of
the following conditions:

2βγg < 1,
2βγg = 1, D(0) < e−n
∞κγg(3τ+2)κγg
2
√
dγg(2τ+1)(1+n∞κ)γg
,
2βγg > 1, D(0) ≤ R(ρ+) := C∞ρ+κ
γg
[1+(X(0)+ρ+)2]
βγg
,
where ρ+ is given by the following relations:
ρ+ :=
X(0)(1 − βγg) +
√
β2γ2gX(0)
2 + 2βγg − 1
2βγg − 1 .
Then, for any solution {(xi,vi)}Ni=1 to (3.1) with ψ = ψcs, we have an asymptotic mono-
cluster flocking estimate:
sup
t≥0
‖xi(t)− xj(t)‖ <∞, lim
t→∞ ‖vi(t)− vj(t)‖ = 0, for all 1 ≤ i, j ≤ N.
Proof. We postpone its proof in Section 4.3. 
Remark 3.2. As in the original C-S model, our results also show the existence of the critical
exponent for the parameter β, below which unconditional convergence holds. It is given in
terms of the connectivity of the communication network. When we consider the all-to-all
network, we see that the critical exponent is 1/2, the same with that in [10, 16]. In [35],
for the C-S model with a single constant delay under hierarchical leadership, unconditional
convergence to flocking is established for β ≤ 1/2.
3.2. The discrete C-S model. In this subsection, we consider the discrete-time C-S
model:
xi[t+ 1] = xi[t] + hvi[t], t ∈ N ∪ {0},
vi[t+ 1] = vi[t] + h
N∑
j=1
χijψ(‖xj [t− τij[t]]− xi[t]‖)(vj [t− τij[t]]− vi[t]).
(3.4)
Here τij[t], τ ∈ N ∪ {0} and 0 ≤ τij[t] ≤ τ for all t ∈ N ∪ {0}. We set
C¯∞ :=
(1− hn∞κ)γg(3τ+1)hγg
2
√
dhγg(2τ + 1)(1 + n∞κ)γg
.
Theorem 3.2. Suppose that initial data {(x0i ,v0i )} and parameters h, κ, γg, β satisfy the
following conditions: there exists a positive constant ρ > 0 such that
0 < κh <
1
n∞
, D[0] ≤ C¯∞ρ(ψ(X[0] + ρ))γg .
8 DONG, SEUNG-YEAL HA, AND KIM
Then, for any solution {(xi,vi)}Ni=1 to (3.4), we have an asymptotic mono-cluster flocking
estimate:
sup
t∈N
‖xi[t]− xj[t]‖ <∞, lim
t→∞ ‖vi[t]− vj [t]‖ = 0, for all 1 ≤ i, j ≤ N.
Proof. Since the proof is rather lengthy, we postpone it to Section 5.1. 
As a direct application of Theorem 3.2, we have the following flocking estimate for the
C-S communication weight.
Corollary 3.2. Suppose that initial data {(x0i ,v0i )} and parameters h, κ, γg, β satisfy the
following conditions:
0 < κh <
1
n∞
,
and 

2βγg < 1,
2βγg = 1, D[0] < (1−hn
∞κ)γg(3τ+1)hγg−1κγg
2
√
dγg(2τ+1)(1+n∞κ)γg
,
2βγg > 1, D[0] ≤ (1−hn
∞κ)γg(2τ+1)hγg−1ρ+
2
√
dγg(2τ+1)(1+n∞κ)
γg
(ψ(X[0] + ρ+))
γg ,
where ρ+ is given by the following relation:
ρ+ :=
X[0](1 − βγg) +
√
β2γ2gX[0]
2 + 2βγg − 1
2βγg − 1 .
Then, for any solution {(xi[t],vi[t])}Ni=1 to (3.1) with ψ = ψcs, we have an asymptotic
mono-cluster flocking estimate:
sup
t≥0
‖xi[t]− xj[t]‖ <∞, lim
t→∞ ‖vi[t]− vj [t]‖ = 0, for all 1 ≤ i, j ≤ N.
Proof. If we replace C∞ by C¯∞, then the proof is exactly the same as that of Corollary
3.1. 
Remark 3.3. For the case without delays, i.e., τ = 0, Theorems 3.1 and 3.2 reduce to the
results obtained in [18] but by a different approach. Also, the exponential convergence rate
is explicitly given in our proof, showing that the delay can degrade the rate of convergence.
We verify the theoretical analysis by numerical simulations in the next section.
4. The continuous Cucker-Smale model
In this section, we present an asymptotic flocking estimate for the continuous-time delayed
C-S model (3.1).
4.1. Basic estimates. In this subsection, we present several lemmas to be used in the proof
of Theorem 3.1. For the flocking estimate, it is convenient to deal with the system (3.1)
componentwise. Let (xki , v
k
i ) be a k-th component of the position-velocity coordinate of the
i-th agent. Then, it satisfies
x˙ki (t) = v
k
i (t), t > 0, i = 1, · · · , N, k = 1, · · · , d,
v˙ki (t) =
N∑
j=1
χijψ(‖xj(t− τij(t))− xi(t)‖)(vkj (t− τij(t)) − vki (t)).
(4.1)
In next lemma, we study the monotonicity of v¯k and vk.
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Lemma 4.1. Let {(xi(t),vi(t))}Ni=1 be a solution to system (4.1). Then, v¯k(t) and vk(t)
defined in (1.3) are nonincreasing and nondecreasing, respectively.
Proof. (i) First, we show that v¯k(t) is non-increasing. Suppose that this is not the case.
Then there must be some instant t∗ such that the upper right-hand Dini derivative of v¯k(t)
at t∗ is positive, i.e., D+v¯k(t∗) > 0 which means that v¯k(t) is strictly increasing at t∗. Thus,
by definition of v¯k(t), there exists an agent i∗ such that v¯k(t∗) = vki∗(t
∗) since otherwise
v¯k(t) is not increasing at t∗ by continuity. However, system (4.1)2 implies
v˙ki∗(t
∗) =
N∑
j=1
χi∗jψ(‖xj(t∗ − τi∗j(t∗))− xi∗(t∗)‖)(vkj (t∗ − τi∗j(t∗))− vki∗(t∗)) ≤ 0,
which yields contradiction. Thus, we have the monotone decreasing property of v¯k(t).
(ii) The case for vk(t) can be treated similarly. Hence, we omit its details. 
Remark 4.1. The result of Lemma 4.1 yields the monotone decreasing property of Dk(t):
(Dk(t2)−Dk(t1))(t2 − t1) ≤ 0, t1, t2 ∈ (0,∞).
In next lemma, we show that there exists a strictly increasing upper envelope profile for
vki which may oscillate due to the time-delay.
Lemma 4.2. Let {(xi(t),vi(t))}Ni=1 be a solution to system (4.1). If for t2 ≥ t1 ≥ 0, i ∈
{1, · · · , N} and 1 ≤ k ≤ d, there exists a positive constant αc such that
(4.2) vki (t2) ≤ v¯k(t1)− αc
Dk(t1)
2
,
then for all t ≥ t2,
vki (t) ≤ v¯k(t1)− αce−n
∞κ(t−t2)Dk(t1)
2
.
Proof. We use the non-increasing property of v¯k(t) in Lemma 4.1, (3.2), (4.1) and that
ψ(‖xj(t− τij(t))− xi(t)‖) ≤ κ
to see
v˙ki (t) =
N∑
j=1
χijψ(‖xj(t− τij(t)) − xi(t)‖)(vkj (t− τij(t))− vki (t))
≤ n∞κ(v¯k(t1)− vki (t)) = −n∞κ(vki (t)− v¯k(t1)), t ≥ t2.
(4.3)
Then, we apply Gronwall’s lemma for (4.3), and use (4.2) to obtain
vki (t) ≤ v¯k(t1) + e−n
∞κ(t−t2)(vki (t2)− v¯k(t1)) ≤ v¯k(t1)− αce−n
∞κ(t−t2)Dk(t1)
2
, t ≥ t2.

In next proposition, we study how the velocity component of an agent is affected by the
neighboring agents via the information flow.
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Proposition 4.1. Suppose that the agent i satisfies the hypothesis (4.2) of Lemma 4.2 and
i is a neighbor of j, i.e., i ∈ Nj. Then, we have
(4.4) vkj (t2 + τ + 1) ≤ v¯k(t1)−
ψαce
−2n∞κ(τ+1)
1 + n∞κ
Dk(t1)
2
,
where the positive constant ψ is such that ψ(‖xj(t − τij(t)) − xi(t)‖) ≥ ψ for all t2 ≤ t ≤
t2 + τ + 1.
Proof. It follows from Lemma 4.2 that for t ∈ [t2, t2 + τ + 1],
vki (t) ≤ v¯k(t1)− αce−n
∞κ(t−t2)Dk(t1)
2
≤ v¯k(t1)− αce−n∞κ(τ+1)D
k(t1)
2
=: ∆(t1).
Let i be a neighbor of j, i.e., i ∈ Nj. Then, depending on the relative size of vkj with
v¯k(t1) − αce−n∞κ(τ+1)D
k(t1)
2 in the time interval [t2, t2 + τ + 1], we consider the following
two cases:
Case A : ∃ t∗ ∈ [t2, t2 + τ + 1] such that vkj (t∗) ≤ ∆(t1).
Case B : ∀ t ∈ [t2, t2 + τ + 1], vkj (t) > ∆(t1).
(4.5)
• Case A: In this case, we use (4.5)1 and the result of Lemma 4.2 to see that for all t ≥ t∗,
(4.6) vkj (t) ≤ v¯k(t1)− αce−n
∞κ(t−t∗+τ+1)Dk(t1)
2
.
We choose t = t2 + τ + 1 in (4.6) and use t2 − t∗ + 2(τ + 1) ≤ 2(τ + 1) to get
(4.7) vkj (t2 + τ + 1) ≤ v¯k(t1)− αce−2n
∞κ(τ+1)Dk(t1)
2
.
• Case B: In this case, for all t ∈ [t2, t2 + τ + 1], we have
vkj (t) > v¯
k(t1)− αce−n∞κ(τ+1)D
k(t1)
2
For t ∈ [t2 + τ, t2 + τ + 1], we use (4.1) and the monotonicity relation of v¯k in Lemma 4.1:
vkl (t− τjl(t)) ≤ v¯k(t) ≤ v¯k(t2) and v¯k(t2) ≤ v¯k(t1)
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to see
d
dt
vkj (t) =
∑
l∈Nj
χjlψ(‖xl(t− τjl(t))− xj(t)‖)(vkl (t− τjl(t))− vkj (t))
= ψ(‖xi(t− τji(t))− xj(t)‖)(vki (t− τji(t))− vkj (t))
+
∑
l∈Nj
l 6=i
χjlψ(‖xl(t− τij(t))− xi(t)‖)(vkl (t− τjl(t)) − vkj (t))
≤ ψ(‖xi(t− τji(t))− xj(t)‖)(vki (t− τji(t))− vkj (t)) + (n∞ − 1)κ(v¯k(t2)− vkj (t))
≤ ψ(‖xi(t− τji(t))− xj(t)‖)
(
v¯k(t1)− αce−n∞κ(τ+1)D
k(t1)
2
− vkj (t)
)
+ (n∞ − 1)κ(v¯k(t2)− vkj (t))
≤ ψ
(
v¯k(t1)− αce−n∞κ(τ+1)D
k(t1)
2
− vkj (t)
)
+ (n∞ − 1)κ(v¯k(t1)− vkj (t))
= −
(
ψ + (n∞ − 1)κ
)[
vkj (t)−
(
v¯k(t1)−
ψαce
−n∞κ(τ+1)
ψ + (n∞ − 1)κ
Dk(t1)
2
)]
= −
(
ψ + (n∞ − 1)κ
)[
vkj (t)−
(
v¯k(t1)−
ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
)]
− ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
(4.8)
Next, we claim that there exists an instant t∗ ∈ [t2 + τ, t2 + τ + 1] such that
(4.9) vkj (t
∗) ≤ v¯k(t1)−
ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
.
If this is not the case, that is, for all t ∈ [t2 + τ, t2 + τ + 1], we have
(4.10) vkj (t) > v¯
k(t1)−
ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
.
Then it follows from (4.8) and (4.10) that
(4.11)
d
dt
vkj (t) ≤ −
ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
.
We integrate the above relation (4.11) from t2 + τ to t2 + τ + 1 and use
vkj (t2 + τ) ≤ v¯kj (t2 + τ) ≤ v¯k(t1)
to get
vkj (t2 + τ + 1) ≤ v¯k(t1)−
ψαce
−n∞κ(τ+1)
1 + ψ + (n∞ − 1)κ
Dk(t1)
2
,
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which gives a contradiction to (4.10). Hence, we have (4.9). Since ψ − κ < 0, the relation
(4.9) yields that there exists an instant t∗ ∈ [t2 + τ, t2 + τ + 1] such that
(4.12) vkj (t
∗) ≤ v¯k(t1)−
ψαce
−n∞κ(τ+1)
1 + n∞κ
Dk(t1)
2
.
Finally, we use Lemma 4.2 and (4.12) to obtain
(4.13) vkj (t2 + τ + 1) ≤ v¯k(t1)−
ψαce
−n∞κ(t2+τ+1−t∗+τ+1)
1 + n∞κ
Dk(t1)
2
.
We again use (4.13) and the relation
e−n
∞κ(t2+τ+1−t∗+τ+1) = e−n
∞κ(t2−t∗)︸ ︷︷ ︸
≥1
e−2n
∞κ(τ+1) ≥ e−2n∞κ(τ+1)
to derive the desired estimate (4.4). 
We are now ready to provide a proof of Theorem 3.1 in the following subsection.
4.2. Proof of Theorem 3.1. We split its proof into two steps. First we show the expo-
nential decay of D(t), and then using this exponential decay of D(t), we derive the uniform
boundedness of the relative spatial positions.
• Step A (Exponential decay of relative velocities): Suppose that network topology G,
coupling strength κ, and time-delay τ satisfy the relations:
γg > 0, n
∞ = max
1≤i≤N
|Ni| > 0, τ > 0, κ > 0.
For ρ > 0 and initial spatial condition X(0), we define δ as follows.
δ := 1− (ψ(X(0) + ρ))
γge−n∞κγg(3τ+2)
2(1 + n∞κ)γg
> 0.
For given initial data set {(x0(t),v0(t)) : −τ ≤ t ≤ 0}, from (3.3) there exists a positive
constant ρ > 0 such that
(4.14) 2
√
dγg(2τ + 1)(1 + n
∞κ)γgD(0) ≤ e−n∞κγg(3τ+2)(ψ(X(0) + ρ))γgρ.
Since D(t) is non-increasing in t, we will show that for the exponential decay of relative
velocities it is enough to have
(4.15) D(nγg(2τ + 1)) ≤ δnD(0), n ∈ N ∪ {0}.
Next, we verify the relation (4.15) using mathematical induction on n.
⋄ Step A (Initial step): Note that the relation (4.15) is trivially true.
⋄ Step B (induction step): Suppose that the relation (4.15) holds for all n = 0, 1, · · · , T ∈
N ∪ {0}, i.e.,
(4.16) D(nγg(2τ + 1)) ≤ δnD(0), n = 0, · · · , T.
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Let t ∈ [Tγg(2τ + 1), (T + 1)γg(2τ + 1)]. Then, it follows from (3.1)1 that we have
‖xi(t)− xj(t− τij(t))‖
= ‖xi(0)− xj(−τij(t))‖+
∫ t
0
d
ds
‖xi(s)− xj(s− τij(t))‖ds
≤ ‖xi(0)− xj(−τij(t))‖+
∫ t
0
‖vi(s)− vj(s− τij(t))‖ds
≤ X(0) +
T∑
n=0
∫ (n+1)γg(2τ+1)
nγg(2τ+1)
‖vi(s)− vj(s− τij(t))‖ds.
(4.17)
On the other hand, note that
‖vi(s)− vj(s− τij(t))‖
≤
√
d max
1≤k≤d
|vki (s)− vkj (s − τij(t))| ≤
√
d max
1≤k≤d
(v¯k(s)− vk(s)) =
√
dD(s).(4.18)
We combine (4.17) and (4.18) to obtain
‖xi(t)− xj(t− τij(t))‖
≤ X(0) +
√
d
T∑
n=0
∫ (n+1)γg(2τ+1)
nγg(2τ+1)
D(s)ds
≤ X(0) +
√
dγg(2τ + 1)
T∑
n=0
D(nγg(2τ + 1))
≤ X(0) +
√
dγg(2τ + 1)
T∑
n=0
δnD(0)
≤ X(0) +
√
dγg(2τ + 1)
D(0)
1 − δ
≤ X(0) + ρ.
(4.19)
Here, the second inequality follows from the fact that D(t) is non-increasing with t, and the
last inequality is from (4.14):
√
dγg(2τ + 1)D(0) ≤ e
−n∞κγg(3τ+2)(ψ(X(0) + ρ))γg
2(1 + n∞κ)γg
ρ = (1− δ)ρ.
Next, for j ∈ Ni, we use (4.19) and monotonicity of ψ to obtain
χijψ(‖xj(t− τij(t)) − xi(t)‖) = ψ(‖xj(t− τij(t)) − xi(t)‖) ≥ ψ(X(0) + ρ).
On the other hand, since G has a spanning tree, we take a root r of G such that
γg = max
j∈V
dist(r, j).
For a fixed k ∈ {1, · · · , d}, we consider the following two cases:
Case (i) : vkr (Tγg(2τ + 1)) ≤
v¯k(Tγg(2τ + 1)) + v
k(Tγg(2τ + 1))
2
.
Case (ii) : vkr (Tγg(2τ + 1)) ≥
v¯k(Tγg(2τ + 1)) + v
k(Tγg(2τ + 1))
2
.
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(i) We first consider the case:
vkr (Tγg(2τ + 1)) ≤
v¯k(Tγg(2τ + 1)) + v
k(Tγg(2τ + 1))
2
= v¯k(Tγg(2τ + 1)) − D
k(Tγg(2τ + 1))
2
.
(4.20)
We apply Lemma 4.2 with αc = 1 to find that for all t ≥ Tγg(2τ + 1),
vkr (t) ≤ v¯k(Tγg(2τ + 1)) − e−n
∞κ(t−Tγg(2τ+1))Dk(Tγg(2τ + 1))
2
.
For any i 6= r, we can find a path from r to i of length p ≤ γg:
r = i0 → i1 → . . . → ip = i.
For i1, we apply Proposition 4.1 with
i = r, j = i1, t1 = t2 = Tγg(2τ + 1), αc = 1 and ψ = ψ(X(0) + ρ)
to get
vki1(Tγg(2τ + 1) + τ + 1) ≤ v¯k(Tγg(2τ + 1))−
ψ(X(0) + ρ)e−2n∞κ(τ+1)
1 + n∞κ
Dk(Tγg(2τ + 1))
2
.
We again apply Lemma 4.2 to the above relation to find
vki1(Tγg(2τ + 1) + 2τ + 1) ≤ v¯k(Tγg(2τ + 1)) −
ψ(X(0) + ρ)e−n∞κ(3τ+2)
1 + n∞κ
Dk(Tγg(2τ + 1))
2
.
We continue to apply Proposition 4.1 with
i = i1, j = i2, t1 = Tγg(2τ + 1), t2 = Tγg(2τ + 1) + 2τ + 1,
αc =
ψ(X(0) + ρ)e−n∞κ(3τ+2)
1 + n∞κ
and ψ = ψ(X(0) + ρ)
to get
vki2(Tγg(2τ + 1) + 2τ + 1 + τ + 1)
≤ v¯k(Tγg(2τ + 1))− (ψ(X(0) + ρ))
2e−n∞κ(5τ+4)
(1 + n∞κ)2
Dk(Tγg(2τ + 1))
2
.
We proceed the above argument until ip = i to derive
vki (Tγg(2τ + 1) + (p− 1)(2τ + 1) + τ + 1)
≤ v¯k(Tγg(2τ + 1))− (ψ(X(0) + ρ))
pe−n∞κ((3(p−1)+2)τ+2p)
(1 + n∞κ)p
Dk(Tγg(2τ + 1))
2
.
(4.21)
Then, (4.21) and Lemma 4.2 yield
vki (Tγg(2τ + 1) + (γg − 1)(2τ + 1) + τ + 1)
≤ v¯k(Tγg(2τ + 1))− (ψ(X(0) + ρ))
pe−n∞κ(γg(2τ+1)+(p−1)τ+p)
(1 + n∞κ)p
Dk(Tγg(2τ + 1))
2
≤ v¯k(Tγg(2τ + 1))− (ψ(X(0) + ρ))
γge−n∞κ((3γg−1)τ+2γg)
(1 + n∞κ)γg
Dk(Tγg(2τ + 1))
2
.
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We recall (4.20) to see that the above inequality holds for all 1 ≤ i ≤ N . We once again
apply Lemma 4.2 to conclude that for all t ≥ Tγg(2τ + 1) + (γg − 1)(2τ + 1) + τ + 1 and
i ≤ N :
vki (t) ≤ v¯k(Tγg(2τ + 1))−
(ψ(X(0) + ρ))γge−n∞κ(t−Tγg(2τ+1)+γg(τ+1))
(1 + n∞κ)γg
Dk(Tγg(2τ + 1))
2
.
Therefore, we have
v¯k((T + 1)γg(2τ + 1))
= max
1≤i≤k
(T+1)γg(2τ+1)−τ≤t≤(T+1)γg (2τ+1)
vki (t)
≤ v¯k(Tγg(2τ + 1))− (ψ(X(0) + ρ))
γge−n∞κγg(3τ+2)
(1 + n∞κ)γg
Dk(Tγg(2τ + 1))
2
.
(4.22)
Again, we use the induction hypothesis (4.16) and (4.22) to get
Dk((T + 1)γg(2τ + 1))
= v¯k((T + 1)γg(2τ + 1)) − vk((T + 1)γg(2τ + 1))
≤ v¯k(Tγg(2τ + 1)) − (ψ(X(0) + ρ))
γge−n∞κγg(3τ+2)
(1 + n∞κ)γg
Dk(Tγg(2τ + 1))
2
− vk(Tγg(2τ + 1))
= δDk(Tγg(2τ + 1)) ≤ δT+1D(0),
which yields the claim (4.15).
(ii) For the other case, i.e.,
vkr (Tγg(2τ + 1)) ≥ v¯k(Tγg(2τ + 1)) −
Dk(Tγg(2τ + 1))
2
= vk(Tγg(2τ + 1)) +
Dk(Tγg(2τ + 1))
2
,
(4.23)
we, in turn, consider the vector −vk(Tγg(2τ+1)) =
(−vk1(Tγg(2τ + 1)), . . . ,−vkN (Tγg(2τ + 1))).
Note that the diameter of the vector −vk(Tγg(2τ +1)) is the same with that of vk(Tγg(2τ+
1)). It follows from (4.23) that
−vkr (Tγg(2τ + 1)) ≤ −vk(Tγg(2τ + 1))−
Dk(Tγg(2τ + 1))
2
= (−v)k(Tγg(2τ + 1)) − D
k(Tγg(2τ + 1))
2
.
Then we proceed the following arguments by observing that Lemma 4.2 and Proposition
4.1 still hold with vki (t) replaced by −vki (t).
Note that the relation (4.15) holds only for integer n. However, using the monotonic
decreasing property of D(t), we can easily see
Dk(tγg(2τ + 1)) ≤ δ[t]D(0), t ≥ 0.
We set
s := tγg(2τ + 1).
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Then the relation (4.15) yields
(4.24) |vki (s)− vkj (s)| ≤ D(s) ≤ δ[
s
γg(2τ+1)
]D(0).
Again, we use the above relation and the fact δ < 1 to find
(4.25) lim
s→∞ ||vi(s)− vj(s)|| ≤
√
dD(0) lim
s→∞ δ
[ s
γg(2τ+1)
]
= 0.
• Step B (Uniform boundedness of relative positions): We use (4.24) to obain the uniform
boundedness of spatial differences:
|xki (t)− xkj (t)|
≤ |xki (0)− xkj (0)| +
∫ t
0
|vki (s)− vkj (s)|ds
≤ |xki (0)− xkj (0)| +D(0)
∫ t
0
δ
[ s
γg(2τ+1)
]
ds
≤ |xki (0)− xkj (0)| +D(0)δ−1
∫ t
0
δ
s
γg(2τ+1)ds
≤ |xki (0)− xkj (0)| +D(0)
δ−1γg(2τ + 1)
ln δ−1
(
1− δ
t
γg(2τ+1)
)
.
This again yields
(4.26) ||xi(t)− xj(t)‖ ≤
d∑
k=1
|xki (0) − xkj (0)| + dD(0)
δ−1γg(2τ + 1)
ln δ−1
.
Finally, we combine (4.25) and (4.26) to complete the proof of Theorem 3.1.
4.3. Proof of Corollary 3.1. In this subsection, we provide sufficient conditions for initial
data leading to the mono-cluster flocking depending on the decay rate of the C-S communi-
cation weight. Note that the sufficient condition (3.3) is equivalent to the following relation:
D(0) < C∞κ
γgρ
[1 + (X(0) + ρ)2]βγg
=: R(ρ).
Lemma 4.3. Let {(xi(t),vi(t))}Ni=1 be a solution to system (3.1), and D and X(0) be
quantities defined in (1.3). Then, we have the following estimates:
(1) Suppose that β ∈ [0, 12γg ). Then for any initial data with D(0) < ∞, there exists a
positive constant ρ∗ such that if ρ > ρ∗, we have
D(0) < C∞κ
γgρ
[1 + (X(0) + ρ)2]βγg
.
(2) Suppose that β = 12γg . Then for any initial data with D(0) < C∞κγg , there exists a
positive constant ρ∗ such that if ρ > ρ∗, we have
D(0) < C∞κ
γgρ
[1 + (X(0) + ρ)2]βγg
.
(3) Suppose that β ∈ ( 12γg ,∞). Then we have
sup
0<ρ<∞
R(ρ) = R(ρ+)
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where ρ+ is a positive constant such that
ρ+ :=
X(0)(1 − βγg) +
√
β2γ2gX(0)
2 + 2βγg − 1
2βγg − 1 .
Proof. First, we consider the function:
R(ρ) :=
C∞κγgρ
[1 + (X(0) + ρ)2]βγg
, ρ > 0.
By direct calculation, we have
(4.27) R′(ρ) = C∞κγg
((1− 2βγg)ρ2 + 2X(0)(1 − βγg)ρ+ 1 +X(0)2
[1 + (X(0) + ρ)2]βγg+1
)
.
(i) Suppose that 0 ≤ β < 12γg . It is easy to see that
(4.28) R(ρ) ≈ C∞κγgρ1−2βγg and R′(ρ) ≈ R(ρ)(1− 2βγg)
ρ
, ρ≫ 1.
The relations (4.27) and (4.28) yield that R(ρ) monotonically increases to ∞, as ρ → ∞.
Thus, we can choose ρ∗ > 0 such that
D(0) < R(ρ∗) ≤ R(ρ), ∀ ρ > ρ∗.
(ii) Suppose that β = 12γg . In this case, we have
R(ρ) =
C∞κγgρ
[1 + (X(0) + ρ)2]
1
2
, R′(ρ) = R(ρ)
(X(0)ρ + 1 +X(0)2)
ρ[1 + (X(0) + ρ)2]
> 0.
Thus, R(ρ) monotonically increases to C∞, as ρ→∞. Thus, there exists ρ∗ > 0 such that
D(0) < R(ρ∗) ≤ R(ρ) ≤ C∞κγg , ∀ ρ > ρ∗.
(iii) Suppose that β > 12γg . We set a quadratic polynominal h:
h(ρ) := (1− 2βγg)ρ2 + 2X(0)(1 − βγg)ρ+ 1 +X(0)2 = 0.
Then, the discriminant ∆ of h = 0 becomes
∆ = 4X(0)2(1− βγg)2 − 4(1− 2βγg)(1 +X(0)2)
= 4
(
β2γ2gX(0)
2 + 2βγg − 1
)
> 0.
and two roots ρ± of h(ρ) = 0 become
ρ± :=
−X(0)(1 − βγg)±
√
β2γ2gX(0)
2 + 2βγg − 1
(1− 2βγg) .
Note that
R′(ρ) = 0, ρ > 0 ⇐⇒ h(ρ) = 0, ρ > 0 ⇐⇒ ρ = ρ+.
Then, we have
sup
0≤ρ<∞
R(ρ) = R(ρ+).

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Proof of Corollary 3.1: Depending on the relative sizes of β, we consider three cases:
2γgβ < 1, 2γgβ = 1, 2γgβ > 1.
The last case is trivial, so we only consider the first two cases. (Note that Lemma 4.3 (3)
helps us derive the best upper bound for D(ρ) from Theorem 3.1.)
⋄ Case 1 (β < 12γg ): In this case, it follows from (1) in Lemma 4.3 that there is no restriction
on the initial data to guarantee the relation (4.24).
⋄ Case 2 (β = 12γg ): In this case, if initial diameter D(0) satisfies
D(0) < e
−n∞κγg(3τ+2)κγg
2
√
dγg(2τ + 1)(1 + n∞κ)γg
= C∞κγg ,
then we have the relation (4.24).
This completes the proof of Corollary 3.1.
5. The discrete Cucker-Smale model
In this section, we provide a proof of our second main result Theorem 3.2 for the discrete
C-S model on a digraph. The presentation will be almost parallel to Section 4.
Note that the k-th component (xki , v
k
i ) satisfies the difference equations:
xki [t+ 1] = x
k
i [t] + hv
k
i [t], t ∈ N ∪ {0},
vki [t+ 1] = v
k
i [t] + h
N∑
j=1
χijψ(‖xj [t− τij[t]]− xi[t]‖)(vkj [t− τij[t]]− vki [t]).
(5.1)
Here τij[t] ∈ N ∪ {0} and 0 ≤ τij [t] ≤ τ for all t ∈ N ∪ {0}.
5.1. Basic estimates. Next, we provide several estimates to be crucially used in the proof
of Theorem 3.2.
Lemma 5.1. Suppose that time step h and coupling strength κ satisfy
κ > 0, 0 < hκ <
1
n∞
,
and let {(xi[t],vi[t])}Ni=1 be a solution to system (5.1). Then, v¯k[t] and vk[t] defined in (1.3)
are nonincreasing and nondecreasing, respectively.
Proof. For k ∈ {1, · · · , N}, we first show that v¯k[t] is nonincreasing. The estimate for vk[t]
can be treated similarly. First recall definition of v¯k[t]:
v¯k[t] = max
1≤i≤k
t−τ≤s≤t
vki [s].
We claim:
v¯k[t+ 1] ≤ v¯k[t] for all t ∈ N.
For v¯k[t+ 1], we can find i∗ and t∗ ∈ [t+ 1− τ, t+ 1] such that v¯k[t+ 1] = vki∗ [t∗]. We now
need to consider two cases depending on the value of t∗:
t∗ ∈ [t+ 1− τ, t], t∗ = t+ 1.
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• Case A (t∗ ∈ [t+ 1− τ, t]): In this case, it follows from definition of v¯k[t] that
vki∗ [t
∗] ≤ v¯k[t], i.e., v¯k[t+ 1] = vki∗ [t∗] ≤ v¯k[t].
• Case B (t∗ = t+ 1): In this case, we rewrite (5.1)2 at i∗ as follows.
vki∗ [t+ 1] =

1− h N∑
j=1
χi∗jψ(‖xj[t− τi∗j [t]]− x∗i [t]‖)

 vki∗ [t]
+ h
N∑
j=1
χi∗jψ(‖xj[t− τi∗j [t]]− x∗i [t]‖)vkj [t− τi∗j[t]]
≤

1− h N∑
j=1
χi∗jψ(‖xj[t− τi∗j [t]]− x∗i [t]‖)

 v¯k[t]
+ h
N∑
j=1
χi∗jψ(‖xj[t− τi∗j [t]]− x∗i [t]‖)v¯k[t]
= v¯k[t],
where we use the fact that
1− h
N∑
j=1
χi∗jψ(‖xj [t− τi∗j[t]]− x∗i [t]‖) ≥ 1− hn∞κ > 0.
Therefore, we can conclude that v¯k[t] is non-increasing. The monotonicity of vk[t] can be
shown similarly. 
Lemma 5.2. Suppose that time step h and coupling strength κ satisfy
0 < hκ <
1
n∞
,
and let {(xi[t],vi[t])}Ni=1 be a solution to system (5.1). If for t2 ≥ t1 ≥ 0, there exists a
positive constant αd such that
vki [t2] ≤ vk[t1]− αd
Dk[t1]
2
,
then, for all t ≥ t2,
vki [t] ≤ vk[t1]− (1− hn∞κ)t−t2αd
Dk[t1]
2
.
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Proof. We use (5.1)2 to see
vki [t2 + 1]
= vki [t2] + h
N∑
j=1
χijψ(‖xj[t− τij [t]]− xi[t]‖)(vkj [t2 − τij[t2]]− vki [t2])
≤ vki [t2] + hn∞κ(v¯k[t1]− vki [t2]) = (1− hn∞κ)vki [t2] + hn∞κv¯k[t1]
≤ (1− hn∞κ)
(
v¯k[t1]− αdD
k[t1]
2
)
+ hn∞κv¯k[t1]
= v¯k[t1]− (1− hn∞κ)αdD
k[t1]
2
.
Inductively, we obtain that for all t ≥ t2,
vki [t] ≤ v¯k[t1]− (1− hn∞κ)t−t2αd
Dk[t1]
2
.

Proposition 5.1. Suppose that the agent i satisfies the assumptions of Lemma 5.2 and i
is a neighbor of j, i.e., i ∈ Nj. Then, we have
vkj [t2 + τ + 1] ≤ v¯k[t1]−
hψαd(1− hn∞κ)2τ+1
1 + n∞κ
Dk[t1]
2
,
where the positive constant ψ is such that χijψ(‖xj [t− τij[(t]]−xi[t]‖) ≥ ψ for all t2 ≤ t ≤
t2 + τ + 1.
Proof. We consider the following two cases.
• Case A: If there exists some time instant t∗ ∈ [t2, t2 + τ + 1] satisfying
vkj [t
∗] ≤ v¯k[t1]− (1− hn∞κ)ταdD
k[t1]
2
,
then Lemma 5.2 implies
vkj [t2 + τ + 1] ≤ v¯k[t1]− (1− hn∞κ)2τ+1αd
Dk[t1]
2
.
• Case B: For all t ∈ [t2, t2 + τ + 1], we have
vkj [t] > v¯
k[t1]− (1− hn∞κ)ταdD
k[t1]
2
.
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By our hypothesis on i, we have
vkj [t2 + τ + 1]
= vkj [t2 + τ ] + h
N∑
l=1
χjlψ(‖xl[t2 + τ − τjl[t2 + τ ]]− xj [t2 + τ ]‖)
× (vkl [t2 + τ − τjl[t2 + τ ]]− vkj [t2 + τ ])
≤ vkj [t2 + τ ] + hψ(‖xi[t2 + τ − τji[t2 + τ ]]− xj[t2 + τ ]‖)
× (vki [t2 + τ − τji[t2 + τ ]]− vkj [t2 + τ ])
+ (n∞ − 1)hκ(v¯k [t1]− vkj [t2 + τ ])
≤ vkj [t2 + τ ] + hψ
(
v¯k[t1]− (1− hn∞κ)ταdD
k[t1]
2
− vkj [t2 + τ ]
)
+ h(n∞ − 1)κ(v¯k[t1]− vkj [t2 + τ ])
= vkj [t2 + τ ]− h(ψ + (n∞ − 1)κ)vkj [t2 + τ ]
+ h(ψ + (n∞ − 1)κ)v¯k[t1]− hψ(1− hn∞κ)ταdD
k[t1]
2
.
(5.2)
We now distinguish two subcases.
⋄ Case B.1: If
vkj [t2 + τ ] > v¯
k[t1]−
ψ(1− hn∞κ)ταd
1 + ψ + (n∞ − 1)κ
Dk[t1]
2
,
then (5.2) gives
vkj [t2 + τ + 1]
< v¯k[t1]− h(ψ + (n∞ − 1)κ)
(
v¯k[t1]−
ψ(1− hn∞κ)ταd
1 + ψ + (n∞ − 1)κ
Dk[t1]
2
)
+ h(ψ + (n∞ − 1)κ)v¯k[t1]− hψ(1− hn∞κ)ταdD
k[t1]
2
= v¯k[t1]−
hψ(1− hn∞κ)ταd
1 + ψ + (n∞ − 1)κ
Dk[t1]
2
.
⋄ Case B.2: Otherwise, (5.2) again gives
vkj [t2 + τ + 1]
≤ (1− h(ψ + (n∞ − 1)κ)) (v¯k[t1]− ψ(1− hn∞κ)ταd
1 + ψ + (n∞ − 1)κ
Dk[t1]
2
)
+ h(ψ + (n∞ − 1)κ)v¯k[t1]− hψ(1− hn∞κ)ταdD
k[t1]
2
.
= v¯k[t1]−
hψ(1− hn∞κ)ταd
1 + ψ + (n∞ − 1)κ
Dk[t1]
2
.
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We combine all estimates in Case B.1 and Case B.2 to get the desired estimate:
vkj [t2 + τ + 1] ≤ v¯k[t1]−
hψαd(1− hn∞κ)2τ+1
1 + n∞κ
Dk[t1]
2
.

Now, we are ready to provide the proof of Theorem 3.2.
5.2. Proof of Theorem 3.2. By Lemma 5.1, we can see that D[t] is non-increasing with
t. Next, the proof is divided into two steps.
• Step A (Exponential decay of relative velocities): Suppose that network topology G,
coupling strength κ, and time-delay τ satisfy the relations:
γg > 0, n
∞ = max
1≤i≤N
|Ni| > 0, τ > 0, κ > 0, 0 < hκ < 1
n∞
.
For ρ > 0 and initial spatial condition X(0), we define δ as follows.
δ := 1− h
γg (ψ(X(0) + ρ))γg (1− hn∞κ)γg(3τ+1)
2(1 + n∞κ)γg
> 0.
For given initial data set {(x0[t],v0[t]) : τ ≤ t ≤ 0}, we show that if there exists a positive
constant ρ > 0 such that
D[0] ≤ 1√
dhγg(2τ + 1)
× (1− hn
∞κ)γg(3τ+1)hγg (ψ(X[0] + ρ))γg
2(1 + n∞κ)γg
ρ =
(1− δ)ρ√
dhγg(2τ + 1)
,
(5.3)
then we have exponential decay of relative velocities. To this end, it is sufficient to verify
(5.4) D[nγg(2τ + 1)] ≤ δnD[0].
Next, we verify the relation (5.4) using mathematical induction on n.
⋄ Step A (Initial step): Note that the relation (5.4) is trivially true.
⋄ Step B (induction step): Suppose that the relation (5.4) holds for all 0 ≤ n ≤ T ∈ N∪{0}:
(5.5) D[nγg(2τ + 1)] ≤ δnD[0], 0 ≤ n ≤ T,
For Tγg(2τ + 1) ≤ t ≤ (T + 1)γg(2τ + 1) and j ∈ Ni, it follows from system (5.1) that we
have
‖xi[t]− xj[t− τij [t]]‖
≤ ‖xi[t− 1]− xj [t− τij[t]− 1]‖+ h‖vi[t− 1]− vj[t− τij[t]− 1]‖
≤ ‖xi[0] − xj [−τij[t]]‖+ h
t−1∑
s=0
‖vi[s]− vj[s − τij [t]]‖.
Recall that we have
‖vi[s]− vj [s− τij[t]]‖ ≤
√
dD[s].
THE CUCKER-SMALE MODEL WITH A TIME-DELAY ON A GENERAL DIGRAPH 23
Then, we use the same argument as in (4.19) to find
‖xi[t]− xj [t− τij[t]]‖
≤ ‖xi[0] − xj [−τij[t]]‖+
√
dh
t−1∑
s=0
D[s] ≤ X[0] +
√
dh
T∑
n=0
(n+1)γg(2τ+1)−1∑
s=nγg(2τ+1)
D[s]
≤ X[0] +
√
dhγg(2τ + 1)
T∑
n=0
δnD[0] ≤ X[0] +
√
dhγg(2τ + 1)
1− δ D(0)
≤ X[0] + ρ,
(5.6)
where the last inequality is from assumption (5.3).
Then, we use (5.6) and monotonicity of ψ to obtain
ψ(‖xj[t− τij [t]]− xi[t]‖) ≥ ψ(X[0] + ρ).
Since G has a spanning tree, we take a root r of G such that γg = maxj∈V dist(r, j). For a
fixed k ∈ {1, · · · , d}, without loss of generality, we assume that
vkr [Tγg(2τ + 1)] ≤ v¯k[Tγg(2τ + 1)]−
Dk[Tγg(2τ + 1)]
2
.
Similar to the proof of Theorem 3.1, the other case can be analyzed by considering the
vector −vk[Tγg(2τ + 1)]. We apply Lemma 5.2 to have that for all t ≥ Tγg(2τ + 1),
(5.7) vkr [t] ≤ v¯k[Tγg(2τ + 1)]− (1− hn∞κ)t−Tγg(2τ+1)
Dk[Tγg(2τ + 1)]
2
.
For any l 6= r, we can find a path from r to i of length p ≤ γg:
r = i0 → i1 → . . . → ip = l.
For i1, we apply Proposition 5.1 with
i = r, j = i1, t1 = t2 = Tγg(2τ + 1), αd = 1 and ψ = ψ(X[0] + ρ)
to get
vki1 [Tγg(2τ +1)+ τ +1] ≤ v¯k[Tγg(2τ +1)]−
hψ(X[0] + ρ)(1− hn∞κ)2τ+1
1 + n∞κ
Dk[Tγg(2τ + 1)]
2
.
This and Lemma 5.2 imply
vki1 [Tγg(2τ +1)+2τ+1] ≤ v¯k[Tγg(2τ+1)]−
hψ(X[0] + ρ)(1− hn∞κ)3τ+1
1 + n∞κ
Dk[Tγg(2τ + 1)]
2
.
We continue to apply Proposition 5.1 with
i = i1, j = i2, t1 = Tγg(2τ + 1), t2 = Tγg(2τ + 1) + 2τ + 1,
αd =
hψ(X[0] + ρ)(1− hn∞κ)3τ+1
1 + n∞κ
and ψ := ψ(X[0] + ρ)
to get
vki2 [Tγg(2τ + 1) + 2τ + 1 + τ + 1]
≤ v¯k[Tγg(2τ + 1)]− h
2(ψ(X[0] + ρ))2(1− hn∞κ)5τ+2
(1 + n∞κ)2
Dk[Tγg(2τ + 1)]
2
.
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We proceed the above arguments until ip = l to derive
vkl [Tγg(2τ + 1) + (p− 1)(2τ + 1) + τ + 1]
≤ v¯k[Tγg(2τ + 1)]− h
p(ψ(X[0] + ρ))p(1− hn∞κ)(3p−1)τ+p
(1 + n∞κ)p
Dk[Tγg(2τ + 1)]
2
.
This and Lemma 5.2 imply
vkl [Tγg(2τ + 1) + (γg − 1)(2τ + 1) + τ + 1]
≤ v¯k[Tγg(2τ + 1)]− h
p(ψ(X[0] + ρ))p(1− hn∞κ)γg(2τ+1)+(p−1)τ
(1 + n∞κ)p
Dk[Tγg(2τ + 1)]
2
≤ v¯k[Tγg(2τ + 1)]− h
γg (ψ(X[0] + ρ))γg (1− hn∞κ)(3γg−1)τ+γg
(1 + n∞κ)γg
Dk[Tγg(2τ + 1)]
2
.
We recall (5.7), and see that the above inequality holds for all 1 ≤ i ≤ k. We once again
apply Lemma 5.2 to conclude that, for all t ≥ Tγg(2τ + 1) + (γg − 1)(2τ + 1) + τ + 1 and
i ≤ k, we have
vki [t] ≤ v¯k[Tγg(2τ + 1)]−
hγg (ψ(X[0] + ρ))γg (1− hn∞κ)t−Tγg(2τ+1)+γgτ
(1 + n∞κ)γg
Dk[Tγg(2τ + 1)]
2
.
Therefore, we have
v¯k[(T + 1)γg(2τ + 1)]
= max
1≤i≤k
(T+1)γg(2τ+1)−τ≤t≤(T+1)γg (2τ+1)
vki [t]
≤ v¯k[Tγg(2τ + 1)] − h
γg (ψ(X[0] + ρ))γg (1− hn∞κ)γg(3τ+1)
(1 + n∞κ)γg
Dk[Tγg(2τ + 1)]
2
This and induction hypothesis (5.5) imply
Dk[(T + 1)γg(2τ + 1)]
= v¯k[(T + 1)γg(2τ + 1)]− vk[(T + 1)γg(2τ + 1)]
≤ v¯k[Tγg(2τ + 1)] − h
γg (ψ(X[0] + ρ))γg (1− hn∞κ)γg(3τ+1)
(1 + n∞κ)γg
Dk[Tγg(2τ + 1)]
2
− vk[Tγg(2τ + 1)]
= δDk[Tγg(2τ + 1)] ≤ δT+1D[0].
Thuse, we have
|vki [s]− vkj [s]| ≤ D[s] ≤ δ[
s
γg(2τ+1)
]D[0],
which implies the velocity flocking:
lim
t→∞ ||vi[t]− vj [t]|| = 0.
• Step B (Uniform boundedness of relative positions): By the same arguments in Step B in
Section 4.2, we have
sup
−τ≤t<∞
||xi[t]− xj[t]‖ <∞.
We combine the estimates in Step A and Step B to obtain the desired mono-cluster flocking
estimate.
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6. Numerical Simulations
In this section, we present several numerical simulations to illustrate our theoretical
results obtained in previous sections, and provide further insight into the effects of com-
munication time-delays on the dynamic behavior of the C-S model for initial configurations
violating our sufficient condition (3.3) for the continuous C-S model. For numerical simu-
lation, we used the fourth-order Runge-Kutta scheme.
6.1. Simulation setup. Consider a flock of four C-S particles moving in R2 by the sys-
tem (3.1) on a communication network (Figure 1):
1
2
3 4
Figure 1 Digraph connection topology C.
From this network, it is easy to see that the neighbor sets, connection matrix C = (χij)
and depth γg are given as follows.
C :=


0 0 1 0
1 0 0 0
0 1 0 0
0 0 1 0

 , N1 = {3}, N2 := {1},
N3 := {2}, N4 := {3}, n∞ = 1, γg = 2.
For the communication weight and time-delay, we take the C-S weight:
ψ(r) =
1
(1 + r2)β
, β ≥ 0, κ = 1, τij = 1, 1 ≤ i, j ≤ N, i 6= j.
As can be seen in Corollary 3.1, for the long-ranged case with 2βγg < 1, we have a mono-
cluster flocking for any initial configurations. Thus, we only focus on the threshold and
short-ranged cases:
2βγg = 4β = 1, 2βγg = 4β > 1.
in the sequel. We set {(xi,vi) : 1 ≤ i ≤ 4} to be the solution of the system (3.1) over the
digraph given in Figure 1, and we set {(x˜i, v˜i) : 1 ≤ i ≤ 4} to be the solution over the
all-to-all network.
6.2. Threshold case with β = 14 . Our sufficient condition displayed in Corollary 3.1 says
that if initial configuration satisfies
(6.8) D(0) < e
−10
48
√
2
, X(0) <∞
then, we have an exponential mono-cluster synchronization. We performed our first numer-
ical experiment with the initial data satisfying the condition (6.8). Note that the maximal
time-delay is unity, i.e., τ = 1. The fixed initial data for the two flows {(xi,vi) : 1 ≤ i ≤ 4}
and {(x˜i, v˜i) : 1 ≤ i ≤ 4}, for all −1 ≤ t ≤ 0, are given in the table below.
x1(t) (1, 0) v1(t)
e−10
672
√
2
(1,−2) x2(t) (0, 1) v2(t) e−10672√2(3,−4)
x3(t) (−1, 0) v3(t) e−10672√2(5, 6) x4(t) (0,−1) v4(t)
e−10
672
√
2
(−7,−8)
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In Figure 2, we compare the dynamic behavior of the first velocity components over the
given digraph and all-to-all network, respectively.
-10 0 10 20 30
time (t)
-4
-3
-2
-1
0
1
2
3
v
1 i
(t
)
×10-7
-10 0 10 20 30
time (t)
-4
-3
-2
-1
0
1
2
3
v˜
1 i
(t
)
×10-7
Figure 2 The convergence trajectories of the first component velocities sat-
isfying the condition (6.8). Left: Digraph C and right: all-to-all graph
As expected, two flows both exhibit mono-cluster flocking, and the all-to-all network case
flocks faster than the digraph case. However, note that the condition (6.8) is not necessary
for the flocking to occur. In our second numerical experiment, we set the initial data for
the two flows {(xi,vi) : 1 ≤ i ≤ 4} and {(x˜i, v˜i) : 1 ≤ i ≤ 4}, for all −τ ≤ t ≤ 0, as follows.
x1(t) (1, 0) v1(t) (1,−2) x2(t) (0, 1) v2(t) (3,−4)
x3(t) (−1, 0) v3(t) (5, 6) x4(t) (0,−1) v4(t) (−7,−8)
In Figure 3, we again compare the dynamic behavior of the first velocity components
over the given digraph and all-to-all network, respectively.
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Figure 3 The convergence trajectories of the first component velocities not
satisfying the condition (6.8). Left: Digraph C and right: all-to-all graph
Based on numerical simulations, as in the C-S model with all-to-all network, we con-
jecture that for the digraph, the critical threshold will be β = 12γg from the mono-cluster
flocking view point, i.e., if 2γgβ > 1, we might have multi-cluster flocking depending on
initial configurations, whereas for 2γgβ ≤ 1, we have a mono-cluster flocking for any initial
configurations.
6.3. Threshold case with β = 1732 >
1
4 . Next, we describe our simulation setup as follows.
The initial configuration {(xi,vi) : 1 ≤ i ≤ 4} and {(x˜i, v˜i) : 1 ≤ i ≤ 4} are given as in the
following table:
x1(t) (1, 0) v1(t)
e−10
7056
√
2
(1,−2) x2(t) (0, 1) v2(t) e−107056√2 (3,−4)
x3(t) (−1, 0) v3(t) e−107056√2(5, 6) x4(t) (0,−1) v4(t)
e−10
7056
√
2
(−7,−8)
Then X(0) = ρ+ = 2, so by some calculation we deduce that the above initial data satisfy
the sufficient condition for mono-cluster flocking to occur displayed in Corollary 3.1. In
Figure 4, we can see that two flows exhibit mono-cluster flocking as expected.
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Figure 4 The convergence trajectories of the first component velocities sat-
isfying the condition in Corollary 3.1.
However, if initial data for two flows do not satisfy the condition given in Corollary 3.1,
then the flocking might not occur. Suppose that initial data for two flows {(xi,vi) : 1 ≤
i ≤ 4} and {(x˜i, v˜i) : 1 ≤ i ≤ 4}, for all −τ ≤ t ≤ 0 are given as in the following table:
x1(t) (1, 0) v1(t) (1,−2) x2(t) (0, 1) v2(t) (3,−4)
x3(t) (−1, 0) v3(t) (5, 6) x4(t) (0,−1) v4(t) (−7,−8)
In Figure 5, we can see that the two flows do not exhibit mono-cluster flocking.
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Figure 5 The trajectories of the first component velocities not satisfying
the condition in Corollary 3.1.
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7. Conclusion
In this paper, we studied the emergent dynamics of the continuous and discrete Cucker-
Smale models on digraph connection topology under the effect of time-varying time delays.
For a mono-cluster flocking behavior of the ensemble, we assume that our digraph contains
a spanning tree, i.e., there is a root whose information flows into any particle along a finite
length path. We explicitly provide sufficient frameworks for the C-S models, which lead
to the mono-cluster flocking in terms of system parameters and initial data. In particular,
for the explicit C-S communication weights, we provided explicit conditions on the size of
initial data. Our analytical results show the robustness of asymptotic mono-cluster flocking
with respect to time-delays. There are other interesting remaining questions. For example,
we have not addressed the emergence of multi-cluster flockings which can occur, when our
sufficient frameworks are not valid. This can be seen in numerical simulations in Section 6.
These issues will be discussed in future work.
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