Abstract-This paper describes a novel method for detecting vehicles on a highway using two visual features: color and texture. Our method consists of a segmentation process computed on the L*u*v* color space and a texture feature extraction procedure based on Dual-Tree Complex Wavelet Transform. We also apply a denoising process using morphological operations to build a background model and make possible the detection of the vehicles in the scene.
I. INTRODUCTION
Growth in urban populations and cities has triggered a constant improvement in public transport. One of the biggest problems to be solved in densely populated areas is that of traffic flow. Simply put, traffic flow is the study of interactions between vehicles, drivers and related infrastructure with the goal of understanding and developing an efficient road network. Devices that have been used to control vehicular traffic include traffic lights, magnetic strips and radar detectors [7] . However, these methods do not enable the finding of vehicles, monitoring their speed, detecting traffic jams, locating accidents or identifying illegal behavior from drivers [1] .
Computer-vision based techniques have been successfully used for finding vehicles [8] because they provide a large amount of information that makes it easier to identify these vehicles when appropriate descriptors are chosen. In addition, there are usually some unwanted elements present in the scene such as headlights, occlusions, illumination changes, weather or road conditions that tend to cause inaccurate results [1] , [7] . One way to minimize the effect of these unwanted factors is to use a set of descriptors that could be discriminative enough in order to distinguish different objects on a scene. Therefore, a good selection of descriptors is an important step for the accurate detection of objects of interest.
Texture is a highly useful descriptor because it describes complex visual patterns present in real-world scenes [12] . Texture combined with grayscale image intensity has been used to identify the movement of objects [11] . However, for some real-world applications, gray scale is not enough to distinguish different objects in one scene. Adding color to texture can be more effective in representing these objects.
Color is an important visual feature for both human and machine perception [15] . Its main advantage is in distinguishing objects whose grey scale intensities are similar [2] . This is our main motivation for using color as a visual feature.
Color and texture have been proved to complement each other and to achieve better results than when treated in isolation [2] . Based on this assumption, this paper shows that colour and texture make possible the implementation of a new method of detecting vehicles moving on an image sequence taken on a one-way highway.
The paper is organized as follows. Section II lists different approaches that have addressed the vehicle detection problem. Section III describes the process of segmentation using color and texture. Section IV shows how the background can be extracted from the scene. A mathematical model is proposed to differentiate the background from the vehicles. Finally, Section VI draws some conclusions derived from this work and outlines some directions for future work.
II. LITERATURE REVIEW In the past, traffic systems designers have proposed the use of images captured with CCD sensors to control traffic flow. These sensors could also be used to measure the speed of a car or a group of cars [10] . Vehicles were detected by a gray scale intensity difference threshold. If the object intensity was bigger than a threshold it was considered a car, otherwise it was part of the road. If there was no road between a certain line of cars, it was considered the presence of a group of occluded cars.
Jung and Ho [8] performed segmentation and tracking by extracting the corners of the vehicles. The points that represent the corners together with Kalman Filters were used to retrieve a linear trajectory that describes a car or token moving through the time. This method is also called trajectory matching and it can handle occlusions and light conditions. Traffic has also been modeled using graphs [7] . Vehicles are represented as vertices and the edges connecting a pair of them have a weight computed as the distance to the closest vertex with a similar appearance to the original one. Weights can be considered as any of the visual features, such as color, size, borders, among others.
Zhang and Yuang [17] used low-resolution images for tracking because most of these images were captured far away from the location of the vehicle. They use borders to build a model which finds outliers that can differentiate the vehicle from another object in the scene. Kalman Filters in combination with the body's radius allow handling total and partial occlusion when obstacles block the view of the vehicle. This method requires very low-resolution images to work correctly.
Wei Zhang et al. [18] proposed vehicle detection using a Gaussian Mixture Model, combined with a shadow removal and a morphological post-processing to detect single vehicles. Occlusion is handled by cuts in objects that are not convex; indicating that if the compactness of the detected body is not similar to the compactness of a convex hull, then it is a set of occluded vehicles.
In contrast with the previous work, we propose a new algorithm that uses a set of color-based texture features based on a Multi Resolution Gaussian Mixture Model (MRGMM) [2] , used to distinguish vehicles by both a segmentation and a background extraction process. In an attempt to speed up the entire method, we also propose the use of low resolution images, taking advantage of the images generated by the Dual Tree Complex Wavelet Transform. Finally, a denoising process is added in order to improve the results given by the segmentation process.
III. VEHICLE DETECTION BASED ON TEXTURE AND COLOR
The selection of discriminative features plays a critical role because they should be so unique as to be easily distinguished in a feature space [16] .
We propose a feature vector based on color and texture in order to solve the problem of differentiating vehicles from the background. This selection of features is based on the following assumptions:
• Highway color is considered homogeneous because all of the road is made of the same material.
• An abrupt difference between the color of the road and the color of the vehicles is useful to discriminate them from each other.
• Even if vehicles are similar in color to the road, car and road textures are different. Thus, texture may still be used to discriminate between cars and road.
Texture is considered to be a rich source of information about the nature and three-dimensional shape of objects. It consists of complex visual patterns and subpatterns with singular properties such as brightness, color and size [12] , [13] . There exist different approaches for texture modeling, such as statistical models, structural models and models based on transforms. Materka [12] suggested that Transform methods permit the variation of spatial resolution to represent textures at different scales, where Wavelet Transform is shown as a viable method to obtain time-frequency localization analysis and to identify stationary as well as non-stationary textures. As a framework, the Dual-Tree Complex Wavelet Transform (DTCWT) offers the following advantages, which overcome corresponding difficulties present in other Wavelet Transform methods [14] :
• Shift invariance. When Transform is applied, the results seem to be affected by small translations in the original input.
• Directional selectivity. A resulting set of 6 different positive and negative directions: 15
• , 45
• , 75
• , -15
• , -45
• and -75
• (see Fig.1 ).
• Moderate redundancy. The redundancy introduced by Complex Wavelets is 2 d :1 for d dimension [9] .
Color is perceived as a non-linear psycho-visual system too complex to be modeled by a simple function [4] . The L*u*v* color space is considered one of the most suitable to represent human perception, as it is perceptually uniform. Its L* component provides lightness information useful to describe texture by illumination changes on the surface of the object, whereas u* and v* provide chromatic information about the pixels. Compared to other color spaces, L*u*v* has been proved to achieve high success rates for image segmentation when using texture and color features [3] .
A. Feature extraction
The set of feature vectors of every image I RGB (x,y) of size M × N where {x = 0, ..., M − 1} and {y = 0, ..., N − 1} is extracted as follows. Let C be the color transform space where C {L * u * v * }. Color-based image I c (x, y) is transformed into a color space from C as
For the color plane C L (x, y) of the image I L * u * v * (x, y), which means the lightness component L * , we compute the
where {s = 1, ..., S} represents the levels of resolution from the highest to the lowest and {b = 1, ..., 6} indicates the number of subbands produced by the wavelet transform at scale s. The size of the subbands b at scale s is 
Then, the modulus of the complex wavelet coefficients for every subband b at every scale s is
The energy of the wavelet coefficients is calculated as
Finally, the set of feature vectors at every scale s is
This set of feature vectors is produced from the texture features extracted from the L* color band combined with the rest of the color bands, u* and v*.
Vehicles traveling on a one-direction highway have texture qualities in different directions, but if the vehicles are moving towards the capture device we only consider -75
• and 75
• given that these two components provide more information about the vertical displacement of the vehicle. Also, DTCWT can be applied successively until scale s = S is achieved. Considering the resolution of the images, a S = 3 feature vector limit is employed.
B. Segmentation
Once the feature vectors have been calculated, the coarsest level at scale S is processed to obtain a global initialization that will be used to segment higher-resolution vectors. Kmeans clustering was used to provide this initial segmentation.
The reason for using K-means clustering is that can be easily implemented and provides a good reference to identify the most representative k macrotextures for the coarsest level s = S [2] . There are other segmentation methods that could be used to provide an initialization, such as statistical or graph-based [5] , but they require several parameters usually defined heuristically. In contrast, the K-means clustering only requires a k parameter to indicate the most significant regions needed we want to identify within the image.
Feature vectors are thought to have 2 representative regions: cars and highway, so k = 2. The resulting classification at scale s = S is used as an initialization for ExpectationMaximization at scale s = S − 1, and the result is used to process the feature vector at scale s = S − 2. This process is repeated until the same action is performed to the feature at scale s = 1.
Classification combines Multi Resolution Analysis (MRA) with a Gaussian Mixture Model. This model is referred to as MultiResolution Gaussian Mixture Model [2] , which is use to segment images of scale s based on the segmentation provided by scale s + 1.
Segmentation results are shown as a binary image, where
• 0: represents surface of the highway and • 1: represents regions of vehicles and background objects. 
IV. VEHICLE MOTION DETECTION
The analyzed scene is consider static, where only the vehicles are in constant change and the background always preserves the same texture and color. Modeling of the background is needed to separate vehicles from road.
A. Background subtraction
Considering a scene where images are taken at a time t and an interval between frames ∆t, it is possible to build the background from the scene using binary images. Let Frame(t) be considered a frame taken from a time t; a pixel is considered part of the background if it keeps the same value from (t − 1) to (t − m) at interval ∆t, where m can be as big as needed to classify the frame. For the experiments reported in this paper, the size of m is 2 to reduce computational overhead. Equation (7) represents the function that classifies pixels on an image at a given time.
Background(t, m) = 0 F rame x,y (t − i∆t) = F rame x,y (t). 1 otherwise. (7) ∀i = {1, ..., m}, ∀x = {0, ..., M − 1}, ∀y = {0, ..., N − 1}.
Where: x is a horizontal coordinate of the image y is a vertical coordinate of the image F rame x,y (t) is a pixel located at coordinates (x,y) of our frame at a time t. An example of a classified background is shown in Fig.3.d. 
B. Using logic operations for vehicle detection
The background model is represented by a binary value of 1 for all possible objects that can be described as a vehicle moving, and 0 for all objects that do not change in the images. Frame(t − i∆t) to Frame(t). A possible vehicle, PosVehicle, is considered as the resulting AND operation between the modeled background Background(t,m) and frame Frame(t) (eq. (8)), which is considered TRUE where moving pixels appear (see Fig.3 .e).
P osV ehicle(t) = Background(t, m) AN D F rame(t).
(8) Equation (9) represents a moving object with value 0 if frame and background are TRUE, otherwise it takes a value of 1. The reason for this is to facilitate the next steps via morphological operations (Fig. 3) .
C. Morphological post-processing
Binary results contain the main shape of the vehicle with salt and pepper noise as well as small holes inside the binary image caused by illumination changes, background irregularities and movements of the capture device. In order to remove the noise and the holes, morphological postprocessing is applied. Noise removal should remove noise while distorting the shape of the objects as little as possible.
An erosion followed by an opening operation are applied using a 3 by 3 structuring element to remove the background noise as noise components are physically smaller than the structuring element and dark spots are increased in size. Dilation of the opening is then applied to reduce small black holes and then a closing that reduces these objects in size [6] . An example is given in fig.4 .b.
Image morphology removes small dots, but there is still noise caused by elements that do not belong to the vehicle in Frame(t), which are reflected as holes inside binary objects. Using region filling [6] , holes can be removed to produce a more precise shape of the vehicles detected (see Fig. 4 .c). 
V. RESULTS
In this section we present the results of applying the segmentation and background extraction over a sequence of images of two different sizes taken on a one-way highway. Every frame of these sequences is of 120x80 pixels and 240x160 pixels of resolution. The sizes of these sets of images might seem small in comparison to current standards, but in our experiments the segmentation process achieved better results when lower resolution images were used. Given the nature of the vehicle detection problem where a considerable amount of images are used, lower resolution images help to reduce the computational cost and do not make a significant difference in terms of the results achieved with higher resolution images. An example of the difference between the image resolutions mentioned above is depicted in Fig.5 . Texture extraction applying the Dual-Tree Complex Wavelet Transform analyzed at different coarseness levels generates different coefficients, as the detail provided by high-resolution images favors microtexture discrimination over macrotexture. Nevertheless, only 2 relevant directions in car images were used because texture coefficients were more significant in vertical directions than in others for this application. Because of this, computing time was reduced as there was no need to calculate the other 4 directions of Dual-Tree Complex Wavelet.
Computing time is also reduced when low resolution images are used as there is no need to calculate new feature vector levels to retrieve detailed information.
The acquisition of the image sequences was done from a 20 ft. height bridge with a camera pointing to the road at a 70
• inclination. This inclination was intended to preserve the vertical feature of the acquired image. The parameters used for the Dual-Tree Complex Wavelet Transform were S = 3 and b = 4. Sample rate was defined as 30 frames per second for low resolution sequences to avoid frequent calculation when scene changes are not considerable enough. A complete sequence of the entire process is shown in Fig.6 . Representation of vehicles as binary objects has been proven to facilitate the process of noise removal and achieve an accurate representation of the body of the car by using morphological operations to remove holes and salt-andpepper noise [18] . By doing this, background modeling is also simplified because is not necessary to estimate statistical parameters used to differentiate the objects in a grayscale image [16] .
Segmentation shows how color combined with texture can be used to discriminate vehicles from the road. However, in the presence of changes of illumination, for example due to the weather or time of day, the required discrimination will become more problematic. Furthermore, the choice of camera angle is an important factor.
In the case where environmental conditions make the vehicle appear to have the same color as the road, texture can be used to aid the discrimination.
VI. CONCLUSIONS AND FUTURE WORK
In this work we have presented a new approach to the vehicle detection problem. The algorithm involves two steps. Firstly a segmentation process is performed to separate the surface of the road from the rest of the components in the scene. Secondly, a background extraction procedure is applied to distinguish the moving objects and label them as vehicles. The segmentation process is based on the extraction of texture and color features using DTCWT and the L*u*v* color space. Additionally, the background extraction procedure was carried out by comparing a sequence of frames.
Texture and color descriptors can be used to differentiate moving vehicles traveling on a one-way highway because of the different surface conditions of the material they are made of.
Directional selectivity provided by the DTCWT can reduce calculation when only few directions are present in texture features. For the experiments reported in this paper, only 1/3 of the directions involved were needed to characterize texture.
Usually, background modeling is computed using statistical measurements such as averages and standard deviations. However, when binary images are used, as in our experiments, background modeling can be simplified as its computation is reduced to an equality condition. This also leads to a lower computational cost and implementation overhead.
Transform methods, in particular the DTCWT, are useful to model texture for vehicle detection tasks because macro objects can be detected at the coarsest level. This also helps to further reduce computational cost.
In addition to our results, we can also identify several directions for future work. The obvious next step is to improve the segmentation algorithm by using a more analytical selection of the most significant directions given by the DTCWT. Even though our method has delivered only preliminary results, the ultimate goal of our research is to build a complete vehicle tracking system capable of performing a set of useful tasks such as traffic flow statistics, illegal behaviors identification, traffic jams and bottleneck detections, among others.
