Abstract-This paper studies initial beam acquisition in a millimeter wave network consisting of multiple access points (APs) and mobile devices. A training protocol for joint estimation of transmit and receive beams is presented with a general frame structure consisting of an initial access sub-frame followed by data transmission sub-frames. During the initial subframe, APs and mobiles sweep through a set of beams and determine the best transmit and receive beams via a handshake. All pilot signals are narrowband (tones), and the mobiles are distinguished by their assigned pilot frequencies. Both non-coherent and coherent beam estimation methods based on, respectively, power detection and maximum likelihood (ML) are presented. To avoid exchanging information about beamforming vectors between APs and mobiles, a local maximum likelihood (LML) algorithm is also presented. An efficient fast Fourier transform implementation is proposed for ML and LML to achieve highresolution. A system-level optimization is performed in which the frame length, training time, and training bandwidth are selected to maximize a rate objective taking into account blockage and mobility. Simulation results based on a realistic network topology are presented to compare the performance of different estimation methods and training codebooks, and demonstrate the effectiveness of the proposed protocol.
I. INTRODUCTION

F
IFTH generation (5G) wireless communication networks are expected to provide ubiquitous connectivity and increased throughput to support the increasing demand for mobile data services [2] . As centimeter wave (especially sub-6 GHz) bands become crowded, millimeter wave (mmWave) bands are viewed as an important resource for satisfying projected service objectives. Recent channel measurement campaigns at mmWave frequencies have indicated that while the attenuation is relatively high, the channel typically consists of a small number of propagation paths [3] . Beamforming and combining with a large number of antennas, known as massive multi-input multi-output (MIMO), can therefore focus the signals along the strong paths to maintain a desired signalto-noise ratios (SNR) at the receiver. Designing the transmit Manuscript received April 30, 2019 ; revised September 9, 2019; accepted October 10, 2019. Date of publication October 18, 2019; date of current version November 27, 2019 . This work was supported in part by a gift from Futurewei Technologies. This article was presented in part at Asilomar 2018 [1] . (Corresponding author: Hao Zhou.) The authors are with the Department of Electrical and Computer Engineering, Northwestern University, Evanston, IL 60208 USA (e-mail: haozhou2015@u.northwestern.edu; dGuo@northwestern.edu; mh@eecs. northwestern.edu).
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Digital Object Identifier 10.1109/JSAC. 2019.2947856 and receive beams requires channel state information (CSI), which is obtained through training.
In mmWave systems, channel estimation often takes the form of beam training, which, by sending training signals, estimates the key parameters of the channel including the number of paths, spatial directions of the paths, and the path gains. Depending on whether the CSI is available a priori, beam training can be classified into initial access [4] - [6] and beam tracking [7] - [10] . The initial access aims to establish a communication link without prior knowledge of the channel. Because of the high attenuation at mmWave frequency bands, broadcasting omni-directional training signals for discovery of access points (AP) and channel sensing is often inadequate. Due to mobility and blockage, old paths may fade and new paths may emerge, which requires repeated training. By contrast, beam tracking assumes the existence of a communication link, and the goal is to track the deviation of the paths and refine the transmit/receive beams.
Dense deployment of mmWave APs is expected to overcome blockage and improve coverage [11] . With many APs and mobiles in an area, interference coordination becomes important for both beam training and data transmission. Both protocols and algorithms have been considered for training and data transmission in [12] - [14] , with a single AP.
In this paper, we focus on the initial access problem. Specifically, we consider the design of a training protocol for joint beam acquisition and tracking. We try to address the question of how much training overhead is needed for an mmWave system with multiple APs and mobiles. Our main contributions are summarized as follows:
1) We propose a system-level protocol and a frame structure for establishing connections between multiple APs and mobiles. Because the directions of propagation paths are essentially identical across a typical mmWave band, we use narrowband signals (tones) for training. The estimated beamforming and combining filters are then used for wideband data transmission. This narrowband scheme effectively avoids mutual interference and provides a high SNR. Different training codebooks (exhaustive sweeping, compressive sensing, etc.) as well as channel estimation methods can be incorporated into the protocol.
2) We present three channel estimation methods, namely the max power (MP) method, the maximum likelihood (ML) method, and the local maximum likelihood (LML) method. A low-complexity fast Fourier transform (FFT) implementation of the ML and LML methods is proposed to obtain a near-optimal estimate, regardless of the training codebook.
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In particular, with exhaustive sweeping, we show that to minimize the training error no pilot repetition (per slot) is needed for ML. We compare the performance of these methods.
3) We perform a system-level analysis and determine the optimal training overhead. The overhead is determined by optimizing system parameters including the frame length, training duration, and training bandwidth. The objective is to maximize the long-term network throughput, accounting for random blockage and link-level training error. The solution indicates that the training overhead is around 5% under typical scenarios; however, with severe frequent blockage and worse channel conditions, the overhead increases to above 10%, in which case selecting a training scheme with lower overhead becomes important.
The paper is organized as follows. In the next section we discuss related work. In Section III, we introduce the channel model, system model, and hybrid beamforming structures. In Section IV, we present the narrowband training protocol and the frame structure. In Section V, we discuss the three beam training methods. In Section VI, we analyze the system-level performance and optimize the key parameters of the training protocol. Section VII presents simulation results and Section VIII presents our conclusions.
II. RELATED WORK
Training protocols for mmWave initial access have been considered for a single AP with a single mobile in [14] - [16] and multiple mobiles in [17] - [19] . To avoid inter-user interference and pilot contamination, a tone-based training scheme is proposed in [16] , where each mobile is assigned a distinct frequency tone during training. An algorithm is proposed to estimate the AoAs at APs and mobiles for a single cell with multiple users and design the analog and digital zero-forcing precoders. In [18] , the tone-based AoA estimation method is considered for a multi-cell network, where the mobiles have a single antenna and the APs use digital beamforming. Those papers analyze the achievable rate for proposed channel estimation and beamforming algorithms. Here we consider the use of tones for user identification and acquisition in a network with a large number of APs and mobiles. Instead of fixing user association, as in [16] , [18] , the mobiles acquire their APs via a sweeping protocol. We analyze the training overhead for the proposed protocol and optimize the associated parameters.
Related work on estimating the key parameters of mmWave channels, including the number of paths, spatial directions, and path gains, is presented in [8] , [14] , [16] , [18] , [19] . The MP method for estimating spatial directions has been considered in [14] , [16] , [18] . It is simple and robust with respect to system impairments, but the training overhead scales with increasing estimation resolution. In [8] , an ML-based channel estimation method is proposed, and the resulting non-linear least squares problem is solved with the Levenberg-Marquardt algorithm. The ML method is also considered in [19] , where random beamforming is used for training. The AoAs and AoDs are estimated at APs with uplink feedback using the Newton's method. Compared with MP estimation, ML methods are more robust with respect to noise and can obtain high-resolution estimates with less training, but require knowledge of both beamforming and combining vectors to compute the estimate. The LML method we present only needs to know the receiver filters. It does not require the exchange of filters between APs and mobiles. We also propose a method for computing the ML and LML estimates using FFTs.
System-level analysis of mmWave networks has been studied in [19] - [24] . In [19] , an SNR threshold required for successful estimation is derived using the Ziv-Zakai bound (ZZB) and the Cramér-Rao bound (CRB). In [20] , a two-step initial access procedure is proposed, which exploits the features of omni-directional microwave and directional mmWave signals. The combination of directional beamforming and omni-directional transmission for initial access is also considered in [21] . In [22] , different codebooks are evaluated in terms of access latency and overhead. Design insights are also provided on the beam width and the number of simultaneous beams. In [23] , coverage and rate performance are analyzed assuming an ideal sectored beam pattern in the absence of training error. In contrast, we maximize the long-term system throughput taking into account both link-level training error and random blockages.
III. SYSTEM MODEL
Consider a mmWave system with L APs and K mobile devices. As illustrated in Fig. 1 , every transceiver is equipped with J radio-frequency (RF) chains. All transceivers are assumed to adopt the partially connected hybrid beamforming architecture. Each RF chain is connected to a sub-array of phased antennas through constant-modulus phase shifters [25] . We assume each antenna sub-array at an AP consists of N antennas, and each sub-array at a mobile consists of M antennas.
The hybrid precoding structure was introduced in [26] . Due to the low hardware complexity, it has been extensively studied for massive MIMO and mmWave systems [27] - [31] . In this paper, we adopt the beam steering method [31] , where signals are transmitted by steering beams to the direction of the strongest path. Beam steering is simple and widely used in practice [32] . It has been shown that when the total number of antennas N J, M J → ∞, beam steering is asymptotically optimal for a single data stream [31, Corollary 4] .
A. Channel Model
We consider a MIMO multipath channel model where the channel has a small number of propagation paths [3] . Due to the small form factor of mmWave antennas, for a particular AP and mobile pair, we assume that the channels across different sub-array combinations share the same directions and path loss, but with different delays [25] . The downlink virtual channel from a particular AP to a mobile is
where S denotes the total number of propagation paths, θ s and φ s denote respectively the angle of arrival (AoA) and the angle of departure (AoD), u ∈ C JM and a ∈ C JN denote the antenna response functions at the mobile and the AP, respectively, and we define α s = να s with ν = N M J 2 /S denoting the antenna gain andα s ∈ C denoting the path gain. The path gainα s includes both path loss and delay with
The response functions u and a depend on the geometry of the antenna arrays and are well defined for any particular antenna configuration. For concreteness, we focus on two commonly used array structures in practice: uniform linear array (ULA) and uniform planar array (UPA), which are illustrated in Fig. 2 .
We take u(θ) as an example. A similar structure applies to a(φ). To simplify notation, we first define a discrete Fourier transform (DFT) vector of length M :
The AoA of a ULA is fully characterized by a single angle θ representing the incident wave and the line of the antennas. The angular response of an antenna sub-array is then e 2πd sin θ c/fc ; M and the angular response of the ULA is then
where ⊗ denotes the Kronecker product, 1 c denotes the light of speed, f c denotes the carrier frequency, d denotes the antenna element spacing within each sub-array, and u denotes the distance between the first elements of adjacent sub-arrays.
In contrast, the AoA of a UPA is characterized by two angles θ = [ζ, ξ], where ζ denotes the azimuth angle and ξ denotes the elevation angle. The antenna response function is
where d and u denote the antenna element spacing on the x-axis and y-axis, respectively. In either case (ULA or UPA), we therefore have
where ϑ 1 and ϑ 2 are defined as in (3) or (4) depending on whether the arrays take the form of a ULA or UPA.
B. Signal Model
Assuming no inter-symbol interference, the time index of all signals can be suppressed. Based on (1), the downlink channel from AP l to mobile k is
We let AP l transmit a single stream of baseband symbols. The downlink baseband received signal at mobile k is
where f l ∈ C JN and w k ∈ C JM denote the hybrid beamforming and combining vectors, x l ∈ C denotes the downlink symbol sent by AP l, and n k ∼ CN (0, σ 2 n I JM ) denotes the additive white Gaussian noise.
We assume time division duplex (TDD) mode. In the uplink, the baseband received signal at AP l is
where
denote the hybrid beamforming vector, hybrid combining vector, uplink symbol, and additive noise, respectively.
All the hybrid beamforming/combining vectors f l , g l , v k , and w k are the composition of a digital baseband filter with an analog precoder. For example, f = F RF f BB , where f BB ∈ C J denotes the digital baseband precoder and the analog precoder F RF = diag(a 1 , a 2 , . . . , a J ). The i-th diagonal block a i = a(φ i ) corresponds to the phase shifters in the i-th sub-array.
We adopt beam steering, as in [31] , where all the sub-arrays of a mobile point towards a common direction. Specifically, the steering vectors w, v take the same form as (5), whereρ is a power control variable. We can also write (9) as w = W RF w BB with the digital precoder w BB = √ρ e (ϑ 1 ; J)
and where the diagonal blocks of
Then each mobile has only three design parameters: angles ϑ 1 , ϑ 2 , and powerρ.
If an AP serves only a single mobile, then it steers the beam towards that mobile, so that (9) applies to its beamforming vectors f and g. If an AP simultaneously serves multiple mobiles, we steer different sub-arrays towards different mobiles. Then the diagonal blocks of the analog precoder a i = a (φ i ) no longer take a common parameter φ. Also, designing the digital precoder with equal power allocation, as in (9), may not be optimal in general. Therefore, there are 2J design parameters: steering angles φ 1 , · · · , φ J , and the digital precoder u BB .
IV. MULTIPLE ACCESS PROTOCOL
In this section, we propose a multiple access protocol for a mmWave network consisting of multiple APs and mobiles. The goal is to establish communication links, design beamforming and combining filters, and maintain connections with occurrences of blockage. We first present the frame structure and the protocol. We then focus on the initial access period and present a narrowband training procedure.
A. Frame Structure and Multiple Access Protocol
Let time be partitioned into frames and consider a frame structure similar to the 5G new radio (NR) standard [33] shown in Fig. 3 . Each frame consists of multiple subframes, and each subframe consists of multiple time slots. A time slot is the minimum unit of time resource to be allocated, which consists of multiple symbols. There are two types of subframes: initial access and standard. The length of a standard subframe depends on the channel coherence time. The length of the initial access subframe, together with the frame length and the slot duration, is optimized in Section VI to maximize the system throughput.
The initial access subframe is used to establish links for newly scheduled mobiles or to recover links due to blockage, assuming no prior CSI. There is one initial access subframe within each frame, which is the first subframe. The standard subframes are used for data transmission. Each has a tracking period and a data transmission period. The tracking period is used to track small angular deviations of propagation paths and channel variations between subframes, and to refine the beamforming/combining vectors [7] - [10] . Since the channel paths persist across many coherence times [34] , [35] , the refinements are assumed to be minor and so the overhead for tracking is assumed negligible. We therefore focus on designing protocols for beam acquisition within the initial access subframe.
At the beginning of each frame, all APs and mobiles start an initial access procedure in which signals are transmitted in both downlink and uplink directions. The goal is to connect each mobile to an AP with a good channel. Mobiles that are not successfully connected, either due to bad channel realizations or limited system resources, will wait for the next frame and attempt to connect again. Successfully connected mobiles transmit and receive data during the standard subframes through the end of the frame. The multiple access protocol requires coarse frame synchronization, which means all the APs and mobiles are required to know the approximate beginning of a frame.
B. Initial Access Protocol
We assign each mobile a distinct narrow frequency band (slot) or unmodulated tone. Each mobile transmits and receives training signals only on its assigned narrow band. It is assumed that mobiles in a cell use distinct frequencies. 2 This narrowband design has the following advantages:
1) Mutual interference is eliminated during initial access. In practice, mobiles may be nearby (e.g., in a conference hall or a stadium), and their channels may share the same AoAs at an AP. Assigning different tones to different mobiles avoids pilot collisions and the APs can acknowledge their selected mobiles using their respective tones. This exploits the large bandwidth available in mmWave bands.
2) The transmit and receive beam directions estimated on one narrow band are suitable for data transmission on other narrow bands as well. Indeed, recent mmWave channel measurements [3] have shown that the directions of major propagation paths remain almost the same over several GHz which spans multiple coherence bands. Therefore, instead of probing a wide frequency band, it suffices to estimate the path directions on a narrow band.
3) Focusing training energy on a frequency slot boosts the SNR, which can reduce training error and overhead.
4) The complexity of narrowband signal processing is expected to be lower than that for wideband signaling. Each mobile must only filter out signals outside its assigned frequency slot with a bandpass filter.
The initial access between an AP and a connecting mobile is illustrated in Fig. 4 . There are three stages: downlink training, uplink training, and handshake. This protocol is followed by all APs and mobiles. We assume TDD, uplink/downlink reciprocity, and that the channels are constant during the training period. The simulation indicates that the total training time is typically around 3 ms, which is shorter than the observed coherence time [36] and path duration [34] . For concreteness, we describe the protocol with beam sweeping. The beamformers (or combiners) f , g, w take the form of a(φ) or u(θ), where all the sub-arrays are steered to the same direction. With a ULA phased array, signals or combiners can be directed to any desired azimuth angle by varying φ or θ. With a UPA, both azimuth and elevation angles are changed to sweep over the 3-D space. Note that the protocol applies to other training codebooks as well (see [15] , [19] , [37] ). These variations may result in different training overhead, but do not require modifying the protocol.
The downlink training spans P Q time slots, where the APs sweep over Q directions and the mobiles sweep over P directions. Specifically, AP l sequentially sends downlink pilots in Q different directions using steering vectors f l,1 , f l,2 , · · · , f l,Q , and mobile k receives from P directions with combiners w k,1 , w k,2 , · · · , w k,P in round-robin fashion. An AP uses the same beamforming vectors in all frequency bands, but mobile k only detects the signal on its assigned frequency band t k (using a narrowband filter). In each time slot, corresponding to a particular steering vector f l,q and combiner w k,p , the pilot symbol is repeated I times, and the mobile averages the I received samples to yield a sufficient statistic y k,p,q =
. After P Q time slots, mobile k obtains P Q samples {y k,p,q }, which are used to estimate the direction of the strongest pathθ k . The steering beam is then w k = √ρ k u(θ k ). In the uplink training stage, mobile k usesŵ k as the beamformer and sends uplink signals over Q time slots. Similarly, I repeated pilots are sent within each time slot. Also, mobile k only sends signals over its assigned frequency tone t k . In the q-th time slot, AP l combines signals at all frequency bands with the same combiner g q and uses a bank of narrowband filters to separate the signals from different mobiles. The filtered baseband samples of mobile k are then averaged as r k,l,q which does not contain interference from other mobiles due to frequency orthogonality. After Q time slots, AP l estimates the direction of the strongest path from mobile k asφ k based on samples r k,l,1 , r k,l,2 , · · · , r k,l,Q . Similarly, AP l can estimate the direction of other mobiles and obtains the set of estimated anglesφ l,1 , · · · ,φ l,K .
The handshake has two time slots, one for downlink acknowledgment (ACK) and one for uplink ACK. Depending on the SNRs of mobiles and system constraints (e.g., traffic condition, number of available RF chains, and physical resources), AP l schedules a subset of mobiles, and selects beamformerf l,k over different tones based on the estimated angles of those mobiles. In the case where only mobile k is scheduled,f l = √ ρ l a(φ l,k ; N ). Then AP l sends a downlink ACK message x ACK to mobile k on frequency t k . At the same time, mobile k tries to detect downlink ACK messages with combinerŵ k on frequency t k . Upon detecting the message, mobile k responds to AP l by sending an uplink ACK message s ACK on frequency band t k with beamformerŵ k . Since both the APs and mobiles have estimated the appropriate beamforming/combining filters, the downlink/uplink ACK messages can be sent reliably and may contain additional information for establishing the data link.
V. CHANNEL ESTIMATION
In this section, we present three methods for estimating the angles of the strongest path. As previously mentioned, since the angles do not change over a wide range of frequencies, it suffices to perform the estimation on a narrow band. The estimated angles can be used to design beams for other narrow bands without causing performance loss. We focus on a specific mobile's estimation problem with downlink training and drop the mobile index k. During downlink signaling, the AP explores Q beams and the mobile explores P beams. We assume that the training beam sequences f 1 , . . . , f Q and w 1 , . . . , w P have been specified according to some signaling protocol (e.g., sweeping, compressed sensing, etc). In the (p, q)-th time slot, AP l repeats the pilot symbol x l,q for I times to mitigate noise, and the mobile takes an average of these I received samples. So, the downlink averaged received signal is
where ρ l is the transmit power on a single tone, f l,q ∈ C N is the normalized beamforming vector at AP l with f l,q 2 = 1, x l,q is the pilot symbol with |x l,q | 2 = 1, and the noise
We define an observation matrix Y ∈ C P ×Q , with (p, q)-th element y p,q .
A. Maximum Power (MP)
The MP method chooses the beam pair (p,q) that yields the highest received power among the P Q combinations, and takes the combining direction to be the p-th receive beam:
MP has often appeared in previous work [14] , [16] , and is used in standards (including IEEE 802.11ad). Power detection is robust to phase errors and frequency offset. It is usually combined with beam sweeping or hierarchical search to exploit directional transmission. To achieve high estimation resolution, it requires searching a large beam space (P Q beams). MP in general needs many repeated pilots for each beam pair (I > 1) to combat noise and fading. With limited training (fixed IP Q), there exists a tradeoff between the number of repeated pilots I and the beam space size P Q.
B. Maximum Likelihood (ML)
ML methods compute the parameters that maximize the likelihood of observing the given signals. Here we make some simplifying assumptions about the channel model (6) . Since the receiver determines a single beamforming direction, it is reasonable to assume that the received signals are transmitted from some AP l through a single-path channel with gain α, AoA θ, and AoD φ. With i.i.d. noiseñ p,q ∼ CN (0, σ 2 n /I), the hypothesized received signal is then
Conditioned on the training symbols and the parameters (θ, φ, α, l), the observed signals follow a multivariate normal distribution. Let Z(θ, φ, l) ∈ C P ×Q be a beamforming gain matrix with the (p, q)-the element defined as z p,q (θ, φ, l) = w H p u(θ)a H (φ)f l,q . With independent observations, the proposed ML method solves the problem:
where · F is the Frobenius norm. For fixed θ, φ, l, the optimal estimate of path gains
Then, we can rewrite (13) as
We note that the mismatch between the assumed model (12) and the original model (6) is typically insignificant. In the case of multiple strong paths, the estimated AoA is the one that has the largest correlation with the received signals according to (15) .
The least squares problem (15) is nonlinear and challenging to solve. First, it requires a search over l = 1, 2, · · · , L to define the mapping Z(θ, φ, l). Second, for a fixed l, the nonlinear mapping Z(θ, φ, l) is complicated, and the problem has a large number of local maxima. In [8] , the authors propose a solution method based on the Levenberg-Marquardt algorithm. It first uses MP to obtain an initial estimate, and then gradient descent to obtain a local optimum. However, 3 For MP, we assume that directional beams are used for training.
calculation of the gradient requires a matrix inversion which is computationally expensive, and the performance largely depends on the initialization. Alternatively, in Section V-D, we present a solution method which uses FFTs to efficiently calculate (15) and obtains near-optimal solutions with much lower computational complexity.
C. Local Maximum Likelihood (LML)
To compute the ML estimate in Section V-B, the receiver must know the transmitted beamforming vectors {f l,q }. We next describe the LML method, which assumes the transmitted beams are not available at the receiver. A similar approach is presented in [19] , where the received matrix Y is sent back to the transmitter for AoD estimation. The feedback scheme in [19] cannot be directly applied here. This is because with multiple APs, we need to know to which AP to feed back. However, this is the outcome of the AP selection problem which requires the channel information being estimated.
The LML method only estimates the AoA. First, consider the following single-path model where the signal in the (p, q)-th slot is hypothesized to be transmitted through a single-path channel with gain β q and AoA θ:
where β q = αa H (φ)f q incorporates both path loss and beamforming gain during the P time slots when the APs use the q-th precoders {f l,q } 1≤l≤L . For another period of P time slots where the APs use the q -th precoder, the received signals are hypothesized to be transmitted through another channel with a different gain β q (due to the different precoder) but the same AoA θ. Conditioned on β 1 , β 2 , . . . , β Q , and θ, the received signal is multivariate normal.
The LML method solves the following problem: maximize θ,β1,β2,...,βQ
There is a closed-form solution for β q , which depends on θ, w, and Y. Substituting in (17), we then wish to
where b(θ) ∈ C P is a vector with the p-th element b p (θ) = w H p u(θ). Note that only the receiver's local combining vectors {w p } are required to calculate (18) .
D. FFT Calculation of Decision Statistic
In this section, we show that with uniform arrays (UPA or ULA) defined in Section III-A, the decision statistics in (15) and (18) can be efficiently computed with FFTs. This is based on the observation that the antenna response functions for uniform arrays in (5) are composed of DFT-type vectors. This method works for arbitrary training beams.
For simplicity, we drop the AP index l, and write the numerator in (15) as (19) and the numerator in (18) as
where the JM -dimensional vector λ q = P p=1 w p y p,q . First, consider the case where ULA is used and the antenna spacing between sub-arrays is the same as the antenna spacing within a sub-array, that is, u = M d. Then the antenna response vector can be written as u(θ) = e(ϑ; JM ) with ϑ = 2πd sin(θ)f c /c. Since the vector e(ϑ; JM ) is a DFT vector, each summation term u H (θ)λ q in (20) is tantamount to a JM -point DFT of the vector λ q evaluated at frequency ϑ. This motivates the use of FFT to reduce the computational complexity. By performing a C-point FFT on λ, where C is a power of two, we can jointly obtain the statistics at C angles evenly dividing the full circle. For the case JM < C, we pad λ q with C − JM zeros and perform a C-point FFT on the augmented vector. With sufficiently high quantization resolution C, this method guarantees a solution arbitrarily close to the global optimum. Similarly, the vectors a(φ) and u(θ) in (19) are also DFT vectors, and we can use a 2D-FFT to calculate the decision statistic.
Next, consider the general case where either ULAs or UPAs defined in (5) are used. LetW p ∈ C M×J be a matrix taking every M consecutive elements of w p as a column, and let Λ q = P p=1 y p,qWp . Using the fact that vec(ABC) = (C H ⊗ A)vec(B), 4 we can rewrite each summation term u H (θ)λ q in (20) as
Since e(ϑ 1 ; J) and e(ϑ 2 ; M ) are DFT vectors, we can use a 2D-FFT to calculate (21) . Hence, (20) can be calculated with 2D-FFTs (azimuth and elevation AoAs) and (19) can be calculated with 4D-FFTs (azimuth and elevation AoAs and AoDs). The denominators in (15) and (18) can be written as
and
4 vec ([a 1 , . . . , a N 
which can be calculated using FFTs as well. Since these are independent of the instantaneous observation Y, each receiver can compute it offline. Note that if beam sweeping is implemented using a standard DFT codebook, then Z(θ, φ) 2 F and b(θ) 2 are the same for all (θ, φ) and θ, and can thus be removed from (15) and (18) .
The complexity of the FFT implementation is O(C log C), while direct calculation has complexity O(CJM ). The FFTs could be calculated with dedicated hardware modules [38] .
E. Performance Analysis
In this section, we present some insights into the MP and ML estimation. For simplicity and analytical tractability, we assume each AP (or mobile) uses ULA. We also assume beam sweeping for signaling, where both the beamforming and combining vectors are sampled from a DFT codebook. We take downlink signaling as an example and focus on a particular mobile. In contrast to [23] , where an ideally sectored beam pattern is assumed, we consider a practical beam pattern having a main lobe and sidelobes.
Given a fixed total number of pilot symbols Ω = IP Q, a question is whether to assign a different beam to each pilot, or to repeat pilots across a smaller set of beams. That is, the estimated directions are chosen from the P Q combination of swept beams and increasing the number of sweep directions increases estimation resolution. On the other hand, repeating pilots (I > 1) for each beam direction suppresses noise. For MP, there is a non-trivial tradeoff between these two effects.
In contrast, we show that there is no such a tradeoff for ML in the following proposition. Proof: With beam sweeping, if the AP usesN antennas for training, then it needs to sweep at leastN directions to cover the whole space. Therefore, the sweep directions need to be Q ≥N . Similarly, for a mobile, we need P ≥M . Let ψ = (θ, φ, l) denote the parameters to be estimated and λ(ψ) = ωTr(Z H (θ, φ, l)Y) denote the decision statistics in (15) , where ω = σ n INM /P Q is a constant normalizing the variance. In that case, the decision statistic λ(ψ) satisfies
n is the received SNR when steering beams along the s-th path of the l-th AP, and
For ML, the estimateψ is the ψ that maximizes |λ(ψ)| 2 , so the estimation error is uniquely determined by λ(ψ). The dependence on I, P, Q enters (25) only through the product Ω = IP Q, hence the probability of selecting an incorrect beam pair depends only on this total amount of training Ω.
Next, we show the performance of ML with multiple paths. We simulate a point-to-point three-path channel where the second and third paths are 3 dB and 5 dB weaker than the main path, respectively. Fig. 5 shows the distribution of post-training SNR, which is the received SNR when steering beams to estimate directionsγ = |u H (θ)Ha(φ)| 2 . 5 The training time is IP Q = N M J 2 . Results for different SNRs are presented. Fig. 5 shows that at high SNRs the distribution is approximately exponential. At lower SNRs, the distribution is a piece-wise function. This is because the estimated directions are mis-matched around the second or third path, instead of the strongest path. We can approximate the probability of choosing the direction around the s-th path as
where γ max is the received SNR when aligned to the strongest path and Q(·) is the standard normal cumulative density function (CDF). In Fig. 5 , this approximation is shown with dashed lines. Even for a single-path channel, when the training SNR is low, sidelobes can produce a similar effect as secondary paths. To achieve a target error probability, the training SNR should be sufficiently high to mitigate the effect of secondary paths and sidelobes.
VI. HOW MUCH TRAINING IS NEEDED?
In this section, we consider the problem of maximizing the system throughput by optimizing the key parameters of the protocol presented in Section IV. Recall the frame structure in Fig. 3 , where we assume the overhead due to handshaking and beam tracking is negligible. The optimization variables include the frame length T frame , initial access duration T IA , and downlink/uplink pilot slot duration T slot in the initial access subframe.
A. Blockage Model
Due to the movement of a mobile and surrounding objects, its transmission path could be frequently blocked [35] . When this occurs, initial access is required for discovering another path and re-establishing a connection. We consider a two-state Markov blockage model as in [35] , where the probability of blockage is δ. Since blockages are usually caused by nearby pedestrians or other objects, which can be modeled as a Poisson process, we assume the duration of a path T path is an exponential random variable with mean 1/δ. We further define the data transmission time as T data = max{min {T path , T frame } − T IA , 0}, which is a non-negative random variable with expectation
B. Throughput Optimization
We consider the problem of maximizing the long-term throughput with respect to T IA , T frame , and T slot . A longer training time T IA reduces the training error and increases the data rate; however, this increases overhead. On the other hand, a longer frame length T frame reduces training overhead, but a transmission is more likely to be blocked within a frame, leaving the rest of the frame empty. So there exists a design tradeoff for those parameters.
We assume each time slot in the initial access subframe has a single training symbol with bandwidth B tr . Adjacent slots are separated by a guard interval of length τ , so the slot duration is T slot = τ + 1/B tr . Assuming beam sweeping and ML estimation, the optimization problem is maximize TIA,Tframe,Btr≥0
where γ is the SINR for data transmission using the estimated beams, T switch is the minimum beam switching time due to hardware implementation of phase shifters [32] , and T max is the maximum frame length given by latency requirements. The expectation is over training error (caused by noise n), random blockage δ, and channel realization h. To cover all spatial directions with sweeping, (27c) constrains the number of training beams to be at least the number of antennas. For very-large antenna arrays (hundreds of antennas), we propose to use a subset of antennas for training, but all antennas for data transmission. However, if compressive sensing (random beamforming) is used for signaling, then constraint (27c) can be removed. The received SINR depends on T IA and B tr and is independent of both random blockage δ and T frame . Also, T data is independent of the training error. So, the expectation can be decoupled and the problem becomes maximize TIA,Tframe,Btr≥0
where F X (x) is the CDF of the data transmission SINR.
Since obtaining an analytical expression for F X (x) is difficult, we propose to evaluate it through the Monte Carlo method.
To solve (28), we first observe that the optimal value for B tr is 1/(T switch − τ ) for all T IA , T frame . The reason is that the integral in the objective only depends on the product T IA B tr , and the first term in the objective increases when T IA decreases. Hence, for fixed T IA B tr , we should make B tr as large as possible, which is the upper bound 1/(T switch − τ ). Next, with T IA fixed, the objective is a concave function of T frame . Although there is no closed-form solution, we can solve for T frame numerically with gradient descent. Finally, because T IA is determined by the number of pilots transmitted, it is a discrete variable in a finite set and can be optimized by exhaustive search. For the examples considered, we observe that solving T IA with gradient descent also gives the optimal solution. This is because the objective appears to be concave over T IA , so the problem is quasi-concave. However, concavity over T IA cannot be proved because there is no explicit expression for SINR as a function of T IA .
VII. PERFORMANCE EVALUATION
A. Training Codebooks
We first compare the link-level performance of different training codebooks. We consider a network with 3 APs and 100 mobile devices. The three APs are arranged in a triangle with inter-AP distance 250 m. The mobiles are randomly dropped within the polyhedron with the minimum distance to an AP of 15 m. We use the 3GPP Urban Micro (UMi) path loss model with the carrier frequency of 28 GHz [39] . We assume each AP and mobile is equipped with a ULA with N = M = 16 antennas and J = 2 sub-arrays. The distance between adjacent sub-arrays is the same as the antenna element spacing within a sub-array, which is half of the carrier wavelength. The bandwidth for each narrow band training signal is 250 kHz, the minimum beam switching time is 4 μs, and the slot length is 8 μs. The training powers of APs and mobiles are 20 dBm and 15 dBm, respectively.
We simulate the following training codebooks which differ in the type of beamforming/combining vectors f , w, g used in downlink and uplink signaling. With full sweeping, the training signals are sent/received with DFT beams using all the antennas. With single-RF sweeping, only one sub-array is activated for training, and as a result, the beams are wider with a DFT codebook. With adaptive sweeping, the number of activated antennas is proportional to the number of search directions. For example, with Q search directions at an AP, the first min(Q, N J) antennas are activated. Cross sweeping [37] is an alternative design of wide beams. The first half and second half of the antennas point to two orthogonal directions. Random beamforming [19] is motivated by compressive sensing. The phase of each phase shifter is chosen randomly, and the resulting beam is omni-directional with random gains. For all of these schemes, the total transmission power is the same, and is equally split over all active antennas. The performance of different codebooks are shown in Fig. 7a and Fig. 7b . We focus on a typical mobile and use the ML method for channel estimation with an FFT size of 64. The post-training SNR is obtained by steering beams at both the AP and the mobile towards the estimated beamforming direction, using all antennas, i.e.,γ = |u H (θ)Ha(φ)| 2 . There are 16 antennas at a mobile. We show two examples with 16 and 64 antennas at an AP.
The simulation results indicate that, among the codebooks considered, adaptive sweeping performs best regardless of training time or antenna array size. Random beamforming generally needs more antennas and training time to achieve comparable performance. In either scenario, sweeping with all antennas does not perform well because with limited training, the narrow beams cannot cover all the spatial directions. By comparison, employing wider beams (either through single-RF sweeping or cross sweeping) improves performance when the training is limited. Increasing the number of antennas at the APs improves the relative performance of random beamforming but does not significantly affect the other schemes. Also, the training overhead with adaptive sweeping increases only slightly with more antennas.
B. Estimation Methods
Next, we compare the performance of different channel estimation methods discussed in Section V with the same training codebook. Adaptive beam sweeping is used and the number of search directions (codebook size) at an AP/mobile is √ Ω, Ω being the number of pilots. We simulate two scenarios with AP power budgets 17 dBm and 20 dBm. The results are shown in Figs. 8a and 8b. The optimal DFT algorithm takes a 2-D DFT of the channel matrix and selects the angles (AoA and AoD) with the largest magnitude. This is the maximum received SNR that can be obtained using beam steering. The ML and LML methods both perform uniformly better than the MP. With increasing number of training pilots, the performance of both methods approaches the global optimum, whereas the MP method has a performance loss due to the quantization of training beams. Fig. 8a includes ML with an FFT size of 32 and shows that ML can achieve the same estimation accuracy of MP with much less training. There is little gap between the ML and LML results, so the analysis of ML in Section V-E also gives an accurate estimate of the performance of LML. Comparing the ML curves in Figs. 8a and 8b, to achieve an SNR within 1 dB of the upper bound, the required training time in Fig. 8a is about twice that shown in Fig. 8b . Since the power difference between the two figures is 3 dB, this is consistent with the decision statistic in (25) where doubling the training time effectively doubles the power. Fig. 9 compares the performance of the ML method with varying FFT sizes. The results show that near-optimal performance can be obtained with a moderate FFT size of 64. If the antenna array is very large and the beams used for data transmission are very narrow, a larger FFT size might be desired to increase resolution.
C. Campus Scenario
In this section, we show results corresponding to a scenario in which mmWave APs are deployed on a college campus. Geographic information about buildings and roads for the Evanston campus of Northwestern University (Evanston, Illinois) are obtained from OpenStreetMap [40] . The map and the abstraction are shown in Fig. 10 . We generate the urban micro (UMi) scenario in NYUSIM [41] with default environmental parameters. We place 10 APs in a hexagonal topology with inter-AP distance of approximately 200 m. The APs are assumed to be on the top of buildings with antenna height of 10 m. Mobiles are uniformly distributed on the roads with moving speed of 3 km/h. The antenna height at a mobile is 1.5 m. Each AP has 32 ULA antennas and each mobile has 16 ULA antennas.
At mmWave frequencies, propagation paths can be easily blocked by trees or other pedestrians. We simulate those effects by randomly placing 2,000 small blockages in the system with size 1 m 2 . Based on actual geographical locations of APs and mobiles, the channels are line-of-sight (LoS) if there is no blockage (buildings or small obstacles) between the transmitter and receiver; and otherwise are non-line-of-sight (NLoS). There is a LoS path and multiple NLoS paths in a LoS channel; the NLoS channels only contains multiple NLoS paths. The AoA, AoD, and delay of a LoS path are calculated based on the geographic locations of the AP and mobile. For all NLoS paths (of both LoS channels and NLoS channels), we assume their AoAs, AoDs, and phase delay are uniformly distributed in [0, 2π] for simplicity. For beam training, we use adaptive sweeping with LML estimation. The data transmission uses a total bandwidth of 100 MHz, which is further divided into 10 sub-bands with 10 MHz each. Beam steering is used for data transmission where the coefficients of beamforming and combining vectors are adjusted to the transmission frequency using estimated angles. Frequency division multiplexing (FDM) controls inter-user interference during data transmission. Specifically, mobiles served by the same AP are sorted according to their estimated AoDs and are assigned frequency slots in round-robin fashion. Mobiles with similar AoDs are assigned to different frequencies to reduce mutual interference. At the receiver, the maximum data receiving SINR is capped at 30 dB (in part due to quantization errors).
We compute the optimal training overhead for the whole system by solving problem (28) . Fig. 11 shows how the optimized training overhead varies with the number of mobiles and the blocking rate. Since the time until an LoS path is blocked is typically more than a hundred milliseconds, which is larger than the frame length, we only consider blockage of NLoS paths. Different colors indicate different overhead levels listed in the colorbar. The Fig. 11a shows results for the scenario with maximum frame length 100 ms. With a moderate number of mobiles and blocking rate, the training overhead is around 5%; in extreme cases with very large number of mobiles and high blocking rate, it could exceed 10%. In Fig. 11b , we show the results with maximum frame length of 20 ms. The training overhead, in this case, is similar to the 100-ms case when the blocking rate is high, whereas the overhead is substantially higher than the 100-ms case when the blocking rate is low. This is because the optimal frame length at low-blockage scenarios reaches the 20 ms constraint, so the training is initiated more often than necessary. A simple modification to address this issue is to let only mobiles that are blocked in the previous frame join the initial access process. This blockage occurrence can be readily detected in beam tracking phases. For mobiles that are not blocked, the APs can continue to transmit data with previously estimated beamformers.
VIII. CONCLUSIONS
In this paper, we have investigated the design and analysis of a mmWave network consisting of multiple APs and mobiles. We have proposed a narrowband training protocol along with different codebooks and estimation methods for beam acquisition. Simulation results indicate that adaptive sweeping with LML estimation achieves the best performance with moderate complexity. Campus scenario simulation shows that the training overhead with the proposed scheme is typically around 5% and may exceed 10% in a high-mobility environment or with high network loads.
