Abstract-Edge preserving regularization using partial differential equation (PDE)-based methods although extensively studied and widely used for image restoration, still have limitations in adapting to local structures. We propose a spatially adaptive multiscale variable exponent-based anisotropic variational PDE method that overcomes current shortcomings, such as over smoothing and staircasing artifacts, while still retaining and enhancing edge structures across scale. Our innovative model automatically balances between Tikhonov and total variation (TV) regularization effects using scene content information by incorporating a spatially varying edge coherence exponent map constructed using the eigenvalues of the filtered structure tensor. The multiscale exponent model we develop leads to a novel restoration method that preserves edges better and provides selective denoising without generating artifacts for both additive and multiplicative noise models. Mathematical analysis of our proposed method in variable exponent space establishes the existence of a minimizer and its properties. The discretization method we use satisfies the maximum-minimum principle which guarantees that artificial edge regions are not created. Extensive experimental results using synthetic, and natural images indicate that the proposed multiscale Tikhonov-TV (MTTV) and dynamical MTTV methods perform better than many contemporary denoising algorithms in terms of several metrics, including signalto-noise ratio improvement and structure preservation. Promising extensions to handle multiplicative noise models and multichannel imagery are also discussed.
I. INTRODUCTION

I
MAGE restoration and enhancement to improve image quality under different noise models is a critical requirement across many image processing application domains including defense, space and biomedicine. Regularization and partial differential equations (PDEs) based methods are very popular for removing noise and directionally smoothing images while minimizing information loss, efficiently removing noise in homogeneous regions and enhancing structural information by sharpening discontinuities [1] ; see [2] , [3] for reviews. Despite the success enjoyed by these methods, there are problems related to edge and fine structure preservation, staircasing artifacts or over-smoothing of images. Variational regularization approaches use the classical quadratic Tikhonov [4] and total variation (TV) functions studied by Rudin et al. [5] . The over smoothing nature of the Tikhonov functional results in noise removal but at the expense of edge blurring and dislocation. On the other hand the TV regularization functional performs better at denoising by retaining edges but creates patchy or staircasing artifacts within homogeneous, smooth or moderate gradient regions by breaking them up into piecewise constant regions separated by spurious edges [6] .
Various remedies have been proposed for mitigating the drawbacks of these functionals including combining both Tikhonov and TV functionals in an adaptive way. Note that the Tikhonov regularization corresponds to p = 2 whereas the TV functional corresponds to p = 1 using the traditional L p -norm of the gradient image. That is, the general functional can be written in terms of the gradient function as,
where the minimizer u is the restored image, ⊂ R 2 is the image domain with p ≥ 1. Recently, the pseudo-p-norm with 0 < p < 1 has been advocated by some researchers for better regularization of images [7] - [10] ; see [11] for a review of different regularization terms applicable for image segmentation.
In this paper we focus on generalizations of the exponent in the regularization term, so that it is spatially adaptive, selftuning the degree of restoration, p ∈ (1, 2], based on local structure. The general energy minimization model for image denoising can be written as,
where f denotes the data fidelity function with u 0 being the noisy input image, and depends on the type of noise process contaminating the image. The first term is a gradient-based regularization term. Nonstandard growth functionals like, (x, ∇u) = |∇u|
where p(·) is a smooth monotonically decreasing function such that lim s→0 p(s) = 2 and lim s→∞ p(s) = 1 were first proposed by Blomgren et al. [12] . Bollt et al. [13] used smoothed gradients in the exponent function p(|∇G σ u 0 |) and p(|∇G σ u|). Chen et al. [14] utilized the following regularization,
if |∇u| < ,
with > 0 is fixed, and the exponent is chosen as,
where k > 0 is a free parameter. This functional is connected to the Chambolle and Lions model [15] ; see also [16] - [18] . The classical Chambolle and Lions model [15] was introduced to reduce staircasing artifacts via inclusion of higher order terms. Recently, Li et al. [19] used a variable exponent functional p = p(x) which is studied in the Musielak-Orlicz spaces. Guo et al. [20] studied an adaptive exponent based anisotropic diffusion model. These methods use ad hoc weighting of the local gradients and does not offer an analytical analysis. Spatially adaptive and switching anisotropic diffusion PDE models were also investigated in [16] and [21] - [26] and are related to robust smoothing [27] - [30] but these methods do not incorporate variable exponents. Zeng et al. [31] utilized local structural adaptive total variation method which used an edge based exponent. Tremendous progress has been made in understanding variable exponent spaces, corresponding functionals, and p(x)-Laplacian diffusion models with applications in various applied mathematics areas [32] . In this paper our novel contribution is to develop an adaptive variable exponent functional within a variational denoising energy minimization framework that automatically and continuously balances between edge and corner preserving total variation and Tikhonov-smoothing using multiscale, anisotropic local image structure information. The exponent p(x) is chosen according to the pointwise structure tensor computed from the image which allows the regularization method to denoise the image by modifying the amount of smoothness automatically to fit different image features. The smoothed structure tensor can identify different image features such as flat, edge and corner regions [33] . The variational model which we derive adapts between total variation which is edge preserving to the quadratic Tikhonov functional which helps in effective noise removal. In contrast other methods using gradient only exponent parameters [14] , [19] inherit the undesirable staircasing artifacts associated with TV models, whereas our multiscale structure tensor approach provides better image restoration that preserves edge and corner regions more accurately. The adaptive anisotropic models such as Chen et al. [34] or Guo et al. [20] are heuristic methods and lack a strong theoretical foundation in contrast to the model proposed in this paper.
The proposed adaptive exponent operator can be combined with other regularization functions which makes the proposed approach a global image model for selective smoothing and restoration. Well-posedness results for our adaptive smoothed structure tensor (SST) driven variational -PDE model are studied. Mathematical analysis of the proposed method in variable exponent spaces is described for our method. Experimental results on different noisy images indicate the advantage of the proposed adaptive variable exponent variational -PDE model. Moreover, we provide extensions to handle multichannel and multiplicative noise corrupted images. The proposed approach is proven to provide better edge preserving smoothing with effective noise removal both theoretically and illustrated experimentally using a variety of examples.
The rest of the paper is organized as follows. Section II introduces the structure tensor driven variational scheme along with a description of the spatially adaptive exponent map, the variational PDE and a summary of the detailed mathematical analysis in Appendix A and B. Section III provides extensive experimental results on noisy image denoising, and restoration results. Finally, Section IV concludes the paper indicating future directions.
II. MULTISCALE TIKHONOV-TOTAL VARIATION (MTTV)
BLENDED RESTORATION
A. Adaptive Smoothed Scale Space Structure Tensor
The p(x) growth regularization functionals studied before typically are gradient based, i.e., p(x) = p(|∇u(x)|) or p(x) = p(|G σ ∇u(x)|). The edge maps given by these functions can inherit the traditional problems associated with gradient based functionals such as blocky artifacts [35] , edge dislocations [25] , corner smoothing [36] , etc. To mitigate such problems we propose using the smoothed structure tensor (SST) to capture local structures,
where
2 ) is the 2D Gaussian kernel, denotes the convolution operator and superscript T is the transpose. The use of the structure tensor in locally adaptive regression steering kernels for adaptive image filtering is noted as being exceedingly robust to noise and perturbations of the data [37] . In Figure 1 we show the entries of the structure tensor matrix (6) visually as pel maps for different sample grayscale images with commonly occurring features.
Let the eigenvalues of the SST K σ be (λ + , λ − ), with eigenvectors (θ + , θ − ). The eigenvalues (λ + , λ − ) are the maximum and minimum (|λ + | ≥ |λ − |) respectively. They describe Fig. 1 . Visualization of structure tensor matrix components illustrating the characterization of representative image shape features in each of four sample images. In each sub-figure we show the entries of the structure tensor (6) as scaled pel maps (jet colormap) to the right of various synthetic (noise-free) grayscale images including Corner, Steps, Circles, and Line − Circle.
average contrast within a neighborhood of size O(σ ) along the eigen-directions. The eigenvectors (θ + , θ − ) describe the orientation which maximizes gray value fluctuations and preferred local direction of smoothing respectively. The SST characterizes different image regions based on the range of eigenvalues to indicate flat, edge and corner regions. The SST has been advocated as an unifying choice and represents anisotropic features as evidenced in Figure 1 . We refer to [38] for more discussion on anisotropic diffusion using SST. Note that there are two levels of smoothing used in computing the SST. The following remarks apply to these smoothing operators.
Remark 1: The SST characterizes orientation energy and is also called the second moment matrix with smoothing by G σ of each entry after the derivative computation. This σ parameter is referred to as integration scale and specifies the window size over which orientation is analyzed [38] .
Remark 2: A pre-smoothing by G ρ of the input image prior to derivative computation can also be incorporated as in [38] , 
B. Growth Variational Regularization Using Adaptive Exponent Map
These observations about the adaptive anisotropic properties of the SST motivated us to study a variable exponent map based minimization functional to capture local image structure. Using coherence energy to model fine structures based on the local SST eigenvalues in an image led us to formulate the following spatially variable exponent map function,
where k > 0 is a small free parameter for numerical stability. We use the notation p(x, σ ) for the exponent map to indicate that the eigenvalues of the SST matrix (6) are computed at a specific scale σ > 0. The properties of the variable exponent function in terms of image corners, edges, flat and noisy regions are described below. We normalize the eigenvalues to [0, 1] before computing the coherence based exponent (8) using (λ−λ min )/(λ max −λ min ); and not using absolute values.
Incorporating the structure tensor-based coherence function into the variable exponent map in the energy minimization formulation leads to the following proposed non-standard growth variational functional,
where μ ≥ 0 is the weight for the fidelity parameter. The corresponding dynamic PDE is given by,
where di v(·) is the divergence and t is PDE evolution time or iteration number in the numerical discretization. This variational PDE operator is local, non-linear, anisotropic and spatially varying. The quadratic data fidelity term in (9) arises from the additive Gaussian model 1 and other noise models can be handled as in Section III-C1. The first exponential term for scale σ in the exponent map (8) is,
which we note is the harmonic mean of the eigenvalues (and is also referred to as the Förstner corner operator [39] or Noble corner measure [40] , [41] that is sometimes used as an alternative to the closely related Harris corner measure [42] ). The corner measure emphasizes responses to local corner structures in the image that contain high spatial frequencies. The second exponential term,
is known as coherence and will be close to zero in homogeneous or noisy regions. Along strong edges H(x, σ ) will be close to one since the smaller eigenvalue will be close to zero. The motivation for introducing the variable exponent map p(x, σ ) ∈ (1, 2] based on the structure tensor (8) is 1 Additive noise, u 0 (x) = u(x) + n(x). Noise follows a Gaussian distribution with mean zero and variance σ 2 n , i.e., n( to automatically self-tune the strength of the gradient regularization term reflecting local image structure. In summary, the proposed SST driven variable exponent variational image restoration approach adaptively responds to the following spatially varying image features:
• Corners: A corner is present when 0 λ − ≤ λ + , as both eigenvalues are large and p(x, σ ) → 1 which in turn implies that corner points are not smoothed out with C large and H ≈ 0.
• Edges: An edge structure is present when 0 ≈ λ − λ + , and p(x, σ ) → 1.135 = (1 + 1/e 2 ), thus object boundaries are preserved with C ≈ 0 and H ≈ 1.
• Homogeneous or Noisy: In flat or noisy regions λ + , λ − ≈ 0, and p(x, σ ) → 2 which results in stronger smoothing and hence more noise removal in homogeneous regions with C ≈ 0 and H ≈ 0.
C. Multiscale Tikhonov -TV (MTTV)
Natural images have a variety of edge and corner features of different sizes and intuitively, using a range of scales will help capture responses better than a single scale parameter. The scale dependence of the structure tensor can be seen in the Figure 2 example showing the effect of the pre-smoothing parameter σ used in the SST (6) for the λ + eigenvalue in the Cameraman test image. As can be seen the right balance of σ is important, as the edge map provided by the exponent map (8) depends on the eigenvalues computed from the SST (6). Larger σ values tend to blur edges while smaller scale values can miss certain edge structures. We instead use a multiscale strategy for selecting the appropriate scale parameter σ which is described in detail next.
Multiscale structure tensor responses for the image to be denoised are computed by selecting a range of G σ where σ is the standard deviation of the Gaussian distribution. The maximum larger eigenvalue response over scale space then defines the locally optimal or appropriate scale of interest as,
We take the corresponding smaller eigenvalue at the matched optimal spatial scale λ − (x, σ * ) and use it in the exponent map, for the minimization of the functional (9) . Controlling the range of σ in (13) is important for getting the desired SST response and is also dependent on the amount of noise to be removed. The scale normalized derivatives as shown in (6) assume local maxima over scales [43] , [44] which corresponds to locally strongest normalized feature response.
Taking the maximum over a range of σ results in responses from multiple scales across the image depending on the local spatial structure. Figure 3 shows the Cameraman test image used in our experiments and its corresponding exponent edge map p(x, σ * ) defined in (14) for different parameter values k. For medium Gaussian noise level, 10 ≤ σ n ≤ 30, the threshold value k = 0.05 works well. The adaptive SST driven variable exponent p(x, σ * ) in (14) utilized in the proposed energy minimization of the form in (9), can also be used in a similar fashion in other variational and PDE models as well. 2 Note that when the exponent attains the critical value of one ( p(x) → 1, the TV case), the existence of a solution to the corresponding minimization problem (9) is non-trivial; see [45] . It can be seen that p(x) ∈ (1, 2] and thus the regularization term is restricted away from the TV case, p = 1, and so we avoid or limit staircasing artifacts in the MTTV results. to search for the largest eigenvalue. This choice of σ * may be more sensitive to scene structure or noise that is worth further investigation.
III. EXPERIMENTAL RESULTS
A. Discretization and Implementation Details
We use the corresponding dynamical PDE (10) to implement the proposed SST feature driven variational exponent Multiscale Tikhonov Total Variation (MTTV) method with p(x, σ * ) in (14) computed from the initial noisy image u 0 . In the dynamic D-MTTV extension we use a constantly updated p(x, σ * ) computed from the previous iteration image u(x, t −1), instead of a static map from the initial noisy image. This was experimentally found to yield better noise removal results as the SST coherence exponent map becomes more reliable during the denoising process. We use an semi-implicit finite difference approximation scheme (central differences for the spatial variables, forward difference for the time variable) to solve the above PDE (see Appendix C). Following [47] we can prove that the discrete scheme is unconditionally stable and thus the time step size (taken here t = 0.2) can be chosen big without worrying about instabilities. Moreover, the discrete scheme satisfies the maximum-minimum principle, which ensures that artificial edge regions are not created during the restoration process. For images with Gaussian white noise level σ n = 10 to 30 we set k = 0.05 and the range 3 of σ in (13) to be the interval [1, 4] .
Smoothing using a Gaussian kernel (6) is approximated using fast box filtering in all our experiments. 4 Our scheme takes on average 0.2 seconds for a gray scale image of size 256 × 256 using a MATLAB implementation on a 2.3 GHz Intel Core i7, 8GB 1600 MHz DDR3 Mac Laptop. All the methods listed below for comparison were solved using their corresponding time dependent PDE formulation and explicit finite difference schemes [47] . The termination condition 5 for all the methods is automatically determined using the stopping criteria u t +1 − u t 2 ≤ 10 −4 .
B. Gaussian Noise Removal 1) Comparative Results:
We compare our method with classical regularization methods of Tikhonov (TIREG, p = 2 in (1)), total variation of Rudin et al. [5] (TVREG, p = 1 in (1)) for Boat gray scale image of size 256 × 256 which is corrupted by Gaussian noise σ n = 30. Figure 4 shows the restoration results for the classical TIREG and TVREG methods compared with our proposed blended exponent map D-MTTV method. The pel maps (Figure 4 bottom row) indicate better structure preservation for our method when compared with over-smoothing in TIREG, and staircasing in TVREG methods. Figure 5 shows a comparison of different regularization results for the Brai n gray scale image of size 256 × 256 which is corrupted by Gaussian noise σ n = 20. Figure 5 (f) illustrates the over smoothing effect of Tikhonov regularization, as the diffusion time increases (i.e. number of iterations) more noise is filtered but also more structure is lost (i.e. blurring), leading to a poor restoration result. In contrast TV regularization obtains a better restoration though small staircasing artifacts are visible using fewer iterations while a piecewise constant solution is obtained with higher iterations in Figure 5(b) . Intermediate scalar p exponent-based regularizations are given in Figure 5 (c-e). scheme provides better denoising restoration without artifacts, while preserving edges and fine details. The edge preservation properties are shown in corresponding colored surface maps where various artifacts can be seen in the traditional TIREG, TVREG and scalar exponent p-regularization methods, while the MTTV method performs better overall.
Next we compare MTTV results with a set of contemporary denoising filters widely used for image enhancement. Although we are not able to provide details of the different methods due to space limitations, the connections between a variety of image denoising approaches in the context of nonparametric point estimation and kernel functions is discussed in [37] . Milanfar [37] observes that the most successful modern filtering approaches are nonparametric, adaptive to signal content and iterative (repeated application of a filter or sequence of filters followed by data aggregation). We note that the proposed MTTV method and its variants incorporate all three elements for improved performance.
Figures 6 illustrates the results along with their level lines given to highlight various problems with other methods. Figure 6(a) is the original synthetic test image, and Figure 6 (b) is the noisy image. Figures 6(c)-(t) show the denoising results using the bilateral filter (BLF) [48] , Gauss curvature-driven diffusion (GCDD) [49] , Perona-Malik nonlinear anisotropic diffusion (PM) [1] , nonlinear complex diffusion (NCD) [50] , adaptive smoothing via contextual, local discontinuities (ASCL) [51] , nonlocal means (NLM) [52] , linear regression Yaralovsky neighborhood filter (LYNF) [53] , robust anisotropic diffusion (RAD) [27] , adaptive TV method (ATV) [54] , fourth-order PDE (FPDE) [55] , TVREG method [5] , combined model of TV filter and fourth-order PDE (TV2&4) filter [56] , edge-flatgrey (EFG) scale filter [57] , Gauss-TV (GTV) filter [58] , nonlinear diffusion filter with an additive operator splitting (AOS) scheme [47] , and ATVDC model [34] (see (15) below), respectively. Figure 6 (s-t) are our MTTV and D-MTTV results which shows that we obtain improved noise reduction, better edge preservation and fewer staircasing artifacts especially for smooth gradients in the horizontal and vertical grayscale ramps in the upper left and lower right of the image.
Finally, we compare various adaptive exponent-based variational-PDE schemes from the recent denoising literature. Adaptive variable exponent-based scheme of Chen et al. [14] (VAREG, is given in (4)), Li et al. [19] (9)). Further, we compare with three recent approaches that use heuristic formulations for controlling the smoothness:
• Adaptive total variation with difference curvature (ATVDC) model of Chen et al. [34] :
where the exponent p(D) = 2 − D with D the normalized difference curvature, D = u ηη − u ξξ , with derivatives parallel and perpendicular to the gradient direction.
• A locally adaptive version of the classical Chambolle-Lions model [15] (LAADE) recently studied by Zhou et al. [16] :
where the adaptive parameter β(x) is obtained by solving a separate energy minimization problem
• Adaptive Perona -Malik models of Guo et al [20] :
with
called α(x)-PM, and [52] (i) [53] (j) [27] (k) [54] (l) [55] (m) [5] (n) [56] (o) [57] (p) [58] (q) [47] , (r) [34] can be safely ignored; for example, with σ n = 30 as in the experiments we dropped the fidelity term without affecting the optimal restoration. An adaptive fidelity term may be used to yield improved noise removal as discussed in [26] , see also [59] for parameter selection discussions related to TV regularizations. Figure 7 shows denoising results for different variable exponent models applied to the Cameraman gray scale image of size 256 × 256 which is corrupted by Gaussian noise with standard deviation σ n = 30. The zoomed in views in Figure 7 highlight some of the problematic regions in six other methods. Overall, our MTTV and D-MTTV methods outperform other [14] (b) [19] (c) [34] (d) [16] (16) (e) [20] (17) with (18) (f) [20] (17) with (19) (g) Our MTTV (9) with (14) computed from noisy image u 0 (h) Our D-MTTV (9) with (14) computed from updated image u(x, t − 1). Better viewed online and zoomed in. related methods in terms of multiscale edge preservation and improved noise reduction without introducing staircasing artifacts seen in other variable exponent and adaptive models. 
MSSIM (UPPER) PSNR IN dB (LOWER ROW) VALUES CORRESPONDING TO FIGURE 7 (Cameraman). EIGHT DIFFERENT EXPONENT-BASED DENOISING METHODS ARE COMPARED INCLUDING THE TWO PROPOSED METHODS USING MSSIM AND PSNR (dB) METRICS. BEST RESULTS
ARE GIVEN IN BOLD
For example, the mouth region of the cameraman is much better preserved in MTTV and D-MTTV compared to other methods as seen in the close-up images of Figure 7 .
2) Error Metrics:
To compare the restoration results quantitatively, we use four error measures including peak signal to noise ratio (PSNR), improvement in signal to noise ratio (ISNR), Mean structural similarity (MSSIM), which are widely used in the image processing literature and a new metric (PSNR E ) based on gradient edge maps [20] ; the definitions of the error metrics are given in Appendix D. Tables I-II [49] and ATVDC [34] using NSDE (20) . Iteration versus NSDE for the restoration of (a) noisy synthetic Shapes image in Figure 6 (b), and (b) noisy Cameraman image in Figure 3 (a, bottom) with different methods. other test images for different schemes. 6 Overall our scheme performs better and the higher MSSIM values indicating that MTTV preserves salient structures better and the consistently best PSNR scores further supports our claim of efficient noise removal. Following [34] and [49] we use the normalized step difference energy (NSDE) calculated at every iteration, 6 Restoration results under additive white Gaussian noise model (σ n = 30) for different schemes are given here. Further results for different noise levels, stopping criteria, data-sets, error metrics, SSIM maps, and denoised images are available at the project website: http://cell.missouri.edu/pages/mttv Figure 3 (a, bottom). Our scheme converges faster and just a few iterations are usually enough to obtain good denoising results. Figure 9 shows quantitative PSNR E results for restoring six images across four noise levels and seven methods. Overall D-MTTV outperformed all the methods across different noise levels and scene content.
C. Further Applications 1) Multiplicative Noise Removal:
Next, we consider the multiplicative noise model for images and the corresponding MTTV functional for restoring images corrupted by gamma noise is given as,
where the modified fidelity term is based on a maximum likelihood model [60] and μ > 0 determining the amount of noise removed. We used μ = 120 for our method whereas in Liu et al. [60] they use a scalar p(x) ≡ p based scheme with ad hoc adaptation of μ for different p levels. Figure 10 shows restoration results for the Bar bar a 256 × 256 image after including high multiplicative Gamma noise 7 with mean 1 and variance 1/9. Note that the noise level depends on the intensity, that is the noise is larger in bright areas, as seen in Figure 10 (b). Figure 10 (c)-(f) shows the results of increasing scalar p values in (21) . We compare performance using the signal to noise ratio (SNR). 8 The corresponding residue (u 0 − u) images for different p values, show that the proposed D-MTTV using an adaptive exponent leads to improved SNR values compared to the method studied in [60] .
2) Multichannel Case:
Extending the variable exponent model to the multichannel (color, multispectral) case is currently our focus. We let u : → R N be the multichannel image u = (u 1 , u 2 , . . . , u N ) . Then the definition of the multichannel SST is given by,
where as before we compute the variable exponent p M (x, σ * ) (see (14) ) using the largest and smallest eigenvalues of K σ given by + , − . Then the following regularization based on 7 Multiplicative noise model is given by u 0 (x) = n(x) × u(x). Noise n(·) follows a Gamma law of mean 1 and variance σ 2 n , i.e., n(
n . We used the following MATLAB command to generate noise: n = gamrnd(1/σ 2 n , σ 2 n , 256, 256). 8 This was the metric used in [60] to present their restoration results. Note that PSNR values were similar to SNR values and our method outperformed [60] in PSNR values as well. 
As a test case, we assume the noisy image
is obtained by adding Gaussian noise of standard deviation σ n = 30 to each channel. Figure 11(a) shows smoothing a noise free RGB color image (from the Berkeley Segmentation Data Set (BSDS500), image id 100007) with our multichannel MTTV (M-MTTV) method. The result in Figure 11 (b) shows strong piecewise smoothing with edge preservation, and Figure 11(c) shows the amount of texture removed by the scheme. Figure 11(d) shows the variable exponent map. Figure 11 (bottom row) shows another example of color image restoration for a noisy image (id 101087) of size 201 × 201 × 3. We compare Bresson and Chan [61] vectorial total variation (VTVREG), with our MTTV method applied with channel-wise p(x) (C-MTTV) estimation, and multichannel SST (22) exponent p C (x) based scheme (M-MTTV). Note that the regularization couples different color gradients using the multichannel SST (22) based variable exponent p M (x) (Figure 11(h) ) whereas the C-MTTV uses the exponent function (8) in each channel separately. As can be seen, M-MTTV provides better restoration results without staircasing artifacts when compared to VTVREG. Table V shows PSNR(dB) and MSSIM values for these three functionals. M-MTTV restoration has higher structural similarity scores indicating better edge preservation. Other approaches can be incorporated and the implicit coupling of regularization across channels can further improve denoising results [63] - [66] .
IV. CONCLUSIONS
In this paper we have developed a novel adaptive multiscale anisotropic diffusion PDE regularization-based denoising method using a spatially varying exponent map that preserves coherent image structures. The proposed MTTV non-linear anisotropic operator incorporates the local structure tensor eigenvalues as functions within the exponent of the variational regularization term for coherent feature preservation. Wellposedness of the proposed model is studied using the theory of variable exponent spaces and we show existence and long time behavior of solutions to the proposed variational PDE model. The MTTV method incorporates elements of recently successful filtering approaches including nonparametric operators, adaptation to signal content and repeated filtering with aggregation. Extensive experiments on noisy synthetic and natural images demonstrates the effectiveness of the proposed MTTV method and its variants compared to other denoising methods especially those related to variational -PDEs. The proposed adaptive multiscale growth functional model provides robust fine structure maps that enables smoothing and detail preservation devoid of staircasing artifacts typically associated with point-wise estimators. MTTV outperforms sixteen other denoising algorithms in terms of quantitative metrics and restores image edge structures better than competing methods. The MTTV method satisfies the maximumminimum principle ensuring that artifact edge structures are not created during the denoising process. Results of the proposed MTTV method appropriately extended for multiplicative noise removal and RGB or multispectral image denoising are promising. We obtained the best experimental restoration results without the fidelity term and using normalized eigenvalues. Relaxing both of these constraints is expected to yield new and improved approaches for image restoration using the proposed spatially adaptive multiscale PDE approach. Extending the multiscale exponent to handle other types of noise and image decompositions for biomedical and remote sensing (binary) segmentation applications is part of our future work in this area.
APPENDIX
A. Existence of Minimizer
We recall the basic notions of variable exponent spaces, for further details we refer to the recent monograph [32] . Let The exponent sets are,
We next recall the variable exponent spaces.
Let p ∈ P( ), and consider the modular
We recall [67] the following inequality, min{ ∇u
We also define the following subspaces of L 2 :
, and
Let u 0 (original image) be any element of L 2 ( ). We first retain a general existence result for a variable exponent p(x) that is bounded away from 1 in the variable Sobolev space L 2, p(x) ( ).
Lemma 1: The regularization functional
given in (9) is convex, lower semicontinuous and coercive on L 2, p(x) ( ). Proof: The convexity is clear. Since the modular ρ(u) is lower semicontinuous on L p(x) ( ) (this is a generic property of modulars in modular spaces [32] ), the first summand is lower semicontinuous on L 2, p(x) ( ). The second summand is obviously continuous on L 2, p(x) ( ). The coercivity follows from (24) .
We recall the following fact from functional analysis (see [68, Sec. 25] Our proposed variable exponent function (14) satisfies p(x) ∈ [1, 1.5), hence Theorem 1 is not applicable. Therefore, it requires a careful treatment as in [45] and it represents the border case of total variation [5] regularization. This also means we leave the realm of reflexive Sobolev spaces and need a new space with the properties of the traditional functions of bounded variation space BV ( ). Before extending the results to the variable bounded variation space BV p(x) ( ) we require the following notations and preliminary results.
Recall [69] the definition of BV ( ) and its norm defined in terms of test functions: u ∈ BV ( ) if u ∈ L 1 ( ), and its total variation
is finite; the norm in BV ( ) is given by
The distributional gradient Du is in fact a vector-valued Radon measure, and its "modulus" can also be interpreted as a Radon measure, which is called the total variation measure, and is denoted by Du . Note that
For more details and results about the bounded variation space we refer to [69] - [71] . Let p(x) ∈ P( ) be a lower semicontinuous function.
, that is the critical set where the exponent takes the value 1.
We now put
, and define the semimodular
One can get a similar existence result like that of Theorem 1 in the BV p(x) space.
Theorem 2 (see [45] ): Assume that has Lipschitz boundary, and p(x) ∈ P( ) is lower semicontinuous. Then the functional
B. Well-Posedness of the PDE Flow
To derive the PDE flow associated with the energy minimization in (9) we need to use the weight
p(x) dx, the derivation is straightforward using the Euler-Lagrange formulation [3] and is omitted here for brevity;
This is the p(x)-Laplacian which generalizes the traditional p-Laplacian and has been found useful in various scenarios, see the recent monograph [32] . We next turn our attention to the corresponding dynamic time-dependent version of the PDE given in (25) ,
This is an inhomogeneous p(x)-Laplacian PDE, and the existence result may be proven via a subdifferential approach, see [67] . The above time dependent PDE flow paves the way to relate to the concept of scale-space {u(x, t)} ∞ t =0 and is related to the classical Perona and Malik [1] anisotropic diffusion paradigm [72] . Note that here we consider the Dirichlet probem, and we discuss the Neumann problem in Remark 7.
Now the main existence result can be stated as follows. Theorem 3: Let p ∈ P o ( ). Then the following hold:
(iii) The solution u continuously depends on the original image u 0 :
where u 1 and u 2 are the two solutions of (26) (27) (28) with u 0 = u 0,1 and u 0,2 , resp. Proof:
is a proper, lower semicontinuous and convex functional on L 2 ( ). This fact can be proven in a similar way to Lemma 1 provided
is quite standard since the functional is convex and the bound (24) is available, see [67] . Then, the subdifferential 9 satisfies
Therefore, the parabolic problem (26-28) is equivalent to an abstract Cauchy problem,
Then the proof follows from the results of [67] and [73] . Remark 6: The critical case p ∈ P( ) \ P o ( ) seems to be much more involved, and existence of any kind of solution to (26) (27) (28) is an open problem in this case. 9 The subdifferential of the functional ϕ p(x) is defined as usual:
Assume in addition that p satisfies the log-Hölder condition. Then one can obtain decay of solutions if we have a strong growth in our exponent:
Theorem 4 (See [67] 
( ) \ {0}, and u = u(x, t) be the solution of (26) (27) (28) with μ = 0. Then a constant C > 0 such that,
One can also obtain extinction of solution if we restrict our exponent to less than a quadratic:
Theorem 5 (See [67] ): Let
( ) \ {0}, and u = u(x, t) be the solution of (26) (27) (28) with μ = 0. Then there exists a finite time t * > 0 and a constant C > 0 such that 
C. Implementation Details
The discretized version of the PDE is utilized out using the following unconditionally stable semi-implicit scheme. Let h be the grid size, τ > 0 the time step and U t i j be the pixel value u(i, j ) at iteration t. The AOS discretization in 1D with matrix-vector notation is given by,
where A(U t ) = [a i j (U t )] with Here N i is the set of the two neighbors of location i (boundary locations have only one neighbor) The values C i are the discrete values obtained by evaluating the overall diffusion function, C = |∇u| p(x,σ * )−2 at location i . The p(x) is chosen in the multiscale way and the Gaussian smoothing of structure tensor is carried out using the box filter for speed-up.
For n-D images the modified semi-implicit scheme (AOS) is written as,
The matrix A l = (a i jl ) i j corresponds to derivatives along the l-th coordinate axis. Note that this involves solving a linear system where the system matrix is tridiagonal and diagonally dominant. This particular discretization scheme satisfies the maximum-minimum principle which guarantees that artificial edge regions are not created, see [47] for more details. The main bottleneck is the update of p(x) which involves computing the smoothed structure tensor and computing its eigenvalues at every pixel. One option to speed-up is to compute the p(x) only at few iterations similar to lagged diffusivity approach [75] . and is known to be a better error metric than traditional signal to noise ratio [76] . It is the mean value of the structural similarity (SSIM) metric. 10 The SSIM is calculated between two windows ω 1 and ω 2 of common size M × M, and is given by,
D. Error Metrics
where μ ω i the average of ω i , σ 2 ω i the variance of ω i , σ ω 1 ω 2 the covariance, and c 1 , c 2 stabilization parameters, see [76] for details. An MSSIM value close to one indicates high similarity between the two images that can be interpreted as better noise removal. 4) PSNR E : Following [20] we use the PSNR of the edge maps (EM), EM(u) = 2 − (2/(1 + k |∇G σ u| 2 ) with k = 0.0025, σ = 0.5. PSNR E (u) = 20 * log 10 max EM(u O ) − min EM(u O ) MSE E 10 We used the default parameter values. SSIM MATLAB code available online at https://ece.uwaterloo.ca/∼z70wang/research/ssim/.
where MSE E = (mn) −1 (EM(u) − EM(u O )) 2 . Higher PSNR E indicates the denoising method is able to match derivatives in the original image and has better edge structure recovery.
