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ﬁelds. The basic problem can be viewed as a two-level quantization process. However, efﬁcient ways for
optimal threshold determination have not been discovered so far. We propose a fast BTC algorithm
based on a truncated K-means algorithm, utilizing the image inter-block correlation and the fact that K-
means algorithm converges very fast in this case. This produces near-optimumsolutionwith signiﬁcantly
improved speed over other methods. Simulation results conﬁrm such advantages.
size M×M and coding is performed on each block, which is essen-
tially a two level quantization process. For each block, there are-means algorithm
mage content correlation
. Introduction
Since its introduction [1], BTC has enjoyed continued improve-
ent and applications due to its implementation efﬁciency (e.g.
2–4]).
The push for higher compression ratio requires the use of large
oding blocks in BTC besides the subsequent coding effort (e.g.,
ntropy coding). However, large coding blocks introduces visual
locky artifacts in the ﬁnal displayed image. Dithered quantiza-
ion is one means to improve the subjective visual effect [4–6]
here random noise is ﬁrst added before the quantization pro-
ess. Recently in [7] an ordered dither array is used which achieves
imilar result without explicitly adding noise. In this algorithm, a
omogeneous ordered dither array is ﬁrst generated by themethod
n [8], then this array is scaled to the range of [min, max] where
in and max are the minimum and maximum values of the cur-
ent image block to be coded, afterwards each pixel in the block is
oded as 1 if its value is greater than the corresponding scaled array
alue or coded as 0 otherwise. Because the ordered dither array is
ndependent of image feature and the fact that max and min are
sed to denote 1 and 0 respectively, there can be high impulsive
oise in the ﬁnal processed image.
It has long been recognized that BTC is essentially a two-level
uantization process. Currently the closed form expression for the
ptimal threshold has not been found. In [9] an exhaustive search
s carried out, which slows down the coding speed signiﬁcantly.
ecently an improvement is made in [10] for faster optimal thresh-
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old determination for the absolute moment BTC (AMBTC)[11], yet
the computational complexity is still fairly high (on the order of
M2 log M additions and M2 multiplications, where M×M is the
block size). In [12] a genetic algorithm is used to search for the
optimal solution. Perhaps it is because of this difﬁculty of efﬁ-
ciently ﬁnding the optimal threshold that research efforts have
been mainly directed along other lines. For example, In [11,13],
the absolute moment preserving property is imposed which sim-
pliﬁes the computation. However, what we discover is that the
optimal threshold in this two-level quantization problem can be
very accurately approximated in a fast way, in fact, faster than the
original BTC and almost the same as the ODBTC algorithm in [7],
thus making BTC using optimal thresholding practically applicable.
In the rest of the paper we ﬁrst review the BTC algorithm in Sec-
tion 2, then in Section 3 we develop the new accelerated BTC algo-
rithm,whichwe termas the ABTC algorithm. Simulation results are
presented in Section 4. Finally, we make conclusions in Section 5.
2. Review of BTC
In traditional BTC [1,14], an image is subdivided into blocks of
Open access under CC BY-NC-ND license.three numbers needed, the threshold xth, and two quantized val-
ues a and b. If xth is chosen to be the block mean value, and the ﬁnal
coded block is to maintain the same ﬁrst and second moments,1
1 The k’th moment of a block is deﬁned as mk = (1/M2)
M2−1∑
i=0
xk
i
.
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aFig. 1. Histogram of PSNRj,o −PSNRj,i for the cameraman test im
hen a and b are given by
= m1 − 
√
q
M2 − q (1)
= m1 + 
√
M2 − q
q
, (2)
here the standard deviation  is given by
=
√
m2 − m21 (3)
nd q is the number of pixels in the block whose intensity values
re greater than or equal to xth.
One way to automatically determine xth is to preserve also
he third moment m3, with further increased computational
omplexity[14].
. Near-optimum accelerated BTC using a truncated
-means algorithm and inter-block correlation
BTC is essentially a simple two level scalar quantization process.
he most direct way to carry it out is to minimize the energy of the
uantization noise, or total squared error
=
M2−1∑
m=0
(xm − Q (xm))2. (4)
here xm is the m’th pixel value in block (size M×M). So far
o known closed-form quantizer which minimizes (4) has been
iscovered. The most effective method is the Lloyd–Max itera-
ive algorithm [15]. The LBG algorithm proposed in [16] provides
practically effective way for suitable quantizer initialization in
ost cases. The K-means algorithm (e.g., [17,18]) is essentially
he same as the Lloyd–Max algorithm for achieving the optimal
uantization/classiﬁcation. The main difference between the two
lgorithms is the selection of initial threshold. The key discovery
hat leads to the proposed ABTC algorithm in this paper is that
he K-means algorithm usually converges in just a few steps in
inimizing (4), and the process involves mostly addition opera-
ions. By using image inter-block correlation,we can further reduce
omputations.
The K-means algorithm applied to BTC is carried out as follows.
t iteration i, the lower mean a(i) and the upper mean b(i) are com-
uted according to(i) = 1
M2 − q
∑
xj,m<
(i)
x
th
xj,m (5)f size 512×512. Block size is 8×8. (a) i=2, (b) i=3, and (c) i=4.
and
b(i) = 1
q
∑
xj,m≥
(i)
x
th
xj,m, (6)
where xj,m is the m’th pixel value in j block, q is the number of pixels
{xj,m} in image block j (of size M×M) such that xj,m ≥ x(i)th and x
(i)
th
is
the threshold used at iteration i. Then the optimal threshold used
for iteration i+1 is updated as
x(i+1)
th
= a
(i) + b(i)
2
. (7)
The initial threshold value x(0)
th
is taken as the mean of the
whole block. We report that the K-means algorithm usually con-
verges in just a few iterations. If we let PSNRj,o denote the PSNR
value for block j after ﬁnding the optimal quantization through
exhaustive search and PSNRj,i denote the PSNR value after just i
iterations through the K-means algorithm, we ﬁnd empirically that
PSNRj,o −PSNRj,i is usually very small even for i=2. In Fig. 1 we
show the histograms of the PSNRj,o −PSNRj,i for i=2, 3, 4. In all
three cases, over 95% of the blocks have the PSNR values within
0.1dB from the optimal values. For those blocks whose PSNR val-
ues fall further below, we ﬁnd that the quantization error usually
is not as bad as the numbers might indicate. For example, we pick
out a block with rich texture and compare it with the optimally
quantized block and the block in the original image in Fig. 2. We
see that the visual degradation is not signiﬁcant. Thus in the rest of
the paper we use only 2 iterations in our ABTC algorithm.
Next we try to further lower the computations by utilizing
the inter-block correlation. For any block, during the initializa-
tion stage, we need to compute x(0)
th
as the block mean. Taking into
account the fact that this initial threshold doesn’t have to be very
accurate and that adjacent image blocks usually are correlated and
have similar mean values, we can just use the threshold already
obtained in an adjacent block already coded, as illustrated in Fig. 3.
The reason that we use the speciﬁc scanning order of inter-block
prediction is that the mean values of adjacent blocks may be most
similar. This will not only save one step of computing the block
mean, but can also accelerate the K-means convergence if the two
adjacent blocks have similar optimal quantization thresholds.
Although the above process utilizing the inter-block correlation
works for most image blocks, it fails in some cases. For example, if
twoadjacent blocks are sodissimilar that all blockpixel values from
one block are greater than the threshold it borrows from the one
computed fromtheotherblock, then theK-meansalgorithmcannot
be continued. Fortunately, we ﬁnd that such cases are rare and can
be corrected easily by using the block mean as the initial threshold,
incurringvery light overall computational overhead. Thuswearrive
at accelerated BTC (ABTC) algorithm shown in Table 1. Here I is the
number of iterations in the K-means algorithm and can be chosen
as few as 2.
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Fig. 2. Visual comparison of quantization block in the cameraman test image for i=2. (a) Quantized block. (b) Optimally quantized block. (c) Original block.
Fig. 3. A block scanning method where each block uses the threshold already com-
puted from an adjacent block.
Table 1
The ABTC algorithm.
(0) For block j, set Ij =2 and the initial threshold x
(0)
th,j
to be the one from
adjacent block already coded (e.g., x(Ij−1)
th,j−1). If the block is the ﬁrst
block, then use its mean value as the threshold.
(1) At iteration i=0, compute the upper mean b(i)
j
and lower mean a(i)
j
.
If all pixel values are greater than or equal to x(i)
th,j
so that a(i)
j
is not
computable, then set x(i+1)
th,j
= b(i)
j
(or x(i+1)
th,j
= a(i)
j
if all pixel values
are less than x(i)
th,j
) and Ij = Ij +1, otherwise set x
(i+1)
th,j
=
a(i)
j
+b(i)
j
2 .
(2) For each iteration i=1, 2, . . ., Ij −1, compute the two means a(i)j and
(i) (i) (i+1) a
(i)
j
+b(i)
j
I
e
e
c
Table 2
Computational complexity and memory consumption comparison.
Method Additions Multiplications Square root Memory
BTC 3×M2 M2 2 0
In the ODBTC, we generate the dither array of needed size
according to the method used in [7,8].
In Table 3 we present the PSNR values for processingb
j
using threshold x
th,j
and then update it as x
th,j
= 2 .
(3) Code the current block using the threshold x(Ij−1)
th,j
. Move to the next
block j= j+1 and go to step 0) until all blocks are coded.Wenext brieﬂy analyze the computational complexity. Suppose
=2 iterations are used to compute the block of size M×M, then at
ach iteration we need to compute M2 additions to classify all pix-
ls into the upper or lower region,2 another M2 additions and 2
2 We count each comparison of two numbers as an addition/subtraction, as is the
ase in current computers.OBTC 256× (2×M2) 256×3 256×2 0
OAMBTC 2M2 log M 9M2 0 M2
ODBTC 4×M2 0 0 256×M2
ABTC 4×M2 6 0 0
multiplications to compute the upper mean and lower mean val-
ues, and 1 addition and 1 multiplication to update the threshold.
So we need 2×M2 +1 additions and 3 multiplications in each iter-
ation, ignoring the small number of blocks whose initial threshold
need to be computed using the block mean. In Table 2 we com-
pare the computational complexity of the proposed method with
the traditional BTC, the optimal BTC (OBTC) proposed in [9], the
fast optimal AMBTC (OAMBTC) proposed in [10] and the ODBTC in
[7].3 We see that the proposedABTC algorithmenjoys very efﬁcient
computational complexity compared tomost other algorithms. The
only comparable algorithm is the ODBTC, which consumes much
more memory and, as will be shown later, tends to produce results
with much poorer PSNR values. The extra memory of size 256×M2
needed by the ODBTC is to store the 256 different scaled versions
of the dither array.
4. Experiments
We compare the performance of the proposed algorithm with
the standard BTC and the recently published ODBTC algorithms
on standard test images, all of size 512×512. Image values are
normalized within the range of [0, 1] and the PSNR is computed as
PSNR = 10 log10
N2
N−1∑
i=0
N−1∑
j=0
(x(p)
i,j
− x(o)
i,j
)
2
(8)
where N=512, x(p)
i,j
is the value of pixel (i, j) in the processed image
and x(o)
i,j
that in the original image.4 test images. Results from the traditional BTC, the recent
3 The numbers presented here for ODBTC are different from those reported in [7],
sincewe count each comparison as an addition/subtraction, as is done in computers.
Therefore, for the ODBTC in [7], in computing (7), 2×M2 additions are needed for
ﬁnding the maximum and minimum of the block and M2 additions are needed for
comparisons.
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aig. 4. Visual quality comparison. The ﬁrst row: original image. The second row: blDBTC, the proposed ABTC, plus the optimal BTC (OBTC), which
btains the optimal threshold by carrying out an exhaus-
ive search, are presented. We see that although the ABTC
lgorithm uses only 2 iterations, its PSNR value is generallyze of 8×8. The third row: block size of 16×16. The last row: block size of 32×32.fairly close to that of the OBTC. Also, the ODBTC algorithm
shows poor PSNR performance, since the aim of dithering it
is to improve subjective visual effect, often at the sacriﬁce of
PSNR.
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Table 3
PSNR comparison of different BTC methods (regular expression (8))
Block size BTC ODBTC ABTC OBTC
8×8 29.12 21.21 29.66 30.14
Cameraman 16×16 26.69 18.09 27.48 27.84
32×32 24.77 15.30 25.72 26.13
8×8 27.44 18.30 27.71 28.15
Barbara 16×16 25.53 15.51 25.83 26.31
32×32 23.79 13.19 24.08 24.52
8×8 30.44 22.18 30.90 31.42
Pepper 16×16 26.87 18.05 27.51 28.11
32×32 24.01 14.51 24.75 25.29
8×8 24.46 14.67 24.96 25.21
t
P
Table 4
PSNR comparison of different BTC methods (Gaussian weighted (9)).
Block size BTC ODBTC ABTC OBTC
8×8 42.30 34.39 42.83 43.31
Cameraman 16×16 39.86 31.26 40.66 41.02
32×32 37.94 28.48 38.90 39.31
8×8 40.62 31.48 40.89 41.33
Barbara 16×16 38.71 28.69 39.01 39.49
32×32 36.97 26.37 37.26 37.71
8×8 43.63 35.37 44.09 44.61
Pepper 16×16 40.06 31.24 40.71 41.30
32×32 37.20 27.69 37.95 38.48
8×8 37.65 27.86 38.14 38.39
FBaboon 16×16 23.39 12.57 24.08 24.28
32×32 22.73 10.93 23.23 23.47
In [7] anotherGaussianweighted PSNR formula is used tomimic
he human visual system (HVS) effect, which isSNR = 10 log10
N2
N−1∑
i=0
N−1∑
j=0
3∑
m=−3
3∑
n=−3
w2m,n(x
(p)
i+m,j+n − x
(o)
i+m,j+n)
2
, (9)
ig. 5. Image detail comparison between OBTC and ABTC for image processing block sizeBaboon 16×16 36.60 25.75 37.27 37.47
32×32 35.96 24.11 36.44 36.68
where
wm,n = 1s e
−((m2+n2)/22) (10)with  =1.3 and the normalizing constant s such that
3∑
m=−3
3∑
n=−3
wm,n = 1.
of 8×8. All regions are enlarged 4 times by the bilinear interpolation method.
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The PSNR values according to (9) are listed in Table 4, showing
imilar performance difference.4
In Fig. 4 we compare the processed images from different algo-
ithms for block sizes of 8×8, 16×16 and 32×32. We see that the
BTC algorithm performs satisfactorily in most cases, especially at
reserving the texture details. By comparison, the ODBTC suffers
rom impulsive noise. This phenomenon is further illustrated in
ig. 5, where the zoomed-in regions are shown. This is because the
rdereddither array it uses is image feature independent and that is
ses block max and min values to denote 1 and 0 respectively. As a
esult, if a blockhas onedark region and another bright region, even
n a dark region, the threshold number for a pixel could be very low,
hus assigning that pixel the maximum value of the block. Hence
hat dark pixel is essentially misclassiﬁed as bright and produces
he impulsive noise. This misclassiﬁcation is eliminated in ABTC,
s it always ensures that pixel values coded as 1 are greater than
hose coded as 0.
. Conclusions
We propose a near-optimum accelerated BTC algorithm using a
odiﬁedK-means algorithmand the image inter-block correlation.
his algorithm achieves nearly the same result as the optimal solu-
ion obtained by the time-consuming exhaustive search but with
rastically reduced computational complexity. Simulation shows
hat it performs favorably against some state-of-the-art methods.
he algorithm proposed can be readily used in many other forms of
odiﬁed BTC such as variable block size and error diffusion-based
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