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Summary
This report gives a comprehensive description of the helicopter inverse simulation 
algorithm used in the latest generation of the package Helinv. As well as the description of 
the algorithm some results are presented, and a verification and validation of the algorithm is 
presented. Features unique to the results of inverse algorithms are also discussed along with 
the problems associated with the use of numerical differentiation, and finally an alternative 
scheme is outlined.
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Nomenclature
h
Ir
Itr
Ixx> Iyy» Izz 
Ixz
k3
ll,n3 
L, M, N 
m
p. q5r 
Qe
U, V, w
Vf
X, Y, Z
acceleration due to gravity (m/s2)
height of obstacle in hurdle-hop manoeuvre (m)
inertia of main rotor (kg m2)
effective inertia of transmission and gearing (kg m2)
helicopter moments of inertia about centre of gravity (kg m2)
helicopter product of inertia about y-axis (kg m2)
overall gain of engine/rotorspeed governor (Nm/rad/s)
direction cosines for Euler transformation
components of external moments on vehicle (Nm)
helicopter mass (kg)
components of helicopter angular velocity at centre of gravity (rad/s) 
engine torque output (Nm)
translational velocity components of helicopter centre of gravity (m/s) 
helicopter flight velocity (m/s)
components of external force on vehicle (N)
Greek Symbols
a angle of incidence the fuselage (rad)
P main rotor blade flapping angle (rad)
P angle of sideslip the fuselage (rad)
00 main rotor collective pitch angle (rad)
0is,0ic main rotor longitudinal and lateral cyclic pitch angles (rad)
'tep /te2» '^63 engine and rotorspeed governor time constants (s)
(j), e,\(/ body roll, pitch and sideslip attitude angles (rad)
t turn rate (rad/s)
Q angular velocity of main rotor (rad/s)
f^idle angular velocity of main rotor at idle (rad/s)
Qtr angular velocity of tail rotor (rad/s)
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1. Introduction
The conventional approach to aircraft flight simulation is to use an appropriate 
mathematical model of a subject vehicle to compute its response to a set of piloting 
commands [1]. When the equations of motion which constitute the mathematical model are 
solved in real-time, and the computed response is used to drive a motion and/or visual 
system, the simulation may be used for training and vehicle evaluation. This is of course the 
most widely understood application of flight simulation. Also of interest is the situation 
where a more comprehensive model (not normally implemented in real-time) is used to 
investigate detailed aerodynamic or loading situations in the extremities of the flight 
envelope. Simplified linearised models may also be used to establish the stability 
characteristics of aircraft. One of the most challenging aerospace applications of simulation 
is when the vehicle of interest is a rotorcraft. Here as well as modelling the characteristics of 
the fuselage, the aerodynamic and elastic properties of the rotor blades must also be 
represented [2, 3].
The alternative approach of inverse simulation has recently found wider application in 
the aerospace field [4, 5]. In the aerospace context an inverse simulation is used to obtain a 
unique set of control responses which enable the modelled vehicle to traverse a given flight 
path. There are certain problems in fixed wing flight mechanics where inverse simulate has 
distinct advantages, the study of manoeuvres at high angle of attack, for example. The main 
aim of this paper, however, is to show the wide range of problems in the field of rotary-wing 
flight mechanics to which inverse simulation may applied [6, 7, 8]. Inverse simulation is 
particularly suited here due to the flight path oriented nature of many helicopter tasks. 
Examples of such tasks might include take-off and landing in confined spaces, and military 
helicopters performing nap-of-the-earth flight. The influence of the manoeuvre on helicopter 
performance has been recognised by the authors of the current U.S. Military Handling 
Qualities Requirements [9]. Compliance with these requirements is achieved only by 
demonstrating adequate handling qualities whilst performing specified manoeuvres or 
Mission Task Elements.
Where a particular flight mechanics problem is associated with a single manoeuvre or 
series of manoeuvres it is possible, as will become apparent, to create mathematical 
descriptions of the flight paths and use them to drive an inverse simulation. Both the 
vehicle's response (in terms of its state vector) and also the control displacements that a 
modelled helicopter would require to fly it will be obtained. This information may then be 
used to analyse both the performance of the helicopter, and the required control strategy.
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Work in the inverse simulation of helicopters has been progressing at Glasgow for 
several years, mainly through the development of the package, Helinv [10], and the aim of 
this report is to give a definitive statement on the numerical algorithm used. The current 
version (v6) is significantly different from the previously reported version (v2), [10] and it is 
hoped that this document will give a comprehensive insight into its structure. A detailed 
description of the algorithm is given in the following section. This is followed by a 
verification of the algorithm and a validation of the model. Some of the implications of using 
this type of algorithm are then discussed, and the report is completed by a description of an
alternative algorithm.
-2-
C. U. Aero Report 9408
2. The Helinv Inverse Simulation Algorithm
The simulation exercise of calculating a system’s response to a particular sequence of 
control inputs is well known. It is conveniently expressed as the initial value problem:
X = f(x, u); x(0) = x0 (1)
y = g(x) (2)
where x is the state vector of the system and u is the control vector. Equation (1) is a
statement of the mathematical model which describes the time-evolution of the state vector in 
response to an imposed time history for the control vector u. The output equation, (2), is a
statement of how the observed output vector y is obtained from the state vector.
Inverse simulation is so called because, from a pre-determined output vector y it 
calculates the control time-histories required to produce y. Consequently, equations (1) and
(2) are used in an implicit manner and, just as conventional simulation attaches importance to 
careful selection of the input u, inverse simulation places emphasis on the careful definition
of the required output y . Before detailing the inverse method inherent in Helinv it is
necessary to first discuss the mathematical model it uses, HGS (Helicopter Generic 
Simulation) [11].
2.1 Helicopter Generic Simulation
For the purpose of this paper only the most elemental version of the model will be 
discussed (i.e. only the fuselage and rotorspeed degrees of freedom are incorporated) so that 
the state vector is
x = [uvwpqr(j)0\)ri2 Qe]t
where u, v, w are the components of translational velocity relative to a body fixed 
reference frame (xb, yb. zb), 
p, q, r are angular velocities about the body axes,
(j), 0, \|/ are the Euler (or attitude) angles relating the body fixed axes set to the 
earth fixed inertial frame (xe, ye, ze),
Q is the angular velocity of the main rotor and
Qe is the torque output of the engines.
-3-
The Helinv Numerical Algorithm
Other more comprehensive models include the rotor blade flapping and lagging as 
states (individual blades have lagging motion in the plane of the "disc" to alleviate the hub 
moment due to aerodynamic drag and flapping motion out of the disc plane due to 
aerodynamic lift) and the dynamics of the rotor induced flow are also often included. In the 
version of the HGS model referred to in this document these effects are assumed to occur 
instantaneously and the values of the states associated with these motions are obtained via 
intermediate calculations.
The control vector may be written as
u =[0o0iseiceOtr]T
where 0q, 0is, 0ic, and 0otr represent main and tail rotor blade pitch angles. It is appropriate 
at this point to discuss briefly the method of control of a conventional helicopter. The basic 
control method is by varying the magnitude and direction of the main rotor thrust vector.
The magnitude of the thrust is controlled by collectively altering the pitch (and hence lift) of 
all of the rotor blades together by an means of the collective lever, 0q. As well as collective 
pitch control the pilot is also able to vary the pitch of individual blades cyclically around a 
complete revolution. When the pilot applies longitudinal cyclic, 0is, by pushing the cyclic
stick forward, the blade travelling towards rear of the disc flaps upwards out of the disc plane, 
whilst the blade travelling towards the front of the disc flaps downwards. The net effect is 
that the thrust vector is tilted forward allowing accelerated flight in this direction. Similarly 
pushing the cyclic stick to one side (i.e. applying lateral cyclic pitch, 0ic) increases the pitch
of the blades on the opposite side of the rotor (producing upwards flap) and decreasing it on 
the other (producing downwards flap) thereby producing a net thrust tilt in the direction of 
the stick motion. This can be used to produce sideways or banked flight. Finally, the torque 
transmitted by the engine to the main rotor is balanced by an opposing moment produced due 
to the offset of the tailrotor thrust from the centre of gravity. The tailrotor thrust is controlled 
through pedal displacements which alter the pitch of the blades, 0otr, and by varying this
thrust (and hence "anti-torque" moment) it is possible to control the heading of the aircraft.
The coupling problems associated with helicopter control can be appreciated by 
considering the simple example of a pilot wishing to accelerate his aircraft without changing 
heading or altitude. The acceleration is achieved by application of forward cyclic, 0]s, which
tilts the rotor disc forward. One effect of this is that the component of the thrust vector which 
balances the weight of the aircraft has been reduced, and hence if altitude is to be maintained 
the magnitude of the thrust vector must be increased by application of collective pitch, 0q.
■ 4-
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The increased pitch causes increased blade drag and in order to maintain rotorspeed, engine 
torque is also increased and hence a tailrotor collective pitch, 0otr, input is required to
maintain heading. If unopposed the change in sideforce due to the change in tailrotor thrust 
will cause the helicopter to drift to the side. To overcome this an opposing input in lateral 
cyclic is required, 0ic. Of course the pilot's workload is kept at acceptable levels by
introducing control mixing (via mechanical linkages or the Automatic Flight Control 
System), and equipping the helicopter with a rotorspeed governor, however this simple 
example, where inputs to all four control channels are required to undertake a very basic 
manoeuvre, does demonstrate the complexity of the system being modelled.
Considering again equation (1), the function f consists, essentially, of the following 
equations. The fuselage degrees of freedom are captured by the familiar Euler rigid body 
equations ;
u = - (w q - V r) + — - g sin0 (4.1)
Yv = -(ur-wp) + — + g COS0 sintj) (4.2)
Zw = -(vp-uq)+ — + g COS0 cos(|) (4.3)
Ixx P = (lyy - Izz) 0 r + Ixz (f + p q) + L (4.4)
lyy 0 = (Izz " Ixx) r P ■*" Ixz (r^ " P^) + ^ (4.5)
Izz r = (Ixx-lyy) Pq + Ixz(p-qr) + N (4.6)
where m, Ixx, lyy, Izz, and Ixz are the aircraft's mass, moments of inertia and product of 
inertia respectively. The symbols used for the vehicle states have their usual meaning as 
indicated in Figure 1.
The rate of change of the attitude angles are related to the body axes angular velocities by 
the kinematic expressions
0 = p + q sintj) tan0 + r coscj) tan0 
0 = q cos([) - r sin(|)
\J/ = q sintj) sec0 + r cos(j) sec0
(4.7)
(4.8)
(4.9)
■5-
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Figure 1: The Body Fixed Reference Frame
where \|/ is the fuselage heading or azimuth angle. Finally, the rotorspeed governor equations 
as given by Padfield [12] are
Qe — [“ "t- 'tc3)QE ■ Qe K3 - Qiciie + '^03 ^)]
/te ] '^C2
(4.10)
^ = (Qe - Or - Qtr - Qtr)/iR + i* (4.11)
where xe], te2, Xe3, K3 are the time constants and gain of the governor,
Qjdie is the angular velocity of the rotor in idle,
Qr, Qtr, Qtr are the torques required to drive the main rotor, tailrotor and 
transmission, and
Ir is the effective inertia of the rotor system.
Equations (4.1 - 4.9) are of course not unique to the helicopter, they are widely used in 
many rigid body simulations, and it is in the calculation of the external forces and moments 
X, Y, Z, L, M, N that the modelling effort is required. To derive expressions for the external 
force and moments individual components of the vehicle are considered - the fuselage 
(including fm and tailplane), the main rotor and the tail rotor. The external forces and 
moments on the fuselage are entirely due to the aerodynamic loading and are calculated from 
look-up tables of appropriate wind tunnel data. In the context of flight simulation this is 
generally accepted as the most effective solution as computational aerodynamic techniques
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tend to be "processor intensive" particularly for the complex flow field and fuselage shape of 
a helicopter. The look-up tables give force and moment coefficients as functions of the 
incidence angles a (angle of attack) and p (angle of sideslip) which are given by
w j • o v tan a = — and smp = ^ (5)
where Vf = Vu2 -i- v2 -i- w2 = the flight velocity of the aircraft, and are therefore 
functions of the state vector.
The external forces and moments from the main rotor are calculated by obtaining 
expressions for the aerodynamic loads on a blade element, then summing these along the 
span of the blade, and around a complete revolution of the its travel. The lift and drag of 
each element will be a function of:
i) the local airstream velocity - this is obtained from consideration of the velocity of the 
centre of gravity (u, v, w), the angular velocity of the aircraft (p, q, r), the position of the 
element relative to the c.g. (dependant on hub location, spanwise position and azimuthal 
location of blade), and the angular velocity of the blade element relative to the body 
fixed frame (a function of the angular velocity of the rotor Q. as well as the flapping 
velocity p),
ii) the local angle of attack - as well as being dependant the local velocity, this is a function 
of the blade control angles Sq (constant for the full rotation), 9is and 0ic (dependant on
azimuthal position of blade), and the blade twist. (This is a function of radial position - 
rotor blades are usually twisted with leading edge down towards the tip of the blade 
where the highest velocities are experienced. This is to ensure more even distribution of 
the aerodynamic lift along the span thereby reducing the structural bending moment at the 
root).
For the HGS model this summation has been performed symbolically to produce a 
series of complex expressions for the external loads of the complete rotor disc which are, as 
is apparent from above, nonlinear functions of all of the state and control variables. A more 
sophisticated approach involves performing the summations numerically for each blade.
This so called "individual blade model" is of course much more computationally intensive 
but is now found in wider use [13, 14].
Naturally expressions for the tailrotor external forces and moments are obtained in a 
similar manner to that described for the main rotor.
-7-
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2.2 The Helinv Inverse Simulation Technique
Helinv, incorporates several sets of pre-programmed manoeuvre descriptions which are 
required as system outputs from the simulation. In fact, the manoeuvres are essentially the 
input into the simulation and much of the value of Helinv lies in the scope and validity of the 
library of manoeuvre descriptions which have been accumulated. They include those relating 
to Nap of the Earth [15], Off-shore Operations [8], Mission Task Elements [7], and there is 
also a facility for accessing flight test data.
The focus of the work at Glasgow is on manoeuvres that are defined in terms of motion 
relative to an Earth-fixed frame of reference so that the output equation is the transformation 
of the body-fixed velocity components into Earth axes. The output vector is then
u = [Xe ye ZeF
and the relationship between the output and state vector, g, is simply the Euler transformation 
between the body axes component velocities (u, v, w) and the earth axes components 
(xe, ye, via the Euler or attitude angles ((j), 0, V|/), Figure 2, given by
u '1. 12 13' K
V = m, m2 m3 ye
w .ni n2 n3_ A.
(6)
where ii = COS0 COSV|/
h = COS0 sin\(/
I3 =: -sin0
mi = sin(|) sin0 0 0 - cos(j) sinxj/
m2 = sin(j) sin0 sin\|/ + cos(t) cos\|/
m3 = sin(]) COS0
ni == cos(j) sin0 cos\|/-f costj) sin\|t
n2 := cos(j) sin0 sin\|/ - cos(]) cost]/
03 == COSCj) COS0
■ 8-
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Figure 2 : The Euler Angle Transformation 
2.2.1 Definition of Manoeuvres
Manoeuvres are defined by specifying appropriate mathematical functions for the 
aircraft position as a function of time. For example, the functions
26(0 = -
ye = o
* A
v^m y
-15
V*-m
+ 10
V*:m y
(7)
describe a "Pop-up" manoeuvre. Figure 3, used to clear some obstacle of height h in a time 
tm. A fifth order polynomial is chosen to ensure appropriate levels of derivative continuity 
and hence smoothness at the start and end of the manoeuvre. The second function ensures 
that the motion is in the xz plane and that there are no lateral excursions. The xe co-ordinate 
may be obtained by further specifying the flight velocity, Vf, as some function of time so that
xe(t) = VVf(t)2-Ze(t)2- ye(t)2 (8)
-9-
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Figure 3 : The Pop-up Manoeuvre
The alternative to direct specification of flight path is to define functions for the 
vehicle's track angle, %(t), and climb angle, y(t). Figure 4, the flight path being obtained from
xe(t) = Vf(t) cosx(t) cos 7(t) 
ye(t) = Vf(t) sinx(t) cos 7(t) 
ze(t) = -Vf(t) sin y;t)
(9)
This approach is particularly useful when defining paths for turning flight where the 
turn rate is specified as a continuous function of time allowing smooth transitions from linear 
to turning flight and vice versa.
(a) A General 3-Dimensional Manoeuvre
Figure 4 : Definition of a General Manoeuvre
10-
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Vf Cos y
(b) The Track (c) Altitude
Figure 4 : Continued
2.2.2 Constraints
Simply specifying the co-ordinates of the helicopter's c.g. (xe, ye, ze) is insufficient to 
fully define a manoeuvre a further condition must be applied to fix the orientation of the 
fuselage relative to the flight path. The choice of which variable to specify (or constrain) is 
made clearer by considering the influence of the four controls. The main rotor collective will 
influence the vehicle altitude, ze, the longitudinal cyclic the fore and aft position, Xg, whilst 
lateral cyclic will influence the sideways positioning, ye. This leaves tailrotor collective and 
the variable most influenced by this control is heading, \|/.
2.2.3 Solving the Equations of Motion
Solving any set of equations one must be clear exactly which variables are known, 
which are unknown and also which may be found by intermediate calculation, and indeed the 
order of the intermediate calculations. For the current problem it has been established that 
the defined variables are the flight path co-ordinates (xe, ye, ze) and aircraft heading, \|/, and 
that the principle aim is to obtain the unknown control inputs which produce them (Gq, 0is, 
0lc, 0otr). This is achieved by solution of the six body equations of motion (4.1-4.6) and the
engine equation (4.11), with the remaining three unknowns being the fuselage pitch and roll 
attitudes (0, (j)) and the angular velocity of the rotor, Q. This choice may not at first be clear, 
however if one considers that when the attitude and earth referenced velocity vector of the 
vehicle are known it is possible to obtain
i) the body referenced velocity vector (u, v, w) and by differentiation the acceleration 
vector (li, v, w);
-11 -
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ii) differentiation of the attitudes give the angular velocities (p, q, r) and accelerations (p,
q,f);
iii) knowledge of the body velocities will allow the aerodynamic forces on the fuselage to 
be obtained, whilst the control angles and rotorspeed (and all of the other state 
information) ensures that the rotor forces may be found, hence the external forces and 
moments (X, Y, Z, L, M, N) are available.
Examination of the seven equations of motion will show that there is then enough 
information to obtain values for all of the terms in them, and hence the equations are soluble. 
This is now discussed in more detail.
The solution is cast in a "time marching" form - that is the input information (the flight 
path) is expressed as a time series at equally spaced intervals, and the seven equations of 
motion are solved at each point in the series using the flight path information at that point, 
and elements of the state vector from the previous time point. If we consider the case of a 
manoeuvre taking a time tm, which is divided into a time series of nints then a general time 
point in the solution, ti, may be defined as,
0 < ti < tm where 1 < i < (nints + 1)
The input at this time point is
Xep yei, zei, Vi
which may be differentiated to give
Xei, yei, Vi and Xci, yei,?i
At each time point values are obtained for all of the unsteady time variant terms in the 
equations of motion which converts them from differential form to nonlinear, algebraic form. 
The equations are then solved by a Newton-Raphson iterative technique to find the seven 
unknowns
0i) ®lsi’ ®lci’ ®0tri
From equations (4.1 - 4.6, and 4.10) the requirement is then to solve:
12-
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Fi(0 (j), Q, 00, 01S, 01c 0Otr)i = Ui + (Wi qi - Vi Ti) - ^ + g sin0 j = 0
^6(0, 0O> 01s’ 01c’ 0Qtr)i — Izz h ‘ (Ixx ‘ lyy) Pi 0i ‘ Ixz I5! " qi ri) ‘ Ni — 0
(10)
F7(0, <t), Q, 00, 01s, 01c 00tr)i = Qei 'Ce1Xe2+ ('t;ei+'t:e3)QEi + Qei ‘ K3 (Q; - Qidle + Te2 A) = 0
Clearly from the preceding description of the mathematical model there are many 
intermediate calculations required. The sequence of calculations at the jth iteration is as 
follows.
i) Initial Guess of Unknown Variables
The estimate from the previous iteration is used as the initial guess at the current 
iteration so that
0i,j = Oi,j-l’ = elc- j ^ 1
For the first iteration the converged values from the previous time point are used: 
0io=0i-h <l>ij = (t>i-E etc. j=l
ii) Calculation of the Body Referenced Translational Velocities
The body axes velocities are obtained from the transformation equation (6). The 
expression for ujj is
Uij = Xej cos0jj costj/j + yei cos0ij simj/j - sin0jj (11)
and similar expressions are obtained for Vjj and Wjj
iii) Rates of Change of Euler Angles and Rotorspeed
Numerical differentiation is used to obtain the Euler angle rates and rate of change of 
rotorspeed. Backward differencing is used to give the following for 0jj and 0jj
0.. _ eij 'Qj-1 anj 0.. _ 0jj ~ 20j-i + 0j-2 (12)
- 13-
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and similar equations may be obtained for (j)ij, , and Using numerical
differentiation has certain implications on the form of the solution which are discussed 
in section 4.
iv) Calculation of the Body Referenced Translational Accelerations
The body accelerations are obtained by differentiation of the corresponding velocities, 
so that for liy, from equation (11)
Uij = xei cosGij cos\|/j + yei cosGij sinxi/j - 'zC] sinGij (13)
- Gij [(Xcj cos\|/j + yei simi/j) sinGy + Zqx cosGjj ] - \}/i [xe, simi/j - yei cos\|/; JcosGij
and similar expressions may be obtained for Vjj and Wjj.
v) Calculation of Vehicle Angular Velocities and Accelerations
Equations (4.7 - 4.9) may be recast to give body angular velocities in terms of the Euler 
angle rates so that, for example, the roll rate, p, may be found from
Pi j = ki - ¥i sin0ij (14)
which may be differentiated to give
Pi,j — 0i,j ■ Vi 0i,j COsGjj (15)
Expressions for qjy, qy, qij, and qj are obtained in a similar way.
vi) The External Forces and Moments
Having established estimates for all of the vehicle states and controls it is possible to 
evaluate the corresponding external forces and moments : Xjj , Yyj, Zjj , Ljj , Mjj , Njj 
as discussed in section 2.1.
vii) Engine Torque and its Rate of Change
The torque required to turn the main rotor, Qr, j, tailrotor, Qtr,j , and transmission, 
Qtri j, are obtained from the calculation of external forces and moments. These values 
are then used in association with equation (4.11) to obtain the required engine torque
14-
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QEi,j =(^ij - Tij ) Ir + QRiJ + QlRij +Qtri,j (16)
The rates of change of engine torque, Qeij and are calculated by numerical 
differentiation using the values of engine torque from the previous two time points 
(Qei-I) QEi-2) in the same was as shown in equation (12).
It is now possible to obtain the values for the seven functions at the jth iteration. If the 
solution has not converged (i.e. if the functions have not reached within a small tolerance of 
zero) then new estimates of the unknown variables are found. The new estimates are found 
from
®i.j+l ' 0u ■
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F1(0,4),Q,0o,0ls,0lc,0Off)ij
F7(0,(|),I2,0o,0]s,0lc,0Otr)i j
(17)
The Jacobian elements are calculated by numerical differentiation, so that, for example
(18)
F,(0 + 50,(j),...,0Otr)i j -F,(0-50,(|),...,0Otr)i j 
^ 30 Ji j 250
for a small perturbation in 0, 50.
It is clear then that all seven functions must be calculated at positive and negative 
perturbations from their current estimates and hence steps (ii) - (vii) must be performed a 
further fourteen times.
With new estimates calculated the iteration continues in a conventional way.
2.3 Example of Helicopter Inverse Simulation
The mathematical model described above has been implemented in a generic form such 
that any helicopter of the single main and tail rotor class can be simulated by specifying an 
appropriate set of configurational data. This is demonstrated by the following example of 
inverse simulations of two different helicopters: the Westland Lynx and Aerospatiale 
(Eurocopter) Puma flying an identical manoeuvre. The configurational data is as given by 
Padfield [12] whilst the manoeuvre is a Pop-up (as described above) performed at a constant
15-
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velocity (Vf) of 80 knots, to clear an obstacle of height (h) of 25m, whilst the manoeuvre 
time (tm) is calculated to give a distance covered of 200m. Results for inverse simulations of 
the two configurations flying this manoeuvre are presented in Figure 5 below.
Although both aircraft have basically the same configuration (single, 4 bladed main 
rotors etc), the basic design on the rotors are significantly different thereby imparting 
different characteristics. The Lynx, in fact, has what is termed a "semi-rigid" rotor as it does 
not possess flapping hinges (the moment produced at the root being reacted by the structural 
stiffness of flexible titanium alloy sections) whilst the Puma has a "fully articulated" (i.e. 
hinged) rotor. This gives the Lynx greater agility with faster rate response to control inputs 
and ultimately smaller cyclic control inputs to achieve a particular attitude displacement.
This is evident from the plot of longitudinal cyclic (which produces the pitching moment and 
hence pitch attitude) where the displacements required by the Lynx are much smaller than 
those of the Puma. Note that as both aircraft are flying the same manoeuvre the kinematics 
of the task are the same and therefore so is the pitch attitude. The roll attitude and tailrotor 
collective are in the opposite sense to one another as the rotors rotate in opposite directions. 
The Puma is also a larger aircraft with a greater disc loading than the Lynx and so larger 
collective inputs are also required.
This example demonstrates one of the main advantages in using inverse simulation: 
having defined the operational task (or more likely a series of tasks as with the ADS 33C 
handling qualities requirements [9]) it is possible to simulate several vehicles or several 
variants of the same vehicle performing this task. As well as the results shown in Figure 5, it 
is also possible to obtain the power and torque required as well as many other parameters 
providing useful performance information.
2.4 Verification and Validation of the Helinv Algorithm
It is a fairly simple matter to qualitatively assess the accuracy of the results from 
inverse simulation - the control inputs and state responses calculated to fly specific 
manoeuvres can be usually be explained in a convincing manner in the context of the likely 
response of the real aircraft. Of course a more rigorous approach is required and in common 
with other simulations this is treated in two parts. Firstly it is important to verify that the 
algorithm is functioning correctly. This is achieved by applying the control inputs derived 
from the inverse simulation to the corresponding conventional simulation. In verifying the 
Helinv algorithm this is a simple process as the inherent model, HGS is also available in the
16-
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Westland Lynx 
Aerospatiale Puma
Figure 5 : Inverse Simulation Results for 2 Configurations Flying a Pop-up Manoeuvre
form of a conventional flight mechanics simulation. The verification process then consists of 
obtaining the control time histories required to fly a predetermined flight path, use these to 
drive the conventional simulation calculating the flight path that they produce, then 
comparing this with the path used to drive the inverse simulation. Clearly, if the inverse 
simulation is functioning correctly then the control inputs should produce the same flight 
path (irrespective of whether the helicopter model is valid or not). An example of this is 
shown in Figure 6 where the control inputs for the Lynx shown in Figure 4 have been applied 
to the HGS model to derive the flight path response. The two flight paths are shown in 
Figure 6. From the plot of altitude it is obvious that there is little difference between the two 
(only a very slight deviation at the end of the manoeuvre). The plot of the track should be a 
straight line along the x-axis shows a deviation of less than 5cm over the 200m distance. 
These and similar results provide sufficient evidence that the algorithm is functioning in the 
intended manner.
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Figure 6 : Comparison of Flight Paths - Original Defined Path vs Path Generated hy 
Time Response Driven by Calculated Controls
The question of the validity of the results is also important - if any meaningful 
information is to be derived then the mathematical model must replicate the actions of the 
real aircraft. Inverse simulation provides a useful technique for validating mathematical 
models. The conventional approach is to apply identical inputs to both the model and the 
system being simulated and then compare the two responses. Inverse simulation allows the 
actual system response to be used as an input to the model, the aim being to predict the 
control actions that were required to produce it. The actual and predicted control inputs may 
then be compared and the validity of the model established. It should be noted that all of the 
state responses are also calculated and are comparable with the actual system data. The main 
advantages of this approach are discussed in Reference 16.
An example of such a validation exercise is demonstrated in Figure 7. Data from flight 
trials of a Westland Lynx helicopter were supplied by the Defence Research Agency [7] 
which included time histories of all of the states and controls as well as ground based 
measurements of the helicopter's position. The positional co-ordinates and heading histories 
were used as inputs to Helinv, whilst the response histories are compared with those 
calculated by Helinv. The manoeuvre featured in Figure 7 is a "Quick-hop" which is a rapid 
longitudinal translation at constant height and heading, from a hover flight state over a
-18-
G. U. Aero Report 9408
specified distance (in this example 300ft) ending in a stabilised hover. The comparison 
between flight data and simulation shows that the correct trend is being predicted in all
Time (s) Time (s)
Time (s)
Time (s)
Time (s)
Time (s)-20 -JO.
Flight Data 
Inverse Simulation
Figure 6 : Comparison of Flight Data and Inverse Simulation Results for a "Quick-
hop" Manoeuvre
controls albeit with different absolute displacements in some variables (lateral cyclic and tail 
rotor for example). Other variable show good prediction qualitative and quantitative 
agreement - pitch attitude and collective for example. These and other results suggest that 
the model is of sufficient fidelity to be a useful tool for flight mechanics studies.
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3. The Effect of Constraining the Motion of the Helicopter
There is a marked difference between the responses calculated using inverse simulation 
and those from a conventional simulation. Solving the initial value problem for the state 
response due to a certain input gives effectively the open loop free response of the aircraft. 
This contrasts with the inverse simulation where the translational motion and heading of the 
aircraft are constrained by the defining function of the trajectory. In effect the aircraft has 
been given a control system with infinite feedback on position and heading and it is then 
natural that the aircraft's dynamic characteristics will be quite different from those of the 
unconstrained aircraft. This effect can be quantified by using a linearised model of the 
helicopter [18] which can be expressed in the standard state space form :
x = Ax+Bu (19)
where x and u are the state and control vectors (as given in section 2.1), A, the system matrix 
and B the control matrix. The state vector can be split into sub-vectors: xi, consisting of the 
states strongly influenced by the applied constraints, and X2 consisting of the other
unconstrained states. The applied constraints are the three positional co-ordinates (xe, ye, ze) 
and heading, \|/ forming the vector, f c, and the states most influenced by them are u, v, w, 
and r. This gives
u ’P' ’xe'
XJ =
V
w x2 =
q
fc =
ye
ze
r 0
The aim is to produce a state space representation (in the same form as equation (19)) 
of the inverse problem. The input vector in the inverse simulation will be the constraints, fc,
whilst the output vector will be the unconstrained states, X2- 
The system can then be partitioned to give;
'xi' All 1 A12 'xl'
-1-
»r
u
x2 _A2i 1 A22_ xJ _b2 (20)
which can be expanded to give two linear differential equations:
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^1 “-^11 XJ + AJ2XJ+BJU 
^2 = A21x1+A22x1 + B2u
(21)
(22)
and the control vector can be eliminated from equations (21) and (22) giving
x2 - [A22 _(B2B1 1)A12]x2+|^(A21 “ (B2B1 1)A1i)x1_ (B2B1 1)x1 (23)
The vector of strongly influenced states, xi can be expressed in terms of the vector of 
applied constraints [18], fc and equation (23) can then be written in the form
x2 = Ac x2+Bc uc (24)
where uc — [fc ic fc] •
Equation (24) then expresses the inverse problem in state space form and the dynamic 
characteristics of the helicopter in constrained flight will come not form the "free" system 
matrix A, but from the "constrained" system matrix Ac.
The effect of constraining the helicopter to fly a precise path can be quantified by using 
appropriate numerical values for the system and control matrices A, and B. The submatrices 
(All, a12 etc) may then be formed, and the constrained system matrix Ac calculated. Such 
an exercise has been performed [18] using data for the Westland Lynx at low speed. The 
dynamic characteristics are of course given by the eigenvalues of the respective system 
matrices, and in the case of the constrained system lightly damped oscillatory modes with 
periods of around 1 second are found. The unconstrained system eigenvalues on the other 
hand predict oscillatory modes with periods of several seconds over a similar speed range.
This predicted effect is often visible on data recorded during flight trials involving 
manoeuvres where tightly defined manoeuvres are performed. Further, the nonlinear inverse 
simulation, Helinv, also exhibits these moderately high frequency oscillations superimposed 
over the main response. This is discussed more fully in the following section.
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4. The Implications of Using Numerical DifFerentiation in an Inverse Simulation
Algorithm
It was shown in section 2 that as part of the discretisation process used to solve the 
equations of motion, numerical differentiation is used to obtain values for the rates of change 
of 6, (|) and 12. The real advantage of this approach is that the resulting algorithm is relatively 
economical in computational time, however there are some drawbacks. The main one is that 
in common with any other scheme using numerical differencing it is prone to rounding errors 
when subtracting similar numbers. There are two possible situations where this may arise: 
attempting to differentiate a slowly changing variable using a small time increment, and in 
calculating the Jacobian where the functions to be differentiated may not be sensitive to small 
increments of the unknown variables. Careful selection of both the time increment used in 
the discretisation, and the increments used for the Jacobian calculation are therefore essential 
for a numerically stable solution.
Numerical differentiation also causes problems when modifying the algorithm to 
include new vehicle states. Apart from requiring some structural modification of the 
algorithm itself, characteristic frequencies associated with the new modes must also be taken 
into account. Take for example the inclusion of blade flapping dynamics. The frequency of 
the motion might typically be around 5 Hz, and therefore in order to capture the effects of the 
blade flapping, a small time increment will be required. The rigid body modes are much 
slower (possibly with frequencies of around 0.1 Hz) and consequently there may be 
numerical problems associated with the rounding errors caused when differencing body states 
over such a small time increment.
The choice of time increment can also affect the degree to which the constraint 
influenced oscillations (discussed in the previous section) are visible in the results. The use 
of larger increments has the effect of damping the oscillations to the extent that they are not 
visible on the calculated responses. In effect insufficient points are available over the period 
of the oscillation to fully define it. The oscillations are much more visible when small time 
increments are used, as shown in the following example. Figure 8 shows two inverse 
simulation results for a Lynx helicopter flying a Quick-hop manoeuvre. In this case the 
aircraft accelerates from the hover to a maximum velocity of 40 knots whilst maintaining 
constant altitude and heading, followed by a deceleration back to the hover. The two results 
show the effect of reducing the time increment from 0.1 to 0.01 seconds. The appearance of 
the constraint oscillations superimposed over the main response is evident especially on the 
time history of longitudinal cyclic.
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------------------ At = 0.1s
Figure 8 : Inverse Simulation Results for Lynx Flying a Dash-stop Manoeuvre
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5. Alternative Inverse Simulation Algorithms
The alternative to using a numerical differentiation process to in an inverse simulation 
algorithm is to use numerical integration. Consider again that the problem can be discretised 
over a series of time increments. At a given time point in the solution process where the 
helicopter has a predefined location and heading, the aim is to calculate the control 
displacements which will translate the vehicle to the new location and heading at the next 
time point. If the time increment is small enough it can be assumed that there will exist a set 
of control step inputs which will achieve this goal. It is then possible to set up an iterative 
scheme where, firstly, an initial guess of the amplitude of these steps is made. The response 
of the helicopter over the time increment is then calculated using a numerical integration of 
the equations of motion, and hence positional and heading change at the new time point are 
obtained. A new estimate of the amplitude of the steps may then be made based on the error 
between the calculated and require co-ordinates. This technique is finding wider application 
[5, 19, 20] as it overcomes many of the problems inherent in the differentiation algorithms. 
The main drawback is the substantially increased computational time (due to the necessity to 
repeatedly solve the complete set of equations of motion by numerical integration.
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6. Conclusions
The numerical algorithm used in the inverse simulation, Helinv (v6) is described in this 
paper. From the work presented the following conclusions may be drawn:
1. The Helinv (v6) algorithm produces accurate inverse simulation results for single main 
and tail rotor helicopters over a wide range of manoeuvres.
2. Although the use of numerical differentiation can produce instability, the algorithm 
appears to be robust enough to give useful results for a wide range of manoeuvre 
severity.
3. Schemes using numerical integration as the basis for solving the equations of motion in 
an inverse manner are more flexible but suffer from being computationally intensive.
4. The high frequency oscillatory modes often present on inverse simulation results are 
due to the constraints placed on the motion of the aircraft.
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