We present the Forensic Analysis ToolKit (FATKit)-a modular, extensible framework that increases the practical applicability of volatile memory forensic analysis by freeing human analysts from the prohibitively-tedious aspects of low-level data extraction. FATKit allows analysts to focus on higherlevel tasks by providing novel methods for automatically deriving digital object definitions from C source code, extracting those objects from memory images, and visualizing the underlying data in various ways. FATKit presently includes modules for general virtual address space reconstruction and visualization, as well as Linux-and Windows-specific kernel analysis.
Overview
For the purposes of incident response and analysis, volatile system memory represents a valuable yet challenging medium for the collection of digital evidence. While traditional digital forensic techniques have focused on disk drives and other more lasting data sources [16, 10, 9, 17] , system memory can provide a great deal of information about the system's runtime state at the time of, or just after, an incident [39, 12, 17] . Details such as running processes, loaded libraries, logged-in users, listening network sockets, and open files are all available in system memory. This information can provide a great deal of context, particularly when used in conjunction with traditional forensic data sources. Additionally, recent advances in real-world threats have shown a trend towards memory-only modification whenever possible [27, 29, 5] , thereby rendering traditional post-mortem analysis techniques blind to the existence of intruders. While the need for access to forensic data extracted from volatile memory has been demonstrated [17, 12] , a number of barriers make this access difficult.
System memory is different from its less-volatile counterparts in a number of significant ways. First, the transient nature of the data makes it more difficult to collect without modifying the data itself, a quality known as preservation within the forensics community [17] . The longer the system runs, the more memory changes, possibly replacing clues left at the time of the incident [17] . However, stopping the system from running (at least in any conventional way) will likely destroy much or all of the evidence. To address these issues, a number of systems have been proposed to aid with the collection of data (referred to here as "images") from volatile memory [21, 23, 25, 12] . These techniques, while not perfect, have highlighted an even more challenging problem, which Carrier refers to as the Complexity Problem [7] .
The second difficulty facing digital forensic analysis of system memory is the complexity of collected data. On a typical multi-programmed system, a single physical address space frequently contains machine instructions, initialized and uninitialized data, and architecture-specific data structures for a number of different programs. Additionally, many processors support memory virtualization, whereby each program or operating system may view the same physical address space in different ways [28] . Sections of this virtual address space may be in memory, on disk, or may not exist at all. Finally, depending on implementation specifics, each program can organize itself within its virtual address space in almost arbitrary ways. Differences in programming languages, compilers, operating system application programming interfaces (APIs), and system libraries make each system slightly different. Unlike disks, where data has a predefined structure for portability and backwards compatibility, most instances of data in main memory are not meant to be used by different versions of different programs in a single consistent manner.
Because of these challenges, there is currently no tool or procedure for performing comprehensive analysis of low-level data collected from a running system. Furthermore, the few techniques that do exist provide either minimal information, as in the case of string searches and checksum comparisons [17] , or implement the time consuming, hand-coded reproduction of data structures and algorithms utilized by system software such as the operating system [2, 22, 4] . In today's world of frequent software updates, such hand-coded approaches constantly require the attention of experts in order to keep up with new releases. Even small changes, such as build-time configuration or compiler flags, can change the low-level footprint of a program's digital objects. More importantly, extending the set of objects available to the expert for analysis requires more low-level coding for each extension. This lack of suitable tools forces analysts to expend much time and resources on low-level data gathering rather than more profitable high-level forensic investigation.
In an attempt to provide a more comprehensive solution, we have developed the Forensic Analysis ToolKit (FATKit). FATKit is a modular framework that allows incident responders to extract, analyze, aggregate, and visualize forensic data at the various levels of data complexity inherent to system memory. As a note to the reader, for the purposes of this paper, extraction refers to the derivation of meaning and structure from a given image and not the mechanism used to obtain raw data from the system itself. The design of FATKit is centered around the concept of defining system abstractions and creating modules to implement the necessary functionality at each level of abstraction such as physical memory, virtual memory, program data structures, and application-specific data interpretation. This layered approach allows experts to reason from the point of view of a particular abstraction (e.g., a particular process' virtual address space), and make that data available for higher-level analyses (e.g., the semantics of a particular application). Where possible, an emphasis has been placed on reusability and automation, leaving more time for analysis and presentation rather than extraction. This paper presents an introduction to our forensic analysis approach based on system abstractions, details the design of our toolkit, describes a set of modules written to automate and analyze software running on Intel IA-32 hardware, and relates some specific results produced by our work thus far. Some of the most promising results include:
• Automated interpretation of C data structures. One of the most useful inputs to a forensics analysis system is information about the structure of low-level data and its relation to high-level constructs.
We have developed an automated tool for extracting all data types from a C program and mapping those types to their low-level representations. The resulting data mapping can be used directly by our analysis tools in a manner that gives the analyst a program-level view of in-memory objects. For our Linux kernel example, this includes over 1100 data structure definitions available to the investigator for examination.
• Address space reconstruction. Our implementation of virtual to physical address translation and address space reconstruction allows the analyst to work within a process' virtual address space rather than the combined physical address space. This allows the investigator to interpret addresses and pointers directly. While we have only implemented the IA-32 virtual address translation module, the framework provides for simple extension to other architectures.
• Support for programmable analysis extensions. Built on top of our memory object framework, an investigator can easily write extension modules to manipulate and analyze low-level data structures as if they were high-level objects. Our example modules can perform tasks such as listing all processes and modules from kernel memory and searching for hidden processes in just a few lines of code. Since it is impossible to predict which objects will be of interest in a given incident, the ability to quickly craft such functions greatly speeds up analysis. To demonstrate the generality of our approach, we have implemented process-listing functionality for both Linux and Windows systems.
• Low-and high-level data visualization modules. One of the most useful features of our framework is the ability to add graphical representations of data at various levels of abstraction. One such visualization module that we have implemented is an "object browser" that allows the analyst to expand and collapse in-memory objects and their nested fields, follow pointers, and cast objects to other object interpretations. Our address space viewer, which interacts with the object browser, can be used to display data instances in both their virtual address space, if available, and the original physical memory image. The viewer also provides for color-coded objects, hexadecimal and ASCII depictions of each byte, and support for overlaying symbol names or analyst notes at a particular offset.
The remainder of this paper proceeds as follows. In Section 2, we describe in more detail the difficulties surrounding the extraction of meaningful information from low-level memory dumps and provide some intuition behind our approach. Section 3 describes FATKit's architecture in detail, while in Section 4 we present a number of specific modules and analyses that demonstrate the utility of our framework. Finally, Sections 5 and 6 describe related and future work respectively.
From Bits to Evidence: Data Extraction in Volatile Memory
In this section, we provide an introduction to the problem and process of obtaining evidence from an image of system memory. The typical scenario involves an investigator or system analyst who has reason to believe a crime or break-in has occurred. Having dumped system memory in an attempt to preserve evidence, the investigator's goal is to answer both high-level and technical questions about the incident based on the collected data. Examples of the types of information an investigator might consider include: which users were logged on to the system at the time in question, what other computers were communicating with the system, what files did a particular user have open, and through what program did the attacker gain entry. To answer these questions, the analyst will first need to extract the necessary data at the proper level of abstraction, and then process that data in search of a conclusion. The general approach we have taken is to automate as much of the former as possible and to provide tools that allow the expert to focus on the latter. We therefore start by considering the problem of extracting structure from low-level data.
In its most basic statement, the problem is one of deriving structure and meaning from a stream of bits found in memory. While we may be able to glean some information by examining this low-level data independently, we are much more likely to succeed with the added knowledge of how the system operates. Main memory is a complex data store, utilized by both hardware and software to maximize efficiency while supporting multi-programming and protection. The contents of memory at any given moment are the result of a number of transformations performed on behalf of the operating system, applications, and even devices using direct memory access (DMA). Each of these entities has its own view of system memory, which is frequently different from the views of other entities. For example, processes are typically given their own virtual address space that maps uniquely to the underlying hardware. Parts of this address space may be spread out in various regions of main memory, may be currently on disk, or may not be accessible at all. Additionally, programs (and their runtime instances as processes) may utilize their own memory views in drastically different ways. Differences such as language, compiler, data structure choice, and algorithm frequently result in diversity at the lowest level. The key to extracting meaningful structure from memory is therefore a twofold process: (1) reconstructing the way a particular piece of software (e.g., an operating system or process) interacts with the underlying physical memory and (2) identifying how that software organizes and interprets data within its own view of memory.
In general, having more information about a particular system will result in more success on the part of investigators and their tools. For example, reconstructing a particular process' view of memory will be easier with detailed knowledge of the underlying processor architecture and operating system. Similarly, information such as source code, programming language, compiler version, and compiler flags can provide a great deal of information about how a program utilizes the memory it has available to it. For example, knowledge of a particular C data type and its compiled format will allow the analyst to decode such an object after locating it in memory. Decomposition of these objects can provide valuable information about program state and even lead to the location of other objects in program memory through the interpretation of pointers. One major challenge in this area is the specificity of information that is required. First, simple changes made in the course of the software life cycle, such as data structure modification, result in changes to the low-level format of that data. Additionally, knowledge of (or possession of) the compiler or assembler might be necessary to obtain the mapping between the high-level language and the machine representation, at least without performing a fair amount of reverse engineering.
In practice, an investigator will not have complete access to all of this information, particularly if they are analyzing a system that has been compromised or modified by an attacker in unknown ways. Still, even when there are unknowns, experts may be able to extract clues from the data and proceed based on certain assumptions until that hypothesis is proved or disproved sufficiently. Examples of analyses that might lead to such clues are searching for human-readable strings or well-known "magic numbers," comparison with known files or hashes, and attempting to disassemble sections that are believed to be machine code.
Based on the above discussion, we now categorize a set of tasks an investigator might want to perform.
• Data identification. The analyst's first task is typically to identify as many specifics about the image as possible. Which architecture is being used? Which operating system? Which parts are data and which are machine code? Is there a specific file a piece of data or program came from? Information about the origins of the data will frequently help to apply known structure during analysis. While some of this information will hopefully come from a system administrator or other site-specific experts, much of it will need to be gathered directly by investigators.
• Data view transformation. The analyst may wish to view certain data from the point of view of a particular entity in the system. For example, reconstructing a particular process' address space will allow the investigator to reason about that process in a more natural way. Data may need to go through multiple transformations to be represented correctly from the point of view of a particular entity.
• Overlaying data structure. Once a given program has been identified, the analyst can obtain a large amount of information by "decoding" data based on known program structures. In some cases the analyst may know exactly where certain data structures should be located in a given program. In other cases, the analyst may wish to test certain regions for a known structure.
• Extracting program structure. In order to apply structure, the investigator first needs to have obtained that structure from the target software. To date this has largely been performed manually, particularly in the absence of source code. In Section 3.3 we present a tool for automating this step when C source code is available, as is the case for popular Open Source operating systems like Linux.
• Data abstraction and analysis. As data is identified and decoded, the analyst will frequently want to make that data available in a more abstract form for higher-level analyses. For example, an investigator may seek to aggregate the properties of all instances of a particular C data-structure, such as an operating system's process structure, in order to analyze which users were associated with which processes or determine if any processes were hidden from various system utilities.
• Data visualization. Presentation is an important aspect of analysis, particularly when a large amount of information is available [8] . Investigators benefit from the ability to represent low-level data in a number of pictorial forms. Examples include depicting virtual to physical address space mappings, highlighting certain data structures in a linear address space, and representing histograms of potentially encrypted data.
Unfortunately, these are all difficult and time-consuming tasks to accomplish manually. However, they must be accomplished before the analysts can begin their true work -deriving high-level forensic conclusions. The difficultly of performing these initial tasks manually limits the practicality of forensic analysis by forcing investigators to consume time and resources that might otherwise be more productively spent on high-level thinking. In practical situations, where time and resources are a finite quantity, this expenditure can put some kinds of forensic analysis beyond reach. FATKit addresses this difficulty by providing automated tools for these initial tasks, thereby increasing the kinds of forensic analysis that are feasible in practical environments.
The Forensics Analysis ToolKit
In this section, we describe the Forensics Analysis ToolKit in more detail. The stated goal of our toolkit is to provide analysts with a framework in which they can reconstruct views of data at different levels of abstraction and perform analyses on that data.
We begin by introducing our notion of abstraction and transformation for forensic analysis of volatile data. We then describe the high-level architecture implemented by FATKit and explain the various components. All FATKit analysis tools are currently implemented in the Python programming language [37] . Finally, we describe our profile extraction tool for C programs, implemented in OCaml [18] as a module for the C Intermediate Language (CIL) program analysis tool [33] .
Abstraction and Data Views
In [7] , Carrier presents a general introduction to the nature of "Forensic Analysis and Examination" tools and the utility of abstraction within those tools. Abstraction, which typically refers to the masking of underlying implementation or detail, is a useful tool for computer scientists or anyone dealing with complexity. As it applies to digital forensic tools, Carrier explains that one of the fundamental challenges to an examiner is the low-level complexity of the data he or she is examining. He goes on to define abstraction layers based on their inputs, outputs, and "error," a term given to potential failures of the tool or inadequacies of the abstraction itself. Figure 1 shows the set of abstractions at the core of the FATKit framework.
In our architecture, analysts deal with data from a particular "view," which is an abstraction on top of a machine-level address spaces. Views may represent structured, semi-structured, or unstructured data depending on the amount of information available and the nature of the data. Views can be applied to any address space that supports the underlying data model. Within each view exists a set of "objects." In the diagram, an example of a C program executing in a virtual address space is shown. The objects within this view correspond to instances of the types found in that particular C program, including user-defined types and any "native" types, such as integers or floating point numbers, that are provided by the processor architecture. Unstructured views may be utilized to perform data identification tasks such as searching for string or known file headers. Finally, views may utilize other views to perform higher-level analyses and aggregate data. As shown in Figure 1 , the lowest level of data is the binary input that was collected from the machine in question. While depicted as a physical memory dump, there are other possibilities. For example, an entry in the Linux /proc file system may been dumped, providing access directly to a processes virtual address space rather than the physical address space. For the remaining examples in this paper we assume access to a physical memory image, but the concepts remain consistent when starting from a higher-level of abstraction.
FATKit Architecture
In this sub-section, we describe how the above abstractions are represented in FATKit software architecture. FATKit is a modular framework that allows the analyst to add analysis modules where appropriate. With an emphasis on automation and reuse, modules should try to be as general as possible to support future features. Figure 2 shows the major components of the toolkit, which we now describe in more detail.
Address Spaces. The AddressSpace class is used as the base class for implementations of processorsupported address space modules. Our current implementation provides a physical address space, for direct access to the file input, and an IA-32 paged virtual address space, discussed in Section 4. Address spaces simulate random access to a linear set of binary data through a read function and must support a test to identify whether a given region is accessible in the represented address space. This is necessary for cases where the input data has been truncated or corrupted, or where the requested section of a virtual address space was not in physical memory when data was collected. Investigators can have multiple instances of address spaces open at the same time, giving them access to data from a variety of viewpoints simultaneously.
Objects and Profiles. The Object class is an abstraction on any data that might be found in an address space. All objects exist within an address space and occur at a particular offset. Objects also have a type, typically associated with a higher-level data type such as a C structure or an ASCII string. Our current object model supports many semantics of the C programming language, including casts to other types of objects, dereferencing of pointer values, and arrays of finite length. In addition to these simple constructs, we have also implemented a number of higher-level features in the object framework such as "deep member accesses" and generic list functions. Deep member accesses provide a syntactic mechanism for analysts to easily reference data structures accessible through a series of references within other data structures (similar to the C -> syntactic sugar). Polymorphic list iteration functions allow the investigator to perform operations on a series of objects in memory by identifying start and end objects (or addresses) and the member name or function to use for identifying the next element of the list.
Since objects take different forms at the lowest level depending on the program, language, and architecture, we have implemented profiles that define object formats at runtime. Profiles are composed of descriptions of two forms -"native types" and "compound types." The former is based on the processor architecture and indicates such properties as byte order and the size and format of integers and floating-point numbers. Compound types are user-defined types that may be collections of native types, other compound types, pointers, and arrays (similar to C structures). Profiles can be manually created or, preferably, generated automatically. However, the latter typically requires access to source code and the correct compiler. We describe such an approach in Section 3.3.
Data View Modules. Views represent abstractions on address spaces that define structure within them. Views typically utilize profiles of a particular application or set of applications (such as a program and its dynamically-linked libraries) that are believed to exist within the address space in question. If profiles provide information about "what data looks like," views provide algorithms to find "where data is located." We have implemented Linux and Windows kernel views, as well as a "utility" view that performs a number of low-level functions such as searching for human-readable strings, applying hash functions, and pattern matching.
Generally speaking, views implement a set of methods for extracting data specific to a particular application domain. Views may also be composed such that the output of one view is utilized by another, higher-level analysis. While this decomposition is somewhat arbitrary when a single application is considered (since the higher-level analysis could have been part of the application view), the benefit is support for analyses that might be performed on multiple applications.
Data Analysis Modules.
Once data has been collected at the view level, analysts are finally able to carry out their primary duty -to make judgments and assessments about the data. Data analysis modules provide analysts with the ability to record and automate certain tasks that they may wish to perform routinely on data collected as part of an investigation. These analyses may be as simple as filtering out relevant objects from large amounts of data or may include complex data aggregation or comparison operations among one or more views. Unlike views, which apply program-level structure to the underlying address spaces, analysis modules help analysts make decisions about the data as it should be interpreted at a semantic level.
GUI and Visualization Modules.
Presentation is an important part of analysis [8] . Investigators who can easily navigate and organize their data are more likely to have success during an investigation. Because of the large amounts of information present in physical memory, it is important to provide some basic tools to help analysts navigate address spaces and views while also enabling specific extension where necessary. FATKit provides a graphical user interface (GUI) with some basic features such as loading a particular image and applying address spaces and views to that image. Additionally, we have implemented two visualization modules for presenting address spaces and objects within them. These modules are discussed further in Section 4.5.
Profile Extraction from C Programs
Automation and generalization are among the most difficult aspects of forensic analysis. To date, the most useful tools for volatile memory analysis have relied on hand-coded, low-level implementations of operating system data structures and algorithms [2, 22, 4] . While these tools provide excellent information about kernel data structures, they suffer from loss of generality when seeking to analyze new data structures in the same kernel, or when changing to a new system with a different kernel version and kernel configuration. Typically, the changes between version releases are minimal and simple [32] , but changing even a single member of a data structure will frequently affect the low-level representation of that structure. FATKit deals with version differences by allowing users to define different profiles for different versions. These profiles can be stored and shared for common builds of a particular piece of software, as in the case of closed-source commercial products and binary GNU/Linux distributions. For those systems with custom kernels, or even different configurations of the same kernel, the analyst will be required to either manually produce profiles for each new scenario or develop a mechanism for automating profile generation.
When an analyst has access to C program source and a compiler, it is possible to automate the generation of FATKit profiles. The C programming language supports three ways for users to define new types: the aliasing of already defined types using the typedef keyword, the definition of enumeration (enum) types, and the definition of compound types (struct or union). The required profile information for compound types is: 1. The high-level name of the data structure (sometimes anonymous in C) 2. Whether the type is defined as struct or a union 3. The name of each member 4. The type of each member 5. The offset of each member from the start of the type in its compiled form 6. The size of each member in its compiled form
The profile can be viewed as a mapping between the high-level representation of a type and its low-level format. While the C source can provide the first four, only the compiler (or an emulation of it) can produce the final two. One possible solution would be to modify the compiler to produce this mapping as an additional output. A shortcoming of this solution is that it would not be portable to software built with other compilers. Rather than modify the compiler, we have implemented our solution using the C Intermediate Language (CIL) program analysis tool. The CIL tool can be used to perform a large number of C source analyses. Its primary feature is the use of an "intermediate language" that represents a normalized subset of the C language. The reduced syntax of CIL allows for simpler constructs and therefore less-complex analyses. The CIL tool has two additional features from which our profile generation can benefit. First, CIL provides a C source "merger" that turns multi-file program builds into a single, large C program. The advantage of merging as it relates to our task is that each data structure to be profiled will only appear once in the merged source, rather than multiple times in the case of a structure defined in a header file included by multiple source files. Second, CIL's normalized syntax inserts names for anonymous structures, fills in indices for array initializations, and simplifies nested compound type definitions. The resulting data structures compile to the same format, but are much easier to analyze.
procedure GENERATEPROFILEGENERATOR(M erged source)
// Output is a C source file T ← set of all type definitions inM ergedsource for each As shown in Figure 3 , our profile generator requires a number of transformations and steps. Fortunately, this process is completely automated. The steps required for profile generation are as follows:
1. Run the CIL merger and translator on the target software. The output of this step produces a single, large CIL source file. For our test environment, the Linux 2.4.32 kernel, the resulting file is over 530,000 lines.
2. Run the CIL profile extraction module on the merged CIL source. The role of the module is to create a new C program with only the original program's type definitions and a main function that prints out the required information for each type. The algorithm for this module is defined in Figure 4 . For our Linux test case, the output of this step is over 26,000 lines. 3. Compile the output C file using the same compiler and flags as the program being analyzed. The output will be an executable. 4. Run the newly created executable and capture the output. This output is the profile taken as input to FATKit. For our Linux source example, the output has over 1100 data structures, described in almost 11,000 lines.
The key observation behind our profile automation system is that a source code analysis tool (CIL) can be used to produce a new program that, once compiled with a native compiler and run, produces information about both the original source's structures and their compiled formats, complete with offsets and sizes. Performing the same task using manual analysis would take far more effort and time.
Extending the Analyst's Toolkit with FATKit Modules
As an extensible framework, the ultimate indicator of FATKit's usefulness is the quality of the modules that can be written for it. In this section, we provide an overview of a representative subset of the current set of FATKit modules. While we hope these examples demonstrate the potential capabilities of the FATKit framework, more important than the functionality we have implemented is the ease with which high-level modules can be created within our infrastructure. As an example, our Linux task identification function is a mere 12 lines of Python (Figure 7) , including comments and white space. Giving analysts such high-level access to low-level objects is the one of the primary features of FATKit. We now turn our attention to the details of our example modules, starting with the our address space reconstruction module and working our way up through higher levels of abstraction.
Intel IA-32 Virtual Memory Module
In order to extract structure from physical memory, it is necessary to first understand the programming model provided by the CPU for access to that memory. The IA-32 processor architecture provides two memory management mechanisms, segmentation and paging, which may be used in combination [28] . Segmentation is a mandatory mechanism for dividing a single linear address space into different sections of variable length. Segments may overlap or may partition the linear address space completely. IA-32 memory locations are addressed using a 16-bit segment selector, which identifies a particular segment descriptor, and a 32-bit offset into the specified segment. The segment descriptor is an in-memory data structure that defines the beginning, end, and permissions for a given segment. While segmentation is mandatory, most commodity operating systems simply define a set of overlapping segments to create the appearance of a single "flat" linear address space [3] . Because most operating systems do not make use of IA-32 segmentation (beyond the required minimum), we have focused our implementation efforts on paging.
The use of paging, the IA-32's second memory mechanism, allows each 32-bit linear address space to be broken up into fixed-length sections, called pages, and mapped to physical memory in an arbitrary order. When the default 4KB page size is used, this mapping, shown in Figure 5 , utilizes two in-memory data structures known as "page directories" and "page tables." In the translation process, the 32-bit virtual address is broken into three sections, each of which is used as an index into the paging data structures or the physical page. Pages of size 4MB are also supported (but not shown), in which case only the page directory is required. By using different page directories and/or tables for different processes, an operating system Figure 5: Virtual to physical translation in IA-32 with 4KB pages (adapted from [28] ).
can provide the appearance of a single-programmed environment to each process while fully supporting multi-programming.
Our Python implementation of IA-32 paging supports both 4KB and 4MB pages and correctly performs virtual to physical address translation, as tested on physical memory images collected from multiple versions of Linux and Windows kernels running on different IA-32 machines. In addition to simple address translation and page file support, the interface also provides a generic read() function for reading arbitrary amounts of data within or across virtual page boundaries. This feature allows higher-level analyses to interact with the underlying physical memory completely within the context of the emulated virtual address space. Additionally, we have implemented functions to provide a list of virtual pages that are currently in physical memory, thereby providing higher-level modules a clear view of the in-memory footprint of a given virtual address space. The only required inputs to our IA32PagedMemory class are an underlying physical address space and a value for cr3, the register used to locate the page directory within physical memory. Finally, when used in conjunction with a swap or paging file, the IA-32 module also provides the ability to access pages that were not memory-resident at the time of data acquisition.
Linux Kernel View Module
Built on top of our address space module and our generic object framework, our Linux View module provides access to kernel data objects at a level of abstraction comparable to that of the Linux kernel's C source code. Thus far, we have implemented a number of accumulator functions such as obtaining tasks in the all-tasks list and run/wait queues, listing all modules in the module list, gathering virtual filesystem data, and aggregating network socket information. The test system used for this discussion is described in Table 1 . A RedHat GNU/Linux 9.0 default installation was performed and a "vanilla" Linux 2.4.32 kernel was built and installed using the default RedHat kernel configuration file. Using this configuration file, we ran our CIL profile extraction tool on the Linux 2.4.32 source, as described in Section 3.3. The dd [23] system utility was used to extract a memory image from the Linux /dev/mem physical memory interface. The inputs to FATKit were therefore:
1. The automatically extracted profile 2. The Linux System.map file from the built 2.4.32 kernel 3. The dd image file
To demonstrate the expressibility of our object model and the ease with which views can be implemented, we now present a code example from our Linux View. Before introducing our function's source code, we first briefly introduce the Linux kernel's internal representation of system tasks. In Linux 2.4 kernel versions, tasks are represented using the task struct C structure. Every running task within the system has exactly one instance of this structure defined somewhere in kernel memory. The all-tasks list, depicted in Figure 6 , is represented in kernel memory as a circular linked-list. The next task member of the structure is a pointer to the next task in the list. The Linux symbol init tasks provides the location of a static pointer containing the address of the first member of this list. If able to traverse the Linux all-tasks list in a collected memory image, a forensics investigator is able to list all (not otherwise hidden) tasks that were active in the running system. As we now demonstrate, FATKit is well-suited for extracting this type of data. 
# t h e f i r s t member o f i n i t t a s k s i s a p o i n t e r t o t h e f i r s t t a s k

# O b t a i n s t h e f i r s t member t h r o u g h d e r e f e r e n c i n g
11 h e a d = i n i t t a s k . d e r e f e r e n c e ( ) 12 r e t u r n l i n k e d l i s t c o l l e c t ( p r o f i l e , head , " n e x t t a s k " , i n i t t a s k . v a l u e ) The goal of this function is to traverse the Linux all-tasks list and return the set of Python objects that describes the low-level task instances in the kernel's virtual address space. Typically, the list returned by this function would be used as input to either a higher level analysis or to one of of the GUI/visualization modules for presentation to the analyst. When the function is called, it is passed a single argument called view, which is a Python object that has already been setup as a view of an IA-32 address space (recall that views are abstractions on a particular address space). This address space is accessed in line 2 above. While not shown in the figure, for our initial analysis the Linux symbol swapper pg dir has been used to identify the first set of page tables. This symbol represents the kernel's "master page tables," which do not provide any information about pages mapped within the "userspace" sections of a process' address space, but provides mappings for all kernel memory regions. Since all task struct objects exist in kernel memory, this set of page tables is sufficient to begin our analysis. Lines 3 and 4 obtain the current view's symbol table and object profile respectively. After performing a symbol lookup in line 6, line 8 is the first demonstration of the usefulness of our object model. The profile function create object is called with three parameters, the first of which describes the type of object to be created. In our type language, the notation ['pointer', ['task struct']] represents a pointer to a C task structure. The second and third arguments simply identify the address space in which the object is to be created and the offset at which the object exists (in this case extracted from the System.map file). In line 11, the pointer object is dereferenced in order to obtain the first task struct in the all-tasks list. Because the profile contains information about all compound types in the Linux kernel, it is able to return the correct type of object. Finally, in line 12, our generic linked-list function is called and its result returned. This function iterates through a list starting with the object head, obtains its next value from the member named next task in each object, and ends when it reaches the first member (represented by the init task pointer object).
The above example has been tested and shown to correctly extract the Linux all-tasks list in a number of Linux 2.4 kernel versions. Additionally, we have implemented the same functionality for the slightly modified Linux 2.6 process accounting system, including support for Linux list head embedded pointer lists. Similar functions have been implemented to list all system modules, extract the names of memory-mapped files, and gather information about open network connections. While we cannot exhaustively describe every function we have implemented and tested, we believe this example demonstrates the usefulness of our framework.
Windows Kernel View Module
Unlike the Linux kernel, source code for the Microsoft Windows operating system is not publicly available. While this precludes the use of FATKit's source code-based automatic profile extraction tool, it does not mean that FATKit is ineffective for analyzing Windows systems. Rather, profiles must be generated through some other means. For example, one source of FATKit profiles for binary code is through automated extraction from debugging information. Once created for a particular binary release, a FATKit profile can be distributed for use on any deployment utilizing that release. To demonstrate the generality of our approach, we have created profiles for three versions of the Microsoft Windows operating system: Windows 2000, Windows 2003 Server, and Windows XP.
As with Linux, using these profiles, we have implemented a significant number of operating system data accumulation functions for Windows kernel objects, such as processes, threads, modules, and drivers. To test our Windows functionality, we utilized the memory images provided for the Digital Forensics Research Workshop's (DFRWS) 2005 Memory Challenge [14] and validated our results with the outputs from the winning teams' tools. In fact, we have built interface modules that generate outputs identical to the tools submitted by Betz [2] and Garner [22] . These modules were built on top of the FATKit framework to demonstrate its versatility. In addition to the DFRWS images, we have also tested our Windows kernel view module on images taken from a range of Windows installations using a variety of data acquisition mechanisms.
Advanced Detection Data Analysis Module
Built on top of our Linux and Windows kernel view modules, FATKit's advanced detection module provides mechanisms for automating and repeating the task of searching for anomalous or potentially interesting data conditions. While the ability to list processes or open files is useful in and of itself, the ability to automate analyses such as identifying signs of intrusion or detecting anomalous activity is far more valuable to the analyst. Because incident response is one of the primary applications of forensic analysis, we have implemented a wide range of detection algorithms that look for evidence of malicious or unexpected activity [36] . Among the targets of our current detection suite are kernel and userland malware (e.g., rootkits, viruses, trojans), injected or modified code and data, and inconsistent data conditions such as hidden processes or drivers. One example of the types of checks performed by our advanced detection module is a search for evidence of "anti-forensics" techniques such as DLL injection in the kernel and userspace portions of system processes [43] . These techniques, which are frequently employed by frameworks such as Metasploit [31] , are commonly regarded as undetectable by traditional non-volatile forensic analysis procedures. By allowing experts to easily write detection algorithms for these techniques, FATKit raises the bar for adversaries seeking stealth and reduces the time it takes for analysts to determine what has occurred.
Visualization Modules
In addition to the expressive object model and low-level object extraction capabilities provided by FATKit, one of the most novel and useful features of the toolkit is its support for data visualization modules. It is our belief that data presentation, particularly if provided in an interactive manner, can greatly increase the productivity of analysts. While scripting high-level analyses is very useful, particularly for reproducing results or applying the same algorithms to multiple data sources, the ability to interact with a data source visually allows an analyst to get a feel for the relationships between digital objects and how they appear in memory. We present here two useful modules that we have implemented for visualizing data at two important layers of abstraction -an address space and the objects within it. We refer to these modules as the "address space browser" and "object browser" respectively.
Address Space Browser. The address space browser provides a linear representation of the raw data in a given address space. The primary features of this module are the decoding of raw data as hexadecimal and ASCII values, the color-coding of requested objects depending on the current context, and the pictorial representation of which virtual addresses are available and which are not. The screen image shown in Figure 8 displays the address space browser on the left and the object browser on the right. The leftmost column of the address space browser provides hexadecimal offsets into the virtual address space of the requested object, whose contents are displayed in the remaining two columns. The large, highlighted portion of the address space browser represents the Linux task struct object currently being examined within the object browser. The small four-byte field that is darkened within that region is the next task pointer of that object, which has been selected in the object browser.
Object Browser. The object browser provides a mechanism for navigating through memory objects similar to a conventional file system browser for a desktop user environment. Complex objects, such as structures and arrays, can be expanded to display their member objects, which can themselves be expanded if appropriate. Objects with values, so-called "native types" in our nomenclature, are displayed with their corresponding in-memory value. Pointers can be dereferenced by double-clicking on them in our interface, causing the referenced object (assuming it exists in a valid address range) to be added to the object browser list. Objects can be displayed in the browser by executing a view module function, such as our Linux task listing example, or by selecting a region in the address space browser and choosing "decode-as" with the desired object type. This latter functionality provides analysts with the ability to hypothesize about the structure of yet-to-be-identified data and to test those hypotheses interactively and immediately.
In Figure 8 , the analyst is investigating the first member of the all-tasks list, the swapper kernel thread, in the object browser window. The window displays a list of all elements in the structure, including the type and value of those elements. Additionally, an ability to expand compound member elements is provided to the user. The selected item, next task, is a pointer to the next task struct in the all-tasks list. Note that the user has "expanded" this pointer to view the dereferenced object. In this way, the analyst can arbitrarily follow object pointers in kernel memory with the click of a button.
The functionality provided by these two modules is far more interactive than any existing approach to the forensic analysis of volatile memory proposed thus far. Additionally, we are currently investigating more advanced visualization modules such as depicting virtual to physical page mappings and representing data structure dependency relationships.
Related Work
While still an evolving field, the past few years have seen a marked increase in the amount of attention given to digital forensics from the point of view of both incident response and law enforcement. Much of the focus to date has been on defining and analyzing well-formed methodologies and processes for obtaining a level of sophistication analogous to that of the physical forensics world [34] . However, in addition to the questions of processes and models, the topics of low-level technical analysis have also made great strides, particularly in the area of non-volatile disk memory and their filesystems [16, 10, 17] . This work has laid the foundation for technical analysis within the field.
As described in Section 3.1, Carrier's work towards defining abstraction and the complexity problem within digital forensics [7] was one of the first attempts to view the creation of forensics tools such as FATKit in a more general manner. His explanations of abstraction within forensic data provide insight into the methodologies employed by FATKit and other examination and analysis tools.
Unlike the advanced tools available for filesystem forensic analysis, prior to FATKit, work in the area of volatile system memory was yet to produce a general tool for managing this complex data. However, foundational work on the analysis of operating systems and the manual extraction of in-memory structure has motivated and guided the development of FATKit. In [17] , Farmer and Venema provide an excellent overview of the challenges and evidential potential of volatile memory forensics. Their techniques and experiments related to identifying files, or portions of them, and their discussion of the half-life of digital evidence in physical memory are particularly compelling. Recent work towards more detailed analysis of particular operating systems has been presented by Betz [2] , Garner [22] , and Burdach [4] . This work has largely taken the form of manually-coded programs focused on specific low-level objects.
Since we first developed FATKit, a number of others have produced a substantial amount of online work and discussion about specific techniques for extracting data from volatile memory dumps. FATKit was designed to generalize and improve on these types of tools, while still providing access to just as much low-level detail. To demonstrate the generality of our tool, we have implemented each of the following techniques without any change to our underlying framework and without much implementation effort. Much of this work, which we now summarize, has provided valuable insight to how particular systems work rather than to the general problem of volatile memory analysis. Schuster has discussed a number of topics related to converting virtual to physical addresses, reconstructing program binaries, and linearly searching for EPROCESS and ETHREAD objects in memory [1] . He has also created a tool, PTfinder, for linearly searching memory for EPROCESS and ETHREAD structures in memory images of systems running Microsoft Windows 2000 SP4 that is capable of generating a process graph. Carvey recently released tools for linearly searching memory for processes and threads, dumping process details, and dumping a process' memory to a file. Additionally, he has released a tool for parsing PE headers [26] . Stewart has created a tool, pmodump, for reconstructing a processes virtual memory space once it has been collected from a physical memory dump. Unlike the previous tools, which scan for EPROCESS structures, this tool works by scanning for page directory blocks [30] . Memory Parser (MMP) is yet another tool that was designed to analyze process memory dumps. It allows the ability to enumerate the DLLs in a process and performs a hash over the first 1024 bytes of the DLLs PE image [40] .
In addition to the volatile memory analysis techniques described above, some have focused on the development of tools and techniques for preserving and collecting digital evidence from memory. These approaches are outlined by Carrier and Grand [12] and include hardware-based, firmware-based, and a number of software-based approaches. Tribble [12] is a PCI-based hardware mechanism that is pre-positioned in a machine as a precaution for an eventual incident. Once an incident has occurred, but before the system is powered down, the Tribble device may be activated. The device uses direct memory access to collect the contents of physical memory in an isolated and trustworthy manner. Copilot takes a similar approach, but utilizes DMA to perform online analysis in addition to forensic evidence gathering [35] . Potential softwarebased solutions include virtual machine introspection [20] and a number of low-level copy programs that utilize operating system-specific interfaces [21, 23, 42, 25] .
Finally, a number of approaches have been taken towards automating various aspects of forensics analysis, particularly in the area of forming and testing hypotheses about events [41, 15, 38, 6, 13, 11] . Much of this research has focused on using automation to demarcate systems or identify evidence for further analysis through a number of outlier detection and clustering techniques. Recent work by Garfinkel attempts to automate the analysis of large data sets in the form of filesystems [19] . In this work, "cross-drive analysis" is used to compare corpora of large numbers of disk drives to identify "interesting" and "related" data. To our knowledge, we are the first to utilize automated source code tools to aide in post-mortem system analysis.
Other fields of related work that must be considered are the areas of debugging and crash dump analysis. There are a number of clear similarities between the work performed by a debugger and that required for volatile memory forensics. For example, debuggers offer the ability to traverse through an address space and dump typed objects found in memory. At least one debugger, ddd, even offers the ability to visually traverse data structures in memory [24] . In fact, FATKit leverages these similarities by using the information found in debugging data to augment its profiles when necessary and by utilizing common debugger interfaces in order to provide a more familiar "look and feel" to users. On the other hand, FATKit was also designed as a forensic analysis toolkit and offers features designed to support the needs of the forensic analyst. Unlike conventional debuggers, FATKit is cross-platform and version independent based on automatically generated profiles. The platform and operating system are simply inputs into the system. Finally, FATKit offers the ability to analyze multiple images concurrently and to correlate information across machines regardless of dissimilarities between operating systems or hardware.
Future Work
As we continue to develop our methodologies, we intend to maintain focus on the goals of automation, reuse, and visualization. Among the first tasks we plan to undertake is the extension of our automatic profile extraction to applications running in process virtual address spaces. While operating systems are an increasingly important target for malicious activities, attackers continue to penetrate userspace applications for initial entry into the system. Our per-process address space extraction mechanism provides a solid foundation for extending this work to the analysis of user programs. Additional automation tasks that we intend to pursue are the extraction of algorithmic and semantic constructs from program source, attempting to perform binary analysis in order to identify in-memory structure, and extending our automation to other high-level programming languages.
In addition to our automation goals, we will continue to extend our toolkit by investigating possible interactions between filesystem forensics tools and our system. Specifically, there are clear relationships between main memory and secondary storage, such as identifying and analyzing the programs and libraries running within a process' address space and locating swapped memory pages on disk for a more complete process address space analysis. While FATKit currently has modules for rebuilding memory-resident programs and libraries [43] , more advanced analysis is required for evaluating the non-static portions of these files. Although FATKit provides modules for integrating swap and page files, more research is needed with regard to acquisition methods for volatile memory and its associated page files; existing methodologies have the potential to lead to temporal inconsistencies.
Finally, since FATKit is a tool intended to be used by analysts and investigators, we will engage realworld practitioners in providing feedback and testing of our techniques. Specifically, we intend to identify additional visualization modules that may help investigators perform analyses we have not yet considered.
Conclusion
To address the problem of analyzing low-level forensic data collected from volatile memory in the wake of an incident or crime, we have introduced the Forensic Analysis ToolKit (FATKit). FATKit is a framework for processing system memory images that facilitates the extraction and analysis of digital objects at various levels of abstraction in a manner far more modular and automatic than any system proposed to date. Designed to facilitate high-level analysis by forensics investigators, FATKit provides a set of tools for quickly describing, extracting, and visualizing relevant data from memory images. In particular, the ability to automatically produce digital object definitions from C source code and use those definitions in online analysis, rather than relying on manually written routines, provides an analyst with immediate access to data formats for all objects used within a program or operating system. Additionally, the modular nature of the toolkit allows analysts to quickly extend its functionality in a high-level language to augment their analyses. We have implemented a set of useful modules including IA-32 virtual address space reconstruction, Linux and Windows data extraction, and interactive data visualization.
