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Spectral Estimation by means of Optimal
Transport
Mattia Zorzi
Abstract
We consider the optimal transport problem between multivariate Gaussian stationary stochastic
processes. The transportation effort is the variance of the filtered discrepancy process. We show that
the corresponding solution leads to a weighted Hellinger distance between multivariate power spectral
densities. Then, we propose a spectral estimation approach in the case of indirect measurements which
is based on this distance.
Index Terms
Optimal transport, convex optimization, generalized covariance extension problem, spectral analysis.
I. INTRODUCTION
The optimal mass transport problem recently gained attention in the control filed. Its modern
formulation, due to Kantorovich [12], consists in minimizing the effort of transporting one
nonnegative measure to another nonnegative given an associated cost of moving mass from
a point to another one. The latter has been used to derive new distances between covariance
matrices and spectral densities [10], [4]. Matrix-valued transport problems have been proposed
in [15], [3] which lead to transportation distances between multivariate power spectral densities.
The key idea in these works is to set up the optimal transport problem in terms of the joint
power spectral density. It is worth noting that the latter gives a complete joint description of two
zero-mean multivariate Gaussian stationary stochastic process.
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In the present paper, instead, we face the optimal transport problem in a different way. More
precisely, such a problem is formulated in terms of the joint probability density of two Gaussian
stationary processes. The transportation cost is the variance of the filtered discrepancy process,
i.e. the difference between the two processes. Moreover, we show that the corresponding solution
leads to a weighted Hellinger distance between multivariate power spectral densities. The latter
has been introduced in [6], [17] for the case without weight function. It is worth noticing that
the aforementioned correspondence can be regarded as the dynamic extension of to the results
showed in [16], [14] for zero-mean Gaussian random vectors.
Then, we show that the weighted transportation distance can be used to perform spectral
estimation in the case we have indirect measurements. More precisely, we have a network of
m sensors which measure indirectly m variables of interest for which we want to estimate the
spectral density. The matrix-valued weight function of our distance is given by the transfer
matrix characteristic of the sensor network. We consider the THREE-like spectral estimation
paradigm for which a large body of literature for the scalar [1], [11], [2], [13], [23], multivariate
[5], [25], [22], [20], [21] and multidimensional case [9], [18], [19] has been developed. Here,
the estimated spectral density is the closest one to a prior spectral density and matching the
output covariance of a bank of filters (fed with the measured data). The prior represents the
priori information that we have about the spectrum. The bank of filter is designed by the user in
such a way the estimator exhibit high-resolution properties in prescribed frequency bands, [1].
Finally, we compare the proposed estimator with the one obtained by using the Itakura-Saito
distance. The latter has been in introduced in [5].
The outline of the technical note is as follows. In Section II we introduce the optimal trans-
port problem between Gaussian processes and we derive the corresponding weighted Hellinger
distance. Section III is devoted to spectral estimation with indirect measurements. In Section IV
we provide a simulation study to test the proposed estimator. Finally, in Section V we draw the
conclusions.
The following notation will be adopted throughout the paper. Qn denotes the space of sym-
metric matrices of dimension n×n. Given an Hermitian matrix X , X > 0 (X ≥ 0) means that X
is positive (semi-)definite. Given X ≥ 0, X1/2 denotes a square root of X , i.e. X = X1/2X1/2.
Given a matrix X ∈ Cn×n: [X]il denotes its entry in position (i, l); we define the norms
‖X‖ := √tr(X∗X) and ‖X‖W := √tr(X∗WX) with W = W ∗ > 0. We define the unit
circle as T = {ejϑ s.t. ϑ ∈ [0, 2pi)}. Lm×m∞ (T) denotes the function space of matrix functions
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defined on T and taking values in Cn×n. Given Φ,Ψ ∈ Lm×m∞ (T): the shorthand notation
∫
T Φ
denotes the integration of Φ on T with respect to the normalized Lebesgue measure; Φ > 0
means that Φ(ejϑ) > 0 for any ejϑ ∈ T almost everywhere, Φ = Ψ means that Φ and Ψ coincide
almost everywhere. S+m denotes the set of spectral densities bounded and coercive of dimension
m×m. Given a sequence h = {ht, t ∈ Z}, (h)t denotes ht. Let g and h denote two sequences,
then g ? h denotes the convolution operation.
II. TRANSPORTATION DISTANCE BETWEEN GAUSSIAN PROCESSES
We consider two m-dimensional Gaussian stationary stochastic processes x = {xt, t ∈ Z}
and y = {yt, t ∈ Z} whose mean is equal to zero. The latter are completely described by the
finite dimensional probability density functions px(xt, xs; t, s) and py(yt, ys; t, s) with t, s ∈ Z.
Let px,y(xt, xs, yu, yv; t, s, u, v), with t, s, u, v ∈ Z, be the finite dimensional joint probability
density of x and y. Then, we consider the following optimal transport problem:
d(px, py)
2 = inf
px,y∈P
{E[‖(h ? (x− y))t‖2] s.t. (2)-(3) hold} (1)
where P denotes the set of Gaussian joint probability densities px,y; h = {ht, t ∈ Z}, with
ht ∈ Rm×m and ht = 0 for any t < 0, represents the impulse of a BIBO system;∫
R
∫
R
px,y(xt, xs, yu, yv; t, s, u, v)dyudyv = px(xt, xs; t, s), (2)∫
R
∫
R
px,y(xt, xs, yu, yv; t, s, u, v)dxtdxs = py(yu, yv;u, v), (3)
for any t, s, u, v ∈ Z. It is worth noting that (1) represents the optimal transport problem between
Gaussian processes x and y. The transportation cost is the variance of the filtered process
h ? (x− y) and x− y can be regarded as the discrepancy process.
Example. In the case that h is such that h0 = I and ht = 0 for any t 6= 0, the transportation
cost is the variance of the discrepancy process x− y. Then, we have
d(px, py) =
[
inf
px,y∈P
{E[‖xt − yt‖2] s.t. (2)-(3) hold}
]1/2
. (4)
The latter is the dynamic counterpart of the 2-Wasserstein distance in [16] between Gaussian
random vectors.
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Consider a joint process [xT yT ]T whose probability density belongs to P and satisfying (2)-
(3). Since the latter is Gaussian, an equivalent description for such a process is given by its
power spectral density
Φ =
 Φx Φxy
Φyx Φy
 . (5)
Notice that, Φx and Φy denote the power spectral density of x and y, respectively. Therefore,
E[(h ? x)t(h ? x)Tt ] =
∫
T
HΦxH
∗
E[(h ? y)t(h ? y)Tt ] =
∫
T
HΦyH
∗
E[(h ? x)t(h ? y)Tt ] =
∫
T
HΦxyH
∗
where H denotes the discrete-time Fourier transform of h:
H(ejϑ) =
∑
t≥0
hte
−jϑt. (6)
We can rewrite the objective function in (1) in terms of Φ:
E[‖(h ? (x− y))t‖2] = trE[(h ? (x− y))t(h ? (x− y))Tt ]
= trE[(h ? x))t(h ? x)Tt + (h ? y)t(h ? y)Tt
− (h ? x)t(h ? y)Tt − (h ? y)t(h ? x)Tt ]
= tr
∫
T
H(Φx + Φy − Φxy − Φyx)H∗
= tr
∫
T
Ω(Φx + Φy − Φxy − Φyx)
where Ω(ejϑ) = H(ejϑ)∗H(ejϑ). In what follows we assume that Ω,Φx,Φy ∈ S+m. The latter
condition is not so restrictive. Indeed, it means those spectral densities admit a minimum phase
spectral factor. Therefore, we can rewrite (1) in terms of Φ:
dΩ(px, py)
2 =inf
Φxy
tr
∫
T
Ω(Φx + Φy − Φxy − Φyx)
s.t.
 Φx Φxy
Φyx Φy
 ≥ 0 (7)
where the infimization is only with respect to Φxy because Φx and Φy have been already fixed
by constraints (2)-(3). Notice that we added the subscript Ω to d in order to stress such a
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dependence. Since Φy ∈ S+m, we have Φy > 0. Accordingly, condition Φ ≥ 0 is equivalent to
Φx − ΦxyΦ−1y Φyx ≥ 0 and hence
dΩ(px, py)
2 =inf
Φxy
tr
∫
T
Ω(Φx + Φy − Φxy − Φyx)
s.t. Φx − ΦxyΦ−1y Φyx ≥ 0. (8)
Let
Λ := Φx − ΦxyΦ−1y Φyx, (9)
then
(Φx − Λ)1/2Υ = ΦxyΦ−1/2y (10)
where Υ is an all-pass function, i.e. Υ(ejϑ)Υ(ejϑ)∗ = I for any ejϑ ∈ T. Thus,
Φxy = (Φx − Λ)1/2ΥΦ1/2y . (11)
Substituting Φxy with Λ and Υ in (8) we obtain
dΩ(px, py)
2 −
∫
T
Ω(Φx + Φy) = inf
Λ
F(Λ)
s.t. Λ ≥ 0 (12)
where
F(Λ) = inf
Υ
tr
∫
T
(ΨΥ + Υ∗Ψ∗)
s.t. ΥΥ∗ = I (13)
and
Ψ = −Φ1/2y Ω(Φx − Λ)1/2. (14)
We solve problem (13) by means of duality theory. The Lagrangian is
L(Υ,∆) = tr
∫
T
(ΨΥ + Υ∗Ψ∗) + tr
∫
T
(ΥΥ∗ − I)∆ (15)
where ∆ ∈ Lm×m∞ (T) and such that ∆∆∗ = I is the Lagrange multiplier. Moreover, the first and
the second variation of L(·,∆) along δΥ ∈ Lm×m∞ (T) are
δL(Υ,∆; δΥ) = tr
∫
T
ΨδΥ + δΥ∗Ψ∗ + δΥΥ∗∆ + ΥδΥ∗∆
δ2L(Υ,∆; δΥ) = 2 tr
∫
T
δΥ∗∆δΥ.
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Accordingly, L is lower bounded if and only if ∆ ≥ 0. Moreover, if ∆ > 0 then L is strictly
convex with respect to Υ and the unique point of minimum is given by the stationarity condition
δL(Υ,∆; δΥ) = 0 for any δΥ ∈ Lm×m∞ (T) which implies the optimal form
Υ◦ = −∆−1Ψ∗. (16)
Accordingly, the dual functional is
J (∆) = L(Υ◦,∆) = − tr
∫
T
Ψ∆−1Ψ∗ + ∆ (17)
and the dual problem is max∆>0 J(∆). Notice that the first and the second variation along
δ∆ ∈ Lm∞(T) are
δJ (∆; δ∆) = tr
∫
T
Ψ∆−1δ∆∆−1Ψ∗ + δ∆
δ2J (∆; δ∆) = −2 tr
∫
T
Ψ∆−1δ∆∆−1δ∆∆−1Ψ∗.
Under the assumption that ∆ > 0 and Ψ is full rank almost everywhere, we have that δ2J (∆; δ∆) <
0 for any δ∆ ∈ Lm×m∞ (T) and δ∆ 6= 0. Accordingly, J is strictly concave, and the unique point
of minimum is given by setting equal to zero its first variation in any direction which gives
∆2 = Ψ∗Ψ. (18)
Therefore the point of maximum is
∆◦ = (Ψ∗Ψ)1/2. (19)
Notice that ∆◦ > 0 (i.e. our assumption on ∆ is satisfied) provided that Ψ is full rank almost
everywhere. In this case, the unique solution to (13) is
Υ◦ = −(∆◦)−1Ψ∗ = −(Ψ∗Ψ)−1/2Ψ∗. (20)
Moreover, it is not difficult to see that
ΨΥ◦ = −(ΨΨ∗)1/2 = −(Φ1/2y Ω(Φx − Λ)ΩΦ1/2y )1/2 (21)
where we have exploited (14). Substituting (21) in (13) we obtain:
F(Λ) = 2 tr
∫
T
ΨΥ◦ = −2 tr
∫
T
(Φ1/2y Ω(Φx − Λ)ΩΦ1/2y )1/2.
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Accordingly, the optimal solution to (12) is Λ◦ = 0 and thus:
dΩ(px, py)
2 = tr
∫
T
ΩΦx + ΩΦy − 2(Φ1/2y ΩΦxΩΦ1/2y )1/2
= tr
∫
T
ΩΦx + ΩΦy − 2Φ1/2y ΩΦ1/2x . (22)
Notice that Ψ = −Φ1/2y ΩΦ1/2x is full rank almost everywhere for Λ◦ = 0, i.e. our assumption on
Ψ is satisfied.
Proposition 2.1: For any square spectral factor Wx of Φx, we have
dΩ(px, py)
2 = min{
∫
T
‖Wx −Wy‖2Ω s.t.
Wy ∈ Lm×m∞ (T),WyW ∗y = Φy}. (23)
Moreover, dΩ(px, py) is a bona fide distance function.
Proof: Once Wx is fixed, any square spectral factor W ′x of Φx can be written as W
′
x = WxΥ
where Υ ∈ Lm×m∞ (T) is an all-pass function. Therefore, we have
tr
∫
T
‖W ′x −Wy‖2Ω = tr
∫
T
(W ′x −Wy)∗Ω(W ′x −Wy)
= tr
∫
T
(Wx −WyΥ∗)∗Ω(Wx −WyΥ∗)
and WyΥ∗ is a spectral factor a Φy. Therefore, the right hand side of (23) does not depend on
the particular choice of the square spectral factor for Φx. To prove the equality in (23), observe
that the right hand side can be rewritten as
min
{∫
T
‖Wx − Φ1/2y Υ‖2Ω, Υ ∈ Lm×m∞ (T), ΥΥ∗ = I
}
.
The corresponding Lagrangian is
L(Υ,Λ) =
∫
T
‖Wx − Φ1/2y Υ‖2Ω + tr(ΥΥ∗ − I)Λ (24)
where Λ = Λ∗ ∈ Lm×m∞ (T) is the Lagrange multiplier. Under the assumption that Λ > 0, the
minimum of L with respect to Υ is Υ(Λ) = Λ−1Φ1/2y ΩWx. It is not difficult to see that the
Lagrange multiplier satisfying the constraint in the primal problem is Λ◦ = Φ1/2y ΩΦ
1/2
x > 0.
Therefore, the minimum point of the right hand side in (23) is
W ◦y = Φ
1/2
y Υ(Λ
◦) = Φ1/2y (Φ
1/2
y ΩΦ
1/2
x )
−1Φ1/2y ΩWx (25)
and by direct substitution we obtain (22). The last part of the claim can be easily checked.
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et yt
Wξ(e
j#) H(ej#)−1
ξt
Fig. 1. Generative model for processes y and ξ.
In the special case that Ω = I , we obtain the Hellinger distance for multivariate power spectral
densities [6]:
d(px, py) :=
[
inf{
∫
T
‖Wx −Wy‖2 s.t.
Wy ∈ Lm×m∞ (T),WyW ∗y = Φy}
]1/2
.
Accordingly, dΩ(px, py) is the weighted Hellinger distance with weight the matricial function
Ω ∈ S+m. Finally, notice that dΩ(px, py) is completely characterized by Φx and Φy. Accordingly,
in what follows we will use the notation dΩ(Φx,Φy) to denote the weighted transportation
distance between the Gaussian processes having power spectral density Φx and Φy, respectively.
III. SPECTRAL ESTIMATION WITH INDIRECT MEASUREMENTS
Consider two m-dimensional zero mean Gaussian stationary stochastic processes y and ξ
generated by a normalized white Gaussian noise process e as depicted in Figure 1. We assume
that H , defined in (6), is a rational transfer matrix, causally invertible and known. The transfer
matrix Wξ is such that Φξ = WξW ∗ξ ∈ S+m and it is not known. It is worth noting that the spectral
density of y is Φy = H−1ΦξH−∗ ∈ S+m while the one of ξ is Φξ. Next, we face the problem to
find an estimate of Φξ from a finite length realization yN = {y1 . . . yN} of y. In plain words, we
want to perform a multivariate spectral estimation task from indirect measurements: we have a
network of m sensors modeled by y and measuring indirectly m variables of interest modeled
by ξ. Moreover, H−1 is the transfer matrix characteristic of the sensor network: [H−1]il denotes
the transfer function between the l-th variable of interest and the i-th sensor.
We address such a problem using a THREE-like framework. Suppose that a power spectral
density (called prior) Ψξ ∈ S+m, which gives some a priori information on Φξ, is available.
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If no prior is available we choose the uninformative prior Ψξ = I , i.e. the spectral density
corresponding to white noise. Then, we fix a bank of filters
G(z) = (zI − A)−1B (26)
where A ∈ Rn×n is a stability matrix, B ∈ Rn×m is full column rank with n > m, and (A,B)
is a reachable pair. Let Σ denote the steady state covariance of the output of the bank of filters
xt+1 = Axt +Byt. (27)
We compute an estimate Σˆ, based on the data yN , of Σ. Then, an estimate of Φξ is given by
the spectrum approximation problem:
Φˆξ,T =argmax
Φξ∈S+m
d(Φξ,Ψξ)
s.t. Φ = H−1ΦξH−∗,
∫
T
GΦG∗ = Σˆ (28)
where “T” stand for transportation distance. The latter problem can be rewritten only in terms
of Φ:
Φˆ =argmax
Φ∈S+m
dΩ(Φ,Ψ)
s.t.
∫
T
GΦG∗ = Σˆ (29)
where Φˆξ,T = HΦˆH∗, Ψξ = HΨH∗ and Ω = H∗H . In the special case that G(z) = [ z−lIm . . . z−1Im ]T ,
we have that Σ is a n × n, with n = lm, block Toeplitz matrix whose first block row is
[ Σ0 Σ1 . . . Σn−1 ] and Σk = E[ytyTt+k]. Therefore, with this particular choice of G(z), we fix
the first covariance lags of Φˆ, i.e. Φˆ is the solution to a covariance extension problem. It is
worth noting Σˆ must guarantee the feasibility of Problem (29) that is there exits at least one
Φ˜ ∈ S+m such that
∫
TGΦ˜G
∗ = Σˆ. In [8], it has been shown that Σˆ guarantees the feasibility of
the problem if and only if Σˆ > 0 and Σˆ ∈ Range Γ where Γ is the linear operator defined as
Γ : Cm(T)→ Qn
Φ 7→
∫
T
GΦG∗ (30)
where Cm(T) denotes the family of Cm×m and hermitian-valued continuous functions on the
unit circle T. Optimization approaches have proposed to compute such an estimate from data,
see [26], [7].
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Let WΨ and W be a square spectral factor of Ψ and Φ, respectively, then Problem (29) is
equivalent to
Wˆ = argmax
W∈Lm×m∞ (T)
tr
∫
T
(W −WΨ)(W −WΨ)∗Ω
s.t.
∫
T
GWW ∗G∗ = Σˆ. (31)
The Lagrangian of Problem (31) is
L(W,Λ) = tr
∫
T
(W −WΨ)(W −WΨ)∗Ω
+ tr
(
Λ
∫
T
GWW ∗G∗
)
− tr(ΛΣˆ)
= tr
∫
T
(Ω +G∗ΛG)WW ∗ − ΩWΨW ∗ − ΩWW ∗Ψ
+ ΩWΨW
∗
Ψ − tr(ΛΣˆ) (32)
where Λ ∈ Qn is the Lagrange multiplier. L(·,Λ) is bounded below only if Ω +G∗ΛG > 0. In
this case the infimum is attained and given by setting its first variation equal to zero
δL(W,Λ; δW ) =
∫
T
(Ω +G∗ΛG)δWW ∗ + (Ω +G∗ΛG)WδW ∗
− ΩWΨδW ∗ − ΩδWW ∗Ψ = 0 (33)
for any δW ∈ Lm×m∞ (T). The latter leads to the optimality condition
(Ω +G∗ΛG)W − ΩWΨ = 0 (34)
and thus the optimal form of W is
W ◦ = (Ω +G∗ΛG)−1ΩWΨ. (35)
Therefore, the dual problem consists in finding a point of maximum Λ◦ for
L(W ◦,Λ) = −
[
tr
∫
T
ΩΨΩ(Ω +G∗ΛG)−1 − ΩΨ
]
− tr(ΣˆΛ)
over the set
L+ = {Λ ∈ Qn s.t. Ω +G∗ΛG > 0}. (36)
Thus, such a problem is equivalent to minimize
J(Λ) = tr
∫
T
ΩΨΩ(Ω +G∗ΛG)−1 + tr(ΣˆΛ) (37)
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with Λ ∈ L+. As it has been shown in [6], G∗ΛG = 0 for any Λ ∈ [Range Γ]⊥. Thus,
J(Λ + Λ⊥) = J(Λ) for any Λ⊥ ∈ [Range Γ]⊥. Accordingly, we can restrict the search of Λ◦
over the set LΓ,+ = L+ ∩ Range Γ. Accordingly, we obtain the equivalent problem
Λ◦ = argmin
Λ∈LΓ,+
J(Λ). (38)
Theorem 3.1: Problem (38) admits a unique solution.
Proof: Following arguments similar to the ones in [6, Lemma 7.5], it is possible to prove
that J is strictly convex on LΓ,+. Accordingly, if Problem (38) admits solution, then the latter
is unique.
Next, we show the existence of such solution. First, notice that the set LΓ,+ is nonempty,
indeed 0 ∈ ΛΓ,+, open and unbounded. Moreover, J is a continuous function on LΓ,+. The idea
is to show that Problem (38) is equivalent to minimize J on a compact set, say L?Γ,+. Then, by
the Weierstrass Theorem we conclude that the minimum exists.
We proceed to characterize L?Γ,+. First, we show that J is bounded below on LΓ,+:
J(Λ) = tr
∫
T
Ψ1/2Ω(Ω +G∗ΛG)−1ΩΨ1/2 + tr(ΣˆΛ)
≥ tr(ΣˆΛ) = tr
∫
T
GΦ˜G∗Λ = tr
∫
T
Φ˜1/2G∗ΛGΦ˜1/2
= tr
∫
T
Φ˜1/2(Ω +G∗ΛG)Φ˜1/2 − tr
∫
T
Φ˜1/2ΩΦ˜1/2
≥ −
∫
T
Φ˜1/2ΩΦ˜1/2 > −∞ (39)
where we exploited the following facts: Ω(ejϑ) + G(ejϑ)∗ΛG(ejϑ) is positive definite for any
ejϑ ∈ T; Ω and Φ˜ are bounded and coercive. Following arguments similar to the ones in [6,
Theorem 7.7], it is possible to prove that
lim
Λ→∂LΓ,+
J(Λ) =∞
lim
‖Λ‖→∞
J(Λ) =∞ (40)
where ∂LΓ,+ denotes the boundary of LΓ,+ that is the set of Λ ∈ LΓ,+ such that Ω(ejϑ¯) +
G(ejϑ¯)∗ΛG(ejϑ¯) ≥ 0 and singular for at least one ejϑ¯ ∈ T. Accordingly, we can restrict the
search of the minimum point of J on the bounded and closed (and thus compact) set L?Γ,+ =
{Λ ∈ LΓ,+ s.t. Ω +G∗ΛG ≥ αI, ‖Λ‖ ≤ β} for some α, β > 0.
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Corollary 3.1: Problem (29) admits the unique solution
ΦˆT = (Ω +G
∗Λ◦G)−1ΩΨΩ(Ω +G∗Λ◦G)−1 (41)
where Λ◦ is the unique solution to (38).
Proof: Recall that the optimal solution Λ◦ of (38) is a stationary point for J . The latter
condition implies that W ◦ in (35) with Λ = Λ◦ is such that the spectral density W ◦(W ◦)∗
satisfies the moment constraints in (31). Accordingly, the duality gap is equal to zero. Hence,
Problem (29) admits the unique solution ΦˆT = W ◦(W ◦)∗ with Λ = Λ◦.
Since Ω = H∗H and H is causally invertible, then (41) can be rewritten as
ΦˆT = H
−1(I +H−∗G∗Λ◦GH−1)−1Ψξ
× (I +H−∗G∗Λ◦GH−1)−1H−∗ (42)
and thus
Φˆξ,T = (I +H
−∗G∗Λ◦GH−1)−1Ψξ(I +H−∗G∗Λ◦GH−1)−1.
An alternative to Problem (28) is to consider
Φˆξ,IS =argmax
Φξ∈S+m
dIS(Φξ‖Ψξ)
s.t. Φ = H−1ΦξH−∗,
∫
T
GΦG∗ = Σˆ (43)
where dIS is the Itakura-Saito distance:
dIS(Ψξ‖Φξ) = tr
∫
T
(log Ψξ − log Φξ + ΦξΨ−1ξ − Im).
On the other hand, it is not difficult to see that
dIS(Ψξ‖Φξ) = dIS(H−1ΨξH−∗‖H−1ΦξH−∗) = dIS(Ψ‖Φ).
Accordingly, Problem (43) is equivalent to solve the THREE-like estimator using direct mea-
surements proposed in [5]:
ΦˆIS =argmax
Φ∈S+m
dIS(Φ‖Ψ)
s.t.
∫
T
GΦG∗ = Σˆ (44)
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where Φˆξ,IS = HΦˆISH∗. The optimal solution of (44) is
ΦˆIS = (Ψ
−1 +G∗ΛG)−1
= H−1(Ψ−1ξ +H
−∗G∗ΛGH−1)−1H−∗
where Λ is given by solving the corresponding dual problem, see [5]. Hence, we have
Φˆξ,IS = (Ψ
−1
ξ +H
−∗G∗ΛGH−1)−1. (45)
The fact that the objective function in (44) is the same for the cases of indirect/direct mea-
surements reveals that the Itakura-Saito distance does not adapt the optimization scheme for a
possible improvement in the case of indirect measurements. Drawing inspiration from (29), we
could consider the weighted Itakura-Saito distance, see [24], with weight function Ω:
Φˆ =argmax
Φ∈S+m
dIS,Ω(Φ,Ψ)
s.t.
∫
T
GΦG∗ = Σˆ (46)
where
dIS,Ω(Ψ‖Φ) = tr
∫
T
Ω(log Ψ− log Φ +W−1Ψ ΦW−∗Ψ − Im) (47)
and WΨ is a spectral factor of Ψ. It is not difficult to see that dIS,Ω(Ψ‖Φ) ≥ 0 and equality
holds if and only if Φ = Ψ. Moreover, dIS,Ω(Ψ‖Φ) is strictly convex with respect to Φ. Notice
that for Ω = I we obtain Itakura-Saito distance. The Lagrangian of Problem (46) is
L(Φ,Λ) = tr
[∫
T
Ω(log Ψ− log Φ +W−1Ψ ΦW−∗Ψ − Im)
+G∗ΛGΦ]− tr(ΣˆΛ) (48)
which is bounded below only if W−∗Ψ ΩW
−1
Ψ +G
∗ΛG > 0. Moreover, it is not difficult to prove
that L is strictly convex with respect to Φ and its point of minimum is given by setting equal
to zero the first variation for any δΦ ∈ Lm×m∞ (T)
δL(Φ,Λ; δΦ) = tr
[∫
T
ΩW−1Ψ δΦW
−∗
Ψ +G
∗ΛGδΦ
−Ω
∫ ∞
0
(Φ + tI)−1δΦ(Φ + tI)−1)dt
]
(49)
leading to the optimality condition∫ ∞
0
(Φ + tI)−1Ω(Φ + tI)−1dt = W−∗Ψ ΩW
−1
Ψ +G
∗ΛG. (50)
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Clearly, it is not possible to find an explicit form for the optimal Φ and thus the dual analysis
cannot carried out. Accordingly, we are not able to solve Problem (46). On the other hand, in
the special case that Ω = ωI with ω ∈ S+1 , condition (50) becomes
Φ = (Ψ−1 + ω−1G∗ΛG)−1 (51)
and the dual problem is equivalent to solve
Λ◦ =argmin
Λ
−
∫
T
ω log |Ψ−1 + ω−1G∗ΛG|+ tr(ΣˆΛ)
s.t. Ψ−1 + ω−1G∗ΛG > 0. (52)
Moreover, it is possible to prove that Problem (52) admits a solution and the solution to the
primal problem is (51) with Λ = Λ◦.
−3 −2 −1 0 1 2 3
0
10
20
30
40
e
(
1
,
1
)
ξ
,
·
 
 
T
I S
−3 −2 −1 0 1 2 3
0
5
10
15
20
e
(
1
,
2
)
ξ
,
·
−3 −2 −1 0 1 2 3
0
5
10
15
20
e
(
2
,
2
)
ξ
,
·
ϑ
Fig. 2. Average errors in the estimation of Φξ using the estimator with the transportation distance (T) and the Itakura-Saito
(IS).
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IV. SIMULATION RESULTS
We test the spectral estimator with indirect measurements using the weighted transportation
distance. More precisely, we consider a Monte Carlo study constituted by 50 experiments. In
each experiment:
• We generate a bivariate process ξ with spectral density Φξ = WξW ∗ξ ∈ S+2 , Wξ(z) =
Cξ(zI −Aξ)−1Bξ +Dξ and Aξ, Bξ, Cξ, Dξ are randomly generated. In particular, Aξ is a
4× 4 matrix whose eigenvalues are with absolute value less than or equal to 0.8.
• We generate the transfer matrix characteristic H(z)−1 = CH(zI−AH)−1BH+DH . Matrices
AH , BH , CH , DH are randomly generated and such that H(z)−1 is causally invertible.
Moreover, AH is 4× 4 matrix whose eigenvalues are with absolute value less than or equal
to 0.7.
• We generate Ψξ = WpW ∗p , Wp(z) = Cp(zI−Ap)−1Bp+Dp, Ap = Aξ +δA, Bp = Bξ +δB,
Cp = Cξ + δC, Dp = Dξ + δD. The perturbations matrices δA, δB, δC, δD are randomly
generated such that: its infinity matrix norm is equal to 0.08, Ap is Schur stable and Ψξ ∈ S+2 .
• We generate a short dataset y(1) . . . y(N), with N = 100, extracted form a realization of y
whose shaping filter is H−1Wξ.
• We set the bank of filters as G(z) = [ z−lIm . . . z−1Im ]T with l = 12.
• We compute Σˆ from the data using the optimization procedure in [7] which guarantees the
feasibility condition.
• We compute Φˆξ,T that is the solution to (28).
• We compute the errors for each entry of the spectral density:
e
(i,k)
ξ,T (ϑ) = |[Φξ(ejϑ)]i,k)− [Φˆξ,T (ejϑ)]i,k|. (53)
In Figure 2 we compare the average error defined in (53) as a function of ϑ in the Monte Carlo
study and the one obtained using the estimator Φˆξ,IS defined in (44) which uses the Itakura-Saito
distance. As we case see, the estimator equipped with the transportation distance performs better
than the one with the Itakura-Saito distance. Since the McMillan degree of Φˆξ,T is larger than
the one of Φˆξ,IS , as sanity check, we also considered Φˆξ,IS with larger values of l: we have
obtained worse results than the ones with l = 12. We conclude that the superiority of Φˆξ,T is
probably due by the fact that the corresponding optimization scheme is adapted according to the
transfer matrix characteristic modeling the indirect measurements.
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V. CONCLUSIONS
In this technical note, we have introduced the weighted transportation distance between Gaus-
sian stationary processes. We showed that the latter corresponds to a weighted version of the
Hellinger distance between multivariate power spectral densities. Then, we have developed
a spectral estimator with indirect measurements using the transportation distance. Finally, a
simulation study showed that the proposed estimator performs better than the one using the
Itakura-Saito distance.
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