(ii) applied. To illustrate the obvious connection of some of the thesis with group theory, it is also shown that an easy consequence of one known result is yet another proof of Fermat's Little Theorem.
In Chapter l, we present a brief discussion of the intermediate value theorerp., together with the first applications we obtained for real cases. The aim,at this point is merely to indicate the direction our investigations will take. We will then provlde a statement of the Brouwer fixed point theorem [3 ] , together with proofs for a mean value theorem, and for theorems 1. 2, 1. 3, and 1.4, which are irnm.ediate consequences.
Chapter II then presents simple extensions and applications of theorems proved in chapter 1. Two known results on fixed points, which do not require complex analysis, theorems D and E are also proved and these provide further applications, principally in theorem 2.~ and in the additional proof of Fermat' s Little Theorem. Th.e latter, and aU numbered results are believed to be original.
CHAPT ER l
A rnean value theorern and re1ated fixed point resu1ts. a. Fixed point theorems can therefore be generalized to larger dimensional spaces. than R 1. A second generalization of the fixed points of a function f is pos s~ble within a given space by considering the fixed points of the iterates of f. Both types of generalization will be made in later theore;ns where we will consider the fixed points of iterates of a complex function.
We define the zero th iterate, f (x), 'of f(x), to be identically x. We define the (k + l}th iterate, fk+i(x), of f(x) to be f(fk(x)) .. Proof. It is evident that every solution of the equation:
also satisfies the equation
Hence, we need only show that if equation (2) has a real solution in l, then equation (1) also has a real solution in I.
Let us as sume that:
We wiU suppose that equation (1) has no solution for x€l, and establish a contradiction. Then," by the lntermediate Value Theorem, for aU xE! either
We wiU"consider the case where equation (4) holds .. Now f:maps l into l, Hence if x€l, then f(x), f 2 (x), ... , fk_l(x) also belong' to I.
But then, by equation (4) , for x€l,
and this contradicts equation (3) .
The proof for equation (5) is obtained by replacing the symbol « ) by (». Having exhibited this simple theorem for real continuous "functions, we shaH now introduce that portion of our st;udy which --6 -deals with analytic complex functions. We shall first present three necessary definitions, and then state our first two complex theorems, l~ 2, and 1. 3, to indicate the direction that we are taking. We will then establish, as a lernma necessary to our proofs, the mean value theorem B. The actual proofs of theorems'
1. 2 and 1. 3 will then follow, together with an example.
In all the following definitions and theorems in this chapter, 'f is an analytic function which maps its d9main D into itself. We can now state the following theorem. Now, the line L cuts at least one of the axes u or v.
Suppose it cuts the imaginary axis' at a.
and --10 -
where LI is a line through the origin parallel to L. (see
Let arg z2 = CPl and let LI have an inclination of(/). Now,
Also, by (1), (2),. (3), and the definition of ~I, and cP, z2 z2 in the rever se case to figure 1. 6, we would also achieve a contradiction. Hence, our 1; as defined by (1) must belong to R.
We are now in a position to prove theorems 1. 2, and 1.3. 
We will prove that every solution of the equation (2) Proof. As in theorem 1. 2, zl and f(zl) will again both be10ng ~o R.
Since R is convex, 1. lies within R, and hence within .D.
We denote the convex hull of fI (1. ) by S. By the mean value theorem, there exists a point C € S such tba t
1 · z .
1 By (1) and (3),
Since f(zl) t-zl' C = -1. This completes the proof.
. zl =exp 3 is a fixed point. of exact order~. Also f(zl) = exp 3.
The points .zl and f(zl) are the two fixed points of order 2 of f, and 1,1 i8 the 1ine segment joining them. (see figure 1.8 ) .
e, -,
J.L.AN.JL-
The function fi(z) = 2z maps the line segment 1,1 into the line segment, 1, 2'" in. the w plane, which joins the point 2 exp ( ~1TÏ) = -1 +. [3 i to the point 2 exp ( 4~) .= -1 -.[3 i. The convex hull containing fI (.\) = 1, 2 is line segment 1, 2 which contains the point -1.
-17 -. We note that f(z) = z2 is a polynomial which maps a bounded domain D, defined by 1 z 1 < l, into itself. f(z) has two fixed points 0, and 1, and only the former point belongs to D.
Neither of the two fixed points of order 2 belongs to D. We do not know if a polynomial exists, of degree greater than 1, which maps a bounded domain D into itself, and which has all of. its fixed points of one particuh~.r order be10nging to D. However, in chapter 2 we shall prove a much weaker theorem, which we will • This is also true even when f is a polynomial similar to z2 -!. provided that n ~ 2.
[The polynomial f(z) = z2 -~ has two fixed points. -î 3 and 2. times).
f 2 has only these same two fixecl points. Proof. We require the following lemma: [5] .
If an analytic function f maps a bounded domain D into itself, then at each iixed point z of f that lies within D, 1 fI (z ) 1 ~ 1.
o . Let f be defined on a set D. If f maps D into itself, then the number of dist.inct fixed points of order n of f is either infinite or a multiple of n.
Proof~
Since the proof is obvious1y true for n = 1. we will assume n > 1. Suppose a is' a fixed point of order n. That is, f {a} = a n but f.{a} :j. a for j < n. We will show that
is a1so a fixed po:;,nt of order n.
From (1) and (2):
It remains to show that t 'has order n. Suppose t has exact order' d < n. Thus, fd(t) = t (3) and n -d ~ 1. Then by (l), (2), ~n4 (3), (and. for the case n -d = 1 reca11ing the definition that f (x) = x ), we have: o = f l(t) = f l(f(a» = f (a) = a.
nnn
Then a wou1d have order n -d ~ l, which is a contradiction arising --25 -from our assumption that t has order less than n.
We have just shown that if a is a fixed point of a given order, then iteration, to produce f(a), doesnot change the order.
Thus the set S = [a, f(a), f 2 (a), •. " f l(a)} contains n dis-. a ntinct fixed points of order n. that the fir st k of the r sets were disjoint, and that each of the last (r -k) of the r sets were identical to one of the first k sets. Then
U~=l Sai comprises aU of the distinct fixed points. Further, , since each of the sets Sa. contains n elements, the number of distinct l .
fixed points of or der n is kn. This completes the proof of the theorem.
Applications of Theorem D.
(1) We can irrunediately modify ~akerl s theorem to read:
Let f be a polynomial of degree d > 1. If f is not similar to 2 3 z -"4' then f has at least n distinct fixed points of exact order n for all n = l, 2,... This is also true even wh en f is a polynomial similar to z 2 -!' provided that n ~ 2. to that of theorem D.
Applications of Theorem E.
(1)
As an immediate corollary, we have: into D, and the derivative of the k th iterate of f, namely f k is one-to-one.., ,then f has no fixed points of ~rder k > 1.
(2)
Suppose that z is a multiple fixed point of or der n of f. o
That is, z is a root of the equation f (z) -z = 0 with multio . n plicity greater than l, but f.{z ) -:f z for j < n; hence fi (z ) = 1. contains C and which i5 disjoint from (t 2 , t 3 ). But then F would map part of (1;:-E, 1;:.+ E') into arc (w 2 ' w 3 ), and hence F would not be one-to-one on J-. 'l'herefore 1;: equals one of t 2 and t 3 . 
