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In this paper we show that a continuous function on a compact metric space ex-
hibits distributional chaos as introduced in [B. Schweizer and J. Smtal, Trans. Amer.
Math. Soc. 344 (1994), 737754] and elucidated in [B. Schweizer, A. Sklar, and J.
Smital, to appear] if the function has either a weaker form of the specication prop-
erty (see [M. Denker, C. Grillenberger, and K. Sigmund, Springer Lecture Notes
in Mathematics, Vol. 527, Springer-Verlag, New York/Heidelberg/Berlin, 1976]) or
the generalized specication property introduced in [F. Balibrea, B. Schweizer, A.
Sklar, and J. Smtal, to appear]. In particular, any Anosov diffeomorphism is distri-
butionally chaotic, regardless of the fact that in this case the trajectories of a.e. pair
of points exhibit regular, non-chaotic behavior. ' 2000 Academic Press
1. INTRODUCTION
Distributional chaos, as introduced in [10], is a very strong form of
chaotic behavior that implies but is not implied by other previously in-
1 The essential part of the paper was written when the authors were Visiting Professors
at the Universita degli Studi di Milano in Italy. The research was supported, in part, by the
Grant Agency of Czech Republic, grant 201/97/0001. Support of these institutions is gratefully
acknowledged. The authors thank the referees for their helpful remarks and suggestions.
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troduced notions of such behavior and, unlike these other notions, is stable
under small perturbations. In particular, in the class of continuous func-
tions mapping a compact real interval into itself, the class of distribution-
ally chaotic functions coincides with the subclass of functions with positive
topological entropy (for a discussion of these and related points, see [11]).
In more general spaces distributional chaos may be not related to positive
topological entropy since there are minimal systems with zero topological
entropy which exhibit distributional chaos (cf. [6] or [7]) and, on the other
hand, a very recent result shows that there is a system with positive topo-
logical entropy which is not distributionally chaotic.
In this paper, after dening distributional chaos, we prove that each of
two conditions is sufcient for the existence of distributional chaos. The rst
(in Theorem 1) relates distributional chaos to the well-known specication
property and the second (in Theorem 2) to the generalized specication
property introduced in [1].
Throughout this paper, S; d will be a compact metric space with no iso-
lated points, and f will be a continuous function, not necessarily a home-
omorphism, from S into S. For any x in S and any positive ; Bx;  will
denote the closed ball with center x and radius , i.e., the set of all y in S
such that dx; y ≤ . The trajectory (under f ) of a point x in S is the se-
quence f ix for all non-negative integers i, where f i, as usual, denotes
the ith iterate of f . Again, as usual, the ω-limit set ωf x of x is the set of all
y in S such that each neighborhood of y contains a point f ix for arbitrar-
ily large i. A cycle of order 1 is simply a xed point of f , i.e., a point x such
that f x = x, while a cycle of order n > 1, or ncycle, consists of n distinct
points x1; x2; : : : ; xn such that f x1 = x2; f x2 = x3; : : : ; f xn = x1. A
periodic point is a point in a cycle; if the cycle has order n then n is the
period of the periodic point. Finally, a compact neighborhood is a compact
subset of S with non-empty interior. If a point x is in the interior of a
compact set, then the set is a compact neighborhood of x.
2. DISTRIBUTIONAL CHAOS
Given the metric space S; d, the function f , and points x; y in S, we
follow [10] and [11] and dene the sequence δxy by
δxyi = df ix; f iy; for i = 0; 1; 2; : : : :
Then for any positive integer n and any real number t, we dene ξx; y; t; n
to be the number of members of the set
δxy0; δxy1; : : : ; δxyn− 1
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that are less than t. Clearly ξx; y; t; n = 0 for t ≤ 0, while for t > 0,
ξx; y; t; n can have any integer value from 0 to n, inclusive. Therefore, we
can dene a function F nxy on R, the set of real numbers, by
F
n
xy t = 1
n
ξx; y; t; n;
and this function will be a distribution function, i.e., a nondecreasing func-
tion on R whose values lie in the unit interval 0; 1. In fact, F nxy is a rather
special kind of distribution function; it is a step-function that actually as-
sumes the value 0 (for t ≤ 0) and the value 1 (for t greater than the nite
diameter of the compact set S).
We now dene two more functions, Fxy and F∗xy , by
Fxyt = lim inf
n→∞ F
n





It is not difcult to show that both Fxy and F∗xy are distribution functions,
with Fxy ≤ F∗xy for all t in R. In particular, for y = x, we immediately have
Fxyt = F∗xyt = h0t for all real t; (1)
where h0 is the distribution function dened by h0t = 0 for t ≤ 0 and
h0t = 1 otherwise. It is also not difcult to show that (1) holds for all
pairs x; y of points in S if f is a contraction map. We now make the
following
Denition 1. If there exist points x; y in S and an interval J of positive
length such that
Fxyt < F∗xyt for all t in J;
then we say that f exhibits distributional chaos or is distributionally chaotic.
Before moving on to the following sections, in which we establish con-
ditions that guarantee the existence of distributional chaos, we have two
remarks: First, in most cases of distributional chaos, there are pairs x; y
of points and a positive number t0 such that Fxyt0 < 1, so Fxyt < 1 for
all t in 0; t0, while F∗xy = h0, so F∗xyt = 1 for t in 0; t0. It should be clear
that such a pair x; y constitutes a scrambled set (in fact, a t0scrambled
set), which means that in this case (which includes the situation when S is
a compact real interval and d is the usual distance), distributional chaos
implies chaos in the sense of Li and Yorke, but not conversely (see [8, 10]).
Second, distributionally chaotic behavior must be sharply distinguished
from ergodic behavior for the following reasons: It has been shown [9,
Sect. 11.1] that if M is a separable metric space endowed with a probability
measure P dened on a σ-algebra that contains the Borel sets of M and if
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the function f from M into M is measure-preserving with respect to P , then
Fxy = F∗xy for almost all pairs x; y in M ×M (endowed with the product
measure P2). Thus if f is measure-preserving, then almost all pairs of points
in M ×M are non-chaotic. If, in addition to being measure-preserving, f
is strongly mixing with respect to P , then there is a unique distribution
function Gf such that Fxy = F∗xy = Gf , for almost all pairs x; y. Thus,
almost all pairs are not only non-chaotic, but are non-chaotic in exactly the
same way. In a statistical sense, this is extremely orderly behavior.
3. DISTRIBUTIONAL CHAOS AND SPECIFICATION PROPERTIES
In this section we show that, under fairly general circumstances, either
one of the two conditions below implies distributional chaos. The rst con-
dition was introduced by Bowen in [3] and can be dened as follows (cf.
also [5], [2], or [4]):
Denition 2. A function f mapping a metric space S; d into itself
has the specication property if, for any δ > 0, there is a positive integer
µδ such that for any integer s ≥ 2, any set y1; : : : ; ys of s points of S,
and a sequence
0 = j1 ≤ k1 < j2 ≤ k2 < · · · < js ≤ ks
of 2s integers with jm+1 − km ≥ µδ for m = 1; : : : ; s − 1, there is a point
x in S such that, for each positive integer m ≤ s and all integers i with
jm ≤ i ≤ km,
df ix; f iym < δ; (2)
and
f nx = x; where n = µδ + ks − j1: (3)
While many functions are known to have the specication property (see
[5] and Corollary 2 below), it is still not known, for example, whether or
not all restrictions of continuous functions on compact intervals to basic
sets (maximal ω-limit sets that support positive topological entropy; see [2])
have this property. This situation was alleviated in [1], where a condition
was introduced that is implied by the specication property, and was shown
to hold for all restrictions (to basic sets) of continuous functions on compact
intervals. This condition is given by:
Denition 3. A function f mapping a metric space S; d into itself has
the generalized specication property if, for any δ > 0 and any η > 0, there
is a positive integer K such that, for any integer s ≥ 2, any set y1; : : : ; ys
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of s points of S, and any sequence 0 = k0 < k1 < k2 < : : : < ks of s + 1
integers with km+1 − km > K for m = 0; : : : ; s − 1, there is a point x in S
such that
f 2ksx = x; (4)
and for all positive integers m ≤ s,
#iy km−1 < i ≤ km; df ix; f iym ≥ δ < km − km−1η; (5)
and
#iy km−1 < i ≤ km; df ks+ix; f ks+iym ≥ δ < km − km−1η; (6)
where #E is the cardinality of the set E.
Actually, we do not need the full force of these notions to obtain our
results. In particular, we only need the special case of either denition in
which s = 2 (this special case of Denition 2 is sometimes called the weak
specication property; cf. [5, p. 193]). And for the specication property, we
can even dispense with the periodicity condition (4) in Denition 3. This
is why we have two separate theorems below instead of using the fact that
the specication property implies the generalized specication property to
get by with one.
Theorem 1. Let S; d be a compact metric space with no isolated points,
and let f be a continuous function from S into itself with at least 2 disjoint
cycles. If, in addition, f satises all the conditions of Denition 2, in the special
case s = 2, with possible exception of the periodicity condition (3), then f is
distributionally chaotic.
Proof. Take y to be a point in one of the cycles of f and z to be a
point in a different cycle of f . We now go through the following recursive
procedure, beginning with:
Stage 1. Choose a positive number δ0, and apply Denition 2 with δ =
δ0, s = 2, y1 = y, y2 = z, j1 = 0, k1 arbitrary, j2 = k1 + µδ0, and k2 an
integer l1, that is a multiple, by an integer q ≥ 2, of j2, to obtain a point
x1 that satises (2). And since f and all its iterates are continuous, and
therefore, by the compactness of S; d, uniformly continuous, it follows
that there is a positive number δ1, which can be taken to be ≤ δ0/2, such
that every point in the closed ball Bx1; δ1 with center x and radius δ1
also satises (2). Note that Bx1; δ1 is a proper subset of Bx1; δ0. This
completes Stage 1.
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Stage n for n ≥ 2. Several items, including a point xn−1, a positive num-
ber δn−1, and an integer ln−1 are available from stage n− 1, as well as the
integer q ≥ 2 from Stage 1. Now apply Denition 2 with δ = δn−1; s = 2,
y1 = xn−1; y2 = y if n is even, y2 = z if n is odd, j1 = 0; k1 = ln−1; j2 =
ln−1 + µδn−1, and k2 = ln = qnj2 to obtain a point xn that satises (2).
It follows that there is a positive number δn, which can be taken to be
≤ δn−1/2, such that every point in Bxn; δn also satises (2); and Bxn; δn
is a proper subset of Bxn−1; δn−1. This completes Stage n.
This recursive procedure thus yields a nested sequence Bxn; δn of
non-empty closed sets. There is therefore at least one point common to all
the sets Bxn; δn. Let x be such a point, and consider the (sub)sequence
F
ln
xy of distribution functions. As n increases through even values, F
ln
xy
clearly approaches F lnyy = h0, while as n increases through odd values, F lnxy
approaches F lnzy , a function that is strictly less than h0 on an interval whose
length is at least as large as the minimum distance between the disjoint
cycles containing y and z. It follows that Fxy 6= F∗xy , so f is distributionally
chaotic and the theorem is proved.
Since the full specication property implies that periodic points of f are
dense in S, which in turn means, in spaces with no isolated points, that f
has not only 2, but innitely many cycles, an immediate consequence of
Theorem 1 is:
Corollary 1. If S; d is a compact metric space with no isolated points
and f is a continuous function on S with the specication property, then f is
distributionally chaotic.
Since any Anosov diffeomorphism on a compact metric space has the
specication property (cf. [5, Sections 23 and 24), this corollary in turn
yields:
Corollary 2. If f is an Anosov diffeomorphism on a compact metric
space, so in particular, if f is a hyperbolic automorphism of the n-torus, then
f is distributionally chaotic.
Thus for any Anosov diffeomorphism there will be chaotic pairs x; y
such that Fxy < F∗xy . But an Anosov diffeomorphism is strongly mixing [5,
Sect. 23], which means, as noted above that there is a xed distribution G
such that Fxy = F∗xy = G for a.e. pair x; y. In general, G will be quite
different from either the upper distribution function F∗xy or the lower dis-
tribution function Fxy of any chaotic pair x; y. This is illustrated by the
following
Example 1. For any hyperbolic automorphism of the 2-torus there are
chaotic pairs x; y such that the functions Fxy and F∗xy are F∗xy = h0, while
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2 < t ≤ 12
√
2,
Fxyt = 0 or Fxyt = 12 or Fxyt = 23
(we can specify which alternative will held for any particular automor-
phism). On the other hand, the mixing distribution function G, which
is the same for all hyperbolic automorphisms of the 2-torus, is given by





4t2 − 1+ 4t2 arcsin 12t − pit2 for 12 < t ≤ 12
√
2:
Note that Fxy and F∗xy are step-functions, while G is absolutely continu-
ous, and that regardless of which of the 3 possible functions Fxy we take,
we have
Fxyt < Gt < F∗xyt for all t ∈ 0; 12
√
2:
As for the generalized specication property, we have:
Theorem 2. If S; d is a compact metric space with no isolated points,
and f is a continuous function on S that has the generalized specication
property and has at least two disjoint cycles, then f is distributionally chaotic.
The proof of this theorem follows the same lines as the proof of
Theorem 1, so need not be given in detail. The only signicant differ-
ences between the arguments here and those in the previous proof are the
following:
There is an extra positive number η here, which has to be accounted
for. But this can be taken care of, for example, by making, at each stage,
ηn = δn.
In Stage 1, instead of k1 being completely arbitrary, we must choose
k1 > K, where K is the integer that depends on δ0 and η0 = δ0.
At Stage n (n ≥ 2), it may very well happen that the integer K
obtained from δn−1 and ηn−1 = δn−1 is greater than the integer ln−1, the
total number of iterations of f contained in Stage n − 1. If this happens,
then we replace ln−1 by tn−1ln−1, where tn−1 is the least integer such that
tn−1ln−1 > K. We can do this without disturbing the argument because (4),
(5), and (6) together show that for any non-negative integer t, we have
#iy km−1 < i ≤ km; df tks+ix; f tks+iym ≥ δ < km − km−1η:
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