Abstract: This paper introduces a new optimization heuristic for the robustification of critical inputs under consideration in many problems. It is shown that it allows to improve significantly the quality and the stability of the results for two classical financial problems, i.e. the Markowitz' portfolio selection problem and the computation of the financial beta.
Introduction
Many financial applications rely on strong assumptions on statistical distributions. Often, critical inputs of financial models are simply the first moments of these distributions. It is well known that the quality of the estimations of these parameters may lead to large variations of the outputs; see e.g. Chopra and Ziemba (1993) or Chen and Zhao (2002) for mean-variance problems. Basic examples in Section 2 show that opposite financial conclusions could be drawn only by pertur-bating one simple historical input. Therefore, since only one gross error in data or one atypical event may lead to the breakdown of the classical mean and covariance estimators, one can wonder whether the results of optimization problems in finance based on these estimators are meaningful. This is the initial motivation of our work: robustify the inputs in order to improve the significance of the outputs; especially in finance.
In this paper, we suggest to turn to robust statistics to compute better estimates of location and scatter. Robust estimators, while usually preserving the basic properties of their classical counterpart, should be able to resist to atypical observations and detect them. We will focus here on the Minimum Covariance Determinant robust estimator introduced by Rousseeuw (1985) . Its definition goes as follows. In a sample of n data points, one has to select a subsample of size h ≈ n 2 minimizing the generalized variance (i.e. the determinant of the covariance matrix based on these points). The location and scatter MCD estimates are then given by the average and covariance matrix of the optimal subsample. The MCD estimator is quite attractive: its definition is simple and intuitively appealing, while it has good theoretical properties (see Butler, Davies and Jhun 1993) . However, its computation is hard since the corresponding optimization problem is combinatorial.
The computational complexity of the MCD estimator has given rise to an active research area: Hawkins (1994) , Rousseeuw and Van Driessen (1999) , Hawkins and Olive (1999) , Bernholt and Fisher (2004) ... Indeed, an exact computation naively requiring the consideration of all the ( n h ) subsamples in order to select the best one would be infeasible even for relatively small data sets. Up to now, no exact algorithm is able to deal with real size problems. We have to resort to heuristics. The two most famous ones remain the FASTMCD algorithm of Rousseeuw and Van Driessen (1999) and the Feasible Solution Algorithm of Hawkins (1994) , improved by Hawkins and Olive (1999) . We however know that the current heuristics usually do not reach the global optimum for most real-size problems and therefore different approaches, also originating from Operational Research as Branch and Bound, Simulated Annealing, Tabu Search or Neural Networks, have been considered (see e.g. Agullò 1998 , Todorov 1992 and Woodruff 1996 . This is the second motivation of our work: develop a more efficient approach and compare it to the main competitors.
The combinatorial definition of the MCD estimator seems to prevent the design of algorithms taking advantage of smoothness properties. Indeed, heuristics presented in the literature are mainly based on classical combinatorial methods. However, the relaxation strategy proposed by Critchley et al (2009) and Schyns et al (2008) allows to transform this discrete and high dimensional optimization problem into a continuous and low dimensional one. Gradient information may then be used to reach an optimum. Based on these papers, a new optimization procedure called 'RelaxMCD' is presented and assessed here.
Of course, the reliability of the classical mean and covariance matrix has been under consideration for a long time. A plethora of problems have been attacked and many methods have been attempted. Some of them try to robustify directly the inputs as we do and others work on the whole optimization process (robust optimization). Among many others see e.g. Fabozzi et al. (2009), Scherer and Martin (2005) , Atkinson (2007) , Bailer and Martin (2007) , Chen and Liu (1993) , Delage and Ye (2008) , DeMiguel and Nogales (2009), Fabozzi et al. (2007) , Garlappi et al. (2007) , Goldfarb and Iyengar (2003) , Hubert et al.(2009) , Kan and Zhou (2007) , Lauprete et al. (2002) , Lutgens et al. (2006) , Mahaney et al. (2007) , Natarajan et al. (2009), Perret-Gentil and Victoria-Feser (2003) , Schen and Zhang (2008) , Tütüncü and Koenig (2004) , Zaman et al. (2001) . The reader particularly interested in the robust statistics approach, which can be applied directly to portfolio problems as well as in many other fields, could read recent general introductions as e.g. Maronna et al. (2006) , Huber (2009 ), Hubert et al. (2008 or Ronchetti (2006) . The paper is organized as follow. We first want to show how attractive a robust approach is when considering financial problems. A very basic illustration of the motivation is given in Section 2. Our new algorithm is shortly described in Section 3. The special case of the Markowitz' problem, whose inputs are mainly estimations of location and scatter of assets returns, will be briefly presented in Section 4. We will also illustrate that all heuristics are not equivalent. The performance of RelaxMCD with respect to the above mentioned competitors for computing MCD and with respect to the classical estimators is measured by means of simulations on real data in Section 5. Conclusions are provided in Section 6.
Motivation and basic examples
As explained in the previous section, faithfully computing first and second moments is of capital importance in finance. Unfortunately, the mean and the classical covariance matrix are not robust (see e.g. Donoho and Huber (1983) for a formal definition of the breakdown of these estimators). To illustrate this, let us consider the monthly returns of the S&P500 index over the 5 year period [2003] [2004] [2005] [2006] [2007] . The classical mean of these 60 observations gives an annualized return of 10%. The computation of the mean was repeated under three different hypotheses. In the first case, the observation corresponding to a huge and atypical decrease (-6.3% in one month) of the index return was deleted. In the second case, we have assumed that the sign of the lowest return was wrong and we corrected it accordingly. Note that this error is not obvious to detect by simple visual inspection since the magnitude is maintained. Finally, we have assumed that the lowest return was incorrectly encoded and replaced by its percentage value, i.e. multiplied by one hundred. The corresponding annualized mean returns are 8.4%, 12.8% and -70.3% respectively instead of 10.0%. This clearly shows that modifying only one observed monthly return over five years leads to significative variations of the mean value for the investor! The same can be shown for the covariance matrix. To illustrate this, let us look at the financial beta of a stock. The beta indicates how much the return of a stock (or of a fund) will change, on average, with respect to the market return. A beta of 1.5 means that we can expect an increase (decrease) of 1.5% of the stock return when the market return increases (decreases) by 1%. A beta of 1 implies that the changes in the stock returns are on average of the same amplitude as the market returns. The beta in itself is a useful financial measure of risk. Stocks or funds with beta lower than one, equal to one and larger than one are said to be respectively more agressive than the market, neutral and defensive. It is also used in more advanced models like the Capital Asset Pricing Model (CAPM). It is however well known in finance that it is dangerous to take decision based solely on the beta for individual stocks. Indeed, it is extremely difficult to obtain the "exact" value (the standard error is typically large) and the beta represents only a link with the market risk but does not integrate the specific risk of the stock (R-squared of the regression is usually considered as low by statisticians). Other questions such as the power of prediction or possible adjustments of the beta are beyond the scope of this section. A more formal introductory description of the financial beta and of the CAPM can be found in Brealey an Myers (2002) .
Here, only its mathematical definition is of use to illustrate the lack of robustness of variances and covariances. The beta is simply the slope of the linear regression of the stock returns with respect to the market returns. The beta of a stock i is therefore given by:
where σ im is the covariance between the stock return and the market return and σ Over the same period 2003-2007, let us focus on the Emerson Electric stock which is a constituent of the S&P500 index. We make the standard assumption that the S&P500 index represents the market and compute the raw beta. Then, similar assumptions as those explained above for the computation of the mean are considered. Results are represented in Figure 1 and in Table 1 . We first excluded one of the sixty couples of returns which looks atypical (represented by a cross in the figure) ; the corresponding regression line is given by R2 on the scatter plot. Then we made again the assumption that the sign of the lowest S&P500 return is incorrect (regression line R3) or encoded as a percentage (regression line R4). The first column of Table 1 clearly shows that the beta of the stock is very sensitive to variations in only one observation. According to only this column, we could have three differents conclusions; with respect to the regression R1, the stock is neutral while it is more aggressive with the model R2 and defensive with R3 and R4. However, the standard error on beta, indicated in the third column, is large and no definitive conclusions can be stated. β min and β max define the usual 95% confidence interval for β. Finally, it is interesting to see that the R-squared statistics is reasonnable in the two first lines of the table (especially in the second one where 57% of the total variance of the stock return changes can be explained by the market movements). The illustration with the financial beta does not use directly the covariance matrix but a ratio of two of its elements. Statisticians usually illustrate the lack of robustness of the covariance matrix by drawing 95% confidence ellipsoïds. The volume and the location of the ellipsoïd are fully defined by the covariance matrix and the mean. The main axis of the ellipsoïd corresponds to the first principal component. When applied to our data set, we observe cleary the same phenomenon. We have therefore decided to stick to the more applied financial representation.
The RelaxMCD heuristic
The definition of the Minimum Covariance Determinant estimator goes as follows. In a sample of n data points, one has to select a subsample of size h minimizing the generalized variance (i.e. the determinant of the covariance matrix based on these points). The location and scatter MCD estimates are then given by the average and covariance matrix of the optimal subsample. h is linked to the (expected) rate of contamination and may range up to ≈ n 2 . The MCD estimator is quite attractive: its definition is simple and intuitively appealing, while it has good theoretical properties (see Butler, Davies and Jhun 1993) . However, its computation is hard since the corresponding optimization problem is combinatorial.
More formally, let n denote the sample size, k the dimension and consider the data set X := (x T i ). The MCD estimators correspond to the empirical average and covariance matrix computed on a subsample of h points of X. Let 0 < m < n 2 represent the number of points not determining MCD, i.e. h = n − m. The number h is related both to the breakdown point of the MCD procedure (which is approximately n−h n ) and to its efficiency. The value yielding the maximum breakdown
] where [z] denotes the largest integer smaller than or equal to z. More reasonable values are used in practice.
An exact approach would be to consider a complete enumeration of all the ( n h ) feasible subsets of h observations. It rapidly becomes impractical with increasing problem size. The proposal is to consider a relaxation strategy as a means of embedding such discrete, high-dimensional optimisation problems in continuous, low-dimensional ones. This strategy succeeds in smoothly reformulating the problem with a concave target function. Following the notations of Critchley et al. (2009) , the MCD optimization problem may be defined as follows.
Denoting by IP n the set of all probability n-vectors. Let P represent diag(p) for any p ∈ IP n . The weighted mean and covariance matrix characterized by the weight vector p can be written as
The set over whichΣ −1 (p) is properly defined will be denoted by IP (Σ −1 ). The objective function of MCD is then
where the logarithm is taken in order to achieve concavity. This leads to the following minimization model under constraints:
under the constraints
with t(p) given by (1). The MCD estimates are then given by (x(p),Σ(p)).
While this model looks attractive, it remains hard to solve since it corresponds to the minimization of a concave function under a linear constraint. An algorithm constructed to solve this problem when t(p) is relatively smooth and concave is outlined in Critchley et al (2009) . Basically, starting at an initial point p 0 , the algorithm follows the opposite direction of the centred gradient (in order to satisfy (3)) until reaching a boundary where the value of at least one coordinate of the probability vector is fixed (according to (2)). It proceeds like this until getting to a vertex. In the following, such a vertex will often be referred to as a h-subset (this subset containing the observations corresponding with a weight p i = 1 h ). Proposition 1 derives the centred gradient corresponding to the MCD target function. Since one has to stay in IP n at each iteration of the descent, gradients need to be projected, as Proposition 1 further details. 
where
Critchley et al (2008) argue that a terminal vertex p * is not always a local minimum of the target function. They provide the following necessary and sufficient condition for such a vertex to be a local minimum:
i.e., all "excluded" observations (p * i = 0) have bigger centred gradient coordinates than "included" observations (p * i = 1/h). If (6) does not hold, swaps are applied in order to get to a local minimum. Different strategies for these local improvements are enumerated in Critchley et al (2008) . The simplest strategy, called 1-swaps, is to select and swap the two observations that correspond to respectively the minimal and maximal values of the centred gradient in expression (6). This would lead to the largest local decrease (in a subspace of dimension 2) of the objective function. This scheme can be generalised by swapping, say, pairs of observations if that still leads to a local decrease of the target function. One could think of swapping the largest possible number of observations, yielding so-called l max -swaps, or one could choose the dimension (i.e. the number of observations to swap) in order to get the biggest decrease of the objective function, yielding so-called l deepest -swaps.
It is important to note here that, even if reaching the global optimum instead of a local one is preferable, it is not required for many purposes, a "good enough" solution being good enough to fully achieve statistical objectives. Now, if the minimization performance of an algorithm may be improved while keeping a competitive computation time, this might be worth it. Schyns et al. (2008) have shown that such an improvement may be obtained when the starting points are carefully selected.
Markowitz' model
One of the main goals of this paper is to show that our robust heuristic is useful to improve significantly the results of other well known optimization processes. The problem of optimally selecting a portfolio among n assets is one of them. The most famous formulation was proposed by Markowitz in 1952 as a constrained quadratic minimization problem (see Elton and Gruber 1991 , Luenberger 1998 , Markowitz 1952 ). In this model, each asset is characterized by a return varying randomly with time. The risk of each asset is measured by the variance of its return. If the nvector x is such that x i represents the proportion of an investor's wealth allocated to asset i, then the total return of the portfolio is given by the scalar product of x with the vector of individual asset returns. Therefore, if R = (R 1 , . . . , R n ) denotes the n-vector of expected returns of the assets and C the n × n covariance matrix of the returns, the mean portfolio return is given by the expression ∑ n i=1 R i x i and its level of risk by
Of course, the same mean return can be obtained with different combinations of stocks, but the level of risk will vary accordingly. Markowitz assumes that the aim of the investor is to design a portfolio which minimizes risk while achieving a predetermined expected return, Rexp say. This (dominant) portfolio is said to be efficient. Mathematically, the portfolio optimization problem can be formulated as follows for any value of Rexp:
The first constraint requires an expected return equal to Rexp. The second constraint, called budget constraint, requires that 100% of the budget be invested in the portfolio. The non negativity constraints express that no short sales are allowed.
The set of optimal solutions of Markowitz model, parametrized over all possible values of Rexp, constitutes the mean-variance frontier of the portfolio selection problem. This frontier is usually displayed as a curve in the plane where the vertical axis describes the expected portfolio return while the horizontal axis yields its standard deviation. Figure 2 illustrates such a frontier which envelops all potentially available portfolios (while the most efficient ones are lying on it). 
Figure 2
Markowitz efficient frontier and SML One clearly sees that, using this frontier, an investor can select the best portfolio according to the risk he or she accepts to take, or, alternatively, can select the less risky portfolio corresponding to a given return.
Financial theory even allows to select the optimal portfolio on the efficient frontier. Indeed, risk-free assets characterized by a nearly null variance are also available on the market, e.g. US treasury bills. This kind of assets corresponds to a point on the vertical axis of the plane "Expected return wrt Standard-deviation". Any portfolio inside the frontier could be combined with such a risk-free asset and the resulting return would vary linearly according to the proportions of both components. The corresponding returns could be represented on Figure 2 as a line joining the risk-free asset to the point representing the portfolio. In such a basic scheme, a particular portfolio would be more appealing than the others: the one for which the line is tangent to the efficient frontier. Indeed, the tangent portfolio has a better return than one could have achieved with any other profolio corresponding to the same level of risk, or with any other combination of a portfolio located under the frontier with a risk-free asset. This line is called the Security Market Line and the tangent portfolio the market portfolio.
Computation of efficient portfolios usually relies on past data from which one basically derives an estimated covariance matrix. Atypical observations or extreme values could affect the computation of that covariance matrix and consequently, could lead to perturbed efficient portfolios. The complexity of the stock markets and the way prices are fixed imply that it is really difficult to detect (and even define) abnormal returns. However, it could be of interest to compare efficient portfolios derived on the classical covariance matrix with those based on a robust estimation of it. This suggestion simply consists of robustifying Markowitz' model in a straightforward way since Problem (7) basically relies on the estimation of multivariate location and scatter. Not surprisingly, robust statisticians have recently attacked this problem; e.g. Costanzo (2003) 
Numerical results
The relaxMCD heuristic may be used for different problems. A first very simple application would be to recompute the financial beta estimations presented in Section 2. They are provided with the R-squared statistics in the last two columns of Table 1 . Up to 5% of contamination were assumed (h = 95% of n). A very stable value of 1.28 for beta was observed in each of the four configurations. A more challenging problem is Markowitz' one. It is presented hereafter.
The monthly returns of a given set of stocks were collected from August 1992 up to August 2007. This time-period includes some dark and extreme eras for the markets like the dot.com fall and the tragic 11 September 2001. The selected stocks are those related to the technology (hardware and equipments) components of the S&P500 index, i.e. the most representative index of the US market, which are available in the Thomson financial system DataStream. Technology was chosen since it usually includes some stocks with high possible returns but large volatilities. Among the 15 selected stocks, one can find Apple, Cisco, Dell, HP, Motorola,....
An optimal allocation of the stocks in the portfolio at a given time has been determined by optimizing problem (7) with the covariance matrix computed either classically or by means of RelaxMCD, FASTMCD and FSA and using returns observed over the five year-period preceding the investment. In order to measure the performance of each approach, the returns that would have been obtained over the next four-year period (when this period was already available in the data) if one had indeed invested in the optimal portfolio were recorded. To ensure representativity and reproducibility of the results, this experiment was repeated for each month from August 1997 until August 2006, i.e. 110 times (with historical data from August 1992 and test data up to August 2007).
As performance measure, the extra wealth achieved by the robust methods with respect to the classical approach on a given time period (ranging from 1 to 4 years) was recorded. This particular measure seemed easier to interpret than the comparison of the absolute portfolio return distributions derived by the four strategies. Indeed, when a 15-year period is considered, it is easy to imagine that the investor's expectations will greatly vary from one period to another. Interpreting the absolute returns is therefore difficult: an annual portfolio return of 5% is appealing when the risk-free rate is 1% but much less so when the latter is also 5% (note that the treasury bill rate fluctuation was large over the period under consideration). The measure of performance is therefore given by
1 + ret cl where ret M CD is the return achieved after a given time period using a robust MCD approach and ret cl is the return obtained from the classical approach over the same period. When (8) is equal to 0, this means that both procedures behaved similarly. As soon as it is positive, returns derived by the robust method are better (and vice versa if it is negative).
The boxplots of Figure 3 represent the measures (8) computed on the 110 replications. The first three correspond to the performance measures computed after one year, the next three after two years and so on up to a 4-year period. One can see here that in each boxplot, the median lies well above zero while the first quartile is quite close to (but sometimes just below) zero. In words, one can say that in more than half cases, the robust approach (any of the three) leads to higher returns than the classical approach, the obtained robust returns being sometimes equal to 2 or 3 times the classical ones.
Figure 3 also shows that boxplots describing the RelaxMCD results always get the highest medians while their first quartiles are either equal or slightly higher than those obtained by the two other robust methods. As far as third quartiles are concerned, it is either RelaxMCD (for an horizon equal to 1 or to 4) which is the best or FASTMCD (for intermediate horizons). All in all, one can certainly say that RelaxMCD provides good results. Now, it is important to stress that it is difficult and sometimes misleading to interpret financial results. Lots of elements should be taken into account, e.g. returns were here negatively bounded at -100%, transaction costs were neglected, the optimal portfolios obtained by the different strategies are related to different risks,... Providing a thorough financial interpretation of the hypotheses and results is however beyond the scope of this application. The only point here is the fact that different results were derived when applying the same methodology to robust or classical covariance matrices.
While Figure 3 tells us that using RelaxMCD to compute the efficient portfolios would, in more than 50% of the cases, increase the returns with respect to the classical approach, it does not indicate how much money one could hope on average on a given period. Moreover, sometimes, the performance measure gets negative, in which case the classical approach is best. A closer examination of these negative results show that most of those corresponding to the largest horizons were obtained for investment periods starting at the end of 1998 and ending up at the beginning of 2001, while it is well known that there was a speculative bubble called "the dotcom bubble" from 1995 up to 2001 with a climax in 2000. All strategies considered
Figure 3
Extra wealth with respect to the classical approach after one, two, three and four years in this paper and based on five-year returns from this perturbed period lead to abnormal results. One could think of these cases as containing more outliers than clean data. Either classical or robust, Markowitz' approaches are too simplistic to model the resulting chaos. At the opposite, for the recent past, larger returns than ever could have been gained if one had invested in the optimal robust portfolios. The portfolio evolution, in dollars, is depicted in Figure 4 
Conclusion
In financial optimization, more emphasis is usually set on the modelisation of the problem and on the optimization techniques while the quality of the inputs is generally considered as given. However, it appears that many optimization models, in finance even more than in lots of other fields, turn out to be critically sensitive to the choice of the data sets and to the relevance of the underlying assumptions. Critical inputs are very often simply the first moments of a statistical distribution. Trivial exemples presented in this paper have shown that slight perturbations of these inputs could lead to large variation of the outputs.
When dealing with real size data sets, it is not always easy to detect and to resist to atypical or contaminated observations. Unfortunately, most of the classical statistical tools were not designed to handle such data since they assume clean inputs. They can therefore easily breakdown. We have tried to show that robust statistical approaches could help the user to detect these observations and yield reliable results. Here, we resorted to the Minimum Covariance Determinant (MCD) estimator proposed by Rousseeuw (1985) .
Unfortunately, computing the MCD estimator is a combinatorial optimization problem difficult to solve. In this paper, we have presented a new heuristic, called 'RelaxMCD', which transforms this discrete and high dimensional combinatorial problem into a continuous and low-dimensional one. Gradient information is then used to reach an optimum.
The performance of this new optimization heuristic was illustrated by considering the Markowitz' portfolio selection problem. An extensive simulation setup, based on real data, was performed to show that the returns on investment are significantly increased by this simple and elegant approach. Of course, it could be applied to other problems. We have also compared our heuristic with the two most famous heuristics already available in the literature. In each case, robust approaches outperforms the classical ones, with a slight advantage for RelaxMCD.
