In this paper we study the moduli stack of complexes of vector bundles (with chain isomorphisms) over a smooth projective variety X via derived algebraic geometry. We prove that if X is a Calabi-Yau variety of dimension d then this moduli stack has a (1−d)-shifted Poisson structure. In the case d = 1, we construct a natural foliation of the moduli stack by 0-shifted symplectic substacks. We show that our construction recovers various known Poisson structures associated to complex elliptic curves, including the Poisson structure on Hilbert scheme of points on elliptic quantum projective planes studied by Nevins and Stafford, and the Poisson structures on the moduli spaces of stable triples over an elliptic curves considered by one of us. We also relate the latter Poisson structures to the semi-classical limits of the elliptic Sklyanin algebras studied by Feigin and Odesskii. * huazheng@maths.hku.hk † apolish@uoregon.edu
Introduction
The framework of derived algebraic geometry, including the theory of derived Artin stacks (see [9] , [30] ), has become an important tool in understanding moduli spaces of vector bundles and their generalizations. In this paper we study the moduli spaces of bounded complexes of vector bundles in this context.
Our main inspiration comes from the work of Pantev-Toën-Vaquié-Vezzosi [21] , where the classical symplectic structure on the moduli spaces of sheaves over K3-surfaces discovered by Mukai is "explained" and generalized using shifted symplectic structures. Namely, they show that the derived moduli stack RP erf (X) of perfect complexes over a d-dimensional Calabi-Yau variety X has a canonical (2 − d)-symplectic structure.
In this paper we consider the derived moduli stack RCplx(X) of complexes of vector bundles over a smooth projective variety X. Our main result is that if X is a Calabi-Yau variety of dimension d then this moduli space admits a (1 − d)-shifted Poisson structure (see Theorem 3.17) . Here we use the theory of shifted Poisson structures developed in [5] (see also [15] , [16] , [25] , [27] ).
Note that for our moduli stack we consider bounded complexes of vector bundles with isomorphisms given by chain isomorphisms (not quasi-isomorphisms). Thus, it is very different from the moduli stack of perfect complexes where isomorphisms in derived category are allowed. This also makes our moduli stack to be closely related to moduli spaces of Higgs bundles, of stable pairs and triples (see [3] ) and of coherent systems (see [14] ).
Our original motivation was to "explain" natural Poisson structures on moduli spaces of stable triples and stable pairs over an elliptic curve C (see [23] ), as well as those on moduli spaces of complexes over an elliptic curve constructed by Nevins-Stafford [18] . We indeed show that the relevant moduli stacks admit 0-shifted Poisson structures which have the classical Poisson structures as their "shadows" (see Theorems 4.7 and 5.1). Note that Safronov in [26] gives a similar construction of a 0-shifted Poisson structure on the moduli stack of P -bundles over an elliptic curve, where P is a parabolic subgroup in a simple algebraic group (the corresponding classical Poisson structure was discovered by Feigin-Odesskii in [8] ).
As an additional bonus, the derived geometry point of view clarifies the picture with the symplectic leaves of these Poisson structures. Namely, we show that they can be recovered from the natural map
by considering the homotopy fibers over stacky points in the target (see Corollary 3.21). More precisely, we prove that these homotopy fibers carry 0-shifted symplectic structures. Under additional assumptions this gives a classical symplectic structure on the coarse moduli spaces of such fibers. In Sections 4.2 and 5.1 we show how this approach can be used to study symplectic leaves of the classical Poisson structures associated with an elliptic curve. In a somewhat different direction, in Section 5.2 we check that the Poisson structure on the projectivization of the space Ext 1 (L, O C ), for a degree n line bundle L on C, arising from the identification with a moduli space of stable pairs, coincides with the semi-classical limit of the Feigin-Odesskii algebras Q n,1 (C, η).
One should note that the foundations of the theory of shifted Poisson structures are not quite complete at the moment. Namely, the definition of an nshifted Poisson structure used by Spaide [27] , in terms of a Lagrangian structure on a morphism to an (n + 1)-shifted symplectic formal derived stack, is different from the definition in [5] . The proof of the equivalence between the two definitions should appear in a forthcoming paper by K. Costello and N. Rozenblyum. However, one implication of this equivalence has been already proved by Melani and Safronov [16] : they prove that an n-shifted Poisson structure in the sense of Spaide gives rise to an n-shifted Poisson structure as defined in [5] .
Our method of constructing (1 − d)-shifted Poisson structure on the moduli stack of complexes is via constructing a Lagrangian structure on a morphism to a moduli stack equipped with an (2 − d)-shifted symplectic structure. Thus, by the results of [27] and [16] , this will give a shifted Poisson structure with respect to either definition.
Moduli spaces of complexes and perfect complexes
The main purpose of this section is to briefly recall the construction of the moduli stack of objects in a dg category, due to Töen and Vaquié [31] , and to set up some notation involving dg-categories and derived stacks that will be used later.
Moduli of objects in dg-categories
Let k be a field of characteristic zero. We denote by C (k) the category of (unbounded) cochain complexes of k-modules. It carries a standard model structure ( [12, Definition 2.3.3] ). For L, M ∈ C (k) and n ∈ Z, let Hom n (L, M ) denote the k-module of morphisms f : L → M of graded objects of degree n. Then
with the differential induced by the differentials on L and M . This makes C (k) into a dg-category. The model structure and the dg-category structure on C (k) both lead to the (same) homotopy category of C (k), which carries a symmetric monoidal structure. Let T be a small dg-category over k. A (left) dg-T -module is a dg functor T → C (k). We denote the category of (left) dg-T -module by T − M od. By [12, 4.2.18] , the category T − M od can be endowed with a C (k)-model structure. Moreover, its model structure is compactly generated. For the details, we refer to [31, Section 2.1].
To any dg-algebra B over k, we associate a dg-category, also denoted by B with the unique object ⋆ such that the dg-algebra of endomorphisms of this object B(⋆, ⋆) is equal to B. We denote by 1 the dg-category with the unique object ⋆ and 1(⋆, ⋆) = k. The dg-category 1−M od is just C (k). More generally, for a k-algebra B, viewed as a dg-algebra concentrated in degree 0, the dgcategory B − M od is the dg-category of complexes of B-modules.
The category of (small) dg-categories over k, denoted by dgcat k , has a model structure [28] . Its homotopy category Ho(dgcat k ) has a natural symmetric monoidal structure, with the corresponding internal Hom denoted by RHom and the mapping spaces denoted by M ap(−, −) (see [12] for the precise definition of the mapping spaces). We consider these mapping spaces as objects in the homotopy category of simplicial sets Ho(sSet). Denote the full subcategory of T op − M od consisting of cofibrant objects, by T . The objects in 1 are precisely the projective dg-k-modules. In terms of the internal Hom, we have
Denote by T pe the full subcategory of perfect objects in T (see Definition 2.3 of [31] ). The Yoneda functor h : T → T factors through the subcategory T pe (see section 2.2 [31] ). For a dg-category T , following [31] , we consider the functor
where sk − CAlg is the category of simplicial commutative k-algebras, sSet is the category of simplicial sets and M ap dgcat k (T op , A pe ) is the mapping space of the model category of dg-categories. We denote k − CAlg for the category of commutative k-algebras. By [31, Lemma 3.1], M T has a structure of D − -stack in the sense of [9, Section 2.2].
The main theorem of [31] is the following.
Theorem 2.1. (Theorem 3.6, Corollary 3.17 [31] ) Let T be a dg-category of finite type (e.g. T is saturated). Then the D − -stack M T is locally geometric and locally of finite presentation. Moreover, for any pseudo-perfect T op -dg-module E, corresponding to a global point of M T , the tangent complex of M T at E is given by T MT ,E ≃ RHom(E, E) [1] .
In particular, if E is quasi-representable by an object x in T , then we have Remark 2.3. Theorem 2.1 is a very powerful result. However, it is rather different from the typical existence results of moduli space using representability criteria. We briefly explain an alternative construction of RP erf due to Pridham, which is a natural generalization of the classical approach. In the next section, we will use Pridham's approach to construct the moduli space of complexes. Given A ∈ sk − CAlg,Â pe is the dg-category of perfect dg-A-modules. Denote τ ≤0Âpe for the dg-category with the same set of objects and the morphisms being the smart truncation of that ofÂ pe , which is an ∞-category. Let |Â pe | be the Dold-Kan denormalization of τ ≤0Âpe , which is a simplicial category. Given a simplicial category C, define W(C) to be the full simplicial subcategory in which morphisms are maps whose images in π 0 C are invertible. In particular, W(C) is a simplicial groupoid.
For a simplicial groupoid C, taking the nerve C → BC gives an equivalence between the infinity categories of simplicial groupoids and of simplicial sets. The locally geometric D − -stack RP erf constructed by Töen and Vaquié is the functor F : sk − CAlg → sSet, defined by
Pridham gives explicit criteria for when such a functor can be sheafified into a locally geometric D − -stack ([24, Theorem 2.10]). Using this approach, Pridham has constructed various derived moduli stacks by checking the conditions of the representability theorem (see [24] ).
When T = 1, M 1 classifies the perfect complexes of k-modules up to quasiisomorphisms. We denote M 1 by RP erf . Let a, b ∈ Z be two integers with
is n-geometric and locally of finite presentation, for
is equivalent to the D − -stack of vector bundles
. .} be a perfect complex of k-module. We denote V ect gr for the classifying stack of the underlying graded objects
Note that V ect gr is equivalent to the union of the product of finitely many copies of the vector bundle stack V ect. There is an obvious morphism s : V ect gr → RP erf , mapping i V i [−i] to the corresponding perfect complex with zero differentials.
Let us denote by D − St(k) the homotopy category of D − -stacks, and by St(k) the category of (higher) stacks. Considering a commutative k-algebra as a constant simplicial commutative k-algebra gives an embedding k − CAlg → sk − CAlg. This embedding induces a truncation functor
with the left adjoint i :
which is fully faithful. One has natural isomorphisms
where Aut and Ext are computed in the triangulated category Ho(T op − M od). The construction T → M T is contravariant in T , and gives rise to a contravariant functor from the model category of small dg-categories to the model category of D − -stacks (see [31, Section 3.1] ). Moreover, it induces a functor between homotopy categories
Let F be a locally geometric D − -stack. The natural adjunction map i(t 0 (F )) → F , from the truncated stack to the derived stack, induces a map on tangent complexes and cotangent complexes
where τ ≥0 and τ ≤0 are the (smart) truncation functors of complexes. To simplify the notation, we will omit the functor i and just write this map as t 0 (F ) → F . For A ∈ k − CAlg the set of A-points of the truncated stack t 0 (F ) is given by
We define x E , the stacky point representing E, as the subfunctor of t 0 (M T ) corresponding to the subcategory of T consisting of objects isomorphic to E.
There is a monomorphism of stacks
whose tangent map is
The induced morphism on cohomology is an isomorphism for negative degree and is zero for degree zero.
Moduli space of complexes
The goal of this subsection is to construct a geometric D − stack RCplx classifying bounded complexes of vector bundles up to chain isomorphisms, and a morphism from RCplx to RP erf . Our main reference of this section is [24] .
Let us consider the ring of dual numbers k[ǫ]/(ǫ 2 ) as a graded k-algebra, where deg(ǫ) = 1. Note that a graded k[ǫ]/(ǫ 2 )-module is the same as a complex of k-modules. Thus, we have an equivalence 
This complex is given by
where m is the maximal ideal in k[ǫ]/(ǫ 2 ) and Hom gr denotes the space of degreepreserving k-linear maps. It is easy to see that the above complex is equal to End ≥0 (V ) with the standard differential [ǫ, −].
Lemma 2.5. Let K be an abelian category with all small limits and colimits. Denote A for the abelian category Ch(K). Both Ch(A) and Ch(K) are dgcategories with the standard dg-structures. Denote T ot : Ch(A) → Ch(K) for the functor that takes the total complex. Then T ot is a dg-functor.
Proof. Observe the objects of Ch(A) are precisely the double complexes of objects in K. We denote an object of C ∈ A by a chain complex . . .
Given two complexes C
• and D • , the Hom complex in Ch(A) has its n-th graded piece
) is the 0-th cycle of the Hom complex in A with dif-
) be a 0-cycle, i.e. the equations
hold. Because the differential on the total complex is d h ± d v . It follows from equation 2.3 that the natural map between the Hom complex is compatible with the differentials.
We denote the dg category of complexes of graded
). Note that it is equivalent to the dg-category Ch(Ch(k)) with vertical dg-structures. The dg-functor T ot :
) denote the category of quasi-coherent sheaves (resp. coherent sheaves) on Y × Spec A, that are flat (resp., finitely generated projective) as A-modules. Thus, objects in F proj Y (A) are precisely bounded complexes of vector bundles on Spec A. 
For A ∈ sk − CAlg, set dCART Y (A) to be the full simplicial subcategory of the category of dgM od cart (Y ⊗ L A) on cofibrant objects (see Definition 4.10 [24] ). Define a functorM : sk−CAlg → sCat by settingM(A) to be the full simplicial subcategory of W(dCART Y (A)) consisting of objects F for which F ⊗ A π 0 (A) is weakly equivalent in dgM od cart (Y ⊗ L A) to an object in M(π 0 (A)) (see [24, 4.12] ).
Pridham gives a criteria for when the nerve of hypersheafification ofM is a geometric D − stack (see [24, Thm. 4.12] ). Condition (0), (1) , (3) and (4) We denote geometric D − -stack that representsM by RCplx. By the construction, its A-points classify bounded complexes of vector bundles on Spec A. By the previous calculation of Hochschild cohomology, the tangent complex of
. We denote by q : RCplx → RP erf the morphism induced by the T ot functor. For A ∈ k − CAlg, it maps an object V ∈ F proj Y (A) to the underlying bounded complex of vector bundles on Spec A, treated as a perfect dg-A-module. For A ∈ sk − CAlg and a simplicial resolution A sim , the tangent map of q at V is the chain map
For A ∈ k − CAlg, the objects of V ect gr (A) are graded vector bundles on Spec A. The embedding of graded k-algebras k
mapping a complex to the underlying graded object. The morphism s : V ect gr → RP erf defined in the previous section is induced by the functor T ot, applying to complexes with zero differentials.
Shifted symplectic and Poisson structures
This section is the main body of the paper. We start by reviewing the notions of shifted symplectic structure, Lagrangian structure and shifted Poisson structure following [21] and [27] . Then we will prove that RCplx carries a 1-shifted Poisson structure. This result leads to the first main result of the paper (Theorem 3.17) that the moduli space of complexes of vector bundles (up to chain isomorphisms) on a d-dimensional Calabi Yau has a (1 − d)-shifted Poisson structure. In the second part, we analyze the d = 1 case in detail and prove the second main result (Theorem 3.18) that says a stacky point is Lagrangian.
Shifted Poisson structures from Lagrangian structures
Let us recall some definitions and results in the theory of shifted symplectic and Poisson structures following [21] and [27] . Let X be a derived Artin stack over k. We denote the tangent (resp. cotangent) complex of X by T X (resp. L X ). We can form the de Rham algebra DR(X) := Sym
The space of p-forms of degree n on X is a simplicial set
where L Qcoh(X) is the ∞-categorical version of the quasi-coherent category and | · | is the Dold-Kan denormalization.
The weighted negative cyclic chain complex N C w := p N C w (p), whose weight p component is
The space of closed p-forms of degree n on X is
The natural projection
is a quasi-isomorphism. An n-shifted symplectic form on X is a closed 2-form whose underlying form is non-degenerate. Definition 3.1. ( Definition 2.7 [21] ) Let Y be a derived Artin stack with an n-shifted symplectic form ω and let f : X → Y be a morphism. An isotropic structure on f is a path (homotopy) h : 0 ∼ f * ω in the space A 2,cl (X, n).
The relative tangent complex of f , denoted by T f is defined by the exact triangle
Proof. The n-shifted symplectic structure ω defines a morphism
By the isotropic condition,
factors through the map
, whose shift defines Θ h .
Definition 3.3. (Definition 2.8 [21])
We say an isotropic structure h is Lagrangian if Θ h is a quasi-isomorphism. And we denote the simplicial set of all Lagrangian structures on f by Lagr(f, ω).
The following definition of n-shifted Poisson structures is different from the one in section 3.1 of [5] . The equivalence of the two definitions was announced by Costello and Rozenblyum. In [16] Melani and Safronov prove that the definition below gives rise to an n-shifted Poisson structure in the sense of [5] .
, where Y is a formal derived stack with an (n + 1)-shifted symplectic structure ω, f : X → Y is a morphism such that X red → Y red is an isomorphism, and h is a Lagrangian structure on f .
The above definition involves the theory of formal derived stacks. We refer to section 2.1 of [5] for the details of the theory of formal derived stacks, including the definition of the reduced stack X red and the definition of the formal completion Y X .
The following lemma will be our main tool of constructing shifted Poisson structures.
Lemma 3.5. (Lemma 2.3 [27] ) Let X be a derived stack and Y a derived stack with an (n + 1)-shifted symplectic structure. Let f : X → Y be a map with a Lagrangian structure. Then X has an n-shifted Poisson structure given by f : X → Y X . We say X has an n-shifted Poisson structure over Y .
To produce new Lagrangian structures we will use the following result.
Lemma 3.6. Let S 1 and S 2 be two derived Artin stacks, both equipped with an n-shifted symplectic structure, and let f i : X → S i , i = 1, 2, be morphisms, such that (f 1 , f 2 ) : X → S 1 × S 2 is equipped with a Lagrangian structure. Assume also that g : L 1 → S 1 is equipped with a Lagrangian structure. Let us consider the homotopy fiber product diagram
Then the composition F → X → S 2 has a Lagrangian structure.
Proof. Let ω 1 and ω 2 be the n-shifted symplectic forms on S 1 and S 2 . Since (f 1 , f 2 ) is isotropic, we have a homotopy
where the last equality follows from the assumption that g is Lagrangian. This shows that f 2 • i is isotropic. The definition of F as a homotopy fiber product gives an identification of the relative tangent complexes
Hence, the Lagrangian structure on g induces an isomorphism
Dually we get an exact triangle
On the other hand, the Lagrangian structure on (
From this we get an exact triangle
Now applying the octahedron axiom to the composition
we get an exact triangle
Using the identification (3.2) of T i , we can identify T f2•i with the cone of the composition i
Finally, using the octahedron axiom for the latter composition we get an exact triangle
Comparing it with (3.3) we deduce the quasi-isomorphism
Let (Y, ω, f, h) be an n-shifted Poisson structure on X. Choose a quasiinverse Θ −1 h and consider the composition
In the case n = 0, taking the 0-th cohomology, we get a morphism
We call this map the classical shadow of the 0-shifted Poisson structure (Y, ω, f, h).
Remark 3.7. Definition 3.4 has a strong motivation from the classical Poisson geometry. If (X, Π) is a classical Poisson manifold, then Π : T * X → T X is a Lie algebroid. Suppose it is integrable. Then the associated symplectic groupoid is a model for the quotient stack of X by the singular foliation given by Π. Calaque, Pantev, Töen, Vaquié and Vezzosi show that the quotient is a formal derived stack with 1-shifted symplectic structure [6] , regardless whether the Lie algebroid is integrable.
Poisson structure on RCplx
First, we recall the construction of shifted symplectic structures on RP erf and V ect gr . Let us set
Note that we have g E ≃ RHom 1pe (E, E) (see Theorem 2.1), or globally
where E ∈ L parf (RP erf ) is the universal perfect complex. Similarly, we have g
. The composition of the trace map and the multiplication map
defines a 2-form of degree 2
This 2-form is clearly non-degenerate. In section 2.3 [21] , Töen and Vezzosi show the above bilinear form is the underlying 2-form of the closed 2-form Ch(E) 2 , the 2nd Chern character of the universal perfect complex E.
Theorem 3.8. (Theorem 2.12 [21] ) The closed 2-form Ch(E) 2 defines a 2-shifted symplectic structure on RP erf .
We briefly recall the proof of [21] for our convenience. The Atiyah class of E ∈ L parf (RP erf )
is the adjoint of the multiplication map
In [32] , Töen and Vezzosi gave a categorical construction of Chern character, which is a morphism of derived stacks
and its weight two piece is
Here |N C| is the simplicial set associated to N C by applying the Dold-Kan denormalization. We refer to [32] for the details of the construction of Ch.
Denote the closed 2-form Ch 2 by κ.
Composing the map 3.5 with the projection 3.1, the underlying 2-form of κ is tr(a
Observe that a 2 E : E ⊗ g ⊗ g → E ⊗ g → E is adjoint to the multiplication map g ⊗ g → g. Therefore the underlying 2-form of κ is equal to 1 2 tr • m. As an abuse of notations, we will use κ to denote both the closed 2-form and its underlying bilinear form 3.4 (multiplying by 1/2).
Let (E i ) i∈Z be the universal object in L parf (V ect gr ). We define bilinear forms
By the identification V ect ≃ n BGL n and section 1.2 [21] ,
defines a 2-shifted symplectic structure on V ect gr . Indeed, this follows from Theorem 3.8 by interpreting α as −s * κ, where s is the map from V ect gr to RP erf defined in section 2.1.
Combing these two constructions,
defines a 2-shifted symplectic structure on RP erf × V ect gr . Recall that we have morphisms p, q and s between D − -stacks:
Here if E be a bounded complex of vector bundles . . .
. Note that the above triangle is not commutative.
By abuse of notation we denote the pull-back of the shifted tangent complex
where σ ≥0 is the stupid truncation of complexes, and we have natural morphisms
with q, p being the morphisms of D − -stacks in 3.6.
Remark 3.9. Although RP erf is strictly speaking not a derived Artin stack, symplectic structure can be anyway defined. We refer to [21, section 2.3] for the explanation of this technical point.
Theorem 3.10. There exists a Lagrangian structure on f .
Proof. We split the proof to two steps. First, we show that there exists a homotopy h : 0 ∼ f * ω. This is a property of the closed 2-form. In the second step, we check that the induced map Θ h is a quasi-isomorphism. This is a property of the underlying 2-form.
To prove the existence of a homotopy h : 0 ∼ f * ω, it suffices to show that f * ω represents the zero class in π 0 (A 2,cl (RCplx, 2)). Consider an alternative morphism of
The key observation is
Observation (1) is clear. Observation (2) follows from the functorial property of Chern character with respect to the exact triangle. We refer to [32] for the proof of this statement. Then
This finishes the proof of the first part. We pick any path 
Remark 3.12. It would be interesting to figure out whether π 1 (A 2,cl (RCplx, 2), 0) vanishes or not. If it does not vanish then non-homotopic paths might give different isotropic structures.
From Theorem 3.10 and Lemma 3.5, we get the following important corollary.
Theorem 3.13. The derived stack RCplx has a 1-shifted Poisson structure.
Using the techniques developed in [21] , we can pull back the Poisson structure constructed in Theorem 3.13 to the mapping spaces with Calabi-Yau source.
For
for the derived mapping stacks between X and Y . For its precise definition, we refer to section 2.2.6.3 of [9] . There is a natural evaluation map
A very useful technique to construct new shifted symplectic structure out of a given one is by pulling back the shifted symplectic form via ev and integrating along the fiber. For this to work, one needs some additional structures on X called O-compactness and d-orientation. The definition of O-compactness and d-orientation can be found in section 2.1 of [21] . We just remark that a smooth projective Calabi-Yau d-fold X is O-compact with d-orientation. The choice of a d-orientation [X] is equivalent with a choice of the isomorphism ω X ∼ = O X .
We recall one of the main results in [21] . The construction of the symplectic form on Map(X, Y ) can be summarized as follows. The d-orientation [X] allows one to define a map [X] :
Then the symplectic structure on Map(X, Y ), denoted by [X] ω, is defined to be the composition
Using a similar idea, we may also pull back Lagrangian structure via the evaluation map. The following theorem is due to Calaque. 
that is, from Lagrangian structures on f to Lagrangian structures on f • g.
Another important result of [21] says that the intersection of Lagrangians in a shifted symplectic derived stack is again shifted symplectic. 
be a diagram of derived Artin stacks, ω be an n-shifted symplectic structure on F , and f and g be equipped with Lagrangian structures. Then the derived Artin stack X × h F Y is equipped with a canonical (n − 1)-shifted symplectic structure. In this paper, we consider the target spaces being RCplx, RP erf and V ect (or V ect gr ). For simplification, we write Z(X) for Map(X, Z). Thus, RCplx(X), RP erf (X) and RV ect(X) (or RV ect gr (X)) denote for the derived moduli stacks of complexes, perfect complexes and vector bundles (or graded vector bundles) on X, respectively. Note that RV ect(X) (or RV ect gr (X)) is derived only when dim(X) > 1.
Combining Theorems 3.10 and 3.15 we obtain the following result about moduli space of complexes on Calabi-Yau manifolds.
Theorem 3.17. Let X be a smooth projective CY d-fold. Then the natural map RCplx(X) → RP erf (X) × RV ect gr (X) has a Lagrangian structure. In particular, RCplx(X) has a (1 − d)-shifted Poisson structure.
Case d = 1
Let k be a field of characteristic zero and C be a smooth elliptic curve over k. The derived moduli space RP erf (C) classifies perfect complexes on C, i.e. isomorphism classes of objects in D b (coh C). And V ect(C) classifies vector bundles on C. In this case, there is a fairly clear understanding about the 0-shifted Poisson structure on RCplx(C). In fact, many classical Poisson structures appeared in algebraic geometry and integrable system are examples of this type. We will study them in detail in the next section.
The second main result of this section is the following.
Theorem 3.18. Let F be a vector bundle on C and E • be a perfect complex on C. Denote x E • and y F for the stacky point in RP erf (C) and V ect(C), representing E
• and F respectively (see Def. 2.4). Then the natural monomorphisms
are Lagrangian with respect to the 1-shifted symplectic structures on the target.
Proof. We consider the second map first. The pull back of the tangent complex of V ect(C) to y F , denoted by T F is quasi-isomorphic to Γ(C cos , E nd(F )) [1] , where C cos is a cosimplicial resolution of C. Here we choose the Cech model. Then Γ(C cos , E nd(F )) is the Cech complex that computes Ext i (F , F ). The 2-shifted symplectic form α ∈ A 2,cl (V ect, 2) corresponds to a morphism of graded complexes
The composition
defines a 1-shifted symplectic structure. Let G be a affine group scheme over k. We denote its Lie algebra by a. We have
When n = 1 and p = 2, π 0 (A 2,cl (BG, 1)) vanishes for degree reason. We take G = Aut(F ). Then y F is isomorphic with BG as stacks, by 2.2. The vanishing of π 0 implies that there exists a homotopy h : j * y α C ∼ 0, which shows that j y is isotropic. The tangent complex of y F is isomorphic to
. And the relative tangent complex T jy is isomorphic to
. By Lemma 3.2, we have a chain map
The Serre duality on C implies that Θ h is a quasi-isomorphism. Now we prove the first part. Denote the pull back of the tangent complex of RP erf via map j x by T E • . It is quasi-isomorphic to the shift of [1] . Recall that the 2-shifted symplectic form κ ∈ A 2,cl (RP erf , 2) is given by the weight 2 part of the categorical Chern character Ch : RP erf → |N C|. The composition
defines a 1-shifted symplectic structure.
for n = 1 and p = 2, π 0 (A 2,cl (x E • , 1)) vanishes for degree reason. So there exists a homotopy l : j * x κ C ∼ 0. The induced chain map
is a quasi-isomorphism again by Serre duality. Corollary 3.20. For a subset S ⊂ Z, let x E • , y F S and y F S denote the stacky points in RP erf (C), V ect S (C) and V ect S (C), corresponding to some objects E • , F S and F S , respectively. Denote the homotopy fiber products of the diagrams
by F x,y S and F y S respectively. Then the compositions
are Lagrangian. Hence F x,y S and F y S have 0-shifted Poisson structures.
Corollary 3.21. The homotopy fiber product F x,y of the diagram
has a 0-shifted symplectic structure.
Proof. This follows from Theorem 3.18 and Theorem 3.16.
As an analogue of the terminology in classical Poisson geometry, we call F x,y the symplectic leaves of the 0-shifted Poisson structure on RCplx(C). Note that in algebraic setting, the existence of algebraic symplectic leaves is in general not known even for smooth Poisson varieties. Corollary 3.21 provides a potential way to prove such existence.
Remark 3.22. To give a link to the classical Poisson geometry, we may assume all the stacks in the previous two corollaries are smooth schemes. Then the Corollary 3.20 claims that p and q are Casimir maps. If we further assume that the intersection of the fibers of p and q are smooth schemes, then Corollary 3.21 claims that the intersections of the fibers are symplectic leaves. We will see in the next section that Corollary 3.21 is a powerful tool to compute the symplectic leaves of many classical Poisson structures arising from elliptic curves. 4 Example one: moduli space of torsion free sheaves on P 2 and elliptic deformations
As the first application, we show that by considering 0-shifted Poisson structure constructed in the previous section in the case of certain 3-term complexes on elliptic curves one recovers Poisson structures on the moduli spaces of semistable sheaves on P 2 and their deformations, constructed by Nevins and Stafford [18] . In the case of Hilbert schemes, we use Corollary 3.21 to study their symplectic leaves. In this section, k is taken to be the field of complex number C. (1)) by H. Recall that a torsion free sheaf E on P 2 is called normalized if −rk(E) < c 1 (E) · H ≤ 0. Note that for arbitrary E there exists a unique n ∈ Z such that E(n) is normalized. The following result is well known (see [17, Lemma 2.4 
0-shifted

]).
Lemma 4.1. Let E be a normalized semistable torsion free sheaf on P 2 , then
The above lemma together with the Beilinson spectral sequence leads to the following result (see [17, section 2.1]). Let Q denote the twisted tangent bundle T P 2 (−1). Proposition 4.2. Let E be a normalized semistable torsion free sheaf on P 2 . There exists a complex of sheaves
such that a is injective, b is surjective and ker b/im a ∼ = E.
More generally, for finite dimensional vector spaces (V i ), i = −1, 0, 1, we call a complex of the form
a Kronecker complex. Two Kronecker complexes are called isomorphic if they are isomorphic as complexes of sheaves (rather than objects in the derived category). A Kronecker complex is called a monad if a is injective, b is surjective and the middle cohomology sheaf is torsion free. Let us denote the moduli stack of semistable torsion free sheaves on P 2 of rank r, degree −r < d ≤ 0 and c 2 = −n by M ss (r, d, n). By Proposition 4.2,
is an open substack of the moduli stack of Kronecker complexes on P 2 . By Lemma 4.1, the dimensions of the vector spaces V i are determined by r, d, n via the Riemann-Roch formula. For example, if we set d = 0 then the Kronecker complex corresponding to F ∈ M ss (r, 0, n) has the spaces V −1 , V 0 , V 1 of dimensions n, 2n + r, n, respectively. [18] ) Let C be a plane cubic. A Kronecker complex on C is defined to be a complex of the form
for some line bundle L of degree 3 on C. Let K be a Kronecker complex on P 2 of the form (4.1) and define L = O(1)| C . The restriction functor induces an equivalence between the moduli functor of Kronecker complexes on P 2 and the moduli functor of Kronecker complexes on C.
The above theorem follows from the observation that
In particular, if K is a monad then K C has only middle cohomology.
We can apply Theorem 3.17 to the case when X is a smooth plane cubic C. Given a degree 3 line bundle L on C and finite dimensional vector spaces V −1 , V 0 , V 1 , let y be the stacky point in V ect
at y is precisely the moduli stack of Kronecker complex on C with the data (L, V −1 , V 0 , V 1 ) fixed. Then by Corollary 3.20, we obtain 
Then the fiber F yη of the map p : RCplx(C) → V ect gr (C) parameterizes complexes on C of the form
Therefore, the moduli stack of complexes of the form K η C carries a 0-shifted Poisson structure from Corollary 3.20.
As Nevins and Stafford show, the complexes K η C are related to the monad description of semistable sheaves on the noncommutative projective planes. Let C be a smooth cubic in P 2 and L = O(1)| C . Fix an automorphism η ∈ Aut(C) given by translation under the group law. Denote the graph of η by Γ η ⊂ C × C.
Definition 4.5. The 3-dimensional Sklyanin algebra is the algebra
where T (V ) denotes for the tensor algebra of V and (R) denotes the two-sided ideal generated by R.
The above definition applies even when C is singular, though we will focus on the cases when C is smooth. By an abuse of notation, we use the same symbol η to represent the point in C that defines the translation. As η varies S η form a flat family of noncommutative algebras over the base B = C.
For fixed η the abelian category qgr(S η ) is defined to be the quotient category of the category of finitely generated (right)-S η -modules by the subcategory of torsion modules. When η is equal to the neutral element o ∈ C, S o is the graded polynomial algebra of three variables, and qgr(S o ) ≃ coh(P 2 ). We will denote by P 2 η the corresponding noncommutative projective plane such that
Such a P 2 η is called a elliptic quantum projective plane. A key fact is that coh(C) ≃ qgr(S η /gS η ) ⊂ qgr(S η ) for a central element g ∈ S η of degree 3. This allows us to define the restriction functor (−)| C as the right adjoint to the inclusion functor.
In [18] , Nevins and Stafford extended the monad construction of moduli space of torsion free sheaves on P 2 to the elliptic quantum projective planes P Proof. [18, Prop. 6.20] shows that the moduli space of semistable torsion free sheaves on P 2 η is equivalent, as Artin 1-stacks, to the moduli space of complexes of the form (4.3) with certain stability condition defined in section 6 of [18] . By Corollary 3.20, the 0-shifted Poisson structure on RCplx(C) restricts to F yη . Now let us compute its classical shadow.
be a complex of vector bundles on C. The tangent complex T RP erf (C),E is quasiisomorphic with Γ(C cos , C • ), where C • is a complex of vector bundles defined by
The tangent complex T RCplx(C),E is quasi-isomorphic to Γ(C cos , σ ≥0 C • ) [1] . We denote by g E : C → RP erf the map that corresponds to E ∈ RP erf (C). Using the general theory of mapping stacks ([21, Sec. 2.1] for details), we can identify T RP erf (C),E and T RCplx(C),E with RHom(O C , g * E g) [1] and
Clearly, g * E g and g * E p + are represented by C • and σ ≥0 C • , respectively. Recall the commutative diagram (3.6):
The morphism Θ h is induced by the bilinear form (κ, α). Let g * E κ and g * E α denote the pairings on C
• and C 0 , obtained by pulling back κ and α. There is a commutative diagram of complexes of vector bundles:
Here C ≥0 and C ≤0 are defined to be σ ≥0 C • and σ ≤0 C • , and (C • ⊕ C 0 )/C ≥0 is the mapping cone of g * E ∆. We define ad : C ≤0 → C ≥0 [1] to be the chain map
∨ is precisely the restriction of g * E κ. The degree 0 component of (g * E κ) −1 | C 0 , is equal to t := i t i , where
is (−1) i times the natural duality isomorphism. So we conclude that
This coincides with the map ψ defined by Nevins and Stafford in [18, Lem. 9.6] . Therefore,
matches the Poisson structure in [18] over the smooth locus of the coarse moduli space 2 . 
Hence, the classical shadow of our Poisson structure is a morphism ψ :
2 The construction of [18] in fact produces a morphism ψ :
, which is the preimage of the smooth locus of the coarse moduli space.
Bottacin constructed in [2] for every smooth projective Poisson surface S a canonical Poisson structure on the smooth part of the coarse moduli space of stable torsion-free sheaves over S. For S = P 2 a choice of a nonzero Poisson structure on S (up to rescaling) is same as a choice of a cubic curve C (possibly singular). For smooth C it can be checked that the Poisson structure of Bottacin coincides with the one obtained in Proposition 4.8. We conjecture that for other surfaces there is a similar relation to the 0-shifted Poisson structures on the moduli stack of complexes on C.
Conjecture 4.9. Let S be a smooth projective Poisson surface and let C ⊂ S be a smooth anticanonical divisor. Then there exists an isomorphism between the moduli stack of semistable torsion-free sheaves on S and a Poisson substack of the moduli stack of complexes of vector bundles on C, such that the 0-shifted Poisson structure descends to the Poisson structure of Bottacin over the smooth locus of the coarse moduli space.
Symplectic leaves of
In this section we discuss the symplectic leaves of M ss η (r, d, n). As before, we consider normalized sheaves, i.e., assume that −r < d ≤ 0. Then M ss η (r, d, n) can be identified with the moduli space of semistable Kronecker complexes
for an appropriate stability conditions defined in [18, Sec. 6] . It is equipped with a 0-shifted Poisson structure via the identification of M
. Since a semistable Kronecker complex has only middle cohomology, the map q : F y → RP erf (C) restricts to the map q : M ss η (r, d, n) → coh(C) sending a Kronecker complex to its middle cohomology sheaf. For a sheaf H ∈ coh(C), we denote by F H the homotopy fiber of the stacky point represented by H.
As M s η (r, d, n) is smooth, we expect that the symplectic leaves of M s η (r, d, n) should descend to symplectic leaves for the classical Poisson structure on the coarse moduli scheme M s η (r, d, n). This is indeed the case assuming the coarse moduli space of a symplectic leaf is smooth.
For simplicity, we denote M where x H is the stacky point corresponding to H ∈ coh(C). Assume F H is non-empty and the coarse moduli scheme F c H of F H is smooth. Then the 0-shifted symplectic structure on F H from Corollary 3.21 descends to a classical symplectic structure on F c H .
Proof. An important fact is that even though M s is un-derived (see the proof of Proposition 4.8), the homotopy fiber F H carries a nontrivial derived structure. Given F ∈ M s , the exact triangle of the tangent complex of the homotopy fiber product implies that H −1 (T FH,F ) ∼ = C and gives a long exact sequence
The existence of a 0-shifted symplectic structure on F H implies that H 1 (T FH,F ) ∼ = C. In fact, we may identify H 1 (T FH,F ) with the tangent space of the Picard stack P ic(C) at det(H), so that the map Ext
The proof of the fact that the 0-shifted symplectic structure descends to F c H is similar to the proof of Proposition 4.8. We simply observe that F H is a G m -gerbe over F c H , and hence, the classical shadow of the 0-shifted symplectic structure on F H descends to F [n] . An object in M s is a right ideal of S η . By the proof of Theorem 4.6, the isomorphism classes of ideals I of c 2 = −n are in one to one correspondence with the isomorphism classes of stable Kronecker complexes of the form
Furthermore, by [18, Lemma 2.6], we have
where D is divisor of a degree l and T is a torsion sheaf of length l. Let
It is easy to see that the endomorphism ring of [n] it suffices to compute the image of the map q :
Here is a partial result in this direction. Let us fix a neutral point o ∈ C and denote by k · η the kth multiple of η in the group law of C. [n] → coh(C) factors through coh
Assume that F H is non-empty and smooth. Then F H has dimension at most 2n − 2l and there is a rational equivalence of divisors
Proof. Consider the long exact sequence of cohomology groups associated to the fiber product (4.4). The dimension of F H is equal to 2n + 1 − dim(Ext 
which gives the required relation between the classes of divisors.
Remark 4.12. We believe that for [n] . The next step is to determine which sheaves can occur in the image of the map q and study the geometry of the fibers. This is quite a delicate problem, which we will explore elsewhere.
As an example, let us describe the symplectic leaves of (P 2 ) [3] . Here d F is the symbol for the fiber dimension (i.e. the dimension of the corresponding symplectic leaf). The symplectic leaf is determined by fixing an isomorphism class of I Z | C . We have the following possibilities:
The 6-dimensional leaf is isomorphic to (P 2 \ C) [3] . The 4-dimensional and the 2-dimensional leaves are isomorphic to the Hilbert schemes of points on the open subset of the blow-up of P 2 at Z ∩ C obtained by removing the proper transform of C. There are two kinds of 0-dimensional leaves: those with l = 3 correspond to points in the symmetric product C (3) , while those with l = 2 correspond to points in the punctured Hilbert scheme supported on C. In this section, we prove that for the moduli space of 2-term complexes of vector bundles with appropriate stability conditions, the 0-shifted Poisson structure constructed in Theorem 3.17 specializes to the Poisson structure constructed by one of us in [23] . For a subclass of these examples, we compute the underlying Poisson brackets explicitly and show that they coincide with the semi-classical limits of the elliptic algebras constructed by Feigin and Odesskii [7] . To the best of our knowledge, the comparison between these Poisson structures has not appeared in the literature before. Let C be a complex elliptic curve. We will consider moduli spaces of triples T = (V 0 , V 1 , φ) consisting of vector bundles V i , i = 0, 1, on C and a morphism φ :
For a real parameter σ, the σ-degree and the σ-slope of T are defined by
A triple T is called σ-stable if for any proper subtriple T ′ ⊂ T on has µ σ (T ′ ) < µ σ (T ). We denote the moduli stack of σ-stable triples by M σ . It was proved in [3] that (the coarse moduli space of) M σ are smooth projective varieties for all σ.
It is clear that M σ is an open substack of RCplx(C). Let d and r be positive integers such that r < d and gcd(r, d) = 1. Now we restrict to the special case:
• V 0 = O C , V 1 is a rank r + 1 vector bundle and σ = 2d/r.
From [23, Sec. 3] we know that in this case stable triples are precisely those for which φ : O C → V 1 is an embedding of a subbundle and V 1 /φ(O C ) is a stable vector bundle (of rank r and degree d). Let us denote this moduli space by N r+1,d , and let U r,d be the moduli stack of stable vector bundles of rank r and degree d on C. We have a map q :
It is easy to check that q is a smooth map. We denote by N ξ the fiber of q over ξ ∈ U r,d . Since N ξ is obtained by fixing the first term of a complex, together with its quasi-isomorphism class, by Corollary 3.20, N ξ carries a 0-shifted Poisson structure.
Note that N ξ is a G m -gerbe over its coarse moduli space N ξ which is isomorphic to P(Ext 1 (ξ r,d , O C )). Similarly to Proposition 4.8 we see that the classical shadow of the 0-shifted Poisson structure on N ξ descends to N ξ .
Theorem 5.1. The classical shadow of the 0-shifted Poisson structure on N ξ coincides with the Poisson structure defined in [23] .
Proof. In the proof of Theorem 4.7 we have calculated that the morphism Π h associated with our 0-shifted Poisson structure is equal to ad•t. This is precisely the chain map that induces the Poisson structure in [23] (see [23, Sec. 6] ).
Semi-classical limit of Feigin-Odesskii algebras
Now we are going to recall the definition of the elliptic algebras due to Feigin and Odesskii [7] . We will show that in the case when ξ is a line bundle, the Poisson structure on N ξ coincides with the classical limit of a class of elliptic algebras.
Let C ∼ = C/Γ, where Γ = Z + Zτ and η ∈ C. We denote the group of n-torsion points of C by
Consider the function For positive integers n and k such that 0 < k < n and gcd(n, k) = 1, Feigin and Odesskii defined in [7] a family of quadratic algebras Q n,k (C, η) over C. Here η is a complex parameter, which we should view as defining a point on the elliptic curve C. The degree 1 piece of Q n,k (C, η) is the space Θ n,c of global holomorphic sections of L n,c . By definition, Θ n,c consists of holomorphic functions f on C satisfying
Let H n denote the Heisenberg group of order n 3 , which is the group with generators h 1 , h 2 , ǫ and relations
Define two operators T 1/n and T τ /n on the space of C-valued functions on C by
It is easy to check that Θ n,c is invariant under T 1/n and T τ /n , and that
Thus, the assignment
defines a representation of H n on Θ n,c , in which ǫ ∈ H n acts by the scalar multiplication by ω = ω n := e 2πi n . Note that the theta function
is an element in Θ 1,0 . It is easy to check that
form a canonical basis for Θ n,
. We will use the following properties of functions θ α (see Appendix of [20] ):
The first two properties are equivalent to the following formulas for the H naction:
3)
The Feigin-Odesskii algebra Q n,k (C, η) is defined to be the quotient of the free algebra C x i : i ∈ Z/nZ by the quadratic relations
In the limit as η → 0, we get the polynomial algebra C[x i : i ∈ Z/nZ]. The semi-classical limit of Q n,k (C, η), denoted by q n,k , is this polynomial algebra equipped with the Poisson bracket {x i , x j } := lim η→0
. It follows from the relations (5.4) that for i = j,
Because the bracket is quadratic, it defines a Poisson structure on the projective space P n−1 . We call this bracket the Sklyanin bracket.
Theorem 5.2. Let ξ be the line bundle L n, n+1 2 defined above. There is an isomorphism of Poisson varieties between (N ξ , H 0 (Π h )) and P n−1 equipped with the Sklyanin bracket coming from q n,1 .
The proof of Theorem 5.2 will take up the rest of this section. For brevity we denote the Poisson bivector H 0 (Π h ) on N ξ by π. Let (U + , U − ) be an open affine covering of C. We will compute the Poisson bracket associated to π using the Cech complex and directly compare the result with the Sklyanin bracket (5.5).
Let t be a class in Ext 1 (ξ, O C ) and let
be the corresponding extension. By an abuse of notation, we use the same symbol t to denote the corresponding point in N ξ . Let E nd(V t , O C ) denote the sheaf of endomorphisms of V t preserving O C . We have an identification of the tangent space at t to the moduli space of triples with H 1 (C, E nd(V t , O C )) (see [23, Lem. 3 .1]), and the morphism Π h inducing the Poisson structure can be viewed as a morphism E nd(
in the derived category, represented by the chain map
leads to the following identification of the tangent space T t N ξ :
where the last equality is due to the fact that the maps End(
, induced by the extension class t, differ only by sign. Dually, the cotangent space T * t N ξ is isomorphic to
We will give a formula for the map π t :
. We need to lift φ ∈ H 0 (C, ξ) to an element of the hypercohomology H 1 (ξ ∨ → E nd V t ). Such a lifting is represented by a Cech 1-cocycle (ψ ± ; A + , A − ), where
Let (t + , t − , b + , b − ) be local splittings (defined over U + and U − ) of the short exact sequence 0
Note that we have
It is easy to see that then t + − t − = −ψ t a.
The function
represents the class t * (φ) = 0, where ( , ) is the natural paring between ξ and ξ ∨ . Hence, there exists f + ∈ O(U + ) and f − ∈ O(U − ) such that
Let us set A + = b + φt + and A − = b − φt − . Then we have
Hence,
This gives the way to correct A + and A − : setting
we now check that
Hence, (5.6) holds with
Note that the image of (ψ ± ; A + , A − ) in H 1 (E nd V t → ξ) is the class (sψ ± a; 0, 0). Hence, π t (φ) ∈ coker(t * ) is represented by by the Cech 1-cocycle ψ ± . So we get the formula for π t :
The kernel of
0 is the subspace of functions with zero residue. Let P − (resp. P + ) be the projection
The projection is well defined up to the addition of a constant. We may set f − = P − (f ) and f + = P + (f ). Then formula (5.7) can be rewritten as
For a different choice of constant in the definition of P − (or P + ) the formula will differ by a constant multiple of ψ t , therefore defines the same Poisson structure on N ξ . Now set ξ = L n, . As an open covering of C we take (U + , U − ), where U + = C \ D with D := { i n : i = 0, . . . , n − 1}, and U − is the union of formal discs centered at z = i n for i = 0, 1, . . . , n − 1. Note that D is precisely the zero divisor of θ 0 , which is a section of L n, Let (x 0 , . . . , x n−1 ) be the coordinates on H 1 (O(−D)) corresponding to the basis (ψ α ). We are going to write a formula for our Poisson bracket on the open subset x 0 = 0 of the projective space PH 1 (O(−D)), in terms of the standard coordinates t 1 , . . . , t n−1 , where t i = x i /x 0 . We also set t 0 = 1. Below we always identify the indices with elements of Z/nZ. Let ψ t = c∈Z/nZ t c ψ c be an element in H 1 (O(−D)) over this open subset. Then the differentials of t i , i = 1, . . . , n − 1 correspond to the basis (φ i − t i φ 0 ) of the cotangent space to ψ t . Thus, from (5.8) we get for i = 0, j = 0, {t i , t j } = tr ψ t (φ i − t i φ 0 ) − 2P + [ψ t (φ i − t i φ 0 )] · ψ t (φ j − t j φ 0 ) .
Using the fact that {t i , t j } is skew-symmetric we can rewrite this as follows:
To rewrite this further we need an explicit formula for P + (ψ α φ β ).
Thus, we have the Z/nZ-weights wt(φ α ) = wt(φ ′ α ) = −wt(ψ α ) = α, and tr kills expressions of nonzero weight. Thus, using the above computation of P + we can write for i = 0, tr P + [ψ t (φ i − t i )] · ψ t (φ j − t j ) = α =i t α F (α, i − α)tr(φ i−α (φ j − t j )ψ t ) − tr(φ Changing the summation variable in the first sum by α = j − r and in the second sum by α = i + r, we can rewrite this as {t i , t j } = r =0 t j−r t i+r F (j − r, r)tr(φ r φ i ψ i+r ) − r =0 t i+r t j−r F (i + r, −r)tr(φ −r φ j ψ j−r ) − t i r =j t r t j−r F (r, j − r) + t j r =i t r t i−r F (r, i − r)
(5.14)
The next important observation is that since our bracket on the moduli space N ξ is given by the natural construction, it is preserved by the action of the Mumford group of the line bundle ξ, which acts on the elliptic curve and on ξ, hence on N ξ = PExt 1 (ξ, O). It follows that our bracket on the projective space can be lifted to an H n -invariant quadratic Poisson bracket on the affine space Ext 1 (ξ, O). Indeed, it is well-known that the projection from the space of quadratic Poisson brackets on the affine space to the space of Poisson brackets on the projective space is surjective (see [1] , [22, Sec. 12] ). Since this projection is linear, the induced map between the subspaces of H n -invariants is still surjective. Now we use the following simple general statement. Proof. The invariance with respect to h 1 means that
C r (i, j)x i+r x j−r , for some uniquely determined constants C r (i, j) such that C r (i, j) = C j−i−r (i, j). Furthermore, the skew-symmetry is equivalent to the identity C r (i, j) = −C −r (j, i). Now the invariance with respect to h 2 gives C r (i, j) = C r (i+1, j+1), i.e., C r (i, j) depends only on the difference j −i. Thus, we can write C r (i, j) = C(r, j −i−r), which gives the first assertion. The second assertion is obtained directly from the formula
For example, for the Sklyanin bracket (5.5) with k = 1 we have
where F is defined by (5.13). Let us denote by C(α, β) M the constants corresponding to some H n -invariant lifting of our Poisson bracket on N ξ . Then by looking at the coefficient of t i t r t j−r , where r = 0, j in (5.14) we immediately see that C(α, β) M = F (α, β) for α = 0, β = 0, α + β = 0.
(5.16)
Similarly, for i = j, looking at the coefficient of t i t j in (5.14) we get 
