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Abstract
In this work we study the existence of classical solutions for a class of reaction-diffusion sys-
tems with quadratic growth naturally arising in mass action chemistry when studying networks of
reactions of the type Ai + Aj ⇋ Ak with Fickian diffusion, where the diffusion coefficients might
depend on time, space and on all the concentrations ci of the chemical species. In the case of
one single reaction, we prove global existence for space dimensions N ≤ 5. In the more restrictive
case of diffusion coefficients of the type di(ci), we use an L
2-approach to prove global existence for
N ≤ 9. In the general case of networks of such reactions we extend the previous method to get
global solutions for general diffusivities if N ≤ 3 and for diffusion of type di(ci) if N ≤ 5. In the
latter quasi-linear case of di(ci) and for space dimensions N = 2 and N = 3, global existence holds
for more than quadratic reactions. We can actually allow for more general rate functions including
fractional power terms, important in applications. We obtain global existence under appropriate
growth restrictions with an explicit dependence on the space dimension N .
Keywords: global existence of classical solutions, reaction-diffusion systems, variable diffusion coeffi-
cients, system of reversible reactions, conservation of atoms
AMS subject classification: 35K57, 35K59, 92E20, 92D25
1. Introduction
Chemical reaction-diffusion systems (RD-systems for short) consist of mass balances, often given
in terms of molar mass densities ci of certain chemical species Ai, where i = 1, . . . , P in case of P
involved chemical components. This leads to PDE-systems of the form
∂tci + div Ji = fi (i = 1, . . . , P ), (1)
where Ji is the (molar) mass flux of species Ai and the source term ri models the rate of change of Ai
due to chemical reactions.
While transport of Ai is usually mediated by several parallel mechanisms like convection, diffusion
or migration, the fluxes in (1) are commonly considered to be of diffusive type in case of RD-systems.
These diffusive fluxes are most often modeled by the classical Fick’s law, i.e. constitutive relations of
the type
Ji = −di∇ci (i = 1, . . . , P ) (2)
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are employed for this purpose, where the diffusivities di are nonnegative due to the second law of
thermodynamics [dGM84]. In (2), the di will be (complicated) functions of the system’s thermodynamic
state variables, in particular the diffusivities depend significantly on the mixture composition, i.e. on
the concentration vector c := (c1, . . . , cP ). A flux of Fickian type (2) can either model so-called
molecular diffusion caused by the random thermal motion of all molecules, or an effective diffusive
flux due to other stochastic particle motions such as random convective motions of fluid parcels in a
turbulent velocity field. In the later case one also speaks of dispersive mixing or dispersion instead of
diffusion; cf. [BB99].
We consider systems of type (1) in bounded domains Ω ⊂ RN with sufficiently smooth boundary
∂Ω under the homogeneous Neumann boundary condition
Ji · ν = 0 on ∂Ω (i = 1, . . . , P ), (3)
where ν denotes the outward unit normal to Ω. We also impose the initial conditions
ci(0, ·) = c0,i on Ω (i = 1, . . . , P ), (4)
where the initial concentrations c0,i are nonnegative and sufficiently regular, at least L∞.
One main emphasis of the present paper lies on the investigation of RD-systems from physico-
chemical backgrounds. Typical applications come from Chemical Reaction Engineering, say reactions
in liquid systems under isobaric conditions (such that no convective flow occurs) or diffusion of reactive
species into solids. There is a large amount of measurement data from such applications, showing the
dependence of the Fickian diffusivities on the concentrations; see in particular [Cus97]. Instead of going
into further details on measured dependencies, we prefer to include a brief theoretical explanation.
For such systems, the Maxwell-Stefan equations provide a more fundamental and thermodynamically
consistent approach to model diffusive multicomponent transport; cf. [Gio99], [KT93]. The Maxwell-
Stefan equations form a reduced set of partial momentum balances for the involved constituents,
relying on a scale-separation argument which is a very accurate approximation for diffusion velocities
far below the speed of sound [BD]. To avoid cases with additional migrative transport, we also assume
that the species are uncharged, which rules out certain cases with ionic species especially appearing in
aqueous solutions. Furthermore, we assume isothermal conditions to avoid thermo-diffusion processes
and, more important, severe complications due to the usually significant temperature dependence of
chemical reactions. Finally, we assume that no convective transport occurs in the mixture. In case
of a fluid system this corresponds to isobaric conditions, since any pressure gradient will cause the
mixture to flow. In the resulting isobaric and isothermal case without species-dependent body forces,
the Maxwell-Stefan equations read
−
∑
j 6=i
xj J i − xi J j
ctotÐij
=
xi
RT
∇µi for i = 1, . . . , P. (5)
Here ctot :=
∑
i ci is the total concentration, xi := ci/ctot are the molar fractions, R is the universal
gas constant, T the absolute temperature and µi the chemical potential of species Ai. Moreover,
the Ðij are the so-called Maxwell-Stefan diffusivities which are symmetric, where the latter is either
seen as a consequence of Onsager’s reciprocal relations, or can be deduced under the assumption of
binary interactions; cf. [BD]. Like the Fickian diffusivities, the Ðij are not constant but depend on the
thermodynamic state variables - especially, Ðij = Ðij(c). The set of equations (5) is complemented by
the constraint
P∑
i=1
J i = 0, (6)
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expressing the fact that diffusive fluxes are taken relative to a common, molar averaged mixture
velocity, where the latter is assumed to be zero throughout this paper. For a more complete model
with consistent coupling to the barycentric momentum balance, see [BD].
The system of equations (5) and (6) can be inverted to obtain the diffusive fluxes Ji; see [Gio99],
[Bot11]. The resulting fluxes account both for direct cross-effects due to friction between the compo-
nents as expressed by the left-hand side in (5), and for non-idealities due to complex material behavior
which enters via the chemical potentials on the right-hand side of (5). In the general case of a multi-
component system with diffusive fluxes modeled by (5) and (6), a fully coupled RD-system with fluxes
of type
Ji = −
P∑
j=1
dij ∇cj (i = 1, . . . , P ) (7)
results, where the non-diagonal diffusion matrix [dij ] depends on the composition c. Without chemical
reactions, the pure diffusion system (1), (3) – (6) is locally in time wellposed for sufficiently regular
initial data as shown in [Bot11]. But for the chemically reactive case, only first results on existence of
global weak solutions (without uniqueness) are available in [JS13] for rather restricted chemistry.
The present paper investigates the complications due to non-constant diffusivities, but possible
diffusive cross-effects are ignored. To motivate these particular class of RD-systems with concentration-
dependent diffusivities but without cross-diffusion, let us briefly discuss two important special cases
in which the Maxwell-Stefan equations can be explicitly inverted. For a binary mixture, i.e. a mixture
with two components, it follows from x1 + x2 = 1 and J1 + J2 = 0 that
J1 (= −J2) = −Ð12
RT
c1 gradµ1. (8)
The chemical potential of A1, say, is of the form µ1 = µ01 + RT ln(γ1x1) with a reference chemical
potential µ01 which only depends on pressure and temperature and the so-called activity coefficient
γ1 = γ1(x1); note that the additional variable ctot of γ1 is constant in the considered isobaric case.
This yields
J1 = −Ð12
(
1 +
x1 γ
′
1(x1)
γ1(x1)
)
∇c1, (9)
where Ð12 is a function of x1. Inserting this into (1) leads to the nonlinear diffusion equation
∂tc1 −∆φ(c1) = f(c1), (10)
where the function φ : R→ R satisfies φ′(sctot) = Ð12(s)(1+sγ′(s)/γ(s)) and, say, φ(0) = 0. Equation
(10) is also known as the filtration equation (or, the generalized porous medium equation) in other
applications. Note that (10) is locally wellposed in L1(Ω) as soon as φ is continuous and nondecreasing
which will also by used below; cf., e.g., [Vaz07]. For constant Ð12, the monotonicity of φ holds if
s→ sγ(s) is increasing. This means that the chemical potential µ1 should be a monotone (increasing)
function of x1, which characterizes systems without spontaneous phase separation.
A dilute mixture is a mixture in which one component, say AP , satisfies xP ≈ 1 and acts as a
solvent, while the other components are solutes and only appear in small concentrations, i.e. xi ≪ 1
for i = 1, . . . , P − 1. In this case the chemical potential of the dilute species is given by
µi = µ
0
i +RT lnxi.
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This leads to the diffusive fluxes
Ji = −ÐiP
RT
ctot∇xi = −ÐiP
RT
∇ci. (11)
Here the basic assumption is that interactions only occur between individual solutes and the solvent,
but not between different solutes. Hence, concerning the mixture composition, ÐiP depends only on
xi and xP . Since xP is almost constant equal 1, it is essentially a function of xi, i.e. of ci. This leads
to Fick’s law with diffusivities di = di(ci).
Combining the above prototype cases leads to a large class of mixtures in which two components
are present in large amounts, while all other components are dilute. This applies to many concrete
cases in Chemical Reaction Engineering, in which one species (e.g., water) acts as a solvent, one further
species is the main feed into the process and the other constituents are further reactants, catalysts,
initiators, intermediates or products. This case leads to diffusivities di = di(ci, cj) which not only
depend on ci, but also on at least one further cj , while still no cross-diffusion appears.
Let us note that other chemical applications as well as completely different motivations also lead to
RD-systems with concentration-dependent diffusivities. Besides reactive turbulent flows (cf. [BB99]),
let us only mention reactive transport in the underground, i.e. inside porous media (cf. [LSO96]). A
common approach to model multicomponent transport in porous media employs an extension of the
Maxwell-Stefan equations, the so-called dusty gas model. The latter is based on adding another species,
modeling the pore walls, which is immobile. For a dilute species in a porous medium this again leads
to diffusivities of type di(ci), as sketched above.
More general, system (1) can represent a set of population balances (cf., e.g., [Mur89]), in which
case ci denotes a number density of individuals of the i-th population. Then the diffusive fluxes
correspond to stochastic motions of the individuals, while additional migrative fluxes might also occur
in such situations. Again, the di will be non-constant as well as nonnegative.
Finally, it dependencies of the diffusion coefficients on other variables (like on the temperature)
are of relevance, but the evolution of these variables is not explicitly described (like in models without
energy balance to account for temperature changes), such dependencies can, in principle, be incorpo-
rated via diffusivities di = di(t, x, c) which depend also on (t, x). This is in particular used to include
seasonal effects.
The mass production terms fi involve the rate functions ri which are nonlinear functions of the
composition with superlinear growth, except in rare cases like for isomerizations of type A1 ⇋ A2.
Hence, while local-in-time existence of even classical solutions usually follows from known results on
quasi-linear parabolic PDE-systems (like the theory from [Ama89], [Ama93]), the issue of global exis-
tence of solutions can be a much more difficult one, depending on the structure of the reaction terms.
To this end, in order to have reliable information about the form of the ri at all, we focus on the case
of (networks of) elementary reactions. These are chemical reactions which run in a single step without
the formation of intermediate species. In other words, if intermediate steps occur, they have to be fully
modeled by an appropriate reaction network. In this case the rate functions for the elementary reac-
tions are accurately modeled by so-called mass action kinetics. To be more specific, the rate function
r for the single reversible reaction of type
α1A1 + . . .+ αPAP ⇋ β1A1 + . . .+ βPAP
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with stoichiometric coefficients αi, βi ∈ N0 is given as r = rf − rb with the forward and backward rates
rf (c) = kf
P∏
i=1
cαii and r
b(c) = kb
P∏
i=1
cβii ,
respectively. It is important to note that throughout this paper, the so-called irreversible limit case is
also included, i.e. we allow for kf = 0 or kb = 0.
In case of R chemical reactions, the stoichiometric coefficients are denoted αji , β
j
i , where i = 1, . . . , P
and j = 1, . . . , R. Correspondingly, the rate functions above become rfj , r
b
j . Then, the balance of molar
mass for species Ai reads as
∂tci + div Ji =
R∑
j=1
(βji − αji )(rfj − rbj).
Notice that usually many of the coefficients αji , β
j
i are in fact zero; this is why they belong to N0 =
N∪{0}. The so-called rate constants kfj , kbj are not constant but depend especially on the temperature.
Still, considering only isothermal systems, we will assume them to be constants below.
RD-systems with mass action kinetics, or more general rate functions of polynomial type, say, but
with constant Fickian diffusivities have been studied in many papers for long time. Concerning global
existence of solutions, already for constant diffusion coefficients the situation is complicated unless
all di’s are the same. A recent survey about the subject can be found in [Pie10]. Here, let us only
emphasize that the main elementary reactions which occur in chemical reaction networks are of the
form
A1 +A2 ⇋ A3 (12)
or
A1 +A2 ⇋ A3 +A4, (13)
i.e. at most two reaction partners appear on each side since (reactive) collisions of more than two
molecules are very rare events (at least for moderate concentrations). Note that we leave out reactions
of the form A1 ⇋ A2 which are considered trivial due to their linear rate functions, while A1 = A2
or A3 = A4 is allowed in the reaction mechanism (12), respectively (13). Reactions of type (12)
occur for example if double bonds are opened in halogenizations, hydrations, sulfonizations etc., while
mechanism (13) is typical for exchange reactions, where one reactant breaks into two parts, one of
them being replaced by the reaction partner. Let us also note that a reaction which is formally of type
(13) might involve an intermediate species A5, such that the elementary steps are rather
A1 +A2 ⇋ A5 ⇋ A3 +A4, (14)
instead. In this case, the reaction is build from blocks of type (12). In fact, even without occurrence of
an intermediate form A5, the reaction from A1+A2 to A3+A4 proceeds via a so-called transition state,
but the latter has a very limited life time of about 10−13s, only. Compared to any transport process
by diffusion, the transition hence is so fast that the transition state need not be separately accounted
for in the model. Indeed, the rigorous limit of the RD-system modeling (14) as the intermediate’s life
time approaches zero turns out to be the RD-system for (13); cf. [BP10].
For more information about chemical kinetics and reaction mechanisms see [Esp95].
As indicated above, the type of models considered here require small or moderate concentrations,
i.e. they loose their validity for large concentrations, especially in case of a blow-up. Therefore, the
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question whether these models have the right intrinsic structure to prevent solutions from blowing up,
is a very natural one. This is of course equivalent to the question of global existence of solutions, which
in turn comes down to find L∞-bounds for local solutions on any bounded time interval.
Global existence of solutions is known for a single reaction of type (12) in the case of constant
diffusivities. Indeed, it was shown in [Rot84] that for bounded initial data and space dimensions
N ≤ 5, the system (1), (3), (4) has a unique nonnegative classical solution, which is uniformly bounded.
Global existence and boundedness in any space dimension for smooth Ω (of class C2+α, 0 < α < 1) and
smooth initial data has been shown in [Fen91]. Both these approaches are based on semigroup theory
and hence exploit the semilinear structure. This prototype RD-system also has a particular triangular
structure for which global existence of strong solutions is proved in [Pie10] for more general systems,
for any space dimension and bounded initial data. This approach uses maximal Lp-regularity theory
(see [DHP03]) on the dual equations, and strongly relies on the linearity of the diffusion operators.
For a single reaction of type (13), still with constant diffusion coefficients, the question of global
existence of solutions has an affirmative answer only for N = 2 so far, while the physically more
interesting case N ≥ 3 is open; see [GV10], where also the Hausdorff dimension of the set of possible
singularities is estimated.
For non-constant diffusivities, the issue of global existence for such RD-systems is widely open.
The only closely related result which we are aware of is [MW04], where the case di(ci) and reaction
networks with at most quadratic terms and an appropriate triangular-type structure ("intermediate
sum"-condition) are considered and global existence is obtained in case N = 2.
In the present paper, we consider reaction networks with building blocks of type (12) and with
diffusivities which depend on time, space and composition. We obtain global existence of solutions for
initial values from an appropriate Sobolev space, the regularity index of which is optimal in a certain
sense. In case of bounded diffusion coefficients of type di(ci) and N = 3, we can relax to arbitrary
L∞-bounded initial values. The admissible space dimensions are always at least N = 3. The core
point of our approach is a thorough analysis of the RD-system with a single reversible reaction of type
(12). We first derive an initial estimate on the solutions from the conservation of the total mass for
general diffusivities, and from L2-techniques in the case of diffusivities di(ci). Since the solutions are
nonnegative and the reaction terms for some equations are linearly bounded from above, by classical
results on parabolic equations, this initial estimate may be improved for the corresponding ci. For
small space dimensions, this provides new estimates on some quadratic reaction terms, which allows to
improve the regularity for other concentrations until an increased regularity is obtained for all species.
Bootstrapping this procedure, we may estimate the solution in Lp((0, T )×Ω) for any T > 0, p < +∞,
and then in L∞((0, T )×Ω); cf. [LSU68]. Global existence then follows from a global existence criterion
due to [Ama93].
Finally, let us mention some related works, which all concern the case of constant diffusivities:
asymptotics has first been studied by Rothe in [Rot84], where it is proved that c(t) converges to a
uniquely determined homogeneous stationary state when t→ +∞. In [DF06], Desvillettes and Fellner
used the entropy method to give explicit convergence rates to the equilibrium. The present paper does
not employ entropy-like Lyapunov functionals and, hence, also applies to irreversible limits.
The fast-reaction limit kf , kb → +∞ for the RD-system (15) has first been studied in [Bot99], in
the special case when the diffusion coefficients are equal, and then in [BPR12] for the case of different
but constant diffusivities. Note in passing that the techniques developed in the latter paper carry over
with only slight modifications to the case of nonlinear diffusions of the type di(ci)∇ci. Then using the
above global existence result, Theorem 1 in [BPR12] can be extended to the case of diffusivities (17)
for space dimensions N ≤ 9.
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In Section 2, we prove well-posedness for the reaction-diffusion system associated with the reaction
A1+A2 ⇋ A3 for certain space dimensions including N ≥ 3. For clarity of presentation, some technical
details are postponed to an appendix.
Section 3 is devoted to the case of reaction networks involving P chemically reacting species
A1, . . . , AP , where chemical reactions are assumed to be of the type Ai + Aj ⇋ Ak and the total
mass of involved atoms is preserved. After re-sorting the reactions and chemical species to get a block-
triangular structure, we prove that the ideas developed in Section 2 can be adapted to this case, but
under stronger restrictions on the admissible space dimensions.
In Section 4 we focus on the quasi-linear case di(ci) and show that, for N = 3, Theorem 1 and
Theorem 2 stay valid for initial values being merely bounded and measurable. Moreover, again focusing
on N = 3, we extend to rate functions of type f(c1)g(c2) − h(c3), satisfying growth conditions of
fractional power type with appropriate conditions for the exponents.
Finally, the Appendix contains the proof of Lemma 1 and the proof of a theorem from [LSU68],
but adapted to Neumann boundary conditions.
2. The Rothe system with variable diffusivities
2.1. Global well-posedness for quasi-linear and semi-linear systems
We consider the reaction-diffusion system

∂tc1 − div(d1(t, x, c)∇c1) = −kfc1c2 + kbc3
∂tc2 − div(d2(t, x, c)∇c2) = −kfc1c2 + kbc3
∂tc3 − div(d3(t, x, c)∇c3) = +kfc1c2 − kbc3

 on (0,+∞)× Ω,
∂νc1 = ∂νc2 = ∂νc3 = 0 on (0,+∞)× ∂Ω,
c = (c1, c2, c3); c(0, ·) = (c0,1, c0,2, c0,3) on Ω, c0,i ≥ 0.
(15)
Throughout the paper, Ω denotes an open and bounded subset of RN , whose boundary ∂Ω is supposed
to be at least of class C2. The normal exterior derivative of a function c on ∂Ω is denoted by ∂νc.
As mentioned in the introduction, the system (15) represents the time-evolution of the concentration
c = (c1, c2, c3) of three chemical species taking part in the reaction
A1 +A2
kf
⇋
kb
A3,
where kf , kb ≥ 0 are the rate constants for the forward and backward reaction. Recall that kf = 0 or
kb = 0 refers to the irreversible limit case which is included. The reaction rates are modeled by mass
action kinetics, which is usually relevant for such an elementary reaction. The transport of species
is assumed to be driven only by diffusion, with mass fluxes of the type di(t, x, c)∇ci. Observe that
indirect cross-effects can occur, since the diffusion coefficients depend on all species. This simple system
is interesting since it contains most mathematical difficulties to treat the case of larger networks of
reactions of the type Ai +Aj ⇋ Ak, satisfying atomic conservation (see Section 3).
The aim of this work is to prove the well-posedness of system (15) for nonlinear diffusivities and
smooth initial data. More precisely, we assume that the diffusion coefficient for the ith species di =
di(t, x, c) depends on all the concentrations and
di ∈ C2−([0,+∞) ×Ω× R3,R+) ; ∃d > 0 such that d ≤ di, (16)
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where for k ≥ 1, Ck− is the space of (k−1) times continuously differentiable functions whose derivatives
of order k− 1 are Lipschitz continuous. The special situation when di only depends on the ith variable
(i.e. di = di(ci)) is particularly interesting since it allows to use some recent L2-techniques, which are
not available in general. In this case, we write di(ci) instead of di(t, x, c) and assume
di ∈ C2−(R,R+) ; ∃d > 0 such that d ≤ di. (17)
The first step in the proof is of course the local existence of solutions which is based on a local well-
posedness result from Amann [Ama93], where the following notion of weak solution is used: consider
the general reaction-diffusion system

∂tci − div(di(t, x, c)∇ci) = fi(c) on (0,+∞)× Ω,
∂νci = 0 on (0,+∞)× ∂Ω,
ci(0, ·) = c0,i on Ω,
(18)
where c = (c1, . . . , cP ) and fi ∈ C1−(RP ).
Definition (weak Wsp-solution). Let T ∈ (0,+∞], p > 1, p′ = p/(p − 1), s > 0 satisfying
N
p
< s < min(1 +
1
p
, 2− N
p
) , (19)
and assume c0,i ∈W sp (Ω). A weak W sp -solution of system (18) on [0, T ) is a function c = (c1, . . . , cP ) :
[0, T )× Ω→ RP such that
c ∈ C([0, T );W sp (Ω)P ) ∩ C1((0, T );W s−2p (Ω)P ),
c(0) = c0 and for all t ∈ (0, T ), v ∈W 2−sp′ (Ω), i ∈ {1, . . . , P},
〈∂tci(t), v〉W s−2p ,W 2−sp′ + 〈di(t, x, c)∇ci(t),∇v〉W s−1p ,W 1−sp′ = 〈fi(c), v〉L∞ ,W 2−sp′ .
The above definition requires slightly more regularity than the corresponding notion in [Ama93] in order
to avoid using a third function space in defining the regularity class. But solutions of the quasilinear
PDEs considered in [Ama93] are in fact more regular and, in particular, fulfil the assumptions of our
definition.
Throughout the rest of the paper, by a classical solution we denote a function that belongs to
C([0, T )× Ω) ∩ C1((0, T );C(Ω)) ∩C((0, T );C2(Ω)) and satisfies the equations pointwise.
Since we are interested in systems describing chemical concentrations, the nonnegativity of the
solutions has to be preserved. For the general system (18), it is well-kown that a necessary and
sufficient condition is the so-called quasi-positivity of the reaction terms:
Definition (quasi-positivity). A vector field f = (f1, . . . , fP ) : R
P → RP , y = (y1, . . . , yP ) 7→ f(y)
is quasi-positive if
∀i ∈ {1, . . . , P},∀y ∈ RP+, yi = 0⇒ fi(y) ≥ 0. (20)
We can now state the first main result. Throughout this paper, for any T > 0, we use the common
notation QT = (0, T )× Ω and ΣT = (0, T )× ∂Ω.
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Theorem 1. Let p > 1, s > 0 satisfying (19) and c0 ∈ W sp (Ω,R3+). System (15) has a unique
global weak-W sp solution c = (c1, c2, c3) : [0,+∞)×Ω→ R3 provided one of the following conditions is
satisfied:
(i) N ≤ 5 and the diffusivities di(t, x, c) satisfy (16).
(ii) N ≤ 9 and the diffusivities di(ci) satisfy (17).
This solution is nonnegative. It is actually a classical solution and (15) is satisfied in a pointwise sense.
Moreover
∀T > 0, ∃C = C(‖c0‖L∞(Ω)3 , T ) > 0 such that ‖c‖L∞(QT )3 ≤ C. (21)
If, in addition, di and ∂Ω are smooth, then c ∈ C∞((0,+∞) × Ω ;R3+).
Outline of the proof. According to Amann’s theory [Ama93], local well-posedness and nonnegativity
holds for (15). The solution is global provided it is bounded in L∞(QT ) for any T < +∞. The
conservation of the total mass gives a first estimate on c in L∞(0, T ;L1(Ω)P ), and actually the reaction
terms in (15) are bounded in L1(QT ). Then we use the theory of scalar parabolic equations to estimate
c in L(N+2)/N−ε(QT ) for any ε > 0. Reaction terms for c1 and c2 are (linearly) bounded above by c3,
so c1 and c2 can be estimated in a better Lp(QT )-space (p depending on N). Then the reaction term
for c3 is bounded above by c1c2, and for small enough space dimensions the previous estimates are
sufficient to improve the regularity on c3. Bootstrapping this procedure, we get estimates in Lp(QT )
for any p and whence in L∞(QT ) for any T > 0 by classical results from [LSU68]. In the special case
of diffusivities di(ci), we can directly start with estimates in L2(QT ) which allows for higher space
dimensions.
2.2. Proof of Theorem 1
Notice first that, using the rescaling
(t, x) 7→ k
f
kb
c(
t
kb
, x),
we can assume, without loss of generality, that kf = kb = 1. As mentioned above, the reaction term
in (15) satisfies the quasi-positivity assumption (20), so according to Amann’s theory (see [Ama93],
Theorems 14.4 and 15.1, [Ama89] for the proofs), (15) has a unique nonnegative weak W sp -solution c,
defined on a maximum time interval [0, T ∗), T ∗ ≤ +∞. The additional regularity properties as stated
in Theorem 1 are consequences of Theorem 14.6 and Corollary 14.7 in [Ama93].
It remains to prove that the solution is global and, according to Theorem 16.3 in [Ama93], it suffices
to prove that c is bounded in L∞(QT )3 for any T > 0. For this purpose, we first estimate the solution
in Lp(QT ) spaces for finite p. The subsequent Lemma is the main tool to improve these estimates by
a bootstrap procedure: given a bound in Lr(QT ) on the positive part of a reaction term fi, it shows
in which Lq(QT ) space ci is bounded. In the case r > 1, the resulting regularity corresponds to the
maximal Lp-regularity, possibly up to inclusion of the limit case. The proof is given in the Appendix.
Lemma 1. Let d : QT → R+ be measurable and such that d ≤ d for some d > 0. Let f ∈ Lr(QT ) for
1 ≤ r < +∞ and u be a nonnegative classical solution of
∂tu− div(d(t, x)∇u) ≤ f(t, x) in QT ; ∂νu = 0 on ΣT ; u(0) = u0 ∈ L∞(Ω). (22)
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Then ‖u‖Lq(QT ) is bounded by a constant depending only on T, d, ‖f‖Lr(QT ) and ‖u0‖L∞(Ω), provided
1 ≤ q < +∞ and (r, q) satisfies one of the following conditions:
(i) r = 1 and
{
1− 2N+2 < 1q for N ≥ 2
q < 2 for N = 1
; (ii) r > 1 and


1
r − 2N+2 ≤ 1q for N ≥ 3
1
r − 12 < 1q for N = 2
1
r − 12 ≤ 1q for N = 1
.
Step 1. The initial estimate.
Given 0 < T < +∞ with T ≤ T ∗, we estimate c on QT as follows.
For diffusivities di(t, x, c) satisfying (16):
Let r0 ∈ [1, (N + 2)/N) if N ≥ 2, r0 ∈ [1, 2) if N = 1, and let us prove that
∃C = C(T, d, ‖c0‖L∞(Ω)3) > 0 : ‖c‖Lr0 (QT )3 ≤ C. (23)
Using the homogeneous Neumann boundary conditions in (15), it is clear that
d
dt
∫
Ω
(
c1(t) + c2(t) + 2c3(t)
)
= 0.
As c is nonnegative,
∀i ∈ {1, 2, 3}, sup
t∈[0,T ∗)
‖ci(t)‖L1(Ω) ≤ ‖c0,1‖L1(Ω) + ‖c0,2‖L1(Ω) + 2‖c0,3‖L1(Ω). (24)
After integration of the first equation in (15) on QT and integration by parts,∫
QT
c1c2 =
∫
QT
c3 +
∫
Ω
c0,1 −
∫
Ω
c1(T ).
All the integrals on the right-hand side are bounded, so c1c2 is bounded in L1(QT ), and the reaction
terms in (15) are bounded in L1(QT ). Then (23) is a consequence of Lemma 1 (i).
With diffusivities di(ci) satisfying (17):
Let us prove that
∃C = C(T, d, ‖c0‖L2(Ω)3) > 0 : ‖c‖L2(QT )3 ≤ C. (25)
In this case, (15) can be rewritten as
∂tci −∆Di(ci) = ζi(c1c2 − c3) on QT ; ∂νDi(ci) = 0 on ΣT ; ci(0) = c0,i on Ω, (26)
where i ∈ {1, 2, 3}, ζ = (−1,−1, 1), Di(y) =
∫ y
0 di(s)ds. Using assumption (17), d y ≤ Di(y) for y ≥ 0.
Then (25) is a straightforward consequence of the following lemma (applied to (c1, c2, 2c3)), which
generalizes Proposition 6.1 in [Pie10] to the case of nonlinear diffusion of filtration equation type:
Lemma 2. Let T > 0, c = (c1, . . . , cP ) be a nonnegative solution of
∂tci −∆Di(ci) = fi on QT ; ∂νDi(ci) = 0 on ΣT ; ci(0) = c0,i ∈ L2(Ω,R+), (27)
where i ∈ {1, . . . , P}, fi : QT → R is measurable with
∑P
i=1 fi ∈ L2(QT ), Di : R+ → R+ and
∃d > 0 : ∀y ≥ 0, d y ≤ Di(y). (28)
Then there exists C = C(T, d, ‖∑Pi=1 fi‖L2(QT ), ‖c0‖L2(Ω)P ) > 0 such that
‖c‖L2(QT )P ≤ C. (29)
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Proof of Lemma 2. Set
W :=
P∑
i=1
ci ; W
0 :=
P∑
i=1
c0i ; A :=
∑P
i=1Di(ci)∑P
i=1 ci
; F :=
P∑
i=1
fi
and note that A ≥ d. Let t ∈ (0, T ) and integrate (27) on (0, t) to get, for i ∈ {1, . . . , P},
ci −∆
∫ t
0
Di(ci) = c
0
i +
∫ t
0
fi on QT ; ∂νDi(ci) = 0 on ΣT ; ci(0) = c0,i on Ω. (30)
Summing these equations over i yields
W −∆
∫ t
0
AW = W 0 +
∫ t
0
F on QT ; ∂ν(AW ) = 0 on ΣT ; W (0) = W
0 on Ω. (31)
After multiplication by AW , integration over QT and integration by parts, we get∫
QT
AW 2 +
∫
QT
∇(AW ) · ∇
∫ t
0
AW =
∫
QT
W 0AW +
∫
QT
(∫ t
0
F
)
AW,
which yields
∫
QT
AW 2 +
1
2
∫
Ω
∣∣∣∣∇
∫ T
0
AW
∣∣∣∣
2
=
∫
Ω
W 0
∫ T
0
AW +
∫
QT
F
∫ T
t
AW
≤ ‖W 0‖L2(Ω)‖
∫ T
0
AW‖L2(Ω) +
√
T‖F‖L2(QT )‖
∫ T
0
AW‖L2(Ω)
≤ C‖
∫ T
0
AW‖L2(Ω), (32)
where C > 0 denotes a constant depending only on ‖F‖L2(QT ), ‖c0‖L2(Ω)P , d and T . Using the Poincaré-
Wirtinger inequality,
∃C > 0 :
∫
QT
AW 2 +
1
2
∫
Ω
∣∣∣∣∇
∫ T
0
AW
∣∣∣∣
2
≤ C
(
‖∇
∫ T
0
AW‖L2(Ω) +
∫
QT
AW
)
.
Then Young’s inequality yields
∃C > 0 :
∫
QT
AW 2 +
1
2
∫
Ω
∣∣∣∣∇
∫ T
0
AW
∣∣∣∣
2
≤ C + 1
4
∫
Ω
∣∣∣∣∇
∫ T
0
AW
∣∣∣∣
2
+ C
∫
QT
AW. (33)
Letting α > 0, {W > α} := {(t, x) ∈ QT : W (t, x) > α} and {W ≤ α} := QT \{W > α}, we have∫
QT
AW =
∫
{W>α}
AW +
∫
{W≤α}
AW
≤ 1
α
∫
QT
AW 2 +
∫
{W≤α}
p∑
i=1
Di(ci)
≤ 1
α
∫
QT
AW 2 +Mα, (34)
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where we used ci ≤ α on {W ≤ α} and set Mα := |Ω|T max0≤s≤α
∑P
i=1Di(s). Choosing α = 2C,
where C is the constant from (33), we get
d
∫
QT
W 2 ≤
∫
QT
AW 2 +
1
2
∫
Ω
∣∣∣∣∇
∫ T
0
AW
∣∣∣∣
2
≤ 2C(M2C + 1).
Using ci ≥ 0 and W =
∑P
i=1 ci, this proves the desired bound on c in L
2(QT )
P .
✷
Step 2. The bootstrap procedure.
Let us prove that the maximal solution of (15) is bounded in Lp(QT ) for any p < +∞ and any T ≤ T ∗,
T < +∞. The idea is to exploit the fact that the reaction terms for c1 and c2 are linearly bounded
from above to get new estimates on c1 and c2. For small space dimensions, we get a sufficiently strong
estimate on c1c2, which is an upper bound for the reaction term for c3, such that we can improve the
estimate on c3. Then we go back to the equations in c1 and c2 and bootstrap this procedure.
Assume first that N = 1. For diffusivities satisfying (16) or (17), according to (23), c is bounded in
Lr0(QT )
3 for r0 < 2. Using Lemma 1, c1 and c2 are bounded in Lp(QT ) for any p < +∞, so c1c2 is
also bounded in any Lp(QT ) and, using once more Lemma 1, c3 is bounded in any Lp(QT ).
For N ≥ 2, let r0 > 1 be such that c is bounded in Lr0(QT )3. According to Lemma 1,
c1, c2 are bounded in Lq1(QT ), where 1r0 − 2N+2 < 1q1 ;
c1c2 is bounded in Lq2(QT ), where 2r0 − 4N+2 < 1q2 . We can choose q2 ≥ 1 provided
2
r0
− 4
N + 2
< 1; (35)
c3 is bounded in Lr1(QT ), where
2
r0
− 6
N + 2
<
1
r1
. (36)
The initial estimate is improved if we can choose r0 < r1, i.e. if
1
r0
<
6
N + 2
. (37)
Suppose r0 satisfies conditions (35) and (37). Then c is bounded in Lr1(QT )3 for some r1 > r0, which
also satisfies (35) and (37). Then it is clear that we can build by induction an increasing sequence
(rn)n∈N such that c is bounded in Lrn(QT )3 and
2
rn
− 6
N + 2
<
1
rn+1
.
Let us prove that (rn)n∈N can be built such that rn → +∞. Let 0 < ε < 6N+2 − 1r0 . We define
rn+1 > rn by
If 2rn − 6N+2 < 0 , rn+1 = rn + 1.
If 2rn − 6N+2 ≥ 0 , 1rn+1 = 2rn − 6N+2 + ε.
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Suppose that 2rn − 6N+2 ≥ 0 for all n ∈ N. Then un := 1rn ∈ (0, 1] is decreasing and satisfies
un+1 = 2un − 6N+2 + ε. This yields un → −∞, a contradiction, so there exists n0 ∈ N such that
2
rn0
− 6N+2 < 0. Then for all n ≥ n0, rn = rn0 + n − n0 and therefore rn → +∞. Consequently, c is
bounded in Lp(QT )3 for any p < +∞.
It remains to give some explicit sufficient conditions so that we can choose r0 satisfying (35) and (37):
(i) For diffusivities di(t, x, c) satisfying (16): according to (23), c is bounded in Lr0(QT )P for r0 <
N+2
N (since N ≥ 2). Hence equations (35) and (37) can be satisfied if and only if N < 6.
(ii) For diffusivities di(ci) satisfying (17): according to (25), c is bounded in Lr0(QT )P with r0 = 2.
Hence equations (35) and (37) are satisfied if and only if N < 10.
Step 3. Once we know that c is bounded in Lp(QT )P for any p < +∞, we can use a classical result
from [LSU68] on parabolic equations (see Theorem III.7.1 there and Theorem 4 below) to say that for
all i, ci is bounded in L∞(QT ). This is valid for any T ≤ T ∗, T < +∞, so using Theorem 16.3 in
[Ama93], T ∗ = +∞, i.e. c is a global solution.
✷
Remark 1.
1. In [LSU68], Theorem III.7.1 is stated for Dirichlet boundary conditions. The result also holds for
Neumann boundary conditions. For completeness and self-containment of this paper, we include
the proof for the latter case in the Appendix.
2. In [Ama93], the results we used from Chapters 14, 15 and 16 are stated for time-independent
operators. To see that they are still valid for the time-dependent case, it is sufficient to “artifi-
cially” add the time in the equations, replacing c = (c1, . . . , cP ) by c˜ = (c1, . . . , cP , cP+1) in (18),
where cP+1 satisfies ∂tcP+1 −∆cP+1 = 1 with homogeneous Neumann boundary conditions and
cP+1(0) = 0. Note that cP+1(t, x) ≡ t, then.
3. In the case of Michaelis-Menten-Henri (MMH) enzymatic reaction
A1 +A2
k1
⇋
k−1
A3
k2
⇋
k−2
A1 +A4 ; k1, k−1, k2, k−2 ≥ 0,
we are led to the equations

∂tc1 − div(d1(t, x, c)∇c1) = −k1c1c2 +k−1c3 +k2c3 −k−2c1c4
∂tc2 − div(d2(t, x, c)∇c2) = −k1c1c2 +k−1c3
∂tc3 − div(d3(t, x, c)∇c3) = k1c1c2 −k−1c3 −k2c3 +k−2c1c4
∂tc4 − div(d4(t, x, c)∇c4) = +k2c3 −k−2c1c4


on (0,+∞) × Ω,
∂νc1 = ∂νc2 = ∂νc3 = ∂νc4 = 0 on (0,+∞)× ∂Ω,
ci(0, ·) = c0,i, c0,i ∈ L∞(Ω,R+).
Similarly as in (15), the reaction terms for c1, c2 and c4 are linearly bounded above, and it is
clear that with obvious modifications in the above proof, the results from Theorem 1 also hold
for this system, whith the same space dimension restrictions. In the literature on MMH reaction
systems, the second reaction is usually assumed to be irreversible with k−2 = 0. Note that this
case is included in our analysis.
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3. Networks of elementary reactions
In this section, we suppose that P chemical species A1, . . . , AP are present, and that they are
involved in R chemical reactions of the type
Aj1 +Aj2
kfj
⇋
kbj
Aj3 , j ∈ {1, . . . , R}, j1, j2, j3 ∈ {1, . . . , P}; kfj , kbj ≥ 0.
Remark that j1 and j2 are not necessarily distinct, so that reactions of the type 2Aj1 ⇋ Aj3 are
included, as well as the irreversible reactions Aj1 + Aj2 → Aj3 and Aj3 → Aj1 + Aj2 , which are
obtained by taking kbj = 0, respectively k
f
j = 0.
As before, ci denotes the concentration of species Ai. Let (ε1, . . . , εP ) be the canonical basis of RP
and define the so-called stoichiometric vectors as αj := εj1 + εj2 , βj := εj3 and νj := βj − αj . The
stoichiometric matrix M ∈ RP×R is the matrix whose columns are ν1, . . . , νR. On the basis of mass
action kinetics, the reaction rate for the jth reaction is given by rj(c) = k
f
j cj1cj2 − kbjcj3 .
We also assume that an atomic conservation law (see [ÉT89], Chapter 3) applies: we impose the
condition
∃e ∈ (0,+∞)P : ∀i ∈ {1, . . . , R}, 〈e, νi〉 = 0, (38)
where 〈·, ·〉 denotes the scalar product on RP . Note that assumption (38) excludes chemical reactions
of the type Aj1 +Aj2 ⇋ Aj1 . Using the above notations, the creation rate of c = (c1, . . . , cP ) reads
f(c) :=


f1(c)
...
fP (c)

 =


ν11 ν
1
R
... · · · ...
νP1 ν
P
R




r1(c)
...
rR(c)

 = M


r1(c)
...
rR(c)

 . (39)
Note that the vector field f is quasi-positive. Indeed, we have for all i ∈ {1, . . . , P},
fi(c) =
R∑
j=1
νijrj(c) =
R∑
j: νij>0
νijrj(c) +
R∑
j: νij<0
νijrj(c),
and for c ∈ RP+ with ci = 0, two cases are possible: νij > 0 implies rj(c) = νijkfj cj1cj2 ≥ 0 and νij < 0
implies rj(c) = −νijkbjcj3 ≥ 0.
Assuming the same diffusion laws as above, the time-evolution of c = (c1, . . . , cP ) is now governed
by the reaction-diffusion system




∂tc1 − div(d1(t, x, c)∇c1)
...
∂tcP − div(dP (t, x, c)∇cP )

 =


f1(c)
...
fP (c)

 on (0,+∞)× Ω,
∂νc = 0 on (0,+∞)× ∂Ω,
c(0, ·) = c0 on Ω.
(40)
14
Theorem 2. Let p > 1, s > 0 satisfying (19) and c0 ∈ W sp (Ω,RP+). System (40) has a unique global
nonnegative weak W sp -solution c = (c1, . . . , cP ) : [0,+∞) × Ω → RP provided one of the following
conditions is satisfied:
(i) N ≤ 3 and the diffusivities di(t, x, c) satisfy (16).
(ii) N ≤ 5 and the diffusivities di(ci) satisfy (17).
This solution is actually classical and (15) is satisfied in a pointwise sense. Moreover
∀T > 0, ∃C = C(‖c0‖L∞(Ω)P , T ) > 0 such that ‖c‖L∞(QT )P ≤ C. (41)
If, in addition, di and ∂Ω are smooth, then c ∈ C∞((0,+∞) × Ω ;RP+).
As for Theorem 1, the proof consists in showing that c is uniformly bounded. After deriving a
first a priori estimate from the conservation law (38), or in L2(QT ) in the case of diffusivities of the
type (17), we use Lemma 1 to improve the regularity of those ci’s whose reaction terms are linearly
bounded above. This gives estimates on some quadratic terms and, hence, estimates on some other
ci’s. Then we can estimate some further quadratic terms, and so on. Here the atomic conservation
law guarantees that we obtain improved estimates for all constituents ci. Once we have improved the
estimates on all the ci’s, we bootstrap this procedure to get estimates in Lp(QT ) for any p < +∞, and
finally in L∞(QT ).
Such a procedure requires that the reactions and the chemical components have been previously
sorted. Notice that a permutation of the chemical species corresponds to a permutation of the rows of
the stoichiometric matrixM , and a permutation of the chemical reactions corresponds to a permutation
of its columns. The concrete way to bring the species and reactions in an appropriate order is based
on the following idea: a row in the stoichiometric matrix with only zeros and ones corresponds to a
chemical species that is always a product for all of the chemical reactions Aj1 + Aj2 → Aj3 . If such a
species exists, the matrix has a certain block structure. But, as we assume an atomic mass conservation
law, any chemical species whose molar mass is maximal amongst the molar masses of A1, . . . , AP leads
to such a row. Indeed, if it would appear as a reactant in Aj1 +Aj2 → Aj3 , the product Aj3 would be
heavier - a contradiction.
Lemma 3. Let (38) be valid. Then, up to a permutation of its rows and columns, the stoichiometric
matrix M has the structure
M =


N1
1 . . . 1
N2
1 . . . 1
0
.
.
.
Nk
1 . . . 1


, (42)
where the submatrices Ni have nonpositive entries.
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Proof. Let M = (mij) and note that, by construction, the columns of M are permutations of the
vectors (−1,−1,+1, 0, . . . , 0) and (−2,+1, 0, . . . , 0). In particular, there is exactly one coefficient equal
to +1 in each column. Suppose that we have proved the existence of a nonzero row with nonnegative
entries. Then, after an appropriate permutation of its rows and columns, M reads
M =

 M1
0 . . . 0
N
1 . . . 1

 ,
where N has nonpositive entries and M1 satisfies the same hypothesis as M . By induction, it is then
clear that M can be put into the form (42).
Consequently, the proof comes down to finding a nonzero row with nonnegative entries. Let q ≥ 1,
Li1 , . . . , Liq be the rows containing at least one positive entry, and suppose that amongst Li1 , . . . , Liq ,
every row also has a negative entry. Let e = (e1, . . . , eP ) ∈ (0,+∞)P be from (38). By induction,
we build a sequence (un)n∈N with values in {ei1 , . . . , eiq} as follows: u0 = ei1 ; let n ≥ 0 and assume
that u0, . . . , un are built such that u0 < . . . < un, ui ∈ {ei1 , . . . , eiq}. By construction, there exist
l ∈ {1, . . . , q} such that un = eil . The ithl row of M has a negative entry by assumption, so there exists
r ∈ {1, . . . , R} such that milr ∈ {−1,−2}. According to (38), the rth column of M satisfies 〈νr, e〉 = 0,
which reads
∃j ∈ {1, . . . ,m},∃k ∈ {i1, . . . , iq} : eil + ej = ek if milr = −1, 2eil = ek if milr = −2.
Then we set un+1 = ek and, by induction, (un)n∈N is a strictly increasing sequence with values in
{ei1 , . . . , eiq}: contradiction, so there exists one row amongst Li1 , . . . , Liq that contains only zeros and
ones.
✷
Remark 2. According to (38), P > R, so the matrix N1 in (42) is nonempty. Let s ≥ 1 be the number
of rows in N1. The point in permuting the rows and columns of M is the following: suppose that M
satisfies (42); using the above definition of the reaction terms, there exists C > 0 depending only on
kfj , k
b
j , such that
1 ≤ k ≤ s ⇒ fk(c) ≤ C
P∑
i=1
ci, (43)
s+ 1 ≤ k ≤ P ⇒ fk(c) ≤ C
(
P∑
i=1
ci +
k−1∑
i=1
c2i
)
. (44)
Proof of Theorem 2. As for Theorem 1, the existence of a unique maximal nonnegative weak-W sp
solution c = (c1, . . . , cP ) : [0, T ∗) × Ω → RP and the regularity results are a consequence of Amann’s
theory [Ama93]. To prove that T ∗ = +∞, we have to find bounds in L∞(QT ) for any T ≤ T ∗,
T < +∞. Similarly as for Step 1 in the proof of Theorem 1, the first estimates are consequences of
the atomic conservation law: using the no-flux boundary conditions,
∀t ∈ (0, T ),
P∑
i=1
∫
Ω
ei ci(t) =
P∑
i=1
∫
Ω
ei c0,i.
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Then, using Lemma 1 (i), c is bounded in Lr0(QT )P for r0 ∈ [1, (N + 2)/N) if N ≥ 2, r0 ∈ [1, 2) if
N = 1. For diffusivities di(ci), we write (with Di(y) =
∫ y
0 di(s)ds)
∂t
P∑
i=1
eici +∆
P∑
i=1
eiDi(ci) = 0 on QT , ∂ν
P∑
i=1
eiDi(ci) = 0 on ΣT ,
P∑
i=1
eici(0, ·) =
P∑
i=1
eic0,i.
Then Lemma 2 guarantees that c is bounded in L2(QT )P .
To improve these estimates, using Lemma 3, we go down without loss of generality to the case when
M has the form given in (42). Assuming first N = 1, we know that c is bounded in Lr0(QT )P for
r0 < 2. Using the notations of Remark 2, (43) and Lemma 1 guarantee that c1, . . . , cs are bounded
in Lp(QT ) for any p < +∞. Then, using (44), cs+1 is bounded in Lp(QT ) for any p < +∞ and, by
induction, for any k ∈ {s+ 1, . . . , P}, ck is bounded in Lp(QT ) for any p < +∞.
Suppose N ≥ 2 and let r0 > 1 be such that c is bounded in Lr0(QT )P . Using (43), (44) and Lemma 1,
c1, . . . , cs are bounded in Lq1(QT ), where 1r0 − 2N+2 < 1q1 .
c21, . . . , c
2
s are bounded in L
q2(QT ), where 2r0 − 4N+2 < 1q2 , and q2 ≥ 1 provided 2r0 − 4N+2 < 1.
cs+1 is bounded in Lq3(QT ), where 2r0 − 6N+2 < 1q3 .
Then it is possible to continue improving the estimates for cs+2, . . . , cP if q3 ≥ q1, i.e. if
2
r0
− 6
N + 2
<
1
r0
− 2
N + 2
. (45)
Note that 2r0 − 4N+2 < 1 is a consequence of (45). For diffusivities di(t, x, c) satisfying (16), r0 < N+2N
and (45) can be satisfied if and only if N < 4. For diffusivities di(ci) satisfying (17), r0 = 2 and (45)
can be satisfied if and only if N < 6. Once we have (45), it is clear that cs+1, . . . , cP are bounded in
Lq1(QT ) by induction. Then, similarly as for Theorem 1, we bootstrap this procedure to show that c
is bounded in Lp(QT )P for any p < +∞.
Finally, we use Theorem 4 to show that ci is bounded in L∞(QT ) for all i, whence global existence in
Theorem 2.
✷
Example. For the prototype chain-growth polymerization process, the chemical reaction network
reads as
Ar +A1
kfr
⇋
kbr
Ar+1 ; r ∈ {1, . . . , R}, kfr , kbr ≥ 0.
Typical values for R are large, say about 100 or more. As an example, we write below the equations
for R = 4 : 

∂tc1 − div(d1(t, x, c)∇c1)
∂tc2 − div(d2(t, x, c)∇c2)
∂tc3 − div(d3(t, x, c)∇c3)
∂tc4 − div(d4(t, x, c)∇c4)

 =


−2 −1 −1
1 −1 0
0 1 −1
0 0 1

 ·


kf1 c
2
1 − kb1c2
kf2 c1c2 − kb2c3
kf3 c1c3 − kb3c4

 .
Note that the stoichiometric matrix is already “well sorted” in the sense of Lemma 3. Theorem 2
guarantees the global existence of strong solution for any R in dimension N = 3 for general diffusivities,
and in dimensions N ≤ 5 for diffusivities di(ci). Observe that these admissible space dimensions are
smaller than for a single reaction of type A1 +A2 ⇋ A3.
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4. Extensions in the quasi-linear case
In the case of diffusion of type ∆Di(ci), some important extensions are obtained below.
4.1. Initial data in L∞(Ω)
For diffusivities of the type di(ci), nonlinear semigroup theory is available to relax the assumption
on the initial data in Theorem 2 to c0 ∈ L∞(Ω)P+. A main point is the accretivity of the operator
u 7→ −∆Di(u) with Neumann boundary conditions, which allows to prove uniqueness in the class of
bounded mild solutions.
Corollary 1. Assume N ≤ 3, c0 ∈ L∞(Ω,RP+) and let di(ci) satisfy (16). Then system (40) has
a unique mild solution c in the class C([0,+∞);L1(Ω)P ) ∩ L∞loc([0,+∞);L∞(Ω)P ). Moreover, c is a
classical solution on (0,+∞)× Ω.
Proof. For every ε > 0, choose cε0 ∈ W 22 (Ω)P such that 0 ≤ cε0,i ≤ ‖c0,i‖L∞(Ω) and cε0 → c0 a.e. on
Ω as ε → 0. By Theorem 2, system (15) has a unique global classical solution cε, satisfying (41).
Hence, for all T > 0, cε is bounded in L∞(QT )P independently of ε. Consequently, fi(cε) is bounded
in L∞(QT ). Since Ω is bounded and di ≥ d > 0, the semigroup generated by −∆Di(ci) is compact in
L1(Ω). Together, this implies relative compactness of (cε)ε>0 in C([0,+∞);L1(Ω)P ); cf. [Bar78]. Then
there exists c such that for some sequence ck := cεk , ck → c a.e. and in C([0, T ];L1(Ω)P ) for any T > 0.
Note in passing that c ∈ L∞loc([0,+∞);L∞(Ω)P ). We also have fi(ck) → fi(c) a.e. and in L1(QT ) for
any T > 0. Consequently, since ck is also a mild solution, by a standard result on quasi-autonomous
evolutions governed by accretive operators (see, e.g., [BCP] or [IK02]), c is a mild solution of
∂tci −∆Di(ci) = fi(c), ∂νDi(ci)|∂Ω = 0, ci(0) = c0,i. (46)
Note also that for locally Lipschitz rate functions fi, mild solutions of the initial value problem (46)
are unique in the class C([0,+∞);L1(Ω)P )∩L∞loc([0,+∞);L∞(Ω)P ). Indeed, if c and c˜ are both mild
solutions of (46) for the same initial value, then
P∑
i=1
‖ci(t, ·) − c˜i(t, ·)‖L1(Ω) ≤
∫ t
0
P∑
i=1
‖fi(c(s, ·)) − fi(c˜(s, ·))‖L1(Ω)ds. (47)
Since fi is Lipschitz continuous on bounded sets and both c, c˜ are in L∞(QT )P for all T > 0, the
Gronwall lemma guarantees that they coincide.
Let us now prove that c(t, ·) ∈ W sp (Ω)P for a.e. t > 0 and for some s > 0, p ≥ 1 such that s > Np .
If this holds, we can fix any such t > 0 and use c(t, ·) as the new initial value. By Theorem 2, there
exists a classical solution starting at time t, and using uniqueness of mild solutions proven above, it
coincides with c. Hence c is a classical solution on (t,+∞) for arbitrarily small t > 0, which ends the
proof of Corollary 1.
Let vεi := Di(c
ε
i ) and note that v
ε is a solution of
∂tv
ε
i − di(cεi )∆vεi = di(cεi ) fi(cεi ), ∂νvεi|∂Ω = 0, vi(0) = Di(c0,i). (48)
Since we do not know whether the coefficient di(cεi ) is any better than bounded, we cannot use maximal
regularity in any Ls with large s, but have to rely on maximal regularity estimates in L2 as follows.
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We consider only a single component vεi . Let 0 < σ < τ < +∞. Multiplication of (48) by −∆vεi and
integration over Qσ,τ := [σ, τ ]× Ω yields∫
Ω
|∇vεi (τ)|2 + d
∫
Qσ,τ
|∆vεi |2 ≤
∫
Ω
|∇vεi (σ)|2 + Cτ (τ − σ) (49)
where Cτ > 0 is independent of ε. Since ∇vεi = di(cǫi)∇cǫi and di is bounded on bounded sets, there
exist d > 0 such that for all ε > 0,
d
∫
Qσ,τ
|∆vεi |2 ≤ d¯ 2
∫
Ω
|∇cεi (σ)|2 + Cτ (τ − σ). (50)
Next, multiplication of the PDE (46) for cεi by Di(c
ε
i ) and integration over Qτ yields∫
Ω
Φi(c
ε
i (τ)) +
∫
Qτ
|∇Di(cεi )|2 ≤
∫
Ω
Φi(c
ε
i (0)) + Cτ , (51)
again with some constant Cτ > 0, where Φi(y) =
∫ y
0 Di(s)ds. This implies∫
Qτ
|∇cεi |2 ≤ Kτ for some Kτ > 0. (52)
In particular, t 7→ gε(t) := ∫Ω |∇cεi (t)|2 ∈ L1((0, τ))+. Hence there exists σε ∈ (0, τ/2) such that
gε(σε) ≤ 2|gε|L1((0,τ/2))/τ . With such σε, we obtain by (50) the following estimate on Qτ/2,τ , which is
uniform in ε > 0:
d
∫
Qτ/2,τ
|∆vεi |2 ≤ d
∫
Qσε,τ
|∆vεi |2 ≤ 2d¯2Kτ/τ + τCτ .
Consequently, for any i = 1, 2, 3, (∆vεi )ε>0 is bounded in L
2(Qτ/2,τ ). Then, by (48) and the uniform
L∞-bounds for the right-hand side on [0, τ ], (∂tvεi )ε>0 is also bounded in L
2(Qτ/2,τ ). Hence (v
ε
i )ε>0 is
bounded in W 12 ((τ/2, τ);L
2(Ω)) ∩ L2((τ/2, τ);W 22 (Ω)). By cross-interpolation, (vεi )ε>0 is bounded in
W
η/2
2 ((τ/2, τ);W
2−η
2 (Ω)) and the latter is compactly embedded in L
2((τ/2, τ);W 2−η2 (Ω)). Hence an
appropriate subsequence (vεki )k≥1 converges for a.e. t ∈ (τ/2, τ) in W 2−η2 (Ω), and the limit is Di(ci).
This shows Di(ci(t)) ∈ W 2−η2 (Ω) for a.a. t ∈ [τ/2, τ ], where η > 0 is arbitrarily small. For p < 6
and N ≤ 3, we can chose η > 0 small enough so that Di(ci(t)) ∈ W 1p (Ω) for a.a. t ∈ (τ/2, τ) by
Sobolev embedding. Due to ∇ci = ∇Di(ci)/di(ci) and d ≤ di(ci), this implies ci(t) ∈ W 1p (Ω) for a.a.
t ∈ [τ/2, τ ]. Since for p > 3 and N ≤ 3 we have 1 > N/p and since τ can be chosen arbitrarily small,
the claim above is proven.
✷
Remark 3. Note that in the quasi-linear case, semigroup theory may also be used to prove directly
local well-posedness for system (40) with initial data in L∞(Ω)P+, see, e.g., [Bot96].
4.2. Rate functions of the type f(c1)g(c2)− h(c3)
Up to this point, we focused on cases in which the reaction rates read as kf c1c2−kbc3, corresponding
to the chemical transformation
A+B ⇋ P.
In concrete applications another prototype case are chemical reactions of type
A+B ⇋ P +Q,
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leading to rate functions of the form kf c1c2 − kbc3c4, assuming again elementary reactions, modeled
via mass action kinetics. Now note that the approach from above is not applicable to this case in any
space dimension above one. The reason is the appearance of quadratic terms for both the forward and
the backward reaction path, which destroys the bootstrapping argument. In fact, N = 2 is exactly the
limiting case for our approach. In the case of constant diffusivities, it can still be handled, cf. [GV10].
For the physical space dimension N = 3, global existence of strong solutions for this type of reaction
rates is completely open; see [GV10, Pie10] for more information.
Due to the quadratic growth, the same problem already appears for reactions of type
A+B ⇋ 2P,
also very common in applications. On the other hand, in Chemical Kinetics there also appear mass
action kinetics of fractional orders, obtained via theoretical model simplifications or as empirical rate
laws from experimental measurements. In particular, rate functions regularly contain terms like c1/2i
or c3/2i etc.; cf. [Esp95, Sza64]. Therefore, it is also of interest to fix the space dimension to N = 3 and
to investigate, for instance, how large the exponent γ in a rate function of type kf c1c2 − kbcγ3 can be
in order to still obtain global existence.
Below, we focus on diffusion operators of type ∆Di(ci). In this case, the L2(QT )-bounds are still
valid, since they only rely on the cancelation of the right-hand sides, which makes them a very powerful
tool. For the more general case of di = di(t, x, c), we refer to Remark 4.
Since also exponents below 1 are possible, giving more room for the other ones, and since more
elaborate rate functions containing terms like k1ci + k2c
3/2
i appear (see [Sza64] for this and other
examples), we now generalize Theorem 1 to reactions of type
a1A1 + a2A2 ⇋ a3A3
with constant stoichiometric coefficients ai > 0 and associated rate function of the form
r(c) = r(c1, c2, c3) = f(c1)g(c2)− h(c3), (53)
where growth conditions on f, g, h have to be imposed so that the uniform estimates (21) remain valid
for the solutions, especially for space dimensions 2 and 3. In the following, we assume

f, g, h ∈ C(R,R+) ; f(0) = g(0) = h(0) = 0 ;
L := lim sup
s→+∞
(f(s)
sα
+
g(s)
sβ
+
h(s)
sγ
)
< +∞ for some α, β, γ > 0. (54)
The following Lemma provides a sufficient condition on α, β, γ so that the previous L∞-estimates
remain valid on QT for any T > 0.
Lemma 4. Let c0 ∈ L∞(Ω)3+, let T ∗ ∈ (0,+∞] and c : [0, T ∗) × Ω → R3 be a classical solution of
(15) with generalized reaction terms
F (c) := (−a1r(c),−a2r(c), a3r(c)), (55)
where r is defined in (53) and f, g, h satisfy (54). Assume that α, β, γ satisfy
γ ≤ 2 for N = 1 ; γ ≤ 2 and (α+ β)(γ − 4N+2) < 1 + 4N+2 for N ≥ 2. (56)
Then
∀ 0 < T ≤ T ∗, T < +∞, ∃C = C(‖c0‖L∞(Ω)3 , L, T ) > 0 such that ‖c‖L∞(QT )3 ≤ C. (57)
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Proof. Note that the generalized reaction terms still cancel when considering F1/a1+F2/a2+2F3/a3,
so Lemma 2 guarantees that c is bounded in L2(QT )3 for any T > 0. Now the proof follows the lines of
what is done for Theorem 1, but Step 2 must be adapted as follows. Let r0 > 1 such that c is bounded
in Lr0(QT )3. Using Lemma 1, for N ≥ 2,
h(c3) is bounded in L
r0
γ (QT ), where γ satisfies
γ ≤ r0. (58)
c1, c2 are bounded in Lq1(QT ), where
γ
r0
− 2N+2 < 1q1 ;
f(c1)g(c2) is bounded in Lq2(QT ), where
γ(α+β)
r0
− 2(α+β)N+2 < 1q2 . We can choose q2 ≥ 1 provided
γ(α+ β)
r0
− 2(α+ β)
N + 2
< 1; (59)
c3 is bounded in Lr1(QT ), where
γ(α+β)
r0
− 2(α+β+1)N+2 < 1r1 .
The initial estimate can be improved if we can choose r1 > r0, i.e. if
γ(α+ β)− 1
r0
<
2(α + β + 1)
N + 2
. (60)
If r0 satisfies (58), (59) and (60), the same arguments as in Step 2 in the proof of Theorem 1 show that
c is bounded in Lp(QT )3 for any p < +∞. Note that this result also holds (with similar computations)
for N = 1, as well as for r0 satisfying (58), (59) and (60) with N replaced by 2. Choosing r0 = 2 in
accordance with the initial L2(QT )-estimate, r0 satisfies inequalities (58), (59) and (60) if and only if
(56) holds. Finally, Step 3 carries over to generalized reaction terms without modifications, so Lemma
4 holds.
✷
We are now in position to prove the following
Theorem 3. Let N = 3 and c0 ∈ L∞(Ω)3+. Then system (15) with generalized reaction terms (55)
where f, g, h satisfy (54) and α, β, γ satisfy (56), has a global mild solution.
If, in addition, the functions f, g, h are locally Lipschitz continuous, then this solution is unique in the
class C([0,+∞);L1(Ω)3)∩L∞loc([0,+∞);L∞(Ω)3). Moreover, c is a classical solution on (0,+∞)×Ω.
Proof. Let cε0 ∈ W 22 (Ω)3 such that 0 ≤ cε0,i ≤ ‖c0,i‖L∞(Ω) and cε0 → c0 a.e. on Ω. Let f ε, gε, hε ∈
C∞(R) satisfying (54) with the same constant L and such that f ε → f, gε → g, hε → h as ε → 0,
uniformly on compact sets. By Amann’s results [Ama93], system (15) with initial data cε0 and reaction
terms F ε(c) := (−a1rε(c),−a2rε(c), a3rε(c)), rε(c) = rε(c1, c2, c3) = f ε(c1)gε(c2)−hε(c3), has a unique
maximal solution cε : [0, T ∗) × Ω → R3 for some T ∗ ∈ (0,+∞]. By Lemma 4, (cε)ε>0 is bounded in
L∞(QT )
3 for any T ≤ T ∗, T < +∞. In particular, Amann’s theory guarantees that T ∗ = +∞. Since
cε is bounded in L∞(QT )3 independently of ε, F ε(cε) is bounded in L∞(QT )3 and, by the compactness
result from Baras [Bar78], cε converges, up to extraction of a subsequence, as ε → 0 a.e. and in
C([0, T ];L1(Ω)3) for any T > 0 to a function c. Hence F ε(cε)→ F (c) in L1(QT )3 and therefore c is a
global mild solution of (15) by classical nonlinear semigroup theory.
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If f, g, h are assumed to be locally Lipschitz continuous, the same Gronwall inequality as (47) in
Corollary 1 shows that the mild solution is unique. We may also argue as in the proof of Corollary
1 to show that c(t, ·) ∈ W sp (Ω)3 for a.e. t > 0 and for some s > 0, p ≥ 1 such that s > Np . Then H.
Amann’s theory guarantees that there exists a weak W ps -solution with initial data c(t), which is global
by Lemma 4 and which is classical on (t,+∞)×Ω. Since it is also a mild solution, it coincides with c
on [t,+∞)× Ω. This is valid for a.e. t > 0, so c is a classical solution on (0,+∞) × Ω.
✷
Remark 4. Note that in the case of diffusivites di(t, x, c) satisfying (16), we crucially used the linearity
in c3 in the reaction terms c1c2 − c3 to prove that they are bounded in L1(QT ) for any T > 0, and this
was the starting point to derive the first estimate (23). For γ > 1, we are no longer able to prove that
f(c1)g(c2)− h(c3) ∈ L1(QT ). However, we can do it for 0 < γ ≤ 1. In the latter case, one can check
with similar computations as above that estimate (57) still holds for diffusivities di(t, x, c) provided
N = 1 or N ≥ 2 and γ < N + 2
N
, (α+ β)(γN − 2) < N + 2.
In the latter case, a similar proof provides the existence of a global mild solution for (15).
5. Appendix
5.1. Proof of Lemma 1
Notations. Let M =M(QT ,R) be the set of measurable functions on QT and for p ≥ 1, let
L∞(0, T ;Lp(Ω)) = {u ∈ M : ess sup
t∈(0,T )
‖u(t)‖Lp(Ω) < +∞}, endowed with
‖u‖L∞(0,T ;Lp(Ω)) := ess sup
t∈(0,T )
‖u(t)‖Lp(Ω) ;
Lp(0, T ;H1(Ω)) = {u ∈ M : u ∈ Lp(0, T ;L2(Ω)) , ∇u ∈ Lp(0, T ;L2(Ω)N )}, endowed with
‖u‖Lp(0,T ;H1(Ω)) :=
(∫ T
0
[‖u(t)‖p
L2(Ω)
+ ‖∇u(t)‖p
L2(Ω)N
]dt
) 1
p
;
V2(QT ) = L
∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)), endowed with
‖u‖V2(QT ) :=
(
‖u‖2L∞(0,T ;L2(Ω)) + ‖u‖2L2(0,T ;H1(Ω))
) 1
2
.
To prove Lemma 1, we use the following interpolation result:
Lemma 5. Let T > 0, Ω be a bounded domain of RN whose boundary ∂Ω is at least C1, let 1 ≤ p <
+∞ and u ∈ L∞(0, T ;Lp(Ω)) ∩ L2(0, T ;H1(Ω)). There exists a constant C > 0 depending only on Ω,
such that
‖u‖Lq(QT ) ≤ C‖u‖1−αL∞(0,T ;Lp(Ω))‖u‖αL2(0,T ;H1(Ω)), (61)
where α = 2q and q satisfies
q = 2 +
2p
N
for N ≥ 3 ; 2 ≤ q < 2 + p for N = 2 ; q = 2 + p for N = 1. (62)
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We first recall some classical results: we have the embedding
H1(Ω) →֒ Ls(Ω), (63)
where s ≥ 1 satisfies 1s = 12 − 1N if N ≥ 3 ; s < +∞ if N = 2 ; s = +∞ if N = 1. As a consequence
of Hölder’s inequality, for u : Ω→ R measurable, q, r, s ∈ [1,+∞] and α ∈ [0, 1],
‖u‖Lq(Ω) ≤ ‖u‖1−αLr(Ω)‖u‖αLs(Ω), where
1
q
=
1− α
r
+
α
s
. (64)
Combining (63) and (64), we get the following “Gagliardo-Nirenberg”-type inequality: there exists
C > 0 depending only on Ω, such that
‖u‖Lq(Ω) ≤ C‖u‖1−αLp(Ω)‖u‖αH1(Ω), (65)
where p, q ∈ [1,+∞], α ∈ [0, 1] and
1
q
= (1− α)1
p
+ α(
1
2
− 1
N
) if N ≥ 3 ; 1− α
p
<
1
q
if N = 2 ;
1− α
p
=
1
q
if N = 1. (66)
Proof of Lemma 5.
As u ∈ L∞(0, T ;Lp(Ω)) ∩ L2(0, T ;H1(Ω)), we have u(t) ∈ Lp(Ω) ∩ H1(Ω) for a.e. t ∈ (0, T ). Using
(65), we get
∫ T
0
‖u(t)‖qLq(Ω)dt ≤ Cq
∫ T
0
‖u(t)‖q(1−α)Lp(Ω) ‖u(t)‖
qα
H1(Ω)
dt,
≤ Cq‖u‖q(1−α)L∞(0,T ;Lp(Ω))
∫ T
0
‖u(t)‖qα
H1(Ω)
dt, (67)
where α and q satisfy (66). Now we choose q ≥ 2, α > 0 such that qα = 2. It is easy to see that
conditions (66) with qα = 2 are equivalent to conditions (62). Taking the (1/q)th power in (67), we
get (61).
✷
Proof of Lemma 1.
The case r = 1.
Integration of (22) on Ω× (0, t) for t ∈ (0, T ) yields, after integration by parts and using the homoge-
neous Neumann boundary condition,
‖u‖L∞(0,T ;L1(Ω)) ≤ ‖f‖L1(QT ) + ‖u0‖L1(Ω). (68)
Let e = exp(1) and define
j : R+ → [0, 1), y 7→ 1− 1
log (e+ y)
; J : R+ → R+, y 7→
∫ y
0
j(s)ds.
Multiplication of (22) by j(u) and integration by parts on QT yields∫
Ω
J(u(T )) +
∫
QT
d|∇u|2
(e+ u) log(e+ u)2
≤
∫
Ω
J(u0) +
∫
QT
fj(u),
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hence
d
∫
QT
|∇u|2
(e+ u) log(e+ u)2
≤ ‖u0‖L1(Ω) + ‖f‖L1(QT ). (69)
Let β ∈ (0, 12 ) and set
G : R+ → R+, y 7→ log(e+ y)
2
(e+ y)1−2β
; ‖G‖∞ := sup
y∈R+
G(y) < +∞.
Then, for v = (e+ u)β, ∫
QT
|∇v|2 = β2
∫
QT
|∇u|2
(e+ u)2−2β
,
= β2
∫
QT
log(e+ u)2
(e+ u)1−2β
|∇u|2
(e+ u) log(e+ u)2
,
≤ ‖G‖∞
4d
(‖u0‖L1(Ω) + ‖f‖L1(QT )) , (70)
where we used (69) in the last inequality. According to (68), v is bounded in L∞(0, T ;L1/β(Ω)), so
together with (70), v is bounded in L∞(0, T ;L1/β(Ω))∩L2(0, T ;H1(Ω)) and Lemma 5 guarantees that
v is bounded in Lr(QT ), with
r = 2 +
2
βN
for N ≥ 3 ; r < 2 + 1
β
for N = 2 ; r = 2 +
1
β
for N = 1.
Then u is bounded in Lq(QT ) with q = βr, which means
q = 2β +
2
N
for N ≥ 3 ; q < 2β + 1 for N = 2 ; q = 2β + 1 for N = 1.
Since β can be chosen arbitrarily close to 1/2, u is bounded in Lq(QT ), where q satisfies conditions (i)
in Lemma 1.
The case r > 1.
Let p > 1, t ∈ (0, T ). Multiplication of (22) by pup−1 ≥ 0 and integration by parts on Qt yields∫
Qt
∂tu
p + 4(1 − 1
p
)
∫
Qt
d|∇(up/2)|2 ≤ p
∫
Qt
fup−1,∫
Ω
up(t) + 4(1 − 1
p
)
∫
Qt
d|∇(up/2)|2 ≤
∫
Ω
up0 + p
∫
Qt
fup−1. (71)
Here and below, C denotes appropriate constants depending only on p, d, T and ‖u0‖L∞(Ω). Evidently,
(71) yields
‖up/2‖2V2(QT ) ≤ C
(
1 +
∫
QT
|f |up−1
)
. (72)
According to Lemma 5, we have the continuous embedding V2(QT ) →֒ Ls(QT ), where
s =
2(N + 2)
N
for N ≥ 3 ; s < 4 for N = 2 ; s = 4 for N = 1. (73)
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Assuming s satisfies (73), inequality (72) yields
∃C > 0 : ‖up/2‖2Ls(QT ) ≤ C
(
1 +
∫
QT
|f |up−1
)
.
Recall that f ∈ Lr(QT ), so Hölder’s inequality yields
‖u‖p
L
ps
2 (QT )
≤ C
(
1 + ‖f‖Lr(QT )‖u‖p−1
L
r(p−1)
r−1 (QT )
)
. (74)
We choose p > 1 such that
1 ≤ r(p− 1)
r − 1 ≤
ps
2
, (75)
which is equivalent to
1 +
s
2r
− s
2
≤ 1
p
≤ r
2r − 1 . (76)
Such a choice is possible if
1 +
s
2r
− s
2
< 1 and 1 +
s
2r
− s
2
≤ r
2r − 1 . (77)
It is easy to check that both inequalities in (77) are satisfied for s ≥ 2, which will be assumed in the
following; note that this is compatible with (73). As p satisfies (75), using Young’s inequality in (74)
and L
ps
2 (QT ) →֒ L
r(p−1)
r−1 (QT ) it follows that
∃C > 0 : ‖u‖p
L
ps
2 (QT )
≤ C
(
1 + ‖f‖pLr(QT ) +
1
2
‖u‖p
L
ps
2 (QT )
)
, (78)
and hence u is bounded in L
ps
2 (QT ). To get the best estimate, we choose p as large as possible:
combining (73) with (76), we see that the condition on p becomes
N + 2
N
1
r
− 2
N
≤ 1
p
for N ≥ 3 ; 2
r
− 1 < 1
p
for N = 2 ;
2
r
− 1 ≤ 1
p
for N = 1. (79)
Since u is bounded in L
ps
2 (QT ) with p satisfying (79) and s satisfying (73), altogether, u is bounded
in Lq(QT ), where q satisfies (ii) in Lemma 1.
✷
5.2. A priori bounds in L∞(QT ) for parabolic equations
In this subsection, we prove that if c satisfies the equation

∂tc+ div(−d∇c+ cu) = f on QT ,
−d∂νc+ cu · ν = 0 on ΣT ,
c(0, ·) = c0 on Ω,
(80)
and f is in Lq(QT ) with q large enough, then c is bounded in L∞(QT ). This has been shown in [LSU68]
for the case of Dirichlet boundary conditions (and for general parabolic operators). In the following,
we adapt the proof of [LSU68] to the case of Neumann boundary conditions.
As before, Ω is an open, bounded subset of RN , whose boundary is at least C2. We assume that the
data satisfy
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(i) c0 ∈ L∞(Ω)+.
(ii) d : QT → R is measurable ; ∃d > 0 such that d ≤ d.
(iii) |u|2 ∈ L∞(0, T ;Lr(Ω)) ; f ∈ Lq(QT ) and r, q ≥ 1 satisfy
N
2r
= 1− θu1 ;
1
q
N + 2
2
= 1− θf1 , (81)
where θu1 , θ
f
1 ∈ (0, 1) for N ≥ 2 and θu1 , θf1 ∈ (0, 12 ) for N = 1.
Theorem 4. Let c be a classical solution of (80) on QT . Under assumptions (i) − (iii), there exists
a constant M > 0 depending only on the data and T , such that
c(t, x) ≤M for a.e. (t, x) ∈ QT .
Let us summarize the notations that will be used in the following:
Notations. Let c : (0, T ) × Ω → R be a measurable function and λ denote the Lebesgue measure,
we write
ck = max(0, c− k), k ∈ R.
QT (k) = {(t, x) ∈ QT : c(t, x) > k}.
Ak(t) = {x ∈ Ω : c(t, x) > k}.
For q, r ∈ [1,+∞], the norm on Lr(0, T ;Lq(Ω)) is denoted by ‖ · ‖r,q,QT .
V2(QT ) = L
2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)). For (r, q) such that V2(QT ) →֒ Lr(0, T ;Lq(Ω)),
β > 0 is a constant such that
‖ · ‖r,q,QT ≤ β‖ · ‖V2(QT ).
Note that β can be chosen independently of T (see [LSU68] p. 74).
The subsequent result provides a sufficient condition to deduce uniform bounds on a function from
estimates in V2(QT ) and Lq(QT ) for finite q.
Lemma 6. Let c ∈ V2(QT ) and assume that
∀k ≥ kˆ, ‖ck‖V2(QT ) ≤ γk
(
µ1(k)
1+θ1
r1 + µ2(k)
1+θ2
r2
)
, (82)
where
kˆ, γ, θi > 0 ; µi(k) =
∫ T
0
λ(Ak(t))
ri
qi dt ; µi(k) ∈ [0, 1] for k ≥ kˆ ; i ∈ {1, 2},
and (ri, qi) are chosen such that V2(QT ) →֒ Lri(0, T ;Lqi(Ω)). Then there exists M > 0 depending only
on the data, such that for a.e. (t, x) ∈ QT ,
c(t, x) ≤M. (83)
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We will use the following elementary result on numerical sequences:
Let C, b, θ > 0 and assume that (yn)n∈N ∈ RN+ satisfies
∀n ∈ N, yn+1 ≤ Cbny 1+θn .
Then a straightforward induction on n yields
∀n ∈ N, yn ≤ C
(1+θ)n−1
θ b
(1+θ)n−1
θ2
−n
θ y
(1+θ)n
0 .
As a consequence, [
b > 1 and y0 ≤ 1
C
1
θ b
1
θ2
]
=⇒ yn −→
n→+∞
0. (84)
Proof of Lemma 6. Let M > kˆ , hk = M(2− 2−k) for k ∈ N. It is easy to check that
(hk+1 − hk)µi(hk+1)
1
ri ≤ ‖chk‖ri,qi,QT , i ∈ {1, 2}. (85)
Using V2(QT ) →֒ Lri(0, T ;Lqi(Ω)) and (82),
‖ck‖ri,qi,QT ≤ β‖ck‖V2(QT ) ≤ βγk
(
µ1(hk)
1+θ1
r1 + µ2(hk)
1+θ2
r2
)
, i ∈ {1, 2}.
Then
µi(hk+1)
1
ri ≤ ‖chk‖ri,qi,QT
hk+1 − hk ≤
βγhk
hk+1 − hk
(
µ1(hk)
1+θ1
r1 + µ2(hk)
1+θ2
r2
)
≤ 4βγ2k
(
µ1(hk)
1+θ1
r1 + µ2(hk)
1+θ2
r2
)
, i ∈ {1, 2}. (86)
Let θ = min(θ1, θ2). Since µi(hk) ∈ [0, 1], we have
µ1(hk)
1+θ1
r1 + µ2(hk)
1+θ2
r2 ≤ µ1(hk)
1+θ
r1 + µ2(hk)
1+θ
r2 ≤ C
(
µ1(hk)
1
r1 + µ2(hk)
1
r2
)1+θ
,
where C > 0 only depends on θ. Going back to (86), we have
µ1(hk+1)
1
r1 + µ2(hk+1)
1
r2 ≤ 8βγC2k
(
µ1(hk)
1
r1 + µ2(hk)
1
r2
)1+θ
.
According to (84), the sequence (µ1(hk)
1
r1 + µ2(hk)
1
r2 )k∈N converges to 0 as k → +∞ provided its
initial value µ1(M)
1
r1 + µ
(
2M)
1
r2
is small enough. Similarly as in (85), we have
(M − kˆ)µi(M)
1
ri ≤ ‖ckˆ‖ri,qi,QT , i ∈ {1, 2}.
Using (82),
(M − kˆ)(µ1(M)
1
r1 + µ2(M)
1
r2 ) ≤ 2β‖ckˆ‖V2(QT )
≤ 2βγkˆ
(
µ1(hkˆ)
1+θ1
r1 + µ2(hkˆ)
1+θ2
r2
)
≤ 4βγkˆ (since µi(hkˆ) ∈ [0, 1]).
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We deduce that µ1(M)
1
r1 + µ2(M)
1
r2 can be chosen arbitrarily small provided M is large enough, and
then
µ1(2M)
1
r1 + µ2(2M)
1
r2 ≤ µ1(hk)
1
r1 + µ2(hk)
1
r2 −→
k→+∞
0,
whence c(t, x) ≤ 2M for a.e. (t, x) ∈ QT .
✷
Proof of Theorem 4. Let k ≥ ‖c0‖L∞(Ω). We multiply equation (80) by ck, integrate on Qt1 for
t1 ∈ (0, T ) and integrate by parts to get, using the homogeneous Neumann boundary conditions,∫
Qt1(k)
1
2
∂t(c
2
k) +
∫
Qt1(k)
d|∇ck|2 =
∫
Qt1(k)
c u · ∇ck + fck ,
1
2
∫
Ω
c2k(t1) + d
∫
Qt1(k)
|∇ck|2 ≤
∫
Qt1(k)
|c| |u| |∇ck|+ |f |ck.
Using Young’s inequality to absorb the term ∇ck in the left-hand side, there exists α = α(d) > 0 such
that
α
[∫
Ω
c2k(t1) +
∫
Qt1(k)
|∇ck|2
]
≤
∫
Qt1(k)
|u|2|c|2 + |f |ck,
and consequently
α‖ck‖2V2(Qt1 ) ≤
∫
Qt1(k)
|u|2|c|2 + |f |ck.
From now on, we impose k ≥ 1, so that
α‖ck‖2V2(Qt1) ≤
∫
Qt1(k)
|u|2|c|2 + |f |ck ≤ 2
∫
Qt1(k)
(|u|2 + |f |)(c2k + k2). (87)
We now estimate the right-hand side as follows:∫
Qt1(k)
|u|2(c2k + k2) ≤ ‖|u|2‖∞,r,Qt1(k)‖c
2
k + k
2‖1, r
r−1
,Qt1(k)
≤ ‖|u|2‖∞,r,Qt1(k)
(‖ck‖22, 2r
r−1
,Qt1(k)
+ k2‖1‖1, r
r−1
,Qt1(k)
)
.
Using Hölder’s inequality,
‖ck‖2,r,Qt1(k) ≤ ‖ck‖2(1+θu),rˆ,Qt1(k) µu(k)
θu
2(1+θu) ,
where
µu(k) =
∫ t1
0
λ(Ak(t))
r−1
r dt ; r =
2r
r − 1 ; rˆ = r(1 + θ
u) ; θu =
2θu1
N
.
It is easy to check that
1
2
+
N
2r
=
N
4
+
θu1
2
;
1
2(1 + θu)
+
N
2rˆ
=
N
4
,
and therefore we have the embedding V2(Qt1) →֒ L2(1+θ
u)(0, t1;L
rˆ(Ω)) (see e.g. [LSU68] p.74). As a
consequence, there exists β > 0 (independent of t1), such that
‖ck‖22,r,Qt1(k) ≤ β
2‖ck‖2V2(Qt1)µu(k)
θu
1+θu . (88)
28
For the second term, we have
k2‖1‖1, r
r−1
,Qt1(k)
= k2
(∫ t1
0
λ(Ak(t))
r−1
r dt
)
= k2µu(k). (89)
Similarly, ∫
Qt1(k)
|f |(c2k + k2) ≤ ‖f‖q,Qt1(k)
(‖c2k + k2‖ qq−1 ,Qt1(k))
≤ ‖f‖q,Qt1(k)
(‖ck‖22q
q−1
,Qt1(k)
+ k2‖1‖ q
q−1 ,Qt1
(k)
)
.
Then using Hölder’s inequality,
‖ck‖q,Qt1(k) ≤ ‖ck‖qˆ,Qt1(k)µf (k)
1
q
− 1
qˆ ,
where
µf (k) =
∫ t1
0
λ(Ak(t))dt ; q =
2q
q − 1 ; qˆ = q(1 + θ
f ) ; θf =
2θf1
N
.
One can check that 1q +
N
2q =
N
4 +
θf1
2 ,
1
qˆ +
N
2qˆ =
N
4 , so V2(Qt1) →֒ Lqˆ(Qt1) and therefore
‖ck‖22q
q−1
,Qt1(k)
≤ β2‖ck‖2V2(Qt1)µf (k)
2θf
qˆ . (90)
The last term is
k2‖1‖ q
q−1 ,Qt1
(k)
= k2µf (k)
2(1+θf )
qˆ . (91)
Going back to (87) and using (88) − (91), there exists C > 0 depending only on β,
‖|u|2‖∞,r,QT (k) and ‖f‖Lq(QT ) (but not on t1), such that for all k ≥ max(‖c0‖L∞(Ω), 1),
α‖ck‖2V2(Qt1) ≤ C
[
‖ck‖2V2(Qt1 )
(
µu(k)
θu
1+θu + µf (k)
2θf
qˆ
)
+ k2
(
µu(k) + µ
2(1+θf )
qˆ
f (k)
)]
. (92)
We now choose t1 ∈ (0, T ) small enough so that
C
(
µu(k)
θu
1+θu + µf (k)
2θf
qˆ
) ≤ α
2
; t1λ(Ω)
r−1
r ≤ 1 ; t1λ(Ω) ≤ 1.
This is the case provided
C
(
t
θu
1+θu
1 λ(Ω)
2θu
rˆ + t
2θf
qˆ
1 λ(Ω)
2θf
qˆ
) ≤ α
2
; t1λ(Ω)
r−1
r ≤ 1 ; t1λ(Ω) ≤ 1. (93)
For t1 satisfying (93), inequality (92) yields, if kˆ = max(‖c0‖L∞(Ω), 1),
∀k ≥ kˆ, α
2
‖ck‖2V2(Qt1) ≤ k
2C
(
µu(k)
2(1+θu)
2(1+θu) + µf (k)
2(1+θf )
qˆ
)
. (94)
Moreover, for all k ≥ kˆ, µu(k), µf (k) ∈ [0, 1], so we can apply Lemma 6 and c is bounded on Qt1 .
Remark that t1 does not depend on kˆ. Then we may subdivide QT = (0, T ) × Ω in a finite sequence
of cylinders (ti, ti+1)×Ω, i = 1 . . . , P , whose altitudes (ti+1 − ti) are subject to the requirement (93).
Applying the above result on each cylinder, we get that c is bounded on QT , which ends the proof of
Theorem 4.
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