Off-the-shelf convolutional neural network features achieve state-of-the-art results in many image retrieval tasks. However, their invariance is pre-defined by the network architecture and training data. In this work, we propose using features aggregated from transformed images to increase the invariance of off-the-shelf features without fine-tuning or modifying the network. We learn an ensemble of beneficial image transformations through reinforcement learning in an efficient way. Experiment results show the learned ensemble of transformations is effective and transferable.
INTRODUCTION
The internal activations of convolutional neural networks (CNNs) pre-trained on ImageNet have shown astounding results on various object retrieval tasks [1, 2, 3] . Such activations are termed off-the-shelf CNN features and compared to conventional hand-crafted features, they are more discriminative, compact and accessible. To this end, off-the-shelf CNN features are widely used for object retrieval over or with conventional hand-crafted features.
However, un-altered off-the-shelf features are not sufficiently robust to adapt to variations including changes in scale, illumination, orientation, color, contrast, deformations, and background clutter [4, 5] . Thus image retrieval using such features can fail when these challenges present, as unaltered off-the-shelf features have no in-built invariances besides translational invariance. This is due to these networks being predominately trained with natural images and light data-augmentation. For example, Resnet [6] was trained with only the simple data augmentations of random-crops and horizontal flips. Therefore, off-the-shelf features are not scale, rotation or contrast invariant. However, transform invariant features are desireable for challenging object retrieval tasks.
Many methods have been proposed to enhance the transform invariance of CNN features for classification and recognition. Those methods incorporate transform invariance either via special structures or data augmentation, or both. Feature extraction modules (i.e., spatial transformer [7] , transform capsules [8] , and multi-columns [9] ), special filters (i.e., deformable filters [10] , transformed filters [11, 12] and special pooling [5, 11, 13] ) are types of neural structures to improve the transform invariance of neural networks. Generally, these models require training or are only valid for certain datasets or transformations (i.e., scale or rotation), and so lack generality. By comparison, data augmentation is a simple but effective way to achieve transform invariance as only extra transformations on input images are necessary at the training or inference stage. This allows the generation of a more robust descriptor from multiple transformed samples, and the cost of data augmentation can be minimised by parallelization.
In this work, we propose an ensemble approach that increases the invariance of off-the-shelf features by aggregating features extracted from augmented images. The ensemble of transformations increases the variance of off-the-shelf features without sacrificing their compactness and discriminability, which is the key to the approach. Random and heuristic searching are possible solutions to find the set of transformations, but are expensive and impractical. In this work, we applied a reinforcement learning based search to find the best ensemble of image transformations to extract invariant features for image retrieval with limited computational resources. To further speed up the search, we reused transformed features through caching. Our proposed reward function learns an ensemble of image transformations that increases both invariance and distinctiveness of features.
Our experimental results show the learned ensemble of image transformations increases the performance of off-thefeatures. The learned transformation demonstrates its transferability to off-the-shelf features from different pre-trained networks, and is applicable to various aggregation methods. We achieved the state-of-the-art MAP result on the challenging METU trademark dataset [14] with the learned ensemble of image transformations.
METHOD
In the following section, we first illustrate how to generate augmented features with a learned ensemble of image transformations, and then describe how an optimal ensemble of image transformations is learned.
Enhancing Feature Invariance with an Ensemble of Image Transformations An augmented featuref (I) of im-age I is generated by aggregating features extracted from transformed variants of I. The features used for aggregation are extracted using the following feature extraction protocol used by recent studies [15, 16, 17] . Consider f i (I) to be the extracted features from the ith layer of a CNN when I is an input. The ith layer can be a convolutional or fullyconnected layer. If the ith layer is a convolutional layer, f i (I) is a 3D tensor of width W , height H, and channels C. The extracted feature is transformed into a 1D vector by reshaping or aggregating. Conventionally, an aggregation process such as channel-wise max pooling (MAC) [18] or sum pooling (SPoC) [15] is applied to f i (I) to obtain a compact feature. Further, post-processing operations such as PCA whitening and normalization are also applicable. In this work, aggregation and L2 normalization are applied to the feature f i (I), which we will denotef i (I).
Let t j represent the jth type of image transformation, and T = {t j |1 ≤ j ≤ n} is an ensemble of n transformations. The ensemble of features F (T ) extracted from image I by applying the transforms T is given by,
In this work, the final augmented featuref (I) is generated through a sum aggregation of F (T ) ,
Finally,f (I) is L2 normalized, and can be compared to other features using the Euclidean distance. In this work, the feature extraction during both training and inference follows the same aforementioned protocol. In experiments, the last activation layer of the Conv5 block of VGG16 [19] is aggregated with MAC [1] and used as training features. Note that the input image size is 224 × 224 except for images transformed with the Resize operation.
Learning an Ensemble of Image Transformations Finding the best ensemble of image transformations for offthe-shelf feature augmentation can be formulated as a discrete search problem. Inspired from the work by Cubuk et al. [20] , we used a RNN controller to find the best policy, S, which includes N learned image transformations, which comprises the transformation operations and their corresponding magnitudes. The controller is updated with the reward, R, achieved by the policy, S. An overview of this process is given in Fig.  1 .
Similar to Cubuk et al. [20] , we used a collection of image transformations within in PIL 1 Rotate. The magnitude range of the Resize operations is from 64 to 352 (width and height of input images are set to same size). The range of the Rotate operation is −π to π radians. The range of magnitudes are discretized into 10 values. To this end, if we sample N image transformations, the search space would be (16 * 10) N . In this work, N is set to 8.
The reward function is designed to help the controller to find an ensemble of image transformations that will increase the invariance and distinctiveness of augmented features.
Distinctive features for image retrieval will keep similar images close and dissimilar images distant. To this end, we applied the contrastive loss [21] in Equation 3 , which is widely used for metric learning to measure the distinctiveness of features,
where i and j are a pair of images. If they are similar, Y (i, j) is 1, otherwise 0. τ is the margin, and is set to 0.7 in this work. As shown in Fig. 1 , augmented features are extracted for all similar and dissimilar image pairs from the training dataset with a Siamese network. The sum of contrastive loss, L Con , is given by,
Generating features that offer multiple invariances is the main aim of this work. To this end, the ensemble of image transformations should be as diverse as possible. Additionally, we found an ensemble of diverse transformations is less likely to overfit. To increase the diversity of an image transformation ensemble, we penalised the controller when the diversity of an ensemble is low. We calculated the diversity loss L Div based on the number of unique image transformations U (S) and the number of types of transform operations T (S) in the policy S using,
where α and β are set to 0.1 and 0.05. When the policy S is composed of all unique transformations, L Div is zero. When the policy S is made of one type of transformation, L Div is close to α + β.
The final reward R is equal to −(L Con + λL Div ), and λ is set to 1 in our experiments.
Accelerated Training via Caching Compared to other works i.e., neural architecture search (NAS) [20, 22] , one iteration of the proposed method takes a comparatively very small amount of time as the feature extraction network is not trained. However, to further speed up the process, we cache features from previous iterations such that features are extracted only once for each transformation. This simple approach accelerates the whole training process by a factor of 100. With a GeForce GTX 1080 graphic card, a single training iteration takes around 3 − 5 seconds on our training dataset.
Training the Controller We optimised the controller with the Proximal Policy Optimisation algorithm [23] , inspired by [20, 22] . The controller is a one-layer LSTM [24] with 100 hidden units and 2 × N softmax predictions for transformations and their corresponding magnitudes. The controller is trained with a learning rate 10 −5 . In total, the controller samples about 20,000 policies. The best policy which achieves the highest reward is selected for inference.
EXPERIMENT

Datasets and Evaluation Metrics
We trained and tested the proposed method on trademark image datasets. Compared to other natural image datasets such as the Oxford dataset [25] , trademark datasets contain more image transformations such as rotation, contrast, color, etc.
We selected the NPU trademark dataset [26] as the training dataset, and the METU dataset [14] as the testing dataset. NPU is a small dataset that includes 317 similar trademark groups and each group contains at least two similar trademarks. In comparison, the METU dataset includes nearly 1 million trademarks. 3,237 similar pairs and 4,051 dissimilar pairs are created with NPU dataset trademarks (two trademarks are similar if they are in the same group, otherwise vice-versa). Example similar and dissimilar pairs are shown in Fig. 2 . We adopted two evaluation metrics, mean average precision and normalized average rank, which are widely used in related literature [2, 4, 14, 27] . Both are calculated using ranking positions obtained by sorting the image to query similarity distance in descending order. Note the MAP value is calculated using the top 100 ranking results.
Results and Analysis
We selected the policy with the highest reward from all policies sampled by the controller trained on the NPU dataset for our evaluation and ablation studies. The policy is: Transla-teX: 1, Brightness: 1, ShearX: 1, Rotate: 10, TranslateY: 1, Resize: 1, Equalize: 1, Solarize: 3. The visualised policy with a sample image is shown in Fig. 3 .
Network Transferability We tested the policy with several ImageNet pre-trained networks including VGG16 [19] , ResNet [6] , DenseNet121 [28] and AlexNet [29] . All pretrained models are from TorchVision 2 , except for VGG16 which is from Caffe model zoo 3 . The feature extraction layers and results are shown in Table 1 . With the learned policy, MAP@100 results of all networks are improved, and ranking results of VGG16 and ResNet are improved significantly.
Aggregation Transferability Here, we tested the learned policy with other types of aggregation methods namely SPoC [15] , GeM [16] , CRoW [17] and R-MAC [13] . Features extracted from the last activation layer of Conv5 of VGG16 are used for implementing these aggregation methods. Hyperparameters used in these methods are similar to those in [16] , except for R-MAC. The scale factor of R-MAC is set to two, as a larger scale factor hurts its performance with the proposed method.
From the results shown in Table 2 , we can see MAP@100 results of all aggregation methods are improved, and rank results are improved for all except for SPoC.
Useful Image Transformations To figure out which transformations are beneficial for image retrieval, we count the number of image transformations in the 100 policies which have the highest rewards. The statistics are shown in Fig. 4 age transformations, R-MAC with VGG16/Pool4 features achieved a MAP@100 score of 27.1, which also surpasses previous SOTA results. However, this demonstrates our method is also valid when applied to already high performing features. 
R e s i z e R o t a t e S h e a r X S h e a r Y T r a n s l a t e X T r a n s l a t e Y A u t o C o n t r a s t I n v e r t E q u a l i z e S o l a r i z e P o s t e r i z e C o n t r a s t C o l o r B r i g h t n e s s S h a r p n e s s H o r i z o n t a l -f l i p
CONCLUSION
In this work, we applied a reinforcement learning approach to learn an ensemble of image transformations to enhance feature invariance for image retrieval efficiently and affordably. We proposed a reward function to increase invariance and distinctiveness of features aggregated from the learned transformations. It therefore not only improved the performance of off-the-shelf features used in the training stage, but it also demonstrated its transferability to features extracted with different networks and feature aggregation methods. 
