Visual object tracking is a fundamental component in many computer vision applications. Extracting robust features of object is one of the most important steps in tracking. As trackers, only formulated on RGB data, are usually affected by occlusions, appearance, or illumination variations, we propose a novel RGB-D tracking method based on genetic feature learning in this paper. Our approach addresses feature learning as an optimization problem. As owning the advantage of parallel computing, genetic algorithm (GA) has fast speed of convergence and excellent global optimization performance. At the same time, unlike handcrafted feature and deep learning methods, GA can be employed to solve the problem of feature representation without prior knowledge, and it has no use for a large number of parameters to be learned. The candidate solution in RGB or depth modality is represented as an encoding of an image in GA, and genetic feature is learned through population initialization, fitness evaluation, selection, crossover, and mutation. The proposed RGB-D tracker is evaluated on popular benchmark dataset, and experimental results indicate that our method achieves higher accuracy and faster tracking speed.
Introduction
Visual object tracking, as a hot research topic in computer vision, has been potential applications including intelligent surveillance systems [1] , sport analysis [2] , advanced assistance systems [3] , etc. Despite its popularity, the existing trackers are mainly based on RGB information so that they have many limitations, how to accurately track the target object still remains challenging as variations in appearance or illumination, occlusions, and clutter [4] [5] [6] . As the introduction of low-cost RGB-D cameras, new algorithms that fuse color and depth cues to improve tracking performance have been proposed [7] [8] [9] .
In general, most of trackers contain the following two parts: feature representation and search strategy. The existing methods of feature representation can be grouped into two categories: handcrafted features and deep learning features.
Song [10] proposed several different RGB-D trackers using both 2D and 3D model and released a large public dataset which includes more than 100 videos. The best tracking performance was achieved by calculating HOG features on both color and depth data. In [11] , authors proposed a real-time RGB-D tracker using depth information to handle scale and shape changes. Authors of [12] proposed an occlusion-aware RGB-D tracking approach based on particle filter which can handle complex and persistent occlusions. Authors of [13] proposed a tracker based on prototype budget maintenance; they explored local depth pattern to represent depth feature. A RGB-D tracker was presented by [14] using adaptive range-invariant depth models and spatiotemporal consistency constraints. The tracking methods introduced above are all based on handcrafted feature, which are usually designed by human experts and only achieve good performance in some particular domain.
To overcome these limitations, deep learning features have been applied to RGB-D tracker. A visual RGB-D tracker based on cross-modality Gaussian-Bernoulli deep Boltzmann Machines was introduced by [15] . Authors [16] 2 Complexity proposed a new RGB-D tracker which is upon kernelized correlation filter with deep features. In [17] , an RGB-D hand tracking algorithm based on a deep learning framework was presented. A novel RGB-D tracker based on multimodal deep feature fusion was proposed by [18] . These RGB-D trackers are able to learn the features of objects automatically using deep learning; however, the number of parameters to be learned in these deep learning models is very large, which restricts their application.
As owning the advantage of parallel computing, evolutionary computation has fast speed of convergence and excellent global optimization performance. Within the field of evolutionary computation, genetic algorithm (GA) is the best known one that seeks the solution of a problem by simulating biological evolutionary mechanisms such as selection, crossover, and mutation. In recent years, evolutionary computation has been applied to the computer vision domain and proved to be powerful. Authors of [19] proposed an image segmentation algorithm based on a genetic framework. Lin et al. [20] proposed a coevolutionary genetic programming approach to learn composite features for object recognition. In [21] , the authors performed an evolutionary optimization of hierarchical object recognition features.
Unlike handcrafted feature techniques, GA can be employed to solve the problem of feature representation without prior knowledge. At the same time, GA has no use for a large number of parameters to be learned. To the best of our knowledge, GA has not been utilized in RGB-D tracker by far. In this paper, we propose a visual object tracking method in RGB-D data via genetic feature learning. At first, the depth data is encoded into three channels of horizontal disparity, height above ground, and angle with gravity using HHA encoding for deriving geometrical information of target object. Then, candidate solution in RGB or depth modality is represented as an encoding of an image. Genetic feature is learned through population initialization, fitness evaluation, selection, crossover, and mutation. To fuse the information in RGB and depth modality, the sum of errors between genetic feature of target object in frame t-1 and the candidates in current frame are computed. Finally, the candidate with the minimum sum of errors in two modalities is output as the tracking result. The proposed RGB-D tracker is evaluated on popular benchmark dataset, and experimental results indicate that our method achieves a higher accuracy and faster tracking speed.
Proposed RGB-D Tracking Algorithm
At first, this section describes how to learn genetic feature for RGB-D data. Following that, the overall framework of our proposed RGB-D tracker is illustrated.
. . Individual Representation. As everyone knows, the geometric properties are very important for the primary mechanism of human visual system when recognizing or tracking the objects. Only using the plain RGB data, it is difficult to compute the geometric properties of objects with higher accuracy and greater reliability. It is fortunate that the depth data can provide more accurate geometrical cues compared with only using RGB information. For deriving geometrical information explicitly, the depth is encoded into three channels of horizontal disparity, height above ground, and angle with gravity using HHA encoding [22] which emphasize the complementary discontinuities in the image.
In GA, encoding of chromosome is our first step to solve any problem. Following the work [23] , we can know that individual, chromosome, candidate solution, or genotype is equivalent to represent the point in the space of possible solutions in GA domain. As after HHA encoding, the depth has three channels: disparity, height, and angle, which is similar to RGB image. In our paper, an individual/chromosome/candidate solution in RGB or depth modality includes 32 genes, each gene consists of 7 data items, and each data item contains 8 binary bits; accordingly, the dimension of a chromosome is 56 × 32, as shown in Figure 1 . The only difference is internal structure of data item in RGB or depth modality. Specifically, for a RGB image, the data item comprises three channels (R,G,B) and four values (X,Y,W,H) of a sliding window within a reconstructed image in GA domain, but for a depth image, three channels are disparity, height, and angle.
. . Genetic Feature Learning. The implementation of genetic feature learning is illustrated as Figure 2 . Genetic feature learning comprises population initialization, fitness evaluation, selection, crossover, and mutation. Firstly, the initial population is generated randomly that is also called solution space. Then a candidate solution is generated within the solution space which is most adaptable to the environment according fitness evaluation. If this candidate solution meets termination condition, it will be output as the best individual. Otherwise, the crossover and mutation are performed on this candidate, then new population will be generated. Following that, a new candidate solution is selected from the new population which will be passed to the loop again. Finally, after a specific number of crossover, mutation, and selection of solutions, the GA will terminate and output the genetic features of the best individual.
. . . Population Initialization. For an input image in RGB or depth modality RGB or depth , in the solution space, the population of individuals/chromosomes is expressed as RGB ( ) = { } RGB or depth ( ) = { } depth , where is the chromosome, j=1, 2, . . . , M, M is the population size, g=1, 2, . . . , G, and G denotes the number of generations. Accordingly, the initialization of population is RGB (1) = { 1 } RGB or depth (1) = { 1 } depth . In order to cover the entire search space, individual of the initial population should be generated randomly according to a uniform distribution.
. . . Fitness Evaluation. GA is dependent on the fitness function which can find out the quality of candidate solution such as measurable and returning the fitness value. They perform very well for large scale optimization problem. When inputting RGB or depth , there will be a reconstructed image Complexity using the jth individual/chromosome/candidate solution in the GA domain. The objective of genetic methods is to maximize the performance of candidate solutions evaluated by appropriate fitness function. For each candidate solution , the corresponding fitness function is defined as follows:
The best individual/chromosome/candidate solution best is calculated by . . . Selection, Mutation, and Crossover Operation. Selection operation is also called reproduction operation, which is used to select the better individuals to be parents to the next generation. In selection method, we randomly choose the chromosome from the population according to fitness evaluation function (as (1) and (2)). Based on the fitness ranking, we use the ranking selection scheme to select better individuals from the current generation to be parents ( 1 , 2 ) of the next generation. In this process, high quality individuals have higher rankings and have higher chance to be selected.
In ranking selection [24] , individuals are first sorted according to their fitness value and then the ranks are assigned to them. The worst individual has rank 1 and next has rank 2 and the best rank has M, where M is the size of population. The selection probability is then assigned linearly to the individuals according to their ranks.
where is the probability of selecting the jth individual, /M is probability of selecting the worst individual, and / is probability of selecting the best individual. Crossover operation [25] is also called recombination, which is used to combine the genetic information of two parents ( 1 , 2 ) to produce new offspring ( 1 , 2 ) by selecting the crossover points with a crossover probability . In our study, the swap node operator is used to generate new offspring, in which two nodes from a parent are randomly selected and swapped to create a second offspring.
Mutation will change in the DNA sequence of a cell's genome. Mutation operation is used to maintain genetic diversity from one generation of a population of chromosomes to the next generation. In our method, gene value is altered in mutation operation by selecting and flipping a bit randomly.
. . Proposed RGB-D Tracker. The pipeline of the proposed RGB-D tracking approach is shown as Figure 3 . The center location ( −1 , −1 ) of target object in frame t-1 is read as the center of the frame t, and a square with the side length of 32 pixels is drawn and taken as the search space. We sample N candidates within the search space in RGB and depth modality and calculate the genetic features of candidates , and depth , , i=1, 2, . . . , N. To fuse the information in RGB and depth modality, the errors between genetic feature of target object in frame t-1 and the candidates in current frame are computed, the sum of errors in RGB and depth modality are
and the candidate with the minimum sum of errors in two modalities is output as the tracking result.
Experiments and Results
The performance of our proposed RGB-D tracker is evaluated using MATLAB R2016b platform on a server with a 12-core processor, 512GB Memory, and NVIDIA GeForce GT650m GPU running on Windows 10 operating system. Very few software resources for RGB-D object tracking are available publicly. We only use HOG detectors implemented in Opencv to run on the GPU. In our study, the population size M=30, the number of generations G=200, and the number of samples N=100. These values are determined after a lot of experiments for considering the balance of accuracy and speed of tracker. We conduct the experiments on the popular RGB-D tracking benchmark dataset: PTB dataset. The dataset includes 100 RGB-D videos.
. . Comparison of Success Rate.
We compare our algorithm with the following state-of-the-art RGB-D trackers: Prin Tracker [10] , DC-KCF Tracker [11] , OAPF Tracker [12] , and Berming Tracker [14] . The evaluation results are provided according to success rate (SR) as measurement, which is computed in terms of the overlap:
where is the region of ground truth, represents the region of the tracking result, and the larger scores mean more accurate tracking results.
The comparison results of SR for 11 attributes on the PTB dataset are shown in Table 1 for analyzing the performance of our RGB-D tracker. The PTB has been divided into different categorizations in terms of the characteristics of target objects, such as object type, size, speed of movement, presence of occlusions, and motion type. According to the results, we can see that our tracking algorithm based on Table 2 . We speed up the computation by using NVIDIA GeForce GT650m GPU, and 512 GB memory is required to conduct these experiments as the GPU memory consumption. The speed of our method is only slower than DC-KCF Tracker, but the results of overall SR are better than it.
. . Comparison of Different Modality. The comparisons of tracking results using features in different modalities are given in the following Figure 4 to show the contribution of fusing genetic features in RGB and depth modality. Due to limited space, experimental results of four testing videos in the PTB dataset are selected in this section. The detailed descriptions for the selected videos are presented in Table 3 .
Depth data is complementary to color information. 3D information included in depth data can reduce the effect of occlusions; at the same time, illumination variations have low impact to depth information. The above experimental results also show that fusing information in RGB and depth modality can improve the accuracy of tracking. Only using genetic feature in RGB videos, the tracking box drifts when appearance changes or occlusion occurs. At the same time, from Table 1 and Figure 4 (d), we can find that the performance of our tracker is not good enough when the object moves fast or actively; we plan to do further researches about search strategy to improve it in the future.
Conclusion
In this paper, we have developed a RGB-D tracking method based on genetic feature learning, which can fuse the color and depth information for visual object tracking tasks. Our method treats feature learning as an optimization problem to be solved by GA. Experimental results manifest that our RGB-D tracker achieves higher accuracy and faster tracking speed. Compared with existing RGB-D tracking methods, the proposed genetic feature learning for tracking requires neither prior acknowledgement of object, data preprocessing, or learning a large set of parameters to obtain better performance. In future work, we will mainly focus on improving search strategy to improve our method.
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