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CLASSIFICATION OF FINITE DIMENSIONAL IRREDUCIBLE
MODULES OVER W-ALGEBRAS
IVAN LOSEV AND VICTOR OSTRIK
Abstract. Finite W-algebras are certain associative algebras arising in Lie theory. Each
W-algebra is constructed from a pair of a semisimple Lie algebra g (our base field is alge-
braically closed and of characteristic 0) and its nilpotent element e. In this paper we classify
finite dimensional irreducible modules with integral central character over W-algebras. In
more detail, in a previous paper the first author proved that the component group A(e) of
the centralizer of the nilpotent element under consideration acts on the set of finite dimen-
sional irreducible modules over the W-algebra and the quotient set is naturally identified
with the set of primitive ideals in U(g) whose associated variety is the closure of the ad-
joint orbit of e. In this paper, for a given primitive ideal with integral central character,
we compute the corresponding A(e)-orbit. The answer is that the stabilizer of that orbit
is basically a subgroup of A(e) introduced by G. Lusztig. In the proof we use a variety of
different ingredients: the structure theory of primitive ideals and Harish-Chandra bimodules
for semisimple Lie algebras, the representation theory of W-algebras, the structure theory
of cells and Springer representations, and multi-fusion monoidal categories.
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1. Introduction
1.1. Finite W-algebras. Finite W-algebras are certain associative algebras arising in Lie
representation theory. Each W-algebra W is constructed from a pair (g,O), where g is a
semisimple Lie algebra over an algebraically closed field K of characteristic 0, and O is a
nilpotent orbit in g. Some information, including a definition, is recalled in Section 4. For
more details about (finite) W-algebras the reader is referred to the reviews [W],[Lo5].
One of the most basic questions in Representation theory is, given an associative algebra
A, classify its irreducible finite dimensional representations. In this paper we solve this
problem for finite W -algebras under the restriction that we only consider representations
with integral central character. It is known that the center of W is canonically identified
with the center of the universal enveloping algebra U := U(g) of g and so one uses this
identification to define the notion of an integral central character for W-modules.
Before stating our main result in Subsection 1.3 we would like to explain some prior
classification results.
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1.2. Known classification results. The main theorem of the present paper is a refinement
of a classification result from [Lo2], so we are going to explain that result first.
Fix a semisimple Lie algebra g, its nilpotent orbit O and construct the W -algebraW from
these data. Let Irrfin(W) denote the set of finite dimensional irreducible W-modules.
This set comes equipped with a finite group action. Namely, let G denote the simply
connected semisimple algebraic group with Lie algebra g. Pick an element e ∈ O and
consider its centralizer ZG(e) in G. In general, this subgroup is not connected. Consider
the component group A(e) := ZG(e)/ZG(e)
◦, where the superscript “◦” denotes the unit
connected component. It turns out that there is a natural action of A(e) on Irrfin(W), see
Section 4 for the definition. This action is by outer automorphisms and so the modules in
the same orbit are basically indistinguishable.
In [Lo2] the first author described the orbit space Irrfin(W)/A(e) for the A(e)-action on
Irrfin(W). Namely, consider the set PrO(U) of all primitive ideals of U whose associated vari-
ety is the closure O ofO, see Section 2 for a reminder on primitive ideals. Premet conjectured,
Conjecture 1.2.1 in loc.cit., that there is a natural identification between Irrfin(W)/A(e) and
PrO(U) and this conjecture was proved in Subsection 4.2 of loc.cit.
The set PrO(U) is basically computable in all cases, we gather some results in Subsection
6.9. So, since the A(e)-conjugate modules are practically indistinguishable, the result from
[Lo2] can be regarded as an almost complete classification. To complete the classification one
needs to determine the A(e)-orbit corresponding to each primitive ideal J ∈ PrO(U). This
is a problem that we solve in this paper under the restriction that J has an integral central
character. The general case is an “endoscopy-like” problem and so seems to be difficult, we
only have some conjectures there.
Let us also recall other known classification results although they will not be used in
the present paper. In [BK] Brundan and Kleshchev produced an explicit combinatorial de-
scription of Irrfin(W) for g = sln. Here the group A(e) acts trivially on Irrfin(W) and
so Irrfin(W) ∼= PrO(U). Modulo that identification, the Brundan-Kleshchev classification
is equivalent to the combinatorial description of PrO(U) due to Joseph. Some combina-
torial descriptions were also obtained for certain orbits in the classical Lie algebras, see
[BG1],[BG2].
For the minimal nilpotent orbit in any g the classification of Irrfin(W) was obtained by
Premet in [Pr2].
Finally, let us mention a result obtained in [Lo4]. There the first author obtained a
criterium for a module in the category O for W to be finite dimensional. In the case when
O is a so called principal Levi orbit this gives a complete classification of Irrfin(W). The
description heavily depends on the properties of PrO(U) and so is rather implicit. Also it is
a hard and interesting question of how the classification from [Lo4] agrees with the result of
the present paper.
1.3. Main theorem. So our goal is to describe, for any ideal J ∈ PrO(U) with integral
central character, the A(e)-orbit in Irrfin(W) lying over J . We remark that such J exists
only when the orbit O is special in the sense of Lusztig, see [Lu2, 13.1.1] for the definition
of a special orbit.
To a special orbit O one can assign a subset c in the Weyl group W of g called a two-sided
cell. The two-sided cell splits into the union of subsets called left cells. For an integral central
character λ of U let PrO(Uλ) be the set of primitive ideals in PrO(U) with central character
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λ. The set PrO(Uλ) naturally embeds into the set of all left cells in c, and this embedding is
a bijection when λ is regular.
Lusztig defined a certain quotient A¯ of A(e), see [Lu2, p. 343]. Further to each left cell
σ inside c he associated a subgroup Hσ ⊂ A¯ defined up to conjugacy, see [Lu4, Proposition
3.8]. For reader’s convenience let us provide some description here, more details will be
given in Section 6. To c, σ one assigns the cell W -modules [σ] ⊂ [c]. To O one assigns
the Springer W × A(e)-module Spr(O). Then Hσ has the (defining, in fact) property that
Q(A¯/Hσ) = HomW ([σ], Spr(O)) as A(e)-modules, while A¯ is the minimal quotient of A(e)
that acts on HomW ([c], Spr(O)).
Now we are ready to state our main result.
Theorem 1.1. Let J ∈ PrO(U) have integral central character. Let σ be the corresponding
left cell. The A(e)-orbit over J is A¯/Hσ.
1.4. Discussion. We would like to outline some ideas leading to the statement of the theo-
rem as well as some techniques used in the proof. The reader should keep in mind that some
constructions are explained informally and often not as they are used in the actual proofs
below.
Theorem 1.1 was conjectured by R. Bezrukavnikov and the second author (unpublished).
The main motivation for that conjecture came from [BFO1]. So, first, we are going to explain
what was done in [BFO1].
Fix a special orbit O. In [Lu6] Lusztig assigned a certain multi-fusion (=rigid monoidal,
semisimple with finitely many simples) category JO to O (or, more precisely, to the corre-
sponding two-sided cell c). The category JO categorifies the block JO in Lusztig’s asymptotic
Hecke algebra J. Lusztig conjectured, among other things, that his category should admit
a fairly easy description: it should be isomorphic to the category CohA¯(Y ′ × Y ′), where
Y ′ :=
⊔
σ A¯/Hσ, of A¯-equivariant sheaves of finite dimensional vector spaces on Y
′ × Y ′.
This conjecture was verified in [BFO1].
Lusztig’s category JO can be defined using the representation theory of U . Namely, con-
sider the monoidal category HC(Uρ) of all Harish-Chandra U-bimodules whose left and right
central characters are trivial. Consider its tensor ideals HCO(Uρ) ⊃ HC∂O(Uρ) of all bimod-
ules supported on the closure O and on the boundary ∂O, respectively. Form the quotient
HCO(Uρ). We do not know whether this category is semisimple, in general, in any case, we
can consider its subcategory HCO(Uρ)ss of all semisimple objects. The last subcategory hap-
pens to be closed under tensor products. Moreover, it is naturally isomorphic to Lusztig’s
category JO, see [BFO2] for details.
On the other hand, in [Lo2] the first author related the category HCO(U) (define similarly
to HCO(Uρ) but without restrictions on the central characters) to a certain category of finite
dimensional W-bimodules to be defined next.
Consider a maximal reductive subgroup Q of ZG(e). This group acts on W by auto-
morphisms and the action produces the A(e)-action on Irrfin(W). Moreover, there is a
Q-equivariant embedding of the Lie algebra q of Q into W. So we can define the category
HCQfin(W) of Q-equivariant finite dimensional W-bimodules. The Q-equivariance includes
the condition that the action of Q◦ should integrate the adjoint q-action, where q is viewed
as a Lie subalgebra of W. In other words, the only additional structure on a Q-equivariant
bimodule comparing to a usual bimodule is the action of representatives of the elements of
Q/Q◦. In particular, the subcategory HCQfin(Wρ)
ss of semisimple Q-equivariant finite di-
mensional bimodules with left and right central characters ρ roughly looks as the category
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CohA(e)(Y × Y ) with Y = Irrfin(Wρ). One way how HC
Q
fin(Wρ)
ss may be different from
CohA(e)(Y × Y ) is via twists with 2- and 3-cocycles. We are not going to make this precise
here, we only present an example of what we mean by a 2-cocycle twist.
Consider the algebra A := Mat2(K) ⊕Mat2(K) and its group Γ of automorphisms con-
structed as follows. Take the dihedral subgroup Dyh8 of order 8 in GL2(K). Then for Γ take
its image under the homomorphism GL2(K) → PGL2(K) × PGL2(K) ⊂ Aut(A) projecting
GL2(K) onto the first factor. So Γ ∼= Z/2Z × Z/2Z. Consider the category Bimod
Γ(A) of
Γ-equivariant (in the usual sense) A-bimodules. It is easy to see that BimodΓ(A) is equiv-
alent to the category of all sheaves on {1, 2} × {1, 2}, whose fibers over the diagonal points
are genuine Γ-modules, while fibers over the non-diagonal points are projective modules cor-
responding to a non-trivial 2-cocycle. This is what we mean by a 2-cocycle twist. 3-cocycle
twists we mentioned have to do with triple product isomorphisms that are a part of the
definition of a monoidal category.
Now let us explain a relationship between the categories HCO(U) and Bimod
Q
fin(W).
It was shown in [Lo2], Theorem 1.3.1, that there is a fully faithful tensor embedding
HCO(U)→ Bimod
Q
fin(W) of abelian categories, whose image is closed under taking subquo-
tients. The embedding is compatible with central characters so that HCO(Uρ) embeds into
BimodQfin(Wρ). Since the image is closed under subquotients we see that JO = HCO(Uρ) em-
beds into the category BimodQfin(Wρ)
ss, which, as we mentioned, is, basically, CohA(e)(Y ×Y )
with various twists.
To relate the approach from [Lo2] with that from [BFO1] we would like to assert that not
only Y = Y ′ (which is the regular central character case of Theorem 1.1) but also that the
embedding JO →֒ Coh
A(e)(Y × Y ) realizes JO as Coh
A¯(Y × Y ). There is a bunch of various
problems with this claim – otherwise we would not write this paper. The first problem to
address is as follows: not every multi-fusion subcategory of CohA(e)(Y × Y ) has the form
CohA¯(Y × Y ) (with various additional twists) for some quotient A¯ of A(e) acting on Y .
It turns out that a criterium for a subcategory to have that form is that for each A(e)-
orbit in Y × Y the subcategory has an object supported on that orbit. It so happens that
JO ⊂ Coh
A(e)(Y × Y ) does have that property but this is a pretty non-trivial fact about
W-algebras to be proved in Section 5.
But even if we know that JO = Coh
A¯(Y × Y ) (again with various twists) there are
other problems: why A¯ viewed as a quotient of A(e) should be the same as A¯, why no
twists occur and, most importantly, why Y = Y ′? An important remark here is that even
if a finite group Γ is fixed, knowing the category CohΓ(X × X) up to an equivalence of
monoidal categories is not sufficient to recover X as a set with a Γ-action. The simplest
example is as follows: take Γ = Z/2Z, X1 = {pt}, X2 = Γ. Then the multi-fusion categories
CohΓ(X1 × X1),Coh
Γ(X2 × X2) are equivalent. The presence of twists makes things even
worse: for Γ = Z/2Z × Z/2Z the category BimodΓ(A) considered above is equivalent to
CohΓ(X ×X) with X = Γ ⊔ {pt}.
Fortunately, that ambiguity can be fixed with, basically, just one powerful tool. That
tool is a relationship between the finite dimensional representations of Wρ and the Springer
representation Spr(O) obtained by Dodd in [D]. Namely consider the rational K-group of
the category of finite dimensional Wρ-modules. This K-group gets identified with the Q-
span Q(Y ) of Y . One can define a natural structure of a W ×A(e)-module on Q(Y ). Dodd
proved that there is a W ×A(e)-equivariant embedding Q(Y ) →֒ Spr(O).
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The existence of an embedding is a very restrictive condition on Y . It turns out that the
claim we need to prove is more or less equivalent to showing that Q(Y ) is as big as possible,
meaning that it coincides with the maximal submodule Spr(O)c of Spr(O) whose irreducible
W -submodules appear in the cell module [c].
So, very roughly, the proof of Theorem 1.1 uses the following algorithm:
(0) Start with a left cell σ with Hσ = A¯ and assume no knowledge of the W × A(e)-
module Q(Y ) (well, we know that the trivial A¯-module always occurs there but this
is not of much help).
(1) Use the information on the structure of JO and known irreducible constituents of
Q(Y ) to prove that the stabilizers in Y for more left cells (=primitive ideals) τ
coincide with Hτ .
(2) Get some new irreducible constituents of Q(Y ).
(3) If Q(Y ) = Spr(O)c is known, then we are, more or less, done. Otherwise, return to
step 1.
In the course of the proof we will also see that basically no twists occur in JO = Coh
A¯(Y ×Y ).
Of course, the scheme above assumes that there is a left cell σ with Hσ = A¯, so the
question is whether this is always the case. The answer is: always, with three exceptions:
one cell for E7 and 2 cells for E8. These are so called exceptional cells that have to be treated
separately, see [O3].
1.5. Applications. In fact, together with Theorem 1.1 we obtain an alternative proof of
the Lusztig conjecture on the structure of JO mentioned in the previous subsection. This
application is pretty well expected and is straightforward from our proof.
There is also a much less expected application: using Theorem 1.1 and some of the tech-
niques used in the proof the first author was able to compute the dimensions of finite di-
mensional irreducible modules with integral central characters. Further, he proved that the
dimension of such a module equals the Goldie rank of the corresponding primitive ideal in
U . This and related developments will be a subject of a forthcoming paper [Lo6].
1.6. Structure of the paper. Let us describe the organization of the paper. The paper is
broken into sections, the beginning of each section describes its content in more detail.
Sections 2-4, 6 are preliminary and, basically, contain nothing new. In Section 2 we in-
troduce certain categories related to Harish-Chandra bimodules and describe some related
constructions. In our proofs we need to use the language of multi-fusion and module cate-
gories, those are recalled in Section 3. In Section 4 we recall various facts about W -algebras.
Finally, in Section 6 we recall various things related to cells and Lusztig’s subgroups, includ-
ing the explicit computations of the latter.
In Section 5 is technical, there we prove several results regarding the functor HCO(U) →
HCQfin(W). The most important one is Theorem 5.1.
Finally, in Section 7 we complete the proof of Theorem 1.1.
1.7. Acknowledgements. We are grateful to R. Bezrukavnikov, C. Dodd, G. Lusztig and
D. Vogan for stimulating discussions.
1.8. Conventions and notation. In this subsection we describe conventions and the no-
tation used in this paper. The notation will be recalled from time to time in the main body
of the paper.
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1.8.1. Lie algebras and algebraic groups. Throughout the paper g is a reductive Lie algebra
defined over an algebraically closed field K of characteristic 0. We fix a Borel subalgebra
b ⊂ g and a Cartan subalgebra h ⊂ b. Let ∆,W be the root system and the Weyl group
corresponding to the choice of h, and ∆+ the system of positive roots corresponding to the
choice of b. Let U(g) denote the universal enveloping algebra of g. We will often write U for
U(g). Further, G denotes a connected reductive algebraic group with Lie algebra g.
By (·, ·) we denote a symmetric invariant form on g whose restriction to h(Q) is positive
definite. We identify g with g∗ using that form.
1.8.2. Nilpotent orbits. By O we denote a nilpotent orbit in g. Starting from Section 5 we
assume that the orbit O is special in the sense of Lusztig, unless otherwise is specified. We
pick an element e ∈ O and include it into an sl2-triple (e, h, f). Then S denotes the Slodowy
slice, S := e + zg(f), where zg(•) stands for the centralizer in g. We set Q := ZG(e, h, f),
this is a maximal reductive subgroup of the centralizer ZG(e). Then A := A(e) = Q/Q
◦ =
ZG(e)/ZG(e)
◦ denotes the component group.
Starting from g and O (or, more precisely, from g and the sl2-triple (e, h, f)) one constructs
the W-algebra to be denoted by U(g, e) or, more frequently, by W.
1.8.3. Central characters. Recall that the center Z(U) of U is identified with K[h∗]W via the
Harish-Chandra isomorphism: to z ∈ Z(U) one assigns the polynomial of ν by which z acts
on the irreducible module L(ν) with highest weight ν − ρ. Here, as usual, ρ stands for half
the sum of all positive roots.
One says that a character of Z(U) is integral (with respect to G) if its representative λ ∈ h∗
lies in the character lattice of G, and regular if λ is non-zero on all coroots. A non-regular
character is also called singular.
The integral central characters are therefore in one-to-one correspondence with the domi-
nant weights, where λ ∈ h∗ is called dominant if it is integral and non-negative on all positive
coroots. We will usually denote dominant weights (=integral central characters) by Greek
letters λ, µ. The set of dominant characters of G will be denoted by P+. The set of strictly
dominant characters (those that are positive on all positive coroots) is denoted by P++.
Further we say that µ ∈ P+ is compatible with w ∈ W (or vice versa) if wα ∈ −∆+ for
any α ∈ ∆+ with 〈µ, α
∨〉 = 0. Equivalently, w is the longest element in wWα. Clearly any
integral element of h∗ is represented in the form wµ with compatible w, µ in a unique way.
For λ ∈ h∗, let Uλ := U/UZ(U)λ be the central reduction of U by the ideal in U generated
by the maximal ideal Z(U)λ of λ in Z(U). Of course, with our conventions, Uλ = Uwλ for
all w ∈ W .
1.8.4. Cells and Lusztig’s groups. In what follows we usually deal with one special orbit O
(or the corresponding two-sided cell c) at a time so we do not indicate the dependence on
O or c when this does not lead to a confusion. By A¯ we denote the Lusztig quotient of the
component group A.
Left cells inside c are usually denoted by Greek letters σ, τ . For a left cell σ by Hσ we
denote the corresponding Lusztig subgroup in A¯.
1.8.5. Primitive ideals and Harish-Chandra bimodules. Recall that by a primitive ideal one
means the annihilator of an irreducible module. For λ ∈ h∗ set J (λ) := AnnU L(λ). Accord-
ing to the Duflo theorem, every primitive ideal is of the form J (λ) for some (non-unique, in
general) λ ∈ h∗.
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The set of all primitive ideals will be denoted by Pr(U). By PrO(U) we denote the set of
all primitive ideals J such that the associated variety V(U/J ) coincides with O. By Pr(Uλ)
we denote the subset of Pr(U) consisting of all ideals with central character λ, i.e., all J
with J ∩ Z(U) = Z(U)λ. We use the notation Pr(UΛ) to denote the set of all primitive
ideals whose central characters belong to a subset Λ ⊂ h∗.
The notation for Harish-Chandra bimodules will be explained in more detail in Subsec-
tion 2.1. Let us mention now that we consider various categories related to Harish-Chandra
bimodules and our notation for them usually looks like Λ1HCΛ2Y (U). This stands for the cate-
gory of all HC bimodules with generalized left central character lying in Λ1 ⊂ h∗, generalized
right central character in Λ2, and the associated variety contained in Y ⊂ g ∼= g∗ – when Y
is closed. When Y is locally closed, HCY (U) stands for the subquotient HCY (U)/HC∂Y (U).
The notion of (generalized) central characters still makes sense for the objects of such sub-
quotients.
By Λ1JΛ2 we denote the category Λ1HCΛ2O (U)
ss, where the superscript “ss” means the
semisimple part of the category. Any missing superscript stands for the genuine central
character ρ so that, for instance, JΛ2 means ρJΛ2 . Also we will use the notation like Jσ, τJ, σJτ
for certain subcategories in J(= ρJρ) associated with left cells σ, τ – see Subsection 6.2 for
the definitions.
1.8.6. Irreducible W-modules. The set of all irreducible W-modules with central characters
from a subset Λ ∈ h∗ will be denote by Y Λ. As above, we write Y for Y ρ. Below we
will introduce an extension A of A(e) and a quotient A¯ of A. The latter acts on Y Λ and
eventually will be shown to coincide with A¯. The stabilizer (defined up to conjugacy) of the
A¯-orbit lying over J will be denoted by Hλσ, where λ is the central character, and σ is the
left cell corresponding to J . So our main theorem just asserts that Hλσ = Hσ.
1.8.7. Miscellaneous notation. This notation is summarized below.
Aopp the opposite algebra of A.
⊗̂ the completed tensor product of complete topological vector spaces/
modules.
(a1, . . . , ak) the two-sided ideal in an associative algebra generated by elements
a1, . . . , ak.
A∧χ the completion of a commutative algebra A with respect to the maxi-
mal ideal of a point χ ∈ Spec(A).
AnnA(M) the annihilator of an A-module M in an algebra A.
#C the number of isomorphism classes of simple objects in an abelian
category C.
[C] the rational K-group of an abelian category C.
Coh(X) the category of sheaves of finite dimensional vector spaces on a set X .
CohΓ(X) the category of Γ-equivariant sheaves of finite dimensional vector
spaces on a Γ-set X .
Der(A) the Lie algebra of derivations of an algebra A.
Irr(Γ) the set of irreducible modules of a finite group Γ.
Gx the stabilizer of x in G.
grA the associated graded vector space of a filtered vector space A.
Q(X) the Q-linear span of a finite set X .
R~(A) :=
⊕
i∈Z ~
i FiA :the Rees K[~]-module of a filtered vector space A.
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Repψ(Γ) the category of projective representations of a finite group Γ corre-
sponding to a 2-cocycle ψ.
V(M) the associated variety of M.
Z(g) the center of U(g).
2. Preliminaries on Harish-Chandra bimodules
2.1. Subcategories and subquotients. Let us recall that a U-bimodule M is said to be
Harish-Chandra (shortly, HC) for G if
• M is finitely generated,
• M coincides with the sum of its finite dimensional submodules for the adjoint action
of g (ad(ξ)m = ξm−mξ),
• and the adjoint g-action on M integrates to a G-action.
Of course, for a simply connected semisimple group G the last condition is satisfied auto-
matically.
For M ∈ HC(U) one can define its associated variety V(M) ⊂ g∗ as follows. Equip U
with the standard PBW filtration. A compatible filtration on M is said to be good if it
is ad(g)-stable and the associated graded grM is a finitely generated grU = S(g)-module
(since the filtration is ad(g)-stable, the left and the right S(g)-actions on M coincide). By
the associated variety V(M) of M one means the support of grM in g ∼= g∗ = Spec(S(g)).
For a closed G-stable subvariety Y ⊂ g∗ let HCY (U) denote the full subcategory in HC(U)
consisting of all bimodules M with V(M) ⊂ Y . Clearly, HCY (U) is a Serre subcategory of
HC(U) (i.e., it is closed under taking subquotients and extensions). We also remark that
V(M) = V(U/LAnn(M)) = V(U/RAnn(M)). Here and below LAnn,RAnn denote the
left and right annihilators, respectively.
The tensor product over U defines the structure of a monoidal category on HC(U) (the
unit object is U itself). For two modules M1,M2 ∈ HC(U) we have
(2.1) LAnn(M1 ⊗U M2) ⊃ LAnn(M1),RAnn(M1 ⊗U M2) ⊃ RAnn(M2).
It follows that V(M1 ⊗U M2) ⊂ V(M1) ∩V(M2).
There is an internal Hom functor in the category HC(U). Namely, for M1,M2 ∈ HC(U)
the space Hom(M1,M2) := HomUopp(M1,M2) of homomorphisms of right U-modules has
a natural structure of a U-bimodule. It is known that Hom(M1,M2) is HC, see e.g., [Ja],
6.36. Moreover,
(2.2) LAnn(Hom(M1,M2)) ⊂ LAnn(M2),RAnn(Hom(M1,M2)) ⊃ LAnn(M1),
in particular, V(Hom(M1,M2)) ⊃ V(M1) ∩ V(M2).
Now consider the category HCO(U) and its subcategory HC∂O(U), where ∂O := O \ O.
We can form the quotient category HCO(U) := HCO(U)/HC∂O(U), which comes equipped
with natural tensor product and internal Hom functors induced from HCO(U).
Let us proceed to central characters. One says that λ ∈ h∗ is the left central character
of M ∈ HC(U) if the left U-action on M factors through Uλ. We say that λ ∈ h∗ is the
generalized central character of M if the left Zλ action on M is locally nilpotent. Here
Zλ denotes the maximal ideal of λ in the center Z of U . Right (usual and generalized)
central characters are defined similarly. Let λHC(U) (resp., HCλ(U)) stand for the (full)
subcategories in HC(U) consisting of all HC bimodules with generalized left (resp., right)
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central character λ. Next, put λHCµ(U) = λHC(U)∩HCµ(U). Then for subsets Λ1,Λ2 ⊂ h∗
we set
Λ1HC(U) :=
⊕
λ∈Λ1
λHC(U), HCΛ2(U) :=
⊕
µ∈Λ2
HCµ(U),
Λ1HCΛ2(U) = Λ1HC(U) ∩ HCΛ2(U) =
⊕
λ∈Λ1,µ∈Λ2
λHC(U)µ.
Further for a closed subvariety Y ⊂ g∗ we set ?HC•Y (U) :=
?HC•(U)∩HCY (U). Then define
?HC•O(U) :=
?HC•
O
(U)/?HC•∂O(U). Of course,
Λ1HCΛ2O (U) =
⊕
λ∈Λ1,µ∈Λ2
λHCµO(U).
Also by HC(λ)(U) we denote the full subcategory of modules with actual right central char-
acter λ.
Recall the notation Λ1JΛ2O :=
Λ1HCΛ2O (U)
ss. When Λ1 = Λ2 the last category is closed in
ΛHCΛO(U) under the tensor product. For instance, this can be deduced from Corollary 1.3.2
in [Lo2] and (2.1), see [BFO2] for details. Now [Lo2, Corollary 1.3.2] and (2.2) imply that
ΛJΛO is closed under the internal Hom functor. Next, there is a unit object 1 in
ΛJΛO that
is the class of
⊕
J U/J , where J is running over PrO(UΛ). So we can define the duality
functor •∗ := Hom(•, 1) on ΛJΛO.
Any missed superscript in Λ1JΛ2O means “ρ”. We would like to remark that a Harish-
Chandra bimodule (for G) with left and right central character that differ by an element of
the root lattice is automatically an HC bimodule for the adjoint group Ad(g).
Also in the sequel O will be fixed so we drop the subscript.
2.2. Bernstein-Gelfand equivalence. In this and the subsequent subsection G is sup-
posed to be semisimple and simply connected. We will need the Bernstein-Gelfand equiva-
lence, [BG], between µO and µHC(ρ)(U). Let us recall a few basics about the category O. By
definition, it consists of all finitely generated U-modules with locally finite action of b and
diagonalizable action of h. Let ∆(λ) denote the Verma module with highest weight λ − ρ.
Next, let µO be the full subcategory in O consisting of all modules with generalized central
character µ, and P
+
O be the subcategory of all modules with integral generalized central
character.
Consider a functor BG : P
+
O → P
+
HC(ρ)(U) that sendsM ∈ P
+
O to the space L(∆(ρ),M)
of all g-finite linear maps ∆(ρ)→ M . This functor is known to be an equivalence of abelian
categories. Under this equivalence the left annihilator of L(∆(ρ),M) coincides with the
annihilator of M . The right annihilator of L(∆(ρ), L(wµ)) is J(w−1ρ) provided w, µ are
compatible in the sense explained in 1.8.3.
The equivalence BG is compatible with tensor products and internal Homs as follows: we
have M⊗U BG(N) = BG(M⊗U N) for all M ∈ P
+
HCP
+
(U), N ∈ P
+
O. Further we have
Hom(BG(N1),BG(N2)) = L(N1, N2), see, for example, [Ja], 6.37.
2.3. Translation functors. Fix λ, µ ∈ P+. Consider the categories U-Modλ,U-Modµ of all
U-modules with generalized central characters λ, µ. Then we have an exact functor T µλ : U-
Modλ → U-Modλ called the translation functor, see, for instance, [Ja], Kapitel 4. Namely,
let ν be the dominant weight lying in W (µ− λ). Then for N ∈ U-Modλ for T µλ (N) we take
the component of character µ in L(ν + ρ)⊗N .
The functors T µλ enjoy the following properties:
CLASSIFICATION OF FINITE DIMENSIONAL IRREDUCIBLE MODULES OVER W-ALGEBRAS 11
(1) T µλ is an equivalence whenever Wλ = Wµ.
(2) Suppose λ is regular. Then T µλ maps L(wλ) to L(wµ) if w and µ are compatible and
to 0 otherwise. In particular, if T λµ (L(w1λ))
∼= T λµ (L(w2λ)) 6= 0, then w1 = w2.
(3) Suppose again that λ is regular. Then T µλ ◦T
λ
µ is the sum of |Wµ| copies of the identity
functor.
(1) and (3) can be found in [BG], 4.1 and 4.2, respectively, while for (2) the reader is
referred to [Ja], 4.12.
On the category U-Modλ,k consisting of all U-modules annihilated by Zkλ , the functor T
µ
λ
is given by the tensor product by the Harish-Chandra bimodule T µλ (k) that is the generalized
eigenspace for µ in L(ν+ρ)⊗U/UZkλ . Therefore T
µ
λ = lim←−k T
µ
λ (k)⊗U •. Property (3) means
that T µλ (k
′)⊗U T λµ (k) = (U/UZ
k
µ)
⊕|Wµ| for k′ ≫ 0 whenever λ is regular.
In fact, T µλ defines an inclusion preserving map between the sets of ideals in Uλ,Uµ, see
[Ja], 5.4-5.8. Namely, we can define the map T µλ by setting T
µ
λ (AnnUλ M) := AnnUµ(T
µ
λ (M)).
For regular λ the map T µλ restricts to a map T
µ
λ : PrO(Uλ)→ PrO(Uµ)∪ {Uµ}. Next, there is
an embedding T λµ : PrO(Uµ) → PrO(Uλ). For an irreducible M ∈ O
µ this embedding sends
AnnU M to the only minimal prime ideal of AnnU(T
λ
µ (M)) that does not map to Uµ under
T µλ . Explicitly, T
µ
λ (J(wλ)) = J(wµ) if w and µ are compatible and T
µ
λ (J(wλ)) = Uµ else.
For compatible µ and w we have T λµ(J(wµ)) = J(wλ).
Using the Bernstein-Gelfand equivalence, we get the functor T λρ :
ρHCρO(U) →
λHCρO(U)
with the following properties:
(i) The functor sends an irreducible to an irreducible or 0.
(ii) Two irreducible bimodules with the same left annihilator are sent or not sent to zero
simultaneously.
(iii) The functor induces a bijection between the set of irreducibles in ρHCρO(U) that it does
not annihilate and the set of all irreducibles in λHCρO(U). This bijection preserves
the right annihilators.
3. Reminder on multi-fusion categories and their modules
3.1. Multi-fusion categories: definition and examples. In this subsection we are going
to recall various definitions, constructions and results related to multi-fusion monoidal cat-
egories and their module categories. The reader who is not familiar with the subject should
view it as a categorification of the representation theory of finite dimensional semisimple
associative algebras over an algebraically closed field. Of course, the categorical framework
is somewhat more involved.
A rigid monoidal K-linear abelian category C is said to be multi-fusion if
• it has finite dimensional Hom-spaces,
• it is semisimple,
• all objects have finite length,
• and there are finitely many isomorphism classes of simple objects.
In particular, we will see that the category JO (and, more generally, the category
ΛJΛO) is
multi-fusion and this is the category we are mostly interested in.
Large class of multi-fusion categories can be produced from so called centrally extended
Γ-sets, where Γ is a finite group. Namely, let X be a finite set acted on by a finite group Γ.
By the centrally extended structure on X one means a Γ-invariant collection ψ = (ψx)x∈X
of classes ψx ∈ H2(Gx,K×). Given X and ψ we can form the category Coh
Γ,ψ(X × X) of
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ψ-twisted Γ-equivariant sheaves of finite dimensional vector spaces on X × X . Here “ψ-
twisted” means that the fiber of any obect in (x, y) is a projective Γ(x,y)-module, whose
Schur multiplier is ψx|Γ(x,y) − ψy|Γ(x,y). The tensor product on this category is defined by
convolution. It is straightforward to check that the category CohΓ,ψ(X ×X) is multi-fusion.
Yet another example is the category VecωΓ, where ω ∈ H
3(Γ,K×). The simple objects 1γ
of this category are parameterized by γ ∈ Γ. By definition, we have 1γ ⊗ 1γ′ = 1γγ′ and the
triple product isomorphism are defined using some 3-cocycle representing ω. The category
VecωΓ is a even a fusion category, which, by definition, means that the unit object is simple.
The categories VecωΓ admit an axiomatic description: those are only fusion categories such
that all simple objects are invertible, see e.g. [O1, p. 183, Example (vi)].
We will say that a multi-fusion category D is a quotient of a multi-fusion category C if
there is a tensor functor F : C → D such that any object of D is a direct summand of an
object of the form F (X), X ∈ C. For examples, the quotients of VecΓ are precisely the
categories VecωΓ¯, where Γ¯ is a quotient of Γ and ω ∈ H
3(Γ¯,K×) is such that its pull-back to
Γ is trivial.
If C1,C2 are multi-fusion categories, then their direct sum C1 ⊕ C2 acquires a natural
structure of a multi-fusion category. So we get the notion of an indecomposable multi-
fusion category. For example, it is easy to see that the categories CohΓ,ψ(Y × Y ),VecωΓ are
indecomposable. The category ΛJΛO is also indecomposable, see Proposition 5.5.
To conclude the subsection, let us mention that if C is a multi-fusion category, then [C] is a
based ring in a sense of [Lu4], in particular, [C] is semisimple by [Lu4, 1.2(a)]. For example,
[VecωΓ] = Q(Γ).
3.2. Module categories: definition and examples. Now let C be a multi-fusion cat-
egory. A C-module is a semisimple K-linear abelian category M equipped with a tensor
product functor ⊗ : C ⊠M → M together with a collection of associativity isomorphisms
(C1 ⊗ C2) ⊗M
∼
−→ C1 ⊗ (C2 ⊗M) for all objects C1, C2 of C and M of M. The rational
K-group [M] of a C-module M is naturally a [C]-module.
The module categories we are mostly interested in are the JO-module Y := Coh(Y ), and,
more generally, the ΛJΛO-module Y
Λ := Coh(Y Λ).
An example of a CohΓ,ψ(X×X)-module is provided by the category Coh(X). The module
structure is again given by convolution.
For C-modules M1,M2 the direct sum M1 ⊕M2 has a natural C-module structure. So
we get the natural notion of an indecomposable C-module. For example, a CohΓ,ψ(X ×X)-
module Coh(X) is always indecomposable. The main result of Section 5 is equivalent to
saying that the ΛJΛO-module Y
Λ is indecomposable for any Λ.
Let us describe indecomposable VecωΓ-modules, see e.g. [O2, Example 2.1]. Up to equiva-
lence, they are classified by pairs (Γ0, ψ), where Γ0 is a subgroup of Γ defined up to conjugacy
and ψ is a K×-valued 2-cochain on Γ0 with dψ cohomological to ω. The simples in the cor-
responding category are parameterized by the points of Γ/Γ0, and, moreover, the rational
K-group is Q(Γ/Γ0) as a [Vec
ω
Γ] = Q(Γ)-module.
Finally let us remark that the definition introduced above is of left module categories.
Similarly, one can speak about right module categories. Also for two multi-fusion categories
one can speak about their bimodules.
3.3. Functors between C-modules. Let C be a multi-fusion category and M1,M2 be
its module categories. We can consider the category FunC(M1,M2) of C-linear functors
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M1 → M2. Its objects are functors M1 → M2 together with “C-linearity isomorphisms”
(that piece of data is needed because the C-linearity cannot be a condition; in the categorical
world this is always an additional structure, see, e.g., [O1], for details).
The category FunC(M,M) has a natural tensor product and is a multi-fusion category
(indecomposable if C is indecomposable, genuinely fusion ifM is indecomposable), see [ENO,
Theorem 2.18]. This category is said to be dual to C with respect to M and is denoted by
C∗M. We remark that M is naturally a right C
∗
M-module and we have the double centralizer
property: C = (C∗M)
∗
M, [O1, Theorem 4.2]. We remark that for the double centralizer property
it is important that C is indecomposable.
In general, FunC(M1,M2) is a C
∗
M1
-C∗M2-bimodule.
Below we will need various more or less standard facts about the functor categories.
Lemma 3.1. Let X be a finite set acted on by a finite group Γ. Consider the category
CohΓ,ψ(X × X) and its rigid monoidal (hence multi-fusion) subcategory C such that M :=
Coh(X) is indecomposable over C.
(i) The dual category of CohΓ,ψ(X ×X) with respect to the module category M is VecΓ.
(ii) C∗M = Vec
ω
Γ¯, where Γ¯ is some quotient of Γ and ω ∈ H
3(Γ¯,K×) is such that the functor
VecΓ → FunC(M,M) factors through VecΓ → Vec
ω
Γ¯ (so M is a module category over Vec
ω
Γ¯).
(iii) C ∼= (VecωΓ¯)
∗
M.
Proof. (i) is basically a corollary of the double centralizer property – CohΓ,ψ(X ×X) is just
the dual to VecΓ with respect to Coh(X).
(ii): Since the functor C →֒ CohΓ(X ×X) is injective in the sense of [ENO, §5.7], we have
by [ENO, Proposition 5.3] that the dual functor VecΓ → C∗M is surjective in the sense of loc.
cit. It follows that any simple object of C∗M is invertible, whence C
∗
M = Vec
ω
Γ¯.
(iii) is the double centralizer property. 
We say that an object e ∈ C is a direct summand of the unit object if there is another
object f ∈ C and an isomorphism e⊕f ≃ 1. It is clear that such an object is an idempotent,
that is, there is a canonical isomorphism e ⊗ e ≃ e, and is self-dual: e ∼= e∗. For a simple
object X ∈ C we have either X ⊗ e ≃ X or X ⊗ e = 0. Thus C⊗ e is a full subcategory of
C; clearly C⊗ e is a left C-module subcategory of C. Similarly, for a C-module category M
we have a full subcategory e⊗M ⊂M. This subcategory is a right C∗M-submodule in M.
Let us consider some examples. Let Γ, X, ψ be such as above. Let X =
⊔n
i=1Xi be the
Γ-orbit decomposition. Then one has the decomposition 1 =
⊕n
i=1 ei, where the summands
are in one-to-one correspondence with the Γ-orbits in X . We have CohΓ,ψ(X × X) ⊗ ei =
CohΓ,ψ(X ×Xi) and ei ⊗ Coh(X) = Coh(Xi).
We are going to investigate some properties of the categories FunC(C⊗ e,M).
First, we need to know various aspects of how the duality agrees with passing to the
subcategories of the form e⊗ C⊗ e.
Lemma 3.2. Let C be a multi-fusion category and M be its left module. Consider the decom-
position 1 =
⊕
i ei and set Mi := ei⊗M. Then we have the following natural identifications:
(i) FunC(C⊗ ei,M) = Mi of right C∗M-modules.
(ii) (ei ⊗ C⊗ ei)
∗
Mi
∼= C∗M of multi-fusion categories, provided C is indecomposable.
(iii) ej ⊗ C⊗ ei = FunC∗
M
(Mi,Mj) of abelian categories.
Proof. The identification in (i) is given by F 7→ F (ei).
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Using C = (C∗M)
∗
M we get
C =
⊕
i,j
FunC∗
M
(ei ⊗M, ej ⊗M).
Clearly, FunC∗
M
(ei⊗M, ej ⊗M) ⊂ ej ⊗C⊗ ei, whence FunC∗
M
(ei⊗M, ej ⊗M) = ej ⊗ C⊗ ei,
which is (iii).
Setting i = j and applying the duality again, we get (ii). 
Remark 3.3. (i) implies that ej ⊗ C⊗ ei = FunC(C⊗ ei,C⊗ ej). Also (ii) implies that Mi
is nonzero.
Second, we need to describe the K-groups of certain Fun-categories.
Lemma 3.4. Let C be a multi-fusion category, M its left module, and e a direct summand of
the unit object in C. We have a natural (in particular, [C∗M]-linear) isomorphism Hom[C]([C⊗
e], [M]) = [FunC(C⊗ e,M)].
Proof. Thanks to Lemma 3.2, FunC(C ⊗ e,M) ≃ e ⊗M. It is clear that [e ⊗M] = [e][M],
where [e] ∈ [C] is the class of e ∈ C. An isomorphism of the lemma follows since we have the
following equalities of [C∗M]-modules
Hom[C]([C⊗ e], [M])) = Hom[C]([C][e], [M]) = [e][M] = [e⊗M].

Remark 3.5. Let us notice that for arbitrary module categories M1,M2 even the equality
#FunC(M1,M2) = dimQHom[C]([M1], [M2]) does not hold. For example, set C = Rep(Γ)
for some finite group Γ. Then the category M := Vec of vector spaces is a left C-module
– the action of C on M factors through the forgetful functor Rep(Γ) → Vec. We have
FunC(M,M) = VecΓ, while Hom[C]([M], [M]) is 1-dimensional.
4. Preliminaries on W-algebras
4.1. Definition. First we recall the definition of the W-algebras given in [Lo1] (with slight
refinements obtained in [Lo2]). All results mentioned here can be found in [Lo2], Subsections
2.1, 2.2.
Recall that G is an arbitrary connected reductive group.
The Slodowy slice S ⊂ g is, by definition, the affine subspace e + zg(f) ⊂ g, where zg(·)
denotes the centralizer. It will be convenient for us to consider S as a subvariety in g∗.
Consider the equivariant Slodowy slice X := G× S ⊂ G × g∗ = T ∗G. The group G acts
on T ∗G and on X by left translations. Moreover, we have actions of the one-dimensional
torus K× and of the group Q := ZG(e, h, f) on T
∗G defined by
t.(g, α) = (gγ(t)−1, t−2γ(t)α),
q.(g, α) = (gq−1, qα),
t ∈ K×, q ∈ Q, g ∈ G,α ∈ g∗.
Here γ : K× → G is the one-parameter group with d1γ = h. The subvariety X ⊂ T
∗G is
Q×K×-stable.
According to [Lo1], Subsection 3.1, there is a G × Q-invariant symplectic form ω on X
satisfying the additional condition t.ω = t2ω, t ∈ K×. This form is obtained by restricting
to X the natural form on T ∗G.
CLASSIFICATION OF FINITE DIMENSIONAL IRREDUCIBLE MODULES OVER W-ALGEBRAS 15
Using the Fedosov deformation quantization, in [Lo1] the first author constructed a star-
product ∗ : K[X ] ⊗K K[X ] → K[X ][~], f ∗ g :=
∑∞
i=0Di(f, g)~
2i, satisfying the following
conditions:
(i) A natural K[~]-bilinear extension of ∗ to K[X ][~]⊗K[~] K[X ][~] is associative. More-
over, 1 ∈ K[X ][~] is a unit for ∗.
(ii) D0(f, g) = fg,D1(f, g)−D1(g, f) = {f, g}, where {·, ·} stands for the Poisson bracket
associated with ω.
(iii) ∗ is G×Q equivariant, i.e., allDi are G×Q-equivariant maps. Also ∗ is homogeneous,
that is, Di has degree −2i for any i.
By a homogeneous equivariantW -algebra we mean the space W˜~ := K[X ][~] equipped with
the star-product constructed above. A homogeneous W -algebra, by definition, isW~ := W˜G~ .
Finally, by definition, the equivariant W -algebra W˜ is W˜~/(~ − 1), and the W -algebra
W is W˜G = W~/(~ − 1). Let KiW denote the image of the K×-eigenspace in W~ with
eigencharacter t 7→ ti. Then the spaces KiW form an increasing exhaustive filtration on W.
By [Lo2], there is a G × Q-equivariant map g × q → W˜~, ξ 7→ ĤWξ , that is a quantum
comoment map for the action of G×Q on W˜ , i.e., [ĤWξ , f ] = ~
2ξW˜f for any f ∈ W˜~, ξ ∈ g⊕q.
In the r.h.s. ξW˜ means the derivation of W˜~ coming from the group action. Taking the
quotient by ~− 1 we get the quantum comoment map g× q→ W˜ also denoted by ĤWξ .
The quantum comoment maps q → W˜~, W˜ are G-invariant and so their images lie in
W~,W, respectively. Also the algebra homomorphism U → W˜ induced by the quantum
comoment map for the G-action is G-equivariant. So restricting it to the G-invariants we
get a homomorphism Z → W.
Below we will need the following lemma that essentially appeared in [Lo1].
Lemma 4.1. There is a G×Q-equivariant isomorphism K[G]⊗W → W˜ of rightW-modules.
Here Q acts by right translations on K[G] and diagonally on the tensor product.
Proof. We have an obvious G×Q-equivariant isomorphism K[G]⊗K[S]→ K[X ]. Lift K[G]
to a G×Q-stable subspace in W˜ . We claim that the multiplication map K[G]⊗W → W˜ is an
isomorphism with required properties. This map is injective, because its associated graded
map is. The surjectivity follows from the observation that the filtration on any G-isotypic
component in W˜ is bounded from below. The latter is a consequence of the fact that K[S]
is positively graded, see the proof of Proposition 2.1.5 in [Lo1]. 
We finish this subsection by recalling Premet’s definition, [Pr1], Section 4, of the W-
algebras that was historically first.
Introduce a grading on g by eigenvalues of ad h: g :=
⊕
g(i), g(i) := {ξ ∈ g|[h, ξ] =
iξ} so that γ(t)ξ = tiξ for ξ ∈ g(i). Define the element χ ∈ g∗ by χ = (e, ·) and the
skew-symmetric form ωχ on g(−1) by ωχ(ξ, η) = 〈χ, [ξ, η]〉. It turns out that this form is
symplectic. Fix a Cartan subalgebra t ⊂ q. Pick a t-stable lagrangian subspace l ⊂ g(−1)
and define the subalgebra m := l⊕
⊕
i6−2 g(i). Then χ is a character of m. Define the shift
mχ = {ξ − 〈χ, ξ〉, ξ ∈ m} ⊂ g ⊕ K. Essentially, in [Pr1] the W-algebra was defined as the
quantum Hamiltonian reduction (U/Umχ)adm.
We checked in [Lo1], see also [Lo2], Theorem 2.2.1, and the discussion after it, that both
definitions agree and also that the homomorphism Z →W coincides with one considered in
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[Pr1], 6.2, and so is an isomorphism of Z with the center of W, see [Pr2], footnote 2. Below
we always identify Z with the center of W using this isomorphism.
A useful feature of Premet’s construction is that it allows to construct functors between
the categories of U- andW-modules. We say that a left U-module M is a Whittaker module
if mχ acts on M by locally nilpotent endomorphisms. In this case M
mχ = {m ∈ M |ξm =
〈χ, ξ〉m, ∀ξ ∈ m} is a nonzero W-module. As Skryabin proved in the appendix to [Pr1],
the functor M 7→Mmχ is an equivalence between the category of Whittaker U-modules and
the category W-Mod of W-modules. A quasiinverse equivalence is given by N 7→ S(N) :=
(U/Umχ)⊗W N , where U/Umχ is equipped with a natural structure of a U-W-bimodule. In
the sequel we will call S the Skryabin functor.
4.2. Decomposition theorem. All results of this subsection are taken from [Lo2], Subsec-
tion 2.3.
Set V := [g, f ]. Equip V with a symplectic form ω(ξ, η) = 〈χ, [ξ, η]〉, an action of K× :
t.v = γ(t)−1v, and an action of Q restricted from g. Consider the homogeneous Weyl algebra
A~ := T (V )[~]/(u⊗ v − v⊗ u− ~
2ω(u, v)). We have Q- and K×-actions of A~ induced from
V (with q.~ = ~, t.~ = t~). As a vector space, A~ coincides with K[V
∗][~], while the product
on A~ is the Moyal-Weyl star-product. The quotient A := A~/(~ − 1) is the usual Weyl
algebra.
Consider the cotangent bundle T ∗G of G. There is a G × Q-equivariant homogeneous
(with respect to the Kazhdan action) star-product ∗ : K[T ∗G] ⊗K[T ∗G] → K[T ∗G][~]. Set
χ := (e, ·) ∈ g∗, x := (1, χ) ∈ X ⊂ T ∗G. The star-products on K[T ∗G][~],K[X ][~] extend
by continuity to the completions K[T ∗G]∧Gx[[~]],K[X ]
∧
Gx[[~]]. Also the star-product on A~
extends by continuity to A∧~ := K[V
∗]∧0 [[~]]. See [Lo1], Subsection 3.3 for details.
We remark that the algebra K[T ∗G]∧Gx[[~]] is the completion of K[T
∗G][~] with respect to
the preimage of the ideal of the orbit Gx in K[T ∗G]. A similar claim holds for K[X ]∧Gx[[~]].
The decomposition theorem below asserts that K[T ∗G]∧Gx[[~]] can be decomposed into the
completed tensor product of A∧~ and K[X ]
∧
Gx[[~]]. Moreover, this decomposition agrees with
quantum comoment maps.
More precisely, we have quantum comoment maps g× q→ K[T ∗G][~],K[X ][~] and also a
quantum comoment map q → A~ for the Q-action on A~, see [Lo2], Subsections 2.1,2.2 for
details. So we get Lie algebra homomorphisms g× q → K[T ∗G]∧Gx[[~]],A
∧
~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]]
that are quantum comoment maps for the G×Q-actions. Also we remark that K× acts on
K[T ∗G]∧Gx[[~]],A
∧
~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]].
Proposition 4.2 ([Lo2], Theorem 2.3.1). There is a G×Q×K×-equivariant isomorphism
Φ~ : K[T
∗G]∧Gx[[~]] → A
∧
~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]] of topological K[[~]]-algebras intertwining the
quantum comoment maps from g× q.
Using the star-product we can equip U~ := K[g∗][~] = K[T ∗G][~]G with a new associative
product. The quotient U~/(~ − 1) is identified with U . To recover U~ from U recall the
notion of the Rees algebra. Namely, let A be an associative algebra equipped with an
increasing exhaustive Z>0-filtration FiA. Then, by definition, the Rees algebra R~(A) is⊕
i>0 FiA~
i ⊂ A[~]. Now equip U with the ”doubled” standard filtration: the space Fi U is
spanned by all monomials ξ1 . . . ξj, 2j 6 i. We get R~(U) = U~.
The action of Q on U~ has a quantum comoment map that is nothing else but the natural
embedding q →֒ g ⊂ R~(U) = U~. We can form the completion U∧~ := K[g
∗]∧χ[[~]] and extend
the star-product from U~ to U∧~ . Alternatively, the star-product on U
∧
~ = K[T
∗G]∧Gx[[~]]
G is
obtained by restriction from K[T ∗G]∧Gx[[~]].
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Similarly, define the completionW∧~ := K[X ]
∧
Gx[[~]]
G and equip it with the product induced
from W~. The isomorphism Φ~ from Proposition 4.2 restricts to a Q × K×-equivariant
isomorphism U∧~ → A
∧
~ ⊗̂K[[~]]W
∧
~ intertwining the quantum comoment maps from q.
4.3. Primitive ideals and Harish-Chandra bimodules vs W-algebras. In this sub-
section we will explain results of [Lo2] on a relationship between
• The set Idfin(W) of two-sided ideals of finite codimension in W and the set IdO(U)
of two-sided ideals of J ⊂ U with V(U/J ) = O.
• The category HCQfin(W) of finite dimensional Q-equivariant bimodules and the sub-
quotient HCO(U) of HC(U). The latter stands for the category of Harish-Chandra
bimodules for G, i.e., those where the adjoint action of g integrates to a G-action.
We remark that although in [Lo2] only the case when G is semisimple and simply connected
was considered, the general case is obtained from there in a straightforward way.
Namely, we have two maps I 7→ I† : Idfin(W) → IdO(U),J 7→ J† : IdO(U)→ Idfin(W)
having the following properties.
Theorem 4.3. (i) I† ∩ Z(g) = I ∩ Z(g).
(ii) J† ∩ Z(g) ⊃ J ∩ Z(g).
(iii) codimW J† = multO U/J , where the right hand side denotes the multiplicity of U/J
on O.
(iii) J† is Q-stable for any J ∈ IdO(U).
(iv) If I is a Q-stable element of Idfin(W), then I = (I†)†.
(v) (J†)†/J ∈ HC∂O(U) for any J ∈ IdO(U).
Now we proceed to functors between the categories of HC U- and W- bimodules.
Let us explain what we mean by an HC W-bimodule. Let N be a W-bimodule. We say
that N is HC if it is finitely generated and there is an increasing filtration FiN such that
(i) [KiW,FjN ] ⊂ Fi+j−2N
(ii) and grN is a finitely generated grW = K[S]-module.
Since [KiW,KjW] ⊂ Ki+j−2W, we see that W itself is HC. Also any finite dimensional
bimodule is HC. In general, the filtration F• is bounded from below and any FiN is finite
dimensional. An important series of infinite dimensional HC W-bimodules including W will
be constructed in Subsection 5.5. The category of HC W-bimodules will be denoted by
HC(W).
By a Q-equivariant HC bimodule we mean a W-bimodule N equipped with
• a Q-action compatible with the Q-action on W
• and a Q-stable filtration FiN as above such that the differential of the Q-action
coincides with the adjoint action of q ⊂ W
(the differential is defined because the filtration is Q-stable and any subspace FiN is finite
dimensional). The category of Q-equivariant HC bimodules will be denoted by HCQ(W). Let
HCQfin(W) denote the category of finite dimensional (and so automatically Harish-Chandra)
Q-equivariant bimodules.
The tensor product over W defines monoidal structures on HC(W) and HCQ(W) (the
unit object is W itself).
In [Lo2] the first author has constructed a functor •† : HC(U)→ HC
Q(W). We will need
the construction in the present paper so let us recall it.
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Pick M ∈ HC(U). Equip it with a good filtration FiM. Recall that a filtration FiM is
said to be good if
• it is compatible with the filtration Fi U on U , i.e., Fi U ·FjM,FjM·Fi U ⊂ Fi+jM.
• FiM is ad(g)-stable for all i.
• grM is a finitely generated S(g) = grU-module.
Consider the Rees U~-bimodule M~ :=
⊕
FiM~i ⊂M[~]. Then M∧~ := U
∧
~ ⊗U~ M~ has
a natural structure of a Q-equivariant Harish-Chandra U∧~ -bimodule in the sense of [Lo2],
Subsection 2.5. According to [Lo2], Proposition 3.3.1, M∧~
∼= A∧~ ⊗̂K[[~]]N
′
~, where N
′
~ is the
space of all m ∈ M∧~ such that vm = mv for all v ∈ V ⊂ A
∧
~ ⊂ A
∧
~ ⊗̂K[[~]]W
∧
~ . Then
N ′~ carries a natural structure of a Q-equivariant HC W
∧
~ -bimodule. Let N~ stand for the
space of all K×-finite vectors in N ′~ (a vector is said to be K
×-finite if it lies in a finite
dimensional K×-stable submodule). Then N~ is a Q-equivariant HC W~-bimodule. Finally,
set M† := N~/(~− 1)N~. It was shown in [Lo2], Section 3.4, that M† does not depend on
the choice of a filtration on M and that M 7→M† is a functor HC(U)→ HC
Q(W).
The following result was obtained in [Lo2], Theorem 1.3.1, Theorem 4.1.1.
Theorem 4.4. (1) The functor M 7→ M† : HC(U) → HC
Q(W) is exact. Moreover,
U† = W and for an ideal J ⊂ U its image under the functor •† coincides with the
ideal J† mentioned above.
(2) •† maps HCO(U) to HC
Q
fin(W). There is a functor N 7→ N
† : HCQfin(W)→ HCO(U)
right adjoint to M 7→M† : HCO(U)→ HC
Q
fin(W).
(3) Let M ∈ HCO(U). Then dimM† = multO(M), and the kernel and the cokernel of
the natural homomorphism M→ (M†)† lie in HC∂O(U).
(4) M→M† is a tensor functor.
(5) LAnn(M)† = LAnn(M†),RAnn(M)† = RAnn(M†) for any M∈ HCO(U).
(6) LetM∈ HC(U) and N ⊂M† be a Q-stable subbimodule of finite codimension. Then
N =M′† for some M
′ ⊂M with V(M/M′) = O.
(7) The functor M 7→M† gives rise to an equivalence of HCO(U) and some full subcat-
egory in HCQfin(W) closed under taking subquotients.
4.4. Category O for a W-algebra and the equivalence K. All results of this subsection
can be found in [Lo3].
Here we will discuss a certain category of W-modules. To define this category we fix a
torus T ⊂ Q and a cocharacter θ : K× → T . We assume that θ is regular: i.e., for g0 := zg(θ)
we have t := z(g0). We remark that e, h, f ∈ g0.
We have an eigenspace decomposition W =
⊕
α∈ZWα with respect to θ. Set W>0 :=∑
α>0Wα,W>0 :=
∑
α>0Wα,W
+
>0 := W>0 ∩ WW>0,W
0 := W>0/W
+
>0. Clearly, W>0 is a
subalgebra in W, and W+>0 is an ideal in W>0.
By definition, the category O˜t for the pair (W, θ) consists of all W-modules N satisfying
the following conditions:
• N is finitely generated.
• t acts on N by diagonalizable endomorphisms.
• W>0 acts on N by locally nilpotent endomorphisms.
This category (in a somewhat different form) was first introduced by Brundan, Goodwin
and Kleshchev in [BGK].
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The category O˜t(θ) has analogs of Verma modules. Namely, take a finitely generated
W0-module N with diagonalizable action of t. We can consider N0 as a W>0-module by
letting W+>0 act by zero. Then we have the Verma module ∆
θ(N0) := W ⊗W>0 N
0. The
module ∆θ(N0) has a unique irreducible quotient provided N0 is irreducible. We denote this
quotient by Lθ(N0).
The functor N0 7→ ∆θ(N0) from the category W0-Modt of finitely generated W0-modules
with diagonalizable action of t to O˜t has a right adjoint: F :M 7→MW>0 .
It turns out that the category O˜t is equivalent to a certain category of generalized Whittaker
modules to be defined now.
Let g>0 ⊂ g denote the sum of all eigenspaces for ad θ with positive eigenvalues. Then
g>0 := g0⊕ g>0 is a parabolic subalgebra of g and g>0 is its nilpotent radical. Let m ⊂ g0 be
the subalgebra defined analogously to m ⊂ g, Further, set m˜ := g>0⊕m, m˜χ := {ξ−〈χ, ξ〉, ξ ∈
m˜}. By a generalized Whittaker module we mean a U-module M satisfying the following
conditions:
• M is finitely generated.
• t acts on M by diagonalizable endomorphisms.
• m˜χ acts on M by locally nilpotent endomorphisms.
The category of generalized Whittaker modules will be denoted by W˜h
t
(e, θ).
The category W˜h
t
(e, θ) also contains analogs of Verma modules defined as follows. Let
W denote the W-algebra constructed for the pair (g0, e) and let S0 be the Skryabin equiv-
alence for g0, e. Pick a finitely generated W-module N with diagonalizable action of t. Set
∆e,θ(N) := U ⊗U(g>0) Sl(N). This module has a unique irreducible quotient L
e,θ(N). As
before, the functor ∆e,θ has the right adjoint G : M 7→M m˜χ .
The main result of [Lo3] is the following theorem.
Theorem 4.5. There is an equivalence K : W˜h
t
(e, θ)→ O˜θ(θ) of abelian categories and an
isomorphism Ψ :W →W0 satisfying the following conditions:
(1) AnnW(K(M))† = AnnU(M) for any M ∈ W˜h(e, θ).
(2) The functors Ψ∗◦F ◦K and G from W˜h
t
(e, θ) toW-Modt (the category ofW-modules
with diagonalizable t-action) are isomorphic. Here Ψ∗ denotes the pull-back functor
between the categories of modules induced by Ψ.
(3) The functors K ◦∆e,θ,∆θ ◦ (Ψ−1)∗ from W-Modt to O˜t(θ) are isomorphic.
We will need a construction of the equivalence K. This equivalence is a push-forward with
respect to an isomorphism of an appropriate topological algebras that we are going to recall
now.
We set U∧ := lim←−n→∞ U/Um˜
n
χ. The category W˜h
t
(e, θ) is nothing else but the category
of finitely generated topological U∧-modules with discrete topology such that the action of
t ⊂ U∧ is diagonalizable.
The subspace m˜ ∩ V is lagrangian in V . So we can form the completion
A∧ := lim←−
n→∞
A/A(m˜ ∩ V )n,
where A = A~/(~− 1) stands for the Weyl algebra of V .
Also we need a completion W∧ := lim←−n→∞W/WW
n
>0 of W. We remark that O˜
t(θ) coin-
cides with the category of finitely generated topological W∧-modules with discrete topology
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such that the action of t is diagonalizable. Finally, set A(W)∧ := A∧⊗̂W∧ (in [Lo3] we used
a different construction of A(W)∧ – using an appropriate completion of A(W) – but it is
easy to see that the two constructions are equivalent). There is an equivalence of the cat-
egories of topological W∧- and A(W)∧-modules with discrete topologies. Namely, we send
a W∧-module N to K[m˜ ∩ V ] ⊗ N (recall that A can be thought as the algebra D(m˜ ∩ V )
of differential operators on the lagrangian subspace m˜ ∩ V , so K[m˜ ∩ V ] is the tautological
module over this algebra). A quasiinverse equivalence sends an A(W)∧-module M to M m˜∩V .
So to establish an equivalence of W˜h
t
(e, θ) and O˜t(θ) it is enough to produce an iso-
morphism Φ : U∧ → A(W)∧ intertwining the embeddings of t. Such an isomorphism was
constructed in [Lo3]. Its properties imply conditions (i)-(iii) of Theorem 4.5. Let us recall
this construction given in [Lo3], Section 5.
The torus K× × T acts on U∧~ ,W
∧
~ ,A
∧
~ , where the K
×-action is Kazhdan, and T acts as a
subgroup of Q. Embed K× into K× × T so that the differential of the embedding maps 1 to
(1,−nθ), where n is sufficiently large. We remark that m˜ contains the sum of eigenspaces
for K× corresponding to characters t 7→ ti with i 6 0.
Let K× act on the algebras in consideration via this embedding (this action will be called a
twisted Kazhdan action). Consider the subalgebras (U∧~ )K×−l.f.,A
∧
~ (W
∧
~ )K×−l.f. consisting of
allK×-finite vectors. Let U♥,A(W)♥ denote the quotients of these algebras by ~−1. Then Φ~
induces an isomorphism U♥ → A(W)♥. There are natural embeddings U♥ →֒ U∧,A(W)♥ →֒
A(W)∧ and Φ extends uniquely to an isomorphism U∧ → A(W)∧ of topological algebras.
We remark that Φ also induces an isomorphism Ψ :W →W0.
5. Further study of functor •†
5.1. Main result. In this section we will study some further properties of the functor
•† : HC(U) → HC
Q(W). We fix some connected reductive algebraic group G and consider
Harish-Chandra bimodules related to that group. Our main result is the following theorem.
Theorem 5.1. Let N1, N2 be irreducible finite dimensional W-modules with integral central
characters, whose difference lies in P+ (of course, for a semisimple simply connected group
the last condition is vacuous). Then there exists an irreducible object M ∈ HCO(U) such
that Hom(N1, N2) is a direct summand of M†.
We remark that for any irreducible M ∈ HCO(U) its image under •† is a simple object in
HCQfin(W) and hence a semisimple finite dimensional W-bimodule. Since any simple object
in HCfin(W) has the form Hom(N1, N2) for some irreducibles N1, N2, the claim of Theorem
5.1 makes sense.
Let us explain the scheme of the proof of Theorem 5.1. First, Subsection 5.5, we will give
some very implicit description of the image of HCO(U) under •†. Then we will examine a
relationship between the functors •† and K, Subsection 5.6. Next, Subsection 5.7, we will
introduce a certain equivalence relation on the set Irrfin(W) of finite dimensional irreducible
W-modules. We will see that Theorem 5.1 means that any two irreducibles with integral
central characters are equivalent. Theorem 5.1 is then proved in the next two subsections:
in Subsection 5.8 we prove it in the case when e is even, and in Subsection 5.9 we reduce a
general case to that one using the results of Subsection 5.6.
Before proving Theorem 5.1 we will establish several easier claims. First, in Subsection
5.2 we will show that •† intertwines the internal Hom functors. Using this we will present
an easy proof that ΛJΛO is a multi-fusion category. Also we will show that this multi-fusion
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category is indecomposable. This will be done in Subsection 5.3. In Subsection 5.4 we will
prove the inclusion (up to conjugacy) Hα ⊂ Hλα for a dominant weight λ and a left cell α
that are compatible with each other.
5.2. •† vs internal Hom. Recall the internal Hom in HC(U), Subsection 2.1. On the
other hand, let N1,N2 ∈ HC
Q(W). Let Hom(N1,N2) denote the space of right W-module
homomorphisms. Then Hom(N1,N2) has a natural structure of a W-bimodule and also a
Q-action.
The goal of this subsection is to prove that •† intertwines the Hom-bifunctors. But first
we prove the following lemma.
Lemma 5.2. For any N1,N2 ∈ HC
Q(W) the bimodule Hom(N1,N2) is also in HC
Q(W).
Proof. The proof is pretty standard. We need to equip N := Hom(N1,N2) with a Q-stable
filtration FiN having the properties indicated in Subsection 4.3. Pick Q-stable filtrations
FiN1,FiN2 satisfying the conditions analogous to (1),(2) in Subsection 4.3. Then define
FiN to be the set of all maps ϕ ∈ N such that ϕ(FjN1) ⊂ Fi+jN2 for all j. It follows from
[Lo2], Lemma 2.5.1, that N1 is a finitely generated rightW-module. This easily implies that
the filtration KiN is exhaustive. The inclusion [KiW,FjN ] ⊂ Fi+j−2N is checked in a
straightforward way. To prove that grN is finitely generated we note that grN is naturally
embedded into HomK[S](grN1, grN2). Since both grN1, grN2 are finitely generated K[S]-
modules, we see that HomK[S](grN1, grN2) is finitely generated. Hence (2). 
Proposition 5.3. The bifunctors Hom(•, •)†,Hom(•†, •†) : HC(U) × HC(U) → HC
Q(W)
are isomorphic.
Proof. The proof is in several steps, corresponding to the steps in the construction of •†.
Step 1. PickM1,M2 ∈ HC(U) and pick good filtrations FiM1,FiM2. LetM1~,M
2
~ stand
for the Rees bimodules. Equip M := Hom(M1,M2) with the filtration FiM analogous to
the filtration in the proof of Lemma 5.2. Then, similarly to the proof of Lemma 5.2, FiM
is a good filtration.
We claim that the Rees bimoduleM~ is naturally identified with the space HomUopp
~
(M1~,M
2
~)
of homomorphisms of right U~-modules. To show this we need to verify that FiM is identified
with the space of maps of degree i in HomUopp
~
(M1~,M
2
~), i.e., the space of right U~-module
homomorphisms ϕ mapping FjM1~j to Fi+jM2~i+j for all j. Let ϕ′ :M1 →M2 be a map
coinciding with the composition FjM1 ∼= FjM1~j → Fi+jM2~i+j ∼= Fi+jM2 on FjM1.
Since ϕ is K[~]-linear, we see that ϕ′ is well-defined. It is easy to see that ϕ 7→ ϕ′ defines a
bijection between the space of maps of degree i in HomUopp
~
(M1~,M
2
~) and FiM.
Step 2. We claim that M∧~ is naturally identified with HomU∧opp
~
(M1∧~ ,M
2∧
~ ). Since
M1~,M
2
~ are finitely generated as right U~-modules and U
∧
~ is a flat right U~-module, we see
that
M∧~ = U
∧
~ ⊗U~ HomUopp~ (M
1
~,M
2
~) = HomUopp
~
(M1~,M
2∧
~ ).
Our claim now follows from the fact that M1∧~ is naturally identified with U
∧
~ ⊗U~ M
1
~
(compare with [Lo2], Proposition 2.4.1, (1)).
Step 3. Now let N ′1~ ,N
′2
~ be the spaces of adV -invariants in M
1∧
~ ,M
2∧
~ , respectively.
Then Mi∧~ = A
∧
~ ⊗̂K[[~]]N
′i
~ . It is easy to see that
HomU∧opp
~
(M1∧~ ,M
2∧
~ ) = A
∧
~ ⊗̂K[[~]]HomW∧opp
~
(N ′1~ ,N
′2
~ ).
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Step 4. Also it is easy to see that the space of K×-finite vectors in HomW∧opp
~
(N ′1~ ,N
′2
~ )
is naturally identified with HomWopp
~
(N 1~ ,N
2
~ ), where N
i
~ stands for the space of K
×-finite
vectors in N ′i~ .
Step 5. Finally, set N i := N i~/(~− 1)N
i
~, N := Hom(N
1,N 2). Of course, N i =Mi†. Let
N~ stand for the Rees bimodule of N . Analogously to step 1, N~ is naturally identified with
HomWopp
~
(N 1~ ,N
2
~ ). In particular,
Hom(M1†,M
2
†) = N
∼= HomWopp
~
(N 1~ ,N
2
~ )/(~− 1)HomWopp~ (N
1
~ ,N
2
~ ) = Hom(M
1,M2)†.

5.3. ΛJΛO as a multi-fusion category. From now on the orbit O is supposed to be special.
We fix a finite subset Λ ⊂ P+. Recall, the very end of Subsection 2.1, that the category ΛJΛO
has a tensor product bifunctor, a unit object 1, and also has a duality functor •∗.
Lemma 5.4. With respect to these data ΛJΛO is a multi-fusion category.
Proof. The proof is based on Theorem 4.3. The functor •† embeds
ΛJΛO as a full subcategory
into BimodQ(WssΛ ). This subcategory is closed under taking direct summands. Here W
ss
Λ
is the quotient of W by the intersection of all primitive ideals of finite codimension with
central characters in Λ. Also •† maps 1 to the unit object WssΛ of Bimod
Q(WΛ), intertwines
the tensor products, the internal homs – and hence the duality functors. Now the claim of
the lemma follows from an easy fact that BimodQ(WssΛ ) itself is multi-fusion. 
The following claim seems to be well-known (at least for Λ = {ρ}, see [Lu2], 12.16) but
we are going to provide its proof for reader’s convenience.
Proposition 5.5. The multi-fusion category ΛJΛO is indecomposable.
Proof. We need to show that there is no decomposition 1 = e⊕ f in ΛJΛO such that e
ΛJΛOf =
0 (and then automatically, thanks to duality, e ΛJΛOf). The object 1 is represented by∑
J∈PrO(UΛ)
U/J . We remark that each U/J is a simple direct summand of 1 (because
there is no inclusion between the elements of PrO(U)). So our assumption implies that there
is a partition Pe ⊔ Pf = PrO(UΛ) such that the left and right annihilators of each simple
M∈ ΛHCΛ(U) with V(M) = O either both lie in Pe or both lie in Pf .
Assume, first, that Λ contains a regular element, say ̺.
First of all, let us notice that PrO(U̺) is contained in either Pe or Pf . There are several
possible proofs of this. For instance, consider the equivalence relations ∼,∼L,∼R on W
indicating whether two elements lie in the same two-sided, left, or right cell, respectively
(this will be recalled in Section 6 below). Then it is known that ∼ is generated by ∼L,∼R.
Now take a simple HC bimodule BG(L(w̺)) with w ∈ c such that its left (and hence right)
annihilator lies in Pe. The set of all w with this property is closed under both ∼L,∼R and
hence coincides with c. So PrO(U̺) ⊂ Pe.
To show that Pe = PrO(UΛ) we recall that the right annihilator of BG(L(wλ)), where w
and λ are compatible, is J (wλ), while the right annihilator is J (w−1̺) and hence lies in Pe.
But the ideals of the form J (wλ) exhaust PrO(UΛ).
Now suppose that Λ contains no regular elements. Set Λ′ = Λ ⊔ {̺}. The category ΛJΛO
can be realized as e′ Λ
′
JΛ
′
O e
′ ⊂ Λ
′
JΛ
′
O . Such a subcategory is itself indecomposable, see Remark
3.3. 
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As we have mentioned in the proof, the objects U/J ,J ∈ PrO(UΛ) are simple direct
summands of 1. The object corresponding to a dominant weight λ and a left cell σ will be
denoted by eλσ.
The following corollary is standard and well-known: it can be deduced from [GJ, 3.8]
and the standard properties of cells, see, e.g., [Lu2, Corollary 12.16]. Also it follows from
Proposition 5.5 and Remark 3.3.
Corollary 5.6. For any two primitive ideals J1,J2 ∈ PrO(UP+) there is a simple HC bi-
module M with J1 = LAnnU(M),J2 = RAnnU(M).
5.4. Translations to/from the walls for W-modules. The goal of this subsection is to
prove the following proposition.
Proposition 5.7. Let σ be a left cell, and λ a dominant weight compatible with σ. Then
Hσ ⊂ Hλσ with the equality when λ is strictly dominant.
Proof. Recall the Harish-Chandra bimodules T •• (•) that appeared in Subsection 2.3. Pick an
irreducible W-module N such that the primitive ideal corresponding to N , i.e., AnnW(N)†,
has central character λ and corresponds to the left cell σ. Then for sufficiently large k we
have
(T λρ (k))† ⊗W (T
ρ
λ (1))† ⊗W N = (T
λ
ρ (k)⊗U T
ρ
λ (1))† ⊗W N = N
⊕|Wλ|.
Set N˜ = (T ρλ (1))†⊗WN and let N
′ be an irreducible subquotient of N˜ with (T λρ (k))†⊗WN
′ 6=
0. Then N ′ ∈ Yσ. Let Q0 denote the stabilizer of N ′ under the action of Q. Since the
bimodule (T λρ (k))† is Q-equivariant, we see that (T
λ
ρ (k))†⊗W N
′ is stable under the action of
Q0. But (T
λ
ρ (k))†⊗W N
′ is just the direct sum of several copies of N and so N is Q0-stable.
This proves the claim. 
5.5. The image of •†. We are starting the proof of Theorem 5.1. The goal of this subsection
is to give a (very implicit) description of the image of HCO(U) under •†. The main result is
Proposition 5.10 below.
Let L be a finite dimensional G-module. Then the space UL := L ⊗ U has a natural
structure of a Harish-Chandra bimodule: the left and right products with elements of g are
defined by
ξ · l ⊗ u = (ξ.l)⊗ u+ l ⊗ ξu, (l⊗ u) · ξ = l ⊗ uξ.
Let us describe the Q-equivariant Harish-Chandra W-bimodule UL†.
Set WL := HomG(L
∗, W˜). The Q-action and the bimodule structure on WL are induced
from those on W˜ .
Lemma 5.8. WL is a Q-equivariant HC W-bimodule. Moreover, there is a Q-equivariant
isomorphism WL ∼= L⊗W of right W-modules.
Proof. A required filtration onWL is induced from the filtration on W˜: the associated graded
is HomG(L
∗,K[X ]). This is a finitely generated K[S] = K[X ]G-module. The second claim of
the lemma follows from Lemma 4.1. 
Proposition 5.9. UL† ∼=WL.
Proof. Recall the isomorphism
Φ~ : K[T
∗G]∧Gx[[~]]→ A
∧
~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]]
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from Proposition 4.2. It induces the isomorphism
Φ~ : HomG(L
∗,K[T ∗G]∧Gx[[~]])→ HomG(L
∗,A∧~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]])
of Q-equivariant U∧~ -bimodules. Note that HomG(L
∗,K[T ∗G][~]) is precisely R~(UL), where
the filtration on UL is given by Fi UL := Fi U ⊗ L. Also note that
HomG(L
∗,K[T ∗G]∧Gx[[~]])
∼= R~(UL)
∧.
On the other hand,
HomG(L
∗,A∧~ ⊗̂K[[~]]K[X ]
∧
Gx[[~]]) = HomG(L
∗,K[X ]∧Gx[[~]])⊗̂K[[~]]A
∧
~ .
Again, HomG(L
∗,K[X ]∧Gx[[~]]) is the completion of HomG(L
∗,K[X ][~]). So HomG(L
∗,K[X ][~])
coincides with the space of K×-finite vectors in HomG(L
∗,K[X ]∧Gx[[~]]) by [Lo2], Proposition
3.3.1. The quotient of HomG(L
∗,K[X ][~]) modulo ~ − 1 is nothing else but WL. Now the
claim of the proposition follows directly from the construction of •†. 
Now we are ready to give some description of HCO(U)†.
Proposition 5.10. Let N ∈ HCQfin(W). Then the following conditions are equivalent:
(1) There is M ∈ HCO(U) with M†
∼= N .
(2) N is a quotient of WL for some finite dimensional G-module L.
(3) N is a Q-stable sub-bimodule in WL/R, where L is a finite dimensional G-module
and R is a Q-stable sub-bimodule in WL of finite codimension.
Proof. (1)⇒ (2): It is easy to show that M is a quotient of UL for some finite dimensional
G-module L. Since •† : HC(U)→ HC
Q(W) is an exact functor, (2) follows from Proposition
5.9.
(2)⇒ (3): This is tautological.
(3)⇒ (1): This follows from assertion (6) of Theorem 4.4. 
5.6. •† vs K. In this subsection we are going to obtain the following result that seems to be
of independent interest. We preserve the notation of Subsection 4.4.
Theorem 5.11. The bifunctors (X,M) 7→ K(X ⊗M), X†⊗K(M) from HC(U)× W˜h
t
(e, θ)
to O˜t(θ) are isomorphic.
We will give a proof after a series of lemmas.
For X ∈ HC(U) we set X∧ := lim←−n→∞X/Xm˜
n
χ. Since m˜ consists of nilpotent elements, we
see that X∧ has a natural structure of a U∧-bimodule (compare with [Lo1], Subsection 3.2,
the construction of U∧). Moreover, X∧ becomes a topological U∧⊗̂U∧,opp-module (the word
“topological” here means that the structure action map is continuous). Also we remark that
the topology on X is complete and separated.
Lemma 5.12. Let X ∈ HC(U),M ∈ W˜h
t
(e, θ).
(1) The natural map U∧ ⊗U X → X∧ is an isomorphism.
(2) The natural map X ⊗U M → X∧ ⊗U∧ M is an isomorphism.
We remark that, since the topology on M is discrete, X∧⊗U∧M is the same as X∧⊗̂U∧M .
Proof. Let us check (1) for X = UL, where L is a finite dimensional G-module. Here the
assertion boils down to the claim that the filtrations L ⊗ m˜kχ and m˜
k
χUL on UL = L ⊗ U are
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compatible. This easily follows from the fact that m˜ acts on L by nilpotent endomorphisms.
Also for X = UL (2) is clear.
In general, X has a resolution consisting of modules of the form ULi , where Li is a finite
dimensional G-module. Since all functors in consideration are right-exact, both assertions
follow from the 5-lemma. 
Recall the isomorphism Φ : U∧
∼
−→ A(W)∧. The A(W)∧-bimodule Φ∗(X∧) is complete in
the Φ(m˜χ) = [(m˜ ∩ V )⊗ 1 + 1⊗W>0]-adic topology. Therefore the map
(5.1) A∧⊗̂Φ∗(X
∧)adV → Φ∗(X
∧)
is well-defined.
Proposition 5.13. The map (5.1) is an isomorphism for any X ∈ HC(U).
In the proof we will need the following technical lemma.
Lemma 5.14. Let V be a symplectic vector space, U ⊂ V be a lagrangian subspace, A be
the Weyl algebra of V , A∧ := lim←−A/AU
k. Further, let Y be a topological A∧⊗̂A∧,opp-module
such that the topology on Y is complete and separated. Then a natural map A∧⊗̂Y adV → Y
is an isomorphism.
Proof. First of all, we note that all A∧-sub-bimodules in A∧⊗̂Y adV have the form A∧⊗̂Y0 for
Y0 ⊂ Y ad V . This can be proved following the lines of the proof of Lemma 3.4.3 in [Lo1]. It
follows that the map (5.1) is injective.
It remains to prove that the map (5.1) is surjective. Let q1, . . . , qk denote a basis in
the lagrangian subspace U . Choose a complimentary lagrangian subspace U∗ ⊂ V and let
p1, . . . , pk denote the dual basis to q1, . . . , qk. So we have [qi, pj] = δij . Let us reduce the
proof to the case k = 1.
Consider the Weyl algebras A0 of the span V0 of p1, q1 and A
0 of the span V 0 of p2, . . . , pk,
q2, . . . , qk. Let A
∧
0 ,A
0∧ be their completions with respect to the subspaces spanned by q1
and by q2, . . . , qk. Then, of course, A
∧ = A∧0 ⊗̂A
0∧. Suppose now that the natural map
A∧0 ⊗̂Y
adV0 → Y is bijective. The space Y adV0 is a closed A0-subbimodule of Y and, in
particular, a A0∧⊗̂A0∧opp-module. Also the topology on Y adV0 induced from Y is again
complete and separated. So it is enough to show the claim of the lemma for k = 1. Below we
write p, q instead of p1, q1. We remark that A
∧
0 q
i form a fundamental system of neighborhoods
of 0 in A∧0 .
Define the following two linear operators on Y :
α(y) :=
∞∑
k=0
1
k!
ad(p)k(y)qk,
β(y) :=
∞∑
k=0
(−1)k
k!
pk ad(q)k(y).
(5.2)
From the conditions on the topology on Y it follows that the operators α, β are well-
defined and continuous. We remark that for y0 ∈ Y adV we have α(piy0qj) = δj,0piy0qj
and β(piy0q
j) = δi,0p
iy0q
j . These equalities actually motivated the definition.
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It is checked directly that [α, β] = 0 and [p, α(y)] = [q, β(y)] = 0 for all y ∈ Y . In
particular, im(α ◦ β) ⊂ Y adV . Further, similarly to the previous paragraph, the series
(5.3)
∞∑
k,l=0
1
k!l!
pkα ◦ β
(
ad(q)k ad(p)ly
)
ql
converges for any y ∈ Y . Moreover, expanding α and β in (5.3) (and getting a summation
over 4 indexes) one gets that this sum coincides with y. So (5.3) is a presentation of y as an
element of A∧⊗̂Y ad V ⊂ Y . 
Proof of Proposition 5.13. Set U := m˜∩V . Consider Y := X∧ as an A∧-bimodule by means
of the isomorphism U∧ ∼= A∧⊗̂W∧. Since Y is a complete and separated topological U∧-
bimodule, it is also a complete and separated topological A∧-module. Our claim now follows
from Lemma 5.14. 
For X ∈ HC(U) we set X‡ := Φ∗(X∧)adV . This is a topological T -equivariant bi-
module over W∧. On the other hand, pick Y ∈ HC(W) and consider its completion
Y ∧ := lim←−n→∞ Y/Y (W>0)
n. This is also a topological T -equivariant W∧-bimodule.
Lemma 5.15. The functors •‡ and (•†)∧ from HC(U) to the category of topological T -
equivariant W∧-bimodules are isomorphic.
Proof. We start by constructing a natural transformation (•†)∧ → •‡. Pick X ∈ HC(U) and
choose a finite dimensional ad(g)-submodule X0 ⊂ X generating X as a left (or as a right)
U-module. Define the filtration on X using X0 as in the construction of •†. Consider the
A∧~ ⊗̂K[[~]]W
∧
~ -bimodule X
∧
~ . We have the twisted Kazhdan action of K
× on X∧~ , compare
with the end of Subsection 4.4. So we can consider the subspace (X∧~ )K×−fin of K
×-finite
vectors in X∧~ . Set
X♥ := (X∧~ )K×−fin/(~− 1)(X
∧
~ )K×−fin.
It is easy to see that X♥ = U♥ ⊗U X . So we get that the natural homomorphism X → X∧
extends to X♥ → X∧.
Let us show that there is a natural homomorphism X† → (X♥)adV . Indeed, T acts locally
finitely on the space of K×-finite (with respect to the usual Kazhdan action) elements in
(X∧~ )
adV so this space of K×-finite elements is included into [(X∧~ )K×−fin]
ad V . The image of
the induced homomorphism
X† = [(X
∧
~ )
adV ]K×−fin/(~− 1)[(X
∧
~ )
adV ]K×−fin → (X
∧
~ )K×−fin/(~− 1)(X
∧
~ )K×−fin = X
♥
lies in (X♥)adV .
So we have constructed a homomorphism X† → X‡. From the construction it follows that
this homomorphism is functorial. Since X‡ is complete with respect to the W>0-adic topol-
ogy, this homomorphism extends to X∧† → X‡. We are going to show that the corresponding
natural transformation •∧† → •‡ is an isomorphism.
Both functors are right exact (for •‡ this follows from Lemma 5.13). Similarly to the proof
of Lemma 5.12, it is enough to show that (UL†)∧ ∼= (UL)‡ or, alternatively, that the map
(5.4) A(UL†)
∧ → U∧L
induced by (UL†)
∧ → UL‡ is an isomorphism. Recall (Proposition 5.9) that UL† =WL.
The proof of Proposition 5.9 implies that Φ~ induces an isomorphism (UL)♥ → A(WL)♥.
Analogously to [Lo1], Subsection 3.2, we see that A(WL)∧ is the completion of A(WL)♥ in
the [(m˜ ∩ V ) ⊗ 1 + 1 ⊗ W>0]-adic topology. Similarly, U∧L is the completion of U
♥
L in the
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m˜χ-adic topology. So the isomorphism A(WL)♥ → U
♥
L extends to a topological isomorphism
A(WL)∧ → U∧L . This isomorphism is nothing else but (5.4). 
Proof of Theorem 5.11. By Lemma 5.12, X⊗UM = X∧⊗̂U∧M . We have (see the discussion
on the construction of K)
Φ∗(X
∧⊗̂U∧M) = A
∧(X‡)⊗̂A∧(W∧)(K[m˜ ∩ V ]⊗K(M)) = K[m˜ ∩ V ]⊗ (X‡⊗̂W∧K(M)).
By Lemma 5.15, X‡ = (X†)
∧. So it remains to show that (X†)
∧ = X† ⊗W W∧. The proof is
similar to that of Lemma 5.12. 
5.7. Equivalence relation on Irrfin(W). In this subsection we will introduce an equiva-
lence relation on the set Irrfin(W) of (isomorphism classes) of finite dimensional irreducible
W-modules. For this we will need to introduce tensor products of W-modules with G-
modules, compare with [Go]. Then we will define a relation ∼ on Irrfin(W) using Proposition
5.19. Finally, we will prove that ∼ is indeed an equivalence relation, Theorem 5.21.
Let L be a finite dimensional G-module. Define the functor L ⋌ • : W-Mod → W-Mod
by L⋌N :=WL ⊗W N .
Proposition 5.16. (1) We have a functorial q-equivariant isomorphism L⋌N ∼= L⊗N .
If N is Q-equivariant (meaning that Q acts on N such that W ⊗ N → N is Q-
equivariant and the Q-action integrates the action of q ⊂ W), then the isomorphism
above is also Q-equivariant.
(2) The functor L⋌ • is exact.
Proof. Assertion 1 follows from Lemma 4.1. The second assertion follows easily from the
first one. 
Below we will need the following lemma.
Lemma 5.17. Let N be a finite dimensional W-module and L a finite dimensional G-
module. Then there is a sub-bimodule R ⊂ WL of finite codimension and such that R⊗WN =
0 so that L⋌N ∼= (WL/R)⊗W N .
Proof. Set R := WLAnnW(N). Since AnnW(N) has finite codimension in W and WL is
finitely generated as a right W-module, we see that dimWL/R < ∞. On the other hand,
R⊗W N = 0. 
The following claim follows from Theorem 5.11.
Corollary 5.18. Let L, L1, L2 be finite dimensional G-modules. Then
(1) the functors L⋌ • and L∗ ⋌ • from Ot(θ) to itself are mutually adjoint.
(2) the functors L1 ⋌ (L2 ⋌ •) and (L1 ⊗ L2)⋌ • are isomorphic.
Proof. Recall that by Proposition 5.9, UL† = WL. By Theorem 5.11, the functors K(L ⊗
•), L⋌K(•) : W˜h
t
(e, θ)→ O˜t(θ) are isomorphic. Both claims of the lemma follow from the
fact that K is an equivalence between W˜h
t
(e, θ) and O˜t(θ). 
Proposition 5.19. Let N1, N2 be irreducible W-modules. Then the following conditions are
equivalent:
(1) there is an irreducible finite dimensional G-module L such that N2 is a quotient of
L⋌N1,
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(2) there is an irreducible finite dimensional G-module L such that N2 is a subquotient
of L⋌N1.
(3) there is an irreducible finite dimensional G-module L such that the W-bimodule
HomK(N1, N2) is a quotient of WL,
(4) there is an irreducible finite dimensional G-module L and a sub-bimodule R ⊂ WL of
finite codimension such that HomK(N1, N2) is a subquotient of WL/R.
We say that N1, N2 are equivalent and write N1 ∼ N2 if the pair (N1, N2) satisfies one of
the four equivalent conditions of Proposition 5.19. Below we will see that this is indeed an
equivalence relation.
Proof. (3)⇒(1). It is enough to show that the functors
(N1, N2) 7→ HomW−Wop(WL,HomK(N1, N2)),HomW(L⋌N1, N2)
from W-modfd×W-mod
opp
fd to the category of vector spaces are isomorphic. Recall that
L⋌N1 is, by definition, WL ⊗W N1. Now the isomorphism of functors is a standard fact.
(1)⇒(2) is tautological.
(2)⇒(4). Let R be a sub-bimodule in WL of finite codimension such that R ⊗W N1 = 0
existing by Lemma 5.17. Set P := WL/R. Choose a composition series 0 = P 0 ⊂ P 1 ⊂
. . . ⊂ Pm = P for P and let N i1, N
i
2 be such that P
i/P i−1 = HomK(N
i
1, N
i
2). Since the tensor
product functor is right exact, we see that that any composition factor of L⋌N1 = P ⊗WN1
has the form N i2 with N
i
1 = N1, q.e.d.
(4)⇒(3). Being a sub-bimodule in WL, R is Q◦-stable. Replacing R with
⋂
q∈Q q.R we
may assume, in addition, that R is Q-stable. The bimodule Hom(N1, N2) is a subquotient
of WL/R if and only if it is a direct summand of a composition factor of the Q-equivariant
bimodule WL/R. By Proposition 5.10, this composition factor is a quotient ofWL′ for some
finite dimensional G-module L′. 
Remark 5.20. Since WL is a Q-equivariant bimodule, we see that ∼ is an A(e)-invariant
relation, where A(e) denotes the component group of e, i.e., A(e) := Q/Q◦.
Proposition 5.21. ∼ is an equivalence relation.
Proof. Reflectivity (N ∼ N) is clear: take L = K. The claim that ∼ is symmetric follows
from Corollary 5.18: HomW(L⋌N1, N2) = HomW(N1, L
∗ ⋌N2).
Let us check transitivity: let N1, N2, N3 be irreducible finite dimensional W-modules and
L12, L23 be irreducible G-modules with HomW(L23 ⋌ N3, N2),HomW(L12 ⋌ N2, N1) 6= 0.
Choose nonzero elements ϕ ∈ HomW(L23⋌N3, N2), ψ ∈ HomW(L12⋌N2, N1). Since N1, N2
are irreducible, we see that ϕ, ψ are surjective. Since the functor L12 ⋋ • is exact, we see
that the homomorphism ϕ˜ : (L12 ⊗ L23) ⋌ N3 = L12 ⋌ (L23 ⋌ N3) → L12 ⋌ N2 induced
by ϕ is surjective. So ψ ◦ ϕ˜ is a nonzero element of HomW((L12 ⊗ L23) ⋌ N3), N1). Hence
N1 ∼ N3. 
The reason why we need the equivalence relation ∼ is as follows. Proposition 5.19 and
Proposition 5.10 show that Theorem 5.1 is equivalent to the following claim:
(*) Any two irreducible W-modules N1, N2 with integral central characters that differ by
an element of P+ are equivalent.
In the next two subsections we will prove that (*) holds.
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5.8. The case of even nilpotents. In this subsection we will prove Theorem 5.1 in the
case when O is even, i.e., when all eigenvalues of ad h are even. But first we will need a more
general result.
Proposition 5.22. Let O be an arbitrary special nilpotent orbit in g. Any two A(e)-orbits
in Y P
+
have equivalent points.
Proof. This claim is a reformulation of Corollary 5.6. 
Next we are going to treat the case when e is even.
Proposition 5.23. Suppose O is even. Then there is an A(e)-fixed point in Y P
+
.
Proof. In the notation of the end of Subsection 4.1, let P be the parabolic subgroup of G
corresponding to the parabolic subalgebra
⊕
i>0 g(i) ⊂ g. As Borho and Kraft checked in
[BB], the action of G on G/P induces a surjection U ։ D(G/P ) (Theorem 3.8 in loc. cit.),
its kernel J has an integral central character (Corollary 3.7, loc.cit.). Since Q ⊂ P , we see
that the map T ∗(G/P ) → O is birational. It follows that grU/J = K[O]. Therefore the
multiplicity of U/J on O is 1. So J† has codimension 1 in W and is A(e)-stable. A unique
irreducible representation of W/J† is fixed by A(e). 
Then the claim (*) for an even e follows directly from Propositions 5.22, 5.23 and Remark
5.20.
5.9. A reduction. We use the notation introduced in Subsection 4.4. Let G0 be the Levi
subgroup of G corresponding to g0. Let ∼0 denote the equivalence on Irrfin(W) defined by
the tensor product with G0-modules.
Proposition 5.24. Let N1, N2 be W-modules. If N 1 ∼0 N2, then L
θ(N 1) ∼ L
θ(N2).
In the proof we will need an auxiliary lemma.
Let N be an irreducible W-module, α ∈ K be a maximal eigenvalue of θ on N with
eigenspace N (”maximal” means that α+ n is not an eigenvalue for a positive integer n) so
that N ∼= Lθ(N). Let L be an irreducible G-module, β ∈ K be the maximal eigenvalue of θ,
and L be the corresponding eigenspace. Then L is an irreducible G0-submodule of L with
the same highest weight (with respect to an appropriate Borel subgroup) as L. Finally, set
N1 := L ⋌ N . Let γ be the maximal eigenvalue of θ on N1, N 1 being the corresponding
eigenspace. Then N 1 is a W0-module and so we can consider it as W-module.
Lemma 5.25. We have γ = α + β and N 1 ∼= L⋌N (an isomorphism of W-modules).
Proof. The equality γ = α + β follows from the observation that N1 and L ⊗ N are Q-
equivariantly isomorphic (Proposition 5.16).
Let us prove the isomorphism. Recall an element δ ∈ t∗ introduced in [BGK], see also
Remark 5.5 in [Lo3] for the definition of δ. If α is the maximal eigenvalue of θ in N , then
α + 〈δ, θ〉 is the maximal eigenvalue of θ in K−1(N). Theorem 4.5 implies that N is the
θ-eigenspace with eigenvalue α + 〈δ, θ〉 in K−1(N)m˜χ . The Skryabin equivalence theorem
implies that S0(N) is the θ-eigenspace with eigenvalue α+ 〈δ− δ0, θ〉 (where δ0 is the analog
of δ for g0) in K−1(N)g>0 and (since this eigenvalue is the maximal one) also in K−1(N).
Similarly, S0(N
1) is the θ-eigenspace with eigenvalue γ + 〈δ − δ0, θ〉 in K−1(L ⋌ N). But
L ⊗ S0(N) is the θ-eigenspace of eigenvalue γ + 〈δ − δ0, θ〉 in L ⊗ K−1(N). According to
Theorem 5.11, L ⊗ S0(N) ∼= S0(L ⋌ N), while K−1(L ⋌ N) = L ⊗ K−1(N). It follows that
S0(L⋌N) = S0(N 1) and so L⋌N = N1. 
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Proof of Proposition 5.24. Pick a G0-module L
′ such that L′ ⋌N 1 ։ N2. Let λ denote its
highest weight. Assume for a moment that L′ = L for some G-module L, equivalently, λ
is dominant for G. Then L′ ⋌ N1 is the highest weight subspace in L⋌ L
θ(N 1) by Lemma
5.25. Hence Lθ(N 2) is a composition factor in L⋌ L
θ(N1), and we are done.
In general, there is a character µ of L such that both µ and λ + µ are dominant for G.
Let Kµ denote the 1-dimensional module with highest weight µ for G0. Replacing N2 with
Kµ ⋌N2 we get to the situation of the previous paragraph. 
Now we are in position to finish the proof of (*).
Proof. Assume that g0 is chosen such that e is distinguished in g0, i.e., all semisimple elements
in zg0(e) are in the center of g0. Such an element is necessarily even in g0, see, e.g., [CM],
8.2.
Pick N1, N2 ∈ Y
P+. Then N1 = L
θ(N 1), N2 = L
θ(N2), where N 1, N 2 are irreducible
W-modules. They have integral central characters (for G0). This follows, for example, from
[BGK], Theorem 4.7, or from [Lo4], Theorem 5.1.1. Thanks to Proposition 5.24, N1 ∼ N2
provided N 1 ∼ N2. The latter follows from Subsection 5.8. 
6. Preliminaries on cells, Springer correspondence and Lusztig’s groups
6.1. Cells in Weyl groups and cell modules. Let H be the Hecke algebra of W viewed
as a Z[q±1/2]-algebra. Let cw, w ∈ W, be the Kazhdan-Lusztig basis, see e.g. [Lu2, 5.1.1].
Recall (see e.g. [Lu2, §5.1]) that one can use it to partition W into two-sided, left and right
cells as follows. For w ∈ W consider the based two-sided ideal Idw in H generated by cw
(“based” means “spanned by basis elements”). By the two-sided cell cw of w we mean the
set of all u such that cu ∈ Idw but cu 6∈ I
d
w′ for I
d
w′ ( I
d
w. Similarly, we can consider the left
(resp., right) based ideal I lw (resp., I
r
w) generated by w and define the left (resp., right) cell
σw of w. It is clear that W gets partitioned into two-sided cells, and each two-sided cell
gets partitioned into left cells. Moreover, one can show that the map w 7→ w−1 preserves
two-sided cells and maps left cells to right ones, and vice versa. Also it is clear from the
definition that the equivalence relation ∼ induced by the partition of W into two-sided cells
is generated by the equivalence relations ∼L,∼R corresponding to partitions into left and
right cells, respectively.
To each two-sided cell c we assign the cell H-bimodule [c]q that is the quotient of I
d
w, w ∈ c,
by the sum of all Idw′ ( I
d
w. Similarly, to each left cell σ we assign the left H-module [σ]q.
All cell bimodules and modules are flat over Z[q±1/2]. Since ZW = H /(q1/2 − 1), we get the
W -bimodule [c] and the left W -module [σ]. It is clear that dim[σ] = |σ|. In the sequel we
will consider [c] as a left module. As such it decomposes as [c] =
⊕
σ⊂c[σ].
We say that an irreducibleW -module belongs to c if it appears as an irreducible constituent
of [c]. This defines a partition of Irr(W ) into families Irr(W )c (in the sense of Lusztig, [Lu2]).
Each family has a distinguished irreducible module, called a special module (or a special
representation).
In [Lu2] Lusztig introduced a certain parametrization of Irr(W )c. This parametrization
involves a certain finite group A¯(= A¯c) constructed by Lusztig for the two-sided cell c. This
group will be described below (see e.g. Subsection 6.3). To each U ∈ Irr(W )c Lusztig
assigned a pair (xU , VU), where xU is an element in A¯ defined up to conjugacy, and VU is
an irreducible ZA¯(xU)-module. Following Lusztig, we denote the set of such pairs by M(A¯).
For different irreducibles the corresponding pairs are different, but not every pair arises from
some irreducible module.
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6.2. Orbits, Harish-Chandra bimodules, and the algebra J. It is a classical fact that
left and two-sided cells admit an alternative description in terms of primitive ideals in Pr(Uρ).
Namely, it happens that the left cells are precisely the fibers of the map W → Pr(Uρ), w 7→
J (wρ). Furthermore, the two-sided cells are the fibers of the map that sends w ∈ W to the
open orbit in V(U/J (wρ)). So we get bijections c 7→ Oc,O 7→ cO between the set of the
special orbits and the set of the two-sided cells.
Pick a special orbit O and let c be the corresponding two-sided cell. Recall that JO
denotes the category ρHCρO(U)
ss. The based Q-algebra [JO] is known to be isomorphic to
the block Q⊗ZJO corresponding to O of the (rational form of the) Lusztig asymptotic Hecke
algebra Q⊗Z J. Recall that JO has a basis tx indexed by c. The set of simples in JO is again
parameterized by elements of c via w 7→ Mw := BG(L(wρ)). An isomorphism [JO] → JO
sends BG(L(wρ)) to tw−1∗ , where w 7→ w∗ is a certain involution on W studied by Joseph in
[Jo2]. The results mentioned above in this paragraph follow from [Jo2] and the claim that
the category JO is multi-fusion, see e.g., Lemma 5.4.
Recall that Lusztig defined an explicit (but complicated) homomorphism H → J ⊗Z
Z[q±1/2], see e.g. [Lu4, §3.2]. Under the specialization q1/2 = 1, this homomorphism in-
duces an isomorphism Q(W )
∼
−→ Q⊗Z J, see e.g. [Lu4, §3.5]. The last isomorphism induces
a bijection between irreducible representations of [JO] and Irr(W )
O(= Irr(W )c), see loc. cit.
Lusztig’s homomorphism Z(W ) → JO can be described as follows. Let us identify Z(W )
with the Grothendieck ring of the category of projective functors sending the generalized
central character ρ to itself, see [BG] or [Ma, 5.1,5.2]. Let 1 ∈ JO be the unit object and let
1˜ be an arbitrary lift of 1 ∈ JO ⊂ HCO(U) to an object of HCO¯(U). Let F be a projective
functor as above. Then the map
(6.1) Z(W ) ∋ [F ] 7→ [F (1˜) (mod HC∂O(U))] ∈ [HCO(U)] = [JO] = JO
is well defined and it follows from the results of [BG] combined with the Kazhdan-Lusztig
conjecture that it coincides with the Lusztig’s homomorphism defined as in [Lu4, §3.5]. We
notice that the fact that the map (6.1) is a homomorphism of rings is far from being trivial.
Let us introduce some notation. The left and right annihilators ofMw are J (wρ),J (w−1ρ).
Consider the subcategory Jσ of all objects in JO such that the right annihilator of the cor-
responding simple Harish-Chandra bimodule is J (wρ), w ∈ σ. The tensor product functor
JO ⊠ JO → JO clearly restricts to JO ⊠ Jσ → Jσ. The rational K-group [Jσ] is naturally
identified with [σ].
Similarly we can consider the subcategory σJ with left annihilator corresponding to σ.
Next, for left cells σ1, σ2, set σ1Jσ2 := σ1J ∩ Jσ2 .
Now let us discuss the categories like λJ in the case of an arbitrary (integral) central
character λ. Of course, if λ is regular, then λJ is identified with J via a translation functor.
For a singular character λ we need some modifications. Thanks to (i)-(iii) in the end of
Subsection 2.3, we see that the condition that w is compatible with λ ∈ P+ holds or does
not hold simultaneously for all w in a given left cell. So the notion of compatibility of left
cells and dominant weights makes sense. For λ ∈ P+ compatible with a left cell σ let λσJ be
the full subcategory in λJ whose simples are in the image of T λρ (σJ).
6.3. Springer representation. Let us recall that to each nilpotent orbit O Springer at-
tached a W × A(e)-module Spr(O). As a vector space, the Springer representation has a
basis indexed by irreducible components of the Springer fiber Be that is the preimage of
32 IVAN LOSEV AND VICTOR OSTRIK
e ∈ g under the natural morphism T ∗B → g ∼= g∗. In other words, Be consists of all Borel
subalgebras in g containing e.
The group A(e) acts on the set of irreducible components of Be by permutations and so
acts also on Spr(O). It turns out that there is a natural action of W commuting with A(e)
on Spr(O). An important property of Spr(O) is that it is a multiplicity free W × A(e)-
module, i.e., each irreducible W × A(e)-module appears at most once. Further, the trivial
A(e)-module always appears in Spr(O), and the corresponding W -module is a unique special
representation in Irr(W )O provided the orbit O is special.
Now consider the isotypic component Spr(O)c, that is, the sum of all irreducible W -
modules that appear in [c]. Then A¯c is the quotient of A(e) by the kernel of the action of
A(e) on Spr(O)c, see [Lu2, 13.1.3].
The following result establishes a relationship between Lusztig’s parametrization of Irr(W )c,
see the end of Subsection 6.1, and the structure of Spr(O)c. It follows from [Lu8, Corollary
0.5].
Proposition 6.1. We have the following isomorphism of W × A¯-modules:
Spr(O)c =
⊕
U∈Irr(W )c,xU=1
U ⊗ VU .
6.4. Lusztig’s subgroups Hσ. In [Lu4, Proposition 3.8], to each left cell σ in c, Lusztig
assigned a subgroup Hσ ⊂ A¯ determined up to conjugacy. The subgroups depend on the
cell modules rather than on the left cells themselves.
Let us explain an important property of those subgroups, [Lu4, Proposition 3.16]. Consider
the left cells σ1, σ2 in c.
Lemma 6.2. The number # σ1Jσ2 of simples in σ1Jσ2 (equal to |σ
−1
1 ∩ σ2|) coincides with
#CohHσ2 (A¯/Hσ1) = #Coh
A¯(A¯/Hσ1 × A¯/Hσ2).
We will also need a relationship between the (left) cell modules, Spr(O), and the Lusztig
subgroups.
Proposition 6.3. We have an A¯-equivariant isomorphism Q(A¯/Hσ) ∼= HomW ([Jσ], Spr(O))
(the latter is an A¯- and not just an A(O)-module, thanks to Proposition 6.1).
A problem is that it is not quite easy to extract the necessary information on Lusztig’s
subgroups from his work. So, in the next three subsections, we will just produce certain
subgroups in A¯ and prove Lemma 6.2 and Proposition 6.3 for them. One can also show that
our subgroups are the same as Lusztig’s but since the lemma and the proposition above is
all we need, we will not prove that the definitions are equivalent.
6.5. Explicit descriptions: types B and C. We recall (see [Lu2, §4.5]) that the irre-
ducible representations of the Weyl group W (Bn) ≃ W (Cn) are labeled by symbols of rank
n and defect 1. By definition, such a symbol Λ =
(
M ′
M
)
is just two subsets M,M ′ of Z≥0 with
|M ′| = |M |+ 1 and
∑
x∈M x+
∑
x∈M ′ x = n+ |M |
2 up to an equivalence relation described
in loc. cit.; each equivalence class contains a unique reduced symbol with 0 6∈M ∩M ′.
In types B,C the combinatorial description of families (i.e., the subsets of the form
Irr(W )c) is as follows: two representations labeled by reduced symbols
(
M ′1
M1
)
and
(
M ′2
M2
)
are in
the same family if and only if M1 ∪M ′1 =M2 ∪M
′
2 and M1 ∩M
′
1 =M2 ∩M
′
2, see [Lu2, §4.5].
Thus a family is completely determined by two subsets Z1, Z2 ⊂ Z≥0 such that Z1∩Z2 = ∅,
0 6∈ Z2 and |Z1| is odd: the family corresponding to Z1, Z2 consists of representations with
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reduced symbols
(
M ′
M
)
such that M ∩M ′ = Z2 and M ∪M
′ = Z1 ∪Z2; let F(Z1, Z2) denote
such a family. Let us write the elements of Z1 in an increasing order: z0 < z1 < . . . < z2m.
Then any representation from F(Z1, Z2) corresponds to reduced symbol
(
Z2∪(Z1−M)
Z2∪M
)
where
M is a subset of Z1 with |M | = m; thus we have a bijection between F(Z1, Z2) and the set
of subsets of Z1 of cardinality m. The special representation from F(Z1, Z2) corresponds to
the subset M0 = {z1, z3, . . . z2m−1} ⊂ Z1.
Fix a family F(Z1, Z2) and let c,O be the corresponding two-sided cell and the special
nilpotent orbit. Recall that in the classical types nilpotent orbits are parameterized by
partitions. [C], 13.3, provides a combinatorial recipe to compute O (i.e., the corresponding
partition) from the symbol of the special representation inside F(Z1, Z2).
We now describe representations of the form [σ] with σ ⊂ c. The W -modules of the form
[σ] (but not the left cells themselves!) are in bijection with Temperley-Lieb patterns of the
following form:
•
z0 z1 z2 z3 z4 z5 . . . z2m
Here is a formal definition: Temperley-Lieb (shortly, TL) pattern above is an embedded
into R × [0, 1] unoriented cobordism of the set Z1 ⊂ Z ⊂ R = R × 0 ⊂ R × [0, 1] to a
1-point set embedded into R = R × 1 ⊂ R × [0, 1]. To such a pattern Y one associates
a representation [Y ] of W (Bn) which is the direct sum of the irreducible representations
labeled by symbols
(
Z2∪(Z1−M)
Z2∪M
)
(all with multiplicities 1) where M ⊂ Z1 contains precisely
one of each zi and zj connected by an arc. This procedure produces a bijection between TL
patterns and left cell modules, see [Lu1, 11.1] and [Lu3].
Example 6.4. Assume that Z2 = {1, 3} and Z1 = {0, 2, 5, 6, 7}. Then the pattern
•
0 2 5 6 7
corresponds to the following cell representation of W (B12):(
0, 1, 2, 3, 7
1, 3, 5, 6
)
+
(
1, 2, 3, 6, 7
0, 1, 3, 5
)
+
(
0, 1, 3, 5, 7
1, 2, 3, 6
)
+
(
1, 3, 5, 6, 7
0, 1, 2, 3
)
.
Now let us describe the Lusztig group A¯ := A¯c. Let VZ1 be the set of subsets of Z1 of even
cardinality. Then VZ1 has a natural structure of a symplectic vector space over the field F2:
the sum is the symmetric difference and the symplectic form is
(M,M ′) = |M ∩M ′| (mod 2).
Let ei = {zi−1, zi} ∈ VZ1 . Then e1, . . . e2m is a basis of VZ1 with (ei, ej) = 1 if and only if
|i− j| = 1.
Let A¯B, A¯C ⊂ VZ1 be the Lagrangian subspaces with bases {e1, e3, . . . , e2m−1} (for A¯
B)
and {e2, e4, . . . , e2m} (for A¯
C). It is clear that VZ1 = A¯
B ⊕ A¯C and the symplectic form gives
the identification (A¯B)∗ = A¯C .
It turns out that the Lusztig group A¯ gets identified with A¯B in type B and with A¯C in
type C, see [Lu2, §4.5]. So we have an identification of VZ1 with A¯ ⊕ A¯
∗ and hence with
Lusztig’s set M(A¯) recalled in Subsection 6.1.
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Now let us describe the Lusztig parameterization U 7→ (xU , VU) with xU ∈ A¯, VU ∈ A¯∗.
The set F(Z1, Z2) is embedded in VZ1 as follows: the representation labeled by the symbol(
Z2∪(Z1−M)
Z2∪M
)
corresponds to the symmetric difference of M and M0 = {z1, z3, . . . , z2m−1}.
This gives the Lusztig parameterization (we take the “same type component” of the image
of U for xU , and the “different type component” for VU).
It will be convenient for us to describe the cell modules in a way slightly different from
the above.
Let T be a Temperley-Lieb pattern as above; then the subspace LT of VZ1 with basis given
by two element subsets {zi, zj}, where zi and zj are connected by an arc, is Lagrangian.
Lemma 6.5. We have LT ⊂ F(Z1, Z2) and [T ] =
⊕
(xU ,VU )∈LT
U .
Proof. An element ℓ of LT is the union of pairs {zik , zjk}, each pair being connected by an
arc. We remark that an arc always connect elements with different parities. The set M0
consists of all elements with fixed parity. ForM take the symmetric difference ofM0 and the
union of all pairs in ℓ. Then ℓ corresponds to the representation with symbol
(
Z2∪(Z1−M)
Z2∪M
)
.
The second statement is just the reformulation of the description of the map U 7→ (xU , VU).
given above. 
We now describe the subgroup Hσ ⊂ A¯ corresponding to a left cell σ. For this we first
introduce certain subgroups HBT ⊂ A¯
B, HCT ⊂ A¯
C for a TL pattern T .
Type B: connect z0 and z1, z2 and z3 and so on. A basis of H
B
T ⊂ A¯
B is labeled by the
connected components of the resulting picture homeomorphic to a circle; the basis element
corresponding to such a connected component is
∑
e2i+1, where the summation is over the
indices i such that the arc connecting z2i, z2i+1 appears in that connected component.
Type C: connect z1 and z2, z3 and z4 and so on. A basis of H
C
T ⊂ A¯
C is labeled by the
connected components of the resulting picture homeomorphic to a circle; the basis element
corresponding to such a connected component is
∑
e2i with the summation over the indices
i such that the arc connecting z2i−1, z2i appears in that connected component.
Example 6.6. Consider the pattern
•
z0 z1 z2 z3 z4 z5 z6
The procedure above in type B gives:
•
z0 z1 z2 z3 z4 z5 z6
Thus, HBT = 〈e1 + e3〉 ⊂ 〈e1, e3, e5〉.
The procedure above in type C gives:
•
z0 z1 z2 z3 z4 z5 z6
Thus, HCT = 〈e2, e6〉 ⊂ 〈e2, e4, e6〉.
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Lemma 6.7. For a Temperley-Lieb pattern T the subgroup HBT ⊕ H
C
T ⊂ A¯
B ⊕ A¯C = VZ1
equals LT .
Proof. It follows from the definitions of HBT , H
C
T that both are contained in LT . It remains
to show that dimHBT + dimH
C
T = m. This is done by induction on m. Namely, in T there
will be an arc connecting zi, zi+1 for some i. The vector ei lies either in H
B
T or in H
C
T .
Then delete the points zi, zi+1. Denote the resulting TL pattern by T
′. Replace the arcs
connecting zi−1 with zi and zi+1 with zi+2 (used when we construct H
•
B, H
•
C) with the arc
connecting zi−1, zi+2. We will get some subspaces H
T ′
B , H
T ′
C with dimH
T ′
B ⊕ H
T ′
C = m − 1.
But HTB ⊕H
T
C = H
T ′
B ⊕H
T ′
C ⊕ 〈ei〉 and so the dimension of H
T
B ⊕H
T
C equals m. 
Proposition 6.8. Let σ ⊂ c be a left cell, and let T be a unique TL pattern with [T ] = [σ].
Then Hσ := H
B
T in type B and Hσ := H
C
T satisfy Lemma 6.2 and Proposition 6.3.
Proof. Take cells σ, σ′ and let T, T ′ be the corresponding TL patterns. We will consider type
B, type C is completely analogous.
Lemma 6.5 implies that dimHomW ([T ], [T
′]) = |LT ∩ LT ′ |. On the other hand
#CohA¯(A¯/Hσ × A¯/Hσ′) =
|A¯||Hσ ∩Hσ′ |
|Hσ||Hσ′|
.
The equality |LT1 ∩ LT2| =
|A¯||Hσ∩Hσ′ |
|Hσ||Hσ′ |
is a straightforward consequence of Lemma 6.7.
Now let us check that Proposition 6.3 holds. Clearly, we have HomW ([T ], Spr(O)) =
HomW ([T ], Spr(O)
c). From Proposition 6.1, we deduce that HomW ([T ], Spr(O)
c) is the
direct sum of the irreducible A¯-modules from LT ∩ (A¯B)∗, each with multiplicity 1. But
thanks to Lemma 6.7, the latter sum is nothing else but Q(A¯B/HBT ) (as an A¯
B-module). 
In our proof of Theorem 1.1 in Subsection 7.4 we will need the existence of left cells σ
with very special Lusztig subgroups. This is established in the following proposition.
Proposition 6.9. There exist left cells σ0, σ∅, σ1, . . . , σm ⊂ c (where m is the dimension of
A¯ over F2) such that Hσ0 = A¯, Hσ∅ = {0}, codimA¯Hσj = 1 for all j and
⋂m
j=1Hσj = {0}.
Proof. We are just going to present TL patterns such that the corresponding HB and HC-
subgroups have the indicated properties.
Consider the Temperley-Lieb pattern TB:
•
z0 z1 z2 z3 . . . z2m−2 z2m−1 z2m
It is clear that HBTB = A¯
B and HCTB = {0}.
Similarly, consider the Temperley-Lieb pattern TC :
•
z0 z1 z2 z3 z4 . . . z2m−1 z2m
It is clear that HBTC = {0} and H
C
TC
= A¯C .
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Now consider the patterns T jB (and similar patterns for type C) given by:
•
z0 z1 . . . z2j−2 z2j−1 . . . z2m
It is clear that HB
T j
B
is spanned by e2i−1, i 6= j, and so these subgroups have the required
properties. 
Remark 6.10. In fact, it is important for our purposes to present A¯ not as an abstract
group but as a quotient of A(e), e ∈ O. Let us explain a recipe to compute the epimorphism
A(e) ։ A¯. The group A(e) is again the direct sum of several copies of Z/2Z and can
be read explicitly from the partition corresponding to O, see, for instance, [CM], Section
6.1. Recall that, by our definition, A¯ is the smallest quotient of A(e) acting on Spr(O)c.
Proposition 6.1 asserts that Spr(O)c is the direct sum of U ⊗ VU for all U ∈ F(Z1, Z2)∩ A¯∗.
In fact, A¯∗ ⊂ F(Z1, Z2), because A¯
∗ = LT for T = TC in type B and T = TB in type C.
Pick a basis V1, . . . , Vm in A¯
∗. Let U1, . . . , Um be the corresponding irreducible W -modules,
whose symbols we can compute explicitly, thanks to the above description of the embedding
F(Z1, Z2) →֒ VZ1 . Then from the symbols we can recover the irreducible A(e)-modules
(=A(e)-characters) χ1, . . . , χm corresponding to U1, . . . , Um, see [C], 13.3. The dual map to
the epimorphism A(e)։ A¯ must send Vi to χi and this determines A(e)։ A¯ uniquely.
6.6. Explicit descriptions: type D. Recall, see [Lu2, §4.6], that a symbol Λ =
(
M ′
M
)
=(
M
M ′
)
of rank n and defect 0 is an unordered pair (M,M ′) of subsets of Z≥0 with |M | = |M ′|
and
∑
x∈M x+
∑
x∈M ′ x = n+ |M |
2−|M | up to an equivalence relation described in loc. cit.;
each equivalence class contains a unique reduced symbol with 0 6∈ M ∩M ′. Such a symbol
is called degenerate if M = M ′ (this condition does not depend on the representative from
the equivalence class) and non-degenerate otherwise. To each symbol Λ of rank n and defect
zero one associates a representation [Λ] of the Weyl group W (Dn) as in [Lu2, §4.6]; the
representation [Λ] is irreducible if Λ is non-degenerate and splits into a sum of two distinct
irreducible representations [Λ]I and [Λ]II if Λ is degenerate. This gives a parametrization
of irreducible representations of W (Dn): they are of the form [Λ], [Λ]I , [Λ]II and all these
representations are distinct.
Representations [Λ]I and [Λ]II are special and each of them form a family by itself. The
group A¯ is trivial.
From now on we will consider only non-degenerate symbols Λ. Two representations labeled
by reduced symbols
(
M ′1
M1
)
and
(
M ′2
M2
)
are in the same family if and only if M1 ∪M ′1 =M2 ∪M
′
2
and M1 ∩M
′
1 = M2 ∩M
′
2, see [Lu2, §4.6]. Thus a family is completely determined by two
subsets Z1, Z2 ⊂ Z≥0 such that Z1 ∩ Z2 = ∅, 0 6∈ Z2 and |Z1| is even: the corresponding
family consists of representations with reduced symbols
(
M ′
M
)
such that M ∩M ′ = Z2 and
M∪M ′ = Z1∪Z2; we will denote such a family by F(Z1, Z2). Let us write the elements of Z1
in an increasing order: z1 < . . . < z2m. Then any representation from F(Z1, Z2) corresponds
to the reduced symbol
(
Z2∪(Z1−M)
Z2∪M
)
, where M is a subset of Z1 with |M | = m; thus we
have a bijection between F(Z1, Z2) and the set of subsets of Z1 of cardinality m modulo an
identification of M and Z1 −M . The special representation from F(Z1, Z2) corresponds to
the subset M0 = {z1, z3, . . . z2m−1} ⊂ Z1 or to the subset {z2, z4, . . . z2m} ⊂ Z1.
Fix a family F(Z1, Z2) and the corresponding two-sided cell c (and the corresponding
special orbit O). Let us describe the possible left cell modules. They are again in bijection
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with Temperley-Lieb patterns, now of the following form:
z1 z2 z3 z4 z5 . . . z2m
To such a pattern T one associates a representation [T ] of W (Dn) which is a direct sum
of representations labeled by symbols
(
Z2∪(Z1−M)
Z2∪M
)
(all with multiplicities 1) where M ⊂ Z1
contains precisely one of each zi and zj connected by an arc.
Example 6.11. Assume that Z2 = {1, 3} and Z1 = {0, 2, 5, 6, 7, 9}. Then the pattern
0 2 5 6 7 9
corresponds to the following representation of W (D17):(
0, 1, 2, 3, 7
1, 3, 5, 6, 9
)
+
(
1, 2, 3, 6, 7
0, 1, 3, 5, 9
)
+
(
0, 1, 3, 5, 7
1, 2, 3, 6, 9
)
+
(
1, 3, 5, 6, 7
0, 1, 2, 3, 9
)
.
Let us proceed to describing the group A¯. Let VZ1 be the set of subsets of Z1 of even
cardinality; we consider it as an F2-vector space with sum given by the symmetric difference.
The space VZ1 is endowed with an alternating bilinear form (M,M
′) = |M ∩M ′| (mod 2).
The elements ei = {zi, zi+1} with 1 ≤ i ≤ 2m− 1 form a basis of VZ1 with (ei, ej) = 1 if and
only if |i− j| = 1. Let V ′Z1 be the quotient of VZ1 by the kernel of the bilinear form (which
is the line spanned by Z1); clearly V
′
Z1
is a symplectic vector space spanned by the images
e¯i of ei; the only relation between the e¯i’s is e¯1 + e¯3 + . . . e¯2m−1 = 0. Let A¯
D, A¯∗D ⊂ V ′Z1 be
the Lagrangian subspaces spanned by {e¯2, e¯4, . . . , e¯2m−2} and {e¯1, e¯3, . . . , e¯2m−1}. It is clear
that V ′Z1 = A¯
D ⊕ A¯∗D and the symplectic form gives the identification (A¯D)∗ = A¯∗D.
The set F(Z1, Z2) is embedded in V ′Z1 as follows: the representation labeled by the symbol(
Z2∪(Z1−M)
Z2∪M
)
corresponds to the symmetric difference ofM and M0. The Lusztig’s quotient A¯
associated with family F(Z1, Z2) is the group A¯D, see [Lu2, §4.6]. So F(Z1, Z2) ⊂ V ′Z1 = A¯
D⊕
(A¯D)∗ = M(A¯D), which is precisely Lusztig’s embedding from [Lu2] recalled in Subsection
6.1.
Let T be a Temperley-Lieb pattern as above; then the subspace LT of V ′Z1 spanned by
two element subsets {zi, zj} where zi and zj are connected by an arc is Lagrangian. It is
clear from the above that the representation [T ] is the direct sum of the representations
corresponding to the elements of LT .
We now describe the subgroup Hσ ⊂ A¯ corresponding to a left cell σ. The subgroup Hσ
again depends only on [σ]; thus we will use the notation HT for Hσ, where [σ] = [T ] for
a Temperley-Lieb pattern T . Let us connect z2 and z3, z4 and z5 and so on. A basis of
HT ⊂ A¯D is labeled by the connected components of the resulting picture homeomorphic
to a circle; the basis element corresponding to such a connected component is
∑
e¯2i, where
the summation is over the indices i such that the arc connecting z2i, z2i+1 appears in that
connected component.
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Example 6.12. Consider the pattern
z1 z2 z3 z4 z5 z6 z7 z8
The procedure above gives:
z1 z2 z3 z4 z5 z6 z7 z8
Thus, HT = 〈e¯2 + e¯4〉 ⊂ 〈e¯2, e¯4, e¯6〉.
Remark 6.13. One observes that the orthogonal complement H⊥T ⊂ (A¯
D)∗ ≃ A¯∗D can be
computed in terms of T as follows: connect z1 and z2, z3 and z4 etc. Then H
⊥
T is spanned by
the elements
∑
e¯2i−1 labeled by the connected components of the resulting picture with the
summation over the indices i such that the arc connecting z2i−1, z2i appears in that connected
component. In addition, one has LT = HT ⊕H⊥T ⊂ A¯
D ⊕ A¯∗D ≃ V ′Z1 .
Remark 6.14. The combinatorics described in this section is completely parallel to the
combinatorics in type B via the following transformation of Temperley-Lieb patterns: a
type D pattern T with Z1 = {z1, . . . , z2m}
z1 z2 z3 z4 z5 . . . z2m
corresponds to the type B pattern T ′ with Z1 = {z2, . . . z2m}.
•
z2 z3 z4 z5 . . . z2m
More precisely, consider the F2-linear isomorphism ι : A¯
B ∼−→ A¯D given by e2i−1 → e¯2i, i =
1, . . . , m and the induced isomorphism ι : A¯B ⊕ (A¯B)∗
∼
−→ A¯D ⊕ (A¯D)∗. This isomorphism
maps the lagrangian subspace LT ′ ⊂ A¯B ⊕ (A¯B)∗ to LT and so HBT ′ to HT .
Thanks to the previous remark, Proposition 6.8 implies that Proposition 6.3 and Lemma
6.2 hold for the subgroups HT ⊂ A¯
D. Also we have a complete analog of Proposition 6.9.
Proposition 6.15. There exist left cells σ0, σ∅, σ1, . . . , σm ⊂ c (where m is the dimension
of A¯ over F2) such that Hσ0 = A¯, Hσ∅ = {0}, codimA¯Hσj = 1 for all j and
⋂m
j=1Hσj = {0}.
6.7. Explicit descriptions: exceptional cases with A¯ = Z/2Z. Recall that one can
describe A¯ in terms of Spr(O)c. Inspecting the list of left cell modules, [C, 13.2], and tables
in [C, 13.3] giving the Springer representations, we get the following lists of special orbits
with A¯ = Z/2Z:
G2: no.
F4: A˜1, F4(a1).
E6: A2, E6(a3).
E7: A2, A2 + A1, D4(a1) + A1, A4, A4 + A1, D5(a1), E6(a3), E6(a1), E7(a3).
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E8: A2, A2 + A1, 2A2, A4, D4(a1) + A2, A4 + A1, D5(a1), A4 + 2A1, E6(a3),D6(a1), E6(a1),
D7(a2), E6(a1) + A1, E7(a3), E8(a5), E8(a4), E8(a3).
All modules Spr(O)c have the form U1⊗ V1⊕U2⊗ Vǫ, where V1, Vǫ are the trivial and the
sign modules for A¯.
There are two possible behaviors of the left cell modules. First, for all but 3 orbits there
are two different left cell modules and they have the form U1 := U1⊕U2, U2 := U1⊕U˜2. Here
U˜2 is an irreducible W -module different from U1, U2. Define Hσ = {1} if [σ] = U1, Hσ = A¯
if [σ] = U2. It is straightforward to see that these subgroups satisfy Proposition 6.3 and
Lemma 6.2.
Now, for the orbits A4+A1 in E7, A4+A1, E6(a1)+A1 in E8 there is only one cell module
U1 ⊕ U2. These orbits (and the corresponding two-sided cells) are called exceptional. All
subgroups Hσ are equal to {1}.
6.8. Explicit computations: exceptional cases with A¯ = S3, S4, S5.
6.8.1. A¯ = S3. We have the following numbers of special orbits with A¯ = S3: one for G2,
one for E6, two for E7, six for E8.
First, we consider the G2 case. Here the Springer representation has the form U0 ⊗ V3 ⊕
U1 ⊗ V21. Here U0, U1 are certain irreducible W -modules, U0 is special, and for a partition
λ of 3 we write Vλ for the correspoding irreducible S3-module. There are two possibilities
for the left cell modules as follows: U1 := U0 + U1 + U˜1, U
2 := U0 + U˜1 + U˜2, where U˜1, U˜2
are some other irreducible W -modules different from U0, U1. Set Hσ := S2 if [σ] = U
1, and
Hσ := S3 if [σ] = U
2. Proposition 6.3 and Lemma 6.2 hold for this choice of subgroups.
In the remaining cases the situation is uniform. There the Springer representation has the
form U0 ⊗ V3 + U1 ⊗ V21 + U2 ⊗ V111. There are three possibilities for the left cell modules
U1 := U0 + U
⊕2
1 + U2, U
2 := U0 + U1 + U˜1, U
3 := U0 + U˜1 + U˜2. We have Hσ = {1}, S2, S3
when [σ] = U1, U2, U3, respectively. Again, Proposition 6.3 and Lemma 6.2 hold.
6.8.2. A¯ = S4. There is only one special orbit with this A¯ and it is in type F4. The Springer
representation is of the form U0⊗V4+U1⊗V31+U2⊗V22+U3⊗V211, in the notation similar
to the S3-part.
There are five different left cell modules:
(i) U1 = U0 + U˜1 + U˜2 + U˜3 + U˜4,
(ii) U2 = U0 + U˜1 + U1 + U˜3 + U˜5.
(iii) U3 = U0 + U˜1 + 2U˜2 + U2 + U˜4 + U˜6.
(iv) U4 = U0 + U˜1 + 2U1 + U2 + U˜5 + U3.
(v) U5 = U0 + 2U˜1 + U1 + U˜2 + U2 + U˜7.
Here, as above, U˜1, . . . , U˜7 are pairwise non-isomorphic irreducible W -modules different
from U0, . . . , U3.
For [σ] = U i, we set Hσ = H
i, where H1 := S4, H
2 := S3, H
3 := Dyh8, H
4 := S2, H
5 :=
S2 × S2. Here Dyh8 is the dihedral group of order 8. It is not difficult but tedious to check
that Proposition 6.3 and Lemma 6.2 hold for this choice of subgroups.
6.8.3. A¯ = S5. Here Spr(O) has the form U0 ⊗ V5 ⊕ U1 ⊗ V41 + U2 ⊗ V32 ⊕ U3 ⊗ V311 ⊕
U4 ⊗ V221 ⊕ U5 ⊗ V2111. There are 7 left cell modules U1, . . . , U7, see [C], the very end of
13.2, we need the modules including the special representation φ4480,16. They correspond
to the following Lusztig subgroups H1 := S5, H
2 := S4, H
3 := S3 × S2, H4 := Dyh8, H
5 :=
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S3, H
6 := S2 × S2, H7 := S2. Again, it is not very difficult but very tedious to check that
both Proposition 6.3 and Lemma 6.2 hold in this situation.
6.9. Classification of left cells.
Lemma 6.16. For any finite Weyl group W the cell modules are linearly independent as
virtual representations of W .
Proof. Since cell modules corresponding to different families are disjoint it is enough to show
that the statement is true for the cell modules from a fixed family. We can assume that W
is irreducible (since families and cell modules for W ′×W ′′ are just tensor products of those
for W ′ and W ′′). For W of type A the statement is trivial; for W of exceptional types one
verifies it by a direct check.
For W of types B and C we compute the matrix of scalar products of (characters of) cell
modules. It follows from description in Section 6.5 that the scalar product of cell modules
corresponding to TL patterns T ′ and T ′′ can be computed as follows: turn the TL pattern
T ′′ upside down and concatenate it with TL pattern T ′. The scalar product of cell modules
corresponding to T ′ and T ′′ is 2d where d is the number of compact components (i.e. circles)
in the resulting picture. One observes that the resulting matrix is, by definition, the matrix
of the composition pairing Hom([1], [2n + 1]) × Hom([2n + 1], [1]) → Hom([1], [1]) = Q in
the so-called Temperley-Lieb category T L(τ) with τ = 1, see e.g. [GW]. Since the category
T L(1) is semisimple (see loc. cit.), the pairing above is non-degenerate and the lemma is
proved in this case.
Finally, for W of type D one proceeds similarly, or uses Remark 6.14. 
Recall that [c] =
⊕
σ⊂c[σ], see Section 6.1. Clearly, [c] =
⊕
E∈Irr(W )c dim(E)E. Thus
Lemma 6.16 guarantees that we can compute the number of left cells σ with a given cell
module. In particular, we can compute explicitly the Lusztig’s set Y ′ =
⊔
σ A¯/Hσ, see
Section 6.4.
Example 6.17. (a) Assume that g = so(15) and the (special) nilpotent orbit O corresponds
to partition (7, 32, 12). Using [C, §13.3] one computes that the corresponding special rep-
resentation of W has a symbol
(
0,2,5
1,3
)
. Here is a table of dimensions of the representations
from the corresponding family:(
0,2,5
1,3
) (
0,1,2
3,5
) (
0,1,3
2,5
) (
0,1,5
2,3
) (
0,2,3
1,5
) (
0,3,5
1,2
) (
1,2,3
0,5
) (
1,2,5
0,3
) (
1,3,5
0,2
) (
2,3,5
0,1
)
210 14 63 70 84 105 35 126 112 21
The representations
(
0,1,2
3,5
)
and
(
2,3,5
0,1
)
appear only in the cell modules corresponding to the
following TL patterns:
T1 = •
0 1 2 3 5
T2 = •
0 1 2 3 5
Thus we will have dim
(
0,1,2
3,5
)
= 14 left cells with left cell module described by T1 and
dim
(
2,3,5
0,1
)
= 21 left cells of type T2. Similarly, using representation
(
1,2,3
0,5
)
we find that there
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are 35 left cells of type T3 where
T3 = •
0 1 2 3 5
Two remaining TL patterns are
T4 = •
0 1 2 3 5
T5 = •
0 1 2 3 5
The representation
(
0,1,5
2,3
)
appears only in left cell modules corresponding to T4 and T2; thus
the number of left cells of type T4 is dim
(
0,1,5
2,3
)
− 21 = 49. Similarly, using representation(
0,3,5
1,2
)
we find that the number of left cells of type T5 is 91.
Using the descriptions of the group A¯ and the subgroups Hσ from Section 6.5, we find
that A¯ = 〈e1, e3〉 and
Y ′ = (A¯/〈e3〉)
14 ⊔ (A¯/〈e1 + e3〉)
21 ⊔ (A¯/〈e1〉)
35 ⊔ (A¯)49 ⊔ (A¯/A¯)91.
In particular, the cardinality of Y ′ is 14 · 2 + 21 · 2 + 35 · 2 + 49 · 4 + 91 = 427.
(b) Let g = sp(14) and O corresponds to partition (6, 4, 22). The corresponding special
representation of W again has a symbol
(
0,2,5
1,3
)
and using almost the same computation as
above we find that A¯ = 〈e2, e4〉 and
Y ′ = (A¯/〈e2 + e4〉)
14 ⊔ (A¯/〈e2〉)
21 ⊔ (A¯/〈e4〉)
35 ⊔ (A¯/A¯)49 ⊔ (A¯)91.
(c) Let O be a special orbit such that the corresponding cell c is non-exeptional with A¯ =
Z/2Z. The corresponding family contains 3 representations of W : the special representation
U0, the representation U1 which appears in Spr(O), and one more representation U˜1. It is
well known (and it follows from [Lu3]) that dim(U0) = dim(U1) + dim(U˜1). In all such cases
we have
Y ′ = (A¯)dim(U1) ⊔ (A¯/A¯)dim(U˜1).
(d) We list here all cases where A¯ = Sr, 3 ≤ r ≤ 5. We follow [C, §13] in the notation for
nilpotent orbits.
g is of type G2 and O is of type G2(a1): in this case A¯ = S3 and Y
′ = S3/S2 ⊔ S3/S3.
g is of type E6 and O is of type D4(a1): in this case A¯ = S3 and
Y ′ = (S3)
20 ⊔ (S3/S3)
10 ⊔ (S3/S2)
50.
g is of type E7 and O is of type D4(a1): in this case A¯ = S3 and
Y ′ = (S3)
35 ⊔ (S3/S3)
70 ⊔ (S3/S2)
210.
g is of type E8 and O is of type D4(a1) or E8(b5): in both cases A¯ = S3 and
Y ′ = (S3)
56 ⊔ (S3/S3)
448 ⊔ (S3/S2)
896.
g is of type E8 and O is of type D4(a1) + A1 or E8(a6): in both cases A¯ = S3 and
Y ′ = (S3)
350 ⊔ (S3/S3)
175 ⊔ (S3/S2)
875.
g is of type F4 and O is of type F4(a3): in this case A¯ = S4 and
Y ′ = (S4/S4)
3 ⊔ (S4/S3)
3 ⊔ (S4/S2 × S2)
4 ⊔ S4/S2 ⊔ S4/Dyh8.
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g is of type E8 and O is of type E8(a7): in this case A¯ = S5 and
Y ′ = (S5/S5)
420 ⊔ (S5/S4)
756 ⊔ (S5/Dyh8)
168 ⊔ (S5/S2)
70 ⊔ (S5/S3 × S2)
1596
⊔(S5/S2 × S2)
1092 ⊔ (S5/S3)
378.
Above we have determined (in some form, at least) the number of left cells with given
cell module. One, however, can ask how to compute the cell module starting from a cell
itself. In fact, in classical types there is a combinatorial classification of left cells due to
Barbash and Vogan, [BV]. To each w ∈ W they combinatorially assigned a standard 2n-
tableau. Then they proved that w,w′ are in the same left cell if their tableaux coincide and
provided a recipe to determine V(U/J (wρ)) from the tableau of w. Garfinkle in a series
of papers produced an equivalent (but simpler) combinatorial classification of left cells in
terms of combinatorial objects standard domino n-tableaux of special form that are again
produced from Weyl group elements, see [Ga] for the definition. In [McG] McGovern found
a combinatorial recipe to produce the cell module from the Garfinkle tableau corresponding
to a left cell. So the conclusion is that one can combinatorially compute the group Hσ from
starting from an element w ∈ σ.
7. Proof of the main theorem
7.1. Results of Dodd: Irrfin(Wρ) vs Spr(O). In this subsection we will quote results of
Dodd, [D], relating the K-group [Wλ−modfd] of the category of finite dimensional modules
over the central reduction Wλ for some central character λ and the Springer W × A(O)-
module Spr(O).
In [D, §3], Dodd defined a natural A(O)-equivariant map [Wλ −modfd]→ Spr(O); more-
over he proved that this map is an embedding, see [D, Theorem 1]. Furtermore, for λ = ρ
he used Goodwin’s translation functors from [Go] to define W−action on [Wρ−modfd] and
showed that the map above is W−equivariant with respect to the standard W−action on
Spr(O), see [D, §8]. Recall that [Wρ − modfd] carries another W−action coming from the
epimorphism Q(W )։ [JO], see §6.2.
Proposition 7.1. The two W−actions on [Wρ −modfd] described above coincide.
Proof. From Theorem 5.11 (applied in the case, when T is trivial and so θ = 0) it follows
that this action coming from the Goodwin translation functors is the same as the one coming
from
(7.1) ρHC(U)ρ ×Wρ −modfd →W
ρ −modfd, (X,N) 7→ X† ⊗W N
(where the superscript ρ means the generalized central character ρ). We claim that the
action JO×Wρ−modfd →Wρ−modfd induced by (7.1) is compatible with the epimorphism
Q(W ) ։ [JO] from Subsection 6.2. Indeed, consider the category ˆρHC
ρ(U) whose objects
have the form lim←−n,mXn,m, where Xn,m is a HC bimodule annihilated by Z(U)
n
ρ on the left
and Z(U)mρ on the right. In particular,
ρHCρ(U) ⊂ ˆρHCρ(U). An advantage of ˆρHCρ(U)
over ρHCρ(U) is that the former has enough projective objects. The category ˆρHCρ(U)
is monoidal: its objects are bimodules over the completion lim←−n U/UZ(U)
n
ρ , and we take
tensor products of bimodules over this algebra. The projective objects of this category are
identified with projective functors sending the generalized central character ρ to itself so
that the tensor product becomes the composition, see [BG]. As we have already mentioned
in Subsection 6.2, the Q-form of the Grothendieck ring of ˆρHCρ(U)− proj is QW .
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ForX ∈ ˆρHCρ(U), Y ∈ HCO(U), N ∈ W-mod we haveX†⊗W (Y†⊗WN) = (X⊗UY )†⊗WN
by Theorem 4.4 (4). Now let N be a simple inWρ-mod, Y = 1 ∈ JO be the unit object, and
X ∈ ˆρHCρ(U). Then, of course, Y ⊗W N = N and so we have (X⊗U 1)†⊗W N = X†⊗W N .
On the level of the Grothendieck groups, the map QW → JO that sends the class of X ∈
ˆρHCρ(U)− proj to the class of X ⊗ 1 is just Lusztig’s homomorphism, see (6.1).
So Dodd’s action of Q(W ) on [Wρ −modfd] is the same as ours. 
Remark 7.2. We sketch here an alternative proof of the Dodd’s result on the injectivity
of the map [Wρ − modfd] → Spr(O) based on some results of Lusztig from [Lu8]. Namely,
Dodd considers a map [Wρ − modfd] → H∗(Be) that is the composition of the reduction
mod p for p≫ 0 and the map from the Grothendieck group of the restricted representations
of the W-algebra in characteristic p to H∗(Be) ∼= Q ⊗Z K0(Coh(Be)). The first map is
injective from the construction. The second is an isomorphism, it comes from the derived
localization, that is an equivalence of the corresponding derived categories. So the map
[Wρ − modfd] → H∗(Be) is injective. Dodd’s main result is that the image of that map
actually lies in the top cohomology, [D, §7]. Independently, the map above is also shown to
be W -equivariant, see [D, §8.2]. Proposition 7.1 implies that irreducible constituents of its
image are in Irr(W )O = Irr(W )c. But according to [Lu8, Proposition 0.2], if a representation
from Irr(W )c appears in H∗(Be), it only appears in the top degree, i.e., in Spr(e). So the
W-equivariance actually implies the injectivity.
7.2. Summary. In this subsection we are going to summarize the results obtained so far in
the form suitable for the proof of the main theorem. We start by interpreting results from
Subsection 4.3, Theorem 5.1, Proposition 5.3. Until Subsection 7.6 we assume that G is of
adjoint type.
Fix a finite set Λ of dominant weights (for g) containing a regular weight ̺. Let WssΛ
be the quotient of W by the intersection of all maximal ideals of finite codimension in W
with central characters from Λ. This is a finite dimensional semisimple associative algebra
equipped with a Hamiltonian action of Q. So we can consider the category BimodQ(WssΛ )
of finite dimensional Q-equivariant bimodules. The Q-equivariance condition implies, in
particular, that the Q◦-action on an object of BimodQ(WssΛ ) is recovered from the adjoint
WssΛ -action. Pick a finite subgroup A ⊂ Q surjecting onto A(O) = Q/Q
◦. The existence
of such a subgroup is a standard fact, see, e.g., [V, Proposition 7]. Then we have a natural
inclusion BimodQ(WssΛ ) →֒ Bimod
A(WssΛ ). The category Bimod
A(WssΛ ) is known to be
isomorphic to CohA,ψ(Y Λ × Y Λ), for an appropriate collection of 2-cocycles ψ, see [BO,
§5.1].
Lemma 5.4 and Proposition 5.5 imply the following
(A1) There is an embedding ΛJΛO →֒ Coh
A,ψ(Y Λ×Y Λ) of multi-fusion categories. Moreover,
ΛJΛO is indecomposable.
Let YΛ := Coh(Y Λ). We can view YΛ as a left ΛJΛO-module via the embedding
ΛJΛO →֒
CohA,ψ(Y Λ × Y Λ). Theorem 5.1 means
(A2) The left ΛJΛO-module Y
Λ is indecomposable.
Next, Proposition 5.7 gives
(A3) We have Hσ ⊂ Hλσ for any compatible σ and λ.
Now let us interpret results from Section 3. Lemma 3.1 together with assertion (iii) of
Lemma 3.2 imply the following statement.
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(B1) There is a quotient A¯ ofA and a class ω ∈ H3(A¯,K×) independent of Λ such that the
action of A on Y Λ factors through A¯ and ΛJΛO = (Vec
ω
A¯
)∗
YΛ
. For the decomposition
Y Λ =
⊔
λ∈Λ,σ Y
λ
σ into A¯-orbits we have Coh(Y
λ
σ ) = Y
λ
σ := e
λ
σ ⊗ Y
Λ. The latter are
indecomposable right Vecω
A¯
-modules.
Further, applying Lemmas 3.2, 3.4, 6.2 we get
(B2) For any dominant weights λ, µ and any left cells σ, τ compatible with λ, µ (meaning
that w and λ are compatible for each w ∈ σ and similarly for τ, µ), respectively, the
following numbers are all equal:
(1) # λσJ
µ
τ .
(2) Hom[ΛJΛ]([J
λ
σ], [J
µ
τ ]).
(3) HomW ([σ], [τ ]).
(4) #CohA¯(A¯/Hσ × A¯/Hτ ).
(5) #CohA¯,ψ(Y λσ × Y
µ
τ ).
In more detail, the coincidence of (1) and (2) follows from Lemma 3.4 (applied to the direct
summand eτµ of unit and M :=
ΛJ Λ ⊗ eσλ). The coincidence of (2) and (3) follows from
Subsection 6.2. The coincidence of (3) and (4) is Lemma 6.2. Finally, the coincidence of (1)
and (5) is Lemma 3.2(iii) (applied to the direct summands eλσ, e
µ
τ of 1 and M := Y
Λ; here
we interpret the category in (5) as FunVecω
A¯
(eµτM, e
λ
σM)).
Now we are going to apply Lemma 3.2,(i), and Lemma 3.4 to eσ(:= e
ρ
σ) and M = Y.
(B3) For any dominant weight λ and a left cell σ compatible the following A-modules
coincide:
(1) HomW ([σ], [Y]), where W acts on [Y] as explained in Subsection 7.1.
(2) [FunJO(J
σ,Y)], where the A¯-action comes from the right Vecω
A¯
-action on Y.
(3) Q(Yσ) = [eσ ⊗Y].
Finally, let us recall an embedding Q(Y ) →֒ Spr(O)c ofW ×A-modules quoted in Subsec-
tion 7.1. It induces an embedding HomW ([σ],Q(Y )) →֒ HomW ([σ], Spr(O)) of A-modules.
The source module is Q(Yσ) by (B3), while the target module is Q(A¯/Hσ) by Proposition
6.3. Combining this with Propositions 6.1, we get
(B4) There is an embedding Q(Yσ) →֒ A¯/Hσ of A-modules. The image coincides with the
sum of all V -isotypic components of A¯/Hσ, where V is an A¯-module such that V (or,
equivalently, the W -module corresponding to (1, V ) under the Lusztig parametriza-
tion) appears in Q(Y ).
7.3. Preparation for the proof. We use the notation introduced in the previous subsec-
tion. Recall that Hλσ denotes the stabilizer of a point from Y
λ
σ . Our main goal is to prove
that Hλσ coincides with Hσ (up to conjugacy).
Lemma 7.3. (i) If Hσ = A¯, then H
λ
σ = A¯.
(ii) If the two-sided cell c is non-exceptional (this excludes precisely 3 cells in types E7, E8),
then there is σ with Hσ = A¯.
(iii) If Hλσ = A¯ for some compatible λ, σ, then ω = 0.
Proof. (i) follows from (B4), and (ii) follows from the explicit descriptions of the subgroups
Hσ given in Section 6. To prove (iii) let us recall that Y
λ
σ = Coh(Y
λ
σ ) is an indecomposable
right module over Vecω
A¯
, see (B1). From the description of indecomposable Vecω
A¯
-modules in
Subsection 3.2 we see that ω|Hλσ is trivial (in fact, it does not matter whether we consider
left or right modules). Since Hλσ = A¯, we are done. 
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In particular, we see that for non-exceptional cells ω is 0. So YΛ is isomorphic to the
right VecA¯-module corresponding to some collection ψ¯ of 2-cocycles. In particular
ΛJΛO
∼=
CohA¯,ψ¯(Y Λ × Y Λ),
Here is a technical claim that we are going to prove:
Theorem 7.4. Assume that the two-sided cell c is not exceptional.
(i) The quotient A¯ of A coincides with Lusztig’s quotient A¯. Moreover, Hλσ = Hσ, when-
ever λ and σ are compatible.
(ii) There is ψ¯0 ∈ H2(A¯,K×) such that ψ¯σ is cohomologous to the restriction of ψ¯0 to Hσ;
(iii) The image of the embedding Q(Y σ) →֒ Spr(O) is Spr(O)c.
Remark 7.5. We will see below that A¯ acts faithfully on Y , i.e., only the unit element acts
trivially.
Remark 7.6. Although we do not know yet that A¯ coincides with A¯, we can say from the
beginning that |A¯| = |A¯|. Indeed, the categories ΛJΛO and (Vec
ω
A¯
)∗
YΛ
are indecomposable
multi-fusion categories and for such categories the Frobenius-Perron dimensions (see [ENO,
§8.2]) of all component categories (i.e., of fusion categories of the form eCe ⊂ C, where e is
an indecomposable summand of unit) coincide, see [ENO, Corollary 8.14]. For the category
(Vecω
A¯
)∗
YΛ
this common value equals |A¯| by loc. cit. For the category ΛJΛO this common
value can be read of the character tables of Grothendieck rings of component categories
computed in [Lu4] and equals |A¯| (cf. [BFO1, p. 225]). We deduce the desired equality since
ΛJΛO = (Vec
ω
A¯
)∗
YΛ
by (B1).
Remark 7.7. We remark that Theorem 7.4 gives an alternative proof of the Lusztig’s
conjecture proved in [BFO1, Theorem 4]. Also we want to remark that not only ΛJΛO is
isomorphic to CohA¯(Y Λ × Y Λ) but actually this equivalence is realized by the embedding
ΛJΛO →֒ Coh
A(Y Λ × Y Λ). Let us explain what we mean by this. Consider a simple object
M ∈Λ JΛO and a point (x, y) ∈ Y
Λ × Y Λ, where the fiber of M is nonzero. It is not true
that the fiber is a genuine representation of A¯(x,y), it is still a projective A¯(x,y)-module but
the Schur multiplier is a coboundary, so we can view the fiber as a A¯(x,y)-module, say V . By
construction, the embedding ΛJΛO →֒ Coh
A¯(Y Λ×Y Λ) sendsM to the simple equivariant sheaf
corresponding to (x, y, V ). In particular, the multiplicity of M on O can be computed as
follows. According to Theorem 4.4, this multiplicity equals dimM†. But as a vector space,
M† := V
⊕
|A¯/A¯(x,y)|⊗HomK(Nx, Ny), where Nx, Ny are irreducibleW-modules corresponding
to the points (x, y). So
(7.2) multO(M) =
|A¯|
|A¯(x,y)|
dim V dimNx dimNy.
This formula will be of great importance in [Lo6] and is one of the main reasons why our
classification business is important for the computation of the Goldie ranks.
Now let us establish a few more technical tools to be used in the proof of Theorem 7.4.
Lemma 7.8. Let σ0 be a left cell with Hσ0 = A¯. Then for any compatible λ, σ we have
#Rep(Hσ) = #Rep
ψ¯σ0−ψ¯
λ
σ(Hλσ).
Proof. The left and right hand sides are (4) and (5) in (B2), respectively. 
Corollary 7.9. Suppose σ is not exceptional. Then #Rep A¯ = #Rep A¯.
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Proof. Take a left cell σ0 with Hσ0 = A¯. By Lemma 7.3, Hσ0 = A¯. Applying Lemma 7.8 to
σ = σ0, we get the required equality. 
Lemma 7.10. Suppose that A¯-modules V1, . . . , Vm occur in Q(Y ). Let Q(A¯/Hσ)
′ denote
the sum of all irreducible components of Q(A¯/Hσ) isomorphic to V1, . . . , Vn. Then we have
inclusion Q(A¯/Hσ)
′ →֒ Q(Yσ) →֒ Q(A¯/Hσ).
Proof. This follows from (B4). 
Corollary 7.11. If A¯ is abelian, we have an A-equivariant surjection A¯/Hσ ։ A¯/Hσ.
Now let us explain the general strategy of the proof. First, we note that, in virtue of
Lemma 7.10, the claims (i) and (iii) of the theorem for λ = ρ are very closely related (in
fact, equivalent when A¯ is abelian). So, basically, we need to establish the existence of
sufficiently many irreducible constituents of Q(Y ). On the other hand, the only tool for us
to get constituents of Q(Y ) is to prove the equalities Hσ = Hσ. For some Hσ (roughly, for
large ones) this is doable by using Lemma 7.8 and the second inclusion of Lemma 7.10.
When (i) is fully established, proving (ii) is not difficult (sometimes we need to prove these
two claims simultaneously, though). After establishing (i),(ii) for λ = ρ we will treat the
case of general λ.
Now we give a proof of Theorem 7.4 in the case when the cell c is exceptional. It is proved
in [O3, Theorem 1.1 and Remark 1.2 (iv)] that in this case we have a tensor equivalence
ΛJΛO
∼= VecωZ/2Z⊠Coh(Y
′ × Y ′) for the nontrivial element ω ∈ H3(Z/2Z,K×) ∼= Z/2Z and
some finite set Y ′. It follows from [O2, Proposition 2.3 and Example 2.1] that the category
VecωZ/2Z⊠Coh(Y
′×Y ′) has a unique (up to equivalence of module categories) indecomposable
module category, namely VecωZ/2Z⊠Coh(Y
′). The assertions of Theorem 7.4 follow easily
from this and statement (A2) in Section 7.2. Notice that in this case A = A¯ = Z/2Z and
Hσ is trivial for any left cell σ ⊂ c.
7.4. Proof for classical types. Recall, Subsections 6.5,6.6 that A¯ ∼= Fm2 .
In the proof we will need to use cells σ0, σ1, . . . , σm, σ∅ with the following properties:
Hσ0 = A¯, Hσk has index 2 in A¯, and
⋂m
k=1Hσk = {1}, and, finally, Hσ∅ = {1}. The existence
of such cells for all classical types follows from Propositions 6.9 (types B and C) and 6.15
(type D). In fact, Hσ∅ = Hσ∅ implies H
λ
σ = Hσ for all λ, σ. But to prove that Hσ∅ = Hσ∅
we will need to check the coincidence of the subgroups for σ1, . . . , σm.
The proof will be divided into the following steps:
Step 1: Prove A¯/Hσi = A¯/Hσi (the equality of quotients of A) for i = 1, . . . , m.
Step 2: Establish the inclusion of “sufficiently many” simple A¯-modules into Q(Y ).
Step 3: Prove A¯ = A¯.
Step 4: Prove Hσ∅ = Hσ∅ based on Step 2.
Step 5: Deduce Hλσ = Hσ in general.
Step 6: Prove (ii) of the theorem.
Step 7: Prove (iii) of the theorem.
Step 1. Set σ := σ0 and τ := σi for some i. Corollary 7.11 implies that either Hτ = A¯
or A¯/Hτ = A¯/Hτ . By Lemma 7.8, #Rep
ψ¯σ−ψ¯τ (Hτ ) = #Rep(Hτ). The r.h.s. is |A¯|/2 or,
equivalently, by Remark 7.6, |A¯|/2.
We remark that if ψ¯ is a non-trivial (=not coboundary) 2-cocycle on Hτ , then there is no
1-dimensional representation in Repψ¯Hτ . The category Rep
ψ¯Hτ is the same as the category
of modules over the twisted group algebra Kψ¯Hτ with dimK
ψ¯Hτ = |Hτ |. It follows that
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V (dimV )
2 = |Hτ |, where the summation is taken over all irreducible Kψ¯Hτ -modules. But
the number of simple representations in Repψ¯Hτ is |A¯|/2 = |A¯|/2 by the previous paragraph.
From here we see thatHτ 6= A¯ (otherwise the number of simples is #Rep A¯ = #Rep A¯ =
|A¯| if ψ¯ is a coboundary – the first equality follows from Corollary 7.9– and does not exceed
|A¯|/4 = |A¯|/4 else). So the quotients A¯/Hτ and A¯/Hτ coincide.
Step 2. Now apply (B4) to σ = σ0, τ = σi. We get that the non-trivial A¯/Hσi-module Vi
appears in the A¯-module Q(Y ).
Step 3. From the previous step we see that V1, . . . , Vm appear in Q(Y ). But the common
kernel of those representations in A coincides with the kernel of the projection A։ A¯. On
the other hand, the A-action on the right hand side factors through A¯. From here we get
A¯։ A¯ and hence A¯ = A¯.
Step 4. Now apply Lemma 7.10 to σ = σ∅ and the A¯-modules V1, . . . , Vm. The A¯ = A¯-
module Q(A¯/Hσ)
′ is just
⊕m
i=1 Vi. It follows that the A¯-action on Q(Yσ) is faithful and
therefore Hσ = {1}.
Step 5. Now let σ = σ∅, λ = ρ, and take arbitrary compatible µ, τ . Expression (4) in (B2)
is |A¯/Hτ |, while (5) is |A¯/Hµτ |. So (B2) implies |Hτ | = |H
µ
τ |. For µ = ρ we deduce Hτ = Hτ
from Corollary 7.11. For general µ (A3) reads Hτ = Hτ ⊂ Hµτ and hence Hτ = H
µ
τ . So (i)
of Theorem 7.4 is fully proved.
Step 6. Now set σ := σ0, λ = ρ, ψ¯0 := ψ¯σ and pick arbitrary compatible µ, τ . Using the
equality of (4) and (5) in (B2) we see that #Repψ¯0−ψ¯
τ
µ Hτ = #RepHτ . Similarly to Step 1,
this implies that ψ¯0 − ψ¯τµ is cohomologous to 0.
Step 7. To get (iii) of Theorem 7.4, apply (B4) to σ = σ∅ and λ = ρ.
7.5. Proof for exceptional types. Now we are going to prove Theorem 7.4 for non-
exceptional cells in exceptional types. We need to consider the cases A¯ = Z/2Z, S3, S4, S5
separately.
7.5.1. A¯ = Z/2Z. The proof repeats that in the classical case (where we omit Steps 4 and 6
– no 2nd cohomology for the subgroups of A¯).
7.5.2. A¯ = S3. Recall thatHσ is one of the subgroups {1}, S2, S3. We have A¯ = Hλσ provided
Hσ = S3, thanks to Lemma 7.3 and (A3). We also remark that (ii) follows readily from the
fact that the subgroups of S3 has no 2nd cohomology. Lemma 7.8 implies that #RepH
λ
σ =
#RepHσ. Also Lemma 7.10 together with (A3) show that Q(S3/H
σ
λ) →֒ Q(S3/Hσ) (as A-
modules). From here it is easy to deduce that |Hλσ| = |Hσ| and hence Q(S3/H
λ
σ) = Q(S3/Hσ).
The A-action on the l.h.s. factors through A¯. Since A¯ = S3 acts faithfully on Q(S3/S2)
we deduce from |A¯| = |A¯| that A¯ = A¯. Finally, we see that Hσ = H
λ
σ. Assertion (iii) of
Theorem 7.4 follows from (B4) applied to σ with Hσ = {1} (outside G2) and with Hσ = S2
(in G2).
7.5.3. A¯ = S4. Recall that we have the following Lusztig subgroups H
1 = S4, H
2 = S3, H
3 =
Dyh8, H
4 = S2, H
5 = S2×S2. Recall thatH
λ
σ = Hσ whenever Hσ = H
1. We use the notation
for A¯-modules and for W -modules introduced in Subsection 6.8.
Thanks to Remark 7.6, the group A¯ has 24 elements.
The proof of Theorem 7.4 is carried out in the following steps:
Step 1: Prove that V31, V22 appear in Q(Y ).
Step 2: Deduce that A¯ = A¯.
Step 3: Deduce that Hσ = Hσ if Hσ = S3,Dyh8, S2 × S2.
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Step 4: Prove that Hσ = Hσ whenever Hσ = S2.
Step 5: Deduce assertion (iii) of Theorem 7.4.
Step 6: Prove that Hλσ = Hσ for all λ.
Step 7: Deduce assertion (ii).
Step 1. Let us show that both V22 and V31 appear in Q(Y ). Assume the converse. Let
σ, τ be left cells with Hσ = S4, Hτ = S2 × S2. We have Q(S4/S2 × S2) = V4 ⊕ V31 ⊕ V22
Applying (B4) to the left cell τ , we see that Hτ = A¯ (neither V31 nor V22 appear in Q(Y )) or
Q(A¯/Hτ ) = Q(S4/S3) (V31 appears in Q(Y ) but V22 does not) or Q(A¯/Hτ ) = Q(S4/Dyh8).
Lemma 7.8 implies #Repψ¯
σ−ψ¯τ (Hτ ) = #Rep(Hτ ) = 4. But the sum of squared dimensions
of the simples in Repψ¯
σ−ψ¯τ (Hτ ) must be equal to |Hτ |. Since A¯ consists of 24 elements, we
see that |Hτ | = 6 or 8 or 24. But neither of these numbers can be represented as the sum of
4 positive squares. So V31, V22 ⊂ Q(Y ).
Step 2. The equality A¯ = A¯ follows now from |A¯| = 24 and the observation that S4 acts
faithfully on V31.
Step 3. Let σ be as on Step 1, and τ be one of the cells with Hτ = H
2, H3 or H5. Thanks
to Step 1 and Lemma 7.10, we have Q(S4/Hτ) = Q(S4/Hτ ). It is easy to see that this
equality actually implies Hτ = Hτ .
Step 4. Now take τ with Hτ = S2. We have Q(S4/S2) = V4 ⊕ V
⊕2
31 ⊕ V22 ⊕ V2111.
Thanks to Lemma 7.10 applied to V31 and V22, we see that V4 ⊕ V
⊕2
31 ⊕ V22 ⊂ Q(S4/Hτ ) ⊂
V4 ⊕ V
⊕2
31 ⊕ V22 ⊕ V2111. The dimension of V4 ⊕ V
⊕2
31 ⊕ V22 is 9 and does not divide 24. So
Q(S4/Hτ) = V4 ⊕ V
⊕2
31 ⊕ V22 ⊕ V2111. From here one can deduce that Hτ = S2.
Step 5. Assertion (iii) of the theorem follows from (B4) applied to τ with Hτ = S2,
compare with the proof for the classical types.
Step 6. Take σ with Hσ = S2 and arbitrary compatible µ, τ . Apply (B2) to that choice
(with λ = ρ). From the coincidence of (4) and (5) we deduce that the number of S2-
equivariant sheaves on S4/Hτ and on S4/H
µ
τ coincide. Recall, see (A3), that Hτ ⊂ H
µ
τ .
For an S2-set X the number s(X) of simple S2-equivariant sheaves on X is 2nX +
1
2
mX ,
where nX (resp., mX) is the number of S2-fixed (resp., non S2-fixed) points. Since the
transpositions generate S4, we see that mX > 0 unless the S2-action is trivial.
If Hτ = S3, then s(S4/H
µ
τ ) = s(S4/S3) = 5 and S3 ⊂ H
µ
τ . This is only possible if H
µ
τ = S3.
If Hτ = Dyh8, then s(S4/H
µ
τ ) = s(S4/Dyh8) = 3 and Dyh8 ⊂ H
µ
τ . This is only possible if
Hµτ = Dyh8.
If Hτ = S2 × S2, then s(S4/Hµτ ) = s(S4/S2 × S2) = 6 and S2 × S2 ⊂ H
µ
τ . This is only
possible if Hµτ = S2 × S2 because the only subgroups containing S2 × S2 are Dyh8 and S4.
Finally, consider the case Hτ = S2. Here s(S4/S2) = 9. So for X = S4/H
µ
τ we should
have s(X) = 2nX +
1
2
mX = 9. Also nX + mX = |X| divides 12. This is only possible if
nX = 2, mX = 10 and so H
µ
τ = S2.
Step 7. Applying Lemma 7.8 to µ and τ we see that #Repψ¯σ−ψ¯
µ
τ (Hτ ) = #Rep(Hτ ).
Doing the sum of squares analysis as above, we see that the category on the left hand side
is forced to have a 1-dimensional representation. This implies that the 2-cocycle is actually
a coboundary, compare with Step 1 of the proof in the classical types.
7.5.4. A¯ = S5. Again, our proof is in several steps, more or less following the pattern of the
preceding cases.
Step 1. Let us prove that, first, A¯ = S5 (as quotients of A), second, Hτ = Hτ for
Hτ = S3 × S2 and, third, V41, V32 appear in Q(Y ).
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We start by showing that A¯ ∼= S5 as abstract groups. Indeed, σJσ ∼= Rep(A¯) ∼= Rep(S5)
by Lemma 3.2,(ii). Now [EG] implies that S5 and A¯ have to be isomorphic.
Let us notice that Q(S5/S3×S2) = V5⊕V41⊕V32. By Lemma 7.10, we have an embedding
Q(A¯/Hτ ) →֒ Q(S5/S3 × S2) of A-modules. This gives us four possibilities for the module
Q(A¯/Hτ ) and so Hτ is forced to have one of the following orders: 120, 24, 20, 12. On the
other hand, Lemma 7.8 gives #Repψ¯σ−ψ¯τ (Hτ) = #Rep(S3×S2) = 6. According to the last
table in [BFO1], this implies that Hτ = S3 × S2 (and then the 2-cocycle is a coboundary
automatically) because the order of Hτ is at least 12.
To complete the proof of the claims in the beginning of the step it remains to show that
A¯ = A¯ as quotients of A. This follows from the observation that S5 acts faithfully on both
V41 and V32 that are constituents of Q(S5/S3 × S2).
Step 2. We have Q(S5/S4) = V5 ⊕ V41. Applying Lemma 7.10 to τ with Hτ = S4 to the
S5-module V41, we see that Hτ = S4. Also checking the appropriate table in [BFO1], we see
that ψ¯σ − ψ¯τ is a coboundary.
Step 3. Let us show thatHτ = Hτ if Hτ = S3 and that V311 is contained in Q(Y ). We have
Q(S5/S3) = V5 ⊕ V
⊕2
41 ⊕ V32 ⊕ V311. Applying Lemma 7.10 to our cell τ and the irreducible
S5-modules V41, V32, we see that V5⊕ V
⊕2
41 ⊕ V32 ⊂ Q(A¯/Hτ ) ⊂ V5⊕ V
⊕2
41 ⊕ V32⊕ V311. Since
dimQ(S5/Hτ ) divides 120, we see that V311 ⊂ Q(Y ) and Q(S5/Hτ ) = Q(S5/S3). Since V41
appears in Q(S5/Hτ) with multiplicity 2, it follows that the Hτ -fixed point space in the
reflection representation V41 is 2-dimensional. Together with |Hτ | = 6 this implies Hτ = S3.
Step 4. Now we are going to deal with Hτ = Dyh8. We have Q(S5/Dyh8) = V5 ⊕
V41 ⊕ V32 ⊕ V221. Similarly to the previous step, we see that V5 ⊕ V41 ⊕ V32 ⊂ Q(S5/Hτ) ⊂
V5 ⊕ V41 ⊕ V32 ⊕ V221. Assume that Q(S5/Hτ ) = V5 ⊕ V41 ⊕ V32. Here Hτ = S3 × S2. But,
again, 5 = #Rep(Dyh8) does not coincide with the number of simples in Rep
ψ(S3×S2) that
equals 3 or 6, see [BFO1]. Applying Lemma 7.8, we see that one cannot have Hτ = S3×S2.
So Q(S5/Hτ ) = V5 ⊕ V41 ⊕ V32 ⊕ V221. Since Dyh8 is the only subgroup of order 8 in S5, we
are done. Also we see that V221 appears in Q(Y ).
Step 5. Consider a left cell τ with Hτ = S2 × S2. We have Q(S5/S2 × S2) = V5 ⊕ V
⊕2
41 ⊕
V311 ⊕ V
⊕2
32 ⊕ V221. As we have seen on the previous steps, all irreducible summands lie
in Q(Y ) and so, thanks to Lemma 7.10, Q(S5/Hτ ) = Q(S5/S2 × S2). Since the space of
Hτ -fixed vectors in V41 is 2-dimensional and |Hτ | = 4, we see that Hτ = S2 × S2.
Step 6. Now we are going to consider the remaining subgroup Hτ = S2. The multiplicity
of V2111 in Q(S5/S2) is 1, also, by Lemma 7.10, we know that Q(A¯/Hτ ) = Q(S5/S2) or
Q(A¯/Hτ) = (Q(S5/S2))/V2111. However, the dimension of the last space, 56, does not divide
120 and so we have Q(A¯/Hτ ) = Q(S5/S2). As above, this implies Hτ = S2 and completes
the proof of Hτ = Hτ for all τ . Also we see that all irreducible constituents of Spr(O)
c
appear in Q(Y ), whence (iii).
Step 7. Now we are going to verify Hµτ = Hτ for all compatible µ, τ . Recall, (A3), that
Hτ = Hτ ⊂ Hµτ . Similarly to the S4-case we have (in the notation of that proof)
(7.3) 2mS5/Hµτ +
1
2
nS5/Hµτ = 2mS5/Hτ +
1
2
nS5/Hτ .
The last equality shows that |Hµτ |/|Hτ | = 4 is only possible if nS5/Hµτ = 0 = mS5/Hτ . However
the last equality means that Hτ contains no transposition, which never happens.
Assume now that |Hµτ |/|Hτ | = 3, equivalently, the fibers of the natural projection S5/Hτ ։
S5/H
µ
τ consist of 3 elements. But in this case the fiber of each S2-fixed point again contains
an S2-fixed point. So mS5/Hτ > mS5/Hµτ and (7.3) cannot hold.
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So it only remains to consider the case |Hµτ | = 2|Hτ |. This is only possible for Hτ =
S2, S2 × S2, S3. If all transpositions contained in Hµτ are also contained in Hτ , we have
mS5/Hτ > mS5/Hµτ , which is impossible. This excludes the case Hτ = S2 × S2. So we have
eitherHτ = S2,H
µ
τ = S2×S2 orHτ = S3,H
µ
τ = S3×S2. We have s(S5/S2) = 2·6+
1
2
(60−6) =
39, s(S5/S2×S2) = 2 ·6+
1
2
24 = 24. Next, s(S5/S3) = 2 ·6+
1
2
(20−6) = 19, s(S5/S3×S2) =
2 · 2 + 1
2
(10− 2) = 8. So we see that |Hµτ | 6= 2|Hτ | and the equality H
µ
τ = Hτ is proved.
Step 8. Finally, let us prove assertion (ii). This basically follows from the fact that
#Rep(Hτ ) 6= #Rep
ϕ(Hτ ) for a non-trivial class ϕ. The latter inequality can be checked
using the last table in [BFO1].
7.6. Conjectures in the non-integral case. We concentrate on the case when the central
character is regular. The general case should be obtained from this one using the translations.
We have two conjectures generalizing Theorem 1.1.
Let λ be a representative of the central character in h∗ that is dominant in the sense that
〈λ, α∨〉 6∈ Z<0 for every positive root α (there may be several such λ but we fix one). Let
Wλ be the integral Weyl group of λ, i.e., the subgroup of W generated by all reflections sα,
where 〈λ, α∨〉 ∈ Z. We assume that the group G is simply connected.
Let Wa be the affine Weyl group, that is, the semi-direct product of W with the root
lattice. It is well known that Wa is a Coxeter group, so the theory of cells applies to it.
A deep theorem of Lusztig ([Lu5, Theorem 4.8]) states that two-sided cells in Wa are in
bijection with nilpotent orbits. Let caO denote the two sided cell in Wa corresponding to the
orbit O. We recall that each left cell in Wa contains a unique distinguished involution. Let
DO be the set of distinguished involutions contained in caO; as explained above the set DO
is in bijection with the set of left cells contained in caO. Conjecture [Lu5, 10.5] associates to
each left cell contained in caO a subgroup of finite index in Q defined up to conjugacy. We
note that a weak form of this conjecture proved in [BO, Theorem 4] is sufficient to define
this subgroup. Equivalently, for each d ∈ DO we have a subgroup Hd ⊂ A(e) defined up to
conjugacy.
Recall that the group Wλ is a parahoric subgroup, that is, the projection under Wa →W
of a conjugate of a well defined standard parabolic subgroup WI of Wa. It follows from
[Lu5, Lemma 7.4] and [Jo4, Theorem 3.10] that the set PrO(Uλ) is in bijection with WI ∩DO
(equivalently, with the set of left cells in WI ∩ caO).
Conjecture 7.12. Assume that J ∈ PrO(Uλ) correspond to d ∈ WI ∩ DO. The stabilizer
of the A(e)-orbit in Irrfin(W) lying over J is the subgroup Hd ⊂ A(e).
It is easy to see that Conjecture 7.12 holds in the extreme cases of regular and trivial
nilpotent orbits; however it is not clear whether Conjecture 7.12 is compatible with Theorem
1.1.
Let us now explain our second conjecture that basically generalizes Theorem 7.4 (iii).
Let E be the irreducible representation ofW which corresponds to the trivial local system
on the orbit O under the Springer correspondence. We consider the special representations
E1 of Wλ with the following properties, cf. [Lu7, 1.3],
(a) E1 appears with nonzero multiplicity in E|Wλ;
(b) the number aE1 (see [Lu2, Section 4.1]) equals (dim g− rk g− dimO)/2.
It follows from [Jo4, Theorem 3.10] that there is a natural bijection J 7→ σJ between the
set PrO(Uλ) and the set of left cells in Wλ such that the corresponding cell representation
contains a special representation satisfying (a) and (b) above.
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Let Spr(O)λ be the maximal submodule of Spr(O)|Wλ with irreducible constituents from
all families of Wλ which contain special representations satisfying (a) and (b) above. Notice
that if λ is integral then Spr(O)λ = Spr(O)c.
Conjecture 7.13. Let HJ be the stabilizer of the A(e)-orbit in Irrfin(W) lying over J ∈
PrO(Uλ). Then there is an isomorphism ofA(e)−modules Q(A(e)/HJ ) = HomWλ([σJ ], Spr(O))
(this determines the subgroup HJ uniquely up to conjugacy). The Grothendieck group of
the category of finite dimensional W-modules with central character represented by λ is iso-
morphic to Spr(O)λ as an A(e)−module. In particular, the number of isomorphism classes
of irreducible finite dimensional W-modules with regular central character represented by λ
equals dimSpr(O)λ.
Obviously, Conjecture 7.13 is compatible with Theorem 1.1; however it is not clear whether
Conjecture 7.13 is compatible with Conjecture 7.12.
Now let λ be arbitrary dominant but not necessarily regular weight. Let W 0λ ⊂ Wλ be
the stabilizer of λ with respect to the dot action. We expect that the Grothendieck group
of the category of finite dimensional W-modules with central character represented by λ is
isomorphic to (Spr(O)λ)W
0
λ as an A(e)-module.
We finish with a less precise conjecture. Pick a special representation E1 of Wλ as above.
To this representation we can assign a two-sided cell c1 in Wλ. On the other hand, recall
an equivalence relation ∼ on the irreducible Wλ-modules and also the induced equivalence
relation on PrO(Uλ). The equivalence classes in the latter are parameterized by the two-sided
cells of the form c1. Let Prc1(Uλ) be the class corresponding to c1 and Irrc1(Wλ) denote the
preimage of Prc1(Uλ). As before, any two fibers of the map Irrc1(Wλ) → Prc1(Uλ) contain
equivalent points but not all points in Irrc1(Wλ) need to be equivalent. It is easy to see that
any such equivalence relation is as follows: there is a uniquely determined A(e)-orbit, say
A(e)/Ac1 , and an A(e)-equivariant surjection Irrc1(Wλ) → A(e)/Ac1 , such that two points
are equivalent if and only if their images coincide. It is an interesting question how to see
this subgroup Ac1 in the settings of any of the two conjectures above.
Now consider the Lusztig group A¯c1 constructed for the two-sided cell c1 ⊂ Wλ. There
should be a natural epimorphism Ac1 ։ A¯c1 with the following property: the stabilizer of
the A(e)-orbit in Irrc1(Wλ) corresponding to a left cell σ1 ⊂ c1 is the preimage of Hσ1 under
the epimorphism above.
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