Optimizing hydropower plants is complex due to nonlinearity, complexity, and multidimensionality.
INTRODUCTION
On the one hand, water demand is increasing for reasons related to population and economics, on the other hand, the effect of climate change in many parts of the world has tended to increase drought frequency (Anderson et al. ) and reduce the available water. This phenomenon has been observed in Iran, in particular, as studies show the precipitation is decreasing and the temperature is increasing (Tabari & Talaee a, b) . Given the arid and semi-arid nature of the country, water scarcity is expected to increase and the mismatch between water demand and available water will become greater. This mismatch has encouraged optimizing the allocation of available water in order to make use of water as efficiently as possible. (Moldovan et al. ) , and bioinformatic feature selection (Fong et al. ) . Fast convergence and the capability of gaining results near the global optimum were concluded in the above-mentioned studies as advantages of WSA over other metaheuristic algorithms. According to the no-free-lunch theorem, no EA can be the most powerful algorithm in all problems (Wolpert & Macready ) . So, due to the fact that none of these studies dealt with the application of WSA in water resources management, in this study, for the first time, the performance of WSA was evaluated in the field of reservoir operation. Water is a precious resource in semi-arid and arid regions e.g. Iran, hence the use of a powerful method which, although it results in only a slight improvement in optimal water allocation, can have an important role in water management.
In this paper, to show the capability of WSA to solve reservoir operation problems, first, a hypothetical four-reservoir system was used as a benchmark problem. Then, the Karun-4 reservoir system was solved using WSA to show this method's ability to resolve large-scale real-world optimal operation of reservoir systems. The data, methods, and results are presented below. 
MATERIAL AND METHODS

First
WSA concept
WSA is based on the social behavior of wolves in their nuclear families for hunting and avoiding enemies. Wolves have unique, semi-cooperative characteristics; that is, they move in a group in a loosely coupled formation but tend to take down prey individually (Tang et al. ) . When hunting, wolves simultaneously search for prey and watch out for threats such as human hunters or tigers (Tang et al. ) .
Each wolf in the pack chooses its own position, continuously moving to a better spot and watching for potential threats (Tang et al. ) . WSA is equipped with a threat probability that simulates incidents of wolves bumping into their enemies. When this happens, the wolf dashes a great distance away from its current position, which helps break the deadlock of getting stuck in local optimums.
Wolves have an excellent sense of smell and often locate prey by scent. Similarly, each wolf in the WSA has a sensing distance that creates a sensing radius or coverage area -generally referred to as visual distance (Tang et al. ) . This visual distance is applied to the search for food (the global optimum), an awareness of their peers (in the hope of moving into a better position) and signs that enemies might be nearby (for jumping out of visual range). Once they sense that prey is near, they approach quickly, quietly and very cautiously because they do not wish to reveal their presence. In search mode, when none of the above- 1. Each wolf has a visual area with a radius defined by v for X as a set of continuous possible solutions. In 2D, the coverage would simply be the area of a circle by the radius v. In hyper-plane, where multiple attributes dominate, the distance would be estimated by the Minkowski distance as Equation (1).
where x i is the current position; x c are all the potential neighboring positions near x i and the absolute distance between the two positions must be equal to or less than v; and λ is the order of the hyperspace; v and the number of the wolves are two parameters of the algorithm; finally, k is the counter for decision variables.
Each wolf can only sense companions who appear within its visual circle and the step distance by which the wolf moves at a time is usually smaller than its visual distance.
2. The result or the fitness of the objective function represents the quality of the wolf's current position. The wolf always tries to move to better terrain but rather than choose the best terrain it opts to move to better terrain that already houses a companion. If there is more than one better position occupied by its peers, the wolf will choose the best terrain inhabited by another wolf from the given options. Otherwise, the wolf will continue to move randomly in BM.
3. At some point, it is possible that the wolf will sense an enemy. The wolf will then escape to a random position far from the threat and beyond its visual range.
Reservoir system operation model
The governing equation of a reservoir systems model is a mass balance equation which is presented in Equation (2).
where, t ¼ number of time steps; i and j ¼ number of reservoir; S 
in which, Ev i t ¼ depth of net evaporation (evaporation minus precipitation) from the ith reservoir during period t; A i t and A i tþ1 ¼ area of the ith reservoir at the beginning of time step t and t þ 1 respectively. The volumetric spill from reservoirs is calculated using Equation (4).
where Smx i t ¼ maximum designed capacity of the ith reservoir during period t. Reservoir systems operation models have the following constraints on release and storage at any given time step.
in which, Rmn (5)- (7) were violated, a penalty was applied to the objective function.
Four-reservoir system operation
The hypothetical four-reservoir system benchmark was first introduced and formulated by Chow & Cortes-Rivera ().
Following Moravej & Hosseini-Moghari (), the objective function of the four-reservoir system problem is defined as in Equation (8).
where B ¼ total benefits of the entire system; b i t ¼ benefit of reservoir i in the time step of t; P ¼ penalty function as defined in Equations (9)-(11); R i t ¼ volumetric release from reservoir i during period t. Other parameters were defined in previous sections. Also, it should be noted that this problem is hypothetical so the benefit has no unit.
where C i ¼ penalty of carry over violation; SL presented in Equation (12) was considered.
where Z ¼ objective function; P t ¼ power generated by the hydroelectric plant during period t (W) as defined by Equation (13); and PPC ¼ power plant capacity (total capacity of the hydroelectric plant) equal to 1,000 × 10 6 (W).
, PPC (13)
where g ¼ gravity acceleration (9.81 m/s 2 ); η ¼ the efficiency of the hydro-electric plant; PF ¼ plant factor; R t ¼ volumetric release from the Karun-4 reservoir during period t; h t ¼ effective head of the hydro-electric plant;
H t ¼ height of water reservoir at time step t; H tþ1 ¼ height of water reservoir at time step t þ 1; and TWL ¼ downstream 
RESULTS AND DISCUSSION
Four-reservoirs system operation optimization
As the four-reservoir system is a benchmark in reservoir sys- Table 1 show the capability and strength of WSA to reach the global optimum. Also, the low coefficient of variation shows that the initial random selection of the initial population has minimal effect on producing a final optimum solution. Attaining values close to the global optimum and low variation over different runs can be listed as the main advantages of WSA over other algorithms. Table 2 . Figure 2 shows the release, storage, and power generated in each month of operation. From these figures, it can be seen that all constraints are met. Also, the high accordance between the results of WSA and the global optimum (achieved by NLP) can easily be observed. Coefficient of variation 0.0025 Figure 1 | The convergence rate of the objective function of the Karun-4 system operation problem using WSA.
CONCLUSION
Optimal water allocations play an important role in water resources management. Due to the complexity of water resources systems, these optimal allocations can only be determined by using optimization algorithms. So, a powerful algorithm can be beneficial in this field. Therefore, this study dealt with the application of WSA as a new algorithm for the first time in reservoirs system operation optimization.
WSA was applied to solve the operation of a hypothetical 
