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SUMMARY
As modern applications of machine learning and data mining are forced to deal
with ever more massive quantities of data, practitioners quickly run into difficulty
with the scalability of even the most basic and fundamental methods. We propose to
provide scalability through a marriage between classical, empirical-style Monte Carlo
approximation and deterministic multi-tree techniques. This union entails a critical
compromise: losing determinism in order to gain speed. In the face of large-scale data,
such a compromise is arguably often not only the right but the only choice. We refer
to this new approximation methodology as Multi-Tree Monte Carlo. In particular,
we have developed the following fast approximation methods:
1. Fast training for kernel conditional density estimation by injecting Monte Carlo
into state-of-the-art dual-tree methods. Speedups as high as 105 have been
shown on datasets of up to 1 million points.
2. Fast training for general kernel estimators (kernel density estimation, kernel
regression, etc.) by injecting multiple trees into Monte Carlo. Speedups as high
as 106 have been shown on tens of millions of points.
3. Fast singular value decomposition using a new form of sampling tree called
the cosine tree. Speedups as high as 105 have been shown on dataset matrices
containing billions of entries.
The level of acceleration shown by our methods represents improvement over the
prior state of the art by several orders of magnitude. Such improvement not only
speeds existing applications, it represents a qualitative shift, a commoditization, that
ix
opens doors to all manner of new applications and method concepts that were pre-
viously invisible, outside the realm of practicality. Further, we show how the diverse
operations of our approximation methods can be unified in a Multi-Tree Monte Carlo
meta-algorithm which lends itself as scaffolding to the development of fast approxima-
tions for other methods we have not yet considered. Thus, our contribution includes
not just the particular algorithms we have derived but also the Multi-Tree Monte
Carlo methodological framework, which we hope will lead to many more fast algo-
rithms that can provide the kind of scalability we have shown here to other important
methods from machine learning and related fields.
x
CHAPTER I
INTRODUCTION
The goal of this work is to develop a methodology for constructing scalable machine
learning algorithms that are capable of discovering approximate solutions with user-
controlled error. The need for such algorithms is rapidly growing, as modern machine
learning applications increasingly face massive amounts of data. Examples include:
web search, commercial-scale collaborative filtering, large-scale network analysis (so-
cial, genetic, communications), processing the output of massive scientific experiments
and simulations, activity discovery and recognition in large data streams (surveillance,
finance, climatology), classification of medical imagery, and many more. The trend
toward massive data is driven by the ever increasing proliferation of sensors, storage,
and computerized interaction and inter-connectedness. The web includes over two
billion pages which, at an average size of 1 KB, amounts to terabytes of data. The
human genome contains around three billion base pairs. Wal-Mart’s market-basket
data is reported to be in the tens of terabytes, as is the Sloan Digital Sky Survey, and
the Large Hadron Collider is expected to produce tens of terabytes daily [85, 78].
With such a profusion of information, it becomes essential to employ intelligent,
automated methods to distill significant bits and insight. Machine learning, data
mining, and related fields offer techniques that address this need. One controversial
article went so far as to proclaim that such techniques, combined with loads of data,
will lead eventually to “the end of theory” [3]. While that may overstate the case, it
captures something of the trend. Machine learning and related methods are already
recognized as a hot area, and will be in increasingly high demand for large-scale
applications [96]. But we have a serious problem: machine learning doesn’t scale.
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This is not to say that machine learning is intractable in the sense that its methods
are not computable in polynomial time (though machine learning has its share of NP-
hard problems [83, 11, 89, 23, 104, 24, 105]). But even low-order polynomial-time
algorithms are impractical on massive datasets, where generally anything higher than
O(n log n) is too expensive. For instance, a O(n3) algorithm on a dataset of size 106
would take (conservatively) over 10 years on a 3GHz processor. Runtimes of this
order are quite common in machine learning [72], and few applications can tolerate
methods with such poor scalability.
In this work, we derive scalable, approximate forms of several core methods used
throughout machine learning:
1. Fast kernel conditional density estimator training by putting Monte Carlo
into state-of-the-art multi-tree methods.
2. Even faster training for all kernel estimators by putting data trees into Monte
Carlo (includes kernel density estimation, kernel regression, kernel conditional
density estimation, etc.).
3. Fast singular value decomposition by mutually-driven trees and Monte
Carlo.
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Our fast methods show speedups ranging from 103–106 in large-data experiments, rep-
resenting several-order-of-magnitude improvement over the prior state of the art. The
methodology we introduce in these algorithms consists of a particular way of combin-
ing data partitioning trees with Monte Carlo-style sampling techniques. We refer to
the methodology as Multi-Tree Monte Carlo (MTMC). MTMC grows primarily from
the deterministic multi-tree methodology, in which speedup is obtained by exploiting
geometric structure in the data [72, 106]. A key feature of multi-tree methods is
automatic error control : the user sets a maximum allowed error, and the algorithm
approximates within that tolerance. Contrast this with the more common approach
in machine learning, in which computational effort is fixed (e.g., a set sample size)
and error bounds are determined post hoc, if at all. Our approach retains the geomet-
ric and error-controlling advantages of the multi-tree methodology, but by combining
trees with Monte Carlo techniques we are able to obtain higher speedups than prior
methods, by several orders of magnitude. These high speedups are obtained at the
cost of allowing the algorithms to become controllably non-deterministic.
Based on these results, we argue for the following thesis:
Thesis — the Multi-Tree Monte Carlo methodology can be used to produce
approximate machine learning methods that are:
1. Highly accelerated
2. Error-controlled
3. Scalable to large datasets
This thesis contains three subclaims, and we demonstrate each subclaim on each
of our three methods as follows:
1. Highly accelerated. We demonstrate empirically that each of our methods
achieves at least several-order-of-magnitude speedups across a broad array of
dataset sizes and types.
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Figure 1: Structure of supporting evidence for thesis claims.
2. Error-controlled. We derive theoretical error bounds and demonstrate em-
pirically that they hold across a broad array of datasets.
3. Scalable to large datasets. We demonstrate efficient application of our meth-
ods on datasets with points and/or dimensions ranging from 104–106.
Structurally, our support for the thesis therefore consists of nine points of demon-
stration, as shown in Figure 1. We fill in the boxes by establishing each subclaim on
each method, and this demonstrates the composite thesis.
Though this work provides high acceleration to an important set of machine learn-
ing methods, it is a mere opening of the door for the use of Multi-Tree Monte Carlo
to produce fast and scalable algorithms. Other linear algebraic computations (e.g.,
solving linear systems, kernel matrix problems, non-negative matrix factorization,
etc.), optimization problems (e.g., SVM optimization, semi-definite programming,
etc.), and additional core methods are likely amenable to the same principles, and
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this will be explored in future work. The present work, however, establishes the vi-
ability of Multi-Tree Monte Carlo for error-controlled speedup in machine learning.
This methodology, in addition to the specific fast algorithms we provide, represents
a significant contribution that could become the default approach to error-controlled
algorithmic speedup in machine learning and related fields.
5
CHAPTER II
FRAMING AND RELATED WORK
In this chapter we first lay out our approximation framework, which features the
use of automatic, user-specified error control. We then describe the branches of pre-
vious work that are brought together in the Multi-Tree Monte Carlo methodology,
which represents the convergence of deterministic multi-tree methods and subsam-
pling/Monte Carlo techniques. Finally, we note the potential for parallelized versions
of Multi-Tree Monte Carlo algorithms, while restricting the scope of this work to the
sequential case.
2.1 Automatic Error Control
Our approach to approximation is distinguished from much of previous work by the
type of user-specified error control we provide. Many approaches to approximate
machine learning provide no error guarantees. Some provide asymptotic convergence
guarantees with no characterization of finite-sample performance, and others put a
cap on the computational effort (e.g., by taking a fixed sample size) while perhaps
providing post hoc estimates of the induced error. Only very recently, with the advent
of fast multi-tree methods, have approximate machine learning algorithms begun to
provide strong user control of relative error. This is the framework we adopt.
More precisely, in this error control framework the user specifies an error tolerance
ε, and the approximation algorithm attempts to perform only the minimal work
required to output an approximation within that tolerance. This is illustrated by
Figure 2, in which an estimate µ̂ of the mean µ of a distribution is approximated to
within the error bound |µ − µ̂| ≤ ε|µ|. Contrast this with the typical approach of
approximating µ by taking a sample set of fixed size k, and then perhaps estimating
6
Figure 2: Estimating the distribution mean with a relative error tolerance of ε.
the error in the result. In our framework, the control knob is ε, not k. This enables
direct control of approximation quality.
While approximation in classical multi-tree methods also has this type of error
control, our framework departs from that of the multi-tree work in that we allow the
error bounds to hold probabilistically, rather than deterministically. For instance, in
the case illustrated by Figure 2, an approximation algorithm in the MTMC framework
might guarantee that |µ− µ̂| ≤ ε|µ| holds with high probability (e.g., with probability
1 − δ, with δ controlled by the user). This relaxation allows the introduction of
randomized algorithms that use more aggressive approximation to gain greater speed.
Thus, our error control framework enables greater speedups than previous work, but
at the cost of becoming controllably probabilistic in their output.
In sum, MTMC approximation algorithms provide error guarantees with the fol-
lowing properties:
1. ε is set by the user.
2. Ideally, the error bound is relative to the magnitude of the object of estimation.
3. The bound need only hold probabilistically.
This automatic error control framework allow us to bring together two major veins
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of work: 1) deterministic multi-tree methods, and 2) Monte Carlo and other sampling-
based techniques. This takes various forms in our algorithms: putting Monte Carlo
into trees, putting trees into Monte Carlo, or reciprocal interaction between trees and
Monte Carlo. All of these modalities are subsumed in the general meta-algorithm of
the Multi-Tree Monte Carlo methodology, as will be described in Chapter 6.
From the classical multi-tree approach, we inherit the basic idea of automatic
relative error control and the use of spatial partitioning to help provide it. From
the Monte Carlo approach, we gain tighter but probabilistic approximations, which
enable much larger speedups while requiring the probabilistic relaxation of our error
control. By combining these, we trade determinism for speed and form a powerful
methodology for developing scalable methods that can handle massive datasets while
retaining strong quality control.
2.2 Multi-Tree Methods
The multi-tree methodology encompasses the idea of using spatial partitioning to ac-
celerate the computation of statistical n-body-type problems of a form similar to but
more general than those encountered in computational physics [74]. The notion of
“generalized n-body problems” was introduced Gray and Moore [72, 71], along with
the principle of “higher-order divide and conquer” for constructing fast algorithms
of both exact and approximate varieties. In their most basic form, n-body problems
are those that require the computation of all pairwise distances between points in
a dataset. This includes computations such as: all nearest neighbors, kernel regres-
sion or density estimates, range counts (average number of points with a specified
distance of each point), and so on. In the case of pairwise distances, the multi-tree
approach involves constructing dual spatial partitioning trees over the dataset, and
using bounding box information from the trees to reason about all pairwise distances
between pairs of nodes (one from each tree), rather than between all pairs of points.
8
Figure 3: Dual-tree methods approximate the many pairwise relationships (e.g., dis-
tances) between points by a single pairwise relationship between the nodes containing
the points.
Figure 3 illustrates this approach. Speedup and error bounds come from reasoning
about entire chunks (nodes) of data at a time. Leveraging such geometrical informa-
tion can produce significant speedups, even for some exact computations.
More generally, n-body problems can involve arbitrary relationships between all
k-tuples of points, rather than just all pairwise distances. The dual-tree idea then
generalizes to k trees, and k-tree algorithms must reason about k-tuples of nodes at
a time. Brute-force evaluation of a problem over all k-tuples of points requires O(nk)
computation, but multi-tree algorithms are conjectured to reduce this to O(nlog k).
Algorithms in the multi-tree methodology either perform exact computations or
return approximations with deterministically guaranteed error. Error guarantees can
be either relative or absolute, and are user-controlled in the sense that the user
specifies a desired error tolerance, and the algorithms try to perform the minimal
work required to produce an approximation within that tolerance.
Since its introduction, the multi-tree methodology has been used to accelerate a
variety of methods and applications. Much of the early work focused on fast kernel
density estimation (KDE), a method important throughout machine learning, statis-
tics, and many scientific applications. This work focused on both the optimization
and evaluation phases of KDE, as described by Gray and Moore [66, 73, 67]. Speedups
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on the order of 102–103 were obtained on datasets ranging up to 105–106 points. Em-
pirically, realized error levels were reported far below their targeted ε values. This
highlights the fact that error bounding in deterministic multi-tree methods is accom-
plished by use of highly-conservative, worst-case bounds derived from the tree-node
bounding surfaces. This is a general property: deterministic multi-tree algorithms
are more conservative than is actually necessary to achieve targeted error levels.
The KDE work was expanded by Lee and Gray to include the use of multipole
expansions in [98, 97]. Specifically, they use variants of the Fast Gauss Transform
(FGT). The FGT is a type of series expansion for Gaussian kernels that yields tighter
bounds within the dual-tree framework, taking out some of the overconservative slack
and enabling faster approximation. Lee and Gray report speedups on the order of
10–102 on 50K data points, including up to an order-of-magnitude improvement over
the non-FGT dual-tree approach. One other empirical study is difficult to interpret,
but seems to give similar results [95]. The FGT methods, however, only help within
a limited regime: they do not scale with dimension and their advantage quickly
falls off as dimension increases. In fact, all published multi-tree approaches to KDE
acceleration have shown significantly decreasing speedup as dimension increases.
Raykar et al. propose a combination of the Improved Fast Gauss Transform with an
adaptive space-partitioning scheme (a version of Gonzalez’ algorithm [63]) in a method
they call IFGT [115, 117, 116]. Their IFGT allows for fast evaluation of weighted
Gaussian sums, which they use to accelerate the computational primitive of kernel
matrix-vector products. This is applied to several aspects of kernel density estimation,
Gaussian process regression, and ranking problems. They sometimes combine IFGT
with a kd-tree on cluster centers, which they refer to as FIGTree. Overall, they report
speedups no higher than order 103, and more frequently on the order of 10–102, using
datasets on the order of 103–104 points. Speedups are highest for data with very
few (1-5) dimensions, and fall off very quickly with increasing dimension, though
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they do report beating straight dual-tree algorithms in some regimes. In addition to
scaling poorly with dimension, a major limitation to this approach is the restriction
to Gaussian forms.
Another cluster of early work concentrated on accelerating n-point correlations for
astronomical applications, as reported by Gray et al. [106, 69, 68]. N -point correla-
tions are a key bottleneck in many cosmological analyses, and the multi-tree approach
has produced speedups on the order of 103 on datasets containing 107 objects.
A new type of nonparametric classifier, Kernel Discriminant Analysis (KDA), has
been accelerated by multi-tree techniques [70, 118]. KDA learns class-conditional
densities using kernel density estimates, then gives a Bayesian MAP prediction of the
class of any query point. Dual-tree methods are particularly advantageous here, as
densities only have to be evaluated to the point of deciding one is larger than the
other. Speedups appear to be on the order of 102–103, enabling KDA to be applied to
a quasar identification dataset of 40 million points from the Sloan Digital Sky Survey.
Klaas, De Freitas et al. applied the dual-tree idea to accelerate the “sum-kernel”
and “max-kernel” bottlenecks encountered in belief propagation, the Viterbi algo-
rithm, and especially in particle filtering methods [94, 93, 92]. They report speedups
as high as several orders of magnitude in one case, as well as significant qualitative
performance improvements as, for instance, the faster particle filtering methods are
able to use more particles.
A small amount of work has attempted to apply the multi-tree methodology to
linear algebra computations. De Freitas et al. combine n-body techniques with Krylov
solvers (e.g., Lanczos iteration), emphasizing the stability of the resulting algorithms
in light of the errors allowed by n-body methods [26]. Krylov methods are used
for least-squares and eigenvalues problems, and can be used in Gaussian process
regression, manifold learning and dimensionality reduction, etc. Speedups of at least
2–3 orders of magnitude are reported for specific applications.
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Two other works have specifically addressed the matrix/vector product bottleneck
to which Gaussian process regression (GPR) learning can be reduced [101]. Gray
[65] gives a dual-tree approach to GPR that is shown to scale to millions of points,
though speedups are not specifically reported. Shen et al. [132] give a similar dual-
tree formulation, as well as a single-tree algorithm for GPR prediction. They report
speedups of 3–82 on dataset sizes of 18K–40K.
Mean shift, a density-based clustering method, was accelerated with a dual-tree
algorithm by Wang et al. in [139]. Speedups of 10–102 are demonstrated, and the
method is shown to be more stable and accurate (due to error bounding) than previous
attempts at accelerating mean shift. Applications to image segmentation are shown.
A dual-tree hierarchical clustering method was described by March and Gray in
[102]. At the heart of the method is an accelerated form of Boruvka’s minimum
spanning tree algorithm. Speedups of 5–11 on ∼ 105 points are reported.
Lastly, many of these multi-tree computations share a common algebraic form in
terms of abstracted operators over datasets. This has been recognized and formalized
by Boyer, Riegel and Gray [17]. They define a formal class of generalized n-body
problems, and give a general algorithm that performs multi-tree acceleration for the
entire problem class. THOR, the code framework for the generalized algorithm, also
features automatic parallelization. In the preliminary work published thus far, they
show speedups of 1–2 orders of magnitude on datasets with points in the millions.
2.2.1 Multi-Tree Summary
Taken together, the body of multi-tree work is broad and contains diverse applica-
tions. We can, however, make a few observations about the strengths and weaknesses
of the methodology as a whole. Strengths include:
1. Applicability to a large class of “generalized n-body problems.”
2. Leveraging of geometric structure in the data to minimize computational work.
12
3. Hard, deterministic error guarantees.
4. Speedups typically between 10–103.
On the other hand, there are some significant drawbacks to the multi-tree approach.
Three of the most prominent are:
1. It is forced to rely on overconservative deterministic error bounds whose worst-
case looseness prevents more aggressive approximation that would give greater
speed.
2. Deriving a new multi-tree method to accelerate a given algorithm can be a
convoluted and time-consuming task, though the THOR framework [17] may
ameliorate this for at least a subset of n-body problems.
3. The standard multi-tree approach is conjectured to reduce O(nk) computations
at best to O(nlog k), which still leaves an unscalable O(n2) computation for k as
small as 4.
Our Multi-Tree Monte Carlo methodology seeks to directly alleviate these prob-
lems by injecting the bound-tightness and speed of Monte Carlo. In doing so, we
retain most of the strengths of multi-tree methods, but must give up one important
feature: determinism. In the massive scale that we are targeting, speed is crucial,
and unscalable methods cannot be practically applied. Thus, trading determinism
for speed makes for an acceptable sacrifice.
2.3 Monte Carlo and Other Subsampling Methods
Traditionally, Monte Carlo techniques have employed randomized sampling to approx-
imate expressions that are analytically intractable, i.e., that are difficult or impossible
to solve in closed form. For instance, Monte Carlo has been heavily used for combina-
torics, intractable integrals, and computing statistics on complex simulation models
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[76, 123, 61]. In contrast to this classical usage, we employ Monte Carlo to accelerate
problems that are computationally impractical. That is, we address computations
where direct, closed-form evaluation is straightforward, such as
∑
i
∑
jK(xi, xj), but
where direct evaluation over a large dataset takes an impractically long time. Many
classical Monte Carlo techniques can still be brought to bear in this scenario, enabling
us to scalably approximate computations that are naively unscalable.
2.3.1 Monte Carlo for Analytic Intractability
Monte Carlo methods in machine learning have principally been of the classical sort,
that is, they have been used to handle situations of analytic intractability [5]. A
principle use is found in Bayesian methods, where estimators based on the posterior
distribution frequently require the evaluation of analytically intractable integrals. For
instance, Bayesian methods often require expectations of the form
∫
θp(θ|D)dθ for
the posterior mean of a parameter θ, given the data D. An unbiased estimated of
this expectation is 1
n
∑
i θi, where the θi are drawn from the distribution p(θ|D).
Various Monte Carlo techniques have been developed or borrowed for these kinds of
approximations in machine learning, including diverse forms of Markov Chain Monte
Carlo (MCMC), importance sampling, Gibbs sampling, etc. [5, 4, 79, 120, 119, 109,
60, 87, 145]. Typically, these approximations operate without explicit error bounds or
guarantees, often employing some kind of convergence criterion to terminate sampling.
Similar intractable integral expectations appear often in the E step of EM algo-
rithms [9, 30, 58, 59, 103, 29]. Approximating these by a single sample is known as
stochastic EM, or Monte Carlo EM if several samples are drawn [20, 21, 142]. Again,
this is generally done without any explicit error bounding or guarantees.
Sequential Monte Carlo methods, including the popular particle filtering approach,
make use of Monte Carlo to render tractable the integrals encountered in Bayesian
filtering [86, 37, 137, 25]. As noted above, particle filtering can be further accelerated
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with n-body-style multi-tree techniques.
In reinforcement learning (RL) and other Markov-model-based learning problems,
one often encounters the need to compute expectations and other statistics on distri-
butions over paths. Because these paths are often infinite in length, and the distri-
butions are often unknown properties of the environment, the desired statistics are
intractable and must be estimated by sampling [141, 136]. Additional complexity is
introduced by the need to balance sampling driven by the need to learn (exploration)
with exploitation of what has already been learned [91].
There are other examples of Monte Carlo for analytically intractable machine
learning problems, but these are some of the most prominent and suffice for conveying
the breadth and essential characteristics of the approach. In any case, this style
of Monte Carlo is not the most relevant to our problem of deriving approximation
algorithms for large datasets.
2.3.2 Monte Carlo for Computational Speedup
Somewhat less attention has been paid to the use of Monte Carlo for alleviating
computational unscalability. The most common usage, which in some sense represents
the state of the art for scalable machine learning, is naive subsampling or “mini-
batching.” The idea here is to take a uniform, small random subset of the data
and run the unscalable algorithm on that small subset. By shrinking the dataset to
arbitrarily small sizes, algorithms can be made to run arbitrarily fast; however, there
is an inevitable and often severe loss of quality relative to running on the full dataset.
Induced error relative to running on the full dataset is often not quantified, though
in some cases it can be. When it is quantified, it is generally either 1) a post hoc
estimate, i.e., the user fixes the size of the subsample and then gets whatever error
level comes out, or 2) an indirect convergence or bound in terms of training loss.
Our approach, in contrast and as mentioned above, is to automatically control the
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direct error of the quantity being estimated to a level specified by the user. A major
advantage of Monte Carlo approximation is that error bounds are typically much
tighter than the worst-case, conservative bounds used in multi-tree methods. The
tradeoff is that they only hold with some probability, rather than deterministically.
Stochastic gradient descent is a popular example of a subsampling-based algorithm
[13, 14, 131, 16, 15]. The idea is to take a gradient that, in exact form, requires
evaluation of a costly sum over the dataset, and approximate it using a subsample
from the dataset. This approximation is generally unbiased, and the hope is that as
the gradient is repeatedly approximated during the course of an optimization, errors
will cancel each other out and convergence to the optimum will still occur. It can be
shown that, under some conditions, this convergence is asymptotically guaranteed.
Gradient approximations are sometimes done using a single sample, and when done
using several samples the sample set is often referred to as a “mini-batch.”
This idea of stochastic or mini-batch approximation has applicability to many
learning methods other than gradient descent, including Newton-type methods, con-
jugate gradient, backpropagation, SMO, and more [130, 129, 131, 6, 146, 12]. With re-
spect to on-line learning in particular (i.e., where the algorithm gets one pass through
the dataset, seeing one point at a time), it has been noted that “while [full-dataset
training] may have the stronger theoretical foundation, [on-line training] may yield
better results and is more commonly used” [144].
Though not much written about, naive subsampling is also very commonly used in
the face of massive datasets [56]. That is, rather than cycle through subsamples in an
iterative process like gradient descent, one runs the full exact learning algorithm on a
small random subset of the data. In practice, the sample size is often hand-selected;
however, some methods exist for relating the subsample size to quality measures. The
quality measure of interest has generally been something indirect such as training loss.
John and Langley introduced the idea of “dynamic sampling,” by which they
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mean sampling that takes into account the characteristics of the learning algorithm
in determining whether the sample is sufficient [88]. Leave-one-out cross-validation is
used to estimate when accuracy stops increasing as the data subsample grows. This
is a meta-algorithm that can be used with any learner. Such generality is a plus, but
leave-one-out cross-validation is expensive, the stopping criterion is brittle, and no
actual error guarantee is provided.
Toivonen presented a method for learning association rules in large databases by
mining rules on a uniform subsample, then verifying them on the rest of the data
[138]. He provides a probabilistic guarantee of capturing a target fraction of the rules
that would have been found by mining the full data directly.
Quinlan’s work on the ID3 decision tree learning algorithm described a technique
called “windowing,” in which the learner operates on a subset of the data, then in-
creases the size of the subset until training error is deemed sufficiently low [114].
Fürnkranz showed efficiency and noise-handling gains in an extension [55]. No guar-
antee is provided on the quality of this method relative to training on the full dataset.
Domingos and Hulten developed the idea of bounding loss on a data subset relative
to a hypothetical infinite dataset, then, at each step of a learning algorithm, only
using the number of data points required to get an answer indistinguishable from
what would be produced by learning on the infinite dataset [35, 36]. A similar idea
was presented by Scheffer and Wrobel [127]. While interesting, this approach presents
obvious difficulties: most datasets seem unlikely to contain enough points to make
such perfect learning possible, and even if they did, the number of points required
might be so large that little speedup is gained. Also, the necessary bounds are quite
complex to derive, and probably do not exist for all learning methods.
The last approach we mention is the “progressive sampling” framework described
by Provost, Jensen and Oates [113]. In some sense this framework envelopes much
of the above-mentioned work, as it generalizes the notion of increasing sample size
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until model quality ceases to improve. Their analysis concerns itself principally with
the schedule of increasing samples sizes, and shows that schedules with geometrically
increasing sample sizes have a type of asymptotic optimality. Detecting model/quality
convergence is also addressed, but left as an open question.
Also worth noting is the use of repeated subsampling as a variance reduction
mechanism, as in bagging [19], or as a means for estimating the standard error of
an estimator, as in the bootstrap [44]. The aim of these techniques, however, is to
gain statistical leverage from repeated subsampling, rather than to obtain scalability
through a single subsample.
2.3.3 Monte Carlo Summary
While Monte Carlo for scalability has clearly found some practical use in machine
learning, existing approaches present several points upon which we can improve:
1. Error bounds that are post hoc.
2. Error bounds that are not in terms of the quantities being approximated (e.g.,
those that are indirect in terms of training error).
3. No use of the geometric structure of datasets: uniform sampling is the rule.
We can leverage the tight, probabilistic bounds and efficient small-sample per-
formance made possible by Monte Carlo, while adding the geometric leverage and
automatic error control framework of multi-tree-style methods. This forms the basis
for our Multi-Tree Monte Carlo methodology.
2.4 Combining Trees with Monte Carlo
The Multi-Tree Monte Carlo methodology is a particular way of combining trees and
Monte Carlo (or, more generally, spatial partitioning and sampling) in an iterative
process that efficiently reduces direct error until a target error tolerance is achieved.
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MTMC breaks from classical multi-tree methods in its introduction of efficient ran-
domized subsampling techniques, at the cost of introducing probabilistic outcomes.
It retains the focus on automatic, user-specified error control relative to the quantities
that are actually being approximated, but allows error guarantees to be probabilistic,
rather than deterministic. As we will show, the efficient combination of trees and
Monte Carlo enables MTMC to produce speedups several orders of magnitude higher
than the previous state of the art in error-controlled approximate machine learning,
as represented by multi-tree methods.
We note that various prior works have used some combination of trees and sam-
pling, but in a very different sense from the MTMC focus on fast approximation with
automatic error control. For instance, Liu, Motoda, and Yu use a simple scheme
to sample from a kd-tree inside the Relief feature-learning algorithm [99, 100]. No
theoretical characterizations are given, but some experiments show (unsurprisingly)
that the increased representativeness of the samples allows equal performance at
lower sampling levels. Pechenizkiy, Puuronen, and Tsymbal use essentially the same
sampling technique to subsample datasets prior to running other feature selection
algorithms such as PCA [110]. Again, there is no theoretical analysis, only a small
set of experiments measuring the accuracy of a classifier after feature selection using
various sampling schemes.
Dellaert, Kwatra, and Oh introduced mixture trees for multi-resolution density
modeling [28]. These trees present a number of advantages, including efficient con-
ditional sampling. Tree construction employs a probabilistic sampling scheme for
determining to which children the points in a parent node will be allocated, which in
a sense is a combination of Monte Carlo and trees. Though effective for their intended
purpose, mixture trees are less relevant to the approximation algorithms we derive.
Rudoy and Wolfe derived a sampling scheme for multi-modal distributions, where
the distributions are modeled as multi-scale mixtures of Gaussians in a kd-tree [124].
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They show faster empirical convergence of quantities derived from these distributions
in comparison to Gibbs and other sampling methods.
An importance-sampling-based optimization scheme using kd-trees to partition
the parameter space is described by Hamalainen et al. [75], building on work by Ka-
jiya and Painter and Sloan [90, 108]. The idea seems promising, but unfortunately
their limited experiments present no baseline comparisons, and no theoretical char-
acterization is given.
Lastly, some work in particle filtering and Monte Carlo localization (an application
of particle filtering to robotics) has employed trees in various ways. The deterministic
multi-tree work of de Freitas et al. has already been mentioned. Castro and McKenzie
also describe an approach that hierarchically organize particles so they can be focused
on areas of the state space that need higher accuracy, thus enabling the use of fewer
particles and therefore less computation [47]. There is no theoretical analysis, nor
any notion of error control.
So, in sum, the methodology we present, with its particular way of interleaving
trees with Monte Carlo techniques, is quite different from anything in prior work.
Building primarily on the foundation of the multi-tree methodology, we inject the
fast probabilism of Monte Carlo techniques, thereby enabling higher speedups by
several orders of magnitude, at the cost of introducing non-determinism.
2.5 Note on Parallelization and Exact Algorithms
While our focus in this work is on direct algorithmic acceleration, it should be clear
throughout the description of our methods that they can be straightforwardly paral-
lelized. Ultimately, greatest scalability will most likely come from systems employing
both parallelization and algorithmic acceleration in combination. Our choice to focus
on direct algorithmic acceleration merely reflects where we think we can make the
most immediate impact.
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On a final note, we point out that some approaches to scalability employ exact
(non-approximate) methods. The SMO procedure for support vector machine opti-
mization is a prime example of this [112, 111]. All else being equal, if an exact solution
can be obtained efficiently we prefer it over an approximation. Often, however, we
encounter computations that are fundamentally hard and therefore admit no efficient
exact solution. In those cases, approximation is our only hope for scalability. Further,
approximation generally allows for much more aggressive speedup. Because we are
addressing the case of massive datasets, speed is a crucial performance criterion, and
we therefore argue that approximation is often the right compromise.
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CHAPTER III
MONTE CARLO IN TREES:
FAST KERNEL CONDITIONAL DENSITY ESTIMATION
Our first instantiation of the Multi-Tree Monte Carlo methodology centers on the idea
of injecting Monte Carlo into state-of-the-art multi-tree-style methods. Specifically,
we describe a fast learning method for kernel conditional density estimation (KCDE)
[80]. While exact KCDE learning has an unscalable O(n2) computational cost, our
method is practical and shows speedups in the hundreds of thousands on datasets of
one million points. First, we derive a classical, deterministic dual-tree approximation
of the sort described in Chapter 2. We then replace the loose deterministic bounds
with tight, probabilistic Monte Carlo bounds. The resulting Multi-Tree Monte Carlo
algorithm exhibits strong error control and speedups of 103–105 across a broad range
of datasets. Using this fast algorithm, we are able to report the application of KCDE
to large multivariate datasets many orders of magnitude greater in size than those
reported in previous work. The cost of these large speedups is the loss of the strict
error guarantee of the deterministic dual-tree framework; however, our experiments
show that error is still well controlled by our Monte Carlo algorithm, and the many-
order-of-magnitude speedups are worth this sacrifice in the large-data case, where
learning for KCDE would otherwise be impossible.
3.1 Introduction
Conditional density estimation is the estimation of the probability density f(y|x) of
a random variable y given a random vector x. For example, in Figure 4 each contour
line perpendicular to the x axis represents a conditional density. This can be viewed
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Figure 4: Distribution f(y, x) for which f(y|x) can be either bimodal or unimodal,
depending on x. The bold curve represents f(y|x = 80).
as a generalization of regression: in regression we estimate the expectation E[y|x],
while in conditional density estimation we model the full distribution. Figure 4 illus-
trates a conditional bimodality such that E[y|x] is insufficiently descriptive for many
tasks. Estimating conditional densities is much harder than regression, but having
the full distribution is powerful because it allows one to extract almost any quantities
of interest, including expectations, modes, prediction intervals, outlier boundaries,
samples, expectations of non-linear functions of y, etc. Conditional densities also
facilitate data visualization and exploration. Conditional density estimates are of
fundamental and widespread utility throughout machine learning, and are applicable
to such problems as time series prediction, continuous Markov models, Bayes nets
and other graphical models, and static regression with prediction intervals. The es-
timation problem is challenging, however, because the data from which f(y|x) must
be learned generally do not include any exact x for which f(y|x) will be queried.
Nonparametric kernel techniques address this issue by interpolating between the
points that have been seen, without strong assumptions on the form of the distri-
butions. In nonparametric conditional density estimation, we make only minimal
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assumptions about the smoothness of f(y|x) without assuming any parametric form.
Freedom from parametric assumptions is very often desirable when dealing with com-
plex data, as we rarely have knowledge of true distributional structure. While a small
amount of work on nonparametric kernel conditional density estimation has been done
by statisticians and econometrics researchers [64, 49, 77, 8, 84, 121], it appears to have
received little or no attention from the machine learning and computational statis-
tics communities. Note that what we mean by nonparametric conditional density
estimation is different from other techniques with similar names, such as conditional
probability estimation (which refers to outputting class probabilities in the classifi-
cation setting, also referred to as class-conditional probabilities) and various discrete
and/or parametric conditional density models such as those commonly used in Bayes
nets. The only machine learning work we have found that seems to look at the
same problem is [126], but it employs a discretization scheme rather than handling
continuous values directly.
In the present work, we use the standard kernel conditional density estimator
that first received serious attention in the work of Fan et al. [48] and Hyndman et al.
[84], though it was originally proposed by Rosenblatt [121]. This is a direct kernel
estimator of conditional densities, as opposed to approaches that separately estimate
f(y, x) and f(x), which are combined to estimate f(y|x) = f(y, x)/f(x) [135]. Direct
estimation of conditional densities allows the learning problem to be formulated as
the optimization of a single, unified objective function, whereas separate estimation
of f(y, x) and f(x) optimizes two different objective functions that may not align
exactly with the objective of optimizing the quality of the conditional densities.
Although the direct estimator we use is consistent given mild conditions on its
bandwidths, practical use has been hampered by the lack of an efficient data-driven
bandwidth selection procedure, upon which any kernel estimator depends critically.
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We propose a new method for efficiently selecting bandwidths to maximize cross-
validated likelihood. The speedup of this method is obtained by combining Monte
Carlo techniques with a dual-tree-based approximation [72] of the likelihood func-
tion. This approximation approach belongs to a new class of Multi-Tree Monte Carlo
methods for scalable machine learning and statistics. Speeding up likelihood evalu-
ations is also relevant for general nonparametric inference, but we focus here on the
application to bandwidth selection. We present two versions of likelihood approxima-
tion, one analogous to previous dual-tree algorithms with deterministic error control,
which gives speedups on the order of 1.5–10x in our experiments, and the other with
a new, probabilistic Monte Carlo error control mechanism, which gives much larger
speedups — as high as 286,000x on a million points.
With this fast learning procedure we are able to address datasets that are both
higher in dimension and several orders of magnitude larger in size than those reported
in any previous works, which were confined to bivariate datasets of size no greater
than 1000 [49]. We present results that validate the accuracy and speedup of our like-
lihood approximation on datasets possessing a variety of sizes and dimensionalities.
Most of these datasets were previously impractical to address with naively-computed
data-driven techniques. Thus, our fast bandwidth optimization method enables appli-
cations at scales that were previously impossible. We conclude that kernel conditional
density estimation is a powerful technique that is made substantially more efficient by
our fast approximate optimization procedure, with many opportunities for application
in machine learning and data analysis.
3.2 Kernel Conditional Density Estimation
We begin by drawing an analogy between the unconditional case of kernel density esti-
mation (KDE), and the conditional case of KCDE. In KDE, we estimate a probability
distribution f(x) from a dataset {xi} by f̂(x) = 1n
∑
iKh(||x− xi||), where:
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• Kh(t) = 1hdK(
t
h
),
• K is a kernel function, i.e., a compact, symmetric probability distribution such
as the Gaussian or Epanechnikov kernels,
• d is the dimension of x,
• n is the number of data points,
• h is the bandwidth controlling the kernel widths (see [134]).
Kernels allow us to interpolate between the data we have seen in order to predict the
density at points we haven’t seen.
In kernel conditional density estimation, we estimate from a dataset {xi, yi} the
set of all conditional distributions f(y|x), rather than just f(x). This means we have
essentially a separate KDE problem for each value that x can take on. However,
given a particular value x∗ for which we wish to know f(y|x∗), our dataset will most
likely not contain any points with that precise value of x∗. Thus, for the individual
KDE problem of that particular f(y|x∗), we have no direct training data. A solution
to this problem is to borrow the yi training values that are paired with values xi other
than the queried x∗, and weight them according to how close their xi are to x
∗. This
is illustrated in Figure 5. The borrowed yi form a weighted training set on which
something similar to KDE can be performed, finally yielding an estimate of f(y|x∗).
Because interpolation occurs in both x and y, this leads to a double kernel estimator:
f̂(y|x) =
∑
iKh1(y − yi)Kh2(||x− xi||)∑
iKh2(||x− xi||)
. (1)
Because of its similarity to the Nadaraya-Watson kernel regression estimator, this
form is known as the Nadaraya-Watson (NW) conditional density estimator [64].
For a queried x, it constructs a density by weighting each yi proportionally to the
proximity of the corresponding xi. Note that there are now two bandwidths, h1 for
the y kernel and h2 for the x kernel.
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Figure 5: KCDE requires interpolation in both x and y. To estimate f̂(y|x∗), we
place a kernel on each data point (xi, yi), and each of these kernels is weighted by a
second kernel centered on x∗. This gives a weighted set of kernels on the yi, which
we use to construct the conditional estimate f̂(y|x∗).
The NW estimator is consistent provided h1 → 0, h2 → 0, and nh1h2 → ∞ as
n → ∞ [84]. A few statisticians and econometrics researchers have made extensions
to the NW estimator, most notably by the addition of local polynomial smoothing
[48, 49, 64]. They have also proposed both reference rules and data-driven bandwidth
selection procedures, but all applications appear to have been confined to the bivariate
case, as has most of the theoretical analysis. One likely reason for this limitation is
the difficulty of selecting good bandwidths in the presence of large datasets and higher
dimensionality.
3.3 Bandwidth Selection
As with all kernel estimators, the performance of the NW estimator depends critically
on a suitable choice for the bandwidths h1 and h2. The aforementioned consistency
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conditions provide little guidance in the finite-sample setting. Bandwidth selection
has always been a dilemma: on the one hand, asymptotic arguments and reference
distributions lead to plug-in and reference rules whereby bandwidths can be efficiently
calculated, but these perform poorly on finite samples and when reference distribu-
tions don’t match reality; on the other hand, data-driven selection criteria give good
bandwidths but are naively intractable on datasets of appreciable size. We propose
a middle road that captures some of the advantage of each approach by being both
efficient and data-driven.
The only data-driven bandwidth score to previously appear in the KCDE literature
is the integrated squared error in the following form:
ISE(h1, h2) =
∫
(f(y|x)− f̂(y|x))2dyf(x)dx . (2)
As shown in [49], minimizing ISE is equivalent to minimizing
∫
(f̂(y|x))2dyf(x)dx−
2
∫
f̂(y|x)f(y, x)dydx. A consistent, cross-validated estimate of the ISE is obtained
by ÎSE = 1
n
∑
i
∫
(f̂−i(y|xi))2dy − 2n
∑
i f̂
−i(yi|xi), where f̂−i denotes f̂ evaluated
with (xi, yi) left out.
Though appealing, the first term of ÎSE expands to a triply-nested summation,
giving a base computational cost of O(n3). While this could still be used as the
starting point for an efficient approximation, we choose to start with another criterion
that has lower base complexity: likelihood cross-validation.
Likelihood cross-validation is well known in standard kernel density estimation
(see [134], [73]), but has yet to be used for KCDE. One likely reason for this is the
non-robustness to outliers that can afflict the likelihood function, particularly in the
presence of heavy-tailed distributions. Although well known asymptotic results mo-
tivate the use of ISE instead of likelihood, we turn to the likelihood for this problem
because of the significant computational benefit, balanced by our empirical observa-
tion that its performance is generally good.
By analogy with [134], we define the cross-validated log likelihood for KCDE to
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be:
L(h1, h2) =
1
n
∑
i
log(f̂−i(yi|xi)f̂−i(xi)) , (3)
where f̂(x) is the standard kernel density estimate over x using the bandwidth h2 from
f̂(y|x). We want to choose the bandwidth pair (h1, h2) that maximizes L; by so doing,
we will minimize the Kullback-Leibler divergence between our estimated density and
the true density [134]. Furthermore, the likelihood score is naively computable in
O(n2) time, which gives us a better starting point for deriving a fast approximation
algorithm.
3.3.1 Dual-Tree Approximation
Dual-tree recursion is a spatial-partitioning approach for error-controlled acceleration
of computations that require the calculation of all pairwise distances. It has previously
been used to accelerate a variety of computations such as finding all nearest neighbors,
kernel density estimates, and two-point correlations. We present here a brief overview
of the methodology, and refer the reader to the original papers for greater detail
[72, 106, 73].
For a double summation
∑
i
∑
j g(xi, xj) over the data, the essential idea is that we
can partition the set of pairs (xi, xj) into subsets within which the values g(xi, xj) are
approximately constant. For each subset r, rather than explicitly compute g(xi, xj)
for every pair, we can simply approximate it by ĝr. Speedup is gained by the fact that
we do a single evaluation per subset, rather than evaluating all pairs; e.g., if there are
n subsets, our computation becomes O(n) rather than O(n2). Error is controlled for
the global computation by asking locally, for each subset r, whether the error induced
by approximating all of the g(xi, xj) by ĝr is sufficiently low. If the answer is no, the
subset is divided and the error test is repeated recursively.
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Algorithm 3.1 Generic dual-tree recursion.
DualTree
Input: nodes ri and rj; error tolerance ε
Output: approximate contribution from ri and rj to overall computation
1. if CanApproximate(ri, rj, ε)
(a) return Approximate(ri, rj, ε)
2. if IsLeaf(ri) and IsLeaf(rj)
(a) return DualTreeBase(ri, rj)
3. else
(a) return DualTree(ri.left, rj.left, ε) ⊕ DualTree(ri.left, rj.right, ε)
⊕ DualTree(ri.right, rj.left, ε) ⊕ Dualtree(ri.right, rj.right, ε)
Suppose the data {xi} are partitioned into subsets r ∈ R. We can write∑
i
∑
j
g(xi, xj) =
∑
ri∈R
∑
rj∈R
g(ri, rj) , (4)
where g(ri, rj) =
∑
i∈ri
∑
j∈rj g(xi, xj). If, for a given pair (ri, rj), we can deter-
mine that g(xi, xj) lies within sufficiently narrow bounds for all xi ∈ ri and xj ∈ rj,
then we can approximate by assuming all pairs in (ri, rj) have the same value, without
calculating each term explicitly. The bounds on g(xi, xj) can be used to bound the
error caused by this approximation.
In a dual-tree recursion (see Algorithm 3.1) we produce partitions Ri and Rj over
{xi} and {xj} by traversing two separate kd-trees over the data.1 See Figure 6 for
an illustration. Ri and Rj contain the set of leaf nodes from each tree, and initially
contain only the two root nodes. Note that every kd-tree node provides a tight
bounding box for the points it contains. Starting with the roots, each call to the
algorithm examines a node pair (ri, rj) to determine whether their contribution to
the overall sum can be approximated (step 1). If so, we make the approximation and
1A kd-tree is a type of binary space partitioning tree used to speed up various kinds of compu-
tations. Other types of trees can also be used; see [106] for details.
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Figure 6: In a dual-tree algorithm, we successively refine a tree-based partitioning
of the data. At each point in the refinement, we test whether each pair of nodes
can be approximated without further recursion. If the answer is yes, we use the
approximation, otherwise we continue the refinement.
prune that branch of the recursion (step 1a). If not, the two nodes are each replaced
by their children, resulting in four recursive node-node comparisons (step 3a), unless
both nodes are leaves (step 2), in which case further refinement is impossible and we
are forced to do the brute-force computation for that pair (step 2a). Note that the
mechanism for merging the results of recursive subdivisions, as represented by the
⊕ operator in the algorithm (step 3a), depends on the form of the function being
approximated.
In order to apply the dual-tree methodology to a new problem, we must: 1)
specify a node-node approximation function (Approximate in Algorithm 3.1), 2)
specify the merge operator (⊕ in Algorithm 3.1), and 3) derive a “pruning rule” for
deciding whether to approximate or recurse (CanApproximate in Algorithm 3.1).
In the dual-tree framework, approximation error should be guaranteed to fall within
a threshold ε set by the user. The approximation and pruning scheme must therefore
be derived in such a way that local pruning decisions will lead to the desired global
error guarantee.
3.3.2 Dual-Tree for Fast Cross-Validated Likelihood
We now derive a dual-tree-based approximation to the cross-validated likelihood L.
Note that we use 4 to denote the absolute error in the estimate of a quantity, e.g.,
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4L ≡ |L− L̂|. The goal will be to guarantee the following error bound:
4L ≤ ε , (5)
where the error tolerance ε is specified by the user. The main steps in deriving
our algorithm are to specify the CanApproximate and Approximate functions
of Algorithm 3.1, along with an appropriate way of merging approximations from
recursive subdivisions (step 3a of Algorithm 3.1). We begin by noting that, upon
expansion of the f̂−i terms, we can write
L =
1
n
∑
i
log(f̂−i(yi|xi)f̂−i(xi))
=
1
n
∑
i
log
[(∑
j 6=iKh1(yi − yj)Kh2(||xi − xj||)∑
j 6=iKh2(||xi − xj||)
)(
1
n− 1
∑
j 6=i
Kh2(||xi − xj||)
)]
=
1
n
∑
i
log
(∑
j 6=iKh1(yi − yj)Kh2(||xi − xj||)
n− 1
)
=
1
n
∑
i
log(Ai)− log(n− 1) , (6)
where Ai =
∑
j 6=iKh1(yi−yj)Kh2(||xi−xj||). The log(n−1) term is constant and can
be ignored. We will construct our approximation to L by first constructing a list of
approximate Ai terms, whose logs we then sum to get an approximation L̂. In order
to see how the various approximation errors propagate through to the total error in
L̂, we will make use of the following exact error propagation bounds, which we state
as a lemma.
Lemma 1. Let f be a function f(x1, . . . , xn) of n arguments. If, for a given argument
list (x1, . . . , xn) we substitute a list of approximate arguments (x̂1, . . . , x̂n) such that
the absolute error |xi − x̂i| in each xi is bounded by 4xi, the following bounds hold
for 4f = |f(x1, . . . , xn)− f(x̂1, . . . , x̂n)|:
1. If f =
∑
i cixi, then 4f ≤
∑
i ci4xi
2. If f = log(x), then 4f ≤ log(1 + 4x|x| ) .
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We proceed by constructing a series of conditions, each of which implies 4L ≤ ε,
and the last of which will be satisfied by our algorithm. Combining Rule 1 from
Lemma 1 with Equation 6, we have 4L ≤ 1
n
∑
i4 log(Ai), so we can guarantee
4L ≤ ε by enforcing 1
n
∑
i4 log(Ai) ≤ ε, which is implied by ∀i,4 log(Ai) ≤ ε.
Invoking Rule 2 and a bit of rearrangement, this becomes equivalent to:
∀i, 4Ai
Ai
< eε − 1 . (7)
Note that we drop the absolute value signs on Ai because, being a sum of kernel
products, it is non-negative. Now consider a partitioning R of the data. We can write
Ai =
∑
r∈R
∑
j∈r
j 6=i
v(i, j) =
∑
r∈R
Sir , (8)
where
v(i, j) , Kh1(yi − yj)Kh2(||xi − xj||) (9)
Sir ,
∑
j∈r
j 6=i
v(i, j) . (10)
We therefore have 4Ai ≤
∑
r4Sir, and our enforcement condition holds if
∀i,
∑
r4Sir∑
r Sir
≤ eε − 1 . (11)
This condition is in turn implied by:
∀i, r, 4Sir
Sir
≤ eε − 1 . (12)
Note that this is a stronger condition than necessary to imply Equation 11, but it is
at least sufficient. We summarize this intermediate result as a lemma.
Lemma 2. Let L̂ = 1
n
∑
i log(Âi) − log(n − 1) and let Âi =
∑
r∈R Ŝir for some
partitioning R of the data and some approximator Ŝir of Sir. If the approximations
Ŝir satisfy ∀i, r, 4SirSir ≤ e
ε − 1, then 4L ≤ ε.
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3.3.3 Deterministic Approximation
Now consider two partitionings Router and Rinner induced by dual kd-trees on the
dataset. Router represents a partitioning of the outer summation index i, while Rinner
corresponds to the inner index j (see Equation 6). Recall that in the dual-tree
framework (Algorithm 3.1), each partitioning comes from the leaves of a tree in its
current state of expansion. At any point in the expansion, we compare a pair of
nodes/partition elements ri and rj, each of which contains some subset of the indices.
For each Ai with i ∈ ri, the total contribution from all indices in rj is
∑
j∈rj ,j 6=i v(i, j).
We can put bounds on the terms v(i, j) for all i ∈ ri and j ∈ rj using the bounding
boxes of ri and rj. If the bounds on v(i, j) are tight enough that we can construct
an approximation satisfying Lemma 2, then we can trigger Can-approximate for
these contributions while staying consistent with the global error bound, otherwise
we must invoke the recursive comparison of the children of ri and rj.
We now introduce the specific approximator Ŝir we will use in our algorithm.
Given a node pair ri and rj whose contribution is to be approximated, let v
min
ij and
vmaxij be bounds on v(i, j) (see Equation 9) given that i ∈ ri and j ∈ rj. Specifically,
using distance bounds derived from the kd-tree bounding boxes, we have
vminij = Kh1(dy
max
ij )Kh2(dx
max
ij ) (13)
vmaxij = Kh1(dy
min
ij )Kh2(dx
min
ij ) . (14)
Define v̂ij =
vmaxij +v
min
ij
2
to be the midpoint estimator for v(i, j) over ri and rj. Let nrj
be the number of points in rj. We estimate Sirj as follows:
Ŝirj = (nrj − 1)v̂ij . (15)
This estimator corresponds to the Approximate function from Algorithm 3.1.
We now give an intermediate lemma bounding the error of this approximation.
34
Lemma 3. Let Ŝirj , v
max
ij , and v
max
ij be defined as in Equations 13–15. The absolute
error 4Sirj = |Sirj − Ŝirj | satisfies 4Sirj ≤ (nrj − 1)
vmaxij −vminij
2
+ vmaxij .
Proof. First note that setting v̂ij to the midpoint of v
max
ij and v
min
ij means that no
term v(i, j) in Sirj can differ from v̂ij by more than
vmaxij −vminij
2
. With Ŝirj = (nrj−1)v̂ij,
we have
4Sirj = |(nrj − 1)v̂ij −
∑
j∈rj
j 6=i
v(i, j)|
≤ max{(nr − 1)
vmaxr − vminr
2
+ vmaxr , (nr − 1)
vmaxr − vminr
2
} .
The first term in the max handles the case where i /∈ rj, in which case Ŝirj contains a
v̂ij for all but one of the v(i, j) terms in Sirj . We can therefore consider each matched
term to be estimated with error no greater than
vmaxij −vminij
2
, and the unmatched term
to be estimated as 0 with error no greater than vmaxr . The second term in the max
handles i ∈ r, in which case all terms in Sirj are matched by terms in Ŝirj . The first
term in the max is at least as large as the second, and the lemma follows.
Lastly, we need to specify how to combine the answers from recursive subdivisions
into a unified global approximation (i.e., the ⊕ operator from Algorithm 3.1). Here
we diverge somewhat from the typical dual-tree form in that we will keep our approx-
imations Âi separate until the end, where the merge will happen by simply summing
the log Âi terms. Nonetheless, we use the dual-tree to share work across the Âi, in
such a way as to guarantee the global error bound 4L ≤ ε. The resulting procedure
DetLL is listed in Algorithm 3.2, and we now prove its correctness.
Theorem 1. Given a dataset D, the bandwidths h1 and h2, and an error tolerance ε,
the DetLL algorithm returns an approximation L̂ of the cross-validated log-likelihood
L with respect to h1 and h2 over D such that the absolute error 4L satisfies 4L ≤ ε.
Proof. DetLL performs exact evaluation of the contributions to each Ai term in all
cases except those where
(nrj+1)v
max
ij
(nrj−1)v
min
ij
≤ 2eε − 1, in which case the contributions are
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Algorithm 3.2 Deterministic dual-tree approximation of the cross-validated log-
likelihood objective.
DetLL
Input: dataset D of points (xi, yi); bandwidths h1 and h2; error tolerance ε
Output: L̂ s.t. 4L ≤ ε
1. Let Â = (0, 0, . . . , 0) contain initial estimates for all Âi
2. Let rooti = rootj = ConstructKDRoot(D)
3. DetDualTreeApprox(Â, rooti, rootj, ε)
4. Let L̂ = − log(n− 1)
5. for i = 0 to n
(a) L̂ += 1
n
log Âi
6. return L̂
DetDualTreeApprox
Input: list Â of partial Âi values; nodes ri and rj; error tolerance ε
Output: estimated contributions to Âi from ∀i ∈ ri, ∀j ∈ rj (added to entries of Â)
1. if
(nrj+1)v
max
ij
(nrj−1)v
min
ij
≤ 2eε − 1
(a) Ŝirj = (nrj − 1)v̂ij
(b) for i ∈ ri: Âi += Ŝirj // approximation of Sirj
2. else if NotSplittable(ri) and NotSplittable(rj)
(a) for i ∈ ri: Âi += Sirj // exact evaluation of Sirj
3. else
(a) for (p, q) ∈ {{ri.left, ri.right} × {rj.left, rj.right}}
i. DetDualTreeApprox(Â, p, q, ε) // all pairs of child nodes
approximated as Ŝirj = (nrj − 1)v̂ij. The key to the proof is therefore to show that
such approximation leads to 4L ≤ ε.
By Lemma 2, if all approximations Ŝirj satisfy
4Sirj
Sirj
≤ eε−1, then 4L ≤ ε. Since
Sirj ≥ (nrj − 1)vminij , we have
4Sirj
Sirj
≤ 4Sirj
(nrj−1)v
min
ij
, so we can enforce the condition
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of Lemma 2 by ensuring that
4Sirj
(nrj−1)v
min
ij
≤ eε − 1. By Lemma 3, approximating
with Ŝirj = (nrj − 1)v̂ij gives 4Sirj ≤ (nrj − 1)
vmaxij −vminij
2
+ vmaxij . Substituting this
bound and rearranging shows that the Lemma 2 condition is implied by enforcing
(nrj+1)v
max
ij
(nrj−1)v
min
ij
≤ 2eε− 1. This exactly matches the way and conditions in which DetLL
performs approximation. Thus, the approximation scheme of DetLL satisfies the
conditions of Lemma 2, and the algorithm therefore guarantees 4L ≤ ε.
3.3.4 Monte Carlo Approximation
While the deterministic pruning rule of DetLL guarantees the desired error bound,
in practice it operates with a high degree of overconservatism due to the looseness of
the deterministic bounds used in its derivation. In particular, some of the overconser-
vatism stems from the fact that vminij and v
max
ij are extreme values based on the corners
of kd-tree bounding boxes. These bounds may be very far from the majority of the
v(i, j) terms being summed. We therefore introduce a new Monte Carlo scheme that
uses samples to get a better idea of the composition of the v(i, j) values contained
in a given node pair. This scheme allows us to focus on the typical rather than the
extreme case; it is also more robust to the presence of outliers. As a result, we end
up with tighter bounds, higher prunes, and therefore larger speedups; however, the
increase in speed comes at the cost of losing the strict, deterministic error guarantees
of DetLL. As we will see, the overconservatism of the rest of the error bounding
framework is such that, in practice, the added error from the Monte Carlo scheme is
more than compensated for.
In particular, for the Monte Carlo scheme we go back to Lemma 2, which guaran-
tees the 4L ≤ ε error bound provided that 4Sirj
Sirj
≤ eε− 1. Rather than estimate Sirj
and
4Sirj
Sirj
in terms of vminij and v
max
ij , we instead collect a set of (i, j) pairs sampled
from ri and rj, which we then use to construct a confidence interval for v(i, j) over
the node pair. From this confidence interval we extract a tighter approximation for
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Algorithm 3.3 Monte Carlo dual-tree approximation of the cross-validated log-
likelihood objective.
MCLL
Input: dataset D of points (xi, yi); bandwidths h1 and h2; error tolerance ε; sample
size m; number of sample replications B; number of standard errors z
Output: L̂, targeting approximation error 4L ≤ ε
identical to DetLL (Algorithm 3.2), with the exception of line 3:
3. MCDualTreeApprox(Â, rooti, rootj, ε, m, B, z)
MCDualTreeApprox
Input: list Â of partial Âi values; nodes ri and rj; error tolerance ε; sample size m;
number of sample replications B; number of standard errors z
Output: estimated contributions to Âi from ∀i ∈ ri, ∀j ∈ rj (added to entries of Â)
1. Sample m pairs (i, j) uniformly from ri and rj, rejecting if i = j
2. µv = mean of v(i, j) over sample, fskip = fraction of pairs rejected due to i = j
3. σµ = standard error of µv (σ/
√
B from B bootstrap resamplings of size m)
4. if zσv/µv ≤ eε − 1
(a) Ŝirj = (1− fskip)nrjµv
(b) for i ∈ ri: Âi += Ŝirj // approximation of Sirj
5. else if NotSplittable(ri) and NotSplittable(rj)
(a) for i ∈ ri: Âi += Sirj // exact evaluation of Sirj
6. else
(a) for (p, q) ∈ ({ri.left, ri.right} × {rj.left, rj.right})
i. MCDualTreeApprox(Â, p, q, ε) // all pairs of child nodes
4Sirj
Sirj
, which we then plug into the condition of Lemma 2 for the pruning rule. The
new approximation procedure, MCLL, is specified in Algorithm 3.3.
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3.3.5 Optimization
Due to the noisiness of L over the bandwidth space, its gradient is of little utility.
Thus, we adopt a scheme similar to that of Gray and Moore [73]: evaluate the likeli-
hood at all combinations of h1 ∈ {10−4, 10−3, . . . , 102} and h2 ∈ {10−4, 10−3, . . . , 102}.
Given whitened data, this allows us to cover all orders of magnitude within a range
that, in practice, is more than wide enough to cover the optimal bandwidth pair. Eval-
uating over this grid allows us to gauge the composite performance of our likelihood
approximations over the full range of bandwidths, from near-optimal to far-from-
optimal. For applications, one might wish to evaluate on a grid with somewhat finer
resolution, e.g., at intervals {0.25, 0.5, 0.75, 1} within each order of magnitude.
3.4 Experiments
We present results from two sets of experiments. The first set is designed to test
the efficiency and accuracy of our likelihood approximation algorithms across a broad
array of datasets. In order to gauge the speedup and error performance of our meth-
ods, we restrict ourselves to medium-sized datasets (17,000–60,000 points) so that
the baseline exact evaluations can be done in reasonable time. In the second set of
experiments, we test the scalability of our Monte Carlo procedure by applying it to
datasets on the order of hundreds of thousands to millions of points. Datasets of this
size represent the largest reported application of KCDE to date, by several orders of
magnitude.
We note several details about the experimental methodology. First, all data was
whitened (mean subtracted, divided by standard deviation) on a per-dimension basis.
This allows us to search the same bandwidth range for all datasets, while enabling h2
to effectively provide a variable bandwidth h2σd for each dimension d of x. We used
the asymptotically optimal Epanechnikov kernel in all cases (see [134]).
The nature of the cross-validated likelihood score L is such that it often evaluates
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to −∞. The MCLL approximation occasionally returns a finite value for bandwidth
pairs whose true score is −∞. This happens in cases where a few points are far
enough from the others that they receive no cross-validated probability density. It
is not problematic in practice, and, in fact, one could argue that this is a “feature”
the makes MCLL more robust than exact cross-validated likelihood. In order not
to skew the picture of accuracy, however, such instances were left out of the error
averages. Both speedup and error measurements for Monte Carlo approximation are
averaged first across five invocations per evaluated bandwidth pair, then across all
bandwidth pair averages. For deterministic approximation, we average only across
all bandwidth pairs.
In order to compensate for the overconservatism of our approximation framework
and to put the two approximation methods on equal ground in terms of error per-
formance, the error tolerances for the deterministic and Monte Carlo approximations
were set to ε = 700 and ε = 1, respectively. This was chosen to consistently give actual
errors of no more than 0.1. The additional parameter settings for the Monte Carlo
algorithm were: m = 25 (sample size); B = 10 (resampling replications); z = 1.5
(number of standard errors for confidence interval).
All experiments were run sequentially on a two-processor Intel Xeon 3.8GHz hy-
perthreading machine with 8GB memory.
3.4.1 Error Control and Speedup on Medium-Scale Datasets
In the first set of experiments, we ran the full optimization procedure described in
Section 3.3.5 on seven medium-sized datasets ranging from 17,605 to 61,634 points
in 3–16 dimensions. For each bandwidth pair evaluated during the optimization,
we recorded the evaluation time and score for 1) exact evaluation, 2) deterministic
dual-tree approximation (Algorithm 3.2), and 3) Monte Carlo dual-tree approxima-
tion (Algorithm 3.3). For both deterministic and Monte Carlo approximation, we
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Table 1: Results for deterministic dual-tree likelihood approximation over a range
of medium-sized datasets.
dataset n d exact time det. time speedup error
(min) (min)
sp500 17605 6 296.2 30.9 9.6 0.03
census 20640 9 203.9 136.4 1.5 0.02
spectral 46420 5 818.8 374.8 2.2 0.02
sdss50k 50000 3 621.5 110.0 5.7 0.04
galaxy50k 50000 3 424.7 99.2 4.3 0.02
quasar50k 50000 4 1337.2 384.7 3.5 0.009
corel 61634 16 2533.0 1380.6 1.8 0.032
Table 2: Results for Monte Carlo dual-tree likelihood approximation over a range
of medium-sized datasets.
dataset n d exact time MC time speedup error
(min) (sec)
sp500 17605 6 296.2 2.2 8,265 0.05
census 20640 9 203.9 2.6 4,745 0.01
spectral 46420 5 818.8 5.7 8,606 0.01
sdss50k 50000 3 621.5 6.5 5,746 0.05
galaxy50k 50000 3 424.7 4.1 6,165 0.05
quasar50k 50000 4 1337.2 4.9 16,233 0.0006
corel 61634 16 2533.0 13.1 11,598 0.009
compare the approximate likelihood scores to the exact scores and report the aver-
age error across all evaluated bandwidths. We also report the speedup in terms of
total evaluation time over all bandwidths, i.e., speedupapprox = timeexact/timeapprox.
Tables 1–2 give the numerical results.
Several patterns are apparent in these results. First, both the deterministic and
Monte Carlo dual-tree methods give speedup over the exact method while keeping
error small. Speedups for the deterministic algorithm, however, are less than 10 in all
cases, while the addition of Monte Carlo yields speedups from the mid-thousands to
just over ten thousand. Adding Monte Carlo to the dual-tree methodology is therefore
seen to give a 2–3 order-of-magnitude boost over the deterministic approach. Again,
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the reason for this is that Monte Carlo bounds are much tighter than the worst-
case deterministic bounds, leading to higher prunes and far less overall work being
performed.
The cost of increased speedup for Monte Carlo is the loss of the strict error guar-
antee provided by the deterministic approximation. As we can see, however, error is
still well controlled by the Monte Carlo algorithm, so this is a small sacrifice. Average
absolute errors are below 0.1 in all cases, which represents a typical relative error of
less than 5%.
Another important pattern is the behavior of speedup as datasets increase in size.
In the Monte Carlo case, speedup clearly increases with dataset size, and this is further
validated in the scalability experiments of the next section. In the deterministic case,
the pattern is less clear, but may show a slight increasing trend. This is another strong
reason to prefer the Monte Carlo algorithm for the large data case, as its speedup
level is more likely to be able to keep up with the O(n2) growth in computational
cost of the exact algorithm.
All together, these medium-scale results indicate that both the deterministic and
Monte Carlo dual-tree algorithms provide high-quality approximations, but the Monte
Carlo approach is much faster. We therefore use the Monte Carlo algorithm exclu-
sively as we examine the scalability of our likelihood approximation scheme.
3.4.2 Scalability on Large Datasets
We now address the large-data regime for which fast approximation is most important.
In particular, we give results for our three largest datasets, each of which contains on
the order of 105–106 points. Because exact likelihood computation is too expensive
to compute on datasets of this size, we instead extrapolate the exact runtime by
fitting a quadratic curve to the exact runtimes of optimization on subsamples of sizes
{10, 25, 50, 75} × 104. We then run the optimization using Monte Carlo dual-tree
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Table 3: Results for Monte Carlo dual-tree likelihood approximation on a set of
large-scale datasets.
dataset n d exact time MC time speedup
sdss 389,353 3 26.4 days 33.7 sec 67,611
galaxy1M 1,000,000 3 197.4 days 1.7 min 169,572
quasar1M 1,000,000 4 1.2 years 2.1 min 286,564
approximation and report timing results. Table 3 summarizes the performance.
We see in these results a continuation of the pattern of substantially increasing
speedup as dataset size increases. Speedups range from around 67,000 to over 286,000.
In absolute terms, the reductions are quite significant, e.g., from 1.2 years to 2.1
minutes in the largest case. Relative to the medium-sized datasets, the Monte Carlo
runtimes went from several seconds to several minutes, while the exact runtimes
went from hundreds of minutes to tens and hundreds of days. This demonstrates
excellent scalability. Our application of KCDE to datasets of size 106 is larger than
any previously published application of KCDE by three orders of magnitude [80].
Combined with the good error control demonstrated in the previous section, these
results would seem to make MCLL the algorithm of choice for KCDE likelihood
optimization on large datasets.
3.5 Conclusion
We have presented a fast, scalable, approximate method for learning kernel condi-
tional density estimates. This method injects Monte Carlo sampling into the dual-tree
framework that has previously been used to produce state-of-the-art scalable learning
for other kernel estimators. Our Monte Carlo method is powerful because it allows
KCDE to be applied to datasets and applications for which it would never have been
considered before. Because KCDE is such a fundamental and versatile method, hav-
ing a fast, scalable version opens the door to the asking of new questions, new forms
of visualization and analysis, the development of new methods that would previously
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have been dismissed as too costly, and so on.
Experimentally, we have shown that our Monte Carlo dual-tree method controls
error, produces speedups ranging from 103–105, and scales to datasets on the order
of at least one million points. Absolute computation time reductions were as large as
from 1.2 years to 2.1 minutes. These are very significant speedups, and represent an
advance of at least several orders of magnitude in both speed and addressable dataset
size over the prior state of the art.
The major drawback to this Monte Carlo dual-tree algorithm is the loss of strict
error guarantees relative to the deterministic dual-tree method. Our next work, there-
fore, seeks to address this shortcoming. It does so by flipping from the “Monte Carlo
in trees” approach used here to a “trees in Monte Carlo” approach that puts the ap-
proximation on a fully Monte Carlo footing while still leveraging the power of spatial
partitioning. As we will see, this both increases algorithmic acceleration and further
enables us to broaden the scope of applicability beyond KCDE to include fast learning
procedures for all kernel estimators.
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CHAPTER IV
TREES IN MONTE CARLO:
FAST GENERAL KERNEL ESTIMATORS
We now go beyond the methodology of Chapter 3 in two key ways. First, we move
to a fully Monte Carlo framework, within which we will continue to leverage the
power of spatial partitioning trees [81]. This is the idea of injecting trees into Monte
Carlo, and it enables rigorous relative error control and efficient small-sample esti-
mation. Second, we generalize the class of computations to which the methodology
can be applied. While the fast KCDE training method of Chapter 3 was derived for
approximating a specific objective function, the algorithm we describe here can be
used to approximate any computation within a generalized class of nested-summative
forms. The approximation objective from Chapter 3 is subsumed within this class,
as are the training objectives of the other standard kernel estimators such as ker-
nel regression and kernel density estimation. While the kernel estimators are our
main focus, the nested-summative class of computations includes many others found
throughout machine learning, optimization, and related fields. We show conditions
for high-probability error control, give a sample complexity bound that is independent
of dataset size (implying asymptotically infinite speedups), and demonstrate scala-
bility with speedups as high as 106 on datasets with as many as tens of millions of
points. In absolute terms, such speedups represent reductions from years to minutes
of computation time. These results are several orders of magnitude better than the
previous state of the art, providing a strong showcase for the power of the Multi-Tree
Monte Carlo methodology.
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4.1 Introduction
Many machine learning methods have computational bottlenecks in the form of nested
summations that become impractical in applications involving large datasets. We are
particularly motivated by the nonparametric kernel estimators (e.g., kernel density
estimation), but a variety of other methods require computations of similar form. In
this work we formalize a general class of nested-summative computational forms and
present a new recursive Monte Carlo method for approximating any computation of
nested-summative form with rigorous relative error control. Key to the efficiency of
our method is the use of tree-based data stratification, i.e., sampling in trees. We
derive error guarantees and sample complexity bounds, with the intriguing result that
sample complexity depends not on dataset size but on statistical features of the sample
mean that can be controlled through stratification. We also present experiments that
validate these theoretical results and demonstrate several-order-of-magnitude speedup
over the prior state of the art.
Previous approaches to algorithmic acceleration of this kind fall into roughly two
groups: 1) methods that run non-accelerated algorithms on subsets of the data, typi-
cally without error bounds, and 2) multi-tree methods with automatic, deterministic
error control. The former are of less interest due to the lack of error control, while
the latter are good when deterministic error control is required, but have built-in
overconservatism that limits speedup, and are difficult to extend to new problems.
Our Monte Carlo approach offers much larger speedup and a generality that makes
it simpler to adapt to new problems, while retaining strong automatic error control
to within user-specified tolerances. While there are non-summative computational
forms to which the standard multi-tree methodology is applicable and our Monte
Carlo method is not, our method appears to give greater speedup by several orders
of magnitude on problems where both methods can be used.
In summary, this work makes the following contributions: formulation of the class
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of generalized nested-summative computations; a new recursive Monte Carlo algo-
rithm with automatic error control for nested-summative forms; sample complexity
bounds showing no explicit dependence on dataset size; a variance-driven, tree-based
stratification scheme for efficient sampling from datasets; application of stratification
scheme for efficient small-sample approximation; application of general algorithm to
fast training of kernel estimators; empirical speedups as high as 106 on 107 points.
4.2 Problem Definition and Previous Work
We first illustrate the problem class by giving expressions for the cross-validated
squared-error scores used to optimize bandwidths in kernel regression (KR) and kernel
density estimation (KDE):
SKR =
1
n
∑
i
(
yi −
∑
j 6=iKh(||xi − xj ||)yj∑
j 6=iKh(||xi − xj ||)
)2
SKDE =
1
n2
∑
i
∑
j
∫
Kh(||x− xi||)Kh(||x− xj ||)dx−
2
n(n− 1)
∑
i
∑
j 6=i
Kh(||xi − xj ||) .
These nested sums have unscalable O(n2) and O(n3) computation times that
make them impractical on large datasets. We seek to develop a fast, error-controlled
approximation scheme that will make these computations scalable. Further, we want
our approximation scheme to be general enough to include all the nested-summative
forms encountered in kernel estimators and related methods. We therefore begin by
formalizing the class of computations we will address.
Definition 1. A nested-summative-form computation is one that fits the following
inductive pattern:
B (Xc)→
∑
i∈I(Xc)
f (Xc,Xi) (16)
G (Xc)→ B (Xc) |
∑
i∈I(Xc)
f (Xc, Xi, G1 (Xc,Xi) , G2 (Xc,Xi) , . . . ) , (17)
where f is a differentiable function.
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Figure 7: Mapping the kernel regression score SKR into the general case G of the
nested-summative formalism.
B represents the base case, in which a tuple of constant arguments Xc may be
specified and a tuple of variable arguments Xi is indexed by a set I, which may be a
function of Xc. The arguments Xc and Xi pass through a function f to generate the
terms of the summation. For instance, the mean of a univariate size-n dataset is of
type B, with Xc = 〈〉, I(Xc) = {1, . . . , n}, Xi = 〈xi〉, and f (Xc,Xi) = xin . Note that
|I| is the number of terms in a summation of type B, and therefore O(|I|) represents
the base time complexity (i.e., the cost of brute-force evaluation). Whenever I indexes
all k-tuples or leave-one-out k-tuples over the dataset, the base complexity is O(nk),
where n is the size of the dataset.
The general case G is an inductive form, and maps to either: 1) the base case B,
or 2) a sum nearly identical to the base case, but where the summand function f is
allowed to have additional arguments which are themselves summative forms of type
G. A simple example of this is the cross-validated mean squared error score from
kernel regression (i.e., SKR listed above). Figure 7 illustrates how SKR maps to the
general form G. Note that the variable argument Xi of the outer summation becomes
the constant argument Xc of the inner leave-one-out summations, and that the inner
summations have an index function I that leaves out the ith index value.
The base complexity of a type-G computation is |I| multiplied by the maximum
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base complexity among the nested instances. For instance, in SKR we have I =
{1, . . . , n}, so |I| = n, while the inner summations G1 and G2 are O(n), for an overall
base complexity of O(n2).
4.2.1 Previous Work
Though the present work is the first to define the general nested-summative class
of computational forms, other works have devised approximations for special cases
and related forms. Previous work has fallen into roughly two groups. First are
methods where data is simply subsampled before running a non-accelerated algorithm.
Stochastic gradient descent and its variants (e.g., [131]) are prototypical here. While
such approaches can have asymptotic convergence, there are no error guarantees for
finite sample sizes. This is not show-stopping in practice, but the lack of quality
assurance is a critical shortcoming. Our approach also exploits the speedup that
comes from sampling, but provides a rigorous relative error guarantee and is able to
automatically determine the necessary sample size to provide that guarantee.
The other main class of acceleration methods consists of those employing “higher
order divide and conquer” or multi-tree techniques that give either exact answers or
approximations with automatic, deterministic error control [71, 66, 73, 67, 65, 68,
69, 98, 26, 94, 93, 70, 92, 97, 117, 132, 139, 118]. The idea is that the user specifies
an error tolerance ε, and the algorithm automatically performs the least work it
can while achieving an approximation of that quality. Multi-tree methods apply to a
broad class of “generalized n-body problems” (GNPs), and feature the use of multiple
spatial partitioning structures such as kd-trees or ball trees to decompose and reuse
portions of computational work. While a full formal definition of GNPs has yet to
be published, it is clear that nested-summative forms are closely related and have
at least partial overlap. One important case of GNP that is not covered by nested-
summative forms is the for-all construct, e.g., individually predicting a regression
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target or evaluating a density for each point in a query set.
The standard multi-tree methodology has three significant drawbacks. First, al-
though it gives deterministic error bounds, the bounds are usually quite loose, re-
sulting in overconservatism that prevents aggressive approximation that could give
greater speed. Second, creating a new multi-tree method to accelerate a given algo-
rithm requires complex custom derivation of error bounds and pruning rules. Third,
the standard multi-tree approach is conjectured to reduce O(nk) computations at best
to O(nlog k). This still leaves an unscalable computation for k as small as 4.
In [80], the first of these concerns began to be addressed by employing sample-
based bounds within a deterministic dual-tree error propagation framework. The
essential idea in that case was injecting Monte Carlo into trees. The present work
builds on that idea by moving to a fully Monte Carlo scheme where multiple trees
are used for variance-reducing stratification. The conceit here is injecting trees into
Monte Carlo. Error is rigorously, automatically controlled using sample variance,
allowing the Monte Carlo approach to make aggressive approximations and avoid the
overconservatism of deterministic multi-tree methods. This yields greater speedups
by several orders of magnitude. Further, our Monte Carlo approach handles the
class of nested-summative forms in full generality, making it easier to specialize to
new problems. Lastly, the computational complexity of our method is not directly
dependent on dataset size, which means it can address higher degrees of nesting that
would make the standard multi-tree approach intractable. The price we pay for these
improvements is that our Monte Carlo error bounds are probabilistic, though the
bound probability is controlled as a parameter to the algorithm. For applications
where the data is large and/or minor stochasticity in the approximated output is
tolerable, this is a good sacrifice.
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4.3 Algorithmic Development
In deriving the general algorithm for nested-summative forms, we need to develop
three main ideas: 1) recursive Monte Carlo estimation, 2) delta-method chaining, and
3) data-tree-driven stratified sampling. Recursive Monte Carlo allows us to handle
the nested aspect of nested-summative computations. Delta-method chaining enables
the confidence intervals we need to guarantee error bounds. Data-tree stratification
makes our method effective with very small sample sizes, generating the speedups
required to handle large datasets. The combination of these elements allows us to
give a general approximation algorithm that handles all nested-summative forms,
approximating them to a user-specified relative error tolerance with high efficiency.
4.3.1 Central Limit Conditions
Before deriving our algorithm, we need to define and justify the conditions under
which it will be proven to work. We begin with a statement of the Central Limit
Theorem (CLT).
Theorem 2. Central Limit Theorem. Let P be a probability distribution over scalar
values x with expectation µ and variance σ2. Let µ̂ be the mean of m samples drawn
from P , and let σ̂2 be the sample variance. The following convergence results hold as
m→∞:
µ̂ N(µ, σ2/m) (18)
µ̂ N(µ, σ̂2/m) (19)
where N(a, b) is the Gaussian distribution with mean a and variance b.
Because the CLT is an asymptotic result, the question arises: how well does it
describe the small-sample case? A widely accepted statistical rule of thumb asserts
that 30 or more samples are usually enough to put a sample mean into the asymp-
totic regime. A more exact characterization, however, is found in the Berry-Esséen
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theorem. While the Berry-Esséen theorem can be stated more generally, we give here
a specialized version tailored to the CLT statement of Theorem 2.
Theorem 3. Berry-Esséen Theorem. Let µ̂ be the sample mean of m samples drawn
from the distribution P , and let µ, σ2, and ρ be the mean, variance, and third absolute
central moment of P . Let Fm(x) be the cumulative distribution function (cdf) of µ̂,
and let Φ(x;µ, σ2) be the cdf of the Gaussian with mean µ and variance σ2. Then
there exists a positive constant C such that for all values of µ̂ and m:
|Fm(µ̂)− Φ(µ̂;µ, σ2)| ≤
Cρ
σ3
√
m
. (20)
The Berry-Esséen theorem thus provides a uniform convergence bound for the ac-
tual distribution of a sample mean µ̂ relative to its asymptotic distributionN(µ, σ2/m).
Specifically, the bound on the difference between the two cdfs at any point is pro-
portional to the sample-mean absolute skewness ρ
σ3
√
m
, which goes down as 1/
√
m.
The constant C is known to be no greater than 0.7655 [133]. Thus, the lower the
absolute skewness of the sample mean distribution, the fewer the samples required for
µ̂ to reach its asymptotic distribution. Given a sufficiently high sample size m, the
skewness factor is overwhelmed and the right-hand side of the Berry-Esséen bound
becomes effectively zero. In this case, the sample mean µ̂ can be considered to be
in its asymptotic regime. We formalize this idea using a pair of definitions that will
prove useful in establishing the conditions for our algorithms’ error guarantees. Note
that these definitions are given in terms of a general estimator θ̂ for which a CLT-type
convergence holds; the sample mean is included as a special case.
Definition 2. ε-asymptotic. Let θ̂m be a sample estimator from m samples, let σ̂
2/m
be a sample estimate of V [θ̂m], and let θ be the true value being estimated. If θ̂m
satisfies a central limit theorem θ̂m  N(θ, σ̂2/m) as m → ∞, we say that θ̂m is
ε-asymptotic if |Fθ̂m(t)− Φ(t; θ, σ̂
2/m)| ≤ ε holds for all values t.
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This definition describes an ε-closeness between the actual cdf of the sampling
distribution and its asymptotic cdf. Our particular interest is the case where the
distribution of an estimator is not discernibly different from its asymptotic distribu-
tion, in which case we can legitimately invoke asymptotic confidence bounds. While
the precision required for discernibility will vary by application, machine precision
at least presents a finite upper bound. Thus, there is always an ε > 0 for which
ε-asymptotic behavior is indistinguishable from true asymptotic behavior. Further,
the Berry-Esséen theorem suggests that a CLT-governed estimator can be made ε-
asymptotic with finite m on the order of Cρ/εσ3. This leads us to conclude that the ε-
asymptotic property required for invoking CLT-based confidence bounds is achievable
with finitely many samples. This notion is encapsulated in the following definition.
Definition 3. CLT-sufficient. Let θ̂ be a sample estimator from m samples satisfying
a central limit theorem θ̂  N(θ, σ̂2/m). If m is large enough that θ̂ is ε-asymptotic
for ε small enough that asymptotic confidence bounds hold to a required degree of
precision, then we say that m is CLT-sufficient for θ̂ at the required degree of precision.
This notion of a CLT-sufficient sample size will characterize the conditions under
which our approximation algorithms can guarantee relative error bounds. In our
analysis, we assume the required level of precision is that which enables the relative
error bounds to hold to within machine precision. The question of whether we can
find reasonable CLT-sufficient sample sizes thus becomes an empirical one. As we
will see through our experiments, the answer to this question is yes.
4.3.2 Base Case: Flat Monte Carlo
Before handling the general case of G-type summations, we first derive a Monte Carlo
approximation for the base case of B-type flat summations (Equation 16). The basic
algorithm for this case is similar to standard Monte Carlo approximation as in [123]
or [61], but the development of conditions for error control is our own. With the
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base algorithm in place, we proceed to derive novel sample complexity bounds and
then extend the B-type algorithm to handle nested G-type forms. As a final step,
we inject tree-stratified sampling for a large efficiency boost. The combination of all
these elements will yield an efficient, small-sample approximation algorithm for the
entire class of nested-summative forms, while generating insights into the dependence
of computational complexity on sample statistics and how tree-based methods can
improve those statistics.
To start, note that in a B-type summation S (Xc) =
∑
i∈I(Xc) f (Xc,Xi), the sum-
mation can be written as S (Xc) = nE[fi] = nµf , where n = |I(Xc)| and the ex-
pectation is taken over a discrete distribution Pf that puts mass
1
n
on each term
fi = f(Xc,Xi). Our goal is to produce an estimate Ŝ that has low relative error with
high probability. More precisely, for a specified ε and δ, we want |Ŝ − S| ≤ ε|S| to
hold with probability at least 1 − δ. This error bound on Ŝ is achieved if we let
Ŝ = nµ̂f for an estimate µ̂f of the mean µf that satisfies the analogous relative error
bound |µ̂f − µf | ≤ ε|µf |.
Let µ̂f be the mean of m samples taken from Pf , and let m be CLT-sufficient
(Definition 3). We therefore have µ̂f ∼ N(µf , σ̂2f/m), from which we can construct
the normal 1− δ confidence interval:
|µ̂f − µf | ≤ zδ/2σ̂f/
√
m , (21)
where zδ/2 is the number of standard deviations on either side of the mean required to
give 1− δ coverage under the normal distribution. Given this bound on |µ̂f −µf |, our
relative error condition |µ̂f−µf | ≤ ε|µf | is implied by zδ/2σ̂f/
√
m ≤ ε|µf |. The bound
also implies a lower limit for |µf |: |µf | ≥ |µ̂f |− zδ/2σ̂f/
√
m. Combining these, we can
ensure our target relative error by requiring that zδ/2σ̂f/
√
m ≤ ε(|µ̂f | − zδ/2σ̂f/
√
m),
which rearranges to:
m ≥ z2δ/2
(1 + ε)2
ε2
σ̂2f
µ̂2f
. (22)
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Inequality 22 is an empirically testable condition that depends only on sample statis-
tics. The satisfaction of this condition guarantees that the estimate Ŝ = nµ̂f satisfies
our target relative error bound with probability 1−δ, given the CLT-sufficiency of the
sample size m. This suggests an iterative sampling procedure in which we start with
a number of samples mmin large enough to ensure CLT-sufficiency, and then draw
additional samples until Inequality 22 is met. This is the FlatMC procedure listed
in Algorithm 4.1. Note that the algorithm uses the gap between the current sample
size m and the threshold z2δ/2
(1+ε)2
ε2
σ̂2f
µ̂2f
to determine how many additional samples to
draw after each check of the Inequality 22 condition. We state the error guarantee
for FlatMC as Theorem 4.
Theorem 4. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and a CLT-sufficient value of
mmin, with probability at least 1−δ the algorithm FlatMC returns an approximation
Ŝ satisfying |Ŝ − S| ≤ ε|S|.
Proof. We have already established that, given a CLT-sufficient sample size m, In-
equality 22 implies that |Ŝ − S| ≤ ε|S| holds with probability at least 1 − δ. Algo-
rithm 4.1 starts with the CLT-sufficient sample size mmin and only increases it, so
the terminal sample size is always CLT-sufficient. The algorithm alternates between
adding samples and checking the error condition. We need to show that the multiple
intermediate error checks do not induce a failure rate of more than δ, where failure
is defined as returning an approximation Ŝ not satisfying |Ŝ − S| ≤ ε|S|.
The key to bounding the failure rate is to note that only the terminal error test
matters. This is because intermediate error tests only ever tell the algorithm to
keep sampling, and this is never a failure. Thus, only the single terminal test can
cause failure, and we know that a single test fails with probability no greater than δ
(property of Inequality 22). The algorithm therefore succeeds in satisfying the error
bound |Ŝ − S| ≤ ε|S| with probability at least 1− δ.
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Algorithm 4.1 Iterative Monte Carlo approximation for flat summations.
FlatMC
Input: type-B summation S; constant Xc; ε, δ ∈ [0, 1]; CLT-sufficient mmin
Output: Ŝ s.t. |Ŝ − S| ≤ εS with probability at least 1− δ
1. samples← ∅, mneeded ← mmin
2. repeat
(a) AddSamples(samples, mneeded, S, Xc)
(b) m, µ̂f , σ̂
2
f ← CalcStats(samples)
(c) mthresh ← z2δ/2(1 + ε)2σ̂2f/ε2µ̂2f
(d) mneeded ← mthresh −m
3. until m ≥ mthresh
4. return |S.I(Xc)|µ̂f
AddSamples
Input: sample list samples; samples to add m; type-B summation S; constant Xc
Output: m samples drawn uniformly from the terms of S, stored in samples
1. for i = 1 to m
(a) Xi ← rand(S.I(Xc))
(b) Append(S.f(Xc, Xi), samples)
CalcStats
Input: sample list samples
Output: sample count m, sample mean µ̂, and sample variance σ̂2
1. m← Count(samples), µ̂← Avg(samples), σ̂2 ← Var(samples)
2. return m, µ̂, σ̂2
Sample Complexity. Because we are interested in fast approximations, Algo-
rithm 4.1 is only useful if it terminates with m significantly smaller than the number
of terms in the full summation. Equation 22 gives an empirical test indicating when m
is large enough for sampling to terminate; we now provide an upper bound, in terms
of the distributional properties of the summation terms fi, for the value of m at
which Equation 22 will be satisfied. Note that for this theorem we extend the notion
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of CLT-sufficiency to cover both µ̂ and σ̂2 being in their asymptotic distributions.
Theorem 5. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and a value mmin that
is CLT-sufficient for both µ̂f and σ̂
2
f , with probability at least 1 − 2δ the algorithm
FlatMC will terminate with sample size m ≤ O
(σ2f
µ2f
+
σf
|µf |
√
µ4f
σ4f
− 1
)
.
Proof. The termination condition of FlatMC (Inequality 22) is driven by σ̂2f/µ̂
2
f , so
we proceed by bounding this ratio. First, the CLT implies that with probability 1− δ
we have the following lower bound on the absolute value of the sample mean:
|µ̂f | ≥ |µf | − zδ/2σf/
√
m . (23)
Next, σ̂2f has the asymptotic distribution N(σ
2
f , (µ4f − σ4f )/m), where µ4f is the
fourth central moment of the distribution Pf over summation term. We can therefore
apply the delta method to infer that σ̂f is distributed as N(σf , (µ4f − σ4f )/4σ2fm).
Using the normal-based confidence interval (justified by the CLT-sufficiency of mmin),
this gives the following 1− δ upper bound for the sample standard deviation:
σ̂f ≤ σf + zδ/2
√
µ4f − σ4f/(2σf
√
m) . (24)
We now combine the upper bound on σ̂f with the lower bound on µ̂f . Since we
only know that each bound individually covers at least a 1− δ fraction of outcomes,
we can only guarantee they will jointly hold with probability at least 1−2δ. We thus
have the following bound with probability at least 1− 2δ:
σ̂f
|µ̂f |
≤
σf + zδ/2
√
µ4f−σ4f
2σf
√
m
|µf | − zδ/2 σf√m
. (25)
Substituting this into the right side of the termination condition (Inequality 22)
and solving for m shows that, with probability at least 1 − 2δ, the algorithm will
terminate with m no larger than:
z2δ/2
2
(1 + 2ε)2
ε2
σf
|µf |
 σf
|µf |
+
ε(1 + ε)
(1 + 2ε)2
√
µ4f
σ4f
− 1 +
√
σf
|µf |
√√√√ σf
|µf |
+
2ε(1 + ε)
(1 + 2ε)2
√
µ4f
σ4f
− 1
 , (26)
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which is bounded by O
(σ2f
µ2f
+
σf
|µf |
√
µ4f
σ4f
− 1
)
.
Three aspects of this bound are salient. First, it liberates computation time from
dataset size. This is because the sample complexity depends only on the distributional
features (σ2f , µf , and µ4f ) of the summation terms, and not on the number of terms.
For i.i.d. datasets in particular, these distributional features are convergent, which
means the sample/computational complexity converges to a constant while speedup
is unbounded as the dataset size goes to infinity.
Second, the bound has sensible dependence on σf/|µf | and µ4f/σ4f . The former
is a standard dispersion measure known as the coefficient of variation, and the latter
is the kurtosis. FlatMC gives greatest speedup for summations whose terms have
low dispersion and low kurtosis. The intuition is that sampling is most efficient when
values are concentrated tightly in a few clusters, making it easy to get a representative
sample set. This motivates the additional speedup we later gain by stratifying the
dataset into low-variance regions through the use of spatial partitioning trees.
Finally, the sample complexity bound indicates whether FlatMC will actually
give speedup for any particular problem. For the sake of this argument, let speedup
be defined as the total number of summation terms n divided by the number of sample
terms m evaluated by an invocation of FlatMC. From Theorem 5, we know that with
high probabilitym ≤ mbound, wherembound is the expression in Equation 26. Overhead
aside, the minimum speedup is therefore n/mbound, so if we desire a speedup of at
least τ , we need mbound ≤ n/τ . This is the fundamental characterization of whether a
desired level of speedup will be attained. Note that when mbound is roughly constant
with increasing n (e.g., the i.i.d. case), we can get speedup for any summation, as
long as dispersion and kurtosis are finite, once n is sufficiently large.
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4.3.3 General Case: Recursive Monte Carlo
We now turn to G-type nested-summative forms, i.e., Equation 17. The approach we
take is to apply the single-stage Monte Carlo algorithm over the terms fi as before, but
with recursive invocation to obtain approximations for the G-type arguments Gj of f .
The procedure, RecursiveMC, is specified in Algorithm 4.2. Before giving its error
bound theorem, we illustrate the operation of RecursiveMC on the cross-validated
kernel regression MSE, SKR, that was diagrammed in Figure 7.
The algorithm begins as in FlatMC, by sampling indices i from the outer-
most summation. This is shown in Figure 8 by the points from the outermost
summation that feed into the approximation at that level. Each sampled index
i corresponds to a term fi, and the sum is approximated by the scaled sample
mean nµ̂f as before. Unlike the B-type forms from FlatMC, however, the fi of
a G-type form have arguments that are themselves nested G-type forms. In Fig-
ure 8, we have fi = 1/n (yi −G1(Xi)/G2(Xi)), with G1(Xi) =
∑
j 6=iKh(xi, xj)yj
and G2(Xi) =
∑
j 6=iKh(xi, xj). These nested G-type summations must therefore
themselves be approximated, which we do by recursive invocation of RecursiveMC
(see AddSamplesRecursive in Algorithm 4.2, which maps the recursive evaluation
onto each G-type argument of f [lines 1(b)-(c)]). This is shown in Figure 8 by the
samples feeding into the approximations of G1 and G2. Note that, though G1 and
Figure 8: The RecursiveMC algorithm performs sampling at each level of nested
summation.
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Algorithm 4.2 Iterative Monte Carlo approximation for nested summations.
RecursiveMC
Input: type-G summation S; constant Xc; ε, δ ∈ [0, 1]; CLT-sufficient mmin
Output: Ŝ s.t. |Ŝ − S| ≤ εS with probability at least 1− δ
same as FlatMC (Algorithm 4.1), with the exception of line 2(a):
2(a) AddSamplesRecursive(samples, mneeded, S, Xc)
AddSamplesRecursive
Input: sample list samples; samples to add m; type-G summation S; constant Xc
Output: m samples drawn uniformly from the terms of S, stored in samples
1. for i = 1 to m
(a) Xi ← rand(S.I(Xc))
(b) CurriedRecMC(∗)← RecursiveMC(∗, Xc ◦ Xi, ε, 1, mmin)
(c) GArgV als←map(CurriedRecMC(∗), S.GArgList)
(d) Append(S.f(Xc, Xi, GArgV als), samples)
CalcStats
Input: sample list samples
Output: sample count m, sample mean µ̂, and sample variance σ̂2
same as in Algorithm 4.1
G2 are evaluated by recursive invocation of RecursiveMC, the recursive calls are
made with δ = 1. This means there is no error bound on the recursive estimates, but
the CLT-sufficiency of mmin ensures that Ĝ1 and Ĝ2 are normally distributed around
the true values, which will turn out to be all we need for the overall error bound.
Once we have approximate values for G1(Xi) and G2(Xi), we plug them into the
expression for fi to get an approximate value that serves as a sample term for the
outermost summation. The delta method guarantees that the resulting estimates
f̂i are normally distributed around the true values fi, making the overall estimate
unbiased and allowing for the same kind of error control as in FlatMC. We now give
error control and sample complexity theorems for RecursiveMC.
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Theorem 6. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and a value mmin that
is CLT-sufficient for both S and any nested-summative forms contained in S, with
probability at least 1 − δ the algorithm RecursiveMC returns an approximation Ŝ
satisfying |Ŝ − S| ≤ ε|S|.
Proof. Since RecursiveMC is the same as FlatMC except for the recursive sam-
pling procedure called on line 2(a), we piggyback on the proof to Theorem 4. Specifi-
cally, Theorem 4 gave the same error guarantee as the present theorem, and depended
for its proof on two conditions: 1) the samples come from a distribution with mean
µf =
1
n
∑
i fi, and 2) mmin is CLT-sufficient for the sample mean. We have the second
of these as a condition of the present theorem. All we need, then, is to establish that
the sampled distribution has mean µf , i.e., that no bias is introduced by recursive
estimation of the nested-summative arguments to f .
For each sampled index i, recursive approximation of the arguments to fi means
that we sample an estimate f̂i rather than the true fi. We will show that, under the
RecursiveMC procedure, the distribution of each sampled f̂i is N(fi, σ
2
i ), for some
σ2i . Since we sample the indices i uniformly, this means the overall distribution being
sampled is P̃f =
1
n
∑
iN(fi, σ
2
i ). P̃f clearly has mean
1
n
∑
i fi = µf , and this is all
that is required to prove the theorem. So all we need to show is that f̂i ∼ N(fi, σ2i ).
The argument for f̂i ∼ N(fi, σ2i ) is based on chained application of the mul-
tivariate delta method. Simply put, the delta method asserts that normality of
distribution propagates through a differentiable function.1 More specifically, if an
argument vector G is drawn from a normal distribution centered on µG, f(G) will
be normally distributed around f(µG). In our case, for each sampled fi, let Gj be
the jth G-form argument, and let Ĝj be the approximation to Gj obtained by recur-
sive invocation of RecursiveMC. We approximate fi = f(Xc, Xi, G1, G2, . . .) by
1More precisely, the delta method asserts that asymptotic normality propagates through a dif-
ferentiable function. Actual normality is implied as a special case.
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f̂i = f(Xc, Xi, Ĝ1, Ĝ2, . . .). If we can show that recursive approximation results
in Ĝj ∼ N(Gj, σ2Gj), it follows that the argument vector (Xc, Xi, Ĝ1, Ĝ2, . . .) is
normally distributed around the true value (Xc, Xi, G1, G2, . . .), and therefore that
f̂i ∼ N(fi, σ2i ).
We proceed inductively to prove that, under the conditions of the theorem, any
invocation of RecursiveMC must produce Ŝ ∼ N(S, σ2S). From this it follows that
each recursive approximation of Gj results in Ĝj ∼ N(Gj, σ2Gj).
The recursion pattern for G-type summations is a tree, as was illustrated in Fig-
ure 8. Leaf nodes represent B-type summations, while leaves with children are strictly
G-type, meaning that their summand functions require one or more nested-summative
arguments. Let the level of a leaf node be 0, which we denote by saying the leaf node
is l0. Let the level of a non-leaf node be 1 plus the maximum level among its children.
Thus, in Figure 8, the G1 and G2 nodes are l0, while the SKR node is l1.
Take l0 as a base case. The node must be B-type, and RecursiveMC is therefore
equivalent to FlatMC for this case. By the CLT-sufficiency of mmin and the same
arguments we used in deriving and proving the error guarantee of FlatMC, we know
that in this case RecursiveMC produces Ŝ ∼ N(S, σ2S).
Now take the general lk case. Assume RecursiveMC produces Ŝ ∼ N(S, σ2S)
when invoked on any lq node with q < k. By this inductive hypothesis, all estimates
Ĝj of the arguments Gj in an lk node will satisfy Ĝj ∼ N(Gj, σ2Gj). By the delta
method, we therefore know that the f̂i approximations of the lk node are sampled
from N(fi, σ
2
i ), and by the CLT-sufficiency of mmin we infer that the estimate Ŝ
produced by RecursiveMC on the lk node must be distributed as N(S, σ
2
S). Since
our inductive hypothesis holds at l0, we conclude that it holds for arbitrary lk and
therefore for any invocation of RecursiveMC on a G-type nested-summative form.
This establishes the theorem.
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Note that the variance of the induced distribution P̃f works out to
σ̃2f = σ
2
f +
1
n
∑
i∈I
σ2i . (27)
In other words, the variance with recursive approximation is the exact-term variance
σ2f plus the average of the variances σ
2
i of the approximated fi. Likewise one could
write an expression for the kurtosis µ̃4f . Because RecursiveMC is effectively the
same as FlatMC but with samples from P̃f instead of Pf , the direct analogue to
Theorem 5 holds straightforwardly for RecursiveMC.
Corollary 7. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and a value mmin that is
CLT-sufficient for both µ̂f and σ̂
2
f in S and for µ̂f in any nested-summative forms
contained in S, with probability at least 1 − 2δ the algorithm RecursiveMC will
terminate with sample size m ≤ O
( σ̃2f
µ2f
+
σ̃f
|µf |
√
µ̃4f
σ̃4f
− 1
)
.
4.3.4 Full Algorithm: Recursive Monte Carlo with Tree-Stratified Sam-
pling
With RecursiveMC we have coverage of the entire nested-summative class of com-
putations, and our focus turns to maximizing efficiency. The sample complexity
bound in Corollary 7 indicates that the lower the effective dispersion (
σ̃2f
µ2f
) and kur-
tosis (
µ̃4f
σ̃4f
) of our sampling distribution, the fewer samples we will need to achieve
an approximation satisfying the error tolerance. We thus turn to the classical Monte
Carlo variance reduction techniques of stratified and correlated sampling. We intro-
duce a new form of stratified sampling driven by spatial partitioning trees derived
from the data. This represents the idea of injecting trees into Monte Carlo. We also
show how correlated sampling can produce a decrease in variance within our delta
method chain. Adding these techniques to RecursiveMC makes accurate approxi-
mation possible with very small sample sizes. This is true because: 1) stratification
greatly reduces the skewness of the sample mean, which, by the Berry-Esséen theo-
rem, allows us to achieve CLT-sufficiency with much smaller values of mmin, and 2)
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stratification and correlated sampling reduce variance, which in turn reduces sample
complexity (Theorem 5). The combination of these elements thus yields a highly
efficient approximation scheme.
4.3.4.1 Stratified Sampling
Stratification is a standard Monte Carlo enhancement designed to reduce the vari-
ance of the sample mean. The idea is that the values being sampled are partitioned
into subsets (strata) whose contributions are separately estimated and then com-
bined. Strata with higher variance can be sampled more heavily than those with
lower variance, thereby making more efficient use of samples than in uniform sam-
pling. Specifically, for a summation
∑
i∈I fi = nµf , let the index set I be divided
into k disjoint subsets A1 . . . Ak. Let the fraction of index values contained in Ai be
pi = |Ai|/|I|. If we take a sample set of total size m, with mi samples coming from
the ith stratum (
∑
imi = m), the stratified sample mean is:
µ̂s =
k∑
i=1
piµ̂i , (28)
where µ̂i is the mean of the mi samples drawn from Ai. The stratified sample mean
is easily shown to be unbiased:
E[µ̂s] =
k∑
i=1
piE[µ̂i] =
k∑
i=1
ni
n
µi =
k∑
i=1
ni
n
1
ni
∑
j∈Ai
fj =
1
n
n∑
i=1
fi = µf . (29)
If we write the fraction of samples allocated to the ith stratum as qi = mi/m, the
variance of µ̂s can be written as:
V [µ̂s] =
k∑
i=1
p2i
σ2i
mi
=
σ2(q)
m
, (30)
where σ2i is the variance of the terms within stratum i, and
σ2(q) =
k∑
i=1
p2i
q2i
σ2i . (31)
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Thus, it is as though we were drawing from an effective distribution with mean µf
and variance σ2(q). The stratified variance σ2(q) is a weighted combination of the
per-stratum variances σ2i . Clearly, if we can partition the data such that each stratum
contains tightly clustered values, the σ2i will be small, and so will σ
2(q). In fact, it is
shown in [61] that the effective variance is never greater than the original variance.
Low variance is key to the sample efficiency of our Monte Carlo approximation algo-
rithms, as manifest in the sample complexity bound of Theorem 5. It can be shown
that the effective variance σ2(q) is minimized by the optimal allocation q∗ as follows:
q∗i =
piσi∑k
l=1 plσl
. (32)
In other words, estimation is most efficient when samples are concentrated in large,
high-variance strata.
The effective variance σ2(q) is consistently estimated by:
σ̂2(q) =
k∑
i=1
p2i
qi
σ̂2i , (33)
where σ̂2i is the sample variance of the samples drawn from stratum i. It is easily
shown that µ̂s obeys the CLT: µ̂s  N(µf , σ̂2(q)/m). We can write the third absolute
moment of the stratified sample mean similarly to the variance:
ρ[µ̂s] =
k∑
i=1
p3i
m2i
ρi =
ρ(q)
m2
, (34)
with
ρ(q) =
k∑
i=1
p3i
q2i
ρi . (35)
Thus, it is as though we are sampling from an effective distribution with absolute third
moment ρ(q). For instance, if q = p, the effective third moment is ρ(p) =
∑
i piρi, a
simple weighted average of the per-stratum absolute third moments. This is partic-
ularly important in light of the Berry-Esséen theorem, as discussed in Section 4.3.1,
which shows that convergence to the CLT is governed by skewness. A good stratifi-
cation can result in dramatic reduction of skewness, which greatly accelerates CLT
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Figure 9: Stratification can result in substantially lower per-stratum skewness, which
yields low composite skewness.
convergence and yields smaller minimum sample sizes for CLT-sufficiency. As a sim-
ple example that occurs often with kernel estimators, consider a sum whose terms
are mostly zero except for a few having nearly identical positive values, as illustrated
in Figure 9. The base skewness is high, but if stratification is used to separate the
zeroes from the positive values, the effective skewness will be reduced to nearly zero.
Thus, in order to both accelerate convergence to CLT-sufficiency and to minimize
variance/sample complexity, we would like to employ stratified sampling in our algo-
rithms. Because they obey the CLT, the stratified sample mean and sample variance
can be directly substituted into the algorithm RecursiveMC. Stratified sampling
theory, however, is given only in the abstract — that is, the foregoing results hold in
terms of an abstract stratification, but any application of stratified sampling requires
the development of an effective partitioning scheme for the domain of interest. In
our case, the values being sampled are the fi, which are not known a priori and
cannot be directly stratified. However, since f is required to be differentiable, it is
also continuous and produces similar outputs for similar values of its arguments. We
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Algorithm 4.3 Construction of strata based on priority-ordered, fixed-size expansion
of a kd-tree. This kd-tree variant uses a variance-based expansion priority.
ConstructStrata
Input: type-G summation S; number of strata nstrat
Output: list of strata strata
1. r ← root kd-tree node containing all data indexed by S.I
2. PQ ← priority queue on kd-tree nodes s.t. top node has maximum value of:
number of data points times sum of per-dimension variances
3. while PQ.count < nstrat
(a) topNode = PQ.pop()
(b) PQ.insert(topNode.leftChild), PQ.insert(topNode.rightChild)
4. for i = 1 to nstrat
(a) strata[i] = PQ.pop()
5. return strata
can therefore stratify the argument space, i.e., Xi in Equation 17, to induce a strat-
ification of the fi. By sampling from the Xi strata and evaluating the resulting fi,
our samples are drawn from an implicit stratification of the fi.
In particular, we want a stratified sampling scheme for kernel estimators over
datasets. In this case, the Xi are individual data points, and the function f involves
kernel functions that depend on pairwise distances. We therefore choose to stratify
the datasets using distance-based spatial partitioning structures. Though any spatial
partitioning could be used, in this work we use modified kd-trees that recursively split
the data along the dimension of highest variance. The stratification process is listed
in Algorithm 4.3. We expand the kd-tree with expansion order prioritized by each
node’s product of 1) number of points, and 2) sum of per-dimension variances. This
heuristic focuses on splitting large, high-variance nodes in order to yield the smallest
possible σ2i . Expansion continues until the frontier reaches a specified size, at which
point the set of frontier nodes constitutes a disjoint stratification of the data.
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We inject this tree-based stratification into the RecursiveMC algorithm to ob-
tain our final approximation routine, RSMC (Algorithm 4.4). The approximation
procedure runs as it did before, except that the samples and sample statistics are
computed in stratified fashion. We use Algorithm 4.3 to construct a number of strata
nstrat specified by the user, and Algorithm 4.5 to set the allocation q in each round to
approximate the optimal q∗ (Equation 32) based on the estimated stratum variances
σ̂2i . We now establish that RSMC provides a relative error guarantee similar to those
of the previous approximation routines.
Theorem 8. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and values nstrata and
mmin such that mmin is CLT-sufficient for both S and any nested-summative forms
contained in S, with probability at least 1 − δ the algorithm RSMC returns an ap-
proximation Ŝ satisfying |Ŝ − S| ≤ ε|S|.
Proof. RSMC merely substitutes a stratified sample mean and variance into Re-
cursiveMC. These estimators satisfy the same unbiased CLT as the uniform sample
mean and variance, and as a condition to the theorem we have the fact that mmin
is CLT-sufficient for the stratified estimators. These were the required conditions for
the proof of the RecursiveMC error bound, so the same proof therefore establishes
the RSMC error bound.
Finally, the Theorem 5 sample complexity result continues to hold in terms of the
effective distributional parameters σ2(q) and µ4(q). Note that q here refers to the q
determined by the approximate optimal allocation scheme of Algorithm 4.5.
Corollary 9. Given a summation S, ε ∈ [0, 1], δ ∈ [0, 1], and a value mmin that is
CLT-sufficient for both µ̂s and σ̂
2
f (q) in S and for µ̂s in any nested-summative forms
contained in S, with probability at least 1 − 2δ the algorithm RSMC will terminate
with sample size m ≤ O
( σ̃2f (q)
µ2f
+
σ̃f (q)
|µf |
√
µ̃4f (q)
σ̃4f (q)
− 1
)
.
68
Algorithm 4.4 Iterative, recursive, stratified Monte Carlo approximation for nested
summations.
RSMC
Input: type-G summation S; constant Xc; ε, δ ∈ [0, 1]; CLT-sufficient mmin; number
of strata nstrat
Output: Ŝ s.t. |Ŝ − S| ≤ εS with probability at least 1− δ
same as RecursiveMC (Algorithm 4.2), with the exception of lines 0 and 2 (a-b):
0. strata← ConstructStrata(S, nstrat)
2. (a) AddSamplesRS(samples, strata, mneeded, S, Xc)
2. (b) m, µ̂f , σ̂
2
f ← CalcStats(samples, strata)
AddSamplesRS
Input: array of per-stratum sample lists samples; stratum list strata; samples to
add m; type-G summation S; constant Xc
Output: m samples approximately optimally allocated, stored in samples
1. stratAllocs = OptAlloc(samples, strata, mneeded)
2. for s = 1 to strata.count
(a) for i = 1 to stratAllocs[s]
i. Xi ← rand(S.I(Xc), strata[s])
ii. CurriedRSMC(∗)← RSMC(∗, Xc ◦ Xi, ε, 1, mmin)
iii. GArgV als←map(CurriedRSMC(∗), S.GArgList)
iv. Append(S.f(Xc, Xi, GArgV als), samples[s])
CalcStats
Input: array of per-stratum sample lists samples; stratum list strata
Output: sample count m, stratif. sample mean µ̂, and stratif. sample variance σ̂2
1. m← Count(samples), µ̂← StratAvg(samples, strata),
σ̂2 ← StratVar(samples, strata)
2. return m, µ̂, σ̂2
4.3.4.2 Correlated Sampling
As a final element of efficiency enhancement, we examine more closely the variance
σ̃2f induced by recursive sampling, whether stratified or not. Referring back to the
proof of Theorem 6, the normality of the estimates f̂i ∼ N(fi, σ2i ) comes from the
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Algorithm 4.5 Approximate optimal allocation based on sample variances.
OptAlloc
Input: array of per-stratum sample lists samples; stratum list strata; samples to
add m
Output: list of per-stratum allocations stratAllocs
1. if IsEmpty(samples)
(a) return (m, . . . ,m) // initially allocate m samples to every stratum
2. denom← 0
3. for i = 1 to strata.length
(a) denom += strata[i].p ∗ strata[i].σ̂
4. for i = 1 to strata.length
(a) stratAllocs[i] = min{1, dm ∗ strata[i].p ∗ strata[i].σ̂/denome}
5. return stratAllocs
delta method and the normality of the argument vector Ĝm = (Xc, Xi, Ĝ1, Ĝ2, . . .),
where m is the number of samples used to evaluate the recursive summative forms
Ĝj. In fact, the delta method specifies the exact form of the induced variance σ
2
i :
σ2i = Of (µG)ΣmO
T
f (µG) , (36)
where Of is the gradient of the differentiable function f , µG is the mean value of
the normally distributed approximate argument vector Ĝm, and Σm is the covariance
of Ĝm (see [140]). Because we care about minimizing the variance, we note that σ2i
depends on the full covariance matrix of the estimated arguments. If the gradient of
f is such that σ2i depends negatively (positively) on a covariance entry Σm(jk), we can
reduce the variance σ2i by inducing positive (negative) covariance between Gj and Gk.
In our focus case of kernel estimators, Gj and Gk will often be summations of
kernel functions over the same datasets. We can therefore induce positive correlation
between the estimates Ĝj and Ĝk by sharing the sampled indices from one with the
other. It should be noted that in some cases the gradient of f or the characteristics of a
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dataset are such that variance is actually increased by inducing correlation. Obviously
we would not use correlated sampling in such cases, and it is easy to check empirically
whether or not correlation helps. All methods examined in our experiments benefited
from correlated sampling, dramatically so in the case of estimating kernel regression
MSE scores, due to the quotient form of f in that case (see Figure 7).
4.4 Experiments
Although the final RSMC algorithm has a strong relative error guarantee, the guar-
antee is contingent on having a sufficiently large number of strata nstrat and initial
sample size mmin. Whether these parameters can be set high enough for the guarantee
to hold while still yielding a practical, fast approximation algorithm is an empirical
question. Our first set of experiments seeks to answer this question by perform-
ing RSMC approximations over medium-sized datasets (10–50K points) where exact
evaluations are feasible to compute for comparison to our approximations. We use
the exact values to test how well the RSMC error bound holds empirically, and mea-
sure speedups relative to exact evaluation. Our results show strong satisfaction of the
error guarantee while at the same time attaining speedups in the tens and hundreds.
Having established that the RSMC error guarantee can hold with practical sample
sizes, we perform a second phase of experimentation to test for scalability. Specifically,
we perform RSMC approximations over datasets containing millions and tens of
millions of points. Though exact error checking is impossible at this scale, our aim is to
gauge the level of speedup in the large-data case. We find that RSMC demonstrates
speedups as high as 105–106.
Our interest is in fast kernel estimators, so we collect measurements over a full
bandwidth optimization for two different kernel estimator objectives. Specifically,
we optimize over the leave-one-out MSE score for kernel regression (SKR), and the
leave-one-out ISE score for kernel density estimation (SKDE). In both cases we use
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the Gaussian kernel. Note that these score functions are an unscalable O(n2) to
evaluate exactly. Each of the estimators has a single bandwidth parameter to be
optimized. To represent a typical optimization procedure, we whiten the data on a
per-dimension basis and evaluate the score functions at each bandwidth in the set
H = {10−4, 10−3, . . . , 102} (see [73] or [80] for similar procedures; the effect is to give
each dimension a variable bandwidth proportional to the per-dimensional standard
deviation). This generally covers the span from far below to far above the optimal
bandwidth, and thus represents the spectrum of bandwidth effects that a full, finer-
grained optimization would encounter. All experiments are performed across a diverse
array of real datasets in order to test the approximation algorithm under a variety
of realistic scenarios. In all cases we use correlated sampling between the recursive
summation estimates.
4.4.1 Error Control and Speedup on Medium-Scale Datasets
The objective of this first set of experiments is to validate the guarantee that relative
error will be less than or equal to ε with probability 1− δ. This requires the ability to
compare to exact answers, and therefore restricts us to medium-sized datasets ranging
between 10,000 and 50,000 points. The datasets used in this phase of experiments are
described in Table 4. For each dataset and each of the two objective functions (SKDE
and SKR), we evaluated the bandwidths in H both exactly and using RSMC across
a range of ε targets. In all cases we set 1 − δ = 0.95 and determined appropriate
settings for nstrat and mmin by trial and error.
We used the values and runtimes of the exact computations to determine the
relative errors and speedups of the RSMC approximations. Figure 10 summarizes
the error performance by listing, for each dataset and each objective function, the
fraction of invocations that returned values at or below the error target. As a baseline,
we employed the subsample-and-run-exact technique on subsamples of size 50. The
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Table 4: Descriptions of the six datasets used for medium-scale experiments, ranging
from 17,605 to 50,000 in size and from 3 to 9 in dimension.
name size dimension notes
sp500 17,605 6 stock time series
cadata 20,640 9 census data
spectral 46,420 5 red-shift spectral measurements
sdss 50,000 3 Sloan Digital Sky Survey objects
quasar50K 50,000 4 quasar identification dataset
galaxy50K 50,000 3 output of a galaxy simulation
fraction of subsampling invocations that meet the highest ε targets from the RSMC
invocations are shown for comparison.2 The salient things to note in these results are
that RSMC is consistently able to meet its error guarantee, and that this is much
better performance than the naive subsample-and-run-exact baseline. The difference
would be even more stark if we included only near-optimal bandwidths, in which
case the subsampling fractions would drop nearly to zero. Also, though not apparent
from Figure 10, when RSMC missed its error target it was always by a relatively
small amount, whereas when subsampling missed the target, it was usually by a large
margin. Altogether, RSMC has thus demonstrated very reliable error control.
The speedup of the RSMC invocations over a range of ε values are displayed
in Figures 12–23 at the end of the chapter. As expected, in all cases the speedup
factor increases substantially with ε, ranging from the tens to the hundreds across
the various datasets and error levels. While this is decent speedup performance,
representing reductions from hours to seconds or minutes of computation, the true
strength of RSMC lies in its dependence on dataset complexity rather than dataset
size, and this can only be seen at scale.
2Though the fractions for subsampling may in some cases seem surprisingly high, this is because
H includes bandwidths far from the optimal, which are so large or small as to make most kernel
evaluations equal, in which case sampling any few of them gives a reasonable approximation.
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Figure 10: Percentages of runs achieving their ε relative error target for RSMC
and simple subsampling on SKDE (upper) and SKR (lower). The target percentage is
1− δ = 0.95, as represented by the dashed line.
4.4.2 Scalability on Large Datasets
Having given empirical validation of the error guarantees, we now turn to compu-
tational performance in the large data case. The setup is identical to that of the
previous section, except that the datasets are now too large for exact evaluation to
be practical. The particular datasets we use here, quasar2M and galaxy16M, are
supersets of the quasar50K and galaxy50K datasets, and contain 2 million and 16
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Figure 11: Speedup vs. relative error tolerance for SKR on the galaxy16M (upper)
and quasar2M (lower) datasets.
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million points, respectively. We extrapolate exact runtimes based on their O(n2)
growth order and the known runtimes from quasar50K and galaxy50K. Again, all
times measured are for the entire optimization over H. We plot the speedup of
RSMC approximation over extrapolated exact runtimes in Figure 11. The results
are significant, with speedups on the order of 104 to 105 for quasar2M, and on the
order of 106 for galaxy16M. In absolute terms, RSMC approximation reduced the
runtimes from nearly 3 years to half and hour for quasar2M, and from nearly 50 years
to 20 minutes for galaxy16M. These speedups represent several-order-of-magnitude
improvement over the prior state of the art, and open the way to applications with
massive data that have previously been impossible.
4.5 Conclusion
We have presented a recursive stratified Monte Carlo method, RSMC, for efficiently
approximating a broad class of nested-summative computational forms. Summations
of this type form the key O(n2)+ computational bottlenecks in kernel estimators and
elsewhere in machine learning. RSMC injects trees into Monte Carlo to perform
highly efficient stratified sampling. It also automatically controls relative error to fall
within user-specified tolerances with high probability, given a sufficient initial sample
size. We have shown a sample complexity bound for RSMC estimation that depends
only on statistical features of the input data, and not on dataset size directly. This
is particularly attractive for the large-data case, which is our focus. Empirically, our
results validate the theoretical error guarantees on real datasets, and the algorithm
has produced speedup factors as high as 105–106 on datasets with as many as 16
million points. This is several orders of magnitude faster than the previous state of
the art, and should enable new applications and even the derivation of new methods
that might have otherwise not been considered due to impracticality.
There remain significant directions in which the method presented here could be
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extended. Unconditional small-sample error control and automatic determination
of stratification granularity are chief among these, and would eliminate the tweak
parameters of the algorithm. Nonetheless, RSMC has shown impressive promise and
could become the go-to method for training kernel estimators on massive data.
Having brought the Multi-Tree Monte Carlo methodology to bear on kernel es-
timators and the general nested-summative class, we now turn to a very different
computational type, the linear algebraic, in the form of the SVD. Though a vastly
different type of computation, we will find that similar principles can be brought to
bear, resulting in similar computational acceleration. This will in turn push us toward
the general form of the Multi-Tree Monte Carlo methodology, providing a glimpse of
how broadly it may be applied.
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Figure 12: Speedup vs. relative error tolerance for SKDE on the sp500 dataset.
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Figure 13: Speedup vs. relative error tolerance for SKDE on the cadata dataset.
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Figure 14: Speedup vs. relative error tolerance for SKDE on the spectral dataset.
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Figure 15: Speedup vs. relative error tolerance for SKDE on the sdss dataset.
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Figure 16: Speedup vs. relative error tolerance for SKDE on the quasar50K dataset.
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Figure 17: Speedup vs. relative error tolerance for SKDE on the galaxy50K dataset.
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Figure 18: Speedup vs. relative error tolerance for SKR on the sp500 dataset.
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Figure 19: Speedup vs. relative error tolerance for SKR on the cadata dataset.
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Figure 20: Speedup vs. relative error tolerance for SKR on the spectral dataset.
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Figure 21: Speedup vs. relative error tolerance for SKR on the sdss dataset.
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Figure 22: Speedup vs. relative error tolerance for SKR on the quasar50K dataset.
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Figure 23: Speedup vs. relative error tolerance for SKR on the galaxy50K dataset.
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CHAPTER V
RECIPROCAL TREES AND MONTE CARLO:
FAST SINGULAR VALUE DECOMPOSITION
Having demonstrated the effectiveness of Multi-Tree Monte Carlo in accelerating ma-
chine learning methods with summative computational forms, we now turn to a very
different type of computation: the Singular Value Decomposition (SVD). The SVD is
a key linear algebraic operation at the heart of many methods both in machine learn-
ing and data mining, as well as many other fields. Its computational cost, however,
makes it unscalable and impractical for the massive-sized datasets becoming common
in applications. While the SVD is of a fundamentally different computational type
than the generalized summations previously addressed, we show that the Multi-Tree
Monte Carlo approach from Chapters 3–4 can be adapted to produce a fast, error-
controlled approximation. Specifically, we present a new method, QUIC-SVD, for
fast approximation of the whole-matrix SVD with automatic sample size minimiza-
tion and empirical relative error control [82]. Though we draw upon recent low-rank
matrix approximation ideas from the theory and algorithms community, previous ap-
proaches have not addressed the whole-matrix SVD nor benefited from the efficiency
of automatic, empirically-driven sample sizing. Experimentally, we show that QUIC-
SVD attains speedups on the order of 103–105 over exact SVD on matrices containing
billions of entries. Such speedups represent computation times being reduced from
years to hours and from days to minutes. Thus, QUIC-SVD shows the kind of
scalability that should meet the needs of a wide array of methods and applications,
especially those dealing with large-scale data, repeated invocations, time-sensitivity,
etc. The adaptation of Multi-Tree Monte Carlo to the linear-algebraic SVD will also
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lead us to a generalized formulation of the Multi-Tree Monte Carlo methodological
framework, which in turn suggests how we might go about developing fast approxi-
mations for methods beyond those considered in this thesis.
5.1 Introduction
The Singular Value Decomposition (SVD) is a fundamental linear algebraic opera-
tion whose abundant useful properties have placed it at the computational center of
many methods in data mining and machine learning. Among such methods, princi-
pal components analysis (PCA), along with its kernel and other nonlinear variants
[128, 122] are perhaps the most well known, but all methods involving the eigende-
composition of a symmetric, positive semidefinite matrix can be computed by the
SVD. Linear systems, least-squares problems, and matrix inversions can be solved by
the SVD, leading to its use in methods for manifold and metric learning, clustering,
natural language processing/search, collaborative filtering, bioinformatics and more
[54, 57, 34, 107, 27, 10, 62, 43, 18, 51, 50]. Indeed, though it is sometimes overkill,
the SVD can be used to solve essentially any problem in numerical linear algebra.
Notwithstanding the utility of the SVD, it is critically bottlenecked by a computa-
tional complexity that renders it intractable on massive datasets. Yet massive datasets
are rapidly becoming the norm in applications, many of which require real-time re-
sponsiveness or would use the SVD more liberally if it were not so slow to compute.
We present a new method, QUIC-SVD, that provides a fast approximation of the
whole-matrix SVD with automatic sample size minimization and empirical relative
error control. Error tolerance is specified by the user, and QUIC-SVD automati-
cally produces an approximation within the user-specified tolerance. The algorithm
is based on a new type of data partitioning tree, the cosine tree, that shows excellent
ability to home in on the data subspace needed for good SVD approximation.
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Our approach draws on a recent vein of work concentrated in the theory and al-
gorithms community, in which fixed low-rank matrix approximations are obtained by
sampling. In contrast to such methods, we are interested the actual SVD rather than
a matrix approximation, and we address the whole-matrix case (i.e., with quality ap-
proximately as good as full-rank) rather than a fixed low-rank approximation (which
can be of much lower than full-rank quality). These distinctions are critical for many,
if not most, applications. We show that QUIC-SVD runs in time O(kmn) on an
m×n matrix, where k is the rank required to get within the user-specified error toler-
ance (k is determined automatically by the algorithm; its minimum value depends on
spectral structure of the matrix). We demonstrate empirically that sampling based
on cosine trees is dominantly more efficient than any previously proposed sampling
scheme, and that QUIC-SVD attains speedups on the order of 103–105 on dataset
matrices containing billions of entries, while correctly keeping error to within user-
specified tolerances. Based on these results, we conclude that QUIC-SVD should be
able to help address the scale of modern problems and datasets, with the potential
to benefit a wide array of methods and applications.
5.2 Notation and SVD Background
For A ∈ Rm×n, we write A(i) for the ith row of A and A(j) for the jth column. We
use Om×n to represent the subset of Rm×n whose columns are orthonormal. Since the
columns of V ∈ Om×n are an orthonormal basis, we sometimes use expressions such
as “the subspace V ” to refer to the subspace spanned by the columns of V .
Throughout this chapter we assume m ≥ n, such that our sampling-based method
gives bigger speedup by sampling rows than columns. This is no loss of generality,
since whenever m < n we can perform SVD on the transpose, then swap U and V
to get the SVD of the original matrix. Alternatively, row-sampling-based methods
have analogous column-sampling versions that can be used in place of transposition;
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however, we leave these implicit and develop only the row-sampling versions.
The following theorem defines the singular value decomposition:
Theorem 10. Let A be an m× n real matrix of rank ρ. Then there exists a factor-
ization of the form
A = UΣV T , (37)
where U ∈ Om×ρ and V ∈ On×ρ are orthogonal matrices of sizes m × ρ and n × ρ,
respectively, and Σ is diagonal with entries σ1 ≥ σ2 ≥ . . . ≥ σρ > 0.
Equivalently, we can write the SVD as a weighted sum of rank-one outer products:
A =
ρ∑
i=1
σiuiv
T
i , (38)
where ui and vi represent the ith columns of U and V . The columns ui and vi
are referred to as the left and right singular vectors, while the weights σi are the
singular values. With m ≥ n, the computational cost of the SVD is O(mn2). The
following relations also hold: Avi = σiui, A
Tui = σivi, ||Avi||F = ||ATui||F = σi.
If A is (symmetric) positive definite, it follows that: 1) U = V , 2) the SVD is
the same as the eigendecomposition, and 3) the singular vectors/values are equal to
the eigenvectors/values. In particular, AAT = UΣ2UT and ATA = V Σ2V T , so the
right singular vectors are the eigenvectors of AAT , the left singular vectors are the
eigenvectors of ATA, and the squared singular values are the eigenvalues of both AAT
and ATA. Thus, the SVD can be used to solve eigenproblems such as PCA.
Often we are interested in lower-rank approximations to the full-rank matrix A.
It can be shown (Eckart-Young theorem) that the optimal k-rank approximation, in
the sense of minimizing ||A− Ã||2F , is the k-rank truncation of the SVD:
Ak =
k∑
i=1
σiuiv
T
i = UkΣkVk , (39)
where Uk contains the top k left singular vectors (m × k), Vk contains the top k
right singular vectors (n × k), and Σ contains the top k singular values (k × k). Ak
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represents the projection of the rows/columns of A onto the subspace spanned by the
top k right/left singular vectors, i.e., Ak = AVkV
T
k = UkU
T
k A. Thus, the optimality of
Ak implies that the columns of Vk and Uk span the k-rank row and column subspaces
in which A’s projection has minimum squared error. Equivalently, the subspaces
spanned by Vk and Uk maximize the Frobenius norm of A’s projection onto them:
Vk = argmax
Ṽ ∈On×k
||AṼ Ṽ T ||2F (40)
Uk = argmax
Ũ∈Om×k
||Ũ ŨTA||2F . (41)
This formulation is suggestive of an SVD approximation scheme in which we seek
first to find a lower-dimensional subspace that captures enough of A to attain a
desired error tolerance, then perform the SVD of A’s projection onto the subspace.
An important procedure we will require is the extraction of the best approximate SVD
to A from within a subspace V̂ . Algorithm 5.1 describes this procedure; portions of
this idea appeared in [51] and [31], but without enumeration of its properties. We
state some of the key properties as a lemma.
Lemma 4. Given a target matrix A and a row subspace basis contained in the columns
of V̂ , ExtractSVD has the following properties:
1. Returns a full SVD, meaning U and V with orthonormal columns, and Σ diag-
onal.
2. UΣV T = AV̂ V̂ T , i.e., the extracted SVD reconstructs exactly to the projection
of A’s rows onto the subspace spanned by V̂ .
3. UΣV T has optimal squared-error reconstruction of A among all SVDs whose
rows are restricted to the span of V̂ .
Proof. Properties 1 & 2. AV̂ is the projection of A onto V̂ , expressed in the coordi-
nates of V̂ ’s basis. By computing the SVD of (AV̂ )TAV̂ = U ′Σ′V ′T , we obtain the
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Algorithm 5.1 Optimal approximate SVD within a row subspace V̂ .
ExtractSVD
Input: target matrix A ∈ Rm×n, subspace basis V̂ ∈ On×k
Output: UΣV T , the SVD of the best approximation to A within the subspace
spanned by V̂ ’s columns.
1. Compute AV̂ , then (AV̂ )TAV̂ and its SVD: U ′Σ′V ′T .
2. Let V = V̂ V ′, Σ = (Σ′)1/2, and U = (AV̂ )V ′Σ−1.
3. Return U , Σ, V .
SVD row basis and squared singular values of AV̂ . Left-multiplying V ′ by V̂ rotates
the SVD row basis back to the original coordinate system, and taking the square
root of Σ′ gives us the correct singular values. With V and Σ in hand, we compute
U = AV Σ−1. Because V = V̂ V ′ and we have already computed AV̂ , we get this by
U = (AV̂ )V ′Σ−1 (note that we avoid recomputation of AV̂ ). Thus, ExtractSVD
returns the SVD of A’s projection onto V̂ , and it is a true SVD.
Property 3. It is a basic geometrical fact that the optimal squared-error approx-
imation to A within V̂ is AV̂ V̂ T . By property 2, ExtractSVD returns the SVD
of AV̂ V̂ T . Thus, the SVD it returns is optimal in squared-error reconstruction of A,
given the restriction to the subspace of V̂ .
Note that the runtime of ExtractSVD is O(kmn + k2(m + n)) for the various
matrix products, plus O(k3) for the SVD of (AV̂ )TAV̂ . Since k ≤ n ≤ m, this sim-
plifies to O(kmn), which is a reasonable linear scaling in the number of matrix terms
mn. In contrast, the O(mn2) cost of computing the exact SVD represents quadratic
scaling in terms of one of the matrix dimensions (for a dataset, this is quadratic in
either the number of points or number of dimensions). Though feasible for small-
to-medium-sized datasets or offline processing, many applications involve real-time
learning and/or data matrices with dimensions ranging from tens of thousands to
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millions and beyond. Quadratic scaling is simply too slow. We need a fast approx-
imation, but the key is to produce an SVD that is not just fast, but controllably
accurate so that it can be relied on as a component in sophisticated, higher-level
algorithms. If we could efficiently find a suitable subspace for such an SVD, the SVD
would be computable in O(kmn) time by ExtractSVD. This is the launch point
for QUIC-SVD.
5.3 Previous Work
Our approach draws upon ideas from a recent vein of work in the theory and algo-
rithms community, in which subsampling is used to get a low-rank approximation to
an input matrix. While low-rank matrix approximation (LRMA) is different from
approximation of the whole-matrix SVD, it is closely related and similar techniques
can serve both problems. We summarize the main results from the LRMA work, then
describe the distinctions between the problem of LRMA and our problem of whole-
matrix SVD approximation, and between our methods and those used in LRMA.
5.3.1 Low-Rank Approximation with Additive Error Control
The idea of low-rank matrix approximation is that the user specifies a fixed low rank
k, and the algorithm tries to output a matrix close to the optimal k-rank approxima-
tion of the input matrix A. As noted earlier, the optimal k-rank approximation is the
k-truncated SVD Ak =
∑k
i=1 σiuiv
T
i , which shows a connection between LRMA and
the SVD. The work of Frieze, Vempala, and Kannan [53, 52] originated the insight
that LRMA could be solved via sampling methods. They use a subsample of rows and
columns to generate a k-rank subspace onto which the input matrix can be projected
with boundable error. Sampling is performed with respect to the length-squared dis-
tribution, i.e., the probability of sampling a row/column is proportional to its squared
length: pi ∝ ||A(i)||2F/||A||2F . This is essentially an importance-sampling procedure,
and is shown to minimize variance among fixed-probability sampling schemes.
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As a quality-control guarantee, the Frieze et al. work shows that if the number of
sampled rows/columns is O(max{k4
ε3
, k
2
ε4
}), the low-rank approximation Â will satisfy
the following additive error bound:
||A− Â||2F ≤ ||A− Ak||2F + ε||A||2F . (42)
Since Ak is the optimal k-rank approximation, ||A − Ak||2F is an absolute lower
bound on ||A− Â||2F . ||A||F , however, can be arbitrarily large relative to ||A−Ak||F ,
so this additive bound is of questionable utility. Â is returned implicitly in the form of
a k-orthonormal basis V̂ = [v1 . . . vk], which is an approximation to the optimal Vk; Â
would be computed by projecting A onto this subspace: Â = AV̂ V̂ T . The algorithm
is said to run in “constant” poly(k, 1
ε
) time; however, this excludes the O(mn) cost
of computing the length-squared distribution, as well as the O(kmn) cost that would
be required to compute Â from its “description” V̂ . One additional item of note is
that the row/column sampling scheme is numerically unstable in practice, requiring
an extra filtering step in the algorithm.
Most of the follow-on work has consisted of improvements to the sample com-
plexity while retaining the additive error bound. Drineas et al. [40, 39] derive a
O(k/ε2) sample complexity for sampling columns only, and simplify the row/column
sample complexity to O(k2/ε4). They also give a spectral-norm error bound analo-
gous to Equation 42 at sample complexities of O(1/ε2) (column-only) and O(1/ε4)
(row/column). Runtime in the column-sampling case acquires an additional linear
factor of max{m,n}. Although Drineas et al. refer to their algorithms as Lin-
earTimeSVD and ConstantTimeSVD, they do not actually compute an SVD,
but an approximation to the singular values and left singular vectors only (i.e., the
same “description” of the LRMA that Frieze et al. use, which again ignores the
O(kmn) time required to actually compute the approximate matrix from the descrip-
tion). Producing a full SVD from this output is non-trivial; see Algorithm 5.1 and
Lemma 4. In particular, the approximate singular vectors from these methods are
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not aligned in their subspace, in the sense that they do not successively capture a
maximal amount of the input matrix magnitude. Because of this non-maximality,
the Û and Σ̂ returned by the Drineas et al. methods fail to generate a V̂ = AT ÛΣ̂−1
with orthonormal columns, which is another critical feature of the true SVD . Many
applications depend on both the maximality and orthogonality guarantees of a true
SVD, and cannot tolerate this breaking of the SVD semantics.
Column-only and the analogous row-only sampling methods turn out to have
good numerical stability, so most later work has favored these over joint row/column
sampling. Empirical studies by Drineas et al. [40, 38] observe that even the tighter
O(k/ε2) row-sample complexity bound is generally quite loose, i.e., targeted error
levels can actually be achieved with many fewer samples than are required for the
theoretical error guarantee. In [40], they suggest that approximation error could be
checked in empirical Monte Carlo fashion against the input matrix, and the sample
size increased until the error condition is satisfied. This idea was never pursued, most
likely for three reasons: 1) the optimal error ||A − Ak||2F is unknown, and therefore
cannot be checked empirically, 2) even if it could be, the proposed idea would require
full recalculation of the low-rank approximation subspace each time the sample size
is increased, which becomes expensive, and 3) the additive nature of the error bound
of Equation 42 is not very useful anyway. A related notion of empirical, iterative
error checking, however, will be an essential ingredient in our approach, since our
whole-matrix error criterion can be empirically checked and our method allows us to
reuse the results of intermediate sample sizes without recomputation.
Achlioptas et al. [2, 1] present an alternative type of sampling method that per-
forms randomized sparsification of the input matrix to speed standard k-rank SVD
methods (e.g., orthogonal or Lanczos iteration). Standard k-rank SVD methods spend
the bulk of their time computing matrix-vector products, which are computationally
cheaper when the matrix is sparse. Achlioptas et al. show how a certain type of
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randomized perturbation of the input matrix can increase sparsity without disturb-
ing results in expectation. Computation time for the sparsified algorithm is at least
O(M + kM ′ + kn2), where M is the number of non-zero entries in the input, and
M ′ is the number of non-zero entries after sparsification. Error bounds are similar in
form to Equation 42, for both Frobenius and spectral norms, with one subtlety: the
additive error is proportional to a constant term to which the runtime is inversely
proportional. The authors claim this method is comparable to the Drineas et al.
column-sampling method in case of the Frobenius bound, and generally better in the
case of the spectral bound.
5.3.2 Low-Rank Approximation with Relative Error Control
Deshpande and Vempala [31] provided the first Monte Carlo LRMA method with a
relative error bound. Their bound takes the following form:
||A− Â||2F ≤ (1 + ε)||A− Ak||2F . (43)
This bound is obtained by sampling in rounds, where rows are sampled in each round
from the length-squared distribution of the residual of A relative to the span of
the samples from previous rounds. The bound is achieved with O(k/ε + k2 log k)
samples, but each recalculation of the sampling distribution is expensive, resulting in
O((k/ε + k2 log k)M + (k2/ε2 + k3 log k/ε2 + k4 log2 k)(m + n)) runtime, where M is
the number of non-zero entries in A (M = mn in the dense case, making the runtime
at least O(k2mn)).
Friedland et al. [51] specified an LRMA method with no actual error guarantee
but that attempts an ad hoc relative error termination criterion. Their algorithm
refines a k-dimensional subspace through a series of iterations to capture an increasing
amount of the input matrix magnitude ||A||F . Each iteration extends the subspace
by orthonormalizing a few newly sampled rows, finds the SVD of A’s projection onto
the extended subspace, then truncates the SVD basis back to rank k. This procedure
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is guaranteed never to worsen the subspace, and when an iteration fails to improve
the subspace by more than some ε, the algorithm terminates. The method runs in
O(kmn) time; however, this ignores the unbounded number of iterations. The major
drawback is the lack of an error guarantee: the algorithm could easily sample a row
set that happens to add very little improvement to its current subspace, resulting in
premature termination. On the positive side, their method is capable of returning
an actual SVD, albeit at the fixed low rank k. Empirical results show reasonable
convergence to near-optimal error with the termination criterion turned off (i.e., the
algorithm is allowed to run indefinitely and the input matrix is small enough that
the approximation can be checked against the known exact answer). Speedups are
somewhat disappointing though, reaching only 42 for a random 8000 × 200 matrix.
The idea of updating an intermediate subspace while checking an error condition,
however, is a key one that we will leverage.
Finally, Sarlós describes a method based on random projections [125]. He shows
that with Θ(k/ε) random combinations of rows one can produce a k-rank approxima-
tion satisfying:
||A− Â||F ≤ (1 + ε)||A− Ak||F . (44)
Note that this is on the norm, rather than the squared norm as in Equation 43.
Runtime is O((k
ε
M + (m+ n)k2/ε2) log 1
δ
), with M the number of non-zero entries in
A and 1 − δ the probability of success. No empirical studies have been performed,
but, as with previous methods, the Θ(k/ε) bound is almost certainly loose and may
contain significant hidden constants.
Additionally, some of these techniques have been applied or adapted to clustering
[40, 54, 32, 33], matrix multiplication [41, 42], and collaborative filtering [43].
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5.3.3 Summary of LRMA Sampling Techniques
Most of the LRMA algorithms feature a sampling method used to build up a subspace
on which to project the input matrix with bounded error. Though it solves a different
problem, our SVD method operates similarly, so these sampling methods are directly
comparable to our tree-based approach. Three main sampling techniques are pre-
sented in the literature,1 and we will discuss each from the perspective of iteratively
sampling a set of points, updating a subspace to include their span, and continuing
until the subspace captures the input matrix to within a desired error threshold. This
is how our method works, and it is similar to the framework used by Friedland et al.
[51]. Note that the overall guiding principle in sampling for subspace construction is
that the subspace will be constructed most efficiently if each new sample point is a
good representative of the points that are not yet well represented in the subspace.
5.3.3.1 Length-Squared Sampling (LS)
In this scheme, rows are sampled with probabilities proportional to their squared
lengths: pi = ||A(i)||2F/||A||2F . LS sampling was used in the seminal work of Frieze,
Kannan, and Vempala [53], as well as in the follow-on work of Drineas et al. [40, 38,
39]. It is essentially an importance sampling scheme, assigning higher probabilities
to rows that have more impact on the error objective ||A − Â||2F , and is shown to
minimize expected error among all fixed probability distributions. However, it has two
important weaknesses. First, a row can have high norm while not being representative
of other rows. Second, the distribution is non-adaptive, in that a point is equally likely
to be drawn whether it is already well represented in the subspace or not. Both of
these lead to wasted samples and needless inflation of the subspace rank.
1We exclude theoretical constructs such as the volume sampling technique of Deshpande and
Vempala [31], which has no practical implementation, as well as redundant reformulations of equiv-
alent sampling schemes.
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5.3.3.2 Residual Length-Squared Sampling (RLS)
Residual length-squared sampling was introduced by Deshpande and Vempala [31].
RLS modifies the length-squared distribution after each subspace update by setting
pi = ||A(i) − ΠV (A(i))||2F/||A − ΠV (A)||2F , where ΠV represents projection onto the
current subspace V . In other words, it samples from the LS distribution of the row
residuals relative to the current subspace. By adapting to the residuals, this method
avoids drawing samples that are already well represented in the subspace. Unfortu-
nately, there is still nothing to enforce that any sample drawn will be representative of
other rows with high residual length. Further, the updating of the residuals requires
an expensive s passes through the matrix for every s samples that are added, which
significantly limits practical utility.
5.3.3.3 Random Projections (RP)
Sarlós’ random projection method [125] rounds out the list of sampling techniques.
The idea is to sample random linear combinations of the rows, where the combination
coefficients are random numbers, e.g., drawn from a standard Gaussian. This method
is strong in one aspect where LS and RLS are weak — because all rows influence every
sample, each sample is likely to represent a sizeable number of rows. A disadvantage,
however, is that the combination coefficients are not informed by importance, e.g., a
row of small length with a high coefficient can wash out many rows of great length
whose coefficients are small. Further, each linear combination requires a full matrix
pass, and the sampling distribution is non-adaptive, just as in basic LS. One could
imagine doing random projections on residuals, but it would be costly, requiring two
full matrix passes per sample.
Each of these sampling methods presents both strengths and weaknesses. Some of
the weaknesses may have been overlooked or tolerated previously because the methods
lend themselves to proving elegant bounds. Nonetheless, there is a clear opportunity
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to combine aspects of these ideas with a more practical slant. We introduce a new
sampling method based on a novel partitioning scheme called the cosine tree. Cosine
tree sampling will be seen to dominate all previous sampling methods, and forms the
foundation of the QUIC-SVD.
5.4 QUIC-SVD: Whole-Matrix SVD Approximation with
Relative Error Control
Rather than produce low-rank matrix approximations or even low-rank SVD ap-
proximations, we seek to solve a different but related problem: approximation of
the whole-matrix SVD with relative error control. Table 5 summarizes the differ-
ences between our reformulated problem of whole-matrix SVD approximation and
the problem of low-rank matrix approximation which was the focus of previous work.
First, we produce a true SVD, with the proper diagonal Σ and orthogonal U and V
whose columns capture successively maximal amounts of the input matrix magnitude
within their respective subspaces. Contrast this with LRMA, which returns a low-
rank matrix Â or an unaligned (non-successively-maximal) V̂ (or Û , but not both)
and Σ̂ only. Second, we approximate the SVD of the full original matrix, rather than
approximating relative to a low-rank version. Third, because our approximations are
with respect to the full matrix, our error bound is also relative to the full matrix,
rather than being additive or relative to a low-rank version of the matrix.
These distinctions are critical for numerous applications, such as solving linear sys-
tems, least-squares problems, or anything requiring the matrix pseudoinverse, such
as Gaussian process regression or kernel ridge regression. They are also important
because they preserve the semantics of the SVD, which are frequently and sometimes
implicitly relied upon in algorithms making use of the SVD. Another reason to ad-
dress the whole-matrix SVD is that in many applications (e.g., PCA) we need as
many singular vectors as are necessary to capture a specific fraction of the magni-
tude/variance of the input matrix. We thus need our approximation to have some
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Table 5: Distinctions between whole-matrix SVD approximation and low-rank ma-
trix approximation.
Whole-matrix SVD approximation Low-rank matrix approximation
True SVD: U , Σ, and V Â or unaligned V̂ & Σ̂ only
Address full-rank matrix Fixed low-rank k
Full-rank relative error bound k-rank error bound, additive or relative
minimal rank; however, we cannot know the required rank without first computing
the full or nearly full SVD! We therefore have no way, a priori, of knowing what value
of k to use in computing a fixed k-rank SVD. From a practical perspective, then, it
is often more useful to approximate the whole-matrix SVD than one of fixed rank k.2
Using the true whole-matrix SVD as our target also makes the approximation task
significantly harder than LRMA. Specifically, we target the following whole-matrix
relative squared error bound:
||A− Â||2F ≤ ε||A||2F , (45)
where A is the input matrix and Â = ÛΣ̂V̂ T is the matrix reconstructed from our
approximate SVD. It is crucial that any error bound have a relative form in order
to be meaningful. Further, Frobenius-norm bounds such as this are more powerful
than the spectral-norm bounds used in some related work. Since the approximation
target is now the known A instead of an unknown Ak, we can check error empirically
(exactly or approximately) against it. This enables us to formulate an algorithm
that iteratively builds up the approximation, checks error, and continues building
only if the error bound is not yet satisfied. Because we can terminate immediately
once the desired error tolerance is reached, we can adaptively minimize the number
of samples and therefore maximize computational speed. Contrast this with the low-
rank approximation methods that mostly produce their approximations as a one-off
2It is understandable that work with a primarily theoretical focus would ignore the case of
approximating the full matrix, since its exact error can be trivially checked against the input matrix,
which obviates the derivation of error bounds.
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Table 6: Distinctions between subspace construction in QUIC-SVD and previous
LRMA methods.
QUIC-SVD Previous LRMA Methods
Iterative buildup with tight empirical er-
ror control
Fixed-size computation with loose error
bound
Adaptive sample size minimization Fixed a priori sample size (loose)
Cosine tree sampling Various sampling schemes
computation with a fixed, over-large sample size. Deshpande et al. do an incremental
build-up and adapt the sampling distribution, but they do not adapt the sample size,
which remains fixed. Friedland et al. also build their approximation incrementally,
but have no error bounds. None of them use empirical error control.
Thus, in addition to solving a different problem, the QUIC-SVD is also distinct
from previous work in the way that it discovers a suitable subspace and controls for
relative error. Table 6 summarizes the differences in approach. Key points include:
1) iterative buildup with fast empirical error checking, vs. pre-determined sampling
rounds based on loose error bounds; 2) adaptive minimization of sample size based on
empirical error checks, vs. fixed a priori sample sizes determined by loose bounds; and
3) a highly efficient sampling scheme based on cosine trees, vs. various less efficient
sampling schemes.
5.4.1 Cosine Trees
QUIC-SVD operates by building up a subspace to capture the input matrix A to a
desired degree of fidelity, at which point it extracts the SVD of A’s projection into
the subspace. For efficiency, the subspace is built via a sampling procedure, and for
maximum efficiency we need to minimize the rank of the final subspace. We therefore
require the most rank-efficient of sampling procedures. The LRMA literature provides
several sampling options, but as noted above, each option has significant drawbacks.
The cosine tree enables a new sampling procedure for subspace discovery. It
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Algorithm 5.2 Cosine tree construction.
CTNode
Input: A ∈ Rm×n
Output: cosine tree node containing the rows of A
1. N ← new cosine tree node
2. N.A← A
3. N.splitP t← RowSampleLS(A)
4. return N
CTNodeSplit
Input: cosine tree node N
Output: left and right children obtained by cosine-splitting of N
1. for each N.A(i), compute ci = |cos(N.A(i), N.splitP t)|
2. if ∀i, ci = 1, return nill.
3. cmax = max{ci|ci < 1}, cmin = min{ci}
4. Al ← [ ], Ar ← [ ]
5. for i = 1 to N.size
(a) if cmax − ci ≤ ci − cmin, Al ←
[
Al
N.A(i)
]
(b) else Ar ←
[
Ar
N.A(i)
]
6. return CTNode(Al), CTNode(Ar)
possesses the strongest features of all previous LRMA sampling procedures: compu-
tational ease, adaptivity to intermediate sampling results, and representation of more
than one row at a time. Because it combines these strengths, it empirically dom-
inates previous sampling methods in terms of sample efficiency (see Section 5.5.1),
thus making it the right sampling procedure for our SVD approximation algorithm.
The procedure for constructing a cosine tree is specified in Algorithm 5.2. The
essential concept is to sort the rows of the matrix into groups within which all rows are
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close to lying on the same subspace. Once we achieve this, we need only guarantee
good representation of one representative from each group, and the rest will also
be well represented. Mutual closeness is gauged by absolute cosines. We illustrate
this idea with an example in Figure 24. In this example, the cosine tree is over the
rows of a two-column matrix, which we illustrate as points in two-dimensional space.
Starting at the root node, a split point is chosen by sampling from the LS distribution,
which is a cheap source of information about the relative significance of each point.
The remaining points are then sorted in descending order of their absolute cosine
relative to the split point. We split the sorted list at the point where the cosines
becomes closer to the low end than the high end of the list. This amounts to fixing
an angular cutoff around the line through the split point, as illustrated by the dashed
lines in Figure 24. The idea is that the points within the angular cutoff are closer to
lying on a common subspace than the points outside the cutoff, and therefore can be
grouped for a compact-but-high-fidelity representation. Representation is provided
by the centroid of each node, which captures some influence from each point in the
node. A subspace being constructed would be expanded so that its span covered the
representative point of each newly expanded node.
The splitting procedure repeats recursively, as within-cutoff points go to the left
child and without-cutoff points go to the right child. A node with all points parallel or
antiparallel is not split. As shown in the figure, this eventually results in frontier nodes
whose points are close to lying along the same line. In the QUIC-SVD algorithm,
the expansion order is prioritized by the residual error of each frontier node relative
to the current subspace.
Why is this helpful for subspace discovery? The ideal subspace discovery algorithm
would oracularly choose as samples the singular vectors vi. Each vi is precisely the
direction that, added to the subspace spanned by the previous singular vectors, will
capture the most residual magnitude over all rows of the matrix. Because cosine
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Figure 24: A cosine tree in two dimensions.
tree expansion is prioritized by the residual error of the frontier nodes, sampling
is always focused on the areas where the most residual magnitude remains to be
captured. As cosine-based splitting guides the nodes toward having nearly parallel
rows, the residual magnitude of each node is increasingly likely to be mostly captured
along the direction of the node centroid. Expanding a subspace in the direction of
the highest-priority node centroid is therefore a good guess as to the direction that
will capture a maximal amount of the residual matrix magnitude. Thus, cosine tree
sampling approximates the ideal of oracularly sampling the true singular vectors.
Note that the cost of a single split is O(mn) to compute O(m) cosines at a cost of
O(n) each. Also, the length-squared distribution need only be computed once, at a
cost of O(mn). Expanding a cosine tree to k frontier nodes therefore takes O(kmn)
time (k − 1 splits at O(mn) each plus the one-time O(mn) for the LS distribution).
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5.4.2 QUIC-SVD
We now specify an algorithm, QUIC-SVD, for leveraging cosine trees to construct a
whole-matrix SVD approximation with relative error control. Algorithm 5.3 lists the
procedure. We provide a schematic illustration in Figure 25. The algorithm forms a
cosine tree on the input matrix, then iteratively 1) splits the node with highest error,
2) expands a growing subspace basis to span the right child’s mean, and 3) checks
the projection error of the input matrix onto the subspace. Once the projection error
is low enough, subspace construction terminates and the ExtractSVD algorithm is
invoked to return the SVD of the projection of the input matrix onto the subspace.
The error guarantee provided by QUIC-SVD is formalized as Theorem 11.
Theorem 11. Given a matrix A ∈ Rm×n and a relative error threshold ε ∈ [0, 1],
the algorithm QUIC-SVD returns an SVD U,Σ, V such that Â = UΣV T satisfies
||A− Â||2F ≤ ε||A||2F .
Proof. We need to establish 1) that the algorithm terminates, and 2) that it does so
with an SVD satisfying the stated relative error bound. We first show termination.
The algorithm proceeds by expanding the nodes of a cosine tree in an order prioritized
by the residual squared error of each node’s projection onto the current subspace basis
V̂ at the time the node is created. Each newly-created right child has the mean of
its rows added to the basis V̂ after being orthonormalized relative to V̂ (line 4(d)).
The splitting process is iterated until either sqErr < ε||A||2F or Q.isEmpty(). If the
first condition is ever satisfied, the algorithm terminates. If not, after m − 1 splits
we have m nodes, so each node contains only a single row and will eventually be
popped from the queue with no insertion of child nodes (line 4(a-b)). The queue will
therefore become empty, triggering the second loop-termination condition. Thus, the
algorithm is guaranteed to terminate.
We now show the error bound is satisfied in either termination condition. In
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Algorithm 5.3 QUIC-SVD, a whole-matrix SVD approximation algorithm with rel-
ative error control.
QUIC-SVD
Input: A ∈ Rm×n, ε ∈ [0, 1]
Output: an SVD U,Σ, V s.t. Â = UΣV T satisfies ||A− Â||2F ≤ ε||A||2F
1. V̂ ← [ ], AV̂ ← [ ], sqErr ← ||A||2F
2. Nroot ← CTNode(A)
3. Q← EmptyPriorityQueue(); Q.insert(Nroot, 0)
4. while sqErr > ε||A||2F and !Q.isEmpty()
(a) N ← Q.pop();
(b) if N.size == 1, continue
(c) Nl, Nr ← CTNodeSplit(N)
(d) µr ← Nr.rowMean; vr ← unitize(µr − µrV̂ V̂ T )
(e) V̂ ←
[
V̂ vr
]
; AV̂ ←
[
AV̂ Avr
]
// add next column to V̂ and AV̂
(f) sqErr ← sqErr − ||Avr||2F
(g) Q.insert(Nl, ||Nl.A||2F − ||(Nl.A)V̂ ||2F ) // prioritize by residual error
(h) Q.insert(Nr, ||Nr.A||2F − ||(Nr.A)V̂ ||2F )
5. return ExtractSVD(A, V̂ , AV̂ ) // pass AV̂ to avoid recomputation
the case of termination due to Q.isEmpty(), the subspace basis V̂ will have been
expanded until it spans all rows of A. ExtractSVD (line 5) will therefore return
the exact SVD of A, which trivially satisfies the theorem’s error guarantee. Now
consider the remaining case of termination due to sqErr ≤ ε||A||2F . We have already
established that ExtractSVD (line 5) returns the SVD of A’s projection onto V̂
(see Lemma 4). Thus, the SVD returned by QUIC-SVD reconstructs to Â = AV̂ V̂ T ,
where V̂ is the final subspace basis after termination of the main loop (line 4). We
therefore need only show that the terminal V̂ satisfies ||A − AV̂ V̂ T ||2F ≤ ε||A||2F .
Because AV̂ V̂ T is an orthogonal projection, the Pythagorean theorem implies that
||A − AV̂ V̂ T ||2F = ||A||2F − ||AV̂ V̂ T ||2F . Changing coordinate systems does not affect
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=> U, Σ, V 7. compute projected SVD
Figure 25: Schematic illustration of the QUIC-SVD algorithm.
squared lengths, so ||AV̂ V̂ T ||2F = ||AV̂ ||2F . The variable sqErr is initialized to ||A||2F
(line 1), and as each new column vr is added to V̂ , sqErr is decreased by ||Avr||2F .
Thus, at the start of each loop, sqErr = ||A||2F − ||AV̂ ||2F , which, as we have shown,
is equal to ||A − AV̂ V̂ T ||2F . The sqErr ≤ ε||A||2F termination condition therefore
implies ||A− AV̂ V̂ T ||2F ≤ ε||A||2F , which is all we need for the theorem to hold.
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5.4.2.1 Running Time Analysis
Let the rank of the final subspace V̂ be k. The running time analysis for QUIC-SVD
is as follows:
1. O(kmn) for expanding the cosine tree to k nodes (line 4(c)), and for k compu-
tations of Avr (line 4(e)).
2. O(k2n) for orthonormalizations (line 4(d)).
3. No significant contribution from lines 4(g)-(h) because we track the projec-
tion error of each row incrementally as we compute the product Avr; thus,
||(Nl/r.A)V̂ ||2F is already available. ||Nl/r.A||2F has also already been computed
in generating the length squared distribution for Nl/r.A.
4. Since we pass AV̂ as an argument, only O(k3) for ExtractSVD (line 5).
The overall runtime is therefore O(kmn). Note that the O(kmn) contribution from
expanding the cosine tree has a very small hidden constant, as most nodes below
the root have far fewer than m points. The incremental multiplication of Avr to
produce the columns of AV̂ is therefore the most costly operation by far. Note that
the computation of Avr accomplishes several tasks simultaneously: 1) computing
the projection onto each new basis, 2) updating the global projection error, and 3)
updating the per-row projection error to enable per-node error prioritization. Hitting
these three birds with a single computational stone is crucial to the algorithm’s speed.
But what of the final subspace rank k? It depends both on the spectral structure
of the matrix and the sampling efficiency of the prioritized cosine tree. The O(kmn)
runtime means we are greatly benefited by a compact subspace — our error bound
requires the subspace V̂ to capture a threshold amount of the input matrix magnitude,
and we favor subspaces that do so with minimal rank. The exact SVD gives us a lower
bound on the rank required to achieve a given error threshold ε. Recall that Vk from
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the k-truncated exact SVD captures the largest possible amount of A’s magnitude
among all k-rank subspaces. Let kε be defined as follows:
Definition 4. kε is the smallest rank k such that the k-truncated SVD row basis Vk
satisfies ||A− AVkV Tk ||2F ≤ ε||A||2F .
Figure 26 illustrates how kε is determined by the matrix spectrum. Since our V̂
at rank k can do no better than Vk, it follows that QUIC-SVD will always terminate
with k ≥ kε. In general this lower bound on k is not tight, since we have no way
to sample the singular vectors of Vkε directly. However, kε provides an important
link between the O(kmn) runtime of our algorithm and the spectral structure of
the input matrix. This can be seen from the fact that ||AVkV Tk ||2F =
∑
i σ
2
i , which
implies that ||A−AVkV Tk ||2F = ||A||2F−||AVkV Tk ||2F =
∑ρ
i=1 σ
2
i −
∑k
i=1 σ
2
i =
∑ρ
i=k+1 σ
2
i .
Rearranging this yields an alternate definition: kε is the smallest rank k such that∑k
i=1 σ
2
i ≥ (1ε −1)
∑ρ
i=k+1 σ
2
i . In other words, kε is the tipping point at which the sum
of the top k squared singular values becomes greater than an ε-dependent multiple of
the sum of the bottom ρ−k squared singular values. Clearly, matrices whose spectra
are more concentrated in the top singular values will have smaller values of kε. Our
experiments will show that real datasets tend to show such concentration, and it is
precisely these cases in which QUIC-SVD will give greatest acceleration.
Additionally, the speedup of QUIC-SVD over exact SVD can be written as
O(mn
2
kmn
) = O(n
k
). This implies that among matrices with the same number of en-
tries (mn), QUIC-SVD will show greatest speedup for those that are closest to
square (largest n). Nonetheless, as we will see, QUIC-SVD can still give substantial
speedup even in the case of thin matrices and matrices with broad spectra.
Finally, we note that while our discussion of QUIC-SVD has been in terms of
dense matrices, the algorithm is certainly applicable to sparse matrices as well. Not
all sparse matrices, however, will see significant speedup with QUIC-SVD. This is
because QUIC-SVD performs best when there is significant linear structure in the
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relative error of optimal k-rank subspace
Figure 26: kε is determined by the spectrum of the matrix, as represented here by
a graph of the relative squared error of AVkV
T
k vs. k.
data, such that a lower-dimensional subspace can capture much of the input matrix
magnitude. In the sparse case, however, rows tend to be mostly orthogonal to one
another, such that a nearly full-rank subspace is required for low-error approximation
(i.e., the spectrum is broad and kε is high). QUIC-SVD still works but is less
advantageous in such cases. Nonetheless, for any sparse matrix with sufficient lower-
dimensional linear structure, QUIC-SVD will provide good speedup. For this reason,
we do not restrict our scope to the dense case.
5.5 Empirical Results
We present three phases of experimentation. First, we compare the efficiency of priori-
tized cosine tree sampling to that of the various sampling methods from the low-rank
matrix approximation literature. Cosine tree sampling shows empirical dominance
across a battery of real datasets. Second, we measure the speed and error perfor-
mance of QUIC-SVD on a variety of medium-sized dataset matrices (millions to
tens of millions of entries) of differing shapes and spectral structures. Finally, we
test the scalability of QUIC-SVD through timing experiments on a set of large-scale
matrices containing hundreds of millions to billions of entries.
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5.5.1 Cosine Trees vs. Previous Sampling Methods
Because of the O(kmn) runtime of QUIC-SVD, it is imperative that its sampling
method be efficient in generating high-accuracy subspaces with compact rank. It
should be clear that prior LRMA sampling techniques could be substituted for the
cosine tree technique used in QUIC-SVD. What justifies our use of cosine trees?
We demonstrate in this section that cosine tree sampling empirically is dominantly
more rank-efficient than prior LRMA sampling methods. Because the final rank k is
the critical determinant of QUIC-SVD runtime, rank-efficiency is paramount. This
must be balanced, however, against the computational cost of the various sampling
procedures. The residual length-squared and random projection approaches require
a full matrix pass per sample, and are therefore not only less rank-efficient but signif-
icantly more expensive than cosine tree sampling, in which each sample requires only
a pass through the selected node. (Note that this disparity in computational cost
is also the reason use cosine trees rather than Arnoldi iteration, which requires an
expensive matrix-vector product per expansion of the subspace — such products are
cheap for the sparse matrices targeted by Arnoldi iteration, but we are targeting the
general case). Simple length-squared or uniform sampling are strictly cheaper than
cosine tree sampling, but they are less rank-efficient by a large margin, which washes
out the smaller per-sample cost. Thus, the dominant rank-efficiency and reasonable
per-sample cost of cosine tree sampling make it the right technique for QUIC-SVD.
To demonstrate how cosine tree sampling is an improvement over the state of the
art, we give a series of plots showing the average relative squared error versus subspace
rank on a series of real dataset matrices for the following sampling procedures: cosine
tree (CT), length-squared (LS), residual length-squared (RLS), random projections
(RP), and uniform (with replacement) (UNI). As a baseline we show the optimal
error line of the true SVD subspace at each rank (Opt). We use a set of medium-
sized matrices (millions to tens of millions of entries) for this set of experiments so
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Table 7: Descriptions of the six matrices used for medium-scale experiments, ranging
from 3.6 million to 53 million entries in size.
name size description
mars 2,000 × 1,783 image of the Martian surface
madelon-kernel 2,000 × 2,000 Gaussian kernel matrix derived from NIPS
2003 Workshop on Feature Extraction
declaration 4,656 × 3,923 high-res scan of US Decl. of Independence
mnist 70,000 × 754 a standard handwritten character recogni-
tion dataset
arcene 10,000 × 900 from NIPS 2003 Workshop on Feature Ex-
traction
galaxy 10,000 × 3,840 spectra of 10,000 galaxies from the Sloan
Digital Sky Survey
that the exact SVD is feasible to compute. These matrices are described in Table 7.
Figures 27–32 show the results. All sampling results are averaged over five runs.
Cosine tree sampling dominates the other methods in that its error line is always
lowest. The separation is usually quite large, with two exceptions: 1) arcene, where
LS, RLS, and RP closely track CT, and 2) galaxy, where RLS is somewhat close to
CT. It is particularly striking how close the CT line is to the true SVD line for three
out of six matrices (mars, madelon-kernel, and mnist). No other sampling procedure
comes close to such performance. This result is remarkable given how much cheaper
the cosine tree is than exact SVD or the next-best competitors, RLS and RP.
It is also worth noting how the sampling error lines follow the general shape of the
exact SVD line. This speaks to the way in which spectral structure affects the rank
arrived at in the subspace buildup of QUIC-SVD. Specifically, the lower bound kε
for any ε can be found be tracing the horizontal line from ε on the vertical axis to
its intersection with the Opt line. The actual k achieved by cosine tree sampling is
found at the intersection with the CT line. Clearly, k ≥ kε in all cases. While k is
not directly determined by the spectrum as kε is, it is nonetheless governed by the
general shape of the spectrum: if the Opt line falls sharply, k is small just as kε is
small, while a flatter Opt line results in a larger k just as it results in a larger kε.
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Figure 27: Relative squared projection error vs. subspace rank for mars.
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Figure 28: Relative squared projection error vs. subspace rank for madelon-kernel.
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Figure 29: Relative squared projection error vs. subspace rank for declaration.
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Figure 30: Relative squared projection error vs. subspace rank for mnist.
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Figure 31: Relative squared projection error vs. subspace rank for arcene.
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Figure 32: Relative squared projection error vs. subspace rank for galaxy.
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5.5.2 Error Control and Speedup on Medium-Scale Matrices
With the foregoing results establishing the effectiveness of prioritized cosine tree sam-
pling, we now turn to the composite performance of the QUIC-SVD. Our goal is
twofold: 1) to provide empirical verification of the QUIC-SVD error guarantee, and
2) to gauge the speedup provided by QUIC-SVD over exact SVD on a variety of
real datasets. We ran QUIC-SVD on the six medium-scale matrices described in
Table 7. Though various in shape, these matrices represent the scale of millions to
tens of millions of entries. We ran QUIC-SVD at a range of ε error tolerances. Each
run was replicated five times. We also ran an exact SVD3 to get a baseline runtime
for comparison. For verification of error control, we report the minimum and max-
imum relative squared errors (as a fraction of the target ε) observed across all runs
at all error levels on each matrix. These results are listed in Table 8. For runtime
performance, we show for each matrix a plot of speedup (over exact SVD) vs. error
tolerance ε in Figures 33–38.
The main thing to note about the error performance is that it never exceeds the
target ε, as indicated by the fact that none of the maximum fraction-of-ε relative
errors is greater than 1. The error guarantee of Theorem 11 is thus demonstrated
empirically. More interestingly, the runtime performance shows significant speedups
over exact SVD, ranging from the tens to the low tens of thousands at error levels
of 0.01–0.1. Note particularly the effect of squareness. The squarer matrices (mars,
madelon-kernel, declaration, galaxy) show significantly higher speedups, from the low
hundreds to the mid thousands and even as high as 15,000 as ε increases. The thinner
matrices, on the other hand, start in the tens and rise no higher than ∼1,000. This
is in accord with the order O(n
k
) speedup expression given in Section 5.4.2.1.
Thus, overall, we see speedups on the order of 10–104 for the medium scale. In
3The SVD we used is based on that of LINPACK, and is nearly identical to that used in LAPACK
or MATLAB.
114
Table 8: Minimum and maximum relative squared error (as a fraction of ε), across
all runs at all error levels for each medium-scale matrix.
matrix min max
mars 0.688 0.999
madelon-kernel 0.566 0.999
declaration 0.679 0.999
mnist 0.965 0.999
arcene 0.933 0.999
galaxy 0.767 0.999
absolute terms, the largest of these speedups reduces a 7.4 hour exact runtime to 1.7
seconds at 4% squared error, 4.3 seconds at 1% squared error, or 8.9 minutes at 0.25%
squared error (galaxy matrix). Even the matrices with lower speedups still showed
impressive absolute reductions, such as from 3.9 hours to 2.4 minutes at 4% error for
mnist. Such acceleration represents a qualitative leap into a new speed regime.
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Figure 33: Speedup vs. error tolerance for mars.
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Figure 34: Speedup vs. error tolerance for madelon-kernel.
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Figure 35: Speedup vs. error tolerance for declaration.
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Figure 36: Speedup vs. error tolerance for mnist.
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Figure 37: Speedup vs. error tolerance for arcene.
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Figure 38: Speedup vs. error tolerance for galaxy.
5.5.3 Scalability on Large Matrices
Our last set of experiments tests the scalability of QUIC-SVD on large matrices
containing hundreds of millions to billions of entries, i.e., the size of our 16GB RAM.
Table 9 describes these matrices. QUIC-SVD was run over a range of ε values, with
performance averaged over five runs as before. In the case of these large matrices,
however, it was not practical for us to compute the exact SVD for runtime comparison.
Instead, we ran exact SVD on subsets of the rows, then extrapolated the exact runtime
based on its O(mn2) growth order. In general this tends to underestimate the exact
SVD time, so the speedups we give here can be interpreted as conservative estimates.
Figures 39–41 show the speedup performance with respect to ε.
As is apparent from the plots, speedup increases with ε just as in the medium-
scale case. The magnitudes of the speedups, however, are much larger, ranging from
about 1,000 to 50,000 for netflix-covar, 2,000 to 14,500 for zeta, and 3,000 to 339,000
for dna-kernel. Note how the thin zeta matrix is significantly less accelerated than
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Table 9: Descriptions of the three matrices used for large-scale experiments, ranging
from 0.3 to 1.8 billion entries in size.
name size description
netflix-covar 17,700 × 17,700 movie-movie covariance from Netflix prize
dataset
zeta 900,000 × 2,000 from ICML 2008 Pascal Large Scale Learn-
ing Challenge (PLSLC)
dna-kernel 37,500 × 37,500 kernel matrix derived from subsampled
PLSLC dna dataset
the two square matrices. This is again in accord with the O(n
k
) order of speedup. In
absolute terms, we have reduction from 1.2 years to 2.6 hrs at 2.25% squared error
for dna-kernel, from 16.5 days to 2 minutes at 1% squared error for zeta, and from
54 days to 1.4 hours at 1% squared error for netflix-covar. Again, we emphasize the
qualitative leap in performance that makes QUIC-SVD a different creature, in terms
of speed and scalability, than the exact SVD. Overall, the several-order-of-magnitude
speedups and controlled error would seem to make QUIC-SVD an attractive option
for any algorithm computing large-scale or speed-imperative SVDs.
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Figure 39: Speedup vs. error tolerance for netflix-covar.
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Figure 40: Speedup vs. error tolerance for zeta.
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5.6 Conclusion
We have presented a fast approximate SVD algorithm, QUIC-SVD, and demon-
strated speedups as high as 104 and 105 on dataset matrices containing billions of
entries. These speedups represent reductions in computation time from years to
hours and from days to minutes. QUIC-SVD differs from previous related work
in that it 1) addresses whole-matrix SVD approximation rather than low-rank ma-
trix approximation, 2) uses tight, empirically-driven error control, and 3) employs
a new, more efficient sampling procedure based on iterative cosine tree expansion.
We have demonstrated that cosine tree sampling empirically appears to dominate
previous sampling techniques in terms of subspace construction efficiency, with per-
formance remarkably close to optimal in several instances. We have also shown that
QUIC-SVD provides an automatic relative error guarantee with user-controlled error
tolerance, which allows the user to choose the tradeoff between speed and accuracy
according to the needs of particular SVD applications.
As a method combining spatial partitioning trees with sampling, QUIC-SVD
is also clearly an instantiation of the Multi-Tree Monte Carlo methodology. It is a
particularly important instance because it moves Multi-Tree Monte Carlo out of the
realm of n-body-type problems and into the realm of linear algebra. This is sugges-
tive of other potential linear algebraic applications of the MTMC methodology. It
also suggest expanding MTMC into still other areas containing additional distinctive
computational forms, such as the various branches of optimization. By extracting the
commonalities among the various MTMC methods we have shown thus far, we can
construct a general algorithmic framework that will form the foundation for thinking
about how to apply MTMC to new computational forms. This framework is the
substance of our final chapter.
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CHAPTER VI
THE MULTI-TREE MONTE CARLO FRAMEWORK
As we have seen, our approximation methods use several different patterns of inter-
action between trees and sampling. The fast KCDE training method of Chapter 3
injects Monte Carlo estimates into a dual-tree expansion, the recursive Monte Carlo
algorithm of Chapter 4 uses trees in stratified sampling, and the QUIC-SVD of
Chapter 5 uses a tree to guide sampling, which in turn guides the expansion of the
tree. Thus, three modalities of Multi-Tree Monte Carlo have emerged: Monte Carlo
in trees, trees in Monte Carlo, and reciprocally interacting trees and Monte Carlo.
In this chapter we seek to unify these modalities into a general framework to help us
distill the essence and explore the scope of the methodology. We give a framework
meta-algorithm that formalizes and generalizes the patterns used by the algorithms
we have developed. This meta-algorithm does not directly derive new MTMC algo-
rithms, but rather provides a seed point to which we can return for guidance as we
derive new approximation algorithms. Though the individual algorithms presented in
the foregoing chapters have shown large efficiency gains several orders of magnitude
beyond the prior state of the art, the idea of the methodology may ultimately be a
greater contribution as the “gift that keeps on giving.”
What are the essential characteristics of Multi-Tree Monte Carlo? Given an ob-
ject θ to be estimated with error tolerance ε, a MTMC algorithm features iterative
buildup of an approximation θ̂, frequent error checking to enable the soonest possible
termination, and the interleaving of trees and sampling to guide the buildup and error
estimation. We formalize this with the meta-algorithm schematic shown in Figure 6.
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Multi-Tree Monte Carlo
1. Obtain an initial estimate θ̂ using an initial partitioning and sampling.
θ
2. while err(θ̂) > ε
(a) (optional) Refine the partitioning in light of θ̂, err(θ̂), and samples drawn.
(b) Draw additional samples guided by the partitioning, θ̂, and err(θ̂).
(c) Refine or recalculate θ̂.
θ
(d) Recalculate or reestimate err(θ̂).
Figure 42: Multi-Tree Monte Carlo meta-algorithm schematic.
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To illustrate how the MTMC meta-algorithm leads to concrete MTMC methods
for specific problems, consider how the methods from Chapters 3–5 fit into the frame-
work. First we examine MCLL, the fast KCDE training method of Chapter 3, which
represents the pattern of Monte Carlo in trees (see Algorithm 3.3). Its initial parti-
tioning consists of dual kd-tree roots, and its initial estimate of the log-likelihood is
based on pairs of samples between those nodes. This is step 1 of the meta-algorithm.
If the estimate does not satisfy the error bound sufficient conditions we derived, we
iteratively split a frontier node (step 2(a)), resample from pairs of frontier nodes to get
new estimates (steps 2(b)-(c)), and re-check the error bound conditions (step 2(d)).
This is a clear instantiation of the meta-algorithm
Next, consider RSMC, our recursive Monte Carlo algorithm for nested-summative
forms such as kernel estimators (Algorithm 4.4). RSMC represents the pattern of
trees in Monte Carlo. It begins by expanding a tree until its frontier contains a user-
specified number of nodes (strata). This is framework step one. The initial error
estimate is effectively infinite, and the algorithm proceeds by iteratively sampling
from the tree strata (step 2(b)), folding the new samples into the stratified sample
mean (step 2(c)), and estimating error based on the stratified sample variance (step
2(d)). Thus, RSMC also fits squarely into the framework. Note that step 2(a) is
skipped in this case, since the tree is never refined beyond its initial expansion.
Lastly, QUIC-SVD (Algorithm 5.3) also unifies with the meta-algorithm, and
represents the mode of reciprocal trees and Monte Carlo. It begins with the default
unpartitioned dataset and chooses its mean as a sample point. This sample point
is used to construct the initial subspace estimate, which implicitly represents the
approximate SVD. These constitute step 1 of the framework. Then, iteratively, the
algorithm splits the partition with highest error based on a sampled split point (step
2(a)), takes the right child’s mean as the next sample point for the subspace (step
2(b)), expands the subspace to span the new sample point (step 2(c)), and updates
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the error using projection onto the new subspace dimension (step 2(d)).
Thus we see that while each algorithm is unique in its particulars, they all flow
within the framework described by the MTMC meta-algorithm. It should be clear
that the methodology represented by the meta-algorithm can be used to derive a
host of additional approximation methods. Certainly methods with forms similar to
those we have already addressed are likely to be amenable to similar acceleration
techniques. For instance, many methods in machine learning require costly kernel
matrix inversions. We could accelerate such inversions and even avoid explicit con-
struction of the kernel matrix using a kernelized cosine tree and techniques similar
to the QUIC-SVD. Kernel machines such as SVMs have both a summative and lin-
ear algebraic side to them, which suggests a connection to our summative-form and
SVD approximations. Graphical model inference is related to solving linear systems,
which can be done by the SVD. On the other hand, we also have computational forms
entirely distinct from summative and linear algebraic forms that may also yield to
MTMC approximation. Optimization, for instance, is a particularly attractive area
because of its ubiquity, and presents many enticing targets such as linear, quadratic,
and semi-definite programming.
Obviously there are many avenues to explore, and it is especially fruitful to concen-
trate on core computational engines like the SVD that are widely used as components
in higher-level methods. Acceleration of such fundamental computations can produce
widespread uplift and impact. It is our hope that elaborating the Multi-Tree Monte
Carlo methodology as we have done may help to quicken the pace and guide the
course of these developments.
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CHAPTER VII
CONCLUSION
Multi-Tree Monte Carlo is a new approach to error-controlled algorithmic acceleration
of machine learning and related methods. It combines the spatial partitioning aspect
of classical multi-tree methods with Monte Carlo and other sampling techniques. In
doing so, an essential compromise is made: high computation speed at the price
of losing determinism. In the large-data, high-responsiveness applications that are
quickly becoming the norm, this is arguably very often the right sacrifice to make.
Using the MTMC methodology, we have obtained the following fast approximation
methods:
1. Fast training for kernel conditional density estimation by injecting Monte Carlo
into state-of-the-art dual-tree methods. Speedups as high as 105 have been
shown on datasets of up to 1 million points.
2. Fast training for general kernel estimators and other nested-summative forms
by injecting multiple trees into Monte Carlo. Speedups as high as 106 have been
shown on tens of millions of points.
3. Fast singular value decomposition using a new form of sampling tree called
the cosine tree. Speedups as high as 105 have been shown on dataset matrices
containing billions of entries.
These results combine to support our central thesis, which is that the Multi-Tree
Monte Carlo methodology can be used to produce approximate machine learning
methods that are: 1) highly accelerated, 2) error-controlled, and 3) scalable to large
datasets.
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As discussed in the Introduction, this thesis consists of three subclaims, and es-
tablishing it requires us to establish each subclaim as it pertains to the methods we
have developed (see Figure 1). High acceleration has certainly been shown in the
empirical speedups demonstrated by each method across a broad array of datasets.
Error control has been shown for each method, both theoretically and with empirical
verification. Lastly, scalability has been evidenced by highly efficient performance as
we have applied each method to large-scale data. Thus, the claims of the thesis have
been validated by the body of work presented herein.
7.1 Future Extensions
The continued development of the Multi-Tree Monte Carlo methodology should in-
clude at least two key thrusts: 1) expanding the set of fast approximation algorithms
derived using MTMC techniques, and 2) refining, generalizing, and improving the
reusability of the framework.
On the first point, there are algorithms that can fairly obviously be accelerated
by MTMC in the near term, as well as algorithmic areas that would require substan-
tially more research to determine whether they can helped by MTMC. In the near-
term category, we have n-body-type problems related to the kernel estimator training
methods described in Chapters 3-4. These include problems such as evaluating kernel
estimators on a per-point basis over large datasets or over many bandwidths at once,
nearest-neighbor problems, range searches, and so on. For the RSMC algorithm
of Chapter 4 in particular, we have not yet explored the application to non-kernel-
estimator problems, such as Gaussian mixture models, support vector machines, and
stochastic gradient descent, all of which involve nested-summative forms of the sort
we have addressed. Also in the near term are extensions of the QUIC-SVD. For
instance, we have already mentioned the possibility of kernelizing QUIC-SVD in
order to accelerate methods that require costly inversion or decomposition of a kernel
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matrix (kernel PCA, Gaussian process regression, kernel ridge regression, etc.). A
“kernel tree” or “kernel cosine tree” might even be able to avoid explicit construction
of the n×n kernel matrix. Various enhancements to the cosine tree sampling method
may also be possible, e.g., by combining it with ideas from Arnoldi iteration. It may
even be possible to combine QUIC-SVD and RSMC directly in an approximation
method for local linear regression.
In the longer term are applications to areas such as optimization, different linear
algebra problems, and core machine learning methods we have not yet considered.
Some of these are convergent; for instance, some types of inference and learning in
graphical models appear to reduce to solving linear systems. In this case, a core
machine learning computation would be accelerated through a fast linear algebra
solver ((QUIC-SVD can already address this problem). Similarly, the inner loop of
Newton-style optimization methods requires inversion of the Hessian matrix, which
could be approximated directly by QUIC-SVD, or perhaps done even more efficiently
by creating tree structures that avoid explicit construction of the Hessian. Such an
advance could have large impact due to the wide use of Newton-type optimization
techniques. Additionally, we may consider other linear algebraic decompositions that
find important uses in machine learning, such as the QR decomposition, the general-
ized SVD, and so on. Semi-definite programming, which has gained recent popularity
in machine learning, may be amenable to a MTMC approach. MTMC acceleration of
support vector machine training and evaluation could have high impact, and seems
plausible given the linear-algebraic and summative forms of those computations. The
possibilities are extensive, and it seems wise to focus on the core-most operations
such that scalable MTMC approximations will generate the most widespread uplift.
In the course of expanding Multi-Tree Monte Carlo to cover a wider range of al-
gorithms, the methodology will likely be significantly refined. For instance, the error
criteria we have used in the foregoing chapters may not be right for future extensions.
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For linear algebraic applications, perhaps error under the Frobenius norm is not well
suited for some problems – perhaps error bounds based on the L1, L∞, or other norms
should be made available. It may be that incorporating supervision (class labels, re-
gression targets) will make for better error criteria, or even faster runtimes. It seems
likely that the set of spatial partitioning schemes will have to grow to accommodate
new applications. We have already mentioned the idea of kernelizing the cosine tree
or developing a Hessian-oriented tree. Many other schemes are possible, including hy-
brid Monte Carlo/deterministic approaches. Likewise, the set of sampling techniques
and sample-based error bounds used in MTMC approximations is currently small, but
could be augmented by things like quasi-Monte Carlo sampling, non-asymptotic con-
fidence bounds expressed purely in sample statistics, data-driven versions of standard
variance reduction techniques (control variates, antithetic variables, etc.; see [76, 61]),
and so on. In all of this, however, the core idea of “divide and sample” remains the
guiding principle, and the high-level meta-algorithm described in Chapter 6 seems
likely to remain fairly stable.
7.2 Implications for Machine Learning Applications
Our motivation in the development of Multi-Tree Monte Carlo has been to enable
machine learning to handle the massive data demands of modern applications both
present and future. Our goal has been the development of scalable, approximate,
error-controlled versions of machine learning algorithms, with a focus on accelerat-
ing core computational bottlenecks in order to generate widespread benefit to the
many algorithms that depend on those bottlenecks. We have provided both a general
methodology for producing scalable algorithms as well as specific fast approximations
for the SVD, kernel density estimation, kernel regression, kernel conditional density
estimation, and an entire class of nested-summative computational forms.
The SVD and kernel density estimation in particular are very widely used both
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directly and as components in higher-level machine learning algorithms. Methods
that use or could use the SVD include PCA, kernel PCA, general nonlinear man-
ifold learning (by virtue of reduction to kernel PCA), many clustering algorithms,
latent semantic indexing, SVD-based approaches to collaborative filtering, metric-
learning approaches based on eigenvalue problems, approaches to DNA microarray
reconstruction, and so on [128, 54, 57, 34, 107, 27, 10, 62, 43, 18, 143, 50]. Kernel
density estimation solves a fundamental statistical problem and is therefore often
used directly, but other methods that employ it include versions of particle filtering,
clustering methods such as the mean-shift or typical-cut algorithms, nonparametric
Bayes classification, feature extraction methods such as tree-dependent component
analysis (a generalization of ICA), computer vision applications such as segmentation
and tracking, and so on [22, 139, 46, 118, 7, 45].
Thus, by choosing such core computations as the targets for our fast approxima-
tions, the few methods we have provided here are like leaven in the loaf, as they can
provide an uplift to scalability for the many more sophisticated methods that make
use of them. This, in turn, will enable the use of those more sophisticated meth-
ods on large-scale datasets, allowing them to keep up with the demanding pace of
cutting-edge applications.
There remains, however, much to be explored in terms of the effect that approx-
imation will have on the statistical performance of higher-level algorithms. While in
this work we have endeavored to provide sensible forms of error control, it may be
that the type or degree of error we have examined here will not be appropriate for all
higher-level algorithms. For instance, suppose we use QUIC-SVD to compute PCA
for feature extraction or visualization. One might imagine that a fairly substantial
squared Frobenius-norm error on the order of 10% would be acceptable. When using
SVD to solve a linear system, however, it may be that we would need much smaller
error, or that the bound should be on the L∞ norm (maximum per-entry error).
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With respect to kernel estimators, it is frequently the case that objective functions
over bandwidths have wide, flat global optima, such that a large range of bandwidths
are essentially equivalent to the optimal [140]. In such cases, very high relative error
can be allowed on approximate bandwidth scores, since it is primarily the order of
magnitude that matters. For other nested-summative computations, however, it may
be that much tighter relative error bounds will be required, or that a bound on some
auxiliary quantity such as divergence in training error will prove more useful.
Clearly these issues will have to be explored for each higher-level algorithm or
class of higher-level algorithms for which we wish to use our fast approximations.
The results presented in Chapters 3–4 show that the level of speedup rises with the
level of error tolerance. Algorithms that can use our approximations at higher error
levels will therefore get the most benefit, while algorithms needing tighter error control
will see diminishing returns the less error they allow. In our experiments, we have
focused on relative error bounds in the range of 10%–40% for kernel method training
and 0.1%-25% for the SVD. These error levels have yielded speedups of several orders
of magnitude and more. Beneath these ranges, speedups are likely to decrease to the
level of 10− 102 for datasets similar in size to those we have addressed. Above these
ranges there may be additional speedup, though in some instances speedup reaches
a plateau near the top of the range. It seems fair to say that, in our experience thus
far, these error ranges represent the “sweet spot” of the speed/error tradeoff for our
MTMC methods. For higher-level algorithms that can use our fast approximations
with error levels in or near these ranges, MTMC should enable applications at scales
many orders of magnitude higher than previously feasible.
7.3 Summary
The move to Multi-Tree Monte Carlo approximation is a little like going from a steam
engine to a rocket. There is great power that, if properly harnessed, can enable
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entirely new and unconceived-of journeys; but if proper care is not taken, control can
easily be lost. Also, while a rocket is orders of magnitude more powerful than a steam
engine, it is not the right thing for every situation. Hence, one must be able to both
wield control and appreciate appropriateness.
Our methods have represented several different modes of Multi-Tree Monte Carlo:
Monte Carlo in trees, trees in Monte Carlo, and reciprocal interaction between trees
and Monte Carlo. These modes are unified in the MTMC meta-algorithm described in
Chapter 6, which formalizes the general MTMC methodology and serves as scaffold-
ing for thinking about how to develop MTMC approximations for methods beyond
those considered here. Taken together, we hope the various pieces of this work have
established a valuable approach to deriving fast and accurate approximate versions
of algorithms from machine learning, data mining, and other fields with related com-
putational forms. This will fill an important need as algorithms grow ever more
sophisticated and datasets ever larger, and should help machine learning and related
methods to successfully meet the ever more extreme demands that will be placed on
them by applications both now and into the foreseeable future.
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