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The electron beam-plasma system is ubiquitous in the space plasma environment.
Here, using a Darwin particle-in-cell method, the excitation of electrostatic and
whistler instabilities by a gyrating electron beam is studied in support of recent
laboratory experiments. It is assumed that the total plasma frequency ωpe is larger
than the electron cyclotron frequency Ωe. The fast-growing electrostatic beam-mode
waves saturate in a few plasma oscillations by slowing down and relaxing the electron
beam parallel to the background magnetic field. Upon their saturation, the finite am-
plitude electrostatic beam-mode waves can resonate with the tail of the background
thermal electrons and accelerate them to the beam parallel velocity. The slower-
growing whistler waves are excited in primarily two resonance modes: (a) through
Landau resonance due to the inverted slope of the beam electrons in the parallel
velocity; (b) through cyclotron resonance by scattering electrons to both lower pitch
angles and smaller energies. It is demonstrated that, for a field-aligned beam, the
whistler instability can be suppressed by the electrostatic instability due to a faster
energy transfer rate between beam electrons and the electrostatic waves. Such a com-
petition of growth between whistler and electrostatic waves depends on the ratio of
ωpe/Ωe. In terms of wave propagation, beam-generated electrostatic waves are con-
fined to the beam region whereas beam-generated whistler waves transport energy
away from the beam.
a)xinan@atmos.ucla.edu
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I. INTRODUCTION
Energetic electron beams are ubiquitous throughout the solar system, such as the up-
stream from the interplanetary shock1–3, the auroral ionosphere4,5, solar flares6, in the
outflow region of magnetic reconnection7,8 and possibly the Earth’s outer radiation belt9.
The electron beam provides a free energy source for generating various electrostatic and
electromagnetic instabilities. For example, a finite amplitude single electrostatic wave can
be excited by a small cold beam10,11. Whistler waves can also be excited by an electron
beam in a number of space plasma settings1,12–14. Some electrostatic structures, such as
double layers and electron holes, seems to be generated by current-carrying electron beams
in the presence of density inhomogeneities15. Artificial electron beams have been injected
into the Earth’s ionosphere and magnetosphere to probe the space environment and to
study the rich variety of waves in the beam-plasma interaction (see Ref. 16 and references
therein). Extensive laboratory experiments in the past have been conducted to study the
beam-generated whistler waves17–19 and electrostatic waves11. Accordingly, many numerical
experiments utilizing the particle-in-cell method were devoted to study the wave instabilities
excited in the electron beam-plasma interaction20–26.
A series of controlled laboratory experiments27–29 were performed to study the excita-
tion of whistler waves in the Large Plasma Device30 at University of California, Los Angeles
(UCLA). In the experiments, both electrostatic and whistler waves were excited by the injec-
tion of a gyrating electron beam into a cold plasma. It was demonstrated that the whistler
mode waves were excited through a combination of cyclotron resonance, Landau resonance
and anomalous cyclotron resonance28. A measurement of the electron distribution function
is desired to study the self-consistent wave-particle interactions. But such a diagnostic of
the electron distribution is not available at the present time. On the other hand, linear
kinetic theory can predict the growth rate of electrostatic beam-mode and whistler waves
for a given beam distribution. But the linear theory cannot resolve how the linearly un-
stable waves modify the electron distribution and therefore cannot resolve the saturation of
the beam instability. Moreover, since both electrostatic beam-mode and whistler waves can
extract energy from the inverted slope (∂fb/∂v‖ > 0, fb is the beam distribution function,
v‖ is the parallel velocity) of the electron beam through Landau resonance, the fast-growing
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of electrostatic beam-mode waves can affect the slow-growing whistler instabilities via this
inverted population. Here, using a self-consistent Darwin particle-in-cell method, we study
the excitation of electrostatic and whistler waves in a beam-plasma system, the associated
evolution of the electron distribution and the competing growth between electrostatic beam-
mode and whistler waves.
II. COMPUTATIONAL SETUP
The Darwin particle-in-cell (PIC) model used in this study is based on a two-dimensional
spectral code developed as part of the UCLA particle-in-cell (UPIC) framework31,32. The
Darwin PIC model has been used previously to study the whistler anisotropy instability
in the solar wind33 and Earth’s inner magnetosphere34,35. Compared to a conventional
electromagnetic PIC method, the Darwin PIC method excludes the transverse component
of the displacement current in Ampere’s law and hence excludes retardation effects and
light waves, but leaves the physics of whistler waves unaffected36–38. Thus the Darwin PIC
model does not have the restriction on the time step set by Courant condition ∆t < δ/c.
Here ∆t is the time step used in the simulation, δ is the grid spacing and c is the speed
of light. The grid spacing δ is required to resolve the Debye length to prevent numerical
heating. Consequently, for a plasma having a background thermal component (vt/c = 0.01)
as in this study, the fully electromagnetic PIC method requires a very small time step
(∆t . 0.01ω−1pe ) whereas the Darwin PIC method does not. Such an advantage greatly
improves the computation efficiency.
A beam-plasma system with two dimensions of configuration space and three dimensions
of velocity space is explored. The boundary conditions for both particles and fields are
periodic in two spatial directions. The computational domain consists of Lx = 4096 grids
in x direction and Ly = 1024 grids in y direction with a grid spacing of 0.02 de. Here
de = c/ωpe is the electron inertial length. ωpe is the plasma frequency. Each cell contains
64 particles, which is sufficient to keep a low level of particle noise and converge the growth
rate of instabilities. The time step is 0.1ω−1pe . The total simulation time is 500ω
−1
pe to include
both the linear and nonlinear stages of the instabilities. A uniform external magnetic field
B0 is applied in the x direction with a magnitude Ωe/ωpe = 0.2. In this study, the ions are
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immobile and form a charge neutralizing background. A beam ring distribution is initialized
in the system, which takes the form
fb ∝ e
−(
v‖−V‖b)
2
2v2
tb‖ e
− (v⊥−V⊥b)
2
2v2
tb⊥ (1)
It has a streaming velocity V‖b/c = 0.0766 parallel to the magnetic field and a velocity
ring centered at V⊥b/c = 0.0766 in the perpendicular direction, which corresponds to an
electron beam of 3 keV in kinetic energy and 45 degree in pitch angle, which is typical in the
experiment. The thermal spread of the beam is chosen as vtb‖ = vtb⊥ = 0.001c so that the
beam has a narrow “ring” in both parallel and perpendicular directions, mimicking that of
the experiment. The beam density profile is localized in the y direction and uniform in the
x direction, which takes the form
nb(y) =
nb,
3
8
Ly < y <
5
8
Ly
0, otherwise
(2)
The beam width Ly/4 is about 13 times larger than the gyro-radius of the beam electrons,
which is comparable to that in the experiment. In the beam region, the ratio of the beam
density nb to the total plasma density is nb/(nb +n0) = 1/8, where n0 is background plasma
density in the beam region. Note that the ratio of beam density to total plasma density is
about 0.001 ∼ 0.005 in the experiment, which is much lower than that in the simulation.
Correspondingly, relevant quantities in the simulation, such as the linear growth rate and
the saturation time of the waves, should be properly scaled to compare with that in the
experiment. The background electrons form a return current that cancels the beam current
in the parallel direction, i.e., nbV‖b +n0V‖0 = 0. Here V‖0 = −V‖b/7 is the streaming velocity
of background electrons in the beam region. Aside from this small streaming velocity in
the beam region, the background electrons have an isotropic Maxwellian distribution with a
thermal velocity of 0.01c (about 50 eV in thermal temperature). Outside the beam region,
the density of background electrons is nb + n0 so that the total plasma density is uniform.
III. THE WAVE FIELD
A slice of wave field data, electric field δEx and magnetic field δBx, is taken along the x
direction located at y = Ly/2 at every time step. The wave field δEx and δBx are Fourier-
transformed to the space of ω - k‖, where ω is the wave frequency and k‖ is the parallel wave
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number. The power spectral density of δEx is shown in Figure 1a. Note that the magnetic
power spectral density at the high frequencies around ωpe is much weaker than the electric
power spectral density. Thus the wave modes in Figure 1a are dominantly electrostatic. To
identify the wave modes, the electrostatic dispersion relation is written as (assuming k⊥ = 0)
1− ω
2
pe0
(ω − k‖V‖0)2
(
1 + 3k2‖λ
2
D
)− ω2pb
(ω − k‖V‖b)2 = 0 (3)
where λD is the Debye length of the thermal core electrons, ωpe0 is the plasma frequency of
core electrons and ωpb is the beam plasma frequency. Here the wave propagation is assumed
to be parallel, i.e. k⊥ = 0, since the propagation angle is found to be within 20 degrees with
respect to the background magnetic field. For a given k‖, the dispersion relation is solved for
a complex wave frequency ω. The real part of ω is shown for a spectrum of k‖ as the white
solid lines in Figure 1a. It is seen that the beam mode intersects with the Langmuir waves
and modifies the topology of the dispersion relation of Langmuir waves. The electrostatic
beam-mode waves has an enhanced power spectral density at k‖ = 0.5 ∼ 2ωpe/V‖b, which is
consistent with the unstable range of the imaginary part of ω (not shown). Note that the
intense electrostatic waves below ωpe would not be present without an electron beam. The
power spectral density of δBx is shown in Figure 1b. The wave modes below Ωe are whistler
waves. The white solid line in Figure 1b represents the dispersion relation of a whistler wave
propagating 55◦ with respect to the background magnetic field in a cold plasma. Whistler
waves co-streaming with the beam (k‖ > 0) have a stronger power than the waves counter-
streaming with the beam (k‖ < 0), indicating Landau resonance dominates over cyclotron
resonance in the present settings.
Figure 2 shows the field pattern of electrostatic beam-mode waves and whistler waves in
the post-saturation phase. In Figure 2a (Multimedia view), the longitudinal electric field,
δEL = −∇φ, along the x direction is displayed at t = 300ω−1pe after electrostatic beam-mode
waves saturate. Here φ represents the electrostatic potential. This field pattern indicate
the dominant nature of electrostatic waves at this time, since the electrostatic electric field
energy of beam-mode waves is much larger than that of whistler waves. A Fourier analysis
of the electrostatic wave field shows that substantial wave energy ranges in the parallel wave
number kx of 10 - 15ωpe/c, corresponding to 0.42 - 0.63 de in wavelength. The perpendicular
wave number ky of electrostatic beam-mode waves ranges between 0 - 4ωpe/c at the time
of wave saturation, which is much smaller than the parallel wave number kx. It is worthy
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FIG. 1. (a) The power spectral density of δEx. The solid white lines stand for the dispersion
relation of electrostatic waves (k⊥ = 0) by solving equation (3). The dashed white line represents
ω = k‖V‖b. (b) The power spectral density of δBx. The solid white line stands for the dispersion
relation of a whistler wave propagating at 55◦ with respect to the background magnetic field in a
cold plasma. Note that the parallel wave number k‖ is normalized by V‖b/ωpe in panel (a) whereas
it is normalized by c/ωpe in panel (b), in order to better manifest the typical wave length of each
wave.
to note that the excited electrostatic beam-mode waves only exist in the beam region (see
the integral multimedia for an animation of the evolution of δELx). In contrast, the excited
whistler waves can propagate out of the beam region, as shown by the wave magnetic field
δBx in x direction in Figure 2b (Multimedia view). This snapshot is also taken at t = 300ω
−1
pe
after whistler waves saturate. The beam-generated whistler waves have highly oblique wave
fronts with kx = 1 - 2ωpe/c and ky = 1 - 4ωpe/c based on a Fourier analysis of the wave
field, corresponding to a wavelength on the order of several electron inertial lengths. It is
also noted that there are surface waves at the edge of the beam due to sharp boundaries of
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the beam density profile (see equation (2)). To demonstrate that the energy is flowing out
of the beam, the Poynting flux is integrated for all the wave modes along the x direction
through the system. Note that the Poynting flux in the Darwin model (see Appendix B for
details) differs from that in the electromagnetic model, i.e.,
S =
c
4pi
[
(EL + ET )×B− 1
c
ET
∂φ
∂t
]
(4)
Here EL and ET are the longitudinal and transverse components of electric field, respectively,
satisfying ∇×EL = 0 and ∇ ·ET = 0. The y component of the integrated Poynting flux is
shown in Figure 3. Inside the beam, the Poynting flux can be oriented in both the +y and
−y directions, while outside the beam, it is directed only away from the beam indicating
that the energy is flowing out of the beam. The region outside of the beam in Figure 3a
is expanded and shown in Figure 3b. It is seen that the leading edge of the Poynting flux
propagates away from the beam as time advances.
FIG. 2. (a) The field pattern of the longitudinal electric field along the x-direction at t = 300ω−1pe .
(Multimedia view) (b) The field pattern of the wave magnetic field along the x-direction at t =
300ω−1pe . (Multimedia view)
IV. THE EXCITATION OF ELECTROSTATIC BEAM-MODE AND
WHISTLER-MODE WAVES AND THE ASSOCIATED EVOLUTION OF
THE ELECTRON DISTRIBUTION
We are now in a position to explore the excitation of electrostatic beam-mode and whistler
waves and the associated evolution of the electron distribution. The time series data of the
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FIG. 3. (a) The y component of the integrated Poynting flux as a function y position. It is color
coded by different time instants corresponding to the legend on the right. The beam region is
between the two dashed lines. (b) An expanded display of the integrated Poynting flux for one
side out of the beam indicating outflowing energy as a function of time.
electromagnetic fields is sampled at 32 locations centered in the x direction and equally
spaced in the y direction inside the electron beam. A continuous wavelet transform which
uses the Morlet wavelet function39,40, is applied to the time series data of both the parallel
electric field δEx and the y component of the magnetic field δBy. The results are shown
in Figures 4a and 4b for δEx and δBy, respectively. Note that the power spectrum is
averaged over 32 sampling locations to minimize its variance. Electrostatic beam-mode
waves at ω/Ωe = 3 - 5 dominate over other wave modes in the power spectrum of δEx
as shown in Figure 4a. They saturate in approximately five plasma oscillations (around
t = 30ω−1pe ) and gradually damp out. Whistler waves show up prominently below the electron
cyclotron frequency in the power spectrum of δBy. Around t = 100ω
−1
pe (∼ 3 cyclotron
periods), whistler waves saturate with a primary peak at ω/Ωe = 0.6 and a secondary peak
at ω/Ωe = 0.25. After saturation, the magnitude of these oblique whistler waves further
decreases through Landau damping. To contrast the very different growth rates between
8
electrostatic beam-mode waves compared to whistler waves, two line cuts are taken from
the wavelet spectral peaks, one at ω/Ωe = 3.5 for electrostatic beam-mode waves and the
other at ω/Ωe = 0.6 for whistler waves. The results are shown in a linear-log plot in Figure
5. The magnitude of the linear growth rate corresponds to 1/2 of the slope in the linear
part of the wave energy evolution. This linear growth rate is calculated to be 0.15ωpe for
electrostatic beam-mode waves at ω/Ωe = 3.5, and 0.015ωpe (= 0.075 Ωe) for whistler waves
at ω/Ωe = 0.6. This calculation characterizes the rapidly growing electrostatic beam-mode
waves and relatively slow-growing whistler waves. Note that before the electrostatic beam-
mode wave saturates, whistler waves can also extract free energy from the inverted slope
region (i.e., ∂fb/∂v‖ > 0) of the beam through Landau resonance, although the rate of such
energy transfer is slower than that for the electrostatic beam-mode wave as shown in Figure
5. After the electrostatic beam-mode wave saturates, whistler waves can only be excited
through cyclotron resonance since the free energy from ∂fb/∂v‖ > 0 has been exhausted
by the electrostatic instability. Correspondingly, the electron distribution responds to the
electrostatic and whistler instabilities on two different time scales. Figure 6 (Multimedia
view) shows the electron distribution in velocity space, v‖ - v⊥ at four representative times.
Note that the electrons are counted over the entire computation domain. To begin, the
distribution is initialized with a population of core electrons and a separate population of
beam ring electrons (Figure 6a). Shortly before the electrostatic beam-mode wave saturation
at t = 28ω−1pe , the beam electrons are trapped and relaxed by the electrostatic beam-mode
waves in the parallel direction (Figure 6b). As the magnitude of the electrostatic beam-mode
wave grows, the width of its resonant island broadens in v‖ due to ∆v‖ ∝
√
δE, where ∆v‖
is the width of the resonant island and δE is the electrostatic beam-mode wave amplitude.
This large amplitude electrostatic wave becomes resonant with, and traps the tail of the core
electrons and subsequently gets the tail of the core electrons accelerated to the beam energy
level, as shown in Figure 6c at t = 35ω−1pe . At a later time, the relaxed beam electrons are
scattered along resonant diffusion surfaces to lower pitch angles and lose energy, through
which whistler waves further gain energy and grow in magnitude. This is shown in Figure
6d taken at t = 100ω−1pe when the whistler waves saturate.
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FIG. 4. (a) The power spectrum of δEx evolving as a function of time. (b) The power spectrum
of δBy evolving as a function of time.
FIG. 5. The evolution of the power spectral density as a function of time. The power spectral
density of δEx at ω/Ωe = 3.5 is shown as the red line with the y axis on the left. The power
spectral density of δBy at ω/Ωe = 0.6 is shown as the blue line with the y axis on the right.
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FIG. 6. The electron distribution in velocity space of v‖ - v⊥ at four selected time instants: (a)
t = 0; (b) t = 28ω−1pe ; (c) t = 35ω−1pe ; (d) t = 100ω−1pe . See the integral multimedia for an animation
of the evolution of the electron distribution. (Multimedia view)
V. THE SUPPRESSION OF BEAM WHISTLER INSTABILITIES BY
ELECTROSTATIC BEAM-MODE WAVE
The growth of whistler-mode waves through Landau resonance is limited by the growth
of electrostatic beam-mode waves. The fast growing electrostatic waves saturate rapidly
in a few plasma oscillations and deplete the beam free energy in the parallel direction
through Landau resonance. Whistler waves saturate soon after the saturation of electrostatic
beam-mode waves since there is little free energy left for the Landau resonant excitation of
whistler waves. Such a competition between electrostatic and whistler instabilities depends
on ωpe/Ωe, which characterizes the ratio between the linear growth rate of electrostatic
instabilities and that of whistler instabilities. To test this idea and minimize the effect
of cyclotron resonance, a field-aligned electron beam is used here while the rest of the
setup is kept the same. Figure 7a shows the magnetic field energy of whistler waves with
respect to time for a set of ωpe/Ωe values. Each of the color-coded lines corresponds to
the colored spot in Figure 7b, in which the ratio of the saturated magnetic field energy to
initial magnetic field energy is shown as a function of ωpe/Ωe. Under the special scenario of
ωpe/Ωe = 1, whistler waves and electrostatic beam-mode waves saturate over the same time
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scale and whistler waves saturate at a substantially larger amplitude compared to other
cases. As ωpe/Ωe increases, the saturated whistler wave energy decreases and eventually
is immersed in the noise level beyond ωpe/Ωe = 7. Linear theory predicts that Landau
resonance between whistler waves and the electron beam does not occur beyond a critical
value of (ωpe/Ωe)critical = 6.5 for a cold beam in our parameter regime (see Appendix A for
details). This inhibits the energy transfer between the beam electrons and whistler waves
and results in a low signal to noise ratio in the high ωpe/Ωe regime. Below the critical
value of ωpe/Ωe = 6.5, electrostatic instabilities limit the saturation energy level of whistler
instabilities by extracting the free energy of the beam at a faster rate than the whistler
instabilities as long as ωpe/Ωe > 1. It is also noted that there is a weak trend of decreasing
signal to noise ratio beyond the critical value of ωpe/Ωe = 6.5. This may result from the fact
that the theory prediction is for a cold beam while the distribution function is relaxed from
the cold beam ring in the kinetic simulations and therefore it leads to a weak energy transfer
between beam electrons and whistler waves even beyond the predicted critical value.
VI. SUMMARY AND DISCUSSION
Using a self-consistent Darwin particle-in-cell method, we study the excitation of elec-
trostatic beam-mode and whistler waves in a beam-plasma system. The electrostatic beam-
mode waves grow in magnitude rapidly and saturate in a few plasma oscillations, while
the electron beam is slowed down and relaxed in the parallel direction. As the amplitude
of electrostatic beam-mode waves approaches saturation, resonance with the tail of the
background core electrons occurs and accelerates them parallel to the background magnetic
field. Whistler waves grow in magnitude and saturate over the time scale of a few cyclotron
periods. They are excited through Landau resonance and cyclotron resonance. In terms of
wave propagation, electrostatic beam-mode waves are localized to the beam region, whereas
whistler waves can leak out of the beam and transport energy away from the beam. Finally,
the competition between electrostatic and whistler instabilities are tested for a field-aligned
beam. Due to a faster depletion of the beam free energy by electrostatic beam-mode waves
with increasing ωpe/Ωe, the saturation amplitude of whistler waves decreases. Beyond a
critical ωpe/Ωe, Landau resonance does not occur for whistler waves and the saturation
amplitude of whistler waves is immersed in the noise.
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FIG. 7. (a) the evolution of magnetic field energy of whistler waves as a function of time. Starting
from the black-blue line and going to the orange-red line, the corresponding values of ωpe/Ωe are
1, 2, 3, 4, 5, 7, 9, 10. (b) Corresponding to each run in (a), the ratio of saturated energy to initial
energy is shown as a function of ωpe/Ωe. Each colored spot corresponds to the line of the same
color in panel (a).
There are still a number of differences between the kinetic simulation results and obser-
vations made with laboratory experiments. First, the PIC simulation is a relaxation of an
initial beam whereas in the experiment, the beam electrons are continuously injected into
the cold plasma. Second, the PIC simulation has the beam uniformly distributed along
the parallel direction whereas in the experiment the beam source is fixed at a specific lo-
cation along the parallel direction. In the experiment, it takes about 40 cyclotron periods
or 200 plasma oscillations for the beam electrons to travel from the source location to the
end of the experimental volume. In other words, the transit time of the beam electrons is
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∆t ≈ 1257ω−1pe . In the PIC simulation with the ratio of beam density to total plasma den-
sity as nb/nt = 0.125, electrostatic beam-mode and whistler waves, respectively, saturate at
t = 30ω−1pe and t = 100ω
−1
pe . However, the saturation time of waves with the simulation value
nb/nt = 0.125 should be properly scaled to the experimental value of nb/nt = 0.001 ∼ 0.005.
As a rough estimate, suppose that the saturation time of waves is inversely proportional to
the linear growth rate of waves, i.e., tsat ∝ 1/γ, and that the linear growth rate of waves
scales with the beam density10,41 as γ ∝ (nb/nt) 13 and hence tsat ∝ (nb/nt)− 13 . Electrostatic
beam-mode and whistler waves, respectively, are estimated to saturate at t = 90 ∼ 150ω−1pe
and t = 300 ∼ 500ω−1pe in the experiment. Therefore it is expected that the electron distri-
bution would be fully relaxed as in Figure 6d at the end of the experimental volume with
a transit time of ∆t ≈ 1257ω−1pe in the experiment. The more realistic situation of the
injection experiment driven by a beam source will be implemented in the PIC simulation in
a future study.
Appendix A: A critical value of ωpe/Ωe for Landau resonance between whistler
waves and beam electrons
It can be shown that42 Landau resonance between whistler waves and beam electrons
only occurs below some critical ωpe/Ωe. From the refractive index surface of whistler waves,
there exists a minimum kz for a given frequency
kminz =

ωpe
c
2ω
Ωe
ω <
Ωe
2
ωpe
c
√
ω
Ωe − ω ω >
Ωe
2
(A1)
Note that kz takes the minimum value at the Gendrin angle for ω < Ωe/2, while for ω > Ωe/2,
kz takes the minimum value in the parallel direction. In order to have Landau resonance
between beam electrons and whistler waves, the resonant wave number must exceed kminz .
That is
ω
vz
> kminz (A2)
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There exists a critical value of ωpe/Ωe, above which Landau resonance does not occur. This
critical value is
(
ωpe
Ωe
)
critical
=

c
2vz
ω < Ωe
2√
ω
Ωe
(
1− ω
Ωe
)
c
vz
ω > Ωe
2
(A3)
For typical parameters in the simulation, i.e., vz/c = 0.0766 and ω/Ωe = 0.5, the critical
value of ωpe/Ωe is 6.5.
Appendix B: The equation of energy flux in the Darwin model
The energy flux equation in the Darwin model is
∇ · S + ∂
∂t
[
EL · EL
8pi
+
B ·B
8pi
]
= −J · (EL + ET ) (B1)
where the Poynting flux takes the form of equation (4). J is the current density. Note
that the energy of transverse electric field does not enter the field energy. The energy flux
equation can be verified immediately by taking divergence of the Poynting flux in equation
(4) and making use of the following set of equations
∇×B = 4pi
c
J +
1
c
∂EL
∂t
(B2)
∇× ET = −1
c
∂B
∂t
(B3)
∇ ·B = 0 (B4)
∇ · ET = 0 (B5)
∇× EL = 0 (B6)
The transverse component of the displacement current is neglected in equation (B2) due to
the Darwin approximation.
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