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Abstract
This article develops a method to construct the optimal sequential test for mon-
itoring the changes in the distribution of finite observation sequences with a general
dependence structure. This method allows us to prove that different optimal sequential
tests can be constructed for different performance measures of detection delay times.
We also provide a formula to calculate the value of the generalized out-of-control av-
erage run length for every optimal sequential test. Moreover, we show that there is an
equivalent optimal control limit which does not depend on the test statistic directly
when the post-change conditional densities (probabilities) of the observation sequences
do not depend on the change time.
Keywords : Optimal sequential test; Change-point detection; Dependent observation se-
quence
1 Introduction
One of the basic problems in statistical process control (SPC) is designing an effective se-
quential test (or a control chart), as proposed by Shewhart (1931), to detect possible changes
at some instant (change-point) in the behavior of a series of sequential observations. The
objective is to raise an alarm as soon as a change occurs, while keeping the rate of false
alarms to an acceptable level. Detecting abrupt changes in a stochastic system quickly with-
out exceeding a specified false alarm rate is an important issue not only in industrial quality
and process control applications, but also in non-industrial processes (Bersimis et al. 2018),
Supported by RGC Competitive Earmarked Research Grants, National Basic Research Program of
China (973 Program, 2015CB856004) and National Natural Science Foundation of China (11531001)
MSC 2010 subject classification. Primary 62L10; secondary 62L15
1
ar
X
iv
:1
90
7.
13
42
1v
1 
 [m
ath
.ST
]  
31
 Ju
l 2
01
9
biology (Siegmund 2013), clinical trials and public-health (Woodall 2006, Chen and Baron
2014, Rigdon and Fricker 2015) , econometrics and financial surveillance (Frise´n 2009), graph
and network data ( Akoglu et al. 2015, Woodall et al. 2017, Hosseini and Noorossana 2018),
etc.
A great variety of sequential tests have been proposed, developed and applied to detect
changes in the distribution of sequential observations quickly in various fields; see, for ex-
ample, Siegmund (1985), Basseville and Nikiforov (1993), Lai (1995, 2001), Stoumbos et
al. (2000), Chakraborti et al. (2001), Bersimis et al. (2007), Montgomery (2009), Poor
and Hadjiliadis (2009), Woodall and Montgomery (2014), Qiu (2014) and Tartakovsky et al.
(2015). This raises two questions: What is the optimal sequential test? How do we design
or construct an optimal sequential test?
First, we recall the main results of the known optimal sequential tests. A sequential
test T ∗ is called to be optimal for detecting changes in the distribution if the average value
of some detection delay time (T − k + 1)+ of T ∗ for all possible change time k ≥ 1 is the
smallest of all of the sequential tests T with a given probability of false alarm that is no
greater than a preset level ( or with a given false alarm rate that is no less than a given value),
where x+ = max{0, x}. In the literature, there are four main kinds of optimal sequential
tests: the Shiryaev (1963, 1978, P.193-200) test TS(c1), two SLR (sum of the log likelihood
ratio) tests TSLR1(c2) (Chow, Robbins and Siegmund 1971, P.108) and TSLR2(c3) (Frise´n
2003), the CUSUM test TC(c4) (Page 1954, Moustakides 1986) and the Shiryaev-Roberts
test T rSR(c5) (Polunchenko and Tartakovsky 2010), where the five positive numbers ci > 0,
1 ≤ i ≤ 5, denote the five constant control limits or the threshold limits. It can be seen
that to prove the optimality of the tests above we need the assumption that there is an
infinite independent observation sequences {Xn, n ≥ 1} or the corresponding test statistics
are Markov sequences.
In fact, it is not realistic for us to have an infinite observation sequences, that is, people
can only obtain finite observation sequences in reality. For example, consider a production
line that produces one product per minute. If the production line works eight hours a day,
then the number of products or observations per day is N = 480. Our task is to design or
construct an effect test for detecting whether the 480 observations (usually not independent)
are abnormal in real-time. However, when we only have N finite independent observation
sequences {Xn, 1 ≤ n ≤ N} (N ≥ 2), all the five optimal sequential tests mentioned
above will become no longer optimal, that is, the five tests: TS,N(c1) = min{TS(c1), N + 1},
TSLR1,N(c2) = min{TSLR1(c2), N + 1}, TSLR2,N(c3) = min{TSLR2(c3), N + 1}, TC,N(c4) =
min{TC(c4), N + 1} and T rSR,N(c5) = min{T rSR(c5), N + 1}, will be no longer optimal for
finite independent observation sequences (see Corollary 3, Remark 5 in Section 3). Hence,
how to construct an optimal sequential test for finite observation sequences will become very
important. However, since Shewhart (1931) proposed a control chart method for sequential
testing, there has been little progress in constructing and proving the optimal sequential test
for finite observation sequences with a general dependence structure. The main purpose of
this study is to try to solve this problem.
In this paper, based on Chow-Robbins-Siegmund’s work (1971, Chaper 3) we develop a
method to construct various optimal sequential tests under different performance measures of
detection delay times for detecting the change in probability distribution of finite observation
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sequences. Moreover, we find a formula to calculate the value of the generalized out-of-
control average run length for each optimal test and obtain an equivalent optimal control
limit which may not depend on the test statistic directly. As a corollary of the above
conclusion, the five tests TS,N(c1), TSLR1,N(c2), TSLR2,N(c3), TC,N(c4) and T
r
SR,N(c5) can be
still optimal for detecting the change in finite observation sequences, if their constant control
limits ci, 1 ≤ i ≤ 5, are replaced by the corresponding so-called optimal dynamic control
limits respectively (see Corollary 1 in Section 2.2).
The rest of this paper is organized as follows. Section 2.1 presents a generalized Shiryaev’s
measure to evaluate how well a sequential test performs to detect changes in the distribution
of finite observation sequences. Section 2.2 constructs the optimal sequential test and gives
the formula for calculating the generalized out-of-control average run length. The equivalent
optimal control limit is presented and proved in Section 3. The detection performance of
two optimal tests is illustrated by comparison and analysis of the numerical simulations for
60 observations in Section 4. Section 5 provides some concluding remarks. Proofs of the
theorems are given in the Appendix.
2 Optimal sequential tests for finite observations
In this section, we first present the performance measure and optimization criterion, then
construct the optimal sequential tests.
Consider finite observations, X1, X2, ..., XN . Without loss of generality, we assumeN ≥ 2.
Let τ = k (1 ≤ k ≤ N) be the change-point. Let p0(x0, x1, ..., xN) and pk(x0, x1, ..., xN) be the
pre-change and post-change joint probability densities respectively. Denote the post-change
joint probability distribution and the expectation by Pk and Ek respectively for 1 ≤ k ≤ N .
When τ > N , i.e., a change never occurs in N observations X1, X2, ..., XN , the probability
distribution and the expectation are denoted by P0 and E0 respectively for all observations
X0, X1, X2, ..., XN with the pre-change joint probability density p0(x0, x1, ..., xN). Moreover,
when the observation sequence {Xn, 0 ≤ n ≤ N} takes discrete values, the above joint
probability densities and the conditional probability densities will be considered as joint
probability distributions and the conditional probability distributions taking the discrete
values.
In order to construct the optimal sequential tests in Section 2.2, we assume that the
following likelihood ratio of the post-change conditional probability density to the pre-change
conditional probability density, Λ
(k)
j , satisfies
Λ
(k)
j =
p
(k)
1j (Xj|Xj−1, ..., X0)
p0j(Xj|Xj−1, ..., X0) <∞ (a.s.P0) (1)
and has no atoms with respect to P0 for 1 ≤ k ≤ N and k ≤ j ≤ N , where p0j(xj|xj−1, ..., x0)
for 1 ≤ j ≤ N and p(k)1j (xj|xj−1, ..., x0) for 1 ≤ k ≤ N , k ≤ j ≤ N, denote the pre-change
and post-change conditional probability densities, respectively, and the notation (k) in p
(k)
1j
denotes that the post-change conditional probability densities p
(k)
1j rely on the change-point
k for k ≤ j ≤ N . If Λ(k)j = Λj for 1 ≤ k ≤ i ≤ N , it means that the post-change conditional
densities (probabilities) of the observation sequences do not depend on the change-point.
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2.1 Performance measures of sequential tests
Let T ∈ TN be a sequential test, where TN is a set of all the sequential tests satisfying
1 ≤ T ≤ N + 1 and {T ≤ n} ∈ Fn = σ{Xj, 0 ≤ j ≤ n} for 1 ≤ n ≤ N . Let W =
{wj, 1 ≤ j ≤ N + 1} and V = {vj, 1 ≤ j ≤ N + 1} be two series of nonnegative random
variables satisfying wk, vk ∈ Fk−1 for 1 ≤ k ≤ N + 1. Denote the indicator function by I(.).
We may regard the two non-negative random variables wk and vk as two random weights of
the detection delay (T − k)+ and the event I(T ≥ k) such that the time of false alarm is
greater than or equal to the change-point k, respectively. Here, wk, vk ∈ Fk−1 means that
both weights wk and vk can be determined by the observation information before the time
k for 1 ≤ k ≤ N . Using the concept of the randomization probability of the change-point
and the definition describing the average detection delay proposed by Moustakides (2008),
we can define a performance measure JM,N(.) for every given weighted pair M = (W,V ) to
evaluate the detection performance of each sequential test T ∈ TN in the following
JM,N(T ) =
∑N+1
k=1 Ek(wk(T − k)+)∑N+1
j=1 E0(vjI(T ≥ j))
=
∑N
k=1 Ek(wk(T − k)+)
E0(
∑T
j=1 vj)
. (2)
Here, the second quality comes from T ≤ N + 1 and ∑N+1j=1 E0(vjI(T ≥ j)) = E0(∑Tj=1 vj).
As we only consider the detection delay after the change-point τ = k ≥ 1, the commonly-
used detection delay (T − k + 1)+ is replaced by (T − k)+ hereafter. Note that W and V
may not be the randomization probability of the change-point.
According to the definition of JM,N(T ), the smaller JM,N(T ), the better the detection
performance of the test T satisfying
∑N+1
j=1 E0(vjI(T ≥ j)) ≥ γ for some given positive
constant γ.
Remark 1. The numerator and denominator of JM,N(T ) can be regarded as a general-
ized out-of-control average run length ( ARL1) and a generalized in-control ARL0, respec-
tively. Moreover, the measure JM,N(.) can be considered as a generalization of the following
Shiryaev’s measure
JS(T ) =
∑∞
k=1 ρkEk((T − k)+)∑∞
j=1 ρjE0(I(T ≥ j))
= E(T − τ |T ≥ τ).
for T ≤ N + 1, where ρk = P(τ = k) for k ≥ 1.
It is clear that taking various weighted pairs M = (W,V ), we can get various measures
JM,N(.). Next we list six known measures and two new measures in the following by taking
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the appropriate weighted pairs, Mi = (Wi, Vi), 1 ≤ i ≤ 8.
JM1,N(T ) =
∑N+1
k=1 ρkEk(T − k)+∑N+1
j=1 ρjP0(T ≥ j)
, JM2,N(T ) =
E1(T − 1)
P0(T ≥ N + 1) ,
JM3,N(T ) =
E1(T − 1)∑N+1
j=1 ρjP0(T ≥ j)
, JM4,N(T ) =
∑N
k=1 Ek((1− Yk−1)+(T − k)+)
E0(
∑T
j=1(1− Yj−1)+)
,
JM5,N(T ) =
rE1(T − 1) +
∑N
k=1 Ek((T − k)+)
r + E0(T )
,
JM6,N(T ) =
∑N
k=1 Ek((1− Yk−1)+(T − k)+)
E0(T )
,
JM7,N(T ) =
E1((T − 1)) +
∑N+1
k=2 Ek(e
Xk−1(1 + eXk−1)−1(T − k)+)
1 + E0(
∑T
k=2 e
Xk−1(1 + eXk−1)−1)
,
JM8,N(T ) =
E1((T − 1)) +
∑N
k=2 Ek(
1
k−1
∑k−1
j=1 e
Xj(T − k)+)
E0(T )
,
where Yk = max{1, Yk−1}Λk for 1 ≤ k ≤ N , are the statistics of the CUSUM test with
Y0 = 0 (see Moustakides 1986). For example, taking W1 = V1 = {ρk, 1 ≤ k ≤ N + 1},
W2 = {w1 = 1, wk = 0, 2 ≤ k ≤ N + 1}, V2 = {vj = 0, 1 ≤ j ≤ N, vN+1 = 1} and
W4 = V4 = {wj = vj = (1 − Yj−1)+, 1 ≤ j ≤ N + 1}, we can get JMi,N(T ) for i = 1, 2, 4.
Since the in-control ARL0, E0(T ), in JM6,N(T ) is easier to be calculated than the generalized
in-control ARL0, E0(
∑T
j=1(1− Yj−1)+), in JM4,N(T ), we often use the measure JM6,N(T ) to
replace the measure JM4,N(T ). Here, both eXk−1/(1 + eXk−1) and 1k−1
∑k−1
j=1 e
Xj in the two
new measures JM7,N(T ) and JM8,N(T ), can describe the changes of the observation values
at change-point k − 1 and the average of the changes of the observation values before the
change-point k ≥ 2, respectively.
Note that when we have an infinite independent observation sequences, the five measures
above JMi,∞ for 1 ≤ i ≤ 5 and N =∞, have been used by Shiryaev (1978, P. 193-200), Chow,
Robbins and Siegmund (1971, P.108), Frise´n (2003), Moustakides (1986) and Polunchenko
and Tartakovsky (2010) to prove the optimality of the sequential tests, TS(c1), TSLR1(c2),
TSLR2(c3), TC(c4) and T
r
SR(c5), respectively.
2.2 Optimal sequential tests
For a given weighted pair M = (W,V ), we first provide a definition of the optimization
criterion of the sequential tests for N observations.
Definition 1. A sequential test T ∗ ∈ TN with E0(
∑T ∗
k=1 vk) ≥ γ is optimal under the
measure JM,N(T ) if
inf
T∈TN , E0(
∑T
j=1 vj)≥γ
JM,N(T ) = JM,N(T ∗) (3)
where γ satisfies E0(v1) < γ < E0(
∑N+1
j=1 vj).
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To construct the optimal sequential test under the measure JM,N(T ) in (3) with a given
weighted pair M = (W,V ), we need to present a series of nonnegative test statistics {Yn, 0 ≤
n ≤ N + 1}, as follows
Yn =
n∑
k=1
wk
n∏
j=k
Λ
(k)
j (4)
for 0 ≤ n ≤ N + 1, where Y0 = 0, YN+1 = YN , W = {wk, 1 ≤ k ≤ N + 1} and Λ(k)j satisfying
(1). It can be seen that the statistics Yn, 1 ≤ n ≤ N, depend not only on the likelihood
ratio {Λ(k)j } but also on the weight of the detection delay {wk}. Especially, if Λ(k)j = Λj
for 1 ≤ k ≤ i ≤ N , that is, the post-change conditional densities (probabilities) of the
observation sequences do not depend on the change-point, then
Yn =
n∑
k=1
wk
n∏
j=k
Λj = (Yn−1 + wn)Λn (5)
for 1 ≤ n ≤ N .
Remark 2. Even if (5) holds, the test statistic sequence {Yn, 0 ≤ n ≤ N} is not
necessarily a Markov chain. For example, let both the pre-change observation sequence
X1, ..., Xk−1 and the post-change observation sequence Xk, ...XN , be i.i.d., therefore, (5)
holds, it is clear that the statistic {Yn, 0 ≤ n ≤ N} is not a Markov chain when we take
w1 = 1, wn =
1
n−1
∑n−1
j=1 e
Xj for 2 ≤ n ≤ N in (5).
Motivated by Chow-Robbins-Siegmund’s method of backward induction (1971, P.49), we
present a nonnegative random dynamic control limit {ln(c), 0 ≤ n ≤ N + 1} that is defined
by the following recursive equations
lN+1(c) = 0, lN(c) = cvN+1
ln(c) = cvn+1 + E0
(
[ln+1(c)− Yn+1]+|Fn
)
(6)
for 0 ≤ n ≤ N − 1, where c > 0 is a constant and V = {vj, 1 ≤ j ≤ N + 1}. It is clear that
ln(c) ≥ cvn+1 and ln(c) ∈ Fn for 0 ≤ n ≤ N . The positive number c can be regarded as an
adjustment coefficient for the random dynamic control limit, as ln(c) is increasing on c ≥ 0
with ln(0) = 0 and limc→∞ ln(c) =∞ for vn+1 > 0.
Now, for a given weighted pair M = (W,V ), we define a sequential test T ∗M(c,N) by
using the test statistics, Yn, 1 ≤ n ≤ N + 1, and the control limits, ln(c), 1 ≤ n ≤ N + 1, as
follows
T ∗M(c,N) = min{1 ≤ n ≤ N + 1 : Yn ≥ ln(c)}. (7)
It is easy to check that T ∗M(c,N) ∈ TN .
The following theorem shows that for any given performance measure JM,N in (2), the
sequential test T ∗M(c,N) constructed above is optimal.
Theorem 1. Assume that the ratio Λ
(k)
j satisfies (1) for 1 ≤ k ≤ N and k ≤ j ≤ N .
Let γ be a positive number satisfying E0(v1) < γ <
∑N+1
j=1 E0(vj). Then
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(i) There exists a positive number cγ such that T
∗
M(cγ, N) is optimal in the sense of (2) with
E0(
∑T ∗M (cγ ,N)
j=1 vj) = γ; that is,
inf
T∈TN , E0(
∑T
j=1 vj)≥γ
JM,N(T ) = JM,N(T ∗M(cγ, N)). (8)
(ii) If T ∈ TN satisfies T 6= T ∗M(cγ, N), that is, P0(T 6= T ∗M(cγ, N)) > 0 and E0(
∑T
j=1 vj) =
γ, then
JM,N(T ) > JM,N(T ∗M(cγ, N)). (9)
(iii) Moreover
JM,N(T ∗M(cγ, N)) = cγ
(
1− E0(v1)
γ
)
− E0[l1(cγ)− Y1]
+
γ
. (10)
Here, the random dynamic control limit {ln(c), 0 ≤ n ≤ N + 1} of the optimal test
T ∗M(c,N) can be called an optimal dynamic control limit.
It follows from (8) and (10) that the minimum value of the generalized out-of-control
ARL1 ( the numerator of the measure JM,N(T ) ) for all T ∈ TN can be calculated using the
following formula
inf
T∈TN , E0(
∑T
j=1 vj)≥γ
N∑
k=1
Ek(wk[T − k]+)
=
N∑
k=1
Ek(wk[T
∗
M(cγ, N)− k]+) (11)
= cγ(γ − E0(v1))− E0([l1(cγ)− Y1]+).
Remark 3. Unless the test statistic {Yk, 0 ≤ n ≤ N} is a Markov chain, it is hard
to prove the optimality of T ∗M(c,N) under the measure JM,N(T ) by the optimal stopping
method of Markov sequences proposed by Shiryaev (1978).
As an application of Theorem 1, we have the following corollary.
Corollary 1. The eight sequential tests T ∗Mi(c,N), 1 ≤ i ≤ 8, defined in (7), which
correspond to the eight weighted pairs Mi, 1 ≤ i ≤ 8, are optimal under the measures JMi,N
listed in Section 2.1 for 1 ≤ i ≤ 8, respectively.
Note that the optimality of the two tests T ∗M4(c,N) and T
∗
M6
(c,N) with the optimal dy-
namic control limits {l(4)n (c), 0 ≤ n ≤ N+1} and {l(6)n (c), 0 ≤ n ≤ N+1}, respectively, is not
under Lorden’s measure (see Lorden 1971, Moustakides 1986) but under the corresponding
measures JM4,N and JM6,N , respectively.
3 Optimal control limits
It is clear that the optimal control limit {ln(c), 0 ≤ n ≤ N+1} of the optimal sequential test
T ∗M(c,N) plays a key role in detecting changes in distribution. Since E0([ln+1(c)−Yn+1]+|Fn)
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and vn+1 are measurable with respect to Fn, it follows that there are 2N + 1 non-negative
functions hn = hn(c, x0, x1, ..., xn), 0 ≤ n ≤ N − 1, and vn = vn(x0, x1, ..., xn−1), 0 ≤ n ≤
N − 1, such that
hn = hn(c, x0, x1, ..., xn)
= E0([ln+1(c)− Yn+1]+|Xn = xn, Xn−1 = xn−1, ..., X0 = x0)
for 0 ≤ n ≤ N − 1. Therefore, the optimal control limit ln(c) in (6) can be written as
ln(c) = cvn+1(x0, X1, ..., Xn) + hn(c, x0, X1, ..., Xn)
for 0 ≤ n ≤ N , where X0 = x0 is a constant. It can be seen that the optimal control limit
{ln(c), 0 ≤ n ≤ N + 1} of the optimal sequential test T ∗M(c,N) is not easy to calculate for a
general dependence observation sequence {Xn, 0 ≤ n ≤ N}.
To reduce the number of observation variables on which the control limit {ln(c), 0 ≤
n ≤ N} depends, we let the observation sequence {Xn, 0 ≤ n ≤ N} be at most a p-
order Markov chain, where p = max{i, j}, 0 ≤ p ≤ N , that is, both the pre-change
observations X1, ..., Xk−1 and the post-change observations Xk, ..., XN are i-order and j-
order Markov chains with transition probability density functions p0n(xn|xn−1, ..., xn−i) and
p
(k)
1m(xm|xm−1, ..., xm−j), respectively, which satisfy the following Markov property
p0n(xn|xn−1, ..., xn−i) = p0n(xn|xn−1, ..., xn−i, ..., x0)
p1m(xm|xm−1, ..., xm−j) = p1m(xm|xm−1, ..., xm−j, ..., x0)
= p
(k)
1m(xm|xm−1, ..., xm−j, ..., x0)
for n ≥ i, m ≥ j and 1 ≤ k ≤ m ≤ N . The last equation above means that the post-change
conditional densities of the observation sequences do not depend on the change-point. Here,
a 0-order Markov chain means that both the pre-change observations X1, ..., Xk−1 and the
post-change observations Xk, ..., XN are mutually independent. When p = N , we consider
that at least one of the pre-change observationsX1, ..., Xk−1 and the post-change observations
Xk, ..., XN is not a Markov chain of any order since we have only N observations. In this case,
the test statistics, Y0, Y1, ..., YN , can be considered not to be a Markov chain of any order
even if the post-change conditional densities of the observation sequences do not depend on
the change-point.
The following theorem 2 shows that the optimal control limit ln(c)(0 ≤ n ≤ N) depends
on Yn and p observation variables, if the observation sequence {Xn, 0 ≤ n ≤ N} is at most
a p-order Markov chain.
Theorem 2. Let the observation sequences be at most a p-order Markov chain for
0 ≤ p ≤ N . Let An,p := {Xn, ..., Xn−p+1} and An,0 := {Xn, ..., X0}. Assume that the post-
change conditional densities of the observation sequences do not depend on the change-point
and the weighted pair M = (W,V ) satisfy wn+1 = wn+1(Yn, An,p1) and vn+1 = vn+1(Yn, An,p2)
for 0 ≤ n ≤ N , where 0 ≤ p1, p2 ≤ p, wn+1 = wn+1(Yn) for p1 = 0 and vn+1 = vn+1(Yn) for
p2 = 0. Then
(i) For 1 ≤ p ≤ N , the optimal control limit {ln(c), 0 ≤ n ≤ N} can be written as
ln(c) = cvn+1(Yn, An,p2)
+ E0
(
[ln+1(c)− (Yn + wn+1(Yn, An,p1))Λn+1]+|Yn, An,0
)
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for 0 ≤ n ≤ p− 1 and
ln(c) = cvn+1(Yn, An,p2)
+ E0
(
[ln+1(c)− (Yn + wn+1(Yn, An,p1))Λn+1]+|Yn, An,p
)
for p ≤ n ≤ N , where we will replace Xn−p1+1 or Xn−p2+1 with X0 as long as n− p1 + 1 < 0
or n− p2 + 1 < 0 respectively.
(ii) For p = 0, we have
ln(c) = cvn+1(Yn) +E0
(
[ln+1(c, Yn+1)− (Yn + wn+1(Yn))Λn+1]+|Yn
)
for 0 ≤ n ≤ N .
Note that the optimal control limit ln(c) depends not only on An,p but also on the test
statistic Yn for 1 ≤ n ≤ N . Can we find a control limit l˜n(c) that has the same property as
ln(c) but does not directly depend on the test statistic Yn for 1 ≤ n ≤ N ? To answer this
question, we first give a definition of an equivalent control limit.
Definition 2. Let the observation sequence {l˜n(c), 1 ≤ n ≤ N} be a control limit of
a sequential test T˜ ∈ TN , where T˜ = min{1 ≤ n ≤ N + 1 : Yn ≥ l˜n(c)}. If T˜ is equal to
the optimal sequential test T ∗M(c,N) ( a.s. P0 ), then we call the control limit {l˜n(c)} an
equivalent control limit of the optimal sequential test T ∗M(c,N).
The following theorem answers the above question.
Theorem 3. Let the observation sequences and the weighted pair M = (W,V ) satisfy
the conditions of Theorem 2. Let an,p := {xn, ..., xn−p+1} and an,0 := {xn, ..., x0}. Assuming
that p1 = p2 = p, y + wn+1(y, an,p) and vn+1(y, an,p) are continuous nondecreasing and non-
increasing on y ≥ 0 respectively for given an,p, 0 ≤ n ≤ N . Then
(i) For 1 ≤ p ≤ N , there is an equivalent control limit l˜n(c) of the optimal sequential
test T ∗M(c,N) which does not depend directly on the statistic Yn for 1 ≤ n ≤ N such that
l˜n(c) = yn(c, An,0) for 0 ≤ n ≤ p − 1 and l˜n(c) = yn(c, An,p) for p ≤ n ≤ N , where the
nonnegative functions yn = yn(c, an,0) for 0 ≤ n ≤ p− 1 and yn = yn(c, an,p) for p ≤ n ≤ N
satisfy the following equations
yn = cvn+1(yn, an,0)
+ E0
(
[ln+1(c)− (yn + wn+1(yn, an,0))Λn+1]+|Yn = yn, An,0 = an,0
)
for 0 ≤ n ≤ p− 1 and
yn = cvn+1(yn, an,p)
+ E0
(
[ln+1(c)− (yn + wn+1(yn, an,p))Λn+1]+|Yn = yn, An,p = an,p
)
for p ≤ n ≤ N .
(ii) Let p = 0. There is a series of nonnegative non-random numbers, yn, 1 ≤ n ≤ N, such
that the equivalent control limit l˜n(c) = yn and yn satisfies
yn = cvn+1(yn) +E0
(
[ln+1(c)− (yn + wn+1(yn))Λn+1]+|Yn = yn
)
(12)
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for 1 ≤ n ≤ N .
Remark 4. By the similar method of proving Theorem 3, we can prove that the results
of Theorem 3 are still true for 0 ≤ p1, p2 ≤ p ≤ N .
It is clear that the weighted pairs Mi for 1 ≤ i ≤ 6, satisfy the conditions of Theorem 3.
As an application of Theorem 3, we have the following corollary.
Corollary 2. Let the observation sequences be at most a p-order Markov chain for
0 ≤ p ≤ N and the post-change conditional densities of the observation sequences do not
depend on the change-point. Then, the six optimal sequential tests T ∗Mi(c,N) for 1 ≤ i ≤ 6,
have equivalent control limits. Especially, when p = 0, the equivalent control limits consist
of a series of dynamic non-random numbers.
Since none of the equivalent control limits of optimal sequential tests T ∗Mi(c,N) for 1 ≤ i ≤
6 are constants when p = 0. This means that T ∗M1(c,N) 6= TS,N(c1), T ∗M2(c,N) 6= TSLR1,N(c2),
T ∗M3(c,N) 6= TSLR2,N(c3), T ∗M4(c,N) 6= TC,N(c4) and T ∗M5(c,N) 6= T rSR,N(c5), since the control
limits, ci, 1 ≤ i ≤ 5, are constants.
Thus, from (ii) of Theorem 1, we can get the following corollary
Corollary 3. The optimal sequential tests T ∗Mi(c,N) for 1 ≤ i ≤ 5, are strictly superior
to the tests TS,N(c1), TSLR1,N(c2), TSLR2,N(c3), TC,N(c4) and T
r
SR,N(c5) under the measures
JMi,N for 1 ≤ i ≤ 5, respectively, when they all have the same (generalized) in-control ARL0.
Remark 5. Sections 4.1 and 4.2 illustrate that the CUSUM and Shiryaev-Roberts tests
with appropriate dynamic control limits can be superior to the CUSUM test TC,N under
Lorden’s measure and the Shiryaev-Roberts test T rSR,N under Pollak’s measure (see Pollak
1985) respectively for finite independent observations. Thus, the reason why the optimal
sequential tests mentioned in the Introduction, TS(c1), TSLR1(c2), TSLR2(c3), TC(c4) and
T rSR(c5) for a sequence of infinite independent observations are no longer optimal for finite
independent observation sequences, is that all of their control limits, ck, 1 ≤ k ≤ 5, are
constants.
Next, we illustrate how to find an equivalent control limit by analyzing the optimal control
limit of the optimal sequential test T ∗M2(c,N). Let the observation sequence {Xk, 0 ≤ k ≤ N}
be independent, that is, p = 0. Take W2 = {w1 = 1, wk = 0, 2 ≤ k ≤ N + 1} and
V2 = {vk = 0, 1 ≤ k ≤ N, vN+1 = 1}, we know that {Yn =
∏n
j=1 Λj, 1 ≤ n ≤ N} is a
Markov chain and Λn+1 = p1(n+1)(Xn+1)/p0(n+1)(Xn+1) and Yn are mutually independent for
1 ≤ n ≤ N − 1. It follows from (6) and (ii) of Theorem 2 that the optimal control limit of
T ∗M2(c,N) can be written as
lN+1(c) = 0, lN(c) = c
lN−1(c, y) = E0
(
[c− yΛN ]+|YN−1 = y
)
= E0
(
[c− yΛN ]+
)
ln(c, y) = E0
(
[ln+1(c, Yn+1)− Yn+1]+|Yn = y
)
= E0
(
[ln+1(c, yΛn+1)− yΛn+1]+
)
for 1 ≤ n ≤ N−2. It is clear that the function lN−1(c, y) is strictly monotonically decreasing
on y ≥ 0. Hence, ln(c, y) is also strictly monotonically decreasing on y ≥ 0 for 1 ≤ n ≤ N−2.
10
This means that for each k (1 ≤ n ≤ N − 1), there is a unique positive number yn such that
yn = ln(c, yn) for c > 0. Thus, Yn ≥ yn if and only if Yn ≥ ln(c, Yn) for 1 ≤ n ≤ N − 1.
In other words, the equivalent control limits {l˜n(c), 1 ≤ n ≤ N} of the optimal sequential
test T ∗M2(c,N) are a series of positive numbers {yn, 1 ≤ n ≤ N}, where yN = c > 0 and yn
satisfies yn = ln(c, yn) for 1 ≤ n ≤ N − 1.
4 Comparison and analysis of simulation results
Consider an observation sequence with N = 60. Let the change time τ be unknown. By
comparing the simulation results respectively in Sections 4.1 and 4.2, we illustrate that the
CUSUM test TC and the Shiryaev-Roberts test T
r
SR with a specially designed deterministic
initial point r for an exponential model, are no longer optimal under Lorden’s and Pollak’s
measures for 60 finite independent observations, respectively. The detection performance
(the generalized out-of-control ARL1) of six sequential tests, T
∗
M5
(c, 60), T ∗M6(c, 60), TC , TE,
T
−1/60
C and T
1/60
C for the independent or dependent observation sequence, are compared in
Sections 4.3 and 4.4 respectively, where TE denotes the EWMA ( the exponentially weighted
moving average ) test introduced by Roberts (1959), which, like the CUSUM test TC , is very
popular in statistical process control (see Han and Tsung, 2004; Saleh, et al. 2015; Hosseini
and Noorossana, 2018). Both T
−1/60
C and T
1/60
C are defined by replacing the constant control
limit of the CUSUM test TC with two straight lines, c
−
k = c(1−k/60) and c+k = c(1+k/60) for
1 ≤ k ≤ 60, respectively. All the numerical simulation results in this section were obtained
using 105 repetitions.
4.1 Comparison of simulation values of JL(min{T,N + 1})
Let {Xk, 1 ≤ k ≤ 60} be an i.i.d observation sequence with a pre-change normal distribution
of N(0, 1) and a post-change normal distribution of N(0.2, 1). That is, the likelihood ratio
Λk of the pre-change and post-change probability densities p0(x) and p1(x) can be written
as Λk = e
0.2(Xk−0.1) for 1 ≤ k ≤ 60. We will compare the performance of the two CUSUM
tests TC(c, 60) and TDC in detecting the mean shift from µ0 = 0 to µ1 = 0.2 under Lorden’s
measure JL(min{T,N + 1}) with ARL0=40, where TC(c4, 60) = min{TC(c4), 61} and
TDC = min{1 ≤ k ≤ N + 1 : Yk ≥ lk},
with the following dynamic control limits
lk =
{
2.53 if 1 ≤ k ≤ 40
2.53 + 0.506 ∗ (k − 40) if 40 < k ≤ 60,
and l61 = 0, where Y61 = Y60, Yk, 0 ≤ k ≤ 60, are the CUSUM test statistics, that is, Y0 = 0
and Yk = max{1, Yk−1}Λk for 1 ≤ k ≤ 60. It can be calculated that E0(TDC) = 40.02.
Taking the constant control limit c4 = 2.6601, we have E0(TC(c4, 60)) = 40.01. Note that
essup{Ek((TC(c4, 60)− k)+|Fk−1)} = Ek((TC(c4, 60)− k)+|Yk−1 ≤ 1)
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for 1 ≤ k ≤ 60. Both the simulation values of the detection delay Ek((TC(c4, 60)−k)+|Yk−1 ≤
1) and Ek((TDC−k)+|Yk−1 ≤ 1) are decreasing for k = 1, 2, ..., 60, that is, both can arrive the
maximum values at change-point k = 1. Since both E1(TDC−1) = 22.951 and E1(TC(c, 60)−
1) = 23.425 are the maximum values, it follows that
JL(TDC) = max
1≤k≤60
{Ek((TDC − k)+|Yk−1 ≤ 1)} = E1(TDC − 1)
< JL(TC(c, 60)) = max
1≤k≤60
{Ek((TC(c, 60)− k)+|Yk−1 ≤ 1)} = E1(TC(c, 60)− 1).
This means that the CUSUM chart TC is not optimal under Lorden’s measure JL(min{T,N+
1}) restricted in 60 i.i.d. observation sequence.
4.2 Comparison of simulation values of JP (min{T,N + 1})
Let {Xk, 1 ≤ k ≤ 60} be an i.i.d observation sequence with a pre-change exponential density
of f0(x) = e
−xI(x ≥ 0) and a post-change exponential density of f1(x) = 2e−2xI(x ≥ 0).
The likelihood ratio is Λk = 2e
−Xk for 1 ≤ k ≤ 60. Polunchenko and Tartakovsky (2010)
have proved that the control chart T rSR(c) with a specially designed deterministic initial point
r for an exponential model is optimal under Pollak’s measure JP (T ) for 1 < γ < 2.2188.
Let T rSR(c5, 60) = min{T rSR(c5), 61}. Taking c5 = 1.6645 and r =
√
2.6645 − 1, we have
ARL0 = E0(T
r
SR(c5, 60)) = 2. It follows from JP (min{T,N + 1}) = max1≤k≤60{Ek(T −
k)+/P0(T ≥ k)} that
JP (T rSR(c5, 60)) = E1(T rSR(c5, 60)− 1) = 1.3165
However, if we define a sequential test as T rSR({lk}, 60) with dynamic control limit lk
lk =
{
1.238 + 0.1238k if 1 ≤ k ≤ 10
0 if 10 < k ≤ 60,
we can obtain
JP (T rSR({lk}, 60)) = E1(T rSR({lk}, 60)− 1) = 1.2743
with ARL0 = E0(T
r
SR({lk}, 60)) = 2.0012. Thus
JP (T rSR({lk}, 60)) < JP (T rSR(c5, 60)).
This means that the control chart T rSR(c5) is not optimal under Pollak’s measure JP (min{T,N+
1}) restricted in 60 i.i.d. observations.
4.3 Comparison of the generalized out-of-control ARL1 for inde-
pendent observations
Let {Xk, 1 ≤ k ≤ 60} be an i.i.d. observation sequence with a pre-change normal distribution
of N(0, 1) and a post-change normal distribution of N(1, 1). The likelihood ratio is Λk =
12
eXk−1/2 for 1 ≤ k ≤ 60. Let T ∗5 = T ∗M5(c, 60), T ∗6 = T ∗M6(c, 60) and let the smoothing
parameter in the statistics of the EWMA test TE be 0.1. By Corollary 2, we know that
the equivalent control limits of the optimal sequential tests T ∗5 and T
∗
6 consist of a series of
non-random positive numbers. Fig. 1 shows the constant control limit of TC (black dots)
and the equivalent dynamic control limit of T ∗6 (white dots).
Figure 1: Control limits for TC and T
∗
6 with ARL0 ≈ 40
We use two generalized out-of-control ARL1s, GARL5 and GARL6, to evaluate the de-
tection performance of the sequential tests, where
GARL5(T ) = E0(T )JM5,N(T ) =
N∑
k=1
Ek((T − k)+)
GARL6(T ) = E0(T )JM6,N(T ) =
N∑
k=1
Ek((1− Yk−1)+(T − k)+)
where r = 0 in JM5,N(T ). Obviously, for any two sequential tests T ′, T ∈ TN with E0(T ′) =
E0(T ), we have GARLj(T
′) ≥ GARLj(T ) if and only if JMj ,N(T ′) ≥ JMj ,N(T ) for j = 5, 6.
The simulation results of GARL5 and GARL6 for the six tests T
∗
5 , T
∗
7 , TC , TE, T
−1/60
C
and T
1/60
C with the same ARL0 ≈ 20, 40, 50, are listed in Table 1, where the values of ARL0,
the constant control limits of TC and TE, and the adjustment coefficients of T
∗
5 , T
∗
6 , T
−1/60
C
and T
1/60
C are listed in parentheses. Table 1 shows that both T
∗
5 and T
∗
6 have the best
detection performance; that is, T ∗5 and T
∗
6 have the smallest GARL5 and GARL6 (in bold)
respectively in the six tests with the same ARL0 ≈ 20, 40, 50. This is consistent with the
result of Corollary 3: tests T ∗5 and T
∗
6 are optimal under measures JM5,N(T ) and JM6,N(T )
respectively.
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Table 1. Simulation values of GARL5 and GARL6 with the same ARL0 for indepen-
dent observations
ARL0 Sequential Tests
T ∗5 T
∗
6 TC TE T
−1/60
C T
1/60
C
GARL5 42.10 44.75 45.13 48.02 46.50 47.57
GARL6 19.62 17.59 18.97 19.98 19.28 19.34
c (0.12216) (1.3011) (4.4823) (1.2250) (6.3900) (3.629)
20
ARL0 (20.01) (20.06) (20.07) (20.08) (20.08) (20.07)
GARL5 139.18 145.65 148.07 164.28 148.76 155.80
GARL6 55.17 49.26 54.44 59.97 54.96 55.99
c (5.5996) (2.0251) (11.4423) (1.4064) (22.1500) (8.7815)
40
ARL0 (40.02) (40.06) (40.06) (40.04) (40.01) (40.02)
GARL5 229.26 232.52 240.52 273.29 238.82 248.57
GARL6 84.27 80.95 83.45 95.52 83.85 85.63
c (0.2656) (2.9518) (22.8821) (1.5269) (52.2500) (17.2478)
50
ARL0 (50.02) (50.05) (50.04) (50.08) (50.00) (50.05)
4.4 Comparison of the generalized out-of-control ARL1 for a
Markov observation sequence
Let {Xk, 1 ≤ k ≤ 60} be a dependent observation sequence satisfying
Xk =
{
ρ0Xk−1 + εk if 1 ≤ k ≤ τ,
ρ1Xk−1 + εk if k ≥ τ,
where X0 = 0, {εk, 1 ≤ k ≤ 60} is i.i.d with a normal distribution, i.e., εk ∼ N(0, 1) for
1 ≤ k ≤ 60, ρ0 = 0.5 and ρ1 = 0.1. That is, the correlation coefficient changes from 0.5 to
0.1. Obviously, {Xk, 1 ≤ k ≤ 60} is a Markov chain. The pre-change transition probability
density p0(x, y), post-change transition probability density p1(x, y), and the likelihood ratio
Λk can be written respectively as
p0(x, y) =
1√
2pi
e−
(y−ρ0x)2
2 , p1(x, y) =
1√
2pi
e−
(y−ρ1x)2
2
Λk =
p1(Xk−1, Xk)
p0(Xk−1, Xk)
= exp{[(ρ1 − ρ0)Xk−1][Xk − (ρ1 + ρ0)Xk−1/2]}.
It can be seen that the changes in the variance and covariance of Xk and Xk−1 occur after
the change-point τ = k. Here, the change-point is unknown.
As {Xk, 1 ≤ k ≤ 60} is a 1-order Markov chain, it follows from (i) of Theorem 3 that
we need to calculate the equivalent control limits l˜k = yk(c,Xk) for 1 ≤ k ≤ 59 to get the
corresponding optimal tests T ∗5 and T
∗
6 respectively.
We also use the two generalized out-of-control ARL1s, GARL5 and GARL6, to evaluate
the detection performance of the six sequential tests T ∗5 , T
∗
6 , TC , TE with the smoothing
parameter 0.1, T
−1/60
C and T
1/60
C . The simulation results of GARL5 and GARL6 for the
six tests with the same ARL0=20, 40 and 50, are listed in Table 2. The ARL0 values, the
constant control limits of TC and TE, and the adjustment coefficients of T
∗
5 , T
∗
6 , T
−1/60
C and
T
1/60
C are listed in parentheses. Table 2 shows that tests T
∗
5 and T
∗
6 have the best detection
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performance; that is, T ∗5 and T
∗
6 have the smallest GARL5 and GARL6 values (in bold)
respectively of the six tests with the same ARL0 ≈ 20, 40, 50. This is consistent with the
result of Corollary 3: sequential tests T ∗5 and T
∗
6 are optimal under measures JM5,N(T ) and
JM6,N(T ) respectively.
Note that though the monitoring performances of both T ∗5 and T
∗
6 are better than all
TC , TE, T
−1/60
C and T
1/60
C respectively under the measure JM5,N(T ) and JM6,N(T ), the con-
stant control limits of TC , TE, T
−1/60
C are easier to determine than that of T
∗
5 and T
∗
6 .
Table 2. Simulation values of GARL5 and GARL6 with the same ARL0 for Markov
observation sequence
Sequential Tests
ARL0 ARL1 T
∗
5 T
∗
6 TC TE T
−1/60
C T
1/60
C
GARL5 115.43 135.25 139.64 545.85 130.92 156.09
GARL6 23.26 21.55 22.04 70.90 22.72 23.09
c (12.016) (2.075) (2.3482) (0.7730) (3.4500) (1.8901)
20
ARL0 (20.05) (20.14) (19.97) (20.06) (20.01) (20.09)
GARL5 409.76 467.17 474.64 665.57 450.68 1490.42
GARL6 59.80 57.86 59.71 151.81 60.60 60.30
c (22.8550) (3.865) (4.7828) (0.933) (10.3500) (3.478)
40
ARL0 (40.72) (40.84) (40.76) (40.03) (40.02) (40.03)
GARL5 638.15 688.52 705.62 1586.81 722.63 758.57
GARL6 84.15 80.42 83.32 181.89 87.25 87.57
c (32.89) (5.575) (7.528) (1.0229) (23.15) (5.667)
50
ARL0 (49.77) (49.26) (49.28) (49.99) (49.94) (50.04)
5 Concluding remarks
By presenting the generalized Shiryaev’s measures of detection delay JM,N(.), the statistic
Yn, 0 ≤ n ≤ N + 1, the control limit ln(c), 0 ≤ n ≤ N + 1, and the sequential test T ∗M(c,N),
we obtain the following main results. (i) For different measures JM,N(.) of detection delay,
we can construct different optimal sequential tests T ∗M(c,N) under the corresponding mea-
sures for a general finite observation sequence. (ii) A formula is presented to calculate the
value of the generalized out-of-control ARL1 for every optimal test T
∗
M(c,N) which is the
minimum value of the generalized out-of-control ARL1 of all test T ∈ TN . (iii) When the
post-change conditional densities (probabilities) of the observation sequences do not depend
on the change-point, there is an equivalent control limit that does not depend directly on
the statistic of the optimal test T ∗M(c,N) for p-order Markov chain. Specifically, the equiv-
alent control limit can consist of a series of nonnegative non-random numbers when the
observations are mutually independent.
In this paper, both the pre-change and post-change joint probability densities are assumed
to be known. In fact, we usually do not know the post-change joint probability density
before it is detected. But the potential change domain (including the size and form of the
boundary) and its probability may be determined by engineering knowledge and practical
experience. In other words, though the actual post-change joint probability density p(θ, k) :=
pθ,k(x0, x1, ..., xk, ..., xN) is unknown, that is, the parameter θ is unknown at the change
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time k, we may assume that there is a known probability distribution Qk(.) for the known
parameter set Θk such that the probability of the post-change joint probability density at
change-point k being pθ,k is dQk(θ) for 1 ≤ k ≤ N , where pθ,k 6= pθ′,k if and only if θ 6= θ′.
If we have no prior knowledge of the possible parameter θ (corresponding to a possible
post-change probability density pθ,k) at the change-point k, it is natural to assume that the
probability distribution Qk may be an equal probability distribution or uniform distribution
on Θk, that is, Qk(θ = θi) = 1/m (1 ≤ i ≤ m < ∞) for θi ∈ Θk or dQ(θ)/dθ = 1/M(Θ),
where dQ/dθ denotes the probability density and M(Θ) is the measure (length, area, volume,
etc.) of the bounded set Θ. Note that the parameter θ may not be the characteristic numbers
(the mean, variance, etc.) of the probability distribution. Hence, we can define a new joint
probability density
pk := pk(x0, x1, ..., xk, ..., xN)
in the following
pk(x0, x1, ..., xN) =
∫
Θk
pθ,k(x0, x1, ..., xN)dQk(θ)
for 1 ≤ k ≤ N . The density function pk can be considered as a known post-change joint
probability density at the change-point k, 1 ≤ k ≤ N .
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APPENDIX : PROOFS OF THEOREMS
Proof of Theorem 1. Since (T − k)+ = ∑N+1m=k+1 I(T ≥ m) for T ∈ TN , I(T ≥ m) ∈
Fm−1 and the post-change joint probability density pk(x0, x1, ..., xn) for the change-point k
(1 ≤ k ≤ N) can be written as
pk(x0, x1, ..., xn) = q(x0)
(k−1)∧n∏
j=1
p0j(xj|xj−1, ..., x0)
n∏
j=k
p
(k)
1j (xj|xj−1, ..., x0)
for 1 ≤ n ≤ N , where q(x0) be the probability density (or probability) of X0 at initial time
k = 0, (k − 1) ∧ n denotes min{k − 1, n}, ∏(k−1)∧nj=1 = 1 for k = 1 and ∏nj=k = 1 for n < k,
it follows that
N∑
k=1
Ek(wk(T − k)+) (A. 1)
= E0
( N∑
k=1
N+1∑
m=k+1
wkI(T ≥ m)
m−1∏
j=k
Λ
(k)
j
)
= E0
( N∑
m=1
YmI(T ≥ m+ 1)
)
= E0
( T∑
m=1
Ym−1
)
for all T ∈ TN . This equality means that the generalized out-of-control ARL1 (the numerator
of the measure JM,N(T )) is equal to the generalized in-control ARL0, in which the weight
{vm} is replaced by the statistic {Ym−1}. Let T ∗ = T ∗(c) = T ∗M(c,N) and
ξn =
n∑
k=1
(Yk−1 − cvk), (A. 2)
where c > 0. We will divide three steps to complete the proof of Theorem 1.
Step I. Show that
E0(ξT ) ≥ E0(ξT ∗) (A. 3)
for all T ∈ TN and the strict inequality of (A.3) holds for all T ∈ TN with T 6= T ∗.
To prove (A.3), by Lemma 3.2 in Chow, Robbins and Siegmund (1971), we only need to
prove the following two inequalities:
E∞(ξT ∗ |Fn) ≤ ξn on {T ∗ > n} (A. 4)
and
E∞(ξT |Fn) ≥ ξn on {T ∗ = n, T > n} (A. 5)
for each n ≥ 1.
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Let Bm,n+1(N) = {Yk < lk(c), n + 1 ≤ k ≤ m} for n + 1 ≤ m ≤ N . As in the proof of
Theorem 1 in Han, Tsung and Xian (2017), we can verify that
ln(c) = cvn+1 + E0
( N∑
m=n+1
Bm,n+1(N)[cvm+1 − Ym]|Fn
)
(A. 6)
and
E0
( N∑
m=n+1
I(T > m)[cvm+1 − Ym]|Fn
)
(A. 7)
≤ (ln(c)− cvn+1)I(T > n)
for 0 ≤ n ≤ N and T ∈ TN . Note that here, {vk, 1 ≤ k ≤ N + 1} can be a series of
non-negative random variables, but it is a series of positive numbers {ρk, 1 ≤ k ≤ N + 1} in
the proof of Theorem 1 in Han, Tsung, and Xian (2017).
In fact, by the definition of lN(c) and lN−1(c) we know that (A.6) holds for n = N − 1
and n = N , where
∑N
m=n+1 = 0 for n = N . Assume that (A.6) holds for n ≤ N − 1. Then,
by the definition of ln−1(c) and the assumption (A.6) for ln(c), we have
ln−1(c) = cvn + E0
(
Bn,n(N)[ln(c)− Yn]|Fn−1
)
= cvn + E0
(
Bn,n(N)[cvn+1 − Yn]|Fn−1
)
+E0
( N∑
m=n+1
Bn,n(N)Bm,n+1(N)[cvm+1 − Ym]|Fn−1
)
= cvn + E0
( N∑
m=n
Bm,n(N)[cvm+1 − Ym]|Fn−1
)
.
By mathematical induction, (A.6) holds for 0 ≤ n ≤ N . Furthermore, by (A.6) and the
definition of ln(c) we have
E0
( N∑
m=n+1
Bm,n+1(N)[cvm+1 − Ym]|Fn
)
(A. 8)
= ln(c)− cvn+1 = E0
(
[ln+1(c)− Yn+1]+|Fn
)
for 0 ≤ n ≤ N .
Obviously, (A.7) holds for n = N . For n = N − 1, we have
E0
(
I(T > N)[cvN+1 − YN ]|FN−1
)
≤ E0
(
I(T > N)I(BN,N(N))[cvN+1 − YN ]|FN−1
)
≤ I(T > N − 1)E0
(
I(BN,N(N))[lN(c)− YN ]|FN−1
)
= (lN−1(c)− cvN)I(T > N − 1),
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where the last equality comes from the definition of lN−1(c); that is, (A.7) holds for n = N−1.
Assume that (A.7) holds for n ≤ N − 1. It follows that
E0
( N∑
m=n
I(T > m)[cvm+1 − Ym]|Fn−1
)
= E0(I(T > n)[cvn+1 − Yn]|Fn−1)
+E0
(
E0
( N∑
m=n+1
I(T > m)[cvm+1 − Ym]|Fn
)
|Fn−1
)
≤ E0(I(T > n)[cvn+1 − Yn]|Fn−1) + E0
(
[ln(c)− cvn+1]I(T > n)|Fn−1
)
= E0
(
[ln(c)− Yn]I(T > n)|Fn−1
)
≤ E0
(
I(Bn,n(N))[ln(c)− Yn]I(T > n)|Fn−1
)
≤ I(T > n− 1)E0
(
I(Bn,n(N))[ln(c)− Yn]|Fn−1
)
= I(T > n− 1)(ln−1(c)− cvn),
where the last equality comes from the definition of ln−1(c). By mathematical induction, we
know that (A.7) holds for all 0 ≤ n ≤ N .
From (A.6) and the definition of ξn in (A.2), it follows that
I(T ∗ > n)E0(ξT ∗ − ξn)|Fn) (A. 9)
= I(T ∗ > n)
N∑
m=n
E0(I(T
∗ > m)[ξm+1 − ξm])|Fn)
= I(T ∗ > n)[Yn − cvn+1 +
N∑
m=n+1
E0(I(Bm,n+1)(Ym − cvm+1)]|Fn)
= I(T ∗ > n)(Yn − ln(c)) < 0
for 1 ≤ n ≤ N . The last inequality comes from the definition of T ∗. This means that (A.4)
holds for 1 ≤ n ≤ N .
By (A.7), we have
I(T ∗ = n)I(T > n)E0(ξT − ξn)|Fn) (A. 10)
= I(T ∗ = n)
N∑
m=n
E0(I(T > m)[ξm+1 − ξm])|Fn)
= I(T ∗ = n)[I(T > n)(Yn − cvn+1)
+
N∑
m=n+1
E0
(
I(T > m)[Ym − cvm+1]|Fn
)
]
≥ I(T ∗ = n)[I(T > n)(Yn − cvn+1) + (cvn+1 − ln(c))I(T > n)]
= I(T ∗ = n)I(T > n)[Yn − ln(c)] ≥ 0.
21
That is, (A.5) holds for 1 ≤ n ≤ N . By (A.4) and (A.5), we know that the inequality in
(A.3) holds for all T ∈ TN . Furthermore, from (A.9) and (A.10), it follows that the strict
inequality in (A.3) holds for all T ∈ TN with T 6= T ∗.
Step II. Show that there is positive number cγ such that
JM,N(T ∗(cγ)) = cγ
(
1− E0(v1)
γ
)
− E0[l1(cγ)− Y1]
+
γ
.
As E0(v1) < γ <
∑N+1
k=1 E0(vk), it follows that there is at least a k ≥ 2 such that E0(vk) > 0.
Let k∗ = max{2 ≤ k ≤ N + 1 : E0(vk) > 0}, we have
E0(
T ∗∑
k=1
vk) =
k∗∑
k=1
E0(vkI(T
∗ ≥ k)) = E0(v1) +
k∗∑
k=2
E0(vkI(T
∗ ≥ k)).
By the definition of {lk(c), 1 ≤ k ≤ N + 1} and T ∗, we know that
lim
c→0
k∗∑
k=2
E0(vkI(T
∗ ≥ k)) = 0
lim
c→∞
k∗∑
k=2
E0(vkI(T
∗ ≥ k)) =
k∗∑
k=2
E0(vk)
As
∑k∗
k=2 E0(vkI(T
∗ ≥ k)) is continuous and increasing on c, it follows that there is a positive
number cγ such that
E0(
T ∗(cγ)∑
k=1
vk) =
k∗∑
k=1
E0(vkI(T
∗ ≥ k)) = γ. (A. 11)
It follows from (A.8) that
N∑
m=1
E0([Ym − cvm+1]I(T ∗ ≥ m+ 1))
= E0
(
E0(
N∑
m=1
Bm,1(N)[Ym − cvm+1]|F0)
)
= E0(cv1 − l0(c)). (A. 12)
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Thus, by (A.1), (A.11), and (A.12) we have
JM,N(T ∗(cγ)) = E0(
∑T ∗(cγ)
m=1 Ym−1)
E0(
∑T ∗(cγ)
m=1 vk)
=
∑N
m=1 E0([Ym − cγvm+1 + cγvm+1]I(T ∗(cγ) ≥ m+ 1))
γ
=
cγ
∑N+1
m=1 E0(vmI(T
∗(cγ) ≥ m))− E0(l0(cγ))
γ
=
cγE0(
∑T ∗(cγ)
m=1 vk)
γ
− E0(l0(cγ))
γ
= cγ − E0(l0(cγ))
γ
= cγ(1− E0(v1)
γ
)− E0[l1(cγ)− Y1]
+
γ
.
The last equality follows from the definition of l0(c) in (6). It proves (iii) of Theorem 1.
Step III. Show (i) and (ii) of Theorem 1. Let
c˜γ = JM,N(T ∗(cγ)) = cγ − E0(l0(cγ))
E0(
∑T ∗(cγ)
m=1 vm)
.
If JM,N(T ) ≥ cγ, then JM,N(T ) ≥ c˜γ = JM,N(T ∗(cγ)). If JM,N(T ) < cγ, then, by (A.1),
(A.3), and E0(
∑T
m=1 vm) ≥ γ, we have
[JM,N(T )− cγ]γ ≥ [E0(
∑T
m=1 Ym−1)
E0(
∑T
m=1 vm)
− cγ]E0(
T∑
m=1
vm)
= [E0(
T∑
m=1
Ym−1)− cγE0(
T∑
m=1
vm)]
≥ [E0(
T ∗(cγ)∑
m=1
Ym−1)− cγE0(
T ∗(cγ)∑
m=1
vm)]
= [
E0(
∑T ∗(cγ)
m=1 Ym−1)
E0(
∑T ∗(cγ)
m=1 vm)
− cγ]E0(
T ∗(cγ)∑
m=1
vm)
= [JM,N(T ∗(cγ))− cγ]γ.
This means that JM,N(T ) ≥ JM,N(T ∗(cγ)) for all T ∈ TN with E0(
∑T
m=1 vm) ≥ γ. That
is, (i) of Theorem 1 is true. The strict inequality in (ii) of Theorem 1 comes from the
strict inequality in (A.3) when T 6= T ∗(cγ) with E0(
∑T
m=1 vm) = E0(
∑T ∗(cγ)
m=1 vm) = γ. This
completes the proof of Theorem 1.
Proof of Theorem 2. Since Yk = (Yk−1 + wk(Yk−1, An,p1))Λk and
Λk =
p1k(Xk|Xk−1, ..., Xk−j)
p0k(Xk|Xk−1, ..., Xk−i)
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for 1 ≤ k ≤ N , it follows that (Yk, Xk), 0 ≤ k ≤ N, is a two-dimensional p-order Markov
chain, where p = max{i, j}. Let 1 ≤ p ≤ N . By the definition of the optimal control limits,
we have
(A. 13)
lk(c) = cvk+1(Yk, An,p2)
+E0
(
[lk+1(c)− (Yk + wk+1(Yk, An,p1))Λk+1]+|Yk, An,0
)
for 0 ≤ k ≤ p− 1 and
(A. 14)
lk(c) = cvk+1(Yk, An,p2)
+ E0
(
[lk+1(c)− (Yk + wk+1(Yk, An,p1))Λk+1]+|Yk, An,p
)
for p ≤ k ≤ N. Let p = 0, we have similarly
(A. 15)
lk(c) = lk(c, Yk)
= cvk+1(Yk) + E0
(
[lk+1(c)− (Yk + wk+1(Yk))Λk+1]+|Yk
)
for 0 ≤ k ≤ N .
Proof of Theorem 3. Let p = 0. As the observations Xk, 0 ≤ k ≤ N, are independent,
it follows from the definition of {Yk, 1 ≤ k ≤ N} that {Yk, 1 ≤ k ≤ N} is a 1-order
Markov chain. Thus, the optimal control limits, lk(c), 0 ≤ k ≤ N , satisfy (A.15). Let
y = cvN+1(y). As vN+1(y) is non-increasing, it follows that there is a positive number yN(c)
such that yN(c) = cvN+1(yN(c)). Hence, YN ≥ lN(c) = cvN+1(YN) if and only if YN ≥ yN(c).
Therefore, we let l˜N(c) = yN(c). Take k = N − 1 in (A.15) and let
y = f0(y) = cvN(y)
+ E0
(
[cvN+1((y + wN(y))ΛN)− (y + wN(y))ΛN ]+|YN−1 = y
)
.
Note that the two functions (y+wN(y)) and vN(y) are non-decreasing and non-increasing on
y ≥ 0, respectively. Therefore, the function f0(y) is non-increasing on y ≥ 0, and it follows
that there is a positive number yN−1 such that yN−1 = f0(yN−1); that is,
yN−1 = cvN(yN−1)
+ E0
(
[cvN+1 − (yN−1 + wN(yN−1))ΛN ]+|YN−1 = yN−1
)
.
This implies that YN−1 ≥ lN−1(c) if and only if YN−1 ≥ yN−1. Therefore, we let l˜N−1(c) =
yN−1. Similarly, there are positive numbers yk, 1 ≤ k ≤ N − 2 such that Yk ≥ lk(c) if and
only if Yk ≥ yk for 1 ≤ k ≤ N − 2, where
yk = cvk+1(yk) + E0
(
[lk+1(c)− (yk + wk+1(yk))Λk+1]+|Yk = yk
)
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for 1 ≤ k ≤ N − 2. Taking l˜k(c) = yk for 1 ≤ k ≤ N , we know that the control limit {l˜k(c)}
is an equivalent control limit of the optimal sequential test T ∗M(c,N) and it consists of a
series of nonnegative non-random numbers. This proves (ii) of Theorem 3.
Let 1 ≤ p ≤ N. As {(Yk, Xk), 0 ≤ k ≤ N} is a two-dimensional p-order Markov chain,
it follows that (A.14) and (A.13) hold for p ≤ k ≤ N and 0 ≤ k ≤ p − 1, respectively.
When k = N in (A.14), we take l˜N(c) = yN(c), where yN(c) = cvN+1(yN(c)). For any fixed
observation values ak,p = {xk, ..., xk−p+1} for p ≤ k ≤ N − 1 and ak,0 = {xk, ..., x0} for
0 ≤ k ≤ p− 1, let
y = fp(y) = cvk+1(y, ak,p)
+ E0
(
[lk+1(c)− (y + wk+1(y, ak,p))Λk+1]+|Yk = y, Ak,p = ak,p
)
for p ≤ k ≤ N − 1 and
y = gp(y) = cvk+1(y, ak,0)
+ E0
(
[lk+1(c)− (y + wk+1(y, ak,0))Λk+1]+|Yk = y, Ak,0 = ak,0
)
for 0 ≤ k ≤ p − 1. As the two functions fp(y) and gp(y) are non-increasing on y ≥ 0, it
follows that there are positive numbers yk = yk(c, ak,p) for p ≤ k ≤ N−1 and yk = yk(c, ak,0)
for 1 ≤ k ≤ p − 1 such that yk = fp(yk) for p ≤ k ≤ N − 1 and yk = gp(yk) for 1 ≤ k ≤
p − 1. Therefore, Yk ≥ lk(c) if and only if Yk ≥ yk. Taking l˜k(c) = yk(c,Xk, ..., Xk−p+1) for
p ≤ k ≤ N and l˜k(c) = yk(c,Xk, ..., X0) for 1 ≤ k ≤ p − 1, we have T˜ ∗M(c,N) = T ∗M(c,N).
That is, {l˜k(c), 1 ≤ k ≤ N + 1} is an equivalent control limit of the optimal sequential test
T ∗M(c,N) that does not directly depend on the statistic, Yk, 1 ≤ k ≤ N. This completes the
proof of (i) of Theorem 3.
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