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The Molecular Mechanism of Thermal Noise in Rod Photoreceptors
Samer Gozem, 1 Igor Schapiro, 1 Nicolas Ferré, 2 Massimo Olivucci 1,3 * Spontaneous electrical signals in the retina's photoreceptors impose a limit on visual sensitivity. Their origin is attributed to a thermal, rather than photochemical, activation of the transduction cascade. Although the mechanism of such a process is under debate, the observation of a relationship between the maximum absorption wavelength (l max ) and the thermal activation kinetic constant (k) of different visual pigments (the Barlow correlation) indicates that the thermal and photochemical activations are related. Here we show that a quantum chemical model of the bovine rod pigment provides a molecular-level understanding of the Barlow correlation. The transition state mediating thermal activation has the same electronic structure as the photoreceptor excited state, thus creating a direct link between l max and k. Such a link appears to be the manifestation of intrinsic chromophore features associated with the existence of a conical intersection between its ground and excited states.
R hodopsin (Rh), a heterotrimeric G proteincoupled receptor found in rod cells of the eye, is responsible for vision in dim light. It comprises an opsin apoprotein and the 11-cis retinal protonated Schiff base (PSB11) chromophore covalently linked to the opsin core. Visual pigments of the Rh family mediate vision in all seeing animals (1) . The activation of visual pigments is normally triggered by the photochemical isomerization of PSB11 to the corresponding alltrans isomer (PSBAT) within the opsin retinal binding pocket (2) , yielding the ground state (S 0 ) photocycle intermediate bathoRh. Spectroscopic studies have established that in the prototypical pigment bovine Rh, the isomerization occurs on a femtosecond time scale (3) (4) (5) . The additional observation of S 0 vibrational coherence (6) supports a direct transfer of the excited-state (S 1 ) population to the photoproduct along a downhill path passing through a conical intersection (CI). Such a path has been located along the Rh potential energy surfaces, using multiconfigurational quantum chemical (MCQC) calculations (7-9), and has been spectroscopically supported by probing in the infrared (9) . As outlined in Fig. 1 , the resulting photochemical isomerization mechanism is qualitatively different from that of a thermal isomerization, which is expected to be controlled by an energy barrier (E a T , thermal activation energy) corresponding to an S 0 transition state (TS) with diradical character (10) .
In contrast to light activation, the mechanism of thermal activation of visual pigments has not been established. One reason for the ongoing debate is the discrepancy between the measured activation barrier in toad Rh (~22 kcal/mol) (11) and the observed energy storage in bovine bathoRh (~32 kcal/mol) (12) . Because E a T for PSB11 in opsin cannot be lower than the product energy, it has been suggested that the thermal mechanism bypasses bathoRh production (13) . However, there is compelling evidence that the thermal and photochemical activations are mechanistically related. First, the signal triggered by thermal activation is indistinguishable from that caused by light (11) . Second, as for light activation, the thermal process leads to PSB11 isomerization without substantially changing the secondary structure of the opsin (14) . The observations above question the validity of the measured activation barrier. Ala-Laurila et al. (15) and, more recently, Luo et al. (16) have suggested that the barrier value (11) is incorrect because it assumes Boltzmann statistics. On the other hand, a computational study by Khrenova et al. (10) suggests that the barrier is correct but the stored energy is not.
A number of studies have tried to resolve the above discrepancies by proposing more complex mechanisms for the thermal activation, such as an isomerization occurring in an Rh population where the chromophore is deprotonated (17) , simultaneous hydrolysis and thermal isomerization of PSB11 (14) , a change in the hydrogen-bonding network near the active site (18) , fluctuations in the protein structure (19) , or bioluminescence near the retina (20) . More recent computations indicate that the S 1 state may be thermally accessed (21) . However, these mechanistic models do not explicitly address the experimentally observed Barlow correlation (22, 23) , which establishes a relationship between the pigment thermal activation kinetic constant (k) and the maximum absorption wavelength (l max ), such that -logk is directly proportional to 1/l max . This provides a link between thermal and photochemical activation (15, 16) that any correct mechanism must explain.
The importance of accounting for the Barlow correlation is emphasized by Luo et al. (16) , who have provided quantitative evidence of its validity. Adopting a theory presented by Ala-Laurila et al. (15) , they proposed that the observed thermal activation measurements could be described using a logk = logA(E a T , T) -E a T /RT law (A, pre-exponential factor; T, absolute temperature; R, gas constant) and assumed that E a T = E a P , where E a P is an experimentally established function of 1/l max called the photochemical energy barrier (23) . Because the authors associate E a P with the minimal photon energy capable of triggering the isomerization, the E a T = E a P assumption could be interpreted to mean that energy from photons is used to follow the thermal isomerization path. However, this contradicts the established CI-driven S 1 isomerization of Fig. 1 , which avoids E a T . Furthermore, E a P must be a quantity close to the 0-0 excitation energy (i.e., the energy gap between the S 0 and S 1 minima) and far from the S 0 energy barrier ( fig. S1 ). Clearly, the observed proportionality between -logk and 1/l max must reflect a different mechanism. Assuming, consistently with Luo et al. (16) , that chromophore isomerization drives the thermal activation, such a mechanism must explain the relationship between E a T and 1/l max on the basis of the geometrical and electronic properties of opsin-embedded PSB11.
MCQC calculations allow the computation of E a T and 1/l max from first principles by locating the pigment equilibrium and TS structures. Computation of these quantities for a set of 12 pigments explains the link between E a T and 1/l max in terms of the charge distribution of their chromophores. MCQC-based quantum mechanics/molecular mechanics (QM/MM) calculations on bovine Rh show that S 0 PSB11 has a +0.86 e charge residing on the Schiff base moiety (Fig. 1) . Vertical excitation to S 1 transfers about 30% of this charge toward the b-ionone moiety. This difference in charge distribution explains the sensitivity of l max [and corresponding vertical excitation energy DE(S 1 -S 0 )] to the opsin sequence. Sequences that stabilize the positive charge in the Schiff base region would blueshift the absorption, whereas sequences that stabilize the charge on the b-ionone region would redshift the absorption. Because -logk is seen to increase linearly as a function of 1/l max (16) , the correct thermal activation mechanism should explain why opsins decreasing E a T would also decrease DE(S 1 -S 0 ), and increasing E a T would also increase DE(S 1 -S 0 ).
As previously reported (24), the S 0 potential energy surface of a gas-phase PSB11 model features two TSs [TS DIR and TS CT (DIR, diradical; CT, charge transfer)] controlling the same thermal isomerization ( Fig. 2A) . In Fig. 2B , we present the TS DIR and TS CT structures computed for bovine Rh using a MCQC/AMBER QM/MM model, in which all the side chains and waters of the chromophore binding pocket are relaxed (figs. S2 to S9) (25) . The necessarily approximated MCQC levels used to compute the TS geometry (CASSCF/ 6-31G*) and barriers (CASPT2//CASSCF/6-31G*) have been validated by mapping the S 0 energy surface of a reduced PSB11 model up to the CASPT2/6-31G* and MRCISD+Q/6-31++G** levels, respectively ( fig. S8 ). TS DIR features the structure expected for a homolytically broken double bond with two radical centers delocalized along orthogonal p-systems and corresponds to the TS of Fig. 1 . As expected, its charge distribution correlates with that of the S 0 PSB11 reactant, with a +0.98 e charge localized in the Schiff base region. In contrast, TS CT has most of its charge (+0.90 e) located on the b-ionone region and thus Figs. 2A and 1) . We find that TS CT has a computed activation energy of 34 kcal/mol and, unexpectedly, lies 11 kcal/mol in energy below TS DIR ( fig. S9 ). Although this value depends on the MCQC level used in the calculation, an increase in the level of theory invariably leads to a larger stabilization of TS CT (figs. S7 to S9) Therefore, TS CT has full control of the thermal isomerization.
The close electronic characters of TS CT and of the opsin-embedded S 1 PSB11 (i. fig. S10 ). The computed barriers and rate-constant ratios were obtained via QM/MM models of the pigments and do not contain experimental parameters. The large deviation of T118A from the observed ratio is tentatively assigned to an overestimated barrier for the A1 chromophore.
Thus, the Barlow correlation is explained naturally by considering the quantum-mechanical properties of PSB11. Because the Barlow correlation appears to be generally valid for visual pigments, we conclude that in these systems, TS CT , rather than TS DIR , controls the thermal isomerization. However, the data of Fig. 2C predict that TS DIR will control thermal isomerization for l max below 470 nm (after accounting for a systematic~3.2 kcal/mol blueshift in our computed excitation energy), yielding an anti-Barlow correlation, seen as a negative slope in the diagram of Fig. 2C . The same results provide evidence that the rate-determining step controlling the thermal noise must be the canonical PSB11 isomerization, in agreement with the Luo et al. (16) hypothesis. As discussed in Luo et al. (16) , the observed correlation is not necessarily incompatible with the previously reported 22 kcal/mol apparent activation energy because, in that case, an energyand temperature-independent pre-exponential factor was assumed (11) . Also, the computed 34 kcal/mol barrier for TS CT has uncertainty of a few kilocalories per mole because of the MCQC computational error ( fig. S8 ) and the fact that we have used a rather stiff protein model (only the cavity residues are relaxed during the calculations). Our conclusions are also not incompatible with a recently proposed noise model based on protein fluctuations (19) or models in which the magnitude of the noise is sensitive to the opsin hydrogen bond network (18) (fig. S11 ), provided that PSB11 isomerization remains the kinetic bottleneck. Finally, the hypothesis that the Barlow correlation is a chromophore property is supported by similar relationships observed for the 13-cis chromophore in solution and in bacterioRh (26) .
In 1963, Herzberg and Longuet-Higgins showed that the electronic wavefunctions of two states crossing at a CI undergo large changes when moving the molecular structure along a loop encircling a single CI point (27) . As pictorially illustrated in Fig. 2A , one consequence of their geometric-phase theorem is that such wavefunctions exchange character (28) when the molecular structure is displaced from one side to the opposite side of the CI lower cone. This behavior has been computationally demonstrated for PSB11 (29) where, near the intersection, S 0 has a covalent/diradical character (y DIR ), whereas S 1 has a charge-transfer character (y CT ). Thus, 1227 REPORTS on September 6, 2012 www.sciencemag.org the reported TS DIR and TS CT structures located along the BLA coordinate on opposite sides of the CI appear to be a manifestation of the geometricphase theorem.
The key to understanding the origin of the thermal noise in rod photoreceptors is the existence of two electronically different TSs, with the lower displaying the same charge-transfer character as the Rh excited state. This is a consequence of the properties of the chromophore electronic wavefunction in the region of the CI (27, 28, 30) . Therefore, the Barlow correlation represents a manifestation of the existence of a CI in Rh and complements the evidence provided by spectroscopic studies (3) (4) (5) 9) . Without this CI, the thermal isomerization would be controlled by the TS DIR barrier and, therefore, high visual sensitivity would be achieved at the red edge of the visible spectrum rather than the blue. Further evidence supporting this theory could be provided by the observation of an "anti-Barlow" correlation (i.e., a decrease of -logk as a function of 1/l max ) for mutants or pigments containing PSB11 but absorbing radiations shorter than 470 nm. In animals and plants, social structure can reduce conflict within populations and bias aggression toward competing populations; however, for bacteria in the wild it remains unknown whether such population-level organization exists. Here, we show that environmental bacteria are organized into socially cohesive units in which antagonism occurs between rather than within ecologically defined populations. By screening approximately 35,000 possible mutual interactions among Vibrionaceae isolates from the ocean, we show that genotypic clusters known to have cohesive habitat association also act as units in terms of antibiotic production and resistance. Genetic analyses show that within populations, broad-range antibiotics are produced by few genotypes, whereas all others are resistant, suggesting cooperation between conspecifics. Natural antibiotics may thus mediate competition between populations rather than solely increase the success of individuals.
T he ratio of intra-versus interspecific competition is a key element regulating populations and determining their success within diverse communities. It is especially important in structured animal and plant populations, in which closely related individuals live in patches and encounter each other often (1) . In these cases, modulation of intraspecific antagonism or cooperation can mitigate the detrimental effects of niche overlap. However, for bacteria in the wild it has been postulated that populations merely represent loose assemblages of individuals driven by ecological opportunity (2, 3) . The reasons given include high dispersal rates and rapid horizontal gene transfer (HGT), which can both rapidly erode population structure by mixing unrelated individuals and introducing novel, potentially advantageous genes to their genomes. This may initiate a dynamic process of rapid but locally and/or temporarily limited expansion of individuals (clones). A classical example of such interactions is interference competition via colicintype bacteriocins (4, 5) , which are almost always encoded by plasmids and are able to kill closely related competitors in a highly specific manner. In these cases, population dynamics are primarily driven by the cyclic invasion of antibiotic production and resistance genes. Similarly, a recent high-throughput screen of mutual interactions among soil isolates indicated changing types of interactions occur over relatively short evolutionary distances. This was interpreted as shortlived dynamics of gene gain and loss, in which antibiotic production selects resistance, which subsequently promotes loss of production and reversion to sensitivity (6) . In contrast to this genecentric view of bacterial population dynamics, recent fine-scale environmental mapping of bacterial diversity has suggested that population structure may exist beyond individual clones. Such ecologically defined populations consist of phylogenetic clusters of closely related but nonclonal individuals, which share common ecological associations (7, 8) . However, it remains unknown whether individuals within such populations interact sufficiently strongly to allow for
