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Abstract
C1 linearization is of special interests because it can distinguish characteristic directions of dynamical
systems. It is known that planar C1,α contractions with a fixed point at the origin O admit C1,β linearization
with sufficiently small β > 0 if α = 1 and admit C1,α linearization if (log |λ1|/ log |λ2|)−1 < α  1, where
λ1 and λ2 are eigenvalues of the linear parts of the contractions at O with 0 < |λ1|  |λ2| < 1. In this
paper we improve the lower bound of α to lower the condition of C1 linearization for planar contractions.
Furthermore, we prove that the derivatives of transformations in our C1 linearization are Hölder continuous
and give estimates for the Hölder exponent. Finally, we give a counter example to show that those estimates
cannot be improved anymore.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In the theory of dynamical systems, one of the most fundamental and important problems is
linearization. Usually, the Cr linearization of a Ck diffeomorphism F : Ω → X, where 1 r 
k ∞, X is a Banach space and Ω ⊂ X is an open set, is to find a Cr diffeomorphism Φ from
an open set U ⊂ Ω into X such that
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F(x)
)= SΦ(x), ∀x ∈ U, (1.1)
for a linear mapping S.
It has a long history to study linearization. For analytic diffeomorphisms on Cn, the idea of
linearization goes back to Poincaré [10], who proved that F can be analytically conjugated to
its linear part near a fixed point if all eigenvalues λi (i = 1, . . . , n) of the linear part lie inside
the unit circle S1 (or outside S1) and satisfy the nonresonant condition, i.e., λi =∏nj=1 λmjj for
all i and all (m1, . . . ,mn) ∈ Zn+ such that m1 + · · · + mn  2. When all eigenvalues lie on S1,
Siegel [1,14] proved that Poincaré’s conclusion also holds if the point (λ1, . . . , λn) ∈ Cn is of
type (c, ν), i.e., |λi −∏nj=1 λmjj | c(∑nj=1 mj)−ν for all i and all (m1, . . . ,mn) ∈ Zn+ such that
m1 + · · · + mn  2, where c > 0 and ν > 0. Later, Brjuno [4] extended Siegel’s result in C and
proved that all germs of analytic diffeomorphisms with linear part λ = e2π iθ are linearizable if θ
is a Brjuno number, i.e., an irrational number such that ∑∞n=0 logqn+1qn < +∞, where (pn/qn)n0
is the sequence of the convergents of θ ’s continued fraction expansion. In 1988 Yoccoz [18]
proved that the condition is necessary.
Concerning linearization on Rn, a well-known result is the Hartman–Grobman Theorem [8],
saying that C1 diffeomorphisms can be C0 linearized near the hyperbolic fixed points. This result
was generalized to Banach space by Pugh in [11]. Sometimes C0 linearization is not effective to
discuss more details of dynamics, for example, to distinguish a node from a focus. For smooth
linearization, Sternberg [15,16] proved that Ck (k  1) diffeomorphisms can be Cr linearized
near the hyperbolic fixed points, where the integer r depends on k and the nonresonant condition.
In particular, r = ∞ if k = ∞ and nonresonant conditions of all orders hold. Further efforts were
also made to the class Ck,α (k  0 is an integer and 0 < α  1 is a real), i.e., the class of all Ck
mappings F ’s whose derivatives F (k)’s satisfy that
sup
x,y
{‖F (k)(x) − F (k)(y)‖
‖x − y‖α
}
< ∞.
Belitskii [2,3] proved that Ck,1 (k  1) diffeomorphisms can be Ck linearized locally if
the q (1  q  n) distinct norms p1 < · · · < pq of their eigenvalues satisfy that the union⋃
i<j [pki p+j ,pkjp−i ], where p+i := max{pi,1} and p−i := min{pi,1}, does not contain any one
of p1, . . . , pq . His result particularly implies that C1,1 diffeomorphisms can be C1 linearized
locally if the eigenvalues λ1, . . . , λn satisfy |λi | · |λj | = |λk| (k = 1, . . . , n) if |λi | < 1 < |λj |. In
1985 Sell [13] extended Sternberg and Belitskii’s results for k  2 and gave some more delicate
conditions for Cr linearization.
In the study of dynamical systems, C1 linearization is of special interests. Hartman [7] showed
that all C1,1 contractions on Rn admit local C1,β linearization with small β > 0 depending on
the eigenvalues of their linear parts at the fixed point. In the early years of 2000s ElBialy [6] and
Rodrigues and Solà-Morales [12] generalized this result to Banach space independently. On the
other hand, it is proved in Corollary 1.3.3 in [5] that a C1,α contraction F on Banach space can
be C1,α linearized near the origin O , which is the fixed point of F , if the constant α ∈ (0,1]
satisfies that
1 + α > logρ(F ′(O)−1)/ log(ρ(F ′(O))−1), (1.2)
where ρ(F ′(O)) denotes the spectral radius of F ′(O). Thus, in either 1-dimensional cases or 2-
dimensional cases with |λ1| = |λ2|, where λ1 and λ2 are eigenvalues of F ′(O), we can conclude
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|λ1| = |λ2| condition (1.2) can be written as
α > α1 := log |λ1|/ log |λ2| − 1. (1.3)
Further results on the plane were given by Stowe [17] in 1986. He investigated a Ck expansion
F(x) := Sx + o(‖x‖k), where k  2 is an integer and S := F ′(O). Let a and b be the modulus
of the eigenvalues of S with 1 < a  b. Stowe proved that (i) if loga b < k, then the sequence
(SnF−n)n∈N converges uniformly in Ck norm and that (ii) if loga b  k, then F can be trans-
formed to another Ck expansion F˜ , which satisfies that
(F˜ − S)(j)(x1,0) = 0, ∀0 j  k, (1.4)
for all small x1 ∈ R, so that the sequence (SnF˜−n)n∈N converges uniformly in Ck−1 norm. Ac-
cordingly, he concluded that F admits Ck and Ck−1 linearization in cases (i) and (ii) respectively
and estimated the Hölder exponent of Φ(k−1) in case (ii). There are also some results concerning
the cases that O is a saddle and r = ∞ in [17].
Since expansions can be discussed similarly, in this paper we investigate C1 linearization for
planar C1,α (0 < α  1) contractions F near the fixed point O . We discuss under the assumption
0 < |λ1| < |λ2| < 1 (1.5)
because the case |λ1| = |λ2| was solved in [5] as mentioned above. We give a number α0 which
is smaller than min{1, α1} given by Hartman [7] and Chaperon [5] and prove that F can be
linearized by a C1 transformation provided α > α0. In the proof the method used in [17] has
to be modified because result (1.4) cannot be obtained for C1,α mappings. Furthermore, we
prove that those transformations Φ for the C1 linearization are not only C1 but also C1,β for
some β > 0 depending on α. We give estimates for β in various cases and show with a counter
example that those estimates cannot be improved anymore.
2. C1 linearization of F
In this section, we aim to find a C1 diffeomorphism Φ near O such that Eq. (1.1) holds. Thus,
replacing Φ in Eq. (1.1) with {Φ ′(O)}−1Φ , we may assume that S = F ′(O). Since λ1 = λ2
by (1.5), we further assume that S is of the diagonal form, i.e.,
S = F ′(O) =
(
λ1 0
0 λ2
)
.
In the following let x := (x1, x2) ∈ R2 and define the norm ‖ · ‖ as
‖x‖ := max{|x1|, |x2|}, ∀x ∈ R2.
Theorem 1. Let Ω be a neighborhood of the origin O and F : Ω → R2 be a C1,α (0 < α  1)
contraction having O as its a fixed point. Assume that the two eigenvalues λ1 and λ2 of F ′(O)
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α > α0 := 1 − log |λ2|/ log |λ1|. (2.6)
Then there exist a neighborhood U ⊂ Ω of O and a C1 diffeomorphism Φ : U → R2 such that
Eq. (1.1) holds, i.e., F admits C1 linearization near O .
The number α0 given in Theorem 1 is a lower bound of the Hölder exponent α for C1 lin-
earization. Obviously, α0 < 1. It follows immediately that planar C1,1 contractions admit local
C1 linearization, as indicated in [7]. Moreover, one can check that α0 < α1 by (1.5), which im-
plies that our condition (2.6) is also weaker than the condition (1.3). Therefore, our Theorem 1
extends the results given in [5,7] in the case of planar systems.
In order to prove the theorem, we need the following lemma on invariant curves of F .
Lemma 1. Suppose that F : Ω → R2 is a C1,ζ (0 < ζ  1) contraction and that the two eigen-
values λ1 and λ2 of F ′(O) satisfy (1.5). Then there exists a closed disk V ⊂ Ω centered at O
such that F has a C1,ζ invariant curve
Γ := {(x1, x2) ∈ V : x1 = g(x2)},
where g : V ∩ R → R is C1,ζ and g(0) = g′(0) = 0, if the constant ζ satisfies that 0 < ζ < α1,
where α1 is given in (1.3).
Proof. This lemma is actually a corollary of Theorem 2.1 in [9]. Let the norm ‖ ·‖C1,ζ be defined
as
‖ϕ‖C1,ζ := sup
x∈R2
∥∥ϕ(x)∥∥+ sup
x∈R2
∥∥ϕ′(x)∥∥+ sup
x,∈R2
‖ϕ(x +)− ϕ(x) − ϕ′(x)‖
‖‖1+ζ
for all C1,ζ mappings ϕ : R2 → R2. Let S1 and S2 denote x1-axis and x2-axis respectively, which
are obviously closed subspaces of R2 invariant under F ′(O) and satisfy that R2 = S1 ⊕S2. Then,
one can check that there is a constant a > 1 such that the expansion F−1 satisfies the following:
(i) F−1(O) = O ,
(ii) ‖F ′(O)|S1‖ = |λ1| < a−(1+ζ ),
(iii) ‖(F−1)′(O)|S2‖ = |λ2|−1 < a, and
(iv) there exists a mapping H : R2 → R2 such that H(x) = F−1(x) near O and
‖H(x)− H ′(O)x‖C1,ζ is sufficiently small.
In fact, (i) is obvious. Note that |λ1| < |λ2|1+ζ since 0 < ζ < α1. There is a sufficiently small
constant ε > 0 such that
|λ1| <
(|λ2| − ε)1+ζ and |λ2|−1 < (|λ2| − ε)−1.
Then we get (ii) and (iii) by putting a := (|λ2| − ε)−1. Conclusion (iv) can be proved obviously,
as indicated in the fourth remark in [9], by choosing an appropriate bump function (a smooth
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function with compact support) on R2. Thus, by Theorem 2.1 in [9], the mapping H has a C1,ζ
invariant curve on R2 and therefore F−1 has a C1,ζ invariant curve on a closed disk V ⊂ Ω
centered at O , which is tangent to x2-axis at O . So does F . The proof is completed. 
Proof of Theorem 1. Since C1 linearization was proved in [5] for all α1 < α  1 as indicated
in (1.3), it suffices to consider α ∈ (α0, α1] ∩ (0,1]. Noting that C1,α implies C1,α˜ near O for
α > α˜, we only need to prove the C1 linearization for α = α˜ in (α0, α1) ∩ (0,1]. In order to
simplify the deduction, we flatten F along the x2-axis by straightening up an invariant curve of
F tangent to the x2-axis, as shown in Fig. 1.
By Lemma 1, there is a closed disk V ⊂ Ω centered at O such that F has a C1,α˜ invariant
curve Γ := {(x1, x2) ∈ V : x1 = g(x2)}, where g : V ∩R → R is C1,α˜ and g(0) = g′(0) = 0. This
curve enables us to make the C1,α˜ transformation Θ : V → R2 defined by
Θ(x) := (x1 − g(x2), x2) (2.7)
so that we can consider the mapping F˜ := Θ ◦ F ◦ Θ−1 instead. Once we can prove the C1
linearization for F˜ , we naturally know the C1 linearization of F because Θ is a local C1 diffeo-
morphism.
Let F1 := π1F , F2 := π2F , F˜1 := π1F˜ and F˜2 := π2F˜ , where π1 and π2 denote the projec-
tions onto the x1-axis and x2-axis respectively. Direct calculation gives{
F˜1(x1, x2) = F1
(
x1 + g(x2), x2
)− g(F2(x1 + g(x2), x2)),
F˜2(x1, x2) = F2
(
x1 + g(x2), x2
)
.
(2.8)
Obviously,
F˜1(0, x2) = F1
(
g(x2), x2
)− g(F2(g(x2), x2))= 0, ∀x2 ∈ V ∩ R, (2.9)
i.e., F˜ leaves x2-axis invariant, since the graph of g is invariant with respect to F . Moreover, F˜
has the following properties:
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(i) F˜ is C1,α˜ in V such that F˜ (O) = O and F˜ ′(O) = S.
(ii) |F˜1(x)| (|λ1|+L‖x‖α˜)|x1| and | ∂F˜1(x)∂x2 | L|x1|α˜ for all x ∈ V , where L > 0 is a constant
independent of x.
We leave the proof of Lemma 2 after the proof of this theorem. In what follows we claim
the uniform convergence of the sequence (S−n(F˜ n)′(x))n∈N near O . If the claim is true then the
sequence (S−nF˜ n(x))n∈N also converges uniformly near O because for any m = n ∈ N∥∥S−mF˜m(x) − S−nF˜ n(x)∥∥= ∥∥{S−mF˜m(x) − S−nF˜ n(x)}− {S−mF˜m(O) − S−nF˜ n(O)}∥∥

∥∥S−m(F˜ m)′(τ1x)− S−n(F˜ n)′(τ1x)∥∥ · ‖x‖,
where τ1 ∈ (0,1) is a number depending on x. Thus, the limit Φ˜ := limn→∞ S−nF˜ n defines a
C1 mapping near O , which satisfies Eq. (1.1) because
Φ˜ ◦ F˜ = S lim
n→∞S
−(n+1)F˜ n+1 = SΦ˜.
Moreover,
Φ˜ ′(O) = lim
n→∞S
−n(F˜ n)′(O) = id,
where id denotes the identity mapping. It implies that Φ˜ is a C1 diffeomorphism near O . There-
fore, F˜ admits C1 linearization near O .
In order to prove the uniform convergence of (S−n(F˜ n)′(x))n∈N, we note that ‖F˜ (x)‖ < ‖x‖
for small ‖x‖ by Lemma 2(i) because ‖S‖ = |λ2| < 1. It implies that F˜ maps a sufficiently small
closed disk U ⊂ V centered at O into itself. For each n ∈ N, let
(
F˜ n
)′
(x) :=
(
an(x) bn(x)
cn(x) dn(x)
)
, (2.10)
where an, bn, cn, dn : U → R are functions. Moreover, those entries have the following proper-
ties:
Lemma 3. There is a closed disk U centered at O such that
∣∣a1(F˜ n(x))− λ1∣∣M|λ2|nα˜, ∣∣b1(F˜ n(x))∣∣M|λ1|nα˜, (2.11)∣∣c1(F˜ n(x))∣∣M|λ2|nα˜, ∣∣d1(F˜ n(x))− λ2∣∣M|λ2|nα˜, (2.12)∣∣an(x)∣∣M|λ1|n, ∣∣bn(x)∣∣M|λ1|n, (2.13)∣∣cn(x)∣∣M|λ2|n, ∣∣dn(x)∣∣M|λ2|n (2.14)
for all n ∈ N and for all x ∈ U , where M > 0 is a constant independent of n and x.
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S−n
(
F˜ n
)′
(x) =
(
an(x)/λ
n
1 bn(x)/λ
n
1
cn(x)/λ
n
2 dn(x)/λ
n
2
)
and
(
F˜ n+1
)′
(x) = F˜ ′(F˜ n(x))(F˜ n)′(x) = (a1(F˜ n(x)) b1(F˜ n(x))
c1(F˜ n(x)) d1(F˜ n(x))
)(
an(x) bn(x)
cn(x) dn(x)
)
=
(
a1(F˜ n(x))an(x)+ b1(F˜ n(x))cn(x) a1(F˜ n(x))bn(x)+ b1(F˜ n(x))dn(x)
c1(F˜ n(x))an(x) + d1(F˜ n(x))cn(x) c1(F˜ n(x))bn(x) + d1(F˜ n(x))dn(x)
)
,
(2.15)
where (2.10) is used. We apply Lemma 3 to compute∣∣∣∣an+1(x)
λn+11
− an(x)
λn1
∣∣∣∣= ∣∣∣∣ (a1(F˜ n(x)) − λ1)an(x) + b1(F˜ n(x))cn(x)
λn+11
∣∣∣∣ M2|λ1|(μn1 + μn2),∣∣∣∣bn+1(x)
λn+11
− bn(x)
λn1
∣∣∣∣= ∣∣∣∣ (a1(F˜ n(x)) − λ1)bn(x)+ b1(F˜ n(x))dn(x)
λn+11
∣∣∣∣ M2|λ1|(μn1 +μn2),∣∣∣∣cn+1(x)
λn+12
− cn(x)
λn2
∣∣∣∣= ∣∣∣∣c1(F˜ n(x))an(x) + (d1(F˜ n(x)) − λ2)cn(x)
λn+12
∣∣∣∣ M2|λ2|(μn3 +μn1),∣∣∣∣dn+1(x)
λn+12
− dn(x)
λn2
∣∣∣∣= ∣∣∣∣c1(F˜ n(x))bn(x)+ (d1(F˜ n(x)) − λ2)dn(x)
λn+12
∣∣∣∣ M2|λ2|(μn3 + μn1)
for all n ∈ N and for all x ∈ U , where
μ1 := |λ2|α˜, μ2 := |λ1|
α˜|λ2|
|λ1| , μ3 :=
|λ1||λ2|α˜
|λ2| .
It follows that
∥∥S−(n+1)(F˜ n+1)′(x) − S−n(F˜ n)′(x)∥∥ M2|λ1|ηn, ∀n ∈ N, ∀x ∈ U, (2.16)
where ηn := max{μn1 +μn2,μn3 +μn1}. We claim that
μ1,μ2,μ3 ∈ (0,1). (2.17)
In fact, μ3 < μ1 < 1 is obvious by (1.5). From the definition (2.6) of α0 and the choice
of α˜ we see that log |λ2| < (1 − α˜) log |λ1|, i.e., |λ2| < |λ1|1−α˜ , which implies that μ2 < 1.
This proves the claim (2.17). Therefore, it follows from (2.16) and (2.17) that the series∑∞
n=1{S−(n+1)(F˜ n+1)′(x) − S−n(F˜ n)′(x)} converges uniformly in U , namely, the sequence
(S−n(F˜ n)′(x))n∈N converges uniformly in U . As shown above, the convergence guarantees the
C1 linearization for α = α˜. The proof is completed. 
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we get
∥∥F˜ ′(x)− F˜ ′(y)∥∥
= ∥∥(Θ ◦ F ◦Θ−1)′(x) − (Θ ◦ F ◦ Θ−1)′(y)∥∥
= ∥∥Θ ′(F ◦ Θ−1(x))F ′(Θ−1(x))(Θ−1)′(x)− Θ ′(F ◦ Θ−1(y))F ′(Θ−1(y))(Θ−1)′(y)∥∥

∥∥Θ ′(F ◦Θ−1(x))− Θ ′(F ◦ Θ−1(y))∥∥ · ∥∥F ′(Θ−1(x))∥∥ · ∥∥(Θ−1)′(x)∥∥
+ ∥∥Θ ′(F ◦Θ−1(y))∥∥ · ∥∥F ′(Θ−1(x))− F ′(Θ−1(y))∥∥ · ∥∥(Θ−1)′(x)∥∥
+ ∥∥Θ ′(F ◦Θ−1(y))∥∥ · ∥∥F ′(Θ−1(y))∥∥ · ∥∥(Θ−1)′(x) − (Θ−1)′(y)∥∥
 L1
∥∥F ◦Θ−1(x)− F ◦Θ−1(y)∥∥α˜ +L2∥∥Θ−1(x) −Θ−1(y)∥∥α˜ +L3‖x − y‖α˜
 L‖x − y‖α˜ (2.18)
for all x, y ∈ V , where L1,L2,L3 and L are positive constants independent of x and y. This
implies that F˜ is C1,α˜ in V . Noting that g(0) = 0 and g′(0) = 0 as indicated before (2.7), one
can verify that F˜ (O) = O and F˜ ′(O) = S.
In order to prove (ii), we first note that F˜1(0, x2) = 0 by (2.9). By Lemma 2(i) we have
∂F˜1(0,0)
∂x1
= λ1. Thus,
∣∣F˜1(x)∣∣= ∣∣F˜1(x1, x2)− F˜1(0, x2)∣∣ ∣∣∣∣∂F˜1(τ2x1, x2)∂x1
∣∣∣∣ · |x1|

(
|λ1| +
∣∣∣∣∂F˜1(τ2x1, x2)∂x1 − ∂F˜1(0,0)∂x1
∣∣∣∣)|x1|

(|λ1| +L‖x‖α˜)|x1|, ∀x ∈ V,
where τ2 ∈ (0,1) is a number depending on x and (2.18) is employed. The first inequality in
result (ii) is proved. Furthermore, we have
∂F˜1(0, x2)
∂x2
= 0, ∀x2 ∈ V ∩ R. (2.19)
Otherwise, the continuity of ∂F˜1(0,x2)
∂x2
in x2 implies that there exists x∗2 ∈ V ∩ R such that
x∗2∫
0
∂F˜1(0, t)
∂t
dt = 0. (2.20)
On the other hand, F˜1(x1, x2) =
∫ x2
0
∂F˜1(x1,t)
∂t
dt +h(x1), where h : V ∩R → R is a function such
that h(0) = 0 since F1(0,0) = 0. It follows from (2.20) that
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(
0, x∗2
)= x
∗
2∫
0
∂F˜1(0, t)
∂t
dt = 0,
a contradiction to (2.9). Thus, from (2.18) and (2.19) we get
∣∣∣∣∂F˜1(x1, x2)∂x2
∣∣∣∣= ∣∣∣∣∂F˜1(x1, x2)∂x2 − ∂F˜1(0, x2)∂x2
∣∣∣∣ L|x1|α˜, ∀x ∈ V,
which proves the second formula given in (ii). The proof is completed. 
Proof of Lemma 3. By (2.18) and the second inequality given in Lemma 2(ii),
∣∣a1(x)− λ1∣∣= ∣∣∣∣∂F˜1(x)∂x1 − ∂F˜1(O)∂x1
∣∣∣∣ L‖x‖α˜, (2.21)
∣∣b1(x)∣∣= ∣∣∣∣∂F˜1(x)∂x2
∣∣∣∣ L|x1|α˜, (2.22)
∣∣c1(x)∣∣= ∣∣∣∣∂F˜2(x)∂x1 − ∂F˜2(O)∂x1
∣∣∣∣ L‖x‖α˜, (2.23)
∣∣d1(x)− λ2∣∣= ∣∣∣∣∂F˜2(x)∂x2 − ∂F˜2(O)∂x2
∣∣∣∣ L‖x‖α˜ (2.24)
for all x ∈ V . On the other hand, there is a closed disk U ⊂ V centered at O such that
∥∥F˜ n(x)∥∥M1|λ2|n, ∣∣π1F˜ n(x)∣∣M2|λ1|n, ∥∥(F˜ n)′(x)∥∥M1|λ2|n (2.25)
for all n ∈ N and for all x ∈ U , where M1,M2 are positive constants independent of n and x. In
fact,
∥∥F˜ (x)∥∥ ∥∥F˜ ′(τ3x)∥∥ · ‖x‖ (‖S‖ + ∥∥F˜ ′(τ3x)− F˜ ′(O)∥∥)‖x‖

(|λ2| + L‖x‖α˜)‖x‖, (2.26)
where τ3 ∈ (0,1) is a number depending on x. Thus we can inductively prove that there is a
closed disk V1 ⊂ V centered at O such that
∥∥F˜ i(x)∥∥ (|λ2| + δ)i , ∀i ∈ N, ∀x ∈ V1, (2.27)
where δ := (1 − |λ2|)/2. Substituting (2.27) in (2.26), we get
∥∥F˜ i+1(x)∥∥ (|λ2| + L(|λ2| + δ)iα˜)∥∥F˜ i(x)∥∥, ∀i ∈ N ∪ {0},
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M1 :=
∞∏
i=0
{
1 + L|λ2|
(|λ2| + δ)iα˜}< ∞.
Similarly, by the first inequality in Lemma 2(ii) we see that there is a closed disk V2 ⊂ V center
at O such that∣∣π1F˜ i+1(x)∣∣ (|λ1| +L(|λ2| + δ)iα˜)∣∣π1F˜ i(x)∣∣, ∀i ∈ N ∪ {0}, ∀x ∈ V2,
implying the second inequality given in (2.25) by induction, where
M2 :=
∞∏
i=0
{
1 + L|λ1|
(|λ2| + δ)iα˜}< ∞.
We further consider ∥∥F˜ ′(x)∥∥ ‖S‖ + ∥∥F˜ ′(x)− F˜ ′(O)∥∥ |λ2| +L‖x‖α˜ .
It follows from (2.27) that
∥∥(F˜ n)′(x)∥∥ ∥∥F˜ ′(F˜ n−1(x))∥∥ · · ·∥∥F˜ ′(x)∥∥ n−1∏
i=0
(|λ2| + L(|λ2| + δ)iα˜)
M1|λ2|n (2.28)
for all n ∈ N and for all x ∈ V1, which gives the third inequality given in (2.25). Thus the three
inequalities hold in the neighborhood U := V1 ∩ V2.
Let M > 0 be a constant larger than max{LMα˜1 ,LMα˜2 ,M1}. Substituting the first two in-
equalities given in (2.25) in (2.21)–(2.24) correspondingly, we obtain the four inequalities given
in (2.11) and (2.12). From the third inequality given in (2.25) we immediately obtain the two
inequalities given in (2.14).
In order to prove the inequalities given in (2.13), note that∣∣ai+1(x)∣∣= ∣∣a1(F˜ i(x))ai(x) + b1(F˜ i(x))ci(x)∣∣

(|λ1| +M|λ2|iα˜)ai(x) +M2(|λ1|α˜|λ2|)i , ∀i ∈ N, (2.29)
by (2.11) and (2.14). Choose M > 0 sufficiently large such that |a1(x)|M2. Then, by (2.29),
∣∣an(x)∣∣M2 n−1∏
i=1
(|λ1| +M|λ2|iα˜)+M2 n−1∏
i=2
(|λ1| +M|λ2|iα˜)|λ1|α˜|λ2| + · · ·
+ M2
n−1∏
i=k+1
(|λ1| +M|λ2|iα˜)(|λ1|α˜|λ2|)k + · · · +M2(|λ1|α˜|λ2|)n−1
 M
2
|λ1|
∞∏(
1 + M|λ1| |λ2|
iα˜
) ∞∑( |λ1|α˜|λ2|
|λ1|
)j
|λ1|n = M˜|λ1|n, ∀n ∈ N,i=1 j=0
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α˜ |λ2||λ1| = μ2 < 1, known from (2.17), and therefore
M˜ := M
2
|λ1|
∞∏
i=1
(
1 + M|λ1| |λ2|
iα˜
) ∞∑
j=0
( |λ1|α˜|λ2|
|λ1|
)j
< ∞.
Thus, without loss of generality, putting M := M˜ we can prove the first inequality given in (2.13).
The second one given in (2.13) can be proved similarly. The proof is completed. 
Remark that the equality (1.4), given in Theorem 1 in [17], should be written as
(F˜ − S)(j)(0, x2) = 0 for all 0  j  k in our case, where F˜ is Ck , but it cannot be obtained
for C1,α (0 < α  1) mappings. In order to overcome the difficulty, we proved the inequality
|b1(F˜ n(x))|  M|λ1|nα˜ given in Lemma 3, which has a delicate difference that the constant
|λ1| is smaller than the corresponding constant |λ2| in other three inequalities given in (2.11)
and (2.12). This guarantees the sequence (S−(n+1)(F˜ n+1)′(x) − S−n(F˜ n)′(x)) to be controlled
by the sequence (ηn)n∈N given in (2.16).
3. Regularity of linearization
In this section we give the smoothness of the transformation Φ obtained in Theorem 1 and
show the regularity of linearization.
Theorem 2. Let F be given in Theorem 1 and let the two eigenvalues λ1 and λ2 of F ′(O)
satisfy (1.5). Then, the following assertions hold:
(i) If α1 < α  1, then F can be linearized by a transformation of class C1,α near O .
(ii) If α = α1  1, then F can be linearized by a transformation of class C1,β1 near O for any
β1 ∈ (0, α).
(iii) If α = 1 but α1 > 1, then F can be linearized by a transformation of class C1,α−11 near O .
(iv) If α0 < α < min{1, α1}, then F can be linearized by a transformation of class C1,β2 near O ,
where
β2 :=
(
α−11 + 1
)
α − 1 = α−10 α − 1 ∈ (0,1).
Proof. The result (i) was proved in [5]. We only need to prove (ii), (iii) and (iv) by estimating
the Hölder exponent β of the derivative of the C1 transformation Φ obtained in Theorem 1. As
in the proof of Theorem 1, we first assume that α = α˜ in (α0, α1) ∩ (0,1] and investigate the
reduced mapping F˜ , which is defined just below (2.7). Let Φ˜ := limn→∞ S−nF˜ n and claim that∥∥Φ˜ ′(x)− Φ˜ ′(y)∥∥= ∥∥∥ lim
n→∞
{
S−n
(
F˜ n
)′
(x) − S−n(F˜ n)′(y)}∥∥∥K‖x − y‖ω (3.30)
for some positive constant ω and K , which implies C1,ω smoothness of the mapping Φ˜ . Then,
from C1,α˜ smoothness of Θ given in (2.7) and the relation Φ = Φ˜ ◦ Θ we can use the same
arguments as in (2.18) to see that the mapping Φ has C1,β smoothness, where
β = min{α˜,ω}. (3.31)
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∥∥∥ lim
n→∞
{
S−n
(
F˜ n
)′
(x) − S−n(F˜ n)′(y)}∥∥∥

∥∥∥∥∥
∞∑
n=1
{{
S−(n+1)
(
F˜ n+1
)′
(x)− S−(n+1)(F˜ n+1)′(y)}− {S−n(F˜ n)′(x) − S−n(F˜ n)′(y)}}∥∥∥∥∥
+ ∥∥S−1F˜ ′(x)− S−1F˜ ′(y)∥∥

∞∑
n=1
∥∥{S−(n+1)(F˜ n+1)′(x) − S−(n+1)(F˜ n+1)′(y)}− {S−n(F˜ n)′(x) − S−n(F˜ n)′(y)}∥∥
+ |λ1|−1L‖x − y‖α˜
for all x, y ∈ V by (2.18), in which
∞∑
n=1
∥∥{S−(n+1)(F˜ n+1)′(x) − S−(n+1)(F˜ n+1)′(y)}− {S−n(F˜ n)′(x) − S−n(F˜ n)′(y)}∥∥
=
∞∑
n=1
( |( an+1(x)
λn+11
− an+1(y)
λn+11
)− ( an(x)
λn1
− an(y)
λn1
)| |( bn+1(x)
λn+11
− bn+1(y)
λn+11
)− ( bn(x)
λn1
− bn(y)
λn1
)|
|( cn+1(x)
λn+12
− cn+1(y)
λn+12
)− ( cn(x)
λn2
− cn(y)
λn2
)| |( dn+1(x)
λn+12
− dn+1(y)
λn+12
)− ( dn(x)
λn2
− dn(y)
λn2
)|
)
.
(3.32)
Here an, bn, cn, dn are given in (2.10). For the first entry in (3.32), by (2.15) we have
∞∑
n=1
∣∣∣∣(an+1(x)
λn+11
− an+1(y)
λn+11
)
−
(
an(x)
λn1
− an(y)
λn1
)∣∣∣∣
=
∞∑
n=1
(
1
|λ1|n+1
∣∣{(a1(F˜ n(x))− λ1)an(x) + b1(F˜ n(x))cn(x)}
− {(a1(F˜ n(y))− λ1)an(y)+ b1(F˜ n(y))cn(y)}∣∣)
Ξ1(x, y) +Ξ2(x, y)+ Ξ3(x, y),
where
Ξ1(x, y) :=
∞∑
n=1
1
|λ1|n+1
∣∣a1(F˜ n(x))− λ1∣∣ · ∣∣an(x)− an(y)∣∣,
Ξ2(x, y) :=
∞∑
n=1
1
|λ1|n+1
∣∣b1(F˜ n(x))− b1(F˜ n(y))∣∣ · ∣∣cn(x)∣∣,
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∞∑
n=1
1
|λ1|n+1
{∣∣a1(F˜ n(x))− a1(F˜ n(y))∣∣ · ∣∣an(y)∣∣
+ ∣∣b1(F˜ n(y))∣∣ · ∣∣cn(x) − cn(y)∣∣}.
Lemma 4. There exist a neighborhood U ⊂ V of O and positive constants K1, K2 and K3 such
that
Ξ1(x, y)K1‖x − y‖α−11 α˜2,
Ξ2(x, y)K2‖x − y‖(α−11 +1)α˜−1,
Ξ3(x, y)K3‖x − y‖α˜
for all x, y ∈ U .
Remark that the exponent (α−11 + 1)α˜ − 1 is a positive constant since α˜ > α0. This lemma
is proved by Lemma 3 and will be given after the completion of the proof of this theorem. By
Lemma 4,
∞∑
n=1
∣∣∣∣(an+1(x)
λn+11
− an(x)
λn1
)
−
(
an+1(y)
λn+11
− an(y)
λn1
)∣∣∣∣
K1‖x − y‖α−11 α˜2 +K2‖x − y‖(α−11 +1)α˜−1 + K3‖x − y‖α˜ . (3.33)
The estimate for the second entry in (3.32) is almost the same and therefore we get
∞∑
n=1
∣∣∣∣(bn+1(x)
λn+11
− bn(x)
λn1
)
−
(
bn+1(y)
λn+11
− bn(y)
λn1
)∣∣∣∣
K1‖x − y‖α−11 α˜2 +K2‖x − y‖(α−11 +1)α˜−1 + K3‖x − y‖α˜ . (3.34)
For the third entry in (3.32), note that for all k ∈ N
∥∥F˜ ′(F˜ k(x))− F˜ ′(F˜ k(y))∥∥ L∥∥(F˜ k)′(y + σk(x − y))∥∥α˜‖x − y‖α˜
 LMα˜1 |λ2|kα˜‖x − y‖α˜ (3.35)
by (2.18) and the third inequality in (2.25), where each σk ∈ (0,1) is a number depending on x
and y. Then, by (2.28) and (3.35),∥∥(F˜ n)′(x)− (F˜ n)′(y)∥∥

n−1∑
i=0
∥∥F˜ ′(F˜ n−1(y))∥∥ · · ·∥∥F˜ ′(F˜ n−i (y))∥∥ · ∥∥F˜ ′(F˜ n−i−1(x))− F˜ ′(F˜ n−i−1(y))∥∥
· ∥∥F˜ ′(F˜ n−i−2(x))∥∥ · · ·∥∥F˜ ′(x)∥∥
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n−1∑
i=0
(‖F˜ ′(F˜ n−1(y))‖ · · · ‖F˜ ′(F˜ n−i (y))‖ · ‖F˜ ′(F˜ n−i−1(x))‖ · · · ‖F˜ ′(x)‖
‖F˜ ′(F˜ n−i−1(x))‖
· ∥∥F˜ ′(F˜ n−i−1(x))− F˜ ′(F˜ n−i−1(y))∥∥)

n−1∑
i=0
(
M1|λ2|n
‖F˜ ′(F˜ n−i−1(x))‖ · LM
α˜
1 |λ2|(n−i−1)α˜‖x − y‖α˜
)
 L˜|λ2|n‖x − y‖α˜, (3.36)
where
L˜ := sup
x∈U
∥∥F˜ ′(x)∥∥−1LM1+α˜1 ∞∑
i=0
|λ2|iα˜ < ∞
is a positive constant independent of x, y and n and the boundedness of L˜ is guaranteed by the
fact that ‖F˜ ′(O)‖ = |λ2| = 0. Thus, by (2.12) in Lemma 3, (2.15), (3.35) and (3.36),
∞∑
n=1
∣∣∣∣(cn+1(x)
λn+12
− cn(x)
λn2
)
−
(
cn+1(y)
λn+12
− cn(y)
λn2
)∣∣∣∣

∞∑
n=1
1
|λ2|n+1
{∣∣c1(F˜ n(x))∣∣ · ∣∣an(x) − an(y)∣∣+ ∣∣d1(F˜ n(x))− d1(F˜ n(y))∣∣ · ∣∣cn(x)∣∣
+ ∣∣c1(F˜ n(x))− c1(F˜ n(y))∣∣ · ∣∣an(y)∣∣+ ∣∣d1(F˜ n(y))− λ2∣∣ · ∣∣cn(x) − cn(y)∣∣}

∞∑
n=1
1
|λ2|n+1
{(∣∣c1(F˜ n(x))∣∣+ ∣∣d1(F˜ n(y))− λ2∣∣)∥∥(F˜ n)′(x) − (F˜ n)′(y)∥∥
+ (∣∣cn(x)∣∣+ ∣∣an(y)∣∣)∥∥F˜ ′(F˜ n(x))− F˜ ′(F˜ n(y))∥∥}
K4‖x − y‖α˜, (3.37)
where K4 := {LMMα˜1
∑∞
n=1 μn3 + (2L˜M +LMMα˜1 )
∑∞
n=1 μn4}|λ2|−1 > 0 is a constant indepen-
dent of x, y and n. Here μ3,μ4 ∈ (0,1), as indicated in (2.17), which guarantees the convergence
of the two series in the definition of K4. The estimate for the fourth entry in (3.32) is almost the
same as the third one and therefore we obtain
∞∑
n=1
∣∣∣∣(dn+1(x)
λn+12
− dn(x)
λn2
)
−
(
dn+1(y)
λn+12
− dn(y)
λn2
)∣∣∣∣K4‖x − y‖α˜ . (3.38)
Having estimates (3.33), (3.34), (3.37) and (3.38) for entries in (3.32), we get (3.30), where
K = max{K1,K2,K3,K4} and
ω = min{α−1α˜2, (α−1 + 1)α˜ − 1, α˜}= (α−1 + 1)α˜ − 11 1 1
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smoothness of F˜ implies that F˜ is C1,α˜ for any α˜ ∈ (α0, α1). Thus we can apply (iv) to prove (ii)
because
lim
α˜→α
(
α−11 + 1
)
α˜ − 1 = (α−1 + 1)α − 1 = α.
Therefore, the proof is completed. 
Proof of Lemma 4. Before estimating Ξ1, we note that either∣∣an(x) − an(y)∣∣ ∣∣an(x)∣∣+ ∣∣an(y)∣∣ 2M|λ1|n (3.39)
by the first inequality given in (2.13) or∣∣an(x) − an(y)∣∣ ∥∥(F˜ n)′(x) − (F˜ n)′(y)∥∥ L˜|λ2|n‖x − y‖α˜, (3.40)
by (3.36). For each fixed x, y in a sufficiently small U we choose
n1(x, y) := log{2M/(L˜‖x − y‖
α˜)}
log(|λ2|/|λ1|) > 1,
where |λ2|/|λ1| > 1 by (1.5). Clearly, n1 is a real number depending on x and y such that the
right-hand sides of (3.39) and (3.40) are equal, i.e.,
2M|λ1|n1 = L˜|λ2|n1‖x − y‖α˜ . (3.41)
It implies that {
L˜|λ2|n‖x − y‖α˜  2M|λ1|n if 1 n [n1],
2M|λ1|n  L˜|λ2|n‖x − y‖α˜ if n [n1] + 1,
(3.42)
where [n1] denotes the largest integer not exceeding n1. On the other hand, by the choice (1.3)
of α1 we have |λ2| = |λ1|(α1+1)−1 . It follows from (3.41) that
|λ1|n1 = C1‖x − y‖(1+α−11 )α˜ and |λ2|n1 = C2‖x − y‖α−11 α˜, (3.43)
where C1 and C2 are both positive constants independent of x and y.
Having those preparations, we can estimate Ξ1. By the definition,
Ξ1(x, y) = Ξ11(x, y)+ Ξ12(x, y),
where Ξ11(x, y) denotes the sum
∑[n1]
n=1 of the first [n1] terms in the sum of Ξ1(x, y) and
Ξ12(x, y) denotes the remaining sum
∑∞
n=[n1]+1. Noting (3.42) and applying inequalities (3.39)
and (3.40), we obtain
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ML˜
|λ1|
[n1]∑
n=1
( |λ2|1+α˜
|λ1|
)n
‖x − y‖α˜
= ML˜|λ2|
1+α˜
|λ1|(|λ2|1+α˜ − |λ1|)
{( |λ2|1+α˜
|λ1|
)[n1]
− 1
}
‖x − y‖α˜
and
Ξ12(x, y)
2M2
|λ1|
∞∑
n=[n1]+1
|λ2|nα˜ = 2M
2
|λ1|(1 − |λ2|α˜) |λ2|
([n1]+1)α˜
respectively by the first inequality given in (2.11), where |λ2|1+α˜/|λ1| > 1 since α˜ < α1. Fur-
thermore, by (3.43), we get
Ξ11(x, y)
ML˜|λ2|1+α˜
|λ1|(|λ2|1+α˜ − |λ1|)
( |λ2|1+α˜
|λ1|
)n1
‖x − y‖α˜ = K11‖x − y‖α−11 α˜2,
Ξ12(x, y)
2M2
|λ1|(1 − |λ2|α˜) |λ2|
n1α˜ = K12‖x − y‖α−11 α˜2,
where
K11 := C
1+α˜
2 ML˜|λ2|1+α˜
C1|λ1|(|λ2|1+α˜ − |λ1|) > 0, K12 :=
2C2M2
|λ1|(1 − |λ2|α˜) > 0.
Thus, putting K1 := K11 +K12 we can prove the first inequality in Lemma 4.
In order to estimate Ξ2, we note that either∣∣b1(F˜ n(x))− b1(F˜ n(y))∣∣ ∣∣b1(F˜ n(x))∣∣+ ∣∣b1(F˜ n(y))∣∣ 2M|λ1|nα˜ (3.44)
by the second inequality given in (2.11) or∣∣b1(F˜ n(x))− b1(F˜ n(y))∣∣ ∥∥F˜ ′(F˜ n(x))− F˜ ′(F˜ n(y))∥∥ LMα˜1 |λ2|nα˜‖x − y‖α˜ (3.45)
by (3.35). The following procedure is totally similar to the above for Ξ1. For each fixed x, y in a
sufficiently small U we choose
n2(x, y) := log{(2M)
1/α˜/(L1/α˜M1‖x − y‖)}
log(|λ2|/|λ1|) > 1,
where we note that |λ2|/|λ1| > 1 by (1.5). Clearly, n2 is a real number depending on x and y
such that the right-hand sides of (3.44) and (3.45) are equal, i.e.,
2M|λ1|n2α˜ = LMα˜1 |λ2|n2α˜‖x − y‖α˜ .
Then,
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where C3 and C4 are two positive constants independent of x and y. It follows from the first
formula in (2.14), (3.44), (3.45) and (3.46) that
Ξ2(x, y)
MLMα˜1
|λ1|
[n2]∑
n=1
( |λ2|1+α˜
|λ1|
)n
‖x − y‖α˜ + 2M
2
|λ1|
∞∑
n=[n2]+1
( |λ1|α˜|λ2|
|λ1|
)n

MLMα˜1 |λ2|1+α˜
|λ1|(|λ2|1+α˜ − |λ1|)
( |λ2|(1+α˜)
|λ1|
)n2
‖x − y‖α˜ + 2M
2
|λ1| − |λ1|α˜|λ2|
( |λ1|α˜|λ2|
|λ1|
)n2
K2‖x − y‖(α−11 +1)α˜−1,
where
K2 := C
1+α˜
4 MLM
α˜
1 |λ2|1+α˜
C3|λ1|(|λ2|1+α˜ − |λ1|) +
2C4M2
C1−α˜3 (|λ1| − |λ1|α˜|λ2|)
> 0
because |λ2|1+α˜/|λ1| > 1 as mentioned before and |λ1|α˜|λ2|/|λ1| = μ2 < 1 by (2.17). This
proves the second inequality in Lemma 4.
The estimate for Ξ3 can be given directly from the first inequality in (2.13), the second one
in (2.11), (3.35) and (3.36). One can obtain that Ξ3(x, y)K3‖x − y‖α˜ , where
K3 :=
(
MLMα˜1
∞∑
n=1
μn1 + ML˜
∞∑
n=1
μn2
)
|λ1|−1 ∈ (0,+∞),
since μ1,μ2 ∈ (0,1) as shown in (2.17). The proof is completed. 
4. Sharpness of estimates
Our Theorem 2 gives estimates for the regularity of linearization in various cases when the
considered contraction has two different eigenvalues in absolute value. If the considered contrac-
tion has two eigenvalues with the same absolute value, Chaperon [5] proves that the linearization
is of the same regularity as the contraction. In this section, we give a counter example to show
that in the case of two different eigenvalues in absolute value our estimates for the regularity of
linearization are the best.
Suppose that λ1, λ2 are real numbers satisfying (1.5), i.e., 0 < |λ1| < |λ2| < 1, and that x :=
(x1, x2) ∈ R2. Let Ω := {x ∈ R2: −1 < x1 < 1, −1 < x2 < 1} be an open neighborhood of O .
Let the function p : R → R be defined by
p(s) :=
{
s1+α, s  0,
0, s < 0
(4.47)
where α ∈ (0,1], and the function u : R2\{O} → R be defined by
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⎧⎪⎨⎪⎩
∫ x1/|x2|
−∞ q(t) dt/
∫∞
−∞ q(t) dt, x2 = 0,
0, x1 < 0, x2 = 0,
1, x1 > 0, x2 = 0,
where
q(x) :=
{
e
1
t (t−1) , 0 < t < 1,
0, other cases.
One can check that p is C1,α on R and that u is C∞ on R2\{O} such that
(U1) u(x1, x2) = 1 if x1  |x2|,
(U2) u(x1, x2) = 0 if x1  0, and
(U3) ∂u(x)/∂x1  0 and ‖u(r)(x)‖A‖x‖−r for r = 1,2 and for all x ∈ R2\{O}, where A is a
positive constant.
Define a planar mapping F : Ω → R2 by
F(x) :=
{
(λ1x1 + u(λ1x1, λ2x2)p(λ2x2), λ2x2), x ∈ Ω\{O},
O, x = O. (4.48)
According to (U3), one can verify that∥∥F(x) − diag(λ1, λ2)x∥∥= o(‖x‖), lim
x→O F
′(x) = diag(λ1, λ2)
and ∥∥F ′(x) − F ′(y)∥∥ L‖x − y‖α,
for a constant L > 0 in a small neighborhood U ⊂ Ω of O , i.e., F is a C1,α diffeomorphism
in U . We claim the following.
Fact. For α ∈ (α0,1], the mapping F given in (4.48) cannot be linearized near O by a transfor-
mation smoother than as provided in cases (i)–(iv) in Theorem 2. For α ∈ (0, α0], the mapping
F cannot be linearized near O by C1,β transformations for any β ∈ (0,1].
Proof. For α ∈ (α0,1], the fact is obvious in case (i).
In order to prove the fact in cases (ii)–(iv), we suppose that 0 < λ1 < λ2 < 1. When at least
one of eigenvalues of F ′(O) is negative, we can consider the quadratic iterate F 2 instead of F
to obtain the same conclusion. Since (4.47) and (U2) imply that the mapping F defined in (4.48)
is linear in the second, third and forth quadrants, our discussion will be proceeded in the first
quadrant.
Fix a real constant ξ ∈ U ∩ (0,+∞) and choose
n0(x2) := α−1 logλ (x2/ξ) > 1 (4.49)1 2
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confusion. Clearly, the integer [n0], the largest integer not exceeding n0, is the largest integer in
the set {n ∈ N: λn1ξ  λn2x2}. Observing (4.48), we get
π1F(x) λ1x1, ∀x ∈ U\{O}, (4.50)
because p(s) 0 for all s ∈ R and u(x) 0 for all x ∈ Ω\{O} by (U2) and the first inequality
in (U3). A straightforward computation shows that π2Fn(ξ, x2) = λn2x2 for all n ∈ N and that
π1F
n(ξ, x2) λn−[n0]1 π1F
[n0](ξ, x2)
= λn−[n0]1
{
λ
[n0]
1 ξ +
[n0]−1∑
i=1
λ
[n0]−i
1 u
(
λi1ξ + Ri(x), λi2x2
)(
λi2x2
)1+α
+ u(λ[n0]1 ξ + R[n0](x), λ[n0]2 x2)(λ[n0]2 x2)1+α
}
(4.51)
for all n  [n0] by (4.50), where Ri(x)  0 for all x ∈ U\{O} and for all i = 1, . . . , [n0] since
p(s) 0 and u(x) 0 as mentioned before. Furthermore, by (U1) and the choice of the number
n0 given in (4.49), we obtain
u
(
λi1ξ +Ri(x), λi2x2
)= 1, ∀x ∈ U, ∀i = 1, . . . , [n0],
since λi1ξ + Ri(x) λi2x2. Thus, by (4.51),
π1F
n(ξ, x2) λn−[n0]1
{
λ
[n0]
1 ξ +
[n0]−1∑
i=1
λ
[n0]−i
1
(
λi2x2
)1+α + (λ[n0]2 x2)1+α
}
= λn1
{
ξ +
[n0]−1∑
i=1
(
λ−11 λ
1+α
2
)i
x1+α2 +
(
λ−11 λ
1+α
2
)[n0]x1+α2
}
(4.52)
for all n  [n0]. In the case that α = α1  1, we have λ−11 λ1+α2 = 1 by (1.3). Then, by (4.49)
and (4.52),
π1F
n(ξ, x2) λn1
{
ξ + [n0]x1+α2
}
 λn1
{
ξ + {α−11 logλ2(x2/ξ)− 1}x1+α2 }. (4.53)
In the case of either α = 1 but α1 > 1 or 0 < α < min{1, α1}, we have λ−11 λ1+α2 > 1 by (1.3)
and the sum
∑[n0]−1
i=1 (λ
−1
1 λ
1+α
2 )
ix1+α2 in the last row in (4.52) is positive. Then, using (4.49) and
(4.52) again, we get
π1F
n(ξ, x2) λn1
{
ξ + (λ−11 λ1+α2 )[n0]x1+α2 }
 λn1
{
ξ + (λ−11 λ1+α2 )α−11 logλ2 (x2/ξ)−1x1+α2 }
= λn1
{
ξ + Cx(α
−1
1 +1)α
2
} (4.54)
because λ1 = λ1+α1 by (1.3), where C := λ1λ−(1+α)ξ1−α−11 α > 0.2 2
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Φ : U → R2 is a C1,β diffeomorphism satisfying Eq. (1.1) in U . Without loss of generality, we
assume that
Φ(0, x2) = (0, x2), Φ(x1,0) = (x1,0), Φ ′(x1,0) = Φ ′(0, x2) = id. (4.55)
Otherwise, we consider another C1,β diffeomorphism Φ˜ : U → R2 defined by
Φ˜ := Θ̂ ◦ {Φ ′(O)}−1Φ,
where Θ̂(x) := (x1 − gˆ(x2), x2) for all x ∈ U and gˆ is a C1,β function on U ∩ R whose graph
Γ̂ := {(x1, x2) ∈ U : x1 = gˆ(x2)} is just the image of the x2-axis under {Φ ′(O)}−1Φ . One can
check that Φ˜ is a solution of Eq. (1.1) because the transformation Θ̂ commutes with F ′(O) and
that Φ˜ satisfies (4.55). By (4.55), the Taylor expansion of π1Φ at (ξ,0) gives π1Φ(ξ, x2) =
ξ +O(x1+β2 ). Substituting x2 with λk2 for all sufficiently large k ∈ N and taking k as variable, we
get
π1Φ
(
ξ,λk2
)= ξ +O(λk(1+β)2 ). (4.56)
Let N ∈ N such that N > max{α−11 , (1 + β)(βα1 + β)−1}. By (1.1) and (4.56),
π1Φ
(
FNk
(
ξ,λk2
))= λNk1 π1Φ(ξ,λk2)= λNk1 {ξ + O(λk(1+β)2 )}. (4.57)
On the other hand, we can see that F given in (4.48) satisfies the equality (2.9), i.e.,
π1F(0, x2) = 0 for all x2 ∈ U ∩ (0,+∞). It follows that the second inequality in (2.25) holds
for F . Thus, by (4.50),
λNk1 ξ  π1FNk
(
ξ,λk2
)
M2λNk1 ξ, ∀k ∈ N. (4.58)
The Taylor expansion of π1Φ at (0, λ(N+1)k2 ) gives
π1Φ
(
FNk
(
ξ,λk2
))= π1Φ(π1FNk(ξ,λk2), λ(N+1)k2 )
= π1FNk
(
ξ,λk2
)+O({π1FNk(ξ,λk2)}1+β)
= π1FNk
(
ξ,λk2
)+O(λNk(1+β)1 )
by (4.55) and (4.58). Since Nk > n0(λk2) by the choice of N , it follows from (4.53) and (4.54)
that
π1Φ
(
FNk
(
ξ,λk2
))
 λNk1
{
ξ + (α−11 k − C˜)λk(1+α)2 + O(λNkβ1 )} (4.59)
when α = α1  1, where C˜ := α−11 logλ2 ξ + 1, and that
π1Φ
(
FNk
(
ξ,λk2
))
 λNk1
{
ξ + Cλk(α
−1
1 +1)α
2 +O
(
λ
Nkβ
1
)} (4.60)
when either α = 1 but α1 > 1 or 0 < α < min{1, α1}.
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noting that λNβ1 < λ
1+β
2 by the choice of N , we get{
β < α, if α = α1 < 1,
β  (α−11 + 1)α − 1, if either α = 1 but α1 > 1 or α0 < α < min{1, α1}.
For α ∈ (0, α0], we assume that F can be C1,β linearized near O for a number β ∈ (0,1].
Then (4.57) contradicts to (4.60) because 1 + β > 1 α−10 α = (α−11 + 1)α, which implies that
λ
1+β
2 < λ
(α−11 +1)α
2 .
This completes the proof. 
Remark. For α ∈ (0, α0], the fact only indicates that C1 linearization will be the best for C1,α
(α ∈ (0, α0]) contractions F . It remains interesting to know whether C1 linearization can be
realized for such contractions.
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