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Abstract. The existence of stationary distributions in a multicomponent Boltzmann equation using a non-additive
kinetic energy composition rule for binary collisions is discussed. It is found that detailed balance is not achieved when
– in contrast to the case of a single rule – several different composition rules are considered. The long-time behaviour
of a simple momentum space model is explored numerically: saturating, heating and cooling solutions are presented.
These results may be used in modelling the kinetics of multicomponent systems, such as hadronic fireballs or quark-
gluon plasma.
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1 Introduction
Kinetic theory with the Boltzmann equation (BE) in its core is an efficient and widely used approach to describe weakly inter-
acting quasi-particle systems, like rare gases. In these systems the basic interaction events are instantaneous, binary collisions. In
a homogeneous approximation the state of the system at a given time instant is characterized by the particle momenta. The BE
governs the time evolution of the phase-space density, f , by summing up probabilities of events wherein a particle with a given
momentum is scattered in or out of a small volume element of the phase-space in a unit time. Assuming that the particles forget
their history between two consecutive collisions, the product of two density functions enters into the binary collision integral:
∂
∂t
f1 = ∫
234
δ(4)(en.-mom. conserv.)w1234( f3 f4 − f1 f2) =∶ I1. (1)
The lower indices refer to phase-space coordinates in this shorthand notation (e.g. the momentum of the particle in the case of
homogeneous gas).
There are many possible ways to elevate the strict restrictions of elastic collision and to investigate more complex dynamics,
keeping on the concept of binary collisions as elementary events. The need for modification emerges when the quasi-particles
are not point-like, or long-range interactions arise [1,2,3,4,5].
Let us regard two possible modifications of the original form of the BE. One can i) use other constraints instead of the
ones of elastic collision, or ii) abandon the product structure of the collision kernel. In the first case the composition rule for
conserved quantities are modified, while in the second case two-particle correlations are taken into account in a certain way.
Several examples have been discussed in the literature [6,7,8,9,10]. In this paper we exploit the modification of the energy
composition rule in details, in particular its possible extension to multicomponent systems.
In general, the assumption of instantaneous pairwise collisions is getting worse as the interaction becomes stronger. In the
kinetic theory one aims to describe the system on a longer time scale compared to the characteristic time period of a single
collision. There are several examples for deriving the kinetic description from a microscopic theory, the most famous one is
by Kadanoff and Baym [11]. Other examples can be found in the literature as well [12,13,15,4]. These approaches distinguish
between microscopic and mesoscopic time scales. However, it is not guaranteed that all consistent approximation schemes lead to
the BE. Let us mention a few examples wherein the microscopic details modify the original picture. In [2] the authors emphasize
the role of non-instantaneous collision processes. They argue that the time and space arguments of the functions in the collision
term of the BE differ because of non-local corrections. Other examples [1,3,4,5,16] (e.g. dense plasma of electrons, the Fermi-
liquid in semiconductors or the kinetic description of high-energy nuclear collisions) show the increasing importance of off-
mass-shell scattering processes in dense systems.
We present now a heuristic argument how the modification of energy composition can emerge. In the ordinary BE, all the
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particles are on mass shell p0 = E(p). Consider one of the colliding particles off-mass-shell with a spectral density
ργ(p0 − Ep) = 1
π
γ
(p0 − Ep)2 + γ2
γ→0ÐÐ→ δ(p0 − Ep). (2)
We suppose that γ could take on several different values, stochastically collision-by-collision. Let us assume moreover that the
random variable γ has small variance and its expectation value is large, compared to the typical energy scale of the collisions.
Now, we perform an averaging over γ, similarly to the reasoning appeared in [17]. The resulting I = ⟪Iγ⟫ ∶= ∫ ∞0 dγg(γ)Iγ is the
mesoscopic collision integral. To analyse the effect of the averaging, we write the r.h.s. of the BE (1) into the following compact
form: Iγ = ∫234ργ(E1 + E2 − E3 − E4)K1234, where K1234 = w1234δ(3)(∑i′pi)( f3 f4 − f1 f2), and ∑i′xi ∶= x1 + x2 − x3 − x4. It is
apparent that ργ takes over the role of the mass shell constraint on the kinetic energy. Assuming that the integration by γ and by
the phase-space variables can be interchanged, we arrive at
I = ⟪∫
234
K1234ργ,2⟫ = ∫
234
K1234⟪ργ⟫2 ≈ ∫
234
(K1234∣E2=Ω+∆ + . . . )⟪ργ⟫2 ≈ ∫234 δ(E1 + E2 − E3 − E4 − ∆)K1234, (3)
where ∆ refers to the position of the peak of the smeared spectral density ⟪ργ⟫ and Ω = E3 + E4 − E1 (for a detailed derivation
see Appendix A).
We do not specify the mechanism encoded in the presence of the noise on γ. Some physics arguments however can be
mentioned. i) In a medium particles can have a thermal mass due to the heat bath [18]. ii) An external force stemming from
a momentum-dependent, so called optical potential, is not taken into account by a Vlasov-type contribution. Such momentum-
space inhomogeneities can be observed in early-time non-Abelian plasmas due to the plasma instabilities [19,20]. When iii)
long-range interaction is present, the propagation of the quasi-particles could be disturbed by the long-wavelength modes of the
system. As a consequence, the originally independent two-particle collisions start to "communicate" with each other. The effect of
these, beyond-two-particle processes can be incorporated into a mean-field description [21,22]. In cases when the leading order
is still the two-quasi-particle collision, one may deal with these events on the level of a kinetic description, but with modified
kinetic energy addition rule.
In the spirit of the argumentation given above, we consider a spectral density of the incoming particles showing two peaks
and we get:
I ≈ ∫
234
(δ(∑
i
′Ei − ∆A) + δ(∑
i
′Ei − ∆B))K1234. (4)
The two distinct constraints suggest a multicomponent treatment, where the collisions between different particle species have
different modifications for the respective kinetic energy sums.
2 Multicomponent kinetic equations with modified constraints
Let f α be a one-particle density function of the α-kind particles, depending on the momentum-space coordinates and time. It is
normalized to unity ∫1 f α1 = 1 at any time, and satisfies the following kinetic equation:
∂
∂t
f α1 = ∑
β
∫
234
Wαβ1234( f α3 f β4 − f α1 f β2 ) = ∑
β
Iαβ1 . (5)
We call (5) the multicomponent modified BE (MMBE). The dynamics can be interpreted as a sequence of {(Eα1 ,p1), (Eβ2,p2)} →{(Eα3 ,p3), (Eβ4,p4)} collisions. The number of particles is conserved for all species separately. Therefore changes of species like
αβ↔ ββ, αα↔ αβ are not allowed in this model.
The probability rate that such an event happens is given by the Wαβ1234 part of the kernel, including now the modified kinetic
constraints. W has the following symmetries in its indices simultaneously: i) the interchangeability of incoming (1,2) and out-
going (3,4) collision partners: 1234 ↔ 2134, α ↔ β and ii) microscopic time-reversibility: 1234 ↔ 3412. W can be factorized
into a rate part and the δ-s prescribing the constraints of pairwise collisions: Wαβ1234 = wαβ1234δ(4)(constraints). The invariants of a
binary collision are the total momentum (p1 + p2 = p3 + p4, 3 constraints) and a quantity depending on the kinetic energies of
the particles on the same side of the process: Eα1 ⊕αβ Eβ2 = Eα3 ⊕αβ Eβ4 (1 constraint). The energy composition rule is represented
here by the symbol ⊕αβ. It is associative and commutative due to the symmetries mentioned above. It can be approximated by
the simple addition up to first order in its variables: E ⊕αβ E′ ≈ E + E′ +Oαβ(E2, (E′)2,EE′). We note, that the requirement of
associativity reflects the mesoscopic nature of our description. Detailed explanation can be found in Ref. [23].
It is possible to rewrite the energy composition rule in an additive form, using the function Lαβ(Eαi ⊕αβ Eβj) = Lαβ(Eαi ) + Lαβ(Eβj) ,
which maps the composition of the energies into the sum of single energy-dependent quantities, the so-called quasi-energies [24].
Such a function can be constructed for every associative composition rules:
Lαβ(x) = ∫ x
0
dz
∂y(z⊕αβ y)∣y=0 . (6)
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Therefore one might view such a binary collision like a usual one, but between particles with modified dispersion relation. How-
ever, in this case the dispersion relation depends not only on the particle itself, but also on the collision partner.
It is an irregular feature of the MMBE that the existence of detailed balance cannot be guaranteed in the general multicom-
ponent case. ∂t f α ≡ 0 should be fulfilled for every α in such a way that all the kernels of the r.h.s. collision integrals in (5)
are zero, i.e. f α3 f β4 − f α1 f β2 = 0, for every pair of α, β and for every value of the phase-space variables 1, 2, 3 and 4 which are
satisfying the constraints. We shall write the kinetic equation in a form more convenient for the analysis of the detailed balance
state. Thinking of a given two-particle collision, we deal with a 6-dimensional phase-space (three dimension for each particles)
which is however constrained by i) the momentum conservation (three restrictions) and ii) the suitable quasi-energy conservation
depending on the type of the collision. We have two free parameters left, which means the phase-space is restricted to a surface in
each collisions: Cαβ(P,K) ∶= {(p,p′) ∶ p + p′ = P, E(p)⊕αβ E(p′) = K}. After the four constraints are integrated out, a 5-fold
integral remains instead of the 9-fold one in (5). The kinetic equation takes the form
∂
∂t
f α1 =∑
β
∫ d3P∬
Cαβ
d2σαβwαβ1234 ( f α3 f β4 − f α1 f β2 )∣(p1,p2), (p3,p4)∈Cαβ(p1+p2=P=p3+p4 ,E1⊕αβE2) . (7)
Detailed balance requires that the appropriate kernel vanishes on the constraint surface Cαβ. In order to achieve this, the following
equations have to hold for every α and β pairs simultaneously:
f α(E(p)) f β(E(p′))∣
(p,p′)∈Cαβ(p+p′,E⊕αβE′) = Mαβ, (8)
with Mαβ independent of p, p′. Looking for isotropic equilibrium solution with the ansatz
f α(E) ∼ e−γαLαα(E), (9)
the conditions (8) with α = β are automatically satisfied. This is the familiar detailed balance solution of the single-component
modified BE [24]. In our case, however, conditions with different α and β must be satisfied, too.
Let us investigate the case of two components, α ∈ {A, B}. One has to deal with three kind of collisions then: AA, BB and
AB = BA, since all the constraints are commutative. The structure of the MMBE (7) in this case reduces to:
∂
∂t f A1 = IAA1 + IAB1 , ∂∂t f B1 = IBA1 + IBB1 . (10)
In the state characterized by (9), all the Iαα ≡ 0 by construction of the density functions. The problem is, that supposing the
detailed balance of a given kind of collision (AA, BB, IAA ≡ 0, IBB ≡ 0), the rest (AB) will not be fulfilled with the same type of
density functions (IAB ≠ 0). (There is, however, a trivial solution, namely when all the Lαβ functions are the same.)
Let the collisions between the particles in the same type be in detailed balance (IAA ≡ 0, IBB ≡ 0). For the sake of simplicity,
let us suppose LAA ≡ LBB. In this case f A1 ∼ f B1 ∼ e−LAA1 /T , with a phase-space independent T−1 ∶= γA = γB. Then the kernel of the
mixed collisional term IAB is proportional to
kernel of IAB ∼ e− 1T LAA3 − 1T LAA4 − e− 1T LAA1 − 1T LAA2 . (11)
In the detailed balance state it vanishes for all phase-space points lying on CAB. With no further assumptions for Lαβ, the achieve-
ment of such a state implies the relation CAA ⊆ CAB. Starting on the other hand from IAB ≡ 0, the above reasoning leads to
CAB ⊆ CAA. In conclusion, if one does not have other conditions for the modification except the symmetry properties mentioned
above, the only detailed balance solution is CAA = CAB, that is when all the modifications are the same. This is fulfilled only for
the one component matter.
Our result does not imply that the system can not saturate to a time-independent state: f A,B(p, t) t→∞ÐÐ→ f A,BEq. (p). According to
the previous argument, when the modification is coupled to the dynamics in such a way that CAB t→∞ÐÐ→ CAA, saturation behaviour
may arise. But, since the convergence in that sense is not restrictive enough, it does not guarantee the asymptotic equilibration.
We note here that some authors emphasized the non-universal nature of the modification of the energy addition, in the sense
it should depend on dynamical details of the system [25].
3 Numerical results for long-time behaviour
3.1 The model
In this section we investigate the time evolution of a two-component MMBE (5). For this purpose we use a simple toy model.
From here on we consider only the isotropic case when all functions f α depend on the phase-space position through the single-
particle energy only. If the collision does not prefer any direction for some reason, or with other words wαβ1234 depends on ∣p1 −p2∣
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and ∣p3 −p4∣ only, it is reasonable to expect an isotropic state after appropriately long evolution, irrespective to the initial state. If
external fields are not presenting, isotropisation is usually much faster than equilibration.
Three elements of the model have to be fixed: i) the energy addition rule in the constraint, ii) the properties of the particles
building up the ensemble and iii) the rate function wαβ1234 incorporating the dynamical details of the collisions. Let us specify the
last two first: we consider Newtonian particles with dispersion relation E(p) = 12m p2. We choose the rate function in a way that
the system can reach every outgoing state which fulfil the kinematics (i.e. the modified constraint for the energy- and momentum-
conservation) with equal probability.
At this point the MMBE (7) reads:
∂
∂t
f α(p) =∑
β
∫ d3p′∫ d3q 1Zαβ δ(E(p)⊕αβ E(p′) − E(q)⊕αβ E(q∗)){ f α(q) f β(q∗) − f α(p) f β(p′)} , (12)
Zαβ(P,Kαβ, x) = ∫ d3qδ(Kαβ − E(q)⊕αβ E(∣P − q∣)) = 2πP
∞
∫
0
dq qΘ(∣y∗∣ ≤ 1)Qαβ(q)
gαβ(E(q),E(Qαβ))E′(E−1(Qαβ)) . (13)
where q∗ = ∣p + p′ − q∣ = ∣P − q∣. We normalized the rate to unity by the definition (13). The quantity Qαβ is the unique solution
of the equation Kαβ = E(q)⊕αβ E(Qαβ), indicated by the modified energy constraint. y∗ is the value of y = P2+q2−∣P−q∣22Pq , when the
energy constraint is satisfied. The function in the denominator is gαβ(x, y) = ∂yx⊕αβ y. We use a short-hand notation for the step
function: Θ(∣y∣ ≤ 1) = θ(1 + y)θ(1 − y) with θ(.) being the Heaviside step-function. x is defined by p ⋅ p′ =∶ pp′x. The definition
Eq. (13) makes Zαβ to the surface area of the constraint surface Cαβ.
Now we specify the energy addition rule. As it was emphasized in [23], we use a rule which gives the simple addition for low
energies. Therefore the simplest choice is
E ⊕αβ E′ = E + E′ + AαβEE′. (14)
The quantities Aαβ may depend on the phase-space or other dynamical details. Aαβ ≡ 0 means conventional addition. It is worth
to mention that the rule (14) is also easy tractable, namely its inverse function can be constructed analytically. The characteristic
scales are the total energy per particle ⟨E⟩ = ∑α ∫d3pE(p) f α(E(p)) and 1/Aαβ.
Let us briefly summarize the numerical method we used to solve (12). Since our model is homogeneous in space, we do not
have to deal with the propagation path of the particles. A cascade method, following the evolution of the system collision-by-
collision, is also satisfactory. The usual method, i.e. considering the collision in the center of the mass system, is not convenient,
because the modified energy composition rule can be implemented problematically only. The problem manifests in the 1P asymp-
totic of (13). We rather improve the method described in [24]. Its key element is the distribution defined on the constraint surface
Cαβ, parametrized by the energies of the outgoing particles. Because of the simple form of the rate function only the kinematics
restricts the collisions. The rate defined in (13) implies a uniform distribution on Cαβ(P,K), which has a non-trivial density func-
tion in the energy variable. Let us denote this function by ραβ(ǫ,P,K, x). Viewing (13), as the normalization condition for ραβ,
and using (14) with the notation ǫ = E(q), the density reads as
ραβ(ǫ,P,K, x) = Θ(∣y∗(ǫ,P,K, x)∣ ≤ 1)Zαβ(P,K, x)
1
1 + Aαβǫ
. (15)
The energy sampling for ǫ on the constraint surface was implemented using the rejection method. We simply select the energy
for one outgoing particle randomly according to ραβ, the quasi-energy conservation provides the other one.
In the previous section we argued that a detailed balance state may not exist for two components. Nevertheless the question,
what will happen long time after the initial state was prepared, should be answered. Our cascade simulation provides the digi-
talized version of f α(E) collision-by-collision. The moments of the density function are also excellent tools for the qualitative
analysis, we present ⟨E⟩ in several examples. It is also useful to follow the entropy-like quantity S E ∶= −∑α ∫dEFα(E) ln Fα(E),
where we used the density normed as ∫d3p f α(E(p)) =∶ ∫dEFα(E) = 1.
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3.2 Scaling solutions
We analyse two cases as summarized in the following table (with a0, a1, Λ0 > 0 constants): The numerical investigation shows
I.) (a0, a1) II.) (a0, a1, Λ0)
AAA = ABB a0
⟨E⟩
a0
⟨E⟩
AAB = ABA a1
⟨E⟩
a0
⟨E⟩ , if E1 + E2 < Λ0⟨E⟩
a1
⟨E⟩ , if E1 + E2 > Λ0⟨E⟩
long-time
behaviour
growing
⟨E⟩
growing or lowering
⟨E⟩
Table 1: The two investigated cases with scaled modification parameters. a0, a1 and Λ0 are positive.
that in case I.) the total energy per particle is always growing for long times (a0, a1 are positive constants), cf. Fig. (3). Depending
on the value of Λ0, either growing or lowering of the energy per particle can occur in the case II.) (Λ0 is a positive constant), cf.
Fig. (5).
Each one of the modifications I.) and II.) has an interesting feature. Both result in scaling density functions, insensitive to the
initial conditions:
f A,B(E, t →∞) ∼ ⟨E⟩− 32 ψ(E/⟨E⟩), (16)
in other words the long-time evolution is defined by a one-parameter family of density functions. The ψ shape-function is time-
independent, the only time-dependence occurs due to ⟨E⟩.
In fact, the scaling behaviour (16) can be observed after a transient time t > ttrans.. ttrans. has the same order of magnitude as
the relaxation time to the detailed balance state in one-component systems (O(10) collision per particle, in collision time).
Since there is no parameter which could distinguish among the two components A and B, we expect the same asymptotic
density function, if a steady state evolves. We used two distinct states to prepare the initial conditions, namely a "thermal" one
(Boltzmannian density) and the "two fireball" (one half of the particles moving into an assigned direction while the other half
into the opposite direction). We did not experience any differences about the long-time behaviour for the various initial densities.
Using the relation (16) one can scale the densities belonging to different collisional times onto each other. However the scaling
is conspicuous on Fig. (1), it has another apparent feature, namely that the entropy is related to the total energy per particle as
S E ∼ ln⟨E⟩, cf. Fig. (3).
It turns out that the scaling function ψ(x) has power-law tail rather than an exponential one (when x → ∞). The Tsallis-
density function fits it quite well: ψ(x) ∼ √x(1 + Ax)− BA . This function is the detailed balance solution of the one-component
MBE. An in-depth analysis would be needed to derive the fit parameters A and B starting from the given modification parameters
a0, a1 and Λ0, or reveal the numerically hardly visible bias from the Tsallis fitting function (Fig. (2)).
The existence of the solution (16) can be proven by using the algebraic identity E ⊕αβ
⟨E⟩ E
′ = ⟨E⟩ ( E
⟨E⟩ ⊕
αβ
1
E′
⟨E⟩) valid for Eq.
(14) if Aαβ = aαβ
⟨E⟩ , as can be found in Appendix B in details.
Numerical experiences indicate that such a family of density functions is asymptotically stable under time evolution. Due to (16),⟨E⟩(t) = ⟨E⟩0eγ(t−t0) holds for the collision time-evolution. We discuss the connection between collision time and laboratory
time in Appendix C. We note here that such scaling solutions occur in the context of non-elastic Boltzmann equation (NEBE),
referred as homogeneous cooling (heating) states [26,27,28]. Both in NEBE and MMBE models the total kinetic energy is not a
conserved quantity – the modelled systems are open.
3.3 Heating, cooling and saturation
Now we turn to the interpretation of the scaling solutions (16), which apparently rule the long-time behaviour. This solution
is characterized by the exponent γ and the initial condition, say ⟨E⟩0. The values of a0, a1 affect the shape function ψ and the
value of γ. Depending on the modification parameters, it disappears smoothly: γ ≃ C±(a1 − a0)2 when a1 − a0 → 0±, as it is
demonstrated in Fig. (4). It is easy to see that for the κ-th moments of f (E, t > ttrans.) in the scaling regime ⟨Eκ⟩ ∼ ⟨E⟩κ holds.
Since the system is homogeneous even in the momentum-space, the macroscopic behaviour can be described by these moments.
As the time evolution becomes trivial, the following equation of state stabilizes (Fig. (3)):
S E = 2C1 ln⟨E⟩ +C2, with (17)
C1 = (∫ ∞
0
dx
√
xψ(x)) ln(∫ ∞
0
dxx
3
2 ψ(x)) and C2 = −∫ ∞
0
dx (√xψ(x) ln(√xψ(x))) ,
where C1 and C2 are time- and phase-space-independent quantities.
That is, the system behaves like an ideal gas, which is heating up or cooling down depending on the sign of γ.
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Fig. 1: The density function F(E, t) in different collision times, a0 = 0, a1 = 1. The scaling behaviour is apparent when one uses
the relation (16), as can be seen on the inner graph.
 1e-14
 1e-12
 1e-10
 1e-08
 1e-06
 0.0001
 0.01
 1
 0  2  4  6  8  10  12  14
lo
g(x
1/
2 ψ
(x)
)
x=E/<E>
Boltzmann
Tsallis
 0.01
 0.1
 1
 0  0.5  1  1.5  2  2.5  3
lo
g(x
1/
2 ψ
(x)
)
x
Boltzmann
Tsallis
Fig. 2: The asymptotic behaviour of F(E, t) fitted by a Tsallis-like function ∼ √x(1 + Ax)− BA . The Boltzmann-Gibbs behaviour
(∼ √xe−Bx) is also indicated.
3.4 Saturation
The main difference between the different choices of the modification (cf. Table 1) is the following. In the case I.), the section of
the constraint surfaces CAA(⟨E⟩) and CAB(⟨E⟩) is empty (or at least its surface measure is zero), while CAA(⟨E⟩) → C0 ← CAB(⟨E⟩)
for ⟨E⟩ →∞. Here C0 is the constraint surface in the unmodified case a0 = 0, a1 = 0. In 3-dimension with E ∝ p2 dispersion C0
is a sphere.
In the case II.) with interaction threshold, there is a non-zero section of CAA(⟨E⟩) and CAB(⟨E⟩) for any time. While in
case I.) the system reaches a steady state without detailed balance, it turned out by the numerical investigation that in case II.)
an equilibrium state develops if Λ0 is fine-tuned. Since the energy cut-off was also scaled out with the average energy ⟨E⟩, the
scaling behaviour (16) prevails. We depicted the running of ⟨E⟩ and γ for various values of Λ0 on Fig. (5). As it can be seen on
Fig. (6a), γ(Λ0) has a zero, in the present example (a0 = 0.15, a10 = 0.25) at Λ∗0 ≈ 3.3. A qualitative explanation of this behaviour
can be given if one takes notice of the fixed shape of the density function in the scaled variable E/⟨E⟩. That is why the probability
of such collisions, where the total kinetic energy grows (or decreases), is also constant in the scaling regime, being proportional
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Fig. 3: Parametrized equation of states: S E(t), ln⟨E⟩(t) for a0 = 0, varying a1. The entropy curves run in line with the logarithm
of the total energy per particle after ttrans..
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Fig. 4: The exponent γ for a0 = 0 and different values of a1. It approaches zero as γ ∝ a21.
to the integral of ψ(E/⟨E⟩) on a definite domain. Therefore the probability depends on the modification parameters only, as all
the quantities in the scaling regime do. Λ0 prescribes that how much the two distinct type of collisions featured by a0 and a1,
respectively contribute to the probability of energy growing (decreasing) in the corresponding energy ranges E1 + E2 < Λ0⟨E⟩
and E1 + E2 > Λ0⟨E⟩. If the kinetic energy domain, which is responsible for the lowering effect, is large enough, then the energy
change can be compensated statistically and the system equilibrates.
Multicomponent kinetic equations derived on first-principle basis show thermalization and develop equilibrium state for large
times [14]. In the case II.) it is possible to make the fixed point in the Γ0 − γ phase-space attractive due to dynamical feed-back.
Increasing Λ0 when the energy is growing and lowering it if ⟨E⟩ is decreasing makes γ(Λ∗0) = 0 to be a stable fixed point of the
time evolution. If the system relaxes to a scaling state with a different γ fast enough when Λ0 changes, then γ(Λ0) is indeed the
allowed phase-space in the scaling regime. The result of this very simple feed-back, ˙Λ0 ∝ ˙⟨E⟩ can be seen in Fig. (6b) from
numerical simulation. ⟨E⟩ and Λ0 tend to a constant value, as it is expected.
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Fig. 5: The running of ln⟨E⟩(t) for various value of Λ0. The total energy per particle can either be growing or lowering with time.
With the fine-tuning of Λ0 saturation occurs.
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Fig. 6: (a): The exponent γ as a function of Λ0. At its zero, the total energy per particle stands still. (b): Feedback of the lowering
or growing of Λ0 as ⟨E⟩ varies. We used a simple smoothed step-function to mimic the feedback effect ˙Λ0 ∝ ˙⟨E⟩. Although the
system is in a steady state for a long time – compared to the saturation to that state –, the energy per particle starts to grow slowly,
because ˙⟨E⟩ – and therefore Λ0 – has large fluctuations. (a0 = 0.11, a10 = 0.21, Λ∗0 = 3.88.)
4 Conclusion
We put an emphasis in this paper on investigating whether an MMBE system tends to an equilibrium state or not. It is a non-trivial
question, even with the conceptually simplest modification of the two-particle constraints (modifying the energy addition rule).
As far as we know, though the modification of the BE due to the constraints is well discussed in the literature through several
examples, there are no studies concerning modified, multicomponent systems. The problem arises for all studied examples
(either energetic or entropic reasoning for the modification of the collision integral) [6,7,8,17]. The detailed balance state in
multicomponent case is generally lacking because different conditions are to be satisfied for each piece of the collision integral
to vanish.
Our conclusion is that dealing with such kind of MMBE, equilibration is not guaranteed in general. The same quantity which
is conserved in the one-component system with a non-additive energy composition rule, in the multicomponent case describes
an open system. In order to achieve a stationary state, one has to go beyond the simple kinetic treatment, and has to feedback the
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dynamics of the energy non-additivity to the MMBE. It is conceivable that for a satisfactory description one has to return to the
microscopic description of the off-mass-shell effects.
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A Approximating ⟪Iγ⟫
In the following we discuss the averaging and the approximations we used calculating Iγ and I, which results the formula (3) at
the end. Using compact notations, the 9-fold collision integral reads:
Iγ = ∫
234
∫ dωργ(ω − E2)δ(E1 +ω − E3 − E4)δ(3)(∑
i
′pi)w1234( f3 f4 − f1 f2) =∶ ∫
234
ργ(E3 + E4 − E1 − E2)K1234 (18)
We perform now the averaging according to γ:
I =
∞
∫
0
dγg(γ)Iγ = ∫
234
K1234 ∫
∞
0
dγg(γ)ργ(E3 + E4 − E1 − E2) =∶ ∫
234
K1234⟪ργ⟫(E2 −Ω) ≈ (19)
≈ ∫
234
{K1234∣E2=Ω+∆ + ∂E2 K1234∣E2=Ω+∆ (E2 −Ω − ∆) +O((E2 −Ω − ∆)2)}⟪ργ⟫(E2 −Ω) = (20)
= ∫
234
δ(∑
i
′Ei − ∆)K1234 + { terms proportional to higher moments ofγ } . (21)
In the first line (Eq. (19)) the interchangeability of the integrations respect to γ and to the phase-space coordinates is assumed.
Let us suppose the function ⟪ργ⟫ to be a density function with the properties ∫ ∞0 dω⟪ργ⟫(ω) = 1 and ∫ ∞0 dω⟪ργ⟫(ω)ω = ∆.
Furthermore, let its higher moments be negligible compared to ∆≫ ∫ ∞0 dω⟪ργ⟫(ω)ωn. These imply that ⟪ργ⟫ is "peaky" around
∆. Therefore in Eq. (20) we expand the rest of the integral kernel in E2 − Ω around ∆. After integrating respect to E2, the first
term gives the kernel K evaluated in E2 = Ω + ∆, the second vanishes. The remaining terms are at least O(∆2). In the last line
(Eq. (21)) we reimplemented the effect of integrating respect to E2 as resulted by a modified constraint for the kinetic energies.
B Scaling symmetry
The aim of this section is to show the existence of a special family of solutions of Eq. (12) with a scaling property and the joint
pattern of the time evolution. For this purpose, we assume that the function f α(E, t0) is a solution of Eq. (12). Then using the
properties of the collision integral we prove that ⟨E⟩3/2 f α(⟨E⟩E, t0) is also a solution with ⟨E⟩ = ⟨E⟩0eγ(t−t0) for arbitrary t with
the time-independent constant γ. We do not investigate in this section the stability of the scaling solution, only mention that it is
indicated by our numerical simulations.
We consider the MMBE (12) with energy variables:
∂t f α(E, t) = ∑
β
Nαβ ∫
1
0
dx∫
1
0
dy∫
∞
0
dE′∫
∞
0
dǫ
√
E′ǫ
Zαβλ (E,E′, x)δ(K
αβ
λ (E,E′) − ǫ ⊕αβλ E∗(E,E′, ǫ, x, y)) ×
×( f α(ǫ, t) f β(E∗, t) − f α(E, t) f β(E′, t)) =∶∑
β
Iαβλ [ f α,β( . , t)](E). (22)
Here λ = λ(t) having the dimension of energy, Nαβ is a constant (from the spherical integration and the dispersion relation).
Finally
E∗ = E(∣P − q∣) = 1
2m
(P2 + 2mǫ − 2P√2mǫy), P = √2m√E + E′ + 2EE′x.
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Using the easily verifiable identity Zαβλ (E,E′, x) = √λZαβ1 ( Eλ , E′λ , x), then changing the variables of integration, the following
holds (λ′ = λ(t′)):
( λ
λ′
)
3
2 Iαβλ [ f α,β( . , t)](E) = Iαβλ′
⎡⎢⎢⎢⎣(
λ
λ′
)
3
2 f α,β ( λ
λ′
( . ), t)⎤⎥⎥⎥⎦(
λ′
λ
E) . (23)
One takes then Eq. (22) and multiplies it by the factor ( λ
λ′
) 32 . Using (23) one arrives at
( λ
λ′
)
3
2
∂t f α(E, t) = ∑
β
Iαβλ′
⎡⎢⎢⎢⎣(
λ
λ′
)
3
2 f α,β ( λ
λ′
( . ), t)⎤⎥⎥⎥⎦(
λ′
λ
E) =∶∑
β
Iαβλ′ [ f α,β(( . ), t′)](λ
′
λ
E) = ∂t′ f α(λ′λ−1E, t′). (24)
One realizes that the first equality in Eq. (24) is the MMBE (22) with rescaled energy-argument. Eq. (24) suggests the following
scaling relation to hold:
f α(E, t′) = ( λ(t)
λ(t′))
3
2
f α ( λ(t)
λ(t′)E, t) . (25)
In other words, the rescaling of the energy variable means a finite step of time-evolution. We have to check the conditions of the
equivalence of Eq. (25) and Eq. (24). Let us differentiate Eq. (25) respect to t′:
∂t′ f α ( λ(t)
λ(t′)E, t′) = f α(E, t′)∂t′
⎡⎢⎢⎢⎢⎣
( λ(t)
λ(t′))
3
2 ⎤⎥⎥⎥⎥⎦
+ ( λ(t)
λ(t′))
3
2 dt
dt′
∂t f α(E, t) =
= 3
2
( λ(t)
λ(t′))
3
2 (∂tλ(t)
λ(t)
dt
dt′
−
∂t′λ(t′)
λ(t′) ) f α(E, t′) + (
λ(t)
λ(t′))
3
2 dt
dt′
∂t f α(E, t) =
= ( λ(t)
λ(t′))
3
2
∂t f α(E, t). (26)
The last equality in Eq. (26) holds when dtdt′ ≡ 1. and ∂tλ/λ ≡ const. In summing up, the relation in Eq. (25) holds if t′ = t0 + t and
λ(t′) = λ0eγ(t′−t0), with arbitrary constants t0, λ0 and γ.
It is easy to establish the connection between λ and the energy density ⟨E⟩ for scaling solutions. After changing the variable in
the integrand one gets
λ(t) ∼ ⟨E⟩(t) = (∑
α
2π(2m) 32 ∫ dx√xx f α(x = Eλ))λ,
so λ is simply proportional to ⟨E⟩. The expression in the parenthesis is constant due to Eq. (25), choosing λ(t′) = 1.
In conclusion:
f α(E, t) = 1⟨E⟩3/2(t)ψα (
E
⟨E⟩(t)) , ⟨E⟩(t) = ⟨E⟩0eγ(t−t0), (27)
where t0 is used as a reference point: ⟨E⟩0 = ⟨E⟩(t0) with the definition ψα(x) = ⟨E⟩3/20 f α(⟨E⟩0 x, t0).
C Time evolution in laboratory time
In this study we used the collision frequency to follow the evolution of the density function of the system and to analyse the
long-time behaviour of the total energy per particle ⟨E⟩. Still, the relation of the collision counter t to the laboratory time tlab
needs clarification. The quantity which gives exactly the probability of a (given kind of) collision in a unit laboratory time is
nothing but wαβ = (Zαβλ )−1. So the expected number of collisions in a unit time in a given state of the system is given by
dt
dtlab
= ∑
αβ
∫ d3p∫ d3p′wαβ(p,p′) f α(E(p)) f β(E(p′)) ∼ λ− 12 (t)∫ ∞
0
dω
√
ω∫
∞
0
dη√η∫ 1
0
dx ψ(ω)ψ(η)Zαβ1 (ω, η, x) , (28)
for scaling solutions described by (16). This proportionality leads us to the following separable ODE:
dt
dtlab
= Γ⟨E⟩− 12 (t) = Γ⟨E⟩− 120 e− γ2 t (29)
M. Horváth, T. S. Biró: Multicomponent Modified Boltzmann Equation and Thermalization 11
Here Γ is constant in time, it is however a fairly difficult task to determine it. One has to solve an integro-differential equation
for the shape function ψ(x) to get Γ. But if its value is assumed to be known, the collision time expressed by the laboratory time
(with the initial condition tlab(t = 0) = 0) reads as:
t = 2
γ
ln
⎛
⎝1 +
Γγ
2⟨E⟩1/20 tlab
⎞
⎠ . (30)
Using the expression (30) the energy per particle in laboratory time becomes
⟨E⟩(tlab) = ⟨E⟩0 ⎛⎝1 +
Γγ
2⟨E⟩1/20 tlab
⎞
⎠
2
. (31)
For γ > 0 the energy per particle is growing limitless like ∼ t2lab. Let us remark that for tlab ≫ 2⟨E⟩1/20Γγ , ⟨E⟩(tlab) ∼ (Γγtlab)2 is⟨E⟩0-independent.
For γ < 0, ⟨E⟩ reaches zero in a finite time in the laboratory system: t∗lab = 2⟨E⟩1/20Γ∣γ∣ . It is interesting, that the number of collisions
tends to infinity as tlab → t∗lab in this case. This indicates the presence of the so-called inelastic collapse in the context of NEBE
[29].
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