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Abstract
We simulate a small-scale dense gas-solid fluidized bed using an approach
coupling the averaged Navier-Stokes equation with a discrete description of
particle dynamics. The simulation results are compared to the voidage, solid
velocity and granular temperature measured using magnetic resonance (MR)
and other experimental measurements for the same fluidized bed. It is found
that the simulation is able to predict the minimum fluidization velocity and
pressure drop with reasonable agreement and qualitatively capture the solid
circulation pattern to a similar degree achieved by previous such simulations.
The discrepancies for the solid velocities near the walls and in the central
region at upper and lower bed heights were investigated by examining various
models of the physical system and the sensitivity of the simulation results to
these models. We demonstrate that the particle–wall interaction dominates
the particle dynamics in a boundary layer of about 5 particle diameters to
the wall and that modelling the wall using fixed particle of comparable size
to the fluidized particles provides enhanced resistance reducing solid wall-
slip velocity and granular temperature at the boundary layer. Modelling
of particle size is shown to be important for capturing the variation of bed
dynamics along the bed height direction.
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1. Introduction
Gas-solid fluidization is a critical process to many industrial operations,
such as those in chemical and pharmaceutical industries, owing to the high
rates of mass and heat transfer between the interacting phases. Design, opti-
mization and scaling-up of such processes require a better understanding of
the bed hydrodynamics, which is determined by the particle-level interactions
between fluid, particle and boundaries. This understanding can be enhanced
by using reliable numerical simulations [1], which provide dynamic data at
locations and spatial or temporal scales complementary to those obtained
using experimental techniques.
Recent advancements in physical models, numerical method and com-
puter algorithm have enabled simulations of fluidization dynamics at different
levels of details and the development of multiscale models linking these levels
in a single simulation (e.g., as reviewed in [1]). One such multiscale model
couples an averaged Navier-Stokes equation for the fluid phase with a discrete
method solving for motion of individual particles. These type of models are
able to capture the discrete nature of the particle phase while maintaining
the computational tractability by not solving the detailed fluid field at the
particle level. These have been generally known as coupling between com-
putational fluid dynamics (CFD) and discrete element method (DEM) [2],
although other names, such as discrete particle models [3], have been used
for essentially the same methodology. The general theoretical framework has
been established (with details reviewed in [2]) for DEM-CFD models, which
have been shown to be able to capture various fluidization phenomena qual-
itatively. For example, the simulations and comparisons with 2-dimensional
images from experiments for single bubble dynamics and segregation of bi-
nary mixtures have been reviewed in [3] and [4], respectively.
The effort to more quantitatively validate DEM-CFD models and codes
have been revived in recent years upon the availability of experimental data
of bed dynamics at higher spatial and temporal resolutions in 3D. Such
data have been obtained using non-invasive experimental techniques such
as positron emission particle tracking (PEPT) [5] and magnetic resonance
(MR) measurements [6]. Using MR techniques, Mu¨ller et al. [7, 8] measured
voidage, solid velocity and granular temperature for a thin gas-solid fluidized
bed with spatial resolutions comparable to the size of the fluidized particles.
Such data have been used to validate various DEM-CFD codes [7, 8, 9].
These studies have shown similar DEM-CFD predictions and claimed to
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have captured qualitatively fluidization dynamics. However, when compared
quantitatively, large discrepancies have been identified. Generally speaking
the near-wall solid velocity [7, 9] and granular temperature [7] were over-
predicted; the central solid velocities [7, 9] were over- and under-predicted
at the lower and upper bed regions, respectively. Their parametric studies
showed that the simulation results were not sensitive to particle stiffness,
rolling friction coefficient, particle–wall friction coefficient [9], particle coeffi-
cients of restitution and friction [8], or different fluid–particle drag models [7].
Higher particle–wall friction coefficient was found to improve slightly the solid
velocity predictions near the walls [7, 9]. However, no further improvement
was observed for the friction coefficients higher than 0.3 [9]. Taking into
account non-sphericity in the drag model of Gidaspow [10] only increased
the solid velocities throughout the bed height [9]. The questions regarding
the causes of the discrepancies and how to address them in a DEM-CFD
framework therefore remain open.
In this paper we focus on addressing these questions by studying the same
fluidized bed as in the MR experiments [7, 8] using DEM-CFD simulations.
The methodology of the DEM-CFD models is similar to others, but has a
slightly different numerical implementation [11] discussed in the next section.
We obtain similar simulation results when using the same models and pa-
rameters as before [7, 8, 9]. It is examined that how particle dynamics near
the walls is effected by the particle–wall interaction. These are modelled by
interaction of fluidized DEM particles with the fixed particles of compara-
ble sizes, rather than using a planar frictional wall. The effect of the wall
boundaries using the fixed particles is checked for both the solid velocity and
the granular temperature predictions near the walls. Furthermore, effects
of particle size on the bed expansion and dynamics are examined so as to
explain the over- and under-predictions of solid velocity in the central region
found from the base simulations.
2. Governing equations and closure models
In the DEM-CFD methodology, the fluid velocity at each point in space is
replaced by its average, taken over a spatial domain large enough to contain
many particles but still small compared to the whole region occupied by the
flowing mixture. Newtonian equations of motion are solved for each particle
in a Lagrangian framework. The coupling force between fluid and particles is
then related to the particles velocity relative to the locally averaged fluid ve-
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locity and to the local concentration of the particle assembly. The equations
for the gas, particles and inter-phase coupling are presented as follows.
2.1. Gas phase equations
The locally averaged incompressible continuity and momentum equations
for the gas phase [12, 13] are given by
∂
∂t
+∇ · (uf ) = 0, (1)
and
ρf
∂uf
∂t
+ ρf∇ · (ufuf ) = −∇p+∇ · τf + ρfg − If , (2)
where  is the porosity; uf , p, ρf and τf are the fluid velocity, pressure, density
and viscous stress tensor respectively; g is the gravitational acceleration; and
If is the inter-phase momentum transfer term arising due to fluid–particle
interactions. It is noted here that bold symbols indicate vectors.
2.2. Discrete element method
Each particle’s motion is solved using the Newton’s second law with the
equations for the translational and rotational motion given by
mi
d
dt
vi = fci + ffpi +mig, (3)
and
Ii
d
dt
ωi = Ti, (4)
respectively. The mass, moment of inertia, velocity, rotational velocity, force
and torque of particle i are denoted bymi, Ii, xi, ωi, fi andTi, respectively. It
is pointed here that bold symbols indicate vectors and vi implies [vxi, vyi, vzi].
The total force acting on a particle is calculated as a sum of the total
contact, the gravitational and the fluid interaction forces. The contact force
(fc) is calculated as a sum of all the forces due to collisions with neighbouring
particles. The total torque Ti results from a vector summation of the torque
at each particle–particle contact. It is assumed that the fluid-particle inter-
action does not contribute to the rotational motion. A linear spring-dashpot
model is employed for the contact force model with static friction between
particles modelled according to the Coulomb’s friction law. More details on
the model can be found in [14].
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2.3. Interphase momentum transfer
The coupling between the gas phase and particle motion is through the
fluid–particle interaction If in the gas momentum equation and ffpi in the
particle equation of motion, for which following equation is used.
ffpi = −Vpi∇p+ βiVpi
φ
(ufi − vi) , (5)
where Vpi is the volume of particle i, φ = 1 −  is the solid volume fraction
of the cell containing particle i, ufi is the fluid velocity extrapolated to the
particle i position and βi is the drag coefficient which is dependent on the
drag model closures discussed below. Since the focus of this study is gas-
solid fluidization, certain hydrodynamic forces dependent on fluid density and
viscosity have been neglected. These include virtual mass and lift forces [2].
The total interaction If in a fluid cell is calculated by adding all particle–fluid
interaction forces in the cell as
If =
1
Vcell
n∑
i=1
ffpiWi, (6)
where Vcell is the volume of the fluid cell and W is the weighting function
accounting for the contribution of a particle, which can be a Box-car or a
Gaussian function [11].
2.3.1. Drag model closures
Drag models correlations were traditionally deduced from experiments
on fixed bed or sedimentation [15, 16], and recently derived from resolved
direct numerical simulations [17, 18, 19]. The drag coefficient in Eq. 5 can
be written as
β = 18µφ(1− φ)F
d2
, (7)
where F is the drag force non-dimensionalized by the Stokes–Einstein drag
force (3piµd (ufi − vi) (1−φ)), and µ is the fluid viscosity. This dimensionless
drag force can be expressed as a function of the solid fraction (φ) and the
particle Reynolds number, Re = ρfdi |ufi − vi| /µ, for a particle of diameter
d. In this paper, we present results using two drag closures – one empirical
based on experiments, often referred to as the Ergun [15] and Wen and Yu
equation [16],
FEWY(φ,Re) =
{
(1 + 0.15Re0.687)(1− φ)−3.65 φ ≤ 0.2
150
18
φ
(1−φ)2 +
1.75
18
Re
(1−φ)2 φ > 0.2
, (8)
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and the other based on recent lattice-Boltzmann simulation data [17],
FBT(φ,Re) =
10φ
(1− φ)2 + (1− φ)
2(1 + 1.5φ1/2) (9)
+
0.413Re
24(1− φ)2
[
(1− φ)−1 + 3φ(1− φ) + 8.4Re−0.343
1 + 103φRe−(1+4φ)/2)
]
.
2.4. Numerical methods and implementation
The locally averaged Navier-Stokes equation describing the fluid motion,
is solved using OpenFOAM-1.7.1 (Open Field Operation and Manipulation)
libraries, partly based on the work by Rusche [20]. The discretization em-
ploys the finite volume method on an unstructured mesh with all variables
stored in cell centres. The convection and diffusion terms are discretized with
a blend of central difference (with second-order accuracy) and upwind differ-
ence (with first order accuracy). The inter-phase momentum transfer term
If in Eq. 2 is discretized using a semi-implicit algorithm [11] to improve the
numerical stability. The implicit first-order Euler scheme is used for the time
integration. The particle motion equations are solved in a particle dynam-
ics simulator, LAMMPS (Large-scale Atomic/Molecular Massively Parallel
Simulator, 2013 version ) [21]. An explicit second-order velocity Verlet al-
gorithm is used for time integration. Readers are referred to [11] for more
details about the coupling algorithms.
3. Simulation details and post-processing techniques
The validation study is based on a fluidized bed experiment, for which
magnetic resonance (MR) measurements were carried out to obtain data for
solid velocity, voidage and granular temperature [8, 7, 22] . The experiment
and how it was simulated are described as follows.
3.1. Experimental measurements and simulation details
The fluidized bed was a pseudo 2-dimensional perspex apparatus with the
dimensions of 44, 1000 and 10 mm in the width, height and depth direction,
respectively. A 30 mm high granular bed consisting of kidney-shaped poppy
seeds was fluidized by uniform air flowing through a porous distributor plate
at the bottom. Time and spatially averaged granular temperature, solid ve-
locity and voidage distributions were obtained using MR spectroscopy. De-
tails of reconstructing MR data signals to obtain the data at sub-particle
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size resolution can be found in [22]. The MR pixel size, which limits the
spatial resolution, was 1.882 mm2 for granular temperature, and 0.942 mm2
for velocity and voidage measurements [7].
The full-scale bed was simulated with parameters for the geometry, fluid
properties and contact model summarised in table 1. The fluid drag on the
front and back of the bed is not included in the bed. The drag effect was
not regarded as critical to the voidage and the averaged particle velocity
profiles in the lateral direction, because these quantities were measured in
the middle planar region of the bed (parallel to the front and back wall)
in the experiments as well as in simulations [8]. The distributor plate was
simulated using 4 layers of fixed particles of 1 mm diameter which covered 2
fluid cells exactly. The particle–wall interaction was modelled as either with
a flat surface or with a wall consisting of solid particles, whose details will
be given in section 4.3. The no-slip boundary condition was applied between
fluid and all the walls. The coefficient of friction between particles and the
walls was set to 0.1. DEM parameters were suggested by [8] based on values
taken from the literature and employed here as the base case. A typical snap
shot of the DEM-CFD simulation at a superficial velocity of 0.9 m/s can be
seen in figure 1(a).
3.2. Post-processing of DEM data
Post-processing of DEM data is important for the correct comparison
between the experiment and the simulations. In the experiments, spatial-
temporal average of the MR data was evaluated to obtain the voidage, par-
ticle velocity and granular temperature profiles in the experiments [22]. In
order to have a direct comparison between DEM data and MR measurement,
compatible post-processing techniques should be used. The spatial-temporal
averaged solid volume fraction φ and velocity V at the location r are calcu-
lated respectively using
φ(r) =
pi
6Nf
Nf∑
j=1
Np∑
i=1
d3iW (r− ri,j), (10)
and
V(r) =
∑Nf
j=1
∑Np
i=1 vi,jW (r− ri,j)∑Nf
j=1
∑Np
i=1W (r− ri,j)
, (11)
where di,j and vi,j are the diameter and instantaneous velocity of a particle at
a location ri and a time instant j, respectively, Np is the number of particles
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in the domain, Nf is the number of time steps used in the time averaging
and W (r − ri) is a weighting function. We used W (x) = 1Ω(w)H(w − ||x||),
where H represents the Heavi-side function and Ω(w) is the volume of the
averaging sphere of radius w. The averaging results were found not sensitive
to the forms of the weighting function. However, the results were sensitive
to the parameters of the weighting function. The calculation of solid velocity
in Eq. 11 is consistent with the so-called “particle based averaging” used
in [23, 24, 25], which was found to yield better agreement between DEM and
experimental analysis than using the “frame based averaging” approach, in
which the spatially averaged solid velocity at every time instant is averaged
over time with equal weightings.
Since the MR measurements are time-averaged measurements of the mean
and variance of the velocity, the MR measured variance of the velocity is a
combination of both the local fluctuations about the mean velocity, and the
time-averaged fluctuations of the mean velocity [7]. It is not possible to sep-
arate these contributions to granular temperature in the MR measurements.
We calculate the granular temperature, consistent with that calculated in
the experiments [22] as given by
θ(r) =
1
3
(
V ′xV ′x + V ′yV ′y + V ′zV ′z
)
, (12)
where the variance of the velocity (V ′i V
′
j ) is defined as
V ′i V
′
j (r) =
1
Nf
Nf∑
k=1
[
V i,k(r, t)− Vi(r)
] [
V j,k(r, t)− Vj(r)
]
. (13)
The spatially averaged velocity V(r, t) is calculated by
V(r, t) =
∑Np
i=1 viW (r− ri)∑Np
i=1W (r− ri)
. (14)
The averaged voidage, solid velocity and granular temperature are depen-
dent on the spatial and temporal scales used for the averaging. The scales
were found to be functions of number of particles, averaging time, sampling
frequency and dynamics of the system. Studies have been carried out to
determine the length and time scales at which the results are approximately
invariant to the scales. It was found that a length scale of 2.5 times of par-
ticle diameters, a sampling frequency of 100 Hz and an averaging time of 45
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seconds yield such scale invariant results. In order to make the time-averaged
DEM results comparable to the experimental results, the time length used
for averaging has been so determined as to make the averaged results in-
dependent of the number of instantaneous flow profiles contained. We now
turn out attention to the simulation results and the comparison with the
experimental results.
4. Results and discussions
4.1. Bed pressure drop analysis
The fluidization curve for the bed was determined by simulations where
the inlet velocity was linearly increased from 0.0 to 0.6 m/s. The initial
packed bed porosity was around 0.328, close to experimental value of 0.33 [8].
The total pressure drop across the bed is plotted against the superficial inlet
velocity in figure 2, where the pressure drop is normalised by the bed weight
per unit cross sectional area and the velocity is normalised by the mini-
mum fluidization velocity Umf (0.3 m/s) determined in the experiments [8].
It is demonstrated that the basic fluidization phenomena can be captured
correctly, i.e. that the pressure drop plateaued out at a level supporting the
total weight of bed at around the Umf . The different drag models tested show
little effect on the fluidization curve with the predicted Umf values within 10
percent of the experimental value.
The absolute pressure drop, computed immediately above the distribu-
tor plate, is plotted as a function of time at the inlet velocity of 0.6 m/s
(around 2Umf) in figure 3a. Periodic fluctuations in the pressure drops can
be observed, which are usually linked with the instabilities, such as bubbles,
arising at the distributor plate. Fast Fourier Transformation (FFT) analysis
of pressure drop fluctuations have been previously used to identify the flu-
idization regimes, e.g. bubbling or slugging [26, 27, 28]. The power spectrum
obtained using the same technique is shown in figure 3b. The spectrum has
multiple small peaks in the range of 0–10 Hz, and one prominent peak at
around 7 Hz. These results are in a quantitative match with the pressure
drop and FFT results obtained from DEM-CFD simulations of the same
Geldart D particles by Boyce et al. [29], on a 3-D cylindrical fluidized bed.
Furthermore, the bubble formation frequency at the distributor plate in the
fluidization experiment of the same particles was found to be also around
7 Hz [29], implying a link with the large pressure fluctuations. To ensure
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the dynamic process of bubble formation can be fully recorded, the data
sampling frequency is chosen to be much higher at 100 Hz.
4.2. Voidage, solid velocity and granular temperature comparison
In this section, DEM-CFD simulation results are compared with the MR
measurements of voidage, solid velocity and granular temperature for the
cases with superficial fluidization velocities of 0.6 and 0.9 m/s. The base
simulation case employs the drag model developed by Beetstra et al. [17],
has particle–wall interaction with a frictional planar surface, and uses the
parameters as specified in table 1. After undertaking parametric studies, it
is found that the simulation results presented here are not sensitive to cer-
tain particle properties, such as stiffness, coefficient of restitution and sliding
friction coefficient. figure 4(a) and (c) presents the 2-D contour plots of
solid velocity components for the case with 0.6 m/s inlet velocity. The ex-
perimental data obtained for a x-z cross section at the middle in the depth
direction [22] is shown in figure 4(b) and (d). The vertical velocity (Vy)
is negative close to the side walls and tends to be positive moving towards
the center; the lateral velocity Vx has opposite signs and symmetric to the
vertical center line. Together, the time averaged velocities show that the
solid particles are transported upwards in the center of the bed and down-
wards close to the wall, which is a robust feature in a dense bubbling bed.
The DEM-CFD simulations are able to capture this solid circulation pattern
qualitatively as observed in the experiments and evident from the figure 4.
However, the location and magnitude of the maximum velocities observed
in the experiments are not in agreement. The causes of the discrepancy are
attributed to the particle sizes and are further discussed in the section 4.4
below.
The solid velocity for the case with inlet velocity of 0.9 m/s indicates a
similar solid circulation pattern observed at inlet velocity of 0.6 m/s. For
more quantitative comparison to the experimental results, the vertical ve-
locities, Vy, at the heights of 15, 25 and 35 mm above the distributor plate
are plotted across the bed width in figures 5(a), (b) and (c), respectively.
Although general agreement with the experimental data is still observed
for these velocity profiles, significant mismatches are found near the side
walls (x = 0 or 44 mm) and towards the middle section of the bed. The
simulation velocities near the walls are consistently higher (more negative)
than the experimental values, i.e., particles move downwards faster in the
simulation, independently of the bed heights. The difference in dynamics
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adjacent to the walls is also reflected in the granular temperature profiles
as shown in figure 6. Such discrepancies at the wall have been investigated
and attributed to the particle–wall interaction models used in the simula-
tion, discussed later in the section 4.3. The experimental data suggests that
the granular temperature decreases considerably toward the walls from the
central region (around x = 22 mm), whereas the simulation results show an
opposite trend of increasing granular temperature for all three profiles. This
discrepancy in granular temperature suggests that velocity fluctuation is a
more sensitive measure to reveal the dynamic state than the mean velocity
for which only quantitative difference was observed. The simulation predicts
higher granular temperature, indicating larger velocity fluctuations than in
the experiments around the walls.
The simulation over-predicts (under-predicts) the velocity in the central
region at the height of 15 mm (35mm) although has good match at the
height of 25 mm. The time averaged solid fraction contours are plotted in
figure 7(a), shows a gulf-like pattern with higher voidage (lower solid frac-
tion and more dilute) in the middle of the bed at heights around 25-35 mm
above the distributor plate, which was also reported by experimental finding
from [22]. A lower voidage (higher solid fraction and denser) is also seen at
the regions close to the walls in accordance with the experimental observa-
tions [22]. This general variation can also be seen from the voidage profile
at the heights of height 16.4 (figure 7(b)) and 31.4 mm (figure 7(c)). The
voidage near the walls at 31.4 mm is over-predicted by 40 percent, whereas a
good match is obtained at 16.4 mm. These mismatches are intricately related
to the inability of the model to capture the bed expansion correctly. The ve-
locity contour plots in figure 4 suggests that model is not able to capture
the height of maximum vertical velocity contour from the distributor plate.
Effect of particle size will be addressed in the later section 4.4 to account for
discrepancies for bed expansion and velocity variation along the bed height.
4.3. Wall boundary effect on solid velocity and voidage
The comparison in the previous section indicated that the particle mo-
tion is retarded more in the experiments than in the simulation near the
walls. The fluid–wall interaction could form a viscous layer in the near-wall
region and indirectly slow down the particle dynamics. Recent direct numer-
ical simulation (DNS) [30] found that wall friction affect the fluid flow only
within one particle diameter from the wall. Furthermore, the pressure drops
predicted by the Beetstra drag model were very close to the DNS results
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outside of this one-diameter zone. The fluid–wall interaction thus seems un-
likely to account for the solid velocity discrepancy observed in the 5-diameter
boundary layer. Fluid-wall boundary effect was further tested by changing
the boundary condition from the no-slip to the full-slip one, which should ex-
ert a larger effect beyond the one-diameter zone since the current simulation
employs a fluid cell of about 3 particle diameters. No discernible effect was
found on the solid velocity, which corroborates the point that the fluid–wall
effect is not significant in determining the solid velocity around the walls.
We now focus on the particle–wall interaction. In the base simulation
case, particles interact with wall via the same force model as the particle–
particle interaction while taking the wall being a flat surface with Coulomb
friction (refer to section 2.2. The coefficient of friction was varied from 0.1
(low friction) to 1 (highly frictional) and the wall slip velocity was not reduced
significantly, indicating the wall resistance offered in the classic Coloumb
friction model is not sufficient to account for the discrepancy observed in the
wall slip velocity. Previous works in dry granular flows [31, 32, 33] employed
static particles at the inner side of the walls, with the particle diameters in a
similar range to the bulk particle sizes to provide higher effective wall friction
than the flat wall model under the same flow condition and reduce the wall
slip velocity as the wall-particle size increases.
We employ a similar approach: the wall surface was modeled as a vertical
row of fixed spherical particles. The particles forming the walls are kept sta-
tionary by setting their velocities to zero every time step. The wall particles
are arranged in a regular lattice with no spacing or overlap between them
and located at both sidewall boundaries of x = 0 and 44 mm (figure 1(b)).
Since the pattern and spacing are fixed, the particle diameter is the only
variable used to tune the frictional effect of the walls. It should be noted
that particle–wall boundaries are employed only for the DEM calculation
while the fluid–wall boundary condition remains as flat walls with no slip.
Figure 8(a) compares the effect of particle-walls on the solid velocity for the
profile at the height of 25 mm with the base simulation and the experimental
results. Similar results for solid velocities have been found for other heights
at 15 and 35 mm, but not shown here. It can be seen that the magnitudes
of the velocities in the wall boundary layers are reduced by 40–60% for the
particle wall configuration. Figure 8(b) shows the zoomed-in profiles in the
near wall region at higher spatial resolution. It can also be seen that increas-
ing the wall particle diameter results in a greater reduction of solid wall-slip
velocity in the wall boundary layers. Such walls with particles of diameter
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less 0.1d produce simular results to the flat wall, and not shown here for
clarity. These trends are consistent with the previous findings for dry gran-
ular flows [31, 32, 33], but demonstrates that the particle–wall interaction
dominates the dynamics in this dense gas-solid fluidization situation. The
particle-wall does affect the velocities beyond the boundary layers, albeit to
a much smaller extent, which also increases with larger wall particles. At
the diameter equal to 2d, there are appreciable differences from the exper-
imental values in the central region. In addition, the predicted granular
temperature trend reverses from increasing to decreasing toward the walls
when the particle-wall boundary is employed (figure 6), producing excellent
match both in trend and in magnitude with the experimental measurement.
As the detailed wall friction condition is not known from the available exper-
iment data, however, we are limited to qualitative comparison of the effect
of such walls, rather than to pin down if the same magnitude of wall friction
led to the observed wall slip velocity and granular temperature profiles in the
experiments.
Examining the particle packing structure more closely, oscillations are
found in the particle (igure 9(a)) and voidage (figure 9(b)) distributions close
to the walls and converge to the bulk values after about 5 particle diame-
ters. The histograms are plotted by tabulating frequency of particles present
at a particular distance r/d. The particle positions are counted in a region
20–30 mm above distributor plate over 40 seconds of simulation at a high
sampling rate of 200 Hz. A distribution function of the particle positions
is plotted by normalizing the histogram plot by area under the curve. The
zero x-coordinate in figure 9 is set to the position of either the flat surface or
the center of wall particles. Such oscillations in voidage have been reported
for the particle packing probed by NMR spectroscopy [34]. The particle
wall leads to important difference in the distributions, particularly for those
within 0.5 diameter from the wall. Particles are all excluded from the flat
wall by their own volumes and have the highest probability located 0.5 di-
ameter away, where the voidage is correspondingly lowest. This dense layer
of particles slide along the wall. On the contrary, there are more particles
distributed within the 0.5d region when the particle wall is present, which
contributes to greater resistance to the particle flow.
The wall boundary analysis shows that the particle–wall interaction dom-
inates the particle dynamics in the boundary layers of about 5 particle di-
ameters. The classic Coloumbic friction in the planar wall could not capture
the granular resistance near the wall.
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4.4. Particle size effects
Apart from the dynamics close to the walls, mismatch has also been
observed in the middle region especially for the heights at 15 and 35 mm, for
example see figure 5. This type of mismatch is related to how bed dynamics
varies along the bed height direction, which is thought to be sensitive to the
particle shape and size.
Kidney-shaped poppy seeds, which naturally have variations in size, were
used in these MR fluidization experiments [8]. Such size distributions have
been neglected in the simulations, for which mono-disperse sphere with di-
ameter of 1.2 mm were used as described in section 3. Without performing
extensive parametric studies using poly-disperse non-spherical particles, we
used a set of simplified simulations to probe the sensitivity to particle sizes.
We performed simulations of mono-disperse spheres at different diameters,
namely 1.1 and 1.3 mm, maintaining roughly the same initial bed height and
weight as those of the 1.2 mm diameter particles. The simulated minimum
fluidization velocity was thus kept in the range of 0.28–0.32 m/s, close to the
experimental value, 0.3 m/s. The variation of velocity Vy along bed height is
plotted in figure 10 for the three different particle diameters at a fluidization
velocity equal to 0.6 m/s. The solid velocity profile is calculated at x =
22 mm with bin size equal to 2.5 d in the x and y direction and averaged
over whole depth (z) direction. These profiles are significantly different from
each other with the maximum velocity magnitude increased by 50% for a
18% decrease in the particle diameter. Such a change in magnitude is close
to the mismatch between the base simulation and the experimental results
(refer to the contour plots in figure 4). The velocity is higher for smaller
particles at all the positions below 40 mm, above which negative velocities
for 1.1 and 1.2 mm particles appear, indicating higher bed expansion. This
velocity variation combined with the segregation tendency of a fluidized bed
could qualitatively explain the mismatches observed in the middle region at
the heights of 15 and 35 mm. Imagining the poppy seeds have larger and
smaller particles, the former would tend to concentrate toward the lower part
of the bed and the latter to the upper. As we choose to use particles of a
mean size in the simulation, it would over-predict solid velocity in the lower
and under-predict it in the upper part, the same as observed in figure 5. The
shape effects of the particles are rather difficult to quantify in the current
DEM-CFD framework.
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5. Conclusions
We have presented validation and model sensitivity studies for a DEM-
CFD methodology and its numerical implementation in a computer code.
The methodology couples the spatially averaged Navier-Stokes equation for
fluid and the Newtonian motion equations for individual particles. The code
has been used to simulate the fluidization experiments, for which MR mea-
surements have been performed by other researchers. It has been shown
that the simulation is able to accurately capture the minimum fluidization
velocity, pressure drop fluctuations and its major frequency measured in the
experiments. Further comparison of the spatial-temporally averaged solid
velocity shows that the solid circulation pattern can also be reproduced qual-
itatively, but robustly independent of the model parameters. Quantitative
discrepancies, however exist, in the spatial-temporally averaged voidage, solid
velocity and granular temperature profiles, most noticeably in the near wall
regions, and in the middle at the upper or lower bed. The level of the differ-
ences is largely in line with that previously discovered by other DEM-CFD
simulations.
Although such discrepancies are intricately related to various model sim-
plifications and may not be fully addressed in the DEM-CFD framework, it
is important to identify how the physical models employed affect the simula-
tion predictions and how sensitive these effects to model parameters. To this
end, we have found that the particle–wall interaction dominates the particle
dynamics over the fluid–wall interaction in a wall boundary layer of about
5 particle diameter wide. Using a solid wall consisting of particles provides
more resistance to the particle motion than using a smooth frictional wall,
reducing the mean and variance of particle velocities and leading to closer
agreement with the experimental data. This finding shows the importance
of the wall boundary for DEM-CFD simulation and leads to the interesting
question of how to model such wall boundary layers in a continuum two-
fluid model framework, for which proper boundary conditions are essential
for correct prediction of large-scale flow behaviour. The data here suggests
that models of effective wall boundary conditions for solid velocity and gran-
ular temperature in a two-fluid model could be constructed using the particle
dynamics data in such boundary layers.
The bed expansion and dynamics have been found to be sensitive to the
particle size. Smaller particles have higher vertical velocities throughout the
bed, which implies that size segregation could be a factor contributing to the
15
over-(under-)prediction of velocities at the lower (upper) parts of the bed.
These findings also point to some problems warranting further studies. It
would be interesting to conduct DEM-CFD simulations using spherical par-
ticles with a size distribution which has the mean of 1.2 mm and a small vari-
ance to test if such size distributions contribute to the velocity discrepancies
observed in the lower and upper bed. In the same spirit, DEM-CFD simu-
lations of non-spherical particles together with modified drag force models
could quantify the effect of the particle–particle interaction in this condition.
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Figure 2: Pressure drop (∆P ) across the bed (normalised with the bed weight, W di-
vided by bed cross section area, A) plotted against the fluid inlet velocity (normalised by
experimental minimum fluidization velocity U expmf = 0.3 m/s) for different drag models.
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Figure 3: (a) Pressure drop across the bed plotted against time at the fluidization velocity
of 0.6 m/s (b) Power-spectra obtained from FFT of pressure drop data. The dominant
peak around 7 Hz indicates a slugging frequency around 7 Hz.
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Figure 4: 2D Contour plots of solid velocity components (a) Vy and (c) Vx obtained from
DEM-CFD simulations compared with the corresponding MR measurements in (b) and d
(reproduced from [22]) for the case with the superficial fluidization velocity of 0.6 m/s.
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Figure 5: Vertical velocity profiles at the heights of (a) 15 mm, (b) 25 mm and (c) 35
mm above the distributor plate at the fluidization velocity of 0.9 m/s, comparing the
simulation with the experimental results by Mu¨ller et al. [7].
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Figure 6: Granular temperature (the yy-component) profiles at the heights of (a) 7.5 mm,
(b) 20 mm and (c) 35 mm above the distributor plate at the fluidization velocity of 0.9
m/s, comparing the simulation with the experimental results by Mu¨ller et al. [7].
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Figure 7: (a) 2D solid fraction contour obtained from the DEM-CFD simulation. Voidage
profiles at the heights of (b) 16.4 mm and (c) 31.2 mm above distributor plate at the
fluidization velocity of 0.9 m/s, comparing the simulation with the experimental results
by Mu¨ller et al. [7].
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Figure 8: (a) Vertical velocity profiles at the height of 25 mm at the fluidization velocity
of 0.9 m/s obtained from simulations with rough walls modelled using fixed particle of
different diameters, comparing to the base simulation case and the experimental results.
(b) Zoomed-in view of the averaged particle velocity around the walls, post-processed with
higher time and spatial resolution.
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Figure 9: (a) Distribution function of particle locations and (b) time averaged voidage
plotted against the distance from the wall (normalised with the particle diameter) for
different particle-wall conditions.
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Figure 10: Variation of the vertical velocity along the bed height for the beds of particles
with diameters equal to 1.1,1.2 and 1.3 mm respectively at the fluidization velocity of 0.6
m/s.
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DEM Parameter Value
Number of Particles 9240
Diameter, mm 1.2
Sphericity 1
Particle Density, ρ (kg/m3) 1000
Spring Stiffness, k (N/m) 200
Coefficient of resitution, e (N/m) 0.98
Inter-particle friction coefficient, µ (N/m) 0.1
Particle-wall friction coefficient, µ (N/m) 0.1
Gas Phase
Gas density, ρf (kg/m
3) 1.225
Gas viscosity, µf (Pa · s) 1.8e-5
Inlet velocity, vf (m/s) 0.6,0.9
Wall boundary condition No-slip
Inlet boundary condition Uniform inflow
Outlet boundary condition Pressure outlet, 105 Pa
Geometry
Bed width (x), m 0.044
Bed height (y), m 0.12
Bed thickness (z), m 0.01
Discretization length (∆x), m 0.004
Discretization length (∆y), m 0.003
Discretization length (∆z), m 0.01
Table 1: Domain size and DEM-CFD simulation parameters
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