Discretization and linearization of the steady-state Navier-Stokes equations gives rise to a nonsymmetric inde nite linear system of equations. In this paper, we introduce preconditioning techniques for such systems with the property that the eigenvalues of the preconditioned matrices are bounded independently of the mesh size used in the discretization. We con rm and supplement these analytic results with a series of numerical experiments indicating that Krylov subspace iterative methods for nonsymmetric systems display rates of convergence that are independent of the mesh parameter. In addition, we show that preconditioning costs can be kept small by using iterative methods for some intermediate steps performed by the preconditioner.
1. Introduction. Consider the steady-state Navier-Stokes problem : given data f, nd the velocity u and pressure p satisfying (1.1) ? r 2 u + 1 2 u(div u) + u ru + grad p = f div u = 0 in subject to boundary conditions, typically, speci ed velocity u = g on @ ; R 2 or R 3 .
Here, the scalar is the inverse of the Reynolds number, or the ratio of convection to di usion in the system. In the di usion dominated case ( ! 1) (1.1) tends to a linear self-adjoint system of equations|the Stokes problem.
There are two ways of calculating solutions to the system (1.1). A popular approach is to compute \true" steady-state solutions of the time-dependent Navier-Stokes equations. There are many ways to do this: one way is to make use of the \characteristics" associated with the hyperbolic part of the Navier-Stokes operator via a Lagrange-Galerkin approach (for example, see 13] ). The associated transpose-di usion splitting leads to absolutely stable temporal discretizations so that large time steps can be taken. At each time step, a symmetric inde nite matrix system corresponding to a time-discretized Stokes-like system must be solved. These systems can be be solved e ciently by iterative methods, for example, if a multigrid solver is used to precondition the primary (Laplacian) operator. There are, however, a number of disadvantages to the time-dependent approach. Simple time discretization methods based on the l 2 {projection onto the discretely divergence-free subspace 10] have an O(h) CFL restriction on the time step, which impinges on e ciency. On the other hand, absolutely stable schemes like the method of backward characteristics are known to be sensitive to implementation issues (e.g., the need to perform quadrature, see 13] ). Even with xed grids, e ciency is often limited by the costs associated with interpolation.
In this work, we consider the alternative approach of attacking the system (1.1) directly. Applying a xed point (or Picard) iteration, the system (1.1) reduces to solving a sequence of linear Oseen problems of the form: given some velocity eld w, nd the velocity u and pressure p satisfying (1.2) ? r 2 u + 1 2 u(div w) + w ru + grad p = f div u = 0 in subject to the same boundary conditions.
For this methodology to be e ective it is necessary to solve the discrete versions of (1.2) e ciently. Finite element discretization of (1.2) Here, Q is the pressure mass matrix, or alternatively the Grammian matrix of basis functions de ning P h . The lower bound is the so-called inf{sup constant. The relation (1.4) is crucial to the success of iterative solvers for solving discrete Stokes problems for it implies that, using a quasi-uniform mesh, the Schur complement BA ?1 B t has condition number bounded independently of h. It is also known from our previous work 16] that when ! 1, \op-timal" preconditioners for the Laplacian sub-blocks give rise to \optimal" preconditioners for the Stokes problem in the sense that the spectra of the underlying discrete operators are contained in small clusters, which are bounded independently of h. A consequence of this is that the asymptotic convergence rate, with respect to the preconditioned residual norm, of Krylov subspace methods applied to discrete Stokes problems is also independent of h.
In this paper, we derive analogous results for eigenvalues in the general Oseen case. We introduce two preconditioners for the Oseen problem such that, for any value 0 < < 1, the eigenvalues of the preconditioned Oseen operator are bounded independently of the mesh size. These observations apply to arbitrary discretizations satisfying (1.4) . In addition, we show in a series of numerical experiments that these bounds on eigenvalues are predictive of the performance of Krylov subspace iterative methods for solving the preconditioned Oseen equations. Of course, it is well known that when convection dominates (i.e., when is \small"
relative to h and kwk), the standard Galerkin approximation deteriorates. Oscillations in the discrete velocity are apparent if the local mesh Reynolds number Re h = hkwk= is greater than unity. In such situations, the addition of streamwise di usion to the discrete system is known to give added stability, both theoretically and numerically, see 3] and 12]. In our experiments, we demonstrate the e ectiveness of the ideas using both a standard Galerkin discretization on a set of quasi-uniform grids, and a streamline-upwind scheme on a set of uniform grids.
The remainder of the paper is divided into three sections. Our main theoretical results are presented in Section 2, and results of numerical experiments con rming and augmenting the theoretical analysis are given in Section 3. In Section 4, we consider more practical preconditioning strategies and present a perturbation analysis and additional numerical experiments demonstrating their e ectiveness.
2. Preconditioning strategies. In this section, we introduce two preconditioning techniques for (1.1) and present an analysis showing that the spectra of the preconditioned systems are bounded independently of the discretization mesh size h. Throughout the section, we will be concerned with the eigenvalues of preconditioned matrices; these matrices can be viewed as being of the form AM ?1 where A is the original matrix and M is the preconditioner. Equivalently, we are concerned with the solution of the generalized eigenvalue problem Av = Mv.
All the matrices in question are implicitly parameterized by h. For simplicity, we state our results under the assumption that B of (1.3) has full rank.
The rst idea is derived from a method developed in 14, 16, 20] The fact that the eigenvalues for the preconditioned system derived from (2.5) lie on both sides of the imaginary axis is a potential disadvantage of this idea. An alternative that avoids this problem is the block triangular operator The fact that there is no dominant ow direction makes this a challenging test problem. Note that in the corners and in the center of the ow region the driving ow is stagnant. To discretize (1.2), we take a nite element subdivision based on n n grids of rectangular elements. Bearing in mind the nature of the ow solution being computed, results for two representative discretizations are presented here: a conventional Galerkin approach using a quasi-uniform sequence of grids, and a streamline-upwind method using uniform grids of square elements of size h = 2=n. In either case, the mixed nite element used was the div-stable \Taylor-Hood" method based on continuous bilinear pressure with a continuous bilinear velocity eld de ned on four element macro-elements (see e.g., 10], p. 30).
For the Galerkin discretization, the quasi-uniform grids are chosen to resolve the details of the ow in the four corners of the domain: they are symmetric about x = 0 and y = 0, and in each quadrant the grid lines become more dense near the boundary. The 64 64 grid is shown in the pressure solution plot in Fig. 4 . The analytic pressure solution is singular at the top corners where the imposed velocity is discontinuous. The streamline-upwind discretization is as described in 12], p. 185. In this case, the block convection-di usion operator F is perturbed by a symmetric positive semi-de nite matrix A w .
That is, F = ? h + A w + N, where h is the discrete Laplacian obtained from the usual Galerkin formulation. A w is the discrete form of a stabilizing term (w ru; w rv) that adds O(h) di usion along the streamlines. For our experiments with streamline upwinding, we took = h=4. Note that the perturbation does not a ect the skew-symmetric part of the convection-di usion operator, so that the analysis of Section 2 holds; only the de nition of the \di usion matrix" A is changed, from to ? h to ? h + 1 A w .
We rst consider the bounds of Theorem 1. Table 1 shows the extreme real parts and maximum imaginary parts of the generalized eigenvalues (2.7) of the Schur complement operator, for = 1=10 and 1=100 with the streamline-upwind discretization, on three meshes. The small changes in all values are in accordance with the analysis, although it appears that ner meshes would be needed to produce constant values. The analysis also shows that the real parts and largest imaginary parts of the eigenvalues are bounded independently of ; the bound for the smallest real part is proportional to 2 . The data of Table 1 are in agreement with the upper bounds. Figure 5 plots the smallest real parts on a logarithmic scale, for the streamline-upwind discretization on a 64 64 grid and = 1=20, 1=40, 1=80, and 1=160. The results indicate that the lower bound is also tight. Table 1 . Eigenvalues of the Schur complement, for streamline-upwind discretization.
We test the preconditioners here with two Krylov subspace methods for solving nonsymmetric systems: the generalized minimum residual method (GMRES) 15], and a simple implementation of the quasi-minimum residual method (QMR) 8] based on coupled two-term recurrences without look-ahead. GMRES demonstrates the performance of the preconditioners with the optimal (with respect to the residual norm) Krylov subspace solver. This method is impractical for large problems because its work and storage requirements grow with the iteration count; QMR is a non-optimal alternative that avoids this di culty. Some additional experiments with restarted GMRES are presented in Section 4. In all cases we use right-oriented preconditioning, and our convergence criterion is a reduction of 10 ?6 in the l 2 {norm of the residual. The action of F ?1 and F ?t is computed using the LU-factorization in MATLAB. We start from a zero initial guess. Using random initial guesses gave comparable iteration counts Table 2 . GMRES iteration counts for Galerkin discretization with block triangular preconditioner.
in all cases.
We rst discuss the performance of GMRES. Table 2 shows the iteration counts obtained for three values of using the block triangular preconditioner (2.12) in the case of Galerkin approximation on the quasi-uniform grid sequence, and Table 3 shows the iteration counts for uniform grids with streamline upwind discretization. The results suggest that grid-independent convergence is observed even on relatively coarse grids if the ow is di usion dominated, i.e., that eigenvalues are indeed predictive of performance. If convection dominates (as tends to zero), then the iteration counts increase, as might be expected from the analytic bounds of Section 2. For the smallest value of considered here, 1=50, the iteration counts grow as the mesh is re ned, although for ne enough grids the counts become close to constant. We believe that for \small" , the asymptotic grid independence will be visible only for su ciently ne grids GMRES with the block diagonal preconditioner (2.5) gives an identical picture. Indeed, Grid   16 16 32 32 64 64 128 128  = 1  21  22  21  19  = 1=10  32  36  35  33  = 1=50  48  72  97  111   Table 3 . GMRES iteration counts for streamline-upwind discretization with block triangular preconditioner.
we nd that for the grid sizes and values of in Tables 2 and 3 (only n 64 was tested), GMRES requires precisely 2k ?1 iterations to reach the tolerance where k is the iteration count from Table 2 or 3. Moreover, the behavior of GMRES using (2.5) mirrors its behavior with the triangular preconditioning, in the sense that the odd iterates at step 2i ? 1 are close to those obtained in the triangular case at step i, and the norms of the even iterates stagnate. A rigorous explanation for this behavior can be given by explicitly relating the optimal polynomials (implicitly generated by GMRES) in the triangular and diagonal cases; further details are given in 6]. Tables 4 and 5 show analogous iteration counts for QMR. The tables contain data for both the triangular and (in parentheses, for n 64) diagonal preconditioners. Note that the iteration counts in the rst three rows of Tables 4 and 5 are close to the corresponding entries of Tables  2 and 3 , respectively, i.e., the performance is QMR is close to optimal. Results for = 100 are included to get a sense of the behavior of the preconditioners as becomes small; it appears that the asymptotic behavior is not seen for the grid sizes used. Table 4 . QMR iteration counts for Galerkin discretization with block triangular (diagonal) preconditioner.
Note that the cost per step of the block triangular preconditioner is only slightly higher than that of the block diagonal preconditioner (only an extra multiplication by B t is needed), hence (2.12) is more e cient. However, for the Stokes problem ( ! 1), the preferred choice of preconditioner is less obvious since the inherent symmetry is destroyed if (2.12) is used in place of (2.5). Table 5 . QMR iteration counts for streamline-upwind discretization with block triangular (diagonal) preconditioner.
Remark 3. In addition to the implementation of QMR with a coupled two-term recurrence (QMR 2 ) discussed above, we tested a version without look-ahead based on a three-term recurrence (QMR 3 ) 7], and the de nitive (Fortran) implementation of two-term QMR with lookahead (QMR 2 ) from the QMRPAK directory in Netlib. For the preconditioners discussed above, the performances of the three variants were virtually identical. However, with the inexact preconditioners of the next section, we found QMR 2 to be much more robust than QMR 3 . It has been observed that the performance of relaxation methods of this type can be improved if the sweep direction follows the underlying direction of ow 4]. Our benchmark problem has a circular ow, so that no simple line relaxation can mimic the ow direction throughout . A slightly more sophisticated idea is to use an alternating line relaxation. For this, let F = V ?T denote a vertical line Gauss-Seidel splitting of F; that is, if P is a permutation matrix associated with the mapping from the natural horizontal line ordering of grid points to the natural vertical line ordering, then P T V P is the block lower triangular part of P T FP. One iteration of alternating line relaxation consists of two line Gauss-Seidel steps, one using the horizontal splitting, followed by one using the vertical splitting: w 0 = 0; w i+1=2 = w i + H ?1 (v ? Fw i ); w i+1 = w i+1=2 + V ?1 (v ? Fw i+1=2 ): Figure 6 shows results of using the inexact block tridiagonal preconditioners with a version of GMRES with restarts every ten steps (denoted GMRES(10)), and with QMR. The test problem is discretized by streamline upwinding on a 32 32 grid. Results for inexact block diagonal preconditioners were similar, except that, as with the exact preconditioners, convergence was slower. We used four steps of horizontal line relaxation or two steps of alternating line relaxation, so that both inexact preconditioners perform four sweeps. The gure also shows the performance of the exact preconditioner, whose cost per step is signi cantly more expensive. For example, with an n n velocity grid, direct solution using a bandsolver requires O(n 4 ) operations, whereas each inner iteration is an O(n 2 ) computation. We see that the use of inexact preconditioners in place of the exact versions leads to little degradation of performance of the Krylov subspace methods. For example, in the convection-dominated case = 1=100, QMR with alternating line relaxation requires roughly 25% more iterations than with the exact preconditioner. For the di usion dominated case = 1, roughly three times as many outer iterations are required with the inexact preconditioners, still leading to a less costly computation. Not surprisingly, alternating relaxation is more e ective than horizontal relaxation, especially for convection-dominated problems. We remark that our goal here is only to demonstrate \proof-of-concept;" many other techniques for approximating the action of F ?1 are possible, for both di usion-dominated and convection-dominated ow. See, for example, 1, 4, 14, 16, 20] .
Remark 5. Although we do not make a detailed comparison of Krylov subspace methods, we brie y comment on the behavior of the two choices used here. QMR requires twice as many preconditioned matrix-vector products per step as GMRES (10) , and since matrix-vector products are the dominant cost, each QMR step is roughly twice as expensive. Thus, these results indicate that GMRES(10) is more e cent than QMR for large , but QMR becomes more e ective as convection becomes dominant. The storage requirements of the two methods are comparable.
