The kinetic Ising model on a square lattice is studied by means of the finite· size scaling with the help of the Monte Carlo method. The results obtained are consistent with the universality hypothesis that the value of the dynamic critical exponent is universal for certain types of transition pr:obabilities. The present results also suggest that the dynamic critical exponents for the relaxation times of the magnetization and energy are the same. Our estimation of the dynamic critical exponent z gives that z~2.2±O.1. § 1. Introduction
In this paper, we estimate the dynamic critical exponent z of the twodimensional kinetic Ising model, numerically by using a Monte Carlo method combined with the finite-size scaling.I), 2) The finite-size scaling, which is closely related to the renormalization group theory,2) predicts how the analytic behavior of a system of finite size is related to the singular behavior of the system of infinite size at the critical point. In other words, it describes the cross-over from the finite system to the infinite system. On the basis of the finite-size scaling, the critical exponents can be estimated by calculating the properties of finite systems. Such calculations concerning the static critical properties have been made for various classical magnetic systems 3 )-7) and for quantum spin systems at zero temperature. 8 )-10) Concerning the dynamic critical exponent, several authors 5 ),Il)-13) have already studied the kinetic Ising model on an n X n square lattice with n = 2 ~ 15.
Their estimations of the dynamic critical exponent seem to be still unsatisfactory because of the following reasons. First, it is pointed out by Pandit et al. l2 ) that results obtained from finite-size calculations with small linear sizes (n = 2, 3, 4 )5),12) are not reliable because the finite-size scaling for critical dynamics may not hold for these small linear sizes. Secondly, it seems that possible errors in the estimations of the dynamic critical exponents based on the calculations with larger linear sizes (n = 5 ~ 15 )11),13) are not so small.
Under these circumstances, it is desirable to clarify how the finite-size scaling for critical dynamics becomes valid as the linear size of the system becomes larger and then to estimate the dynamic critical exponent more accurately than the previous works ll ),l3) from finite-size calculations with larger linear sizes for which the finite-size scaling seems to be valid; this is a main purpose of our investigation.
In § 2, the finite-size scaling theory is reviewed. The definition and some properties of the kinetic Ising model are given in § 3. The previous studies 5 ),1l)-l3) of the dynamic exponent z of the two-dimensional kinetic Ising model based on the finite-size scaling are reviewed in § 4. The results of our Monte Carlo simulations are given in § 5. Our conclusion is given in § 6. The Monte Carlo method used in our calculation is explained in the Appendix. § 2. Finite-size scaling proposed the finite-size scaling law for the static critical phenomena. Suzuke) derived the finite-size scaling for the static and dynamic critical phenomena by using the renormalization group approach. In this section, we briefly review the finite-size scaling following Suzuki.
)
Let us consider a magnetic system on the d-dimensionallattice of which the length of each side has finite size n. The renormalization group transformation with scale factor I gives the following recursion relation for the singular part of the free energy per site f of the infinite system:
Here, only two relevant scaling fields c and h are taken into account. As usual, c is coupled to the deviation of the temperature T from the critical temperature T c , i.e., c ~ ( T/ Tc -1), and h is coupled to the magnetic field. The exponents YT and YH are thermal and magnetic exponents associated with c and h, respectively. For the system of finite size, an additional scaling field 1/ n, which is zero for the infinite system, should be introduced in Eq. (2·1). Because l/n is the inverse of linear dimension, it has an exponent equal to unity. Then, Eq. 
where iii is a certain function. Similarly, the finite-size scaling for the susceptibility X = ami ah is given by (2) (3) (4) (5) where i is a certain function.
Thus, the critical properties can be estimated by calculating various thermodynamic quantities in some systems of finite size and fitting them to the finite-size scaling relations. We call the approach of this type a finite-size scaling approach.
For the dynamic case such as the kinetic Ising model, the time t appears in recursion relations of various quantities and it scales like l-Zt because of the rescaling of the time-scale under the dynamic renormalization group transformation. Here, z denotes the dynamic critical exponent. For example, the recursion relation of the time-dependent magnetization is given by2) (2) (3) (4) (5) (6) Similarly, the recursion relation of the relaxation time of the magnetization in equilibrium, fM, is given by
The precise definition of fM is given in the next section. This equation gives the finite-size scaling law where f M is a certain function. Especially, at the critical point (i.e., c = h = 0), Eq. (2) (3) (4) (5) (6) (7) (8) becomes (2) (3) (4) (5) (6) (7) (8) (9) where A is a constant. This is the dynamic finite-size scaling law to be used in this paper. § 3_ The kinetic Ising model N ext, we consider the kinetic Ising model on a square lattice without magnetic field. The Hamiltonian of the system including the inverse temperature factor -fJ is given by 9{(6)=K ~ 6i6j, <ij> where 6i denotes an Ising spin (i.e., 6i = ± 1) on a site i of the square lattice, ~<ij> denotes the summation over the nearest neighbor pairs and 6= {6i} denotes a configuration of the Ising spins. In the kinetic Ising model, the probability P(a; t) for the system to have a configuration a at time t obeys a master equation of the form Here and below, barred variables mean carrying out summation over all configurations of these variables. The time-evolution operator r is chosen to satisfy the conditions of detailed balance and probability conservation, namely,
and r( ala')= 0, (3) (4) respectively. Here, P st ( a) denotes the probability distribution function in equilibrium and it is given by (3) (4) (5) with (3 -6) In this paper, we are concerned with the single-spin-flip model only. The timeevolution operator of this model is given by (3) (4) (5) (6) (7) where
Equation (3) (4) (5) (6) (7) (8) means that 8(i)(alo') is equal to unity if both configurations a and a' are identical except the i-th spin ai and that it is equal to zero otherwise.
The transition probability per unit time for an Ising spin on a site i to flip from ai to -ai states, which is denoted by + Wi(a) in Eq. (3) (4) (5) (6) (7) , should be chosen to satisfy the condition of detailed balance (3 -3) . This condition can be rewritten as (3) (4) (5) (6) (7) (8) (9) where Fi is an operator to flip ai into -ai (i.e., F;f( a;) = j( -ai)). Thus, Wi ( a) should satisfy (3) (4) (5) (6) (7) (8) (9) (10) 
In the critical dynamics of the kinetic Ising model, we are interested in the singularity of relaxation times of various quantities such as the magnetization and energy. The relaxation time of the magnetization in equilibrium is defined b y
<M(O)M(O» '
where and
Similarly, the relaxation time of the energy is defined by with and
These relaxation times in the infinite system are expected to diverge at the critical point as (3·19a) and (3'19b) where c~ (T/Tc-l). In the renormalization group theory, the exponent LiM is expressed as Then, the corresponding right eigenfunction ¢i (0) is expressed as
through Eq. (3·3). We choose {¢d and {¢d to satisfy the orthogonality condition (3·24 )
All eigenvalues {Ad are zero or negative. The equilibrium probability distribution Pst ( 0) is a right eigenfunction of r with zero eigenvalue:
The corresponding left eigenfunction is unity. For systems of finite size, all other eigenvalues are negative. The time-evolution operator r is invariant under the total inversion of spins:
where -0' denotes a configuration obtained from 0' by inverting all spins, i.e., is expected for the infinite system, where
It is implied in Eq. (3·33) that the thermodynamic limit (i.e., infinite-size limit) has been taken in advance. Similarly, ;\2 e is considered to be responsible for the singularity of rE:
. Review of previous studies
In this section, we briefly review the previous studies (3·31a) ). Thus their estimates of ;\1 0 (n) are less accurate for n>4 than for n=2~4. As mentioned in § 3, ;\1° is considered to be responsible for the singularity of rM (see Eq. (3'32) ). Then, the finite-size scaling theory2) predicts that 1;\10(n)I-1~nZM at Te.
This prediction seems to hold in their results even including the case n = 2.
They evaluated the value of the dynamic exponent ZM as zM~2.0±0.1 from the results including n = 2. Because, as mentioned above, their results are less accurate for n > 4, the error of their estimate is larger when the results only for Pandit, Forgacs and Rujan lZ ) also studied the kinetic Ising model on an n X n square lattice. They calculated Al O( n) directly for three types of transition probabilities, which are Eqs. (3·12a), (3·12b) and another type. They fitted the results for n = 2, 3 and 4 to the finite-size scaling with deviation of T from T e , i.e., IAloC~, n)l-l~nZMX(nYTc), where c~ T/Te -1 and X is a certain function (see Eq. (2·8)). From this fitting, they estimated, ZM, Yr and the critical point Kc. Their estimates of ZM strongly depend on the choice of transition probability. They obtained Kc~0.43, ))=1/Yr~O.95 and zM~2.09 for the transition probability (3·12a); these results agree well with the exact results Ke~0.44 and )) = 1 and the estimate of Z obtained by high temperature series expansions. 15 ), 16) This value of ZM is also consistent with the estimate of Yalabik and Gunton for the same transition probability. On the contrary, the results Kc ~0.48, )) = l/Yr ~O.65 and zM~3.17 were obtained for the transition probability (3·12b). Another type of transition probability gives that Ke~0.41, ))=1/Yr~1.1and ZM ~ 1.63. Because a universal value of ZM is expected for these transition probabilities, they concluded that the finite-size scaling sets in at different linear sizes for different transition probabilities and that any reasonable result obtained from finite-size calculations with small n (such as their results for the transition probability (3·12a) or the results of Nightingale and Blote 5 )) is, therefore, quite fortuitous. In this sense, the reasonable value of ZM of Yalabik and GuntonlI) obtained by using the results for small n is also fortuitous.
Angles d'Auriac, Maynard and RammaP3) calculated rM(n) and rE(n) (which are defined by Eqs. (3·l3) and (3·16) respectively) for the kinetic Ising model on an nX n square lattice with n=2~15 for the transition probability (3·12c) by using the Monte Carlo method explained in the Appendix. They calculated rM(n) and rE(n) at Tc(n), which is a temperature corresponding to the peak of the specific heat of an n X n system, and estimated ZM and ZE from the finite-size scaling rM(n)~ n ZM and rE(n)~ n ZE . From results for larger n, they obtained zM~2.0±O.1 and zE~2. It seems to us that possible errors in their data are not so small especially for rE( n). In our opinion, rM( n) and rE(n) are more difficult to estimate than AlO(n) and Aze(n) 
and (5·1b) see Eqs. (3·31). After obtaining AIO(n) and Aze(n) for n=2~16, we analyze these results on the basis of the finite-size scaling. As mentioned in § 3, Al ° and Az e are considered to be responsible for the singularities of rM and rE respectively (see Eqs. (3·32) and (3' 36) ). Then, the finite-size scaling predicts (5·2a) and (5·2b) for large n at Tc (see Eq. (2·9)).
Our results are shown in Figs. 1 and 2 . Figure 1 shows the results for the versus n for the transition probability (3·12b). Notations are the same as those in Fig. 1 . transition probability (3 -12a). We can clearly see that the data of I,V( n)1 for n =2~16 are well aligned on a straight line in a log-log plot, which means the validity of the finite-size scaling (5-2a) . This agrees with the result obtained by Yalabik and Gunton.l1) It seems that errors in the estimates of IAIO(n)1 for largern(n~6)are smaller in our calculation than that ofYalabik and Gunton. ) from the results for larger n in our calculation. In the case of IAze(n)l, the points for n2:6 are aligned on a straight line and the points for n = 2, 3, 4 systematically approach this line, as n becomes larger. This means that the finite-size scaling (5-2b) is valid for n~6 and that the transient behavior approaching the finite-size scaling is seen for n = 2, 3, 4.
The results for the transition probability (3-12b) are shown in Fig. 2 . The same tendency as in Fig. 1 can be seen. Namely, in both cases of 1,..11 O( n)1 and IAze(n)l, the points for n2:4 are aligned on a straight line and the points for n = 2, 3 show a tendency to approach this line. Thus, we have confirmed the statement that the finite-size scaling sets in at different linear sizes for different transition probabilities.
By fitting [,11 0 (n) [ for larger n (n~6) to the finite-size scaling (5·2a), we obtain an estimate zM~2.2±0.1 for both transition probabilities (3·12a) and (3·12b). Similarly, by fitting [,12 e (n)[ for larger n to the finite-size scaling (5·2b), zE~2.2±0.1 is obtained for both transition probabilities. Thus, the values of ZM or ZE are universal for different transition probabilities. Moreover, our results suggest that ZM=ZE. § 6. Conclusion
Our results shown in § 5 clarify the following interesting points. First, the suggestion of Pandit et al. 12 ) that the finite-size scaling sets in at different linear sizes for different transition probabilities is confirmed. That is, in a log-log plot of [,11 0 (n) [ or [,12 e (n)[ versus n, the value of n for which the point begins to align on a straight line is different for different transition probabilities. Moreover, it is different for [,11 0 (n) [ and [,12 e (n)[ even for the same transition probability. Secondly, a universal value of ZM (or ZE) is obtained for different transition probabilities, as expected from the universality. That is, the slope of a straight line on which the points for [,11 0 (n) [ (or [,12 e (n)[) with larger n are aligned (see Figs. 1 and 2 ) is almost the same for different transition probabilities. Thus, the scattered values of ZM obtained by Pandit et al. 12 ) from small n (n = 2, 3, 4) with various transition probabilities are due to the transient behavior of [,11 O( n) [ before the finite-size scaling sets in. Finally, the proposition that ZM = ZE is also confirmed. That is, the slope of the straight line is almost the same for both [,11 O( n) [ and [,12 e (n) [. Our estimate that zM=zE~2.2±0.1 is reasonable compared with the estimates obtained from the high temperature series. 15 )-17) Though it deviates from the value Z ~1.85±0.10 obtained by the usual Monte Carlo method,18) it agrees well with the result z~2.22±0.13 obtained by Tobochnik et al. 19 ) with the Monte Carlo renormalization group method. Their method is closely related to ours in the concept. That is, they have used a renormalization group transformation directly, while we have used the finite-size scaling which is derived from the renormalization group theory. In other words, they have used a microscopic renormalization group approach, while we have used a phenomenological version of the renormalization group approach.
The present estimate also agrees well with the result Z ~ 2. Here, is the probability that there occurs no spin-flip in the time-interval dr. Then, the probability that there occurs no spin-flip during a period rand that one of the spins flips during the next time-interval dr is given by
The probability that the spin which flips during dr is (]i is given by
Thus, by generating rand i successively, of which probability distributions are given by Eqs. (A-8) and (A-g) respectively, we can obtain a sample of the time-evolution of the configuration.
We want to calculate the time-correlation function defined by Eq. (3-14) , i.e., This correlation function is calculated by the Monte Carlo simulation above explained as
<A(t)B(O»= } Ioio+

T dt'A((](t'+t))B(a(t')),
(A -11)
where (]( t) is a sample of the time-evolution of configurations generated by the above procedure. In Eq. (A -11), the average over the equilibrium distribution of initial configuration is replaced by the time-average in the equilibrium as usual.
The time to in Eq. (A -11), which is measured from the beginning of the simulation, should be so large that (]( t ) for t ~ to may describe the time-evolution in the equilibrium state. In other words, we should perform a time-average after a long time enough for the effects of an initial configuration to disappear, as usual in the Monte Carlo method. In our calculation given in § 5, we have performed 12,000,000 spin-flips of the Monte Carlo simulation for n = 4 ~ 12 and 15,000,000 spin-flips for n = 16 after the initial 500,000 spin-flips which should be discarded to remove the effects of the initial configuration. These spin-flips of our simulation correspond to more than 750,000 steps per spin of the usual Monte Carlo method l8 ) for n=4 and more than 60,000 steps for n = 16.
In order to check the accuracy of our calculation for n = 4 ~ 16, we have also performed the same Monte Carlo simulation for n=3. We have estimated AID and A2
e by analyzing the long-time behaviors of <M(t)M(O» and <oE(t)oE(O» respectively (see Eqs. (5-1) . The values of AID and A2 e thus obtained are in good agreement with those calculated directly from the time-evolution operator. This seems to indicate the correctness of our procedure.
