In this paper we propose a new learning algorithm for classi cation learning based on the Support Vector Machine (SVM) approach. Existing approaches for constructing SVMs 12] are based on minimization of a regularized margin loss where the margin is treated equivalently for each training pattern. We propose a reformulation of the minimization problem such that adaptive margins for each training pattern are utilized, which we call the Adaptive Margin (AM{) SVM. We give bounds on the generalization error of AM{SVMs which justify their robustness against outliers, and show experimentally that the generalization error of AM{SVMs is comparable to classical SVMs on benchmark datasets from the UCI repository.
Introduction
Recently, the study of classi cation learning has shown that algorithms which learn a real{valued function for classi cation can control their generalization error by making use of a quantity known as the margin. Based on these results, Support Vector Machines which directly control the margin have been proven to be successful in classi cation learning 4, 12, 10] . Moreover, it turned out to be favourable to formulate the decision functions in terms of a symmetric, positive de nite, and square integrable function k( ; ) referred to as a kernel. The class of decision functions | also known as kernel classi ers 11, 3] | is then given by 1 1 Although this class of functions is dependent on the training set, the restrictions put on k( ; ) automatically ensure that the in uence of each new basis function k(x i ; ) f(x) =X i=1 i y i k(x i ; x) 0 : (1) Whilst the algorithms proposed so far are restricted to a xed margin at each training pattern (x i ; y i ), we show that adaptive margins can successfully be used. Moreover, it turns out that adaptive margins e ectively control the complexity of the model. The paper is structured as follows: In Section 2 we present the algorithm for Adaptive Margin Support Vector Machines (AM{ SVMs) and reveal their relation to classical SVMs. In the following section we give bounds on the generalization error of AM{SVMs which justify the use of adaptive margins as a regularizer. In Section 4 results of a comparison of AM{SVMs with classical SVMs on benchmark datasets from the UCI repository are presented. Finally, in Section 5 we summarize the paper and discuss further directions.
Adaptive Margin SVMs
In a classi cation task one's ultimate goal is to nd a function f that minimizes the expected risk functional R(f) := E P L(f(x); y) ; (2) where we assume a distribution P (x; y). Here, the loss function L( ; ) is assumed to be given. It is well known that this problem cannot be decreases rapidly for increasing training set sizes`. Thus we can assume the existence of a xed feature space (see also 1]).
solved directly because P (x; y) is generally unknown. Instead, we are given an i.i.d. training set S = f(x 1 ; y 1 ); : : : ; (x`; y`)g X f?1; +1g and try to nd some suitable f emp based thereon. Minimization of the empirical risk
is an ill{posed problem 12] and thus may lead to solutions with a high expected risk R(f emp ). An approach to overcome this di culty (also known as regularization) is to put further restrictions on the functions f. This can be achieved by adding a regularizer Q(f) which e ectively restricts the choice of models. Hence for some xed 0 learning aims at minimizing we obtain the following class of SVMs minimize P`i As soon as a point (x k ) is an outlier (the cosine of the angles to points in its class are small and to points in the other class are large) k in Equation (1) has to be large in order to classify (x k ) correctly. Whilst SVMs use the same margin for such an outlier, they attempt to classify (x k ) correctly. In AM{SVMs the margin is au-
and thus less attempt is made to change the decision function. Moreover, it becomes clear that in AM{SVMs the points (x k ) which are representatives of clusters (centers) in feature space F, i.e.
those which have large values of the cosine of the angles to points from its class, will have nonzero k . It is worthwhile to study the in uence of : (8) where ( ) is the step function.
Note that Theorem 1 is not valid for AM{ SVMs with = 1.
Theoretical Analysis
To obtain margin distributions for Adaptive Margin Machines we apply the following theorem to be found Applying the bound to AM{SVMs we obtain the following theorem. provided` maxf2=R(f); 6g and the theorem is proven.
From the theorem, one can gain the following insights. Our goal to minimize generalization error is achieved by minimizing , the minimum of which is a trade o between minimizing W (the margin) and D (the loss with adaptive margin). We require a small value of both but small values of one term typically give large values of the other. By minimizing P`i 
Experiments
Arti cial Data We rst describe some two dimensional examples to illustrate how the new regularization technique works. We generated a two class problem in R 2 (represented by crosses and dots). We trained an AM{SVM using RBF{ kernels ( = 0:5) with = 1; 2; 5; 10 (see Figure 2) . As can be seen increasing allows AM{ SVM to widen the margin for points far away from the decision surface. Consequently, the algorithm is more robust to outliers which results in very smooth decision functions. In Figure 3 we used the same dataset and trained LP{SVMs 1]. LP{SVMs are obtained by reparameterizing Equation (2) where upper{bounds the number of margin errors (see 1]). Varying = 0:0; 0:1; 0:2; 0:5 shows that margin errors are sacri ced in order to lower the complexity of the decision function f measured in the one{norm (see Equation (7)). As we have already mentioned this leads to non{ smooth functions. Furthermore it should be noted that the outlier (dot) on the far left side leads to very rugged decision functions. Similar conclusions can be drawn for Benchmark Datasets We conducted computer simulations using datasets from the UCI, DELVE and STATLOG benchmark repositories, following the same experimental setup as in 6]. Brie y, the setup is as follows: the performance of a classi er is measured by its average error over one hundred partitions of the datasets into training and testing sets. Free parameter(s) in the learning algorithm are chosen as the median value of the best model chosen by cross validation of the rst ve training datasets. For our comparison we xed the parameter = 1 for AM{SVMs. Table 1 compares percentage test error of AM{ SVMs to AdaBoost (AB), Regularized AdaBoost (AB R ) and SVMs which are all known to be excellent classi ers 2 . AM{SVMs (even with xed = 1) were very competitive with SVMs and AB R (for which the best parameters were found by cross-validation). This indicates tuning of could give even better performance for AM{SVMs. AdaBoost, which has no regularisation parameter, is outperformed by the other three algorithms. 
Discussion
In this paper we presented a new learning algorithm for kernel classi ers. This approach pushed the idea of capacity control via margin maximization to its limit by allowing adapting margins at each training pattern. We have shown experimentally that this reformulation results in an algorithm which is very robust against outliers. Nevertheless, our algorithm has a parameter which needs to be optimized for a given learning problem. Further investigations will be made in the derivation of bounds on the leave{one{out error of this algorithm which allows for e cient model order selection. To gain more insight into the role of the parameter it seems worthwhile to cast the algorithm in a regularization framework (see Section 2). Finally, we want to note that penalization of the diagonal of the kernel matrix is a well known technique in regression known as ridge regression 2]. Hence, penalizing the diagonal of the kernel matrix results in orthogonal data vectors in feature space which is a commonly used technique of regularization.
