We have been studying the use of spectral imagery to locate targets in spectrally interfering backgrounds. In making performance estimates for various sensors it has become evident that some calculations are unreliable because of overfitting. Hence, we began a thorough study of the problem of overfitting in multivariate classification. In this paper we present some model based results describing the problem. From the model we know the ideal covariance matrix, the ideal discriminant vector, and the ideal classification performance. We then investigate how experimental conditions such as noise, number of bands, and number of samples cause discrepancies from the ideal results. We also suggest ways to discover and alleviate overfitting.
ThETRODUCTION
The multispectral thermal imager (MTI) satellite, sponsored by the U. S. Department of Energy will be launched in the first quarter ofthe year 2000. Among its 15 spectral bands are 7 that see to the ground and fall in the reflectance spectral region of 0.5 to 2.5micrometers. Using these bands, the authors are studying the general capability ofthe satellite to fmd targets in spectrally similar backgrounds. It has also been of interest to compare MTI's predicted performance to hyperspectral instruments, although specific performance will not be discussed here. Rather, the present paper is devoted to the side issue of the effect of overfitting on predicted classification performance.
In two dimensions, figure 1 illustrates the concept of overfitting. The experimenter constructs a predictive model from a few observations on known samples. The model is then applied to unknown samples in order to predict a quantity of interest, the y axis, from an observation, the x axis. In viewing figure 1, a technically trained person recognizes that the model using two degrees of freedom is probably appropriate, while the model using five degrees of freedom is overfit. By overfit we mean that excess degrees of freedom in the model drive the error closer to zero than is statistically justified.
In order to insure that our absolute and relative predictions of MTI performance are reliable, we began a systematic investigation ofthe problem of overfitting in multivariate classification problems. This is an old topic, but we believe that the present work is valuable in that it elucidates some often poorly understood notions and couches them in terms that are directly applicable to remote spectral imagery. The focus ofthis paper is a data modeling study where the ideal classification performance is known and can be compared to classification performance when overfitting is present. We investigate how experimental conditions such as noise, number of bands, and number of samples may cause discrepancies from the ideal performance. In the future, we expect the computer model to be an important tool in comparing various methods for dealing with overfitting.
Preliminary Comments

DESCRIPTION OF THE MODEL
The objective in multivariate classification, as we employ it, is to reliably group each pixel in a spectral image as belonging to either of two classes, the target or the background.' The first step is to determine a discriminant vector (discussed below) having the same dimension as the spectra. The next step is to calculate the pixel score as the dot product ofthe discriminant vector with the spectrum at each pixel. This reduces the image to a single spectral dimension. The fmal step is to choose a threshold score and assign all ofthe pixels one oftwo colors depending on whether their scores lie above or below the threshold. If the classification is successful, the resulting image shows the target in high contrast.
In order to study the statistics ofthe classification process one may ignore the spatial relationship of the pixels and chart the pixel scores as a histogram (see figure 2) . Clearly, the more separate the classes are in the histogram, the more reliable will be the classification. For convenience in comparing classification performance we defme a unitless quantity, the separation metric (SM), which is simply the difference between the class means divided by the width ofthe class distributions (i.e., sigma in the two identical Gaussian distributions assumed herein).
A more universal gauge of classification performance is known as the receiver operating characteristic (ROC) curve. Figure 2 shows a typical ROC curve where the x-axis is the fraction of background pixels misclassified as target (false alarm rate) and the y axis is the fraction oftarget pixels correctly classified (success rate). Each point on the ROC curve is determined with a different threshold. When the area below and to the right of the ROC curve is large, there is good discrimination ofthe target from the background. Because of the parameterized class distributions used in this study, a single number, SM, adequately represents the ROC curve.
Constructing the Ideal Covariance Matrix
The model assumes a two class problem where each class is populated from a single mode multivariate Gaussian distribution described by a common covariance matrix. Having chosen three as the number of fundamental dimensions for the problem, the fundamental covariance matrix is completely specified by the variances: (1) By fundamental dimension, we mean those dimensions that have non-zero eigenvalues. Of course, the actual experimental dimension ofthe data is another matter. It is dictated by the instrument acquiring the spectra. To transform f to the higher dimension ofthe experimental covariance matrix, (where the subscript i stands for idea!), we must specify a set of eigenvectors or basis vectors. We have chosen as the basis vectors the first three terms of a Taylor series, as illustrated in figure 3 . After digitizing the basis vectors to correspond to the desired experimental dimension, the vectors are both orthogonalized and normalized. The ideal covariance matrix is found by a transformation using matrix of basis vectors, Bfe: = BJBfi, (2) where matrix multiplication is implied and the superscript T indicates the transpose. The transformation renders j non-diagonal. In this manner we construct the ideal covariance matrix for any experimental spectral dimension. At this point E represents the within-class variance. Experimental noise is added to While eigen analysis will readily give f from , once the noise is added we can no longer get back exactly to ;r.
Constructing the Simulated Covariance Matrix
We can also construct a covariance matrix, called the simulated covariance matrix, from a different starting point. In this case we begin with simulated experimental spectra that are calculated with the same parameters used in section 2.2. Now we can vary the number of spectra used to construct the simulated covariance matrix and see what happens when there are insufficient samples to estimate it well. The simulated covariance matrix is:
where De S a matrix of simulated experimental spectral data, having one column for each spectral channel and one row for each individual spectrum. The prime signifies that the spectra in De have been centered to their class means. To construct the simulated spectral data set we begin in the fundamental dimension, which we have chosen to be three:
where R(mean, sigma) is a Gaussian randomizing function producing a scalar, M is the mean spectral intensity, and a is the Gaussian width of the class. The subscripts on M and a signify first the class membership and second the spectral band in the fundamental dimension. The dots in the data matrix signify a continuation of data up to the number of samples that may be desired. Next the data in the fundamental dimension is transformed into the experimental dimension and noise is added:
where R'(mean, sigma) is a Gaussian randomizing function producing a matrix of values having the dimensions of the data matrix, De. Figure 3 shows the basis vectors, the class mean vectors, and a set of representative spectra from both classes. The spectra in figure 3 are noise free, i.e., in equation 7 is zero. The parameters chosen for this study are presented in the followingtable. They are rescaled for each change in experimental dimension. This is required to compensate for the rescaling of the basis vectors due to normalization that occurs with each change in dimension. The idea is to keep the shape of the mean spectra fixed on a 0 to 1 reflectance scale no matter what dimension is chosen. 
Constructing the Discriminant Vector
We have chosen to use the classical linear discriminant vector (LDV), also known as the Fisher discriminant,2 since it is widely applied and provides optimal classification performance under the assumptions of the model. The definition is:
where the superscript, -1 , indicates a matrix inversion and the quantity in the parenthesis is the difference between the class mean spectra, or \. Note that the LDV may be scaled by a multiplicative factor with no effect on SM. The LDV is intended to optimally separate the two classes when all the spectra are projected on it. This concept is shown for the case oftwo dimensional spectra in figure 4 . The point to be made from figure 4 is that i is already a fair discriminant vector for the two classes. ' provides a possible improvement to by rotating it to take into account the shape ofthe data cloud. This fme tuning of i is helpful if, and only if, the data clouds are non-spherical and there is sufficient experimental data to adequately estimate -'. We shall see that it is the careless use of poor estimates of that causes the overfitting problem.
It is possible to defme several versions of LDV. The ideal LDV uses E from equation 2 and the ideal 4 calculated from the noise-free class mean spectra (i.e., equations 6 and 7 with all the sigmas set to zero). The ideal-noise LDV1 uses from equation 4 and 4 (not 4, which we do not calculate). The simulated LDV uses from equation 5 and the simulated A calculated from a full set of simulated data. Figure 5 shows how noise affects LDV1. For low noise it approaches LDV and for high noise it approaches 4. The reason for this is clear from equations 3 and 4. As the noise begins to compete with the within-class variance, the resultant covariance matrix becomes nearer to being proportional to the identity matrix. In the limit oflarge noise the covariance matrix has no affect on the shape ofthe LDV. The inverse ofthe identity matrix is, of course, the identity matrix. The point of figure 5 is to emphasize that for many experimental conditions LDV1 may be significantly different from LDV and the former is the appropriate standard to which we ought to compare LDVS. Figure 6 shows LDVS compared to LDV1 for the conditions of 3 1 spectral bands, a, = 0.03, and data sets ofboth 100 and 1000 samples. When we specify a sample size it is the sum oftwo equally sized classes. It is startling that LDV appears to be such a poor approximation to the desired LDV. The larger sample size improves the match,3 but we have found that very close matches of these two vectors requires data sets with 106 to iO samples, depending on the number of spectral bands. It is instructive to compare the inverse covariance matrices associated with the LDV of figure 6. Figure 7 shows the inverse ofthe idealnoise and simulated covariance matrices. The 3D plots have the relative value ofthe matrix elements on the z axis and the spectral bands on the x and y axes, where (1,1) is at the lower left. It is clear that the ideal-noise inverse covariance matrix is very poorly approximated. The roughness in the approximated covariance matrices is alone responsible for the rough LDV of figure 6 since A is relatively smooth.
OVERFITTING AS DESCRIBED BY THE MODEL
With actual experimental data we also find rough LDV and , but only in the model study can we compare them to the ideal results. The problems noted in figure 6 and 7 are not the bottom line. We need to see how the SM is affected. In figure 8 we plot the histograms related to figures 6 and 7. We see that SM1 (using LDV1) is about 3.0 and that there is no dependence of SM,, on the number of samples used. But the simulated SM, (using LDVS) is higher than what we know to be correct and increases dramatically with a low number of samples. This is clearly a case of overfitting. Note that, at least for the parameters we have used, the overfitting in SM fades away with additional samples well before LDVS conforms accurately to its correct shape.
We now have a glimpse of how SM depends on the number of samples in the data set. To complete the picture we have calculated the surfaces in figure 9 and 10 that show how SM /SM1 (a measure of overfitting) depends on first, the noise level versus the number of spectral bands for a fixed number of samples, and second, the number of samples versus the number of spectral bands for a fixed noise level. The overfitting trends are clear. Overfitting is worse for a high number of spectral bands and a low number of samples. Also, it is worse for data with high noise levels.
HOW TO RECOGNIZE OYERFITTING
In the model exercise, overfitting is easily recognize -if SM/SM is significantly greater than unity we know that overfitting is a problem. With real data, SM may not be known. Nevertheless, it may be possible to recognize overfitting.
The first step is to compare the vectors, LDV and A. Generally, A has a smoothness similar to the individual spectra. Ifthis is also true for LDV then there is little chance of overfitting. In addition, the SM values for the LDV and A should be compared. Ifthey are about the same there is probably no overfitting. Of course, in that case there is little advantage to adding the complexity of calculating L One should just use L as the discriminant vector.
The classic way to discover overfitting is to compare SM as a function of degrees of freedom for a training and test data set. The expected curves are displayed in figure 1 1 . SM for the training data improves monotonically as the degrees of freedom increases. SM for the test data has a maximum at the appropriate choice for the degrees of freedom. Ifthere is no maximum in the test data, then one has to question whether it is sufficiently independent from the training data. Unfortunately, the complete curves of figure I 1 can be constructed only for calibration models where the degrees of freedom can be varied. One example is the principal component (PC) dimension reduction method described below, where the number of PCs retained is the degree of freedom. Even if the degrees of freedom cannot be conveniently varied, SM for training and test sample data sets should always be compared at a single point. If the former is more than a bit larger than the latter, the LDV is certainly overfit. On the other hand, if they are about equal one still has to be cautious of overfitting, since it is very common to have training and test data sets that are not truly independent.
Another tactic is to try some ofthe methods to alleviate overfitting that are discussed below. If a smooth version ofLDV (calculated by one ofthe methods below) decreases SM only marginally, then overfitting is not present.
HOW TO ALLEVIATE OVERFITTING
The correct solution to the problem of overfitting is to insure that there are sufficient samples in the data set. We believe that a good rule ofthumb may be 100 times more samples than the dimension of the spectra. Even with apparently sufficient data one should check for overfittmg using the methods ofthe last section. If overfitting is a problem it can be attacked at several points: 1) the individual spectra, 2) the discriminant vector, or 3) the covariance matrix.
A naive approach to overfitting may be to smooth the spectral data. This, however, proves disastrous. The roughness in ' is caused by correlation among the spectral bands, thereby producing an erratic matrix inversion. The smoothed spectra have an even higher correlation among the bands and produce an even rougher s-'. Ifsmoothing the spectra worsens the situation, perhaps adding noise will help. But that just leads to L, as seen in figure 5 , so is not of much interest.
It is evident from figure 6 that the correct LDV has the appearance of a smoothed version of the simulated LDVS. Even though there is no mathematicaijustification to smooth the LDV, our opinion is that this approach may work well for remote spectral imaging where the spectra are relatively nondescript. Nevertheless, we are not comfortable recommending this approach until we have had the chance to do further studies. In particular we wonder ifthe approach would work well when the spectra are more complex than those in the present model.
Since the covariance matrix is at the heart ofthe overfitting problem,4 this may be the most fruitful point to attack. We can think ofthree paths to follow: 1) increase the number ofsamples through simulation, 2) reduce the dimension ofthe problem, and 3) modify the covariance matrix (or its inverse) directly.
Ifthere are sufficient samples, the overfitting problem is solved. So why not simulate more samples. However, the obvious way to simulate more spectra is to build them from the actual samples by introducing a randomness at each wavelength. Once again we have the path described by equation 3 and figure 5 . This holds little promise.
We recognize that, for a fixed number of samples, the susceptibility to overfitting is decreased when the dimension ofthe problem is decreased. A trivial way to reduce the dimension is to deresolve the spectra by binning neighboring bands. We have seen in figure 10 that this can indeed reduce the overfitting. But it is possible that statistically valid information may be lost in deresolving the spectra. A more interesting idea is to reduce the dimension ofthe spectra by replacing the spectra with their scores on a few of the principal components. This can avoid overfitting, but once again there is no assurance that information crucial to class discrimination is retained after the truncation. It is possible that the best classification may be had with PCs 2, 3, and 7; rather than 1, 2, and 3. This suggests a search through the PCs for the few that may be relevant. Other dimension reduction methods have been suggested such as projection pursuit and canonical discriminant analysis. Our effort in this area is ongoing.
We are very interested in modifications that may be made directly to the covariance matrix itself. Figure 7 suggest that a smooth version of the inverse covariance matrix may approximate the ideal matrix. Also, we have mentioned that adding a scaled identity matrix to the experimental matrix (equivalent to adding noise to the spectra) has a smoothing effect on the LDV. But there are more interesting and effective smoothing methods. The method of Hastie5 and others known as penalized discriminant analysis involves regularization ofthe covariance matrix which has the effect of smoothing it. Again, we intend to use the model to test the efficacy ofthis approach in future work.
CONCLUSIONS
This paper illustrates the basic issues regarding overfitting in multivariate classification. The model we employ gives the ideal , LDV, and SM, and allows us to study the affect of experimental choices on these fundamental statistical quantities. Also, we use the ratio, SM/SM1, to directly quantify overfitting. As expected, we see that overfitting is a problem when too few samples are collected. In addition, overfitting is worse when the data has high spectral dimension and high noise levels. The effect of noise level is a new fmding, as far as we know. However, we have not yet proven it to be a general result. In sections 4 and 5 we present several methods to recognize and alleviate overfitting. In future work, the modeling approach ofthis paper will be used to compare and contrast these methods. Once a few preferred methods have been identified we plan to apply them to actual data.
In combing the literature for examples of multivariate classification applied to remotely sensed spectral imagery, we see an alarming rate ofpossible overfitting. Particularly sensitive to overfitting, are comparisons of sensor performance, where the number of spectral bands changes, and comparisons of algorithm performance, where the number of degrees of freedom changes. Overfitting leads to erroneous conclusions in these types of studies. It also leads to an optimistic projection of performance in general. For instance, suppose that the correct SM is 3.0 and the overfit prediction of SM is 6.0. For a false alarm rate ofO.OO1, the correct success rate is only 0.58, while the overfit projection is 1.00. This is a huge difference to most practical end users. To avoid unduly optimistic performance projections, one has to work in a dimension that is supported by the size ofthe training data set and/or one has to be sure of the independence ofthe test data set. If this is not possible we recommend reporting the classification performance (at least for comparison purposes) when is used as the discriminant vector. Also, we recommend that the LDV or its equivalent be graphically displayed in published work. If LDV is much more ragged than a typical spectrum the author should be careful to consider the topic of overfitting. a.
x Figure 1 . An example of overfitting using fabricated data. The axes are arbitrary. The circles are the data, the straight line is a fit with two degrees of freedom, and the polynomial is a fit with five degrees of freedom. 
