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Abstract
In this paper, we propose a simplex regression model in which both the mean
and the dispersion parameters are related to covariates by nonlinear predic-
tors. We provide closed-form expressions for the score function, for Fisher’s
information matrix and its inverse. Some diagnostic measures are introduced.
We propose a residual, obtained using Fisher’s scoring iterative scheme for the
estimation of the parameters that index the regression nonlinear predictor to
the mean response and numerically evaluate its behaviour. We also derive the
appropriate matrices for assessing local influence on the parameter estimates
under diferent perturbation schemes. We also proposed a scheme for the choice
of starting values for the Fisher’s iterative scheme for nonlinear simplex mod-
els. The diagnostic techniques were applied on actual data. The local influence
analyses reveal that the simplex models can be a modeling alternative more
robust to influential cases than the beta regression models, both to linear and
nonlinear models.
Key words: Nonlinear Simplex regression, Starting values, Residual analysis,
Local influence analysis.
1 Introduction
In several practical situations, whether experimental or observational, there is inter-
est in investigating how a set of variables relates to percentages or rates. Among the
most suitable models for these data types are the simplex and beta regression mod-
els (Kieschnick and McCullough, 2003). The beta regression model was proposed by
∗ Corresponding author.
Email address: patespipa@de.ufpe.br (Patr´ıcia L. Espinheira).
Preprint submitted to Elsevier 29 May 2018
Ferrari and Cribari-Neto (2004) and extended to nonlinear models by Simas et al. (2010).
Rocha and Simas (2011) also developed residual and local influence for the class of non-
linear beta regression models.
A competitive alternative to the beta regression model is the simplex regression model
proposed by Barndorff-Nielson and Jørgensen (1991). The simplex distribution is part
of the dispersion models defined by Jørgensen (1997) that extends the generalized lin-
ear models. The simplex distribution has been widely used to model data constrained
to the interval (0, 1). Song and Tan (2000), for example, proposed a simplex regres-
sion model with constant dispersion to model longitudinal continuous proportion data
under the generalized estimation equation (EEG) approach. This approach was modi-
fied by Peter X.K. Song and Tan (2004), assuming that the dispersion parameter vary-
ing throughout the observations. After that, Qiu et al. (2008) introduced the simplex
mixed-effects model and more recently Zhang et al. (2016) implemented the package
simplexreg in the R system and available from the Comprehensive R Archive Network
(CRAN) at https: //CRAN.R-project.org/package=simplexreg.
In this paper, as our most important contribuition we propose the general nonlinear
simplex regression model, which considers nonlinear structures in the parameters, for
both the mean and dispersion submodels. We present analytical expressions for the
score vector, for the Fisher information matrix and its inverse, and the estimation of the
model parameters is performed by maximum likelihood. To that end, arises the second
important contribuition of this paper, the proposal of a scheme for choosing initial
guesses for the maximum likelihood estimation of the parameters under nonlinearity
for the simplex regression model. Our proposal is based on Espinheira et al. (2017),
which has been shown to be extremely relevant on ensuring the convergence of the
log-likelihood maximization procedure based on BFGS method with analytical first
derivatives for nonlinear beta regression models.
We also propose diagnostic tools for the nonlinear simplex regression model, being our
third important contribution. We have developed a residual based on Fisher’s iterative
scoring algorithm for estimating of the mean submodel coefficients. Sometimes, the
distribution of this residual is not well approximated by standard normal distribuition.
Thus, we decided to to adopt strategy of using new thresholds for residual plots based
on the simulated envelope algorithm which are associated with normal probability plots
proposed by Espinheira et al. (2017). The authors show that by using these thresholds,
one is more likely to identify atypical points than when using limits (−2 and 2) based
on the normal distribution assumption for the residuals.
Finally, we developed local influence (Cook 1986) based on two traditional pertubations
schemes, known as: case weighting and covariate perturbation. Furthermore, we propose
a new perturbation approach for the response variable, that considered the peculiar
aspects of the simplex distribution. Those local influence schemes are appropriate both
for linear and nonlinear simplex regression models.
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We presented two applications to real data in order to evaluate the behaviour of simplex
regression models relative to the beta regressions models. We show that both models
are important and one can be an alternative to another depending on the features of
the response variable. In particular, in the two examples presented, the modeling based
on the simplex distribution presented a process of estimation by maximum likelihood
more robust to influential points than the models based on the beta distribution.
2 Nonlinear beta regressions
If a random variable y follows the simplex distribution, denoted by S−1(µ, σ2) with
parameters µ ∈ (0, 1) and σ2 > 0, the density is given by
p(y;µ, σ2) = [2πσ2{y(1− y)}3]−1/2 exp
{
− 1
2σ2
d(y;µ)
}
, y ∈ (0, 1), (1)
in which the deviation component d(y;µ) is given by
d(y;µ) =
(y − µ)2
y(1− y)µ2(1− µ)2 . (2)
The variance function for the simplex distribution is given by V (µ) = µ3(1 − µ)3. By
Jørgensen (1997), it follows that E(y) = µ and
Var(y) = µ(1− µ)−
√
1
2σ2
exp
{
1
2σ2µ2(1− µ)2
}
Γ
{
1
2
,
1
2µ2σ2(1− µ)2
}
. (3)
Here, Γ(a, b) is the incomplete gamma function defined by Γ(a, b) =
∫
∞
b t
a−1 e−tdt.
The simplex distribution is very flexible to model data in the continuous interval (0, 1),
presenting different shapes according to the values of the parameters that index the
distribution. In addition to the asymmetric left, asymmetric right, J , U and J in-
verted forms, known from the beta distribution, the simplex model is very useful to
accommodate data with bimodal distributions.
3 The class of nonlinear simplex regression model
Let y1, . . . , yn be independent random variables such that each yt, t = 1, . . . , n, is
simplex-distributed, i.e., each yt has density (1) where 0 < µt < 1 and σ
2
t > 0. The
nonlinear simplex regression models are defined by (1) and by the systematic compo-
nents:
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g(µt) = f1(x
⊤
t ; β) = ηt and h(σ
2
t ) = f2(z
⊤
t ; γ) = ζt, (4)
in which β = (β1, . . . , βk)
⊤ and γ = (γ1, . . . , γq)
⊤ are, respectively, a k-vector and a
q-vector of unknown parameters β ∈ IRk and γ ∈ IRq, k + q < n, η = (η1, . . . , ηn)⊤
and ζ = (ζ1, . . . , ζn)
⊤ are nonlinear predictors, f1(·) and f2(·) are linear or nonlinear
functions, continuous and differentiable in the second argument, so that the matrices
of derivatives X˜ = ∂η/∂β and Z˜ = ∂ζ/∂γ have ranks k and q, respectively. Here,
for t = 1, . . . , n, x⊤t = (xt1, . . . , xtk1) and z
⊤
t = (zt1, . . . , ztq1) are, respectively, k1
and q1 observations of known covariates, which may coincide in whole or in part,
such that k1 ≤ k and q1 ≤ q. We assume that the link functions g : (0, 1) → IR
and h : (0,∞) → IR are strictly monotonous and twice differentiable. Different link
functions can be chosen for being g and h. For example, for µ we can use the logit
specification: g(µ) = log{µ/(1 − µ); the probit function: g(µ) = Φ(µ), where Φ(·)
denotes the standard normal distribution function; the complementary log-log function
g(µ) = log{− log(1−µ)} and the log-log function g(µ) = log{− log(µ)}, among others.
Since that σ2 > 0, one can use h(σ2) = log(σ2) or the square root function h(σ2) =
√
σ2.
Even the identity function h(σ2) = σ2 can be used, since that one takes into account
the positiveness of the estimatives.
Based on 1, it follows that the logarithm of the likelihood function has the form
ℓ(β, γ) =
∑n
t=1 ℓt(µt, σ
2
t ), in which
ℓt(µt, σ
2
t ) = −
1
2
log 2π − 1
2
log σ2t −
3
2
log{yt(1− yt)} − 1
2σ2t
d(yt;µt). (5)
Thus, follows that the score vector (Uβ(β, γ)
⊤, Uγ(β, γ)
⊤)⊤ is defined by
Uβ(β, γ) = X˜⊤SUT (y − µ) and Uγ(β, γ) = Z˜⊤Ha. (6)
In (6), y = (y1, . . . , yn)
⊤, µ = (µ1, . . . , µn)
⊤, a = (a1, . . . , an)
⊤ are n vectors and
U = diag{u1, . . . , un}, where
at =
{
d(yt;µt)
2(σ2t )2
− 1
2σ2t
}
and ut =
1
µt(1− µt)
{
d(yt;µt) +
1
µ2t (1− µt)2
}
. (7)
with d(yt;µt) given by (2). Furthermore,
S = diag
{
1
σ21
, . . . ,
1
σ2n
}
, T = diag
{
1
g′(µ1)
, . . . ,
1
g′(µn)
}
and (8)
H = diag
{
1
h′(σ21)
, . . . , 1
h′(σ2
n
)
}
. Fisher’s information for β and γ K(β, γ) is a diagonal
block matrix, in whichKββ = X˜⊤SW X˜ andKγγ = Z˜⊤DZ˜. Here,W = diag{w1, . . . , wn}
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and D = diag{d1, . . . , dn}, with
wt =
vt
σ2t g′(µt)2
, vt = σ
2
t
{
3σ2t
µt(1− µt) +
1
µ3t (1− µt)3
}
and dt =
{
1
2(σ2t )2h′(σ
2
t )2
}
. (9)
Since K(β, γ) is a diagonal block matrix, the vectors β and γ are globally orthogonal
(Cox and Reid, 1987), so that their maximum likelihood estimators β̂ and γ̂, respec-
tively, are asymptotically independent. For large samples and under regularity condi-
tions, we have approximately that
 β̂
γ̂
 ∼ Nk+q

β
γ
 , K−1
 , with K−1 = K(β, γ)−1 =
Kββ 0
0 Kγγ
 .
Here,
Kββ = (X˜⊤SW X˜ )−1 and Kγγ = (Z˜⊤DZ˜)−1. (10)
The maximum likelihood estimators of β and γ are obtained as the solution of Uβ(β, γ) =
0 and Uγ(β, γ) = 0. However, we emphasize that the maximum likelihood estimators
in nonlinear models do not usually present closed-form analytical expressions, making
it necessary to use iterative methods, such as quasi-Newton algorithms (eg BFGS);
See for example Nocedal and Wright (1999). The optimization algorithms require the
specification of a value θ(0) = (β(0)
⊤
, γ(0)
⊤
)⊤ in order to start the iterative process.
4 New starting values for log-likelihood maximization
The estimation of parameters in nonlinear models can be an arduous task when Fisher’s
scoring method is used. However, a well-structured starting-values process, taking into
account the features of the response variable distribution, can guarantee both the
convergence of the process and the feasibility of the maximum likelihood estimates. Our
proposal is based on Espinheira et al. (2017) that proposed a starting-values procedure
for the nonlinear beta regression model. We shall consider that k1 = k and q1 = q. Thus,
we take the first order Taylor expansion of f(xt, β) at β
(0), given by
f(xt, β) ≈ f(xt, β(0)) +
k∑
t=1
[
∂f(xt, β)
∂βt
]
β=β(0)
(βt − β(0)t ), (11)
where β(0) = (β
(0)
1 , . . . , β
(0)
k ) is an initial guess. Thus, f(xt, β) = f(xt, β
(0))+
∑k
i=1 x˜
(0)
ti (βi−
β
(0)
i ). We consider f(xt, β) = g(yt), θ
(0)
i = (βi − β(0)i ), thus g(yt) − f(xt, β(0)) =∑k
i=1 x˜
(0)
ti θ
(0)
i . With the perspective of a linear model we have that the least squares
estimator of θ(0) is given by θ̂(0) = (X˜ (0)⊤X˜ (0))−1X˜ (0)⊤(g(y)− f(x, β(0))), where X˜ (0) =
5
[∂η/∂β]β=β(0) and θ̂
(0)
i = (β̂
(1)
i − β(0)i ). Hence, β̂(1)i = θ̂(0)i + β(0)i . Our proposal is to
use is use the following nonlinear initial guess to β̂: β
(0)
NL = (X˜ (0)⊤X˜ (0))−1X˜ (0)⊤(g(y)−
f(x, β
(0)
L )) and β
(0) = β
(0)
L = (X
⊤X)−1X⊤g(y). As can be noticed, the procedure we
propose for the starting points involves two steps. The first step is obtain β
(0)
L and then,
we can compute the nonlinear initial guess β
(0)
NL. For the precision/dispersion submodel,
we consider h(σ2t ) = f(zt, γ). Hence, γ
(0)
NL = (Z˜(0)⊤Z˜(0))−1Z˜(0)⊤(h(σ2NL)−f(z, γ(0)L )) and
γ(0) = γ
(0)
L = (Z
⊤Z)−1Z⊤h(σ
2(0)
L ). Here, Z˜(0) = [∂ζ/∂γ]γ=γ(0) and σ2tL = d(yt; µˇLt) with
µˇLt = g
−1(ηˆ1L) = g
−1(x⊤t β
(0)
L ). Finally, σ
2(0)
NLt = d(yt; µˇNLt) with µˇNLt = g
−1(ηˆ1NL) =
g−1(f(x⊤t , β
(0)
NL)).
Typically, in one or both submodels there are more parameters than covariates in non-
linear predictors, that is, k1 < k and/or q1 < q. In those cases, it is necessary given
numerical values for parameters to obtain a predictor formed by covariates that no
longer involve unknown parameters. This step is very relevant, since that these initial
numerical guess shall respect the features for both the covariates and its relation with
the mathematical functions that describe the nonlinear predictors. After this step we
shall construct a matrix X based on a linear predictor and compute (X⊤X)−1X⊤g(y).
Based on this two step procedure it is possible to obtain β
(0)
L when numbers of param-
eters exceed the number of covariates.
5 Weighted residual
We can define residual as a measure that aims to identify discrepancies between the
estimated model and the data. Thus, it is relevant to take in accout the probability
distribution’s features of the response variable, as well as the features of the estimation
process of the model. From this perspective, Espinheira et al. (2008b) suggested to use
standardized residuals obtained from the convergence of the iterative Fisher’s scoring
process for estimation of the vector of the regression parameters.
Based on the nonlinear simplex regression model in (4), on the score function for β
in (6) and on the inverse of Fisher’s information for β in (10), it follows that Fisher’s
scoring iterative algorithm for estimating β is given by
β(m+1) = β(m) + (X˜⊤(m)S(m)W (m)X˜ (m))−1X˜⊤(m)S(m)U (m)T (m)(y − µ(m)), (12)
where m = 0, 1, 2, .... indexes the iterations that take place until convergence, which
occurs when the distance between β(m+1) and β(m) becomes smaller than a given small
constant. It is possible to write the iterative scheme in (12) in terms of weighted least
squares regressions, such that β(m+1) = (X˜⊤(m)S(m)W (m)X˜ (m))−1
X˜⊤(m)S(m)W (m)z(m), where z(m) = X˜ (m)β(m) +W−1(m)U (m)T (m)(y − µ(m)). Upon con-
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vergence,
β̂ = (
̂˜X⊤ŜŴ ̂˜X )−1̂˜X⊤ŜŴ z, with z = ̂˜X β̂ + Ŵ−1Û T̂ (y − µ̂). (13)
We have that β̂ in (13) can be accounted as the least squares estimate of β obtained
by regressing z on
̂˜
X with weighting matrix ŜŴ . In this sense, the ordinary residual is
r∗ = (ŜŴ )1/2(z − ̂˜Xβ̂) = [(ŜŴ )1/2 − (ŜŴ )1/2̂˜X(̂˜X⊤ŜŴ ̂˜X )−1̂˜X⊤ŜŴ ]z (14)
= Ŝ1/2Ŵ−1/2Û T̂ (y − µ̂)
An alternative for standardize the ordinary residual is using an aproximation to the
variance of z. Let (13) as (
̂˜
X
⊤
ŜŴ
̂˜
X)β̂ =
̂˜
X
⊤
ŜŴ z and consider that Ŝ ≈ S, Ŵ ≈ W
and
̂˜
X ≈ X˜ . Then, using the fact that cov(β̂) ≈ (X˜⊤SWX˜)−1, it follows that cov(z) ≈
(SW )−1. Thus, based on (14), we have that
Cov(r∗) ≈ [(SW )1/2 − (SW )1/2X˜(X˜⊤SW X˜ )−1X˜⊤SW ]× Cov(z)×
[(SW )1/2 − (SW )1/2X˜(X˜⊤SW X˜ )−1X˜⊤SW ]⊤
≈ (I − S1/2W 1/2X˜X˜⊤SW X˜ )−1X˜⊤W 1/2S1/2) ≈ In −H∗,
with H∗ = Ŝ1/2Ŵ 1/2
̂˜
X(
̂˜X⊤ŜŴ ̂˜X )−1̂˜X⊤Ŵ 1/2Ŝ1/2.
Then, we proposed the weighted residual for nonlinear simplex regression mod-
els, which includes the class of linear simplex model, and to be defined as rβ =
Ŝ1/2Ŵ−1/2Û T̂ (y − µ̂)(I − H∗).−1/2 Finally, considering the definitions of S, W , U ,
T given along (7) and (9), we have that
rβt =
ût(yt − µ̂t)√
v̂t(1− h∗tt)
, (15)
where h∗tt denotes the tth diagonal element of H
∗ and vt is given in (9).
6 Local influence
Let θ = (β⊤, γ⊤)⊤ is a (s = k + q)× 1 vector of unknown parameters and ℓ(θ) denotes
its log-likelihood function. Now, we introduce a perturbation in the assumed model
through a vector δ, n×1. Thus, ℓδ(θ) denote the log-likelihood function of the perturbed
model for a given δ. The maximum likelihood estimators of θ for the assumed and
perturbed models are denoted by, respectively, θ̂ and θ̂δ. The likelihood displacement
LDδ = 2
{
ℓ(θ̂)− ℓ(θ̂δ)
}
can be used to attain the influence of the perturbation on the
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maximum likelihood estimate. If minor modifications at the postulated model lead to
considerable changes in inferential results, then further investigations must be carried
out about a better model to fit the data.
Cook (1986) proposed to analyze the local behaviour of LDδ around δ0, which represents
no perturbation, such that LDδ0 = 0. The author suggested to evaluate the curvature of
the plot of LDδ0+aI against a, where a ∈ IR, I is a unit norm direction. The interest lies
in to find the direction Imax corresponding to the largest curvature Cmax. Observations
that are jointly influential can be singled out by the index plot of Imax. Cook (1986)
showed that the normal curvature at direction I is CI(θ) = 2|I⊤∆⊤ℓ¨−1∆I|, where
ℓ¨ = ∂2ℓ(θ̂)/∂θ∂θ⊤, and ∆ is an s × n matrix given by ∆ = ∂2ℓδ(θ)/∂θ∂δ⊤, evaluated
at θ = θ̂ and δ = δ0. Thus, Cmax/2 is the largest eigenvalue of −∆⊤ℓ¨ −1∆ and Imax is
the corresponding eigenvector.
In the other hand, Lesaffre and Verbeke (1998) proposed a measure for identifying
individually influential observations, known as the total local influence of observation
t and defined as Ct = 2|∆t⊤ℓ¨ −1∆t|, where ∆t is the tth column of ∆. Ct is the normal
curvature in the direction of the vector whose tth component equals one and all other
elements are zero. Observations such as that Ct > 2
∑n
t=1 Ct/n can be taken to be
individually influential. If we part the parameter vector θ as θ = (θ⊤1 , θ
⊤
2 )
⊤, we can
access the local influence relative to θ1, such that CI;θ1 = |I⊤∆⊤(ℓ¨
−1 − ℓ¨ 22)∆I| and
Ct;θ1 = 2|∆t⊤(ℓ¨
−1 − ℓ¨ 22)∆t|, where
ℓ¨ θ2θ2 =
∂2ℓ(θ)
∂θ2∂θ⊤2
and ℓ¨ 22 =
0 0
0 ℓ¨
−1
θ2θ2
 .
In this case, Imax;θ1 is the unit norm eigenvector corresponding to the largest eigenvalue
of −∆⊤(ℓ¨ −1 − ℓ¨ 22)∆.
In what follows, we shall develop local influence measures for the class of nonlinear
simplex regression model under three different perturbation schemes, namely: case
weighting, response perturbation and covariate perturbation. To that end we need
to obtain ℓ¨ and ℓ¨
−1
. Based on (5), it follows that ℓ¨ββ = −X˜⊤SQX˜ + [ b⊤β ][ X˜β ],
ℓ¨βγ = −X˜⊤S2HTUEZ˜, ℓ¨γβ = (ℓ¨βγ)⊤ and ℓ¨γγ = −Z˜⊤VZ˜ + [ b⊤γ ][ Z˜γ ]. Here, Q =
diag{q1, . . . , qn},
qt =
{
ut − (yt − µt)u′t + (yt − µt)ut
g′′(µt)
g′(µt)
}
1
{g′(µt)}2 , (16)
with
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u′t=−
{
2(yt − µt)ut
µt(1− µt) +
3(1− 2µt)
µ4t (1− µt)4
+
(1− 2µt)d(yt;µt)
µ2t (1− µt)2
}
,
V = diag{ν1, . . . , νn}, com
νt = dt + at
h′′(σ2t )
{h′(σ2t )3
and E = diag{(y1 − µ1), . . . , (yn − µn)}. (17)
Besides that, bβ = STU(y−µ), X˜β = (X˜t) is an array of dimension n×k×k, being X˜t
a matrix k×k with elements given by ∂2ηt/∂βi∂βp, bγ = Ha and Z˜γ = (Z˜t) is an array
of dimension n × q × q, being Z˜t a matrix q × q with elements given by ∂2ζt/∂γj∂γl.
Finally, [ · ][ · ] represents the bracket product of a matrix by an array as defined by
Wei (1998), p.188.
The structure of ∆ for each perturbation scheme is given below. For The cases
weighting perturbation we have that ℓδ(β, γ) =
∑n
t=1 δtℓt(µt, σ
2
t ). In this case,
δ0 = (1, 1, . . . , 1)
⊤, ∆t = ∂ℓt(θ)/∂θ, and thus
∆ =
 ̂˜X
⊤
ŜT̂ Û Ê̂˜Z⊤ĤÂ
 ,
with A = diag{a1, . . . , an} being that the quantity at and the components of the
diagonal matrix U were defined in (7). Additionaly, the diagonal matrices S, T , H and
E were defined, respectively, in (8) and (17).
We now move to the response perturbation scheme, where yt(δ) = yt + δts(yt), with
s(yt) =
√
V (µ̂t), and V (µ̂t) = µ
3
t (1 − µ3t ) as the variance function. This is a new
proposal to the standardization of the scale factor, given that, in general, we
use the standard deviation of y. Its worth pointing out that the new proposal presents
lesser computational cost because the variance of a random variable with simplex dis-
tribution involves computations related to the incomplete gamma function, see (3). In
this scheme, δ0 = (0, 0, . . . , 0)
⊤ and
∆ =
 ̂˜X
⊤
ŜT̂ M̂Sŷ˜Z⊤ŜĤB̂Sy
 ,
where M = diag{m1, . . . , mn}, B = diag{b1, . . . , bn} and Sy = diag{s(y1), . . . , s(yn)},
with
mt =
1
yt(1− yt)
{
2
yt(1− µt)3 +
(1− 3µt)
µ2t (1− µt)3
− 1
2
∂d(yt;µt)
∂µt
}
and
bt =
1
2σ2t yt(1− yt)
{
d(yt;µt) +
2(yt − µt)
ytµt(1− µt)2
}
.
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The third and final perturbation scheme involves the simultaneous perturbation of a
continuous covariate, say (x⊤p , z
⊤
p′), p = 1, . . . , k1 and p
′ = 1, . . . , q1. We replace xtp by
xtp + δtsxp and ztp′ by ztp′ + δtszp′ , where δ is a vector of small perturbations and sxp
is the standard deviation of xp and sz
p′
is the standard deviation of zp′ (Thomas and
Cook, 1990). In this scheme, δ0 = (0, 0, . . . , 0)
⊤ and
∆ =
−̂˜X
⊤
Ŝ2T̂ ĤÛ Ê ̂˜Zδ − ̂˜X⊤ŜQ̂̂˜Xδ + [ b̂⊤β ][ ̂˜Xβδ ]
− ̂˜Z⊤Ŝ2T̂ ĤÛ Ê ̂˜Xδ − ̂˜Z⊤V̂ ̂˜Zδ + [ b̂⊤γ ][ ̂˜Zγδ ]
 , (18)
where X˜δ = ∂η(δ)/∂δ, Z˜δ = ∂ζ(δ)/∂δ, X˜βδ = (X˜δ t) is an array n× k × n, being X˜δ t a
matrix k × n with elements ∂2ηt(δ)/∂βi∂δt, Z˜γδ = (Z˜δ t) is an array n × q × n, being
Z˜δ t a matrix q × n with elements ∂2ζt(δ)/∂γj∂δt. In (18) the elements of the matrices
Q and V are given by (16) and (17), respectively. Other elements as in (18) are defined
in the paragraph below expression (17).
7 Simulations
Our aim here is to investigate the distribuition of the weighted residual proposed
in (15) using Monte Carlo experiments. The experiments were carried out using a
nonlinear simplex regression model in which
log
µt
1− µt = β2 + x
β2
t2 + β3xt3 + β4xt4; log(σ
2
t ) = γ1 + z
γ2
t2 , t = 1, . . . , n. (19)
The covariate values were obtained as random draws following: xt2 ∼ U(0.5, 1.5),
xt3 ∼ U(0, 1), xt4 ∼ U(−0.5, 0.5) and zt2 ∼ U(0.5, 1.5). The covariate values re-
mained constant throughout the simulations. We should consider scenarios where the
response values are close to one, scattered on the standard unit interval and close
to zero. In this sense, we consider β = (−2.4, 1.4,−1.5,−1.7), (µ ∈ (0.02, 0.32)),
β = (−1.7,−1.8, 1.2,−1.3), (µ ∈ (0.19, 0.86)) and β = (2.1,−1.5,−1.6,−1.2), (µ ∈
(0.78, 0.98)).
We measure the intensity of nonconstant dispersion as λ = {maxσ2t }/{minσ2t }t=1,...,n
and we consider results to λ ≈ 12, (γ = (−1.3,−1.6)), λ ≈ 45, (γ = (−1.3,−2.1)) and
λ ≈ 128, (γ = (−1.3,−2.4)). The sample sizes are n = 40, 80, 120. We have to point
out that only n = 40 values for the covariates were generated, which were replicated
two and three times, respectively, to obtain the other sample sizes. With this, we can
guarantee that the intensity of the nonconstant dispersion remains the same for the
different sample sizes. The Monte Carlo experiments were carried out based on 10,000
replications.
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The Figures 1, 2 and 3 contain normal probability plots of the mean order statistics
of the weighted residual considering the fitted model in (19) for the different scenarios
for µ. These figures reveal that the weighted residual distribution is typically well ap-
proximated by the standard normal distribution when µ ∈ (0.19, 0.86) even in the case
where λ = 128, (Figure 1). However, in cases where µ ≈ 0 and µ ≈ 1, the distribu-
tion of the weighted residual presents some asymmetry (Figures 2 and 3), respectively.
Such asymmetry becomes more evident as the intensity of the nonconstant dispersion
increases. In addition, for these ranges of µ, the approximation of the distribution of
the weighted residual by the standard normal distribution does not seem to improve
as the sample size increases. The acknowledgement of the residual distribution used
Fig. 1. Weighted residuals normal QQ plots. µ ∈ (0.19, 0.86)
for the diagnostic analysis is relevant for the definition of detection limits of outliers
in the construction of residual plots against the index of the observations, against the
predicted values or against covariates. Espinheira et al. (2017) proposed using empi-
11
Fig. 2. Weighted residuals normal QQ plots. µ ∈ (0.02, 0.32)
rical residual quantiles obtained from the simulated envelop bands. Here we used the
same strategy. For any given residual, the thresholds are ω0.025 and ω0.975, the 0.025
and 0.975 quantiles of the residual empirical distribution.
8 Application I : Reading accuracy data.
In the first application we consider the data originally analyzed by Smithson and Verkulien (2006).
The variable of interest (y) are the scores in a reading accuracy test of 44 children,
and the covariates are dyslexia versus non-dyslexia status (x2), nonverbal IQ (x3) and
an interaction variable (x4). Study participants were recruited from primary schools in
the Australian capital. The covariant (x2) assumes the value 1 if the child is dyslexic
12
Fig. 3. Weighted residuals normal QQ plots. µ ∈ (0.78, 0.98)
and -1 otherwise. The mean reading accuracy score was 0.900 for non-dyslexic readers
and 0.606 for the dyslexic group. In addition, the scores range from 0.459 to 0.9999,
with the overall mean score being 0.773 and the median score being 0.706.
This set of data has been extensively analyzed by several authors. Espinheira et al. (2008b),
Espinheira et al. (2008a) and Ferrari et al. (2011) performed an extensive diagnostic
analysis to justify the use of a beta regression model in which mean and precision
are modeled simultaneously. Here we shall consider a simplex regression model with
constant dispersion and we carried out a diagnostic analysis to compare with the diag-
nostic analysis made by these authors. We consider g(µt) = β1+β2 xt2+β3 xt3+β4 xt4,
in which g(·) is the logit function. Based on residual and influential plots (Figure 4),
we reach the same conclusions found for a beta regression model with constant disper-
sion fitted for these data by Espinheira et al. (2008b), Espinheira et al. (2008a) and
13
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Fig. 4. Diagnostic plots and influence plots. Reading accuracy data. Simplex model with
constant dispersion.
Ferrari et al. (2011). Even the same influential observations are singled out. Thus, we
present in Table 1 a comparison between beta and simplex regression models with
constant dispersion, considering the full dataset and sub datasets due to exclusions
of cases singled out as potentially influential. Furthermore, the need of the modeling
of the dispersion is clear. This feature is more clear by the weighted residual plots of
the simplex regression model than what was shown on the residual plots of the beta
regression model presented by Espinheira et al. (2008b), (See Figure 4 (a)). In fact,
there is more dispersion in the control group than in the dyslexic group (Figure 4(c)).
This fact explains the trend presented in Figure 4(a), since that the first 25 cases are
about non-dilex group. Also, IQ covariate seems to be associated with the data disper-
sion. The normal probability and influence plots also revealed that there is a problem
associated with the assumption of constant dispersion.
However, the most important conclusions are presented in Table 1. The analysis of
this table reveals that the estimation process of the simplex model is more robust
to influential cases than the estimation process of the beta regression model. It is
noteworthy how the case 1 does not affect the inference of the simplex regression
model as it affects the inference of the beta regression model. At simplex regression
model, even without modeling of the dispersion, both the IQ and the interaction term
are covariates with statistically significant effects to explain the mean response.
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Table 1
Parameter estimates, standard errors (s.e.), relative changes in estimates and in standard
errors due to cases exclusions and respective p-values. Reading accuracy data. Simplex and
Beta models with constant dispersion.
Models Beta Simplex
Parameter β1 β2 β3 β4 φ β1 β2 β3 β4 σ2
Description Const Dislex IQ Int Const Dislex IQ Int
Full estimat. 1.334 −0.974 0.161 −0.219 11.133 1.207 −0.818 0.577 −0.630 0.035
dataset e.p. 0.138 0.134 0.134 0.135 2.444 0.209 0.209 0.189 0.189 0.005
p-value 0.000 0.000 0.238 0.105 0.000 0.000 0.002 0.000
Obs.1 change est. −6.0 −8.4 65.6 48.5 7.7 −10.5 −15.5 24.4 22.1 17.7
deleted change s.e. −2.4 −2.1 1.7 1.8 8.6 −0.03 −0.03 −2.5 −2.5 19.1
p-value 0.000 0.000 0.051 0.018 0.001 0.000 0.000 0.000
Obs. change est. −22.0 −31.3 204.8 151.5 51.8 −30.8 −45.5 56.2 50.9 99.5
1, 4, 7, 8 change s.e. −16.3 −15.6 −8.6 −8.5 57.3 −3.4 −3.4 −9.5 −9.5 109.2
deleted p-value 0.000 0.000 0.000 0.000 0.000 0.027 0.000 0.000
Obs. change est. 12.4 15.8 25.1 19.3 17.4 51.8 3.0 36.7 198.4 −3.8
11, 13, 16 change s.e. −8.1 −7.8 −8.4 −8.4 4.4 −11.2 −4.3 −8.6 36.5 3.6
deleted p-value 0.000 0.000 0.102 0.034 0.000 0.000 0.003 0.001
We have to stress the feature os this dataset, in which there is an evidence of an
observation highly influential. Note that the estimate of the precision parameter is
considerably small φ̂ = 11.133 (beta regression). The beta fit takes the influential
case as indication of large dispersion. This mistake does not occurs with (simplex
regression), σ̂2 = 0.0346, small dispersion. As the simplex model is a dispersion model,
the estimation process of the dispersion parameter was not affected by the influence
of the outlier. However, we still improve this simplex regression model. In this case
the improvement is reached when we consider the joint modeling of the mean and
the dispersion. Recentely, Bayer and Cribari-Neto (2017) based on several schemes of
model selection, concluded that a good model based on beta regression for these data
would have considered the following linear predictors:
log
(
µt
1− µt
)
= β1 + β2xt2 + β3x
2
t3 + β4xt2x
2
t3, (20)
and
log(φt) = γ1 + γ2xt2 + γ3xt3 + γ4x
2
t3 + γ5xt2xt3, t = 1, . . . , 44. (21)
We consider several simplex and beta regression models with varying dispersion. We
chose the models that present the better selection criteria values Bayer and Cribari-Neto (2015),
the better diagnostic plots and whose estimation process showed robust to the influen-
tial points. The selected models consider the following linear predictors for the mean
and dispersion submodels, respectivelly, Simplex Model: g(µt) = β1+β2xt2+β3x
2
t3+
β4xt2x
2
t3, h(σ
2
t ) = γ1+γ2xt2+γ3xt3. Beta Model: g(µt) = β1+β2xt2+β3x
2
t3+β4xt2x
2
t3,
h(φt) = γ1+ γ2xt2+ γ3xt3+ γ4x
2
t3. We also consider that g(·) and h(·) are the logit and
logarithmic functions, respectively.
The estimates of the parameters, standard errors and p-values associated with the tests
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of the model parameters are, respectivelly for simplex distribuition: β̂1=1.2(0.1748)
(0.0000), β̂2 = −0.8(0.1748) (0.0000), β̂3 = 0.4(0.0739)(0.0000), β̂4=−0.4(0.0739)
(0.0000), γ̂1 = 1.1(0.2162 )(0.0000), γ̂2 = −2.8(0.2633) (0.0000), γ̂3 = −0.6(0.2639)
(0.0222). For beta distribuition: β̂1=1.1(0.1509)(0.0000), β̂2 = −0.8(0.1509)(0.0000),
β̂3 = 0.4(0.0699)(0.0000), β̂4=−0.4(0.0698)(0.0000), γ̂1 = 1.1(2.6)(0.0000), γ̂2 = 1.2
(0.2623) (0.0000), γ̂3 = 1.0(0.2508)(0.0000), and γ̂4 = 0.9(0.2092)(0.0000).
We noticed that all covariates were statistically significant, both for the mean model
and for the dispersion model. The beta regression model that presents the better di-
agnostic plots is similar to the model presented in 20 and 21. However, it does not
consider the interation, on dispersion submodel. In Figure 5 we present the diagnostic
plots for the final candidate models.
This figure reveals that the simplex distribution seems to fit very well to this data since
the most of all points are randomly distributed within the envelope bands (Figure 5(b)).
Otherwise, the normal probability plot of the beta regression presents a slight trend
of the positive residuals to being out of the upper band of the simulated envelope
(Figure 5(e)). The Figures 5(c) and 5(f) show that case 26 can be more influential
for the estimation process of beta regression than case 35 can be influential for the
simplex model. In fact, the maximum normal curvature Cmax (cases weighting) for the
simplex and beta regression models are, respectively, 1.1 and 2.0. To access influence
in beta regression we use the measures developed by Espinheira et al. (2008a) and
Ferrari et al. (2011).
The relationships between scores in reading accuracy, status of dyslexia and non ver-
bal IQ are used as protocol to make several diagnostics in the psychological area
Smithson and Verkulien (2006). Thus, we consider very important make suggestions.
For while, the simplex regression model presented in Figure 5 is a better option for
modeling the reading accuracy data than the beta regression model. Our conclusion
is based on the fact that the simplex distribuition fits the data better than the beta
distribuition (Figures 5(b) and 5(e)) and because the likelihood estimation scheme is
more robust for influential cases when we consider the simplex regression than when
we consider the beta regression.
9 Application II : Fluid Catalytic Cracking (FCC) data.
The data of this application come from a work to obtain the degree in chemistry from
the Faculty of Sciences, Department of Chemistry of the National University of Colom-
bia, Salazar’s graduation work in 2005. The FCC (Fluid Catalytic Cracking) process is
used to convert hydrocarbons of high molecular weight into small molecules of higher
commercial value, through the contact of these with a catalyst. The FCC process is
often considered the heart of a refinery since it allows the production to be adapted
16
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Fig. 5. Diagnostic plots. Reading accuracy data. Simplex model:
log(µt/1− µt) = β1+ β2xt2+ β3x2t3+ β4xt2x2t3 and log(σ2t ) = γ1+ γ2xt2+ γ3xt3. Beta model:
log(µt/1− µt) = β1 + β2xt2 + β3x2t3 + β4xt2x2t3 and log(φt) = γ1 + γ2xt2 + γ3xt3 + γ4x2t3.
to the products of greater demand and high profitability. The main catalyst of the
process is zeolite USY. Other important substance that participates in the catalyz-
ing process is vanadium. Vanadium is known to participate in the destruction of the
catalyst by reducing the active surface, the selectivity and the crystallinity of zeolite
USY especially in the presence of steam. It is known that every 1000 ppm of vanadium
on the catalyst decreases gasoline yields by about 2.3% (Salazar, 2005). The process
also depends on the temperature, which should be close to 720 degrees celsius. The
interest is in modelling the percentage of crystallinity of the zeolite USY (y) based on
diferent concentrations of vanadium (x2) and of steam (x3), considering two values for
the temperature of the process (x4). It is expected that the larger the concentrations
of vanadio and steam, the smaller will be the crystallinity percentage.
At first we consider linear simplex models with varying dispersion and the final candi-
date that includes all covariates that were statistically significant was
log
µt
1− µt = β1 + β2xt2 + β3xt3 + β4xt4; log σ
2
t = γ1 + γ4xt4, t = 1, . . . , 28. (22)
We also consider a beta regression model with the same predictors and link functions
presented in (22). In Figure 9 we presented the residual plots against the observation
indexes. The nonlinear trend of the residuals becomes evident both in the simplex model
and in the beta model (Figures 9 (a) and (c)). This data is being modeled for the first
time. There are no suggestions of non-linear functions to this problem. Thus, initially we
present a descriptive analysis of the response and covariates using boxplots (Figure 9).
Based on Figure 9(a) it can be noted that the observed response is concentrated near
17
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Fig. 6. Diagnostic plots. Linear Models (FCC) data.
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Fig. 7. Boxplots. FCC data.
the upper end of the standard unit interval. In fact, 75% of observations are equal to or
greater than 0.77. Additionally, the presence of an outlier is observed. Observation
28 assumes the lowest response value, which is equal to 0.643 near to value of case 24,
which is 0.674. In Figure 9 (b) it is noted a high dispersion for the variable steam, with
occurrence of extreme values, such as zeros, which is associated to the fact that 50%
of the observations are greater than 35.8. It is worth noting that the variable could
assume plausible values between −20 and 80. Considering a regression model including
steam as a covariate, it seems interesting to use a function in order to stabilize this
dispersion. A plausible function is the logarithm. However, the presence of zeros implies
that we would have to consider, for example, log(Steam+ β), i.e, a nonlinear function
in the predictor. Another possibility is to consider function such as 1/(Steam + β),
Steam/(Steam + β), which are also nonlinear functions. Finally, including vanadium
as an additional covariate, we could think of the same functions used to establish the
18
dispersion of steam, but since the first quartile is equal to the minimum and equals to
zero for vanadium, a plausible function would be
√
Vanadium.
Based on this discussion, we evaluated some competing models, both based on the
simplex distribution and on the beta distribution, where the models that presented the
best residuals plots were those that considered the following predictors:
ηt = β1 + β2
xt2
xt2 + β3
+ β3xt3 + β4
√
xt4; ζt = γ1 + γ2x
2
t4, t = 1, . . . , 28. (23)
The next step is the construction of the inicial guess. Based on (23) we have that the th
row the matrix X˜ (0) = [∂η/∂β]β=β(0) is defined as (1, xt2/(xt2 + β(0)3 ),−β(0)2 xt2/((xt2 +
β
(0)
3 )
−2, xt3, x
2
t2), t = 1, . . . , 28. Note that in (23) we have more parameters than co-
variates. To obtain (β
(0)
1 , β
(0)
2 , β
(0)
4 , β
(0)
5 ),
⊤ we could use (X⊤X)−1X⊤g(y), in which the
tth row of matrix X can be defined as x⊤t = (1, xt2/(xt2 + β
(0)
3 ), xt3, x
2
t2), t = 1, . . . , 28.
However, it is necessary to provide a numerical value for β
(0)
3 . Based on the boxplot
(Figura 9) and in the nonlinear functions, we will assign plausible values for β
(0)
3 . Con-
sider the equations [steam+ β
(0)
3 = −20] and [steam+ β3(0) = 80]. Taking steam= 0, it
follows that β
(0)
3 ∈ (−20, 80). Taking steam= 55.80, it follows that β(0)3 ∈ (−75.80, 24.2).
Chosen possible values for β
(0)
3 we obtain β
(0)
NL = (X˜ (0)⊤X˜ (0))−1X˜ (0)⊤(g(y)− f(x, β(0)L )),
where f(x⊤t , β
(0)
L ) = β
(0)
1 +β
(0)
2 xt2/(xt2+β
(0)
3 )+β
(0)
4 xt3+β
(0)
5 x
2
t2. We tested same values
β
(0)
3 and we chose β
(0)
3 = −20 that led to parameter estimates with finite standard er-
rors for both the simplex and the beta models. After the convergence of the process we
obtained the model estimates presented in Table 2. It is important to emphasize that
the construction of diagnostic plots is only possible after the definition of the starting
values procedure as described above. Thus, to select the best models based on the
residual analysis, we carried out the complete estimation process considering starting
values for all models that we consider as candidates. The chosen model is defined in
(23).
After the selection of the simplex and beta models throughout residual analysis, we
carried out the influence analysis to verify the robustness of the maximum likelihood
estimation procedure for each model in the presence of influential points. We have to
stress that, to carry out the influence analysis on nonlinear beta regression models,
we use the results presented by Rocha and Simas (2011). In Figure 8, we present the
residual plots for the simplex and beta models. We can verify that both models fit the
data well and that the nonlinear trends that appeared in the residual plots against the
indices of the observations is considerably smoothed after the inclusion of nonlinear
predictors, as shown in Figures 8 (a) and (b). In addition, the normal probability
plots with simulated envelopes show that the adherence of the data to the simplex
distribution is slightly better than that observed with using the beta distribution. We
also highlight there are two points that lie within the boundaries of the envelopes
bands (cases 20 and 27) in the case of the beta regression. Regarding the outliers,
observations 10 and 24 stood out for both regressions. In Figures 9 through 12, we
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Fig. 8. Diagnostic plots. Simplex and Beta models. (FCC) data.
present the local influence and total local influence plots for the simplex and beta
regression models. We consider the case weighting (first line); response perturbation
(second line) and simultaneous disturbance of the vanadium covariate in both mean
and dispersion models (third line). The influence plots identify important cases for the
vector θ = (β⊤, γ⊤)⊤ (first column), for the vector β⊤ in particular (second column),
and for the γ⊤(thrid column).
In Figures 9 and 10, the measures Imax reveal joint influential observations, for simplex
and beta models, respectively. We highlight that the cases with opposite signs in Imax
generally exert opposite influences on the estimation of the regression models. This
fact indicates that these cases should be studied jointly. For example, in general, the
observations 23 and 24 should be investigated separately (Figura 9)(a)(simplex model).
Similarly, for the beta regression, the sets {1, 16, 24} and {10, 20} must be evaluated
separately. To investigate the real influence of theses cases, they are excluded from the
data and the model is reestimated. In general, several sets should be evaluated, among
which we highlight {1, 16, 24}, {20, 24, 28}, {20, 24, 27, 28}, {13, 18, 23, 27} , {24, 28}.
It is also interesting to evaluate cases that individually exert a disproportional influence
on the model fit. This information can be assessed by analysis of plots of Ct, (Figure 11).
Several points should be investigated individually, including specially cases 22, 24, 25,
27 and 28, for the simplex regression. For the beta model, the influential cases 1, 10,
16, 17, 24, 27 emerge individually ( Figure 12). In Table 2 we present the changes on
the parameter estimates, in the estimates of standard errors and the p–values related
to the significance tests of the parameters after the exclusion of cases and sets of cases
that were, in fact, more influential.
All the parameters are statistically significant, both for mean and for the dispertion
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Fig. 9. Local influence plots Imax. Simplex Model. (FCC) data.
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Fig. 10. Local influence plots Imax. Beta Model. (FCC) data.
submodels, in the simplex regression (Table 2). Such conclusion is not corroborated by
using the beta regression because the coefficient of covariate Vanadio2 covariate is not
statistically significant (p–value=0.200). This result is even more compeling due to the
exclusions of the case 1 (p–valor=0.461), of the case 10; (p–value=0.557) and of the set
{1, 10}; (p–value=0.927). On the other hand, the unique exclusion of case 24 goes on the
opposite direction, to the point of implying on the significance of Vanadio2, to the value
of 10%, (p–value=0.099). This fact is marked due to the exclusion of cases {24, 28},
(p–value=0.0497), {20, 24, 28} (p–value=0.0154) and {13, 20, 23, 27} (p–value=0.0120).
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Fig. 11. Local influence plots, Ct. Simplex Model. (FCC) data.
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Fig. 12. Local influence plots, Ct. Beta Model. (FCC) data.
The observations {13, 23, 27} interfere on the estimation of the mean submodel with
greater impact for the beta regression. The exclusion of the set {13, 23, 27} implies
on p–values associated to the covariate coefficient related to temperature, which are
equal to 0.0420, for the simplex model and 0.0580, for the beta model. This fact would
entail on the nonsignificance of this covariate, at 5% level, on the mean submodel of the
beta regression, while it is statistically significant, at 1% level, when considering the
complete data. This result on beta regression is substantially more pronounced when
the set {13, 20, 23, 27} is excluded from the data, p–value=0.210 for β4 (temperature)
22
Table 2
Parameter estimates, standard errors (s.e.), relative changes in estimates and in standard
errors due to cases exclusions and respective p-values. Mean Model: β1+β2(Steam+β3)
−1+
β4InTemp + β5
√
Vanadium and Dispersion Model: γ1 + γ2Vanadium
2.
Model Simplex Beta
β1 β2 β3 β4 β5 γ1 γ2 β1 β2 β3 β4 β5 γ1 γ2
Full 2.374−0.106−27.8−0.290−0.7510.8246−1.217 2.296−0.101−26.9−0.286−0.6793.915 0.400
data 0.149 0.042 4.021 0.106 0.141 0.369 0.314 0.152 0.039 4.358 0.107 0.129 0.369 0.310
0.000 0.012 0.000 0.006 0.000 0.025 0.000 0.000 0.010 0.000 0.007 0.000 0.000 0.200
Relative Changes (%) in estimates and in standard errors due exclusions. p–values after exclusions.
Obs. −4.4 0.2 −3.8 3.1 −10.3 −55.6 −26.5 −4.0 −3.6 −3.2 −2.6 −9.1 5.4 −41.4
1 −0.8 −20.7 2.01 2.6 −10.3 3.6 1.7 1.5 −15.7 4.5 0.6 −5.7 3.5 1.7
deleted 0.000 0.001 0.000 0.006 0.000 0.339 0.00 0.000 0.003 0.000 0.010 0.000 0.000 0.461
Obs. 3.6 −9.2 2.4 −7.9 10.8 −19.6 −4.5 4.2 −6.9 2.3 −5.9 11.9 10.6 −52.0
10 −7.2 2.8 −2.1 −3.1 −6.0 3.6 1.7 −9.6 −0.5 −4.5 −5.3 −8.7 3.7 1.7
deleted 0.000 0.026 0.000 0.010 0.000 0.084 0.000 0.000 0.017 0.000 0.008 0.000 0.000 0.547
Obs. −1.0 −8.6 −1.1 −6.7 −0.4 −82.9 −34.0 −0.2 −10.3 −1.1 −9.3 1.7 18.3 −107.5
1,10 −10.3 −16.9 0.2 −1.9 −17.0 7.6 3.7 −10.5 −18.4 0.3 −7.2 −15.8 7.6 3.6
deleted 0.000 0.006 0.000 0.010 0.000 0.724 0.014 0.000 0.005 0.000 0.009 0.000 0.000 0.928
Obs. 0.9 −12.8 −1.3 8.8 −4.6 3.9 21.3 0.1 −6.3 −0.6 25.0 −7.4 −0.4 42.2
24 −3.0 −15.5 7.7 −5.4 −1.1 1.4 10.2 −3.3 −8.8 1.3 −1.6 −0.7 1.3 10.2
deleted 0.000 0.009 0.000 0.000 0.000 0.022 0.000 0.000 0.009 0.000 0.001 0.000 0.000 0.099
Obs. −3.0 −21.7 −2.9 9.8 −12.8 13.5 37.5 −3.1 −14.0 −1.5 4.6 −15.0 −2.5 93.2
24,28 6.0 −23.5 16.5 −5.7 3.4 3.7 25.9 2.0 −16.8 6.7 −4.1 3.1 3.7 25.9
deleted 0.000 0.010 0.000 0.002 0.000 0.015 0.000 0.000 0.008 0.000 0.004 0.000 0.000 0.050
Obs. −3.3 −26.6 2.0 −5.8 −16.6 16.9 47.1 −2.9 −20.2 4.4 −13.3 −17.7 −3.0 141.6
20,24 3.8 −9.1 12.6 −9.4 4.3 3.8 27.5 −3.1 -1.7 2.1 −10.6 2.7 3.7 27.6
28,del. 0.000 0.042 0.000 0.005 0.000 0.012 0.000 0.000 0.038 0.000 0.010 0.000 0.000 0.015
Obs. −1.0 0.4 6.0 −39.6 1.2 44.2 47.5 −0.1 5.1 2.0 −19.6 4.6 −3.0 17.2
13,23 8.4 6.5 −27.1 −19.3 10.4 0.7 11.5 5.6 10.6 −4.4 12.5 6.4 0.7 11.5
27,del. 0.000 0.0174 0.000 0.042 0.000 0.001 0.000 0.000 0.015 0.000 0.058 0.000 0.000 0.179
Obs. −1.3 −18.1 12.3 −54.3 −3.9 60.3 71.3 1.7 −7.1 11.2 −54.6 9.1 −8.7 121.8
13,20,23 12.8 5.79 −39.6 −35.6 15.1 0.9 12.6 5.3 26.5 −23.9 -4.3 10.3 10.0 12.7
27,del. 0.000 0.050 0.000 0.053 0.000 0.000 0.000 0.000 0.061 0.000 0.210 0.000 0.000 0.012
and p–value=0.061 for β2 (steam). The inferential results of the simplex model are
also affected by the set {13, 20, 23, 27}. However, both coefficients of steam and of
temperature are near of 5% level of significance.
Once again the dispersion of the beta model is affected by outliers and influential
points. For the complete data, we have that φ̂max = 147. However, when the cases
24 and 28 are excluded of the data, the dispersion decreases considerably, such that
maximum φ̂max = 235. The same does not occur with the simplex model, the maximum
dispersion with or without the influential cases is roughly the same, σ̂2max ≈ 2.4 .
23
10 Concluding remarks
On this paper we propose a simplex regression model which considers nonlinear struc-
tures for the parameters for both the mean and the dispersion submodels. We propose a
technique for defining starting values for Fisher’s iterative scoring process for the non-
linear simplex regression model Additionally, we propose a residual based on Fisher’s
iterative process to estimate the parameter vector βand local influence measures con-
sidering: case weighting, disturbance of the response variable and the joint disturbance
of countinuous covariates for both the mean and the dispersion submodels.
We present Monte Carlo simulations to investigate the empirical distribution of the
proposed residual and we verified a good approximation of this distribution by the
standard normal distribution. However, we highlight that to define the residual plot
against the observation index, we used the proposal defined by Espinheira et al. (2017)
based on empirical residual quantiles obtained from the simulated envelope of the
standard normal distribution.
We also presented two applications to real data: one linear and the other nonlinear on
the parameters. On these applications we compared the fit of the simplex and beta
regression models. On both applications the simplex regression model showed to be a
better option than the beta regression model. In special, because the estimation process
by maximum likelihood associated with the simplex model showed to be more robust
than the beta model, when there are highly influential cases in the data.
References
[1] Barndorff-Nielson, Jørgensen, B., 1991. Some parametric models on the simplex. Jour-
nal of Multivariate Analysis 39, 106–116.
[2] Bayer, F. M., Cribari-Neto, F., 2015. Bootstrap-based model selection criteria for beta
regressions. Test 24 (4), 776–795.
[3] Bayer, F. M., Cribari-Neto, F., 2017. Model selection criteria in beta regression with
varying dispersion. Communications in Statistics, Simulation and Computation 46,
720–746.
[4] Cox, D. R., Reid, N., 1987. Parameter orthogonality and approximate conditional in-
ference. Journal of the Royal Statistical Society. Series B (Methodological) 49 (1),
1–39.
[5] Espinheira, P. L., Ferrari, S. L. P., Cribari-Neto, F., 2008a. Influence diagnostics in
beta regression. Computaional Statistics and Data Analysis 52, 4417–4431.
[6] Espinheira, P. L., Ferrari, S. L. P., Cribari-Neto, F., 2008b. On beta regression residuals.
Journal of Applied Statistics 35, 407–419.
[7] Espinheira, P. L., Santos, E. G., Cribari-Neto, F., 2017. On nonlinear beta regression
residuals. Biometrical Journal 59, 445–461.
24
[8] Ferrari, S. L. P., Cribari-Neto, F., 2004. Beta regression for modelling rates and pro-
portions. Journal of Applied Statistics 31 (7), 799–815.
[9] Ferrari, S. L. P., Espinheira, P. L., Cribari-Neto, F., 2011. Diagnostic tools in beta
regression with varying dispersion. Statistica Neerlandica 65 (3), 337–351.
[10] Jørgensen, B., 1997. Theory of Point Estimation, 1st Edition. Chapman and Hall,
London.
[11] Kieschnick, R., McCullough, B. D., 2003. Regression analysis of variates observed on
(0, 1): percentages, proportions and fractions. Statistical Modelling 3 (1), 193–213.
[12] Lesaffre, E., Verbeke, G., 1998. Local influence in linear mixed models. Biometrics
54 (2), 570–582.
[13] Nocedal, J., Wright, S. J., 1999. Numerical Optimization, 2nd Edition. Springer -Verlag,
New York.
[14] Peter X.K. Song, Z. Q., Tan, M., 2004. Modelling heterogeneous dispersion in marginal
models for longitudinal proportional data. Biometrics 46, 540–553.
[15] Qiu, Z., Song, P. X., Tan, M., 2008. Simplex mixed-effects models for longitudinal
proportional data. Scandinavian Journal of Statistics 35, 577–596.
[16] Rocha, A. V., Simas, A. B., 2011. Influence diagnostics in a general class of beta
regression models. Test 20 (1), 95–119.
[17] Salazar, S. M. G., 2005. Contribuicin al estudio de la reaccin de decomposicin de la
zeolita y em presencia de vapor de agua y vanadio. Master’s thesis, Universidad
Nacional de Colombia.
[18] Simas, A. B., Barreto-Souza, W., Rocha, A. V., 2010. Improved estimators for a general
class of beta regression models. Computational Statistics & Data Analysis 54 (2),
348–366.
[19] Smithson, M., Verkulien, J., 2006. A better lemon squeezer? Maximum-likelihood re-
gression with beta-disbruted dependent variables. Psichological Methods 11 (1), 54–
71.
[20] Song, P. X., Tan, M., 2000. Marginal models for longitudinal continuous proportional
data. Biometrics 56, 469–502.
[21] Wei, B.-C., 1998. Exponential Family Nonlinear Models. Springer, Singapore.
[22] Zhang, P., Qiu, Z., Shi, C., 2016. simplexreg: An r package for regression analysis of
proportional data using the simplex distribution. Journal of Statistical Software,
Articles 71 (11), 1–21.
25
