This note is concerned with the evaluation of the unknown diffusion coefficient in a steady-state heat conduction problem. The proposed method is iterative and, starting with an initial guess, updates the assumed value at every iteration. The updating stage is achieved by generating a set of functions that satisfy some of the required boundary conditions. The correction to the assumed value is then computed by imposing the remaining boundary conditions. Numerical examples are used to study the applicability of this method.
Introduction
In this note, we consider the evaluation of the diffusion coefficient for an elliptic equation. This problem, which is often referred to as the Calderon problem [1] , appears very naturally in various applications including impedance tomography [2] , identification of injection and extraction wells [3] , and early detection of breast cancer [4] .
It is well known that this problem is ill-posed [5] and various methods have been developed to overcome such difficulties. Recent results include inversion methods based on statistical approaches [6] , conjugate gradients method [7] , regularized Gauss-Newton method [8] , and linear back projection algorithm based on measuring data decomposition [9] .
The purpose of this note is to present an iterative method for the evaluation of the diffusion coefficient for an elliptic equation. For this work, we assume that the value of the unknown function can be measured at the boundaries, and for simplicity, we assume that it is equal to one. We also assume that the data can be collected at the boundaries. In Sec. 2, we present the iterative algorithm. In Sec. 3, we present the updating stage which is the new feature of the method. In Sec. 4, we use a number of numerical examples to study the applicability of this method.
Problem Statement and the Identification Algorithm
Let X be a bounded domain in R 2 (or R
3
) with smooth boundary @X. In the absence of sinks or sources, the temperature field u(x) is given by r Á ðkðxÞruÞ ¼ 0; x 2 X; uðxÞ ¼ gðxÞ;
where, k(x) > c 0 > 0 is the positive unknown thermal conductivity. The boundary is accessible and is used to measure the temperature gradient given by
where is the outward normal. The inverse problem of interest is to recover the diffusion coefficient k(x) based on the additional data given in Eq. (2) . The algorithm consists of three steps
(1) Assume a value for the unknown functionkðxÞ and, using the given Dirichlet boundary condition, obtain a background field satisfying the system
forûðxÞ ¼ gðxÞ; 8x 2 @X. 
for x ʦ X, where the error field is required to satisfy eðxÞ ¼ 0; 8x 2 @X. The error field is also required to satisfy additional condition given by r eðxÞ ¼ f ðxÞ À r ê ðxÞ ¼f ðxÞ; x 2 @X (5) (3) The assumed value,kðxÞ, is related to the actual value according to kðxÞ ¼kðxÞ þ qðxÞ, where q(x) is still an unknown function. Use the additional boundary conditions in Eq. (5) and obtain the unknown correction term q(x), update according tokðxÞ ¼kðxÞ þ qðxÞ, and go to step [1] .
We have applied this algorithm to an elliptic problem in Ref. [10] and a parabolic problem in Ref. [11] .
Proper Solution Space
The third step of the algorithm involves the identification of the correction, i.e., q(x), to the assumed value of the diffusion coefficient. We first proceed to linearize Eq. (4) around the background field and arrive at kðxÞDe þ rkðxÞ Á re þ qðxÞDû þ rqðxÞ Á rû ¼ 0;
Note that uðxÞ ¼ûðxÞ þ eðxÞ and the terms that are quadratic in unknowns are dropped. In order to recover q(x), we can proceed as follows. Consider a linearly independent set of functions c ' (x), ' ¼ 1, 2,…, N over x ʦ X, and assume that the unknown function q(x) can be expressed as a linear combination of c ' (x)'s, i.e., q(x) ʦ {c 1 , c 2 ,…, c N }. We next generate a set of functions that satisfy the linearized error field in Eq. (6) according tô along with e ' ðxÞ ¼ 0; 8x 2 @X. Therefore, every function e ' (x) satisfies the Dirichlet boundary conditions. It is then possible to expand the actual and unknown error field e(x) in the span of the space generated by e ' (x), ' ¼ 1, 2,…, N according to
s ' e ' ðxÞ;
where the functions e ' (x) are known, but the constants s ' are unknown. The error field e(x) must satisfy the gradient condition that is given in Eq. (5). The gradient condition can be expressed by the operator B. The error field is required to satisfy the condition given by
s ' Be ' ðxÞ ¼f ðxÞ; x 2 @X (9)
The above equation can be used to obtain the unknown coefficients s ' for ' ¼ 1, 2,…, N. More details will be presented in Sec. 4. Once the unknown coefficients are obtained, the correction term q(x) can be computed by substituting the expansion given in Eq. (8) into Eq. (6) which leads tô
Using Eq. (7), expanding the correction term according to qðxÞ ¼ P N '¼1 / ' c ' ðxÞ, and simplifying leads to
We can satisfy the above equation by setting / ' ¼ s ' for all ' ¼ 1, 2,…, N, which leads to
This completes the third step of the algorithm. After solving the correction term q(x), the unknown diffusion coefficient can be updated according tokðxÞ ¼kðxÞ þ qðxÞ.
Numerical Examples
In this section, we use a number of examples to study the applicability of this method.
Example 1.
Consider the evaluation of the diffusion coefficient in the steady heat conduction equation given in Eq. (1) and assume that the actual function k(x, y), shown in Fig. 1 , is given by
The boundary conditions are given by gðx; yÞ ¼ cosðjðx cos h þ y sin hÞÞ; ðx; yÞ 2 X
In this example, we use 16 sets of data with j ¼ 
The solution set can be obtained by using the individual functions c ' (x, y) in Eq. (7), for ' ¼ 1, 2,…, N. The finite difference approximation to the elliptic system simplifies to linear systems given by
where A is the finite dimensional approximation to the twodimensional (2D) diffusion operator which has a unique inverse (since the problem is well-posed), e ' and c ' are the vectors containing the nodal values of the functions e ' (x, y) and c ' (x, y). The matrix C is the finite difference approximation of the operator ðDû þ rû Á rÞ that acts on c ' . Since the functions c ' are linearly independent, it follows that e ' are also linearly independent for ' ¼ 1, 2,…, N (provided that C À1 exists). The error field needs to satify the gradient conditions given in Eq. (5). This condition leads to
where s is the N dimensional vector containing the values of the unknown coefficients s ' for ' ¼ 1, 2,…, N. In Eq. (17), the vector f is known, the vectors in the solution space, e ' for ' ¼ 1, 2,…, N are also known. The square matrix B is singular, and the matrix, ½Be ' , is nonsquare and rank-deficient, and therefore, the above system cannot directly be solved for the coefficients s ' . As shown in Eq. (12), the correction term can be expanded as a linear combinations of c ' (x, y), for ' ¼ 1, 2,., N. In order to compute the unknown coefficient, it is possible to impose some form of regularization to stabilize the inversion according to 
where the matrices U x and U y represent the first-order differential operators given by 
where x i and y j are the discrete locations within the domain. The constant (b > 0) is set by the designer, and the above linear system can be solved for the unknown coefficients
Dividing the unit square domain into n e ¼ 60 equal intervals leads to n ¼ n e þ 1 ¼ 61 nodes in both the x and y directions. Choosing M ¼ 20 sine functions in Eq. (15) leads to the proper solution space having N ¼ M 2 ¼ 400 vectors, with each vector having the dimension n Â n. The collected data at the boundaries are contaminated with a zero mean randomly generated noise with noise-to-signal ratio of 4%. The data are filtered by a seventh-order polynomial curve fitting. Figure 2 shows the recovered diffusion coefficient after 174 iterations with b ¼ 0.003. We also study the reduction in the error, which is defined as
and the result is shown in Fig. 3 .
Example 2.
Consider the evaluation of the diffusion coefficient given by which is shown in Fig. 4 . The same boundary conditions as given in Eq. (14) are imposed. For this example, we set the regularization parameter b ¼ 0.001. The recovered result after 700 iterations is presented in Fig. 5 . Figure 6 shows the reduction in the error as a function of the number of iterations. Figure 7 compares the recovered and the actual values of the conductivity function along 
Example 3.
Consider the evaluation of the diffusion coefficient given by which is presented in Fig. 9 . The unknown conductivity function in this example has regions with relatively large gradients. Figure 10 shows the recovered function after 151 iterations with b ¼ 5.E -4 and 4% noise. Figure 11 compares the actual function and the recovered function along the diagonal for two different values of b. The present method relies on Tikhonov regularization to invert the matrix in Eq. (18). It penalizes large gradients, and by reducing b, a better value of the magnitude of the unknown function can be obtained. Figure 12 presents the reduction in the error for two different b's as functions of number of iterations.
Conclusion
In this paper, we presented a method for the inverse evaluation of the diffusion coefficient in a 2D elliptic problem. We used three 2D examples to study the applicability of this method. The result shows that this method has good robustness to noise. The presented method can also be combined with other methods to improve the quality of the recovered function. Future studies will include the combination of this method with other methods. 
