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In this study, we compare the charge transport properties of multiple (double stranded) dsRNA
sequences with corresponding dsDNA sequences. Recent studies have presented a contradictory
picture of relative charge transport efficiencies in A-form DNA:RNA hybrids and dsDNA. Using a
multiscale modelling framework, we compute conductance of dsDNA and dsRNA using Landauer
formalism in coherent limit and Marcus-Hush theory in the incoherent limit. We find that dsDNA
conducts better than dsRNA in both the charge transport regimes. Our analysis shows that the
structural differences in the twist angle and slide of dsDNA and dsRNA are the main reasons behind
the higher conductance of dsDNA in the incoherent hopping regime. In the coherent limit however,
for the same base pair length, the conductance of dsRNA is higher than that of dsDNA for the
morphologies where dsRNA has smaller end-to-end length relative to that of dsDNA.
INTRODUCTION
In recent years, the topic of DNA electronic conduc-
tance has gained much attention. DNA mediated elec-
tronic charge transport has been found to have biologi-
cal implications[1], relevant for processes such as redox
switching of [4Fe4S] clusters found in DNA processing
enzymes[2–4] and DNA damage [5, 6]. The study of
charge transport in nucleic acids is also relevant for assay-
ing genetic materials[7, 8]. Self-assembly, multiple mech-
anisms of charge transport[9] and sequence-based tenabil-
ity are some of the properties of dsDNA which make it a
promising candidate for molecular electronics apart from
its biological significance[10]. Several experimental[7, 11–
15] works have studied the charge transport properties of
dsDNA. A variety of theoretical approaches have been de-
veloped to study charge transport properties of DNA[16–
21]. Previous studies have invoked incoherent hopping
transport mechanisms[22, 23] and coherent transmission
of charges[7, 24] to explain the charge transport proper-
ties of DNA of various lengths. In contrast, the dsRNA
have not yet received much attention and only a few stud-
ies exist[25, 26] which provide some understanding of the
dsRNA electronic charge transport properties. RNA is
a macro-molecule comprising repeated stacks of nucle-
obases formed by either AU (UA) or GC (CG) pairs
coupled via hydrogen bonds[27]. In addition of having
Uracil instead of Thymine, RNA also has different back-
bone than DNA. While DNA has a deoxyribose and phos-
phate backbone, RNA has a ribose and phosphate back-
bone. The conformation of a nucleic acid depends on
the sequence, the environment of the NA chain[28] and
whether it is RNA or DNA[29]. Like dsDNA, RNA also
exists in double stranded form, although dsDNA exists
in B-form whereas dsRNA exists in A-form. Due to these
similarities and dissimilarities of RNA with DNA, some
obvious questions arise. Can dsRNA be used in molec-
ular electronics? If yes, which one will conduct better-
DNA or RNA?
Recently, Tao et al.[26] reported similar charge mobil-
ities in both DNA and RNA and found that the hole
mobilities are higher than the electron mobilities. Yuan-
hui et al.[12, 13] compared the charge-transport proper-
ties of guanine-rich RNA/DNA hybrids to dsDNA du-
plexes with identical sequences experimentally and re-
ported higher conductance and decay constants for A-
form RNA/DNA hybrids relative to B-form dsDNA.
Wong et al.[25] reported hole transport properties of A-
form RNA/DNA hybrid duplexes to compare with B-
form dsDNA duplexes. They found a shallow distance de-
pendence of hole transport rates in both types of duplexes
but a lower yield for hole transport in DNA:RNA hybrids
relative to dsDNA duplexes. These contrasting results in
the literature invoke a need for a more detailed exam-
ination of the charge transport phenomenon in nucleic
acids. Moreover, the electronic charge transport prop-
erties of dsRNA cannot be estimated from RNA/DNA
hybrids or A-form dsDNA as their conformational prop-
erties are different[30]. Through this study, we attempt
to fill this gap.
The aim of the present study is to characterize the
charge transport properties of A-form dsRNA and com-
pare them to B-form dsDNA. The electronic charge
transport in nucleic acids has been previously described
using three mechanisms: coherent tunneling[31], interme-
diate tunneling-hopping[32] and incoherent hopping[22].
In this work, we examine two different charge transport
mechanisms: a) thermally induced hopping charge trans-
port mechanism described by Marcus-Hush formalism[33,
34] and b) coherent transport mechanism described
by Landauer formalism[31]. Both the mechanisms in-
volve completely different physics and treat the charge
transport properties in two extreme limits: diffusive
and coherent. Previous studies present evidence for
both the incoherent and coherent mechanisms in nucleic
acids[9, 22, 31]. Studies have further showed the tran-
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2sition from hopping regime to tunneling regime in the
charge transport in DNA by varying the molecular length
and sequence[35]. The exact mechanism of charge trans-
port dominant in nucleic acids has attracted consider-
able debate[9, 12, 13, 22, 31, 36] in the literature. In this
work, we do not attempt to resolve this issue, instead we
present the charge transport properties using both the
mechanisms and justify the results using different struc-
tural parameters.
We compute the charge transport properties using a
multiscale modelling framework which combines molecu-
lar dynamics simulations and first principle calculations
for determining the structural and electronic properties
of nucleic acids. Additionally, the Kinetic Monte Carlo
simulation is used in the hopping mechanism. The effect
of sequence and base pair (bp) length is also studied here.
We also compute the structural parameters such as rise,
twist and inclination angle for both DNA and RNA se-
quences which are expected to influence the charge trans-
port in the hopping case.
We find that the dsDNA conducts better than dsRNA
independent of the charge transfer mechanism. The dif-
ference in conductance of dsRNA and dsDNA in the in-
coherent hopping regime can be attributed to the differ-
ent helical structural parameters of the two nucleic acids.
While helical dsRNA is on average more compact rela-
tive to dsDNA of the same base pair length, the coherent
conductance of dsDNA is higher than that of dsRNA of
the same end-to-end length. However, the smaller end-
to-end length of dsRNA relative to dsDNA leads to the
experimentally observed higher conductance of the for-
mer.
The paper is organized as follows: In the Methodol-
ogy section, we present the multiscale modelling frame-
work used for the current calculation. Detailed descrip-
tion of MD simulations and the formulations describing
incoherent hopping and coherent transport are discussed
in this section. In the Results section, we compare the
results obtained for dsDNA and dsRNA for both charge
transport mechanisms and correlate the results to var-
ious structural parameters. In the Conclusions section,
we discuss the implications of our results and connections
to experiments.
METHODOLOGY
MD Simulation
As a first step of the multiscale modeling framework,
we performed all-atom molecular dynamics (MD) sim-
ulation of the nucleic acids to predict a realistic sol-
vated structural ensemble of the nucleic acids. The ini-
tial structures of the duplex RNA in A-form and duplex
DNA in B-form for MD simulations were generated us-
ing the NAB[37] module available in the AMBER[37]
FIG. 1. Initial structure of (a) B-form DNA se-
quence d-(CGCGAATTCGCG). (b) A-form dsRNA d-
(CGCGAAUUCGCG) used for MD simulation. (c) Schematic
diagram showing DNA with electrodes. DNA/RNA are
shown in blue, while the electrodes are shown in yellow colour.
suite of programs. We then simulated dsRNA with
lengths of 12, 14, 16, 18 and 20 base pairs, using the
sequence d − (CGCGAnUnCGCG) with n = 2 to 6
and d − (CG)n (with n = 2 to 6) dsDNA and dsRNA
sequences to examine the length dependence of charge
transport properties of nucleic acids. In addition, to
study the effect of nucleic acid sequence on our results
comparing dsDNA and dsRNA charge transport in in-
coherent and coherent regimes, we also simulated four
other 12 bp long dsRNA and the corresponding dsDNA
sequences. These include d-(CGCGCGCGCGCG), d-
(CCCCCCCCCCCC), d-(AAAAAAAAAAAA) and d-
(AUAUAUAUAUAU) (d-(ATATATATATAT) for ds-
DNA).
Each dsDNA or dsRNA structure was solvated in a box
of water using TIP3P water model[38] using xleap mod-
ule of AMBER 16[37]. The water box dimensions were
chosen to ensure 15 A˚ solvation of the nucleic acid in
each direction. Appropriate number of Na+ counter ions
were added to neutralize the negative charge of phosphate
backbone of the nucleic acid chain. We used a combina-
tion of ff99bsc0 and OL3[39, 40] for RNA, whereas for
B-form DNA, we used ff99bsc0 and OL15[41, 42] force
fields. The system was equilibrated at a temperature of
300 K and a pressure of 1 bar. We performed a produc-
tion run of 100 ns for all the sequences using the PMEMD
code available in AMBER[37] package. For more details
about the simulation protocol, please refer to our previ-
ous work[8].
Structural snapshots along the trajectories were saved
after every 2 ps. For each sequence, we used 50 equi-
librated snapshots for charge transport calculations in
the hopping charge transport mechanism whereas for the
coherent mechanism, 25 snapshots were used for the cal-
culations. The initial NAB[37] generated structures of
B-DNA and A-RNA are shown in fig. 1(a) and fig. 1(b).
Fig. 1(c) shows a schematic diagram of a nucleic acid
chain with electrodes connected to its terminals. The
structural analysis of the dsDNA/dsRNA is done using
cpptraj module[37].
3The Hopping Transport
We use the Semi-Classical Marcus-Hush[33, 43] formal-
ism to calculate the current through the double stranded
nucleic acids. In this theory, charge transport is de-
scribed as incoherent hopping of charge carriers between
charge hopping sites. Several theoretical and experi-
mental investigations have demonstrated that the charge
transport in nucleic acids is mediated by stacked nucle-
obases through strong pi − pi interactions[8, 44]. In this
mechanism, we remove the backbone atoms from both
the dsDNA and dsRNA and use only the nucleobases
capped with hydrogen to satisfy valencies of the dan-
gling bonds for further calculations and optimizations.
In Marcus-Hush formalism, the charge transfer rate ωik
from ith charge hopping site to the kth hopping site is
given by[8, 33]
ωik =
2pi
h¯
|J2ik|√
4piλikkBT
exp[
−(∆Gik − λik)2
4λikkBT
] (1)
where Jij is the transfer integral[45], defined as
Jik =< φ
i|H|φk > (2)
Here, φi and φk are the diabatic wave functions lo-
calized on the ith and kth sites respectively. Both the
hole and electron current are calculated in this study. In
the case of hole transport, the Highest Occupied Molecu-
lar Orbital (HOMO) are used as the diabatic wave func-
tion whereas, for electron transport, Lowest Unoccupied
Molecular Orbital (LUMO) are used. To account for the
effect of dynamic disorder arising due to the thermal fluc-
tuations, electronic couplings between all possible nearest
neighbors charge hopping base pairs (fig. S8 of ESI) are
computed for 50 nucleic acid snapshots sampled from MD
simulations. H is the Hamiltonian for the two-site system
between which the charge transfer takes place. λik is the
reorganization energy. ∆Gik is the free energy difference
between two sites, h is the Planck’s constant, kB is the
Boltzmann constant, and T is the absolute temperature.
The reorganization energy, λik, has two parts : inner
sphere reorganization energy and outer sphere reorgani-
zation energy. Inner sphere reorganization energy takes
into account the change in nuclear degrees of freedom
when the charge transfer takes place between one charge
hopping site to another. This is defined as[8, 22, 46],
λintik = U
nC
i − UnNi + U cNk − U cCk (3)
UnCi (U
cN
i ) is the internal energy of neutral (charged)
base in charged (neutral) state geometry. UnNi (U
cC
i ) is
the internal energy of neutral (charged) base in neutral
(charged) state geometry. Whereas, the reorganization of
the environment as the charge transfer occurs is consid-
ered using the outer sphere reorganization. This param-
eter should have a similar value for dsDNA and dsRNA
as the solvation conditions for the two systems were the
same for all calculations. For simplicity, we set the outer-
sphere reorganization to 0 eV, in our calculations. Using
non-zero values of the outersphere reorganization energy
(up to 1 eV) does not change the relative conductance
trend of dsDNA and dsRNA (fig. S9 of ESI).
Free energy difference between two charge hopping
sites consits of two parts- internal free energy difference
and external free energy difference. The internal free en-
ergy difference is taken as the difference between internal
energies of the two hopping sites as[8, 22, 46]
∆Gintik = ∆Ui −∆Uk (4)
=> ∆Gintik = (U
cC
i − UnNi )− (U cCk − UnNk ) (5)
, where ∆Ui(k) refers to the adiabatic ionization poten-
tial (or eectron affinity) of base i(k) and ∆U
cC(nN)
i(k) is the
total energy of the base i(k) in charge (neutral) state and
geometry. The ionization energies and electron affinities
of dsDNA and dsRNA nucleobases are provided in table
2 of ESI. The external free energy difference is taken as
the potential difference between the two hopping sites as
described in ESI.
The calculation of transfer integrals and reorga-
nization energies are performed using density func-
tional theory (DFT) which have been carried out
with M062X/6-31g(d) functional level of theory using
Gaussian09[47] software package. Polarizable Continuum
Model (PCM)[48] is used in the calculations to consider
the effect of solvation arising due to surrounding water
medium of the base pairs. VOTCA-CTP[45, 46] software
package is also used to calculate the transfer integral val-
ues for all possible base pairs.
Kinetic Monte Carlo
Once the charge hopping rates are obtained for all
possible base pairs, Kinetic Monte Carlo[46, 49] (KMC)
method is used for the calculation of V-I characteris-
tics. In KMC algorithm, the time evolution of the
system is described by solving the master equation of
probabilities.[8, 22, 46]. In this scheme, a random charge
hopping site, i, is assigned a unit charge at the initial
time t = 0. To calculate the waiting time τ at charge
hopping site i, we use the relation[8, 22, 46]:
τ = −ω−1i ln(r1) (6)
where ωi =
∑n
j=1 ωij is the sum of the charge hop-
ping rates for all the possible hopping sites, j from site
4i, n is the total number of charge hopping sites available
for charge at site i and r1 is a uniform random number
between 0 and 1. After the calculation of the waiting
time, the total time is then updated as t = t + τ . The
hopping site, the j for which
∑
j ωij
ωi
is largest and ≤ r2,
is chosen as the site where the charge hops next. Here,
r2 is another uniform random number between 0 and 1.
The above condition ensures that the site j is chosen
with probability
ωij
ω . After this, we update the position
of the charge and repeat the above process which pro-
vides the probabilities for each site. The current is then
computed by solving the following master equation of
probabilities[50],
Ibp = −e[
∑
i
(Pb1ωb1i − Piωib1) +
∑
i
(Pb2ωb2i − Piωib2)]
(7)
Here, e is the unit electric charge, i stands for all the
possible hopping sites which are in the direction of flow
of current, b1 and b2 are the base stacks of base pair bp.
Hence, the mean current is average over all base pairs,
I =< Ibp >.
The Coherent Transport
To calculate the charge transport properties using
coherent tunneling mechanism, we use a methodology
which consists of the following three steps: a) ab ini-
tio calculations to obtain the Hamiltonian matrix for the
full dsDNA/dsRNA system, b) use of non-equilibrium
Green’s function (NEGF) method to get the transmis-
sion through the molecule, and finally c) obtaining the
V-I characteristics using Landauer formalism. This
framework has been used in several previous works to
study the charge transport properties of various organic
systems.[51–53]
We consider 25 nucleic acid structures sampled from
the last 2 ns of 100 ns long MD simulated trajectory
in our calculations. To obtain the Hamiltonian ma-
trices for these structures, we use GAUSSIAN 09[47]
adopting the semi-empirical method PM3[54]. The semi-
empirical method is used to reduce the computational
cost of the calculations. The Fock matrix obtained af-
ter semi-empirical calculation, which is in the basis of
atomic orbitals, is taken as the Hamiltonian matrix for
subsequent calculations.
To obtain the transmission through the molecule, the
NEGF framework is used, in which the molecular Green’s
function is modified due to atomic contacts with virtual
electrodes. The Green’s function is given by[20, 51]:
G(E) =
1
(EI−H− Σl − Σr) (8)
where, H is the Hamiltonian of the isolated molecule.
The self-energies Σl and Σr describe the broadening and
shifting effects of the left (l) and right (r) electrodes re-
spectively, on the molecular energies. In our calculations,
only imaginary part of the self-energy matrix is consid-
ered. The transmission probability for charge transport
from one electrode to the other electrode over all path-
ways is given by:
T (E) = ΓlGΓrG† (9)
Here, Γl and Γr are the broadening matrices given
by Γ = i[Σ − Σ†]. Several studies on molecular
conductance[31, 51, 55] have been carried out under these
approximations wherein the electrode atoms are not ex-
plicitly modelled, instead the effect of the electrodes has
been considered using the broadening matrices. We as-
sume that the electrodes electronically couple only to
the terminal base pairs and add the broadening param-
eter on all the atomic orbitals representing the terminal
base pairs‘ atoms only except for the backbone atoms.
Hence, the elements of the broadening matrices are given
as Γij = 0.1 eV, for the terminal base pair atomic orbitals
and i = j, and is taken as 0 eV otherwise.
The choice for the broadening matrices was fitted to
reproduce the magnitude of experimental currents. Using
the above formalism and parameters, we get the value
of transmission coefficient for a range of energy values.
After that, the Landauer expression [56–58] is used to get
the value of current I at a given voltage V :
I =
2e2
h
∫ −∞
∞
dE[f(E +
eV
2
)− f(E − eV
2
)]T (E) (10)
Here, f(E) is the Fermi energy function given by:
f(E) =
1
1 + exp((E − µ)/kBT ) (11)
Here, kB is the Boltzmann constant and T is the tem-
perature taken as 300 K and µ is the chemical potential of
the electrodes. We find that the Fermi level of the dsDNA
system increases by 0.36 eV upon the attachment of gold
electrodes in our other yet unpublished work. Hence, the
Fermi level in our calculations has been taken to be 0.36
eV above the HOMO energy level of each DNA/RNA
snapshot. Please note that these calculations may over-
estimate resonant transport as the decoherence effects
are neglected here[59]. The above formalism is applied
to 25 randomly chosen snapshots from last 2 ns trajec-
tory of 100 ns long MD simulation of both dsDNA as
well as dsRNA and the averaged V-I characteristics are
presented in the results section.
RESULTS AND DISCUSSION
Hopping Mechanism
The average V-I characteristic curve for 4 bp A-
RNA d-(CGCG) and B-DNA d-(CGCG) are shown in
5FIG. 2. V-I characteristic curve for (a) 4bp d-
(CGCG) B-DNA and A-RNA sequences and (b) 12 bp d-
(CGCGAATTCGCG) B-DNA and A-RNA sequences using
hopping transport mechanism. The hole current for 4 bp case
is µA, whereas for 12 bp sequences, it is in nA range. In both
the cases, dsDNA conducts better than dsRNA.
fig. 2(a). For comparison, we also show the V-I char-
acteristic curve for the 12 bp dsDNA and dsRNA d-
(CGCGAATTCGCG) in fig. 2(b). Clearly, A-RNA has
lower conductance than B-DNA, although the V-I char-
acteristics are similar i.e. the current is negligible for
very low voltages and grows non-linearly above a thresh-
old voltage. The current is of the order of µA for 4 bp
sequences, while for 12 bp sequences, it is in nA range.
To understand the effect of length of RNA on the con-
ductance in the hopping regime, we calculate the decay
constant using the conductance vs base pair lengths of
A-RNA (d− (CGCGAnUnCGCG)) as shown in fig. S7a
of ESI. The decay constant value is 0.16 A˚−1 which is
very small and indicates that the length dependence of
conductance is weak. A similar pattern has been found
for dsDNA[22] in previous works as well. The lower hole
transport yield of A-form DNA:RNA hybrids than B-
form dsDNA in the regime where the hole transport is
weakly dependent on the length, is also seen in experi-
ments before[25].
To understand the effect of sequence on the
conductance[14], we obtained the V-I curve for various
DNA and RNA sequences. The results obtained are very
similar, i.e. in each case B-form dsDNA conducts bet-
ter than the corresponding A-form dsRNA (fig. S1 of
ESI). The V-I characteristics shown here are for the hole
currents. The electronic current is also calculated which
is shown in fig. S2 of ESI. The electronic current is 2
orders of magnitude smaller than the hole current, but
for the electronic current as well, the trend remains the
same, i.e. dsDNA conducts better than dsRNA. The dif-
ference in the electronic and hole conductance is due to
higher reorganization energies required for electrons rela-
tive to holes. For example, the reorganization energy for
hole transport between cytosine and guanine is 0.60 eV
whereas for electron, it is 1.06 eV. Readers are referred to
ESI for more information on differences in reorganization
energies for holes and electrons for different nucleobases.
So, higher hole current is not surprising and has been
noted in several previous works[14, 25, 26].
As we have removed the backbone atoms from the cal-
culations, the chemical properties of DNA and RNA are
similar. So, the difference in the conductance of DNA and
RNA must be due to their structural differences. So, in
the following sections, we examined how the two nucleic
acids species differ in terms of their structural parame-
ters namely rise, helical rise, slide, inclination angle and
twist.
Structural Parameters
To understand the structural differences between A-
RNA and B-DNA, we plotted histograms of the helical
parameters for both DNA and RNA. The inclination an-
gle is a crucial parameter to understand the structure of
a nucleic acid. This is defined as the angle between the
helical axis and the rise vector[60]. As described in fig.
3, the helical rise is the distance between two consecutive
base pairs along the helical axis, whereas rise is the in-
ter base-pair translational parameter which measures the
distance between the two bases in the base pair reference
frame[61, 62]. The difference in helical-rise and rise be-
comes larger as the inclination angle increases (fig. 3).
The relation between helical rise (h− rise) and rise can
be understood in terms of inclination angle (θ) and slide
as (fig. 3) [60]:
h− rise = rise ∗ cosθ + slide ∗ sinθ (12)
FIG. 3. Schematic diagram describing the difference between
the helical rise and rise of nucleic acids. (a) If the inclination
angle and slide are zero, the bases are stacked one above other.
(b) For a non-zero inclination angle, the bases are tilted with
respect to the helical axis. (c) For a non-zero inclination angle
as well as non-zero slide, one base is displaced with respect to
other base in addition to the tilt. Thus, higher value of slide
leads to larger distance between the two bases.
The comparison of structural parameters between A-
RNA and B-DNA leads to a conclusion that although A-
RNA has less helical rise than B-DNA, they have similar
rise (fig. 4). Other observations are that the A-RNA has
higher inclination angle and slide than B-DNA, whereas
B-DNA has higher twist angle value than A-RNA. The
reason behind the difference in the helical rise of A-RNA
and B-DNA is the larger inclination angle and larger slide
6in A-RNA than B-DNA due to which the helical rise be-
comes smaller in A-RNA (fig. 4). The charge transfer
hopping rate is highly sensitive to the electronic cou-
pling of the hopping sites. So, any parameter that affects
transfer integral will directly affect the conductance val-
ues. We try to find the dependence of transfer integral
values on various structural parameters of nucleic acids
in the next section.
FIG. 4. Distribution of helical parameters for d-(CGCGAATTCGCG) sequence for B-DNA and correspondingly d-
(CGCGAAUUCGCG) for A-RNA. (a) Rise: Rise for A-RNA and B-DNA are almost same. (b) Slide: A-RNA has higher
absolute value of slide than B-DNA. (c) Helical Rise: Although rise of B-DNA and A-RNA are similar, the helical rise of
B-DNA is higher in magnitude than A-RNA. (d) Inclination angle: A-RNA has very high inclination angle than B-DNA. (e)
Twist: A-RNA has lesser twist angle than B-DNA.
Dependence of transfer integral values on nucleic
acid structural parameters
The electronic coupling between two charge hopping
sites is highly sensitive to their relative orientation as
well as their relative distance[63, 64]. In case of ds-
DNA and dsRNA, computed structural parameters such
as slide, inclination angle and twist angle impact the
relative geometry of two bases in different ways. For
instance, the effect of higher slide in dsRNA is to in-
crease the distance between the bases, whereas different
twist angle is responsible for different relative orienta-
tions in dsDNA and dsRNA. The probability distribu-
tion of electronic couplings for all possible charge hop-
ping sites of dsDNA and dsRNA shows that the elec-
tronic coupling values are higher for B-DNA than A-
RNA (fig. 5(a)). We present a distribution plot of cen-
ter of mass (C.O.M.) distance between bases in A-form
dsRNA of d-(CGCGAAUUCGCG) and B-form dsDNA
d-(CGCGAATTCGCG) chain (fig. 5(b)) and find that
the distance between bases in dsRNA is higher than B-
form dsDNA. The variation of transfer integral values
with the distance between two bases A and T is presented
in fig. 5(d)). Clearly, the transfer integral decays expo-
nentially with increase in rise. This dependence plays
a pivotal role in deciding the hopping rate between two
charge localization sites and hence decides the conduc-
tance of a DNA or RNA chain[65]. This is reflected in the
conductance values of these sequences. We also plotted
the variation of transfer integral values with twist angle
(fig. 5(c)). The transfer integral values vary periodically
with twist angles. Thus, the conductance of a nucleic
acid chain can be estimated from its structural proper-
ties using charge hopping mechanism. As a concluding
remark, it can be said that the dsDNA conducts better
than dsRNA in hopping regime due to their structural
differences. The dependence of transfer integral on slide
and twist leads to a difference in the charge hopping rates
between charge hopping sites leading to different charge
transport properties of the two molecules.
FIG. 5. (a) Probability distribution of log of square of
electronic coupling values of all possible hopping pairs of
50 morphologies of B-form dsDNA (d-(CGCGAATTCGCG))
and A-form dsRNA (d-(CGCGAAUUCGCG)).(b) Distribu-
tion graph of distance between consecutive base pairs of B-
DNA and A-RNA showing there are more small-distanced
bases in B-DNA than A-RNA, hence current is higher in B-
DNA. (c) Graph showing variation of the square of transfer
integral values with rise between two bases (A and T). Clearly,
the transfer integral values decrease rapidly with increasing
distances between bases. (d) Variation of square of transfer
integral values with twist angle between A and T shows that
the transfer integrals depend periodically on the twist angle
values.
7Effect of Disorder on the charge transfer properties
FIG. 6. (a) Auto-correlation function for electronic couplings
between the third G:C base pair of Drew-Dickerson dsRNA.
Clearly, the electronic couplings decay rapidly on a 10 fs
timescale. The inset shows the zoomed auto-correlation func-
tion decay over the first 60 fs. (b) Auto-correlation func-
tion for various structural parameters for the same G:C base
pair. Correlations for the structural fluctuations decay on
sub-picosecond (100-500 fs) timescale. (c) The current at 2
V for B-form dsDNA and A-form dsRNA with disorder ex-
plicitly considered using the formalism by Troisi et al.[66].
Clearly, dsDNA conducts better than dsRNA for any value of
τc. (d) Variation of the current at an applied potential bias
of 1V with the amplitudes of the additional disorder incorpo-
rated to the site energy values.
The fluctuations in the geometry of the nucleic acid
base pairs are known to be directly coupled to the charge
transfer rate.[66–71]. In our calculations, the structural
fluctuations are automatically considered since we com-
pute the electronic couplings for each possible base pair of
50 different morphologies taken from the MD simulated
trajectories. This ensures that the effect of fluctuations
of each structural parameter of the nucleic acid like rise,
slide, twist and inclination angle is considered properly
in the charge transport calculations.
In addition to the static disorder described above, dy-
namic fluctuations in nucleobase geometries (dynamic
disorder) on the timescale of charge transport can im-
pact hopping rates. In order to account for the effect of
dynamic disorder on the transport properties of dsDNA
and dsRNA, we use the formalism described by Troisi et
al.[66] Here, the correction in the hopping rate is given
by the following term[66]:
ω
(2)
ik = ω
(0)
ik 2
h¯2
τ2c
(λik + ∆Gik)
2 − 2λikkBT
(4λikkBT )2
(1− < Jik >
2
< J2ik >
)
(13)
where ω
(2)
ik is the correction term to the Marcus-Hush
hopping rate expression as described in eq. 1 and τc is
the characteristic fluctuation time of electronic couplings.
The term J2ik is replaced by < J
2
ik > in the eq. 1 as
described in Ref. [66]. We calculate the current for a
potential bias of 2 V for a range of τc values using the
modified hopping rate values for each base pair and find
that the relative trend of conductance of dsDNA and
dsRNA does not change (fig. 6(c)). This implies that
the dsDNA conducts better than dsRNA regardless of
the method of consideration of the dynamic disorder in
the calculation.
To explicitly examine the effect of disorder in the site
energies and electronic couplings on the relative conduc-
tion properties of dsDNA and dsRNA, we implement the
formalism used by Siebbeles et al.[72]. We introduce
fluctuations in the site energies as uncorrelated stochas-
tic processes in the KMC simulations. We sampled the
additional fluctuations from a uniform distribution with
amplitude, A, centered at zero as, δE ∈ [−A,A] where
A varies between 0 and 1 eV. Fig. 6d shows the vari-
ation of the current at an applied potential bias of 1 V
across dsDNA and dsRNA with the amplitudes of the ad-
ditional disorder added to the site energy values. Notice
that the conductance varies over several orders of mag-
nitude with changes in the disorder amplitudes. This is
expected since the charge hopping rates depend expo-
nentially on the site energy differences (eq. 1). Despite
this variability, the conductance of dsDNA is higher than
that of dsRNA for all values of disorders in site energies
considered here. Similarly, introducing additional fluc-
tuations to the electronic couplings of two hopping sites
does not alter the relative electronic conduction proper-
ties of dsDNA and dsRNA (fig. S5). Thus, our conclusion
that B-form dsDNA shows better electronic conduction
than A-form dsRNA in the incoherent hopping regime
is unaltered upon addition of dynamic disorder in KMC
parameters.
To understand the time scales involved in charge fluc-
tuation as well as structural fluctuations, we calculated
electronic couplings for the third C:G base pair for each
snapshot taken after every 8 fs from a short simulation
of 10 ps of Drew Dickerson dodecamer dsRNA. Fig. 6(a)
and fig. 6(b) shows the autocorrelation function of the
electronic couplings and various structural parameters re-
spectively. Clearly, the timescale over which electronic
coupling correlations decay is much smaller (¡100 fs) than
the timescale for fluctuations in nucleobase geometries
( picoseconds). Thus, the effect of dynamics disorder
appears to be minimal in these systems. To summa-
rize, dsDNA conducts better than dsRNA in the hopping
8regime regardless of the disorders in the dsDNA/dsRNA
systems.
Coherent Mechanism
The V-I characteristics curves for 4 bp d-(CGCG) ds-
DNA and dsRNA sequences using coherent tunneling
mechanism are shown in fig. 7(a). Clearly, dsRNA has
a higher conductance than dsDNA. Notably, the current
is of the order of few µA for both dsDNA and dsRNA.
This is in accordance with the results obtained using the
hopping charge transport mechanism.
As the position of the Fermi level relative to the molec-
ular orbital energies affects the magnitude of conduc-
tance in a drastic way, we sweep through multiple Fermi
energies values between the molecular HOMO-LUMO
gap and check the relative conductance of dsDNA and
dsRNA. Fig. 7(c) shows the logarithm of transmission
probabilities vs energies for dsDNA and dsRNA showing
that dsRNA has a higher transmission probability than
dsDNA independent of the position of the Fermi energy.
This indicates that the current at 100 mV at any given
Fermi energy will be higher for dsRNA. This can be seen
in fig. 7(b). Hence, 4 bp dsRNA conducts better than 4
bp dsDNA.
We also calculated transmission probabilities for 12
bp long dsDNA d-(CGCGAATTCGCG) and dsRNA d-
(CGCGAAUUCGCG). Fig. 8(a) shows the distribution
of tunneling current of different snapshots of dsRNA and
dsDNA at different potential biases. The distribution of
currents for dsDNA overlaps with a broad part of distri-
bution of currents for dsRNA. The solid lines represent
the arithmetic means of the two nucleic acids. Consid-
ering arithmetic mean is acceptable here as the distri-
butions are no longer expected to be log-normal. For
longer dsDNA/dsRNA strands, a mixture of coherent
mechanisms (tunneling as well as resonant transport)
are operational leading to the observed distribution and
averages[59]. The current at 1 V is of the order of few nA
in dsDNA which agrees with the experimental results[15].
Like 4 bp case, in 12 bp case also, at any given energy,
the transmission probability of dsDNA is lower than that
of dsRNA (fig. 8(c)). Consequently, the current at 100
mV at any Fermi energy is also less for dsDNA than
dsRNA (fig. 8(b)).
The reason for this trend can be understood in terms of
the high length dependence in tunneling mechanism[73].
It is known that the conductance depends approximately
exponentially on the length of the molecular device in
tunneling mechanism[73–75]. The end-to-end distance of
A-form dsRNA is always less than B-form dsDNA for
same base pair sequence. For example, in the sequences
used above, the distribution of end-to-end distance for 12
bp dsRNA shows that the average end-to-end distance for
A-RNA is 30.97 A˚ while for dsDNA, it is 38.72 A˚ (fig.
FIG. 7. (a) V-I characteristics curve for 4 bp dsDNA vs
dsRNA using coherent charge transport mechanism. Clearly,
dsRNA conducts better than dsDNA. The error bars for the
currents are derived assuming a log-normal distribution of
the tunneling current. (b) Variation of current at 100 mV
vs Fermi energy for 4 bp d-(CGCG) dsRNA and dsDNA. (c)
Variation of transmission probability vs energy. The brown
line represents the Fermi energy of the system. Both the
curves show that at any energy, 4 bp dsRNA conducts better
4 bp dsDNA.
9(a)). Due to this, dsRNA conducts better than dsDNA
for a given Fermi energy level. For 4 bp sequence, the dif-
ference in the end-to-end distance is lower which leads to
less difference in the order of magnitude of conductance.
Since the tunneling mechanism is highly length de-
pendent phenomenon[73], comparing the B-DNA and A-
RNA sequences with similar end-to-end distances should
provide a better insight to their physical properties. For
this purpose, we choose 20 snapshots both of 12 bp A-
RNA as well as of 12 bp B-DNA which have similar end-
to-end distance (between 34.6 A˚ and 34.7 A˚ (fig. 9(a)))
and calculate both hopping and tunneling charge trans-
port. We find that, dsDNA shows better conductance
than dsRNA for both incoherent hopping transport (fig.
9(b)) as well as coherent tunneling transport(fig. 9(c)
and 9(d)). However, in a given ensemble of B-DNA and
A-RNA strutures of the same base pair sequences, A-
RNA should be more compact, on average, and there-
fore show higher coherent conductance relative to B-DNA
(fig. 8(a)). This is consistent with our conclusion above
that the higher conductance of dsRNA in the tunneling
regime is due to its shorter end-to-end distance relative
to dsDNA since the structures having similar length show
similar relative conductance as that obtained in the hop-
ping regime. The V-I characteristics of the other 12 bp
dsDNA and dsRNA sequences calculated using tunnel-
9FIG. 8. (a) V-I characteristics curve for 12 bp dsDNA
d-(CGCGAATTCGCG) vs dsRNA d-(CGCGAAUUCGCG)
using coherent charge transport mechanism. The solid lines
represent the arithmetic means of the two nucleic acids. Con-
sidering arithmetic mean is acceptable here as the distri-
butions are no longer expected to be log-normal. Clearly,
dsRNA conducts better than dsDNA here. (b) Varia-
tion of current at 100 mV vs Fermi energy for 12 bp d-
(CGCGAAUUCGCG) dsRNA and the corresponding ds-
DNA. (c) Variation of transmission probability vs energy. The
brown line represents the Fermi energy of the system. Both
the curves show that at any energy, 12 bp dsRNA conducts
better 12 bp dsDNA.
ing mechanism also show that dsRNA conducts better
than dsDNA because of the smaller end-to-end length of
dsRNA relative to dsDNA (fig. S3 of ESI).
The hopping mechanism is a weakly length-dependent
process[73] and the electronic coupling between two
charge hopping sites plays a vital role in determining the
charge transport properties. Hence, factors such as the
local disorders and high flexibility of nucleobase stack-
ing reduce the conductance considerably in the hopping
mechanism. For hopping transport, the local structural
parameters like rise, slide and twist affect the conduc-
tance more than the end-to-end distance. Hence, in the
hopping regime, B-DNA conducts better than A-RNA
due to the above reason. In tunneling mechanism, at
long distances, the charge transfer drops approximately
exponentially with distance[74] and hence the end-to-end
length of the nucleic acid affects the conductance most.
The decay constant values for dsDNA and dsRNA are
0.52 A˚−1 and 0.74 A˚−1 respectively which represents
strong length dependence in coherent tunneling regime
(fig. S7b in ESI). Also, dsRNA has higher decay constant
relative to dsDNA suggesting stronger coherent mecha-
nisms in dsRNA. This is in accordance with previous ex-
perimental results [12, 15].
FIG. 9. (a) Distribution of end-to-end distance of
12 bp A-RNA d-(CGCGAAUUCGCG) and B-DNA d-
(CGCGAATTCGCG) for the 100 ns long simulation. B-DNA
has a higher average end-to-end distance than A-RNA. (b)
V-I characteristics for 20 structures of both 12 bp dsDNA
and dsRNA having similar end-to-end distance using hopping
charge transport mechanism. (c) Variation of transmission
probability vs energy for the same 20 structures. (d) V-I char-
acteristics for 20 structures of both 12 bp dsDNA and dsRNA
having similar end-to-end distance using coherent tunneling
charge transport mechanism. Clearly, in tunneling mecha-
nism, dsDNA has higher transmission probabilities and coher-
ent conductance relative to that of dsRNA when both have
similar end-to-end lengths. In hopping case, B-DNA conducts
better than A-RNA which shows that hopping phenomenon
is more dependent on base-pairs rather than the end-to-end
distance.
In order to compare our results with available experi-
ments, we also calculated the charge transport properties
of 9 bp B-form dsDNA and A-form dsRNA with sequence
d-(CCCGCGCCC). The charge transport properties of
this sequence have been studied experimentally in Ref.
15. The A-form 9-mer DNA:RNA hybrid used in Ref. 15
has almost one order of magnitude higher conductance
than B-form 9-mer dsDNA. In our study, we find a similar
result for tunneling transport (fig. 10(b) and fig. 10(c)).
On the other hand, for hopping transport (fig. 10(a)),
although the current is in nA range which is consistent
with the experimentally observed current range[15], B-
form dsDNA has almost 2 orders of magnitude higher
conductance than A-form dsRNA. We also calculated the
charge transport properties of 13 bp B-form dsDNA and
A-form dsRNA with sequence d-(CCCGCGCGCGCCC)
which also shows similar trends and the results are shown
in fig. S6. Hihath and co-workers[12, 13, 15] find A-
form DNA:RNA hybrids to be around 10 times more
conductive than B-form dsDNA showing the conforma-
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tional gating of dsDNA conductance in their experimen-
tal works. Moreover, they obtain a higher decay constant
for DNA:RNA hybrids relative to dsDNA. Our simula-
tions also show higher electronic conduction and decay
constant for dsRNA relative to dsDNA in the tunneling
regime, generalizing the conformational gating behavior
of nucleic acid conductance. In another series of exper-
imental works, Tao and co-workers[11, 35, 36, 76] study
the length and sequence dependence of dsDNA conduc-
tance and find dsDNA resistance to be of the order of
MΩ to GΩ which is in close agreement to the order of
magnitude of resistance observed from our calculations.
FIG. 10. (a) V-I characteristics curve for 9 bp (d-
(CCCGCGCCC)) dsDNA vs dsRNA using hopping charge
transport mechanism. The charge transport properties of
this sequence have been studied experimentally in Ref. 15.
dsRNA has almost two orders of magnitude less conduc-
tance than dsDNA. (b) V-I characteristics of both 9 bp (d-
(CCCGCGCCC)) dsDNA and dsRNA using coherent tun-
neling charge transport mechanism. (c) Variation of trans-
mission probability vs energy for 9 bp dsDNA and dsRNA.
Clearly, in the tunneling mechanism, dsRNA conducts better
than dsDNA by an order of magnitude which is seen experi-
mentally as well.
CONCLUSIONS
We have calculated and compared the charge transport
properties of dsDNA and dsRNA in two different charge
transport regimes. In the diffusive limit, i.e. the hopping
mechanism, dsDNA conducts better than dsRNA as the
higher values of slide and inclination angle in dsRNA
lead to lower currents in dsRNA despite its lower helical
rise. In the coherent limit as well, i.e. wherein a tun-
neling mechanism is dominant, dsDNA conducts better
than dsRNA sequences of similar lengths but because of
the smaller average end-to-end distance of dsRNA, it will
show better conductance than dsDNA for a general en-
semble of structures. Thus, the answer to the question
’DNA or RNA- which one conducts better?’ depends on
the regime under which the molecular charge transport
is measured. In the incoherent hopping regime, dsDNA
has higher conductance relative to dsRNA as it is more
ordered than dsRNA whereas in the coherent regime,
the observed conductance trend is reversed as dsRNA is
shorter than dsDNA. By knowing the regime in which the
molecule is conducting, one can easily get a fair estimate
of its electrical properties. Nonetheless, higher flexibility
and comparable conductance efficiencies of dsRNA rel-
ative to dsDNA make dsRNA also suitable for all the
organic electronics applications. This work provides an
understanding of the charge transport phenomenon in-
volved in the dsDNA and dsRNA which can contribute
significantly towards the field of molecular electronics
and RNA nanotechnology.
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HOLE CURRENT FOR DIFFERENT 12 BP SEQEUNCES OF DSDNA AND DSRNA
(a) (b)
(c) (d)
FIG. S1: Hole current for (a) d− (CG)6 (b) d− (CC)6 (c) d− (AA)6 (d) d− (AT )6 sequences of dsDNA and dsRNA using hopping
mechanism. For each sequence dsDNA conducts better than dsRNA in incoherent regime.
Hole current for different sequences of dsDNA and dsRNA using hopping mechanism are shown in fig. S1. For each
sequence, dsDNA conducts better than dsRNA in incoherent regime.
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2ELECTRONIC CURRENT FOR DIFFERENT 12 BP SEQEUNCES OF DSDNA AND DSRNA
(a) (b)
(c) (d)
FIG. S2: Electronic current for (a) d− (CG)6 (b) d− (CC)6 (c) d− (AA)6 (d) d− (AT )6 sequences of dsDNA and dsRNA using
hopping mechanism. For each sequence dsDNA conducts better than dsRNA in incoherent regime.
Electronic current for different sequences of dsDNA and dsRNA using hopping mechanism are shown in fig. S2.
Although, the electronic current is lower in magnitude than hole current, dsDNA conducts better than dsRNA for
each sequence in incoherent regime.
3CURRENT FOR DIFFERENT 12 BP SEQEUNCES OF DSDNA AND DSRNA USING COHERENT
TUNNELING MECHANISM
(a) (b) (c) (d)
FIG. S3: Transmission coefficient near Fermi energy region for (a) d-(CGCGCGCGCGCG) (b) d-(CCCCCCCCCCCC) (c)
d-(AAAAAAAAAAAA) (d) d-(ATATATATATAT) sequences of dsDNA and dsRNA using coherent tunneling mechanism. For each
sequence dsRNA has higher transmission probability than dsDNA in coherent regime.
V-I characteristics for different sequences of dsDNA and dsRNA using coherent tunneling mechanism are shown in
fig. S4. For each sequence, dsRNA conducts better than dsDNA in coherent regime.
(a) (b) (c) (d)
FIG. S4: V-I characteristics for (a) d-(CGCGCGCGCGCG) (b) d-(CCCCCCCCCCCC) (c) d-(AAAAAAAAAAAA) (d)
d-(ATATATATATAT) sequences of dsDNA and dsRNA using coherent tunneling mechanism. For each sequence dsRNA conducts better
than in coherent tunneling regime.
4EFFECT OF DYNAMIC DISORDER IN ELECTRONIC COUPLINGS
We introduce fluctuations in the electronic couplings as uncorrelated stochastic processes in the KMC simulations.
We sampled the additional fluctuations from a uniform distribution with amplitude, B, centered at zero as, δJ ∈
[−B,B]. Fig. S5 shows the variation of the current at an applied potential bias of 1 V across dsDNA and dsRNA
with the amplitudes of the additional disorder added to the electronic coupling values. Clearly, the conductance of
dsDNA is higher than that of dsRNA for all values of disorders in electronic couplings considered here.
FIG. S5: Variation of the current at an applied potential bias of 1 V across dsDNA and dsRNA with the amplitudes
of the additional disorder incorporated to the transfer integral values. Clearly, dsDNA conducts better than dsRNA
for all disorder amplitude values.
5EXPERIMENTAL RESULTS FOR 13 BP DSDNA AND DSRNA SEQUENCE
In order to compare the results with experiments, we also calculated the charge transport properties of 13 bp
B-form dsDNA and A-form dsRNA with sequence d-(CCCGCGCGCGCCC). The charge transport properties of this
sequence have been studied experimentally in Ref. [1].
(a) (b) (c)
FIG. S6: (a) V-I characteristics curve for 13 bp (d-(CCCGCGCGCGCCC)) dsDNA vs dsRNA using hopping charge transport
mechanism. The charge transport properties of this sequence have been studied experimentally in Ref. [1]. dsRNA has almost two orders
of magnitude less conductance than dsDNA. (b) V-I characteristics of both 13 bp (d-(CCCGCGCGCGCCC)) dsDNA and dsRNA using
coherent tunneling charge transport mechanism. (c) Variation of transmission probability vs energy for 13 bp dsDNA and dsRNA.
Clearly, in tunneling mechanism, dsRNA conducts better than dsDNA by an order of magnitude which is seen experimentally as well.
6DECAY CONSTANT
We have calculated the decay constant values for dsRNA in the hopping regime using the relation G = G0exp
−βL
(fig. S7a). The decay constant value of 0.16 A˚−1 implies a weak length dependence of hole current in hopping regime.
Whereas, the decay constant values of dsDNA and dsRNA in tunneling regime are 0.52 A˚−1 and 0.74 A˚−1 respectively
indicating strong length dependence of current in coherent regime (fig. S7b). Notably, the decay constant value is
higher for dsRNA relative to that of dsDNA.
(a) (b)
FIG. S7: (a) Graph showing the variation of conductance (ln (G/G0)) of dsRNA in hopping regime with the length of dsRNA. The
decay constant of dsRNA in hopping regime is 0.16 A˚−1. (b) A comparison of length dependence of dsDNA and dsRNA conductance in
coherent tunneling regime. The decay constant values of dsDNA and dsRNA in tunneling regime are 0.52 A˚−1 and 0.74A˚−1 respectively
indicating strong length dependence of current in coherent regime.
7(a) (b)
FIG. S8: (a) Schematic diagram describing the available hopping sites (i.e. the nucleobases) for a charge present at a charge hopping site
i. A charge present at a site other than terminal bases will have 5 sites to hop to. (b) Distribution of voltage along the dsDNA or dsRNA
chain during charge transport calculations. Here, we have assumed that the potential is distributed uniformly along the RNA chain.
HOPPING MODEL USED FOR CHARGE TRANSPORT CALCULATIONS
We use nearest neighbour hopping model. In this model, a charge present at any hopping site other than the
terminal bases has 5 available sites to hop to. These consists of 4 hopping sites from two adjacent base pairs and 5th
hopping site will be the complementary base of the present site. This is shown in fig S8.
Reorganization Energy and Free Energy Difference
∆Gij is the free energy difference between two sites defined as:
∆Gij = ∆G
int
ij + ∆G
ext
ij (S1)
∆Gextij is the contribution due to the external electric field, taken as the potential difference between the two hopping
sites in our calculations. We take uniform distribution of potential between the base pairs, i.e. consecutive base pairs
will have a potential difference of ( V(N−1) ) (fig. S8), while bases of same pairs will have zero potential difference i.e.
∆V =

( VN−1 ), for consecutive bases along the helical axis of DNA or RNA along positive voltage.
0, for base pairs at the same level along the helical axis.
−( VN−1 ), for consecutive bases along the helical axis of DNA or RNA along negative voltage.
(S2)
Whereas,
∆Gintij = U
cC
i − UnNi + U cCj − UnNj (S3)
Where, UnNi (U
cC
i ) is the internal energy of neutral (charged) base in neutral (charged) state geometry.
A comparison of reorganization energy for hole and electron transfer between different base pairs dsRNA (table SI)
clearly shows that the reorganization energy for electron is always higher relative to that for hole. As the hopping
rate critically depends on the reorganization energy, this difference leads to the difference in order of magnitude in
hole and electron transport.
8TABLE SI: Table comparing the reorganization energy for hole and electron transfer between different base pairs
dsRNA
From To Hole (eV) Electron (eV)
A A 0.57 0.65
A C 0.46 0.84
A G 0.64 0.73
A U 0.55 0.73
C A 0.54 0.93
C C 0.43 1.12
C G 0.61 1.01
C U 0.51 1.01
G A 0.61 1.20
G C 0.50 1.39
G G 0.68 1.28
G U 0.58 1.28
U A 0.60 0.98
U C 0.49 1.17
U G 0.67 1.06
U U 0.57 1.06
9EFFECT OF EXTERNAL REORGANIZATION ENERGY ON HOPPING CHARGE TRANSPORT OF
DSDNA AND DSRNA
The external reorganization energy, λij , has two parts : inner sphere reorganization energy and outer sphere
reorganization energy. The outer sphere reorganization energy is varied from 0 eV to 1 eV and the effect on the
current at an applied potential bias of 1 V through dsDNA and dsRNA has been plotted in fig. S9. Clearly, dsDNA
conducts better relative to dsRNA for all outersphere reorganization energy values. Hence, outersphere reorganization
energy is taken as 0 in all the calculations.
FIG. S9: Variation of current at an applied potential bias of 1 V with outer-sphere reorganization energy for 12 bp dsDNA
(d-(CGCGAATTCGCG)) and dsRNA (d-(CGCGAAUUCGCG)). Clearly, dsDNA conducts better than dsRNA for all values of
outer-sphere reorganization energies considered here.
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Ionization Energies and Electron Affinities of DNA base pairs
Table SII lists the ionization energies and electron affinities of DNA and RNA nucleobases.
TABLE SII: Table comparing the ionization energies and electron affinities of DNA and RNA nucleobases
Base Ionization Energy (eV) Electron Affinity (eV)
A 6.15 -0.93
C 6.51 -1.32
G 5.74 -0.61
T 6.80 -1.42
U 6.51 -1.33
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