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Dielectrophoresis (DEP) refers to a phenomenon where uncharged particles subjected to an 
electric field experience a force. This force requires an electric field whose strength varies 
across space, and a particle which can be polarised. DEP has been studied in a variety of 
contexts, from the separation of mineral ores to the precise alignment of carbon nanotubes; 
however, the greatest effort has been directed towards unmet needs in the life sciences. 
Biological cells are polarisable particles with distinct electrical properties which allow for 
their characterisation and selective manipulation by DEP. 
By alternating the electric field at different frequencies the DEP force becomes dependent 
upon different aspects of a cell's structure. At two characteristic frequencies this force 
undergoes a change of direction between attraction to, and repulsion from, regions of high 
electric field strength. The first frequency occurs in the 1 kHz to 1 MHz range and has been 
extensively researched, its value being a function of both the cell membrane's electrical 
properties and physical geometry. In the 10 MHz to 1 GHz range a second characteristic 
frequency is expected, whose value is thought to depend upon the electrical properties of the 
cell interior. Our knowledge of how cells behave at these higher frequencies is limited and 
provided the motivation for this work. 
The electrical theory used to study DEP is examined in terms of the aforementioned second 
characteristic frequency, referred to as fxo2. A device is designed and built to operate at 
frequencies of up to 300 MHz, providing observations of fxo2 in mammalian cells which are 
consistent with theory. The value of fxo2 appears to be unstable, gradually decreasing in time 
as a function of temperature. It is also found that this value is correlated to the concentration 
of potassium in cells, a relationship which is explored by forcing water into the cells. Finally, 
the health of a cell culture is found to directly influence fxo2, a finding which suggests its 





Dielectrophoresis (DEP) is a term which describes the motion of polarisable particles 
induced by a non-uniform electric field. It has been the subject of research into a variety of 
fields including nanoassembly, particle filtration and biomedicine. The application of DEP to 
the latter has gained significant interest in recent years, driven by the development of 
microfluidic “Lab-on-a-chip” devices designed to perform sophisticated biochemical 
processes. It provides the ability to characterise and selectively manipulate cells based on 
their distinct dielectric properties in a manner which is non-invasive and label free, by using 
electrodes which can be readily integrated with microfluidic channels. 
Under appropriate conditions a biological cell will experience a DEP force directing it either 
towards or away from concentrations in the electric field. At a so-called “crossover 
frequency” the cell is effectively invisible to the field resulting in no DEP force, a response 
typically observed in the 1 kHz to 1 MHz range. Its value is a function of cell membrane 
dielectric properties and has been the subject of research directed at devices capable of using 
it to both characterise and sort cells. 
The aim of this work was to investigate the behaviour of a higher frequency crossover 
referred to as fxo2, predicted to occur in the 1 MHz to 1 GHz range. At these frequencies the 
electric field is expected to penetrate the cell membrane and behave as a function of 
intracellular dielectric properties. Standard lithography techniques have been used to 
fabricate electrodes carefully designed to operate at these frequencies. The existence of fxo2 
was then confirmed in murine myeloma cells, in good agreement with dielectric models 
derived from impedance spectroscopy. A temperature dependent decrease in its value was 
observed with respect to the time that cells were suspended in a DEP solution. This decrease 
is consistent with previous studies which indicated an efflux of intracellular ions under 
similar conditions. 
An analytical derivation of fxo2 demonstrates its direct proportionality to intracellular 
conductivity. Direct control of the crossover was achieved by using osmotic stress to dilute 
the intracellular compartment and thereby alter its conductivity. By using a fluorophore 
which selectively binds to potassium, a strong relationship has been demonstrated between 
the value of fxo2 and the concentration of intracellular potassium. Measurements of fxo2 for an 
unfed culture demonstrated a correlation with viability and subtle shifts in its distribution 
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Programmed cell death which results in the orderly destruction of a cell. Apoptosis is 
necessary in ensuring normal cell turnover, the development of embryos and the destruction 
of cells which may present a health risk. 
B Cell 
One of three lymphocyte sub- types, named after their source of production in the bone 
marrow. B cell's are specialised by their ability to bind to specific antigens - foreign 
substances which can include bacteria or viruses. 
Colloid 
A substance in which insoluble particles of one matter phase, typically of micron scale and 
below, are dispersed in a medium of another. Examples of this include solid foams such as 
styrofoam, liquid aerosols such as fog and sols such as human blood. 
Conductivity 
A measure of how easily electric current can flow in a material, defined in units of siemens 
per metre (S/m) 
DEP (Dielectrophoresis) 
The movement of polarisable particles which are subjected to a non-uniform electric field. 
Dielectric 
Materials which become polarised in an electric field with zero or low electrical conductivity. 
Bound charges in the dielectric are transiently displaced by an alternating electric field. 
Dipole 
An object containing two opposing poles that, at large distances, is characterised by a vector 
quantity known as the dipole moment. 
DMSO (Dimethyl Sulfoxide) 
A widely used solvent in molecular biology which is water-miscible. 
Electrokinetic 
Techniques used to induce motion in particles by the application of an electric field. 
Erythrocyte 
Red blood cells which are circulated around the human body and that of most vertebrate 
animals. Erythrocytes provide a means of delivering oxygen to tissues via a circulatory 
system. 
Etoposide  
Also known as VP-16, etoposide is a chemotherapy drug which is used to treat a range of 
cancers by inducing apoptosis. 
FACS (Fluorescence-Activated Cell Sorting) 




Cells responsible for forming most of the connective structural framework in animal tissues. 
Fluorophore 
A fluorescent compound that absorbs light at one wavelength and re-emits it at a longer one. 
Fluorophores are often used to stain cell structures or as a probe for specific ions. 
Genistein 
A chemical found in soy beans which has been studied as a potential anticancer drug. 
Genistein is known to affect the progression of cancer by several mechanisms including the 
induction of apoptosis and arrest of the cell cycle. 
Haemocytometer 
A device used to count cells consisting of an indented thick glass slide and a thinner 
counterpart which are sealed together. The indent is filled with cell solution and a grid used 
to perform a count for a set volume of fluid. 
Hybridoma 
Cell lines which are created by fusing plasma cells that produce a desired antibody with 
myeloma cells selected for their ability to grow and absence of antibody production. The 
resulting line can then be used to mass produce the specific antibody. 
Hypoxic 
A condition in which cells are deprived of oxygen. 
IDE (Interdigitated Electrode) 
Comb-like electrode structures often used in thin-films material research and electrochemical 
analysis. 
Intracellular 
Referring to the contents of a cell, it's cytoplasm, nucleus and organelles. 
Lossy  
Dielectric materials which also dissipate energy, typically as heat, are described as lossy. 
These losses are generally a combination of both the material conductivity and a frequency 
dependent component of the permittivity. 
Lymphocyte 
One of five white blood cell types which comprise the immune system of a body. Three sub-
types of lymphocyte exist, known as B (Bone marrow), T (Thymus) and NK (Natural Killer). 
Monocyte 
One of five white blood cell types which comprise the immune system of a body. Monocytes 
can differentiate into macrophages which ingest both neutrophils and dead cell debris. 
Murine 
Of or relating to mice and associated rodents.  
Myeloma 
A cancer of plasma cells which are normally responsible for the controlled production of 
infection fighting antibodies. Genetic damage results in cells which are capable of evading 




One of five white blood cell types which comprise the immune system of a body. 
Neutrophils provide a rapid immune response, ingesting foreign material by phagocytosis. 
PBFI (Potassium-Binding Benzofuran Isophtalate) 
Fluorescent dye which selectively binds to potassium ions, often used in the AM 
(acetoxymethyl) ester form which allows the molecule to pass through cell membranes. 
PBS (Phosphate Buffered Saline) 
A buffer which is commonly used to wash and handle cells in biological research. 
Permittivity 
A measure of how easily a material is polarised by an electric field, defined in units of farads 
per metre (F/m) 
Plasma Cell 
A type of B cell responsible for the production of antibodies, proteins which bind to foreign 
antigens such as bacteria and viruses. These targets are either neutralised directly or tagged 
for immune attack. Plasma cells are normally short lived, for a specific immune response. 
Pluronic F-127 
A dispersal agent used with the AM esters of dyes, such as PBFI-AM, to enhance their 
solubility in water and facilitate the loading of cells in aqueous solutions. 
Propidium Iodide 
A fluorescent dye which is impermeant to viable cells with intact membranes. 
RPMI-1640 
A medium developed for the culture of leukemic cells. 
SPICE 
An industry standard analogue electrical circuit simulator. 
Trypan Blue 
Often used during cell counts to determine viability, trypan blue is a stain which is excluded 
by intact cells. 
TWD (Travelling Wave Dielectrophoresis) 
The movement of polarisable particles which are subjected to a travelling electric field. 
ROT (Electrorotation)  
The rotation of polarisable particles which are subjected to a rotating electric field. 
RVD (Regulatory Volume Decrease) 
A decrease in cell volume which occurs in response to hypotonically induced swelling, 
returning the cell towards its isotonic volume. 
Senescence 
In the context of cells, senescence refers to cells which cease to divide after a number of 
previous divisions. 
Staurosporine  
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In recent years the idea of microsystems which are capable of performing chemical and 
biological analysis have gained significant interest
1
. Biomedical applications represent one 
of the most interesting areas where microsystems are being exploited; where microfluidic 
devices incorporate novel approaches to identify and manipulate bio-particles such as cells 
based on a desired parameter. These microfluidic devices have the potential to transform 
healthcare by allowing personnel to perform diagnostics which may otherwise require a 
clinical laboratory, on small samples and at a low cost
1
. The detection of early stage cancer is 
one example of an area where significant advances could be made in hospitals, a process 
which currently requires personnel trained in both the usage and interpretation of specialist 
techniques outside of the clinic
2
. 
It is the developing world, however, which may provide the greatest demand based on the 




. The usefulness of 
microfluidic devices is dependent upon their ability to detect the relevant signs of disease, or 
biomarkers. Fluorescence-Activated Cell Sorting (FACS) is a technique commonly used by 
hospitals to analyse and sort cells, involving the attachment of fluorophore labels to surface 
proteins expressed by specific cell sub-populations
5
. FACS has been useful in identifying 
both the presence of stem cells
6
 and a range of immunodeficiency diseases
7
; however the 
equipment is immobile, expensive and requires specialised training. Microfluidic devices are 
able to exploit these label based approaches whilst holding the potential to avoid their 
drawbacks
8,9
. They also provide the ability to exploit other physical characteristics such as 
the mechanical
10,11
 and electrical properties
12,13
 of cells without the use of labels, both 
separately and in combination. Electrical devices based on both impedance spectroscopy and 
electrokinetics are capable of discriminating cells on the basis of their size and dielectric 
properties, in a manner which is both non-invasive and label-free
14
. It is research into these 





Impedance spectroscopy is a method by which the electrical properties of particles can be 
determined across a range of frequencies. The electrical impedance of an object is described 
as the ratio of the voltage applied across it divided by the current induced through it
14
. By 
suspending cells between electrodes their impedance can be measured as a function of 
frequency, allowing us to infer their electrical structure. In the 1910s Höber performed the 
first impedance measurements of erythrocytes at both low and high frequencies to estimate 
their intracellular conductivity
15-17
. During the 1920s Fricke developed an electrical 
description of disperse colloidal systems, or cell suspensions, based on the work of Maxwell 
which provided estimates for both the cell membrane capacitance and thickness of 8.1 
mF/m
2
 and 3.3nm, respectively
18-20
 – values which are close to those accepted today. 
The development of multi-shelled models has since been exploited by several researchers to 
extract detailed dielectric properties for suspended cells
21-24
. By incorporating electrodes into 
microfluidic channels Ayliffe et al.
25
 were able to perform the first single-cell impedance 
measurements within a microfluidic device. This impedance based approach has provided a 
means of evaluating the size, membrane capacitance and intracellular conductivity of 
individual cells, although the throughput rate is typically limited to hundreds of cells per 
second
14
. The biological importance of these properties remains an area of ongoing research, 
underpinning the relevance of all electrically based techniques. Although unable to rival the 
specificity of fluorophores, the potential simplicity of these devices and their label-free 
operation are attractive. An encouraging achievement has been the identification of 
lymphocytes, monocytes and neutrophils by single-cell impedance measurements using 
microlitres of whole human blood
26
. Impedance measurements are able to provide a detailed 
electrical analysis of cells however their ability to sort them en masse remains a key 
challenge. 
AC Electrokinetics 
AC electrokinetic techniques are based on the movement of particles subjected to alternating 
electric fields
27,28
. High strength electric fields are capable of translating and rotating 
particles in a manner dependent upon their dielectric properties, a characteristic which relates 
these techniques to the measurements of impedance spectroscopy. Dielectrophoresis (DEP) 
is a term coined by Pohl in the 1950s which refers to the translation of particles under the 
influence of a non-uniform electric field, a field which exhibits a spatial divergence in 
magnitude
29
. The ancient Greek philosopher Thales observed this phenomenon circa 600 BC 
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when straw became attracted to amber which had been rubbed vigorously
30
; however this 
was not exploited until the work of Hatfield in the 1920s for the extraction of tin ore
31
. Pohl 
later applied the same technique towards the characterisation and separation of cells and 
bacteria
32
, the study of which remains a principal focus of research to the present day. 
An understanding of DEP first requires an appreciation of how electric charge becomes 
redistributed in a material when an external electric field is applied. Many particles can be 
analysed in an approximate manner by simplifying their geometry as spheres or ellipsoids 
constructed from lossy dielectrics. These materials possess both free and bound charges 
which govern quantities referred to as their conductivity and permittivity, respectively. 
Conductivity quantifies the ability of a material to pass direct current (DC), providing a 
measure of how free charges are able to migrate under the influence of a static electric field. 
Permittivity quantifies the ability of a material to pass alternating current (AC), providing a 
measure of how bound charges are able to re-distribute under the influence of a time-varying 
electric field. A lossy dielectric particle will experience a re-distribution of charge when an 
electric field is applied, inducing the formation of a dipole which may be quantified in terms 
of an effective polarisability as a function of frequency
27
. 
As the electric field frequency changes so does the dominant mechanism of polarisation, 
each mechanism inducing a distinct change in the permittivity referred to as a dielectric 
dispersion. It is these mechanisms which dictate how particles such as cells become 
polarised when suspended in a fluid and subjected to an external electric field. At 
frequencies approaching DC the polarisability of materials tends to be governed by their 
conductivity. As the field frequency is increased the accumulation of charge at the boundary 
of dielectric materials becomes increasingly important, a mechanism known as interfacial 
polarisation. The conductivity, permittivity and geometry of the particle all act to determine 
how it becomes polarised at these frequencies, typically between 10 kHz to 10 MHz when 
considering the lipid membranes of biological cells. As the frequency is increased into the 
GHz range the behaviour of molecular dipoles, such as water, becomes important as they 
undergo orientational polarisation. In the THz range, crystalline materials experience ionic 
polarisation due to small displacements in their ionic bonds, and in the PHz range the 
distribution of electron clouds within atoms change as they undergo electronic polarisation. 
Consider a solid, spherical, dielectric particle suspended in an aqueous electrolyte between 
two electrodes. When a voltage is applied to the electrodes an electric field is set up which 
induces a dipole on the particle due to the redistribution of charge. If the particle is more 
polarisable than the surrounding medium, as shown in Fig. 1.1 (left), more charge is built up 
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on the inside of the particle-medium boundary and the induced dipole acts to oppose the 
applied electric field. If the particle is less polarisable than the surrounding medium, as 
shown in Fig. 1.1 (right), more charge builds up on the outside of the boundary and the 
dipole reinforces the electric field. The electric fields being considered here are completely 
symmetrical between the electrodes and thus no net force is induced upon either particle. If 
one of the electrodes were reduced to a point the electric field would be concentrated 
towards one side of the particle, resulting in a net force. A particle which is more polarisable 
than the surrounding medium will move towards this field concentration, a response 
described as positive DEP. If the particle is less polarisable than the surrounding medium it 
will move away from the concentration, a response described as negative DEP. 
 
Figure 1.1 – Polarisation of dielectric spheres which are more (left) and less (right) 
polarisable than their surrounding medium. The positive and negative symbols illustrate the 
accumulation of charge at the electrode-medium and particle-medium boundaries. 
When considering biological cells, which possess a conductive interior surrounded by an 
insulating membrane, the situation becomes more complex. The multi-shelled dielectric 
models developed by Fricke and others, with the impedance spectroscopy of cell suspensions 
in mind, are directly relevant to DEP as they describe the same fundamental geometry and 
dielectric parameters. These models provide an estimate of both the low frequency 
conductivity and high frequency (~100 MHz) permittivity for constituent parts of the cell 
structure. At low frequencies free charges are able to migrate in the field but at frequencies 
significantly above the interfacial dispersion it is the bound charges, or the effective particle 
permittivity, which dominates. Analysis of the cell model in terms of polarisability describes 
a transition from negative to positive DEP in the region of 100 kHz, based on intact cells 
suspended in a medium of sufficiently low conductivity (typically less than 100 mS/m). The 
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value of this crossover frequency is primarily a function of cell size, membrane capacitance 
and medium conductivity
33
. It is these frequency dependent transitions between negative and 
positive DEP which provide the basis for isolating dielectrically distinct cells. The impact of 
suspending cells in a low conductivity medium for extended periods of time is not well 
understood however evidence has emerged of a decrease in viability after several hours
34
. 
Nevertheless, the ease of evaluating and exploiting crossover frequencies offer clear benefits 
when operating under these conditions
35
. 
A variety of DEP electrode geometries have been developed to selectively trap or deflect 
cells in a microfluidic channel for downstream investigation. Interdigitated electrodes as 
shown in Fig. 1.2 (left) patterned on a single plane are often employed and are useful for 
measuring crossover frequencies. Under a negative DEP force of sufficient strength cells are 
able to levitate above the electrodes as gravitational, buoyancy and DEP forces sum to zero 
in the vertical axis. On transitioning to positive DEP the cells then become attracted to 
electric field concentrations which exist along the electrode edges. The strength of the 
electric field can be increased further by incorporating castellations
36
 as shown in Fig. 1.2 
(right) which generate regions of intense field non-uniformity at the corners. 
 
Figure 1.2 – Interdigitated (left) and castellated (right) DEP electrode geometries fabricated 
on a single plane. 
By constructing a microfluidic channel over these electrodes it is possible to trap a target 
sub-population of cells under positive DEP by exploiting differences in their crossover 
frequencies. This selective trap can be achieved by applying a frequency which is 
intermediate to the crossover frequencies of both sub-populations, an approach which has 
already been demonstrated in the separation of live from dead cells
37
, cancer cells from 
blood
38
 and differentiated myotubes from their multipotent progenitors
39
. By comparison to 
the hundreds of cells per second typical of single-cell impedance spectroscopy a DEP based 
device can exceed this by a factor of at least ten
28
 and is easily adapted to parallelisation. 
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A spatially rotating electric field can be generated by using a quadrupolar electrode 
arrangement as displayed in Fig. 1.3, where quadrupolar refers to the use of four independent 
electrodes surrounding a cell. By introducing phase shifts to each of the, otherwise identical,  
electrode signals an electric field which rotates in space is generated, the example showing it 
moving in a counter-clockwise direction. If the charge relaxation time – permittivity divided 
by conductivity –  of the medium exceeds that of the particle, a situation displayed in Fig. 
1.3 (left), the particle will rotate in the same direction as the field with a lag related to the 
torque induced upon it. If the charge relaxation time of the particle exceeds that of the 
medium the particle will rotate in the opposite direction, as displayed in Fig. 1.3 (right). 
 
Figure 1.3 – Polarisation of a dielectric particle in a rotating electric field of angular velocity 
ω when the charge relaxation time of the medium exceeds that of the particle (left) and vice 
versa (right). 
Early experiments by Pohl suggested that this electrorotation (ROT) behaviour was related to 
that of DEP
32
, for which the theoretical basis was later developed
40
. An advantage of this 
technique is the ability to characterise the behaviour of a cell across a wide range of 
frequencies whilst in suspension for an extended period of time. The ability to measure the 
response of cells across a broad frequency spectrum allows for the extraction of dielectric 
parameters using a multi-shelled model, in a manner similar to that of impedance 
spectroscopy. This approach has been successfully used to characterise the differences 
between viable and non-viable cells
41





 and changes to membrane capacitance as a result of protein 
expression
44
. As with impedance spectroscopy the analysis of individual cells is time 
consuming and the cells also need to be located in the small area between quadrupolar 
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electrodes. Although DEP devices do not typically provide the same level of dielectric detail 
they have the advantage of being simple to implement across a large area and integrate with 
microfluidics. 
It is, however, possible to convert the electro-rotational torque induced by phase shifted 
quadrupolar electrodes to a translational force, a technique known as travelling wave DEP 
(TWD). Instead of quadrupolar electrodes surrounding the cell they may instead be arranged 
as interdigitated electrodes which repeat periodically, a setup which is illustrated in Fig. 1.4. 
The particle will move as its dipole continually aligns with the travelling field, providing a 
means of moving cells without the use of fluid flow. 
 
Figure 1.4 – Polarisation of a dielectric particle in a travelling electric field of angular with 
the charge relaxation time of the particle exceeding that of the medium. 
In 1988, Masuda et al.
45
 applied travelling fields to erythrocytes (red blood cells) at 
frequencies of between 0.1 and 10 Hz using parallel electrodes and observed their 
translational movement. At such low frequencies electrophoretic forces need to be 
considered, however Hagedorn et al.
46
 later demonstrated this behaviour using particles of 
pollen and cellulose at frequencies of between 10 kHz and 30 MHz. At these frequencies the 
induced dipole moments and DEP become more important than surface charge and 
electrophoretic effects. TWD has since been used to separate viable from non-viable yeast 
cells
47
 and specific sub-types of white blood cell
48
. The eventual development of theoretical 
modelling relating the behaviour of TWD, ROT and DEP has consolidated our 
understanding of AC electrokinetics as a whole
49
. 
A great deal is now known about the theory underlying AC electrokinetics, the electrode 
geometries required to exploit it and the microfluidics with which it can be combined. The 
potential for high-throughput cell sorting based on these electrical techniques exists but 
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requires an understanding of the biological differences which can be detected, a non-trivial 
biophysical question. It is therefore important to fully exploit these electrokinetic phenomena 
and a gap in our understanding remains regarding the DEP behaviour of cells at very high 
frequencies, beyond 100 MHz. At such frequencies the electric field is expected to 
effectively short-circuit the capacitive membrane and interact directly with the cell interior
28
. 
Based on parameters extracted by impedance spectroscopy it is expected that a high 
frequency crossover exists marking a transition from positive back to negative DEP. 
Practical measurements of this transition have, to the authors knowledge, not been 
undertaken for mammalian cells and its behaviour remains unexplored. In principal its value 
should be a function of both intracellular conductivity and permittivity, parameters which 
may be useful in evaluating the physiological health of cells. Although high frequency 
dielectric properties can be examined by either impedance spectroscopy or electrorotation a 
DEP crossover could enable the construction of microfluidic separation devices which are 
both simple to implement and scale upwards. The aim of this thesis is to both verify the 
existence of this crossover and determine how it can be exploited. 
Thesis Outline 
In Chapter Two the fundamental theory underlying DEP is presented, beginning with a 
calculation of the force induced upon an infinitesimal dipole when subjected to a non-
uniform electric field. An expression for the electric potential surrounding a dipole is derived 
which forms the general basis for determining the DEP force in any given situation. The 
DEP force on a lossless dielectric sphere is derived and modified to account for the presence 
of conductive losses which introduce frequency dependent dispersions. By incorporating an 
additional shell it becomes possible to model the behaviour of a particle which is 
conceptually similar to a mammalian cell, possessing a conductive interior surrounded by an 
insulating membrane. 
The operation of adding shells is generalised in Chapter Three and used to develop a triple-
shelled model incorporating the nucleoplasm, nuclear envelope, cytoplasm and cell 
membrane as distinct entities. By substituting values for these dielectric parameters, derived 
from published broadband impedance spectroscopy measurements, the DEP spectrum of a 
mammalian cell suspended in a low conductivity medium is predicted. This analysis suggests 
the presence of a high frequency crossover, referred to as fxo2, which exists in the region of 
~215 MHz. The design of electrodes capable of applying voltages at these frequencies across 
an aqueous electrolyte requires careful consideration. A distributed RCR network is 
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introduced as a model and validated using interdigitated electrode and Greek cross test 
structures fabricated from platinum on glass. Accurate crossover measurements require a 
transition from levitation under negative DEP to electrode attachment under positive DEP. 
The frequency and voltage necessary for effective levitation is discussed and modelled using 
an electrostatic finite element simulation. These requirements are used to design and 
fabricate electrodes which are, in principle, capable of evaluating fxo2 for mammalian cells. 
Chapter Four describes the first measurements of murine (mouse) myeloma cells suspended 
in a low conductivity isosmotic solution and loaded into the DEP device. By mounting the 
device in an inverted microscope and applying a high frequency signal the cells are initially 
levitated above the electrodes as predicted. Sweeping the frequency downwards causes cells 
to become attracted to the electrode edges in a manner which is consistent with fxo2. An 
unexpected observation is an apparent decrease in this frequency over time which suggests 
the cells are not in a state of equilibrium when suspended in the DEP solution. This 
behaviour is also shown to occur for red blood cells and appears consistent with previously 
published observations of intracellular ion efflux for both cell types under similar conditions. 
Increasing the salinity of the solution reduces this initial efflux of ions which appears to 
occur immediately on suspension however the subsequent decrease over time remains 
identical. Temperature controlled experiments reveal that this process possesses an activation 
energy which is identical to an existing reported value for red blood cells. By exposing 
murine myeloma cells to DEP solutions with various combinations of salts the absence of 
potassium chloride is identified as a critical factor in this instability. Flow cytometry reveals 
that although the solution is isosmotic it is not isotonic and results in cell shrinkage on 
suspension, consistent with the initial efflux of ions. Cell viability is also shown to collapse 
on suspension but does not appear to trend in time with the associated decrease in fxo2 for 
intact cells. Based on these experiments the decision is taken to undertake subsequent DEP 
measurements within 30 minutes of suspension. 
In Chapter Five an analytical derivation of fxo2 is performed which indicates a direct 
proportionality to intracellular conductivity under the experimental conditions used. It 
therefore provides a complementary measurement to fxo1 which provides information 
regarding the morphological state and integrity of the cell membrane. An experiment is 
devised to directly control the value of fxo2 by applying hyposmotic stress to the cells such 
that water is driven into them to dilute their intracellular compartment. Measurements of fxo1, 
fxo2 and cell size are performed in tandem with flow cytometry using a potassium sensitive 
intracellular fluorophore. An osmolality of 215 mOsm/kg is identified as isotonic, 
significantly lower than that of the culture media. Relative to the isotonic datum, hypertonic 
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stress is shown to drive an efflux of potassium from the cell, a response which is reflected in 
measurements of fxo2. Hypotonic stress is shown to cause an increase in cell size with 
reductions to both fxo2 and intracellular potassium concentration which are both accounted 
for by the associated dilution. Both fxo2 and intracellular potassium display a strong 
correlation over the entire osmotic range explored, suggesting that fxo2 may be an effective 
parameter to evaluate the intracellular ionic health of cells. 
The viability of a cell culture is one of the most important parameters concerning a cell 
biologist. Murine myeloma cells are themselves now grown on an industrial scale for the 
production of monoclonal antibodies, an active area of research with implications for the 
treatment of diseases including multiple sclerosis, severe asthma and malignant tumours. A 
means of continually evaluating the health of cells for batch cultures, which are financially 
expensive, is desirable to both ensure their viability and to maximise productivity. A method 
of detecting changes to the intracellular ionic health of cells may provide an early warning 
system before the collapse of such cultures. Murine myeloma cells are maintained in an 
unfed culture for a period of six days over which the viability of the culture, determined by 
the exclusion of trypan blue, collapses. Over a subsequent period of five days the cells are 
then fed every two days resulting in the full recovery of culture viability. The mean value of 
fxo1 provides no clear trend over this experiment with uncertainty over the interpretation of 
membrane capacitance due to the potential for increased membrane conductivity with the 
onset of apoptosis. By comparison, the mean value of fxo2 correlates well with viability over 
the entire experiment and displays promise as a means of gauging the health of a culture. 
Whether it is capable of detecting subtle changes related to the onset of apoptosis, rather than 
that of necrosis as measured by viability, remains a question. Murine myeloma cells are 
exposed to etoposide, an anticancer drug which is known to induce the apoptotic process
33,50
, 
to determine if fxo2 is affected. No apparent correlation is found in the mean value of fxo2 with 
etoposide concentration after 6 or 24 hours. The mean value of fxo1 and estimated membrane 
capacitance, assuming low membrane conductivity, also show no correlation after 6 hours. 
After 24 hours the mean value of fxo1 increases noticeably with etoposide concentration and 
an associated decrease in the estimated membrane capacitance occurs, but at a stage where 
the onset of necrosis has already begun. Cumulative distribution plots of fxo1 and fxo2 suggest 
that both crossover frequencies experience a subtle shift after 6 hours of exposure, prior to 
any detectable change in cell viability. An apparent decrease in fxo1 with etoposide 
concentration appears to contradict previously published results however a concomitant 




Chapter Seven provides a summary of the thesis and highlights observations which are of 
particular relevance to dielectrophoresis and AC electrokinetics as a whole. The questions 
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The phenomenon of dielectrophoresis was briefly described in Chapter One. However a 
thorough mathematical analysis is necessary to gain a deeper understanding. In this chapter 





The foundations of this field do, however, stretch back to studies made by Herbert Pohl, 
James Clerk Maxwell and further. The concept of an infinitesimal dipole is first introduced 
and an expression derived for the dielectrophoretic force acting upon it when exposed to a 
non-uniform electric field. By deriving an expression for the surrounding electric potential 
the effective dipole moment will be introduced as a general means of determining this force. 
A lossless dielectric sphere is first considered and subsequently expanded to incorporate the 
effect of conductive losses under the action of an AC field. The addition of a spherical shell 
yields a model which is conceptually similar to the physical structure of mammalian cells, 
providing a firm foundation on which we can build an understanding of cellular 
dielectrophoresis. 
The Dipole 
An appropriate point to begin understanding dielectrophoresis is by considering an electric 
dipole and estimating the force exerted upon it when a DC electric field is applied. Consider 
the small dipole illustrated in Fig. 2.1 where two equal but opposite charges, +q and –q, are 
separated by a short distance 𝒅 and located at a position 𝒓. An electric field 𝑬 is applied 
which, if uniform, will induce a torque causing the dipole to align but result in no net force. 
A non-uniform field will also induce a net force which is the basis for dielectrophoresis. It is 
assumed that the arrangement of charge necessary to create such a field is unaffected by the 
presence of the dipole itself. If the displacement vector 𝒅  is infinitesimal in length by 
comparison to the field non-uniformities then a Taylor expansion around the position 𝒓 may 
be applied to determine the net force
1,3
: 
 𝑭 = 𝑞𝑬 𝒓 + 𝒅 − 𝑞𝑬 𝒓 = 𝑞 𝑬 𝒓 + 𝒅 ∙ ∇𝑬 𝒓 + ⋯ − 𝑞𝑬 𝒓  (2.1) 
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The Taylor expansion allows us to express the net force on a dipole as an infinite sum of 
terms, each one calculated by applying successively higher spatial derivatives of the electric 
field around a given position. It is therefore possible to consider only the most significant 
terms and derive an effective approximation to an otherwise complicated function. The 
electrophoretic first term is algebraically cancelled out, leaving the remaining terms which 
depend upon spatial derivatives of the electric field and therefore its non-uniformity. 
 
Figure 2.1 – A small dipole placed in a divergent electric field, the latter being defined at 
each of the dipole charges by the thickened vector arrows. The position vector r defines the 
location of a negative dipole charge, whose corresponding positive charge is displaced by the 
vector d. 
A standard approximation, when considering the electric field around a dipole, is to neglect 
the second and higher order derivatives if the external field non-uniformities are significantly 
larger in scale
2,4
. By neglecting these higher order terms and applying the limit of  𝒅 → 0 
such that the dipole moment 𝒑 = 𝑞𝒅  remains finite we arrive at an expression for the 
resultant force on an infinitesimal dipole: 
 𝑭𝑑𝑖𝑝𝑜 𝑙𝑒 = 𝒑 ∙ ∇𝑬 (2.2) 
The above expression is known as the dipole approximation to the dielectrophoretic (DEP) 
force. It states that no net force is exerted upon a dipole unless an electric field gradient due 
to a non-uniform field is applied. In deriving this expression it is assumed that these non-
uniformities are sufficient to induce a force but not so great that the higher order terms 















to correctly calculate the force applied on a particle located in the centre, which would 
otherwise be zero
5
. At locations which are close to the edge of electrodes – and when 
considering crossover frequencies, discussed on p29 – the first order dipole approximation of 
Eq.(2.2) is often considered to be of sufficient accuracy
6,7
. 
The dipole itself may arise due to an arrangement of permanent charges, a polar molecule for 
example, or be induced upon a particle by the applied field itself. A derivation of the 
effective dipole moment therefore depends upon the physical situation being considered. 
Before modelling a given situation we need to identify the general form of this dipole in 
terms of the electric potential surrounding a particle. The electric potential for any given 
situation can then be solved for, the effective dipole moment identified for substitution into 
Eq.(2.2) and the induced DEP force determined. Let us therefore consider the generalised 




Figure 2.2 – A small dipole in a dielectric solution of permittivity 𝜀𝑠  aligned to the z-axis 
where the origin is situated equidistantly between the two charges. Spherical coordinates are 
used with symmetry assumed about the z-axis, defined by an azimuthal angle υ (not 
displayed) in the out-of-page third dimension. 
A small but finite dipole constructed from two point charges positioned along the z-axis at z 























axisymmetric electric potential Φ(r,θ), where r and θ are the radial distance and polar angle 
in spherical coordinates to an observation point. At this observation point the net 
electrostatic potential may be determined by superposition of the electric fields due to the 
two charges: 







Both r+ and r- may be expressed as a function of d, r and θ by considering the geometry of 

















which can be expanded using a Maclaurin series - a Taylor series expansion of a function 
around zero - of the form
8
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  1 + 𝑥 −
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+ ⋯ (2.5) 
Legendre polynomials may then be used to further simplify this expression, expressed 
concisely by Rodrigues‟ formula as
9
: 





  𝑥2 − 1 𝑛   (2.6) 
where x is substituted by cos𝜃 for each term possessing an order n. These arise due to the 
spherical co-ordinates defining the effective multi-polar geometry of the potential. By 
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(2.7) 
Based on (2.3) and (2.7) the net electrostatic potential resulting from the two charges may be 
expanded as: 








+ ⋯ (2.8) 
The first term of this expansion being the dipole term of the electrostatic potential: 











where peff may represent any effective dipole moment which arises from the polarisation of a 
particle in a dielectric medium. Higher order terms of odd order also exist in Eq.(2.8) for the 
finite dipole. These are the corrections necessary given a finite spacing between the two 
charges as opposed to the principal term of Eq.(2.9) which, by itself, represents that of an 
infinitesimal point dipole. By solving for the electrostatic potential surrounding a particle 
and comparing it against this form we can identify the effective dipole moment – and 
therefore the induced DEP force of Eq.(2.2). 
The Lossless Dielectric Sphere 
The first situation which we should consider is that of a non-conducting sphere of radius R 
and permittivity 𝜀𝑝  suspended in a solution of permittivity 𝜀𝑠 , as displayed in Fig. 2.3. Such a 
particle is not only equivalent in terms of its external geometry to many cells suspended in 
solution, it can be further refined to more accurately reflect the behaviour of a cell. It is 
assumed that a uniform field of magnitude 𝐸0, oriented in the z direction, existed prior to the 
sphere being inserted and that no free charges are present anywhere. 
 
Figure 2.3 – A non-conducting dielectric sphere in a dielectric solution of permittivity εs, 
subjected to a uniform electric field parallel to the z-axis. Spherical coordinates are used with 
symmetry assumed about the z-axis, defined by an azimuthal angle υ (not displayed) in the 







𝐸  𝑟 → ∞ = 𝐸0𝑧 
21 
 
As the sphere is dielectrically both isotropic and homogenous it will become polarised 
symmetrically around the z-axis. Subject to an electrostatic potential satisfying Laplace‟s 
equation ( ∇2∅ = 0 ) a potential arises both inside 𝜑𝑖  and outside 𝜑𝑜  the sphere where the 
following solution form is assumed
10
: 
 𝜑𝑖 = −𝐵𝑟 cos𝜃                                            𝑟 ≤  𝑅   (2.10) 
 𝜑𝑜 = −𝐸0𝑟 cos𝜃 +
𝐴 cos𝜃
𝑟2
                      𝑟 ≥  𝑅  (2.11) 
In the above equations A and B are coefficients which need to be solved by applying 
appropriate boundary conditions at the surface of the sphere. Inside of the sphere, described 
by Eq.(2.10), a single component acts along the same axis as the applied electric field. The 
outside of the sphere is described by Eq.(2.11), where the first term corresponds to the 
applied electric field itself and the second term accounts for the effective dipole, induced by 
the former. By solving for the coefficient A we can therefore identify the effective dipole 
moment and determine the induced DEP force. The solution of this electrostatic problem 
requires the following constraints at the surface of the sphere: 




 𝑟 = 𝑅,𝜃 = 𝜀𝑠
𝜕𝜑𝑜
𝜕𝑟
 𝑟 = 𝑅,𝜃  (2.13) 
Eqs.(2.12) and (2.13) ensure that both the electric potential and normal component of the 
displacement flux vector are continuous across the spherical boundary. The former is 
required for a solution which is consistent across the interior to exterior dielectric boundary. 
The latter must be satisfied as the dielectric materials are non-conducting and therefore 
prevent the accumulation of charge at the interface. By combining Eqs.(2.10) through (2.13) 









By substituting Eq.(2.14) into the external electric potential expression of Eq.(2.11) we can, 
by comparison to Eq.(2.9), identify the effective dipole moment: 









which is known as the Clausius-Mossotti factor, the effective polarisability of the cell being 
equivalent to this factor multiplied by 3εs
11
.  Substitution of Eqs.(2.16) and (2.17) into 
Eq.(2.2) yields an expression for the DEP force exerted upon a lossless and homogenous 
dielectric sphere in a dielectric medium: 










Eq.(2.18) states that the DEP force is zero in a uniform field, that it is proportional to the 
particle volume and that the induced dipole moment may be directed either with or against 
the applied field. The latter is dependent upon whether the particle permittivity is greater or 
less than that of the surrounding medium, dictating whether the particle is attracted to or 
repelled from concentrations in the electric field. This behaviour is encapsulated in the 
Clausius-Mossotti factor K(εp,εs) and commonly referred to as either positive DEP in the 
attractive and negative DEP in the repulsive cases. A key consideration in the development 
of DEP devices is the generation of an electric field which is sufficiently non-uniform to 
move particles of interest. The use of high field strengths can lead to thermal, 
electrochemical or dielectric breakdown issues. By reducing the distance between electrodes 
the generation of large field gradients becomes possible at low voltages. At the microscopic 
scale this induced DEP force may orders of magnitude higher than both gravity and 




Our analysis of spherical particles thus far is only applicable to lossless particles. There are 
many cases where we need to account for conductive losses which, in the case of biological 
cells, will arise due to the presence of free ions throughout their intracellular structure. When 
considering a homogenous but conductive dielectric subjected to an AC field such losses 
may be accounted for by an expression referred to as the complex permittivity: 




where 𝜀 is the permittivity in F/m, 𝜍 the DC conductivity in S/m, ω the angular frequency of 
the electric field in rad/s and j is the imaginary unit vector  −1. The Clausius-Mossotti 
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factor of Eq.(2.17) may be re-written as a complex function incorporating these frequency 










At low frequencies the current flowing is principally conductive and caused by the 
movement of free ions which act in phase with the applied AC field. At higher frequencies a 
displacement current associated with the perturbation of bound dielectric charges begins to 
dominate. The materials forming the particle-solution interface behave as a capacitor with 
displacement current leading the field by up to π / 2 radians. A charge relaxation time of τr = 
ε/σ is associated with these lossy dielectrics and may be used to estimate the frequency at 
which the displacement exceeds the conductive current as fr = 1/2πτr. Based on an aqueous 
solution of 50 mS/m conductivity fr is in the region of 10 MHz but rises significantly in 
physiological media of 1.5 S/m conductivity to over 300 MHz. 
As the Clausius-Mossotti factor of Eq.(2.20) is complex both its magnitude and phase vary 
with ω, the latter implying that the applied electric field and dipole moment exhibit a 
separation in phase. This separation is due to charging effects which occur at the surface of 
the sphere, a process known as Maxwell-Wagner interfacial polarisation
12,13
 which exhibits a 





A lossless dielectric of relative permittivity 2.5, representative of a polystyrene sphere, 
suspended in an aqueous solution of 50 mS/m conductivity exhibits a relaxation frequency at 
approximately 10 MHz. By increasing the particle conductivity to introduce loss we reduce 
τMW and increase the frequency at which this relaxation occurs. The DEP behaviour of lossy 
particles, as a function of frequency, should therefore account for these relaxations. In order 
to estimate the DEP force induced on a lossy particle in conductive media we first need to 
consider the applied AC electric field, expressed as a complex phasor. Fig. 2.4 displays a 
phasor of magnitude E0(r) at an angle of ωt radians from the horizontal axis, where E0 is the 
electric field magnitude as a function of position r and t is the time in seconds. As time 
proceeds the phasor rotates in a counter-clockwise direction, the horizontal and vertical 
components varying with the cosine and sine of the phasor angle, respectively. The situation 
is mathematically equivalent to the complex number E0(r)e
jωt
, where the real and imaginary 
components are plotted on the horizontal and vertical axes according to Euler's formula: e
jx
 = 




Figure 2.4 - Representation of a phasor in Cartesian form where the horizontal and vertical 
axes represent the real and imaginary components, respectively. 
We arbitrarily define the real component of the complex phasor, displayed in Fig. 2.4, to be 
its instantaneous value in reality: 
 𝐸 𝒓, 𝑡 = 𝑅𝑒 𝐸0 𝒓 𝑒
𝑗𝜔𝑡   (2.22) 
where “Re” indicates that the real component of the phasor is being used. Based on Eq.(2.22), 
and using the complex Clausius-Mossotti factor of Eq.(2.20), the effective dipole moment of 
Eq.(2.16) may be re-written to account for frequency dependent conductive losses as: 
 𝑝𝑒𝑓𝑓







∗ 𝐸0 𝒓 𝑒
𝑗𝜔𝑡  (2.23) 
The instantaneous effective dipole moment is therefore: 
 𝑝𝑒𝑓𝑓  𝒓, 𝑡 = 𝑅𝑒  𝑝𝑒𝑓𝑓







∗ 𝐸0 𝒓 𝑒
𝑗𝜔𝑡   (2.24) 
Eq.(2.24) allows us to understand the DEP behaviour of such a particle. The induced, time-
dependent, DEP force for a lossy sphere may be calculated based by assuming it is a point 
dipole subjected to a time-varying electric field of magnitude E0 based on Eqs.(2.24) and 
(2.2): 
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The RMS average of the electric field for any general position allows us to derive the time-
averaged DEP force acting upon this homogenous but lossy dielectric sphere: 








2  (2.26) 
Since the real part of the Clausius-Mossotti factor Re{K} varies with the angular frequency 
ω so does the average DEP force. All of the frequency dependent behaviour is encapsulated 
in the Clausius-Mossotti factor with solution permittivity, particle size and field non-
uniformity determining the precise force induced. The resulting behaviour is plotted in Fig. 
2.5 for a sphere of relative permittivity 2.5 and a range of conductivities suspended in an 
aqueous solution of 50 mS/m conductivity. In the DC limit the magnitude and polarity of 
Re{K} is determined by particle conductivity, as should be expected from Eq.(2.19). If the 
particle and solution conductivities are equal then no DEP force is induced in this limit. A 
lossless particle will experience strong negative DEP, with Re{K} plateauing at -0.5. Above 
~100MHz the value of Re{K} depends upon the relative difference in particle and solution 
permittivities. The point of transition - or relaxation - between these two regions is simply 
determined by the polarisation time constant of Eq.(2.21) in the case of a homogenous 
sphere. 
Figure 2.5 – The real part of the Clausius-Mossotti factor for a homogenous lossy dielectric 
sphere. Particle relative permittivity εp = 2.5 and conductivity σp = 0, 25, 50 and 100 mS/m. 
Solution relative permittivity εs = 80.1 and conductivity σs = 50 mS/m. 
100 kHz 1 MHz 10 MHz 100 MHz 1 GHz
σp = 0 mS/m
σp = 25 mS/m
σp = 50 mS/m



























The Single-Shelled Sphere 
DEP is often considered in the context of biological particles as opposed to simple 
homogenous spheres of polystyrene. Mammalian cells, for example, possess an elaborate 
intracellular structure built from dielectrically distinct components. The presence of a 
nucleus, nucleoplasm, cytoplasm, cell membrane and a variety of intracellular structures 
with their associated relaxation mechanisms serve to complicate any analysis. A simplified 
method is to model the cell in an approximate manner by the use of concentric dielectric 
shells, an approach based on the theory developed by Fricke
14-16
. Such a heterogeneous, 
multi-shelled, structure can then be analytically transformed into a homogeneous smeared 
out sphere that exhibits the same frequency dependent dielectric behaviour observed 
experimentally. To understand this procedure let us first consider the single-shelled sphere 
displayed in Fig. 2.6.  
 
 
Figure 2.6 – A single shelled dielectric sphere built from a core and surrounding shell, 
possessing their own complex permittivities and “smeared” into an equivalent sphere of the 





















In a similar manner to the homogenous sphere of Fig. 2.3 we first assume a form for the 
solution of the electrostatic potential, subject to Laplace‟s equation: 
 𝜑1 = −𝐷𝑟 cos𝜃                                                                 r <  R1     (2.27) 
 𝜑2 = −𝐵𝑟 cos𝜃 +
𝐶 cos𝜃
𝑟2
                                           ( R1  <  𝑟 <  R2 ) (2.28) 
 𝜑𝑠 = −𝐸0𝑟 cos𝜃 +
𝐴 cos𝜃
𝑟2
                                         ( R2  <  𝑟 ) (2.29) 
Boundary conditions are applied at the dielectric interfaces which correspond to continuity 
of the electric potential and normal component of the displacement field: 
 𝜑1 𝑟 = 𝑅1 ,𝜃 = 𝜑2 𝑟 = 𝑅1 ,𝜃  (2.30) 




 𝑟 = 𝑅1 ,𝜃 = 𝜀2
𝜕𝜑2
𝜕𝑟




 𝑟 = 𝑅2 ,𝜃 = 𝜀𝑠
𝜕𝜑𝑠
𝜕𝑟
 𝑟 = 𝑅2 ,𝜃  (2.33) 
Based on the forms of Eqs.(2.9) and (2.29) only the co-efficient A = peff / 4πεs is required to 
determine the effective dipole moment as this dictates the solution outside of the particle. 






where 𝜀𝑒𝑓𝑓  is the smeared out effective permittivity representing the core and shell: 


























Note that the co-efficient A contains the Clausius-Mossotti factor, similar to that derived for 
the lossless and homogenous dielectric sphere Eq.(2.17) with the substitution of a smeared 
out effective permittivity for the single-shelled sphere. As for the homogenous sphere, these 
expressions may be generalised further to account for conductive losses of the solution and 
particle by substituting in complex permittivities defined by Eq.(2.19). The resulting 
expression can then be compared against Eq.(2.9) to identify the effective dipole moment 
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and substituted into Eq.(2.2) for the instantaneous DEP force, thus allowing us to determine 
the time-averaged DEP force on a single-shelled lossy dielectric sphere: 












































The single-shelled model is the simplest dielectric representation of a cell where the core is 
equivalent to the intracellular volume and the shell is equivalent to an insulating lipid 
membrane. Substituting representative values into the equations above yields the real part of 
the Clausius-Mossotti factor – Re{K} – displayed in Fig. 2.7. 
 
 
Figure 2.7 – The real part of the Clausius-Mossotti factor for a single-shelled lossy dielectric 
sphere. A transition from negative to positive DEP occurs at a frequency fxo1 followed by a 
transition back to negative DEP at fxo2. Core relative permittivity ε1 = 50, conductivity σ1 = 
0.5 S/m and radius r1 = 2.5µm. Shell relative permittivity ε2 = 5, conductivity σ2 = 0 S/m and 
radius r2 = 2.51µm. Solution relative permittivity εs = 80.1 and conductivity σs = 50 mS/m. 





























At low frequencies the single shell model's behaviour is determined by conductivity which is 
effectively zero for the particle due to the insulating membrane. The real part of the 
Clausius-Mossotti factor K therefore tends towards a value of -0.5 and strong negative DEP. 
At higher frequencies the behaviour of cells is determined by both their interior permittivity 
and that of their suspending solution, the cell membrane acting as a capacitor which is 
effectively short circuited. The frequency at which the electric field begins to penetrate the 
cell interior is a function of the membrane conductivity, permittivity and thickness. 
A useful method of analysing any multi-shelled dielectric cell model is to interpret it in terms 
of an equivalent electrical circuit
17
. The approach has been of use to researchers looking to 
fit data extracted by impedance spectroscopy
18
 and provides an insight into the frequency 
dependent electrical characteristics of the cell structure. In Fig. 2.8 this approach is shown 
for a triple-shelled model of a cell which includes a distinct nucleus, the full dielectric model 
for which is considered further in Chapter 3. It is the conductivities, permittivities and 
geometry of each shell that dictate the value of resistances and capacitances used in this 
equivalent model. The membrane is modelled by the equivalent resistors Rm in parallel with 
capacitances Cm, on both sides. The cytoplasm is modelled by a resistor Rcp which forms a 
branch parallel to that of the nucleus. A resistor Rnp models the nucleus, or nucleoplasm, 
surrounded by the capacitors Cne which form the nuclear membrane. The cell may be 
suspended in a conductive solution, between electrodes which apply an AC signal across the 
equivalent circuit of Fig. 2.8. It is therefore clear that the membrane forms a low-pass RC 
filter with the capacitor Cm bypassing the resistance Rm at sufficiently high frequencies. The 
analysis of this circuit model
19
 reveals that above ~1 MHz nearly all of the applied signal 
voltage is dropped across the cytoplasm and nucleus. 
At intermediate frequencies the behaviour is a function of both Maxwell-Wagner membrane 
polarisation and dielectric relaxation of the core itself, processes which are a mixed function 
of the cell's constituent permittivities and conductivities. Positive DEP occurs between 1 and 
100 MHz which results in a transition between the negative and positive regimes at two 
crossover frequencies termed fxo1 and fxo2, respectively. The DEP force on the particle at 
these frequencies is zero and its effective dielectric properties exactly balance those of the 
solution displaced. Under these conditions the cell is indistinguishable from the local electric 
field, a situation which is equivalent to the effective dipole moment of Eq.(2.16) being equal 
to zero. In the high frequency limit it is intracellular permittivities which dictate the 
behaviour of cells, as described by Eq.(2.19). Both Re{K} and the DEP force are negative in 





Figure 2.8 – An equivalent electrical circuit for a cell with nucleus. The membrane is 
modelled by the resistors Rm and capacitors Cm. The cytoplasm is modelled by a resistor Rcp 
in parallel with the nucleus, the membrane of which is modelled by the capacitors Cne and 
nucleoplasm by the resistor Rnp. 
Crossover frequencies can provide an effective means of sorting cells if their value is related 
to a desired trait of the particle. Two particles which exhibit different values of fxo1, for 
example, may be differentiated by applying a frequency located between them. The low fxo1 
particle will be attracted towards an applied field concentration whilst the high fxo1 particle is 
repelled. This approach has formed the basis for many microfluidic DEP sorting devices by 
either selectively attracting particles onto patterned electrodes or using more sophisticated 
deflection geometries. If crossover frequencies exist the real part of Eq.(2.20) must equal 
zero which, by substituting expressions for the particle and solution complex permittivity 
based on Eq.(2.19), yields Eq.(2.38).  
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+ 2𝜀𝑠 − 2
𝑗𝜍𝑠
𝜔𝑥𝑜
   
               =
1
𝜔𝑥𝑜
2  𝜍𝑝 + 2𝜍𝑠  𝜍𝑠 − 𝜍𝑝 −  𝜀𝑝 − 𝜀𝑠  𝜀𝑝 + 2𝜀𝑠 = 0  







 𝜍𝑝 + 2𝜍𝑠  𝜍𝑠 − 𝜍𝑝 
 𝜀𝑝 − 𝜀𝑠  𝜀𝑝 + 2𝜀𝑠 
 (2.38) 
When considering a single-shelled particle the conductivity σp and permittivity εp of the 
particle represent effective values which are determined by the smeared expression of 
Eq.(2.37). An analytical solution to Eq.(2.38) in the low frequency case was derived by 
Huang et al.
20
 for mammalian cells by applying DC approximations proposed by Schwan
21
, 








In this equation R is the radius of a spherical cell with membrane conductance Gm and 
capacitance Cm per unit area, respectively, suspended in a solution of conductivity σs. Gm 
accounts for both the passive conductance of ions across the membrane and the surface 
conductance associated with the electrical double layer which surrounds all cells. The second 
term of Eq.(2.39) is often neglected as it is typically 100x smaller than the first, thus 
allowing a determination of the membrane capacitance from fxo1 and cell radius alone for a 
known solution conductivity. 
As the solution conductivity is increased fxo1 rises in a proportional manner, however the 
DEP spectrum, plotted in Fig. 2.9, is altered drastically. By quadrupling the solution 
conductivity from 50 to 200 mS/m the peak value for Re{K} is roughly halved, severely 
reducing the applied DEP force. The practical impact of this force reduction depends on the 
device but may increase the time required or potentially lead to a complete failure in 
identifying any crossover. At 800 mS/m the particle will only experience negative DEP and 
prevents the possibility of using any crossover based separation. Mammalian cells are 
typically grown in culture media of ~1.5 S/m conductivity and therefore require re-
suspension into a lower conductivity solution. DEP solutions based upon this approach are 
widely used and have presented few issues in the fxo1 regime, as long as they are isotonic and 




Figure 2.9 – The real part of the Clausius-Mossotti factor for a single-shelled lossy dielectric 
sphere. Parameters are as described for Fig. 2.6 with solution conductivities σs = 50 mS/m, 
200 mS/m and 800 mS/m. 
 
Figure 2.10 – The real part of the Clausius-Mossotti factor for a single-shelled lossy 
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Membrane capacitance is an important parameter to derive and is related to the topography 
of a cell membrane. The modelled cell-like structure assumes a perfect sphere; however real 
cells exhibit blebs, microvilli and ruffles which contribute to the membrane capacitance per 
unit area Cm. Fig. 2.10 displays the effect of varying this membrane capacitance on the DEP 
spectrum at values representative of actual cells. As predicted by Eq.(2.41), fxo1 scales with 
the inverse of Cm but also indicates that these differences are largely restricted to the lower 
end of the spectrum. At higher frequencies this capacitance effectively short circuits the 
membrane at which point intracellular dielectric properties are expected to dominate the 
DEP response, leading to a higher frequency crossover. 
Electrorotation 
The DEP force acting on a dielectric particle was derived by considering an infinitesimal 
dipole in a non-uniform electric field.  A torque may also be exerted upon a dipole due to the 
net forces acting about its centre, with contributions from each charge: 






× −𝑞𝑬 = 𝑞𝒅 × 𝑬 = 𝒑 × 𝑬 (2.40) 
This torque is only dependent on the magnitude and direction of the applied electric field 
rather than its gradient, as is the case for the induced DEP force. A torque will therefore arise 
if the dipole moment and electric field are not in alignment, assuming that any non-
uniformities in the electric field are significantly larger than the dipole itself. If the field is 
time-varying then the instantaneous torque may be expressed for the complex effective 
dipole vector 𝒑𝑒𝑓𝑓
∗  as: 
 𝑻 𝑡 = 𝒑𝑒𝑓𝑓
∗  𝒓, 𝑡 × 𝑬∗ 𝒓, 𝑡 = 𝑅𝑒 𝒑𝑒𝑓𝑓
∗  𝒓 𝑒𝑗𝜔𝑡  × 𝑅𝑒 𝑬∗ 𝒓 𝑒𝑗𝜔𝑡   (2.41) 
Defining the electric field as being circularly polarized in the form 𝑬∗ = 𝐸0 𝑥 − 𝑗𝑦  , the 
time-averaged torque based on the complex effective dipole of Eq.(2.23) is: 













The dependence of this electrorotation, or ROT, on the imaginary component of the 
Clausius-Mossotti factor clearly indicates its relationship to DEP and the real component. 
This relationship is governed by the Kramers-Krönig integrals
22
 which provide a unifying 
framework for these phenomena. If we consider a lossy dielectric particle in a rotating 
electric field, such as that generated by the quadrupolar electrodes described in Fig. 1.3, a 
dipole is induced which will continuously attempt to align itself with the field. If the charge 
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relaxation time τr = ε / σ of the suspending solution exceeds that of the particle it will rotate 
with the electric field, if the opposite is true the particle will rotate against the field. 
Although the induced charges follow the field it is their continuous repulsion which 
generates a torque and as the particle surface rotates it pulls the surrounding solution with it. 
Since the solution adjacent to the particle rotates with it, but not the bulk further away, the 
adjacent layers of fluid must rotate at angular velocities which diminish with distance. These 
infinitesimal layers of fluid experience friction between themselves, leading to a drag force 
which is proportional to the particle's angular velocity. This proportional constant is known 
as the dynamic viscosity and allows for a derivation of the steady-state angular velocity
1
: 











where η is the fluid dynamic viscosity in PaS. By this method it is possible to derive the 
imaginary part of the Clausius-Mossotti factor from the measured angular velocity of a cell 
across a range of frequencies, allowing for the fit of a multi-shelled dielectric model. 
Although not considered in this thesis the approach is noteworthy as it has already been used 




Figure 2.11 – The imaginary part of the Clausius-Mossotti factor for a single-shelled lossy 
dielectric sphere. Parameters are as described for Fig. 2.6 with solution conductivities σs = 
50 mS/m, 200 mS/m and 800 mS/m. 
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Figure 2.12 – The imaginary part of the Clausius-Mossotti factor for a single-shelled lossy 
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2
. 
In Fig. 2.11 the imaginary part of the Clausius-Mossotti factor is plotted for the particle and 
solution conductivity values of Fig. 2.9. The peaks of the ROT spectrum correspond to the 
points of steepest gradient in the DEP spectrum, a direct result of the Kramers-Krönig 
relationship which also holds for the membrane capacitance in Figs. 2.10 and 2.12. In 
principle a separation system based on TWD could be used to exploit differences in 
intracellular conductivity that affect the zero-rotation point of the ROT spectrum. The 
primary drawback of this approach is the associated influence from the cell membrane at 
these frequencies, an issue which should be avoided at the higher frequency DEP crossover. 
Conclusion 
The infinitesimal dipole has been introduced and used to derive a general expression for the 
DEP force acting upon it. By using the effective dipole method an expression for this force 
has been derived for a lossless and homogenous dielectric sphere. This expression indicates 
that the DEP force is proportional to particle volume, requires a non-uniform electric field 
and has behaviour dependent upon the difference in dielectric properties between the particle 
and suspending solution. The incorporation of complex permittivities to account for loss and 
the addition of a shell via an effective smearing method yielded a model which is analogous 
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to mammalian cells. This model exhibits two crossover frequencies marking the transition 
between regions of negative and positive DEP. An expression for the first crossover fxo1 
provides important information regarding membrane topography and the basis for selectively 
characterising and separating cells. The higher frequency crossover fxo2 is expected to be a 






1 Jones, T. B. (1995) Electromechanics of Particles, Cambridge: Cambridge University 
Press. 
2 Pethig, R. (2010) Review Article-Dielectrophoresis: status of the theory, technology and 
applications. Biomicrofluidics, 4 (2), 022811. 
3 Struik, D. J. (1969) A Source Book in Mathematics, 1200-1800, Cambridge: Harvard 
University Press. 
4 Halliday, D., Resnick, R. & Walker, J. (2005) Fundamentals of Physics, Hoboken: John 
Wiley & Sons. 
5 Washizu, M. & Jones, T. B. (1994) Multipolar dielectrophoretic force calculation. 
Journal of Electrostatics, 33 (2), 187-198. 
6 Pethig, R., Bressler, V., Carswell-Crumpton, C., Chen, Y., Foster-Haje, L., Garcia-Ojeda, 
M. E., Lee, R. S., Lock, G. M., Talary, M. S. & Tate, K. M. (2002) Dielectrophoretic 
studies of the activation of human T lymphocytes using a newly developed cell profiling 
system. Electrophoresis, 23 (13), 2057-2063. 
7 Pethig, R., Lee, R. S. & Talary, M. S. (2004) Cell physiometry tools based on 
dielectrophoresis. Journal of Laboratory Automation, 9 (5), 324-330. 
8 Zwillinger, D. (2002) CRC Standard Mathematical Tables and Formulae, 31st Edition, 
Boca Raton: CRC Press. 
9 Altmann, S. L. & Ortiz, E. L. (2006) Mathematics and Social Utopias in France: Olinde 
Rodrigues and His Times (History of Mathematics), Providence: American Mathematical 
Society. 
10 Stratton, J. A. (1941) Electromagnetic Theory, New York: McGraw-Hill. 
11 Morgan, H. & Green, N. G. (2003) AC Electrokinetics: Colloids and Nanoparticles, 
Baldock: Research Studies Press. 
12 Maxwell, J. C. (1891, reprinted 1998) A treatise on electricity and magnetism, 3rd ed., 
New York: Oxford University Press 
13 Wagner, K. W. (1914) Erklärung der dielektrischen nachwirkungsvorgänge auf Grund 
Maxwellscher Vorstellungen. Archiv für Elektrotechnik, 2 (9), 371-387. 
14 Fricke, H. (1925) The electric capacity of suspensions of red corpuscles of a dog. 
Physical Review, 26, 682-687. 
15 Fricke, H. (1925) The Electric capacity of suspensions with special reference to blood. 
The Journal of General Physiology, 9 (2), 137-152. 
16 Fricke, H. (1925) The electric resistance and capacity of blood for frequencies between 
800 and 4½ million cycles. The Journal of General Physiology, 9 (2), 153-167. 
38 
 
17 Schoenback, K. H., Buescher, E. S. & Beebe, S. J. (2002) Bioelectrics - New 
applications for pulsed power technology. IEEE Transactions on Plasma Science, 30 (1), 
293-300. 
18 Pethig, R. & Schmueser, I (2012) Marking 100 years since Rudolf Höber's discovery of 
the insulating envelope surrounding cells and of the β-dispersion exhibited by tissue. 
Journal of Electrical Bioimpedance, 3, 74-79. 
19 Ellappan, P. & Sundararajan, R. (2005) A simulation study of the electrical model of a 
biological cell. Journal of Electrostatics, 63 (3-4), 297-307. 
20 Huang, Y., Wang, X. B., Becker, F. F. & Gascoyne, P. R. C. (1996) Membrane changes 
associated with the temperature-sensitive P85gag-mos-dependent transformation of rat 
kidney cells as determined by dielectrophoresis and electrorotation. Biochimica et 
Biophysica Acta (BBA) - Biomembranes, 1282 (1), 76-84. 
21 Schwan, H. P. (1957) Electrical properties of tissue and cell suspensions. Advances in 
Biological and Medical Physics, 5, 147-209. 
22 Pastushenko, V. P., Kuzmin, P. I. & Chizmadzhev, Y. A. (1985) Dielectrophoresis and 
electrorotation: a unified theory of spherically symmetrical cells. Studia biophysica, 110, 
51-57. 
23 Gimsa, J., Müller, T., Schnelle T. & Fuhr, G. (1996) Dielectric spectroscopy of single 
human erythrocytes at physiological ionic strength: dispersion of the cytoplasm. 
Biophysical Journal, 71 (1), 495-506. 
24 Han, S. I., Joo, Y. D. & Han, K. H. (2013) An electrorotation technique for measuring 
the dielectric properties of cells with simultaneous use of negative quadrupolar 








Device Requirements, Design & Fabrication 
Introduction 
The concept of a crossover frequency, where the dielectrophoretic force induced upon a cell 
is zero, was introduced in Chapter Two. To simplify the theoretical discussion a single-
shelled model of a cell was used. Under experimental conditions which are typical for DEP - 
i.e. for mammalian cells suspended in an isosmotic solution of less than 50mS/m 
conductivity at room temperature - a crossover referred to as fxo1 occurs below a frequency of 
1 MHz. This crossover has been a principal focus of research to date and widely understood 






. At higher 
frequencies a crossover referred to as fxo2 is predicted and is expected to be a function of 
intracellular dielectric properties. 
In this chapter the theory is further developed by incorporating additional shells to the model 
which thereby allow us to represent the intracellular structure of a cell, an approach used to 
provide an estimate of the expected frequency range for fxo2. These higher frequencies 
require the careful design of a device which itself needs to be modelled appropriately. A 
distributed RCR network is proposed for this purpose and validated against a range of test 
structures by measurement of their impedance spectra. The levitation of cells is discussed as 
a practical necessity for the accurate measurement of their crossover frequencies, one which 
dictates the minimal operating voltage and thus bandwidth of a device. Based on these 
requirements a device is designed and fabricated which is able to operate over the expected 
frequency range of fxo2.  
The Multi-Shelled Spherical Model of a Cell 
A high frequency crossover marking a transition from positive to negative DEP is predicted 
by the single-shelled cell model introduced in Chapter Two. Referred to as fxo2, the 
behaviour of a cell at these high frequencies is determined by intracellular dielectric 
properties which are only approximately modelled by the simple core volume. By adding 
further shells to this model it is possible to incorporate the nucleoplasm, nuclear envelope, 
cytoplasm and cell membrane as distinct – albeit simplified – entities. By generalising the 
smearing operation of a single shell and core described by Eq.(2.35) any effective core may 
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be merged with its surrounding shell
4
, a procedure which may be summarised by the 
































 shell of complex permittivity 𝜀𝑛
∗  and radius rn is merged with the surrounding 
(n+1)
th
 shell of complex permittivity 𝜀𝑛+1
∗  and radius rn+1. The complex permittivity 𝜀𝑛
∗  may 
be expressed in the form of Eq.(2.19) for the first shell and more generally as the result of a 
previous smearing operation. This transformation creates a sphere of complex permittivity 
𝜀𝑒𝑓𝑓
∗  and radius rn+1 which can then act as the core for a subsequent transformation, a 
procedure which may be repeated to homogenise an entire particle. A diagram of its use is 
displayed in Fig. 3.1 where the effective permittivity of an n-shelled sphere is derived by n 
successive applications of Eq.(3.1). 
The expected DEP spectrum for murine lymphocytes derived from electro-impedance 
measurements made by Asami et al.
5
 is shown in Fig. 3.2. It assumes suspension into an 
solution of 50 mS/m conductivity with fitted parameters as described in the figure legend. 
DEP crossovers exist where the real part of the Clausius-Mossotti factor is equal to zero, a 
condition which first occurs at 400 kHz for the low frequency crossover fxo1. Of particular 
importance is the expected value for fxo2 of 215 MHz. Several parameters are likely to affect 
its position and distribution however the ratio of nucleus to cytoplasm is amongst the most 
significant, a parameter which can vary greatly over the cell-division cycle. By varying the 
modelled nucleus volume from zero up to the entire intracellular space it is suggested that 
fxo2 could potentially range from 90 to 300 MHz. This analysis is simplified as intracellular 
variations in both ionic concentration and organelle structure could have a significant effect, 
nevertheless it is informative and should be considered a minimal requirement. A DEP 
device was therefore required which could apply an electric field of sufficient strength and 










Figure 3.1 – A multi shelled dielectric sphere built from a core and n shells, each possessing 
their own complex permittivity, progressively transformed by n smearing operations into an 





























Figure 3.2 – The real part of the Clausius-Mossotti factor for a triple-shelled lossy dielectric 
sphere based on the fitted electro-impedance measurements of murine lymphocytes made by 
Asami et al. Nucleoplasm relative permittivity ε1 = 52, conductivity σ1 = 1.35 S/m and radius 
r1 = 2.460µm. Nuclear envelope relative permittivity ε2 = 28, conductivity σ2 = 6 mS/m and 
radius r2 = 2.500µm. Cytoplasm relative permittivity ε3 = 60, conductivity σ3 = 0.32 S/m and 
radius r3 = 2.893µm. Membrane relative permittivity ε4 = 6.8, conductivity σ4 = 32 µS/m and 
radius r2 = 2.900µm. Solution relative permittivity εs = 80.1 and conductivity σs = 50 mS/m. 
Interdigitated electrodes are ubiquitous in DEP research, possessing a geometry which is 
simple to fabricate and capable of generating fields of high non-uniformity at the micron 
scale. Such fields inherently involve the use of high capacitances with small geometries that 
allow the use of low operating voltages. At the operating frequencies of fxo1 – typically 
below 1 MHz – the design of such electrodes is relatively trivial. In addition, the requirement 
of low solution conductivities allows for the definition of a large electrode area without great 
concern for loading or bandwidth. At the high frequencies being considered for fxo2, however, 
the need arises for an accurate model capable of predicting the precise electrical behaviour of 
the electrodes. 
  































Interdigitated Electrode Modelling 
Interdigitated electrodes (IDEs) are often considered as lumped capacitances; however this 
approximation may break down under various conditions. A pair of IDEs is displayed in Fig. 
3.3, each formed by a conductive pad and track deposited onto a substrate. Under typical 
DEP conditions a conductive aqueous solution is deposited over the electrodes and an AC 
voltage is applied across the two pads. This voltage generates a non-uniform electric field 
across the gap with field concentrations situated along their opposing edges. The gap itself 
constitutes a load which is both resistive and capacitive, due primarily to the ionic 
conductivity and permittivity of the solution, respectively. Assuming a glass substrate is 
being used, its contribution to the net conductivity across the gap is negligible. Likewise, 
glass will not contribute significantly to the capacitance across the gap as its permittivity is 
significantly lower (εr = 6.8 for glass versus εr = 80.1 for water). 
 
 
Figure 3.3 – Geometry for a pair of IDE tracks deposited on a substrate. 
In practice the tracks possess a resistance per unit length and therefore require a distributed 
RC network to account for the load placed across them. It is clearly desirable to minimise the 
voltage dropped along the length of these tracks. Unfortunately, solving for the frequency 
response of these networks involves hyperbolic functions which do not readily lend 
themselves to a simple analysis
6
. Alternatively, the geometry may be broken down into unit 
sections of circuit which still provide a good approximation. The RCR network displayed in 
Fig. 3.4 was selected for this approach where lumped components represent the track 
resistance Rt, gap resistance Rg and gap capacitance C for each unit section – by simply 
increasing the number of units used the accuracy of this model may be improved. Zhu et al.
7
 
suggested the use of a distributed network to account for the apparent DEP induced 
translation of particles around spiral electrodes, a phenomenon which was exploited in the 
construction of particle chains; a thorough analysis of which was not undertaken. An 
important advantage of this approach is its ease of implementation in circuit simulators, such 
as SPICE, and the incorporation of realistic drive conditions. Before using this approach to 










representative such an RCR network model would be. The measurement of voltage 
distributions within such structures, as a means of comparison, is desirable but technically 
difficult to achieve. Instead, their impedance spectra were used as an alternative means of 
comparison. 
 
Figure 3.4 – A distributed RCR network representation of an IDE array, dashed lines 
surround each unit section. 
 
Figure 3.5 – Mask layouts for IDE testing with 20:20 and 20:40µm mark-space ratio devices 
on the left and right, respectively. The locations of Kelvin cross bridge resistors are 
numbered. 
The layout of two test masks used to determine the validity of the RCR network model is 
displayed in Fig. 3.5. These masks consisted of IDE test structures of up to sixty electrode 
tracks, each 10mm in length with mark-space ratios, representing the track width and 
separation gap, of 20:20 and 20:40µm. Such dimensions are typical of cell-based DEP 
devices as cells generally possess a radius of between 3 and 10µm. The structure is therefore 
large enough to determine which cells are undergoing positive rather than negative DEP. 
These IDE structures were interspersed by Kelvin cross bridge resistors which possessed 
45 
 
tracks of an identical width. By using standard test methods the electrical linewidth and sheet 
resistance could therefore be determined across the wafers and used to inform the model. 
The fabrication process began with a bare 10cm glass wafer which was cleaned in piranha 
solution, rinsed with deionised water and dried. Electron beam evaporation of a 10nm 
titanium adhesion layer followed by 100nm of platinum was performed. In this process a 
metal target is bombarded by electrons from a tungsten filament operating in a high vacuum, 
evaporating metal atoms which then precipitate on all of the chamber surfaces within their 
line of sight, thereby coating the glass wafer. A photoresist was deposited onto the metal 
surface, exposed through the layout mask, developed and hard baked. The exposed platinum 
was then removed by reactive-ion etching with a subsequent wet etch of the titanium. A 





























εR = 80.1 , σ = 0, 33, 60, 180 mS/m





Figure 3.6 – Finite element simulation cross-section of the IDE tracks which run 
perpendicular to the page. The displayed values for relative permittivity εr and conductivity σ 
are applied with periodicity assumed in the horizontal axis. 
COMSOL was used to perform electrostatic finite element simulations of electrode cross-
sections for both mark-space ratios, to determine their gap resistance Rg and capacitance C. 
The mark-space ratios were determined from their mean electrical linewidths, measured as 
24µm for the 20:20µm devices and 21µm for the 20:40µm devices. Their sheet resistances 
were determined to be 1.8 and 1.7 Ω/□, respectively. Tracks bounded by other tracks were 
assumed to be spatially periodic in both directions, as displayed in Fig. 3.6, whereas those at 
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the edge were considered as a standalone pair. An aqueous solution of 33 mS/m conductivity 
was simulated for both mark-space ratios with additional values o zero, 60 and 180 mS/m for 
the 20:20µm ratio. The resulting capacitance values are displayed in Table 3.1 with the 
current – induced by a 1V potential difference – shown in Table 3.2, both per unit metre of 





Gap Capacitance, C (F/m) 
Centre Edge 
24 16 4.413 × 10
-10
 6.475 × 10
-10
 
21 39 3.078 × 10
-10
 4.658 × 10
-10
 








Gap Current (A/m) 
Centre Edge 
24 16 33 1.930 × 10
-2
 2.860 × 10
-2
 
24 16 60 3.510 × 10
-2
 5.199 × 10
-2
 
24 16 180 1.053 × 10
-1
 1.560 × 10
-1
 
21 39 33 1.333 × 10
-2
 1.978 × 10
-2
 
Table 3.2 – Gap currents induced by a 1V potential difference, per unit metre of track length, 
estimated at the centre and edge. The gap resistance is calculated by dividing the simulated 1 
volt by the product of gap current and section length. 
Electrical connections were established with the test structures by soldering the ground of an 
SMA connector directly to one electrode pad with the enclosed signal pin wired across to the 
opposing pad. An Agilent E4991A impedance analyser was calibrated up to the point of 
connection and used to determine the impedance magnitude of the IDE structures between 1 
MHz and 1 GHz. Conductive aqueous solutions were prepared by adding phosphate buffered 
saline to deionised water and measured using an Oakton 510 conductivity meter. The 
majority of the electric field is concentrated within ~100µm of the electrodes therefore, to 
ensure the validity of simulations, a PDMS gasket was used to ensure a solution depth of at 
least 500µm. SPICE simulations of the IDEs replicated the distributed network of Fig. 3.4 
with the use of twenty unit sections along each track, an effective length of 500µm per 
section. The gap capacitance and resistance values were calculated for these sections based 
on the values of Tables 3.1 and 3.2. Likewise, track resistances were calculated from the 
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aforementioned sheet resistances, derived from cross-bridge measurements. An inductance 
of 13nH was placed in series to simulate the length of wire used for the signal pad to SMA 
connection. 
Variation in Conductivity 
A 20:20µm mark-space ratio test structure with eighteen interdigitated electrodes was 
prepared using solution conductivities of 0, 60 and 180 mS/m. The measured and modelled 
impedance magnitudes are displayed in Fig. 3.7. 
 
Figure 3.7 – Measured and modelled impedance magnitudes for a 20:20µm mark-space ratio 
device with nine pairs of electrodes and three solution conductivities. The impedance 
magnitude error is less than ±5% across the displayed range. 
The impedance of pure deionised water approaches infinity in the DC limit and plateaus at 
distinct values for conductivities of 60 and 180 mS/m. An effective fit is generally provided 
by the model in all three cases with a minor deviation emerging towards 1 GHz. At the 
device level the distributed RCR network appears to provide an accurate representation of 
the conductive loading between the tracks. 
  






















0 mS/m Measured 60 mS/m Measured 180 mS/m Measured
0 mS/m Modelled 60 mS/m Modelled 180 mS/m Modelled
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Variation in Mark-Space Ratio 
Devices with mark-space ratios of 20:20 and 20:40µm with ten interdigitated electrodes were 
prepared and covered by a solution of 33 mS/m conductivity. The measured and modelled 
impedance magnitudes are displayed in Fig. 3.8. Increasing the separating gap between 
electrodes produced a higher impedance magnitude at low frequencies as expected from the 
distributed RCR network model. The modelled impedance magnitude at 1 MHz increases 
from a value of 605Ω to 840Ω for separating gaps of 20 and 40µm, respectively. 
Experimental measurements revealed a corresponding shift from 727Ω to 972Ω, an increase 
of 245Ω which compares well to the modelled increase of 235Ω. Differences between the 
absolute values of these modelled and experimental values may be due to surface 
contaminants or connection resistances which were unaccounted for. The measured 
impedance magnitude of the IDE with 20µm separating gap remains within ±5.1% of its 
modelled value between 90 and 300 MHz. Increasing the separating gap to 40µm caused the 
measured values to vary from the model by up to ±26.5%. The general form of the modelled 
curves appears to be correct but further refinements approaching the GHz region could be 
achieved by accounting for inductances, both along and between tracks, and a dielectric 




Figure 3.8 – Measured and modelled impedance magnitudes for 20:20 and 20:40µm mark-
space ratio devices using 33 mS/m conductivity with ten electrodes. The impedance 
magnitude error is less than ±5% across the displayed range. 






















20:20 Measured 20:20 Modelled 20:40 Measured 20:40 Modelled
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Variation in Array Size 
Devices with two, ten and twenty interdigitated electrodes with a mark-space ratio of 
20:20µm were prepared using a 33 mS/m conductivity solution. The measured and modelled 
impedance magnitudes are displayed in Figure 3.9. Based on one pair of electrodes the 
general form is correct, but deviates significantly at both the low and high frequency ends 
with R
2
 = 0.263. As the number of electrodes increases the fit improves, with R
2
 = 0.899 for 
ten electrodes and R
2
 = 0.906 for twenty. As discussed for measurements related to mark-
space ratio, the model deviates from measured values at low frequencies. At 300 MHz the 
measured impedance magnitude differs from the model by -45% and suggests that the 
symmetrical approximations applied in Fig. 3.6 are no longer appropriate. The measured 
values for 10 and 20 electrodes remain within ±5.1% and ±6.4% of their models, 
respectively, from 90 to 300 MHz. 
 
 
Figure 3.9 – Measured and modelled impedance magnitudes for 20:20µm mark-space ratio 
devices using 33 mS/m conductivity solution with two, ten and twenty electrodes. The 
impedance magnitude error is less than ±5% across the displayed range. 
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A circuit model capable of modelling the behaviour of an IDE structure has been 
demonstrated over the expected frequency range for fxo2, based on a distributed RCR 
network. This approach is powerful as it provides an indication of the voltage difference 
between adjacent tracks when driven by a realistic model of the voltage source and its 
connecting impedances. A minimum operating voltage is, however, still required to 
determine the design necessary for a practical “fxo2-capable” device. The measurement of fxo1 
is typically performed by initially applying a low frequency signal which causes cells to 
levitate under negative DEP along the gap between tracks. This frequency is increased until 
cells experience a transition at fxo1 to the positive DEP regime, resulting in the attraction of 
cells to electric field concentrations along the track edges. The initial levitation prevents cells 
from adhering to the device surface and therefore allows for an accurate determination of the 
crossover frequency. In the case of fxo2 an initial high frequency needs to be applied to 
levitate cells, before being decreased to observe their attachment below it. A critical 
parameter is therefore the minimum voltage required to levitate cells above the device 
surface whilst operating at frequencies higher than fxo2. 
The multi-shelled murine lymphocyte model developed earlier provides an estimate of -0.12 
for the real part of the Clausius-Mossotti factor in the high frequency limit, as shown in Fig. 
3.2. A finite element model of an IDE cross section may be used to solve for the DEP force 
of Eq.(2.36) by computing the electric field gradient surrounding the tracks. An electrostatic 
simulation based on the RMS voltage is sufficient for this purpose as a real value for the 
complex Clausius-Mossotti factor is assumed. At a point of levitation, the vertical 
gravitational, buoyancy and DEP forces will balance and yield a net force of zero – a 
situation displayed in Fig. 3.10 which may be expressed as: 








𝜋𝑅3 𝜌𝑐 − 𝜌𝑠 𝑔 (3.1) 
where R is the cell radius, Re(K
*
) is the real part of the Clausius-Mossotti factor, E0 is the 
electric field magnitude, ρc is the cell density, ρs is the solution density and g is the 
gravitational acceleration, oriented in the positive z-direction. A value for cell density may 
be derived from measurements made by Grover et al.
9
 of murine lymphocytes using a 





Figure 3.10 – Force body diagram for a levitated polarisable particle at rest above an array of 
DEP electrodes. 
A simulated cross-section of a 20:40µm mark-space ratio device was used to solve Eq.(3.1) 
based on the modelled cell values and a voltage of 5 Vpp as shown in Fig. 3.11. In the high-
frequency limit the Clausius-Mossotti function of the multi-shelled model tends towards the 
value used here of -0.12. This value may be derived from the high-frequency Clausius-
Mossotti factor which is proportional to the difference in nucleus and solution permittivities. 
Cells will move in the direction indicated by the net force arrows until they settle at the 
levitation contour, roughly 32µm above the device surface. The use of an uneven mark-space 
ratio, where track spacings are greater than their width, results in a levitation contour with 
minima located along the gaps between tracks where cells will aggregate under negative 
DEP. This geometry is an advantage when performing visual inspections using an inverted 
microscope from beneath the glass substrate as the cells are in full view. The applied voltage 
may be decreased until the levitation contour is no longer continuous, a situation achieved in 
Fig. 3.12 at 2.33 Vpp. At this voltage the vertical DEP force is unable to balance the 
gravitational force acting on the particle at the centre of the gap, resulting in the undesirable 
situation where cells drop into contact with the substrate. A minimum potential difference of 







Figure 3.11 – IDE cross-section and electric field contour due to a 5 Vpp (red) potential 
difference applied with respect to ground (blue). R = 2.9µm, Re(K
*
) = -0.12, ρc = 1080 kg/m
3
, 
ρs = 1000 kg/m
3
 and g = -9.81 m/s
2
. Arrows display the net force experienced by a modelled 
cell under negative DEP with the contour at 32µm representing the line of levitation. 
  



















Figure 3.12 – IDE cross-section and electric field contour due to a 2.33 Vpp (red) potential 
difference applied with respect to ground (blue). Cell parameters are as used for Fig. 3.10. 
Arrows display the net force experienced by a modelled cell under negative DEP. The 
contour beginning at 20µm on the left hand side represents the line of levitation. 
 
  
















The geometry shown in Fig. 3.13 was designed for the characterisation of fxo2 and consisted 
of sixteen 100nm thick, platinum interdigitated electrodes. Deposition onto a glass 
microscope slide provided a device suitable for mounting into, and observation using, an 
inverted microscope. A mark-space ratio of 20:40µm and length of 2mm provided an active 
area of 1.84mm
2
 which is sufficient to levitate up to 3000 cells, assuming cells of ≤ 10µm 
diameter levitated along the gaps. Large pads provided a soldering point for a BNC 
connector, into which a standard signal generator could be connected using a 15cm BNC 
cable. Signal generators are often designed with an output impedance of 50Ω, necessitating 
the use of a corresponding surface mount resistor at the point of termination. The effective 
capacitance of the IDE is in parallel with this resistance and results in a low-pass RC filter 
response, a key parameter which restricts its total active area when high bandwidth is critical. 
This approach has the advantage of ensuring a constant electric field strength is applied 
across the pass band. 
 
Figure 3.13 – Device geometry 
A SPICE simulation of the device based on a 5 Vpp source and an RCR network 
representation of the IDE was performed, resulting in the signal pad voltage spectrum of Fig. 
3.14. The small reduction in voltage at low frequencies of 79 mV is dependent upon the 
2.0mm 
0.2mm 
BNC Connector 50Ω Resistor 
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solution conductivity used but is negligible for an array of this size at 50 mS/m. The corner 
frequency occurs where the signal power drops to half the pass band level, also known as the 
-3dB point. At 1 MHz the device is operating in the pass band with a signal voltage of 4.92 
Vpp. Signal power is proportional to voltage squared thus dividing the pass band voltage by 
 2 gives a -3dB level of 3.48 Vpp which occurs at ~500 MHz. The device is therefore 
capable of providing the required 2.3 Vpp across the predicted range of 90 to 300 MHz. 
Below this frequency the flat pass-band ensures that the applied electric field strength 
remains the same. Fig. 3.15 displays the voltage difference between adjacent tracks at the 
centre of the device, plotted along their length at four different frequencies. The length and 
conductivity of the tracks are such that effectively no drop in voltage occurs along them. At 
800 MHz a catenary - or hanging chain-like structure - begins to appear in the voltage 
difference profile due to increased loading by the capacitive displacement current, a result of 
the hyperbolic solution discussed previously.  
 
Figure 3.14 – Signal pad voltage at the device when driven at 5 Vpp by a 50Ω source. Track 
section lengths of 100µm with a sheet resistance of 1.7Ω/□ and a solution conductivity of 50 
mS/m were used. 
The modelling provided a degree of confidence that the final device would perform as 
required. Fabrication was performed in the same manner as the test chips with a surface-
mount 50Ω resistor and BNC connector soldered on. By locating these components close to 
the IDE itself the impact of track inductances and parasitic capacitances was minimised. A 
two-part epoxy resin was used to secure the BNC connector, providing mechanical strength 
to prevent track damage when connecting the device shown in Fig. 3.16. 





























Figure 3.15 – Simulated voltage difference between adjacent tracks at the centre of the 








































A multi-shelled model has been discussed which, based on published electro-impedance data 
for murine lymphocytes, suggests a possible range of 90 to 300 MHz for fxo2. These 
frequencies are significantly higher than those typically used in DEP, which are often less 
than 1 MHz, and as such require careful consideration with respect to the electrode design. 
The use of a distributed RCR network to model interdigitated electrodes was explored by 
fabricating test structures and validating their impedance spectra against those of simulations. 
These results provided a high degree of confidence in the model, particularly in the 
frequency range required, which was subsequently used in the development of an “fxo2-
capable” DEP characterisation device. Finite element modelling was used to predict the 
levitation height of cells at frequencies above fxo2, an important consideration in terms of 
practical cell characterisation. The model identified an absolute minimum operating voltage 
of 2.33 Vpp between adjacent electrode tracks, a limit which the final design exceeds across 
the required frequency range. Fabrication of the device was undertaken based on platinum 
interdigitated electrodes with a small active area to maximise bandwidth and matched 
termination that provides a flat frequency response. 
 
The interdigitated electrode modelling work undertaken in this chapter has been published at 
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Measuring the Second Crossover Frequency 
Introduction 
A device has been created which is capable of operating over the estimated frequency range 
for fxo2, based on the published electro-impedance measurements of murine myeloma cells. 
The development of a test system was then necessary to determine the existence and 
behaviour of fxo2 using actual cells. By suspending cells similar to those modelled in low 
conductivity DEP solution, and observing their reaction to electric fields generated by the 
device, electrokinetic behaviour consistent with fxo2 was successfully observed. Its value was 
observed to decrease over the time suspended – an instability which has ramifications for the 
measurement and health of cells. A similar behaviour was observed with the value of fxo2 for 
human red blood cells and relevant comparisons have been made to studies published on 
both cell types, studies which implicate the efflux of intracellular ions. Flow cytometry was 
used to provide an optical insight to this phenomenon and determine how the viability of 
cells was affected by the DEP solution. By investigating its osmolality, salinity and 
temperature an understanding of the observed decrease has been developed and a means to 
minimise its impact proposed. Elements of the work performed in this chapter have been 




The characterisation device developed in Chapter Three was mounted into an inverted 
microscope which provided illumination from above. As the objective lens points upwards 
from beneath the device only the cells situated between electrodes could be viewed. An 
Agilent ESG-D4000A signal generator connected to a Mini-Circuits ZHL-1A amplifier was 
used to generate a signal voltage of 5 Vpp over the required frequency range. A separate 
amplification stage was necessary as the signal generator provided a maximum output of 2.8 
VPP (1 VRMS) between 250 kHz and 1 GHz. The amplifier applied an additional voltage gain 
of ~7.4 with the ability to drive a load exceeding 640 mW or 8.2 Vpp into our 50Ω 
terminating device. A semi-autonomous test system was developed by using a PC to control 
the signal generator over a GPIB interface with microscope images captured via a USB 
connected Lumenera Infinity 2-3 digital camera and 20× objective. The control system was 
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programmed using LabVIEW which applied an initial levitation frequency of 425 MHz prior 
to stepping down in 25 MHz decrements, at 10 second intervals, to a final frequency of 25 
MHz. By manually inspecting images for cell attachment at the edge of tracks, the 
distribution of fxo2 crossover frequencies for a sample of cells was built up. 
SP2/0-Ag14 murine myeloma cells obtained from the American Type Culture Collection 
(Catalogue No. CRL1581) were cultured for these experiments. Myeloma cells are malignant 
plasma cells which originate as B lymphocytes, a type of white blood cell responsible for the 
production of antibodies in mammals. They are widely used as hybridoma fusion partners to 
produce large quantities of a target antibody. Both their rapid growth in suspension and 
similarity to the lymphocytes modelled in Chapter Two made them ideal candidates for 
initial measurements of fxo2. These were grown in RPMI-1640 medium supplemented with 
100 units/ml penicillin-streptomycin and 10% foetal calf serum. The cultures were 
maintained in standard T75 flasks, incubated at 37°C with 5% CO2 in air and grown to a 
maximum density of 1×10
6
 cells/ml. The RPMI-1640 culture medium possessed an electrical 
conductivity of ~1.5 S/m which far exceeded the modelled values for DEP. Its use would 
effectively short circuit the device electrodes, with the potential to generate excessive 
heating in the sample due to I
2
R losses through the medium. As with most culture media its 
primary constituent is sodium chloride, a salt which is important in maintaining the physical 
volume of cells and a state which is referred to as isotonic. Cells which are re-suspended into 
an isotonic solution will neither expand nor contract. Unfortunately, sodium chloride is also 
responsible for the high electrical conductivity and therefore requires substitution to allow 
for effective DEP measurements. A simple DEP solution was prepared by adding 100 g/L 
sucrose and 3 g/L glucose to deionised water. Phosphate buffered saline (PBS) was then 
added to achieve a conductivity of 33 mS/m, measured using an Oakton CON510 
conductivity meter with the pH adjusted to 7.4 by using either sodium hydroxide or 
hydrochloric acid. These quantities produced a DEP solution with an osmolality of 
approximately 310 mOsm/kg, equal to that of the culture medium and therefore referred to as 
isosmotic – the value being measured using an Advanced Instruments Inc. Model 3300 
osmometer. It should be noted that although the solution is isosmotic with respect to the 
culture media it does not imply isotonic, a determination which can only be made by 
observing the volume of cells once re-suspended. 
The myeloma cells were harvested at a density of approximately 1×10
6
 cells/ml, measured 
using a haemocytometer, and centrifuged at 100g for five minutes followed by aspiration of 
the supernatant. The cells were then washed twice by suspending them into 10 ml of fresh 
DEP solution, followed again by centrifugation and aspiration of the supernatant. The final 
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pellet was then re-suspended into ~1 ml of DEP solution to provide a target cell density of 
1×10
7
 cells/ml. These steps ensured that a single-cell suspension was created with a solution 
conductivity close to that intended. A square PDMS gasket surrounded the device electrodes, 
enclosing a 7 × 7mm area, 200µm in height. By depositing a 10 µl volume of the cell 
suspension inside this gasket and applying a glass cover slip on top the volume was 
effectively sealed. The loaded device was clamped into an inverted microscope and 
connected by BNC cable to the signal amplifier, ready for measurements. By focusing the 
microscope on the electrode plane the attachment of cells undergoing a transition from 
negative to positive DEP could be monitored easily, by observing their movement away 
from the central gap and into focus at the track edges. 
Initial Results 
Application of the signal at 425 MHz resulted in the levitation of cells as intended, shown in 
Fig. 4.1(A). Cells which appear significantly out-of-focus correspond to a high levitation 
height and are not constrained to any particular region of the device. Those which appear 
more in-focus are levitating at a lower height and tend to be constrained to the gap between 
electrode tracks. At these frequencies the spread in levitation heights is caused by differences 
in the density of cells and their Clausius-Mossotti factor, the latter dominated by both 
solution and cell permittivities. As the frequency was decreased the vast majority of cells 
became attracted to the electrode track edges, shown in Fig. 4.1(B) at 25 MHz and which, to 





Figure 4.1(A) – Murine myeloma cells suspended in a 33 mS/m DEP solution with an 





Figure 4.1(B) – Murine myeloma cells suspended in a 33 mS/m DEP solution with an 
applied electric field at 25 MHz. 
By analysing the number of cells becoming attached in 25 MHz decrements from 425 MHz 
the fxo2 distribution of Fig. 4.2 was generated based on a sample of 418 cells. The general 
range corresponded remarkably well to that anticipated by modelling – a range of 90 to 300 
MHz – with the modelled value of 215 MHz corresponding to the measured mean frequency 
of 195 MHz with a 95% confidence interval (CI) of ± 6 MHz. The results of these cells and 
their levitation at 425 MHz suggested that the designed electrodes were fit for purpose. 
 
 
Figure 4.2 – The initial distribution of fxo2 for murine myeloma cells, based on a sample of 



















An unanticipated finding was the apparent temporal instability exhibited by both fxo1 and fxo2. 
In Fig. 4.3 a time course of murine myeloma cells held in DEP solution was performed at 
room temperature with measurements for both fxo1 and fxo2. Over a three hour period fxo1 
increased and fxo2 decreased; the latter trend being consistent with a decrease in intracellular 
conductivity. Based on the multi-shelled model of Chapter Three, the reduction in 
intracellular conductivity required for the observed decrease in fxo2 of 15% would not 
account for the observed increase in fxo1, which should remain the same. A similar response 
had previously been observed by Gimsa et al.
2
 with the value of fxo1 for P3X63-Ag8 murine 
myeloma cells increasing over time. By measuring the conductivity of the solution in which 
cells had been suspended at over 100× the density used for DEP experiments, Gimsa et al. 
estimated that the cytoplasmic conductivity of their cells had halved after 80 minutes of 
suspension. It is, however, unclear whether this alone fully accounted for their observed 
increase in fxo1. Three apparent leakage processes were nevertheless identified with time 
constants of ~5, 20 and 200 minutes which were attributed, respectively, to the rapid 
equilibration of ions on suspension, a slower leakage phase and cell lysis. The observations 
of Gimsa et al. appear to agree with those made here for fxo2 using cells of a similar nature, 
but differ on the cause of an observed increase to fxo1. 
 
Figure 4.3 – Mean value of fxo1 and fxo2 for murine myeloma cells plotted at one hour 
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Figure 4.4 – Mean cell diameter and membrane capacitance based on fifty murine myeloma 
cells plotted at one hour intervals over a period of three hours. The membrane capacitance is 
calculated from the mean cell diameter, mean fxo1 from Fig. 4.3 and the solution conductivity 
of 33 mS/m using Eq. 2.39. Error bars for cell diameter indicate the 95% confidence interval. 
Measurements of cell diameter, shown in Fig. 4.4, were also made in conjunction with the 
discussed crossover measurements. These were performed by measuring a sample of fifty 
cells at each datum using a 40× objective. Based on the mean cell diameter, fxo1 values of Fig. 
4.3 and solution conductivity of 33 mS/m the membrane capacitance was determined using 
Eq.(2.39), with the assumption of zero membrane conductivity. Over a two hour period the 
cells lose an average of 29% in their cell volume with no significant change in membrane 
capacitance. It is this reduction in cell radius which can account for the observed increase in 
fxo1, an increase caused by the efflux of water from the cell but not directly by the reduction 
in intracellular conductivity due to the efflux of ions. 
Human red blood cells were suspended in the same DEP solution and produced the fxo2 
distribution displayed in Fig. 4.4 immediately following suspension and two hours thereafter 
at room temperature. Their crossover frequency was observed to be significantly lower than 
that of murine myeloma cells, with frequency decrements altered accordingly to 10 MHz. 
Over the first two hours of suspension in DEP solution their mean frequency decreased by 28 
MHz by comparison to the corresponding 22 MHz decrease of murine myeloma cells. These 
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cells more generally, behaviour which was not observed by Gimsa et al.
2
 in their study of 
neurospora fungi cells. The leakage of salts from red blood cells in isosmotic sucrose has 
been investigated by several researchers including Lacelle et al.
3
, who concluded that the 
rate of efflux was determined by the ionic strength of a solution, increasing drastically below 
0.2 mM of extracellular sodium chloride and exacerbated by higher temperatures. 
 
Figure 4.4 – The fxo2 distribution for red blood cells based on samples of 328 and 315 cells at 
zero and two hours of suspension, respectively. 
Ion homeostasis is a critical feature of cells. Their ability to carefully regulate intracellular 
concentrations is fundamental to their survival. Potassium itself is the most abundant 
intracellular ion and its efflux has been implicated as a driver of programmed cell death, a 
process referred to as apoptosis
4
. Although the long term suspension of cells in DEP solution 
is an issue for the characterisation of fxo2, the greater risk is in negatively affecting their 
viability or quality with such treatment. Efforts were therefore made to determine how this 
apparent efflux of ions could be prevented or mitigated in murine myeloma cells by using 
fxo2 as a metric. 
Osmolality 
The construction of most DEP solutions is simple with osmolality being the most easy to 
control parameter, defined by the concentration of sucrose. An initial investigation of 
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as shown in Fig. 4.5. Immediately following suspension there is no significant difference 
between 250 and 390 mOsm/kg, however higher osmolalities display an apparent reduction 
in fxo2. These differences become exaggerated after six hours with higher osmolalities 
contributing to the apparent ion efflux, likely caused by the increased osmotic pressure 
driving water out of the cell. Reducing the osmolality did not make any appreciable 
difference and suggests that the underlying imbalance in ion concentration, described by 
Lacelle et al. for red blood cells, is still the fundamental limitation. 
 
Figure 4.5 – Mean value of fxo2 for murine myeloma cells over time at different solution 
osmolalities. Error bars indicate the 95% confidence interval. 
Phosphate Buffered Saline 
PBS is a commonly used buffer solution in cell biology and is designed to be isotonic with 
respect to most mammalian cells, sodium chloride being its primary constituent. Cells 
suspended in PBS are considered to be stable in the short term and as such raising its 
proportion in the DEP solution should provide a benefit. Any increase in the solution 
conductivity due to PBS will have a marked impact on the Clausius-Mossotti factor at 
frequencies in the region of fxo1. In Fig. 4.6 the simulated real part of the Clausius-Mossotti 
factor is plotted for solution conductivities of 33 and 330 mS/m. The impact of raising the 
conductivity by a factor of ten is a significantly reduced positive DEP force which increases 
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remain unaffected, as this region of the Clausius-Mossotti factor is dictated by the 
extracellular permittivity, intracellular permittivity and intracellular conductivity. Therefore 
any significant shift in fxo2 will be caused by fundamental differences in the biological 
response of cells to the increased salinity and not electrokinetic differences due to the 
solution conductivity itself. A DEP solution with additional PBS for a conductivity of 330 
mS/m was created and an increased voltage of 7 Vpp was applied to mitigate the effect of 
both a reduced DEP force and increased electrical loading. The time interval between 
frequency decrements was also increased to thirty seconds as the attachment time was visibly 
increased. The result of increasing salinity is displayed in Fig. 4.7 which demonstrates a 
clear offset in fxo2 across the entire six hour period when moving from a solution 
conductivity of 33 to 330 mS/m. The rate at which fxo2 decreased over this period is nearly 
identical, suggesting the same underlying process is responsible. These observations are 
consistent with an initial rapid equilibration of ions governed by a time constant of less than 
5 minutes which determines the first measured value of fxo2. As the ionic shock induced by 
suspension from the culture medium into 330 mS/m DEP solution is less than that for 33 
mS/m, it is logical for the initial ion efflux to be reduced as well resulting in a higher value 
for fxo2. Thereafter a time constant associated with ionic leakage occurs resulting in the same 
profile in time for fxo2 at both solution conductivities. 
 
Figure 4.6 – The real part of the Clausius-Mossotti factor for the triple-shelled dielectric 
sphere based on the electro-impedance measurements of Asami et al., with solution 
conductivities of 33 and 330 mS/m.  






























Figure 4.7 – Mean value of fxo2 for murine myeloma cells over time at two solution 
conductivities. Error bars indicate the 95% confidence interval. 
Temperature 
The time constant governing the leakage, or diffusion, of ions across the cell membrane is 
fundamentally a temperature dependent kinetic phenomenon. Lowering the temperature at 
which the experiment is conducted was therefore expected to reduce the observed decrease 
in fxo2. Mammalian cells are highly sensitive to reduced temperatures
5
 with their optimum 
growth occurring in the 35-37°C range, however many will continue to grow and divide 
down to 25°C but at a significantly reduced rate. Below 20°C the progression of cells 
through their cycle may be halted and can in fact be used as a method of synchronisation, 
with an hour of severe hypothermia (4°C) being particularly effective. Although such 
methods may be employed the intracellular homeostasis of ions requires the activity of 




-ATPase, which may consume up to 80% of a cell‟s resting 
metabolic rate
6
. At reduced temperatures the absence of such mechanisms results in the 
leakage of ions across the cell membrane towards their thermodynamic equilibrium. A 
remarkable resistance to ion leakage is exhibited by hypoxia-tolerant cells which, although 




 activity, are capable of maintaining their 
intracellular ionic levels. This protective mechanism operates by suppressing the presence of 
ion leakage channels and thereby reducing membrane permeability, a process known as 
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their own requirement for a hypoxic environment which exists in bone marrow
7
. As such, 
their ability to maintain intracellular ionic levels may be further enhanced at low 
temperatures. An additional area of concern is the swelling of murine cells in response to 
hypothermia caused by the influx of sodium down its concentration gradient when conducted 
in standard culture media. DEP solution provides a fortunate environment in which to 
operate as the external sodium concentration is extremely low, typically less than 1 mM, and 
should therefore act to prevent such swelling
8
. 
A DEP solution of 33 mS/m conductivity and 310 mOsm/kg osmolality was used for all 
temperature controlled measurements. Samples of the solution were cooled or warmed to the 
target temperature and used from the first wash stage onwards. The wash process resulted in 
the cells being exposed to the DEP solution for a maximum of 30 minutes prior to their 
initial measurement, defined as the “zero” time for each sample. Temperatures of 10, 29 and 
37°C were selected for comparison against the 21°C benchmark, a refrigerated room at 5°C 
being used with a water bath to achieve the lowest target temperature in a controlled manner. 
 
Figure 4.8 – Mean value of fxo2 for murine myeloma cells over time at four temperatures. 
Error bars indicate the 95% confidence interval. 
The trends displayed in Fig. 4.8 show that the decrease in fxo2 over the first two hours is 
dependent upon temperature, as hypothesised. After four hours at 37°C the observed 
majority of cells did not exhibit any positive DEP, caused by the apparent severe drop in 
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they floated across a range of heights, out of the focal plane. At 10°C the rate of change 
appears to be constant over the entire time period. Elevating the temperature appears to 
introduce a process that exhibits a shorter time constant, with all trends below 37°C 
appearing identical after four hours. A useful method of interpreting the data over this initial 
two hour period is an Arrhenius plot, typically used to analyse the impact of temperature on 
chemical reactions but may be extended to cover any thermally induced process including 
diffusion through a membrane. The plot is based on the Arrhenius equation: 
 𝑘 = 𝐴𝑒−
𝐸𝑎
𝑅𝑇 (4.1) 
where k is the reaction rate constant, A is the pre-exponential factor, Ea is the activation 




 and T the temperature in 
kelvin. We make the assumption that fxo2 is linearly proportional to the free charge diffusing 
across the membrane, decreasing as they efflux, and therefore use the negative of its 
derivative with respect to time as the reaction rate constant. Taking the natural logarithm of 
this equation yields: 





+ ln 𝐴  (4.2) 
which is a straight line when plotted against 1/T.  If the reaction rate constant plotted against 
this can be fitted the physical situation is effectively described by the Arrhenius equation and 
the activation energy can then be calculated from the gradient: 






𝑙𝑛 𝑘  (4.3) 
An Arrhenius plot based on the data of Fig. 4.8 is displayed in Fig. 4.9 with the 
corresponding best fit displayed assuming a linear form. This fit suggests an activation 
energy of approximately 44 kJ/mol or 10.5 kCal/mol, a value which is within 15% of the 12 
kCal/mol value derived by Lacelle et al. for red blood cells by measuring their sodium 
chloride efflux
3
. The involvement of ammonium derivatives in membrane cation 
permeability was suggested due to their dissociation values in proteins being in the 9 to 13 
kCal/mol range; however no clear consensus has emerged in this regard. The situation is 
similar as isosmotic sucrose was used in both cases, with a room temperature sodium 
chloride solution at a concentration of between 0.2 and 2 mM. It is reasonable to assume that 
the observed decrease in fxo2 reflects the same underlying phenomenon, the efflux of sodium 
chloride. In addition to this loss, Lacelle et al. provided evidence for a simultaneous 





. We may therefore expect the same efflux of potassium to occur for 
the murine myeloma cells used here. 
 
Figure 4.9 – An Arrhenius plot based on fxo2 with a straight line fit. 
The temperature trends displayed in Fig. 4.8 suggest that, although we cannot prevent the 
efflux of ions and loss of cell volume, we can mitigate the impact of such behaviour by 
performing experiments at the lowest temperature and in the shortest time frame practical. 
All subsequent experiments were performed at room temperature – approximately 21°C – 
within thirty minutes of the first wash being conducted. DEP solutions were warmed to room 
temperature, rather than the standard incubation temperature of 37°C. By following these 
guidelines the decrease in fxo2 should be constrained to less than 10 MHz. It should be noted 
that the initial rapid equilibration of ions which is expected to occur within minutes of 
exposure to the DEP solution is still expected. With this procedure in mind an experiment 
was designed to further explore the importance of potassium and sodium chloride salts 
present in the culture medium, but missing from our DEP solution. Their impact on 
conductivity precludes their use at anything approaching physiological concentrations. 
However, an alternative is to expose them to solutions containing these salts over a period of 
time followed by subsequent re-suspension into the standard DEP solution for crossover 
measurement. 
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Four solutions were prepared which consisted of the standard solution with the addition of 
either potassium chloride, sodium chloride or both together. These were added at the same 
concentrations as RPMI-1640 medium with sucrose used to ensure isosmotic substitution up 
to the medium osmolarity of 310 mOsm/kg. The results for fxo2 displayed in Fig. 4.10 and 
based on the revised protocol show that three hours of exposure to the standard DEP solution 
at 21°C decreased its value by ~60 MHz. Such a result implies a significant decrease in 
intracellular conductivity, however the value for fxo1 also decreases which is inconsistent – 
with respect to both Fig. 4.3 and the work of Gimsa et al. In Fig. 4.11 the cell diameter for 
the control experiences a 6% reduction but the apparent capacitance increases by 30%. One 
explanation is that the wash steps used prior to the final measurement raised the solution 
conductivity, however this is identical in composition and any ions leaked would be diluted 
by a factor of over a hundred. An alternative explanation is that the additional handling 
which followed three hours of exposure compromised the membrane, a situation which 
would break the zero membrane conductivity used with Eq.(2.39) and cause fxo1 to decrease 
as observed. The results of fxo1 and fxo2 indicate that both provide a means of evaluating the 
health of cells relative to that of the initial control measurement. 
Although the omission of any salt, neglecting the low level in the PBS added, results in fxo2 
decreasing this effect is further exacerbated by the isosmotic addition of sodium chloride. Its 
presence may assist in the co-transport of intracellular ions such as potassium out of the cell, 
via the Na-K-Cl co-transporter NKCC1 which is almost universally present, for example. In 
principle, the presence of electrochemical sodium and chloride gradients directed into the 
cell could facilitate such co-transport. A more detailed analysis of the actual mechanism 
responsible for this ion efflux is desirable however the negative end result is clear and 
unambiguous. The associated collapse in fxo1 adds further to the detrimental effect of adding 
sodium chloride alone and is suggestive of a compromised membrane. By stark contrast the 
addition of potassium chloride, with or without sodium chloride, appears to be critical in 
maintaining the measured values of fxo1, fxo2 and cell diameter. Its concentration in RPMI-
1640 represents less than 10% of the sodium chloride, by mass. At such levels the increase in 
conductivity is still significant, but the potential exists to add a fraction of the original 




   
Figure 4.10 – Mean value of fxo1 and fxo2 for murine myeloma cells before and after three 
hours of exposure to various solutions. Error bars indicate the 95% confidence interval. 
Control (Initial) represents cells measured in the standard solution at zero hours. Control, + 
KCl, + NaCl and +KCl + NaCl  represent measurement after three hours exposure to the 
standard solution with or without additional salts – immediately following re-suspension into 
the standard solution. 
   
Figure 4.11 – Mean cell diameter and membrane capacitance based on fifty murine myeloma 
cells corresponding to the results of Fig. 4.10. Error bars indicate the 95% confidence 
interval. The capacitance is inferred from a combination of the diameters, mean fxo1 values of 



















































































The large changes observed in both fxo1 and fxo2 when the cells are suspended in standard 
DEP solution are suggestive of major alterations to their physical structure. Flow cytometry 
is a tool which cell biologists have found useful in the investigation of cell viability and as an 
indicator of gross physical changes
9
. Cells are suspended in a solution which is fed through a 
flow cell, a device which generates a narrow stream of sheath fluid containing the cells. This 
stream of single cells is exposed to a laser beam at an observation point which is surrounded 
by lenses capturing light from both the forward and side (orthogonal) directions, illustrated 
in Fig. 4.12. An obscuration bar, present in the forward direction, blocks the oncoming laser 
beam from a subsequent photodiode detector. Light detected from the forward direction must 
therefore undergo either refraction or scattering around this bar and is commonly referred to 
as the forward scatter (FSC) signal. Larger cells will tend to refract a greater amount of light 
in this direction; however differences in their refractive indices will create additional 
complexity. The FSC light signal can therefore be interpreted as a rough guide to changes in 
cell volume but must be done so with care. Light is also scattered at wide angles from the 
beam direction which is partially collected by a lens positioned at right angles. Detection of 
light in this direction determines the side scatter (SSC) signal of the cell, a function of both 




Figure 4.12 – Simplified schematic of the observation point and associated lenses in a flow 
cytometer. 
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Murine myeloma cells were processed by flow cytometry in both their culture medium and 
the isosmotic DEP solution, both immediately upon suspension and after four hours. An 
important feature of viable cells is an intact membrane, a consideration discussed earlier with 
respect to the first DEP crossover. A commonly used technique is the use of propidium 
iodide (PI) to determine the viability of cells
10
, a fluorescent molecule. The molecule is 
membrane impermeant and excluded from viable cells, allowing for the identification of 
whole cells which are physically compromised. It was therefore added to provide 
information regarding the stability of cells suspended in the DEP solution. 
In Fig. 4.13 the forward scatter height versus side scatter height plot is gated to highlight  
~60% of cells which appear intact and healthy, a similar distribution being reproduced after 
four hours. A band of apoptotic bodies and fragments exists below this region. The 
corresponding forward scatter height versus propidium iodide signal (FL-2 channel) height 
plots are similarly gated and indicate the same proportion of intact cells. Towards the right 
hand side of these plots are necrotic cells which have absorbed propidium iodide. When 
suspended into DEP solution the cells experience a drastic reduction in forward scatter 
height, from a median of ~500 to ~300 which suggests significant cell shrinkage, with a 
smaller reduction after an additional four hours. It indicates that although the DEP solution is 
isosmotic it is clearly not isotonic. Both side scatter and propidium iodide signal heights 
appear to increase following an additional four hours in DEP solution, with long term 
suspension leading towards cell death. These changes suggest a progressive break down of 
the membrane with time, which would logically be associated with an increase in membrane 
conductance. Such behaviour may be expected to reduce fxo1 however the opposite was 
observed in Fig. 4.3 suggesting that either the uptake of propidium iodide is not associated 
with increased membrane conductance, or that those cells break down rapidly such that the 
DEP spectrum is collapsed entirely. 
By varying the amount of sucrose used in the DEP solution the osmolality can be controlled. 
Three solutions with osmolalities of 270, 310 and 350 mOsm/kg were created to compare 
their effect on cells against a culture medium control. In Fig. 4.14 the forward scatter height 
versus propidium iodide signal (in the FL-3 channel) height plots display the effect of 
varying osmotic stress. The gated region highlights intact and healthy cells with 63.1% of the 
population in the original culture medium. Corresponding intact fractions of 48.7%, 36.9% 
and 31.4% result from immediate suspension into DEP solutions of 270, 310 and 350 
mOsm/kg in osmolality, respectively.  As the osmolality is reduced the median forward 
scatter is raised towards that of the culture medium and the proportion of whole cells, 




   
   
   
   
Figure 4.13 – Plots of forward scatter height versus both side scatter height and propidium 
iodide uptake (FL3-Height) by cells. Each plot represents 25,000 cells in either culture 
medium (CM) or isosmotic DEP solution (DEP) after zero and four hours of suspension. The 
gated region provides an estimate of the intact and healthy proportion of cells (in %). 
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Figure 4.14 – Plots of forward scatter height versus propidium iodide uptake (FL2-Height) 
by cells. Each plot represents 25,000 cells in either culture medium (CM) or DEP solution 
(270/310/350 mOsm/kg) after zero and four hours of suspension. The gated region provides 
an estimate of the intact and healthy proportion of cells. 
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The forward scatter plots of Fig. 4.14 indicate a median value of 600 units for cells in culture 
media which drops to 400-500 units in the DEP solutions. An isotonic osmolality below 270 
mOsm/kg is suggested which requires a lower concentration of sucrose than was used here. 
After four hours of suspension at 21°C the samples were re-measured. The culture media 
sample displayed an increase in median forward scatter to 800 units, a change which was 
unexpected but may have been due to a lack of sufficient agitation. Across all three DEP 
osmolalities the median forward scatter remained stable. It is clear that reducing the DEP 
solution osmolality towards an isotonic state increases the proportion of intact cells. 
Hyperosmotic stress is known to induce apoptosis in mammalian cells
11
, a mechanism which 
appears to be responsible for the reduced proportion of intact cells seen in the DEP solution 
of 350 mOsm/kg osmolality. 
Conclusion 
In this chapter the first steps have been taken to measure and understand the second 
crossover, fxo2. A test system was developed and used to evaluate murine myeloma cells, 
successfully demonstrating the existence of fxo2 over the frequency range predicted by prior 
modelling. Further analysis revealed that fxo2 is unstable, decreasing over time when 
suspended in a standard isosmotic DEP solution. Red blood cells were also shown to exhibit 
the same behaviour providing some evidence that this instability, in solutions where the 
electrolyte has been isosmotically substituted, affects mammalian cells more generally. This 
phenomenon is consistent with observations made by both Gimsa et al. and Lacelle et al. 
using murine myeloma and red blood cells, respectively. Their observations indicate that the 
observed instability is a result of electrolyte efflux, a situation which would decrease 
intracellular conductivity and by extension fxo2. 
Solution osmolality displayed no significant effect on the long term trend but did influence 
the initial value, consistent with a rapid equilibration of ions occurring on suspension but 
prior to measurement. A similar response was also observed by raising the proportion of 
phosphate buffered saline in the solution, but was detrimental to the applied DEP force. By 
decreasing temperature the stability of cells was shown to improve, a temperature of 10°C 
effectively eliminating an equilibration process associated with the first two hours of 
suspension, but unable to prevent its longer term decline. The activation energy of this 
former process was determined to be 44 kJ/mol and is consistent with a similar measurement 
made by Lacelle et al. based on the efflux of red blood cell electrolytes under comparable 
conditions. Although the decline in fxo2 could not be eliminated its effect can be mitigated by 
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operating at room temperature, or below, within a short period of time – i.e. within thirty 
minutes of the initial wash. Based on this approach the impact of returning sodium and 
potassium chloride to the solution over a three hour period was explored, with measurements 
of fxo2 subsequently performed in the standard DEP solution. These indicated that the 
removal of potassium chloride is fundamental to the observed decline. 
Flow cytometry has been performed using propidium iodide to assess membrane integrity, 
revealing that the DEP solution destroys a large proportion of cells on suspension. In 
addition, the isosmotic substitution of electrolytes by sucrose does not appear isotonic, with a 
significant reduction in cell volume occurring. Hypotonic stress is capable of reducing this 
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Controlling the Second Crossover Frequency 
Introduction 
The observation of the second DEP crossover frequency, fxo2, has allowed us to validate the 
dielectric modelling used in its prediction and provided us with information regarding both 
its frequency distribution and stability. These are critical steps, but to seek practical 
applications for this technique we need to understand the physical factors which underpin it 
and then determine the corresponding biological factors of importance. This situation is 
similar to that encountered with the first DEP crossover frequency, fxo1, where mathematical 
analysis yielded an expression governing its behaviour, but practical experiments determined 
the relevance of biological features in light of this.  
In this chapter an analytical derivation of fxo2 is undertaken, a derivation which relies on 
assumptions that are both physical and biological. The features which govern fxo1 are 
principally related to the cell membrane and it can therefore be explored by a number of 
biological techniques directly, those relating to surface charge and membrane integrity, for 
example. By contrast, fxo2 is understood to be a function of principally intracellular properties, 
an environment which is not directly accessible and whose physical structure remains an area 
of intense research. An attempt is made here to control fxo2 by applying hyposmotic stress 
that drives water into the cell, diluting the intracellular compartment and thereby reducing 
intracellular conductivity. Simultaneous flow cytometry using a fluorescent indicator which 
selectively binds to potassium is also undertaken to corroborate the ionic state of cells with 
their measured dielectric behaviour. 
An Analytical Derivation of fxo2 
Theoretical and experimental evaluations of fxo1 have been extensive and exploited in various 
practical applications of DEP, such as the manipulation, separation and isolation of target 
cells from mixed suspensions
1-4
. The derivation of Eq.(2.39) – an analytical expression for 
fxo1 – has allowed researchers to understand the critical factors underlying its behaviour. By 
the same logic, an analytical expression is desirable for fxo2 to provide a simple means of 
predicting and interpreting results. Electro-impedance measurements across a wide 
frequency range may be used to fit a multi-shelled model, simultaneously solving for the 
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radius, permittivity and conductivity in each shell
5
. As the crossover frequency provides only 
one point of reference this detail is not feasible, or appropriate. By using a single-shelled 
model to approximate the intracellular volume the situation can be simplified greatly, whilst 
still providing an insight into the trends observed. The effective permittivity for such a 
particle may be expressed
6

























where a = ( rint / rmem )
3
, rmem is the outer membrane radius, rint is the intracellular radius, 𝜀𝑖𝑛𝑡
∗  
is the intracellular complex permittivity and 𝜀𝑚𝑒𝑚
∗  is the membrane complex permittivity, the 
latter two being defined by the form: 




which describes a homogenous material of permittivity ε and conductivity at an angular field 
frequency of ω. Eq.(5.2) provides a general description of the real and imaginary parts for 
any complex permittivity. The real part of the effective complex cell permittivity described 
by Eq.(5.1) therefore corresponds to an effective permittivity whereas its imaginary part, 
multiplied by – ω, corresponds to an effective cell conductivity. If we assume the best fitted 
values derived by Asami et al.
5
 for murine lymphocytes, but remove the nucleus and nuclear 
envelope as a simplifying assumption, the effective relative permittivity and conductivity 
behaviour of Fig. 5.1 is produced. 
In the DC limit the effective cell conductivity is approximated
7
 by σeff(DC) ≈ rmem × σmem / tmem 
= 13.3 mS/m
2
, where tmem = r2 – r1. The corresponding relative permittivity may be 
approximated by εeff(DC) ≈ rmem × εmem / tmem = 2817. Both of these values correspond well to 
the model and form the basis of Eq. 2.39, the analytical solution for fxo1. The high effective 
permittivity at low frequencies is a direct consequence of Maxwell-Wagner interfacial 
polarisation occurring across the cell membrane. As the frequency increases beyond 1 MHz 
the displacement exceeds the conductive current across the membrane and this polarisation 
mechanism breaks down. As the frequency continues to increase the effective values for 
conductivity and permittivity approach that of their intracellular volume, with both quantities 





Figure 5.1 – The effective cell relative permittivity and conductivity based on a single-
shelled sphere with parameters derived from the fitted electro-impedance measurements of 
murine lymphocytes made by Asami et al. Intracellular (cytoplasmic) relative permittivity 
εint = 60, conductivity σint = 0.32 S/m and radius rint = 2.893µm. Membrane relative 
permittivity εmem = 6.8, conductivity σmem = 32 µS/m and radius rmem = 2.900µm. 
The situation is complicated by the addition of a nucleus and nuclear envelope. However, the 
effective permittivity and conductivity of the cell will still approach their effective 
intracellular values at high frequencies, as displayed in Fig. 5.2. The introduction of a large 
nucleus results in a visible dispersion between 10 and 100 MHz, a function of both the 
nuclear envelope and differences between the cytoplasm and nucleus. As fxo2 typically exists 
above this range for murine myeloma cells, which possess a high nucleus-to cytoplasm ratio, 
it is reasonable to expect its value to depend principally upon properties of the nucleus. 
Decreasing the size of the nucleus complicates matters significantly, requiring an analytical 
expression which incorporates an additional shell. Under such conditions the power of this 
approach is less clear, but may offer sensitivity to cell cycle or sufficient discrimination 
based on net properties. In Chapter Four the importance of intracellular ion efflux was 
discussed which, assuming the ions behave as strong electrolytes of sufficiently low 
concentration, will reduce the effective cell conductivity in a proportionate manner. 
Intracellular conductivity is therefore a critical parameter which requires consideration. 

































































Figure 5.2 – The effective relative permittivity and conductivity for the triple-shelled sphere 
and its intracellular volume, with parameters derived from the fitted electro-impedance 
measurements of murine lymphocytes made by Asami et al. Nucleoplasm relative 
permittivity ε1 = 52, conductivity σ1 = 1.35 S/m and radius r1 = 2.460µm. Nuclear envelope 
relative permittivity ε2 = 28, conductivity σ2 = 6 mS/m and radius r2 = 2.500µm. Cytoplasm 
relative permittivity ε3 = 60, conductivity σ3 = 0.32 S/m and radius r3 = 2.893µm. Membrane 
relative permittivity ε4 = 6.8, conductivity σ4 = 32 µS/m and radius r2 = 2.900µm. Solution 
relative permittivity εs = 80.1 and conductivity σs = 50 mS/m. 
In Fig. 5.3 the conductivities of the cytoplasm and nucleus have been individually varied in 
an aqueous solution of 50 mS/m conductivity and, based on the Clausius-Mossotti factor of 
Eq.(2.20), fxo2 has been determined numerically. The behaviour appears to be highly linear 
with changing conductivity and we should therefore expect it to emerge as a principal co-
efficient in its analytical expression. Due to the large proportion of the intracellular volume 
taken up by the nucleus it dominates the cells dielectric response and therefore fxo2. If an 
efflux of ions from the intracellular space occurs, a process that determines its electrical 
conductivity and by extension fxo2, the question of how the nucleus will respond arises. 
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Figure 5.3 – Modelled values for fxo2 based on the model used for Fig. 5.2. The conductivity 
of both the cytoplasm and nucleus has been varied by ± 50% to illustrate their influence on 
fxo2. 
Thus far the nuclear envelope has been considered as a thin homogenous shell; however our 
current understanding has revealed a structure of significant complexity
8,9
. An outer nuclear 
membrane which is continuous with the endoplasmic reticulum, a structure responsible for 
the synthesis and transport of proteins and lipids, surrounds an inner nuclear membrane. The 
region enclosed by these two membranes is known as the perinuclear space, the function of 
which remains unclear but may serve as a store for calcium and other inorganic ions. Ion 
channels have been discovered in recent years that connect this perinuclear space across both 
the inner and outer nuclear membranes, resulting in a structure which is analogous to a cell 
within a cell. Both the inner and outer nuclear membranes are fused together at so-called 
nuclear pore complexes (NPCs) which provide a direct link between the cytoplasm and 
nucleoplasm. It is likely that the response of these NPCs to the efflux of intracellular ions 
dictates the observed behaviour of fxo2. Unfortunately there is currently no clear consensus 
on their permeability to ions and this particular issue remains contentious
8
. The practical 
difficulty associated with extracting pure samples of nuclear membrane and the alternate 
focus on macromolecular transport through these NPCs have limited progress in this area. 
The generally accepted view is of NPCs ~10nm in diameter that allow for the passive 
diffusion of both ions and other small molecules across the nuclear envelope which, in their 













states of the NPC may exist but given the sheer scale of changes observed here in fxo2 for 
cells suspended by a non-physiological solution the conventional viewpoint has been 
adopted. Based on the free diffusion of ions across the nuclear envelope, and the near 
complete dominance of the nucleus in determining fxo2 at high nucleus-to-cytoplasm ratios, 
an analytical solution restricted to a single shell is arguably appropriate for the murine 
myeloma cells under consideration. In such a single-shell model the nucleus is not ignored, 
its dielectric properties become incorporated as an overall „effective‟ intracellular property. 
The results of Chapter Four indicate values for fxo2 which are significantly higher than 10 
MHz. Coupled with the analysis of Fig. 5.1, which suggests the membrane resistance is 
negligible at such frequencies, we may simplify Eq.(5.1) by defining the volume ratio a = 1. 
This procedure is purely one of mathematical convenience as the difference in conductivities 
between the intracellular and extracellular spaces clearly requires the membrane to 
physically exist. In doing so the effective complex permittivity of the cell 𝜀𝑒𝑓𝑓
∗  is simply 
reduced to that of the intracellular space 𝜀𝑖𝑛𝑡
∗ . The crossover solution of Eq.(2.38) therefore 





 𝜍𝑖𝑛𝑡 + 2𝜍𝑠  𝜍𝑠 − 𝜍𝑖𝑛𝑡  
 𝜀𝑖𝑛𝑡 − 𝜀𝑠  𝜀𝑖𝑛𝑡 + 2𝜀𝑠 
 (5.3) 
This formula was, to the author‟s knowledge, first derived by Gimsa et al.
10
 and later by 
Broche et al.
11
. In both cases the derivations were purely theoretical considerations whose 
validity remained unassessed. A further simplification can be made if the intracellular 
conductivity σint is significantly greater than the solution conductivity σs, a reasonable 
assumption as the modelled nucleoplasmic conductivity of 1.35 S/m is more than 20× the 






 𝜀𝑖𝑛𝑡 − 𝜀𝑠  𝜀𝑖𝑛𝑡 + 2𝜀𝑠 
 (5.4) 
The direct proportionality of fxo2 to intracellular conductivity is a result of particular interest. 
It suggests a means of evaluating the ionic state of a cell without resorting to the use of 
chemical probes or patch clamps which irrevocably alter cells and can be experimentally 
difficult to undertake. The solution permittivity is relatively stable and well characterised 
over the frequencies of interest. However, the parameters which affect intracellular 
permittivity, and more specifically that of the nucleus, are not well understood. The DNA of 
mammalian, and indeed all eukaryotic cells, is compacted into a dense structure known as 
chromatin. This condensation is achieved by a complex of the DNA with histones, proteins 
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around which the DNA is wrapped to create nucleosomes forming the chromatin structure. 
Histones possess a large positive charge which allows them to neutralise some of the charge 
in DNA, and an electrostatic behaviour which means its structural and dynamic properties 
are affected by the presence of free ions. The degree of condensation is also known to be a 
function of osmotic stress, with hyperosmotic shock resulting in the hypercondensation of 
chromatin
12
. As with other aspects of the cell nucleus these remain areas of ongoing research 
and the degree to which they affect the apparent dielectric permittivity is in need of both 
theoretical and experimental attention. 
Validating the Behaviour of fxo2 
Intracellular dielectric properties are difficult to measure in practice and typically require the 
fitting of multi-shelled dielectric models to data extracted by electro-impedance, 
electrorotation or DEP across a range of frequencies. Eq.(5.4) suggests that fxo2 is directly 
proportional to intracellular conductivity; a parameter which can be understood directly in 
terms of potassium, as both the most abundant intracellular ion and whose efflux was 
implicated in the observed fxo2 changes of Chapter Four. Potassium-binding benzofuran 
isophthalate (PBFI) is a potassium-sensitive fluorophore which has been widely used to 
measure changes to intracellular potassium concentration [K
+
]i for a variety of cell types
13,14
. 
A change in [K
+
]i can be induced by applying hypotonic stress which will drive water into 
the intracellular compartment and thereby act to dilute the concentration of ions. The 
approach was first explored by Kregenow
15
 et al. to induce an efflux of potassium from duck 
erythrocytes and more recently by Chimote et al.
16
 with human lens epithelial cells. By first 
loading cells with the PBFI fluorophore, suspending them into a range of DEP solutions with 
various osmolalities and measuring both fxo2 and PBFI fluorescence the nature of their 
correlation can be explored. 
Method 
SP2/O-Ag14 murine myeloma cells, as used in Chapter Four, were cultured as described 
previously. In preparation for these experiments 15 ml of the cells were suspended at a 
density of 0.5×10
6
 cells/ml and incubated overnight for 24 hours. The acetoxymethyl (AM) 
ester form of PBFI was dissolved in dimethyl sulfoxide (DMSO) at a stock concentration of 
10 µM with a volume of 10 µl added to the culture media. To facilitate loading, 10 µl of 
Pluronic F-127 (20% w/v) was also added and the cells incubated for 100 minutes. 
Extracellular PBFI was then removed by washing cells in fresh culture media followed by 
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incubation for an additional 60 minute period, a step found to be necessary in producing a 
stable fluorescent signal over several hours. These loaded cells were then suspended into 
PBS and split for subsequent analysis by both DEP and fluorescent flow cytometry. 
Culture media such as RPMI-1640 contain numerous chemical components vital for the long 
term maintenance and growth of cells. As discussed previously, DEP experiments require the 
near complete removal of salts which constitute the main source of free ions to ensure a low 
conductivity. In this experiment an isosmotic formulation (290 mOsm/kg) was developed 








, 11.1 glucose, 10 HEPES 
and 269 mannitol. HEPES acted as a pH buffer in place of the standard sodium bicarbonate 
system used with CO2, the pH adjusted to a value of 7.4 using 1M sodium hydroxide. 
Hyposmotic solutions were prepared at osmolalities of 140, 190, 215 and 240 mOsm/kg by 
the removal of mannitol from the above formulation. The resulting osmolality was measured 
using an Advanced Model 3300 osmometer with the conductivity determined to be ~42 
mS/m for all solutions using an Oakton CON-510 conductivity meter. 
Relative changes in [K
+
]i were determined using a ratiometric approach. The fluorescence of 
PBFI is particularly sensitive to [K
+
]i when excited at 340nm, but is invariant at an isosbestic 
point which exists in the region of 380nm. By measuring the ratio of fluorescent emissions at 
500 due to excitation at these aforementioned wavelengths it is possible to deduce the 
relative change in [K
+
]i.  PBFI is relatively insensitive to changes in intracellular pH and 
intracellular sodium concentrations below 75 mM, exhibiting a fluorescent ratio with a near 
linear relationship to [K
+
]i up to physiological levels. Ratiometric measurements were 
performed on cells suspended in the DEP solutions of various osmolalities using a BD 
Biosciences LRS II. Excitation wavelengths of 355 and 405nm were selected which are close 
to the PBFI fluorescent maxima and isosbestic points discussed with their emission 
measured at ~500nm. The ratios were normalised to that of a PBS suspended control, 
expressed as a percentage to provide a measure of [K
+
]i relative to that of cells in a 
physiological solution. 
DEP measurements of fxo1 and fxo2 were performed in conjunction with optical measurements 
of cell diameter, the techniques being as described in Chapter Four. All measurements were 
performed within 30 minutes of cells becoming exposed to the DEP solution in the first wash 
step, with the solutions warmed to a temperature of 21°C prior to use. These steps act to 
minimise the observed decline in fxo2 to less than 10 MHz but are unable to prevent the initial 
rapid equilibration of ions which occurs within minutes of exposure to the DEP solution. By 
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deriving cell volume from diameter measurements osmotic behaviour, intracellular dilution 
and ion efflux of murine myeloma cells can be analysed. 
Cell Volume 
The volume of cells loaded with PBFI is shown in Fig. 5.4 to decrease as the osmolality is 
increased. Of particular interest is the isotonic cell volume which was measured in PBS to be 
900µm
3
, a measurement which suggests an isotonic DEP solution osmolality of 215 
mOsm/kg for these cells in a mannitol based DEP solution. Higher osmolalities resulted in 
cell shrinkage with a roughly 30% decrease in volume at the isosmotic value of 290 
mOsm/kg. 
 
Figure 5.4 – Volumes derived from diameter measurements of murine myeloma cells 
suspended in DEP solutions of various osmolalities. Data points indicate the mean value ± 
95% confidence interval, based on 100 cells per datum and a spherical cell volume. The 




 have made observations which are strikingly similar using human lymphocytes 
suspended in a sorbitol based solution. They determined that regulatory volume decrease 
(RVD), a process in which cells exposed to hypotonic stress are able to decrease their 
volume back towards their isotonic value, is inhibited below an osmolality of roughly 200 
mOsm/kg. Their results also revealed isosmotic cell shrinkage, an observation made by 
Rouzaire-Dubois et al.
18
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sodium chloride was isosmotically substituted by sucrose. Their study revealed a 15% 
decrease in cell volume within minutes of suspension which was attributed to the efflux of 
sodium and chloride ions due to their reduced extracellular concentration. Hamann et al.
19
 
implicated the Na-K-Cl co-transporter NKCC1 in facilitating this isosmotic cell shrinkage 
under similar conditions with human epithelial cells. This mechanism appears to be 
implicated in the rapid ionic equilibration described previously, however the degree to which 
it affects the decline of fxo2 over the subsequent two hours is not known. The additional 
hyposmotic stress acting beyond the observed isotonic point nevertheless increases the cell 
volume, acting to dilute the intracellular compartment. 
 
Figure 5.5 – Boyle-van‟t Hoff plot for the murine myeloma cells suspended in their DEP 
solutions and based on the data of Fig. 5.4. The volume V normalised to the isotonic volume 
Viso is plotted against the inverse of osmolality M normalised to the isotonic osmolality Miso. 
Boyle-van‟t Hoff (BVH) plots are often used as a means of linearising an idealised 
relationship between cell volume and extracellular osmolality
20
. The underlying relationship 
is based on the amount of impermeable solute, either side of a semi-permeable membrane, 
being constant. If we assume that the osmolality of solutes equals their molality and that no 




 =  1 − vb 
Miso
M
 + vb (5.5) 
where VBVH is the cell volume modelled by the relationship, M is the extracellular osmolality, 















inactive volume fraction. The volume of a cell can therefore be plotted as a function of the 
solution osmolality (both normalised to isotonic values) to determine the inactive volume 
and whether they behave as an ideal osmometer. When the data of Fig. 5.4 is fitted in this 
manner, such that the model passes through the isotonic datum, the plot of Fig. 5.5 is 
produced with an R
2
 value of 0.971. The negative intercept represents an osmotically 
inactive fraction of -6%, an unusual result which may be the result of measurement error if 
the cells in toto are behaving close to ideal osmometers. Alternatively the cells may not be 
fully equilibrated and may be exhibiting active water transport, a conclusion which is 
reasonable based on the apparent ion effluxes occurring throughout these measurements. The 
result merits further study however the principal aim of controlling cell volume was achieved 
with the model providing an effective fit to the data for further analysis. 
First Crossover and Membrane Capacitance 
The behaviour of fxo1 is shown in Fig. 5.6 which displays its value increasing as the solution 
osmolality is decreased. It is noteworthy that the relationship appears linear, with an R
2
 value 
of 0.999, from the isotonic osmolality of 215 mOsm/kg and below. At the time of writing, 
and to the authors knowledge, there is currently no known mechanism which explains the 
observed linear relationship between osmolality and fxo1 in the hypotonic range. 
 
Figure 5.6 – fxo1 for the murine myeloma cells suspended in DEP solutions as a function of 
osmolality. Data points indicate the mean value ± 95% confidence interval. The line of best 
fit has been applied to the isotonic and hypotonic data only (filled markers).  
R² = 0.999














Osmolality ( mOsm/kg )
92 
 
Healthy cells which are suspended in DEP solution for a short period of time exhibit a near 
zero membrane conductance. The membrane capacitance Cmem in F/m
2
 may therefore be 





where r is half of the measured cell diameter, fxo1 the corresponding mean first crossover and 
σs is the solution conductivity measured at 41.5 mS/m. Calculation of the membrane 
capacitance Cmem produces the plot of Fig. 5.7, through which a straight line fit provides an 
R
2
 value of 0.992. Cells with a smooth membrane such as erythrocytes typically exhibit 
membrane capacitances
10,21
 of between 6 and 8 mF/m
2
, with values closer to 14 mF/m
2
 being 
typical of human lymphocytes suspended in isosmotic solutions
22
. The values encountered 
here are therefore within the expected range whilst the decrease in Cmem with osmolality is 
consistent with existing literature
17,23
. At the lowest osmolality of 140 mOsm/kg the 
estimated value for Cmem is 6.1 mF/m
2
, a value which is close to the theoretical minimum and 
suggestive of cells approaching the point of cytolysis. 
 
Figure 5.7 – Cmem derived from the data of Fig. 5.6 and Eq.(5.6) based on the measured 


























The value measured for fxo2 as a function of osmolality is plotted in Fig. 5.8 and suggests it is 
constant over the observed hypertonic range. In previous experiments the value of fxo2 was 
typically ≥ 200 MHz, higher than the value of approximately 170 MHz observed here. This 
difference may be the result of a change in culture conditions or the additional handling 
required for the loading of PBFI into cells prior to their suspension into DEP solutions. If 




 and water, 
but apparently in such a manner as to maintain intracellular conductivity at the observed 
isosmotic value. By contrast, hypotonic stress results in fxo2 decreasing from its isotonic 
value of 166 MHz by 35%, to a value of 108 MHz at 140 mOsm/kg. 
 
Figure 5.8 – fxo2 plotted as a function of solution osmolality. Data points indicate the mean 
value ± 95% confidence interval. The dashed line is an estimate of fxo2 based upon the 
dilution of intracellular ions from the isotonic point of 215 mOsm/kg into the hypotonic 
range only (filled markers), as described by Eq. 5.7 and the fitted BVH model of Eq.(5.5). 
If RVD is inhibited below the isotonic osmolality of 215 mOsm/kg it follows that there 
should be no significant efflux of intracellular ions. The concentration of intracellular ions 
will be diluted by the hypotonically induced volume increase, reducing the conductivity in a 
proportional manner and thereby reducing fxo2. By using the fitted BVH model described 
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where the isotonic second crossover value fxo2(iso) = 166 MHz is scaled by the isotonic 
volume Viso = 900µm
3
 divided by the BVH modelled volume of Eq.(5.5). The resulting 
relationship produces the straight dashed line displayed in Fig. 5.8 with an R
2
 value over the 
hypotonic range of 0.968. As the fit appears to be effective it suggests that a simple dilution 
model is appropriate for the prediction of fxo2 from the isotonic datum. Furthermore, it 
suggests that any apparent changes to intracellular permittivity due to structural changes 
induced in the nucleus are insignificant by comparison to those of conductivity. Under 
hypertonic conditions the model breaks down, as should be the case if an efflux of 
intracellular ions due to RVD is occurring, acting against any increase in conductivity. The 
degree to which fxo2 and therefore intracellular conductivity is regulated over this range is 
noteworthy and may have a broader significance in terms of cell electrophysiology. The 
product of fxo2 and cell volume will be constant if the total amount of intracellular ions 
remains the same. If an efflux of ions occurs in the hypertonic range, relative to that of the 
isotonic datum, an estimate of the relative intracellular ion losses can be made as: 
 
 1 − 𝑛 × 𝑓𝑥𝑜2 𝑖𝑠𝑜 × 𝑉𝑖𝑠𝑜 = 𝑓𝑥𝑜2 𝑕𝑦𝑝𝑒𝑟  × 𝑉𝑕𝑦𝑝𝑒𝑟  
 
⇒ 𝑛 = 1 −
𝑓𝑥𝑜2 𝑕𝑦𝑝𝑒𝑟  × 𝑉𝑕𝑦𝑝𝑒𝑟





where n is the proportion of ions lost relative to the isotonic datum, fxo2(iso) and fxo2(hyper) are 
the isotonic and hypertonic second crossovers with Viso and Vhyper their corresponding 
volumes, respectively. These estimates are based purely on the movement of monovalent 




. At 240 and 290 
mOsm/kg, intracellular ion losses of 18 and 29% are estimated, respectively. If the formula 
is applied in the hypotonic region this value remains close to zero as expected. 
Intracellular Potassium 
Ratiometric flow cytometry was performed on the PBFI loaded cells following suspension 
into the various DEP solutions. These measurements were carried out in parallel to those of 
DEP, with loaded cells split from the same batch and re-suspended using the same protocol 
and solutions. As the conductivity is unimportant for flow cytometry a PBS suspended 
control was also used to normalise the fluorescence ratios against cells held in a close to 
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physiological solution. The fluorescence ratio of the cells was calculated from their mean 
signal area intensity and is quoted in Fig. 5.9 after normalisation to the control. In the 
hypotonic range, between 140 and 215 mOsm/kg, the ratio increases significantly from 71 to 
94%. Beyond this isotonic point a marginal increase up to 99% occurs at the isosmotic point, 
a small change by comparison to the concomitant 30% decrease in cell volume. The dashed 
line in Fig. 5.9 represents a linear fit to the fluorescence ratio over the hypotonic range, a 
model which results in an R
2
 value of 0.996. 
 
Figure 5.9 – Flow cytometry analysis of the PBFI fluorescence ratio for cells exposed to 
DEP solutions of various osmolalities. The ratios are normalised to that of a PBS suspended 
control. Data shown indicate the mean ± 95% confidence interval. The dashed line is a linear 
fit of the normalised fluorescence ratio from the isotonic point of 215 mOsm/kg into the 
hypotonic range only (filled markers), modified from Eq.(5.7). 
The linear relationship is again based on the assumption that ion efflux due to RVD is 
inhibited below the isotonic osmolality of 215 mOsm/kg. The fluorescent ratio of PBFI is 
also known to behave in a non-linear manner above physiological concentrations
13
, 
behaviour which could account for a small increase in fluorescence ratio. At the hypertonic 
osmolalities used here the fluorescence ratio remains less than that of the PBS suspended 
control, suggesting that [K
+
]i remains below physiological concentrations and should 
therefore behave in a linear manner. Observations by Dezaki et al. of HeLa cells
24
 suggest 
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decrease in volume, a situation which implies that the osmotic water efflux drives an efflux 
of both ions during hypertonic cell shrinkage. The observations made here of fxo2, its 
relationship to intracellular conductivity and the measured volume changes also suggest a 
hypertonic efflux of ions. It is therefore reasonable to expect a linear relationship between 
the fluorescence ratio of PBFI and fxo2, as both are expected to be linear functions of [K
+
]i. In 
Fig. 5.10 this fluorescence ratio is plotted against fxo2, for each of the respective osmolalities, 
and reveals a linear relationship between the two quantities. A straight line fit of the data 
provides an R
2
 value of 0.967 and suggests that the changes in fxo2, intracellular conductivity 
and [K
+
]i  are both linearly related and proportional. 
 
Figure 5.10 – PBFI fluorescence ratio, relative to a PBS control, plotted as a function of fxo2. 
Data shown indicates the mean ± 95% confidence interval for both quantities. 
Conclusion 
An analytical expression for fxo2 has been derived based on a single shell model of a cell. 
This expression suggests a direct proportionality to the intracellular conductivity of a cell 
with a second dependency upon its intracellular permittivity. To determine its validity an 
experiment was undertaken involving dilution of the intracellular volume by applying 
hyposmotic stress, a process aimed at reducing the intracellular conductivity. A DEP 
solution based on the isosmotic substitution of sodium chloride by mannitol was used for this 
purpose. Murine myeloma cells were first loaded with the potassium-sensitive fluorophore 
PBFI to allow for quantification of the intracellular potassium concentration [K
+
]i relative to 
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diameter were undertaken in the DEP solutions simultaneously to provide a direct 
comparison to, and analysis of, the resulting dielectric changes. 
The isosmotic DEP solution of 290 mOsm/kg induced cell-shrinkage relative to that of the 
control with an apparent isotonic osmolality of ~215 mOsm/kg, behaviour which appears to 
be consistent with inhibition of the regulatory volume decrease mechanism at and below this 
value. This behaviour implies the presence of both ion efflux and water transport out of the 
cell in the hypertonic region, including the isosmotic point. A Boyle-van‟t Hoff plot of the 
data suggests behaviour which is close to that of an ideal osmometer, with the discrepancy of 
a negative inactive volume fraction likely due to the unequilibrated state of the cells. It 
nevertheless provided an effective mathematical model of the cell volume to model 
intracellular dilution in the hypotonic range. 
Membrane capacitance was calculated based on measurements of both fxo1 and cell diameter, 
with values comparable to that of other published works on mammalian cells. A linear 
increase in its value was observed from the isosmotic point down to the theoretical minimum 
of 6 mF/m
2
 at 140 mOsm/kg, corresponding to a near maximal dilution of the intracellular 
compartment. Measurement of fxo2 revealed a plateau over the hypertonic range which, in 
conjunction with the observed volume reduction, indicates an efflux of both intracellular 
water and ions consistent with regulatory volume decrease. A model of ionic dilution from 
the isotonic point was found to accurately track the observed changes in fxo2 over the 
hypotonic range. It provides evidence that fxo2 does indeed scale with intracellular 
conductivity and that changes to the intracellular permittivity are negligible by comparison, 
under these conditions. At the isosmotic point an estimated 29% of the free charge is lost, a 
value which remains close to zero over the hypotonic range and is again consistent with the 
inhibition of regulatory volume decrease. 
Ratiometric flow cytometry revealed trends in intracellular potassium concentration which 
are similar to those of fxo2. A dilution model from the isotonic point similar to that used for 
fxo2 effectively tracked the observed hypotonic changes in its concentration, displaying a 
linear relationship with respect to osmolality which follows from the Boyle-van‟t Hoff 
formula. By plotting fxo2 against the fluorescence ratio of PBFI a linear relationship is 
suggested. Although fxo2 does not discriminate between the various intracellular ions it offers 
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Cell Death and the Second Crossover Frequency 
Introduction 
The growth of cell cultures in labs is important for a wide variety of applications
1
. Examples 
of this include the study of cell functions, the effect of chemicals upon them and the creation 
of artificially engineered tissues. This capability to culture cells in vitro has been explored 
since the early 20
th
 century and became routine by the 1950s with development of defined 
culture media and the use of antibiotics to control microbial contamination. As cell cultures 
have expanded to industrial scales the ability to monitor their viability, and the critical 
factors underlying their growth, is of great importance. In this chapter we explore the culture 
of murine myeloma cells and their response to being unfed by looking at their viability, size 
and DEP crossovers. The second crossover appears to be correlated with the viability of a 
culture, tracking both its decline and recovery upon the resumption of feeding. Apoptosis 
was induced in the culture by the use of etoposide, a chemotherapy drug used to treat various 
cancers. The long term exposure of cells to this drug, at high concentrations for 24 hours, 
produced a noticeable decrease in viability which was tracked by the second crossover. A 
shorter exposure time of 6 hours provides no discernible change in viability, but results in 
subtle shifts to the distribution of both crossovers. Although explored in the context of the 
first crossover, measurements of the second crossover provide a more complete picture of 
the dielectric changes which occur during apoptosis induced by etoposide treatment. 
Cell Growth and Death 
Murine myeloma cells are frequently cultured for a variety of research purposes; however 
their use in the production of monoclonal antibodies (mAbs) has resulted in the need to 
culture them at an industrial scale
1
. These mAbs are in principle capable of stimulating the 
immune system of a subject to defend against a variety of diseases such as multiple sclerosis, 
severe asthma and malignant tumours
2
. During the 1970s the ability to culture these cells 
under controlled conditions ex vivo significantly improved their availability, an advance 
which led to the development of hybridomas where a B-cell lymphocyte possessing a desired 
immunity is combined by electrofusion with an immortalised murine myeloma cell. The 
resulting cells can be used in the mass production of these mAbs and are typically 
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maintained in incubated, agitated and fed vessels known as bioreactors with the principle 
aim of maximising mAb production. High yields are possible by maximising both cell 
density and viability
3
; however mechanisms which trigger cell death place an ultimate limit 
on this approach. These mechanisms are often described as either apoptosis or necrosis, 
where the former is actively controlled by the cell and the latter is uncontrolled or accidental
4
. 
Specific triggers can initiate apoptosis, a cascade of processes which result in the 
programmed death of a cell
5
. In humans and animals this process is a normal part of 
development and ageing, involved in the maintenance of tissue cell populations and acting as 
a defensive countermeasure against the spread of disease. It is generally associated with 
condensation of the nucleus and fragmentation into smaller apoptotic bodies which are 
membrane bound. The release of specialised proteases, known as caspases, result in the 
cleavage and orderly destruction of proteins which can prevent the spread of disease. 
Membrane integrity is maintained throughout this process and surface molecules are 
expressed which mark these cells for phagocytosis. Apoptosis is also associated with the 
efflux of intracellular potassium
6





-ATPase prevents repolarisation of the cell membrane, suggesting a 
potential means by which electrokinetic techniques such as DEP can be exploited. Necrosis 
is a less well-defined term and generally refers to the accidental death of a cell without 
undergoing apoptosis. These cells are typically identified once they have undergone a 
complete loss of membrane integrity, a situation which may also be reached by apoptotic 
bodies in the absence of phagocytosis and is referred to as apoptotic necrosis
4
. Thus, 
although the presence of necrosis may be determined, it does not necessarily indicate the 
means by which death occurred. 
In cell cultures, the deprivation of nutrients such as glucose and essential amino acids can 
intrinsically trigger the apoptotic process of a cell
3
. These triggers also include elevated 
osmolality, anoxia, reduced pH, serum deprivation and the build-up of waste products such 
as ammonia. Extrinsic triggers are also known to exist, where cell-to-cell signals are capable 
of initiating apoptosis in neighbouring cells and can lead to the collapse of a population. The 
maintenance of a viable cell culture therefore requires the addition of nutrients and removal 
of waste-products; however apoptosis can become an issue before any of these parameters 
deviate noticeably. A means of determining when cells are under stress and before any harm 
is caused is therefore desirable. 
The potential for DEP to detect early stage apoptosis has been explored by several authors, 





exposed Jurkat T-cells to etoposide which caused a decrease in their membrane capacitance, 
a finding which corroborated earlier observations by Wang et al.
8
 for human leukaemia cells 
exposed to genistein. By contrast, the membrane capacitance of chronic myeloid leukaemia 
cells has been shown to increase after exposure to staurosporine
9
, a chemical agent known to 
induce apoptosis but whose mechanism of action remains the subject of ongoing research
10
. 
An apparent rise in the intracellular conductivity of these staurosporine exposed cells was 
simultaneously derived by curve fitting their DEP collection spectra across a range of 
frequencies. The issue of whether DEP can unambiguously distinguish between apoptotic 
and necrotic cells remains as necrotic cells may exhibit changes to fxo1, in response to both 
membrane breakdown and the release of intracellular ions. Given the range of observations 
and variety of chemical agents used to induce apoptosis an alternative approach was 
attempted here, by observing the collapse in viability for an unfed culture. 
Apoptosis in an Unfed Culture 
Although chemically induced apoptosis can produce rapid changes in the state of cells their 
relevance to standard cell culture conditions is debateable. In this experiment SP2/O-Ag14 
murine myeloma cells were cultured, as described previously, in a standard T75 flask with 
an initial density of ~1×10
6
 cells/ml. Over a period of six days the cells were incubated under 
standard culture conditions, but without any feeding or splitting, to gauge changes in their 
viability, fxo1, fxo2 and cell volume under extreme physiological stress. This stress is induced 
by the depletion of essential nutrients, the accumulation of waste-products and uncontrolled 
cell densities. Cell viability was determined by trypan blue, performed in the culture media 
using a haemocytometer, which is excluded by cells that possess an intact membrane. It is 
therefore able to distinguish necrotic cells from those which are either viable or undergoing 
apoptosis. Cell diameter and DEP measurements were performed as discussed previously in 
Chapter Five for an isosmotic solution of mannitol at room temperature, within 30 minutes 
of the first wash step. 
The total cell count displayed in Fig. 6.1 increased consistently over four days before 
decreasing on days five and six. Apoptotic bodies were observed which were not included in 
the count, but clearly indicated the ongoing progression of apoptosis. Based on the exclusion 
of trypan blue the percentage viability was determined in Fig. 6.2. The initial viability of 63% 
increased to 78% after the first day, suggesting that the cells were not in an optimum 
condition to begin with. The viability then declines gradually over the following days, 
collapsing on the fifth to 29%. This behaviour correlates well to measurements of cell 
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viability in an unfed culture by Tey et al.
11
 using NS0 myeloma cells, where cell viability 
collapsed from the fourth day onwards, albeit at an initial density roughly one-fifth of that 
used here. Both the depletion of amino acids and accumulation of ammonia were identified 
as contributing factors in their collapse, factors which are exacerbated at the higher cell 
densities used here. A maximum live cell density of 2×10
6
 cells/ml achieved here using 
SP2/0 cells corresponds to a doubling of the population over three days, a result which is 
nearly identical to the maximum expansion exhibited by the myeloma cells of Tey et al.
11
 
over the same time period. 
 
Figure 6.1 – Haemocytometer count of live and dead cells over a six day period, determined 
by the exclusion of trypan blue. 
 













































As the cell viability decreased their volume in both culture media and DEP solution reduced 
accordingly, as displayed in Fig. 6.3, which is generally expected
12
 and in agreement with 
observations made by Pethig et al.
7
 for cells undergoing etoposide induced apoptosis. 
Isosmotic cell shrinkage in the DEP solution is apparent for all measurements however the 
degree of this shrinkage decreases with culture time, a factor which is likely due to the pre-
existing shrinkage in culture media caused by the onset of apoptosis. 
 
Figure 6.3 – Volumes derived from diameter measurements before and after suspension in 
DEP solution each day. Data points indicate the mean value ±95% confidence interval, based 
on over 50 cells per datum and a spherical cell volume. 
DEP measurements were subsequently performed on these cells however their behaviour 
only represents those of the viable or apoptotic cell sub-population. The non-viable necrotic 
sub-population of cells identified by their uptake of trypan blue did not exhibit positive DEP 
with clearly defined crossover frequencies. Over six days the mean value of fxo1 displayed in 
Fig. 6.4 varied by less than 15% throughout and displayed no clear trend. As a decrease in 
cell volume was observed over this period, and assuming cell membranes remain intact with 
a low conductance, it suggests a steady increase in the membrane capacitance shown in Fig. 
6.5. This increase differs from the observations of decreasing membrane capacitance made 
by Pethig et al.
7
 and Wang et al.
8
, both of which indicated a smoothing of cell membranes 



























Figure 6.4 – fxo1 for murine myeloma cells suspended in DEP solutions as a function of time. 
Data points indicate the mean value ±95% confidence interval. 
 
Figure 6.5 – Cmem derived from the data of Fig. 6.3, Fig. 6.4 and Eq. 5.6 based on the 
measured solution conductivity of 41.5 mS/m. Data points indicate the mean value ± 95% 
confidence interval. 
The possibility exists that membrane conductance could be increasing such that fxo1 remains 
constant with the observed decrease in cell volume, whilst maintaining the same or even 
lower membrane capacitance. Based on the fxo1 expression of Eq.(2.39), typical initial values 
for Gm due to ion channel conduction of 10 to 100 S/m
2
 and static membrane capacitance 
throughout the experiment we can estimate the minimum membrane conductance required. 
These conditions imply membrane conductances of between 2000 and 8000 S/m
2
 from the 











































suggested by Wang et al.
8
 based on the human leukaemia cells which were exposed to the 
apoptotic agent genistein for four hours; however a definitive determination of this 
behaviour requires further study and may depend on the trigger used to induce apoptosis. 
 
Figure 6.6 – fxo2 for murine myeloma cells suspended in DEP solutions as a function of time. 
Data points indicate the mean value ±95% confidence interval. 
Measurements of the mean fxo2 value are displayed in Fig. 6.6 which broadly reflects the 
viability trend displayed in Fig. 6.2. The initial increase in viability after the first day is not 
reflected in fxo2 but may simply reflect a healthy intracellular ionic state for these cells, 
which remains static and would not indicate an increase in their population. As the culture 
time progressed their mean fxo2 value gradually decreased, collapsing rapidly from the fifth 
day onwards and concurring with both a collapse in viability and the maximum dead cell 
count. After six days the viability had reduced to 26% with the culture in a visibly poor state, 
with the presence of numerous apoptotic bodies and cell fragments. It is noteworthy that the 
behaviour displayed by the mean value of fxo2, derived from intact cells, reflects the overall 
viability of the population plotted in Fig. 6.2. This trend suggests that the mean value of fxo2 
is an effective measure of necrosis in the wider cell population. It is not clear from this data 
whether the measurement of fxo2 can be used to assess the onset of apoptosis for individual 
cells, or whether it also reflects varying degrees of necrosis. A detailed analysis of this 



















The cells were then washed twice and re-suspended into fresh culture media every two days 
in an attempt to restore their condition. This re-suspension was performed immediately 
following measurements on the sixth, eighth and tenth days at densities of 1.7, 0.8 and 
0.7×10
6
 cells/ml, respectively. By doing so the proportion of live to dead cells exceeded 
unity following three days and continued to rise. On the eleventh day the culture viability 
shown in Fig. 6.8 had risen to 79%, matching the previous maximum on day two and at 
which point the experiment was ended. 
 
Figure 6.7 – Haemocytometer count of live and dead cells using trypan blue with re-
suspension in fresh culture media performed following measurements on the sixth, eighth 
and tenth days. Bordered markers indicate measurements on the following day. 
 
Figure 6.8 – Viability determined from the data of Fig. 6.7. Unfilled markers indicate 













































Restoration of the cell culture is further reflected in the cell volumes of Fig. 6.9, with a value 
in culture media of 1479±129µm
3
 on the eleventh day being within 3% of the initial 
1448±231µm
3
 value. The data discussed thus far suggests a complete recovery of murine 
myeloma cells which are unfed for six days is possible, in terms of cell viability. The 
measurements of fxo1 displayed in Fig. 6.10 again reveal no clear trend with the calculation of 
their membrane capacitance, displayed in Fig. 6.11, suggesting a full recovery and reduction 
back to their initial mean values. Fig. 6.12 shows the corresponding measurements of fxo2 
which further corroborate this recovery, with an apparent step increase in its value occurring 
after three days of feeding back to initial values. 
 
Figure 6.9 – Volumes derived from diameter measurements before and after suspension in 
DEP solution each day with re-suspension in fresh culture media performed following 
measurements on the sixth, eighth and tenth days. Data points indicate the mean value ±95% 
confidence interval. 
 
Figure 6.10 – fxo1 for murine myeloma cells suspended in DEP solutions as a function of 






































Figure 6.11 – Cmem derived from the data of Fig. 6.9, Fig. 6.10 and Eq. 5.6 based on the 
measured solution conductivity of 41.5 mS/m. Data points indicate the mean value ± 95% 
confidence interval. 
 
Figure 6.12 – fxo2 for murine myeloma cells suspended in DEP solutions as a function of 
time. Data points indicate the mean value ±95% confidence interval. 
The experiment demonstrates an apparent correlation between the mean values of cell 
volume, membrane capacitance, and fxo2 with culture viability. Under these conditions the 
measurement of fxo1 alone is ineffective at distinguishing between cultures of high and low 
viability. By measuring cell diameter it is possible to make a distinction, however potential 
increases in the membrane conductance introduce ambiguity in its interpretation. The 
measurement of fxo2 on the other hand offers a single measurement which is independent of 









































frequency could be exploited to selectively filter out cells which appear to be undergoing 
apoptosis, without the need to measure their size. Plotting viability against fxo2 produces Fig. 
6.13 which appears to display a positive correlation. The Pearson correlation coefficient of 
this population is +0.86 which demonstrates a strong correlation. By comparison, a value of -
0.62 between viability and membrane capacitance suggests a weaker correlation. 
 
Figure 6.13 – Viability plotted against the mean value of fxo2 for all twelve measurements. 
The solid line displays the best-fit by least squares regression. 
Apoptosis Induced by Etoposide 
Understanding the maintenance and behaviour of a cell culture is useful in a practical sense, 
however many variables exist which make it unattractive for research into the processes 
underlying cell death. Apoptotic chemicals provide a means of inducing apoptosis in a 
specific, controlled and reproducible manner. Several of these chemicals have already been 







Etoposide is an a cancer therapy drug which inhibits a nuclear enzyme known as type II 
topoisomerase, an enzyme which plays an important role in the replication and transcription 
of DNA
17
. By interfering with this process, irreparable breakages in the DNA are introduced 
which can trigger the apoptotic process. Increases in the upper range of fxo1 and 
corresponding decreases in membrane capacitance have been observed with Jurkat T-cells 
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were identified as undergoing apoptosis using Annexin-V
7
. The efflux of potassium typically 
associated with the early stages of apoptosis provides a real motivation to investigate the 
response of fxo2 using the same approach. 
Murine myeloma cells were cultured and split into standard six-well culture plates at a 
density of 1×10
6
 cells/ml. Etoposide was dissolved in DMSO at a range of concentrations 
with 24 µl of each solution added to individual wells containing 1.2 ml of culture media. By 
this method, cells were exposed to etoposide concentrations of 1, 10, 100 and 1000 µM 
followed by incubation for 6 hours. Their viability was then determined by a 
haemocytometer count using trypan blue, a test which purely evaluated the prevalence of 
necrosis. Controls with and without DMSO were maintained in parallel as a reference for 
these viability measurements over the same period of time. These treated cells were then 
suspended into an isosmotic mannitol-based DEP solution in which measurements of fxo1, 
fxo2 and cell diameter were undertaken. Additional cultures were also incubated in parallel 
using the same etoposide concentrations but over a longer period of 24 hours before the same 
analysis. 
 
Figure 6.14 – Culture viability as a function of etoposide concentration after incubation for 6 
and 24 hours. 
After 6 hours of exposure the viability of cells displayed in Fig. 6.14 for the various 
etoposide concentrations revealed no significant variation. The cells retain their membrane 
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integrity and the test therefore provides no indication of whether apoptosis has been 
triggered. The viability of control samples both with and without DMSO remained close to 
95% which is consistent with the values observed here. After 24 hours of exposure a clear 
trend emerges for etoposide concentrations of 10 µM and above, their viability decreasing 
from 88% down to 60% at 1 mM. As the apoptotic process is completed the cells, in the 
absence of phagocytosis, remain until their membranes break down and are unable to prevent 
the permeation of trypan blue. The observed behaviour is therefore consistent with apoptotic 
necrosis. 
 
Figure 6.15 – Cell volume in DEP solution as a function of etoposide concentration after 
incubation for 6 and 24 hours. Data points indicate the mean value ±95% confidence interval. 
In Fig. 6.15 the corresponding volume of cells following suspension into DEP solution 
revealed no clear trend after 6 hours. A modest decrease is apparent after 24 hours across the 
concentration range which is likely due to their continued shrinkage and necrotic break down. 
The corresponding mean volumes of cells with and without DMSO were 1343 and 1442µm
3
, 
respectively, which suggests that their volume generally remains constant in response to this 
treatment. A similar response was observed by Yurinskaya et al.
18
 in histiocytic lymphoma 
cells undergoing the same treatment, suggesting that observations of cell shrinkage 
associated with apoptosis may not be fully understood. 
DEP measurements were then undertaken which, as before, need to be interpreted with care 
as they represent the sub-population of cells which possess intact membranes and are 
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therefore capable of exhibiting crossover frequencies. After 6 hours of exposure there is no 
apparent difference in the mean value of fxo1 above 10 µM although a clear trend does 
emerge after 24 hours - its value increasing with the concentration of etoposide and 
correlated with the decrease in cell viability. A useful view of fxo1 after 6 hours is provided 
by the cumulative distribution of Fig. 6.17 for the DMSO control and etoposide 
concentrations of 10 µM and 1 mM. It indicates that a subtle shift in the distribution takes 
place with the presence of etoposide tending to reduce fxo1. The result is interesting as it 
appears to contradict an observed increase in fxo1 by Pethig et al.
7
 and therefore merits 
further study. Increases in the membrane conductance or intracellular conductivity could, in 
principle, produce such shifts. 
 
Figure 6.16 – fxo1 for cells as a function of etoposide concentration after incubation for 6 and 
24 hours. Data points indicate the mean value ±95% confidence interval. 





















Figure 6.17 – Cumulative fxo1 distribution of the cells for the DMSO control and etoposide 
concentrations of 10 µM and 1 mM after 6 hours of exposure. 
 
 
Figure 6.18 – Cmem derived from the data of Fig. 6.15, Fig. 6.16 and Eq.(5.6) based on the 
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Based on the mean values of cell volume and fxo1 a corresponding reduction in the membrane 
capacitance occurs above 10µM after 24 hours, as displayed in Fig. 6.18, but provides no 
clear trend after only 6 hours. It is likely that the detection of subtle apoptotic changes 
requires the calculation of membrane capacitance on a cell by cell basis, a process which is 
more suited to a dedicated cell profiling system. 
 
Figure 6.19 – fxo2 for cells as a function of etoposide concentration after incubation for 6 and 
24 hours. Data points indicate the mean value ±95% confidence interval. 
In contrast to the apparent trends in the mean value of fxo1 and Cmem displayed after 24 hours 
the mean value of fxo2, displayed in Fig. 6.19, did not appear to change appreciably 
regardless of the time exposed. The result is unusual when considering the expected 
apoptotic efflux of potassium. However, an increase in the concentration of intracellular 
sodium has been observed by Yurinskaya et al.
18
 with histiocytic lymphoma cells treated 
with etoposide. After four hours the ratio of the intracellular potassium concentration to that 
of sodium decreased, however their combined concentration remained the same. As fxo2 is 
dependent upon intracellular conductivity it is unable to distinguish between specific ions 
and thus, if the total concentration of free intracellular ions remains the same, we would not 
expect a change in fxo2. A plot of the cumulative fxo2 distribution in Fig. 6.20 reveals a subtle 
downward shift as the concentration of etoposide is increased, a change which would 
correlate to an overall efflux of free ions. It suggests that fxo2 is capable of detecting changes 
associated with the early stages of etoposide induced apoptosis in a similar manner to fxo1. 
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The implied decrease in intracellular conductivity is not consistent with a decrease in fxo1, 
unless the membrane conductance increased and became more permeable to ions. 
 
Figure 6.20 – Cumulative fxo2 distribution of the cells for the DMSO control and etoposide 
concentrations of 10 µM and 1 mM after 6 hours of exposure. 
Conclusion 
Murine myeloma cells were maintained in an unfed culture for a period of six days. A 
decrease in their viability was observed from a maximum of 78% to a minimum of 26% with 
a rapid decrease in their mean volume occurring over the first three days. The mean value of 
fxo1 remained relatively constant over this period but the estimated membrane capacitance 
appeared to increase gradually, differing from published observations of etoposide induced 
apoptosis. A significant increase in membrane conductivity remains a possibility and 
highlights a fundamental difficulty in the interpretation of fxo1 by itself. By contrast, the 
mean value of fxo2 revealed an apparent correlation to their measured viability, behaviour 
which suggests that the intracellular conductivity of intact cells is related to the overall 
spread of necrosis in the culture. After six days the cells were washed in fresh culture media 
at two day intervals which allowed for a recovery of the culture to a viability of 79%. Both 
the mean cell volume and estimated membrane capacitance returned to their initial values, 
with the mean value of fxo1 remaining relatively constant. The mean value of fxo2 also 
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culture was fully recovered. By examining the relationship between viability and fxo2 across 
the entire experiment a high degree of positive correlation was observed with a Pearson 
correlation coefficient of +0.86. This experiment demonstrated that fxo2 may be an effective 
way to gauge the viability of a culture; however its ability to detect the more subtle processes 
underlying apoptosis remains an important question. 
Etoposide was investigated as a chemical means of inducing apoptosis, an approach which 







. After 6 hours of exposure to etoposide, by which point apoptosis is 
expected to be underway, the distribution of fxo1 shifts to lower frequencies in a manner that 
is proportionate to its concentration and in contradiction with an existing study. It draws 
attention to the difficulty distinguishing between changes in the membrane‟s capacitance and 
conductance. Following 24 hours of exposure a collapse in the viability of cells, 
proportionate to the concentration of etoposide above 10 µM, was correlated to a decrease in 
the mean value of fxo2 in a similar manner to that of unfed cells. It appears to represent the 
onset of necrosis following the induced apoptotic process as the culture media should 
otherwise be suitable for the growth of cells. The cumulative distribution of fxo2 has revealed 
shifts which are consistent with the efflux of intracellular ions associated with apoptosis after 
the first six hours. An influx of sodium may mask the detection of potassium efflux by fxo2, 
however the technique provides a means of quantifying the overall loss in intracellular 
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Interdigitated electrodes intended for biological DEP need to be fabricated from a durable 
material which is both resistant to corrosion and capable of acting as a good conductor. 
Platinum is a widely used metal in medical devices such as pacemakers, catheters and stents 
due to its properties as a noble metal
1
. A range of techniques for the deposition and 
patterning of thin film platinum have been developed however the adhesion of noble metals 
to substrates such as glass is weak
2
, an issue which can affect the durability of electrodes. An 
intermediate adhesion layer can be used involving a metal which is less noble than the 
platinum and allows a stable bond to be formed. A layer of titanium is often used between 
the glass and platinum
3
, with 10nm being sufficient to act as a form of "glue". The titanium 
atoms bond as an oxide layer on the glass surface and diffuse through grain boundaries in the 
platinum film, thereby promoting adhesion. 
3" diameter glass wafers were prepared by cleaning them in a mixture of sulphuric acid and 
hydrogen peroxide, also known as piranha solution. The wafers were rinsed in deionised 
water and dried, ready for the deposition of a titanium adhesion layer. Electron beam 
evaporation was used to deposit both the titanium and subsequent platinum layers to depths 
of 10 and 100nm, respectively. The technique involves heating a metal target in a crucible 
which is subjected to an electron beam source. These electrons are accelerated under a high 
voltage and cause the target metal to evaporate from the crucible, forming a vapour which 
subsequently settles on any surfaces within line-of-sight. Once deposition of both metal 
layers was completed the wafer was exposed to hexamethyldisilazane (HMDS), a chemical 
which reacts with surface groups to form a hydrophobic layer. This hydrophobic layer 
prevents developer agents from undercutting a subsequent photoresist layer
4
. 
The patterning of metal was performed by spin coating the wafers in SPR350, a chemical 
which can act as a positive photoresist. A clear field mask obscures regions of metal which 
are intended to form tracks and pads. Regions of the photoresist which are exposed to UV 
radiation become soluble to the developer. The mask was positioned over the wafer, brought 
into contact and exposed to UV light using a Karl Suss aligner. A developer is used which 
removes the photoresist from exposed regions, after which the wafer is baked. An argon 
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based reactive ion etch followed by a wet etch in aqua regia (a mixture of hydrochloric and 
nitric acid) is used to remove the exposed regions of metal. The remaining photoresist is 
removed by oxygen plasma ashing producing the final released structure. 
Step Description Cross-Section 
1 
Wafer Cleaning 
Exposure to piranha solution (3:1 ratio 
of H2SO4 to H202) for 10 minutes. 





10nm of titanium followed by 100nm 





Wafer priming in an HMDS box for 10 
minutes. Spin coat 1.5µm of SPR350 
photoresist at 700 rpm for 10 seconds 
and 2350 rpm for 60 seconds. Soft 
bake at 90°C for 60 seconds. 
Clear field mask soft contact and 9 
second exposure to UV light using a 
Karl Suss mask aligner. 
Exposure to photoresist developer and 




Argon reactive ion etch for 17 minutes 
at 200W (25 sccm) using a JLS etcher. 
Wet etch in HCl:H2O:HNO3 at a ratio 




Oxygen plasma strip of the remaining 
photoresist in a barrel asher for 75 
minutes. Rinse in ACT for 15 minutes 
at 50°C and repeat. Rinse in isopropyl 
alcohol followed by deionised water 
and dry using compressed N2. 
 
Table 7.1 – Process flow for electrode fabrication  
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Measurement of Linewidth & Sheet Resistance 
In Chapter Three a test structure was described which allowed for measurements of both the 
electrical linewidth and sheet resistance of platinum tracks deposited on a glass substrate. 
The structure is displayed in Fig. 7.1 and consists of two components, the first being a cross 
formed by two tracks which intersect at right angles and the second being a length of track 
referred to as a bridge. By forcing a current through two adjacent arms of the cross and 
measuring the resulting voltage arising across the two remaining arms it is possible to 
determine the sheet resistance, an approach known as the van der Pauw method. The bridge 
track is connected at two points, across which the voltage is measured when a known current 
is forced through, and provides a means of deriving the electrical linewidth.  The combined 
cross and bridge is referred to as a cross-bridge test structure. 
 
Figure 7.1 – Schematic of the cross-bridge test structure used in Chapter Three (not to scale). 
A forcing current is first determined which allows for stable voltage measurements to be 
made without producing excessive joule heating of the cross structure. Standard guidelines
5
 
suggest an initial current density of 0.2MA/cm
2
 which, for the track width of 20µm and 
platinum thickness of 100nm considered here, implies a current of 4 mA. This current is first 
applied between terminals C1 and C2 such that a voltage can be measured across the 
terminals CB1 and CB2 to determine the cross resistance Rc1 = V1/I1.  The current is then 
halved to verify that no significant change in resistance occurs and thus joule heating is not 
an issue. Once the maximum measurement current has been determined it is reversed to 











terminals CB2 and C2 with the voltage measured across terminals CB1 and C1, in both forward 
and reverse directions, to determine the cross resistances Rc3 = V3/I1 and Rc4 = V4/I1. A mean 
average of all four resistance measurements is taken and defined as the cross resistance Rc. 





The bridge section can then be used to derive an electrical linewidth for the track. A forcing 
current I2 is applied between terminals B2 and CB2, the current being set in the same manner 
as that for the cross to minimise joule heating. The resulting voltage drop V5 is measured 
across terminals B1 and CB1 with the resistance Rb1 = V5/I2. By reversing the direction of I2 
and measuring the voltage drop V6 the resistance Rb2 = V6/I2 can be calculated, the mean 
average of Rb1 and Rb2 providing the bridge resistance Rb. The mean electrical linewidth can 
then be determined by: 




where Rs is the sheet resistance derived from measurements of the cross and Lb is the 
distance between points which connect terminals B1 and CB1 to the bridge. If the cross 
section of the tracks are rectangular then the mean electrical linewidth will also equal the 
mean physical linewidth. 
Two wafers were fabricated to measure the impedance of interdigitated electrodes with 
20:20 and 20:40µm mark-space ratios. These electrodes were surrounded by cross-bridge 
test structures, as displayed in Fig. 3.5, to provide electrical linewidths and sheet resistances 
for the impedance simulations discussed in Chapter Three. The wafers were each mounted 
into a mechanical probe station connected to an HP 4062UX process control system which 
provided current forcing and voltage measurement functions. In Table 7.1 the calculated 
sheet resistances and electrical linewidths for the test structures are displayed with sheet 
resistances of ~1.8Ω/□ for both wafers. Optical linewidth measurements were taken which 
indicate an error in their electrical measurement of less than 1%. A textbook value for the 




 S/m which for the target 
deposition depth of 100nm suggests a sheet resistance of 1.1Ω/□, only 61% of the measured 
value. The resistivity of thin film metals is known to exceed that of its bulk value as the film 
thickness decreases, a result of increased electron scattering
7
. This scattering in thin film 
metals highlights the importance of using simultaneous cross measurements to derive 





Sheet Resistance (Ω/□) Electrical Linewidth (µm) 
20:20µm 20:40µm 20:20µm 20:40µm 
1 1.86 1.86 24.75 20.28 
2 1.89 1.72 22.83 21.38 
3 1.95 1.76 22.31 22.23 
4 1.82 1.66 23.06 21.48 
5 1.89 1.74 24.24 20.64 
6 1.88 1.65 25.05 20.68 
7 1.77 1.76 25.43 20.49 
8 1.78 1.72 24.90 20.63 
9 1.75 1.72 25.08 20.64 
10 1.70 1.72 23.21 21.39 
11 1.79 1.65 25.31 20.68 













Table 7.1 – Cross-bridge tests structure measurements for sheet resistance and electrical 
linewidth. The test structures were distributed around interdigitated electrode structures 




Preparation of DEP Solutions 
The DEP experiments performed in this thesis require that cells are suspended in a low 
conductivity solution, of typically less than 100mS/m in conductivity. The conductivity of 
mammalian culture media is typically
8
 in the region of 1.5 S/m, a value which is primarily 
due to the high concentration of sodium chloride present. By removing sodium chloride the 
conductivity can be reduced to a level where transitions to positive DEP in the frequency 
spectrum are observable. It is, however, considered important to match the osmolality of a 
DEP solution to that of the culture media in which the cells were grown. This isosmotic 





 being used both in the published literature and here. The 
addition of glucose at a concentration of ~2g/L is required as it provides metabolic fuel 
which is necessary for the maintenance of viability in mammalian cells
13
. 
Preparation of the sucrose based DEP solution began by measuring the osmolality of cell 
culture medium using an Advanced Instruments Inc. Model 3300 osmometer. The 
osmometer operates by a technique known as freeze point depression, an approach based on 
determining the temperature at which the solid and liquid phases of a solution exist together, 
in equilibrium
14
. The freezing point of a solution occurs at a lower temperature than that of 
pure water, and at low concentrations
15
 this decrease is directly proportional to the total 
concentration of solutes, a 1 Osm/kg solution freezing at a temperature of -1.86°C. Based on 
a measured osmolality of ~310 mOsm/kg the required concentration of sucrose, in addition 
to glucose, was determined. A sterile beaker was filled with 700ml of deionised water, into 
which 100g of sucrose and 2g of glucose was dissolved prior to adding further deionised 
water to a final volume of 1 litre. Based on the molecular weights of sucrose (342.3 g/mol) 
and glucose (180.2 g/mol), both of which possess osmotic coefficients close to unity at the 
concentrations discussed here and therefore do not dissociate in water
16
, a solution is created 
with an osmolality of 309 mOsm/kg. Phosphate Buffered Saline (PBS) was added to increase 
the solution conductivity to 33 mS/m. PBS does not significantly affect the total osmolality 
as it is designed to replicate physiological conditions and only requires the addition of 
millilitres in volume. The solution pH was finally adjusted to a value of 7.4 by adding 
appropriate volumes of concentrated sodium hydroxide or hydrochloric acid, as required. 
In Chapter Five, and onwards, a DEP solution based on the isosmotic substitution of sodium 
chloride with mannitol was used, a solution which also incorporated salts of both calcium 
and magnesium. Calcium is an important cation in culture media, with complete removal 
from mouse fibroblasts known to cause cell death within 48 hours
17
. Magnesium is another 
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cation included in culture media with its role in preventing the onset of senescence being 
demonstrated in human fibroblasts
18
. Although no definitive evidence exists for short term 
physiological effects due to the withdrawal of calcium or magnesium their inclusion, at 
culture media concentration, results in a DEP solution with an acceptable conductivity of 
~42 mS/m. In the absence of PBS, which incorporates a phosphate based pH buffer, HEPES 
acted as a substitute. HEPES is a more effective pH buffering agent than phosphate at the 
hypothermic temperatures which DEP experiments are often performed in, an important 
consideration as the extracellular pH of mammalian cells is known to decrease under such 
conditions
19
. The inclusion of a pH buffer provides stability during the experiment and 
makes adjustment to a solution pH of 7.4 easier to achieve. 
Due to the low concentrations of calcium and magnesium salts required, displayed in Table 
7.2, the solution was prepared using an initial stock solution of 50× the final concentration. 
The stock solution consisted of calcium nitrate, magnesium sulphate, HEPES and glucose 
with an osmolality of 23.2 mOsm/kg at 1× concentration. A litre of DEP solution was 
constructed from 20ml of the stock solution, 48.6g of mannitol and the additional deionised 
water for an osmolality of ~290 mOsm/kg. The pH was adjusted to a value of 7.4 by adding 
1M sodium hydroxide as required followed by measurements of both osmolality and 
conductivity (using an Advanced Model 3300 osmometer and Oakton CON-510 
conductivity meter, respectively) for confirmation. Vacuum filtration through a 0.22µm 
membrane was performed in a laminar flow cabinet to prevent contamination due to bacteria 
or foreign particles. Unless sterilised by autoclaving the prepared solutions should be kept 









50× Stock Solution    
Calcium Nitrate (Tetrahydrate) 236.2 21.2 5 
Magnesium Sulphate (Heptahydrate) 246.5 20.3 5 
Glucose 180.2 555.1 100 
HEPES 238.3 500.2 119 
DEP Solution    
50× Stock Solution 2% (v/v) 
Mannitol 182.2 268.8 48.6 
Sodium Hydroxide, 1M Solution (as required for pH) 




DEP experiments involving the detection of crossover frequencies require the suspension of 
cells into their solution at the intended conductivity. The following procedure describes the 
re-suspension of SP2/O murine myeloma cells from their RPMI-1640 culture media into the 
low conductivity DEP solution previously described. This procedure should be performed in 
a laminar flow cabinet under aseptic conditions to prevent contamination of both the cultured 
cells and reagents. 
1. Warm the DEP solution up to 21°C or room temperature in a water bath. Lowering the 
temperature of cells from their incubated value of 37°C mitigates the loss of intracellular 
ions. 
2. Murine myeloma cells were typically cultured for DEP experiments in T75 flasks 
(75cm
2
 surface area) at a density of ~5×10
5
 cells/ml in 20ml of RPMI-1640 culture 
media. Cultured cells should be removed from their incubator and gently agitated using a 
pipette by drawing up and rinsing cells from the surface. This process acts to both 
release semi-adherent cells from the surface and break up any clumps. 
3. Perform a cell count and viability check of a small sample using trypan blue and a 
haemocytometer. This measurement is important both to ensure the cell population is 
healthy and to estimate the final suspension volume required for a target cell density. 
4. Centrifuge a volume of cells sufficient for the DEP experiment. As a rough guide, 0.5ml 
of the final DEP cell suspension at a density of 1×10
7
 cells/ml was typically sufficient. 
At a culture media density of 5×10
5
 cells/ml this requires an initial volume of 10ml 
which should be centrifuged at 300×g for 5 minutes. 
5. A small pellet should form at the base of the centrifuged tube. Carefully aspirate the 
culture media to leave this pellet and gently tap the tube on a hard surface to loosen the 
pellet. Re-suspend the cells into 10ml of the warmed DEP solution and centrifuge the 
cells again. 
6. Repeat the previous step to perform a second rinse in DEP solution. By repeating this 
process the concentration of culture media remaining is reduced significantly, ensuring 
that the target conductivity is achieved. 
7. Carefully aspirate the DEP solution, gently tap the tube on a hard surface and re-suspend 





The DEP experiments undertaken in this thesis used electrodes designed in Chapter Three, 
their performance being considered based on a 50Ω source operating at frequencies of up to 
300MHz with cells suspended in an aqueous solution of 50 mS/m conductivity. An Agilent 
ESG-D4000A signal generator was used to generate a sinusoidal signal of 0.305 Vpp (0.215 
VRMS) as shown in Figure 7.2. The generator was controlled by PC over GPIB using 
LabVIEW software which applied each frequency for 10 seconds, from 425 to 25 MHz in 25 
MHz decrements when evaluating the second crossover, fxo2. A Mini-Circuits ZHL-1A 
amplifier applied a power gain of ~17.5dB, which given the input and output impedances of 
50Ω provided an output voltage of ~5 Vpp, as stipulated by the simulations of Chapter Three.  
 
 
Figure 7.2 – Setup used to perform DEP experiments where blue and green arrows display 
the electrical signal and optical paths, respectively. 
Cells were suspended into the DEP solution and a 5µl volume deposited over the electrodes. 
A small tape gasket and  glass cover slip were used to form a sealed chamber which 
prevented evaporation of the sample with the electrodes mounted into an inverted 
microscope with a 20× objective lens. After each frequency was applied for 10 seconds an 

























Figure 7.3 – Images captured following a frequency sweep to determine the fxo2 distribution 
of a cell population. Cells circled in red are identified as having been attracted to an 
electrode edge under positive DEP. 
275 MHz 250 MHz 
225 MHz 200 MHz 
175 MHz 150 MHz 
125 MHz 100 MHz 
75 MHz 50 MHz 
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In Figure 7.3 a series of images captured from a frequency sweep are displayed. At 275 MHz 
most of the cells are aligned between the electrode edges. Two of the cells appear close to an 
edge but it is unclear whether they have become attracted under positive DEP, as a result 
they remain uncounted. When the frequency is decreased to 250 MHz it is easier to establish 
that two of the cells have transitioned into positive DEP as they have clearly moved towards 
an electrode edge. These cells are highlighted in red and are classed as having an fxo2 value 
of between 275 and 250 MHz. This process of determining when cells have transitioned into 
positive DEP is repeated down to the finishing frequency, allowing a histogram of fxo2 values 
to be built up as displayed in Figure 7.4. 
 
Figure 7.4 – An fxo2 distribution derived from the images of Fig. 7.3. 
In this thesis the mean value of these distributions are plotted with error bars displaying the 
95% confidence interval of the mean, ~1.96× the sample standard deviation divided by the 
square root of the number of cells (for both the upper and lower bounds). A range of 210 
MHz was estimated in Chapter Three which, assuming it encompasses the mean value ± 3 
standard deviations, requires a sample size of at least 50 to constrain the 95% confidence 
interval (for the mean) to within 10 MHz. As a general guideline, experiments conducted in 




























































































































Measurement of Cell Size 
The diameter of cells was measured to determine their volume, this approach assumes a 
spherical shape which is reasonable for cells which are freely suspended in solution. Images 
of the cells were taken using a 40× objective focused on a region outside of the interdigitated 
electrodes. The cells were allowed to settle onto the glass surface and the focusing adjusted 
to ensure they were measured accurately within the lens focal plane. In Fig. 7.5 a single cell 
is shown using the image processing program ImageJ, the plot displaying the intensity 
profile along a line bisecting the cell. The outer membrane is defined by two intensity 
minima on this line, the distance between which provides a measure of the cell diameter υ. 
Cells which appeared as aggregated clumps were avoided to prevent an inaccurate estimate 
of the diameter. 
 
Figure 7.5 – The diameter of a cell as defined by the intensity minima of a bisecting line. 
A graticule was used to determine the image resolution as ~4.9 pixels per µm. Based on a 
cell of 5µm radius, which is below the mean value for murine myeloma cells in DEP 
solution as displayed in Fig. 4.4, the volume error resulting from a half-pixel error is ± 6%. 
Throughout this thesis measurements of the cell diameter or the derived effective volume are 
quoted in terms of their mean value ± the 95% confidence interval. These values are derived 
from the experimental data and as such incorporate variances from both the distribution of 
values and the error in their measurement. Uncertainty in the measured diameter will not bias 
the mean value of derived parameters, however the measured variance will be higher than 
the true value. As a result of the latter, the displayed 95% confidence intervals represent a 
worst case estimate
20
. By measuring at least fifty cells from each sample this uncertainty in 
the estimated mean volume was kept to a practicable minimum, being on average ±15% of 
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Conclusions & Future Work 
Introduction 
In this thesis the first comprehensive study of dielectrophoresis on mammalian cells above 
100 MHz has been conducted. The underlying theory was developed and explored to guide 
the design of experimental equipment. Initial observations of the second crossover frequency 
fxo2 were made and followed by a systematic evaluation of its behaviour. In verifying and 
understanding its behaviour a new intracellular dimension has emerged for microfluidic 
devices based on DEP crossovers, the analysis of which complements existing dielectric 
measurements of the cell membrane. 
Summary of Thesis and Results 
Chapter Two presented the theory underlying dielectrophoresis, by first considering the force 
induced on a dipole under the influence of a non-uniform electric field. By determining the 
form of its surrounding electric potential the DEP force induced on any dielectric particle 
can be derived. A lossless dielectric sphere was first considered before being adapted to 
include both conductive losses and a thin dielectric shell, analogous to a mammalian cell. 
The model possessed regions of negative and positive DEP with transitions at two 
characteristic frequencies when suspended in a solution of sufficiently low conductivity. At 
low frequencies the first crossover fxo1 has been extensively researched by others, its 
behaviour governed by the cell membrane. Higher frequencies model a second crossover, 
referred to as fxo2, which was expected to behave as a function of intracellular dielectric 
properties. By considering a rotating electric field the concept of electrorotation was also 
introduced, a technique which is capable of detecting intracellular properties but requires 
extensive analysis across multiple frequencies. The application of a single crossover is 
attractive both in terms of its simplicity and the ability to sort cells when combined with 
microfluidics. 
In Chapter Three the process of adding shells was generalised, a technique previously 
exploited to extract detailed intracellular dielectric properties using impedance spectroscopy. 
Based on the dielectric properties of mouse lymphocytes derived by Asami et al.
1
, involving 
impedance spectroscopy data from 100 kHz to 250 MHz, their DEP spectrum in a low 
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conductivity solution was predicted. The model incorporates dielectric properties of the 
nucleoplasm, nuclear envelope, cytoplasm and cell membrane; predicting a value for fxo2 of 
~215 MHz. Interdigitated electrodes were modelled using a distributed RCR network
2
 
incorporating track resistance, solution conductivity and inter-electrode capacitance. The 
approach was validated by comparing the impedance spectra of platinum test structures 
fabricated on glass wafers. A device capable of performing DEP experiments beyond the 
range required was designed and fabricated using these techniques. The levitation of 
particles under negative DEP, beyond fxo2, was simulated by finite element modelling and 
used to constrain the design. Due to the frequencies involved the capacitance, and therefore 
area, of the device was restricted to 1.84mm
2
. By incorporating a parallel resistance for 
signal termination the design ensures a flat impedance response across a wide frequency 
range and consistency in the electric field strength. 
The first experimental observations of fxo2 were described in Chapter Four
3
. A computer 
controlled system was developed and used to sweep the applied frequency from 425 MHz 
down to 25 MHz. Images were automatically captured through an inverted microscope and 
used to determine the levitation and subsequent attachment of cells to the electrode edges 
under negative and positive DEP, respectively. Murine myeloma cells were cultured, 
suspended in an isosmotic low conductivity solution and deposited over the electrodes. By 
applying a 5 Vpp signal at 425 MHz the cells were observed levitating under negative DEP, 
above the electrodes. This observation confirmed the predicted high frequency response 
which requires an intracellular relative permittivity lower than that of water to occur. As the 
frequency was decreased the levitation height of cells was reduced until they transitioned to 
positive DEP around the predicted region of ~215 MHz, becoming attached to the electrode 
edges. This behaviour confirms the existence of fxo2 and provides a degree of confidence in 
the dielectric parameters extracted by impedance spectroscopy for cells which are broadly 
similar to those used here. An unexpected observation was that the mean value of fxo2 
decreased over time when suspended in the low conductivity solution. This phenomenon 
affected all cells in a similar manner and continued until effective DEP forces could no 
longer be applied. Human red blood cells were subjected to the same experimental 
conditions, exhibiting a lower initial value for fxo2 but undergoing a similar decrease in 
crossover frequency with time. In previous studies, by Gimsa et al. on murine myeloma cells 
and Lacelle et al. on human red blood cells, the isosmotic substitution of salt by a non-
electrolyte resulted in the efflux of intracellular ions. By undertaking temperature controlled 
experiments the activation energy of a process reflected by this decrease in fxo2, during the 
first two hours of suspension in DEP solution, corresponded to that identified by Lacelle et 
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al. This correlation provided evidence that a breakdown in the ionic homeostasis of cells 
under these conditions is a critical issue faced in the measurement of fxo2. Exposure of 
murine myeloma cells to DEP solutions containing various combinations of major culture 
media salts revealed the importance of potassium chloride in this regard. Analysis of these 
cells by flow cytometry revealed that the isosmotic solution resulted in cell shrinkage upon 
suspension in a manner consistent with an initial efflux of ions. Cell viability was also shown 
to collapse but did not appear to trend with the corresponding decrease in fxo2 for intact cells 
after several hours of continued suspension. Based on these initial findings, measurements of 
fxo2 in subsequent experiments were performed within 30 minutes of suspension to mitigate 
this effect. 
Chapter Five presented an analytical derivation of fxo2 which demonstrated its direct 
proportionality to the intracellular conductivity of a cell when suspended in a low 
conductivity solution, typically used for these experiments. An experiment was devised to 
directly control the value of fxo2 by applying hypotonic stress to the cells such that dilution of 
the intracellular compartment occurred. Measurements of cell diameter and fxo1 were 
conducted to provide complementary information about the morphological state and integrity 
of the cell membrane. In addition to these DEP techniques the cells were loaded with the 
potassium sensitive intracellular fluorophore PBFI. By performing ratiometric flow 
cytometry the fluorophore provided a determination of relative differences in the 
intracellular potassium concentration. DEP solutions were created which applied varying 
degrees of hyposmotic stress and used to identify an osmolality of 215 mOsm/kg as isotonic. 
Relative to this isotonic point, hypertonic stress resulted in cell shrinkage with an apparent 
increase in potassium concentration which was below that expected for the volume reduction, 
supporting the rapid efflux of ions upon suspension discussed in the previous chapter. 
Hypotonic stress drove an increase in cell size as intended which resulted in decreased 
intracellular potassium concentration, a decrease which is accounted for by the associated 
dilution. Membrane capacitances were determined from the measurements of cell diameter 
and fxo1, behaving as expected with an osmolality of 140 mOsm/kg resulting in capacitances 
close to the theoretical minimum. The behaviour of fxo2 generally reflected that of the 
intracellular potassium concentration determined from the ratiometric measurements. In the 
hypertonic region an increase in fxo2 occurred which was below that expected from the 
volume reduction, also supporting an efflux of ions. As intended, the application of 
hypotonic pressure resulted in intracellular dilution which accounts for the observed 
reduction in fxo2. Across the entire osmotic range explored a strong correlation was displayed 
between intracellular potassium concentration and fxo2. Although fxo2 will also depend upon 
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the concentration of other free ionic species its ability to track changes in the most abundant 
ion provides the potential to easily evaluate the intracellular state of cells in a non-invasive 
and label-free manner. 
In Chapter Six the viability of cell cultures was discussed as being amongst the most 
important parameters concerning a cell biologist. The industrial production of murine 
myeloma cells in batch cultures highlights their importance and the requirement for methods 
to both monitor their viability and maximise productivity. A means of detecting changes to 
the intracellular ionic state of cells, which appeared to be demonstrated in the previous 
chapter, could provide a means of detecting if the collapse of a cell culture is underway such 
that corrective action can be taken. Murine myeloma cells were maintained in an unfed 
culture for six days, during which measurements of fxo2, fxo1, cell diameter and viability were 
made on a daily basis. The viability of cells was determined by the exclusion of trypan blue, 
a measure of necrosis, revealing a maximum viability of 78% which eventually collapsed to 
26%. After this treatment the cells were washed and fed with fresh culture media at two day 
intervals resulting in the full recovery of their viability after five additional days. The mean 
value of fxo1 provided no clear trend over this experiment and, due to uncertainty regarding 
the membrane conductivity of cells undergoing apoptosis, a convincing determination of 
membrane capacitance was not possible. In contrast, the mean value of fxo2 displayed a 
strong correlation to viability across the entire experiment suggesting the technique could be 
applied with this in mind. By using the apoptotic agent etoposide, an experiment was 
undertaken to determine if fxo2 could reveal changes associated with the early onset of 
apoptosis. The mean values of fxo1 and fxo2 displayed no clear correlation with etoposide 
concentration following six hours of treatment. After a full day the mean value of fxo1 
displayed an increase with etoposide concentration but at a stage where cell viability had 
already decreased and the onset of necrosis was underway. By inspecting their cumulative 
distribution plots, subtle shifts in both crossovers do occur following six hours of exposure, 
before any detectable change in cell viability. A decrease in fxo1 was indicated with respect to 
increasing etoposide concentration which appears to contradict an earlier published result; 
however a corresponding decrease in fxo2 does occur, consistent with the efflux of potassium 
ions associated with early stage apoptosis. Whether this approach can be applied to 
apoptosing cells under standard culture conditions requires further study, ideally involving 





The efflux of ions is an issue which applies to the measurement of mammalian cells in low 
conductivity solutions, both in the use of fxo2 and other electrical techniques. In this thesis the 
issue was mitigated by reducing the exposure time, however this approach may not be 
practical if large cell populations require measurement or sorting. A temporary chemical 
means of “locking” these ions inside the cell would be an ideal solution, which may be 
achievable by exploiting the use of ion channel blockers. If, however, the efflux of ions is 
dominated by the permeability of the lipid membrane itself then such an approach may be 
ineffective. In Chapter Four, the presence of potassium chloride in the suspending solution 
was identified as critical in the prevention of this efflux and its introduction at low 
concentrations is worthy of further research. A compromise may be possible between the 
rate at which fxo2 decreases and the increase in solution conductivity associated with the 
addition of potassium chloride, such that an effective crossover remains. Alternatively, or in 




 based microfluidic cooling may be employed to 
reduce the temperature of both the device and samples to below that of the room. A 
temperature of 10°C in this work was able to reduce the decrease to ~13 MHz/hour however 
further reductions may be possible at even lower temperatures. 
A further study of apoptosis under typical culture conditions is necessary to determine if the 
measurement of fxo2 can be used as an early warning system, beyond the ability to track 
viability. The experiment undertaken in Chapter Six could be repeated with shorter intervals 
between each measurement, such that the onset of apoptosis can be discriminated from the 
necrotic breakdown of the cell membranes. An alternative approach would be to extract a 
sub-population of cells in the early stages of apoptosis, by using fluorescence-activated cell 
sorting and Annexin V for example, to determine if their fxo2 values differ from those of the 
bulk population. 
By designing electrodes capable of operating effectively in the second crossover region an 
unexplored area of the Clausius-Mossotti function became accessible. In this thesis the study 
of cells was restricted to that of the second crossover itself however, above this frequency, a 
plateau in the DEP spectrum is expected. At such frequencies the DEP force becomes a 
function of the difference between intracellular and extracellular permittivities, the former 
being poorly understood and the latter being relatively well characterised. By determining 
the levitation height of a cell at a given voltage, and using an estimate of the cell density, a 
value for the intracellular permittivity can be derived. The application of different voltages 
could be used to further eliminate cell density as a variable and provide a more accurate 
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estimate. In the dilution experiments of Chapter Five the induced changes to fxo2 were 
accounted for by the estimated change in intracellular conductivity. Subtle changes in the 
structure of chromatin, such as those occurring throughout the cell cycle or even as the result 
of histone modification, may influence intracellular permittivity and result in detectable 
dielectrophoretic changes. If changes in the levitation height, as a function of both voltage 
and frequency, can be determined with sufficient accuracy the intracellular dielectric 
information derived may provide unique insights and provide new parameters to sort by. 
Conclusion 
This thesis has achieved its stated aim by both verifying the existence of a second DEP 
crossover, referred to as fxo2, in mammalian cells and exploiting its behaviour. A device 
capable of exploring the required frequency range was created which revealed a crossover 
whose location agrees with that predicted by theory. Its stability has been characterised and 
the practical conditions required for its reliable measurement determined. Control of fxo2 was 
achieved by applying osmotic stress, demonstrating its relationship to both intracellular 
conductivity and potassium concentration. The viability of a cell culture is correlated to the 
value of fxo2 and an apparent sensitivity to the early stages of chemically induced apoptosis 
has been demonstrated. Devices exploiting fxo2 have the potential to characterise and sort 
cells at high rates of throughput based on subtle intracellular dielectric differences, in a 
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Electrical test structures have been designed to enable 
the characterisation of interdigitated electrode 
structures in conductive solutions, as used in 
dielectrophoresis. Test masks have been fabricated to 
explore the impact of array size, finger separation and 
solution conductivity on the applied electric field. A 
circuit model based on a distributed RC network is 
proposed and evaluated, demonstrating close 
agreement with actual impedance measurements. This 
provides the capability to readily predict the voltage 
and phase along the length of electrodes used for 




Dielectrophoretic (DEP) separation systems for 
particles including cells and bacteria continue to be an 
area of intense research [1, 2]. These exploit the 
frequency dependent force applied to polarisable 
particles in a non-uniform electric field. This force is 
dependent upon differences in the dielectric properties 
of particles and their suspending solution with 
dielectrically distinct particles moving in opposite 
directions, known as positive or negative DEP. This is 
extremely attractive as a label free cell sorting 
technique. In the VHF range a crossover occurs (zero 
DEP force) dependent upon the dielectric properties of 
the nucleus and cytoplasm [3] providing the 
opportunity to fractionate cells based on factors such 




Fig. 1. (a) Typical interdigitated electrode test structure (b) 
Distributed RC network symbol (c) Distributed RCR network 
symbol 
 
A variety of electrode geometries are used to generate 
these non-uniform fields, the most common being 
planar interdigitated electrodes (IDEs) as shown in 
Fig. 1(a), typically manufactured from 100-500nm 
thick gold or platinum and patterned using lift-off. 
Feature sizes in the μm range mean relatively low 
voltages can produce the large field gradients required 
for DEP induced cell motion. However, this motion 
also depends on the IDE layout, conductivity of the 
suspending solution and frequency at which it needs to 
be driven. This paper describes a model that can be 





IDEs are usually considered as simple lumped 
capacitors but this approximation breaks down at high 
frequencies and for lossy dielectrics. A single finger in 
an IDE has both resistance per unit length and 
capacitance per unit length with adjacent fingers. 
These constitute a distributed RC network [4], shown 
in Fig. 1(b), whose resistance and capacitance are 
distributed along the finger. This represents a low-pass 
filter with infinite poles meaning any AC signal 
applied at one end will be attenuated along the length 
of the finger, determined by the distributed RC value 
and operating frequency. 
 
Zero attenuation along the fingers is clearly desirable 
to ensure the required field is applied but as this is 
unachievable the ability to electrically model IDEs is 
essential. However, the frequency response of these 
networks involves hyperbolic functions which do not 
readily lend themselves to simple analysis. The 
analysis of IDE electrodes is further complicated as 
the distributed capacitance is between fingers which 
both have resistances distributed along their length. 
This constitutes a distributed RCR network [5] whose 
symbol is displayed in Fig. 1(c). 
 
 
Fig. 2. Lumped equivalent circuit of a distributed RCR network 
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The challenge is to develop a model which can be used 
to predict the performance of these IDEs. Analytical 
solutions for distributed RC networks are available but 
difficult to integrate into modelling software such as 
SPICE. However, it is possible to developed models 
that provide good approximations for these networks 
[6]. In this work we have selected the RCR ladder 
network shown in Fig. 2 with lumped components 
representing track resistance, solution resistance and 
capacitance. This is attractive as the value of the 
lumped components is relatively simple to calculate 
and the accuracy may be increased by simply 
increasing the number of elements in the ladder. 
Another attraction of this ladder based model is that 
the effect of any lossy dielectrics can easily be 
incorporated as can the inductance of the electrode 
fingers. This model is used to examine the voltage 
attenuation along fingers with the goal of providing 
designers with critical aspects to consider relating to 
operating frequency as a function of IDE dimensions, 




Fig. 1(a) shows a schematic of the IDE test structures 
used in this work. The test chip layout displayed in 
Fig. 3 consists of IDEs with between 1 and 30 pairs of 
fingers with 1cm of overlap and two mark-space 
ratios, 20:20μm and 20:40μm, to characterise their 
capacitance and leakage resistance. These dimensions 
were selected for characterisation as cells are typically 
between 3 and 10μm in diameter. 
 
 
Fig. 3. Test mask layout with cross bridge resistors. The green and 
red contact pads correspond to those shown in Fig. 1(a) 
 
The IDE test structures were interspersed with Kelvin 
cross bridge resistors of an identical trackwidth to the 
layout shown in Fig. 3. Using standard test methods 
[7] the electrical linewidth and resistivity were 
determined across the wafers. This enabled the 
extraction of actual capacitance, track and solution 
resistances to be determined for the fabricated 
electrodes for input into the model. 
 
Finite element modelling of an electrode cross-section 
was used to calculate the capacitance and current 
flowing between electrodes per unit metre. These 
values are multiplied by the number of pairs of fingers 
(P) and their length (L) to determine the total lumped 
capacitance and the solution resistance as shown in 
Fig. 4. This is simply adapted to calculate unit sections 
for the RCR ladder model. 
 








Fig. 4. COMSOL model for lumped capacitance and resistance 
 
A 20:20μm (electrode-gap ratio) structure with a pure 
water dielectric produces a capacitance of 777pF/m. 
Fig. 5 presents the bandwidth for up to 30 pairs of 
fingers with a typical 50 source and termination. It 
can be observed that the bandwidth decreases from 
800 MHz for one pair of fingers down to 40 MHz for 
20 pairs. It is clear that a trade-off exists between 
electrode area and bandwidth for a given output 
impedance, a potential issue for high volume particle 




Fig. 5. Bandwidth reduction with increasing electrode area 
 
CIRCUIT MODELS & FIT TO MEASUREMENTS 
 
A simple lumped circuit model shown in Fig. 6 has 
been fitted to measured data for a 9 pair, 20:20μm IDE 
test structure, fabricated from 100nm thick platinum 
with a seed layer of 10nm titanium on glass. The 
lumped capacitance and solution resistances were 
estimated from cross bridge measurements which 
indicated a track width of 24μm (16μm spacing) and a 
sheet resistance of 1.8/ (75m/μm track 
resistance). A series inductance approximated the 
1.3cm of wire connecting the device to an Agilent 
E4991A impedance analyser. The series resistance 
was adjusted to achieve a good fit over the 1 MHz to 1 
GHz range. 
 
The fit has three distinct regions. At low frequencies 
the impedance is determined by the series and solution 
resistances. As the frequency increases the impedance 
rolls off due to the parallel capacitance and at high 
frequencies the inductance dominates. This inductance 
must be minimised to ensure a sufficient voltage is 
dropped across the capacitance as a broad band is 




















60 mS/m Actual 60 mS/m RRLC Lumped Model
 
Fig. 6. 9-pair, 20:20μm device with 60 mS/m solution and lumped 
model fit 
 
The need to empirically add a series resistance 
suggests that the model is missing an underlying 
parameter. Besides connections, this may be a function 
of track and solution resistances which all current 
paths encounter. While this lumped model fits the 
measured impedance it gives no insight into the IDE’s 
operation as does the distributed RCR model proposed 
in Fig. 2 where the track resistance (Rt), solution 
resistance (Rs) and capacitance (C) between 
neighbouring electrodes can be readily identified. The 
accuracy of this ladder model may be improved by 
increasing the number of units. As with the lumped 























DI Water Measured 60 mS/m Measured 180 mS/m Measured
DI Water Distributed 60 mS/m Distributed 180 mS/m Distributed
Fig. 7. Distributed model impedance magnitude and actual 
measurements for different conductivity solutions 
 
Solutions with conductivities of 60mS/m and 
180mS/m conductivity were prepared by adding 
Phosphate Buffered Saline (PBS) to DI (De-Ionised) 
water and measured using a conductivity meter at 
21°C.  A PDMS gasket surrounded the device to 
ensure a solution depth greater than 500μm as over 
99% of the current flows within 80μm of the electrode 
plane [8]. Electrodes were modelled in Spice using 
20x 0.5mm unit sections per finger with the unit track 
resistance Rt=37.5 and capacitance C=223fF based 
on the cross bridge measurements. Rs was 57k and 
19k for 60mS/m and 180 mS/m conductivity 
solutions respectively. 
 
Fig. 7 compares measured and modelled impedance 
magnitudes for the same electrodes as before. It can be 
observed that the impedance for DI water tends to 
infinity as the frequency approaches DC as expected 
with the distributed model providing a near perfect fit. 
At conductivities of 60mS/m and 180mS/m the 
impedance is closely matched by the model from DC 
up to 350 MHz. Approaching 1 GHz the measured 
impedance begins to level off, potentially due to 



















DI Water Measured 60 mS/m Measured 180 mS/m Measured
DI Water Distributed 60 mS/m Distributed 180 mS/m Distributed
Fig. 8. Distributed model and measured impedance phase for 
different solution conductivities 
 
Fig. 8 compares the measured impedance phase plots 
against those modelled and a good fit is observed with 
some deviation as the frequency approaches 1 GHz. 
The low frequency phase for DI water diverges from 
that of the distributed model where an infinite solution 
resistance was assumed. A phase shift in practice is 
reasonable as pure water has a finite conductivity in 
the region of 10μS/m. Based on the fit for both 
magnitude and phase responses the distributed RCR 
model appears to be effective with respect to different 
solution conductivities. 
 
The impedance magnitude responses for IDE arrays 
with 1, 5 and 10 pairs of fingers, 20:20μm electrode-
gap ratio and 33mS/m solution conductivity are 
displayed in Fig. 9. It should be noted that 
capacitances were determined for fingers not at the 
IDE edge. Hence it is expected that the model will 
perform best for larger array sizes where the symmetry 
boundary conditions applied in Fig. 4 are best 
approximated. Nevertheless the relationship is 
modelled well and highlights the impedance 
magnitude reduction as the number of fingers is 
increased imposing limits based on the driving 
amplifier impedance. The associated impedance phase 
plot in Fig. 10 further illustrates the model’s accuracy 
with respect to array size for frequencies up to and 























1 Pair Measured 5 Pair Measured 10 Pair Measured





Fig. 9. Distributed model and measured impedance magnitude for 
different electrode array sizes (20:20μm electrode-gap ratio, 
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Fig. 10. Distributed model and measured impedance phase for 
different electrode array sizes (20:20μm electrode-gap ratio, 
33mS/m solution conductivity) 
 
A comparison of impedance magnitude as a function 
of electrode spacing is displayed in Fig. 11 for IDE 
arrays with 5 pairs of fingers and a solution 
conductivity of 33mS/m. Electrode-gap ratios typical 
of cell based DEP work, 20:20μm and 20:40μm, have 
been selected for this. At low frequencies the modelled 
impedance magnitude in both cases is underestimated 
to a similar degree. This difference may arise due to 
inaccurate measurement of the solution conductivity or 
the electrode surface being less than ideal with respect 
to DC/low frequency conductivity. Irrespective of this 
the trend predicted at lower frequencies is accurate and 
the IDEs behaviour into the VHF range is in close 
agreement with the model. The associated impedance 





By modelling IDEs using the proposed distributed 
RCR model it becomes possible to determine the 
voltage distribution along the electrode length and thus 
the electric field applied to particles undergoing DEP. 
This force is a function of the voltage difference 
across the gap between adjacent electrodes indicated 
in Fig. 13, which will vary due to the track resistance 
and loading between electrodes. An important design 
consideration is identification of the minimum DEP 
force required. Devices based on the principle of 
capturing cells under positive DEP from the flow 
through a micro-fluidic channel need to take into 
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Fig. 11. Distributed model and measured impedance magnitude for 



















20:20 5 Pair Measured 20:20 5 Pair Distributed
20:40 5 Pair Measured 20:40 5 Pair Distributed
Fig. 12. Distributed model and measured impedance phase for 
different electrode spacings (33mS/m solution conductivity) 
 
This will determine the minimum positive DEP force 
required for a given geometry and thus the required 
voltage difference between adjacent electrodes. 
 
 Fig. 13. Schematic of two fingers on an IDE indicating the voltage 
difference and distance along electrodes used in Fig. 14 
 
Understanding this applied voltage difference is 
critical when the track is thin resulting in higher 
resistance or if long electrodes are employed, such as 
those used in spiral geometries for travelling wave 
DEP. Although these approaches are attractive to 
maximise the available surface area available and 
minimise fabrication costs the induced DEP force may 
be less than expected. The 9 pair, 20:20μm electrode 
model may be substituted for the capacitor in Fig. 5 to 
analyse its behaviour in a 50 matched system. 
The resulting plot of the voltage difference as a 
function of position in Fig. 14 suggests a catenary 
style distribution with a minimum occurring midway 
along the fingers. The amplitude rolls-off with 
increasing frequency due to the low pass response 
formed by the distributed capacitance and resistance. 
At 100 MHz a “dead-zone” emerges with zero voltage 
difference between adjacent electrodes suggesting a 
collapse in the DEP force perpendicular to the 
electrodes at that location. At higher frequencies a 
region forms between “dead-zones” with a voltage 
difference (150 MHz). These voltage variations imply 
that an electric field gradient exists parallel to the 






















DC 50 MHz 100 MHz 150 MHz
 
Fig. 14. Voltage difference along the 9-pair, 20:20μm device, 
60mS/m Solution Conductivity 
 
AC analysis of the voltage differences at the centre 
and edge of adjacent electrodes illustrate the factors 
influencing the formation of this catenary. Fig. 15(a) 
illustrates typical track and solution resistances with a 
catenary forming across the spectrum. Fig. 15(b), for 
an insulating solution, is matched at DC in the 50 
system but at higher frequencies the electrodes are 




























































Fig. 15. Voltage difference spectra for various track and solution 
resistances. (a) Typical track and solution resistances, (b) An 
insulating solution, (c) Zero track resistance, (d) Infinite solution 
resistance and zero track resistance 
 
A catenary is not observed for zero track resistance as 
the entire electrode is forced to the same voltage, 
shown in Fig. 15(c); the impedance match at DC is 
dependent upon the solution resistance. An infinite 
solution resistance in addition to zero track resistance 
results in the simple lumped capacitor response of Fig. 
15(d). In practice, designs should operate below the 
cut-off frequency limiting the IDE electrode size and 
have sufficient track thickness to maximise the applied 
voltage difference. 
 
It should be noted that the models reported in this 
paper do not account for dielectric dispersion or 
losses. The real permittivity of water remains constant 
up to 1 GHz with tan  increasing from 0.00485 to 
0.0454 [9]. Using the proposed model it is relatively 
simple to include these effects. Track inductances may 
also be included although the improvement in 
accuracy is minor. Skin depth effects do not need to be 
considered over the frequency ranges concerned, the 




This paper has reported a method for modelling the 
impedance of interdigitated electrodes using a 
distributed RCR network with the capability of 
incorporating the effect of lossy dielectrics and track 
inductance. Impedance magnitude and phase responses 
for a range of solution conductivities, electrode array 
sizes and spacings have been compared with the 
proposed distributed RCR model and demonstrate a 
good agreement. 
 
The physical implications identified in this paper using 
this model have been explored with respect to the 
resulting variation in the voltage difference between 
adjacent fingers along their length. Being able to 
readily model the impact of this voltage variation has 
real practical implications. One example where the 
application of the model may have been beneficial at 
the design stage is reported by Zhu et al [10] who 
observed the resultant motion of cells and their 
aggregation along spiral DEP tracks. 
 
In summary the model and the results detailed in this 
paper are particularly important for the design of 
microelectrode structures intended for use in the 
dielectrophoretic manipulation of bio-particles, in 
particular those with thin electrode tracks or targeted 
at travelling wave DEP. The model provides a method 
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Dielectrophoresis (DEP) is a label-free technique for the 
characterization and manipulation of biological particles - such as 
cells, bacteria and viruses.  Many studies have focused on the DEP 
cross-over frequency fxo1, where cells in a non-uniform electric 
field undergo a transition from negative to positive DEP.  
Determination of fxo1 provides a value for the membrane 
capacitance from the cell diameter, the means to monitor changes 
in cell morphology and viability, and the information required 
when devising DEP cell separation protocols.  In this paper we 
describe the first systematic measurements of the second DEP 
cross-over frequency fxo2 that occurs at much higher frequencies.  
Theory indicates that fxo2 is sensitive to the internal dielectric 
properties of a cell, and our experiments on murine myeloma cells 
reveal that these properties exhibit temporal changes that are 
sensitive to both the osmolality and temperature of the cell 
suspending medium.  
 
Keywords: Biodielectrics, Cytoplasm Conductivity, Dielectro-





Dielectrophoresis (DEP) is a technique that has been used 
to characterize and sort cells based on their distinct 
dielectric properties [1-3].  It refers to a force induced on 
polarisable particles in non-uniform electric fields.  This 
force is proportional to both the field gradient and the real 
part of the particle’s effective polarisability (per unit 













Here,     and     refer to the complex effective 
permittivities of the particle and suspending medium, 
respectively.  Of particular interest to those studying the 
DEP properties of viable mammalian cells is measurement 
of the so-called DEP cross-over frequency – where the DEP 
force acting on a cell transitions from a negative to positive 
polarity.  Measurement of this frequency and the cell 
diameter provides a determination of membrane 
capacitance and is typically observed in the 100~300 kHz 
range [2].  The majority of reported DEP studies have been 
limited to a maximum frequency of ~30 MHz, primarily 
reflecting the limitation of most commercially available 
signal generators in delivering the required voltage (up to 
~12 Vpk-pk) above this frequency.  Under appropriate 
experimental conditions, a second cross-over is expected to 
occur at frequencies beyond 100 MHz, measurement of 
which is expected to reveal information regarding the 
dielectric properties of the cell interior [3].  To our 
knowledge no systematic investigation of this high-
frequency DEP cross-over has been reported in the 
literature.  In this paper we describe the circuitry and 
electrical load modeling for an interdigitated electrode array 
used to obtain, for the first time, measurements of this 
cross-over for mammalian cells as a function of time, 
suspending medium osmolality and temperature. 
 
Multi-Shell Dielectric Model of a Cell 
 
The effective dielectric properties of a mammalian cell can 
be modelled by applying the multi-shell method first 
described by Irimajiri [4].  The nucleoplasm, nuclear 
membrane, cytoplasm and cytoplasm membrane are 
represented as concentric spherical shells with distinct radii 
and dielectric properties (defined by their permittivity and 
conductivity).  By successively merging these shells 
together an expression for the effective complex 
permittivity of an entire cell can be produced. Asami et al 
[5] used this method to determine the dielectric properties 
of mouse lymphocytes, based on impedance measurement 
of their suspensions.  Inserting the dielectric parameters for 
these lymphocytes into equation 1 gives the DEP frequency 
response shown in figure 1. 
 
 
Fig.1: Frequency variation of the real part of the Clausius-
Mossotti function for lymphocytes, derived from published 
dielectric data [5].  The DEP force is proportional to this 
function and shows two cross-over frequencies, fxo1 and fxo2. 
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We use the form of figure 1 as a predictive guide to 
the DEP response of mammalian cells.  The frequency 
regions exhibiting negative and positive DEP force 
correspond respectively to repulsion from, and attraction to, 
regions of high electric field concentration that occur close 
to the edge of electrodes.  Between 100 kHz and 1 MHz 
this force transitions from negative to positive at the first 
(low frequency) cross-over frequency, fxo1.  The value of 
fxo1 depends upon the cytoplasm membrane capacitance 
and resistance, the cell diameter and the suspending 
medium conductivity [2, 6].  Determination of fxo1 for 
different cells and cell states has been the principle 
parameter for characterizing and sorting cells by DEP.  In 
figure 1 it can also be seen that, at a frequency between 100 
MHz and 1 GHz, a second cross-over, fxo2, is predicted to 
occur.  Above 100 MHz the membrane capacitive reactance 
should effectively short out the membrane resistance, so 
that the electric field penetrates into the cell interior [3].  
The value of fxo2 for viable cells is thus predicted to depend 
on the intracellular dielectric properties.  
 
A general expression for determining the DEP cross-
over frequencies is derived by equating the real part of 
equation 1 to zero.  This yields equation 2, where εm and 
σm represent the permittivity and conductivity of the 
suspending medium; εc and σc the effective permittivity and 
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The customary practice is to employ the DC 
approximations derived by Schwan [8] for the low-
frequency effective values of m and m – namely σm = 
rGm and εm = rCm, where Gm and Cm are the conductance 
and capacitance, respectively, of the cell membrane, and r 
is the cell radius.  This leads to a simple expression for fxo1, 
from which values of the membrane capacitance and 
conductance can be derived [2, 6].  Above ~1 MHz, and 
certainly for the high frequencies of relevance to the work 
reported here, the DC approximations are not applicable.  
Instead, the frequency dependencies of the effective 
permittivity and conductivity of a cell must be taken into 
account.  This can be accomplished using the multi-shell 
model, described in the Appendix, which with simplifying 
assumptions yields equations 3 and 4 that can be used to 
determine fxo2:  
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From equations 3 and 4 we find that the high 
frequency DEP cross-over fxo2 is determined by the internal 
cell dielectric parameters, namely the nucleoplasm 
permittivity (εnp), nucleoplasm conductivity (σnp), 
cytoplasm permittivity (εcp), cytoplasm conductivity (σcp) 
and nucleus volume fraction (v = nucleus volume/cell 
volume).  Based on dielectric studies of mouse lymphocyte 
suspensions, Asami et al [5] derived the following 
dielectric values: nucleoplasm relative permittivity 52; 
nucleoplasm conductivity 1.35 S/m; cytoplasm relative 
permittivity 60; cytoplasm conductivity 0.32 S/m.  
Substituting these values into equations 2, 3 and 4, for the 
medium conductivity of 33 mS/m used in our experiments, 
we can predict a value for fxo2 in the range 90 to 320 MHz 
depending on the nucleus volume fraction.   
 
Materials and methods 
 
Interdigitated electrodes are commonly used in DEP 
experiments, but understanding their behaviour above 100 
MHz requires accurate modelling of the electrical load 
being driven by the signal source.  An overview of the 
electrical system used to conduct fxo2 measurements is 
shown in figure 2.  The signal generator provides a sine 
wave between 2 MHz and 500 MHz at up to 2 Vpk-pk. This 
is fed to a high power amplifier with ~17.5 dB gain over 
this range when terminated into a 50Ω load.  A 50Ω resistor 
in parallel with the DEP electrodes is used to approximate 
this termination, connected by a short ¼ metre length of co-
axial cable.  This prevents reflection issues with longer 
cables that reduce bandwidth.  The interdigitated structure 
is fabricated from 100nm thick platinum deposited onto a 
Pyrex substrate, patterned using standard photolithographic 
techniques and etched by argon plasma milling. 
 
 
Fig.2: Schematic of the electrical system used to investigate the 
DEP properties of cells above 100 MHz.   
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Two interdigitated electrode ‘fingers’ are shown in 
figure 3, with a signal being applied to the left pad and 
grounded on the right pad.  An example of a current path is 
displayed in red, flowing from the signal pad and along the 
top finger track.  At some point this current crosses through 
the suspending medium to the bottom finger, along the 
remaining track to ground.  A continuum of such current 
paths exist along the overlap length (LO), determined by 
track resistance, suspending medium conductivity and 
capacitive coupling between the fingers.  
 
 
Fig.3: Interdigitated electrode fingers and example current path. 
 
The distributed RCR network of figure 4 has been 
used to model these parameters.  Track resistance (Rt), 
suspending medium resistance (Rs) and parallel track 
capacitance (C) components were used for sections of 
length Δx - LO divided by the number of sections.  Sheet 
resistance from cross bridge resistor measurements was 
used to estimate Rt. Values for Rs and C per unit length 
along the fingers were determined by finite element models 
of a cross section in COMSOL Multiphysics software.  The 
accuracy of this distributed network increases as Δx 
approaches zero, but beyond five sections the differences 
between impedance spectra were observed to be marginal.  
Ten sections were used to provide sufficient detail for 
voltage distribution plots. 
 
  
Fig.4: Distributed RCR interdigitated electrode model. 
 
The voltage difference between the adjacent fingers 
creates the non-uniform electric field E, inducing a DEP 
force upon the cells.  The DEP force is proportional to E2, 
and needs to be maintained along the entire electrode 
structure at all frequencies of interest to ensure that cells, 
which have transitioned from negative to positive DEP, 
become attracted to the electrode edge in a practical time 
period, typically less than 10 seconds.  At the 20µm 
electrode scale, for the purpose of DEP cross-over 
measurement, a minimum voltage difference of 3.5 Vpk-pk 
was found to be sufficient.  The signal generator was 
adjusted for the amplifier to output 5 Vpk-pk when 
terminated into 50Ω. 
Specifications for two examples of interdigitated 
electrodes are given in table 1, fabricated from 50 and 100 
nm thick platinum.   
  Design 1 Design 2  
Number of Fingers 16 16  
Finger Overlap (LO) 20 2 mm 
Finger Width (LW) 20 25 µm 
Finger Spacing (LS) 20 35 µm 
Medium Conductivity 33 33 mS/m 
Sheet Resistance 3.6 1.8 Ω/ 
Section Length (Δx) 2 0.2 mm 
Section Medium Resistance (Rs) 30 340 kΩ 
Section Track Resistance (Rt) 28.8 14.4 Ω 
Section Track Capacitance (C) 1500 67 fF 
Area 12.8 1.9 mm2 
 
Tab.1: Model parameters for two electrode design examples. 
 
 
Fig.5: Voltage difference between adjacent fingers (Design 1). 
 
 
Fig.6: Voltage difference between adjacent fingers (Design 2). 
 
The voltage difference profiles shown in figure 5 take 
the form of catenaries due to the resistive and capacitive 
loading along the length of the electrode fingers.  The 
bandwidth, defined by a minimum voltage difference of 
3.5V, is only 8 MHz and far below the upper range of 320 
MHz predicted for fxo2.  Electrode design 2 shown in table 
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reduces the finger overlap, and double the platinum 
thickness.  As shown in figure 6, this flattens the voltage 
difference profile and increases the DEP operating 
bandwidth to 400 MHz.  However, this is achieved at the 
cost of significantly reducing the electrode area.  Electrode 




Murine myeloma SP2/O cells were grown in RPMI-1640 
medium supplemented with 100 units/mL penicillin-
streptomycin and 10% foetal calf serum (FCS).  The cells 
were grown in suspension with 5% CO2 in air at 37°C to a 
density of 1x106 cells/mL.  An iso-osmotic cell suspension 
medium for DEP studies was prepared by adding 3 g/L 
glucose and 100 g/L sucrose to DI water.  Conductivity was 
adjusted to 33 mS/m with PBS, verified using a 
conductivity meter (Oakton CON 510) and the pH adjusted 
to 7.4 with NaOH/HCl. The osmolality of the final medium 
was 310 mOsm/kg, verified with an osmometer (Advanced 
Instruments Inc. Model 3300).  DEP media of osmolality 
250, 390, 435 and 480 mOsm/kg were also prepared by 
adjusting the sucrose concentration.  The SP2/O cells were 
centrifuged (100g, 5 minutes) and washed twice in 10 mL 
of the DEP media, before final suspension at a density of 
1x107 cells/mL for analysis.  The electrodes were mounted 
in an inverted microscope (Meiji TC5100).  By focusing on 
the electrode plane discrimination between cells undergoing 
negative DEP (out-of-focus or between the electrodes) and 





Figure 7 shows the distribution of values for the high-
frequency crossover, fxo2, with a population sample of 418 
SP2/O cells suspended in a DEP medium of osmolality 310 
mOsm/kg.  Under these conditions the vast majority of cells 
were observed to undergo the transition from negative to 
positive DEP when sweeping down the frequency range.  
 
 
Fig.7: Fxo2 spectrum for SP2/O cells (n=418) suspended in DEP 
medium with 310 mOsm/L osmolality and 33 mS/m 
conductivity.  
The mean value of fxo2 for the cell populations shown 
in figure 7 is 195 MHz with a standard deviation of 63 
MHz.  An interesting finding, shown in figure 8, is the 
reduction of the fxo2 values as a function of time after their 
suspension in the DEP solution.   
 
Fig.8: Mean fxo2 frequency  for SP2/O cells suspended in DEP medium 
with 310 mOsm/L osmolality and 33 mS/m conductivity over 6 hours. 
Single standard deviation bars shown. 
 
A corresponding temporal change in the low-
frequency cross-over, fxo1, was not observed, and is not 
expected unless the cell state is deliberately altered by 
adding chemical agents to the solution known to induce cell 
activation or apoptosis for example [2, 9]. 
 
The reduction in fxo2 over time was found to be a 
function of temperature, as shown in figure 9.  Cell 
suspensions were held in a temperature controlled water 
bath (situated in a refrigerated room for the 10°C run) 
between measurements.  The rate of frequency reduction 
based on the first two hours clearly increases with 
temperature, more than doubling in rate (~2.4x) for 
increases of 10°C between 21°C and 37°C.   
 
 
Fig.9: Mean fxo2 frequency  for SP2/O cells suspended in 310 
mOsm DEP medium at 10°C, 21°C, 29°C and 37°C over 6 
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At 37°C the rate of fall of fxo2 was so great that 
accurate determination of it became difficult after two 
hours.  The osmolality of the suspending solution was also 
found to influence the mean fxo2 value, as shown in figure 
10.  The higher osmolality solutions tended to result in 
lower values of fxo2 for the same period of cell suspension 
in the DEP solution. 
 
 
Fig.10: Mean fxo2 frequency  for SP2/O cells suspended in DEP 
media of 250, 310, 390, 425 and 480 mOsm/L.  Standard 





The distribution of high frequency cross-over, fxo2, values 
for SP2/O cells shown in figure 7 was obtained by slowly 
sweeping down from an applied signal frequency of 400 
MHz.  At this initial frequency all of the cells were 
observed to levitate above the electrode plane under the 
action of negative DEP, but on proceeding below 325 MHz 
subpopulations of the cells were attracted to the electrode 
edges by positive DEP.  This behaviour confirmed that the 
predicted high-frequency DEP cross-over shown in figure 1 
for mammalian cells can be observed under our 
experimental conditions, and that the designed electronics 
and electrodes are capable of exploring this high frequency 
region of the DEP spectrum.  The mean fxo2 value of 195 
MHz shown in figure 7 falls well within the 90 MHz to 320 
MHz range of values we predicted using the cell dielectric 
parameters given by Asami et al [5].  This provides a 
degree of validation for both the multi-shell model of a cell 
and our use of the extracted dielectric parameters.  Our 
theoretical analysis - yielding equations 3 and 4 for the 
effective cell permittivity and conductivity at high 
frequencies - indicates that fxo2 is sensitive to the effective 
dielectric properties of the cell interior.  This distinguishes 
fxo2 from the lower frequency DEP cross-over at fxo1 which 
is sensitive to the suspending medium conductivity, the cell 
radius, and the effective permittivity and conductivity of the 
plasma membrane [2, 6, 9].  Extending DEP measurements 
to include analyses of both fxo1 and fxo2 should therefore 
provide enhanced characterisation of the dielectric 
properties of cells, and enable more efficient manipulations 
of cells (e.g., subpopulation enrichment or selective 
separation) using DEP techniques.   
 
 Equations 3 and 4 inform us that the high frequency 
cross-over, fxo2, is determined by the permittivity and 
conductivity of both the nucleoplasm and cytoplasm, as 
well as the nucleus volume fraction.  The nucleus volume 
fraction is known to change with cell cycle [10], and could 
be one factor responsible for the relatively wide distribution 
of fxo2 values shown in figure 7.  The relationships of the 
dielectric parameters to specific biological features of a cell 
are at present not clear, but an insight into the relative 






Nucl. Vol. Fraction 8% 
 
Tab.2: Sensitivity of fxo2 to dielectric parameters based on 
Asami et al [5] for a nucleus volume fraction of 0.7.  The change 
in frequency for a ±10% variation in each parameter is 
normalised to the base fxo2 value of 195 MHz. 
 
Table 2 provides a measure of sensitivity in fxo2 to 
each dielectric parameter based on the modelled values 
undergoing a +/- 10% variation.  A nucleus volume fraction 
of 0.7 is used here with values approaching ~0.9 being 
typical of lymphocytes which are associated with our 
SP2/O cells [11]. Finally, the intracellular conductivity is 
scaled for a base fxo2 value of 195 MHz to which these 
variations are normalised.   
 
Fxo2 is unaffected by small changes in medium 
conductivity although a large increase, beyond ~300 mS/m, 
results in a collapsed DEP profile with no cross-over 
occurring.  Fxo2 is most sensitive to the medium 
permittivity, a parameter which is dependent upon 
temperature but regulated precisely in these experiments 
[12]. The conductivity, permittivity and volume fraction of 
the nucleus are the most likely causes for the temporal 
change displayed in figure 8.  A reduction in fxo2 of the 
magnitude observed requires the effective conductivity of 
the cell interior to reduce by a factor of nearly 40%.  This 
represents a significant alteration in cell state, and could be 
directly related to the fact that for our DEP experiments the 
cells were suspended in low ionic strength solutions, 
commonly used for the determination of fxo1, for example 
[2, 6, 9].   
 
Processes that could be responsible for the temporal 
reduction in fxo2 reported here could include the leakage of 
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ions, such as potassium, down their concentration gradients 
to the cell exterior, or the osmotic flux of water across the 
plasma membrane [13].  Such changes would not influence 
measurements of the lower frequency DEP cross-over at 
fxo1, unless they lead to significant changes in cell volume, 
morphology or viability [2, 3, 9].  Determination of the 
temporal behaviour of fxo2 may prove to be a sensitive 
indicator of loss of cell viability, and a useful tool to be 
used when formulating the chemical composition of cell 
suspending media to be used in DEP studies [14].    
 
Q10 is a widely used quantity in the study of metabolic 
activity and is the factor by which a 10°C increase in 
temperature alters a reaction rate [15, 16].  The temperature 
dependence results shown in figure 9 suggest Q10 is 
approximately 2.4 for the process in question, between 
21°C and 37°C; and within the typical range for biological 
processes.  Based on this data, the Arrhenius plot of figure 
11 provides further detail regarding this process. 
 
 
Fig.11: Arrhenius plot for the initial rate of mean fxo2 roll-off. 
 
The linear fit of the data gives an activation energy of 
~44 kJ/mol for the underlying process leading to the 
temporal behaviour of the high frequency DEP cross-over.  
We note that the temperature dependence of the coefficient 
of water self-diffusion through lipid multilayers is also 
described by the Arrhenius law, with an apparent activation 
energy of ~41 kJ/mol [17], a coincidence which requires 
further study. 
 
Finally, the trend shown in figure 10, of a decrease in 
fxo2 with increasing osmolality of the cell suspending 
medium, suggests an associated decrease in internal cell 
conductivity and/or permittivity.  The mechanism for this 
may be related to that of the aforementioned temporal 
reduction in frequency, however the initial rate of reduction 




An electrical system comprising interdigitated electrodes 
and signal generator has been designed and tested to 
observe, for the first time, cells undergoing DEP cross-over 
in the predicted frequency range above 100 MHz.  
Electrical modelling of the electrodes based on a distributed 
RCR network allowed us to determine the limiting factors 
for high frequency operation.  Capacitive loading is the 
most critical factor, and results in an imposed limitation of 
the electrode area.  The mean fx02 value of 195 MHz 
observed for murine myeloma SP2/0 cells agrees well with 
that predicted using the cell interior dielectric properties 
derived from impedance studies of lymphocytes [5].  This 
suggests that the internal dielectric properties derived from 
lymphocytes, and the multi-shell model of a cell, may be 
applicable for the study of other mammalian cell types 
using the electrodes and electronics described here. 
 
 The theory indicates that the high frequency DEP 
cross-over at fx02 is sensitive to changes in the dielectric 
properties of the cell interior, and especially those 
associated with the nucleus and the relative size of the 
nucleus to the cell volume.  An interesting finding, and one 
not predicted from the large number of reported studies of 
the low frequency DEP cross-over at fx01, is the rapid 
reduction of fx02 with time. At present we do not 
understand the changes of cell state that are responsible for 
this behaviour.  Experiments to gain a further understanding 
are currently in progress in our laboratories.  One important 
conclusion to be drawn is that measurements of both the 
low and high frequency DEP cross-over, at fx01 and fx02, 
are likely to provide a better indicator of any changes in cell 
state during DEP experiments than through determination 
of fx01 alone.  This could be of particular importance for 
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Calculating the DEP cross-over frequency using equation 2 
requires both the effective permittivity and effective 
conductivity of the particle.  These need to account for both 
geometric and dielectric properties which, for suspended 
mammalian cells, may be modelled by a multi-shelled 
sphere [4, 5].  Defining first these properties for each shell 
consisting of the following elements: 
 Radius (r) 
/ Thickness (t) 
Complex 
Permittivity 
Nucleoplasm rnp ���∗  
Nuclear Envelope tne ���∗  
Cytoplasm rcp ���∗  
Cell Membrane tmb ���∗  
 
Each complex permittivity is composed of permittivity, ε, 
and conductivity, σ, with angular frequency, ω, and 
imaginary unit, i, by the relationship: 
 
���∗ � ��� � �� ���	
 
We define the cell’s effective permittivity,    , in terms of 
the following intermediate parameters, Ex, and volume 
fractions, vx: 
 






























Real solutions for equation 2 for a suspending medium of 
permittivity, εm, and conductivity, σm, must satisfy the 
condition [7]: 
 �� � ��
�� � �� � � 
 
Asami et al [5] derived the following dielectric parameters 
for mouse lymphocytes: rnp = 2.6 µm; tne = 40 nm; rcp = 2.9 
µm; tmb = 7 nm; εnp = 52ε0; εne = 28ε0; εcp = 60ε0; εmb = 
6.8ε0; σnp = 1.35 S/m; σne = 6 mS/m; σcp = 0.32 S/m; σmb = 
3.2 µS/m.  Substituting these values into the expressions 
above, with σm = 33 mS/m and εm = 80.1ε0, yields the 
effective conductivity and relative permittivity spectra of 
figure A1.  The form of these spectra imply that real 
solutions for equation 2 exist below 5 MHz and above 120 
MHz.  Applying the simplification that tne  0, and 
eliminating terms divided by ω2 we obtain a simplified, 
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Fig.A1: Effective conductivity and relative permittivity of a cell 
based on the dielectric data of Asami et al [5].  The dark band 
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For the sake of clarity we define the real and imaginary 
parts, respectively, as X1 and X2 here.  Substituting these 
into E1 with tmb = 0 yields an expression for      where terms 
involving                  can be eliminated. 
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Expanding out    , substituting back for X1 and X2 and 
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Comparing the coefficients with the general form for 
complex permittivity, the real part of this expression 
corresponds to the effective cell permittivity of equation 3.  
The imaginary part, multiplied by -ω/i, corresponds to the 
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