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„Das Wetter ist unabhängig am Werk...
immer auf der Suche nach neuen Mustern,
mit denen es ausprobiert,
ob sie sich auf die Menschen auswirken.“
Mark Twain, 1835 – 1910
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Kurzfassung
In der vorliegenden Dissertation wird untersucht, inwieweit sich die Häufigkeit und In-
tensität von Hagelereignissen in den vergangenen Jahren verändert hat und abgeschätzt,
mit welchen Änderungen – bedingt durch den anthropogenen Klimawandel – in der Zu-
kunft zu rechnen ist. Hagelereignisse sind aufgrund ihrer sehr geringen räumlichen Aus-
dehnung von nur wenigen Kilometern und einem Mangel an geeigneten Messsystemen
nicht über einen langen Zeitraum verlässlich erfasst, um daraus Aussagen über Trends
ableiten zu können. Daher werden in dieser Arbeit verschiedene Proxydaten (indirekte
Klimadaten) aus Radiosondenmessungen und regionalen Klimamodellen statistisch ana-
lysiert, um mit deren Hilfe auf die Wahrscheinlichkeit und Intensität von Gewitter- oder
Hagelstürmen zu schließen. Im Gegensatz zu direkten Beobachtungsdaten sind Proxy-
daten wie beispielsweise Konvektionsparameter über einen längeren Zeitraum verfügbar
und somit für Trendanalysen geeignet. Ein Vergleich mit Hagelschäden aus Versiche-
rungsdaten ergibt zunächst, welche Konvektionsparameter am besten das Potential der
Atmosphäre für die Gewitter- und Hagelentstehung beschreiben. Statistische Analysen
der langjährigen Zeitreihen dieser hagelrelevanten Konvektionsparameter zeigen, dass
das Konvektionspotential in den vergangenen 20 – 30 Jahren sowohl über Deutschland
als auch über Teilen Mitteleuropas in den meisten Regionen statistisch signifikant zuge-
nommen hat.
Anschließend werden die Methoden auf regionale Klimasimulationen übertragen. Die-
se sind zwar nicht in der Lage, einzelne Hagelereignisse zu simulieren, können aber, wie
in der Arbeit gezeigt, das konvektive Potential in der Atmosphäre hinreichend genau
wiedergeben. Ein Ensemble aus sieben Simulationen zeigt im Mittel keine Änderungen
der meisten Konvektionsparameter in der Zukunft (2021 – 2050) gegenüber der Vergan-
genheit (1971 – 2000). Um weitere für die Entstehung von Hagelereignisse bedeutsame
Faktoren zu berücksichtigen, wird mit Hilfe eines multivariaten Analyseverfahrens ein
logistisches Hagelmodell entwickelt, wodurch sich eine verbesserte Diagnostik von Ha-
gelereignissen ergibt. Dieses mathematische Modell beruht auf einer Kombination aus-
gewählter meteorologischer Parameter (Konvektionsparameter, Feuchtegehalt, etc.) und
synoptischer Wetterlagen. Angewendet auf das Ensemble der regionalen Klimamodel-
le zeigt das logistische Hagelmodell, dass das Potential für Hagelereignisse zukünftig
leicht zunehmen dürfte.
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1. Einleitung und Zielsetzung
Das Intergovernmental Panel on Climate Change (IPCC) zeigt in seinem vierten Sach-
standsbericht (AR4, IPCC, 2007), dass in den letzten 100 Jahren (1906 – 2005) die glo-
bale mittlere Temperatur um 0,74± 0,18 K angestiegen ist, wobei insbesondere in der
zweiten Hälfte des 20. Jahrhunderts die Änderungen am größten sind. Der AR4 geht
davon aus, dass ein großer Teil der Erwärmung seit Mitte des 20. Jahrhunderts sehr
wahrscheinlich auf die beobachtete Zunahme der anthropogenen Treibhausgase zurück-
zuführen ist. Um die Temperaturentwicklung bis zum Ende des 21. Jahrhunderts ab-
zuschätzen, werden die möglichen Änderungen der Treibhausgasemissionen für diesen
Zeitraum in Szenarien zusammengefasst. Auf der Grundlage dieser Szenarien werden
mit verschiedenen globalen Klimamodellen Projektionen des Klimas berechnet, die un-
ter verschiedenen Emissionsszenarien eine Bandbreite der Temperaturzunahme von 1,1
bis 6,4 K ergeben. In Europa geht man davon aus, dass die Erwärmung sogar noch stär-
ker sein könnte gegenüber dem globalen Mittel (Christensen et al., 2007).
Im IPCC Sonderbericht „Management des Risikos von Extremereignissen und Kata-
strophen zur Förderung der Anpassung an den Klimawandel“ (SREX) wird die Frage
nach dem Einfluss des Klimawandels auf Wetterextreme und Naturkatastrophen behan-
delt (IPCC, 2012). Ebenso werden die Auswirkungen des Klimawandels auf die Ge-
sellschaft und Wirtschaft sowie Möglichkeiten der Anpassung und des Katastrophenma-
nagements untersucht. In dem Bericht wird deutlich, dass der Einfluss des Klimawandels
auf schwere konvektive Ereignisse, die mit Hagelschlag oder Tornado verbunden sind,
noch nicht hinreichend verstanden ist, um verlässliche Aussagen über deren vergangene
und zukünftige Entwicklung zu treffen.
Hagel ist eine Form von Niederschlag, der aus körnigen Eisbrocken in verschiedenen
Formen und Größen besteht. Hagelkörner bilden sich ausschließlich in Gewitterwol-
ken und entstehen somit vorwiegend während warmer Jahreszeiten. In Deutschland sind
Hagelstürme neben Winterstürmen die schadenrelevantesten Wetterereignisse. Sie stel-
len daher ein erhebliches Gefahrenpotential für die Landwirtschaft, für Gebäude und
Fahrzeuge, aber auch für einzelne Personen dar. Das schwerste Hagelunwetter in den
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vergangenen Jahrzehnten in Deutschland ereignete sich am 12. Juli 1984, als ein schwe-
res Gewittersystem von der Schweiz kommend über Bayern und insbesondere München
zog und Schäden in Höhe von rund 1,5 Mrd. e (auf 2012 bezogen) verursachte. Als
weiteres Beispiel sei das lokal–skalige Hagelgewitter vom 28. Juni 2006 genannt, dass
im Kreis um Villingen–Schwenningen an fast 71% aller versicherten Gebäude Schäden
in Höhe von rund 250 Mio. e verursachte.
In welcher Form nun der Klimawandel Auswirkungen auf die Entwicklung von Gewit-
ter- und Hagelereignissen hat, ist noch nicht hinreichend bekannt und untersucht. So
kann die globale Erwärmung auf unterschiedliche Weise die Häufigkeit und Intensität
hochreichender Konvektion verändern:
– Eine zunehmende Erdoberflächentemperatur bewirkt höhere Wasserdampfkonzen-
trationen in der Atmosphäre, wenn die Verdunstung durch die Erwärmung eben-
falls zunimmt. Dies führt wiederum zu einer Zunahme der konvektiven verfügba-
ren Energie und somit zu einem höheren Potential für mehr und / oder intensivere
konvektive Ereignisse (z.B. Held und Soden, 2006).
– Eine wärmere untere Troposphäre bewirkt ebenfalls ein Anheben der Nullgradhö-
he (Schmelzhöhe). Einerseits werden dadurch die mikrophysikalischen Prozesse,
die das Hagelwachstum steuern, beeinflusst, auf der anderen Seite setzen Schmelz-
und Sublimationsprozesse bei den zu Boden fallenden Hagelkörnern früher ein,
sodass dies die Hagelkorngröße und -intensität am Boden reduzieren könnte (z.B.
Xie et al., 2008, 2010).
– Die zu erwartende stärkere Erwärmung an den Polen gegenüber dem Äquator ver-
ringert den meridionalen Temperaturgradienten, was insbesondere in den mittleren
Breiten zu einer Abnahme der vertikalen Windscherung führen könnte. Die Wind-
scherung ist vor allem bei organisierten Gewittersystemen, die mit großen Hagel-
körnern verbunden sein können, eine notwendige Voraussetzung (z.B. Trapp et al.,
2007).
– In Einzelfällen untersucht und im Rahmen des Klimawandels noch völlig unklar
ist, welchen Einfluss veränderte Aerosolkonzentrationen in der Atmosphäre auf
die mikrophysikalische Entstehung von Hagel haben können (z.B. Noppel et al.,
2010).
Statistische Analysen von Hagelereignissen werden dadurch erschwert, dass Hagel in
der Regel eine sehr geringe lokale Ausdehnung hat. Beispielsweise zeigt eine Studie
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aus den USA, dass etwa 80% der untersuchten schadenverursachenden Hagelzüge ei-
ne räumliche Ausdehnung von weniger als 40 km2 besitzen (Changnon, 1970). Daneben
treten allerdings auch Hagelzugbahnen auf, die aufgrund großräumiger synoptischer Be-
dingungen durchaus mehrere hundert Kilometer lang sein und damit ein großflächiges
Schadenausmaß zeigen können. Jedoch sind solche Zugbahnen sehr selten. Als Beispiel
sei der Hagelzug vom 26. Mai 2009 genannt (Kunz et al., 2011). Hier hatte sich über
dem Genfer See (Schweiz) ein ausgedehntes konvektives System gebildet, das über Süd-
deutschland bis nach Tschechien gezogen ist. Auf einer Länge von etwa 600 km führte
dieser Hagelsturm zu schweren Schäden an Gebäuden und vor allem in der Landwirt-
schaft in Höhe von mehreren hundert Millionen e.
Eine weitere Schwierigkeit bei der Analyse der Intensität und Auftretenswahrschein-
lichkeit von Hagelstürmen ist, dass die derzeitigen operationellen meteorologischen Be-
obachtungssysteme nicht in der Lage sind, diese Ereignisse eindeutig, ausreichend flä-
chendeckend und / oder über einen langen Zeitraum zu detektieren. Am besten geeig-
net für die Erfassung und Analyse von Gewitterstürmen sind Radardaten, die allerdings
noch nicht über einen langen Zeitraum von mehreren Jahrzehnten vorliegen. Daten auf
Grundlage von Augenzeugenberichten, wie sie beispielsweise in der „European Severe
Weather Database“ (ESWD, Dotzek et al., 2009) der „European Severe Storms Labo-
ratory“ (ESSL) archiviert werden, sind für Trendanalysen ungeeignet, da in den letzten
Jahren das öffentliche Interesse an schweren konvektiven Ereignissen und damit auch
die Anzahl der beobachteten Ereignisse stark zugenommen hat. Hagelschadendaten von
Versicherungen liegen oft flächendeckend und über einen längeren Zeitraum vor, sind
aber stark von der Verletzbarkeit der versicherten Objekte (Vulnerabilität) und der je-
weiligen Regulierungspraxis der Schäden abhängig. Basierend auf landwirtschaftlichen
Schadendaten (1920 – 1999) fand Schiesser (2003) beispielsweise für die Schweiz eine
Zunahme der Anzahl der Hagelereignisse zwischen 1980 und 1994. Für den Südwesten
Deutschlands wurde ebenfalls eine signifikante Zunahme der Hagelschadentage anhand
von Gebäudeversicherungsdaten für die letzten zwei Jahrzehnte festgestellt (Kunz et al.,
2009). Dementsprechend stellt sich die Frage, ob diese Zunahme der Hagelschadentage
durch eine Veränderung der Exposition und der Vulnerabilität der Gebäude verursacht
ist, oder ob dieser Trend auch auf eine Veränderung der atmosphärischen Gegebenheiten
etwa durch den Klimawandel zurückgeführt werden kann.
Auf der anderen Seite liefern regionale Klimamodelle zwar Informationen über einen
langen Zeitraum, sind aber nicht in der Lage, Hagel zu simulieren. Inzwischen gibt es
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immerhin einige Wolkenmodelle mit mikrophysikalischen Schemata für die Entstehung
von Graupel und Hagel (z.B. Seifert und Beheng, 2006). Beispielsweise konnten Nop-
pel et al. (2010) damit erfolgreich einen schweren Hagelsturm in Baden–Württemberg
simulieren. Allerdings werden solche Wolkenmodelle derzeit aufgrund der damit ver-
bundenen aufwendigen Rechenleistungen und der Unsicherheiten bei der Wahl der Ei-
genschaften einzelner mikrophysikalischer Parameter (beispielsweise des Aerosolspek-
trums) noch nicht operationell in der Wettervorhersage oder der Klimamodellierung ein-
gesetzt. Für die statistische Analyse von Hagelereignissen aus Klimasimulationen muss
daher zunächst ein Zusammenhang zwischen atmosphärischen Bedingungen und Hagel-
ereignissen mit Hilfe anderer meteorologischer Parameter als Proxies (indirekte Klima-
daten) hergestellt werden.
Die vorliegende Arbeit wurde im Rahmen des Projekts Haris–CC (Hail Risk and Cli-
mate Change) verfasst, das vom Center for Disaster Management and Risk Reduction
Technology1 (CEDIM) und der Stiftung Umwelt und Schadenvorsorge2 der SV Spar-
kassenVersicherung gefördert wurde. Ziel des Projekts ist es, neue Erkenntnisse über
die vergangene und zukünftige Gefährdung durch schwere Gewitter- und Hagelstürme
abzuleiten. Solche Informationen können als Grundlage für geeignete Präventionsmaß-
nahmen und versicherungsrelevante Fragestellungen Anwendung finden. Dazu werden
zunächst hagelrelevante Konvektionsparameter bestimmt, die das Potential der Atmo-
sphäre für die Gewitter- und Hagelentstehung wiedergeben. Da diese Parameter anhand
Beobachtungsdaten über einen langen Zeitraum (≥ 30 Jahre) vorliegen, kann die Ent-
wicklung des vergangenen Gewitterpotentials statistisch näher analysiert werden. Dabei
ist es wichtig homogene Datensätze zur Verfügung zu haben, da zeitliche (und räumli-
che) Inhomogenitäten zu nicht meteorologisch verursachenden Effekten bei der Trend-
analyse der Zeitreihen führen können. Anschließend werden die gewonnenen Ergebnisse
und Methoden auf Simulationsergebnisse verschiedener regionaler Klimamodelle über-
tragen, um Änderungen des Konvektionspotentials sowohl in der Vergangenheit als auch
in der Zukunft zu analysieren. Dabei wird auch der Frage nachgegangen, inwieweit Mo-
delle mit einer räumlichen Auflösung von rund 10 km in der Lage sind, lokal–skalige
konvektive Ereignisse anhand von Proxydaten wiederzugeben.
1 Interdisziplinäre Forschungseinrichtung des Karlsruher Instituts für Technologie (KIT) und des
Helmholtz–Zentrums Potsdam Deutsches Geoforschungszentrum (GFZ) im Bereich des Katastro-
phenmanagements: http://www.cedim.de
2 http://www.stiftung-schadenvorsorge.de
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Verschiedene Arbeiten haben allerdings gezeigt, dass die Bestimmung von Hagel-
ereignissen nur durch Stabilitätsparametern beschränkt ist (Manzato, 2003; Siedlecki,
2009). In der vorliegenden Arbeit wird der Ansatz deswegen erweitert, indem mit einem
multivariaten Ansatz die Diagnostik von Hagelereignissen erhöht wird. Mittels logis-
tischer Regression wird ein auf mehreren Variablen (Proxies) basierendes logistisches
Hagelmodell entwickelt, das die Wahrscheinlichkeit für das Auftreten von Hagel wie-
dergibt. Dazu wird eine Vielzahl meteorologischer Parameter (z.B. Konvektionsenergie,
Feuchtegehalt, Großwetterlagen, u.a.) berücksichtigt.
Anschließend werden die Ergebnisse auf ein Ensemble verschiedener regionaler Kli-
masimulationen übertragen. Durch Vergleich zwischen Vergangenheit und Zukunft kön-
nen die Änderungen des Hagelpotentials in der Zukunft abgeschätzt werden. Dabei wird
auch der Frage nachgegangen, welchen Einfluss verschiedene globale Antriebsdaten,
Emissionsszenarien oder regionale Klimamodelle auf die Ergebnisse haben, um daraus
Angaben über die Belastbarkeit (Wahrscheinlichkeit) der Ergebnisse abzuleiten.
Damit ergeben sich für die Arbeit folgende Fragestellungen:
1. Welche meteorologischen Parameter, insbesondere Konvektionsparameter, geben
Hagelereignisse statistisch am besten wieder?
2. Wie hat sich das Gewitter- und Hagelpotential in der Vergangenheit nach Beobach-
tungen und Reanalysedaten verändert?
3. Sind regionale Klimamodelle in der Lage, die konvektiven Bedingungen bei Ge-
witter- und Hagelereignissen wiederzugeben?
4. Durch welche bestmögliche Kombination von meteorologischen Parametern kann
die Diagnostik von Hagelereignissen mit Hilfe eines mathematischen Modells er-
höht werden?
5. Wie wird sich das Gewitter- und Hagelpotential in der Zukunft ändern?
6. Welche Unsicherheiten sind in einem Ensemble verschiedener Klimasimulationen
zu erwarten?
In der vorliegenden Arbeit wird zunächst am Anfang von Kapitel 2 ein allgemeiner
Überblick über die Entwicklung und die typischen Eigenschaften konvektiver Gewitter-
und Hagelereignisse gegeben. Im Anschluss werden wesentliche meteorologische Pa-
rameter der vorliegenden Arbeit definiert sowie die verwendeten statistischen Verfah-
5
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ren erklärt. In Kapitel 3 werden die verfügbaren meteorologischen Datensätze (Mes-
sungen und regionale Klimasimulationen) beschrieben. Anschließend wird der Zusam-
menhang zwischen atmosphärischen Parametern, insbesondere Konvektionsparametern,
und Hagelschadenereignissen untersucht (Kap. 4). In Kapitel 5 folgt eine Diskussion
über die Änderungen atmosphärischer Stabilitätsparameter sowohl an Beobachtungsda-
ten als auch an Reanalysedaten in der Vergangenheit (letzten 30 – 60 Jahren). Anschlie-
ßend werden die Änderungen der Stabilitätsparameter für den Zeitraum 2021 – 2050 un-
tersucht (Kap. 6). Kapitel 7 widmet sich der Entwicklung und Anwendung eines logis-
tischen Hagelmodells und den daraus resultierenden Ergebnissen. Abschließend werden
in Kapitel 8 die Ereignisse zusammengefasst.
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In dem fortlaufenden Kapitel werden einige theoretische Grundlagen und physikalische
Konzepte erörtert, die für das Verständnis dieser Arbeit hilfreich sind. Im ersten Teil
wird insbesondere auf thermodynamische Aspekte in der Atmosphäre und konvektive
Wettersysteme eingegangen. Der zweite Teil erörtert die statistischen Methoden, die für
die Untersuchungen im Rahmen dieser Arbeit eingesetzt wurden.
2.1. Meteorologische Grundlagen
Ein wesentlicher Bestandteil der Atmosphäre ist Wasser, das als einziger Stoff in allen
drei Aggregatzuständen vorkommt: fest in Form von Eis und Schnee, flüssig als Wol-
ken oder Regen und gasförmig als Wasserdampf. In Abhängigkeit von der Temperatur
und weiteren klimatischen Bedingungen variiert der Wasseranteil in der Troposphäre
zwischen 0,0% und 4%. Durch Verdunstungs- und Kondensationsprozesse ist darüber
hinaus der Wasserkreislauf eng mit der Energetik der Atmosphäre verbunden. So wird
der Luft durch Verdunstung Energie entzogen, die an anderer Stelle durch Kondensation
wieder freigesetzt werden kann.
2.1.1. Thermodynamische Grundlagen
Mit der Annahme, dass Luftteilchen beziehungsweise ein Luftpaket (Index P; siehe un-
ten) nur aus trockener Luft bestehen, lässt sich der 1. Hauptsatz der Thermodynamik für
intensive Zustandsgrößen bei adiabatischen Prozessen1 folgendermaßen formulieren:
δq= d u−δa= dh−α dp= 0 , [2.1]
wobei δq die spezifische Wärmezufuhr, u die spezifische innere Energie, δa die spezifi-
sche Arbeitsleistung beziehungsweise α das spezifische Volumen und h die spezifische
1 System tauscht keine Wärme mit der Umgebung aus (δq= 0).
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Entalphie des Luftpakets sind. Mit Hilfe der Zustandsgleichung für das Gasgemisch tro-
ckene Luft
p= RLρLT , [2.2]
wobei p der Druck, RL =287,05 J kg−1 K−1 die Gaskonstante für trockene Luft, ρL die
Dichte für trockene Luft und T die Temperatur ist, und der Vernachlässigung von Was-
serdampf (Dichte ρP = ρL) ergibt sich für trockenadiabatische Prozesse das Poissonsche
Gesetz:
cpdT = RLT d ln p , [2.3]
und durch Integration
T2 = T1
(
p2
p1
)RL
cp
, [2.4]
wobei cp= 1004,5 J kg−1 K−1 die spezifische Wärmekapazität bei konstantem Druck für
trockene Luft ist. Definiert man p2 = p0 =1000 hPa, ergibt sich daraus die potentielle
Temperatur:
T2 ≡ θ = T
(
p0
p
)RL
cp
. [2.5]
Sie ist ein Maß für die innere Energie des Luftpakets und bleibt bei adiabatischen Ver-
tikalbewegungen konstant, solange keine Phasenübergänge stattfinden. Anders ausge-
drückt ist die potentielle Temperatur die Temperatur, die ein Luftteilchen annimmt, wenn
es trockenadiabatisch auf 1000 hPa gebracht wird.
Wird in Gleichung (2.2) Wasserdampf (Dichte ρD) berücksichtigt, ergibt sich für die
Dichte des Pakets ρP = ρL+ρD. Somit folgt für Gleichung (2.5) für feuchte, aber unge-
sättigte Luft (Manzato und Morgan, 2003):
θD = T
(
p0
p
) RL+RDr0
cpL+cpDr0
, [2.6]
wobei cpL und cpD die Wärmekapazitäten für trockene und feuchte Luft bei konstantem
Druck, r0 das konstante Mischungsverhältnis und RD die Gaskonstante für Wasserdampf
sind. Da aber die Gaskonstante für feuchte Luft aufwendiger zu berechnen ist, wird in
der Gasgleichung meist anstelle von T die virtuelle Temperatur2 TV = T (1+ 0,608r)
2 Fiktives Temperaturmaß: Die virtuelle Temperatur ist diejenige höhere Temperatur, die trockene Luft
annehmen müsste, um bei gleichem Druck dieselbe geringere Dichte wie feuchte Luft zu haben.
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verwendet, die es ermöglicht, auch bei feuchter Luft weiterhin mit der Gaskonstante für
trockene Luft zu rechnen. Damit gilt auch
θV = TV
(
p0
p
)RL
cp
. [2.7]
Finden im Luftpaket diabatische Wärmeübergänge statt, bestimmt man analog zu Glei-
chung (2.5) die pseudopotentielle Temperatur θe. Sie definiert die Temperatur, die ein
Luftpaket annimmt, wenn es pseudoadiabatisch aufsteigt, bis der gesamte Wasserdampf
auskondensiert ist, und danach trockenadiabatisch auf 1000 hPa gebracht wird. Bolton
(1980) leitete eine semi–empirische Gleichung für θe für einen pseudoadiabatischen Pro-
zess unter Annahme von Sättigung mit Hilfe des Wasserdampfpartialdrucks e und der
Temperatur TLCL im Hebungskondensationsniveau (siehe nächster Abschnitt) ab:
θe(p,T,r)∼= T
(
p0
p
)0,2854(1−0,28·r)
exp
(
r(1+0,81 · r)(3,376
TLCL
−0,00254)
)
, [2.8]
wobei TLCL ∼= 28403,5ln(T )− ln(e)−4,805 +55 [K] . [2.9]
T wird hier in K, p in hPa und r in g/kg eingesetzt. Der Exponentialterm spiegelt hier
die latente Energie aufgrund von Phasenübergängen wider. Bei geringer Feuchte (z.B.
in der höheren Atmosphäre) geht der Term gegen Eins und θe nähert sich θ an. Je höher
θe ist, umso mehr Energie steht dem Luftpaket zur Verfügung.
Ein weiterer Parameter, der die Feuchtebedingungen in der Atmosphäre beschreibt,
ist das niederschlagsfähige Wasser (engl. precipitable water content). Wird nur der Ge-
samtwasserdampfgehalt einer Luftsäule für eine Einheitsgrundfläche betrachtet, der sich
auskondensiert an der Erdoberfläche ergeben würde (Salby, 1996), gilt:
TQV =−1
g
∫ p2
p1
r(p)dp . [2.10]
Typischerweise werden als Integrationsgrenzen der Druck an der Erdoberfläche p1 = pB
und eine Druckfläche am Oberrand der Troposphäre angegeben. Verschiedene Studien
(Greene und Clark, 1972; Billet et al., 1997; Piani et al., 2005; Cao, 2008) haben bereits
gezeigt, dass TQV einen engen Zusammenhang zu Hagelereignissen aufweisen kann.
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Klassische Theorie eines gehobenen Luftpakets
Die Theorie eines gehobenen Luftpakets (engl. Lifted Parcel Theory) beschreibt das
theoretische Konzept der Vertikalbewegung und der damit verbundenen Zustandsände-
rungen eines Luftpakets in der Atmosphäre (z.B. Holton, 2004), die in der Realität je-
doch viel komplexer sind. Um diese komplexeren Ansätze besser verstehen zu können,
sind jedoch konzeptionelle einfache Modelle hilfreich. Die „Lifted Parcel“ Theorie fin-
det beispielsweise bei der Berechnung hochreichender Feuchtkonvektion Anwendung,
da damit latente oder potentielle Instabilitäten in der Atmosphäre bestimmt werden kön-
nen (vgl. hierzu Kap. 2.1.3). Bereits Bjerknes (1938) untersucht das Verhalten einer auf-
steigenden konvektiven Wolke unter der pseudoadiabatischen Annahme. Dabei gelten
folgende Annahmen: Das Luftpaket . . .
– tauscht mit der Umgebung keine Materie bzw. Wärme aus (Adiabasie, δq= 0),
– hat immer den gleichen Druck wie seine Umgebung (Index U) in derselben Höhe
(quasistatische Bedingung, pP = pU ),
– steigt zuerst komplett trockenadiabatisch auf, bis sein Zustand gesättigt ist. Danach
wird es feucht- bzw. pseudoadiabatisch gehoben,
– verliert beim Aufstieg sein gesamtes kondensiertes Wasser, sodass Gefrierprozesse
nicht stattfinden.
In der Realität sind diese Annahmen allerdings nur in erster Näherung gültig. Beispiels-
weise erfolgt der Aufstieg eines Luftpakets nie ohne Wechselwirkung mit der Umge-
bung. Genauso können kleine dynamische Effekte das Druckfeld in dem fiktiven Vo-
lumen ändern. Allerdings zeigten Heymsfield et al. (1978) bei einer Messkampagne in
Colorado (USA) mit Hilfe von Flugzeugmessungen, dass der Aufstieg im zentralen Be-
reich einer Cumulusnimbuswolke in der Regel sättigungsadiabatisch verläuft. Dies gilt
sowohl für die Temperaturänderungen als auch für den Wasserdampfgehalt.
Während seinem Aufstieg durch die Troposphäre durchläuft ein Luftpaket folgende
Prozesse:
1. Anfangs wird der Zustand eines Luftpakets durch die Zustandsvariablen Tempe-
ratur TB und Druck pB sowie durch die Feuchte (hier ausgedrückt durch den Tau-
punkt Td,B) am Boden definiert.
2. Das Paket wird zunächst trockenadiabatisch bis zu einer bestimmten Höhe ge-
hoben, ab der Sättigung eintritt. Mögliche Ursachen für die Hebung können so-
wohl dynamischer (Fronten, Orografie) als auch thermischer Natur (Erwärmung
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bodennaher Luft) sein. Die Sättigungsniveaus werden im ersten Fall als Hebungs-
kondensationsniveau (engl. lifting condensation level, LCL), im zweiten Fall als
Kumuluskondensationsniveau (engl. cumulus condensation level, CCL) bezeich-
net. Während des Aufstiegs wird die potentielle Temperatur θB (Gl. 2.5) und das
Mischungsverhältnis rB beibehalten.
3. Nachdem Sättigung eingetreten ist, steigt das Luftpaket weiterhin pseudoadiaba-
tisch auf. Das Mischungsverhältnis rsat ist nun eine Funktion von T und p und
durch die veränderten Werte des Luftpakets (p, T ) lässt sich die pseudopotentielle
Temperatur θe (Gl. 2.8) bestimmen. Durch die Phasenübergänge wird Kondensa-
tionswärme freigesetzt und die Abkühlung mit zunehmender Höhe ist im Vergleich
zum rein trockenadiabatischen Prozess geringer. Somit entsteht der Unterschied
zwischen feucht- und trockenadiabatischen Temperaturgradienten lediglich durch
das Freiwerden latenter Energie bei der Kondensation.
4. In der Höhe, in der bei weiterer erzwungener Hebung das aufsteigende Luftpaket
erstmals wärmer bzw. leichter (ρP > ρU ) als die Umgebungsluft ist, liegt das Ni-
veau der freien Konvektion (engl. level of free convection, LFC). Ab dem LFC
steigt das Luftpaket aufgrund des positiven Auftriebs (Gl. 2.15) weiter auf.
5. Das Luftpaket steigt solange auf, bis es durch eine höhere Umgebungstemperatur
daran gehindert wird. Der Bereich, bei dem die Temperatur des Luftpakets gleich
der der Umgebung ist, wird als Gleichgewichtsniveau (engl. equilibrium level, EL)
oder Wolkenobergrenze bezeichnet. Bei hochreichender Konvektion ist dies oft
das Tropopausenniveau. Aufgrund des vertikalen Auftriebs und der Trägheit des
Luftpakets kann es bei sehr starker Konvektion zu einem Überschießen der Gewit-
terwolke in die Tropopause hinein kommen (engl. overshooting top).
Abschließend stellt sich die Frage, wie die Anfangsbedingungen eines Luftpakets am
Boden genau definiert werden. In verschiedenen Arbeiten haben sich im Laufe der Jahre
drei verschiedene Methoden herauskristallisiert:
1. Als Startwerte für das aufsteigende Luftpaket werden die Werte von Temperatur
T , Taupunkt Td und Druck p in 2 m–Höhe über der Oberfläche verwendet (z.B.
Kunz, 2007). Im Folgenden wird dies mit der Indexbezeichnung B = Boden ge-
kennzeichnet.
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2. Die Startwerte werden durch eine dichtegewichtete Mittelung über die ersten Wer-
te des Vertikalprofils über Grund bestimmt. Gebräuchlich sind hierfür eine Mi-
schungsschicht von 100 hPa (Indexbezeichnung 100), 50 hPa oder 500 m (z.B.
Brooks et al., 2003).
3. Die Anfangsbedingungen werden so gewählt, dass das Luftpaket durch seinen
Aufstieg die höchste Instabilität aufweist (engl. most unstable parcel, MUP). Dies
geschieht, indem die größtmögliche pseudopotentielle Temperatur θe in den un-
tersten Schichten der Atmosphäre bestimmt wird. Manzato und Morgan (2003)
nehmen hierfür beispielsweise die untersten 250 hPa über der Erdoberfläche.
Insbesondere bei der Bestimmung der Konvektionsparameter und -indizes spielt die
Wahl des Startniveaus beispielsweise hinsichtlich ihres Wertebereichs eine entscheiden-
de Rolle (siehe Kap. 2.1.3).
Auftrieb
Das archimedische Prinzip besagt, dass jeder Körper mit der Dichte ρP, der sich in einem
Fluid der Dichte ρU befindet, eine Auftriebskraft erfährt, die der Gewichtskraft der ver-
drängten Flüssigkeit entspricht. Herleiten lässt sich diese Aussage über die reibungsfreie
vertikale Bewegungsgleichung ohne Corioliskraft:
av =
dw
dt
=−g− 1
ρ
∂ p
∂ z
, [2.11]
wobei av und w die Vertikalbeschleunigung und die Vertikalgeschwindigkeit des Luft-
pakets und g die Beschleunigung aufgrund der Schwerkraft sind. Anschließend werden
der Druck und die Dichte in einen hydrostatischen Grundzustand und in Störungen hin-
sichtlich dieses Grundzustands zerlegt (z.B. Doswell und Markowski, 2004):
p= p+ p′ , ρ = ρ+ρ ′ , [2.12]
wobei p (ρ) der Druck (die Dichte) des Grundzustands und p′ (ρ ′) die Druckstörung
(Dichtestörung) sind. Eingesetzt und mit Hilfe der hydrostatischen Approximation ∂ p∂ z =
−ρg umgeformt ergibt sich
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dw
dt
= − 1
ρ
∂ p′
∂ z︸ ︷︷ ︸
vertikaler Gradient der Druckstörung
− ρ
′
ρ
g︸︷︷︸
Aufrieb
. [2.13]
Kessler (1985) bezeichnet den letzten Term als thermischen Auftrieb B (engl. buoyancy).
Im Allgemeinen ist es ausreichend, ρ durch ρ zu ersetzen, wodurch unter Berücksichti-
gung des feuchten Anteils in einem Luftpaket durch TV folgt:
B=
ρ ′
ρ
g≈
(
T ′V
TV
− p
′
p
)
g . [2.14]
Emanuel (1994) zeigte, dass für Geschwindigkeiten, die kleiner als die Schallgeschwin-
digkeit sind, die Druckstörungen gegenüber den Temperaturstörungen vernachlässigbar
sind (d.h. ρ ′/ρ ≈ −T ′/T ). Mit der Gasgleichung ergibt sich
B≈ gT
′
V
TV
= g
TVP−TVU
TVU
. [2.15]
Ist das Luftpaket wärmer als seine Umgebung, erfährt das Paket eine Beschleunigung
nach oben. Doswell und Markowski (2004) zeigten, dass es insbesondere in Superzellen
in Einzelfällen durchaus wichtig sein kann, bei der Berechnung des Auftriebs in Mo-
dellsimulationen den Beitrag durch die vertikalen Druckstörungen zu berücksichtigen.
Der Effekt durch die Reibung der Hydrometeore in Form von Niederschlag kann
in Gleichung (2.15) ebenfalls mit berücksichtigt werden (Markowski und Richardson,
2010):
B≈
(
T ′V
TV
− p
′
p
− rh
)
g , [2.16]
wobei rh das Mischungsverhältnis von Hydrometeoren (typische Werte in einem starken
Aufwind liegen bei 8 – 18 g kg−1) und somit g · rh die Abwärtsbeschleunigung aufgrund
des Widerstands der Hydrometeore sind. Beispielsweise wird ein positiver Auftrieb,
verursacht durch 3 K Temperaturabweichung, durch rh = 10 g kg−1 ausgeglichen. Rei-
bung durch Hydrometeore kann im Mittel bis zu 20% zum negativen Auftrieb beitragen,
die restlichen 80% werden vorwiegend durch latente Wärmeübergange (Verdunstung,
Schmelzen, Sublimation) verursacht (Houze, 1993).
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Arten der Instabilität
Das einfachste Maß für die thermische Stabilität einer Schichtung ist die vertikale Tem-
peraturänderung beziehungsweise der vertikale Temperaturgradient (γ =−∂T/∂ z). Wird
nun, wie in der „Lifted Parcel“ Theorie beschrieben, ein vom Boden aufsteigendes Luft-
paket betrachtet, wird sich dieses gemäß dem 1. Hauptsatz der Thermodynamik (Gl. 2.1)
durch die am Volumen verrichtete Arbeit δa bei Hebung abkühlen. Steigt es trockena-
diabatisch auf, gilt für den trockenadiabatischen Temperaturgradienten
− Γd = ∂T∂ z =−
g
cp
∼ – 0,0098 K m−1 . [2.17]
Im Fall von Sättigung ist der pseudoadiabatische Temperaturgradient (AMS, 2000)
Γs = g
1+ Ld rdRLT
cpL+
L2d rd ε
RLT
, [2.18]
wobei rd das Wasserdampfmischungsverhältnis, Ld die Verdampfungswärme und ε das
Verhältnis der Gaskonstanten von trockener und feuchter Luft sind. Generell ist aufgrund
der freiwerdenden latenten Energie Γs > Γd . Die Werte für Γs liegen zwischen etwa
0,004 und 0,0098 K m−1.
Bedingte Instabilität
Nach Haurwitz (1941) sind nach der Auslenkung eines Luftpakets aus seinem Ruhezu-
stand folgende Fälle möglich:
1. γ > Γd
Die Umgebungstemperatur nimmt mit der Höhe stärker ab als die des aufsteigen-
den Luftpakets. Folglich ist das Paket wärmer als seine Umgebung und kann durch
Auftrieb weiterhin ungehindert aufsteigen. Es liegt absolute Instabilität vor.
2. γ < Γs
Das Luftpaket ist nach einem Aufstieg kälter als seine Umgebung und tendiert
dazu, in seine Ausgangslage zurückzukehren. Dieser Fall wird absolute Stabilität
genannt.
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Abb. 2.1.: Schematische Darstellung einer bedingten Instabilität in einem SkewT logP–
Diagramm; der Temperaturgradient der Umgebung liegt zwischen Γd und Γs (Kunz, 2012).
3. γ = Γd oder γ = Γs
Der Temperaturgradient des Luftpakets ist gleich dem seiner Umgebung. Ausge-
lenkt verbleibt es daher in der aktuellen Höhen. Die Schichtung ist neutral.
4. Γd > γ > Γs
Wenn der Temperaturgradient des Luftpakets zwischen dem trocken- und pseudo-
adiabatischen Gradienten liegt, spricht man von einer bedingt labilen oder stabi-
len Schichtung. Abhängig davon, ob das Paket gesättigt (ungesättigt) ist, liegt ein
stabiler (labiler) Fall vor (nach Rossby, 1932, siehe Abb. 2.1).
Latente Instabilität
Ist ein Luftpaket zu trocken, kann es trotz einer bedingt labilen Schichtung vorkommen,
dass nach erzwungener Hebung kein freier Auftrieb vorliegt, da das Paket immer kälter
als seine Umgebung bleibt und somit in seine Ausgangslage zurückkehrt (siehe Abb. 2.2
links, z.B. Hebung ab 900 hPa). Dringt dagegen ein Luftpaket mit hoher Feuchtigkeit aus
unteren Höhen durch Hebungsprozesse in diesen Bereich ein und erreicht in der trocke-
nen Schicht das LFC (siehe Abb. 2.2 links, Hebung ab 1000 hPa), wird die Temperatur
des Luftpakets größer als die der Umgebung und es ergibt sich ein positiver thermischer
Auftrieb (vgl. Gl. 2.15). Man bezeichnet diesen Vorgang als latente Instabilität (Nor-
mand, 1938).
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Abb. 2.2.: Schematische Darstellung einer latenten (links) und potentiellen Instabilität (rechts;
Kunz, 2012).
Potentielle Instabilität
Eine potentielle Instabilität existiert dann, wenn die pseudopotentielle Temperatur θe
(Gl. 2.8) oder die potentielle Feuchttemperatur θw (engl. wet bulb temperature)3 mit
der Höhe abnimmt (Rossby, 1932). Normalerweise liegt dann eine feuchtwarme unter
einer trockenkalten Luftschicht. Wird die gesamte Luftsäule gehoben (z.B. bei einem
Frontdurchgang), setzt in der unteren feuchtwarmen Schicht schneller Kondensation ein
als in der oberen, in der sich die Luft weiterhin trockenadiabatisch abkühlt. Dadurch
entsteht mit zunehmender Höhe ein immer größerer Temperaturgradient, da die obere
Schicht schneller abkühlt als die untere und somit das Potential der Labilisierung geför-
dert wird (siehe Abb. 2.2 rechts). Schultz et al. (2000) zeigten, dass der Hebungspro-
zess der Schichten typischerweise nicht mit der Entwicklung isolierter hochreichender
Konvektion verbunden ist, sondern erst die Bildung von stabilen stratiformen Wolken
ermöglicht, aus denen sich hochreichende Konvektion entwickeln kann. Des Weiteren
argumentierten die Autoren, dass eine potentielle Instabilität bei Gewitterereignissen
selten beobachtet wird. Eine Ausnahme hierfür ist das Münchner Hagelunwetter vom
12. Juni 1984, das bisher das teuerste Hagelunwetter in Deutschland war. Heimann und
Kurz (1985) zeigten, dass an diesem Tag nördlich der Alpen potentielle Instabilität vor-
herrschte, nachdem eine verhältnismäßig kalte aber sehr feuchte Luft aus dem Mittel-
meerraum unter warme, trockene Luftmassen gelangte.
3 θw ist diejenige Temperatur, die erreicht wird, wenn ein Luftpaket pseudoadiabatisch vom LCL zur
1000 hPa–Höhe abgesenkt wird.
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Vergleicht man die verschiedenen Kriterien der Instabilität miteinander, stellt sich die
Frage, welche davon am besten für die Analyse konvektiver Situationen geeignet ist.
Grundsätzlich tritt bei freier Konvektion immer thermischer Auftrieb auf. Dieser Vor-
gang wird allerdings nur durch die latente Instabilität physikalisch beschrieben. Im Ge-
gensatz dazu bewirkt eine bedingte oder potentielle Instabilität nicht notwendigerweise
das freie Aufsteigen eines Luftpakets nach vertikaler Auslenkung. Nach Groenemeijer
(2009) ist eine latente Instabilität die wichtigste Voraussetzung für die Entstehung von
hochreichender Konvektion. Ist eine solche Schichtung vorhanden, treten auch die bei-
den anderen Arten der Instabilitäten auf. Im Kontrast dazu muss bei Vorhandensein der
beiden letzteren nicht unbedingt latente Instabilität vorherrschen.
2.1.2. Konvektive Wettersysteme
Gewitterstürme sind konvektive Wettersysteme, die sich bei hochreichender Feuchtkon-
vektion (engl. deep moist convection) bilden und immer mit Blitz und Donner, teilweise
mit starkem Niederschlag, Graupel oder Hagel sowie lokalen Fallwinden oder Tornados
verbunden sind (AMS, 2000). Ihre räumliche Ausdehnung kann nur wenige Kilome-
ter (Mesoskala γ) bis mehr als 100 km (Mesoskala α) betragen (nach Orlanski, 1975).
Man schätzt, dass weltweit täglich etwa 40 000 – 50 000 Gewitterereignisse auftreten
(NOAA, 2010b). In Deutschland sind Gewitter vorwiegend im Sommer von etwa April
bis September zu beobachten. Sie sind hier neben Winterstürmen die bedeutendsten und
schadenrelevantesten Naturgefahren.
Charakteristik und Entstehung von Gewitterstürmen
Für die Entstehung hochreichender Feuchtkonvektion sind die drei wichtigsten Voraus-
setzungen (1) ein hoher Feuchtegehalt in der unteren Troposphäre, (2) thermische In-
stabilität der Atmosphäre und (3) ein Auslösemechanismus (Doswell, 1987). Ein hoher
Feuchteanteil ermöglicht bei Kondensation das Freisetzen von latenter Wärme, die an-
schließend in kinetische Energie der Vertikalbewegung umgewandelt wird. Eine instabil
geschichtete Atmosphäre führt oberhalb des Kondensationsniveaus zu einem anhalten-
den Aufstieg des Luftpakets (vgl. Gl. 2.15). Als Auslösemechanismus sind verschiedene
Ursachen möglich (Kurz, 1990):
– thermischer Aufrieb gemäß Gleichung (2.15) durch Erwärmung der bodennahen
Schichten oder Kaltluftadvektion in der Höhe (freie Konvektion);
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– bodennahe Strömungskonvergenz (z.B. Kottmeier et al., 2008; Kalthoff et al., 2009),
die gemäß der integrierten Kontinuitätsgleichung bei Inkompressibilität direkt mit
Hebung verbunden ist:
w=−
∫ z1
0
(
∂u
∂x
+
∂v
∂x
)
dz [2.19]
wobei u und v die horizontalen Windgeschwindigkeitskomponenten in x- und y–
Richtung sind (z.B. durch Umströmungseffekte oder Schwerewellenbildung an
Gebirgen, durch Sekundärzirkulationen wie Hangwinde oder im Bereich eines
Tiefs);
– großräumige Hebung durch die horizontale Divergent vorderseitig eines
Höhentrogs, durch Schichtdickenadvektion oder durch mit der Höhe zunehmen-
der positiver Vorticityadvektion (siehe Gl. 2.23);
– Querzirkulation an einer Front.
Aber auch die vertikale Änderung des Horizontalwinds (Windscherung) ist für die Ent-
wicklung der Gewittersysteme unter anderem durch dynamische Druckstörungen von
großer Bedeutung (Marwitz, 1972b,a; Weisman und Klemp, 1982, 1984; Rotunno et al.,
1988; Groenemeijer, 2009). Die Windscherung ist maßgeblich für die Lebensdauer ver-
antwortlich und beeinflusst die Struktur des konvektiven Systems. Insbesondere bei Su-
perzellen und Gewitterlinien spielt sie eine wichtige Rolle (siehe unten). Im Fall von
isolierten Zellen kann die Scherung die vertikale Entwicklung allerdings auch unterdrü-
cken. In den Arbeiten von Khain et al. (2005) und Lee et al. (2008b) führt eine Zunahme
der Windscherung zu einem zunehmenden Auswaschen und einer Verdunstung der Hy-
drometeore, was wiederum bei einem hohen Aerosolgehalt mit kleineren Wolkentröpf-
chen und erhöhter Evaporation zu einer Abnahme des Niederschlags führt (Fan et al.,
2009). Gleichzeitig unterstützt die zunehmende Windscherung durch das Abkühlen eine
Intensivierung des Fallwinds und fördert die Entwicklung weiterer Wolken (siehe unten).
Rasmussen und Blanchard (1998) beobachteten, dass der Grenzbereich zur Unterschei-
dung zwischen Superzellen mit und ohne Tornados hinsichtlich der Windscherung sehr
klein ist (∼ 18 m s−1)4. Eine Studie von Craven (2000) über Tornadoereignisse zwischen
1950 und 1998 zeigt, dass von allen untersuchten Ereignissen etwa 97% mit einer Wind-
scherung > 20 m s−1 einhergegangen sind.
4 Windscherung zwischen der Grenzschicht und der Schicht in 6 km Höhe.
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Konvektive Systeme können auf unterschiedliche Weise organisiert sein. Sie treten
sowohl als einzelne, isolierte konvektive Gebilde auf, können sich aber auch zu großen
komplexen Strukturen oder Linien zusammenschließen. Man unterscheidet folgende Ge-
witterarten, die auch in Tabelle 2.1 zusammengefasst sind (siehe auch Markowski und
Richardson, 2010; Kunz, 2012):
Einzelzelle
Eine Einzelzelle ist eine einzelne, lokal isolierte, vertikal hochreichende Konvektions-
zelle, die nur einen Aufwindbereich hat. Der Lebenszyklus einer Einzelzelle (Byers und
Braham, 1949) beginnt mit einer Blase feucht–warmer Luft, die sich nach Erreichen
des Kondensationsniveaus zu einer Cumuluswolke entwickelt (Cumulusstadium, sie-
he Abb. 2.3). Aufgrund der vorherrschenden lokal–skaligen Vertikalbewegung (engl.
updraft), die gemäß der Gleichung für den Auftrieb (Gl. 2.15) mit der Höhe an Inten-
sität gewinnt, wird aus der Umgebung Luft und damit weitere Feuchtigkeit in die Wol-
ke hineingezogen, sodass sie sich zu einem Cumulonimbus (Cb) entwickeln kann. Im
anschließenden Reifestadium beginnt die Niederschlagsbildung durch Diffusion von
Wasserdampf an Eispartikeln oder Bereifen von Eisteilchen durch Einsammeln von un-
terkühlten Wolkentröpfchen (siehe unten). Sind die Teilchen letztendlich groß genug
(ab Durchmesser ∼ 1 mm), fallen sie im zentralen Aufwindbereich Richtung Boden.
Gleichzeitig bildet sich am Oberrand der Troposphäre ein symmetrischer Amboss aus.
Die fallenden Niederschlagsteilchen wirken aufgrund des Luftwiderstands (Gl. 2.16)
dem Auftrieb entgegen und verursachen mit der einsetzenden Evaporation und Abküh-
lung einen räumlich begrenzten starken Abwind (downdraft), der nach dem Erreichen
der Oberfläche eine Böenfront initiiert. Dominiert der Abwind die gesamte Zelle, ist
Tab. 2.1.: Überblick über die verschiedenen Organisationsformen von hochreichenden konvek-
tiven Systemen (Kunz, 2012).
Einteilung Lebensdauer horizontale Skala Gefahrenpotential
Einzelzelle 30 min. 1–10 km gering
Multizelle mehrere h bis 50 km hoch
Superzelle mehrere h bis 50 km sehr hoch
Gewitterlinie ∼ 24 h > 100 km hoch
MCS ∼ 24 h ∼ 300 km mittel–hoch
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Abb. 2.3.: Die drei Stadien einer Einzelzelle mit (a) Cumulusstadium, (b) Reifestadium und (c)
Dissipationsstadium (Markowski und Richardson, 2010, nach Byers und Braham,1949, und Dos-
well,1985).
das Dissipationsstadium erreicht. Der Aufwind ist dabei vom Zufluss feucht–warmer
Umgebungsluft abgeschnitten, sodass die Wolke sich aufzulösen beginnt.
Somit ist der Lebenszyklus einer Einzelzelle relativ kurz. Die charakteristische Le-
bensdauer τ kann über die Zeit, die ein Luftpaket für den Aufstieg von der Erdoberflä-
che bis zum Wolkenoberrand benötigt (H: Skalierungshöhe der Gewitterzelle), über die
mittlere vertikale Geschwindigkeit w0 und über die mittlere Endfallgeschwindigkeit des
Niederschlags vt abgeschätzt werden (Markowski und Richardson, 2010):
τ ≈ H
w0
+
H
vt
. [2.20]
Im Mittel ergibt sich mit H ' 10 km, w0 ' 5 – 10 m s−1 und vt ' 5 – 10 m s−1 eine Le-
benszeit von 30 bis 60 Minuten. Meistens wird die Entwicklung von Einzelzellen durch
die solare Einstrahlung und damit durch den Tagesgang der Grenzschichtentwicklung
bestimmt. Somit ist die Häufigkeit von Einzelzellen nach dem Tagesmaximum der Tem-
peratur in Bodennähe am höchsten.
Multizelle
Eine Multizelle setzt sich aus mehreren, dynamisch miteinander verbundenen, einzelnen
Gewitterzellen in unterschiedlichen Entwicklungsstadien zusammen (siehe Abb. 2.4).
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Abb. 2.4.: Schematische Darstellung der Entwicklungsstadien (n+ 1, n, n− 1) einer Multizelle
und deren Hagelbildung nach Browning (1977). Rot: mögliche Hageltrajektorie durch die ver-
schiedenen Zellen.
Dabei kommt es stromab des Scherungsvektors aufgrund der Hebung der Warmluft im
Bereich der Böenfront zur Zellneubildung (n und n+ 1). Rückseitig des Komplexes be-
ginnt die Zelle, die sich im Reifestadium (n− 1) befindet und einen Abwind verursacht,
zu zerfallen, da sie von dem Nachschub feucht–warmer Luft abgeschnitten ist (n− 2).
Bedeutend für diese Entwicklung ist das Vorhandensein einer vertikalen Windscherung
(Marwitz, 1972b), die den Niederschlags- und Aufwindbereich voneinander trennt. In
ihren Studien modellierten Lin et al. (1998) und Lin und Joyce (2001) die verschiede-
nen Entwicklungsstadien und die Zellfortpflanzung einer zweidimensionalen Multizelle
mit Hilfe eines numerischen Wolkenmodells. Dabei zeigte sich, dass die horizontale Ad-
vektion für die Zellneubildung und Schwerewellen für die Zellvermehrung innerhalb des
Systems verantwortlich sind.
Am Boden wird durch die Interaktion der Böenfront mit dem horizontalen Vortici-
tyfeld die Hebung der Luftmassen ermöglicht (Markowski und Richardson, 2010). Der
durch Verdunstung, Schmelzen und Sublimation von Niederschlagsteilchen sowie durch
deren Reibung verursachte kalte Abwind (engl. cold pool) führt bodennah zu einer aus-
geprägten Böenfront. Durch Reibung am Boden wird dabei in der Kaltluft horizontale
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Vorticity erzeugt. In Richtung des Scherungsvektors S = ∂v∂ z ist die Vorticity der Bö-
enfront entgegengesetzt zu der der Umgebung. Dort, wo die Kaltluft auf die Warmluft
trifft, ist die Hebung maximal, sodass die Warmluft das LFC erreichen und sich neue
Zellen bilden können.
Die Bewegungsrichtung einer Multizelle erfolgt in der Regel nicht mit dem mittle-
ren Horizontalwind, sondern setzt sich aus der Summe des Vektors des Horizontalwinds
und des Vektors der Zellneubildung, der die bevorzugte Richtung und Geschwindigkeit
der Multizelle kennzeichnet, zusammen. Je schneller sich neue Zellen entwickeln, um-
so stärker kann die resultierende Zugrichtung des Multizellenkomplexes vom mittleren
horizontalen Wind abweichen (bis zu 30◦).
Obwohl die Lebensdauer einer einzelnen Zelle innerhalb des Systems der von Ein-
zelzellen entspricht, kann sich der gesamte Komplex über mehrere Stunden am Leben
erhalten und zeigt somit ein höheres Schadenpotential als Einzelzellen (starke Böen,
Hagel bis etwa 5 cm).
Superzelle
Browning und Ludlam (1962) verwendeten als Erste den Namen Superzelle, um die
besondere quasi–stationäre Struktur eines Hagelsturms in England während seiner in-
tensiven Phase zu beschreiben. Bei Superzellen (z.B. Marwitz, 1972a; Browning und
Foote, 1976) handelt es sich eigentlich um Einzelzellen, die jedoch eine andere organi-
sierte Struktur aufweisen und im Allgemeinen bedeutend langlebiger sind (1 – 8 h). Ein
wesentliches Merkmal von Superzellen ist die Rotation der gesamten Zelle, die zu ei-
nem Druckminimum im Zentrum führt (Mesozyklonen). Superzellen besitzen außerdem
nur einen einzelnen Aufwindbereich, der aber durch zwei Abwindbereiche flankiert ist
(Lemon und Doswell III, 1979). Diese räumliche Trennung von Auf- und Abwinden auf-
grund der starken vertikalen Windscherung bewirkt eine ständige Zufuhr feucht–warmer
Luft in den Aufwindbereich, die das System mit ausreichender (latenter) Energie ver-
sorgt. Superzellen sind die gefährlichsten Arten von Gewitterzellen, da sie oft von Ex-
tremniederschlägen, großem Hagel und schweren Starkwinden begleitet werden. In etwa
20% aller mit Radar beobachteten Fälle kam es in den USA auch zur Tornadobildung
(Burgess, 1997).
Nach Johns und Doswell III (1992) wird die Entstehung von Superzellen durch ausge-
dehnte Feuchtefelder in der unteren und mittleren Atmosphäre begünstigt. Neben einer
bedingten oder latenten Labilität ist das Zusammenspiel mit dem Grenzschichtstrahl-
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strom (engl. low level jet) in der unteren Atmosphäre (bis 700 hPa) von Bedeutung, da
dieser feucht–warme Luft in den Aufwindbereich der Superzelle bringt. Üblicherweise
wird durch die Lage im divergenten Bereich vorderseitig eines Höhentrogs großräumige
Hebung induziert. Im Idealfall liegt eine abgehobene Inversion vor, die eine sehr späte
Entwicklung zum Zeitpunkt des maximalen Energiegehalts der Atmosphäre begünstigt.
Ebenfalls bedeutend ist eine starke vertikale Windscherung im Einströmbereich des
Komplexes. Sie begünstigt die Entstehung von relativer Vorticity ζ und somit die Ro-
tationsbewegung einer Superzelle. Man betrachtet hierzu die Vorticitygleichung im z–
System im Fall von Barotropie (d.h. ohne Solenoidterm, Holton, 2004):
∂ζ
∂ t
=−v ·∇ζ −ζ · (∇H ·vH)−k ·
(
∇w× ∂v
∂ z
)
. [2.21]
Die Terme auf der rechten Seite beschreiben die zeitliche Änderung der Vorticity (a)
aufgrund von Advektion relativer Vorticity, (b) aufgrund der Veränderung einer horizon-
tal orientierten Querschnittsfläche (Divergenz- oder Stretchingterm) und (c) aufgrund
der Umverteilung von horizontaler in vertikale Scherungsvorticity (Dreh- oder Tiliting-
term). Im Folgenden wird angenommen, dass eine reine Westwindströmung vorherr-
schend ist (v = 0). Für eine erste Analyse wird Gleichung (2.21) linearisiert, das heißt,
die einzelnen Komponenten des Windvektors bilden sich aus der Summe des horizon-
talen homogenen Grundzustands und dessen Abweichung: z.B. u = u+u′ . Dabei wird
angenommen, dass w und ζ Null sind. Werden die Produkte der Störungen vernachläs-
sigt, ergibt sich daraus eine linearisierte Vorticitygleichung, in der der Stretchingterm
nicht mehr vorkommt:
∂ζ ′
∂ t
=−u∂ζ
′
∂x
+
∂u
∂ z
∂w′
∂y
. [2.22]
Da der reine Westwind mit der Höhe zunimmt, ist die Vorticitytendenz, hervorgerufen
durch die Drehung, südlich des Aufwindbereichs zyklonal und nördlich antizyklonal
(vgl. Abb. 2.5a). Existieren in dem Aufwindbereich nun genügend Niederschlagsteil-
chen, bewirken diese durch ihr Absinken ein Teilen des Aufwinds in zwei Teile mit
positiver und negativer Vorticity (engl. right / left movers; Klemp, 1987). Dabei erfolgt
aber keine Zunahme der Vorticity im Aufwindbereich.
Wird die Drehung des horizontalen Windschervektors mit der Höhe in die Betrachtung
einbezogen (Abb. 2.5b), bewirkt ein sich mit der Höhe antizyklonal drehender Wind ei-
ne stärkere Entwicklung des Systems mit positiver Vorticity (Klemp, 1987). Das System
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Abb. 2.5.: Schematische Skizze zur Druckstörung und vertikalen Vorticity in einer Superzelle für
(a) eine reine Geschwindigkeitsscherung und (b) ein mit der Höhe sich antizyklonal drehender
Wind. Die Druckgradienten von hohem (H) zu niedrigem (L) Druck parallel zum Windsche-
rungsvektor sind durch hohe zyklonale (+) und antizyklonale (-) Vorticity gekennzeichnet (graue
Pfeile). Ebenfalls eingezeichnet sind die zusätzlich resultierenden vertikalen Druckgradienten
(schwarze Pfeile; nach Klemp, 1987).
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mit negativer Vorticity wird dagegen in seiner Entwicklung unterdrückt. Ursache hierfür
ist, dass sich aufgrund der Scherströmung ein horizontaler Druckgradient entwickelt,
der in der mittleren Schicht der Wolke sein Maximum erreicht. Auf der Südseite der
Superzelle begünstigt die dynamisch induzierte Druckstörung einen anhaltenden Auf-
wind, während im nördlichen Bereich die Konvektion unterdrückt wird (Rotunno und
Klemp, 1985). Die rechte Zelle verstärkt sich, während die linke Zelle abstirbt. Dreht
sich der Wind dagegen mit der Höhe gegen den Uhrzeigersinn, begünstigt dies die Ent-
wicklung von links–drehenden Systemen. Diese Theorie wurde sowohl durch Beobach-
tungen (z.B. Bluestein und Sohl, 1979; Houze et al., 1993; Dotzek et al., 2001) als
auch durch numerische Simulationen (z.B. Wilhelmson und Klemp, 1978; Klemp und
Wilhelmson, 1978; Markowski und Dotzek, 2011) bestätigt. Da in den USA (bzw. in
den mittleren Breiten) häufig die synoptischen Bedingungen für eine Rechtsdrehung des
Winds herrschen, treten zyklonal rotierende Superzellen häufiger auf. Nichtsdestotrotz
sind auch antizyklonal rotierende Systeme zu beobachten, jedoch nur in rund 10% aller
Fälle (Bunkers, 2002). Außerdem sind diese deutlich seltener mit Tornadoereignissen
verbunden (Davies-Jones, 1986).
Mesoskalige konvektive Systeme
Das „Glossary of Meteorology“ (AMS, 2000) definiert ein mesoskaliges konvektives
System (engl. mesoscale convective system, MCS) als ein großes zusammenhängendes
stratiformes Niederschlagsgebiet, das mit Gewitterereignissen verbunden ist und min-
destens eine horizontale Ausdehnung von 100 km in eine Richtung aufweist. Diese De-
finition beinhaltet auch Gewitterlinien (siehe nächster Abschnitt). Ab dieser Längenska-
la spielt die Coriolisbeschleunigung bereits eine signifikante Rolle, sodass sich in dem
sich entwickelnden System eine mesoskalige Zirkulation bildet (Houze, 2004). Auch
wenn Prozesse wie Schmelzen und Einstrahlung bedeutend sind, wird die Nettowärme
der MCS primär durch Kondensation und Evaporation im Zusammenhang mit der Ver-
tikalbewegung begünstigt (Houze, 1989).
Einerseits kann sich aus bereits vorhandenen Gewittersystemen in Form von Einzel-,
Multi- und selten auch aus Superzellen (v.a. in den USA) ein MCS bilden, das sowohl
linienartige oder kreisförmige, aber auch andere Strukturen entwickeln kann (Typ I). Als
Typ II werden MCS bezeichnet, deren Ursprung eine Konvektionsauslösung durch starke
großräumige Hebung (z.B. entlang einer Front) ist (Markowski und Richardson, 2010).
Somit werden MCS immer durch synoptisch bedingte Hebungsvorgänge ausgelöst oder
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gesteuert. Insbesondere bilden sie sich häufig vorderseitig eines Höhentrogs im Bereich
des Warmsektors des damit verbundenen Bodentiefs. Nach der Omegagleichung gilt für
die generalisierte Vertikalgeschwindigkeit ω im p–System (Kurz, 1990)
(σ∇2+ f 20
∂ 2
∂ p2
)ω =− f0 ∂∂ p [−vg ·∇p(ζg+ f )]−
R
p
∇2[−vg ·∇pT ]− Rcpp∇
2H, [2.23]
wobei σ ein Stabilitätsparameter, f0 der (konstante) Coriolisparameter, vg der geostro-
phische Wind, ζg die relative Vorticity des geostrophischen Winds und H die diabati-
schen Wärmeübergänge sind. Durch positive Vorticityadvektion (PVA), die mit der Höhe
zunimmt, maximale Warmluftadvektion (WLA) und durch maximale diabatische Wär-
meübergänge aufgrund von Kondensation kommt es zu großräumiger Hebung (−ω).
Da MCS mit den in Gleichung (2.23) beschriebenen synoptisch–skaligen Prozessen
verbunden sind, ist ihre Lebensdauer in der Regel relativ hoch (siehe Tabelle 2.1). Die
Entwicklung eines MCS verläuft dabei ähnlich wie die einzelnen Stadien einer Einzel-
zelle, wobei die konvektive Aktivität des Systems mit der Zeit abnimmt, während sich
das stratiforme Niederschlagsgebiet immer weiter vergrößert. Anfänglich besteht das
System aus einer Gruppe isolierter Zellen, die anschließend verschmelzen, um wieder-
um den Lebenszyklus einer Einzelzelle zu durchlaufen. Die Ausbreitung des MCS wird
dagegen durch Wellen oder wellenartige Störungen beeinflusst (Houze, 2004). Prinzipi-
ell treten MCS vermehrt in der Nacht auf, da die Entwicklung aus den einzelnen iso-
lierten konvektiven Zellen – die üblicherweise spätnachmittags entstehen – Zeit braucht.
Ein starker nächtlicher Grenzschichtstrahlstrom unterstützt zudem das Wachstum des
konvektiven Systems (Stensrud, 1996).
Horizontal besonders ausgedehnte Systeme, die in der Höhe mit – 32◦C einen Wol-
kenschirm von mindestens 100 000 km2 und in der Höhe mit – 52◦C eine Fläche von
> 50 000 km2 aufweisen, werden nach Maddox (1980) als mesoskalige konvektive Kom-
plexe (MCC) bezeichnet. Des Weiteren müssen sie in dieser Form mindestens 6 h lang
existieren und die Exzentrizität des Ambosses muss mindestens 0,7 während der maxi-
malen Ausdehnung aufweisen.
Gewitterlinie
Gewitterlinien (engl. squall lines) gehören zur Gruppe der MCS. Sie bestehen aus einer
linienförmige Anordnung konvektiver Zellen und können mehrere 100 km lang sein. Ih-
re Breite ist dagegen in der Regel sehr schmal, teilweise weniger als 10 km (Bluestein
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et al., 1987). Das konvektive Zentrum mit der stärksten Radarreflektivität ist auf den
vordersten Bereich des Systems begrenzt, während rückseitig eine ausgedehnte Region
mit stratiformen Niederschlag existiert, die hauptsächlich durch die synoptischen Ge-
gebenheiten bestimmt wird (Houze et al., 1989). Die Verlagerung von Gewitterlinien
wird häufig durch die Windscherung in den unteren Niveaus beeinflusst, da an der Flan-
ke der unteren Scherung des Ausflussbereichs (engl. outflow) die Wahrscheinlichkeit
für die Zellneubildung am größten ist. Auch durchgeführte numerische Simulationen
zeigen, dass die vertikale Windscherung bedeutend für den Regenerationsprozess der
Gewitterlinie ist (Rotunno et al., 1988; Weisman et al., 1988; Weisman und Rotunno,
2004). Aufgrund der vorderseitigen Zellneubildung bewegt sich die Linie schneller als
der mittlere Wind. Dadurch entsteht eine Strömung relativ zur Bewegung von der Vor-
derseite zur Rückseite des Systems. Rückseitig fließt dagegen oft kalte und trockene
Luft in die heranreifende Gewitterlinie ein (engl. rear–inflow jet; z.B. Smull und Houze,
1987; Weisman, 1992).
Meistens bilden sich Gewitterlinien im Bereich eines Bodentiefs, das mit einer diver-
genten Höhenströmung verbunden ist, die als Auslösemechanismus für die Konvektion
dient. Insbesondere treten Gewitterlinien häufig in Verbindung mit einer Kaltfront oder
Höhenfront auf. Abhängig von der Intensität der Windscherung und der Instabilität kann
der Komplex mehrere Stunden bis zu einem Tag bestehen. Üblicherweise sind Gewitter-
linien mit starken Niederschlägen, Hagel, starken Downbursts und sehr selten auch mit
Tornados verbunden.
Entstehung und Charakteristik von Hagel
Hagelkörner sind feste Niederschlagsteilchen aus Eispartikeln, die ausschließlich in Ge-
wittersystemen entstehen. Nach der World Meteorological Organization (WMO, 1975)
werden Eispartikel ab einer Größe von 5 mm als Hagel definiert; kleinere Körner werden
im Allgemeinen als Graupel bezeichnet. Das Aussehen von Hagelkörnern ist sehr varia-
bel und unterscheidet sich sowohl in der Struktur, Größe und Form. Das bisher größte
dokumentierte Hagelkorn wurde am 23. Juli 2010 in Vivian, South Dakouta (USA), ent-
deckt und war das Resultat einer Superzelle mit geschätzten Vertikalgeschwindigkeiten
von über 50 m s−1. Es hatte einen Durchmesser von 20 cm, einen Umfang von 47,3 cm
und wog 0,88 kg (NOAA, 2010a).
Die Dichte von Hagel ρhail ist davon abhängig, wie lange die Hydrometeore in ei-
ner für das Hagelwachstum günstigen Umgebung, die vor allem durch die Temperatur
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und den Flüssigwassergehalt bestimmt ist, verweilen (Browning et al., 1963; Castel-
lano et al., 2002). Knight und Knight (2003) geben für eine Hagelkorngröße ab 2 cm
eine Dichte von 0,9 g cm−3 an. Dies deckt sich mit Ergebnissen verschiedener Feld-
studien (0,810 – 0,915 g cm−3: Vittori und di Caporiacco, 1959; Macklin et al., 1960;
Prodi, 1970). Die Dichte von reinem Eis ist im Vergleich dazu nur geringfügig höher
(0,917 g cm−3). Für Graupel und kleinere Hagelkörner finden sich in der Literatur unter-
schiedliche Informationen. Hier variieren die Angaben zwischen 0,20 und 0,89 g cm−3
(z.B. Braham, 1963; Browning et al., 1963; Heymsfield, 1978; Knight und Heymsfield,
1983; List, 1985).
Über das Gleichgewicht aus Gravitations- und Reibungskraft während des freien Falls
eines Körpers kann auf die Fallgeschwindigkeit vhail der Hagelkörner geschlossen wer-
den, wobei der Strömungswiderstand der Luft FL von der Dichte ρL und von der Form
des Körpers abhängig ist:
FL =
1
2
ρL(h)CDAv2hail(t) . [2.24]
CD und A sind der Widerstandsbeiwert und die Fläche des Querschnitts eines Hagel-
korns. Über das Kräftegleichgewicht Fg = m ·g= FL ergibt sich
vhail =
(
2mg
CDρLA
)0,5
. [2.25]
Unter der Annahme, dass ein Hagelkorn in etwa kugelförmig ist, folgt (Wisner et al.,
1972; Matson und Huggins, 1980)
vhail =
(
4gρhailD
3CDρL
)0,5
. [2.26]
Mit zunehmender Dichte und zunehmendem Hagelkorndurchmesser D steigt vhail an,
während ein zunehmender Widerstandsbeiwert und eine zunehmende Luftdichte eine
Abnahme der Geschwindigkeit bewirken. CD variiert durch die unterschiedlichen For-
men, die Oberflächenrauigkeit und das „Taumeln“ der Hagelkörner während des Falls
(Castellano und Nasello, 1997; Knight und Knight, 2001). Messungen (z.B. List, 1959;
Matson und Huggins, 1980) und numerische Modelle (z.B. Macklin und Ludlam, 1961)
zeigen eine hohe Bandbreite des Widerstandsbeiwert von 0,45 bis 4. Üblicherweise wird
für CD = 0,55 angenommen (siehe Knight und Knight, 2001). In Abbildung 2.6 ist vhail
für verschiedene CD–Werte (0,4; 0,55; 0,8) mit ρhail = 0,9 g cm−3 und einer Luftdich-
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Abb. 2.6.: Endfallgeschwindigkeit von Hagel anhand von empirischen Gleichungen und eines
theoretischen Ansatzes (Gl. 2.26) bei verschiedenen Bedingungen (nach Knight und Knight,
2001). Weitere Erklärungen im Text.
te in 500 hPa bei – 20◦C (ρL = 0,688 kg m−3) als Funktion des Hagelkorndurchmessers
dargestellt. Die blaue Kurve beschreibt vhail bei einer Luftdichte ρL, die auf das Mee-
resniveau bezogen ist. Die rote Kurve ist für kleinere Hagelkörner zwischen 0,5 – 1 cm
repräsentativ (CD = 1; ρhail = 0,4 g cm−3).
Aufgrund der Problematik bei der exakten Bestimmung von CD wurde in zahlreichen
Studien der Zusammenhang zwischen vhail und D empirisch untersucht (z.B. Lozowski
und Beattie, 1979; Böhm, 1989). Beispielsweise berechneten Auer (1972) die Fallge-
schwindigkeit über vhail = 9 · D0,8, Matson und Huggins (1980) über vhail = 11,45 ·
D0,59 und Knight und Heymsfield (1983) über vhail = 8,445 · D0,553 (D in cm; siehe
Abb. 2.6). Somit ergibt sich im Mittel bei einem Korndurchmesser von D = 1 cm eine
Fallgeschwindigkeit von 10 – 20 m s−1, während bei D = 5 cm Geschwindigkeiten von
29 – 46 m s−1 erreicht werden. Letzteres ist durchaus im Aufwindbereich von schwe-
ren konvektiven Ereignissen zu erwarten (Weisman und Klemp, 1982). Williams et al.
(1999) schließen aus der Höhe der Overshooting Tops zweier Superzellen in den USA
sogar auf vertikale Geschwindigkeiten von 60 – 100 m s−1. Somit wird deutlich, welche
enorme kinetische Energie mit Hagelschlag verbunden sein kann.
Bei der Entstehung von Hagel spielen sowohl mikrophysikalische Vorgänge in den
Wolken unterhalb von 0◦C (Pruppacher und Klett, 1997) als auch Prozesse und Vorgänge
im mesoskaligen Bereich (Entstehung von Gewittersystemen, Einfluss hagelrelevanter
Großwetterlagen) eine wichtige Rolle:
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Wolkenmikrophysikalische Vorgänge beim Hagelwachstum
In einer Gewitterwolke sind alle drei Aggregatzustände von Wasser zur selben Zeit
präsent. Dadurch sind die mikrophysikalischen Prozesse sehr komplex, da die unter-
schiedlichen Wolken- und Niederschlagsteilchen verschieden miteinander interagieren
können (Pruppacher und Klett, 1997). Die Basis der Hagelentstehung ist die Entste-
hung von Eiskristallen und unterkühlten Wassertröpfchen aus der Dampfphase heraus
(Nukleation). Dies kann über zwei unterschiedliche Prozesse ablaufen: (a) homogene
Nukleation, wobei aus der Dampfphase heraus Hydrometeore gebildet werden, und (b)
heterogene Nukleation, bei der Deposition und / oder Kondensation von Wasserdampf
an festen oder löslichen Teilchen (als Keime oder Aerosole bezeichnet) stattfindet.
Bei der homogenen Eisnukleation bildet sich ein Eiskristall aus unterkühlten Wasser-
tröpfchen erst bei Temperaturen zwischen – 35 und – 40◦C. Aufgrund thermischer Be-
wegungen der Moleküle kommt es in dem übersättigten Dampf oder in den unterkühlten
Teilchen zu Fluktuationen, die zu mikroskopischen Variationen von Druck, Temperatur
und Dichte führen. Durch diese Fluktuationen bilden die Moleküle in unterschiedlicher
Anzahl ein Cluster (Verbund von Molekülen), das aber nach kurzer Zeit wieder zerfal-
len kann. Erreicht das Cluster durch Zufall eine kritische Größe, die von der Masse, der
Temperatur und der Übersättigung abhängt, kann es durch Anlagerung zusätzlicher Mo-
leküle weiter wachsen (Pruppacher und Klett, 1997). Die gebildeten Teilchen sind mit
Radien von etwa 10 nm jedoch relativ klein (Feichter, 2003). Wegen den notwendigen
niedrigen Temperaturen hat die homogene Nukleation von Eiskristallen in der unteren
und mittleren Troposphäre Atmosphäre allerdings nur eine untergeordnete Bedeutung.
Bei der heterogenen Flüssigwassernukleation bilden sich Wassertröpfchen durch
Kondensation von Wasserdampf an Kondensationskeimen (engl. cloud condensation nu-
clei, CCN; siehe Abb. 2.7). Hier unterstützt ein Aerosol durch den bereits vorhande-
nen Radius die Anlagerung (Krümmungseffekt) beziehungsweise ermöglicht ein was-
serlösliches Aerosol die Lösung (Lösungseffekt). Die meisten Aerosolpartikel können
als CCN dienen. Nach Dusek et al. (2006) liegt der kritische Bereich zur Aktivierung
der Nukleation zwischen 40 bis 120 nm. Wird eine Wolke in einer Umgebung mit einer
hohen CCN–Konzentration gebildet, besteht diese aus mehreren und kleineren Wolken-
tröpfchen gegenüber Wolken, die in einem Bereich mit geringer CCN–Konzentration
entstehen. Üblicherweise sind die Konzentrationen von CCN über Land höher als über
dem Meer (Twomey und Wojciechowski, 1969).
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Abb. 2.7.: Vereinfachtes Schema des Hagelwachstums in kalten konvektiven Wolken (< 0◦C) mit
Nukleation oben, Kondensation in der Mitte und Kollektion unten (Kunz, 2012, in Anlehnung an
Knight und Knight, 2001).
Eiskristalle werden bei der heterogenen Eisnukleation dagegen über spezielle Eis-
keime (engl. ice forming nuclei, IN) durch Deposition oder durch Gefrieren von Wol-
kentropfen, die ein unlösliches Aerosolpartikel enthalten, gebildet (Abb. 2.7). Effiziente
IN sind vor allem Aerosole, die nicht wasserlöslich sind, ähnliche Eigenschaften der
chemischen Bindung (Gitterstruktur) wie Eis aufweisen und mindestens einen Durch-
messer von 0,1 µm haben. Zur Eisnukleation eignen sich beispielsweise trockene und
mit Lösungen beschichtete Mineralstaub- und Rußpartikel (z.B. Möhler et al., 2006;
DeMott et al., 1999). Durch die speziellen Bedingungen sind letztendlich nur wenige
Aerosole als IN geeignet (eines unter 106 – 107 Aerosolen). Dementsprechend ist der
Anteil an unterkühlten Tröpfchen in einer hochreichenden Gewitterwolke höher als der
von Eiskristallen. Eisbildung durch feste Oberflächen kann bereits oberhalb von – 36◦C
ausgelöst werden. Wie weit der Gefrierpunkt heraufgesetzt wird, hängt sehr stark von
den mikrophysikalischen Eigenschaften der Aerosole ab (Hoose und Möhler, 2012). Ty-
pische Werte liegen nach Pruppacher und Klett (1997) zwischen – 10 und – 20◦C. Bei
Tonpartikeln liegt der Schwellenwert bei nur – 9◦C (Mason und Andrews, 1960). Das an-
organische Silberjodid setzt den Gefrierpunkt sogar auf etwa – 8 bis – 4◦C herauf (Von-
negut, 1947). Durch Bakterien (Pollen) kann die Eisbildung bereits ab – 2◦C (– 14◦C)
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stattfinden (Yankofsky et al., 1981; Diehl et al., 2001). Bei Staubpartikel (10−4 – 10−2)
liegt die Temperatur dagegen zwischen – 15 and – 28◦C (Niemand et al., 2012).
Aus Eiskristallen (bzw. Schnee) und unterkühlten Wassertröpfchen können sich an-
schließend sogenannte Hagelembryos (Graupel oder gefrorene Tropfen) bilden. Da
Kondensation bei unterkühlten Wassertröpfchen nur bis etwa 50 µm stattfindet (Knight
und Knight, 2001), wachsen diese nun durch Kollisionen mit anderen Wassertröpfchen
beim Fallen (Koagulation) und Koaleszenz (Zusammenfließen von Wassertröpfchen) mit
anderen Tröpfchen an. Graupel entsteht dabei durch Deposition von Wasserdampf an
gefrorenen Tropfen oder durch Akkreszenz von unterkühlten Tröpfchen an Eiskristallen
oder Schnee (Bildung durch Aggregation). Die Akkreszenz hat dabei den relevantesten
Anteil bei der Entstehung der Hagelembryos (Pruppacher und Klett, 1997). Der gesamte
Prozess wird Bereifung genannt. Der Grad der Bereifung ist dabei vom Flüssigwasser-
halt in der Atmosphäre und von der Temperatur abhängig (Houze, 1993).
Anschließend bildet sich Hagel im Wesentlichen durch Akkreszenz unterkühlter Tröpf-
chen an Graupel aber auch an großen gefrorenen Tropfen. Aus welchen Hagelembryos
Hagelkörner überwiegend entstehen, ist möglicherweise von der Region abhängig (Prup-
pacher und Klett, 1997). Angaben, welcher Embryo überwiegt, sind in der Literatur
sehr unterschiedlich. Beispielsweise beobachteten List (1958a,b) und Knight und Knight
(1976), dass etwa 80% der Hagelkörner in der Schweiz und in Colerado (USA) aus
Graupel bestanden. Macklin et al. (1960) stellte dagegen fest, dass in England Hagel-
wachstum primär auf großen gefrorenen Tropfen basiert. Knight (1981) untersuchte eine
große Anzahl an Hagelembryos aus verschiedenen Regionen. Dabei stellt die Autorin
fest, dass wärmere Wolken mehr Hagel mit gefrorenen Tropfen als Hagelembryos pro-
duzieren, beispielsweise in Südafrika (Low Country) zu (62 – 83%).
Die Wachstumsrate für Hagel wird durch die Spezifikationen der Fallgeschwindigkeit
in Gleichung (2.26) und durch den effektiven Flüssigwassergehalt LWCe f f ausgedrückt
(Knight und Knight, 2001):
dD
d t
=
vhail · LWCe f f · ρw
2ρhail
. [2.27]
LWCe f f ist dabei die am schwersten zu bestimmende Variable, da sie zwischen 0 bis
5 g m−3 variieren kann. Je größer die Hagelkörner werden, umso größer wird auch die
Wachstumsrate.
Abhängig von der Oberflächentemperatur Thail des Hagelkorns ergeben sich zwei
unterschiedliche Wachstumsregime (Ludlam, 1958). Diese können sich während des
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Wachstums mehrfach abwechseln und somit einen schalenförmigen Aufbau eines Ha-
gelkorns verursachen. Thail ist dabei abhängig von der Umgebungstemperatur und der
Wachstumsrate (Lesins und List, 1986). Beim nassen Wachstum befinden sich die Ha-
gelkörner in einer relativ warmen Umgebung > – 25◦C mit einem hohen Feuchtigkeits-
anteil. Bei der Akkreszenz der unterkühlten Tröpfchen wird latente Energie freigesetzt,
wodurch die Oberflächentemperatur auf 0◦C ansteigen kann. Damit kann das flüssige
Wasser in die Hohlräume des Hagelkorns eindringen, wodurch eine klare, durchsichtige
Schicht entsteht (ρ ∼ 0,8 – 0,9 g cm−3). Bei dem trockenenWachstum befindet sich das
Hagelkorn dagegen in kälteren Gebieten und / oder in einer Region mit einem geringeren
Flüssigkeitswasseranteil, sodass beim Anfrieren nicht genügend Schmelzwärme freige-
setzt wird und kleine Luftbläschen eingeschlossen werden. Die Schicht ist milchig und
fast undurchsichtig (ρ < 0,7 g cm−3). Der Übergangsbereich zwischen trockenem und
feuchtem Wachstum wird als Schumann–Ludlam Limit bezeichnet (Schumann, 1938;
Ludlam, 1958).
Knight und Knight (2001) stellten zusammenfassend fest, dass das Hagelwachstum
sehr kompliziert und bisher noch nicht vollständig verstanden ist. Beispielsweise stellt
die taumelnde Bewegung beim Fall der Hagelkörner und ihr Effekt auf den Widerstands-
beiwert die Wissenschaft noch heute vor Herausforderungen. Des Weiteren ist noch un-
klar, welchen Einfluss eine Veränderung der CCN–Konzentration in der Wolke auf das
Hagelwachstum (und auf die Dynamik des Sturmsystems) ausübt (Noppel et al., 2010).
Ebenfalls ist die Nukleationseffizienz einzelner Aerosole wie Mineralstaub, Ruß oder
Bioaerosole auch heute noch nicht vollständig verstanden. Letzteres wird beispielswei-
se in Versuchen in der Aerosol- und Wolkenkammer AIDA5 am Institut für Meteorologie
und Klimaforschung (IMK–AAF6) am KIT genauer untersucht.
Makrophysikalisches Hagelwachstum
Optimale Bedingungen für das Wachstum eines Hagelkorns herrschen gemäß Gleichung
(2.27), wenn es sich in einem Sturmsystem mit einer langen Lebensdauer, hohen vertika-
len Windgeschwindigkeiten und einem hohen Flüssigwassergehalt befindet. Am effek-
tivsten bereifen Hagelembryos am Rand des Aufwinds per Akkreszenz zu Hagelkörnern
heran, da hier viele unterkühlte Tröpfchen herantransportiert werden. Je länger sich ein
Hagelkorn dort befindet, umso größer kann es werden.
5 Aerosol Interactions and Dynamics in the Atmosphere
6 Institutsbereich für Atmosphärische Aerosolforschung
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Abb. 2.8.: Schematischer Querschnitt durch eine Superzelle (Kunz, 2012, modifiziert nach
Bluestein und Parks, 1983) .
Da bei Einzelzellen die Lebensdauer relativ kurz ist, sind diese nicht in der Lage,
große Hagelkörner zu produzieren. Außerdem ist es durchaus möglich, dass insbeson-
dere kleinere Hagelkörner auf dem Weg zur Erdoberfläche wieder schmelzen und sich
auflösen können.
Ähnlich zu Einzelzellen ist die Entstehung von Hagel in Multizellen. Hier wird ein
Hagelkorn nach der Modellvorstellung durch die einzelnen Zellen, die jeweils die ver-
schiedenen Stadien einer Einzelzelle durchlaufen, hindurch gereicht. Vorderseitig des
Systems findet in der neu gebildeten Zelle Nukleation und Kondensation statt (Abb. 2.4,
n+ 1). Durch den Aufwind werden die Hydrometeore in kältere Regionen transportiert,
sodass sich daraus Hagelembryos bilden können. Durch einen hohen Anteil an Flüssig-
wasser in den beiden Zelle n und n− 1 können diese durch Akkreszenz und Bereifung
zu ausgeprägten Hagelkörnern heranwachsen. Abschließend fallen diese aufgrund ihres
Gewichts rückseitig des Aufwindbereichs in Zelle n− 1 zu Boden.
Das typische Wachstum von Hagel in einer Superzelle zeigt dagegen ein etwas anderes
Verhalten. Nach der Modellvorstellung von Browning und Foote (1976) ist die bedeuten-
de Phase der Entstehung von großem Hagel der Eintritt des Hagelembryos in den Rand-
bereich eines starken Aufwinds. Rückseitig und oberhalb des Aufwinds befindet sich
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eine Vielzahl an Hagelembryos. Im mittleren Aufwind liegt dagegen eine hohe Konzen-
tration an unterkühlten Wolkentröpfchen vor. Dort werden die Embryos durch die star-
ke Luftströmung um den rotierenden Aufwind spiralförmig (meist zyklonal) nach oben
transportiert. Dabei kann sich durch die Anlagerung einer großen Anzahl unterkühlter
Wolkentröpfchen das Hagelembryo schnell zu einem großen Hagelkorn entwickeln und
vorderseitig des Aufwindbereichs zum Boden fallen (vgl. Abb. 2.8). Allerdings können
Hagelembryos auch direkt in den Aufwindbereich geraten, wo sie relativ schnell an den
Oberrand des Aufwinds transportiert werden, sodass durch die kurze Verweildauer ihr
Durchmesser relativ klein bleibt.
Zusammenfassend kann man sagen, dass Hagel nicht immer kontinuierlich aus einer
Wolke fällt, sondern hohe räumliche (und zeitliche) Variabilitäten aufweist. Dement-
sprechend verursacht eine einzelne (mehrere) Hagelzelle(n) in einem Sturmsystem einen
Hagelstrich mit mehreren Hagelzügen am Boden. Anhand einer zweijährigen Messreihe
mit 24 Hagelereignissen beobachtete Changnon (1970) in den USA, dass die minimale
Differenz zwischen den einzelnen Hagelgebieten durchschnittlich bei 24 km (maximal
bei 38 km) liegt.
2.1.3. Konvektionsparameter und -indizes (Stabilitätsmaße)
Im vorherigen Kapitel wurden zwei wesentliche Faktoren für die Entstehung von kon-
vektiven Ereignissen eingeführt: die Stabilität in der Atmosphäre und der Feuchtegehalt
in der unteren Troposphäre. Beide Faktoren können durch sogenannte Konvektionspara-
meter und -indizes (zukünftig als KPs bezeichnet) beschrieben werden, die als Indikato-
ren zur Gewitterentstehung dienen. In zahlreichen Studien zeigt sich sowohl in den USA,
Kanada und Südamerika (Schulz, 1989; Rasmussen und Blanchard, 1998; Doswell und
Schultz, 2006; Cao, 2008; Sánchez et al., 2008) als auch in Europa (Huntrieser et al.,
1997; Sánchez et al., 1998b, 2009; Haklander und van Delden, 2003; Manzato, 2003,
2005; Groenemeijer und van Delden, 2007; Kunz, 2007; López et al., 2007) ein sta-
tistischer Zusammenhang einzelner KPs zu konvektiven Ereignissen und Phänomenen
wie Gewitter, Hagel und Tornado. Die Parameter werden daher unter anderem auch in
der Kurzfristwettervorhersage als Prädiktoren verwendet. Berechnet werden KPs haupt-
sächlich aus Temperatur- und Feuchtewerten in verschiedenen Schichten der Troposphä-
re. Bei einigen KPs werden darüber hinaus dynamische Effekte in Form von vertikaler
Scherung horizontaler Windgeschwindigkeiten in verschiedenen Niveaus berücksich-
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tigt. Die KPs lassen sich sowohl aus Radiosondendaten (Beobachtungen) als auch aus
dreidimensionalen Modelldaten bestimmen.
Obwohl KPs aus Radiosondenstationen nur Punktmessungen sind, zeigen einige Stu-
dien (Darkow, 1969; Brooks et al., 1994; Rasmussen und Blanchard, 1998; Craven und
Brooks, 2004; Groenemeijer und van Delden, 2007), dass sie für ein größeres Gebiet
um die Messungen repräsentativ sind. Wichtig dabei ist, dass das zeitliche und räum-
liche Abstandskriterium zwischen einem Aufstieg und einem in der Nähe befindlichen
meteorologischen Ereignis (engl. proximity sounding) richtig gewählt wird. Einerseits
sollte der maximale Abstand nicht zu klein sein, sodass die Umgebungsbedingungen
des Ereignisses zwar recht gut getroffen werden, dadurch aber zu wenige Ereignisse be-
rücksichtigt werden. Andererseits sollte der Abstand auch nicht zu groß sein, da dann
zwar die Stichprobe größer wird, aber der Zusammenhang zwischen den Ereignissen
und den Umgebungsbedingungen an der Messung nicht immer gewährleistet ist. Erste
Definitionen für die USA finden sich bei Darkow (1969). Der Autor legte den reprä-
sentativen Abstand zwischen Radiosonde und einem Tornadoereignis auf rund 80 km
fest. Als zeitlicher Abstand wurden lediglich 45 Minuten vor und eine Stunde nach dem
Aufstieg berücksichtigt. Rasmussen und Blanchard (1998) verwendeten dagegen nur
Daten von Stationen, die in einem Radius von 400 km um die Tornadoereignisse lagen.
Außerdem verwendeten sie nur Daten von Messstationen, die innerhalb eines 150◦ Sek-
tors stromab des Ereignisses und in Richtung des mittleren Grenzschichtwinds lagen.
Abschließend suchten sie nach der Station mit den größten Werten für die Instabilität.
Craven und Brooks (2004) wiederum definierten einen Erfassungsradius von 185 km mit
einer 6h–Periode zentriert um den jeweiligen Aufstieg. Bei Haklander und van Delden
(2003) und bei Groenemeijer und van Delden (2007) wurde für Europa ein Erfassungs-
radius von 100 km als angemessenes Gleichgewicht zwischen einer sinnvollen Anzahl
an Ereignissen und ihrer Repräsentativität festgelegt.
In der Studie von Khodayar et al. (2010) wird deutlich, dass die aus Radiosondendaten
berechneten KPs keine ausreichende Auflösung besitzen, um Konvektion zeitlich genau
zu detektieren. Da in der vorliegenden Arbeit allerdings nur relevant ist, ob es an einem
Tag zu einem Ereignis (hier Hagel) gekommen ist oder nicht, und da ausgeprägte Gewit-
tersysteme in Mitteleuropa vorwiegend in den Nachmittag- bis Abendstunden auftreten
(Tous und Romero, 2006; López et al., 2007; Kunz und Puskeiler, 2010), liegt der Fo-
kus bei den berechneten Stabilitätsparametern sowohl bei Beobachtungen als auch bei
regionalen Klimasimulationen auf den 12 UTC–Daten.
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Inzwischen werden eine große Anzahl an KPs weltweit verwendet. In Tabelle 2.2 sind
alle in dieser Arbeit verwendeten Parameter zusammengefasst, die entweder auf einer
bedingten, latenten oder / und potentiellen Stabilität beruhen. Eine detaillierte Beschrei-
bung der Parameter findet sich im Anhang A oder beispielsweise auch bei Haklander
und van Delden (2003).
In der vorliegenden Arbeit spielen vor allem der Lifted Index (LI) und die konvektive
verfügbare potentielle Energie (engl. convective availible potential energy, CAPE) eine
wesentliche Rolle. Daher wird hier auf beide näher eingegangen:
Lifted Index (LI)
Der Lifted Index (LI) ist die Temperaturdifferenz in 500 hPa zwischen der Umgebungs-
temperatur und der Temperatur eines Luftpakets, welches ab einem bestimmten Niveau
gehoben wird (Galway, 1956). In der vorliegenden Arbeit werden zwei verschiedene
Versionen des LI verwendet. Zum einen wird ein Luftpaket mit den bodennahen Werten
(TB, Td,B in 2 m) gehoben,
LIB = T500−T ′B→500 [K] , [2.28]
zum anderen wird für die Startwerte T , Td und p ein dichtegewichtetes Schichtmittel Λ
(hier vom Boden p0 bis p0+100 hPa):
Λ=
∫ p0+100hPa
p0 Λρ dz∫ p0+100hPa
p0 ρ dz
[2.29]
bestimmt:
LI100 = T500−T ′i→500 [K] . [2.30]
Anders als bei den meisten KPs nimmt nach dem LIB und LI100 die Labilität zu, wenn
die Werte kleiner werden.
Konvektive verfügbare potentielle Energie (CAPE)
Wenn ein Luftpaket nach Erreichen des LFC einen positiven Auftrieb B (siehe Gl. 2.15)
erfährt, hat dieses eine CAPE > 0 (Moncrieff und Miller, 1976). Je größer die Werte
der CAPE sind, umso größer ist das Potential für eine starke konvektive Entwicklung
beziehungsweise umso größer kann beispielsweise die maximale Aufwindgeschwindig-
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Tab. 2.2.: Zusammenfassung der in dieser Arbeit berücksichtigten Konvektionsparameter und
-indizes: T und Td sind hier die Temperatur und der Taupunkt [◦C], θe und θw sind die pseudo-
potentielle und die potentielle Feuchttemperatur [K], Z ist die geopotentielle Höhe [gpm] und
RL die individuelle Gaskonstante von trockener Luft [J (kg K)−1]. Die tiefgestellten Indizes be-
schreiben den Wert in dem jeweiligen Druckniveau, wobei B für den bodennahen Wert steht;
ein Pfeil im Index kennzeichnet, von welchem Startniveau aus (x) ein Luftpaket bis zu einem
anderen Niveau (y) gehoben wird (z.B. Tx→y).
KP Gleichung Referenz/Kommentar
A: Indizes der bedingten Instabilität
Vertical Totals VT = T850− T500 Miller (1972)
B: Indizes der latenten Instabilität
Surface Lifted
Index
LIB = T500− T’0→500 Galway (1956); Startwerte für
die Hebungskurve sind die bo-
dennahen Werte in 2 m.
Lifted Index LI100 = T500− T’i→500 i: Startwerte für die Hebungs-
kurve werden über die untersten
100 hPa gemittelt.
Deep Convec- DCIB = (T + Td)850− LIB Barlow (1993)
tive Index DCI100 = (T + Td)850− LI100
Showalter Index SHOW = T500− T’850→500 Showalter (1953)
Convective
available poten-
tial energy
CAPEB= Rd
∫ EL
LFC (T
′
v− Tv) dlnp Moncrieff und Miller (1976); T′v
ist die virtuelle Temperatur des
Luftpakets (Doswell und Ras-
mussen, 1994), das vom Boden
über das LCL bis zum EL ge-
hoben wird. Tv ist die virtuelle
Temperatur der Umgebung.
CAPE10 = Rd
∫ EL
LFC (T
′∗
v − Tv) dlnp Startwerte für die Hebungskurve
werden über die untersten 10 hPa
gemittelt.
CAPE100 = Rd
∫ EL
LFC (T
′∗
v − Tv) dlnp Startwerte für die Hebungskur-
ve werden über die untersten
100 hPa gemittelt.
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CAPECCL = Rd
∫ EL
CCL (T
′
v− Tv) dlnp wie oben, aber das Luftpaket
wird nach dem Erreichen des
CCL pseudoadiabatisch geho-
ben.
CAPEMUP =
= Rd
∫ EL
i;LFC (T
′∗
v − Tv) dlnp
definiert für ein Luftpaket mit T ,
Td und p in einem Niveau, wo θe
die höchsten Werte in den unter-
sten 250 hPa erreicht.
Convective
Inhibition
CIN100 = Rd
∫ LFC
B (T
′
v− Tv) dlnp Colby (1984); Startwerte für die
Hebungskurve werden über die
untersten 100 hPa gemittelt.
C: Indizes der potentiellen Instabilität
KO Index KO = 0,5(θe500+θe700)−0.5(θe850+
θe1000)
Andersson et al. (1989); da der
lokale Druck oft niedriger als
1000 hPa ist, wird anstelle das
950 hPa–Niveau verwendet.
Delta–θe ∆θe = θeS− θe300 Atkins und Wakimoto (1991)
Potential Insta-
bility Index
PII = (θe925−θe500) / (Z500− Z925) van Delden (2001)
D: Kombination aus verschiedenen Instabilitäten
Total Totals TT = (T + Td)850− 2T500 Miller (1972)
K–Index K = (T850− T500) + Td,850− (T −
Td)700
George (1960)
modified K–
Index
Kmod = (T∗−T500) + T∗d−
(T−Td)700
Charba (1977); T∗ und T∗d wer-
den durch
eine Mittelung zwischen den bo-
dennahen und den Werten im
850 hPa–Niveau berechnet.
E: Indizes mit kinematischen Eigenschaften
Severe Weather
Parameter
SWP = CAPE ·WSh0−6 Craven et al. (2002); WSh0−6
ist die Vektordifferenz zwischen
dem 10 m–Wind und dem Wind
in 6 km.
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SWISS Index SWISS12 = LIB−0,3WSh0−3
+0,3(T − Td)650
Huntrieser et al. (1997); WSh0−3
ist die Windscherung innerhalb
der untersten 3 km; der Index
wurde speziell für den 12 UTC–
Aufstieg in der Schweiz konzi-
piert.
Severe Weather
Threat Index
SWEAT = 12Td,850+ 20(TT −
49) + 2f850+f500 +125[sin(d500−
d850)]+0,2
Miller (1972); f und d sind die
Windgeschwindigkeit [kn] und -
richtung [0 – 360◦] in den jewei-
ligen Niveaus; für die ersten bei-
den Terme gilt > 0; der letzte
Term wird Null gesetzt, wenn ei-
ne der folgenden Bedingungen
nicht erfüllt ist: 130◦ ≤ d850 ≤
250◦, 210◦≤ d500≤ 310◦, d500 >
d850, und beide f850 und f500 ≥
15 kn.
keit in einer Gewitterzelle werden. Mit dem Erreichen des EL wird der Auftrieb negativ
und das Luftpaket kann nicht weiter aufsteigen. Die CAPE ist definiert als ein integrales
Maß des thermischen Auftriebs BT zwischen dem LFC und dem EL (siehe Abb. 2.9):
CAPEi =
∫ EL
LFC
BTdz= RL
∫ EL
LFC
(T ′v −Tv)dlnp [J kg−1] . [2.31]
Doswell und Rasmussen (1994) verdeutlichten in ihrer Arbeit, dass die Berücksichti-
gung der Dichte von feuchter Luft ρD bei der Berechnung der CAPE wichtig ist und
es physikalisch notwendig ist, die virtuelle Temperatur der Umgebung Tv und die des
Luftpakets T ′v zu berücksichtigen. Da TV > T ist, sind die Werte der CAPE bei Berück-
sichtigung von feuchter Luft immer größer als ohne.
Der Index i in Gleichung (2.31) spiegelt hier die unterschiedlichen Startniveaus ei-
nes Luftpakets wider. Im Folgenden werden als Startniveaus bei der virtuellen Hebung
des Luftpakets sowohl die bodennahen (CAPEB) als auch die über 10 hPa / 100 hPa ge-
mittelten Werte von Temperatur und Feuchte verwendet (CAPE10, CAPE100). In der
Literatur finden sich für die Wahl der Höhe der Mischungsschicht unterschiedliche Wer-
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Abb. 2.9.: SkewT logP–Diagramm mit Vertikalprofilen von Temperatur (rot) und Taupunkt
(grün). Die Konvektionshemmung (CIN) ist dabei ein Maß für die Schichtungsstabilität in der
Atmosphäre (siehe Anhang A).
te. So berechnet die Universität von Wyoming7, die online Radiosondendiagramme und
Daten der meisten Radiosonden weltweit für die letzten Jahrzehnte zur Verfügung stellt,
standardmäßig die CAPE, indem T und r über die untersten 500 m gemittelt werden. Im
Modell COSMO (vgl. Kap.3.2) des Deutschen Wetterdienstes (DWD) dagegen werden
die Startwerte zur Berechnung der CAPE über die ersten 50 hPa gemittelt.
Neben der atmosphärischen Stabilität spielen auch dynamische Eigenschaften in der
Atmosphäre eine wichtige Rolle. Wie in Kapitel 2.1.2 beschrieben, hat die vertikale
Windscherung WSh einen wichtigen Einfluss auf die Entwicklung und Lebensdauer der
verschiedenen Gewittersysteme.
7 http://weather.uwyo.edu/upperair/sounding.html
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Severe Weather Parameter (SWP)
Da die vertikale Windscherung den theoretischen Konzepten zufolge ein wesentlicher
Faktor für die Art und Stärke der konvektiven Systeme ist, hat sich in den letzten Jahren
insbesondere in den USA (mittlerer Westen) die Methode etabliert, die CAPE in Verbin-
dung mit der Scherung zu betrachten (Craven et al., 2002; Brooks et al., 2003; Craven
und Brooks, 2004; Brooks et al., 2007). Aber auch Studien in Europa bestätigen diese
Ergebnisse (Groenemeijer und van Delden, 2007; Romero et al., 2007; Manzato, 2008;
Sander, 2011). Craven et al. (2002) definierten den Severe Weather Parameter (SWP),
der sich aus der CAPE und der vertikalen Windscherung zwischen dem Boden (10 m)
und 6 km über Grund (WSh0−6) zusammensetzt:
SWP=CAPE ·WSh0−6 [m3 s−3] . [2.32]
Analog zu CAPE und LI wird im Folgenden auch SWPB und SWP100 verwendet.
2.1.4. Objektive Wetterlagenklassifikation (oWLK)
Einzelne Studien zeigen, dass Gewitter und Hagelereignisse bei bestimmten Wetterlagen
bevorzugt auftreten (Aran et al., 2010; García-Ortega et al., 2011; Kapsch et al., 2012).
In der vorliegenden Arbeit wird auf die objektive Wetterlagenklassifikation (oWLK) des
DWD zurückgegriffen, die eine automatisierte Methode zur Klassifizierung von Wetter-
lagen auf der Datengrundlage von Gitterpunktswerten eines numerischen Wettermodells
ist (Dittmann, 1995; Bissolli und Dittmann, 2001). Mit Hilfe seines operationellen Glo-
balmodells berechnet der DWD seit 1979 täglich um 12 UTC für ein Gebiet in Mittel-
europa (Mittelpunkt liegt über Deutschland) eine der 40 möglichen Wetterlagen. Diese
werden durch folgende Kriterien bestimmt, die auch für die Frage der Konvektionsent-
wicklung bedeutend sind:
– großräumige Anströmrichtung als Indikator für die thermische Stabilität,
– (Anti-)Zyklonalität in der unteren und mittleren Troposphäre als Indikator
für großräumige Hebung,
– Feuchtegehalt der Atmosphäre als Indikator für die verfügbare latente Energie.
Diese Eigenschaften werden für jeden Gitterpunkt des betrachteten Gebiets im Global-
modell untersucht, wobei die Werte der verwendeten Gitterpunkte unterschiedlich ge-
wichtet werden. Gitterpunkte im Zentrum des Untersuchungsgebiets haben eine drei-
fache Gewichtung (Abb. 2.10). Der in allen Richtungen anschließende Streifen erfährt
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Abb. 2.10.: Untersuchungsgebiet für die objektive Wetterlagenklassifikation vom DWD inklusi-
ve der drei unterschiedlich gewichteten Regionen.
eine zweifache Wichtung, während der wiederum angrenzende Streifen, der Deutsch-
land direkt umschließt, keine Gewichtung erhält. Die übrigen Gitterpunkte bleiben bei
der Bestimmung der Wetterlagenklasse unberücksichtigt.
Die daraus resultierenden Wetterlagen werden durch folgende fünfstellige Buchsta-
benkennung abgekürzt (siehe Liste der Wetterlagen in Tabelle B.1 im Anhang):
AAC950C500F . [2.33]
AA steht für die Anströmrichtung (NO=Nordost, SO=Südost, SW=Südwest, NW=
Nordwest, XX=keine vorherrschende Richtung) und wird über die u- und v– Kompo-
nenten des Winds im 700 hPa–Niveau bestimmt. C950 und C500 repräsentieren die Zy-
klonalität in 950 und 500 hPa. Diese ist proportional zur geopotentiellen Vorticity ζg im
p–System (C = ζg · f ):
ζg =
1
f
52Φ= 1
f
(
∂ 2Φ
∂x2
+
∂ 2Φ
∂y2
)
[2.34]
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wobei Φ das Geopotential ist. Positive Werte stehen für zyklonal (Z), negative Werte
für antizyklonal (A). F gibt den Feuchtegehalt in der Atmosphäre an. Hierzu wird das
tägliche niederschlagsfähige Wasser (TQV; siehe Gl. 2.10) über das Integral des Mi-
schungsverhältnisses zwischen 950 hPa (p1) und 300 hPa (p2) berechnet. Anschließend
wird der tägliche Wert mit einem etwa 18–jährigen Mittelwert (Juli 1979 bis Dezem-
ber 1996) verglichen. Ist der Wert größer als das langjährige Mittel, ist die Atmosphäre
feuchter (F), wenn nicht, ist sie trockener (T). Eine detaillierte Beschreibung der oWLK
findet sich bei Dittmann (1995).
Die Arbeit von Kapsch et al. (2012, im Folgenden als K12 bezeichnet) zeigt, dass
diese Methode auf regionale Klimasimulationen übertragen werden kann, da diese in
der Lage sind, Wetterlagen hinreichend abzubilden. Durch einen Vergleich mit Hagel-
schadentagen in Baden–Württemberg identifizierten K12 vier hagelrelevante (SWZZF,
SWZAF, SWAAF und XXZAF) und vier nicht–hagelrelevante Wetterlagen (NWAAF,
NWAAT, NWAZT, XXAAT). Diese Ergebnisse stimmen recht gut mit denen von Bis-
solli et al. (2007) überein, die in Deutschland einen Zusammenhang von dreien dieser
Wetterlagen mit Tornadoereignissen ermitteln.
In der vorliegenden Arbeit werden die Wetterlagen, die bereits von Kapsch (2011)
berechnet wurden, verwendet. Deren Berechnung weist einige Unterschiede zu der Me-
thode des DWD auf. Beispielsweise wurde die bodennahe Zyklonalität in 1000 hPa an-
statt auf dem 950 hPa–Niveau bestimmt. Des Weiteren wurden als Integralgrenzen für
die Berechnung von TQV die Druckflächen 1000 und 500 hPa gewählt. Insbesondere
unterscheidet sich die Berechnung der Anströmrichtung, da in der damaligen Original-
software des DWD ein Fehler vorlag (Details siehe Kapsch, 2011).
2.2. Statistische Analyseverfahren
Die Statistik ist eine mathematische Methode, um Daten zu sammeln, zu analysieren, zu
interpretieren oder zu präsentieren. Ergebnisse statistischer Auswertungen werden oft
ebenfalls als Statistik bezeichnet. Im Folgenden werden einige in der Arbeit verwendeten
statistischen Methoden genauer erörtert.
2.2.1. Kategorische Verifikation
Eine objektive Methode, um die Güte verschiedener diskreter Prädiktoren in der Wet-
tervorhersage zu testen, stellt die kategorische Verifikation dar, die bereits mehrfach im
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Bereich der Gewitter- und Hageldiagnostik angewendet wurde (Andersson et al., 1989;
Huntrieser et al., 1997; Haklander und van Delden, 2003; Manzato, 2003; Kunz, 2007;
López et al., 2007; Kaltenböck et al., 2009). Anhand einer Kontingenztabelle werden
eine Vielzahl an unterschiedlichen Genauigkeitsmaßen (engl. accuracy measures) und
Qualitätsmaßen (engl. skill scores) berechnet, um die Qualität der einzelnen Prädiktoren
quantitativ zu bestimmen (Wilks, 1995).
Kontingenztabelle und Genauigkeitsmaße
Mit Hilfe einer Kontingenztabelle werden die Abhängigkeitsbeziehungen zwischen zwei
oder mehreren kategorialen Variablen analysiert und die relativen beziehungsweise ab-
soluten Häufigkeiten der kombinierten Variablen sowie, in den Randspalten, die Häufig-
keiten der Ausprägungen der einzelnen Variablen dargestellt. Die einfachste Form ist die
2×2–Tabelle, bei der zwei Variablen miteinander gekreuzt werden, wobei jede Variable
nur zwei verschiedene Werte besitzt. Die einzelnen Elemente der Kontingenztabelle (a
bis d) werden je nach Fragestellung über verschiedene Termine, Ereignisse oder Gitter-
punkte aufsummiert:
Ereignis
JA NEIN
a b a+b
JA korrekte Prognose Fehlalarm
c d c+d
Pr
og
no
se
N
E
IN
Überraschungsereignis kein Ereignis
a+c b+d a+b+c+d=n
Während die Definition bei einem Ereignis (z.B. Gewitter oder Hagel) einfach ist (JA /
NEIN), muss für den diagnostischen Parameter erst ein Schwellenwert definiert werden,
der festlegt, ob ein Ereignis eintritt oder nicht. Ziel ist es, möglichst viele Ereignisse
richtig zu bestimmen, sodass die korrekten Prognosen a und d groß werden, während
sowohl die Fehlalarme b und die überraschend eintretenden Ereignisse c klein sind. Zur
Lösung dieses Problems wurden verschiedene Genauigkeitsmaße abgeleitet:
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Treﬀerquote (Hit Rate, HR)
Der einfachste Fall einer Bestimmung der Güte eines binären Ereignisses ist die Treffer-
quote:
HR=
a+d
n
. [2.35]
HR beschreibt das Verhältnis einer korrekten Prognose a+d zur Gesamtzahl der Beob-
achtungen n. Allerdings ist sie bei einer sehr kleinen Auftretenswahrscheinlichkeit stark
von d abhängig.
Entdeckungswahrscheinlichkeit (Probabality of Dection, POD)
Die Entdeckungswahrscheinlichkeit misst den Erfolg einer richtigen Diagnostik, wenn
das Ereignis tatsächlich stattgefunden hat:
POD=
a
a+ c
. [2.36]
Sie reicht von 0 bis 1, wobei letzteres eine perfekte Prognose widerspiegelt. Allerdings
sind keine Informationen über falsche Prognosen enthalten, sodass dies zu einer Fehlin-
terpretation führt, wenn c größer als die Anzahl der korrekten Prognosen a ist.
Fehlalarmrate (False Alarm Rate, FAR)
Die Fehlalarmrate ist der Quotient aus Fehlalarmen zu der Gesamtzahl der positiven
Prognosen:
FAR=
b
a+b
. [2.37]
Wie bei der POD reicht die Spanne von 0 bis 1. Hier steht 0 für eine perfekte Prognose.
Kritischer Erfolgsindex (Critical Success Index, CSI)
In den kritischen Erfolgsindex fließen sowohl die Anzahl der Fehlalarme b als auch die
Überraschungsereignisse c mit ein, wobei die richtig diagnostizierten Nicht–Ereignisse
d unberücksichtigt bleiben (Schaefer, 1990):
CSI = [(POD)−1+(1−FAR)−1−1]−1
CSI =
a
a+b+ c
. [2.38]
der Index erreicht Werte von 0 bis 1, wobei 1 eine perfekte Prognose bedeutet.
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Qualitätsmaße (Skill Scores)
Sogenannte Skill Scores werden oft zur Überprüfung der Wettervorhersage angewendet.
Sie beschreiben nicht nur den Anteil von aufgetretenen Ereignissen, sondern setzen die
Prognosen ins Verhältnis zu Referenzprognosen, die auf Zufall, Persistenz oder klimato-
logischen Erwartungen aufbauen. Im Allgemeinen wird jeder Skill Score mit Hilfe eines
Genauigkeitsmaßes A über folgende Gleichung definiert:
Skill Score =
A f −Ar
Ap−Ar . [2.39]
A f , Ar und Ap geben die Genauigkeit einer Prognose, an der man interessiert ist, die
Genauigkeit einer Referenzprognose und die Genauigkeit einer perfekten Prognose an
(Murphy und Daan, 1985). Die zwei am häufigsten verwendeten Verfahren sind der
Heidke Skill Score und die True Skill Statistik (auch Hanssen und Kuipers Score).
Heidke Skill Score (HSS)
Der Heidke Skill Score (HSS) basiert auf der Trefferrate HR (Gl. 2.35), die man durch
Zufallstreffer erhält (Heidke, 1926). Da eine Zufallstreffer eine statistische Unabhän-
gigkeit zwischen Prognose und Ereignis einschließt, ist die Wahrscheinlichkeit einer
korrekten Prognose durch Zufall (Wilks, 1995) definiert durch
p(PrognoseJA∩EreignisJA) = p(PrognoseJA) · p(EreignisJA)
= [(a+b)/n][(a+ c)/n]
= (a+b)(a+ c)/n2 [2.40]
und die Wahrscheinlich für korrekte Nicht–Prognosen durch Zufall analog durch
p(PrognoseNEIN ∩EreignisNEIN) = (b+d)(c+d)/n2 . [2.41]
Eingesetzt in Gleichung (2.39) folgt daraus
HSS=
(a+d)/n− [(a+b)(a+ c)+(b+d)(c+d)]/n2
1− [(a+b)(a+ c)+(b+d)(c+d)]/n2 [2.42]
beziehungsweise
HSS=
a+d−R
n−R [2.43]
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mit
R=
(a+b) · (a+ c)+(c+d) · (b+d)
n
. [2.44]
Werte nahe 1 bedeuten eine perfekte Prognose, während negative Werte eine schlechtere
Prognose als die Referenzprognose beinhalten. Ist das Ergebnis 0, so ist die Prognose
genauso gut wie die Zufallsprognose.
True Skill Statistik (TSS)
Die True Skill Statistik (TSS) beruht ebenfalls auf der Trefferquote (Hanssen und Kui-
pers, 1965). Allerdings ist die Wahrscheinlichkeit einer korrekten Nicht–Prognose im
Nenner frei von systematischen Abweichungen, sodass p(PrognoseJA) = p(EreignisJA)
und p(PrognoseNEIN) = p(EreignisNEIN) ist (Wilks, 1995). Daraus ergibt sich die Defi-
nition
TSS =
(a+d)/n− [(a+b)(a+ c)+(b+d)(c+d)]/n2
1− [(a+ c)2+(b+d)2]/n2
=
a ·d−b · c
(a+ c) · (b+d) . [2.45]
Doswell et al. (1990) zeigten, dass der TSS zu sehr von der POD abhängt, um die
Genauigkeit bei der Diagnostik von seltenen Ereignissen wie beispielsweise Tornados
oder Hagel zu erfassen. Der HSS ist dagegen dem TSS in dieser Situation überlegen,
indem mehr Wert auf die FAR gelegt wird. Auch in der vorliegenden Arbeit wird das
Hauptaugenmerk auf den HSS gelegt.
2.2.2. Trendanalyse von meteorologischen Zeitreihen
Eine Zeitreihe ist eine diskrete Reihe aus Messungen oder Modelldaten einer – hier
meteorologischen – numerischen Variable X , die idealerweise die gleichen Abstände
zwischen benachbarten Werten aufweist. Trends beschreiben die langfristige Entwick-
lung der Zeitreihe (Zunahme / Abnahme). Am gebräuchlichsten ist der lineare Trend
(Polynom ersten Grades)
Y = κ+λ ·X , [2.46]
der in der Arbeit vorwiegend verwendet wird und grafisch durch eine Regressionsgerade
dargestellt wird. Der Parameter κ steht für den Achsenabschnitt und λ für die Steigung
der Geraden. Beide werden durch Minimierung der Residuen (Methode der kleinsten
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Quadrate) bestimmt. Nicht–lineare Trends können mit der Angabe eines Polynoms hö-
heren Grades beschrieben werden.
Um in Kapitel 5 den Trend des Gewitterpotentials zu bestimmen, wird das 90% (10%)
Perzentil der sommerhalbjährlichen Verteilung einzelner KPs betrachtet. Um die Unsi-
cherheit aufgrund von nur wenigen Daten an den Enden der Verteilung zu reduzieren,
wird eine statistische Verteilungsfunktion8 an die jährlichen Datensätze der Konvekti-
onsparameter (183 Werte) angepasst. Für CAPE, LI, SHOW, KO und SWP zeigen sich
die besten Ergebnisse bei Verwendung der Gamma–Verteilung, deren Wahrscheinlich-
keitsdichtefunktion definiert ist als
y= f (x|a,b) = 1
bkΓ(k)
xk−1e
−x
b für x ≥ 0, [2.47]
wobei x die Zufallsvariable, Γ(k) die Gammafunktion und k und b der Form- und der
Skalierungsparameter sind (Wilks, 1995).
Die Verteilungen der anderen KPs werden statistisch über die Weibull–Verteilung mit
der Dichtefunktion
y= f (x|a,b) = k
b
(x
b
)k−1
e−(
x
b)
k
für x ≥ 0 [2.48]
beschrieben.
Signifikanztest: Mann–Kendall Test
Ein statistischer Test, auch Signifikanztest genannt, dient zum Überprüfen einer statis-
tischen Hypothese auf einem vorgegebenen Signifikanzniveau. Dabei wird untersucht,
ob eine vermutete Wahrscheinlichkeit als richtig angenommen werden kann oder ob sie
verworfen werden muss, da sie rein durch den Zufall bestimmt wird. In der fortlaufenden
Arbeit ist von Interesse, ob eine Zeitreihe, die durch teils starke jährliche Schwankungen
geprägt ist, einen Trend aufweist, oder ob sich dieser nur zufällig ergibt, wodurch keine
wirkliche Aussage getroffen werden kann.
Ein übliches Verfahren für die Überprüfung ist der Rang–basierte nicht–parametrische
Mann–Kendall (MK) Test (Mann, 1945; Kendall und Gibbons, 1955). Der Vorteil des
Tests ist, dass keine Voraussetzungen für eine Verteilung (z.B. Normalverteilung) nö-
tig sind. Wichtig ist nur, dass der Stichprobenumfang größer gleich 10 sein muss. Der
8 Dieses Verfahren wird nur bei den Radiosondendaten angewendet, da der Rechenaufwand für die
Modellläufe zu groß ist.
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MK Test stellt die Annahme auf, dass die Nullhypothese H0 folgendermaßen formuliert
wird: Alle Zufallsgrößen X sind unabhängig und gleich verteilt (iid) und somit existiert
kein Trend. Die Alternativhypothese H1 dagegen lautet: Es liegt ein monotoner Trend
vor. Ziel ist es nun, die Hypothese H0 mit einer vorgegebenen Irrtumswahrscheinlich-
keit9 α (hier 5%) zu widerlegen, was gleichbedeutend mit einem signifikanten Trend ist.
Definiert wird die MK Statistik S als:
S=
n−1
∑
i=1
n
∑
j=i+1
sgn(X j−Xi) [2.49]
mit
sgn(X j−Xi) =

1 , X j−Xi > 0
0 , X j−Xi = 0
−1 , X j−Xi < 0 .
In einer geordneten Zeitreihe der Länge n wird jeder Wert mit einem späteren Wert
verglichen, wobei als Startwert S= 0 (d.h. kein Trend) gesetzt wird. Ist nun ein späterer
Wert höher (niedriger) als der Wert zu einem früheren Zeitpunkt, erhöht (erniedrigt) sich
S um 1. Pendelt der Wert um 0, ist davon auszugehen, dass kein Trend vorliegt. Wird ein
kritischer Wert, der abhängig von der Irrtumswahrscheinlichkeit und der Stichproben-
größe ist, überschritten, spricht man von einem positiven oder negativen Trend. Mann
(1945) und Kendall und Gibbons (1955) schrieben, dass S in etwa normalverteilt und
symmetrisch ist, wodurch der Mittelwert E(S) = 0 ist, während für die Varianz
V (S) =
1
18
[
n(n−1)(2n+5)−
g
∑
m=1
tp(tp−1)(2tp+5)
]
[2.50]
gilt. Dabei ist tp die Summe, wie oft in der Stichprobe gleiche Werte auftauchen, wäh-
rend g die Anzahl dieser Gruppen mit identischen Werten wiedergibt. In Kapitel 5 wird
allerdings der zweite Term vernachlässigt, da aufgrund mangelnder Gruppen der Term
sehr klein wird. Die standardisierte Teststatistik Z wird nun berechnet nach:
9 Die Irrtumswahrscheinlichkeit (auch Signifikanzniveau) ist bei einem Test die Wahrscheinlichkeit für
den Fehler 1. Art, der eine Nullhypothese H0 fälschlicherweise ablehnen würde. Je schwerwiegender
die Konsequenzen des Fehlers 1. Art wären, umso kleiner sollte α gesetzt werden. Allerdings er-
höht dies die Wahrscheinlichkeit des Fehlers 2. Art (Alternativhypothese H1 wird widerlegt, obwohl
sie richtig ist). Weil die Stichprobe kleiner als die Grundgesamtheit ist, bleibt immer ein Unsicher-
heitsfaktor und α kann nicht gleich Null sein. Dementsprechend ergibt sich die Frage, wie hoch die
Wahrscheinlichkeit für einen Fehler maximal sein darf, um ein Ergebnis als statistisch signifikant zu
bezeichnen. Typische Irrtumswahrscheinlichkeiten sind 0,1%, 1%, 5% oder 10%.
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Z =

S−1√
V (S)
, S> 0
0 , S= 0
S+1√
V (S)
, S< 0 .
Mit Hilfe der Dichtefunktion der standardisierten Normalverteilung mit Mittelwert E= 0
und Standardabweichung Std= 1 kann die Wahrscheinlichkeit P der MK Statistik S
P=
1√
2pi
∫ z
−∞
e−t
2/2dt [2.51]
geschätzt werden. Für eine unabhängige Stichprobe bedeuten Werte um 0,5 keinen Trend,
während hingegen P→ 1 (→ 0) einen positiven (negativen) Trend ergibt.
Pre–whitening
Eine Zeitreihe, in der eine Autokorrelation vorliegt, kann das Ergebnis des MK Tests
beeinflussen, wie beispielsweise von Storch und Narvarra (1995) demonstrierten. Wie
oben beschrieben, untersucht der Test die Nullhypothese (kein Trend) gegen die Aussa-
ge, dass ein Trend vorliegt. Dabei können zwei Arten von Fehler auftreten (Bayazit und
Onoz, 2007):
(a) Typ 1: Die Nullhypothese wird unkorrekterweise zurückgewiesen, obwohl eigent-
lich kein Trend vorliegt. Die Wahrscheinlichkeit ist dabei gleich dem zugeordneten
Signifikanzniveau.
(b) Typ 2: Die Nullhypothese wird akzeptiert, obwohl ein Trend vorliegt. Die Beson-
derheit des Tests ist gerade, dass die Wahrscheinlichkeit dafür sehr gering ist.
Das Problem ist nun, dass eine autokorrelierte Zeitreihe, d.h. eine Zeitreihe, in der sich
die Werte gegenseitig beeinflussen, die Varianz der MK Statistik S (Gl. 2.50) ansteigen
lässt (Yue et al., 2002). Dadurch nimmt die Wahrscheinlichkeit zu, dass die Nullhypo-
these zurückgewiesen wird. Dies bedeutet für den Fehler vom Typ 1, dass es zu einer
Überschätzung von signifikanten Trends kommt. Für den Fehler vom Typ 2 ist dies irre-
levant, da bereits ein Trend vorliegt.
Um ersterem entgegenzuwirken, schlugen von Storch und Narvarra (1995) die Me-
thode des „Pre–Whitening“ vor. Bei dieser Methode wird durch das Entfernen einer
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vorhandenen Autokorrelation aus der Datenreihe eine neue Zeitreihe generiert. Außer-
dem merken die Autoren an, dass dieses Verfahren nur für eine Autokorrelation erster
Ordnung notwendig ist. Hamed und Ramachandra Rao (1998) wendeten dagegen einen
Korrekturfaktor für die Abschätzung der Autokorrelation auf V(S) im MK Test an. Yue
et al. (2002) erweiterten den Ansatz von von Storch und Narvarra (1995), indem sie
auch negative Autokorrelationen berücksichtigen, bei der die Wahrscheinlichkeit steigt,
dass ein Trend unterschätzt wird (Fehler 2. Art). Sie entwickelten die „Trendfreie Pre–
Whitening Methode“ (TFPW). Diese Methode findet vor allem in der Hydrologie (z.B.
Déry und Wood, 2005; Petrow und Merz, 2009), aber auch in der Meteorologie Anwen-
dung (z.B. Basistha et al., 2009; Mohsin und Gough, 2010; El Kenawy et al., 2011). Ziel
der Methode ist es, den MK Test auf eine autokorrelationsfreie Zeitreihe anzuwenden.
Wichtig ist dabei, dass vor der Autokorrelationskorrektur die Reihe „enttrendet“ wird.
Für dieses Verfahren wird als erstes der Trend nach Sen (1968) bestimmt, da diese ite-
rative Methode ein robusteres Verhalten gegenüber Ausreißern als die lineare Methode
aufweist (Yue et al., 2002):
λ = median
(
X j−Xl
j− l
)
∀ l < j . [2.52]
Xl,X j sind hier jeweils der l–te beziehungsweise j–te Wert der Zeitreihe. Somit wird
die Steigung beziehungsweise der Trend λ über den Median aller einzelnen Steigungen
eines möglichen Wertepaars berechnet. Als nächstes wird der Trend von der ursprüng-
lichen Reihe Xt entfernt,
Yt = Xt−λ · t , [2.53]
wobei t die Zeit ist. Danach wird die Autokorrelation α des 1. Grades der enttrendeten
Zeitreihe Yt berechnet. Liegt nun keine Autokorrelation vor, wird der MK Test direkt auf
die ursprüngliche Zeitreihe Xt angewendet. Ist das Ergebnis allerdings positiv, wird α
ebenfalls von der Zeitreihe abgezogen:
Y ′t = Xt−α ·Yt−1 . [2.54]
Y ′t repräsentiert eine Zeitreihe ohne Trend und Autokorrelation. Als letztes wird der
Trend von Gleichung (2.52) wieder in die Zeitreihe integriert,
Y ′′t = Y
′
t +λ · t . [2.55]
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Nun kann mit Hilfe des MK Tests die Signifikanz der neuen Zeitreihe Y ′′t bestimmt
werden.
In ihrer Veröffentlichung merkten Yue und Wang (2002a) an, dass das Verfahren al-
lerdings für große Stichproben (n≥ 70) und große Trends (λ ≥ 0,005) nicht notwendig
ist. Bayazit und Onoz (2007) setzten sich ebenfalls intensiv mit der Frage auseinander,
wann Pre–withening geeignet ist oder nicht. Sie fassten zusammen, dass neben dem
Vorteil – die Wahrscheinlichkeit, einen Trend zu detektieren, nimmt ab, obwohl keiner
da ist – durch die Methode auch die Wahrscheinlichkeit für den Fehler 2. Art steigt.
Sie entschieden, dass das Verfahren nur dann verwendet werden soll, wenn die Stich-
probe n≤ 50 beziehungsweise der Trend λ ≤ 0,01 klein oder der Variationskoeffizient
Cv = Std(Xt)/E(Xt) zu groß sind (≥ 0,1).
2.2.3. Logistische Regression
Multivariate Analysemethoden beschäftigen sich mit der statistischen Analyse mehr-
dimensionaler Daten. Die Problemstellung bei der logistischen Regression ist, mit wel-
cher Wahrscheinlichkeit bestimmte Ereignisse abhängig von verschiedenen Einflussgrö-
ßen eintreten (Hosmer und Lemeshow, 2000; Sachs und Hedderich, 2006; Backhaus
et al., 2011). Ziel ist es, die Wahrscheinlichkeit p eines Ereignisses in Abhängigkeit
verschiedener Faktoren x (unabhängiger Variablen) mit Hilfe eines Regressionsansatzes
zu bestimmen. Es handelt sich um ein strukturprüfendes Verfahren, bei dem ein ver-
muteter Zusammenhang zwischen verschiedenen Variablen überprüft und dessen Größe
geschätzt wird. Die logistische Regression wird auch als Logit–Modell bezeichnet.
Als abhängige Variable ywird in der Regel eine binäre Aussage (z.B. Hagel JA / NEIN)
definiert. Bei der Betrachtung einer Wahrscheinlichkeit für das Eintreten des Ereignisses
ergibt sich ein Wertebereich von 0 < p< 1, innerhalb dessen die Variable kontinuierlich
ist. Da bei einer Regression der Wertebereich von [–∞; +∞] reicht, werden mit Hil-
fe einer „logistischen“ Transformation die Funktionswerte auf den oben angegebenen
Bereich begrenzt.
Ausgangspunkt ist nicht die Wahrscheinlichkeit, sondern das Wahrscheinlichkeitsver-
hältnis (Chancen, engl. odds):
odds=
p
1− p =
Eintrittswahrscheinlichkeit
Gegenwahrscheinlichkeit
. [2.56]
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Abb. 2.11.: Eigenschaften einer logistischen Funktion (nach Backhaus et al., 2011).
Dies kann auch als Risiko R der Wahrscheinlichkeit p bezeichnet werden. Mit der
„Logit“–Transformation10 kommt man zur linearen Darstellung des Modells:
L= log(odds(p)) = log(R) = log(
p
1− p) = β0+β1x (+ε) . [2.57]
Die Parameter β0 und β1 des Modellansatzes werden mittels Schätzmethoden, in der
Regel mit der Maximum–Likelihood Methode, hergeleitet. Der Fehlerterm ε wird in der
Praxis vernachlässigt. In Abbildung 2.11 wird durch die Eigenschaften der logistischen
Funktion der bisherige Ansatz nochmal deutlich. Der Anstieg der untersuchten Variable
erfolgt exponentiell bis zu einem Wendepunkt. Nach unten wird die Funktion, z.B. in der
einfachsten Form y = 1/(1+ ex), durch einen Basiswert begrenzt. Nach der Hälfte der
Zeit verlangsamt sich das Wachstum und nähert sich dem Maximalwert (Sättigung) an.
Überträgt man dies auf die Schätzer in Gleichung (2.57), wird durch β0 die Lage (Links-
/Rechtsverschiebung) und durch β1 der Verlauf der Funktion beeinflusst. Letzteres ergibt
für kleine Werte (β1 < 1) eine mit x nur sehr langsam ansteigende Wahrscheinlichkeit.
Gilt β1 = 0, dann hat die Variable x dagegen keinen Einfluss auf das Ereignis y.
Mit
p(x) =
eβ0+β1x
1+ eβ0+β1x
=
1
1+ e−β0−β1x
bzw. [2.58]
1− p(x) = e
−β0−β1x
1+ e−β0−β1x
[2.59]
10 Logit L bedeutet Logarithmus des Wahrscheinlichkeitsverhältnisses.
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kann die Wahrscheinlichkeitsverteilung P für die i–te Anzahl an Zufallsvariablen y wie
folgt umgeformt werden:
P(yi;β0,β1) = [p(xi)]yi[1− p(xi)]1−yi
=
[
eβ0+β1xi
1+ eβ0+β1x1
]yi [
1
1+ eβ0+β1x1
]1−yi
[2.60]
=
(eβ0+β1x)yi
1+ eβ0+β1x
.
Ein Erfolg ist definiert durch yi = 1, bei einem Misserfolg gilt yi = 0.
Multiple logistische Regression
Das Logit–Modell kann auch angewendet werden, wenn mehrere Einflussgrößen X ′ =
(x1,x2, . . . ,xn) in dem Modell berücksichtigt werden sollen. Dann spricht man von der
multiplen logistischen Regression (Hosmer und Lemeshow, 2000; Sachs und Hedderich,
2006). Analog zu oben wird die Logit–Transformation verwendet:
g(x) = β0+β1x1+β2x2+ . . .+βnxn [2.61]
p(x) =
eg(x)
1+ eg(x)
für 0≤ p(x)≤ 1 . [2.62]
Die Schätzung der β–Gewichte erfolgt ebenfalls bei dichotomen Ereignissen durch die
Maximum–Likelihood Methode.
Maximum–Likelihood Methode
Bedingt durch die Eigenschaften der logistischen Regression muss zur Schätzung der
freien Parameter βi auf die Maximum–Likelihood Methode und nicht auf die Methode
der kleinsten Quadrate zurückgegriffen werden. Bei diesem iterativen Verfahren werden
die Koeffizienten so gewählt, dass die geschätzten Variablen den Daten am ähnlichsten
sind beziehungsweise die Wahrscheinlichkeit maximiert wird (Sachs und Hedderich,
2006; Backhaus et al., 2011).
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Die Likelihood–Funktion zu Gleichung (2.60) setzt sich für die logistische Regression
aus dem Produkt der Likelihoods aller Fälle des Datensatzes N zusammen:
LF(βn;X) =
N
∏
i=1
P(yi;βn) =
N
∏
i=1
[p(xi)]yi[1− p(xi)]1−yi . [2.63]
Um das Maximierungsproblem zu vereinfachen, wird mit Hilfe der Logit–Transformation
die Log–Likehood LL bestimmt:
LL= log(LF) =
N
∑
i=1
[
yi · ln
(
1
1+ eg(x)
)]
+
[
(1− yi) · ln
(
1− 1
1+ eg(x)
)]
. [2.64]
Abschließend werden die partiellen Ableitungen gebildet und entsprechend der Maxima
gleich Null gesetzt – im Fall einer Einflussgröße gilt für β0 und β1
∂ log(LF)
∂β0
=
N
∑
i=1
yi−
N
∑
i=1
eβ0+β1xi
1+ eβ0+β1xi
[2.65]
∂ log(LF)
∂β1
=
N
∑
i=1
yixi−
N
∑
i=1
xieβ0+β1xi
1+ eβ0+β1xi
. [2.66]
Das Ergebnis sind nichtlineare Gleichungen, die bei Vorgabe der Startwerte für β ite-
rativ bestimmt werden. Die geschätzten Parameter werden nun auf Modellrechnungen
angewendet, um damit eine Bestimmung des Ereignisses mit hypothetischen Werten
durchzuführen.
Modellkontrolle
Zur Beurteilung der Modellgüte eines logistischen Regressionsansatzes sind verschie-
dene Methoden geläufig (vgl. Hosmer und Lemeshow, 2000; Backhaus et al., 2011).
Dabei wird unterschieden, ob die Güte des Gesamtmodells oder die Güte der einzelnen
unabhängigen Variablen beurteilt wird. Für ersteres haben sich zwei unterschiedliche
Herangehensweisen etabliert:
– Signifikanzprüfung des Gesamtmodells mit dem Likelihood–Verhältnis–Test;
– verschiedene Maße zur Vergleichbarkeit der Erklärungskraft durch Pseudo–
Bestimmtheitsmaße.
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LikelihoodVerhältnisTest (LVT)
Die Signifikanz der Güte eines logistischen Modells wird mit Hilfe der Devianz un-
tersucht, die ein Maß für die Abweichung vom Idealwert ist und dem − 2–fachen des
logarithmierten Likelihoods (– 2 LL) entspricht. Zur Vereinfachung wird der natürliche
Logarithmus (ln) angewendet. Die Devianz ist mit N− J− 1 Freiheitsgraden asympto-
tisch χ2–verteilt, wobei N die Anzahl der Beobachtungen und J die Anzahl der Parame-
ter darstellt. Mit Hilfe der Devianz wird nun die folgende Hypothese getestet:
H0: Das Modell besitzt eine perfekte Anpassung.
H1: Das Modell besitzt keine perfekte Anpassung.
Je kleiner die Devianz ist, desto besser ist die Modellanpassung. Bei einer perfekten An-
passung (Idealmodell) ergibt sich eine Likelihood von 1 und die Devianz ist 0. Nachteil
dieses Güteverfahrens ist, dass die Verteilung der Beobachtungen aus den Gruppen nicht
berücksichtigt wird.
Der Likelihood–Verhältnis–Test (auch Modell χ2–Test genannt) dagegen vergleicht
die Log–Likelihood des vollständigen Modells LLV mit dem des Nullmodells LL0. Letz-
teres geht davon aus, dass alle Größen keinen Einfluss haben und somit alle Regres-
sionskoeffizienten Null sind (β1 = β2 = . . . = βN = 0) und nur der konstante Term β0
betrachtet wird:
LVT =−2LL0
LLV
=+2(LLV −LL0) . [2.67]
Ist die Differenz signifikant verschieden von Null, so hat das Modell mit seinen unab-
hängigen Variablen eine signifikante Erklärungskraft (meist α = 0,05). Da LVT eben-
falls mit J Freiheitsgraden asymptotisch χ2–verteilt ist, kann mit Hilfe des Referenz-
werts aus der χ2–Tabelle auf die Signifikanz des Modells geschlossen werden.
Weitere Gütekriterien für das Gesamtmodell sind die bekannten Pseudo–Bestimmt-
heitsmaße R2 von McFadden, Cox & Snell und Negelkerke (Backhaus et al., 2011). Die
Bestimmtheitsmaße versuchen den Anteil der erklärten Variation des Modells zu quanti-
fizieren, indem ebenfalls auf die Likelihood des Nullmodells LL0 und des vollständigen
Modells LLV zurückgegriffen wird (vgl. hierzu Backhaus et al., 2011). Während der LVT
die Signifikanz des Modells überprüft, benennen die Bestimmtheitsmaße einen Wert, um
verschiedene Modelle untereinander zu vergleichen. McFaddens–R2 (McF–R2) beruht
wie der LVT–Test auf dem Vergleich der LL–Werte:
McF–R2 = 1− LLV
LL0
. [2.68]
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Abb. 2.12.: Zusammenhang zwischen den verschiedenen Log–Likelihood–Werten (nach Back-
haus et al., 2011)
Ist der Unterschied zwischen den beiden Log–Likelihoods groß, ist der McF–R2 nahe
Eins (vgl. Abb. 2.12). In der Literatur wird bereits ab Werten von 0,2 (0,4) von einer
akzeptablen (guten) Erklärungskraft gesprochen.
Veall und Zimmermann (1992) zeigten in einer Studie über verschiedene Pseudo–
Bestimmtheitsmaße, dass die bisher erwähnten Bestimmtheitsmaße bei einer Vielzahl
von Simulationen das stetige R2 unterschätzen. Speziell beim McF–R2 wächst die Unter-
schätzung mit der Anzahl der abhängigen Variablen. Dagegen beobachteten die Autoren,
dass das Pseudo–Bestimmtheitsmaß nach McKelvey und Zaviona (MKZ–R2; McKelvey
und Zavoina, 1975) geeigneter ist, den wahren R2 zu bestimmen. MKZ–R2 ist struktu-
rell den normalen Bestimmtheitsmaßen nachempfunden, nur basiert es auf den erklärten
Variationen. Die Varianz der Regression lautet:
VAR=
N
∑
i=1
(
ŷ∗i − ŷ
∗
i
)2
, [2.69]
wobei ŷ∗i die bedingte Erwartung der unbeobachteten Variablen y∗i = xiβ ist. Des Weite-
ren gilt
ŷ
∗
i =
1
N
N
∑
i=1
ŷ∗i , [2.70]
und somit folgt
MKZ–R2 =
∑Ni=1
(
ŷ∗i − ŷ
∗
i
)2
∑Ni=1
(
ŷ∗i − ŷ
∗
i
)2
+N
. [2.71]
Folglich ist der MKZ–R2 das Verhältnis zwischen der Varianz der Regression und der
Varianz der Beobachtungen beziehungsweise der Summe aus Varianz der Regression
und der Summe der erwarteten quadrierten Fehler, die gleich der Anzahl der Beobach-
tungen ist. Wie bei den anderen Bestimmtheitsmaßen reicht der Wertebereich von [0,1].
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LikelihoodQuotientenTest (LQT)
Dieser Test hilft bei der Entscheidungsfindung, ob eine weitere unabhängige Variable
eine Verbesserung des bisherigen Modellansatzes bewirkt. Dabei wird der Modellan-
satz stufenweise um eine Variable erhöht (Aufwärtsverfahren, engl. stepwise forward).
Analog zum Likelihood–Verhältnis–Test wird die Likelihood des vollständig gesättigten
Modells LLV mit der eines um den Einfluss einer (oder mehrerer) reduzierten Variablen
Modells LLR verglichen, bei dem der entsprechende Regressionskoeffizent auf Null ge-
setzt wird (Hosmer und Lemeshow, 2000):
LQT =+2(LLR−LLV ) . [2.72]
Auch hier gilt wieder, je größer die Differenz zwischen den beiden Modellen ist, desto
stärker ist der Einfluss der entsprechenden Variable.
EﬀektKoeﬃzient
Aufgrund der nicht–linearen Zusammenhänge kann man den Einfluss der einzelnen Re-
gressionskoeffizienten βn auf die Wahrscheinlichkeit p nicht direkt bestimmen – wie
es beispielsweise bei der einfachen linearen Regression möglich ist (Backhaus et al.,
2011). Mit Hilfe des Wahrscheinlichkeitsverhältnisses (odds, Gl. 2.56) ist dagegen eine
Aussage darüber möglich, welche der Variablen xn den stärksten Einfluss auf die Auftre-
tenswahrscheinlichkeit eines binären Ereignisses hat. Der Effektkoeffizient eb gibt den
Faktor an, um den sich die Bestimmung des Wahrscheinlichkeitsverhältnisses ändert,
wenn die unabhängige Variable xn um eine Einheit (z.B. xn+ 1) erhöht wird, wodurch
sich das Verhältnis zu Gunsten der Ereignisse um den Faktor ebn erhöht. Beispielsweise
gilt:
eβ0+β1(x1+1)+β2x2+...+βnxn = eβ0 · eβ1x1 · eβ1 · eβ2x2 · . . . · eβnxn [2.73]
= odds · eβ1 . [2.74]
Der Effekt–Koeffizient variiert dabei im Intervallbereich [0;+∞]. Je größer er ist, um-
so größer ist der Einfluss auf die Wahrscheinlichkeit eines Ereignisses. Da eb von dem
Wertebereich der abhängigen Variable y abhängt, ist es sinnvoll, standardisierte Koeffi-
zienten zu betrachten (Long, 1987). Die Effektstärke wird dabei in der Standardabwei-
chung der unabhängigen Variable gemessen. Somit gilt für die standardisierten Effekt–
Koeffizienten:
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ebn = e
βn·std(xn) . [2.75]
Da bei Regressionskoeffizienten mit Werten < 0 der Effekt–Koeffizient < 1 wird, muss
für einen Vergleich mit den anderen Variablen der Kehrwert von ebn betrachtet werden.
Abschließend lässt sich zusammenfassen, dass die multiple logistische Regression ge-
genüber der einfachen (zweidimensionalen) linearen Regression zur Diagnostik von Er-
eignissen besser geeignet ist, da bei dieser Methode mehrere Variablen, die für das Ein-
treten eines Ereignisses relevant sind, berücksichtigt werden können.
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In der vorliegenden Arbeit basieren die Auswertungen der meteorologischen Datensätze
sowohl auf Messungen (Radiosondenaufstiege) als auch auf Modellergebnissen regiona-
ler Klimasimulationen. Da Gewitter- beziehungsweise Hagelereignisse in Deutschland
am häufigsten in den warmen Monaten auftreten (Kunz und Puskeiler, 2010), fokussie-
ren sich die Untersuchungen, wenn nicht anders angegeben, auf das Sommerhalbjahr
(SHJ) von April bis September (bzw. in Kapitel 7 auf die drei Sommermonate Juni, Juli
und August [JJA]).
3.1. Radiosondendaten
Eine wesentliche Fragestellung dieser Arbeit ist, ob und wie sich die atmosphärische
Stabilität in den letzten Jahrzehnten verändert hat. Zur Berechnung der in Kapitel 2.1.3
eingeführten Stabilitätsparameter sind vertikale Beobachtungen in der Atmosphäre not-
wendig. Anhand der 12 UTC1–Daten der Radiosondenstationen werden die konvektiven
Umgebungsbedingungen untersucht. Dazu werden Temperatur-, Feuchte- und Wind-
messungen auf den Hauptdruckflächen und signifikanten Niveaus (Punkte mit markan-
ten Änderungen) auf ein äquidistantes Gitter von ∆z = 10 m interpoliert. Nur Tage mit
einer Mindestaufstiegshöhe bis auf 200 hPa und mindestens 15 vertikalen Messpunkten
werden berücksichtigt.
Deutschland
In Deutschland werden Zeitreihen an sieben der aerologischen Stationen des DWD un-
tersucht, die einen relativ langen homogenen Datensatz mit wenigen Datenausfällen auf-
weisen (siehe Abb. 3.1, A – G). Für die beiden Stationen Schleswig (A) und Stuttgart (F)
stehen jeweils Daten von 1957 bis 2009 zur Verfügung, wobei bei beiden der Ausfall der
Messungen unter 1,2% liegt (siehe Tabelle 3.1). Aufgrund einer zu geringen Aufstiegs-
höhe2 der Radiosonden in den Jahren 1972 und 1973 werden für die Trendanalyse die
1 Universal Time Coordinated: Während der mitteleuropäischen Sommerzeit (MESZ) werden zwei
Stunden addiert, um die deutsche Lokalzeit zu erhalten.
2 In den Archiven nur unterhalb von 500 hPa verfügbar.
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Abb. 3.1.: Radiosondenstationen für Deutschland (A – G) und Europa (1 – 26) mit einem Erfas-
sungsradius von 100 km.
jährlichen Perzentilwerte (Kapitel 5) durch eine lineare Interpolation mit dem davor lie-
genden und anschließenden Jahreswert bestimmt. An den anderen fünf Stationen werden
jeweils Zeitreihen von 1978 bis 2009 untersucht. Hier liegt der Ausfall der Messungen
unter 3,2%, was einem maximalen Ausfall von 6 Tagen pro SHJ entspricht.
Europa
Zusätzlich werden Stabilitätsparameter an weiteren 26 Stationen europaweit untersucht
(Abb. 3.1, 1 – 26), die innerhalb von 37,9 und 63,7◦N beziehungsweise – 10,3 und 21,0◦O
liegen. Verwendet werden die qualitätsgeprüften und bereinigten Daten des Integrated
Global Radiosonde Archive (IGRA)3 des National Climatic Data Center (NCDC), das
täglich weltweit ihre Radiosondendaten aktualisiert und kostenfrei zur Verfügung stellt
(Durre et al., 2006; Durre und Yin, 2008). Untersucht werden die Daten ab 1971 (Aus-
nahmen siehe Tabelle 3.1), da erst ab diesem Zeitpunkt Feuchtemessungen aus höheren
Schichten ausreichend vorliegen. An der Station De Bilt (7) wird der Jahresperzentil-
wert für 1999 aufgrund des hohen Datenausfalls äquivalent zu den deutschen Stationen
3 http://www.ncdc.noaa.gov/oa/climate/igra/index.php
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Tab. 3.1.: Radiosondenstationen in Deutschland (A – G) und Europa (1 – 26). Fett sind zum Text
abweichende Zeitreihen dargestellt.
Land Nummer Ort Latitude Longitude Höhe [m] Zeitperiode Ausfall [%]
1 NO 01241 ORLAND 63,70 9,60 10 1971 – 2009 18,4
2 NO 01415 STAVANGER/SOLA 58,87 5,67 37 1971 – 2008 11,4
3 SW 02365 TIMRA/MIDLANDA 62,53 17,45 6 1971 – 2009 10,0
4 UK 03005 LERWICK 60,13 – 1,18 84 1971 – 2009 9,9
5 UK 03808 CAMBORNE 50,22 – 5,32 88 1971 – 2009 13,1
6 EI 03953 VALENTIA 51,93 – 10,25 30 1971 – 2009 11,4
7 NL 06260 DE BILT 52,10 5,18 4 1971 – 2009 11,6
8 SZ 06610 PAYERNE 46,82 6,95 501 1971 – 2009 11,4
9 FR 07110 BREST 48,45 – 4,42 103 1971 – 2009 14,8
10 FR 07145 TRAPPES 48,77 2,00 168 1971 – 2009 14,2
11 FR 07180 NANCY 48,68 6,22 212 1971 – 2008 13,5
12 FR 07481 LYON 45,73 5,08 240 1971 – 2009 17,4
13 FR 07510 BORDEAUX 44,83 – 0,68 61 1971 – 2009 11,2
14 FR 07645 NIMES 43,87 4,40 62 1971 – 2009 12,6
15 FR 07761 AJACCIO 41,92 8,80 9 1971 – 2009 11,2
16 SP 08001 LA CORUNA 43,37 – 8,42 67 1971 – 2009 18,8
17 GI 08495 GIBRALTAR 36,15 – 5,35 4 1971 – 2009 9,3
A GM 10035 SCHLESWIG 54,53 9,55 48 1957 – 2009 1,1
B GM 10184 GREIFSWALD 54,10 13,40 6 1978 – 2009 3,2
C GM 10393 LINDENBERG 52,22 14,12 110 1978 – 2009 2,6
D GM 10410 ESSEN 51,40 6,97 153 1978 – 2009 2,3
E GM 10548 MEININGEN 50,57 10,38 453 1978 – 2009 3,0
F GM 10739 STUTTGART 48,83 9,20 315 1957 – 2009 1,1
G GM 10868 MÜNCHEN 48,25 11,55 489 1978 – 2009 1,1
18 AU 11035 WIEN/HOHE WARTE 48,23 16,37 200 1971 – 2009 14,3
19 EZ 11520 PRAHA/LIBUS 50,00 14,45 305 1971 – 2009 11,7
20 LO 11952 POPRAD/GANOVCE 49,03 20,32 706 1971 – 2009 14,8
21 PL 12374 LEGIONOWO 52,40 20,97 96 1971 – 2009 16,8
22 HU 12843 BUDAPEST/LORINC 47,43 19,18 140 1971 – 2009 15,7
23 IT 16044 UDINE 46,03 13,18 92 1971 – 2009 19,4
24 IT 16080 MILANO 45,43 9,28 103 1971 – 2009 20,2
25 IT 16320 BRINDISI 40,65 17,95 10 1971 – 2009 14,9
26 IT 16429 TRAPANI 37,92 12,50 14 1976 – 2009 19,6
aus dem vorherigen und anschließenden Jahr interpoliert. Insgesamt weisen die euro-
päischen einen nicht unerheblich größeren Datenausfall (9 bis 20%) im Vergleich zu
deutschen Stationen auf.
3.2. Regionale Klimamodelle
Klimamodelle dienen zur Berechnung und Projektion des Klimas für einen bestimmten
Zeitraum, indem sie unter vorgegebenen Anfangs- und Randbedingungen die Änderung
des Zustands der Atmosphäre und somit die verschiedenen Prozesse des Klimasystems
räumlich und zeitlich beschreiben. Bevor jedoch auf ein regionales Klima geschlossen
werden kann, müssen zunächst die Prozesse auf der globalen Skala simuliert werden.
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Globale Klimamodelle (GCM) basieren auf der numerischen Lösung eines Gleichungs-
systems eines diskreten Gitters, wobei sie die wesentlichen physikalischen Prozesse der
Atmosphäre, des Ozeans, der Kryosphäre und der Biosphäre beinhaltet, die aufgrund
der hohen Rechenleistung jedoch in vereinfachter Form abgebildet werden. Um realisti-
sche Projektionen für die Zukunft zu berechnen, berücksichtigen die GCM großräumige
Effekte wie die natürliche Klimavariabilität (z.B. solare Aktivität) oder die Veränderung
der Treibhausgaskonzentrationen. Rückkopplungsprozesse wie die Repräsentativität der
Eiswolken in der oberen Troposphäre auf den Strahlungshaushalt (Waliser et al., 2009),
der Einfluss der arktischen Wolken auf das Abschmelzen der Meere (Semmler und Jung,
2012), das Abschmelzen des arktischen Eises auf die thermohaline Zirkulation, die Ver-
änderung der Lage von Permafrostböden oder die Kohlendioxid–Aufnahmefähigkeit der
Ozeane stellen derzeit für die Modellierer große Herausforderungen dar (IPCC, 2007,
Kap. 8).
Globale Modelle unterliegen jedoch einigen Beschränkungen. Wie bereits angedeutet,
werden viele physikalische Prozesse durch einfache Parametrisierungen nur stark ver-
einfacht wiedergegeben. Beispielsweise haben GCM Schwierigkeiten, konvektive Be-
dingungen und damit den Tagesgang von Niederschlag, insbesondere in den warmen
Sommermonaten über Land, wiederzugeben (z.B. Lee et al., 2008a). Außerdem wird der
Feuchtegehalt in der unteren Troposphäre während konvektiver Ereignisse häufig unter-
schätzt (Mapes et al., 2009). Aufgrund der Größe des Gebiets und der damit verbundenen
hohen Rechenleistung, haben die Modelle nur eine grobe Auflösung von 100 – 200 km,
wodurch die horizontalen und vertikalen Gradienten (z.B. Windfelder, Mohr, 2008) ge-
ringer als in der Realität ausfallen.
Mit Hilfe von regionalen Klimamodellen (RCM), die durch die Variablen des GCM
am Rande des Simulationsgebiets angetrieben werden (Nesting), wird für ein kleineres,
begrenztes Gebiet das regionale Klima modelliert. RCM sind in der Lage, besser die
lokalen Austauschprozesse zwischen Landoberflächen und Atmosphäre wiederzugeben,
da sie über eine höhere Auflösung von nur wenigen Kilometern verfügen. Durch die
Zunahme der Rechenkapazität moderner Supercomputer werden inzwischen hochaufge-
löste regionale Klimasimulationen mit einem Gitterpunktsabstand unter 10 km betrieben
(siehe S. 68).
Um die zukünftige Entwicklung des Klimas zu untersuchen, fließen bereits in die
GCM Informationen über die globale Bevölkerungsentwicklung, über die industrielle
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Abb. 3.2.: Vergangene und projizierte Tempera-
turentwicklung in Abhängigkeit der verschie-
denen SRES (IPCC, 2007).
Entwicklung und über die damit verbun-
denen Emissionen ein. Die in der vor-
liegenden Arbeit verwendeten Klimamo-
delle basieren noch auf den Emissions-
szenarien (SRES4) des IPCC–AR4 (Na-
kic´enovic´ et al., 2000)5. Die bekanntes-
ten sind dabei das klimakritische A2, das
mittlere A1B und das „grüne“ (klima-
moderate) B1–Szenario (vgl. dazu Tem-
peraturentwicklungen in Abb. 3.2). Aus-
gangspunkt für die Projektionen sind
Modellsimulationen für ein vorindustri-
elles Klima, die zur Erfassung der Kli-
mavariabilität über einige hundert Jahre
gerechnet wurden (quasi–stabiles Gleich-
gewicht zwischen Atmosphäre und Oze-
an). Anschließend werden aus dieser
Kontrollsimulation Anfangsbedingungen herausgegriffen und das Klima für das
20. Jahrhundert mit den vergangenen Treibhausgaskonzentrationen gerechnet. Für die
Klimaprojektionen des 21. Jahrhunderts werden dann die Konzentrationen der verschie-
denen SRES als Randbedingung verwendet.
Bereits das Kapitel über den regionalen Klimawandel des IPCC–AR4 verweist darauf,
dass die resultierenden Klimaänderungssignale für Europa vor allem in Abhängigkeit
vom GCM variieren (Christensen et al., 2007). Daher ist es wichtig, mehrere Modelle
in die Untersuchungen mit einzubeziehen, um diesen Unsicherheitsbereich zu berück-
sichtigen. Auch das jeweilige anschließend verwendete RCM bewirkt aufgrund seiner
unterschiedlichen Parametrisierung und Modellphysik unterschiedliche Ergebnisse, die
für sich genommen jedoch plausibel sind. Ziel in der folgenden Arbeit ist es daher, eine
Vielzahl verschiedener Klimasimulationen (Ensemble) sowohl mit variierenden GCM
als auch RCM zu betrachten, um so besser die Unsicherheiten in einem zukünftigen
4 Special Report on Emission Scenarios
5 Inzwischen gibt es neue Emissionsszenarien, die für den nächsten IPCC–Bericht (IPCC–AR5, ge-
plante Publikation Ende des Jahres 2014) entwickelt wurden, und mit denen derzeit neue globale
Klimasimulationen gerechnet werden (van Vuuren et al., 2011).
65
3 Datengrundlage
Klima zu quantifizieren. Nachfolgend werden diese verwendeten regionalen Klimasi-
mulationen näher beschrieben.
COSMO CLM
Das nicht–hydrostatische dynamische atmosphärische Modell COSMO (COnsortium
for Small–scale MOdeling6) basiert auf dem vom DWD entwickelten Lokal–Modell
(LM) und wurde ursprünglich nur für die hochaufgelöste operationelle Wettervorhersa-
ge verwendet (Doms und Schättler, 2002). Inzwischen wurde von einer Nutzergruppe
für Forschungszwecke das Modell weiter entwickelt, sodass es in der Lage ist, hoch-
aufgelöste Klimasimulationen über mehrere Jahrzehnte zu rechnen (CCLM: COSMO–
Climate Local Model). Ursprünglich wurde das Modell ab 1999 vom Potsdam–Institut
für Klimafolgenforschung (PIK) entwickelt. Seit 2004 beteiligt sich das KIT ebenfalls
daran (z.B. Meissner et al., 2009; Vogel et al., 2009; Sasse, 2011) und führt inzwischen
verschiedene Klimasimulationen mit einer räumlichen Auflösung von 7 km durch (siehe
unten). Da eine wesentliche Idee der CLM–Entwicklung war, das Modell sowohl für
die Wettervorhersage als auch für Klimasimulationen einzusetzen, wurde es 2007 / 08
zum einheitlichen regionalen Atmosphärenmodell für Wettervorhersage und Klima als
COSMO 4.0 zusammengeführt (Rockel et al., 2008).
Die in COSMO verwendeten Modellgleichungen für kompressible Strömungen in
der Atmosphäre beruhen auf den Eulerschen Gleichungen der Hydro–Thermodynamik
(Baldauf et al., 2011). Damit das Modell nicht–hydrostatisch ist, werden die Gleich-
ungen ungefiltert verwendet – das heißt, es werden keine Einschränkungen des räum-
lichen Skalenbereichs gemacht. Somit wird die Vertikalbeschleunigung von Luftpake-
ten berücksichtigt, was insbesondere für kleinere Skalen wichtig ist (z.B. Konvektion).
Ausgehend davon erhält man die Gleichungen für die prognostischen Variablen Wind-
geschwindigkeit, Druck, Temperatur, spezifische Feuchte und spezifischer Wolkenwas-
sergehalt. Optional können die turbulente kinetische Energie, der spezifische Wolken-
eisgehalt und die spezifischen Wassergehalte von Regen und Schnee bestimmt werden.
Diabatische Prozesse, deren räumliche Skalen in der Regel kleiner sind als die Gitter-
weite, können in dem Modell nicht aufgelöst werden, sodass diese subskaligen Prozesse
durch physikalische Parametrisierungen beschrieben werden. Dies betrifft beispielswei-
se die Konvektion (z.B. Konvektionsparametrisierungen nach Tiedtke, 1989, nach Kain
und Fritsch, 1993, oder nach Bechtold et al., 2001), die Wolkenmikrophysik, den Nie-
6 http://www.cosmo-model.org/
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derschlag, die turbulenten Flüsse von Impuls, Wärme und Feuchte in der Atmosphäre
und an der Erdoberfläche sowie Prozesse im Boden. Die Strahlung dagegen wird appro-
ximativ berechnet.
Abb. 3.3.: Beispiel eines rotierten Koordinaten-
systems für Europa: Rotierte Länge und Brei-
te (blaue Linien) für ein sphärisches Koordi-
natensystem mit dem Nordpol am Punkt PN
mit den geografischen Koordinaten λN = 162◦W
und φN = 39,25◦N; Länge und Breite des un-
rotierten geografischen Systems (orange Linien:
Lautenschlager, 2008).
Um die atmosphärischen Vorgänge auf
der Erde betrachten zu können, wer-
den die Gleichungen in ein Kugelkoordi-
natensystem transformiert. Anschließend
wird das System rotiert, um die Proble-
matik durch die Drängung der Meridiane
am Pol (Polproblem) zu vermeiden (sie-
he Abb. 3.3). Der Äquator wird dabei
so gedreht, dass das Modellgebiet hal-
biert wird. Zusätzlich erfolgt eine Trans-
formation in ein geländefolgendes Ko-
ordinatensystem7, um aufwendige Rand-
bedingungen durch die Berücksichtigung
der Geländeformen und damit verbunde-
ne komplexe numerische Lösungen zu
umgehen. Für die numerischen Lösun-
gen der Gleichungen werden räumliche
und zeitliche Diskretisierungen durchge-
führt. So repräsentiert jeder Gitterpunkt
den Mittelpunkt eines Gittervolumens.
An ihm werden die skalaren Modellva-
riablen definiert, während die einzelnen
Windkomponenten an den entsprechenden Begrenzungsflächen der Gitterzelle liegen.
Der Vorteil dieses sogenannten Arakawa–C/Lorenz–Gitter ist eine einfachere Betrach-
tung der Flüsse durch die Seitenflächen des Gittervolumens. Die zeitliche Diskreti-
sierung erfolgt durch konstante Zeitschritte ∆t. Sowohl das Runge–Kutta–Verfahren
(Zwei–Schritt–Verfahren) als auch das Leapfrog–Verfahren (Drei–Schritt–Verfahren)
7 Anstelle z wird im COSMO als Vertikalkoordinate ζ verwendet, wobei diese definitionsgemäß un-
abhängig von der Zeit und das sich damit ergebende ζ–System ein nicht–deformierbares Koordina-
tensystem ist. Es kann zwischen drei geländefolgenden Koordinaten ζ gewählt werden: (1) höhenba-
sierte Koordinate σ = p/pB, die auf dem Referenzdruck (Bodendruck pB) basiert, (2) höhenbasier-
te Koordinate, die nach Gal–Chen modifiziert wird, oder (3) exponentielle, höhenbasierte SLEVE
(Smooth Level Vertical)–Koordinate (Doms und Schättler, 2002).
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Abb. 3.4.: Schematische Darstellung der Modellkette, die in dem Projekt „Hochwasser im Kli-
mawandel“ verwendet wurde (nach Schädler et al., 2012a).
sind implementiert. Weitere detaillierte Informationen finden sich bei Doms und Schätt-
ler (2002).
CCLMIMK
Für das CEDIM8–Projekt „Hochwasser im Klimawandel“ wurden für Deutschland
hochaufgelöste Klimasimulationen am IMK des KIT auf Basis zweier GCM durch-
geführt (Schädler et al., 2012a; Berg et al., 2012b; Wagner et al., 2012). Zum Re-
gionalisieren wurden zwei verschiedene RCM, das CCLM und das WRF9, verwendet
(vgl. Abb. 3.4). Unter Berücksichtigung des Tiedtke–Schemas (1989) zur Parametrisie-
rung der Effekte durch subskalige flache und hochreichende Konvektion wurden mit
dem CCLM (Version 4.8) verschiedene Simulationen mit dem Runge–Kutta–Verfahren
(Zeitschritt: 60 s) auf 40 Modellflächen durchgeführt. Die hochaufgelösten Modelldaten
wurden dabei über ein zweifaches Nesting des Modellgebiets mit einem Zwischenschritt
von 0,440◦ Auflösung (∼ 50 km) berechnet (118×110 Gitterpunkte), wobei ein rotier-
tes Koordinatensystem über Europa (λN = – 170◦W, φN = 40◦N) verwendet wurde. An-
schließend wurde das Modell im zweiten Nestingschritt mit einer Auflösung von 0,065◦
8 Center for Disaster Management and Risk Reduction Technology, http://www.cedim.de
9 Aufgrund fehlender 3D–Daten um 12 UTC wurde der Datensatz hier nicht verwendet.
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Abb. 3.5.: Darstellung der Simulationsgebiete für das erste und zweite Nesten im CCLM (grün)
und WRF (orange, Berg et al., 2012b).
(∼ 7 km) für Deutschland (165×200 Gitterpunkte) gerechnet (vgl. Abb. 3.5, grün). Eine
ausführlichere Beschreibung der Daten findet sich bei Berg et al. (2012b).
Angetrieben wurde das CCLM für den Kontrollzeitraum (C20) von 1971 – 2000 so-
wohl mit den europäischen Reanalysedaten10 ERA40 (E40, Uppala et al., 2005) des
ECMWF (Europäisches Zentrum für mittelfristige Wettervorhersage), als auch mit den
Globalmodellen ECHAM5/MPI–OM–Modell (E5) des Max–Planck–Instituts für Me-
teorologie (MPI–M) in Hamburg (Roeckner et al., 2003) und CCma3–Modell (C3, Sci-
nocca et al., 2008). Die zukünftigen Szenarien wurden mit dem E5 von 2011 – 2050 und
mit dem C3 von 2001 – 2050 bestimmt. Da die Emissionsszenarien in der betrachteten
Zukunft noch sehr ähnliche Ergebnisse aufweisen, wurde nur das mittlere Szenario A1B
berücksichtigt (Schädler et al., 2012a).
Vom Globalmodell E5 wurden alle drei Modellläufe (Lauf R1, R2, R3) verwendet,
die sich durch ihre unterschiedlichen Startzeiten, die jeweils 25 Jahre auseinander lie-
gen, unterscheiden. Die Anfangsbedingungen wurden dazu aus dem 500–jährigen Kon-
10 Datensatz, der unter Berücksichtigung verschiedener Beobachtungen wie Radiosondenaufstiege,
Satelliten-, Bojen- und Flugzeugmessungen und meteorologische Messstationen das vergangene Kli-
ma mit einer aktuellen Modellversion im Nachhinein berechnet wurde.
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trolllauf entnommen, der von einer konstanten Treibhausgaskonzentration im Jahr 1860
ausgeht. Diese drei Läufe sollen die natürliche Variabilität des Klimas wiedergeben.
CoastDatII
Am Institut für Küstenforschung des Helmholtz–Zentrums Geesthacht (HZG) wird zur
Analyse des Küstenwetters, insbesondere der bodennahen maritimen Windfelder, der so-
genannte „CoastDatII“ Reanalysedatensatz erstellt11. Als Antrieb werden die globalen
NCEP–NCAR 1 Reanalysedaten (zukünftig (NCEP1) des National Centers for Environ-
mental Prediction (NCEP) und des National Center for Atmospheric Research (NCAR)
verwendet (Kalnay et al., 1996; Kistler et al., 2001). Der Vorteil dieses Reanalyseda-
tensatzes ist, dass sich über den gesamten Zeitraum die assimilierten Datensätze nicht
wesentlich verändert haben. Der Nachteil ist allerdings, dass weniger hoch entwickelte
physikalische Parametrisierungen als in aktuellen operationellen Wettervorhersagesys-
temen verwendet werden. Mit Hilfe der Methode des spektralen Nudgings (von Storch
et al., 2000; Feser et al., 2011) zur realitätsnahen Abbildung der großräumigen Zirkulati-
on wird das CCLM (Version 4.8) für den Zeitraum von 1948 bis in die Jetztzeit angetrie-
ben, wobei der Datensatz derzeit monatlich aktualisiert wird. Die Simulationen haben ei-
ne räumliche Auflösung von 0,22◦ (∼ 24 km, 234×228 Gitterpunkte) mit 40 vertikalen
Modellschichten (Gebiet siehe Abb. 3.6). Der Output der Variablen erfolgt stündlich.
Betrachtet wird ganz Europa, inklusive weiter Teile des Nordatlantik sowie der Nord-
und Ostsee. Wie bei den CCLM–IMK–Läufen wird das Tiedtke–Schema (1989) für die
Parametrisierung flacher und hochreichender Konvektion auf einem rotierten Koordi-
natensystem (λN = – 170◦W, φN = 35◦N) verwendet, wobei als Zeit–Integrationsschema
ebenfalls das Runge–Kutta–Verfahren dient (Zeitschritt: 150 s). CoastDatII ist der Nach-
folger des CoastDatI–Laufs, der als regionales Modell REMO (REgionales KlimaMO-
dell12) verwendet hat und nur eine Auflösung von etwa 50 km besitzt.
CCLMKonsortialläufe
Die sogenannten CCLM–Konsortialläufe, zukünftig als CCLM–KL bezeichnet, wurden
im Auftrag des Bundesministeriums für Bildung und Forschung (BMBF) durchgeführt
und unter Koordination der BTU Cottbus und der Verantwortung der Gruppe Modelle
und Daten (M&D) am Deutschen Klimarechenzentrum (DKRZ) in Hamburg durchge-
11 http://www.coastdat.de
12 http://remo-rcm.de/
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Abb. 3.6.: Modellgebiet von CoastDatII (Geyer, 2012, persönliche Kommunikation).
führt. In der CERA13–Datenbank stehen sie zur freien Verfügung zum Herunterladen
bereit.
Mit COSMO–CLM 3.1 wurden die Simulationen für Europa (Abb. 3.7) durchgeführt
(Hollweg et al., 2008), wobei Deutschland davon nur 7,8% der Fläche einnimmt. Insge-
samt hat das Modellgebiet 257×271 Gitterpunkte, was einer Größe von 4500×5000 km2
entspricht. Ohne Relaxationszone hat das Modellgebiet nur noch 241×255 Gitterpunk-
te. Die Daten liegen auf einem rotierten Originalgitter (Datastream 2, D2) und auf
einem geografischen Gitter (Datastream 3, D3) vor, wobei die horizontale Auflösung
0,165◦ (∼ 18 km, D2) beziehungsweise 0,2◦ (D3) beträgt. Der rotierte Nordpol liegt
bei λN = – 162,0◦W und φN = 39,25◦N (siehe Abb. 3.3). Insgesamt hat die verwende-
te Modellkonfiguration 32 Schichten in einem skalierten σ–System, wobei 11 Schich-
ten unterhalb 2000 m liegen. Die zeitliche Diskretisierung erfolgt mit dem Leap–Frog–
Verfahren (Zeitschritt: 90 s). Die Simulationsperiode umfasst den Zeitraum von 1960
bis 2100, wobei die Läufe durch das GCM ECHAM5/MPI–OM–Modell regionalisiert
wurden. Insgesamt liegen drei Realisierungen (R1 – R3) für die nahe Vergangenheit
(C20) und zwei (R1+R2) für die Zukunft vor, wobei ab 2001 zwei verschiedene SRES–
13 Climate and Environmental Data Retrieval and Archive: http://cera-www.dkrz.de/
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Abb. 3.7.: Modellgebiet der CCLM–KL: Der äußere rote Rahmen trennt die Relaxationszone
vom eigentlichen Auswertegebiet, der innere rote Rahmen hat nur technische Bedeutung (Holl-
weg et al., 2008).
Szenarien verwendet wurden (A1B, B1). Eine Zusammenfassung aller in dieser Arbeit
verwendeten Modelldaten inklusive der verwendeten Zeiträume findet sich in Tabel-
le 3.2. In Abbildung 3.8 ist zusammenfassend die Orografie der drei Datensätze für
Deutschland dargestellt.
In der vorliegenden Arbeit ist zu berücksichtigen, dass die Konvektionsparameter
CAPE und LI abhängig vom verwendeten Datensatz unterschiedlich berechnet werden:
Während für die CAPE100 der Radiosonde über die untersten 100 hPa gemittelt wurde,
bedeutet die Variablenausgabe CAPEML im COSMO eine Mittelung über die unters-
ten 50 hPa (Leuenberger et al., 2010). In den CoastDatII–Daten ist die Modellvariable
CAPECON ein direktes Produkt aus dem Konvektionsschema nach Tiedtke. Sie ähnelt
den bereits genannten Versionen, ist aber nicht mit diesen identisch. Der LIB in den
CoastDatII–Daten ist anhand der einzelnen meteorologischen Parameter mit dem glei-
chen Fortranprogramm wie bei den Radiosondendaten berechnet worden. Im Gegensatz
dazu ist der LIB im CCLM eine direkte Modellgröße. Für letztere wird als Startniveau
für die Hebungskurve das erste Modellniveau verwendet, das nicht exakt den interpo-
lierten Werten in 2 m entspricht, sondern geringfügig höher liegt.
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Abb. 3.8.: Modellorografie des (a) CCLM–IMK (0,065◦), (b) CoastDatII (0,22◦) und (c) CLM–
KL (0,165◦).
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Tab. 3.2.: Übersicht der verwendeten Modelldatensätze hinsichtlich globalen Antriebs, Zeit-
raums, Zukunftsszenarios und der horizontalen Auflösung.
Modell Antrieb Zeitraum Szenario Auflösung
CCLM–IMK E40 1971 – 2000 – 0,065◦ (∼ 7 km)
E5, R1 – R3 1971 – 2000 –
E5, R1 – R3 2011 – 2050 A1B
CC3 1971 – 2000 –
CC3 2001 – 2050 A1B
CoastDatII NCEP1 1951 – 2010 – 0,22◦ (∼ 24 km)
CCLM–KL (D2) E5, R1+R2 1971 – 2000 – 0,165◦ (∼ 18 km)
E5, R1+R2 2021 – 2050 A1B, B1
3.3. Blitz Informationsdienst von Siemens (BLIDS)
Zur Filterung der Versicherungsdaten werden Blitzdaten des kommerziellen BLitz
Informations–Diensts von Siemens (BLIDS) der Siemens AG14 in Karlsruhe verwen-
det. Die Ortung der Blitze beruht auf zwei Messprinzipien:
– Laufzeitmessung: Nach der Entladung breitet sich das elektromagnetische Signal
mit Lichtgeschwindigkeit c aus. Stabantennen, die über GPS zeitlich synchroni-
siert sind, messen zu unterschiedlichen Zeiten das ankommende Signal, sodass
durch die Differenzen der genaue Erstladungsort bestimmt werden kann.
– Kreuzpeilung: Die Messantennen sind in der Lage, die Richtung des ankommen-
den Blitzsignals zu messen. Anhand weiterer Antennen kann anschließend auf den
Erstladungsort geschlossen werden.
Da die Messantennen (derzeit ca. 15 Stationen in Deutschland) eine Synchronisa-
tionszeit von etwa ∆t = 10−6 s haben und sich der elektromagnetische Impuls mit
c ≈ 3 · 108 m s−1 ausbreitet, kann das System mit einer Genauigkeit von etwa 300 m
messen (Damian, 2011).
Die Daten, die Informationen über den Ort, die Zeit und Charakteristik (Stärke, Art
und Polarität) enthalten, werden von 1992 – 2000 verwendet, wobei nur Wolken–Boden–
Blitze berücksichtigt werden. Bereits durchgeführte Arbeiten zeigen eine hohe jährliche
Variabilität der Blitzereignisse und eine hohe räumliche Variabilität der mittleren jährli-
chen Blitzdichten (siehe Abb. 3.9; Damian, 2011).
14 http://www.blids.de
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Abb. 3.9.: Mittlere jährliche Blitzdichte in Deutschland (2000 – 2009; Damian, 2011).
3.4. Schadendaten von Versicherungen
Aufgrund ihrer geringen lokalen Ausdehnung sind Hagelereignisse durch das meteoro-
logische Messnetz des DWD nicht ausreichend erfasst. Außerdem stehen in Deutschland
bisher auch keine geeigneten Messgeräte für Hagel zur Verfügung15. Datenbanken mit
Beobachtungen von Unwetterereignissen, wie beispielsweise die ESWD (Dotzek et al.,
2009), haben sich leider erst in den letzten fünf Jahren etabliert, sodass dort die Mel-
dungen noch sehr lückenhaft und somit für statistische Auswertungen ungeeignet sind.
Schadendaten von Versicherungen, wie sie dem IMK zur Verfügung gestellt wurden, lie-
15 Zukünftig ist vom IMK–TRO geplant, erste Messstationen der Landesanstalt für Umwelt, Messungen
und Naturschutz (LUBW) in Baden–Württemberg mit Hagelsensoren (HaSe; siehe Löffler-Mang
et al., 2011) auszustatten. Das Messgerät ist in der Lage, über die Messung von Schallwellen mit
kleinen Piezomikrofonen in einem wetter- und UV–beständigen Gehäuse aus Makrolon auf Hagel
inkl. seinem Durchmesser zu schließen.
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Tab. 3.3.: ANELFA–Skala für verschiedene Hagelintensitäten nach Dessens et al. (2007).
Klasse maximaler
Durchmesser
[cm]
Äquivalent kinetische
Energie [J m2]
typische Schäden
A0 < 1 Erbse 0 – 30 Verkehrsunfälle, Schäden an Blüten
A1 1 – 1,9 Traube, Murmel,
Kirsche
30 – 100 Schäden an Wein, Obst & Tabak
A2 2 – 2,9 Taubenei 100 – 400 schwere Schäden an Getreide, Gemüse &
Bäumen
A3 3 – 3,9 Walnuss,
Tischtennisball
400 – 800 Totalschaden an Feldfrüchten, Fenster- &
Glasbruch, PKW–Schäden
A4 4 – 4,9 Hühnerei, Golfball > 800 Winterlandschaft, getötete Tiere, Verletz-
ungen bei Menschen, Schäden an Flugzeugen
A5 ≥ 5 Orange, Pfirsich,
Apfel, Tennisball
extrem gefährlich, Tod ungeschützter
Personen
gen dagegen oft flächendeckend und über einen längeren Zeitraum vor. Elementarscha-
dendaten (Gebäude) lassen Rückschlüsse auf schwere Hagelereignisse ab einem Korn-
durchmesser von 2 bis 2,5 cm (Stucki und Egli, 2007) zu, während hingegen Schäden
in der Landwirtschaft bereits bei wenigen Millimetern auftreten. Tabelle 3.3 zeigt eine
Zusammenfassung einer Hagelschadenklassifizierung nach der ANELFA–Skala (Asso-
ciation National d’Etude et de Lutte contra les Fléaux Atmosphériques) von Dessens
et al. (2007). Sie wurde nach dem Modell der Fujita–Skala für Tornados (Fujita, 1971)
entwickelt und basiert auf mehr als 3 000 Hagelereignissen, die in Frankreich über einen
Zeitraum von 16 Jahren gemessen wurden.
3.4.1. Schadendaten der SV Sparkassenversicherung (SV)
Die SV SparkassenVersicherung Holding AG16 (nachfolgend abgekürzt mit SV) ist bun-
desweit Marktführer der Gebäudeversicherungen gegen Elementarschäden wie Sturm,
Hagel, Hochwasser, Überschwemmung, Schneedruck und Erdbeben (Abb. 3.10). Nach
eigenen Angaben versichert sie derzeit rund zwei Drittel der Gebäude in Baden–
Württemberg und hat darüber hinaus seit einigen Jahren durch mehrere Fusionen ei-
nen hohen Anteil auch in Hessen und Thüringen. Zwischen 1960 und 1994 herrschte
in Baden–Württemberg eine Gebäudeversicherungspflicht, die im Zuge der Liberalisie-
rung des Versicherungsmarkts im Jahre 1994 abgeschafft wurde. Die sich damals in Län-
16 http://www.sparkassenversicherung.de
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Abb. 3.10.: Verteilung der Elementarschäden an Gebäuden der SV für Baden–Württemberg
(1986 – 2008).
derbesitz befindlichen Gebäudeversicherungsanstalten wurden privatisiert und somit die
Monopolstruktur aufgelöst (Kuhn et al., 2008).
Für die vorliegende Arbeit liegen die Daten seit 1986 vor. Sie wurden auf das Jahr
201017 inflationsbereinigt und mit Hilfe eines Quotienten aus der mittleren Anzahl der
Verträge und der Verträge pro Jahr korrigiert, um die jährliche Variabilität des Portfolios,
insbesondere die Abnahme der Verträge nach 1994 und den Anstieg in 2005 aufgrund
einer Fusion der Sparkassenversicherer in Baden–Württemberg, Hessen, Thüringen und
Teilen von Rheinland–Pfalz, zu berücksichtigen (siehe Abb. 3.11). Abhängig vom Scha-
dentag werden die Anzahl der Schadenmeldungen und die daraus resultierenden Scha-
17 Für das Kapitel 4 standen die Daten nur von 1986 – 2008 zur Verfügung und wurden auf das Jahr
2008 inflationsbereinigt.
Abb. 3.11.: Anzahl der Verträge der SV für Baden–Württemberg (1986 – 2010).
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Abb. 3.12.: Anteil der Hagelversicherer in der Landwirtschaft an der versicherten deutschen
Agrarfläche im Jahr 2010 (nach VH, 2010).
densummen für jedes 5–stellige Postleitzahlengebiet aufgelistet (weitere Informationen
siehe Puskeiler, 2009).
Problematisch ist, dass die Gebäudeschadendaten von verschiedenen Faktoren abhän-
gig sind. So wird die Schadenhöhe von der Anzahl der Hagelkörner, der vorherrschen-
den Windgeschwindigkeit und der Art und Größe der Gebäude beeinflusst. Die Anzahl
der Schadenmeldungen wird insbesondere durch die Vulnerabilität (Schadenanfällig-
keit) der Bauwerke und die Bebauungsdichte in einer Region beeinflusst. Außerdem
weisen neuere Gebäude beispielsweise mit Solaranlagen, Wintergärten und Dachfens-
tern sowie moderne Baumaterialien eine größere Schadenanfälligkeit auf als ältere (ver-
mehrt Metall- und Kunststoffelemente mit zu geringem Hagelwiderstand; Stucki und
Egli, 2007).
3.4.2. Schadendaten der Vereinigten Hagel (VH)
Nach dem Zusammenschluss der Norddeutschen Hagel und der Leipziger Hagel 1993 ist
die neu entstandene Vereinigte Hagel VVaG (nachfolgend abgekürzt mit VH)18 Deutsch-
lands größte Landwirtschaftsversicherung und deckt zusammen mit ihrem Partner Köl-
nische Hagel ungefähr 60% der versicherten Agrarflächen in Deutschland ab (siehe
Abb. 3.12), europaweit sind es um die 4,8 Mio. Hektar. Die Versicherungssumme im
Jahr 2011 belief sich auf 8,4 Mrd.e (Stand: Oktober 2012).
18 http://www.vereinigte-hagel.net/
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Für die vorliegende Arbeit liegen die Daten von 2001 bis 2009 vor. Abhängig von ei-
ner Feldmark19 werden Schadentage aufgelistet, deren Schäden ausbezahlt worden sind.
Dabei wird jedes einzelne Ereignis durch einen geschulten Sachverständigen geprüft
und die Schadenquote ermittelt.
Ähnlich wie die SV Daten weisen die VH Daten Unsicherheiten über die Detekti-
on und Stärke von Hagelereignissen auf. So ergibt sich im Zusammenhang mit star-
ken Windböen ein wesentlich größerer Schaden. Ebenso spielt die Dauer eines Hagel-
schauers eine wesentliche Rolle. Die verschiedenen Obstkulturen oder Getreidesorten
unterliegen einer variierenden Schadenanfälligkeit, die insbesondere von dem Reifesta-
dium und der Jahreszeit abhängig ist. Beispielsweise sind Getreidesorten in der Blütezeit
im Frühsommer sehr gefährdet, während hagelempfindliche Obstbaukulturen wie Kern-
obst (Äpfel und Birnen) im Spätsommer anfälliger sind. Die Weinrebe dagegen gehört
zu den Kulturen, die der Gefahr eines Hagelschlags am längsten ausgesetzt sind. Au-
ßerdem ist es möglich, dass bereits nach dem ersten Hagelereignis in einem Jahr ein
Totalausfall der Ernte vorliegt, sodass anschließend eine Registrierung eines weiteren
Ereignisses in diesem Gebiet nicht mehr möglich ist.
3.4.3. Statistische Merkmale der Schadendaten
Derzeit ist nach den SV Schadendaten Hagel, gefolgt von Winterstürmen, mit circa
38% die Hauptschadenursache an Gebäuden in Baden–Württemberg (Abb. 3.10). Ins-
gesamt wurden von 1986 bis 2010 493 Hagelschadentage registriert. Dies entspricht
ungefähr 20 schadenrelevanten Tagen pro Jahr. Dabei wird ein Hagelschadentag defi-
niert, wenn mindestens 10 Schadenmeldungen ausbezahlt wurden. Abbildung 3.13 zeigt
über den gesamten betrachteten Zeitraum einen Anstieg der Schadentage um insgesamt
24,4± 10,3 Tage. Während anfänglich etwa 8 Schadentage pro Jahr verzeichnet wurden,
ist die Anzahl in den letzten Jahren auf über 30 Tage pro Sommerhalbjahr angestiegen.
Der treppenförmige Anstieg ist unter anderem eine Folge einer gestiegenen Vulnerabili-
tät der Gebäude. Inwiefern atmosphärische Veränderungen ihren Beitrag leisten, soll in
der vorliegenden Arbeit geklärt werden.
Die monatliche Verteilung von Hagel nach den SV Daten ähnelt anderen Studien in
Europa (Webb et al., 2001; Hohl et al., 2002; Fraile et al., 2003; Giaiotti et al., 2003;
Sioutas et al., 2009; Tuovinen et al., 2009). So zeigen sowohl die Anzahl der Ha-
19 Feldmarkt definiert eine Fläche, der alle Gebiete wie Äcker, Wälder, Weiden, Wiesen, etc. in einer
Gemeinde zugeordnet werden.
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Abb. 3.13.: Anzahl der Hagelschadentage pro Jahr nach der SV in Baden–Württemberg (1986 –
2010).
gelschadentage (Abb. 3.14, links) als auch die daraus resultierenden Schadensummen
(Abb. 3.14, mitte) den Juli als schadenrelevantesten Monat auf. Zusammen mit dem Mo-
nat Juni werden 60% der Hagelschadentage in den beiden Monaten registriert, während
die Schadensumme sogar 75% der Gesamtschadensumme ausmacht. Der Durchschnitts-
schaden liegt bei 1100e (ohne einen Selbstbehalt von derzeit 200e).
Die Schadendaten der VH verzeichnen von 2001 bis 2009 deutschlandweit 935 Hagel-
schadentage in der Landwirtschaft. Obwohl der Zeitraum wesentlich kürzer ist, entsteht
dieser dominante Unterschied zu der Anzahl der Hagelschadentage der SV aufgrund
Abb. 3.14.: Prozentuale monatliche Verteilung der Hagelschadentage (links) und der daraus re-
sultierenden Schadensummen (mitte) anhand der SV Daten in Baden–Württemberg (1986 –
2010). Prozentuale monatliche Verteilung der Hagelschadentage für den Zeitraum von 2001 –
2009 anhand der VH Daten (rechts).
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einer höheren Schadenanfälligkeit und dem rund 10 mal so großen Gebiet. Den Daten
der VH zufolge kommt es durchschnittlich an 104 Tagen (d.h. 57%) in Deutschland zu
Hagel. Die Anzahl der Hagelschadentage nur im Umkreis von 100 km um jede der sie-
ben Radiosondenstationen zeigt, dass neben Stuttgart (∑ 463) in der Nähe von Essen (∑
401) die meisten Hagelschadentage beobachtet werden. Nahe der zwei nordwestlichen
Stationen (Schleswig und Greifswald) ereignen sich im Gegensatz dazu etwa 100 Scha-
dentage im selben Zeitraum. Ein Rückschluss auf die Schwere der Hagelereignisse ist
allerdings anhand der Daten nicht möglich.
Nach der deutschlandweiten monatlichen Verteilung der Hagelereignisse der VH Da-
ten (Abb. 3.14, rechts) sind die beiden hagelintensivsten Monate ebenfalls Juni und Juli.
Allerdings ergibt sich eine etwas andere Häufigkeitsverteilung. So treten im April und
September mehr Hageltage auf als nach den SV Daten.
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4. Geeignete meteorologische Parameter zur Identifikation von
Hagelereignissen
Da bisher in Deutschland lange Zeitreihen von Hagelereignissen nicht vorliegen, ist eine
direkte Trendanalyse dieser Phänomene über mehrere Jahrzehnte nicht möglich. In der
vorliegenden Arbeit wird deshalb auf Proxydaten zurückgegriffen, für die lange Mess-
reihen vorliegen und die somit statistisch ausgewertet werden können. Zunächst wird
untersucht, welche meteorologischen Parameter den besten Zusammenhang zu Hageler-
eignissen aufweisen. Mit Hilfe der in Kapitel 2.2.1 beschriebenen mathematischen Ver-
fahren (Kontingenztabelle) wird ein Zusammenhang zwischen den meteorologischen
Größen, insbesondere den aus Radiosondendaten berechneten Konvektionsparameter
und -indizes (KPs), und Versicherungsschadendaten (Ereignis) hergestellt. In den SV
Daten wird ein Hageltag definiert, wenn im Umkreis von 100 km (siehe Diskussion in
Kap. 2.1.3) um die Radiosondenstation Stuttgart mindestens 10 Schadenmeldungen ein-
gegangen sind. Mittels der Daten der VH erfolgt die Definition eines Hageltags bereits
ab einem Ereignis im Umkreis von 100 km um die jeweilige Station in Deutschland,
da jedes Ereignis durch einen Sachverständigen vor Ort überprüft wurde. Basierend auf
einer 2×2 Kontingenztabelle werden für die verschiedenen Größen die Schwellenwer-
te für ein Hagelereignis und ihre dazugehörigen Genauigkeits- (POD, FAR, CSI) und
Qualitätsmaße (HSS,TSS) bestimmt.
4.1. Vergleich zwischen Konvektionsparametern und Schadendaten
Schadendaten der SV
Insgesamt werden in den SV Daten über die 23 Jahre (1986 – 2008) 377 Hageltage de-
tektiert, was durchschnittlich 16,4 Ereignissen pro Jahr entspricht. Abbildung 4.1 zeigt
exemplarisch die Verteilungen von POD, FAR und HSS für zwei Versionen der CAPE
an der Station Stuttgart. Sowohl für CAPEB als auch CAPE100 nehmen die Werte der
POD und FAR mit zunehmender konvektiver Energie in der Atmosphäre ab. Mit Hilfe
des HSS wird ein geeigneter Schwellenwert zur Unterscheidung zwischen Hagel- und
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Abb. 4.1.: Gütewerte als Funktion von CAPEB (links) und CAPE100 (rechts), validiert gegenüber
SV Daten innerhalb von 100 km um die Radiosondenstation Stuttgart (1986 – 2008).
Nicht–Hageltagen bestimmt. Wie Abbildung 4.1 zeigt, kann dieser eine Art Plateau am
Wendepunkt erreichen. Daher wird zur Festlegung des Schwellenwerts (SW) zusätzlich
die FAR berücksichtigt:
SW = max{HSS±0,04} ∩ min{FAR} . [4.1]
Nach dieser Definition ergibt sich für CAPEB und CAPE100 ein Schwellenwert
von 1112 J kg−1 beziehungsweise 439 J kg−1. In Tabelle 4.1 sind die Ergebnisse für
verschiedene meteorologische Parameter, insbesondere von KPs, an der Station Stutt-
gart zusammengefasst und nach dem HSS sortiert. Die Ergebnisse stimmen recht gut
mit den Studien von Kunz (2007) für Hagelereignisse sowie von Haklander und van
Delden (2003) und Pineda und Aran (2011) für Gewitterereignisse überein. In allen
Arbeiten wird die gemittelte Version des LI als bester Gewitter-/Hagelprädiktor identifi-
ziert. Ebenfalls liefern verschiedene Versionen der CAPE gute Ergebnisse. Geringfügige
Abweichungen zu den Schwellenwerten und Gütewerten von Kunz (2007) ergeben sich
in erster Linie durch einen größeren Radius um die Radiosondenstation (100 km anstatt
75 km) und durch einen größeren verfügbaren Datensatz (+ 8 Jahre).
Allgemein zeigen in Tabelle 4.1 die KPs mit gemittelten Startwerten für die Berech-
nung der Hebungskurve leicht höhere Werte des HSS als die Versionen, bei denen die
Startwerte allein auf den bodennahen Werten (TB,Td,B) basieren (CAPE, LI, DCI, SWP).
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Tab. 4.1.: Meteorologische Parameter inklusive ihrer hagelrelevanten Schwellenwerte und Güte-
werte (HSS, TSS, POD, FAR, CSI), basierend auf den SV Daten (1986 – 2008) und sortiert nach
dem HSS.
Parameter Schwellenwert HSS TSS POD FAR CSI
LI100 ≤ – 1,6 K 0,39 0,33 0,35 0,44 0,27
CAPE100 ≥ 439 J kg−1 0,35 0,26 0,28 0,41 0,24
CAPE10 ≥ 721 J kg−1 0,34 0,29 0,32 0,51 0,24
LIB ≤ – 3,6 K 0,34 0,31 0,36 0,57 0,24
PII ≥ 1,7 K km−1 0,34 0,29 0,32 0,53 0,24
DCIB ≥ 26,6 K 0,34 0,29 0,32 0,54 0,24
DCI100 ≥ 24,6 K 0,34 0,29 0,32 0,53 0,24
∆θE ≥ 6,2 K 0,33 0,28 0,32 0,55 0,23
SWP100 ≥ 2733 m3 s−3 0,32 0,25 0,26 0,45 0,22
CAPECCL ≥ 1978 J kg−1 0,31 0,25 0,27 0,50 0,21
CAPEmul ≥ 1057 J kg−1 0,30 0,29 0,34 0,62 0,22
CAPEB ≥ 1112 J kg−1 0,30 0,27 0,32 0,61 0,21
KO ≤ – 6,3 K 0,29 0,26 0,30 0,61 0,20
SHOW ≤ – 0,4 K 0,28 0,22 0,25 0,54 0,19
SWPB ≥ 7925 m3 s−3 0,27 0,23 0,26 0,59 0,19
Kmod ≥ 39,3 K 0,24 0,22 0,26 0,66 0,17
CIN100 ≥ – 35,47J kg−1 0,19 0,20 0,27 0,14 0,77
TB ≥ 26,89◦C 0,19 0,16 0,20 0,14 0,71
Td,B ≥ 15,8◦C 0,23 0,22 0,27 0,69 0,17
SWISS12 ≤ – 1,3 0,18 0,19 0,26 0,76 0,14
VT ≥ 28,5 K 0,17 0,20 0,30 0,79 0,14
TT ≥ 50,9 K 0,14 0,16 0,25 0,81 0,12
Tausl ≥ 29,81◦C 0,13 0,19 0,34 0,12 0,84
SWEAT ≥ 231 0,11 0,09 0,12 0,77 0,09
WSh0−6 ≥ 7,1 m s−1 0,00 0,01 0,82 0,08 0,92
CINS ≥ – 0,12 J kg−1 – 0,01 – 0,02 0,00 12,28 0,74
Lediglich beim DCI ist der Unterschied für die beiden Versionen vernachlässigbar. So-
mit hat die CAPE100, bei der der mögliche Einfluss durch eine überadiabatische Schich-
tung am Boden eliminiert wird und somit die Werte beziehungsweise der Schwellenwert
niedriger sind, einen besseren Skill Wert (HSS= 0,35) als die CAPEB (HSS= 0,30). Ei-
ne modifizierte Version der CAPE nach Manzato (2003), bei der nur bis in die Höhe von
– 15◦C integriert wird, zeigt keine Zunahme des HSS.
Drei der Parameter, die kinematische Eigenschaften berücksichtigen, zeigen mit die
niedrigsten Werte des HSS (SWISS12, SWEAT, WSh0−6). Allein der SWP weist eine
bessere Güte zur Bestimmung eines Hagelereignisses auf. Allerdings wird der Parameter
sehr durch die hohen Werte des HSS bei der CAPE dominiert. Im Vergleich wird deut-
lich, dass die Kombination mit der Windscherung (WSh0−6) keine wesentliche Verbes-
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serung zur CAPE allein bringt. In beiden Fällen ist der HSS des SWP um 0,03 niedriger
als der der dazugehörigen CAPE.
Hinsichtlich des theoretischen Konzepts, dem die KPs unterliegen, wird deutlich, dass
Parameter, die die latente Instabilität berücksichtigen, am relevantesten für das Auftre-
ten von Hagelereignissen sind (CAPE, LI, DCI) gefolgt von der potentiellen Instabilität,
repräsentiert durch PII, ∆θE und KO. Bedingte Labilität, hier nur durch den VT ausge-
drückt, scheint dagegen eine untergeordnete Rolle zu spielen. Einzelne meteorologische
Basisparameter wie die Auslösetemperatur Tausl,TB,Td,B und die Windscherung WSh0−6
scheinen ebenfalls zur Bestimmung von Hagel ungeeignet zu sein.
Um die Stabilität der Ergebnisse zu validieren, wird die Auswertung auf unterschied-
liche Datensätze angewendet: (i) kürzere Zeitreihen, um den Effekt von Inhomogeni-
täten in den Datenreihen zu berücksichtigen (vgl. dazu Kap. 5.1), (ii) Zeitreihen, die
Kaltfrontdurchgänge berücksichtigen (detektiert durch die Abnahme der pseudopotenti-
ellen Temperatur θe von mehr als 10 K), (iii) Ereignisse, die in einem kleineren Gebiet
um die Radiosondenstationen liegen, und (iv) Schadendaten der VH (siehe unten), um
die Unsicherheiten der SV Daten zu beachten. Insgesamt ist der Einfluss der ersten drei
Variationen gering. So bleiben sowohl die Reihenfolge der KPs als auch die Wahl des
optimalen Schwellenwerts relativ robust und bestätigen die in Tabelle 4.1 dargestellten
Ergebnisse. In Erweiterung der Arbeit von Kunz (2007) wurde der HSS für verschiedene
Kombinationen der einzelnen Parameter berechnet, umso die Diagnostik eines Ereignis-
ses zu verbessern (nicht gezeigt). Jedoch ergab sich keine Verbesserung der Qualitäts-
maße (insbesondere für die Kombination CAPE und CIN), sodass dies hier nicht weiter
berücksichtigt wird.
Viele Studien in den Vereinigten Staaten zeigen, dass schwere Gewitterstürme sowohl
mit einer hohen CAPE als auch einer großen Windscherung zwischen dem Boden und
6 km über Grund zusammenhängen (Craven et al., 2002; Brooks et al., 2003; Craven und
Brooks, 2004; Brooks et al., 2007). Auch Studien in Europa zeigen diesen Zusammen-
hang, der insbesondere für die Unterscheidung in der Stärke von Tornados hilfreich ist
(Groenemeijer und van Delden, 2007; Kaltenböck et al., 2009). Ähnlich wie bei Brooks
et al. (2003) sind in dem Streudiagramm der Abbildung 4.2 CAPE100 und WSh0−6
an Hagelschadentagen nach der SV gegeneinander aufgetragen. Anhand der Schaden-
frequenz1 wird zwischen verschiedenen schweren Ereignissen unterschieden. Es wird
deutlich, dass eine hohe Windscherung nur den Bereich von wirklich schadenintensiven
1 Quotient aus der Anzahl der Schadenmeldungen und der Anzahl der vorhandenen Verträge pro PLZ–
Gebiet.
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Abb. 4.2.: Streudiagramm zwischen CAPE100 und zugehöriger WSh0−6 (Station Stuttgart) an
verschiedenen schweren Hagelschadentagen nach der SV. In Klammern ist die Anzahl der Er-
eignisse angegeben.
Ereignissen (Schadenfrequenz > 100h, rot) von anderen Ereignissen trennt. Schwäche-
re Hageltage können dagegen auch bei einer geringen Scherung auftreten. Dies ist ein
Grund für den geringen HSS des SWP in Tabelle 4.1. Bei Berücksichtigung der NICHT–
Ereignisse zeigt sich, dass eine hohe Windscherung verbunden mit geringen Werten der
CAPE in der Regel für ein Ereignis nicht ausreichend ist.
Schadendaten der VH
Aufgrund der saisonalen Abhängigkeit der landwirtschaftlichen Schäden (siehe
Kap. 3.4) und weil 50 – 70% der Hagelschadentage um die jeweiligen Radiosonden-
stationen im Juni und Juli liegen, beschränkt sich die kategorische Verifikation auf die
sieben Stationen für diese beiden Monate. Jedoch ist zu berücksichtigen, dass eine hohe
räumliche Variabilität in der Anzahl der Hagelschadentage pro Station vorliegt.
Abbildung 4.3 zeigt exemplarisch den HSS und die zugehörigen Schwellenwerte für
die beiden Versionen der CAPE an allen sieben aerologischen Stationen in Deutschland.
Zum Vergleich sind auch die Ergebnisse für die SV Daten nahe Stuttgart im Juni und
Juli angegeben. Im Gegensatz zu Tabelle 4.1 ist CAPEB im Raum Stuttgart für beide
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Abb. 4.3.: HSS und SW für CAPEB (rot) und CAPE100 (blau), basierend auf den SV (nur Stutt-
gart) und VH Daten für die Monate Juni und Juli. Die Teilbilder befinden sich innerhalb des
Kreises, der den Erfassungsradius einer Radiosonde von 100 km repräsentiert.
Schadendatensätze hier der geeignetere Parameter, während der HSS der CAPE100 in
beiden Fällen niedriger ist. Für ganz Deutschland wird allerdings deutlich, dass nicht
eindeutig unterschieden werden kann, ob für die Startwerte der Hebungskurve ein Mit-
teln in der untersten 100 hPa–Schicht vorteilhaft ist oder nicht. Abhängig von der Station
zeigen CAPEB und CAPE100 unterschiedliche Werte des HSS. An der Station Schles-
wig beispielsweise hat CAPEB einen um 0,09 höheren HSS im Vergleich zur CAPE100.
Ähnliche Ergebnisse ergeben sich auch für die beiden Versionen des LI, wobei die Unter-
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schiede zwischen den HSS Werten geringer ausfallen. Ein deutschlandweiter Vergleich
der Güte der beiden Parameter zeigt, dass beide CAPE–Versionen an der Station Lin-
denberg, Meiningen, Stuttgart und München einen HSS größer als 0,30 besitzen. An den
anderen drei Radiosondenstationen weisen die beiden Parameter dagegen eine geringere
Qualität zur Bestimmung eines Ereignisses auf.
Die Schwellenwerte der CAPE (SV Daten) für die Monate Juni und Juli sind ähnlich
zu denen für das SHJ (vgl. Tabelle 4.1). Vergleicht man diese aber mit den Ergebnissen
für die VH Daten, ergeben sich bis auf eine Ausnahme (München, CAPEB) erheblich
niedrigere Werte. Grund hierfür ist, dass die VH Daten auch wesentlich schwächere Er-
eignisse beinhalten, bei denen die Labilität in der Atmosphäre nicht so stark ausgeprägt
sein muss. Des Weiteren zeigt sich eine erhebliche räumliche Variabilität der Schwellen-
werte. An den Stationen Greifswald, Lindenberg und München sind diese für CAPEB
am höchsten (> 900 J kg−1), wobei an der Station München ein fast doppelt so hoher
Wert als an Stuttgart berechnet wird. Die gemittelte CAPE hingegen zeigt die höchs-
ten Schwellenwerte für Schleswig, Lindenberg und München. Räumliche Rückschlüsse
können hier nicht gezogen werden.
Tabelle 4.2 fasst den HSS für die VH Daten der einzelnen KPs während der hagelin-
tensivsten Monate für die deutschen Radiosondenstationen zusammen. Zum Vergleich
werden in der ersten Spalte die Ergebnisse der SV Daten für die gleichen Monate auf-
geführt. Letztere zeigen gegenüber Tabelle 4.1 für alle KPs einen höheren HSS (außer
beim LI100). Im Fall des VT bedeutet dies eine Verbesserung um 0,15. Dies ergibt sich
insbesondere durch die Beschränkung auf den hagelintensivsten Zeitraum, indem die
Auftretenswahrscheinlichkeit durch Fokussierung auf die Monate mit den meisten Er-
eignissen erhöht wird.
Abhängig vom Gebiet haben die KPs eine unterschiedliche Qualität zur Bestimmung
von Hagelereignissen. Die drei südlichen Stationen Meiningen, Stuttgart und München,
zeigen für die meisten KPs HSS Werte über 0,30 an, während dies in Schleswig und
Greifswald fast nie erreicht wird. Daraus kann geschlossen werden, dass im nördlichen
Teil, insbesondere mit maritim geprägtem Klima, die Stabilitätsbedingungen in der At-
mosphäre als Auslöser von Hagel eine geringere Rolle spielen. Im Gegensatz zu den
Ergebnissen in Süddeutschland, wo insbesondere KPs, die latente Labilität ausdrücken,
bedeutend sind, zeigen sich an der Station Schleswig der TT (HSS= 0,32) und VT
(HSS= 0,25) als am besten geeignete Prädiktoren. Beide geben die Bedingungen der
bedingten Labilität wieder. Tabelle 4.3 fasst die zu Tabelle 4.2 zugehörigen Schwellen-
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4.1 Vergleich zwischen Konvektionsparametern und Schadendaten
Tab. 4.3.: Zu Tabelle 4.2 zugehörige Schwellenwerte (nach HSS) abhängig von der Radioson-
denstationen und den Schadendaten (Daten der SV bzw. VH).
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CAPEB ≥ 1112 612 710 936 947 510 659 1125 J kg−1
CAPE100 ≥ 491 114 129 99 134 81 83 166 J kg−1
SWPB ≥ 7517 4422 3689 6511 4430 4278 2730 3660 m3 s−3
SWP100 ≥ 2887 888 370 687 520 1362 796 570 m3 s−3
DCIB ≥ 24,2 23,6 25,7 24,7 24,3 22,9 22,7 26,5 K
DCI100 ≥ 24,2 18,8 22,3 24,3 22,4 20,2 20,3 23,0 K
∆θE ≥ 4,6 2,4 3,1 2,9 6,3 1,5 5,2 4,0 K
Kmod ≥ 39,7 34,9 36,1 36,8 38,6 35,9 37,1 34,5 K
KO ≤ – 5,8 – 2,1 – 1,9 – 2,3 – 7,1 – 1,5 – 3,0 – 4,3 K
LIB ≤ – 3,7 – 1,8 – 2,7 – 2,8 – 3,7 – 2,4 – 1,8 – 3,0 K
LI100 ≤ – 1,9 0,5 0,3 0,3 – 1,0 0,8 0,6 – 0,1 K
PII ≥ 1,5 0,2 0,5 1,2 1,2 0,1 0,5 1,0 K km−1
SHOW ≤ – 0,2 3,2 3,3 1,1 1,2 2,3 2,0 2,1 K
SWEAT ≥ 221 139 113 197 228 108 138 138
SWISS12 ≤ – 0,9 1,4 1,7 0,5 – 0,5 4,0 0,2 0,4
TT ≥ 50,0 47,8 49,0 50,5 51,0 47,0 48,3 47,7 K
VT ≥ 27,9 26,2 26,5 27,0 27,4 26,0 27,1 27,5 K
werte zusammen. Auch hier zeigen die Schwellenwerte der einzelnen KPs (VH Daten)
eine hohe Variabilität. Während bei CAPE100 beispielsweise die Spannweite von 80 bis
etwa 490 J kg−1 reicht, beträgt die Differenz beim LI100 bis zu 1,8 K.
Zusammenfassend wird der LI100 als der am besten geeignete hagel–relevanter Para-
meter an allen Stationen bestätigt. Auch beide Versionen der CAPE liefern in der Regel
gute Ergebnisse. Im Gegensatz zur Auswertung mit den SV Daten im SHJ zeigen sich
der TT und VT ebenfalls als guter Parameter; dies gilt insbesondere für den TT an den
Stationen Schleswig und Essen. Der SWISS12 und SWEAT zeigen sich auch hier als
ungeeignete Prädiktoren, sodass anzunehmen ist, dass kinematische Bedingungen, die
in beide Parameter einfließen, eine untergeordnete Rolle spielen. Die Kombination aus
CAPE und WSh0−6 (SWP) bringt dagegen vereinzelt eine Verbesserung gegenüber ei-
ner alleinigen Betrachtung der zugehörigen CAPE. Insbesondere an der Station Linden-
berg stellen sich beide Versionen als die geeigneteren Prädiktoren heraus. Ein geeigneter
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Schwellenwert ist sowohl vom Gebiet als auch von der Schwere der betrachteten Ereig-
nisse abhängig und kann nicht für ganz Deutschland einheitlich verwendet werden. Wer-
den die Konvektionsparameter mit Gewitterereignissen (Blitzdaten) vergleichen, zeigen
sich ähnliche Parameter als geeignet. Allerdings sind die Schwellenwerte im Vergleich
zu Hagelereignissen deutlich niedriger (ähnlich zu Kunz, 2007).
4.2. Korrelationen zwischen den Konvektionsparameter
Um Parameter mit ähnlichen Charakteristika zu eliminieren und somit die Anzahl für
die weiteren Analysen zu minimieren, werden ihre täglichen Werte miteinander korre-
liert. Verwendet wird der nicht–parametrische Rang–basierte Korrelationskoeffizient r
nach Spearman (Wilks, 1995), der von der Verteilungsfunktion unabhängig ist. Dies ist
insbesondere für die CAPE notwendig, da diese keiner Normalverteilung unterworfen
ist. Vorteil des Rangkorrelationskoeffizienten ist außerdem seine Robustheit gegenüber
Ausreißern. Die Korrelation wird aus allen täglichen Werten der KPs an allen sieben Sta-
tionen von 1957 (Schleswig, Stuttgart) beziehungsweise 1978 (Rest) bis 2009 bestimmt
(Tabelle 4.4). Negative Werte von r bedeuten, dass einer der beiden Parameter für ab-
nehmende Werte eine zunehmende Instabilität in der Atmosphäre aufweist (LI, SHOW,
KO, SWISS12).
Es lassen sich einige Beziehungen und Redundanzen zwischen den verschiedenen Pa-
rametern identifizieren, die oft unabhängig von ihrem zugrunde liegenden Konzept sind.
Wie erwartet, tritt in beiden Fällen zwischen SWP und CAPE eine sehr hohe Korrelation
mit r = 0,97 beziehungsweise 0,99 auf. Ebenfalls ist r zwischen den beiden Versionen
des SWP gleich dem zwischen CAPEB und CAPE100. Dies ist ein klarer Hinweis dar-
auf, dass der SWP durch die zugehörige CAPE primär dominiert und nur sehr marginal
durch die Windscherung bestimmt wird. Des Weiteren besteht eine hohe Korrelation
zwischen LI100 und SHOW beziehungsweise KO. Ersteres ergibt sich daraus, dass bei-
de Parameter dem gleichen physikalischen Konzept der latenten Stabilität unterliegen.
Die andere Beziehung dagegen ist etwas überraschend. Obwohl der DCI mit Hilfe des
LI kalkuliert wird, fällt die Korrelation zwischen beiden eher gering aus (r = – 0,41 und
– 0,53). Daraus lässt sich schließen, dass die Temperatur und der Taupunkt in 850 hPa
die primären Größen für den DCI im Vergleich zum LI sind.
Weiterhin weisen alle Parameter, bei deren Berechnung die Startwerte für die He-
bungskurve erst über die untersten Schichten gemittelt werden, gegenüber den Versio-
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Abb. 4.4.: Korrelationskoeffizient der täglichen Werte von CAPE100 und LI100 zwischen Schles-
wig bzw. München und den anderen deutschen Radiosondenstationen abhängig von der
Entfernung.
nen, die auf bodennahen Werten basieren, einen hohen Zusammenhang auf. Dies trifft
insbesondere bei den beiden Versionen des DCI (r = 0,98), aber auch für den LIB und
LI100 (r = 0,90) zu. Daraus kann man möglicherweise schließen, dass die überadia-
batischen Bedingungen nahe der Oberfläche, die regelmäßig in den Sommermonaten
vorherrschen, die Größe der Parameterwerte beeinflussen, während die allgemeine Sta-
bilität von den höheren Schichten geprägt ist. Allerdings zeigen beiden Versionen der
CAPE eine deutlich geringere Korrelation (r= 0,66). Grund hierfür ist, dass des Öfteren
aufgrund der vertikalen Mittelung die Temperatur- und Feuchtewerte zu niedrig sind,
sodass das Luftpaket das LFC nicht erreichen kann, während das Luftpaket, das direkt
vom Boden aus gestartet wird, dazu in der Lage ist. So ist beispielsweise an der Station
Stuttgart an 15% aller Tage CAPE100 = 0, während zum gleichen Aufstieg Werte der
CAPEB über Null liegen.
In Abbildung 4.4 wird der Korrelationskoeffizient nach Spearman zwischen den tägli-
chen Parameterwerten von CAPE100 und LI100 zwischen zwei Stationen bestimmt und
abhängig von der Entfernung aufgetragen. Es wird deutlich, dass r mit zunehmender
Distanz abnimmt. Nahe liegende Stationen weisen dagegen eine recht hohe Korrela-
tion auf. Dies weist darauf hin, dass, obwohl Radiosondenstationen Punktmessungen
sind, sie doch für ein größeres Gebiet repräsentativ sind. Beispielsweise ist bei einer
Entfernung von etwa 200 km zweier Stationen (Stuttgart und München beziehungswei-
se Schleswig und Greifswald) r > 0,7 (LI100). Weiterhin ist zu sehen, dass die Werte
der CAPE100 generell niedrigere Korrelationen aufweisen. Ein Grund hierfür ist wieder,
94
4.2 Korrelationen zwischen den Konvektionsparameter
dass das LFC nicht immer an beiden Stationen erreicht wird und daraus mehr Unter-
schiede resultieren.
Aufgrund der hier diskutierten Ergebnisse liegt im Folgenden der Fokus bei den
Trendanalysen insbesondere auf CAPE und LI. Aber auch Parameter wie ∆θE , PII, KO,
DCI und Kmod werden mit berücksichtigt.
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5. Änderungen der atmosphärischen Stabilitätsparameter in
der Vergangenheit
In diesem Kapitel wird der Frage nachgegangen, inwiefern sich die Gewitterhäufigkeit in
Deutschland und Europa in der Vergangenheit verändert hat. Da direkte flächendeckende
Informationen über Gewitter- oder Hagelereignisse über einen längeren Zeitraum nicht
verfügbar sind, wird mit Hilfe von Konvektionsparametern als Proxydaten das vergange-
ne Gewitterpotential in der Atmosphäre untersucht. Im gesamten Kapitel beziehen sich
die Untersuchungen auf das Sommerhalbjahr (SHJ).
5.1. Homogenität der Radiosondendaten
Die zeitliche Homogenität der untersuchten Datensätze ist eine der fundamentalsten An-
nahmen bei statistischen Untersuchungen (Lanzante, 1996), insbesondere wenn, wie in
dieser Arbeit, lange Zeitreihen von 30 bis 50 Jahren diskutiert werden. Mögliche In-
homogenitäten der Radiosondendaten können beispielsweise aus Stationsverlegungen,
Änderungen in den Aufstiegseigenschaften oder aus Instrumentenwechseln resultieren.
Der erste Punkt wird berücksichtigt, indem nur Radiosondenstationen ohne Stationsver-
legungen untersucht werden. Der letzte Punkt kann dagegen durchaus einen wesentli-
chen Einfluss auf die Ergebnisse ausüben.
5.1.1. Detektion und Analyse von Brüchen in den Zeitreihen
Metadaten mit Informationen über Instrumentenwechsel liefert sowohl der DWD (März,
2010) als auch die IGRA Datenbank (siehe Metadaten im IGRA Archive und unter
Gaffen, 1993), die untereinander jedoch nicht immer konsistent sind. Da Temperatur-
messungen während des Untersuchungszeitraums durch die Instrumentenwechsel nicht
beeinflusst werden, liegt im Folgenden der Fokus auf den Feuchtemessungen. Üblicher-
weise werden die Sonden durch Bodenwerte, gemessen an einer benachbarten Bodensta-
tion (z.B. SYNOP Station), an der die Feuchtemessungen als zuverlässig angenommen
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Abb. 5.1.: Zeitreihen des sommerlichen Mittelwerts des Taupunkts (Td , 12 UTC) in verschie-
denen Druckniveaus an den Stationen Schleswig (links) und München (rechts); vertikale Linien
zeigen den Metadaten zufolge einen Instrumentenwechsel an.
werden können, initialisiert. Somit beschränken sich mögliche Brüche in den Zeitreihen
auf höhere Niveaus.
Während der meisten Zeit verlaufen die Zeitreihen der Taupunkttemperaturen in den
verschiedenen Niveaus nahezu parallel (Abb. 5.1). Allerdings können vereinzelt Sprünge
oder Brüche (engl. change point, ChPo) beobachtet werden. Diese gehen jedoch nur mit
Änderungen der Messgeräte (vertikale Linien) einher. Da Strahlungskorrekturen eine
untergeordnete Rolle spielen, werden sie im Folgenden (und in Abb.5.1) nicht berück-
sichtigt.
So ist beispielsweise an der Station Schleswig eine deutliche Abnahme des mittleren
Taupunkts nach 1991 in allen Niveaus, außer am Boden, zu finden. Vor allem die zuneh-
mende Differenz zwischen den 2 m– und den 950 hPa–Werten ist ein deutlicher Hinweis
auf einen Bruch in der Homogenität. Scheinbare Sprünge in allen Niveaus, sogar in den
2 m–Daten der Bodenstation, sind dagegen auf Änderungen der atmosphärischen Be-
dingungen und nicht auf einen Messgerätewechsel zurückzuführen. Als Beispiele seien
hier die Ausschläge nach unten in allen Höhen in den Jahren 1962 (Schleswig) und 1984
(München) zu nennen.
Mit Hilfe des nicht–parametrischen Wilcoxon Vorzeichen–Rang–Tests (5% Niveau,
zweiseitig) werden die Radiosondendaten zusätzlich überprüft, indem die Mittelwerte
zweier Zeitreihen miteinander verglichen werden (Wilks, 1995). In Anlehnung an Gaf-
fen et al. (2000) wird die Zeitreihe durch das Jahr, in dem nach den Metadaten ein
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Tab. 5.1.: Brüche in den Zeitreihen (ChPo) des Taupunkts in verschiedenen Druckniveaus, be-
rechnet anhand des Wilcoxon Vorzeichen–Rang–Test (1=ChPo, 0=kein ChPo).
Station Jahr Boden 950 hPa 900 hPa 850 hPa 700 hPa
Schleswig 1991 1 1 1 1 1
2005 0 1 1 1 0
Greifswald 1993 0 0 1 1 1
Lindenberg 1992 0 0 0 1 1
Essen 1989 0 1 1 1 1
Meiningen 1992 1 1 0 0 1
2006 0 1 1 1 1
Stuttgart 1990 1 1 1 1 1
2007 1 1 1 1 1
München 1989 0 1 1 1 1
2005 0 1 1 1 0
Gerätewechsel erfolgt ist, in zwei fünfjährige Unterserien gesplittet – eine vor und eine
nach dem möglichen ChPo (wobei die sechs Monate um den ChPo ignoriert werden).
Die meisten der ChPos treten Tabelle 5.1 zufolge in höheren Niveaus auf, nur wenige
können in den 2 m–Daten festgestellt werden. Der bereits identifizierte ChPo an der Sta-
tion Schleswig im Jahr 1991 wird bestätigt. Auch an anderen Station wird Ende der 80er
beziehungsweise Anfang der 90er ein ChPo diagnostiziert. Dieser tritt immer dann auf,
wenn die Radiosonde durch die häufig verwendete Väisälä RS80 Sonde ersetzt wurde.
Diese passt sich in höheren Niveaus durch ein schnelleres Feuchtemessgerät zügiger den
Umgebungsbedingungen an und bewirkt eine Tendenz zu geringeren Feuchtewerten (El-
liott und Gaffen, 1991; Elliott et al., 1994). Miloshevich et al. (2009) beispielsweise be-
obachteten in den letzten 30 Jahren einen Bias zu trockeneren Umgebungsbedingungen
der jüngsten Radiosonden von bis zu 20% in der mittleren Atmosphäre (> 700 hPa).
Dieser Bias allerdings beeinflusst nur KPs, die primär aus Feuchtewerten in der Höhe
berechnet werden. Parameter wie CAPEB oder ∆θE , die mit bodennahen Werten berech-
net werden, sind dagegen kaum von diesen „Brüchen“ betroffen (siehe Kap. 5.3). Der
Wechsel von der Väisälä RS80 auf die RS92 Sonde zwischen 2004 und 2007 wird durch
ChPos an den Stationen Schleswig, Meiningen, Stuttgart und München detektiert. Hier
ist die Änderung der Temperatur im Vergleich zum vorherigen Wechsel jedoch deutlich
geringer. Bereits Steinbrecht et al. (2008) wiesen darauf hin, dass diese Änderungen in
der Troposphäre und unterhalb von 100 hPa nicht signifikant sind.
Um quantitativ zu evaluieren, welchen Einfluss die ChPos auf die KPs haben, wird das
idealisierte Vertikalprofil von Weisman und Klemp (1982), das ein typisches Vertikal-
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profil bei hochreichende Konvektion repräsentiert, modifiziert. Das Profil weist folgende
Vorgaben der potentiellen Temperatur θ und der relativen Feuchte R f als Funktion von
der Höhe z auf:
θ(z) =
{
θB+(θtr−θ) , z≤ ztr
θtr exp[ gcpTtr (z− ztr)] , z> ztr
R f =
{
R f ,max− (R f ,max−R f ,min)(z/ztr)5/4 , z≤ ztr
R f ,min , z> ztr
wobei ztr =12 km die Höhe der Tropopause, θ0 =300 K und θtr = 343 K die potentielle
Temperatur am Boden und in der Tropopause, Ttr die aktuelle Tropopausentemperatur,
R f ,max =100% und R f ,min =25% die maximale und minimale relative Feuchte sind. Im
Originalprofil wird das Mischungsverhältnis rB in Bodennähe als konstant angenom-
men, um eine gut durchmischte Grenzschicht zu beschreiben. Üblicherweise variiert
der Wert zwischen 12 g kg−1 bis 16 g kg−1, womit sich ein unterschiedliches Konvek-
tionsverhalten (mäßige bis sehr starke Konvektion) ergibt. So erhält man beispielsweise
für rB =12 g kg−1 (mäßige Bedingungen) CAPEB–Werte von etwa 1500 J kg−1 (wobei
TB =26,9◦C, Td,B = 16,6◦C).
Während das Originaltemperaturprofil beibehalten wird, wird nur das Td–Profil mit
den mittleren Gradienten erniedrigt, die einmal fünf Jahre vor dem ChPo (hier Schles-
wig 1991) und einmal fünf Jahre danach berechnet werden. Diese Modifizierungen be-
wirken eine deutliche Abnahme der konvektiven Energie beziehungsweise der Labilität;
so sinkt beispielsweise die CAPE100 von 1042 J kg−1 auf 610 J kg−1, während der LI100
von−4,4 K auf−3,1 K ansteigt. Diese Änderungen sind größer als die in Kapitel 5.3 dis-
kutierten Trends. Auch wenn der ChPo an der Station Schleswig (1991) derjenige mit
der größten Magnitude und das Profil von Weisman und Klemp (1982) nicht direkt re-
präsentativ für die in der Arbeit betrachteten Perzentile der Konvektionsparameter ist,
zeigt dieses Beispiel, dass die KPs, die sich aus Feuchtemessungen in der Höhe erge-
ben, bei Trendanalysen nicht sehr zuverlässig sind. Parameter, die primär durch boden-
nahe Werte der Feuchte (und Temperatur) bestimmt sind, werden dagegen kaum von den
ChPos beeinflusst.
5.1.2. Datenausfälle in den Zeitreihen
Vereinzelt weisen einige Stationen einen nicht vernachlässigbaren Datenausfall von bis
zu 20% auf. Während dieser an den deutschen Stationen zwischen 1,1 und 3,2% liegt,
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herrscht außerhalb von Deutschland im Mittel ein Ausfall von 14% (siehe Tabelle 3.1).
Abgesehen von den in Kapitel 3.1 beschriebenen Datenausfällen in den Jahren 1972 und
1973 verteilen sich die Tage, an denen keine KPs berechnet werden können, mehr oder
weniger gleichmäßig über das SHJ und alle Jahre.
Um den Einfluss der Datenausfälle auf die Verteilung der jährlichen Perzentile zu un-
tersuchen, erzeugten Mohr und Kunz (2013) künstliche Ausfälle der LI100 –Zeitreihe an
der Station Schleswig. Mit Hilfe einer Monte–Carlo–Simulation wird jeweils j= 1000
mal ein Datenausfall von 2, 5, 10 und 20% erzeugt, indem einzelne Datenpunkte zufällig
aus der Originalserie ausgeschlossen werden. Diese Methode ergibt j unterschiedliche
Zeitreihen, mit denen j× n jährliche Perzentilwerte (10%) und j dazugehörige lineare
Trends bestimmt werden.
Insbesondere der Median und der Interquartilsabstand der jährlichen 10% Perzentil-
werte (LI100) scheinen ein robustes Verhalten aufzuweisen (Abb. 5.2, rechts oben). Da-
gegen zeigen die linearen Trends eine erheblich größere Unsicherheit durch die variie-
rende Breite der Standardabweichung der Verteilung (2σ ; Abb. 5.2). In der Annahme
einer Normalverteilung ergibt sich für einen Datenverlust von 2%, der repräsentativ für
die deutschen Stationen ist, ein linearer Trend von ∆LI= 0,688± 0,024 K. Die Unsi-
cherheit ist deutlich kleiner als der Trend und kann somit vernachlässigt werden. Mit
Abb. 5.2.: Histogramm des linearen Trends des LI100 an der Station Schleswig hinsichtlich ver-
schiedener Datenausfälle anhand einer Monte–Carlo–Simulation. Die kleine Abbildung rechts
zeigt Boxplots der 10% Perzentile mit Interquartilsabstand (Box), Median und Extrema (vertika-
le Linien; Mohr und Kunz, 2013).
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zunehmendem Datenausfall steigt allerdings auch die Unsicherheit an, erkennbar an der
Verbreiterung der Verteilung. So ergibt sich für einen Datenausfall von 20% ein Trend
von ∆LI= 0,704± 0,081 K, wobei die möglichen Trends zwischen 0,45 und 0,95 K vari-
ieren. Somit ist es schwierig, robuste Aussagen von Datensätzen mit einem hohen Daten-
ausfall von mehr als 5 – 10% zu erhalten. Dies muss insbesondere bei der Interpretation
der Ergebnisse in Kapitel 5.3.3 berücksichtigt werden.
5.2. Klimatologie der Konvektionsparameter in Radiosondendaten
Vor der Trenddiskussion der KPs ist eine Betrachtung ihrer Klimatologie sinnvoll, um
die Unterschiede aufgrund regionaler Bedingungen besser zu verstehen. Im Folgenden
wird deshalb sowohl die Verteilung aller täglichen Werte des LI100 als auch der Extrem-
werte (10% Perzentil) für Deutschland und Europa diskutiert.
Deutschland
Die Boxplots an den Radiosondenstationen von täglichen Werten und jährlichen 10%–
Perzentilwerten (Abb. 5.3) zeigen einen deutlichen Nord–Süd–Gradienten und einen we-
niger markanten West–Ost–Gradienten. Über den am südlichsten gelegenen Stationen
Stuttgart und München weist die Atmosphäre die geringste Stabilität auf; dies spiegelt
sich sowohl im Mittel als auch in den Extrema wider. Im Gegensatz dazu zeigt sich
die Atmosphäre im nördlichen Teil Deutschlands (Schleswig, Greifswald), die durch
den Atlantischen Ozean und die Ostsee geprägt ist, am stabilsten. Beispielsweise ist
der Interquartilsabstand der 10% Perzentile an der Station Schleswig nur positiv und
reicht von 0,1 bis 1,0 K (Median= 0,7 K), während er an der Station Stuttgart negativ ist
(− 1,1 bis − 0,6 K). Diese regionalen Unterschiede in Abbildung 5.3 zeigen sich auch
für die meisten anderen Parameter in Deutschland (siehe Tabelle B.2 im Anhang). Somit
kann bereits aus der klimatologischen Verteilung geschlossen werden, dass Gewitter ver-
mehrt und vorwiegend mit einer höheren Intensität in Süddeutschland auftreten. Auch
hier wird wieder deutlich, dass es schwierig ist, einen einheitlichen Schwellenwert eines
KPs für ganz Deutschland anzusetzen (vgl. Kap. 4). Die labileren Werte von München
im Vergleich zu Stuttgart, das 170 m tiefer liegt und dadurch eigentlich instabilere Werte
annehmen könnte, werden insbesondere durch eine sehr oft am Boden vorherrschen-
de überadiabatische Schichtung beeinflusst, wodurch sich ein wärmeres LCL und so-
mit ein höheres Konvektionspotential ergibt. Die regionalen Unterschiede der KPs stim-
men recht gut mit anderen Arbeiten über Gewitteraktivitäten überein, beispielsweise der
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Abb. 5.3.: Die für jede Radiosondenstation eingezeichneten Boxplots des LI100 [K] zeigen den
Median und Interquartilsabstand an allen deutschen Stationen anhand täglicher Werte (hellgrau,
183×32 Werte) und jährlicher 10%–Perzentilwerte (dunkelgrau, mit Minimum/Maximum Wer-
ten; 32 Werte) von 1978 – 2009.
Detektion von Overshooting Tops (Bedka, 2011) oder der Blitzverteilungskarte (siehe
Abb. 3.9). Auch die Hagelklimatologie von Kunz et al. (2012) zeigt, dass Auswertungen
von Radardaten (2005 – 2011)zufolge im Norden von Deutschland durchschnittlich nur
etwa 10 Hageltage auftreten, während dagegen in Süddeutschland mancherorts die Zahl
bei bis zu 58 Ereignissen liegt.
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Europa
Ähnlich zur klimatologischen Verteilung in Deutschland zeigt sich auch für den LI100
über Europa ein ausgeprägter Nord–Süd–Gradient und ein etwas schwächerer ausge-
prägter West–Ost–Gradient (Abb. 5.4). Stabile Bedingungen der 10% Perzentile werden
insbesondere durch die nördlichsten Stationen repräsentiert; beispielsweise Orland (1)
und Lerwick (4) mit einem Median von LI100 = 2,4 K beziehungsweise 3,6 K. Im Ge-
gensatz dazu wird im Mittel die geringste Stabilität über Norditalien beobachtet (Station
23: Undine LI100=−2,3 K; Station 24: Milano, LI100 =− 2,0 K). Radiosondenstationen
mit einem komplett negativen Interquartilsabstand der 10% Perzentile sind auf ein Ge-
biet begrenzt, das südlich einer Linie von La Coruña in Spanien (16) nach Legionowo
in Polen (21) liegt. Die Ursache für diese hohen Werte der 10% Perzentile ergibt sich
zum einen aus der Lage der Stationen in eher niedrigen Breitengraden, wo die solare
Einstrahlung und somit auch die Temperaturen während der Sommermonate besonders
hoch sind. Zum anderen werden große Mengen an Wasserdampf durch die warme und
feuchte mediterrane Luft aus dem Süden advehiert. Dagegen sind die vertikalen Pro-
file in Nordeuropa stark durch den Nordatlantik beeinflusst, der eine Stabilisierung in
der Atmosphäre fördert. Bereits Siedlecki (2009) beobachtete eine ähnliche räumliche
Verteilung in den Monatsmittelwerten (Juli, August) einzelner KPs aus 00 UTC Radio-
sondendaten. In den Arbeiten von Romero et al. (2007) zeigt sich in Reanalysedaten
(ECMWF ERA–40) im Hochsommer ebenfalls die größten Instabilitäten über dem Mit-
telmeerländern.
5.3. Zeitliche Variabilität der Konvektionsparameter in Radiosondendaten
Die steigende Anzahl von Hagelschadenereignissen in Teilen Deutschlands und Mittel-
europas (Schiesser, 2003; Kunz et al., 2009) können – neben Änderungen der Gebäu-
destrukturen – durch eine Zunahme der Instabilität an Gewittertagen oder durch einen
Anstieg der Tage mit einem hohen Gewitterpotential verursacht sein. In diesem Sinne
werden im Folgenden hagelrelevante KPs (vgl. Kap. 4) hinsichtlich möglicher systema-
tischer Trends für Europa und insbesondere für Deutschland untersucht. Die Signifikanz
der Trends wird hierbei nach der Methode von Yue und Wang (2002b), die die Au-
tokorrelation in der Zeitreihe berücksichtigt, und mit dem MK Test berechnet (siehe
Kap. 2.2.2).
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Abb. 5.4.: Wie Abb. 5.3, nur für Europa von 1978 – 2009 (außer Stationen 2 und 11[siehe
Abb. 3.1], an denen die Daten nur von 1978 – 2008 verfügbar sind). Die Skala der exemplari-
schen Abbildung links oben ist repräsentativ für alle Boxplots.
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Abb. 5.5.: Zeitreihen (1957 – 2009) der 90% Perzentile von CAPEB und CAPE100 an der Ra-
diosondenstation Schleswig; abgebildet ist der lineare Trend (durchgezogen) mit dem 95%
Konfidenzinterval (gestrichelt).
5.3.1. Trendanalysen für Deutschland
Änderungen der konvektiven Bedingungen schwerer Gewitter werden mit Hilfe von li-
nearen Trends der jährlichen 90% beziehungsweise 10% Perzentile (LI, SHOW, KO,
SWISS12) untersucht (vgl. Kap. 2.2.2). Es wird angenommen, dass diese Perzentilwerte
das Gewitterpotential für schwere Ereignisse besser als Median oder Mittelwert reflek-
tieren (Kunz et al., 2009).
In Abbildung 5.5 ist exemplarisch der zeitliche Verlauf (1957 – 2009) von CAPEB und
CAPE100 für die Radiosondenstation Schleswig gezeigt. Ungeachtet der hohen jährli-
chen Variabilität weist die CAPEB einen positiven Trend von 335± 116 J kg−1 über den
gesamten Zeitraum (53 Jahre) auf, der insbesondere durch den starken positiven Trend
in den letzten 15 Jahren bestimmt wird. Vor diesem starken Anstieg kann für die CAPEB
ein Plateau bei circa 300 J kg−1 beobachtet werden.
Im Gegenzug zeigt die CAPE100 einen negativen Trend von −57± 40 J kg−1. Wie
bereits in Kapitel 5.1.1 diskutiert, bewirkt ein signifikanter ChPo in der Zeitreihe auf-
grund eines Instrumentenwechsels im Jahr 1991 einen höheren Taupunktgradienten von
etwa 1,9 K zwischen der Erdoberfläche und dem 950 hPa–Niveau. Dies bewirkt unter
anderem in der Zeitreihe nach 1991 eine beachtliche Abnahme von etwa 60 J kg−1, der
letztendlich auch der Grund für den negativen Trend über den gesamten Zeitraum ist. In
der Zeitreihe der CAPEB kann hingegen kein markanter Sprung identifiziert werden. Zu-
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Abb. 5.6.: Lineare Trends (1978 – 2009) der 90% Perzentile von CAPEB (Teilbilder links oben),
CAPE100 (rechts oben), LIB (links unten) und LI100 (rechts unten). Große fette Zahlen bedeuten
einen signifikanten Trend (> 90%), kleine Zahlen einen nicht signifikanten Trend.
sätzlich verdeutlicht diese Abbildung die Schwierigkeit bei der Wahl des passenden KP.
Beide Parameter, CAPEB und CAPE100, weisen vergleichbare Werte des HSS (≥ 0,30)
zur Bestimmung von Hagelschadentage sowohl gegenüber den SV als auch den VH
Schadendaten auf (Kap. 4), während ihre Trends unterschiedliche Richtungen haben.
Abbildung 5.6 zeigt deutschlandweit für die CAPE und den LI ein ähnliches Bild.
Die Parameter, bei deren Berechnung vor allem die bodennahen Werte eine Rolle spie-
len (CAPEB und LIB), geben eine Zunahme des Gewitterpotentials wieder. An fünf der
deutschen Stationen ist dieser Trend nach dem MK Test statistisch signifikant (zwei-
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Abb. 5.7.: Lineare Trends (1978 – 2009) inklusive ihrer statistischen Signifikanz für verschie-
dene KPs (links) und meteorologische Parameter (T=Temperatur, R=Mischungsverhältnis) in
verschiedenen Druckniveaus (rechts).
seitig mit α = 0,05; Schönwiese, 2006); an den zwei nordöstlichen Stationen (Greifs-
wald, Lindenberg) ist der Trend dagegen nicht signifikant. Hinsichtlich der Stärke der
Trends kann ein Nord–Süd–Gradient beobachtet werden, der sich bereits bei der klima-
tologischen Betrachtung gezeigt hat (Kap. 5.2). So beobachtet man beispielsweise an
der Station Stuttgart den höchsten Trend mit ∆LIB= – 2± 1,2 K und ∆CAPEB= – 671
± 361 J kg−1 (siehe Tabelle B.2 mit mehr Details). Dagegen sind die Trends der gemit-
telten Versionen der KPs an den meisten Stationen negativ.
Ähnliche Ergebnisse ergeben sich auch für andere hagelrelevante KPs (Abb. 5.7,
links). Rot drückt dabei eine Labilisierung und somit eine Zunahme des Gewitterpoten-
tials aus, während blau eine Stabilisierung der thermischen Stabilität bedeutet. Dunkle
Farben repräsentieren einen Trend auf einem Signifikanzniveau von≥ 90%, hellere Far-
ben einen Trend auf einem Signifikanzniveau von ≥ 80% und ein X bedeutet α < 80%.
Die meisten der Parameter mit einer signifikanten Änderung zeigen eine Zunahme der
konvektiven Aktivität. Dieser Anstieg ist insbesondere an den südlichen Stationen für
CAPEB und LIB (siehe Diskussion oben), aber auch für ∆θE und DCIB sichtbar (Es-
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sen, Meiningen, Stuttgart, München). An der Station Lindenberg ergeben sich ähnliche
Resultate. Hier signalisieren die Trends eine signifikante positive Änderung für KO,
Kmod , PII, und ∆θE , während sich für CAPEB und LIB keine signifikante Veränderung
ergibt. Insgesamt zeigen nur wenige KPs signifikante negative Trends, die allerdings
vorwiegend auf Norddeutschland beschränkt sind. Insbesondere an der Station Greifs-
wald zeigen die Messungen für CAPE100, LI100 und SHOW eine Stabilisierung (stat.
signifikant). Diese Aussage ist allerdings aufgrund des ChPo nicht verlässlich.
Zusammenfassend wird deutlich, dass verschiedene KPs im mittleren und südlichen
Teil Deutschlands einen Anstieg des Gewitterpotentials für die letzten 30 Jahre zeigen,
während die Trends der Stabilität über Norddeutschland nicht eindeutig sind. Insbeson-
dere Parameter, die bodennahe Temperatur- und Feuchtewerte berücksichtigen, weisen
überwiegend auf eine Labilisierung in der Atmosphäre hin (stat. signifikant). Dagegen
deuten die meisten KPs, bei denen die Vertikalprofile über die untersten 100 hPa gemit-
telt werden, eine Stabilisierung an. Hinsichtlich den zugrunde liegenden theoretischen
Konzepten der thermischen Stabilität (latente, bedingte, potentielle) können keine Sys-
tematiken identifiziert werden. Sehr differenzierte Ergebnisse erhält man für Parame-
ter, die kinematische Eigenschaften berücksichtigen. So zeigen WSh0−6, SWISS12 und
SWEAT kaum Gemeinsamkeiten und haben aufgrund der hohen Variabilität der Wind-
daten keine signifikanten Trends.
Die unterschiedlichen Trendrichtungen können physikalisch durch die unterschiedli-
chen Trends in Temperatur und Feuchte in den verschiedenen Schichten erklärt werden
(Abb. 5.7, rechts). Während die Temperatur in allen Niveaus mehr oder weniger signi-
fikant zugenommen hat (insbesondere im Süden), nahm das Mischungsverhältnis (bzw.
der Taupunkt) nur am Boden signifikant zu (0,5 bis 1,5 g kg−1, siehe auch Tabelle B.3
im Anhang). In den höheren Druckniveaus wird dagegen eine leichte Abnahme an den
meisten Stationen beobachtet. Insbesondere auf der 500 hPa–Fläche zeigen alle Statio-
nen einen signifikanten negativen Trend. Dies bestätigt die in Kapitel 5.1.1 besprochene
Problematik der ChPo in den Datensätzen um 1990.
Um nicht nur den Fokus auf Trends in den KPs zu legen, werden auch mögliche Än-
derungen in der Anzahl der Tage untersucht, an denen die Schwellenwerte aus Kapitel 4
überschritten (bzw. unterschritten) werden. Als Beispiel werden hier die Schwellenwerte
verwendet, die unter Hinzunahme der SV Gebäudeschadendaten für die Station Stuttgart
bestimmt wurden. Grundsätzlich sind die Trendrichtungen in Abbildung 5.8 ähnlich zu
den Trends der 90% (10%) Perzentile der zugehörigen KPs (Abb. 5.6). An allen Statio-
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Abb. 5.8.: Wie Abb. 5.6, allerdings für die Anzahl der Tage pro Jahr, die den hagelre-
levanten Schwellenwert (Evaluierung der SV Daten) überschreiten: CAPEB≥ 1112 J kg−1,
CAPE100≥ 439 J kg−1, LIB≤− 3,6 K und LI100≤− 1,6 K (vgl. Tabelle 4.1).
nen wird der Schwellenwert für die CAPEB häufiger als in der Vergangenheit überschrit-
ten, wobei diese Änderungen an fünf Stationen signifikant sind (Ausnahme: Greifswald
und Lindenberg). Ein ähnliches Bild zeigt sich auch für den LIB. Dagegen sinkt die An-
zahl der Tage bei Analysen der gemittelten KPs CAPE100 und LI100 (nicht signifikant
für die meisten deutschen Stationen). Abschließend kann zusammengefasst werden, dass
die Anzahl der Gewittertage beziehungsweise die Intensität an diesen Tagen zugenom-
men hat.
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5.3.2. Trendanalysen für variierende Zeitreihen
Die Trendanalysen, die in dem vorherigen Kapitel diskutiert wurden, beschränken sich
nur auf einen festen Zeitraum von 32 Jahren. Aufgrund der sehr hohen zeitlichen Varia-
bilitäten der KPs (vgl. Abb. 5.5) ergeben sich durchaus unterschiedliche Aussagen, wenn
verschiedene Zeiträume betrachtet werden. Deshalb wird im Folgenden die Robustheit
der Trends (inklusive ihrer Signifikanz) durch Verschiebungen der Anfangs- und End-
jahre in den Zeitreihen der 90% (10%) Perzentile untersucht. Aufgrund der Ergebnisse
in Kapitel 4 und 5.1 liegt der Fokus auf vier KPs, die eine hohe Werte des HSS für Ha-
gelereignisse aufweisen und primär durch bodennahe Werte bestimmt werden: CAPEB,
LIB, ∆θE und DCIB. Zum Vergleich und für eine abschließende Diskussion hinsichtlich
der Inhomogenitäten werden auch CAPE100, LI100 und PII berücksichtigt. Um eben-
falls mögliche Änderungen in der Dynamik zu betrachten, wird zusätzlich WSh0−6 dis-
kutiert. Die Resultate werden exemplarisch für die Stationen Schleswig und Stuttgart
untersucht, für die die größtmöglichen Datensätze von n= 53 Jahren zur Verfügung ste-
hen. Außerdem repräsentieren die beiden Stationen, wie bereits in Kapitel 5.2 erörtert,
ein maritimes Klima im Norden und ein mehr kontinental geprägtes Klima im Süden
von Deutschland.
Die Ergebnisse des linearen Trends inklusive ihrer statistischen Signifikanz (≥90%)
werden für jede Teilzeitreihe in Form einer Trendmatrix dargestellt. Hierzu wird die Ori-
ginalzeitreihe schrittweise bis auf eine minimale Länge von 11 Jahren heruntergekürzt
und dabei jeweils nach vorne beziehungsweise nach hinten verschoben. Somit erhält
man j = 1+2+ . . .+(n−10) = 946 verschiedene Zeitreihen. Jeder Gitterpunkt in Ab-
bildung 5.9 und 5.10 repräsentiert den linearen Trend pro Jahr für einen Zeitraum, der
durch das Startjahr, das durch die x–Achse definiert wird, und das Endjahr auf der y–
Achse bestimmt wird. Als Beispiel sei hier auf das schwarze Quadrat verwiesen, das den
Trend für die bisher diskutierten Zeitraum von 1978 bis 2009 angibt.
Hinsichtlich Richtung und Signifikanz der Trends wird deutlich, dass die Matrizen
die hohe jährliche Variabilität der KPs reflektieren. Die Mehrheit der Trends an den 946
Gitterpunkten zeigt keine signifikante Änderung. Dies gilt vor allem für DCIB und PII,
aber auch für WSh0−6. Für letzteren sind beispielsweise insbesondere für eine längere
Zeitperiode die Änderungen sehr klein (± 0,1 m s−1). Die meisten Trends, die auf den
gemittelten Versionen der KPs oder auf den KPs, die mit Variablen in der Höhe be-
rechnet werden, beruhen (CAPE100, LI100, PII), weisen auf eine Zunahme der Stabilität
der Atmosphäre hin. Positive Trends dagegen werden vorwiegend nach dem identifi-
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zierten ChPo 1990 / 1991 beobachtet. Vor den ChPos ähneln die gemittelten Versionen
von CAPE und LI abhängig von ihrer Station den Versionen, die primär auf bodennahen
Werten basieren. Dagegen steigt das Konvektionspotential, ausgedrückt durch CAPEB,
LIB und ∆θE , an beiden Stationen für die meisten Zeitreihen, die nach 2000 enden, an.
Ähnliches ergibt sich für Trends, die für die letzten zwei bis drei Dekaden berechnet
werden. Allerdings sind diese Zeitreihen verhältnismäßig kurz, um daraus gesicherte
Schlussfolgerungen ziehen zu können; jedoch kann es als ein Hinweis darauf interpre-
tiert werden, dass sich das Gewitterpotential in den letzten Jahren geändert hat. Die hohe
Überstimmung der Trends zwischen CAPE und LI ist zudem ein Hinweis darauf, dass
die Schichtung oberhalb von 500 hPa eher eine untergeordnete Rolle für die Stabilität
spielt.
Die größten Änderungen werden an beiden Stationen für Zeitreihen gefunden, die
nach 1990 beginnen. Beispielsweise ergibt sich an der Station Stuttgart zwischen 1990
und 2000 für die CAPEB ein Trend von rund 60 J kg−1 pro Jahr. Für die ganze Peri-
ode bedeutet das eine Zunahme um 600 J kg−1. Diese erhebliche Erhöhung über einen
so kurzen Zeitraum verdeutlicht wiederum die geringe zeitliche Stabilität der Trends.
Abhängig davon, ob ein solch starker Anstieg (Abnahme) in einer Zeitreihe vorliegt, hat
dies einen nicht unerheblichen Einfluss auf den Trend oder zumindest dessen Signifi-
kanz für die gesamte Zeitreihe. Dies ist einer der Gründe, warum die Trendrichtungen
aller KPs sich für einzelne Zeitreihen ändern. Allerdings zeigen die beiden Abbildun-
gen 5.9 und 5.10 auch, dass die berechneten Trends gegenüber kleinen Verschiebungen
der Zeitreihen verhältnismäßig robust sind. Insbesondere gilt dies für die Zeitreihe von
1978 bis 2009, die oben bereits diskutiert wurde (Kap. 5.3.1). Große Gradienten zwi-
schen den Gitterpunkten treten nur vereinzelt auf und beschränken sich vor allem auf
kurze Perioden von etwa 11 – 14 Jahren (Werte entlang der Diagonalen).
Des Weiteren ist offensichtlich, dass die Werte der Trends an der Station Stuttgart
größer als an der Station Schleswig sind. So beträgt dort der höchste Wert beispiels-
weise für CAPEB 40 J kg−1, während an der Station Stuttgart dreimal so hohe Werte
erreicht werden (141 J kg−1). Ähnliches ist auch für die anderen Parameter zu beobach-
ten, unabhängig davon, ob bei den KPs gemittelt wird oder nicht. Diese Unterschiede
sind konsistent zur Klimatologie der KPs (Kap. 5.2) und belegen einen Zusammenhang
zwischen den Magnituden der Trends und den mittleren (Extrem)werten.
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Abb. 5.9.: Die Trendmatrizen zeigen den linearen Trend pro Jahr der 90% (10%) Perzentile für
hagelrelevante KPs für variierende Zeiträume an den Stationen Schleswig und Stuttgart; die x–
Achse markiert den Beginn, die y–Achse das Ende der jeweiligen Zeitreihe. Trends mit einer
Signifikanz von < 90% sind aufgehellt. Grüne bis rote Farben zeigen eine Labilisierung, blaue
eine Stabilisierung der Atmosphäre an. Die schwarzen Boxen zeigen exemplarisch den Zeitraum
von 1978 bis 2009.
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Abb. 5.10.: Wie Abb. 5.9, für weitere hagelrelevante KPs.
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Ein weiterer Unterschied zwischen den beiden Stationen zeigt sich für die Trendrich-
tungen der ersten drei Dekaden. Während in der Nähe von Schleswig die meiste Zeit das
Gewitterpotential zugenommen hat, wird die Atmosphäre an der Station Stuttgart erst ab
etwa 1980 labiler (CAPEB und LIB). Eine Ausnahme für letzteres ist ein kurzer Anstieg
zwischen 1963 und 1975 aufgrund erhöhter bodennaher Feuchtewerte. Diese Ergebnis-
se können möglicherweise die hohe Zunahme am Ende der Messreihe an der Station
Stuttgart erklären. Darüber hinaus sind die meisten negativen Trends für Schleswig sta-
tistisch nicht signifikant; wie beispielsweise die Zeitreihen, die zwischen 1965 und 1982
starten und zwischen 1975 und 1995 enden. Diese Beziehung zwischen Trendrichtung
und Signifikanz gilt allerdings nicht für Stuttgart.
Werden anstelle der 90% (10%) Perzentile die 95% (5%) Perzentile der KPs betrach-
tet, so zeigt sich, dass die Ergebnisse sowohl für die Trendrichtung als auch für ihre
Signifikanz sehr ähnliche Resultate liefern. Nur die Größenwerte der Trends ändern sich
aufgrund der Perzentilwerte, die Tage mit höherem konvektivem Potential berücksichti-
gen.
5.3.3. Trendanalysen für Europa
Für alle europäischen Stationen, an denen Daten über einen Zeitraum von 30 Jahren vor-
liegen, wird ebenfalls der lineare Trend inklusive seiner Signifikanz (≥ 90%) für die 90%
(10%) Perzentile von verschiedenen KPs berechnet. Auf WSh0−6 muss verzichtet wer-
den, da für die vertikale Interpolation der Beobachtungen zu wenige Windmessungen
vorlagen. Aufgrund des hohen Datenausfalls von 9 – 20% (siehe Diskussion Kap 5.1.2)
müssen die Ergebnisse allerdings vorsichtig interpretiert werden. In Abbildung 5.11
werden Trends mit ihrer Signifikanz exemplarisch für CAPEB und CAPE100 gezeigt
(1978 – 2009, Abweichungen siehe Tabelle 3.1). Im Allgemeinen ähneln die Ergebnisse
denen in Deutschland. Die meisten Stationen zeigen für die CAPEB einen signifikanten
positiven Anstieg zwischen 145 J kg−1 und 1354 J kg−1. Vor allem signifikante Trends
von etwa 500 J kg−1 werden bei mehreren Stationen in Europa beobachtet. Die höchsten
signifikanten Änderungen von mehr als 1000 J kg−1 treten in Wien [Österreich (18)] und
an zwei Stationen in Italien auf [Milano (24) und Trapani (26)]. Obwohl eine Zunahme
der konvektiven Energie an den meisten mitteleuropäischen Stationen vorherrschend ist,
zeigt sich kein charakteristisches regionales Muster.
Dagegen sind die Trends der CAPE100 an fast allen Stationen negativ, aber auch statis-
tisch nicht signifikant (Abb. 5.11). Nur die Profile an den bereits diskutierten Stationen
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Abb. 5.11.: Lineare Trends (1978 – 2009) der 90% Perzentile der CAPEB (innerhalb des Kreises
oben) und CAPE100 (unten). Große fette Zahlen bedeuten eine Signifikanz von ≥90 %, kleine
Zahlen stehen für nicht signifikante Änderungen.
in Nordostdeutschland und Gibraltar (17) weisen auf eine Stabilisierung in der Atmo-
sphäre, die signifikant ist, hin. Im Gegensatz dazu zeigen die Daten an drei Stationen in
Mitteleuropa beziehungsweise im östlichen Teil (20, 21, 24) eine Labilisierung (signi-
fikant). Ähnlich wie bei CAPEB ist auch hier kein klares regionales Muster, das etwa
durch die Klimatologie oder durch orografische Einflüsse geprägt ist, zu erkennen.
Bei der Betrachtung der Änderungen von weiteren KPs in Europa kristallisieren sich
verschiedene Gemeinsamkeiten, aber auch einige Unterschiede heraus. Im Allgemeinen
zeigen die KPs, die primär durch bodennahe Temperatur- und Feuchtewerte berechnet
werden (CAPEB, LIB und ∆θE), einen signifikanten positiven Trend hinsichtlich der
Gewitteraktivität (obere Reihe in Abb. 5.12 und Abb. B.1 im Anhang). Nur ein paar ver-
einzelte Stationen zeigen eine leichte Abnahme, die jedoch in der Regel nicht signifikant
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Abb. 5.12.: Lineare Trends der 90% (10%) Perzentile verschiedener KPs (1978 – 2009). Die
Farbdefinition entspricht der in Abb. 5.7.
ist. Eine Ausnahme ist der LIB an der Station Udine (23) in Norditalien, die bereits als
diejenige Radiosondenstation mit dem höchsten Konvektionspotential von allen euro-
päischen aufgefallen ist (siehe Kap. 5.2). Aufgrund des hohen Datenausfalls von 19,4%
an dieser Station ist diese Trendaussage allerdings nicht zuverlässig.
Im Gegensatz dazu zeigen KPs, die von einer gemittelten unteren Schicht abhängen
(CAPE100, LI100 und DCI100), ungleichmäßig verteilte Trendrichtungen, die vielerorts
nicht signifikant sind (untere Reihe in Abb. 5.12). Insbesondere CAPE100 weist nur an
einem Drittel der Stationen eine signifikante Änderung auf. Wie bereits für die deutschen
Radiosondenstationen diskutiert, wurden auch die europäischen Sonden etwa um das
Jahr 1990 durch die Väisälä RS80 Sonde ersetzt (Gaffen et al., 2000). Daher kann davon
ausgegangen werden, dass die ChPos im Zusammenhang mit dem Instrumentenwechsel
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in Europa ebenfalls verantwortlich für die unterschiedlichen Trendrichtungen und deren
fehlende Signifikanz sind (vgl. Kap. 5.1.1).
Berücksichtigt man das physikalische Konzept, dem die verschiedenen KPs unter-
liegen, können einige Gemeinsamkeiten beobachtet werden. Beispielsweise existiert ein
deutlicher Zusammenhang zwischen ∆θE und CAPEB, die beide auf der latenten Stabili-
tät (ohne vertikales Mischen) basieren. Der Zusammenhang der Trends zwischen CAPE
und LI verdeutlicht, dass die Vertikalprofile in Höhen von 500 hPa für die Stabilität eher
von geringer Relevanz sind. Die Diskrepanz zwischen LI100 und DCI100, insbesonde-
re an einzelnen Stationen im Nordwesten, weist bei der Berechnung auf einen größeren
Einfluss von Temperatur und Feuchte in den unteren Niveaus (hier in 850 hPa) hin. Diese
Schlussfolgerungen wurden bereits zum einen durch die hohe Korrelationen zwischen
den Parametern an den deutschen Radiosondenstationen (Kap. 4), zum anderen durch
die Trendmatrizen in Abbildung 5.9 und 5.10 gezogen. Durch die hohe Anzahl weiterer
Stationen kann dies somit zusätzlich bestätigt werden.
Die Trendmatrizen der KPs der europäischen Radiosondenstationen bestätigen in etwa
die Ergebnisse für Deutschland. Der Zeitraum, für den die Daten statistisch analysiert
werden, bestimmt die Magnitude der Trends und ihre Signifikanz. Beispielsweise wei-
sen die Vertikalprofile an den Stationen Gibraltar (17) in Spanien und Bordeaux (13) und
Nîmes (14) in Frankreich hohe positive Trends für den Zeitraum von 1977 beziehungs-
weise 1983 bis 1994 auf, während für die letzten drei Jahrzehnte ein negativer Trend
berechnet wird (als Beispiel siehe die Trendmatrizen der CAPEB, Abb. B.2 im Anhang).
Zusammenfassend kann man sagen, dass die Trendmatrizen benachbarter Stationen sehr
oft ähnliche Trends aufweisen. Daraus lässt sich der Schluss ziehen, dass die Ergebnisse
der Trendanalysen an den meisten Radiosondenstationen als vertrauenswürdig betrach-
tet werden können.
5.4. Konvektionsparameter in Reanalysedaten
Zur Betrachtung der atmosphärischen Stabilität anhand von Reanalysedaten wird im
folgenden Abschnitt sowohl der CCLM–IMK–ERA40 Lauf (nachfolgend als CE40 be-
zeichnet) als auch der CoastDatII–Datensatz, der durch den NCEP1 Lauf angetrieben
wird, verwendet. Vorteil von den NCEP1–Daten ist, dass dabei die Datenassimilation
konstant geblieben und der Datensatz für Langzeitanalysen besser geeignet ist. Die
ERA40–Daten weisen dagegen aufgrund der zeitlichen Veränderungen der verfügbaren
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Abb. 5.13.: Median und oberes / unteres Quartil der Differenzen zwischen Radiosonde (RS) und
CE40 für Temperatur und Mischungsverhältnis in verschiedenen Höhen [hPa] an den sieben
Stationen (12 UTC, 1978 – 2000).
Beobachtungsdaten, insbesondere durch die Assimilation von Satellitenmessungen ab
den 1970er Jahren, Trends und Artefakte auf (Bengtsson et al., 2004a,c). Diese wirken
sich insbesondere auf den Wasserkreislauf (Verdunstung, Niederschlag etc.) aus (Beng-
tsson et al., 2004b; Uppala et al., 2005).
5.4.1. Validierung der Reanalysedaten durch Beobachtungen
Als erstes werden Temperatur- und Feuchtewerten in verschiedenen Höhen aus den Re-
analysedaten validiert, da sie als Basis für die verwendeten Stabilitätsparameter dienen.
Der Vergleich zwischen den sieben Radiosondenstationen in Deutschland und den zuge-
hörigen Gebietsmitteln aus 3×3 Gitterpunkten (GP) in CE401 in verschiedenen Höhen
zeigt, dass in den bodennahen Schichten die Temperaturwerte der Radiosonden etwas
höher sind (Abb. 5.13). Am Boden ergibt sich im Mittel eine Differenz von 1,0± 3,1 K.
Dieses Ergebnis, dass die Temperatur in den CCLM–IMK–Läufen im Sommer boden-
nah niedrigere Werte (engl. cold bias) gegenüber Beobachtungsdaten aufweist, ist bereits
bekannt. So ist deutschlandweit beispielsweise die saisonale (JJA) mittlere Temperatur
des CE40 im Vergleich zum E–OBS2–Datensatz um – 1,5 K geringer (vgl. Berg et al.,
2012b, Tabelle 1). Ursache ist sowohl das antreibende GCM als auch das verwendete
RCM (Berg et al., 2012a,b). Ein weiterer Grund, insbesondere für die größeren Differen-
zen, ist die oft an der Radiosondenstation vorherrschende bodennahe überadiabatische
1 Nur hier stehen dreidimensionale Variablen für T und r in verschiedenen Druckniveaus zur Verfü-
gung.
2 Europäischer hochaufgelöster Beobachtungsdatensatz für Niederschlag und Temperatur (tägliche
Werte, 1950 – 2006), der im Rahmen des EU–Projekts ENSEMBLES erstellt wurde, um regionale
Klimamodelle zu validieren (Haylock et al., 2008).
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Abb. 5.14.: Taylordiagramm für den LIB zwischen Radiosonden- und Modelldaten (A=CE40,
B=CoastDatII) von 1978 – 2000, zusammengefasst für alle sieben Radiosondenstationen.
Schichtung, die von den Modelldaten nicht abgebildet wird. In den Schichten der unte-
ren und mittleren Troposphäre gibt das Modell um 12 UTC dagegen im Mittel gut die
atmosphärischen Bedingungen der Beobachtungen wieder (Median von ∆T850, ∆T700
und ∆T500 ≤ 0,28 K). Zusätzlich weist CE40 feuchtere Bedingungen als die Radioson-
denwerte auf, die in 950 hPa am stärksten ausgeprägt sind (Median – 0,48 g kg−1). Direkt
am Boden ist dieser Einfluss jedoch kaum zu sehen.
Das Taylordiagramm (Taylor, 2001) ist eine grafische Darstellung verschiedener stati-
scher Größen, die aufzeigen, wie gut ein Referenzdatensatz (z.B. Beobachtungen) durch
Testdaten (z.B. Modelldaten) wiedergegeben wird. Mit dessen Hilfe wird das Stabilitäts-
verhalten zwischen verschiedenen Datensätzen überprüft (Abb. 5.14), indem die Korre-
lation der beiden Datensätze (blau), die Amplitude der Abweichung (dargestellt durch
die Standardabweichung; grau) und die Differenz des quadratischen Mittelwerts (grün;
engl. root–mean–square difference, RMSD) in einem zweidimensionalen Raum abge-
bildet werden. Als Referenzdatensatz dienen die täglichen 12 UTC–Werte des LIB an
allen sieben Radiosondenstationen (1978 – 2000) und als Testdatensätze die Daten der
nächstgelegenen Gitterpunkte (Gebietsmittel aus 3×3 GP) in CE40 (A) und CoastDatII
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Abb. 5.15.: Die x–Achse zeigt verschiedene Intervalle der CAPE100 nach Radiosondendaten
(RS), die y–Achse beschreibt die zugehörige Differenz (RS–Modell) für die jeweiligen tägli-
chen CAPE–Werte. Kreise (Dreiecke) stehen für den Mittelwert (Standardabweichung, Std) der
Differenz der CAPE zwischen Radiosonden- und Modelldaten für CE40 und CoastDatII (1978 –
2000).
(B). Die strukturelle Variation (engl. pattern variation), abzulesen an der Standardabwei-
chung, stimmt zwischen den Modellen und den Beobachtungen (RSStd: 4,4 K) relativ gut
überein, wobei das CE40 näher am Referenzdatensatz ist (CE40Std: 4,6 K; CoastDatIIStd:
5,3 K). Allerdings liegt die Korrelation zwischen den Radiosondendaten und CE40 (Co-
astDatII) nur bei 0,66 (0,69). Somit resultiert eine RMSD von∼ 3,8 K. Eine Ursache für
den doch recht geringen Zusammenhang zwischen den Datensätzen ist die Unterschät-
zung vor allem von hohen Instabilitäten in den Modelldaten (siehe unten). Das Taylor-
diagramm für die CAPE zeigt noch niedrigere Korrelationen um die 0,3. Der Hauptgrund
hierfür ist die unterschiedliche Art der Berechnung.
Abbildung 5.15 verdeutlicht, dass die beiden RCM hohe Instabilität in der Atmosphä-
re nicht richtig wiedergeben können. Hierzu wird die Differenz zwischen den täglichen
Radiosonden- und Modelldaten (CE40 und CoastDatII) der CAPE gegenüber dem zuge-
hörigen Intervallbereich aus den Radiosondendaten (z.B. alle Werte, die zwischen 100 –
200 J kg−1 liegen) dargestellt. Die Breite der Intervalle nimmt dabei mit zunehmenden
Werten der CAPE zu. Dargestellt ist sowohl der Mittelwert als auch die Standardab-
weichung (Std) aus dem jeweiligen Differenzdatensatz. Beide Modelle zeigen, dass die
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Abb. 5.16.: Zeitreihen des 10% Perzentils des LIB an der Station Schleswig, Greifswald, Stutt-
gart und München für die Radiosonde (1973/1978 – 2009), CE40 (1971 – 2000) und CoastDatII
(1978 – 2009).
Differenz annähernd linear mit höheren CAPE–Werten zunimmt. Ähnliche Ergebnisse
finden sich auch bei Graf (2008), der Analysedaten des ECMWF mit Radiosondendaten
vergleicht. Diese Differenz kann durch die nicht vorhandene überadiabatische Schich-
tung im Modell erklärt werden, wodurch die Hebungskurve ein LCL mit niedrigeren
Temperaturwerten und damit eine geringere Temperaturdifferenz zur Umgebungstem-
peratur in der jeweiligen Höhe aufweist. Auch Untersuchungen von Zeitreihen der Ta-
geswerte um 12 UTC zeigen, dass das Auftreten von CAPE–Werten > 500 J kg−1 in
Radiosondendaten mit hohen CAPE–Werten in den Reanalysedaten einhergehen (82 –
90%), wobei die Reanalysedaten jedoch in der Regel geringere Werte aufweisen. Dage-
gen entstehen die negativen Differenzen für Werte < 400 J kg−1 vor allem aufgrund der
unterschiedlichen Berechnung. So sind durch die Mittelung der Startwerte die CAPE100–
Werte immer kleiner als die der CAPEML.
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Abb. 5.17.: Median und oberes/unteres Quartil für die Differenz aus Radiosonde (RS) und CE40
(oben) bzw. CoastDatII (unten) für die bodennahe Temperatur und das bodennahe Mischungs-
verhältnis an den sieben Radiosondenstationen (1978 – 2000).
In Abbildung 5.16, in der die Zeitreihen der jährlichen 10% Perzentile des LIB für
die drei Datensätze dargestellt sind3, geben die beiden oberen Abbildungen das Klima
für Extreme für Norddeutschland wieder, während die beiden unteren Abbildungen das
Potential für Extreme in Süddeutschland repräsentieren. Auch hier wird deutlich, dass
im Süden mit größeren Instabilitäten zu rechnen ist (vgl. Kap. 5.2). Die Struktur der
jährlichen 10% Perzentile wird in den Reanalysedaten relativ gut erfasst, insbesondere
die hohe jährliche Variabilität ist auch hier zu erkennen. Allerdings zeigen die Model-
le an den beiden nördlichen Stationen höhere Perzentilwerte des LIB. Dies betrifft vor
allem den CE40–Lauf. So ist an der Station Schleswig von 1973 bis 2000 der mittlere
jährliche Perzentilwert 0,16 K (CE40), während die Radiosonde im Mittel mit – 1,21 K
eine wesentlich labilere Schichtung zeigt. Im Süden dagegen decken sich die Modell-
läufe eher mit den Radiosondendaten, wobei der CoastDatII–Datensatz sogar eine noch
labilere Schichtung aufweist. Dies trifft insbesondere auf die Station Stuttgart zu, wo
sich für CoastDatII ein Mittelwert des 10% Perzentils von – 3,41 K ergibt, während der
Mittelwert in den Radiosondendaten bei – 2,33 K liegt (1978 – 2009). In Abbildung 5.17,
3 Da T500 in den CoastDatII–Daten erst ab 1978 zur Verfügung steht, wird der LIB nur für den Zeitraum
von 1978 – 2009 berechnet.
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in der die einzelnen Abweichungen zwischen den Radiosonden- und den Modelldaten
für die bodennahe Temperatur und Feuchte an den sieben deutschen Stationen darge-
stellt sind, zeigt sich, dass die bodennahe Temperatur nicht allein verantwortlich für
diese Diskrepanz bei den Extrema ist4. Während in Schleswig und Greifswald an beiden
Radiosondenstationen feuchtere Umgebungsbedingungen gemessen werden, und dies
zu labileren Bedingungen in den Radiosondendaten gegenüber den Modelldaten führt,
gleicht eine trockenere Umgebung um die Radiosondenstationen Stuttgart und München
den Unterschied zu den CE40–Daten wieder aus.
Zusammenfassend kann man festhalten, dass die hochaufgelösten regionalen Reana-
lysedaten durchaus in der Lage sind, die Stabilitätsbedingungen der Atmosphäre repro-
duzieren. Sie bilden auch die jährliche Variabilität ab und können beobachtete Tage mit
hoher Labilität wiedergeben. Allerdings werden hohe Instabilitäten unterschätzt. Außer-
dem lassen sich weitere Differenzen durch abweichende Feuchtefelder oder durch eine
andere Temperaturverteilung in der bodennahen Schicht in den Modelldaten erklären
(z.B. Bias zu niedrigeren Temperaturen in CE40). Zusätzlich sollte berücksichtigt wer-
den, dass Radiosondendaten, insbesondere in Bodennähe, reine Punktmessungen sind,
während die Modelldaten ein Gebietsmittel (3×3 GP) und somit für ein etwa 440 km2
großes Gebiet repräsentativ sind.
Auch andere Arbeiten zeigen, dass Konvektionsparameter aus globalen Reanalyseda-
ten in guter Näherung die Stabilitätsbedingungen wiedergeben, beispielsweise in den
USA (Lee, 2002; Brooks et al., 2003). Manzato (2008) verglich im Norden von Itali-
en 40 verschiedene KPs an der Station Udine (vgl. Tabelle 3.1, 23) mit Analysedaten
des ECMWF. Er stellte die besten Übereinstimmungen für die 12 UTC–Aufstiege fest
– vor allem für KPs, die nur von Temperatur und Feuchte abhängig sind. Die größten
Abweichungen beobachtete er für KPs, die zusätzlich Windfelder berücksichtigen. Die
Ursache hierfür führte er vor allem auf die Orografie zurück. Sander (2011) berechne-
te ebenfalls hohe Korrelationen zwischen Radiosonden- und ERA40–Daten, auch wenn
die CAPE–Werte der Reanalysen aufgrund der groben Auflösung geringer als in den
Beobachtungsdaten waren.
4 Ein Vergleich der bodennahen Temperaturwerte zwischen CoastDatII und E–OBS zeigt, dass im
SHJ in Deutschland geringe Unterschiede von ± 1 K beobachtet werden (Geyer, 2012, persönliche
Kommunikation).
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Abb. 5.18.: Mittelwerte der jährlichen 90% Perzentile der CAPEML für CE40 (links) und
CAPECON für CoastDatII (rechts) von 1971 – 2000.
5.4.2. Klimatologie der Konvektionsparameter in Reanalysedaten
Die klimatologischen Merkmale der CAPE (jährliche 90% Perzentile) in den Reanaly-
sedaten bestätigten die räumliche Verteilung des Konvektionspotentials der Radioson-
den über Deutschland (vgl. Kap. 5.2). So ist in Abbildung 5.18 ebenfalls ein deutlicher
Nord–Süd–Gradient sowohl in CE40 als auch in CoastDatII für den Mittelwert über
30 Jahren auszumachen, wobei die höchsten Werte im Süden auftreten. Ähnliche Ergeb-
nisse zeigen auch andere Konvektionsparameter wie beispielsweise der LIB. Interessant
ist, dass der Schwellenwert für potentielle Hagelereignisse aus Kapitel 4 (vgl. Tabel-
le 4.1) mit 440 J kg−1 für weite Gebiete im Süden von Süddeutschland im Mittel bereits
an 18 Tagen überschritten wird. Des Weiteren wird deutlich, dass Radiosonden für ein
größeres Gebiet repräsentativ sind.
Unterschiede zwischen CE40 und CoastDatII sind vor allem im mittleren Teil von
Deutschland zu beobachten. Während im Norden an der Küste und im Alpenvorland
quantitativ die 90% Perzentile der CAPE ähnlich sind, sind sie insbesondere in den
Bundesländer nördlich von Baden–Württemberg und Bayern in CoastDatII im Mittel
um 50 – 100 J kg−1 größer. Dies ist insbesondere ein Resultat aus einer wärmeren und
trockeneren bodennahen Umgebung. Sowohl für die Mittelwerte der jährlichen 90% Per-
zentile als auch für die mittleren Werte (siehe Abb. 5.19) von T2m und r2m kann ein
Einfluss auf die Stabilitätsbedingungen beobachtet werden (SHJ, 1971 – 2000). Obwohl
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Abb. 5.19.: Mittelwerte von T2m (oben) und r2m (unten) für CE40 (links) und CoastDatII (rechts,
SHJ, 1971 – 2000 .
geringere Feuchtewerte (∼ 0,5 – 1,5 g kg−1) hohen Instabilitäten entgegenwirken, ver-
ursachen die höheren Temperaturen von 1 – 2 K eine Verschiebung der Hebungskurve
zu höheren Temperaturwerten, sodass größere Differenzen zwischen dem aufsteigenden
Luftpaket und der Umgebungstemperatur entstehen. So erklären sich auch die niedrige-
ren 10% Perzentilwerte des LIB in Abbildung 5.16 im Vergleich zu CE40. Die Werte
des LIB der CoastDatII im Süden am Rand der Alpen (∼1000 – 1600 m) sind dagegen
unrealistisch und können auf zu hohe Feuchtewerte in diesem Bereich zurückgeführt
werden (vgl. Orografie in Abb. 3.8b).
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Abb. 5.20.: Mittelwerte der jährlichen 90% Perzentile der CAPECON für CoastDatII von (a)
1951 – 2010, (b) 1951 – 1980 und (c) 1981 – 2010 (gleiche Farbskala). (d) ist die Differenz aus
(c) minus (b).
Da für CoastDatII ein Zeitraum von 60 Jahren zur Verfügung steht, werden die kli-
matologischen Merkmale der CAPE für unterschiedliche Perioden betrachtet. Der Un-
terschied zwischen 1971 – 2000 (Abb. 5.18, rechts) und dem gesamten Zeitraum von
1951 – 2010 (Abb. 5.20a) ist jedoch nicht sehr groß. Es treten innerhalb von Deutsch-
land nur geringfügige Unterschiede zwischen den beiden Zeiträumen von – 40 J kg−1
bis 10 J kg−1 auf, die kleiner sind als die angegebene Farbskala. Im Mittel liegt die Dif-
ferenz bei – 10 J kg−1 für die kürzere Periode. Dagegen sind die Unterschiede zwischen
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Abb. 5.21.: Mittelwerte der jährlichen 90% Perzentile der CAPECON für CoastDatII (1951 –
2010).
dem Zeitraum von 1951 – 1980 (Abb. 5.20b) und 1981 – 2010 (Abb. 5.20c) deutlich grö-
ßer (vgl. Differenz, Abb. 5.20d). In den meisten Gebieten hat in den letzten 30 Jahren
die CAPE bezogen auf den Zeitraum von 1951 bis 1980 abgenommen, wobei die größ-
ten Abnahmen im Bereich südlich von Prag mit 140 – 180 J kg−1 zu beobachten sind.
Deutschlandweit liegen die Änderungen zwischen – 20 und – 100 J kg−1. Nur der Be-
reich am Rande der Alpen verzeichnet eine Zunahme. Wie bereits oben angesprochen,
sind die hohen Werte der 90% Perzentile in diesem Bereich jedoch nicht repräsentativ.
Die räumliche Verteilung der mittleren jährlichen 90% Perzentile der CAPE ist euro-
paweit durch die sommerliche Tagestemperatur geprägt (Abb. 5.21, 1951 – 2010). Des
Weiteren wird deutlich, dass in einer Region die höchsten Werte am Rand der dortigen
Gebirge auftreten (siehe Modellorografie und Gebirgsnamen in Abb. B.3 im Anhang).
So sind die größten Werte am Rand der Pyrenäen, südlich und nördlich der Alpen, in-
nerhalb des offenen Bogens der rumänischen Karpaten, nördlich des Balkangebirges,
südlich der Rhodopen und westlich des Pindus zu beobachten. Auffallend ist, dass auch
hier Gebiete mit hohen Werten der CAPE oberhalb von 1000 m beobachten werden.
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Abb. 5.22.: Lineare Trends der jährlichen 10% Perzentile des LIB (links) und der 90% Perzentile
des r2m (rechts) zwischen 1978 – 2009 in CoastDatII. Zum Vergleich sind die Trends der Radio-
sonde (RS) an den sieben deutschen Stationen angegeben (bordeaux).
5.4.3. Trendanalysen in Reanalysedaten
Da für den CoastDatII–Lauf Daten auch nach 2000 zur Verfügung stehen, kann dieser
mit den Ergebnissen der Analysen der Radiosondendaten für den gesamten 32–jährigen
Zeitraum verglichen werden. Generell weisen die CoastDatII–Daten eine Zunahme des
Gewitterpotentials, ausgedrückt durch LIB, im Nordosten und Süden von Deutschland
auf (Abb. 5.22, links). Die größten Änderungen in Süddeutschland beispielsweise von
bis zu – 1,2 K, stimmen gut mit dem Gebiet der größten Zunahme der bodennahen
Feuchte r2m überein (Abb. 5.22, rechts)5. Im Nordosten von Deutschland dagegen wird
die Atmosphäre den CoastDatII–Daten zufolge in den letzten 30 Jahren wieder stabiler.
Ein Vergleich mit dem Mischungsverhältnis zeigt, dass in diesem Gebiet nur kleine Än-
derungen beziehungsweise eine Abnahme der Feuchte vorliegen. Die Ergebnisse sind
nicht völlig identisch mit den Auswertungen der Radiosondendaten (Kap. 5.3.1). Wäh-
rend die Abnahme um Essen, Stuttgart und München von den CoastDatII–Daten zwar
wiedergegeben aber unterschätzt wird, unterscheidet sich an den Stationen Schleswig,
Greifswald und Lindenberg jedoch die Trendrichtung. Dagegen decken sich die Trend-
richtungen für das Mischungsverhältnis an den einzelnen Stationen (außer Lindenberg),
wobei der lineare Trend teilweise unterschätzt wird. Auch hier muss wieder berücksich-
5 Gleichzeitig herrscht eine Temperaturzunahme von 1,5 bis 3,0 ◦C im gesamten Untersuchungsgebiet
(größtenteils signifikant).
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Abb. 5.23.: Lineare Trends (pro Jahr) der 90% Perzentile der CAPEML (CE40, links) und
CAPECON (CoastDatII, rechts) zwischen 1971 – 2000 (oben) und 1979 – 2000 (unten).
tigt werden, dass die Radiosondendaten – insbesondere das r2m – eine Punktmessung ist,
während die Werte im RCM ein Gebietsmittel repräsentieren.
Um die Änderung der Datenassimilation in den ERA40–Daten infolge eines erhöhten
Aufkommens von Satellitenmessungen zu berücksichtigen, sind in Abbildung 5.23 die
Trends für den gesamten Zeitraum der CE40–Daten (1971 – 2000) und einen Zeitraum
ab 1979(– 2000) dargestellt. Um die Zeiträume besser miteinander vergleichen zu kön-
nen, werden die linearen Trends der 90% Perzentilwerte der CAPE pro Jahr abgebildet.
Dieser zeigt in CE40 generell eine Zunahme des Gewitterpotentials in Deutschland –
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bis auf eine kleine Ausnahme im Nordosten (1971 – 2000), wobei die größten Änderun-
gen von bis zu 13 J kg−1 pro Jahr im Süden auftreten. Dies wird insbesondere durch die
Zunahme des bodennahen Mischungsverhältnisses bestimmt. Der Trend der CAPECON
in den CoastDatII–Daten ist dagegen im Zeitraum von 1971 bis 2000 größtenteils ne-
gativ. Im Gegensatz dazu sind von 1979 bis 2000 nur noch wenige Bereiche, etwa der
Nordosten und die Gegend um Passau, davon betroffen, sodass im Vergleich zu CE40
mehr Gemeinsamkeiten auftreten. Ursache für diese Unterschiede ist, dass insbesondere
von 1971 bis 2000 weite Gebiete in Deutschland eher eine Abnahme des Mischungs-
verhältnisses verzeichnen, während der Trend sich später umkehrt beziehungsweise ge-
ringer ausfällt. Zusammenfassend kann man sagen, dass der Unterschied zwischen den
beiden Reanalyseläufen vorwiegend auf eine unterschiedliche Entwicklung der boden-
nahen Feuchtefelder in den antreibenden Modelldaten zurückzuführen ist.
Abschließend wird der Trend über den gesamten vorhandenen Zeitraum der
CoastDatII–Daten für Deutschland und Europa untersucht (1951 – 2010). Dabei zeigt
sich, dass in Deutschland die CAPECON in der Atmosphäre abgenommen hat. Die größ-
ten Änderungen sind dabei südöstlich von Prag zu beobachten (Abb. 5.24, oben). In
Abbildung 5.20 wurde dies bereits beim Vergleich der Mittel zwischen 1951 – 1980 und
1981 – 2010 deutlich. Nur über dem Meer und am Rande der Alpen hat der CAPE zufol-
ge das Gewitterpotential zugenommen. Die Temperatur dagegen ist über dem gesamten
Zeitraum im Mittel um 3,0 K angestiegen, während weite Teile Deutschlands, insbe-
sondere der Nordosten, einer Feuchteabnahme unterliegen. Die größte Veränderung ist
an der Grenze zu Polen mit – 1,1 g kg−1 zu beobachten. Ähnliche Ergebnisse zeigen
sich auch, wenn man den Untersuchungszeitraum auf die drei Sommermonate (JJA)
beschränkt. Hinsichtlich der Signifikanz der bisherigen Trendänderungen in CE40 und
CoastDatII zeigt sich, dass allein die Temperatur eine signifikante Änderung aufweist
(α = 90%). Die Zeitreihen anderer Parameter (z.B. LI, CAPE, r2m) weisen eine so ho-
he jährliche Variabilität auf (siehe beispielsweise CAPECON in Abb. 5.25), dass sich
keine signifikanten Änderungen ergeben. Zusätzlich wird anhand von Abbildung 5.25
deutlich, dass mit Zunahme der CAPE im Süden von Deutschland auch die jährliche
Variabilität der Extremwerte zunimmt. Zu einem ähnlichen Ergebnis kamen in den USA
auch Trapp et al. (2009) und Brooks (2012). Sie beobachteten, dass aufgrund der großen
jährlichen Schwankungen der Anzahl der Tage mit günstigen Umgebungsbedingungen
für konvektive Ereignisse die statistische Signifikanz beeinträchtigt wird.
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Abb. 5.24.: Lineare Trends der 90% Perzentile der CAPECON , T2m und r2m für den gesamten
Zeitraum der CoastDatII (1951 – 2010).
Europaweit zeigen sich Trends des 90% Perzentils der CAPECON für die meisten Ge-
biete mit Werten um die ± 50 J kg−1 (Abb. 5.26), die jedoch meistens nicht signifikant
sind (aufgehellt dargestellt). Die größten positiven Änderungen sind über den Alpen,
dem Zentralmassiv in Frankreich, den Pyrenäen und im Norden des kastilischen Hoch-
lands in Spanien zu beobachten (ebenfalls nicht signifikant). Die größten Trends der
CAPE sind dagegen im Flachland in Norditalien, an der italienischen Adriaküste und in
weiten Gebieten im Flachland von Südosteuropa zu finden. Hier reichen die Änderungen
∆CAPE von – 250 bis – 450 J kg−1. Vergleicht man die größten Änderungen mit Abbil-
dung 5.27 und B.4 im Anhang, wird auch hier der Zusammenhang zum bodennahen
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Abb. 5.25.: Zeitreihe der 90% Perzentile der CAPECON in der Nähe von Schleswig und Stuttgart
inklusive ihrer linearen Trends (1951– 2010).
Abb. 5.26.: Lineare Trends der 90% Perzentile der CAPECON für den gesamten Zeitraum der
CoastDatII (1951 – 2010) für Europa. Trends mit einer Signifikanz von < 90% sind aufgehellt.
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Abb. 5.27.: Lineare Trends der 50% Perzentile der T2m und r2m für den gesamten Zeitraum der
CoastDatII (1951 – 2010) für Europa. Trends mit einer Signifikanz von < 90% sind aufgehellt.
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Mischungsverhältnis deutlich. Aber auch die Temperaturänderung scheint eine Rolle zu
spielen: so decken sich viele Gebiete mit der größten Abnahme der CAPE, auch mit dem
größten Anstieg in der Temperatur. Durch die Kombination von höherer Temperatur und
niedrigerem Mischungsverhältnis kommt es zu höheren und kälteren LCLs. Zusätzlich
scheint auch die Temperaturentwicklung mit der Höhe wichtig zu sein, die aufgrund der
nicht vorliegenden Daten nicht genauer untersucht werden kann.
Da bisher nur feste Zeiträume diskutiert wurden, Kapitel 5.3.2 jedoch gezeigt hat,
dass die Trends je nach betrachteter Zeitperiode sehr variabel sein können, werden im
Folgenden Blöcke von Trends aus 20 Jahren (CAPECON), die jeweils um 10 Jahre ver-
schoben sind, diskutiert (Abb. 5.28a – e). Wegen der hohen jährlichen Variabilität sind
die Änderungen meistens gering (± 50 J kg−1) und in der Regel nicht signifikant. Aller-
dings wird deutlich, dass die Abnahme über den gesamten Zeitraum im Südosten des
Untersuchungsgebiets vor allem durch die Abnahme (∆CAPE 200 – 800 J kg−1) in den
1980er Jahren geprägt ist. Des Weiteren wird deutlich, dass bereits in den 1950 / 1960er
Jahren ein ähnlich hohes Konvektionspotential vorherrschend war wie heute.
Entsprechend der Clausius–Clapeyron–Gleichung würde sich als Folge der Tempera-
turzunahme durch den globalen Klimawandel die Verdunstung erhöhen, womit sich ein
erhöhter Wasserdampfgehalt in der bodennahen Atmosphäre ergäbe. Dieser theoretische
Ansatz kann allerdings nicht eindeutig bestätigt werden, da nicht immer – hier beispiels-
weise in den CoastDatII–Daten – eine positive Temperaturänderung mit einer positiven
Feuchteänderung verbunden ist, sodass auch noch andere Faktoren (z.B. Advektion von
Luftmassen) eine Rolle spielen müssen. Andere Studien zeigen allerdings, dass die bo-
dennahe Feuchte – global betrachtet – zugenommen hat (Dai, 2006; Willett et al., 2008).
Held und Soden (2006) beobachteten für die Zukunft in globalen Klimamodellen eben-
falls einen Anstieg des Wasserdampfgehalts in der unteren Troposphäre, wodurch sich
das Potential für konvektive Ereignisse erhöht haben könnte.
Zusammenfassend lassen sich aus den bisherigen Ergebnissen folgende Kernpunkte fest-
halten:
1. In Deutschland und in Teilen Mitteleuropas hat in den letzten 20 – 30 Jahren das
Gewitterpotential anhand von Beobachtungensdaten statistisch signifikant zuge-
nommen. Diese Zunahme zeigt sich sowohl bei den jährlichen Verteilungen der
90% (10%) Perzentilwerte als auch bei der Anzahl der Tage über bestimmten
Schwellenwerten, ab denen Hagel den Analysen zufolge wahrscheinlich ist.
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Abb. 5.28.: wie Abb. 5.26 nur für variierende Zeiträume: (a) 1951 – 1970, (b) 1961 – 1980, (c)
1971 – 1990, (d) 1981 – 2000 und (e) 1991-2010.
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2. Reanalysedaten, die in der Lage sind, die atmosphärischen Stabilitätsbedingungen
wiederzugeben, bestätigen größtenteils diese Ergebnisse, wobei hier die Änderun-
gen kaum signifikant sind.
3. Längere Zeitreihen aus Reanalysedaten zeigen, dass in Deutschland bereits in
den 1950er Jahren in der Atmosphäre ein ähnlich hohes Konvektionspotential wie
derzeit vorhanden war. Dies bewirkt insgesamt über den gesamten Zeitraum von
60 Jahren einen negativen Trend des Gewitterpotentials (kaum signifikant) und be-
trifft vor allem den östlichen Teil Deutschlands.
4. Neben einer durchwegs positiven bodennahen Temperaturänderung (und damit ei-
ner möglichen Zunahme des vertikalen Temperaturgradienten) ist der Haupttreiber
für die Abnahme der Stabilität die Zunahme der bodennahen Feuchte.
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6. Änderungen der atmosphärischen Stabilitätsparameter in
verschiedenen Klimasimulationen
In diesem Kapitel wird untersucht, welche Änderungen der atmosphärischen Stabilität
in der Zukunft (2021 – 2050, nachfolgend als PRO bezeichnet) auf der Grundlage eines
Ensembles regionaler Klimasimulationen zu erwarten sind. Wie in Kapitel 5 beziehen
sich auch hier die Untersuchungen auf das gesamte Sommerhalbjahr (SHJ).
6.1. Evaluierung der verwendeten Simulationen im Kontrollzeitraum
Bevor die zukünftigen Änderungen der atmosphärischen Stabilität in verschiedenen
Klimaprojektionen untersucht werden, werden die verwendeten Realisierungen für den
Kontrollzeitraum von 1971 bis 2000 (nachfolgend als C20 bezeichnet) mit Reanalyseda-
ten als Referenz validiert. Ziel ist es dabei, Besonderheiten und Abweichungen zwischen
den Ergebnissen der verschiedenen Modellläufe durch das antreibende globale und re-
gionale Modell zu diagnostizieren.
Atmosphärische Stabilität in den CCLM–IMK–Läufen
Als erstes werden die einzelnen Kontrollläufe der CCLM–IMK–Simulationen (Abk.: C)
untersucht, die durch drei Läufe (Abk.: R) des globalen Modells ECHAM5 (E5) und
einem Lauf des globalen Modells CCCma3 (C3) angetrieben worden sind (siehe Ta-
belle 6.1). In Abbildung 6.1 wird der Mittelwert der jährlichen 90% Perzentile der
Tab. 6.1.: Übersicht der verwendeten Modelldatensätze und ihrer Bezeichnungen.
Modell GCM Lauf Szenario Bezeichnung
CCLM–IMK E40 – – CE40
E5 R1 – R3 A1B CE5R1, CE5R2, CE5R3
CC3 – A1B CC3
CCLM–KL E5 R1+R2 A1B, B1 CKE5R1, CKE5R2
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Abb. 6.1.: Mittelwerte der jährlichen 90% Perzentile der CAPEML für die fünf CCLM–IMK–
Läufe: CE40, CE5R1, CE5R2, CE5R3 und CC3 (1971 – 2000).
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CAPEML (CE40) mit dem in den drei durch CCLM regionalisierten ECHAM5–Läufen
verglichen (nachfolgend als CE5R1 – 3 bezeichnet). Es zeigt sich, dass fast alle C20–
Läufe sehr gut die räumliche Verteilung sowohl qualitativ als auch quantitativ reprodu-
zieren. Insbesondere der Nord–Süd–Gradient wird abgebildet. Dagegen geben die CC3–
Simulationen nur die räumliche Verteilung wieder, während die Werte insgesamt deut-
lich niedriger sind. Die Differenz im Norden liegt ungefähr bei 75 J kg−1 und im Süden
bei 300 J kg−1. Ähnliche Ergebnisse zeigen sich auch für andere konvektive Parameter
des CC3 (siehe LIB, Abb. B.5 im Anhang).
Grund für die erheblichen Differenzen der CC3–Simulationen zu der Referenz liegt
darin, dass die Simulationen im Mittel niedrigere Temperaturwerte und damit auch ge-
ringere Feuchtewerte gegenüber CE40 bodennah aufweisen (siehe Abb. 6.2). In Abbil-
dung B.6 im Anhang wird deutlich, dass sich die niedrigeren Temperaturwerte von CC3
gegenüber CE40 auch bis in die mittlere Troposphäre fortsetzen.
Ähnliche Schlüsse wurden bereits bei der Validierung der CCLM–IMK–Läufe ge-
zogen. Durch einen Vergleich mit Beobachtungsdaten (E–OBS) zeigten Berg et al.
(2012b), dass bereits aus dem GCM ein Temperaturbias1 übertragen wird, der sich durch
das RCM sowohl aufheben als auch verstärken kann. In den vorliegenden Simulationen
bewirkt COSMO einen zusätzlichen Bias zu niedrigeren Temperaturwerten, der insbe-
sondere im Sommer am ausgeprägtesten ist. Die Autoren vermuteten, dass dies ein Er-
gebnis durch einen positiven Bias im Bewölkungsgrad und einer daraus resultierenden
Unterschätzung der einfallenden kurzwelligen Solarstrahlung ist. Im Fall des GCM C3
bedeutet dies, dass die Temperaturwerte des GCM in Europa im Vergleich zum E–OBS–
Datensatz im Jahresmittel bereits um etwa – 5 K niedriger sind. Nach dem Regionali-
sieren ergibt sich im Sommer (JJA) im Mittel eine Abweichung von – 4,3 K gegenüber
E–OBS. Auch die anderen Kontrollsimulationen zeigen ähnliche Effekte, wobei die Dif-
ferenzen zum Beobachtungsdatensatz allerdings geringer sind. Beispielsweise sind die
Temperaturwerte der drei GCM E5–Läufe über dem größten Teil von Europa im Jahres-
mittel um 1 – 2 K niedriger gegenüber dem E–OBS–Datensatz. Die Unterschiede zwi-
schen den einzelnen Realisierungen fallen dabei eher gering aus. Das Regionalisieren
wiederum bewirkt im Sommer (JJA) eine mittlere Abweichung von etwa – 2,3 K (Berg
et al., 2012b, vgl. Tabelle 1).
1 Ähnliche Ergebnisse zeigen sich auch für den Niederschlag.
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Abb. 6.2.: Mittlere Sommerhalbjahreswerte der bodennahen Temperatur T2m (oben) und des Mi-
schungsverhältnisses r2m (unten) für CE40 (links) und CC3 (rechts) zwischen 1971 – 2000.
Atmosphärische Stabilität in den CCLM–KL–Läufen
Während die mittleren jährlichen 90% Perzentile der CAPECON in den Konsortialläu-
fen (Abk.: CK) zwischen den beiden Simulationen sehr ähnlich sind (Abb. 6.3)2, er-
geben sich deutlich größere Unterschiede zu CE40 und CoastDatII (vgl. Abb. 5.18).
Abbildung 6.4 zeigt exemplarisch für den CKE5R2 die Differenz der CAPE zwi-
schen CE40 und CoastDatII. Dabei wurde der höher aufgelöste Datensatz auf das je-
2 Ähnlich wie bei den CoastDatII–Daten dürfen die hohen Werte über dem Alpenrand (> 1000 m, vgl.
Abb. 3.8c) nicht überinterpretiert werden.
142
6.1 Evaluierung der verwendeten Simulationen im Kontrollzeitraum
Abb. 6.3.: Mittelwerte der jährlichen 90% Perzentile der CAPECON für die beiden CCLM–KL–
Läufe: CKE5R1 (links) und CKE5R2 (rechts, 1971 – 2000).
weilige gröbere Gitter bilinear interpoliert. Im Vergleich zum CE40–Datensatz wei-
sen die beiden CKE5–Kontrollläufe flächendeckend deutlich höhere Werte der CAPE
auf (∼ 260 J kg−1). Des Weiteren wird der ausgeprägte Nord–Süd–Gradient der bei-
Abb. 6.4.: Differenz der jährlichen 90% Perzentile der CAPE für CKE5R2 minus CE40 (links)
und CKE5R2 minus CoastDatII (rechts) zwischen 1971 – 2000.
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den Reanalyseläufe nicht wiedergegeben. Es wird hier zwar die CAPECON (CK) mit
der CAPEML (CE40) verglichen, jedoch kann dieser Unterschied nicht die hohen Ab-
weichungen erklären. Die Differenz zwischen den beiden gröber aufgelösten Läufen
fällt dagegen geringer aus. Während im Süden die Werte in CoastDatII höher sind (∼ 50
bis 150 J kg−1), weisen die beiden CK–C20–Läufe im Norden das größere Potential für
konvektive Ereignisse auf (∼ 50 bis 150 J kg−1). Ein möglicher Grund für die Unter-
schiede in den drei Versionen, die alle mit COSMO regionalisiert wurden, liegt in der
unterschiedlichen Modellversion. Während für die Konsortialläufe noch die ältere Ver-
sion COSMO 3.8 benützt wurde, verwendete man für die beiden anderen Datensätze
COSMO 4.2. Das antreibende GCM (E5 anstatt ERA40) kann dagegen als Ursache
ausgeschlossen werden, da dies ansonsten bereits in den CE5–C20–Läufen (Abb. 6.2)
deutlich geworden wäre. Vermutlich ergeben sich die höheren Werte der Instabilität bei
CCLM–KL durch ein Zusammenspiel aus der erhöhten bodennahen Temperatur und der
höheren Feuchte. Während die Konsortialläufe auch im Sommer durchschnittlich um et-
wa – 0,5 bis – 1 K niedrigere Temperaturwerte im Vergleich zu Messdaten haben, zeigen
diese im Vergleich allerdings höhere Feuchtewerte (Hollweg et al., 2008).
Ähnliche Ergebnisse ergeben sich auch für die mittleren jährlichen 10% Perzentile des
LIB beobachten. Während der LI im CCLM–KL zwar eher den Nord–Süd–Gradienten
aus CE40 wiedergibt (siehe Abb. B.9 oben im Anhang), sind die Werte im Vergleich zu
CE40 und CoastDatII deutlich niedriger (siehe Abb. 6.5) und weisen damit wie im Fall
der CAPE auf ein höheres Gewitterpotential hin. Neben der Modellphysik der einzelnen
Modelle und den damit verbundenen unterschiedlichen Temperatur- und Feuchtefeldern
entsteht ein Beitrag der Differenz zwischen Referenz- und CCLM–KL–Lauf auch durch
die unterschiedliche Berechnung der Variablen.
Abschließend lässt sich sagen, dass die meisten der hier beschriebenen Simulationen
geeignet sind, um die Stabilität in der Atmosphäre und ihre Änderungen zu untersuchen.
Nur der CC3–Lauf wird im Folgenden nicht weiter berücksichtigt, da die Abweichungen
der KPs durch den Einfluss der Temperaturabweichungen zu den Beobachtungsdaten zu
groß sind. Um eine Vergleichbarkeit zwischen den Modellen zu gewährleisten, wird die
relative Änderung zwischen Vergangenheit (C20) und Zukunft (PRO) betrachtet. Dabei
wird angenommen, dass innerhalb des Laufs Abweichungen durch Modellphysik und
antreibendes Modell konsistent bleiben. Allerdings muss in Kapitel 7.3 die Differenz
der Größenbereiche zwischen den verschiedenen RCMs berücksichtigt werden.
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Abb. 6.5.: Histogramm aller jährlichen 10% Perzentile des LIB in CE40, CKE5R1 und Coast-
DatII (1978 – 2000).
6.2. Änderungen der atmosphärischen Stabilität in der Zukunft
Studien in den USA zeigen, dass bei einem Vergleich zwischen dem späten 20. und
späten 21. Jahrhundert die CAPE–Werte über einem großen Gebiet östlich der Rocky
Mountains zunehmen werden (Del Genio et al., 2007; Trapp et al., 2007; van Klooster
und Roebber, 2009). Diese Zunahme führten die Autoren auf einen Anstieg der bodenna-
hen Feuchte aufgrund der Oberflächenerwärmung zurück, was in Übereinstimmung zu
bisherigen Beobachtungen zwischen 1973 – 2003 in diesem Gebiet ist (Peterson et al.,
2011). Erste Arbeiten für Europa zeigen, dass eher mit einer Stabilisierung in der At-
mosphäre zu rechnen ist. Marsh et al. (2009) untersuchten die Änderungen der mittleren
CAPE in den Sommermonaten (JJA) zwischen dem gesamten 20. und 21. Jahrhundert.
Die Autoren zeigten eine nahezu einheitliche Abnahme des Gewitterpotentials über ganz
Mitteleuropa. Jedoch berücksichtigen die Autoren in ihrer Studie nur ein einziges GCM
(Szenario A2). In der vorliegenden Arbeit wird dagegen ein regionales Klimaensemble
aus sieben verschiedenen Projektionen untersucht (siehe Tabelle 6.2).
Die Klimatologie der jährlichen 90% Perzentile der CAPE in der Zukunft (PRO) zeigt
sowohl in den CCLM–IMK- als auch in den CCLM–KL–Läufen eine ähnliche räum-
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liche Verteilung wie im Kontrollzeitraum (siehe in Abb. B.7 im Anhang). Quantitativ
können allerdings einige Unterschiede zwischen den Stabilitätsbedingungen im C20-
und PRO–Zeitraum für die sieben Klimasimulationen beobachtet werden, die jedoch
kein einheitliches Bild ergeben (Abb. 6.6). Während das Gewitterpotential in CE5R1
und CKE5R2 in der Zukunft im Mittel in Deutschland leicht zunimmt (grüne bis rote
Farben), zeigt sich für die anderen fünf Läufe vorwiegend eine Zunahme der atmosphä-
rischen Stabilität (blaue bis lila Farben). Interessant ist, dass das Änderungssignal der
beiden Simulationen, die mit dem gleichen GCM E5 (A1B, R1 und R2) angetrieben
wurden, nicht einheitlich ist. Ebenfalls ist in den Konsortialläufen zwischen den bei-
den verwendeten Szenarien kein direkter Zusammenhang der Ergebnisse, die als Basis
die gleiche Realisierung (R1 oder R2) haben, zu erkennen. Die größten Änderungen
im Bereich 100 – 200 J kg−1 sind im südöstlichsten Teil Bayerns und im angrenzenden
Österreich zu beobachten (CE5R1).
Insgesamt sind die Änderungen der mittleren jährlichen Perzentile der CAPE in al-
len Modellläufen eher gering (± 25 J kg−1). Auch das Flächenmittel über das Unter-
suchungsgebiet verdeutlicht dies (Tabelle 6.2, links). Beispielsweise zeigt der CE5R1–
Lauf im Mittel in Deutschland die größte positive Änderung der CAPE um 30 J kg−1,
während der Konsortiallauf mit dem gleichen globalen Antrieb eine Abnahme von
31 J kg−1 berechnet. Anders als in der Vergangenheit sind die Änderungen der CAPE
nicht nur auf eine rein bodennahe Feuchteänderung zurückzuführen. So werden die pro-
jizierten Erwärmungen der GCM in die RCM übertragen und führen im Mittel für die
drei CCLM–IMK–Läufe in Deutschland im Sommer (JJA) zu einer Erwärmung zwi-
schen 0,8 K und 1,1 K (2021 – 2050; siehe Wagner et al., 2012, Tabelle 1). Aber auch das
bodennahe Mischungsverhältnis zeigt im gesamten Untersuchungsgebiet eine Zunahme
in PRO im Vergleich zu C20 (siehe Abb. B.8 im Anhang), während die Läufe 2 und
3 (CE5) allerdings vorwiegend eine Abnahme der Stabilitätsbedingungen berechnen.
Somit müssen auch andere Faktoren wie beispielsweise eine Änderung des vertikalen
Temperaturgradienten eine Rolle spielen.
Fasst man die Ergebnisse der verschiedenen RCM–Läufe zusammen, indem an je-
dem einzelnen Gitterpunkt bestimmt wird, wie viele Klimasimulationen eine positive
Änderung der CAPE in der Zukunft zeigen, wird deutlich, dass für etwa die Hälfte der
Gitterpunkte im Untersuchungsgebiet die Modelle kein eindeutiges Signal projizieren
(Abb. 6.7a)3. Das bedeutet, dass etwa 3 bis 4 Läufe eine Zunahme des Gewitterpotenti-
3 Hierzu werden die Ergebnisse der CCLM–IMK–Läufe per bilinearer Interpolation auf das gröbere
Gitter der Konsortialläufe gebracht.
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Tab. 6.2.: Räumlicher Mittelwert und Standardabweichung der Differenz der mittleren jährlichen
90% Perzentile der CAPE und 10% Perzentile des LI zwischen PRO und C20 für die CCLM–
IMK- und CCLM–KL–Läufe.
Lauf CAPE [J kg−1] LIB [K]
CE5R1 A1B 30,1± 28,2 -0,09± 0,10
CE5R2 A1B -4,9± 15,2 -0,01± 0,07
CE5R3 A1B -7,3± 17,7 0,20± 0,10
CKE5R1 A1B -31,4± 27,3 0,26± 0,15
CKE5R2 A1B 27,5± 24,9 0,02± 0,12
CKE5R1 B1 -0,6± 22,5 0,17± 0,16
CKE5R2 B1 -11,5± 25,8 0,03± 0,14
als zeigen, während durch die anderen eine Abnahme berechnet wird. Zur Veranschau-
lichung werden in Abbildung 6.7b die Ergebnisse aus Abbildung 6.7a auf drei Ände-
rungssignale zusammengefasst. Rot bedeutet, dass für 5 bis 7 Modelle eine Zunahme
des Gewitterpotentials berechnet wird, während blau eine Abnahme in 5 bis 7 Modellen
bedeutet. Weiß steht für keine Änderung der Stabilitätsbedingungen in der Zukunft. Über
der Nord- und Ostsee und über den Alpen zeigen die Klimasimulationen eine Abnahme
der Stabilität. Insbesondere über dem Meer sind die Änderungen jedoch sehr klein und
statistisch unsicher. Weiterhin können in der Abbildung vereinzelt Gebiete beobachtet
werden, die eine Zunahme der Stabilität zeigen. Schließt man jedoch Änderungen aus,
die kleiner als 10% der Klimatologie in C20 sind, wird wiederum deutlich, dass die Un-
terschiede zwischen Zukunft und Vergangenheit so gering sind, dass das Ensemble aus
sieben Klimasimulationen für die CAPE keine eindeutige Änderung zeigt (Abb. 6.7c).
Überträgt man die Methoden auf den LI, zeigen sich ähnliche und ebenfalls nicht
eindeutige Ergebnisse (Tabelle 6.2, rechts, Abb. 6.8 und Abb. 6.9). Für die meisten Git-
terpunkte des gleichen Laufs zwischen Abbildung 6.6 und 6.8 ist die gleiche Trend-
richtung zu beobachten (71 – 91%), während dies bei CKE5R2 (A1B – C20) nur für
54% und bei CKE5R1 (B1 – C20) nur für 66% der Gitterpunkte zutrifft. Dementspre-
chend ergibt sich für die Zusammenfassung in Abbildung 6.9 ein ähnliches, aber nicht
einheitliches Ergebnis. So zeigt die Änderung der Stabilitätsbedingungen anhand des
LIB (Abb. 6.9b) in weiten Teilen Deutschlands mehr Gitterpunkte (55%) mit einer Ab-
nahme gegenüber dem Ergebnis für die CAPE (25%). Des Weiteren sind weniger Gitter-
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Abb. 6.6.: Differenz der Mittelwerte der jährlichen 90% Perzentile der CAPE für die CCLM–
IMK- und CCLM–KL–Läufe zwischen Zukunft und Vergangenheit (PRO – C20).
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Abb. 6.7.: Zusammenfassende Darstellung für die Änderung der CAPE zwischen PRO und C20
anhand eines Ensembles aus sieben Klimasimulationen: (a) Anzahl der Läufe, die eine Zunahme
zeigen, (b) nur Zu- oder Abnahme, wobei rot bedeutet, dass 5 bis 7 Modelle eine Zunahme bzw. 0
bis 2 Modelle eine Abnahme zeigen (blau invers) und (c) wie (b), wobei nur Änderungen gezählt
werden, die größer als 10% der Klimatologie (C20) des jeweiligen Laufs sind.
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Abb. 6.8.: Wie Abb. 6.6, nur für die jährlichen 10% Perzentile des LIB.
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Abb. 6.9.: Wie Abb. 6.7, nur für die Änderung des LIB.
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punkte mit einer Zunahme des Gewitterpotentials zu beobachten. Beschränken sich die
Untersuchungen allerdings auch auf Änderungen des jährlichen 10% Perzentils, die klei-
ner als 10% der Klimatologie des LIB sind, zeigt sich auch hier, dass die Abweichungen
so gering sind, dass keine Änderungen für die Zukunft abgeleitet werden können. Somit
sind die zukünftigen Stabilitätsbedingungen ähnlich wie in C20 nicht eindeutig. Zudem
ist für den LI kein einheitliches Muster einer Zu- oder Abnahme der jährlichen Per-
zentilwerte zu beobachten, sondern die Ergebnisse variieren sehr mit dem verwendeten
Modell und dem betrachteten Gebiet.
Wichtig ist, dass die diskutierten Ergebnisse nur einer Änderung des Gewitterpoten-
tials entsprechen und keine direkten Rückschlüsse auf die Änderungen der Auftretens-
wahrscheinlichkeit von schweren konvektiven Ereignissen (wie Gewitter, Hagel) zulas-
sen. Im nächsten Kapitel soll dies durch die Kombination aus mehreren meteorologi-
schen Parametern mit Hilfe geeigneter statistischer Verfahren spezifischer quantifiziert
werden.
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Im Folgenden wird ein multivariates Analysemodell angewendet, um die Wahrschein-
lichkeit für das Auftreten eines binär „klassifizierten“ Ereignisses – hier das Auftre-
ten / Nicht–Auftreten von Hagel – zu berechnen. Wichtig ist vor allem, dass das Modell
nicht nur wie bisher auf einzelne KPs, sondern auch auf weiteren meteorologischen Va-
riablen basieren soll, um somit eine bessere Diagnostik zu erreichen. Wie bereits in den
statistischen Analysen in den vorherigen Kapiteln verwendet auch das mathematische
Modell primär Klimamodelldaten um 12 UTC. Allerdings liegt der Fokus hier auf den
drei Sommermonaten Juni, Juli und August (JJA). Der Grund hierfür ist, dass die Scha-
dendaten der SV, die zur Kalibrierung des Modells verwendet werden, in diesen drei
Monaten die meisten Hagelschadentage (siehe Abb. 3.14 und Abb. 7.1) aufweisen. Dies
stimmt auch gut mit Beobachtungen aus Radardaten (2005 – 2011) überein. Auch hier
treten bei den verwendeten Hagelkriterien die meisten Ereignisse im Juni und Juli auf
(Kugel, 2012; Puskeiler, 2012, persönliche Kommunikation).
Abb. 7.1.: Anzahl der Hagelschadentage pro Jahr und pro Monat nach den SV Daten in Baden–
Württemberg (1986 – 2000).
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7.1. Hagelmodell mittels logistischer Regression
Als mathematisches Modell wird die (multiple) logistische Regression (siehe Kap. 2.2.3)
verwendet, die bereits in vielen Studien zur binären Diagnostik von Gewitter- oder Ha-
gelereignissen verwendet wurde (Angus et al., 1988; Dubrovsky, 1994; Billet et al.,
1997; Sánchez et al., 1998b, 2009; Schmeits et al., 2005; López et al., 2007; Mahlke,
2012). Nach Applequist et al. (2002) ist die logistische Regression die zu bevorzugen-
de Methode unter den linearen und nicht–linearen Regressionsmodellen (z.B. lineare
Regression, Diskriminanzanalyse, neuronale Netze) für die Wahrscheinlichkeitsbestim-
mung. Auch Sánchez et al. (2009) beurteilen die logistische Regression als eine robuste-
re Methode zur Identifikation von Hagelereignissen als beispielsweise die Diskriminanz-
funktion. Ähnliches wurde auch in den Arbeiten von Dubrovsky (1994) festgestellt.
Durch einen Vergleich zwischen den verwendeten meteorologischen Variablen xn und
Beobachtungsdaten von Hagelereignissen werden anhand der Maximum–Likelihood
Methode die verschiedenen Regressionskoeffizienten βn in dem logistischen Modellan-
satz (Gl. 2.62) geschätzt (Abb. 7.2). Die einzelnen βn sind dabei Gewichtszahlen und
geben an, mit welchem Gewicht der jeweilige Prädiktor in die Bestimmung der Wahr-
scheinlichkeit eines Ereignisses eingeht. Anschließend kann mit dem bestimmten logis-
tischen Modell die Wahrscheinlichkeit p für das Auftreten von Hagel berechnet werden.
Durch ein stufenweises Aufwärtsverfahren wird mit Hilfe des LQT (siehe Gl. 2.72) ge-
testet, welche neue Variable x in das Modell integriert werden soll1. Anschließend wird
mit Hilfe der Log–Likelihood LL die Erklärungskraft des Gesamtmodells an den Er-
eignissen überprüft (LVT, Gl. 2.67). Um eine quantitative Aussage der Diagnostik des
Hagelmodells zu erhalten, werden anhand der Kontingenztabelle die Genauigkeitsmaße
POD und FAR und das Qualitätsmaß HSS (siehe Kap. 2.2.1) zwischen den Ergebnis-
sen des logistischen Modells (hier Ereignis für p ≥ 0,4) und den Beobachtungsdaten
berechnet.
Das logistische Hagelmodell wird in Baden–Württemberg zwischen jedem Gitter-
punkt im Reanalyselauf CE40 und den Hagelereignissen im Umkreis von 100 km an-
hand der Daten der SV bestimmt. Ein Ereignis wird dann definiert, wenn an diesem Tag
mindestens 10 Schadenmeldungen eingegangen sind und das betrachtete PLZ–Gebiet
mindestens eine Schadenfrequenz von 0,1h aufweist. Des Weiteren werden die Scha-
dendaten durch die Blitzdaten der Siemens AG (BLIDS) gefiltert. Berücksichtigt werden
nur Ereignisse, in deren Umkreis von 40 km an dem Tag mindestens 5 Blitze registriert
1 Als erster Parameter wird die Größe mit der größten Korrelation – hier die CAPE – verwendet.
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Abb. 7.2.: Vorgehen bei der Entwicklung des logistischen Hagelmodells.
worden sind. Da die Blitzdaten erst ab 1992 vorliegen, erfolgt die Kalibrierung des Mo-
dells zwischen 1992 und 2000. Insgesamt werden in den 9 Jahren (JJA) 115 Hagelscha-
dentage berücksichtigt.
Insgesamt werden 36 verschiedene KPs und meteorologische Parameter als Variablen
xn in Betracht gezogen. Diese Variablen haben sich auch teilweise in anderen Studien
und in anderen Gebieten als hagelrelevante Parameter gezeigt (siehe Tabelle 7.1). Auch
die von K12 bestimmten hagelrelevanten (und nicht–hagelrelevanten) Wetterlagen nach
der oWLK (Kap. 2.1.4) werden hier verwendet. Da diese allerdings für Hagelereignisse
in Baden–Württemberg kalibriert wurden, werden die objektiven Wetterlagen (nachfol-
gend als oWL bezeichnet) gegenüber Hagelereignissen in ganz Deutschland evaluiert.
Hierzu werden die vom DWD täglich berechneten oWL mit Hagelschadenereignissen
verglichen. Anders als bei K12, wo Schadendaten in Baden–Württemberg verwendet
wurden, wird der Zusammenhang zwischen den Schadendaten der VH, die für ganz
Deutschland vorliegen, und den oWL zwischen 2001 – 2009 (SHJ) bestimmt (Abb. 7.3
und Abb. B.10 im Anhang). Um abhängig vom Gebiet genauer zu verifizieren, welche
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großräumigen atmosphärischen Strömungsbedingungen bei Hagel relevant sind, werden
die Daten der VH in fünf Regionen unterteilt:
(a) Baden–Württemberg,
(b) Bayern,
(c) Nordrhein–Westfalen, Rheinland–Pfalz, Saarland und Hessen,
(d) Brandenburg, Berlin, Sachsen–Anhalt, Thüringen und Sachsen,
(e) Schleswig–Holstein, Niedersachsen, Bremen, Hamburg und Mecklenburg–Vor-
pommern.
Tab. 7.1.: KPs und meteorologische Parameter, deren Qualität im logistischen Hagelmodell un-
tersucht wird.
Variable Bedeutung Hagelrelevanz in anderen Arbeiten Gebiete
Konvektionsparameter:
1 CAPE Convective available potential
energy
z.B. Niall und Walsh (2005); Kunz (2007);
Groenemeijer und van Delden (2007); Sán-
chez et al. (2008); Xie et al. (2008); Hand und
Cappelluti (2010)
Australien, Baden–
Württemberg, Nieder-
lande, Argentinien,
China, England
2 LIB Lifted Index Manzato (2003); Kunz (2007) Italien, Baden–
Württemberg
3 CIN Convective Inhibition
4 DCIB Deep Convective Index Kunz (2007) Baden–Württemberg
5 ∆θE Delta–θe Kunz (2007) Baden–Württemberg
6 K K–Index Sánchez et al. (2008) Argentinien
7 KO KO–Index Sánchez et al. (2009) Frankreich
8 PII Potential Instability Index Kunz (2007) Baden–Württemberg
9 TT Total Totals Niall und Walsh (2005); López et al. (2007) Australien, Spanien
10 VT Vertical Totals Piani et al. (2005) Türkei
Bedingungen für Feuchtigkeit in den untersten Schichten:
11 TQV2 niederschlagfähiges Wasser Greene und Clark (1972); Billet et al. (1997);
Piani et al. (2005); Cao (2008)
USA, Türkei, Kanada
12 Tmin Minimumtemperatur am Morgen Willemse (1995); Dessens (1995); Sánchez
et al. (1998a, 2008); Berthet et al. (2011);
Saa Requejo et al. (2011)
Frankreich, Spanien,
Argentinien
13 Twet potentielle Feuchttemperatur
14 r2m Mischungsverhältnis in 2 m
15 Td,2m Taupunkt in 2 m
16 Td,750 Taupunkt in 750 hPa
17 Td,850 Taupunkt in 850 hPa López et al. (2007); Sánchez et al. (2009) Spanien, Frankreich
18 θe850 pseudopotentielle Temperatur in
850 hPa
2 Im COSMO wird TQV über die gesamte Modellsäule integriert (Baldauf et al., 2011, S. 47)
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19 MFC bodennahe Feuchtefluss-
konvergenz
Banacos und Schultz (2005); van Zomeren
und van Delden (2007)
USA, Westeuropa
Kinematische Bedingungen:
20 WSh0−6 Windscherung zwischen dem
10 m–Wind und dem Wind in
500 hPa
Brooks et al. (2003); Groenemeijer und van
Delden (2007)
USA, Niederlande
21 WSh9−5 Windscherung wie (20) nur zwi-
schen 950 hPa und 500 hPa
22 WSh8−5 Windscherung wie (20) nur zwi-
schen 850 hPa und 500 hPa
23 wmax maximale vertikale Windge-
schwindigkeit
24 w500 vertikale Windgeschwindigkeit
in 500 hPa
25 w700 vertikale Windgeschwindigkeit
in 700 hPa
Kagermazov (2012) Kaukasus
26 vH850 horizontale Windgeschwindig-
keit in 850 hPa
López et al. (2007) Spanien
27 vH500 horizontale Windgeschwindig-
keit in 500 hPa
López et al. (2007) Spanien
Großräumige Bedingungen:
28 oWL Wetterlagen Aran et al. (2010); García-Ortega et al.
(2011); K12
Spanien,
Baden–Württemberg
29 ζ500 relative Vorticity in 500 hPa
30 NGH Nullgradhöhe, Schmelzhöhe Kitzmiller und Breidenbach (1993); Billet
et al. (1997); Xie et al. (2008); Sánchez et al.
(2009)
USA, China, Frankreich
31 PS Bodendruck Sánchez et al. (2008) Argentinien
Sonstiges:
32 Tausl Auslösetemperatur
33 T2m Temperatur in 2 m
34 RAINCON konvektiver Niederschlag
35 RAINGSP Gesamtniederschlag
36 FI10−5 Schichtdicke zwischen 1000 hPa
und 500 hPa
Es zeigt sich, dass die hier bestimmten relativen Häufigkeiten von Wetterlagen ver-
bunden mit Hagel deutlich höher als bei K12 sind (Abb. 2 rechts). Der Grund hierfür
ist, dass in den VH Daten die Häufigkeit der Hagelschadentage aufgrund einer höheren
Schadenanfälligkeit von landwirtschaftlichen Produkten gegenüber Gebäuden (berück-
sichtigt bei K12) größer ist. Zwei der hagelrelevanten Wetterlagen nach K12 (SWZAF
und SWZZF) zeigen auch hier in allen fünf Gebieten eine hohe Auftretenswahrschein-
lichkeit. Allerdings ist die Wetterlage SWAAF, die bei K12 ebenfalls als hagelrelevant
identifiziert wurde, deutschlandweit seltener mit Hagel verbunden, so dass diese im
Folgenden nicht mehr als hagelrelevante Wetterlage definiert wird. Des Weiteren wird
auch die oWL NWAZT – in Abweichung zu K12 – als hagelirrelevant klassifiziert, da
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Abb. 7.3.: Anzahl der aufgetretenen oWL (Berechnung nach DWD) von 2001–2009 (SJH, links)
und Wahrscheinlichkeit, dass diese Wetterlage mit einem Hagelschadenereignis verbunden ist
(exemplarisch für Baden–Württemberg, nach VH Daten, 2001–2009, rechts). Ergebnisse der
restlichen Gebiete in Deutschland finden sich in Abb. B.10 im Anhang.
sie insbesondere im Norden von Deutschland teilweise mit Hagel verbunden ist (sie-
he Abb. B.10 im Anhang). Die Wetterlagen NWAAF, NWAAT und XXAAT bleiben in
Deutschland dagegen weiterhin eher unbedeutend bei Hagelereignissen. Als neue hagel-
relevante oWL wird zusätzlich SWAZF berücksichtigt, die insbesondere nördlich von
Baden–Württemberg und Bayern eine hohe Korrelation zu Hagelereignissen aufweist.
Somit zeigen sich insbesondere Wetterlagen mit einer südwestlichen Anströmung als
Grundbedingungen für die Entstehung von Hagelstürmen, da sie in der Regel mit der
Advektion feucht–warmer Luftmassen verbunden sind. Dagegen liefern Nordwestlagen,
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die häufig mit einer Advektion kälterer, maritimer Luft verbunden sind, ungünstigere Be-
dingungen. Ähnliche Ergebnisse zeigen sich auch bei Analysen mit Radardaten (SHJ,
2005 – 2011). So sind beispielsweise etwa 64% der Tage mit einer südwestlichen An-
strömung mit Hagelsignalen in den Radardaten verbunden (Puskeiler, 2012, persönliche
Kommunikation).
Die oWLs werden für das logistische Modell binär definiert:
oWL =

1 , SWZAF, SWZZF, XXZAF, SWAZF
0 , restliche undefinierte Wetterlagen
−1 , NWAAF, NWAAT, XXAAT .
Für das logistische Hagelmodell stellen sich folgende vier Basisparameter als geeignete
Variablen heraus, da sie bei verschiedenen Betrachtungen (siehe unten) robuste Ergeb-
nisse liefern:
1. CAPE,
2. ein Parameter, der die Feuchte in den unteren Schichten ausdrückt,
3. die Minimumtemperatur am Morgen Tmin und
4. oWL.
Dabei ist Tmin ein Maß für die potentielle Feuchttemperatur θw am Nachmittag und ein
guter Indikator für die morgendlichen Bedingungen in der Grenzschicht. So führen hö-
here nächtliche Temperaturen in der Grenzschicht bodennah zu einer geringeren nächtli-
chen Inversion infolge langwelliger Ausstrahlung und zu einem höheren Feuchtegehalt.
Daher begünstigen höhere Temperaturen am Morgen die Entstehung von Konvektion am
frühen Nachmittag (Willemse, 1995; Dessens, 1995; Sánchez et al., 1998a, 2008).
Als geeigneter Feuchteparameter wird TQV identifiziert (höherer HSS als bei den
anderen Parametern). Allerdings wäre es auch möglich, einen der anderen Parameter
(z.B. r2m, Td,2m, Td,750, Td,850) anstelle von TQV zu verwenden. Ähnlich ist es auch
mit Twet , der durch die Hinzunahme der Modellvariable Tmin als möglicher Parameter
wegfällt, da Twet redundant zu Tmin ist.
Zusätzlich wird deutlich, dass es sinnvoll ist, einen zweiten Konvektionsparameter
im logistischen Modell zu berücksichtigen. So bewirken als fünfter und sechster Pa-
rameter die Kombination aus LIB und der bodennahen Temperatur T2m eine deutliche
Verbesserung des bisherigen Modellansatzes. Damit ergibt sich folgender logistischer
Modellansatz mit sechs verschiedenen Variablen xn:
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pHagel = β0 + β1 ·CAPE + β2 ·TQV + β3 ·Tmin + [7.1]
+β4 ·LIB + β5 ·T2m + β6 ·oWL
wobei pHagel =
{
< 0,4 , Hagel: NEIN
≥ 0,4 , Hagel: JA bedeutet.
Im Folgenden wird das in Gleichung (7.1) beschriebene logistische Hagelmodell mit
LHM abgekürzt. Mit Hilfe des LHM kann nun das Potential der Atmosphäre für Hagel
berechnet werden. Der daraus abgeleitete Index wird als potentieller Hagelindex (PHI)
bezeichnet; die Einheit des PHI ist die Anzahl der Tage (oberhalb des Schwellenwerts
pHagel, ab dem mit Hagel zu rechnen ist).
Weitere Analysen zeigen, dass die meteorologischen Parameter CIN, MFC, FI10−5, K,
wmax, w500, w700,vH850, vH500, ζ500, RAINCON oder RAINGSP keine Verbesserung des
logistischen Modells bewirken. Insbesondere CIN und MFC sind zu sehr durch lokale
Bedingungen bestimmt, während ein Hagelereignis aber für ein größeres Gebiet definiert
ist.
Um Multikollinearitäten3 zwischen den sechs Parametern auszuschließen, wird mit
Hilfe des Varianzinflationsfaktor VIFn die Korrelation zwischen den Parametern unter-
sucht (Götze et al., 2002):
VIFn =
1
1− r2n
[7.2]
wobei r2n das Bestimmtheitsmaß zwischen zwei unabhängigen Variablen ist. Liegt eine
Multikollinearität vor, besteht die Gefahr, dass die im logistischen Modell geschätzten
Regressionskoeffizienten instabil sind – das heißt sich stark ändern, wenn eine Varia-
ble xn hinzugefügt oder entfernt wird – und damit zu einer Verfälschung der Ergebnisse
führen. Je größer VIF ist, desto eher besteht eine Korrelation zwischen den Parametern.
In der Regel bedeuten Werte zwischen 4 und 10, dass eine hohe Korrelation zwischen
zwei Parametern existiert. Bestimmt man nun VIF an den relevanten Gitterpunkten (sie-
he unten, 1 – 11), sind die Ergebnisse kleiner als 4, sodass davon auszugehen ist, dass
die Variablen zu wenig miteinander korreliert sind. Beispielsweise liegt der Korrelati-
onskoeffizient r zwischen LIB und T2m je nach Gitterpunkt zwischen 0,45 und 0,52. Die
3 Zwei oder mehr Variablen weisen eine hohe Korrelation miteinander auf.
160
7.1 Hagelmodell mittels logistischer Regression
Abb. 7.4.: Gütewerte aller LHM, basierend auf den blitzgefilterten SV Daten (1992 – 2000): (a)
POD, (b) FAR, (c) HSS und (d) HSS, aber nur für ein logistisches Modell ohne die Variable T2m.
negative Korrelation zwischen CAPEML und LIB ist etwas höher und liegt im Mittel bei
– 0,69.
Für die Ergebnissen des LHM verglichen mit den Versicherungsdaten der SV finden
sich die höchsten Werte des HSS (0,35 – 0,45) im mittleren Teil Baden–Württembergs
(siehe Abbildung 7.4c). Der maximale Wert liegt bei HSS= 0,44. Grund für die zum
Rand abnehmenden Werte ist, dass im mittleren Bereich durch den Suchradius von
100 km die meisten Hagelereignisse der SV erfasst werden (∼ 95%, vgl. hierzu a+ c
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Abb. 7.5.: Pseudo–Bestimmtheitsmaße nach MF–R2 (links) und MKZ–R2 (rechts). Die Zahlen
geben die Gitterpunkte an, an denen das LHM verwendet wird. Die schwarze Umrandung um-
fasst ein Gebiet, in dem ≥ 95% der detektierten Hagelereignisse der SV liegen (siehe Abb. B.11
im Anhang).
in Abb. B.11 im Anhang). Im Vergleich zu Tabelle 4.1 sind die HSS Werte ähnlich, al-
lerdings werden durch einen größeren Parameterraum xn Zufallstreffer herausgefiltert.
Abbildung 7.4d verdeutlicht, welche Verbesserung des HSS die Hinzunahme des letzten
Parameters T2m – insbesondere in der Mitte des Untersuchungsgebiets – bewirkt.
Da für jeden Gitterpunkt ein individuelles logistisches Hagelmodell mit unterschied-
lichen Regressionskoeffizienten berechnet wird, stellt sich nun die Frage, welche der
33× 38 Modellkonfigurationen am besten zur Bestimmung von Hagelereignissen ge-
eignet ist. Anhand der Bestimmtheitsmaße nach McFaddens–R2 (MF–R2, Gl. 2.68)
und nach McKelvey und Zaviona (MKZ–R2, Gl. 2.71) können die einzelnen Modelle
miteinander verglichen werden (siehe Abb. 7.5). Für beide Bestimmtheitsmaße finden
sich die höchsten Werte, und somit die LHMs mit der besten Erklärungskraft, stromauf
von Ulm an der Donau. Für den MF–R2 gilt, dass bereits ab 0,2 eine gute Modellqua-
lität vorliegt. Dies trifft für jeden Gitterpunkt im Zentrum des Untersuchungsgebiets
zu, insbesondere innerhalb des Gebiets, in dem die meisten Ereignisse erfasst werden
(a+ c ≥ 95%= schwarze Umrandung in Abb. 7.5). Beim MKZ–R2 stimmt die räumli-
che Verteilung qualitativ sehr gut mit den Ergebnissen des MF–R2 überein. Auch hier
werden im Zentrum hohe Werte von ≥ 0,7 erreicht und deuten ebenso auf eine gute Er-
klärungskraft hin. Um im Folgenden die Unsicherheit der Ergebnisse durch die Wahl des
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Tab. 7.2.: Logistische Regressionskoeffizienten für die LHMs an den Punkten 1 bis 11 (siehe
Abb. 7.5), basierend auf CE40 und SV Daten zwischen 1992 und 2000.
Variable x LHM1 LHM2 LHM3 LHM4 LHM5 LHM6 LHM7 LHM8 LHM9 LHM10 LHM11
β0 = – 1,712 – 2,362 – 2,914 – 3,186 – 2,573 – 2,322 – 2,117 – 2,310 – 2,513 – 3,192 – 3,089
CAPEML[·10−4]: β1 = – 3,4 – 2,9 – 2,4 – 1,4 – 1,2 – 2,8 0,2 – 1,7 0,01 – 4,4 – 0,1
TQV: β2 = 0,007 0,014 0,029 0,034 0,002 0,018 0,030 0,005 0,002 0,002 – 0,025
Tmin: β3 = 0,311 0,296 0,288 0,261 0,292 0,284 0,321 0,317 0,288 0,295 0,307
LIB: β4 = – 0,391 – 0,400 – 0,384 – 0,347 – 0,322 – 0,351 – 0,306 – 0,335 – 0,323 – 0,268 – 0,269
T2m: β5 = – 0,234 – 0,206 – 0,199 – 0,174 – 0,173 – 0,207 – 0,266 – 0,204 – 0,176 – 0,158 – 0,135
oWL: β6 = 0,637 0,621 0,636 0,619 0,621 0,576 0,450 0,619 0,620 0,575 0,599
LHM zu berücksichtigen, wird nicht nur ein, sondern ein Ensemble aus mehreren – in
diesem Fall aus elf – verschiedenen Modellen verwendet. Die Gitterpunkte mit den je-
weiligen LHMs werden so gewählt, dass sowohl Modelle mit einer sehr guten (z.B. 2, 3,
4), als auch mit einer schlechteren Modellqualität (z.B. 7, 10, 11) berücksichtigt werden,
um die Variabilität aus den Modellen wiederzugeben. In Tabelle 7.2 sind die Werte der
einzelnen logistischen Regressionskoeffizienten βn abhängig von der verwendeten Va-
riable xn für die elf LHMs dargestellt (siehe alle βn an allen Gitterpunkten in Abb. B.12
im Anhang). Positive (negative) Regressionskoeffizienten bedeuten, dass bei steigenden
Werten von xn größere (kleinere) Wahrscheinlichkeiten für ein Ereignis erreicht werden.
So bewirken die Koeffizienten TQV, Tmin und oWL eine positive Wirkung auf die Wahr-
scheinlichkeit. Da beim LIB negative Werte auf eine Labilität hinweisen, sind alle Ko-
effizienten kleiner Null. Interessant ist, dass CAPE und T2m einen abnehmenden Effekt
auf die Wahrscheinlichkeit p haben und damit eine Verschiebung der Kurve zu kleineren
Werte (Abb. 2.11) bewirken. Dies könnte erklären, dass der Schwellenwert von p= 0,4
zu besseren Ergebnissen bei der kategorischen Verifikation führt im Vergleich zu p= 0,5
(siehe unten). Vermutlich ist dies vor allem auf die CAPE, die durchaus einen guten Zu-
sammenhang zu Hagelereignissen aufweist (siehe Kap. 4), mit ihrer Weibullverteilung
und dem großen Wertebereich (0 – 5 · 104J kg−1) zurückzuführen.
Ebenso stellt sich die Frage, welche der verwendeten Variablen den meisten Ein-
fluss auf die Auftretenswahrscheinlichkeit hat. Mit Hilfe von Gleichung (2.75) wird der
Effekt–Koeffizient ebn für jede einzelne unabhängige Variable xn in den elf LHMs berech-
net (Tabelle 7.3). Je größer die Werte sind, desto größer ist die Effektstärke der Variablen
auf das Ergebnis des logistischen Modells. Ist der Wert dagegen Eins, hat die Varia-
ble keinen Einfluss auf das Ergebnis, da der Ausgangswert nicht verändert wird. Den
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Tab. 7.3.: Die zu den Regressionskoeffizienten βn zugehörigen Effekt–Koeffizienten eb abhängig
vom LHM inklusive Mittelwert.
Variable x eb1 e
b
2 e
b
3 e
b
4 e
b
5 e
b
6 e
b
7 e
b
8 e
b
9 e
b
10 e
b
11 Mittelwert
CAPEML 1,2 1,1 1,1 1,1 1,1 1,1 1,0 1,1 1,0 1,2 1,0 1,1
TQV 1,0 1,1 1,2 1,2 1,0 1,1 1,2 1,0 1,0 1,0 0,9 1,1
Tmin 3,1 2,8 2,7 2,4 2,7 2,8 3,3 3,0 2,7 2,9 2,8 2,8
LIB 5,0 5,4 5,2 4,5 3,9 4,5 3,7 4,1 4,0 3,3 3,2 4,3
T2m 3,4 2,8 2,6 2,3 2,4 2,9 3,9 2,8 2,5 2,1 1,9 2,7
oWL 1,5 1,5 1,5 1,5 1,5 1,4 1,3 1,5 1,5 1,4 1,5 1,5
größten Einfluss auf die Wahrscheinlichkeit hat in fast allen Einzelmodellen (LHM1 –
LHM11) der LIB. An zweiter Stelle stehen mit einer ähnlichen Stärke sowohl Tmin als
auch T2m mit Werten von 2,7 – 2,8 (Mittel). Der Beitrag der oWL ist geringfügig höher
als der von TQV und CAPE. Des Weiteren wird deutlich, dass es LHMs gibt, in denen
der Einfluss von CAPE und TQV sehr klein beziehungsweise praktisch nicht vorhanden
ist, obwohl die Tests für die Modellkontrollen (LQT) positive Rückmeldungen auf ihre
Verwendung geben. Beispielsweise gilt das für die CAPE bei den Modellen 7 und 11, die
eine schlechtere Modellqualität im Vergleich zu den anderen haben und dazu tendieren,
den PHI zu unterschätzen. Die niedrigen Werte des ebn bei der CAPE können ebenfalls
auf die oben bereits beschriebene Problematik zurückgeführt werden.
Wendet man nun die elf LHMs auf den CE40–Lauf an, kann daraus der mittlere PHI
pro Jahr zwischen 1971 und 2000 berechnet werden. Wichtig bei der Interpretation des
PHI ist, dass die Ergebnisse des PHI nicht nur auf das Gebiet eines Gitterpunkts bezogen
werden dürfen, sondern für ein größeres Gebiet um den Gitterpunkt repräsentativ sind.
Abbildung 7.6 zeigt das Ergebnis des Medians und der Standardabweichung (STD) aus
den elf Hagelmodellen. Für den Median ist ein deutlicher Nord–Süd–Gradient zu erken-
nen. Durchschnittlich sind nördlich von Baden–Württemberg und Bayern 3 bis 7 Tage
pro Jahr mit Hagelpotential zu rechnen, während in Süddeutschland durchschnittlich
7,5 ± 2,1 potentielle Hageltage pro Jahr erwartet werden (siehe Tabelle 7.4). Die meis-
ten Tage mit einem hohen Hagelpotential (11 bis 14 Tage) zeigen sich im Rheintal und
südöstlich von München zur Grenze von Österreich. Über den Alpen ist die Auftretens-
wahrscheinlichkeit von Hagel dagegen am geringsten. Aber auch über den deutschen
Mittelgebirgen nimmt der PHI im Vergleich zum niedrigeren Umland ab. Die Ergeb-
nisse am Bodensee sind unsicher, da bereits in anderen Untersuchungen verschiedener
RCMs beobachtet werden konnte, dass dort aufgrund der lokalen Bedingungen im Kli-
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Abb. 7.6.: Median (links) und Standardabweichung (STD, rechts) für den potentiellen Hagel-
index (PHI) pro Jahr der elf LHMs (CE40, 1971 – 2000). Links wird das Untersuchungsgebiet
zusätzlich in vier Unterregionen unterteilt.
mamodell Fehler in den Modellvariablen entstehen (Mohr, 2008). Berechnet man das
Flächenmittel über das gesamte Untersuchungsgebiet, ergibt sich für den PHI ein Mittel
von 5,7± 2,2 Tagen pro Jahr.
Für die Standardabweichung (STD) zwischen den einzelnen Modellen treten die ge-
ringsten Abweichungen im Norden (bis zu einem Tag) und die größten Abweichungen
in den Gebieten mit den höchsten Werten des PHI auf (bis zu 3 Tage). Relativ zum Mit-
telwert (anhand des Variationskoeffizienten) sind die Abweichungen deutschlandweit
allerdings eher ähnlich und lassen keine Rückschlüsse auf die räumliche Verteilungen
zu. Werden die Ergebnisse der einzelnen Modelle genauer untersucht (siehe mittlerer
Tab. 7.4.: Räumlicher Mittelwert und Standardabweichung der Klimatologie des mittleren PHI
für verschiedene Regionen in Abb. 7.6 (CE40, 1971 – 2000).
Region Flächenmittel ± STD [TAGE]
GESAMT 5,7± 2,2
NORD 3,8± 0,6
WEST 5,5± 0,9
OST 5,4± 0,8
SÜD 7,5± 2,1
165
7 Hagelpotential in der Vergangenheit und Zukunft
PHI jedes einzelnen Modells in Abb. B.13 im Anhang), wird deutlich, dass die LHMs
mit dem niedrigsten R2 (7,10,11) geringere Werte des PHI ergeben und wahrschein-
lich zu einer Unterschätzung der Anzahl potentieller Hageltage neigen. Dagegen sind
auch Ergebnisse von Modellen zu beobachten, die insbesondere im Rheintal, über dem
Bodensee und südöstlich von München sehr hohe Werte des PHI ergeben und die kon-
vektiven Bedingungen dadurch möglicherweise überschätzen.
Die stufenweise Entwicklung des LHM verdeutlicht, dass die Klimatologie der jewei-
ligen Variablen, die in das Modell integriert werden, einen Einfluss auf die räumliche
Verteilung der Ergebnisse des PHI haben (siehe Abb. 7.7 und Abb. 7.8). So ist die hohe
Anzahl der potentiellen Hageltage im Rheintal und im nördlichen Alpenvorland durch
eine geringere thermische Stabilität (siehe klimatologischen Merkmale der CAPE und
des LIB) und durch mehr feucht–warme Luftmassen geprägt. Im Norden ist die Atmo-
sphäre dagegen in der Regel stabiler geschichtet und es herrschen kältere, trockenere
Bedingungen vor. Die höheren Werte des PHI an der Grenze zu Polen werden vor allem
durch einen hohen mittleren Feuchtegehalt (abzulesen an TQV) bestimmt. Der Unter-
schied zwischen den Ergebnissen des Hagelmodells mit oder ohne die Variable T2m ist
nicht sehr groß (Abb. 7.8a und b). Allerdings wird an den Bestimmtheitsmaßen und dem
Effekt–Koeffizient, aber auch am HSS (siehe Abb. 7.4c und d) deutlich, dass es sinnvoll
ist, T2m mit in das Hagelmodell zu integrieren.
Auch andere Arbeiten zeigen, dass im nördlichen Alpenvorland eine erhöhte Hagel-
wahrscheinlichkeit zu beobachten ist, wobei dies mehr für das südwestliche Gebiet Bay-
erns zutrifft (Kunz et al., 2012). Die hohen Werte im Rheintal südlich von Karlsruhe kön-
nen dagegen in anderen Arbeiten nicht beobachtet werden. Eine Studie von Kunz und
Puskeiler (2010) über Hagelzugbahnen aus Radardaten in Baden–Württemberg zeigt,
dass die Region mit der größten Hagelintensität und -frequenz südlich von Stuttgart liegt.
Im Rheintal ist den Autoren zufolge die Häufigkeit von Hagel dagegen am geringsten.
Es werden im LHM allerdings auch nur zwei der Mechanismen, die für die Entstehung
von hochreichender Konvektion bedeutend sind, berücksichtigt (siehe Kap. 2.1.2). Der
Auslösemechanismus, der ebenfalls bedeutend ist (Doswell, 1987), kann in dem Modell
bisher nicht erfasst werden, da es die Bedingungen nur an jedem einzelnen Gitterpunkt
prüft. Dagegen sind die Mechanismen für die Initiierung von hochreichender Konvektion
losgelöst von dem betrachteten Gitterpunkt. So ist vor allem die Orografie und die da-
mit verbundenen Strömungseffekte bedeutend für die Entwicklung von hochreichender
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Abb. 7.7.: Links: Wie Abb. 7.6, nur für ein Hagelmodell, das auf den folgenden Variablen x
basiert: (a) CAPE und oWL, (b) wie (a) plus TQV, (c) wie (b) plus Tmin. Rechts: Klimatologie der
jeweiligen zugehörigen Variable des jährlichen (d) 90% Perzentils der CAPE, (e) 50% Perzentils
des TQV und (f) 50% Perzentil der Tmin.
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Abb. 7.8.: Wie Abb. 7.7, nur für (a) CAPE, oWL, TQV, Tmin und LIB, (b) wie (a) plus T2m und
des jährlichen (c) 10% Perzentils des LIB und (d) 50% Perzentils der T2m.
Konvektion. Bereits Knight und Knight (2003) erwähnten, dass Hagel oft im Lee ei-
nes Gebirges beobachtet werden kann. García-Ortega et al. (2007) zeigten anhand ei-
ner numerischen Sensitivitätsstudie, dass die Orografie eine entscheidende Rolle bei der
Entwicklung eines Hagelsturms im Jahr 2003 im mittleren Ebrotal in Nordostspanien
spielte. Brombach (2012) bestätigte mit numerischen COSMO–Modellsimulationen ei-
nen konzeptionellen Ansatz von Kunz und Puskeiler (2010, siehe Abb. 7.9) über Strö-
mungsbedingungen an Hageltagen in Baden–Württemberg. Er zeigt, dass die bei Ha-
gelereignissen typischerweise vorherrschende mittlere südwestliche Anströmung zum
einen den Schwarzwald umströmt, zum anderen durch die Interaktion mit dem Mittelge-
birge rückseitig Schwerewellen auslöst (Kunz, 2003). Dadurch wird im Lee durch einen
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Abb. 7.9.: Schematische Darstellung der bodennahen Strömung bei einer südwestlichen Anströ-
mung und einer geringen Froudzahl Fr4, die eine Umströmung bewirkt; der Bereich der Strö-
mungskonvergenz ist schraffiert dargestellt (Kunz und Puskeiler, 2010).
Bereich erhöhter Strömungskonvergenz die Auslösung, aber auch die Intensivierung von
Gewitter- oder Hagelstürmen begünstigt.
Dementsprechend gibt das LHM nur das Potential für Hagelereignisse wieder. Bereits
anhand der Bestimmtheitsmaße wird deutlich (siehe Abb. 7.5), dass die LHMs die Beob-
achtungen nur teilweise, aber nicht völlig abbilden, sodass auch noch andere Faktoren
(z.B. Strömungskonvergenzen, Schwerewellen) maßgeblich zum Auftreten von Hagel
beitragen müssen.
Um die Robustheit der Ergebnisse zu testen, werden die Untersuchungen mit leicht
variierenden Datensätzen und variierenden Gegebenheiten durchgeführt: (i) Betrachtung
der drei Monate Mai, Juni und Juli (MJJ), (ii) Hagelereignisse, die in einem engeren Un-
tersuchungsgebiet um den jeweiligen Gitterpunkt (50 km) liegen, (iii) variierende Scha-
denfrequenz in den Versicherungsdaten, (iv) variierende Anzahl der letztendlich ver-
wendeten LHMs, (v) variierender Schwellenwert für die Wahrscheinlichkeit, ab der mit
Hagel zu rechnen ist, und (vi) die Wahl anderer Parameter im Hagelmodell.
4 Die dimensionslose Zahl gibt das Verhältnis zwischen der Trägheitskraft und der Auftriebskraft an.
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Dabei zeigt sich, dass die Wahl eines weiteren Parameters relativ unabhängig von der
Größe des betrachteten Gebiets und dem Schwellenwert für die Wahrscheinlichkeit p
ist (gilt auch für den Zeitraum MJJ). Allerdings wird der HSS maßgeblich davon be-
einflusst. So werden beispielsweise die Werte der POD kleiner (FAR nimmt zu), wenn
das Untersuchungsgebiet reduziert wird. Zum Vergleich in anderen Arbeiten wird als
Gebiet sogar ein größerer Radius gewählt: 140 km bei López et al. (2007) und 167 km
bei Billet et al. (1997). Des Weiteren wird in vielen Studien als Kriterium für das Auf-
treten eines Ereignisses der Schwellenwert der Wahrscheinlichkeit (Gl. 7.1) p≥ 0,5 de-
finiert (Crosby et al., 1995; Hosmer und Lemeshow, 2000; Sánchez et al., 1998b, 2009;
López et al., 2007). Allerdings zeigt sich bei einer genaueren Betrachtung, dass hier die
Anzahl der Ereignisse für diesen Wert unterschätzt werden würde. Im Gegensatz dazu
sind die Werte des HSS bei einer Definition p ≥ 0,4 deutlich höher. Beschränkt man
die Anzahl der Hagelereignisse, indem die Schadenfrequenz hoch gesetzt wird, bestäti-
gen sich vor allem die vier Basisparameter (CAPE, oWL, TQV, Tmin). Bei der Wahl der
nächsten Parameter ergibt sich insbesondere bei schweren Ereignissen (Frequenz≥ 5h)
ein uneinheitliches Bild. Dies ist allerdings auch nicht überraschend, da bei schwereren
Hagelstürmen auch noch andere Bedingungen eine wichtige Rolle spielen. Beispiels-
weise zeigt sich die Windscherung WSh0−6 als ein relevanter Faktor (vgl. hierzu auch
Abb. 4.2).
Berücksichtigt man für den Median des PHI anstelle der elf insgesamt 31 LHMs,
wird eine sehr ähnliche räumliche Verteilung beobachtet (siehe Abb. B.14 im Anhang).
Aufgrund einer größeren Anzahl an logistischen Modellen wird die zugehörige Stan-
dardabweichung vor allem im Süden kleiner, während im Norden ähnliche Variationen
beobachtet werden. Quantitativ zeigen sich für den Median aus 31 Modellen insbeson-
dere im Süden Abweichungen des PHI von bis zu einem Hageltag pro Jahr. Der Grund
hierfür ist, dass bei der weiteren Wahl der Gitterpunkte vermehrt LHMs einfließen, deren
Erklärungskraft geringer sind und somit zu einer Unterschätzung der Ereignisse führen.
Da die Ergebnisse jedoch letztendlich sehr ähnlich sind und für die Diskussion nach der
Änderung in der Zukunft nur die relative Änderung betrachtet wird, werden aufgrund
der hohen Rechendauer weiterhin die bisher elf definierten LHMs verwendet.
Neben LIB und T2m zeigt sich auch die Kombination aus den anderen Konvektions-
parametern TT und WSh0−6 als eine sinnvolle Erweiterung der vier Basisparameter im
logistischen Modell. Die Ergebnisse des PHI sind räumlich ähnlich strukturiert (siehe
Abb. B.15 im Anhang), nur deutlich niedriger gegenüber den Ergebnissen in Abbil-
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Abb. 7.10.: Mittlerer linearer Trend (Median) des PHI (CE40, 1971 – 2000.)
dung 7.6 (links). So liegt der PHI im mittleren Teil Deutschlands nur zwischen 2 und
3, während mit dem LHM etwa 4 bis 5 für den gleichen Zeitraum berechnet werden.
Das Maximum im südöstlichen Teil Bayerns tritt zudem nicht mehr so deutlich hervor.
Im Gegensatz zur bisherigen Variante ist die Erklärungskraft des Modells mit TT und
WSh0−6 allerdings um 0,02 – 0,03 (nach MF–R2) geringer, sodass im Folgenden nur das
LHM betrachtet wird.
In Abbildung 7.10 wird der mittlere Trend (Median) des PHI aus allen elf LHMs dar-
gestellt (CE40, 1971 – 2000). Ähnlich zu den Ergebnissen der Trendanalysen einzelner
KPs in Kapitel 5.4.3 sind auch hier die Trendanalysen statistisch nicht signifikant. Der
Trend zeigt für die meisten Gebiete in Deutschland im Reanalyselauf eine Zunahme der
potentiellen Hageltage, wobei der Trend durch die einzelnen Trends der Variablen ge-
prägt wird. Die Abnahme im Nordosten Deutschlands von bis zu 2 Tagen ist vor allem
durch eine Stabilisierung der Atmosphäre und eine Abnahme der morgendlichen Mini-
mumtemperatur bedingt. Die sehr kleinen Änderungen im Saarland und in Rheinland–
Pfalz lassen sich in diesem Gebiet auf eine Abnahme von TQV zurückführen. Die Zu-
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Abb. 7.11.: Boxplots (Median und Interquartilsabstand) des mittleren PHI nach den CE40–
Modellläufen für die jeweiligen 10–Jahresabschnitte und verschiedene Gebiete: gesamtes Un-
tersuchungsgebiet (blau) und die vier Unterregionen aus Abb. 7.6.
nahme um 3 bis 8 Tage im Süden basiert primär auf einer Zunahme der CAPE, des LIB,
des TQV und der Temperaturwerte am Morgen und um 12 UTC. Die Trends der einzel-
nen Modelle zeigen, dass der Unterschied zwischen den jeweiligen einzelnen LHMs sehr
gering ist (meistens < 0,8 Tage). Nur im Südosten des Untersuchungsgebiets verweist
die Standardabweichung auf eine höhere Variabilität der Ergebnisse (bis zu 1,7 Tage).
Um die interne Variabilität des mittleren PHI genauer zu betrachten, wird in Abbil-
dung 7.11 der 30–jährige Zeitraum der CE40–Simulationen in drei 10 Jahres–Blöcke
unterteilt. Neben dem Flächenmittel und Interquartilsabstand für das gesamte Unter-
suchungsgebiet (blau), sind zudem die vier Flächenmittel der kleineren Unterregionen
dargestellt (Einteilung der Regionen siehe Abb. 7.6). Hier wird deutlich, dass der mittle-
re PHI in den 30 Jahren in allen Gebieten zugenommen hat. Die negativen Änderungen
in Abbildung 7.10 (vor allem im Nordosten) sind so klein, dass sie im Flächenmittel der
Gebiete NORD und OST nicht überwiegen. Zusätzlich wird auch hier nochmal deutlich,
dass im Süden (Norden) die größte (geringste) Anzahl an potentiellen Hageltagen be-
obachtet wird. So ist beispielsweise der mittlere Wert des PHI im Süden von 5,1 Tage
[3,9 – 6,1] im Zeitraum 1971 – 1980 auf 8,6 Tage [7,2 – 10,5] für 1991 – 2000 angestie-
gen.
7.2. Hagelpotential in Europa anhand Reanalysedaten
Da für die CoastDatII–Daten keine dreidimensionalen Felder zur Berechnung der oWL
zur Verfügung stehen und dieser Parameter für ganz Europa nicht repräsentativ wäre,
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wird ein reduziertes logistisches Hagelmodell (nachfolgend als RLHM bezeichnet) ohne
diese Variable analog zu den in Kapitel 7.1 beschriebenen Methoden abgeleitet (siehe
Tabelle 7.5).
Angewendet auf den gesamten Zeitraum des CE40 sind die räumlichen Strukturen der
Ergebnisse des PHI mit und ohne Berücksichtigung der oWL fast identisch. Allerdings
ist der PHI im Fall ohne oWL in der Regel niedriger als für Ergebnisse, die die Wetterla-
gen berücksichtigen. Die Abweichungen sind im Mittel aber geringer als 1. Ebenfalls ist
das Pseudo–Bestimmtheitsmaß für das logistische Hagelmodell (ohne oWL) kleiner als
beim LHM (∼ 0,01- 0,02). Vergleicht man die Ergebnisse, indem das RLHM auf beide
Reanalyseläufe (CE40, CoastDatII) für 1978 und 2000 angewendet wird, sind deutli-
che Unterschiede zu erkennen (Abb. 7.12). Zwar zeigt der mittlere PHI in CoastDatII
auch einen ausgeprägten Nord–Süd–Gradienten, jedoch gehen aufgrund der gröberen
Auflösung orografisch geprägte Strukturen verloren. Des Weiteren zeigen sich teilwei-
se weniger Tage mit Potential für Hagel als in CE40. Insbesondere im mittleren Teil
Deutschlands werden nur 3 bis 4 Tage pro Jahr bestimmt, während hier in CE40 eher
4 bis 6 Tage erwartet werden. Im Süden treten in CoastDatII die markanten Hotspots
des CE40 mit 12 – 15 Tagen beispielsweise im Rheintal oder südöstlich von München
aufgrund der gröberen Auflösung nicht auf. Allerdings werden im Durchschnitt Werte
des PHI von 6 – 10 Tage beobachtet.
In Abbildung 7.13 wird das RLHM auf das ganze europäische Untersuchungsgebiet
übertragen (1978 – 2009). Die höchsten Werte des PHI (11 – 14 Tage) werden in Itali-
en südlich der Alpen beobachtet; gefolgt von 6 – 9 Tagen nördlich der Alpen und am
östlichen Rand des Untersuchungsgebiets. Des Weiteren werden in der Regel über ge-
birgigem Gelände niedrigere Werte des PHI beobachtet (z.B. Skandinavisches Gebirge,
Tab. 7.5.: Logistische Regressionskoeffizienten für das reduzierte logistische Hagelmodell mit
den Variablen CAPE, TQV, Tmin, LIB und T2m an den Punkten 1 bis 11, basierend auf CE40 und
SV Daten zwischen 1992 und 2000.
Variable x LHM1 LHM2 LHM3 LHM4 LHM5 LHM6 LHM7 LHM8 LHM9 LHM10 LHM11
β0 = – 1,829 – 2,525 – 3,113 – 3,360 – 2,705 – 2,531 – 2,066 – 2,375 – 2,756 – 3,292 – 3,102
CAPEML[·10−4]: β1 = – 3,0 – 2,7 – 2,2 – 1,0 – 1,3 – 2,5 0,2 – 1,5 0,03 – 4,2 0,3
TQV: β2 = 0,022 0,028 0,042 0,045 0,011 0,029 0,035 0,015 0,009 0,008 – 0,015
Tmin: β3 = 0,325 0,298 0,285 0,258 0,311 0,298 0,354 0,337 0,307 0,331 0,316
LIB: β4 = – 0,409 – 0,416 – 0,398 – 0,359 – 0,343 – 0,361 – 0,331 – 0,354 – 0,335 – 0,285 – 0,290
T2m: β5 = – 0,252 – 0,213 – 0,199 – 0,174 – 0,187 – 0,217 – 0,296 – 0,222 – 0,183 – 0,186 – 0,150
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Abb. 7.12.: Wie Abb. 7.6, nur für ein reduziertes logistisches Hagelmodell ohne oWL und für
den Zeitraum 1978 bis 2000: CE40 (links) und CoastDatII (rechts).
Abb. 7.13.: Wie Abb. 7.12 rechts, nur für das gesamte Untersuchungsgebiet in CoastDatII
(1978 – 2009).
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Alpen, Zentralmassiv, Pyrenäen, Appennin, Dinarische Alpen und Pindus; Gebirgsbe-
zeichnungen siehe Abb. B.3 im Anhang). Insbesondere im Norden Europas ist der PHI
aufgrund der höheren Stabilität der kälteren und trockeneren Luftmassen relativ nied-
rig (0 – 4 Tage). Aber auch in Spaniern, Italien und Griechenland zeigen sich geringe
Werte. Insbesondere im Ebrotal (Spanien) wird im Mittel maximal ein potentieller Ha-
geltag erwartet. Dies ist vor allem durch die dort vorherrschenden höheren Stabilitäten
im Modell bedingt (siehe Abb. 5.21). Allerdings gibt es gerade zu diesem Gebiet einige
Untersuchungen über schwere konvektive Ereignisse (z.B. Ramis et al., 1999; Sánchez
et al., 2003; Tudurı et al., 2003; Aran et al., 2007; Mallafré et al., 2009; García-Ortega
et al., 2012). Beispielsweise beobachteten López und Sánchez (2009) dort anhand von
Radardaten eine hohe Gewitteraktivität mit etwa 60 Gewittertagen pro Sommer. Nach
García-Ortega et al. (2011) kommt es an durchschnittlich 32 Tagen pro Jahr zu Hagel
(2001 – 2008).
Die Diskrepanzen zwischen diesen Studien und dem PHI nach dem LHM kann da-
durch erklärt werden, dass einerseits das Hagelmodell auf die Bedingungen für hoch-
reichende Konvektion in Baden–Württemberg – aufgrund der Einschränkungen bei den
Hagelbeobachtungen – kalibriert wird, andererseits nur das Potential für Hagelereignisse
wiedergibt. Des Weiteren unterscheiden sich auch in den Betrachtungen die Gebietsgrö-
ßen und die Anzahl ist somit zwischen den Studien nicht direkt vergleichbar.
In Frankreich werden dagegen einige Gebiete mit einer hohen Hagelwahrscheinlich-
keit bestätigt. Berthet et al. (2012) zeigte, dass Südwestfrankreich im Bereich des At-
lantiks und die mittleren Pyrenäen relativ häufig von Hagelereignissen betroffen sind,
wobei in dem Gebiet der Pyrenäen in einer 23–jährigen Messreihe anhand von „Hail-
Pads“5 mehr Ereignisse als im Bereich des Atlantiks beobachtet wurden (∼ 25 pro Jahr).
Die Ergebnisse des LHM liegen hier bei etwa 4 bis 6 Tagen und sind ebenfalls am Rand
der Pyrenäen höher. Nach Abbildung 7.13 ist im Nordosten (Burgund, Lothringen und
Elsass) ebenfalls mit einem höheren Aufkommen von Hagel zu rechnen.
Weitere Arbeiten zeigen, dass der Norden von Italien und insbesondere die Region
Friaul–Julisch Venetien im äußersten Nordosten häufig von Hagelereignissen frequen-
tiert werden (Morgan, 1973; Giaiotti et al., 2003). Dort bestimmt das RLHM die bereits
erwähnten höchsten Werte des PHI in Europa. Bei der Diskussion der Klimatologie der
atmosphärischen Stabilität in Radiosondendaten zeigt dieses Gebiet im Vergleich zu an-
deren europäischen Stationen bereits die geringste thermische Stabilität (Kap. 5.2). Die
5 Instrument zur Messung der Größe von Hagelkörnern, das aus einer Platte aus starrem aber leicht
verformbarem Material besteht (Styropor).
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beobachtete Anzahl an Hageltagen, gemessen mit HailPads, liegt für ganz Friaul–Julisch
Venetien bei durchschnittlich 55± 12 Tagen pro SHJ (Giaiotti et al., 2003).
In Griechenland beobachteten Sioutas et al. (2009) in Zentralmakedonien anhand von
Versicherungsdaten aus der Landwirtschaft durchschnittlich 22 Hageltage pro SHJ. Das
RLHM berechnet für diese Region abhängig vom Gitterpunkt zwischen 3 und 14 poten-
tielle Hageltage. Webb et al. (2001) untersuchten die Klimatologie von Hagelereignissen
in Großbritannien. Über einen langen Zeitraum von 50 Jahren ergaben sich hier jährlich
6 bis 25 Hageltage (im Mittel 14 Tage). Des Weiteren identifizierten Webb et al. (2009)
den südwestlichen Teil der Insel mit einer höheren Auftretenswahrscheinlichkeit. Zwar
ist der PHI anhand des RLHM in England eher gering, jedoch zeigt sich auch hier der
südöstliche Teil mit einem höheren Potential (+ 1 Tag). Studien für Moldawien, wo der
PHI zwischen 8 und 9 Tagen liegt, zeigen ebenfalls eine hohe Auftretenswahrschein-
lichkeit von 10% im SHJ (Potapov et al., 2007). Die hohen Werte des PHI allgemein
im Bereich der Karpaten stimmen recht gut mit einem beobachteten Gebiet überein, das
eine hohe Anzahl an Tagen mit Overshooting Tops aufweist (Punge, 2012, persönliche
Kommunikation).
Ein Vergleich mit anderen Studien, die ebenfalls mit Hilfe der logistischen Regressi-
onsanalyse ein diagnostisches Modell für Hagelereignisse entwickelten (z.B. Billet et al.,
1997; López et al., 2007; Sánchez et al., 2009), verdeutlicht, dass je nach Gebiet die Be-
dingungen zur Entstehung von Hagel unterschiedlich beitragen können. Somit können
sowohl die verwendeten Variablen als auch die Regressionskoeffizienten abhängig von
den klimatologischen beziehungsweise von den lokalen Bedingungen wie Geländehöhe
oder Landnutzung variieren. Bereits in Kapitel 4 wurde deutlich, dass die berechneten
Schwellenwerte der KPs, ab denen das Auftreten von Hagel sehr wahrscheinlich ist,
nicht für ganz Deutschland repräsentativ sind. Jedoch zeigt sich in Abbildung 7.13, dass
teilweise Regionen in Europa, in denen das Thema Hagel bedeutend ist, anhand des
logistischen Hagelmodells gut identifiziert werden können.
Wie Abbildung 7.14 zeigt, hat der PHI abgeleitet aus CoastDatII in den letzten 32
Jahren in den meisten Gebieten zugenommen. Die größten Änderungen von 4 bis 6
Tagen werden über der Südspitze von Schweden, den dänischen Hauptinseln, Holland,
Teilen Deutschlands, Norditalien, im mittleren Rumänien und im Westen der Ukraine
beobachtet. Dagegen erfolgt eine Abnahme von bis zu 2 Tagen vor allem an der Grenze
zwischen Russland und Weißrussland und im Gebiet um Oslo. Aber auch in Südengland,
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Abb. 7.14.: Wie Abb. 7.10, nur für CoastDatII von 1978 – 2009.
an der atlantischen Küste in Frankreich und Spanien werden zeigt sich eine Abnahme
des PHI von rund einem Tag.
7.3. Änderungen des Hagelpotentials in der Zukunft in Deutschland
In diesem Abschnitt werden schließlich die LHMs auf ein Ensemble regionaler Klima-
simulationen (siehe Tabelle 6.1) angewendet, um die Änderungen der Anzahl der mittle-
ren potentiellen Hageltage in der Zukunft zu quantifizieren. Da die LHMs, und damit die
einzelnen Regressionskoeffizienten βn, speziell auf die klimatologischen Bedingungen
in CE40 angepasst wurden, muss zunächst untersucht werden, ob die Klimatologie der
einzelnen Variablen xn in den verwendeten Modellsimulationen ähnlich sind. Zu große
Unterschiede zwischen den Klimamodellen können bei der Berechnung der Wahrschein-
lichkeiten zu einer Über- oder Unterschätzung des PHI führen. Wie bereits in Kapi-
tel 6.1 (Abb. 6.1) deutlich wurde, sind die Unterschiede beispielsweise für die Stabilitäts-
bedingungen zwischen CE40 und den zugehörigen Kontrollläufen (CE5) relativ gering,
sodass die LHMs ohne einen Korrekturfaktor auf die CCLM–IMK–Simulationen ange-
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Abb. 7.15.: Wie Abb. 7.6 links, nur für den Kontrolllauf des CE5R1.
wendet werden können. In Abbildung 7.15 wird exemplarisch für CE5R1 C20 deutlich,
dass der Median des PHI (1971 – 2000) dem Ergebnis aus CE40 stark ähnelt (Abb. 7.6
links). Die Unterschiede zwischen den beiden Abbildungen sind in der Regel kleiner als
1 Tag; nur insbesondere im Südwesten des Untersuchungsgebiets kommt es zu Abwei-
chungen von bis zu 3 – 5 Tagen.
Die Unterschiede zwischen den CLM–IMK- und CLM–KL–Läufen sind allerdings
deutlich größer als zwischen den einzelnen CLM–IMK–Läufen. So zeigen die Konsorti-
alläufe beispielsweise im Mittel eine deutlich geringere thermische Stabilität (Abb. 6.5)
und haben auch höhere Temperaturwerte im Vergleich zu den CE40–Daten (Kap. 6.1).
Dies führt nach der Anwendung des LHM zu einer erheblichen Überschätzung des mitt-
leren PHI (3 – 4 Tage) im gesamten Gebiet gegenüber den Ergebnissen des CE40–Laufs
(siehe Abb. B.16 links im Anhang).
Da das LHM mit den CE40–Daten kalibriert wird, wird dieser Datensatz als Referenz-
datensatz sowohl zur Biaskorrektur als auch zu einer Kombination aus Biaskorrektur
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Abb. 7.16.: Histogramme mit allen Werten der Parameter LIB, TQV, T2m und Tmin im Untersu-
chungsgebiet für die beiden CKE5 mit Originaldaten, für die beiden korrigierten CKE5–Läufe
und für CE40 als Referenzlauf im C20.
und multiplikativer Korrektur des CCLM–KL verwendet. Anhand der Häufigkeitsver-
teilungen der einzelnen Variablen (Abbildung 7.16) werden die Korrekturen für LIB,
TQV, T2m und Tmin folgendermaßen definiert:
LIB,bias = LIB + BLI ; wobei BLI =
{
2,54K , für R1
2,50K , für R2 ,
TQVbias = TQV + BTQV ; wobei BTQV =
{
1,62kg/m2 , für R1
1,95kg/m2 , für R2 ,
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Tmin,korr = 1,12 · Tmin + 1,5◦C für R1, R2 ,
T2m,korr =
{
T2m , für T2m < 17,5◦C
0,6 · T2m + 7◦C , für T2m ≥ 17,5◦C .
Aufgrund der Verteilungsfunktion der CAPE (annähernd Weibull verteilt) ist es
schwierig, eine Korrektur durchzuführen. Daher werden hier die Originaldaten weiter-
hin verwendet. Für die oWL ist wegen der binären Einteilung keine Korrektur möglich
beziehungsweise notwendig. In Abbildung 7.17 und B.17 im Anhang (TQV, Tmin) wird
die Klimatologie (C20) der korrigierten CCLM–KL–Daten mit der von CE40 vergli-
chen, um den Einfluss der Korrektur auf die Daten zu überprüfen. Es wird deutlich,
dass die Stabilitätsbedingungen (hier ausgedrückt durch den LIB) zwischen den beiden
Datensätzen nun deutlich ähnlicher sind im Vergleich beispielsweise zur Abbildung B.9
im Anhang. Auch die Klimatologie von T2m, bei dem die Korrektur aufgrund der schie-
fen Verteilungsfunktion schwierig zu bestimmen ist, zeigt eine hohe Übereinstimmung
zwischen den beiden Läufen.
Wendet man nun die LHMs auf die korrigierten Konsortialläufe an, ergibt sich bei-
spielsweise für CKE5R1 (Abb. 7.18) eine ähnliche räumliche Verteilung des mittle-
ren PHI in Deutschland wie für CE40 (Abb. 7.6). Neben dem Nord–Süd–Gradienten
sind auch die zwei bereits identifizierten Gebiete im Rheintal und im nördlichen Al-
penvorland mit den meisten potentiellen Hageltagen (hier 11 bis 14 Tage) zu erkennen.
Nur nördlich von Baden–Württemberg und Bayern liegen die Werte des PHI gegen-
über CE40 (und auch CE5R1–R3) etwas höher. Dies kann auf die räumliche Verteilung
der CAPE zurückgeführt werden (vgl. Abb. 6.3), die keinen so ausgeprägten Nord–
Süd–Gradienten besitzt und bereits im nördlichen Teil Deutschlands relativ hohe Werte
aufweist. Dies führt dazu, dass das Flächenmittel der CCLM–KL–Läufe immer grö-
ßer im Vergleich zu den CCLM–IMK–Läufen ist (siehe Flächenmittel der Klimatologie
in Tabelle 7.6). Vergleicht man die Ergebnisse des mittleren PHI für die korrigierten
und nicht–korrigierten Konsortialläufe (Abb. B.16 rechts im Anhang), zeigt sich, dass
die Differenz im Norden am größten ist. Dementsprechend würde es bei den nicht–
korrigierten Daten aufgrund der Überschätzung der Temperaturen und der CAPE insbe-
sondere im Norden des Untersuchungsgebiets zu einer höheren Überschätzung des PHI
kommen, während diese im Süden geringer ausfiele. Somit verdeutlichen die Abbild-
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Abb. 7.17.: Mittelwerte der jährlichen 10% Perzentile des LIB (oben) und der jährlichen 50%
Perzentile der T2m (unten) für CE40 (Referenz; links) und CKE5R1 (rechts; JJA, 1971 – 2000).
ungen, dass die durchgeführten Korrekturen der Daten der CCLM–KL–Läufe durchaus
sinnvoll und empfehlenswert sind6.
Die Änderungen des mittleren PHI zwischen 2021 – 2050 (PRO) und dem C20–Zeit-
raum (Abb. 7.19, Abb. 7.20, Tabelle 7.6) zeigen in den meisten Gebieten positive Ände-
6 Im vorherigen Kapitel wurde aufgrund der Differenz der horizontalen Auflösung zwischen den bei-
den Klimamodellen (CoastDatII und CE40) und da primär nur die räumliche Verteilung in Europa
von Interesse war keine Korrektur der CoastDatII–Daten durchgeführt.
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Abb. 7.18.: Wie Abb. 7.6 links, nur für den Kontrolllauf des CKE5R1, bei dem vorher eine Kor-
rektur durchgeführt wird.
rungen (Zunahme in der Zukunft) für die verschiedenen Klimasimulationen. Insbeson-
dere bei den mit ECHAM5 Lauf 1 und 2 angetriebenen Klimarechnungen (Abb. 7.19)
ist diese Zunahme an über 98% der Gitterpunkte zu beobachten. Gemittelt über das ge-
samte Untersuchungsgebiet ist durchschnittlich mit einem Anstieg des PHI von einem
Tag zu rechnen. Im Mittel entspricht dies einer Zunahme um 25 – 30%. Die größten po-
sitiven Änderungen werden für CKE5R2 B1 im Osten von Bayern mit bis zu 4 Tagen
berechnet (Abb. 7.20c). Das Flächenmittel dieses Laufs zeigt auch die größte Änderung
von + 2,0± 0,8 Tagen (Tabelle 7.6). Der CKE5R1 B1 Lauf ergibt dagegen in Teilen des
südlichen Untersuchungsgebiets eine Abnahme (Abb. 7.20b). Der CE5R3 A1B Lauf
zeigt ebenfalls an 51% aller Gitterpunkte einen Rückgang des PHI, vor allem im Norden
(Abb. 7.20a). Gemittelt über die Fläche bedeutet dies – insbesondere beim CE5R3 A1B
Lauf – keine Änderung des PHI in der Zukunft. Übereinstimmend zeigen fast alle Klima-
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Tab. 7.6.: Räumliche Mittelwerte und Standardabweichungen der Klimatologie (in C20 oder
PRO) des mittleren PHI im jeweiligen Zeitraum und Differenz des mittleren PHI zwischen PRO
und C20 für die CCLM–IMK- und CCLM–KL–Läufe sowie normiert auf den zugehörigen C20–
Zeitraum.
Lauf Klimatologie [Tage] Differenz PRO – C20 [Tage] (PRO – C20) / C20 [%]
CE40 5,7± 2,2 – –
CE5R1 C20 4,8± 2,0 – –
CE5R2 C20 4,3± 1,8 – –
CE5R3 C20 4,5± 1,9 – –
CE5R1 A1B 5,9± 2,2 1,1± 0,5 25,7
CE5R2 A1B 5,2± 2,0 0,9± 0,4 26,1
CE5R3 A1B 4,5± 2,2 0,1± 0,6 1,5
CKE5R1 C20 6,3± 3,2 – –
CKE5R2 C20 5,8± 3,0 – –
CKE5R1 A1B 7,4± 3,5 1,1± 0,7 28,0
CKE5R2 A1B 7,3± 3,6 1,1± 0,7 26,6
CKE5R1 B1 6,7± 3,2 0,4± 0,6 10,3
CKE5R2 B1 8,2± 3,7 2,0± 0,8 55,2
läufe die größten Änderungen des PHI (2 – 4 Tage) am südlichen Grenzgebiet zwischen
Deutschland und der Schweiz sowie im nördlichen Alpenvorland von Deutschland.
Analog zu Kapitel 6.2 (Abb. 6.7) werden die Ergebnisse der einzelnen Klimaläufe in
Abbildung 7.21 zusammengefasst. Im Gegensatz zu den dort bestimmten Ergebnissen
zeigt das Ensemble aus sieben Klimasimulationen ein deutliches Signal für eine Zunah-
me des Hagelpotentials in der Zukunft (PRO; Abb. 6.7b). So berechnen an fast allen
Gitterpunkten in Abbildung 6.7a mindestens fünf der Modelle eine Zunahme des PHI.
Werden nur Änderungen berücksichtigt, die größer als 0,5 sind (Abb. 6.7c), schwächt
sich das Signal in Teilen des Untersuchungsgebiets (z.B. im Norddeutschland) zwar ab,
zeigt im Mittel aber für Deutschland ebenfalls eine Zunahme. Eine Abnahme ergibt sich
dagegen an sehr wenigen Gitterpunkten.
Abbildung 7.22 zeigt die interne Variabilität des mittleren PHI für alle CCLM–IMK-
und CCLM–KL–Läufe, indem wie in Abbildung 7.11 der Median und Interquartilsab-
stand für 10 Jahres–Blöcke im C20 und PRO dargestellt sind. In der Regel haben auch
hier die Konsortialläufe im Mittel höhere Werte des PHI gegenüber denen der CCLM–
IMK–Läufe. Dies trifft allerdings nicht immer zu und verdeutlicht die Variabilität der
Ergebnisse durch die Modellphysik (unterschiedliche Modellversion). Außerdem zeigt
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Abb. 7.19.: Differenz des mittleren PHI für die CCLM–IMK- und CCLM–KL–Läufe (mit
ECHAM5 Lauf 1 und 2 angetrieben) zwischen Zukunft und Vergangenheit (PRO – C20).
sich, dass das Verhältnis zwischen dem Lauf, der mit ECHAM5 Lauf 1 angetrieben
wurde, und dem mit ECHAM5 Lauf 2 angetriebenen sowohl in CCLM–IMK als auch
in CCLM–KL für den gleichen 10er–Block identisch ist. So ist beispielsweise im Zeit-
raum 2031 – 2040 sowohl für CE5A1BR2 (hellblau) als auch für CKE5A1BR2 (dun-
kelrot) der Median (und der Interquartilsabstand) des PHI höher gegenüber CE5A1BR1
(dunkelblau) beziehungsweise CKE5A1BR1 (rot). Des Weiteren wird deutlich, dass die
Konsortialläufe in der Regel in dem betrachteten Gebiet die höchste Variabilität (In-
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Abb. 7.20.: Wie Abb. 7.19, für die weiteren Klimasimulationen.
terquartilsabstand) aufweisen. Allerdings sind die Ergebnisse, ausgedrückt durch die
Boxplots, sehr variabel und können abhängig vom betrachteten Zeitraum, Modell und
Emissionsszenario variieren.
Ähnliches beobachteten auch Hawkins und Sutton (2009). In ihrer Studie zeigten die
Autoren, dass insbesondere bei kurzen Zeiträumen und bei einer regionalen Betrachtung
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Abb. 7.21.: Zusammenfassende Darstellung für die Änderung des PHI zwischen PRO und C20
anhand eines Ensembles aus sieben Klimasimulationen: (a) Anzahl der Läufe, die eine Zunahme
zeigen, (b) nur Zu- oder Abnahme, wobei rot bedeutet, dass 5 bis 7 Modelle eine Zunahme bzw. 0
bis 2 Modelle eine Abnahme zeigen (blau invers) und (c) wie (b), wobei nur Änderungen gezählt
werden, die größer als 0,5 des jeweiligen Laufs sind.
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Abb. 7.22.: Boxplots (Median und Interquartilsabstand) des mittleren PHI für 10–
Jahresabschnitte mit allen CCLM–IMK- und CCLM–KL–Läufen.
der Einfluss durch die interne Variabilität des Klimasystems in den Klimaprojektionen
sehr groß ist (am Beispiel der T2m z.B. ∼ 70 – 80%, siehe Abb. 7.23). Erst bei der Be-
trachtung von längeren Projektionszeiträumen vermindert sich dieser Einfluss, während
die Unsicherheiten durch das verwendete Klimaszenario zunehmen. Allerdings spielt
letzteres bei einem Projektionszeitraum von 30 – 50 Jahren gegenüber der Modellunsi-
cherheit und der natürlichen Variabilität eine eher untergeordnete Rolle (< 20%).
Eine Studie von Marsh et al. (2009) zeigt ebenfalls, dass die Entwicklung von schwe-
ren konvektiven Ereignissen im 21. Jahrhundert gegenüber dem 20. Jahrhundert (JJA)
über weiten Teilen des europäischen Festlandes leicht zunehmen wird. Allerdings be-
rücksichtigten die Autoren in der Studie, die auf der Kombination von CAPE und
WSh0−6 basiert, nur ein GCM für das Szenario A2. Nach Sander (2011) sollen in Europa
schwere Gewitterstürme in der Zukunft seltener vorkommen, da ihren Analysen zufolge
die Häufigkeit von Inversionen in der Grenzschicht, die zu hohen CIN–Werten führen,
zunehmen. Allerdings stellte die Autorin auch fest, dass, wenn es letztendlich zur Auslö-
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Abb. 7.23.: Die relative Gewichtung der verschiedenen Quellen von Unsicherheiten (natürliche
Variabilität, Modellphysik, Szenario) auf die Projektion der bodennahen Temperatur für Groß-
britannien (Hawkins und Sutton, 2009).
sung und Entwicklung von konvektiven Ereignissen kommt, diese eine höhere Intensität
aufweisen könnten. K12 zeigten mit Hilfe eines Bayesschen Modells, dass die Wahr-
scheinlichkeit für Hageltage anhand von hagelrelevanten (und nicht–hagelrelevanten )
Großwetterlagen in der Zukunft (2031 – 2045) mit relativen Änderungen zwischen 7 bis
15% im Vergleich zu 1971 – 2000 leicht zunehmen könnte.
Zusammenfassend kann man für dieses Kapitel folgende Kernpunkte festhalten:
1. Das neu entwickelte logistische Hagelmodell ist auf verschiedene Klimasimula-
tionen anwendbar, wobei – abhängig von den Unterschieden in der Klimatologie
der Variablen zum Referenzdatensatz – eventuell eine Korrektur der Daten vorge-
nommen werden muss. Das Modell ist allerdings nur in der Lage, das Potential von
Hagelereignissen zu beschreiben, da der Auslösemechanismus dabei nicht erfasst
werden kann und somit keine Aussage über tatsächlich eingetretene Ereignisse ab-
geleitet werden kann. Allerdings zeigt das Modell für die Vergangenheit eine recht
gute Übereinstimmung zu tatsächlich eingetretenen Hagelschadenereignissen – al-
lerdings nur bezogen auf Baden–Württemberg, wo diese Daten ausschließlich vor-
liegen.
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2. Angewendet auf ein Ensemble von sieben Klimasimulationen zeigt sich, dass in
der Zukunft (PRO) im Mittel eine Zunahme der potentiellen Hageltage (PHI) von
25 – 30% im Vergleich zu C20 zu erwarten ist. Zwei der sieben Simulationen be-
stimmen im Mittel keine bedeutenden Änderungen des PHI.
3. Eine modifizierte Version des logistischen Hagelmodells, das auf einen europä-
ischen Datensatz angewendet wurde, zeigt teilweise hagelrelevante Gebiete, die
durch einige Literaturarbeiten bestätigt werden können. Es wird deutlich, dass ins-
besondere nördlich und südlich der Alpen ein hohes Hagelpotential vorherrschend
ist.
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In der vorliegenden Arbeit wurde untersucht, inwiefern sich die Häufigkeit und Inten-
sität von Gewitter- und Hagelereignissen in der Vergangenheit verändert haben und ab-
geschätzt mit welchen Änderungen im Rahmen des Klimawandels in der Zukunft zu
rechnen ist. Der Fokus lag dabei auf der statistischen Analyse hagelrelevanter Konvek-
tionsparameter sowie der Entwicklung eines mathematischen Modells zur Bestimmung
des Hagelpotentials.
Hagelereignisse werden aufgrund ihrer geringen räumlichen Ausdehnung von den
derzeitigen meteorologischen Messsystemen nicht ausreichend und über einen langen
Zeitraum erfasst. Deswegen basieren die statistischen Analysen in dieser Arbeit auf ver-
schiedenen Proxydaten, die aus Radiosondenmessungen und Simulationen regionaler
Klimamodelle für Europa und insbesondere für Deutschland abgeleitet wurden. Aus die-
sen Proxydaten kann indirekt auf das Gewitter- und Hagelpotential geschlossen werden.
Da Hagelereignisse in Deutschland vorwiegend in den warmen Monaten auftreten, fo-
kussierten sich die Untersuchungen auf das Sommerhalbjahr.
Durch einen quantitativen Vergleich der Proxydaten (z.B. Konvektionsparameter) mit
Schadendaten von Versicherungen wurden zunächst anhand der kategorischen Verifika-
tion und daraus abgeleiteten Gütemaßen (z.B. Heidke Skill Score) die für die Diagnostik
von Hagelereignissen am besten geeigneten Konvektionsparameter bestimmt. Obwohl
deutlich wird, dass je nach Gebiet unterschiedliche Umgebungsbedingungen für Hagel-
ereignisse entscheidend sind, zeigen sich deutschlandweit als zuverlässige Prädiktoren
der Lifted Index (LI) und die konvektive verfügbare potentielle Energie (CAPE). Die
Versionen der Konvektionsparameter, bei denen für die Startwerte der Hebungskurve
die Vertikalprofile über die untersten 100 hPa gemittelt werden, sind genauso gut für
die Diagnostik geeignet wie die Varianten, bei denen nur bodennahe Werte verwendet
werden. Des Weiteren konnten durch einen quantitativen Vergleich von Schadendaten
und Großwetterlagen nach der objektiven Wetterlagenklassifikation des Deutschen Wet-
terdienstes vier hagelrelevante und drei nicht–hagelrelevante Wetterlagen identifiziert
werden.
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Um die Bedingungen für besonders schwere konvektive Ereignisse zu erfassen, wur-
den die statistischen Analysen für die jährlichen 90% Perzentile verschiedener Konvek-
tionsparameter durchgeführt. Die klimatologischen Verteilungen der Parameter, die aus
Radiosondendaten abgeleitet wurden, zeigen dabei in Europa erhebliche räumliche Un-
terschiede. Ein ausgeprägter Nord–Süd- und ein etwas schwächerer West–Ost–Gradient
können auf die unterschiedlichen klimatischen Bedingungen zurückgeführt werden. So
ist die Troposphäre im nördlichen Teil durch das maritim geprägte Klima stabiler ge-
schichtet, während im Süden große Mengen an Wasserdampf durch die warme und
feuchte mediterrane Luft aus dem Mittelmeerraum advehiert werden und somit für eine
höhere konvektive Energie sorgen. Dementsprechend ist beispielsweise im weniger kon-
tinental geprägten Klima im Süden von Deutschland vermehrt mit Gewitterereignissen
(und auch mit einer höheren Intensität) gegenüber dem Norden zu rechnen.
Aufbauend auf diesen Ergebnissen erfolgte eine Untersuchung der langjährigen zeit-
lichen Entwicklung der hagelrelevanten Konvektionsparameter (1978 – 2009), die aus
Vertikalprofilen von 26 europäischen und sieben deutschen aerologischen Stationen be-
stimmt wurden. Die statistische Signifikanz der berechneten Trends wurde dabei mit
dem Mann–Kendall Test bestimmt. Die Trendanalysen der Zeitreihen aus Beobach-
tungsdaten deuten darauf hin, dass das Konvektionspotential in den vergangenen 20 – 30
Jahren sowohl über Deutschland als auch über Teilen Mitteleuropas statistisch signifi-
kant zugenommen hat (90% Signifikanzniveau). Dies gilt vor allem für Konvektionspa-
rameter, bei deren Berechnung bodennahe Temperatur- und Feuchtewerte berücksichtigt
werden. Eine Zunahme zeigt sich sowohl bei den jährlichen Verteilungen der 90% Per-
zentile als auch bei der Anzahl der Tage über bestimmten Schwellenwerten, ab denen
Hagel den Analysen zufolge wahrscheinlich ist. Trends aus Parametern, bei deren Be-
rechnung vor allem Feuchtewerte aus höheren Atmosphärenschichten eingehen (z.B.
CAPE100, LI100, modifizierter K–Index), werden dagegen erheblich durch Instrumen-
tenwechsel der Radiosonde (Väisälä RS80) zwischen 1989 und 1993 (abhängig von der
jeweiligen Station) beeinflusst und sind daher nur mit großen Einschränkungen zu inter-
pretieren.
Aufgrund der hohen natürlichen Variabilität der Konvektionsparameter darf bei den
Trendanalysen nicht nur ein fester Zeitraum betrachtet werden. Deswegen wurde die in-
terne Variabilität von sehr langen Zeitreihen (53 Jahren) an den Stationen Schleswig und
Stuttgart sowie die Robustheit der linearen Trends inklusive ihrer statistischen Signifi-
kanz untersucht. Dies wurde mit Hilfe von Trendmatrizen, bei welchen sukzessive die
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Start- und Endpunkte der Zeitreihen verschoben werden, analysiert. Dabei wurde deut-
lich, dass die vorwiegend untersuchten Trends zwischen 1978 – 2009 robust gegenüber
geringen zeitlichen Verschiebungen sind.
Die beobachtete Abnahme der Stabilität in der Atmosphäre kann vor allem auf eine
Zunahme der bodennahen Feuchte zurückgeführt werden. Diese wiederum ist letztend-
lich eine Folge der bodennahen Erwärmung (Held und Soden, 2006). Beide Anstiege
führen zu einer erhöhten verfügbaren potentiellen Energie für hochreichende Feucht-
konvektion.
Darauf aufbauend wurden die Methoden und die gewonnenen Erkenntnisse auf re-
gionale Klimasimulationen übertragen. Dabei wurde durch einen Vergleich von Kon-
vektionsparametern aus Radiosondendaten und Modelldaten überprüft, wie gut regio-
nale Klimamodelle das Potential der Atmosphäre zur Ausbildung hochreichender Kon-
vektion abbilden können. Zur Analyse standen zwei mit dem regionalen Klimamodell
COSMO–CLM regionalisierte Reanalyseläufe zur Verfügung, wobei einer (CE40) mit
den globalen Reanalysedaten des ECMWF (ERA40) und der andere (CoastDatII) mit
den globalen NCEP–NCAR 1 Reanalysedaten angetrieben wurde. Obwohl regionale
Klimamodelle zwar nicht in der Lage sind, einzelne Hagelereignisse zu simulieren, zei-
gen die Untersuchungen, dass diese die atmosphärischen Bedingungen (z.B. Stabilität)
für Gewitter- und Hagelereignisse hinreichend gut abbilden können. Insbesondere die
räumliche Verteilung und die hohe jährliche Variabilität der Konvektionsparameter kön-
nen die Modelle zufriedenstellend reproduzieren. Allerdings unterschätzen diese dabei
besonders hohe Instabilitäten beziehungsweise konvektive Energien. Insgesamt bestäti-
gen die Reanalysedaten die beobachteten Trendrichtungen aus den Radiosondendaten,
die allerdings größtenteils statistisch nicht signifikant sind. Darüber hinaus zeigen die
Auswertungen des Reanalysedatensatzes CoastDatII, die über einen sehr langen Zeit-
raum von 60 Jahren vorliegen, dass bereits in den 1950er Jahren in der Atmosphäre ein
ähnlich hohes Konvektionspotential wie derzeit vorhanden war.
Um zu untersuchen, wie sich Besonderheiten und Abweichungen in den regionalen
Klimasimulationen aufgrund der Modellphysik und durch den globalen Antrieb auf die
Ergebnisse auswirken, wurden die Kontrollläufe (1971 – 2000) der verwendeten Kli-
mamodelle (CCLM–IMK, Konsortialläufe) mit einem Referenzdatensatz (hier Reana-
lysedaten) verglichen. Die CCLM–IMK–Läufe sind hochaufgelöste Klimasimulationen
(0,065◦), die am Institut für Meteorologie und Klimaforschung durchgeführt wurden.
Dabei zeigte sich, dass sich in den Simulationen, die mit dem kanadischen Globalmo-
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dell CCma3 angetrieben wurden, aufgrund der hohen Abweichungen der Temperatur-
werte gegenüber der Realität und dem Globalmodell ECHAM5/MPI–OM eine zu hohe
Stabilität der Atmosphäre ergibt und daher für die Analysen im Rahmen dieser Arbeit
ungeeignet sind.
Im nächsten Schritt wurden die Änderungen der atmosphärischen Stabilität in der
Zukunft anhand eines Ensembles aus sieben Klimasimulationen analysiert. Die ver-
wendeten Simulationen unterscheiden sich dabei in der Version des Regionalmodells
COSMO–CLM (Version 3.1 und 4.8), den Anfangsbedingungen des antreibenden Glo-
balmodells (ECHAM5/MPI–OM Lauf 1 bis 3) sowie durch die beiden Emissionsszena-
rien (A1B und B1). Das so zusammengestellte Ensemble zeigt für einzelne Konvektions-
parameter in der Zukunft (2021 – 2050) keine wesentlichen Änderungen im Vergleich
zur Vergangenheit (1971 – 2000). Allerdings spiegeln die Konvektionsparameter nur ei-
nen Teil der Bedingungen wider, die bei der Entstehung von hochreichender Feuchtkon-
vektion bedeutend sind.
Um weitere Bedingungen zur Entstehung von Konvektion zu berücksichtigen, wurde
mittels der logistischen Regression ein logistisches Hagelmodell entwickelt. Mit Hilfe
dieses mathematischen Modells kann durch die Kombination verschiedener hagelrele-
vanter meteorologischer Parameter die Diagnostik der Hagelereignisse erhöht werden.
Das Ergebnis des Modells ist ein neuer Index (potentieller Hagelindex, PHI), der das
Potential der Atmosphäre für die Entstehung von Hagel wiedergibt. Um auch die Un-
sicherheiten bei der Wahl des logistischen Modells zu berücksichtigen, wurden für die
Auswertungen mehrere Modelle mit variierenden Regressionskoeffizienten verwendet.
Außerdem wurden die verschiedenen Eingangsdaten (z.B. Zeitraum, Untersuchungsge-
biet, meteorologische Variablen, Schadenfrequenz in Schadendaten, Anzahl der Einzel-
modelle, etc.) variiert, die Aussagen über die Robustheit zu lassen. Als geeignete Kombi-
nation für die Bestimmung des Hagelpotentials mit dem logistischen Hagelmodell ergibt
sich die Kombination aus folgenden meteorologischen Größen:
– konvektive verfügbare potentielle Energie (CAPE),
– hagelrelevante (und nicht–hagelrelevante) Wetterlagen (oWL) nach der objektiven
Wetterlagenklassifikation,
– niederschlagsfähiges Wasser (TQV),
– Minimumtemperatur am Morgen (Tmin),
– Lifted Index (LI),
– bodennahe Temperatur (T2m).
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Diese Parameter spiegeln die atmosphärischen Stabilitätsbedingungen, die Advektion
bestimmter Luftmassen, den bodennahen Feuchtegehalt und die Bedingungen in der
Grenzschicht am Morgen und frühen Nachmittag wider, die bei Hagelereignissen von
Bedeutung sind. Die verschiedenen Auslösemechanismen für hochreichende Konvekti-
on werden dabei allerdings nicht berücksichtigt. Daher beschreibt das entwickelte logis-
tische Modell nur das Potential für die Entstehung von Hagelereignissen. Über komple-
xem Gelände ist vor allem der Einfluss der Orografie und der damit verbundenen Strö-
mungseigenschaften (Strömungskonvergenzen, Ausbildung von Schwerewellen) ent-
scheidend für die Konvektionsauslösung (Kottmeier et al., 2008; Brombach, 2012).
Um die zukünftige Änderung des Hagelpotentials zu quantifizieren (2021 – 2050),
wurde das logistische Hagelmodell auf das Ensemble aus sieben Klimasimulationen an-
gewendet. Dafür war es zunächst notwendig, bei den Konsortialläufen eine Korrektur
der meteorologischen Größen durchzuführen. Der Grund hierfür ist, dass die Klima-
tologie einzelner meteorologischer Parameter zwischen diesem und dem Referenzmo-
dell (CE40), auf das die Koeffizienten des logistischen Regressionsmodells kalibriert
wurden, zu große Differenzen aufweist und somit zu einer Überschätzung des PHI ge-
genüber dem Referenzdatensatz geführt hätte. In dem Ensemble zeigen fünf der sieben
regionalen Klimasimulationen für die Anzahl der Tage, die mit einem erhöhten Hagel-
potential verbunden sind, im Mittel in Deutschland eine Zunahme von 25 – 30% (Juni –
August). Für die anderen beiden Simulationen werden dagegen im Mittel keine Verände-
rungen beobachtet. Die recht große Streuung in den Ergebnissen resultiert dabei sowohl
aus der Verwendung verschiedener Realisierungen des Globalmodells (ECHAM5/MPI–
OM Lauf 1 bis 3) als auch aus den beiden berücksichtigten Emissionsszenarien (A1B,
B1). Unterschiedliche Versionen des Regionalmodells COSMO–CLM tragen ebenfalls
zur Streuung der Ergebnisse bei, fallen allerdings geringer im Vergleich zu den oben ge-
nannten Einflüssen aus. Andere Arbeiten (z.B. Hawkins und Sutton, 2009) zeigen, dass
insbesondere für den hier betrachteten nahen Zukunftszeitraum der Einfluss durch die
natürliche Klimavariabilität, der durch die verschiedenen Realisierungen wiedergegeben
wird, am größten ist.
Zusätzlich wurde das logistische Hagelmodell auf die Reanalysedaten CoastDatII, die
einen großen Teil von Europa abdecken, angewendet. Hierzu musste eine modifizier-
te Version des logistischen Hagelmodells entwickelt werden, da nicht alle meteorologi-
schen Parameter im CoastDatII–Datensatz zur Verfügung standen. Anhand des reduzier-
ten Modells konnten einige aus der Literatur bekannte hagelrelevante Gebiete in Europa
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bestätigt werden. Des Weiteren zeigte sich, dass insbesondere nördlich und südlich der
Alpen das höchste Potential für Hagel existiert.
Die Ergebnisse, die im Rahmen dieser Arbeit erarbeitet wurden, bieten eine erste
Schätzung über die Wahrscheinlichkeit und Intensität potentieller schadenrelevanter Ha-
gelereignisse in einem zukünftigen Klima. Insbesondere die Trendanalysen hagelrele-
vanter Konvektionsparameter von Radiosondendaten sowie die Analysen der internen
Variabilität und der Robustheit der Trends anhand von Trendmatrizen wurden bisher in
Europa noch nicht untersucht. Die Anwendung eines logistischen Modells für Hageler-
eignisse auf Klimasimulationen wurde ebenfalls in der Literatur noch nicht diskutiert.
Da derzeit nur wenige regionale Klimasimulationen in dreidimensionaler Auflösung
(notwendig für Berechnung der Wetterlagen und einzelner Konvektionsparameter) für
Deutschland vorliegen, sollten im Rahmen der derzeitigen Aktivitäten von EURO–
CORDEX für den nächsten Sachstandsbericht (AR5) des Intergovernmental Panel on
Climate Change (IPCC) die neuen hochaufgelösten Klimasimulationen mit einer ho-
rizontalen Auflösung von 0,11◦ in das Ensemble integriert werden. Insbesondere wä-
re eine Erweiterung des Ensembles auf unterschiedliche regionale Klimamodelle wün-
schenswert, da verschiedene Studien gezeigt haben, dass speziell im Sommer der größte
Beitrag der Unsicherheiten in den Ergebnissen für eine nahe Zukunft durch das ver-
wendete regionale Klimamodell entsteht (Schädler et al., 2012b). Zusätzlich sollte das
Ensemble regionaler Klimaprojektionen auch verschiedene Globalmodelle als Antriebs-
daten berücksichtigen, um die Unsicherheiten und Bandbreiten der Änderungen durch
die natürliche Klimavariabilität noch besser abschätzen zu können.
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Vertical Totals (VT)
Der Vertical Totals (VT, Miller, 1972) ist einer der wenigen Indizes, der keine Feuchte-
größen berücksichtigt. Er berechnet lediglich die bedingte Instabilität zwischen 850 hPa
und 500 hPa. Da die Dicke zwischen diesen beiden Schichten abhängig von der Tempe-
ratur ist (Dicke umso größer je wärmer die Umgebung ist), wird der aktuelle Tempera-
turgradient im Sommer unter- und im Winter überschätzt.
VT = T850−T500 Einheit: [K] [A.1]
Showalter Index (SHOW)
Der Showalter Index (SHOW) berechnet sich auf eine ähnliche Weise wie der LI. Er be-
stimmt sich ebenfalls über eine Temperaturdifferenz im 500 hPa Niveau, nur werden hier
als Startbedingung Temperaturwerte im 850 hPa Niveau genommen (Showalter, 1953).
Somit spiegelt dieser Index mehr die atmosphärischen Bedingungen in höheren Schich-
ten wider.
SHOW = T500−T ′850→500 [K] [A.2]
Sowohl der SHOW als auch der LI weisen auf eine labiler werdende Atmosphäre hin,
wenn die Werte kleiner wird.
Deep Convective Index (DCI)
Beim Deep Convective Index (DCI) werden die Eigenschaften der äquivalentpotentiel-
len Temperatur in 850 hPa, hier ausgedrückt durch T und Td , mit der latenten Instabilität,
ausgedrückt durch den LI, verknüpft (Barlow, 1993).
DCIB = (T +Td)850−LIB [K] [A.3]
Er soll insbesondere bei der Vorhersage von Schweregewittern hilfreich sein. So ist z.B.
ab 30 K mit diesen zu rechnen. In der folgenden Arbeit wird auch der DCI100 verwendet,
der in Gleichung (A.3) auf den LI100 zurückgreift.
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Convective Inhibition (CIN)
Bevor ein Luftpaket ab dem LFC ungehindert durch seinen eigenen Auftrieb aufsteigen
kann, muss es zuvor bis zu diesem Niveau gehoben werden, da zwischen dem LFC und
dem Boden die Umgebungstemperatur größer und die Atmosphäre stabil geschichtet
ist (siehe Abb. 2.9). Die Konvektionshemmung (engl. convective inhibition, CIN) be-
schreibt diesen Mechanismus und ist ähnlich wie die CAPE ein integrales Maß über den
Auftriebsterm B:
CIN100 =
∫ LFC
Boden
BTdz= RL
∫ LFC
Boden
(T ′v −Tv)dlnp [J kg−1] [A.4]
Als Integrationsgrenzen dienen hier die Bodenoberfläche und das LFC (Colby, 1984).
Neben ausreichender potentieller Energie (CAPE) ist es ebenso wichtig, die Energie
zu betrachten, die nötig ist um die stabile Schicht oder eine Inversion am Boden zu
überwinden (CIN), damit es zur Auslösung von hochreichender Konvektion kommt.
KO Index (KO)
Der KO–Index ist ein Index, der die potentielle Instabilität beschreibt:
KO= 0.5 (Θe,500+Θe,700)−0.5 (Θe,850+Θe,1000) [K] [A.5]
Er gibt die Änderungen der äquivalentpotentiellen Temperatur in den verschiedenen
konvektionsrelevanten Luftschichten wieder (Andersson et al., 1989). Je negativer der
Wert wird, desto eher ist mit Gewitter zu rechnen.
Delta ThetaEIndex (∆θE)
Atkins und Wakimoto (1991) definieren den Delta ThetaE–Index (∆θE , auch Wet Mi-
croburst Index genannt), indem die Differenz der äquipotentiellen Temperatur in zwei
Höhen betrachtet wird:
∆Θe =Θe,B−Θe,300 [K] [A.6]
Eine Kopplung aus einer trockenen und kalten mittleren Atmosphäre und einer warmen,
labil geschichteten Grenzschicht bewirken starke Auf- und Abwinde in einer Gewitter-
zelle, sodass sogar extreme Downburts möglich sind.
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Potentieller Instabilitätsindex (PII)
Beim potentiellen Instabilitätsindex (PII) wird die Differenz der äquipotentiellen Tem-
peratur zur Differenz des Geopotentials in 925 hPa und 500 hPa ins Verhältnis gesetzt
(van Delden, 2001):
PII = (Θe,925−Θe,500)/(Z500−Z925) [K m−1] [A.7]
Total Totals (TT)
Beim Total Totals (TT; Miller, 1972) wird der VT mit dem Cross Totals (CT) kombiniert.
Durch letzteren wird nun die Feuchte berücksichtigt:
TT = VT +CT
= T850−T500+Td,850−T500
= (T +Td)850−2T500 [K] [A.8]
KIndex (K)
Der K–Index wurde 1960 von George folgendermaßen definiert, um die Luftmassen in
Gewitterzellen vorherzusagen:
K = (T850−T500)+Td,850− (T −Td)700 [K] [A.9]
1977 wurde dieser von Charba modifiziert:
Kmod = (T ∗−T500)+T ∗d − (T −Td)700 [K] [A.10]
T ∗ & T ∗d sind hier gewichtete Mittelwerte zwischen der Bodenoberfläche und dem
850 hPa Niveau.
Severe Weather Threat Index (SWEAT)
Ein etwas älterer Index, der für die Great Plains in den USA entwickelt worden ist, ist
der Severe Weather Threat Index (SWEAT) von Miller (1972):
SWEAT = 12Td,850+20 (TT −49)+2 f850+ f500+125 [sin(d500−d850)]+0.2
[A.11]
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f und d definieren hier die Windgeschwindigkeit [kn] und die Windrichtung [0◦ – 360◦]
in dem jeweiligen Drucklevel. Nur positive Werte werden berücksichtigt, ansonsten wird
der Term ignoriert. Der sin–Term wird gleich Null gesetzt, falls eine der folgenden Be-
dingungen nicht erfüllt wird: 130◦≤ d850 ≤ 250◦, 210◦≤ d500 ≤ 310◦, d500 > d850 und
f850 oder f500 ≥ 15 kn. Eine vorhandene Windscherung mit der Höhe weist in der Re-
gel auf Advektion von warmen Luftmassen hin, die wiederum zur Aufwärtsbewegung
führen können (siehe Gl. 2.23). In der Praxis muss auch auf die anderen Terme der
Omega–Gleichung geachtet werden, die sich teilweise gegenseitig aufheben können.
van Delden (1998) zeigte beispielsweise, dass eine warme Luftadvektion auch mit einer
Abwärtsbewegung verknüpft sein kann.
SWISS12Index (SWISS12)
Ein weiterer der wenigen Indizes, der kinematische Eigenschaften beinhaltet, ist der
SWISS12–Index (SWISS12), der von Huntrieser et al. (1997) für die Schweiz entwi-
ckelt wurde. Im Gegensatz zu dem SWISS00–Index berücksichtigt dieser Index nicht
den 0 UTC–, sondern den 12 UTC–Aufstieg und spiegelt somit besser die konvektiven
Vorbedingungen von Gewittern wider.
SWISS12 = LIB−0.3WSh0−3+0.3 (T −Td)650 [A.12]
WSh0−3 [m/s] ist die Windscherung in den untersten 3 km (interpoliert berechnet). Zu-
sammenfassend beschreibt der Index ein hohes Potential von Gewitter, wenn der LIB
niedrig, die Winde zwischen 10 m und 3 km über der Oberfläche zunehmend und die
Luftbedingungen in 650 hPa feucht sind. Auch der SWISS12 verweist auf eine labilere
Schichtung, je kleiner die Werte werden.
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Tab. B.1.: Kennzahlen und Kennungen der 40 objektiven Wetterlagen (Dittmann, 1995; Bissolli
und Dittmann, 2001).
Kennung Anströmrichtung Zyklonalität [950 hPa] Zyklonalität [500 hPa] Feuchte
1 XXAAT nicht definiert antizyklonal antizyklonal trocken
2 NOAAT Nordost antizyklonal antizyklonal trocken
3 SOAAT Südost antizyklonal antizyklonal trocken
4 SWAAT Südwest antizyklonal antizyklonal trocken
5 NWAAT Nordwest antizyklonal antizyklonal trocken
6 XXAAF nicht definiert antizyklonal antizyklonal feucht
7 NOAAF Nordost antizyklonal antizyklonal feucht
8 SOAAF Südost antizyklonal antizyklonal feucht
9 SWAAF Südwest antizyklonal antizyklonal feucht
10 NWAAF Nordwest antizyklonal antizyklonal feucht
11 XXAZT nicht definiert antizyklonal zyklonal trocken
12 NOAZT Nordost antizyklonal zyklonal trocken
13 SOAZT Südost antizyklonal zyklonal trocken
14 SWAZT Südwest antizyklonal zyklonal trocken
15 NWAZT Nordwest antizyklonal zyklonal trocken
16 XXAZF nicht definiert antizyklonal zyklonal feucht
17 NOAZF Nordost antizyklonal zyklonal feucht
18 SOAZF Südost antizyklonal zyklonal feucht
19 SWAZF Südwest antizyklonal zyklonal feucht
20 NWAZF Nordwest antizyklonal zyklonal feucht
21 XXZAT nicht definiert zyklonal antizyklonal trocken
22 NOZAT Nordost zyklonal antizyklonal trocken
23 SOZAT Südost zyklonal antizyklonal trocken
24 SWZAT Südwest zyklonal antizyklonal trocken
25 NWZAT Nordwest zyklonal antizyklonal trocken
26 XXZAF nicht definiert zyklonal antizyklonal feucht
27 NOZAF Nordost zyklonal antizyklonal feucht
28 SOZAF Südost zyklonal antizyklonal feucht
29 SWZAF Südwest zyklonal antizyklonal feucht
30 NWZAF Nordwest zyklonal antizyklonal feucht
31 XXZZT nicht definiert zyklonal zyklonal trocken
32 NOZZT Nordost zyklonal zyklonal trocken
33 SOZZT Südost zyklonal zyklonal trocken
34 SWZZT Südwest zyklonal zyklonal trocken
35 NWZZT Nordwest zyklonal zyklonal trocken
36 XXZZF nicht definiert zyklonal zyklonal feucht
37 NOZZF Nordost zyklonal zyklonal feucht
38 SOZZF Südost zyklonal zyklonal feucht
39 SWZZF Südwest zyklonal zyklonal feucht
40 NWZZF Nordwest zyklonal zyklonal feucht
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B. Abbildungen und Tabellen
Abb. B.1.: Lineare Trends (1978 – 2009) inklusive ihrer statistischen Signifikanz für verschiede-
ne KPs an 26 europäischen Stationen (siehe Tabelle 3.1).
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B. Abbildungen und Tabellen
Abb. B.2.: Die Trendmatrizen zeigen den linearen Trend pro Jahr der 90% Perzentile der
CAPEBzu variierenden Zeiträumen an den 26 europäischen Stationen; die x?-Achse markiert
den Beginn, die y?-Achse das Ende der jeweiligen Zeitreihe. Trends mit einer Signifikanz von
< 90% sind aufgehellt.
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B. Abbildungen und Tabellen
Abb. B.3.: Modellorografie des CoastDatII (0,22◦) für Europa inklusive im Text erwähnte
Gebirgszüge.
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B. Abbildungen und Tabellen
Abb. B.4.: Lineare Trends der 90% Perzentile der T2m und r2m für den gesamten Zeitraum der
CoastDatII (1951 – 2010) für Europa. Trends mit einer Signifikanz von < 90% sind aufgehellt.
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B. Abbildungen und Tabellen
Abb. B.5.: Mittelwerte der jährlichen 10% Perzentile der LIB für die fünf CCLM–IMK–Läufe:
CE40, CE5R1, CE5R2, CE5R3 und CC3 (1971 – 2000).
210
B. Abbildungen und Tabellen
Abb. B.6.: Mittlere jährliche Sommerhalbjahrestemperatur T in 850 hPa (oben) und 500 hPa (un-
ten) für CE40 (links) und CC3 (rechts) zwischen 1971 – 2000.
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Abb. B.7.: Mittelwerte der jährlichen 90% Perzentile der CAPE in der Zukunft (2021 – 2050) für
CE5R1 (links) und CKE5R1 (rechts).
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Abb. B.8.: Mittelwerte der jährlichen 50% Perzentile des r2m für die drei CCLM–IMK–Läufe in
der Zukunft (2021 – 2050): CE5R1, CE5R2 und CE5R3.
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Abb. B.9.: Mittelwerte der jährlichen 10% Perzentile des LIB für die beiden CCLM–KL–Läufe:
CKE5R1 (oben links), CKE5R2 (oben rechts), CE40 (unten links, 1971 – 2000) und CoastDatII
(unten rechts, 1978 – 2009).
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Abb. B.10.: Wahrscheinlichkeit, dass die Wetterlage mit einem Hagelschadenereignis abh. vom
Bundesland verbunden ist (nach VH Daten, 2001 – 2009); oben links: Bayern (BY) und rechts:
WEST–Gruppe (Nordrhein–Westfalen, Rheinland–Pfalz, Saarland, Hessen); unten links: OST–
Gruppe (Brandenburg, Berlin, Sachsen–Anhalt, Thüringen, Sachsen) und recht Nord–Gruppe
(Schleswig–Holstein, Niedersachsen, Bremen, Hamburg, Mecklenburg–Vorpommern).
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Abb. B.11.: Summe der Hagelereignisse nach der SV: korrekte Ereignisse a plus Überraschungs-
ereignisse c.
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Abb. B.12.: Logistische Regressionskoeffizienten für die LHMs an jedem Gitterpunkt, basierend
auf CE40 und SV Daten (1992 – 2000).
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Abb. B.13.: PHI pro Jahr für jedes einzelne LHM an den elf Punkten aus Abb. 7.5 (CE40, 1971 –
2000).
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Abb. B.14.: Wie Abb. 7.6, nur für 31 LHMs (links). Differenz zwischen dem Median aus elf und
31 LHMs.
Abb. B.15.: Links der Median des PHI pro Jahr der elf Hagelmodelle, die auf den Variablen
CAPE, oWL, TQV, Tmin, TT und WSh0−6 basieren (CE40, 1971 – 2000). Rechts das zugehörige
Pseudo–Bestimmheitsmaß MF–R2.
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Abb. B.16.: Links: Wie Abb. 7.6 links, nur für den Kontrolllauf des CKE5R1 ohne Korrektur.
Rechts: Differenz des mittleren PHI des CKE5R1 ohne und mit Korrektur.
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Abb. B.17.: Mittelwerte der jährlichen 50% Perzentile der Tmin (oben) und der jährlichen 50%
Perzentile des TQV (unten) für CE40 (links) und CKE5R1 (rechts; JJA, 1971 – 2000).
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