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Abstract
Quantum Boltzmann machine extends the classical Boltzmann machine learning to the quantum
regime, which makes its power to simulate the quantum states beyond the classical probability
distributions. We develop the BFGS algorithm to study the corresponding optimization problem
in quantum Boltzmann machine, especially focus on the target states being a family of states
with parameters. As an typical example, we study the target states being the real symmetric
two-qubit pure states, and we find two obvious features shown in the numerical results on the
minimal quantum relative entropy: First, the minimal quantum relative entropy in the first and
the third quadrants is zero; Second, the minimal quantum relative entropy is symmetric with the
axes y = x and y = −x even with one qubit hidden layer. Then we theoretically prove these
two features from the geometric viewpoint and the symmetry analysis. Our studies show that
the traditional physical tools can be used to help us to understand some interesting results from
quantum Boltzmann machine learning.
∗ zhoudl72@iphy.ac.cn
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I. INTRODUCTION
The central aim of machine learning is to implement a task by building a mathematical
model that simulates the learning processes of a human being with a computer [1–3]. One of
the probabilistic machine learning models is the restricted Boltzmann machine [4, 5], which
has been successfully used as a deep machine learning model in diverse tasks [6–8].
Recently in Ref. [9] M. H. Amin et al. proposed the quantum version of Boltzmann
machine with a transverse field Ising Hamiltonian, and presented a training algorithm by
sampling. In particular, they discussed the possibility of the implementation of such a
Boltzmann machine in quantum annealing processors [10–12] like D-wave.
The main advantage of quantum Boltzmann machine is that it can simulate a multipartite
entangled quantum state, which is beyond the classical probability distribution as shown in
Bell’s inequality [13–15]. According to modern physics, nature is governed by quantum
mechanics, so it is necessary to extend the machine learning to the quantum regime.
The central problem in training Boltzmann machine is to minimize the quantum relative
entropy [16] for the target state with respect to the states corresponding to the Boltzmann
distributions for a given type of Hamiltonians [17]. We solve this minimization problem by
adopting the BFGS algorithm [18, 19], where a recenter technique is adopted to increase the
stability of our algorithm.
It is worth pointing out that the problem of minimizing the quantum relative entropy
for the target state and the states of Boltzmann distributions is also explored in measuring
the correlations of an n-partite quantum state in Refs. [20, 21]. Remarkably, the algorithms
of calculating the many-body correlation were proposed in [22–24], which are applicable in
quantum Boltzmann machine without hidden layers.
As a typical application of the above BFGS algorithm, we calculate the minimum quan-
tum relative entropy for the target states being a family of two-qubit states with two real
parameters, a radius and an angle. The minimal quantum relative entropy shows two obvious
features: strongly angle-dependent and symmetric with two axes.
In general, numerical results from machine learning are hard to understand since the ma-
chine learning focuses on to dig out the results but not to discover the underlying mechanism.
Therefore it is of great importance to grasp the underlying mechanism of the numerical op-
timal results [25]. To understand the above two features in the numerical results, here we
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use a geometric method and a symmetry anlalysis to analytically explains these features.
Here we emphasize the relation between the learning problem and the optimization prob-
lem in quantum Boltzmann machine. In general, in a learning problem, only the learning
sample is used to optimization, which is often a partial information for the target state;
however, in our optimization problem, we assume that the target state is completely known,
and our task is to adjust the parameters to get the approximate state as good as possible. In
other words, the optimization problem gives the optimal capacity for the best approximate
state for the learning problem in quantum Boltzmann machine [26, 27].
II. DEFINITION OF QUANTUM BOLTZMANN MACHINE
A quantum Boltzmann machine is composed by a bipartite quantum system, where one
subsystem is called visible, and the other is called hidden [9]. The quantum state of the
bipartite system is a Boltzmann thermal equilibrium state for a specific type Hamiltonian
with variable parameters. The task of the quantum Boltzmann machine is to make the
quantum state of the visible subsystem approximate a given target state as well as possible
by adjusting the parameters in the Hamiltonian.
We formulate the Boltzmann machine mathematically as follows. Let Hv ⊗ Hh denote
the product bipartite Hilbert space. The target state σ∗ is defined on Hv. A quantum
Boltzmann machine has a specific type of Hamiltonians with parameters
H(a) = −a ·O, (1)
where a is the vector of real parameters, and O is the vector of linearly independent Hermi-
tian operators with zero trace. The quantum state of the bipartite quantum system is the
Boltzmann thermal equilibrium state [22]
ρ(a) =
e−H(a)
Tr(e−H(a))
=
ea·O
Tr(ea·O)
. (2)
Then the reduced state of the visible subsystem is
σ(a) = Trh(ρ(a)), (3)
where Trh denotes the trace over the hidden subsystem. The aim of the quantum Boltzmann
machine is to minimize
Sm(σ∗) = min
a
S(σ∗|σ(a)), (4)
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where the quantum relative entropy is defined as
S(σ|σ′) = Trv(σ(lnσ − lnσ′)). (5)
Here the quantum relative entropy is used as a measure of the degree of approximation of
one quantum state with another [20, 28].
III. BFGS ALGORITHM
In this section, we apply the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm to
solve the minimization problem specified by Eq. (4).
The basic idea of the BFGS algorithm is as follows. The BFGS algorithm is iterative.
First, choose an initial parameter vector a0. In the (k + 1)-th iteration, calculate ak+1 from
ak, which is realized in two steps. In the first step, find out the direction from ak to ak+1,
which is determined by the second order Taylor expansion of the quantum relative entropy
at the point ak:
Sq(σ∗|σ(a)) = S(σ∗|σ(ak)) + gkTdk + 1
2
dkTHkdk, (6)
where the upper index T denotes the transpose operation, and
dk = a− ak, (7)
gk =
∂S(σ∗|σ(a))
∂a
∣∣∣∣
ak
, (8)
Hk =
∂2S(σ∗|σ(ak))
∂ak∂akT
∣∣∣∣
ak
. (9)
If the Hessian matrix Hk is symmetric and positive, then Sq(σ∗|σ(a)) in Eq. (6) has a
minimum where the parameter vector akq satisfies
dkq = a
k
q − ak = −(Hk)−1gk. (10)
In the second step, let
ak+1 − ak = −λk(Hk)−1gk. (11)
Then use the line search algorithm to determine λk by minimizing
min
λk
S(σ∗|σ(ak − λk(Hk)−1gk)). (12)
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The key element in the BFGS algorithm is to derive iteratively (Hk)−1 from dk and gk,
which is explained in Ref. [29].
As discussed above, it is helpful to get the analytical expression of the first derivative of
S(σ∗|σ(a)). Let us start the calculations with the case without the hidden subsystem. In
this case, the first order derivative is
∂S(σ∗|σ(a))
∂ai
= −Tr
(
σ∗
∂
∂ai
ln
ea·O
Tr (ea·O)
)
= −Tr
(
σ∗
∂
∂ai
(
a ·O− Tr (ea·O)))
= −Tr(σ∗Oi) +
Tr
(
Oie
a·O)
Tr (ea·O)
= Tr(ρ(a)Oi)− Tr(σ∗Oi). (13)
The parameter vector a∗ satisfies
Tr(ρ(a)Oi) = Tr(σ∗Oi). (14)
In other words, we only need to find the minimization of Eq. (4) in the set of states given
by Eq. (14). In fact, the parameter vector a∗ can be determined by
max
a
S(ρ(a)), (15)
where a satisfies Eq. (14), and the Von Neumann entropy S(τ) = −Tr(τ ln τ). In this case
S(σ∗|ρ(a∗)) = Tr(σ∗ lnσ∗)− Tr(σ∗ ln(ρ(a∗)))
= Tr(σ∗ lnσ∗)− Tr
(
σ∗(a∗ ·O− ln
(
Tr
(
ea∗·O
))
)
)
= Tr(σ∗ lnσ∗)− Tr
(
ρ(a∗)(a∗ ·O− ln
(
Tr
(
ea∗·O
))
)
)
= S(ρ(a∗))− S(σ∗). (16)
Now let us consider the Boltzmann machine with a hidden subsystem. Then the first
derivative of S(σ∗, σ(a)) is
∂S(σ∗|σ(a))
∂ai
= − ∂
∂ai
Trv
(
σ∗ ln
Trh
(
ea·O
)
Tr (ea·O)
)
= −Trv
(
σ∗
∂
∂ai
ln
Trh
(
ea·O
)
Tr (ea·O)
)
= −Trv
(
σ∗
∂
∂ai
ln Trh
(
ea·O
))
+
∂
∂ai
ln Tr
(
ea·O
)
= Tr(ρ(a)Oi)− Trv
(
σ∗
∂
∂ai
ln Trh
(
ea·O
))
. (17)
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In Section 3.3 of [30] Hiai Fumio and Petz Dnes give a convenient formula for the deriva-
tion (with respect to t ∈ R):
d
dt
log(A+ tT ) =
∫ ∞
0
dx(xI + A)−1T (xI + A)−1. (18)
Let
E(a) = ea·O =
∑
l
el|l〉〈l|, (19)
D(a) = Trh (E(a)) =
∑
x
|x〉dx〈x|, (20)
Bi(a) =
∂D(a)
∂ai
. (21)
Then we have
∂S(σ∗|ρ(a))
∂ai
= Tr(ρ(a)Oi)−
∫ ∞
0
dsTrv
(
σ∗
1
D + s
Bi
1
D + s
)
, (22)
where the integral ∫ ∞
0
dsTrv
(
σ∗
1
D + s
Bi
1
D + s
)
=
∑
x,y
∫ ∞
0
ds
1
dx + s
1
dy + s
Trv (σ∗|x〉〈x|Bi|y〉〈y|)
=
∑
x,y
ln dy − ln dx
dy − dx 〈y|σ∗|x〉〈x|Bi|y〉 (23)
with
Bi(a) =
∂D(a)
∂ai
= Trh
(∫ 1
0
dτeτa·OOie(1−τ)a·O
)
=
∑
l,m
Trh
(∫ 1
0
dτeτl e
1−τ
m |l〉〈l|Oi|m〉〈m|
)
=
∑
l,m
Trh
(
el − em
ln el − ln em |l〉〈l|Oi|m〉〈m|
)
. (24)
Here we take the limit to deal with the cases of dy = dx and el = em:
lim
dy→dx
ln dy − ln dx
dy − dx =
1
dx
, (25)
lim
em→el
el − em
ln el − ln em = el. (26)
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Since the above expression of the first order derivative of the quantum relative entropy does
not contain derivatives or integrals, its numerical calculation becomes more effective and
more accurate, which significantly enhances the performance of the BFGS algorithm.
IV. GEOMETRY IN QUANTUMBOLTZMANNMACHINEWITHOUT HIDDEN
SUBSYSTEM
Let us start from the quantum Boltzmann machine without the hidden subsystem, and
the visible subsystem composed by two qubits. The Hamiltonian is given by [31]
H = −
2∑
i=1
aiXi −
2∑
i=1
ai+2Zi − a5Z1 ⊗ Z2, (27)
where X and Z are two Pauli matrices. The eigen problem of Z is given by Z|n〉 = (−1)n|n〉
with n ∈ {0, 1}, and the operator X is defined by X|n〉 = |1− n〉.
To be concrete, the target states we study are the following set of symmetric pure states
|ψ(r, φ)〉 =
√
1− r2 |01〉+ |10〉√
2
+ r cosφ|00〉+ r sinφ|11〉, (28)
where r ∈ [0, 1] and φ ∈ [0, 2pi].
First, we numerically investigate the problem based on the BFGS algorithm. The nu-
merical result of the minimum quantum relative entropy for the states |ψ(r, φ)〉 is shown in
Fig. 1.
FIG. 1: The minimum relative entropy for the states |ψ(r, φ)〉. Here the coordinates r, φ
are the polar coordinates. The minimum relative entropy is represented by the colors.
We find the following four features of the numerical results from the numerical results.
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1. When the coordinates (r, φ) are in the first quadrant and in the third quadrant, the
minimum relative entropy of the states |ψ(r, φ)〉 to the exponential state family spec-
ified by H are zero, i.e.
Sm(r, φ) = 0, if 0 < r < 1 and φ ∈ (0, pi
2
) or φ ∈ (pi, 3pi
2
), (29)
which implies that every state in these two regions can be represented by one of the
exponential states perfectly.
2. When r = 1, the minimum quantum relative entropy Sm(1, φ) is periodic
Sm(1, φ+
pi
2
) = Sm(1, φ), (30)
Sm(1, 0) = 0, (31)
Sm(1,
pi
4
) = 1. (32)
3. When r = 0, the minimal quantum relative entropy Sm(0, φ) = 1.
4. In addition, the maximal minimal quantum relative entropy is 2, which appears at two
states:
Sm
(√
2
2
,
3pi
4
)
= Sm
(√
2
2
,
7pi
4
)
= 2. (33)
Why the minimum quantum relative entropy for the states |ψ(r, φ)〉 in the first quadrant
and the third quadrant are zeros, but they are nonzero for the states in the second and the
fourth quadrant?
To make the quantum relative entropy become zero, there must exist a Hamiltonian H
in Eq. (27) such that
|ψ(r, φ)〉〈ψ(r, φ)| = e
H
Tr(eH)
. (34)
The above equation seems to give the following paradox: the left side is a pure state, while
the right side is a mixed state, and the equality can not be satisfied. This paradox can be
solved as follows. Since the state in the right hand side can be imagined as the thermal
equilibrium state of a Hamiltonian H ′ at temperature T with the relation
H = − 1
kBT
H ′, (35)
where kB is the Boltzmann constant. When H
′ has a unique ground state, the thermo-
equilibrium state will limit to the ground state at the zero temperature.
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Thus, to prove the characteristic of the minimum quantum relative entropy in Eq. (29),
we need to prove there exist a H ′ with |ψ(r, φ)〉 in the first and the third quadrant being
the unique ground state, and there does not exist such a H ′ for |ψ(r, φ)〉 in the second and
the fourth quadrant.
For the quantum Boltzmann without hidden layers, we may show that there is a unique
H such that the minimum quantum relative entropy is arrived at. Since the target state
|ψ(r, φ)〉 is symmetric for the permutation of qubit 1 and qubit 2, the corresponding Hamil-
tonian must be symmetric with respect to the permutation. Without losing of generality,
we assume that the Hamiltonian
H ′ = a(Z1 + Z2) + b(X1 +X2) + Z1 ⊗ Z2, (36)
namely, a1 = a2 = b, a3 = a4 = a, and a5 = 1. The average energy for the state |ψ(r, φ)〉 is
E(a, b; r, φ) = 〈ψ(r, φ)|H ′|ψ(r, φ)〉
= 2ar2 cos 2φ+ 4br
√
1− r2 sin
(
φ+
pi
4
)
+ 2r2 − 1. (37)
The necessary condition for (r, φ) being an extreme point is
∂E(a, b; r, φ)
∂r
= 4ar cos 2φ+ 4b sin
(
φ+
pi
4
) 1− 2r2√
1− r2 + 4r = 0, (38)
∂E(a, b; r, φ)
∂φ
= −4ar2 sin 2φ+ 4br
√
1− r2 cos
(
φ+
pi
4
)
= 0. (39)
Thus we get
a∗ = −
(1− r2) cot(φ+ pi
4
)
1− 2r2 sin2(φ+ pi
4
)
, (40)
b∗ = −
r
√
1− r2 sin 2φ csc(φ+ pi
4
)
1− 2r2 sin2(φ+ pi
4
)
. (41)
The Hessian matrix [32]
H =
∂2E(a,b;r,φ)∂r2 ∂2E(a,b;r,φ)∂r∂φ
∂2E(a,b;r,φ)
∂φ∂r
∂2E(a,b;r,φ)
∂r2

=
 4a cos 2φ+ 4br sin(φ+pi4 )(2r2−3)(1−r2)3/2 + 4 −8ar sin 2φ+ 4b cos(φ+ pi4 ) 1−2r2√1−r2
−8ar sin 2φ+ 4b cos(φ+ pi
4
)
1−2r2√
1−r2 −8ar2 cos 2φ− 4br
√
1− r2 sin(φ+ pi
4
)
 (42)
Then the Hessian matrix at the extreme point (a∗, b∗)
Ha∗,b∗ =
 4 sin 2φ(1−r2)(1−r2(1+sin 2φ)) 4r sin 2φ cot(φ+pi4 )1−r2(1+sin 2φ)
4r sin 2φ cot(φ+pi4 )
1−r2(1+sin 2φ)
4r2(1−r2)(2−sin 2φ)
1−r2(1+sin 2φ)
 (43)
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The determinant
Det(Ha∗,b∗) =
32r2 sin 2φ
(1 + sin 2φ)(1− r2(1 + sin 2φ))2 . (44)
When Det(Ha∗,b∗) > 0, i.e. φ ∈ (0, pi2 ) or φ ∈ (pi, 3pi2 ), the Hamiltonian Ha∗,b∗ is positive or
negative, and E(a∗, b∗; r, φ) is the local minimum or maximum. In addition, when φ ∈ (pi2 , pi)
or φ ∈ (3pi
2
, 2pi), Det(Ha∗,b∗) < 0, which implies that E(a∗, b∗; r, φ) is a saddle point. Thus
for |ψ(r, φ)〉 in the first and the third quadrant there exists a Hamiltonian H ′ (or −H ′) in
Eq. (36) with the state as its unique ground state. However, for |ψ(r, φ)〉 in the second and
the fourth quadrant there does not exist such a Hamiltonian H.
(a) (b)
FIG. 2: The numerical range of the Hermitian operators {Z1 + Z2, X1 +X2, Z1 ⊗ Z2} and
the black net lines corresponding to the states |ψ(r, φ)〉 in the first and the third
quadrants.
The above analysis can be clearly demonstrated in the geometric pictures shown in
Fig. 2 [33–35]. The average values of the Hermitian operators {Z1 + Z2, X1 +X2, Z1 ⊗ Z2}
for the states |ψ(r, φ)〉 are plotted as a closed surface in Fig. 2 (a), and the average values
of the same three operators are plotted as a convex body shown in Fig. 2 (b). In particular,
for the states |ψ(r, φ)〉 in the first and the third quadrant, the corresponding points lie in
the surface of the numerical range, as shown by the black network in Fig. 2 (b). For the
states |ψ(r, φ)〉 in the second and the fourth quadrant, the corresponding points enter the
interior of the convex body.
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Note that the Hamiltonian in Eq. (36) and a constant e defines a hyperplane specified by
a〈Z1 + Z2〉+ b〈X1 +X2〉+ 〈Z1 ⊗ Z2〉 = e. (45)
At any point corresponding to the state |ψ(r, φ)〉 in the first or the third quadrant, there is a
unique hyperplane specified by constants a, b and e tangent with the convex body [36]. The
constants a, b define the Hamiltonian H ′ or −H ′ with |ψ(r, φ)〉 as its unique ground state.
Hence we show that the minimum quantum relative entropy is zero for the state |ψ(r, φ)〉
in the first and third quadrant. For the state |ψ(r, φ)〉 in the second and fourth quadrant
lying in the interior of the convex body, there is no such a tangent hyperplane, and thus the
minimal quantum relative entropy becomes nonzero.
Let us consider the states |ψ(1, φ)〉. The average values
〈ψ(1, φ)|X1 +X2|ψ(1, φ)〉 = 0, (46)
〈ψ(1, φ)|Z1 + Z2|ψ(1, φ)〉 = 2 cos(2φ), (47)
〈ψ(1, φ)|Z1 ⊗ Z2|ψ(1, φ)〉 = 1. (48)
Then all the two-qubit states that satisfy the above conditions can be written as
τ =
I
4
+ cos(2φ)
Z1 + Z2
4
+
Z1 ⊗ Z2
4
+ . . . (49)
In terms of the basis specified the common eigenstates of Z1 and Z2, the diagonal state
diag(τ) =
I
4
+ cos(2φ)
Z1 + Z2
4
+
Z1 ⊗ Z2
4
. (50)
Because the Von Neaumann entropy for any quantum state is not more than that of its
diagonal state. According to Theorem 11.9 of Section 11.3.3 in [37],we have
S(τ) ≤ S(diag(τ)). (51)
Thus the minimal quantum relative entropy is
Sm(1, φ) = S(diag(τ)) = − cos2 φ ln
(
cos2 φ
)− sin2 φ ln(sin2 φ). (52)
The analytical result in Eq. (52) is demonstrated in Fig. 3 (a), together with the numerical
result. These two results from the BFGS algorithm agree well with each other.
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FIG. 3: The minimal quantum relative entropy in the two cases: (a) r = 1; (b) φ = 3pi
4
.
The analytical results are plotted as the solid lines, and the numerical results are plotted
as cross marks.
Now we consider the states |ψ(r, 3pi
4
)〉. The average values〈
ψ(r,
3pi
4
)
∣∣∣∣X1 +X2∣∣∣∣ψ(r, 3pi4 )
〉
= 0, (53)〈
ψ(1,
3pi
4
)
∣∣∣∣Z1 + Z2∣∣∣∣ψ(1, 3pi4 )
〉
= 0, (54)〈
ψ(1,
3pi
4
)
∣∣∣∣Z1 ⊗ Z2∣∣∣∣ψ(1, 3pi4 )
〉
= 2r2 − 1. (55)
Then all the two-qubit states that satisfy the above conditions can be written as
τ =
I
4
+ (2r2 − 1)Z1 ⊗ Z2
4
+ . . . (56)
In terms of the basis specified the common eigenstates of Z1 and Z2, the diagonal state
diag(τ) =
I
4
+ (2r2 − 1)Z1 ⊗ Z2
4
. (57)
Because the Von Neaumann entropy for any quantum state is not more than that of its
diagonal state. According to Theorem 11.9 of Section 11.3.3 in [37], we have
S(τ) ≤ S(diag(τ)). (58)
Thus the minimal quantum relative entropy is
Sm(r,
3pi
4
) = S(diag(τ)) = −r2 ln r2 − (1− r2) ln(1− r2)+ 1, (59)
which is demonstrated in Fig. 3 (b) supported by the numerical results from the BFGS
algorithm.
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V. SYMMETRY IN QUANTUM BOLTZMAN MACHINE
In this section, we will explore to investigate the power of the hidden subsystem in
improving the capacity of the quantum Boltzmann machine. More precisely, we study a
three-qubit system with the third qubit being the hidden subsystem, whose Hamiltonian is
H = −
3∑
i=1
aiXi −
3∑
i=1
ai+3Zi − a7Z2 ⊗ Z3 − a8Z1 ⊗ Z3 − a9Z1 ⊗ Z2. (60)
(a) (b)
(c) (d)
FIG. 4: The minimal quantum relative entropy for different initial conditions. (a) a = 0.
(b) a = 1. (c) a = 2, and the white color denote the calculated minimal quantum relative
entropy is larger than 2 at the point. (d) The minimum quantum relative entropy taken
over the cases (a), (b), and (c).
We still study the target states |ψ(r, φ)〉 in Eq. (28). The numerical results from the
BFGS algorithm are shown in Fig. 4, where the results for different initial parameters a = 0,
a = 1, and a = 2 are shown in Fig. 4 (a), (b), and (c) respectively. Obviously, when the
hidden subsystem, the third qubit, is involved, the relative entropy will have many local
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minimums, rather than only one minimum in the case without hidden subsystems. The
minimal quantum relative entropy taken over the cases (a), (b), (c) is shown in Fig. 4 (d).
Compared the results in Fig. 4 (d) and Fig. 1, we observe that the relative entropy decreases
obviously, e.g. the maximal minimum quantum relative entropy at {r = √2/2, φ = 3pi
4
}
decreases from 2 to about 1.00.
The numerical results in Fig. 4 (d) and Fig. 1 show that there are two symmetric axes:
y = x and y = −x in the minimal quantum relative entropy of |ψ(r, φ)〉. Now let us analyze
the symmetry in the quantum Boltzmann machine for the target states σ∗(r).
First, we notice that the local unitary transformation Uv simultaneously acting on σ∗(r)
and σ(a) does not change the quantum relative entropy, i.e.,
S(Uvσ∗(r)U †v |Uvσ(a)U †v ) = S(σ∗(r)|σ(a)). (61)
In addition, a local unitary transformation Uh acting on the hidden subsystem does not
change the reduced state σ(a). In other words, the quantum relative entropy S(σ∗(r)|σ(a))
is invariant under arbitrary unitary transformation Uv ⊗ Uh.
To make the unitary transformation Uv ⊗ Uh become a symmetric operation, we require
that
Uvσ∗(r)U †v = σ∗(r
′), (62)
Uv ⊗ UhH(a)U †h ⊗ U †v = H(a′), (63)
where H(a) is the Hamiltonian in Eq. (1). In other words, we require that the unitary
transformation keeps the forms of σ∗(r) and H(a), and it only changes the parameters from
{r, a} to {r′, a′}.
As an example, we will show that Uv = X1 ⊗X2 and Uh = I3 is a symmetric operation.
Note that
|ψ(r, pi
2
− φ)〉 = X1 ⊗X2|ψ(r, φ)〉, (64)
and
H(a
′
) = X1 ⊗X2H(a)X1 ⊗X2 (65)
= −
3∑
i=1
aiXi +
2∑
i=1
ai+3Zi − a6Z3 − a9Z1 ⊗ Z2 + a7Z2 ⊗ Z3 + a8Z1 ⊗ Z3, (66)
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which gives the relation between a
′
and a. Thus we obtain
S(σ∗(r,
pi
2
− φ)|σ(a′)) = S(σ∗(r, φ)|σ(a)). (67)
Because the above relation is valid for arbitrary φ and a, we conclude that
min
a′
S(σ∗(r,
pi
2
− φ)|σ(a′)) = min
a
S(σ∗(r, φ)|σ(a)), (68)
i.e.,
Sm(r,
pi
2
− φ) = Sm(r, φ). (69)
Similarly, for the symmetric operation Uv = Y1 ⊗ Y2 and Uh = I3, we can show that
Sm(r,
3pi
2
− φ) = Sm(r, φ). (70)
This implies that the states (r, φ), (r, pi
2
−φ), (r, 3pi
2
−φ) and (r, pi+φ) has the same minimum
quantum relative entropy. Because of the symmetry, we only need to consider the states for
φ ∈ [pi
4
, 3pi
4
].
In fact, up to a phase factor, all the symmetry operations can be written as
{X1 ⊗X2, Y1 ⊗ Y2, Z1 ⊗ Z2, I1 ⊗ I2} ⊗ {X3, Y3, Z3, I3}. (71)
Let us consider the symmetric operation Uv = I1 ⊗ I2 and Uh = X3. Then we have
S(σ∗(r)|σ(a′)) = S(σ∗(r)|σ(a)) (72)
with
H(a′) = −
3∑
i=1
aiXi −
5∑
i=4
aiZi − a9Z1 ⊗ Z2 + a6Z3 + a8Z1 ⊗ Z3 + a7Z2 ⊗ Z3. (73)
This implies that if a corresponds to a minimum, then a′ must also be a minimum. If the
hidden subsystem decrease Sm(r), then d13d23 6= 0, which leads to a′ 6= a, i.e., there are at
least 2 degenerate parameter vectors a for the same state.
In general, when there is a hidden subsystem, there are many local minimums, which
makes the numerical results from our BFGS algorithm strongly depends on the initial pa-
rameter vector a0, and it is hard to obtain the global minimum. Here for each target state,
we take the minimum from the numerical results with 1000 random initial parameter vec-
tors a0. The numerical results are shown in Fig. 5. For the states |ψ(1, φ)〉, the hidden
subsystem does not increase the power of the quantum Boltzmann machine. However, the
hidden subsystem significantly increases the power of the quantum Boltzmann machine for
the states |ψ(r, 3pi
4
)〉 with 0 < r < 1.
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FIG. 5: The minimal quantum relative entropy in the two cases: (a) r = 1; (b) φ = 3pi
4
.
The analytical results without the hidden subsystem are plotted as the solid lines, and the
numerical results with the hidden subsystem are plotted as cross marks.
VI. DISCUSSION AND SUMMARY
We developed the optimization BFGS algorithm for quantum Boltzmann machine based
on analytical results on the first order derivatives of quantum relative entropy. Then we
apply the algorithm to the two-qubit target states, a family of states with two parameters
with the transverse Ising model without or with hidden layers.
For the machine learning model without hidden layers, the numerical results show that the
target states in the first and the third quadrants are perfectly represented by the Boltzmann
machine, while the target states in the second and the fourth quadrants are not. We use the
numerical range of related observables for any states forms a convex body, and we further
show that the target states in the first and third quadrants lie in the surface of the convex
body, but those states in the second and the fourth quadrants lie in the interior of the convex
body. Since a Hamiltonian specifies a hyperplane in the case, the states in the surface can
be regarded as the ground states of the Hamiltonian, which can be used to construct the
Boltzman machine. Thus the geometric picture gives a clear physical explanation of the
quadrant-dependent behavior of the minimum quantum relative entropy.
For the quantum Boltzmann machine with or without hidden layers, there are two sym-
metric axes: y = x and y = −x in the minimal quantum relative entropy of |ψ(r, φ)〉. We
clarify how to define the symmetric operation from the invariance of quantum relative en-
tropy under local unitary transformations. Then we prove the symmetry in our problem
by explicitly constructing the symmetric operations corresponding to these two symmetric
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axes. Furthermore, we also use a symmetry argument to show that there are many local
minimums for the Boltzmann machine with hidden layers.
In summary, we study a family of target states with the quantum Boltzmann machine
by developing the BFGS algorithm, and explain the numerical results through the geomet-
ric method and the symmetry analysis. We hope that our results can lead to the global
characterization on the target states, and increases the understanding of quantum machine
learning [38–41].
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