Abstract. We consider small random perturbations of a large class of nonuniformly hyperbolic unimodal maps and prove stochastic stability in the strong sense (L 1 -convergence of invariant densities) and uniform bounds for the exponential rate of decay of correlations. Our method is based on an analysis of the spectrum of a modi ed Perron-Frobenius operator for a tower extension of the Markov chain.
Introduction
Let I R be a compact interval and f : I ! I be a smooth unimodal map with f(I) int (I). The prototype we have in mind are the quadratic maps f(x) = ?x 2 + a but our arguments and conclusions hold in the general context of maps with negative Schwarzian derivative and nondegenerate critical point. Let c 2 I be the critical point of f and c k = f k (c) for k 0. Throughout this paper we assume that (A1) jf k (c) ? cj e ? k for all k H 0 , (A2) j(f k ) 0 (c 1 )j k c for all k H 0 , (A3) f is topologically mixing on the interval bounded by c 1 and c 2 , where H 0 1, 1 < c < 2, and 0 < with e 2 < p c are xed constants. Conditions (A1), (A2) are inspired by Benedicks-Carleson BC] , where it is proved that they are satis ed by quadratic maps for a positive measure set of values of the parameter a. Moreover, they imply the conclusion of Jakobson's theorem Ja]: The map admits a (unique) invariant Borel probability measure m 0 which is absolutely continuous with respect to Lebesgue measure on I. This invariant measure is ergodic and describes the typical asymptotics of orbits of f, in the sense that 1 n P n?1 j=0 f j (x) ! m 0 for Lebesgue almost all x 2 I. Assumption (A3) is used only in Section 5 and we discuss it there (quadratic maps satisfy all three conditions simultaneously, for a positive measure set of values of a).
Our purpose is to show that (A1){(A3) ensure stability of the dynamics under random perturbations of the map: The asymptotics are only slightly a ected when one replaces f n by (f +t n ) (f +t 1 ), with t 1 ; : : : ; t n chosen at random in a small interval ? ; ] following some probability distribution . This contrasts with the structural instability 1991 Mathematics Subject Classi cation. 58F11 58F30; 58F03 58F19 60J10.
Typeset by A M S-T E X of these maps: For g arbitrarily close to f the asymptotic behaviour of g n may be very di erent from that of f n (e.g. it may be of periodic type).
Stability under random perturbations may be expressed more precisely as follows. For each small > 0 we consider the Markov chain on the -algebra of Borel subsets of I whose transition probabilities are given by P (x; E) = R E (y ? fx) dy. Our conditions on the probability density are stated in (2.2){(2.4). Then (see Section 2) for each > 0 there exists a unique probability measure m which is stationary under , i.e., m (E) = Z P (x; E) dm (x) for every Borel set E:
Moreover, m is absolutely continuous with respect to Lebesgue measure and satis es 1 n P n?1 j=0 x j ! m for most random trajectories x j = (f + t j ) (f + t 1 )(x). We want to call f stochastically stable if these asymptotic distributions m converge to the invariant probability m 0 of f as the noise level goes to zero. More precisely, we say that f is weakly stochastically stable under if m ! m 0 in the weak -topology. This is the same as having ! 0 in the weak sense, where 0 and are the RadonNikodym derivatives of m 0 and m with respect to Lebesgue measure. We say that f is strongly stochastically stable under if m ! m 0 in the strong (norm) topology or, equivalently, if converges to 0 in L 1 (dx).
Obviously, every strongly stable system is also weakly stable. A simple example of a sequence of functions in 0; 1] which is weakly convergent but not L 1 -convergent is g n (x) = (?1) nx] , where z] is the integer part of z. This example illustrates a main advantage of strong stochastic stability over its weak analog: preventing large oscillations of the around the limit density 0 . For uniformly bounded sequences of functions having uniformly bounded variation, it is not di cult to check that weak convergence implies strong convergence. This provides a (very partial) explanation for the role of the variation in the theorem below.
Another important stochastic parameter we analyse here is the exponential rate of decay of correlations, which measures the mixing character of the dynamics. Let F be some Banach space of test functions on I (we shall always consider F = BV (I), the space of functions with bounded variation). We say that (f; m 0 ) has exponential decay of correlations in F if there exists 0 < < 1 and for any '; 2 F there exists some C = C( ; k'k; k k) > 0 satisfying Then the rate of decay of correlations of (f; m 0 ) in F is the in mum 0 of all such numbers . Analogously, we de ne the rate of decay of correlations of ( ; m ) in F to be the in mum over all > 0 such that Z Z '(y)P n (x; dy) (x) dm (x) ? Z ' dm Z dm C n for all n 1; with C = C( ; k'k; k k), and where P n (x; dy) denotes the n-step transition probability. We shall now state our main result. Here we call a di erentiable map f : I ! I unimodal if it has a unique critical point c and c 2 int (I). We take f to be C 4 and to have Schwarzian derivative Sf < 0, recall that Sf = (f 000 =f 0 ) ? (3=2)(f 00 =f 0 ) 2 . We also let c be nondegenerate, i.e., f 00 (c) 6 = 0 (but our arguments may be adapted easily to the case when c is only non at, meaning f (2`) (c) exists and is nonzero for some` 1). Finally, we suppose f(I) int (I) and that f admits an extension to some compact interval J I, preserving all the previous properties and satisfying f(@J) @J.
Main Theorem. Let f : I ! I be a unimodal map with negative Schwarzian derivative and nondegenerate critical point as above, and let ( ) be random perturbations of f as introduced before. If f satis es (A1){(A3) then
(1) (Strong stochastic stability.) The density of the unique invariant probability measure m of converges in L 1 (dx) to the density 0 of the unique absolutely continuous invariant probability measure m 0 of f. (2) (Uniform rates of decay of correlations.) The systems ( ; m ) and (f; m 0 ) have exponential decay of correlations in the space BV (I) of functions with bounded variation, and their rates of decay are uniformly bounded: There exists < 1 depending only on f such that max( p 0 ; ) < 1 for small enough > 0. Stochastic stability and decay of correlations have been investigated for many dynamical systems, see e.g. Kifer Ki2] and references therein. Let us focus on quadratic maps. Katok-Kifer KK] proved weak stochastic stability under a uniform hyperbolicity assumption (nonrecurrence of the critical point). Then showed that a large set of nonuniformly hyperbolic maps are weakly stochastically stable (they use a di erent form of assumptions (A1){(A3) above). In fact, abundance of stochastic stability (in the strong sense) among nonuniformly hyperbolic quadratic maps had also been obtained in an unpublished work of Collet Co] . Exponential decay of correlations was proved independently by Keller{Nowicki KN] and by Young Yo] , for classes of nonuniformly hyperbolic maps related to ours.
Our basic approach in the proof of the main theorem is inspired by Baladi-Young BaY] who obtained similar results for some uniformly hyperbolic systems. Indeed, we introduce certain transfer operators L 0 and L associated with f and , respectively, and derive the statements in the theorem from showing that these operators are quasicompact (the peripheral spectrum is discrete or, in precise terms, the essential spectral radius is strictly smaller than the spectral radius) and that L is \close" to L 0 for small > 0. As a by-product, this method permits us to recover and unify in the present setting many of the results mentioned previously, including the existence of absolutely continuous invariant measures Ja] and the exponential decay of correlations KN, Yo] . We also expect it to be useful in more general situations, e.g. for higher-dimensional systems such as those in BC], BY2].
Let us sketch in more detail how this basic strategy will be carried out, describing the main new ingredients necessary in the present situation to overcome the lack of hyperbolicity. In Section 2, we construct a tower extensionf:Î !Î for the map f.
Towers are now a standard tool in 1-dimensional dynamics and were also used, e.g., in KN, Yo] . However, neither of these constructions can be used directly in a random setting such as ours: Our tower must also support extensions^ of the Markov chains . In Section 2 we also introduce transfer operators L 0 and L , acting on a Banach space BV (Î) of functions of bounded variation. For the de nition of L 0 we must use a convenient cocycle w 0 :Î ! 0; 1): '(y) jf 0 (y)j (this corresponds to a change of coordinates and is required to remove the poles of 1=jf 0 j and to enforce the expansion during the \recovery" phases of orbits). Perturbed cocycles w and perturbed operators L , corresponding to^ , are also de ned, involving averages over past (random) orbits. This seems to be the rst time that perturbed cocycles are introduced.
Building on several preliminary results obtained in Section 3, we derive our main estimates in Section 4. We show that L 0 satis es a Lasota-Yorke LY] type inequality,
i.e., that there are C > 0 and > 1 such that for all n 0,
Estimates of this type are also central to KN] and Yo]. We also prove a similar fact for L . Combined with our other bounds, this yields that L is close to L 0 in the following sense: There are C > 0 and < 1, and for each n 1 there are (n) > 0 and a norm k k (n) , such that kL n ? L n 0 k (n) l C n for (n). Ergodic properties of our systems may then be deduced from the accumulated knowledge on these operators. This is done in Section 5, and follows well-known lines. First, if 0 is a (normalized) xed function of L 0 thenm 0 = w 0^ 0 dx is an absolutely continuous invariant probability measure forf, and it projects down to the invariant measure m 0 of f. Moreover, after lifting the correlation functions to the tower, one sees that the gap in the spectrum of L 0 separating 1 from the second largest eigenvalue is directly related with the rate of decay of correlations of the system (f; m 0 ). Similar statements hold for positive . Finally, using the above closeness between L 0 and L , and applying nonstandard perturbation results from BaY], we obtain the claims in our main theorem.
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The tower
Throughout, the notation C represents a generic (large) positive constant, and C( ), respectively c( ), is some positive function tending to in nity, respectively tending to zero, with its argument. We also use C n ( ), respectively c n ( ), to denote a sequence of positive functions which, for each xed value of n, converge to in nity, respectively to zero, with the argument.
We make frequent use of the following easy inequalities. Let I; J be compact intervals, Other constants 0 < and 1 < will be introduced later on.
Now we x some small 0 so that f t (I) int (I) for all jtj 0 . Here f t (x) = f(x)+t, and we also write f ñ t = f n t n :::t 1 = f t n f t 1 for each n 1 andt = (t 1 ; : : : ; t n ). As explained before, we are interested in Markov chains , with 0 < < 0 , whose transition probabilities P (x; ) have densities (y ? fx We also assume the to satisfy M = sup ( sup j j) < 1 (2.3) and, denoting J = ft j (t) > 0g, J is an interval containing 0 and = log( j J ) is concave.
(2.4)
The technical condition (2.4) is introduced here in order to simplify some of our arguments, a weaker regularity assumption should su ce. In any case, it holds in most interesting cases, e.g. Gaussian and uniform distributions. Note that (2.2){(2.4) are automatic if has the form (t) = (1= ) (t= ) for some satisfying (2.2) and (2.4).
Clearly, is concave if ( j J ) is concave. On the other hand, ( j J ) is at most two-to-one if is concave: Otherwise, there would be a point y with at least three preimages by , and therefore there would be some z with at least three preimages by , so that would have to be constant, a contradiction. It follows from our assumptions that, for all small enough , the Markov chain has a unique invariant probability measure m (we do not need (A3) for this) and this measure is absolutely continuous with respect to Lebesgue. (See BY1, Part II] for a proof of uniqueness. We do not assume, as they do, that is bounded from below, but if is small enough it is still true that an invariant measure for must contain c = 0 in the interior of its support.) Uniqueness also implies that m satis es an ergodicity property: The product measure m N is ergodic (and invariant) with respect to the map on I R N de ned by (x; t 1 ; t 2 ; : : :) 7 ! (f t 1 (x); t 2 ; t 3 ; : : :), see Ki1, Theorem 2.1]. It follows, using the ergodic theorem, that the Birkho averages of random trajectories x j = f t j :::t 1 (x) converge to m for (Lebesgue) almost every (x; t 1 ; : : : ; t j ; : : :) 2 supp m supp N , as already mentioned in the Introduction.
The tower.
We now construct a tower extensionf :Î !Î of f, as well as its deterministic perturbationsf t , for jtj < < 0 . Let < 1 < 2 < 2 be two constants; note that (just change coordinates x 7 ! ?x otherwise) and we do so. Let us write f0; g fa j j j 0g fb j j j 0g = fe 0 = 0; e 1 = ; e 2 = ? ; e 3 ; : : :g.
We may, and do, require additionally that for all j 1 and k;` 0 f j (e k ) 6 = e`: (2.6) Indeed, our assumptions on f imply that f j (0) 6 = 0 for all j 1. We choose such that do not belong to the critical orbit, and that f j ( ) = 2 f0; g for all j 1 (these are co-countable conditions). For each` 3 we impose the co-countable conditions that e`is not f-periodic, e`= 2 j ff j (e 0 ); : : : ; f j (e l?1 )g and f j (e`) = 2 fe 0 ; : : : ; e`? 1 g for all j 1.
For (x; k) 2 E k and jtj < we set f t (x; k) = R E^ ((y; j);f(x; k)) dy where^ ((y; j);f(x; k)) = 0 iff y?fx (x; k) = 2 E j , and^ ((y; j);f(x; k)) = (y ? fx) otherwise (in which casef y?fx (x; k) = (y; j); when there is no ambiguity, in particular when j = k + 1, we simply write (y ? fx)). The cocycles.
We wish to consider transfer operators L and L related to the (unique) absolutely continuous invariant probability measure off and each^ . For this, it is useful to introduce cocycles in order to suppress the singularity of the weights 1=jf 0 t j. We rst give the de nition of the unperturbed cocycle w = w 0 :Î ! R. If k >` 1 then for each (x; k) 2 E k \ Im (f`) there is a unique (y; k ?`) 2 E k?`s uch that f`(y; k ?`) = (x; k) and f j (y) has the same sign as c k?`+j for 0 j <`(the second condition is needed only if k ?`< H 0 ). We writef ?+ (x; k) = y. If (x; k) 2 E k \Im (f k ) we also de nef ?k + (x; k) = y where (y; 0) is the unique point inẼ + 0 withf k (y; 0) = (x; k). We set w 0 (x; k) = where the integral is over thet 2 J k?1 such that x t k?1 t 1 2 B 1 exists.
Our assumptions imply that converges to the Dirac function as tends to zero. It follows that w (x; k) converges pointwise to w 0 (x; k) = w(x; k) as ! 0. Moreover, for small enough , and for all k 0, the support of w in E k is an interval with endpoints close to the endpoints of the support of w = w 0 in E k . Writing dx for Lebesgue measure onÎ, we introduce the positive measures 0 = w 0 dx and = w dx. It will follow from our analysis, e.g. the proof of Lemma 7, that these measures are nite.
We use the cocycles w to de ne nonnegative weights g t onÎ, for 0 t < , by g t (y; k) = w (y; k) w (f t (y; k)) 1 jf 0 (y)j (if the denominator is nonzero, otherwise we leave g t (y; k) unde ned). Note that whenever w 0 (y; k) 6 = 0 we have g 0 (y; k) = ( k =j(f k ) 0 (f ?k + (y; k))j) (1=jf 0 (y)j) iff(y; k) 2 E 0 , g 0 (y; k) = (jf 0 (y ? )j= jf 0 (y)j) if (y; k) 2Ẽ ? 0 , and g 0 (y; k) = 1= in all other cases. We shall use the notation g = g 0 , g (n) = Q n?1 j=0 (g f j ), and similarly for g (n) t .
The transfer operators. 
Intervals of monotonicity.
An interval E k for some k 0 is called an interval of monotonicity for a map F :Î !Î if the map F = F is monotone on and if there is a j such thatF( ) E j . Let Z n 0 be the set of intervals of monotonicity off n 0 , i.e., Z n 0 = f 1 \f ?1 0 2 \ \f ?n+1 0 n j 1 ; : : : ; n intervals of monotonicity off 0 g :
Observe that property (2.6) from the de nition of the tower implies that no element 0 of Z n 0 is reduced to a point, and that 0 is either disjoint from the support of the measure 0 or meets this support on an interval with nonempty interior (in the second case, 0 ( 0 ) > 0).
Note that each level E k contains at most three intervals of monotonicity off 0 for k H 0 , and at most four such intervals for 0 k < H 0 . Since, by de nition, the image of an interval of monotonicity off 0 is always contained in some level E j , we conclude that #f 2 Z n 0 j E k g 4 n for all k 0. For xed values of n, we will need to consider monotonicity intervals corresponding to orbit pieces lying in a bounded part of the tower. Fixing N n we denote Z n;N 0 = f 1 \f ?1 0 2 \ \f ?n+1 0 n 2 Z n 0 j i k N E k ; 1 i ng :
The considerations above imply that #Z n;N 0 (N + 1)4 n < 1 and that there is a constant C n (N) > 0 so that j j > 1=C n (N) for each nonempty Z n;N Fort = (t 1 ; : : : ; t n ) 2 J n , let Z ñ Clearly, endpoints of nontrivial intervals in Z ñ t and Z n;Ñ t vary continuously witht. It follows that given any 0 in Z n 0 , for eacht close enough to0 there is (t; 0 ) 2 Z ñ t with endpoints depending continuously oft and such that (0; 0 ) = 0 . Moreover, there is (n; N) > 0 such that for (n; N) and anyt 2 J n , the map (t; ) sends Z n;N 0 bijectively to Z n;Ñ t . For 0 2 Z n;N 0 and < (n; N) we de ne + ( ; 0 ) = t 2J n (t; 0 ) and ? ( ; 0 ) = \ t2J n (t; 0 ) :
Then we have the uniform bounds j + ( ; 0 ) n 0 j c( ) and j 0 n ? ( ; 0 )j c( ). Therefore for all 0 < < (n; N) and 0 2 Z n;N 0 (reducing (n; N) if necessary) we have j ? ( ; 0 )j 1=C n (N). It follows also from the above considerations that for any 0 < < (n; N), each point z 2 ( 0 k N E k ) is contained in no more than two + ( ; 0 ) (we call this the bounded overlap property). Finally, for xed N n, the consequence of (2.6) mentioned above, the pointwise convergence of w 0 to w , and the properties of the support of 0 imply that for all 0 2 Z n;N Indeed, by (A2) and Si], all periodic points of f are repelling. Then e.g. MS, Section III.3] implies (3.1) restricted to t i 0. The full statement follows by choosing 1 small enough. In the sequel we x 1 > 0 small, depending only on H 0 , , and c , see (3.4), (3.7), and (3.8). Now, there are 2 > 1, 2 > 0, K 2 1 and 2 > 0 such that, given any 1 `< m and jt 1 j; : : :; jt`j < 2 , j(ft` t 1 ) 0 (y)j 1 K 2 2 whenever ft` t 1 (y) 2 (? 2 ; 2 ):
For t i 0 this is a consequence of (A2), as proved by Nowicki No] . The general case follows, once more, by continuity. Now we take = minf 1 ; 2 ; g and 0 = minf 1 ; 2 g and, for each 0 < < 0 , we de ne c( ) = (inf In(? ; ) jf 0 j= ) m and 0 ( ) = minf 1 ; 2 ; 2 g. The constant b > 0 is de ned below. Clearly, for all`< m and jt 1 j; : : :; jt`j < 0 ( ), j(ft` t 1 ) 0 (y)j c( ) `i f y; f t 1 (y); : : :; f`? 1 t`? 1 t 1 (y) = 2 (? ; ):
Given n, t 1 ; : : :; t n , and x as in the statement, we denote x j = f j t j t 1 (x), 0 j n. If x j = where we also use jx j 2 2 0 . Combining this with (3.4) and (A2), we conclude j(f p+1 t +p+1 t +1 ) 0 (x )j 2 1 C j(f p ) 0 (c 1 )j 2 jx j 2 1 C ( c e ? ) p+1 : (3.6) Up to taking 1 small enough with respect to and c , we may suppose the p i (uniformly) su ciently large so that (3.6) implies
for each 1 i s. At this point we write j(f n t n t 1 ) 0 (x)j = Q n?1 j=0 jf 0 (x j )j and partition the range 0; n) of this product into subintervals J 0; n) as follows. Let jJj denote the number of elements of J. First, we suppose s +p s < n. For J = 0; 1 ) and for each J = ( i +p i ; i+1 ), 1 i < s, we have Q j2J jf 0 (x j )j K ?1 2 jJj , as a consequence of (3.1) and (3.2). The same holds for J = ( s + p s ; n) if jx n j < . In general, J = ( s + p s ; n) has Q j2J jf 0 (x j )j c( ) jJj , by (3.1) and (3.3). Moreover, Q j2J jf 0 (x j )j K 2 jJj for each J = i ; i + p i ], 1 i s, recall (3.7). Altogether, this proves both parts of the lemma when s +p s < n (we shall take b (1=K 2 )). Now we treat the case s +p s n. We only have to consider J = s ; n), as the previous estimates remain valid for all other subintervals involved. In general, (3.1) and (3.3) give Q j2J jf 0 (x j )j c( ) jJj . Part (1) follows, in the same way as before. In order to prove (2), we let q = n ? s ? 1. Then 0 q < p s and so, recall also (A1), jx s j > jx n j jc q+1 j ? jx n ? c q+1 j (1=C)e ? (q+1) (3.8) (when q < H 0 just reduce 1 to ensure jx n ? c q+1 j < jc q+1 j=2, then take C large with respect to jc q+1 j; similarly in the next equation). Moreover, (3.4) holds for = s and p = q. Hence, j(f q+1 t n t s +1 ) 0 (x s )j 1 C j(f q ) 0 (c 1 )jjx s j 1 C ( c e ? ) q+1 1 C q+1 :
We take b = (CK 2 ) ?1 , for C > 0 as in the last term. Remark. While the previous general argument gives , better estimates are possible in some special cases. For instance, it is well-known that for quadratic maps with parameter a 2 one may take close to 2. Note that ?1 will be our uper bound for the essential spectral radius of L 0 (Corollary 2), and that the constant in our main theorem can be taken to be any number larger than ?1=2 .
Lemma 2. Let , 0 , c( ) and 0 ( ) be the objects from Lemma 1. Up to reducing 0 and c( ) if necessary, the following holds forf t as long as 0 < < 0 : Given any n 1, there is (n) > 0 such that, for allt = (t 1 ; : : : ; t n ) with jt 1 j; : : : ; jt n j < min( (n); 0 ( )) and any (x; 0) 2 E 0 withf ñ t (x; 0) 2 E 0 , we have j(f ñ t ) 0 (x)j c( ) n?` `w here`is the maximum integer such thatf j t j :::t 1 (x; 0) 2 E j for all 0 j `. Proof of Lemma 2. Here C = C(H 0 ; ; 1 ; 2 ; c ) > 0. We take jt 1 j; : : : ; jt n j bounded by some > 0. The case where all concerned iterates of (x; 0) are in E 0 is treated in Lemma 1 (1). Otherwise, the orbit (x; 0); : : : ;f ñ t (x; 0) consists of q 1 loops of the form: m 0 iterations in level E 0 , climbing the tower up to some level k H( ) then falling down to level 0; nally, there may be an additional s 0 iterations in level 0.
By Lemma 1, it su ces to consider the case q = 1, x 2 (? ; ) (that is m = 0), and s = 0 and to prove that j(f ñ t ) 0 (x)j n =b. As in the proof of Lemma 1, assumptions (A1) and (2.5) and the de nition of E j yield, for all (y; j) 2 E j and j 1,
(1 ? e j( ? 1 ) )jf 0 (c j )j jf 0 (y)j (1 + e j( ? 1 ) )jf 0 (c j )j :
(3.9)
Then, usingf j t j :::t 1 (x; 0) 2 E j for 1 j n ? 1 andf ñ t (x; 0) 2 E 0 (i.e., f ñ
we obtain, in just the same way as in the deduction of (3.4), (3.5), e ? 2 n Cj(f n?1 ) 0 (c 1 )j jc 1 ? f t 1 (x)j + C ] Cj(f n?1 ) 0 (c 1 )j jxj 2 + ] :
(3.10)
We take < (n) = e ? 2 n =(2Cj(f n?1 ) 0 (c 1 )j), where C > 0 is as in the last term. Then (3.10) implies jf 0 (x)j 2 1 C jxj 2 1 C e ? 2 n j(f n?1 ) 0 (c 1 )j ?1 . Hence, using (3.9), j(f ñ t ) 0 (x)j 1 C e ? 2 n=2 j(f n?1 ) 0 (c 1 )j ?1=2 j(f n?1 ) 0 (c 1 )j 1 C n?1 n?1 : (3.11)
By the de nition off t we must have n ? 1 H( ), and we assume that 0 is small enough to ensure 1 C H( ) =b for all 0 < < 0 .
Falling down from the tower.
Our next bounds concern the weight g t (y; k) evaluated at points in the support of which \fall down" from the tower, i.e., such that k H( ) andf t (y; k) 2 E 0 . Lemma 3. There is C > 0 so that w (y; k)jf 0 (y)j ?1 C ?k for all 0, all k 1, and all (y; k) 2 E k havingf t (y; k) 2 E 0 for some jtj , Proof of Lemma 3. Suppose rst that = 0. By de nition, if w 0 (y; k) 6 = 0 then
Sincef k+1 (x; 0) 2 E 0 , (3.11) applies and yields w 0 (y; k)jf 0 (y)j ?1 (C k = k k ).
Assuming now that > 0, we derive a preliminary estimate for w on E 1 . We continue to denote C = C(H 0 ; ; 1 ; 2 ; c ) > 0. If z a + then w (z; 1) = 0. Otherwise, we use w (z; 1) = for all x 1 < x 2 x 3 < x 4 with x 1 + x 4 = x 2 + x 3 : For the last inequality observe that the integrand is always nonpositive since we have (x 1 ? fy) + (x 4 ? fz) = (x 2 ? fy) + (x 3 ? fz) and log( j J ) is concave. This proves that log w is concave and so w is at most two-to-one on E j+1 , see Section 2. Climbing the tower. We now proceed with some preliminary bounds on L concerning points which are \climbing the tower" : (y; k) 2 E k andf t (y; k) 2 E k+1 . Given x 6 = c we let x ? be the unique point with x ? 6 = x and f(x ? ) = f(x) and write K(x) = jf 0 (x ? )j=jf 0 (x)j. Then we set K = sup x6 =c K(x), andK = var x6 =c K(x). Note that under our assumptions K andK are nite because K(x) is C 1 (apply Morse's lemma; this is the only place where we use f 2 C 4 , in particular, C 3 su ces for all our purposes if f is symmetric) . Lemma 5. Let ' 2 BV (Î) and 0.
(1) For k 1 and each E k+1 \ supp , we have sup jL 'j 1 sup j'j, where = t2J (f t j E k ) ?1 ( ) \ supp . Lemma 6. Let ' 2 BV (Î) and 0.
(1) For all k 1 and each interval E k+1 , we have var L ' 1 var ', where = t2J (f t j E k ) ?1 ( ) \ supp .
(2) For each interval E 1 , we have var L ' K var + ? ' +K sup ? j'j, where we write = t2J (f t jẼ 0 ) ?1 ( ).
Proof of Lemma 6. Again, the easier case = 0 is left to the reader. We start with k 1. Consider rst 'j E k = H u = j u;b k ] fkg for some point u 2 B k . We shall prove that L ' is monotone on E k+1 . Obviously, we may disregard the points (x; k +1) where L ' is de ned by a limit (recall Section 2). At all other points, L '(x; k + 1) = Sublemma. There is C > 0 and given n 1 there are (n) > 0 and C(n) > 0 such that for every 0 < (n), every ' 2 BV (Î), and every interval A E 0 , var A L n ' C ?n (var
Proof of the Sublemma. We only consider > 0: the case = 0 is obtained by (simpler forms of) the same arguments, using the versions for = 0 of the lemmas in Section 3. Fix A E 0 and n 1. Our starting point is the following decomposition of backwards orbits. Let > 0 andt = (t 1 ; : : : ; t n ) 2 J n be xed. For each 0 j < n we de ne G(j) = G(j; ; t n ; : : : ; t n?j ) to be the set of all nonempty intervals of the form = \ ?f j+1 t n t n?j ?1 (A) \ supp , where is an interval of monotonicity off j+1 Also, since f ñ t has negative Schwarzian derivative and no critical points in , the function g (n) has at most one local minimum on . Therefore var g (n) 2 sup g (n) :
(4.3)
For each 2 G let be the corresponding interval of monotonicity off ñ t . This is the continuation (in the sense of the last subsection of Section 2; we assume < (n)) of some interval 0 2 Z n;n 0 . Then + ( ; 0 ). We write + = + ( ) = + ( ; 0 ) and denote G + (S 2 ) the set of all + found in this way. By the properties of the monotonicity intervals described in Section 2, we have 1= ( + ) C(n) for all + 2 G (observe that j E 0 = 0 j E 0 is Lebesgue measure on E 0 ). Altogether, this allows us to write sup j'j sup + j'j var + ' + 1 We now proceed to bound s 1 , s 2 , and s 3 , using each time a decomposition such as in (4.6) as a starting point. Indeed, the rst statement is a direct consequence of the properties of the partitions into intervals of monotonicity studied in Section 2. For the second one, recall also that E`\ supp 0 = E`\ Imf`is an interval for each` 1 and thatf is monotone on each of these intervals. Now we write + = + ( ) = + ( ; 0 ) and denote G + (s 2 ) the set of + obtained by varying j and 2 G(j) in (4.10). Clearly, #G + (s 2 ) #Z n;N 0 C n (N).
We also claim that 1= ( + ) C n (N) for all + 2 G + (s 2 ), as long as < (n; N). To prove this, combine the properties of the monotonicity intervals with the remark that 0 ( 0 ) > 0, which is a consequence of ( ) > 0 and (4.11).
Hence, we are in a position to apply the same kind of calculations as in (4.4){(4.5) and (4.9), to get where, for simplicity, we write`= j +1+k. Note that we used Lemma 8 in the integral term. As before, C(1= ) can be replaced by C if A (? ; ). Putting together (4.5), (4.9), (4.12), and (4. Note that the previous calculations, for A (? ; ), yield a factor C(e = ) k in the last term of (4.15), see (4.13). On the other hand, since > e and k H( ), we have C(e = ) k 1 has long as has been xed small enough. This allows us to replace that factor by 1, as we did, which is necessary for the sequel of our argument.
If the sum over + 2 G + (s 3 ) in (4.14) is not void, we need to proceed by recurrence. We change the name of the G + , the + , and their indices k( + ), j( + ) in (4.14)-(4.15), to G + such + i is, by construction, a subset of (? ; ), we may apply (4.15) to it. After one induction step, we get f + ( ; 0 ) j 0 2 Z n;N 0 g. Therefore, they have the bounded overlap property (overlap bounded by 2 in fact, recall Section 2) and so the rst term on the right-handside of (4.16) is bounded by 2C(1= ) ?n varÎ '. Also, xing N n depending only on n, we may ensure that C(n)=C n (N) 1, so that the second term is bounded by C(1= ) ?n (varÎ ' + supÎ j'j). Finally, since is xed at this point, we may omit the dependence of the constants in (4.16) on it (i.e., we just write C instead of C(1= )), thus ending the proof of the Sublemma.
Proof of the Variation Lemma. We start by xing some n = n 0 and decomposing varÎ L n 0 ' = P k var E k L n 0 ', for 0. Note that for k > n 0 , Lemma 6 yields var E k L n 0 '
?n 0 var E k?n 0 '. For k n 0 , we rst use Lemma 6 (k times), then for all < (n 0 ). We also need an analogue of this inequality for the supremum: 
where we have invoked Lemma 8 and the fact that sup k n 0 (1= (E k )) C(n 0 ) if < (n 0 ). Now the lemma follows easily. Fix q 1 large enough so that 2C ?q 0 < ?q 0 < 1 and then, for arbitrary n 1, write n = pq + r with 0 r < q. Using Bounding the supremum.
The following is an easy consequence of (4.17){(4.18) (use the same argument as in the proof of the Variation Lemma):
Supremum Lemma. For each 0 < there is a constant C > 0 and for each n 1 there is an (n) such that for all 0 < (n) and all ' 2 BV ( Bounding the integrals.
We now deduce our nal estimate:
Integral Lemma. There is a constant C > 0 and for each n 1 there is an (n) > 0 such that for all 0 < < (n) and all ' 2 BV ( for 0 < (n), as long as N is xed large enough, depending only on n. It remains to control the bottom part of the tower B = k<N?n E k . We shall do this by \trimming" intervals as in BaY, Section 5] . Our notations are as in the last subsection of Section 2. First, we note that B 0 (t; 0 ) k N E k for allt 2 J n , the union being over all 0 2 Z n;N 0 . Given any such 0 let ? ( ; 0 ) = \t 2J n f ñ for the second equality, the we obtain the last inequality by applying Lemma 2 to thê f n+`?k -trajectory of (f ?+ (y;`); 0) (recall that is xed) and noting that jh(x; k)j K. Now fort 2 J n ,ũ 2 J k , andṽ 2 J` , we write xũ =f ?k u;+ (x; k) and y~t ;ṽ =f ?v ;+ (y~t;`), whenever these objects are de ned. Then, restricting to the case`+n?k > 0 (the casè + n ? k = 0 is simpler) and recalling the de nition of the perturbed cocycles w , Z g (n) t (y~t;`) d (t ) = `?k h(x;r) jh(x;r) ? h(x; k)j + g (n) (y;`)
h(x;r) ? 1 ; (4.27) and observe rst that Combining this with Lemma 2 (to bound the denominator) we obtain the second inequality in (4.28). Observe, moreover, that the rst term in (4.27) is also bounded by c n ( ), because 1=h(x;r) K and jh(x;r) ? h(x; k)j c n ( ) (use here that K(x) is Lipschitz). Therefore, we obtain from (4.23){(4.28) that In Section 5, we shall also need the following version of the integral lemma:
Nonuniform Integral Lemma. RÎ jL n '?L n 0 'j d 0 c n ( ) for each xed ' 2 BV (Î).
Proof of the Nonuniform Integral Lemma. Fix ' 2 BV (Î) and n 1 and let > 0.
Reading the proof of the Integral Lemma, rst choose N so as to make 1=C n (N) in (4.19) (restricting to < (n; N) if necessary). Next, since ' has bounded variation, there are = n;' ( ) > 0 and E = E n;' ( ) Î with Lebesgue measure jEj (hence 0 (E) c( )), such that j'(yt;`) ? '(y;`)j for allt 2 J n whenever (y;`) = 2 E. For (x; k) 2 X n; n (f n (E) Y n; ) this permits us to replace var + 0 ' by in (4.23) and so also C ?n varÎ ' by C(n) in (4.29). On the other hand, in just the same way as in Dynamical Lemma. For any with ?1 < 2 < 1, there is C > 0, and for any n 0 there is (n) > 0 such that for each 0 < < (n) we have kL n ? L n 0 k n C n . By BL], the entropy of f with respect to this absolutely continuous invariant probability measure is strictly positive. Now, since we also assume (A3), f n is ergodic with respect to m 0 for all n 1. Indeed, almost every ergodic component of m 0 for f n is absolutely continuous Le, Corollary 4] ; there are nitely many such components and their supports consist of nitely many intervals Yo, Proposition 3.3]; the topological mixing assumption (A3) then implies that these supports must all coincide, hence m 0 is ergodic for f n . Therefore, Le, Theorem 1] gives that the natural extension of (f; m 0 ) is Bernoulli, and thus (f; m 0 ) is exact (that is \ n 0 f ?n (B) contains only zero or full m 0 -measure sets, where B is the Borel -algebra of I). This conclusion plays a central role in the proof of the next corollary.
Let us also note that in this context (A3) may be formulated (A3) for any interval J I there is n 1 such that f n (J) contains the interval bounded by c 1 and c 2 (which coincides with f k (I) for all k 2), and is equivalent to f being non-renormalisable, see BL] . Finally, Yo, Lemma 2.1], for quadratic maps with parameter a close to 2, conditions (A1){(A2) imply (A3). Combined with BC], this gives that the three conditions hold simultaneously for a positive measure set of values of a.
Corollary 2 (Quasicompacity). Assume (A1){(A3). The spectrum of the operator L 0 acting on BV (Î) decomposes as (L 0 ) = 1 f1g, where 0 = supfjzj j z 2 1 g < 1 and 1 is a simple eigenvalue with a positive eigenfunction^ 0 and spectral projection 0 (') =^ 0 RÎ ' d 0 . Moreover, the essential spectral radius of L 0 is at most 1= < 1. Proof of Corollary 2. We shall rst show that the essential spectral radius of L 0 acting on BV (Î) is at most 1= < 1. Since the Variation Lemma, the Supremum Lemma, and Lemma 8 imply that kL n 0 k is uniformly bounded, in particular the spectral radius of L 0 is equal to 1, it will immediately follow that the spectrum of L 0 decomposes as the union of a nite set of eigenvalues of nite multiplicity on the unit circle and a compact subset of a disc of radius 0 < 1 (note that 0 is either the essential spectral radius of L 0 or the modulus of the second largest eigenvalue). We have already observed that (A3) ensures exactness of (f; m 0 ). We shall then deduce that (f;m 0 ) is also exact and, from this, that the only eigenvalue of L 0 on the unit circle is 1, and is simple.
Lemmas 1 and 2 (see also (4.24)) imply that there is a constant C > 0 such that supÎ g (n) C ?n for all n 1. Let N n be such that 0 ( k>N E k ) < ?n , and de ne projections n and n;N : BV (Î) ! BV (Î) by chosing an arbitrary point x in each monotonicity interval 2 Z n 0 and setting n (') = X 2Z n 0 '(x ) and n;N (') = n ? ' ( k N E k ) :
We rst bound kL n ? L n n k BV , using (a){(c) from Section 2:
with y = (f ?n j )(y) (we used Sf < 0 and the fact that K(x) has bounded variation, see again (4.24), to get var g (n) C sup g (n) for all 2 Z n 0 ). Now, for any xed 0 < , the above bounds together with the Supremum Lemma yield
with constants independent of N. Since each n;N has nite-dimensional range and is therefore compact, the essential spectral radius of L 0 is not bigger than 1= , as claimed.
We now go to the second part of our argument. We start by claiming that, given anyÂ 2 \ n 0f ?n (B), whereB is the Borel -algebra ofÎ, there is a Borel set A I we de ne p(x) to be the \falling time" of x, that is the smallest integer j 1 such that f j+1 (x; 0) 2 E 0 . Then, e ? 1 p(x) (1=C)j(f p(x)?1 ) 0 (c 1 )jjc 1 ? f(x)j (1=C) p(x) c x 2 : this is proved in the same way as (3.10) (using the rst inequality of (3.9) instead). Moreover, p(x) H( ) and so, if > 0 is small enough, the previous inequality implies p(x) c x 2 2 ; where we write = (1 ? e ? 1 ) minf1; jc 1 j; : : : ; jc H 0 jg: (5.1) Now let (z; k), (z;`) 2Î. Note that (f j (z; k)) = (f j (z;`)) = f j (z) for every j 0.
We suppose that the f-orbit of z is disjoint from the critical orbit (this excludes only a countable set), so that p(f j (z)) is always nite. It is not di cult to see that, either there is j 0 such that bothf j (z; k) andf j (z;`) belong in E 0 , or else there are 0 < 1 < 2 < with f i (z) 2 (? ; ) and i+1 i + p(f i (z)) (each point starts climbing up the tower again before the other one falls down) for all i 1. In the rst case, it must bef j (z; k) =f j (z;`), which proves our claim. In the second one, we write p i = p(f i (z)) and note that i+1 ? i p i implies jf i+1 (z)?c ( i+1 ? i ) j e ? 1 ( i+1 ? i ) which, together with (A1)-(2.5), yields jf i+1 (z)j e ? ( i+1 ? i ) e ? p i . In view of (5.1) and our assumption e 2 < p c , this gives p i+1 (p i =2) for every i 1. Since the p i are positive integers, we conclude that the sequence i is necessarily nite. This means that one eventually gets into the rst case, thence the claim is proved. , it follows that L n 0 ('^ 0 ) weakly converges in L 1 ( 0 ) to^ 0 R '^ 0 d 0 as n ! 1, whenever '^ 0 2 BV (Î). Now let 1 2 S 1 be an eigenvalue of L 0 and^ 1 2 BV (Î) be a corresponding eigenfunction. We claim that supp^ 1 supp^ 0 . In view of our de nitions, it su ces to prove supp^ 1 \ E 0 supp^ 0 \ E 0 . Let J( ) be the interval in E 0 bounded by f 2 (? ) f0g and f(? ) f0g (since (? ) ? , we have jf i ( )j jf i (? )j, for i = 1; 2). On the one hand, supp^ 1 \ E 0 J( ) becausef 2 (Î) \ E 0 J( ) (points (x; k) with jxj < havef i (x; k) = (f i (x); k + i) for i = 1; 2). On the other hand, inf^ 0 j J( ) > 0. Indeed (following Yo]), let J Î be any interval with inf^ 0 j J > 0. Since f is topologically mixing there is n 1 1 such that (f n 1 (J)) contains a neighbourhood of the (expanding) xed point q of f. Then there is n 2 n 1 such thatf n 2 (J) contains a neighbourhood of (q; 0) in E 0 . It is easy to deduce thatf n 3 (J) J( ) for some n 3 n 2 . This shows that^ 0 is positive on J( ) and so proves the claim. Hence we may write^ 1 = '^ 0 for some function '. Applying the weak convergence statement above we get that where 1 is the spectral projection associated to 1 .
Our main result will now follow from a version of the perturbation theorems on families of linear operators in BaY, Section 5.E and Erratum]: Let (X; k k) be a complex Banach space and (T ; 0) be a family of bounded linear operators. Assume that the spectrum of T 0 decomposes as (T 0 ) = 0 1 with 0 = f1g and 1 = supfjzj j z 2 1 g < 1. Let X = X 0 X 1 and 0 : X ! X i , i = 0; 1, be the corresponding vector space decomposition and projections. Assume further that X 0 is nite-dimensional. Now let j j be a norm on X with jxj kxk for all x, and let k k , 0 < 1 be the family of norms de ned by k k = k k + (1 ? )j j. Assume that 0 is a bounded projection for the norm j j. Perturbation Lemma ( BaY] ). Suppose that sup 06 =x2X 0 jT x?T 0 xj=jxj ! 0 as ! 0 and jT j is uniformly bounded. Suppose also that there exists 1 < < 1 such that for each large enough n 1 there exists (n) > 0 with kT n ? T n 0 k n n for each 0 < < (n). Then, for each small enough ,
(1) The spectrum of T splits as (T ) = 0 1 with 1 = supfjzj j z 2 1 g < inffjzj j z 2 0 g, and lim sup !0 1 max( 1 = ; ).
(2) Let X = X 0 X 1 be the associated decomposition. Then dim X 0 = dim X 0 , (T j X 0 ) ! (T 0 jX 0 ), and j 0 ? 0 j ! 0 as ! 0. 
