Over the past two decades, there has been an increasing research in developing self-driving vehicles, with many industries pushing the bounds alongside academia. Automatic recognition of in-vehicle activities plays a key role in developing such vehicles. In this work, we propose a novel human-pose driven approach for video-based monitoring of driver's state/activity and is inspired by the recent success of deep Convolutional Neural Network (CNN) in visual recognition tasks. The approach infers the driver's state/activity from a single frame and thus, could operate in real-time. We also bring together ideas from recent works on human pose detection and transfer learning for visual recognition. The adapted DenseNet integrates these ideas under one framework, where one stream is focused on the latent body pose and the other stream is on appearance information. The proposed method is extensively evaluated on two challenging datasets consisting various secondary nondriving activities. Our experimental results demonstrate that the driver activity recognition performance improves significantly when the latent body-pose is integrated into the existing deep networks.
Introduction
For centuries, self-driving vehicles have intrigued human interest. In the late 1400s, Leonardo da Vinci sketched a hypothetical self-propelled cart and then in 1930s, mechanical autopilot for aeroplanes is emerged. Now, Autonomous Vehicles (AVs) are expected to play a key role in the modern transportation systems since they offer additional safety, increased productivity, greater accessibility and many societal and environmental benefits.
Visual sensor is an integral part of the AVs and is partly due to the significant progress in CAN-bus and imaging technology. There is also immense development in computing power (e.g. multicore, GPU powered computation). These advancement paired with the latest deep learning make it a reality for an autonomous system to collect information and extract relevant knowledge from the environment. Most of these sensing technologies are often focused on surrounding environmental perception and minimal work has focused on the human driver perspectives. It is suggested that mindful attention should be paid to driver behavior [11] since driver error is overwhelmingly to blame for the vast majority of accidents [35, 1] . The driver's role could be replaced by the AVs but the vehicle also requires to deliver performance identical to that of a driver if it is to be trusted [21] . Thus, the AVs should not only focus on the surrounding traffic conditions but also on understanding, modeling and predicting human agents as pointed out in [28] .
In highly or fully automated driving, it is found that besides traditional secondary activities (e.g. listening to music, talking to passengers), writing text messages, eating and drinking, browsing the Internet, and calling are most wanted in-vehicle activities [30] . Therefore, there is a need of automatic monitoring of such activities so that the AVs should know the driver's state and readiness for a Take-Over Requests (TOR) [21] , defined by the National Highway Traffic Safety Administration (NHTSA). Moreover, automatic recognition of in-vehicle activities would play a prominent role in eventual realization of the cognitive car [16] and self-learning AVs [4] concepts. These concepts are aimed to automatically learn from in-vehicle activities to provide a better experience to the occupants and optimize the vehicle's performance.
Human activities/behavior recognition and description in videos and still images is a classic computer vision problem with a long list of literature over the years covering various approaches [17, 29, 14] . However, little progress has been made to adapt these approaches into automobile environment. This could be partly due to the challenge to develop a standard language that can sufficiently and succinctly describe human actions. Nevertheless, there has been some recent progress in machine vision with application to driver behavior/activity monitoring [20, 32, 40] . Most of these approaches are focused on safe driving (e.g. drowsiness, 978-1-5386-9294-3/18/$31.00 ©2018 IEEE fatigue, lane change intentions, etc). However, very little progress has been made for automatic recognition of invehicle secondary activities identified in [30] and will be prominent in highly or fully-automated driving.
In this paper, we propose a novel method for recognizing these activities so that the vehicle would be able to know the driver's current state, which is important for the vehicle to take appropriate decision such as driver's readiness for a TOR. The proposed approach benefits from the potential of transfer learning (TL) by using state-of-the-art deep CNN models like DenseNet [19] and Convolutional Pose Machines (CPM) [3, 41] . This work includes the following novel contributions:
1. We present a novel way to combine state-of-the-art latent body-pose with the latest DenseNet [19] model.
2.
We demonstrate the effectiveness of this latent bodypose for effective recognition of the fine-grained secondary non-driving activities.
3. We explore the benefits of TL and evaluate the performance on two challenging datasets. We also examine the impact of body-pose on cross-dataset performance.
Related work
Recognising and describing visual content in images/videos is a fundamental problem in artificial intelligence. Human actions recognition is an important part of this problem. It is still a difficult problem despite a significant progress has been made in recent years. The difficulty is often due to the strong variations of people, their poses and scenes both in motion and appearance. The other common factors include subtle differences in fine-grained actions such as interacting/manipulating small objects as in driver's secondary activities.
Video is a stack of still frames and there is a variety of work in the field of action recognition from static images. The intrinsic property of the existing approaches is to learn mapping functions that link image content to action labels. Majority of these approaches use holistic cues such as hand-object interactions [42, 8, 15] , articulated pose [31, 26] and part-based/structured models [43, 7] . These cues often explore the spatial configuration of body joints and hand-object interactions that usually require body parts and object detectors. These approaches are challenged by the recent advances in CNN-based deep models [12, 27, 13] . Most of these deep models learn spatial filters that maximize the recognition accuracy in an end-to-end manner on very large and highly diverse datasets [5, 31] . This allows these models to achieve the highest accuracy. It is unclear about the suitability of these approaches for fine-grained recognition tasks.
Human actions are inherently structured patterns of body pose. Recently, several approaches focus to leverage the pose to guide CNNs [12, 10, 6] . Most of these approaches use the body joints either to pool features [6] or to define an attention mechanism [12, 10] . Therefore, they require the detection of the body joints.
Latest deep CNN models [19, 39, 38] have achieved significant improvement in image recognition tasks using large-scale datasets [34, 24] . Such models consist of multiple layers to learn representation of images with multiple levels of abstraction through a hierarchical learning process [23] . It learns from very general (e.g. edges, color blobs) to task-specific features as we move from first-layer to the last-layer [44, 25] . Thus, these models are recently explored for transfer learning in particular, the transfer of pre-trained network parameters to problems with limited training data [9, 33, 44] and has shown great success.
The traditional vision-based driver monitoring approaches are mainly focused on cues involving upper-body parts (e.g. face, eye, hand and head) and their movements [20, 32, 40] . These approaches are focused on automatic detection of safe/unsafe driving behaviors (e.g. drowsiness, fatigue, lane change intentions, etc.) using hand-crafted features (e.g. LBP, HOG, Haar-like) combined with classical machine learning algorithms such as SVM and AdaBoost. Recently, there is some progress in using CNN models in driver's activities monitoring [2, 18, 36] . However, the adaptation of the state-of-art CNN models driven by the human pose is yet to be explored in the automobile domain. In this paper, we aim to address this.
In this paper, we propose a novel approach that is inspired by the success of the latest CNNs for image recognition and pose-guided action recognition. We adapt the state-of-the-art DenseNet [19] with a simple yet surprisingly powerful modification that benefits from the latent poses for recognizing fine-grained driver's activities. In particular, we explore the benefit of the TL by re-using the latent human poses represented by a set of filters capturing the spatial configuration of body joints. These latent poses are learnt via Part Affinity Fields [3] using MS COCO dataset [24] . We also apply TL by fine-tuning the DenseNet [19] model on the target secondary driving activities dataset.
Proposed approach
We aim to recognize driver's fine-grained activities from video frames by adapting the latest DenseNet. Recognizing these activities from still images is a challenging problem and is mainly due to the absence of temporal information. The overall approach is shown in Fig. 1 . The aim is to minimize resources (e.g. GPUs) and the required computational time to train/validate the target model while still achieving competitive performance on this fine-grained activity recognition task. Moreover, in real-world applications involving robotics and autonomous vehicles, there is a limitation on power, processing time and computational re- Figure 1 : Overview of the adapted DenseNet [19] : An example image (adjusting radio activity) from the dataset in [2] is fed. Latent body pose is extracted from the stage 6 using Part Affinity Fields (PAFs) CNN model (pure transfer learning i.e. off-the-shelf pre-trained model trained on MS COCO dataset [24] ). The latent pose consists of S, the confidence maps of body part locations and F, which is a 2D vector field encoding the associations between body parts. The latent pose is integrated in the Conv3 layer in Block2 of the DenseNet and trained on the target dataset for fine-grained activity recognition.
sources. Therefore, we infer activity using still frames and is computationally inexpensive. We also adapt the latest DenseNet model in which the number of parameters is significantly less than other state-of-the-art models (reported in [19] ). This fits well with the automobile domain involving real-time monitoring for immediate intervention and/or support.
Adapting DenseNet to include latent pose
A CNN consists of multiple processing layers. When an image I 0 is fed into the model, at each layer l, a non-linear transformation T l (.) is applied to generate output I l . T l (.) can be a single or composite function of operations (e.g. convolution, pooling, dropout, batch normalization (BN) or rectified linear units (ReLU)). Then the output I l is fed into the next (l + 1) th layer which gives rise to the following output I l+1 = T l+1 (I l ). The procedure continues until the final L th layer to produce the output I L . In order to improve the information flow between layers, Dense Convolutional Network (DenseNet) [19] introduced direct connections from any layer to all successive layers. As a result, the layer l receives the image/feature transformations of all preceding layers i.e. I 0 , I 1 , · · · I l−1 as input:
where [I 0 , I 1 , · · · I l−1 ] represents the concatenation of the image/feature transformations produced in layers 0, 1, · · · l − 1.
Inspired by this architecture, we aim to recognize finegrained driver's activity by integrating human pose in eqn 1. Pose is the configuration of body parts in a given image and is proved to be an important cue in discriminating human activities [12, 10, 6] . Recently, Cao et al. [3] proposed a two-branch, six-stages CNN architecture for realtime detection of 2D pose of multiple people in images. The method jointly learns body parts detection and parts association using a non-parametric representation called Part Affinity Fields (PAFs) that encodes both position and orientation of human limbs. At each stage, the first branch predicts a set of 2D confidence maps S of body part locations and the second branch anticipates a set of 2D vector fields F of part affinities encoding the degree of associations between parts. The goal is to use this model to extract latent poses without fine-tuning/re-training on the target dataset (i.e. pure transfer learning). We use the output from the stage 6 in which the latent pose consisting S and F are represented with 128 filters each. For example, the dimension of both S and F after stage 6 is 28×28×128 for an input image size of 224×224. We integrate this with the DenseNet's layer l by concatenating with the input features:
Once the latent pose is integrated in the layer l, it will go through all successive layers (l+1, · · · , L) due to the nature of the direct connections between layers in DenseNet. In order to maximize the impact of the latent pose, we need to find the appropriate layer l in the DenseNet. It is mentioned earlier that CNN model learns feature from general to specific along the network [44, 25] . In Deep Adaptation Networks (DAN) [25] , it is suggested that features representing the middle layers are less transferable, therefore these layers are learned via fine-tuning. Motivated by this, we integrate the body pose in the middle layer (Conv3) of the DenseNet. We also experimented with other layers and found that the network performs better when integrated in the Conv3 layer.
Training the adapted DenseNet model
We apply the TL approach to train the adapted DenseNet. This is motivated by the findings in [44] , which suggests that CNNs perform better when initialized with transferred weights in comparison to random weights while training on a new dataset. Thus, all layers in the DenseNet are initialized with pre-trained ImageNet's [34] weights except the softmax layer (random initialization) due to the different number of classes. The ImageNet consists of 1.2M natural images with 1K categories. The latent pose consisting S and F is extracted using the pre-trained PAFs CNN model [3] trained on MS COCO dataset [24] . All the layers are frozen (i.e. weights do not change during training) and is used as a feed-forward network to extract latent poses.
We use the default image size of 224 × 224 and the data augmentation of height and width shift of up to 20% and a 50% chance for horizontal flip. We train the model with the batch size of 64 using a Linux (Ubuntu) machine fitted with 24GB GPU (NVIDIA Quadro P6000) card. We use stochastic gradient descent (SGD) optimizer to minimize the categorical cross entropy E i = − c y i,c log(p i,c ), where p are the predictions, y are the actual labels, i denote the training images and c represent the fine-grained activities categories. We set an initial learning rate of 0.01, reduced by a factor of 0.9 after every epoch and trained the model for 30 epochs.
Experimentation and discussion
We validate our model on two challenging datasets [2, 37] consisting 10 classes: 1) safe driving, 2) textingright, 3) talking on the phone -right, 4) texting -left, 5) talking on the phone -left, 6) operating the radio, 7) drinking, 8) reaching behind, 9) hair and makeup, and 10) talking to passenger. The dataset in [2] consists of 12,977 training and 4,331 testing images. Whereas, the State Farm [37] dataset has a total of 22,424 training and 79,726 testing images. State Farm's class labels of the training images are available but not for the test images. We manually labeled all the test images.
In our evaluation, we use the accuracy (ACC) and log
is the prediction probability of class c, given i th test image and y i,c is actual probability (0 or 1). N is the total number of test images. Accuracy gives the percentage of correct predictions and assigns equal cost to false positives and false negatives. Whereas, log loss quantifies classifier's accuracy by penalizing the confident false classifications. For a perfect classifier, the log loss will be zero.
In our experiments, we evaluate our adapted DenseNet and compare the performance with the original DenseNet [19] . We evaluate on each dataset, as well as the crossdataset i.e. train on one dataset and test on other. This results in four possible combinations on two datasets D 1 [2] Method (Trained on train data D 1 [2] ) ACC Loss DenseNet [19] 
Performance comparison and discussion
The performance of the proposed adapted DenseNet [19] (DenseNet + latent pose) trained using training data in D 1 [2] is shown in Table 1 . It is clearly evident that the performance increases ( 7% on D 1 and 8% on D 2 ). It is observed that when the model is trained on one dataset and tested on another dataset, the performance is significantly lower in comparison to testing on the same dataset (Table  1, 2) . This could be due to the dataset D 1 [2] was collected from seven different countries in four different cars with several variations in driving conditions. Whereas, D 2 [37] consists of images captured using one car in a controlled environment. The other notable difference between the two datasets is that the test data in D 1 consists of images from drivers who are part of the train data as well. Whereas, in D 2 , the test data consists of images from completely unseen drivers. Nevertheless, the proposed adapted DenseNet performs better in all cases and is mainly due to the influence of the body pose. This signifies, the body pose plays a key role in discriminating fine-grained activities.
We compare our performance to the state-of-the-art approaches used on these two datasets. On D 1 , Abouelnaga et al. [2] use AlexNet [22] and Inception V3 [39] and reported the respective performance of 93.65% and 95.17%. We achieve 94.2% using our adapted DenseNets. It is worth noting that we use the lightest DenseNet i.e. DenseNet121, which has 7M parameters. Whereas, in AlexNet [22] and Inception V3 [39] , the respective parameters are 62M and 22M (Table 3) . Therefore, the proposed model is more suitable for mobile and embedded applications such as robotics and autonomous vehicles. [18] and they have used the train data in D 2 to create their own train (80%) and validation (20%) subset.
CNN models
Number of parameters AlexNet [22] 62,378,344 Inception V3 [39] 21,823,274 DenseNet201 [19] 18,341,194 DenseNet169 [19] 12,659,530 DenseNet121 [19] 7,047,754 Table 3 : Number of parameters involved in various CNN models for recognizing 10 different fine-grained activities.
On D 2 , Singh [36] has used VGG19 model on a subset of training images. The reported performance is 10.9% when trained from the scratch and 21.1% when trained using transfer learning. Similarly, Hssayeni et al. [18] used 80% of the train data to train AlexNet, VGG16 and ResNet-152. They use the rest 20% of train data to validate the model. They reported the best accuracy of 85% by ResNet-152. Our approach gives 87.5%.
In this experiments, we also evaluated the performance across the datasets and would be helpful for advancing research in domain adaptation problem.
Conclusions
We have presented a novel way to integrate human pose into the state-of-the DenseNet model. The adapted DenseNet integrates ideas from human pose estimation and transfer learning to solve fine-grained human activity recognition problems. We have shown that the performance significantly improves with inclusion of the pose and explained its significance. We believe this help advance in finegrained activity monitoring focusing on AVs and robotics.
