The MSCS has many advantages, such as high speed, broadband, good adaptability, global communication. Therefore, it can be applied in many areas and is becoming a hotspot of research. Tseng and Teo [1] analyzed the kinematics of a two-axis ship-mounted tracking antenna and designed a fuzzy controller based on a driving motor model without modeling the whole system. Chang and Lin [2] compared the performances of the PI controller and the fuzzy controller based on a simple second-order linear model of a mobile tracking satellite antenna system. Ming et al. [3] used the H ∞ theory to design a controller for a simplified linear model of a ship-mounted tracking antenna system. Soltani et al. [4, 5] designed a fault tolerant controller based on a kinematic model of a two-axis ship-mounted satellite tracking antenna. Liu et al.
1. Introduction. A mobile satellite communication system (MSCS) is a device installed on moving carriers such as ships and cars. It can globally communicate with satellites when the carrier is moving. It adjusts its posture automatically to eliminate the disturbance from the motion of the carrier and to maintain the pointing direction of the antenna. Then continuous satellite communication can be obtained.
The MSCS has many advantages, such as high speed, broadband, good adaptability, global communication. Therefore, it can be applied in many areas and is becoming a hotspot of research. Tseng and Teo [1] analyzed the kinematics of a two-axis ship-mounted tracking antenna and designed a fuzzy controller based on a driving motor model without modeling the whole system. Chang and Lin [2] compared the performances of the PI controller and the fuzzy controller based on a simple second-order linear model of a mobile tracking satellite antenna system. Ming et al. [3] used the H ∞ theory to design a controller for a simplified linear model of a ship-mounted tracking antenna system. Soltani et al. [4, 5] designed a fault tolerant controller based on a kinematic model of a two-axis ship-mounted satellite tracking antenna. Liu et al. [6] designed a robust adaptive controller with disturbance observer for vehicular radar servo system, which combines the merits of disturbance observer, adaptive backstepping method and sliding mode control.
As reviewed above, most of these studies are based on simplified single-axis models, in which many kinematic and dynamic characteristics of the MSCS are neglected. The MSCS is a typical multiple-input and multiple-output (MIMO) nonlinear system with multiple degrees of freedom (DOF) . The subsystems of the MSCS are not independent with each other but are affected by the cross coupling effects. Moreover, the MSCS is installed on a moving carrier which is a non-inertial frame. The attitude of the whole system is affected by the pose and the motion of the moving base. The motion of carrier will exert some inertial forces on the MSCS. Therefore, if high precision tracking is needed, we need to design a feasible controller based on a more precise model of the MSCS.
In practice, the system not only has all the control difficulties associated with the coupled MIMO complex dynamics, but also the added difficulties with the large extent of model uncertainties existed in the system. In other words, there exist severe parametric uncertainties and uncertain nonlinearities, which come from uncompensated model terms due to unknown model errors, sensor errors and other disturbance. All these problems mentioned above are hard to solve by traditional linear control theories. Hence, advanced control theories are needed to effectively handle the parametric uncertainties and the uncertain nonlinearities in the system. Control of uncertain nonlinear dynamics has been one of the mainstream areas of focus in control community during the past twenty years. Some nonlinear control methods have been popular: adaptive control (AC) [7, 8] , robust adaptive control (RAC) [9, 10] , deterministic robust control (DRC) [11, 12] and nonlinear robust control (NRC) [13, 14] . However, those methods have been presented as competing control design approaches, with each having its own benefits and limitations.
The recently proposed adaptive robust control (ARC) has been shown to be a very effective control strategy for systems with both parametric uncertainties and uncertain nonlinearities [15] [16] [17] [18] . By integrating the fundamentally different working mechanisms of the AC and the NRC, the developed ARC theory is able to preserve the theoretical performance results of both design approaches while overcoming their well-known practical performance limitations. The ARC approach effectively integrates adaptive control with robust control through utilizing on-line parameter adaptation to reduce the extent of parametric uncertainties and employing certain robust control laws to attenuate the effects of various uncertainties. In ARC, a projection-type parameter estimation algorithm is used to solve the design conflict between adaptive control and robust control. Thus, high final tracking accuracy is achieved while guaranteeing excellent transient performance. Desired compensation adaptive robust control (DCARC), which was proposed by B. Yao [19] [20] [21] , is an improved ARC strategy based on a desired compensation adaptation law. The DCARC controller has the following desirable features: (a) the regressor can be calculated offline and thus on-line computation time can be reduced, and (b) the effect of measurement noise is minimized since the regressor does not depend on actual measurements. Consequently, a faster adaptation rate can be chosen in implementation to speed up the transient response and to improve overall tracking performance.
High tracking precision and good efficiency are two key performance requirements of the MSCS. Many sensors are installed on the MSCS to feedback the system's posture information. Under complicated working situations, there is unavoidable measurement noise in the sensors' signals. However, the features of the DCARC are very suitable for the MSCS. The regressor used in the DCARC does not depend on actual measurements, so the effect of measurement noise can be minimized. Furthermore, the regressor can be designed offline with a faster adaptation rate, so the transient response can be speeded up and the tracking performance can be improved. Then, high tracking precision and good efficiency of the MSCS can be achieved.
In this paper, the tracking and stabilizing control of the MSCS shown in Figure 1 is considered. Unlike the former studies based on single-axis models, a MIMO tri-axis nonlinear model, which includes the kinematic and dynamic features of the MSCS, is used 
Problem Formulation.
A typical ship-mounted tri-axis MSCS is studied in this paper as shown in Figure 1 . It mainly consists of three subsystems. From the outside to the inside, they are the azimuth subsystem, the roll subsystem and the pitch subsystem, respectively. The antenna for receiving and transmitting satellite signals is installed on the pitch subsystem. A bracket block with attitude sensors is installed coaxially with the pitch axis. The azimuth subsystem and the pitch subsystem are used for tracking the aimed satellite by adjusting the azimuth angle (yaw angle) and the pitch angle of the antenna. In the meantime, the rotations of the three subsystems are used to eliminate the disturbance in the motion of the carrier and keep the pointing direction of the antenna. Figure 1 is a typical MIMO nonlinear system with multiple DOF. The dynamic model of the MSCS based on a ship at sea can be described byM
Dynamic model. The MSCS shown in
whereM is the inertial matrix,C is called the Coriolis martrix, andC(x,ẋ, ω)ẋ gives the Coriolis and centrifugal force terms in the equations of motion.N (x,ẋ, ω) is the inertial force terms exerted by the motion of the ship.D is the lumped uncertain nonlinearities, which come from uncompensated model terms due to unknown model errors, sensor errors and other disturbance. Note thatC andN are not only dependent on x andẋ but also the motion of the ship ω b andω b , which can be obtained from the sensors. For simplicity, we use ω to represent the disturbance ω b andω b from the ship. The dynamic Equation (1) 
can be linearly parametrized in term of the moments of inertia β and written as
where
T is the moment of inertia vector,ẋ r andẍ r are any reference vectors.
Control aim.
The control aim of the MSCS is to make the antenna point to the satellite accurately and keep this pointing direction when the carrier is moving. Essentially, that is to track a desired space posture, which can be described by the yaw, pitch, roll angles of the antenna, and adjust the pose of the system by the rotations of the three subsystems to eliminate the disturbance from the motion of the carrier. So, the ultimate goal is to track the desired yaw, pitch, roll angles of the antenna and maintain them unchanged.
2.3. Trajectory planning. Suppose x r is the reference command in the workspace. In practical application, not only the final tracking but also a quick and good transient process is desired. In most time, the initial posture of the antenna is not the same as the reference one (x(0) = x r (0)). If the tracking error is too large, the transient of tracking cannot be guaranteed due to the limitations of the real system.
Trajectory planning can be used to solve this problem. Through a proper trajectory generation algorithm with the initial value x d (0) chosen the same as x(0), one can always generate a feasible desired trajectory x d (t) that converges to the reference command x r (t) with a prescribed transient. x d (t) can be designed offline by the performance specifications according to the structure of the system.
Desired Compensation Adaptive Robust Control.
3.1. Design issues to be addressed. Generally the system is subjected to parametric uncertainties due to the moments of inertia β, and uncertain nonlinearities represented byD that come from uncompensated model terms due to unknown model errors, sensor errors and other disturbance.
In order to use parameter adaptation to reduce the parametric uncertainties for an improved performance, it is necessary to linearly parameterize the model of the MSCS. Noting the property (3), the dynamic model (1) can be rewritten as
Although there exist parametric uncertainties and uncertain nonlinearities, the boundaries of the uncertainties may be known by estimations or measurements in the practical application of the MSCS. Therefore, the following practical assumption is normally made:
Assumption: The extent of the parametric uncertainties and uncertain nonlinearities are known, i.e.,
T are the known lower and upper bounds of the unknown parameter vector β, respectively. δD(t) is a known bounded function, which is the bound of the uncertain nonlinearitiesD. In (5), the operation < for two vectors is performed in terms of the corresponding elements of the vectors.
3.2. Projection mapping. Letβ denote the estimates of β andβ =β−β the estimation errors. In view of (5), the following projection-type parameter adaptation law is used to guarantee that the parameter estimates remain in the known bounded region all the time.
P rojβ(
where Γ is a positive definite diagonal matrix of adaptation rates and σ is a parameter adaptation function to be synthesized later. It can be shown [16] that for any adaptation function σ, the projection mapping used in (7) guarantees
3.3. Desired compensation adaptive robust controller design. Define a switchingfunction-like quantity as
where e = x − x d is the trajectory tracking error vector, x d is the desired trajectory to be tracked by x, and K 1 is a positive definite diagonal feedback matrix. If p converges to a small value or zero, then e will converge to a small value or zero since the transfer function from p to e is stable. In this sense, controlling the output tracking error e is the same as regulating p. The state realization of (10) 
and the exponentially converging rate
can be any value by assigning the poles of A to the far left plane.
Noting (10) and the property (3),
Combining (4) and (13), the control input and the model uncertainties are related to p through a first-order dynamics given bȳ
Let h(x,ẋ,ẋ eq ,ẍ eq , ω) be a bounding function satisfying
For example, choose
where β M = β max − β min . According to [21] , it can be proved that there are known non-negative bounded scalars γ 1 (t), γ 2 (t), γ 3 (t) and γ 4 (t), which depend on the desired trajectory and A only, such that the following inequality is satisfied
Noting the structure of (15), a desired compensation adaptive robust control law shown in Figure 2 is designed as follows:
whereτ a is the adjustable model compensation needed for achieving perfect tracking, and τ s is a robust control function having the form of
whereτ s1 is used to stabilize the nominal system, p is defined in (10), K s1 is any symmetric positive definite matrix, K e = P is defined in (12) and γ ep is a positive scalar. K s1 , K e and γ ep are large enough such that
where ε 0 is any positive scalar, and γ 5 , γ 6 , γ 7 , γ 8 , γ 9 and γ 10 are any positive scalars satisfying
τ s2 is a robust feedback term used to attenuate the effect of model uncertainties.τ s2 is synthesized to satisfy the following robust performance conditions
where ε is a design parameter which can be arbitrarily small. Essentially, i) of (23) Figure 2 . Desired compensation adaptive robust controller uncertaintiesβ and uncertain nonlinearitiesD, and ii) of (23) is to make sure thatτ s2 is dissipating in nature so that it does not interfere with the functionality of the adaptive control partτ a . How to chooseτ s2 to satisfy constraints like (23) can be found in [17] .
With this DCARC control law, the tracking error dynamics shown in (15) can be rewritten as
and the following theoretical performance holds:
Theorem 3.1. With the projection type adaption law (7) and an adaptation function of 
is bounded above by
B. If after a finite time t 0 there exist parametric uncertainties only (i.e.,D = 0, ∀t ≥ t 0 ), then, in addition to results in A, zero final tracking error is also achieved, i.e., e → 0 and p → 0 as t → ∞.

Proof: Noting Property 2.2 and (12), the time derivative of V s given by (25) iṡ
Noting (18), (23) and (24)
Applying the inequality
where 4b 2 b 3 = b 2 1 to (28), we havė
If (21) is satisfied, (30) becomeṡ
Integrating (31) leads to (26). So, A of Theorem 3.1 is proved. Now consider the situation in B of Theorem 3.1, i.e.,D = 0, ∀t ≥ t 0 . Choose a positive definite function V a as
Noting (28), condition ii) of (23), and P2 of (9), the derivative of V a satisfieṡ
in which the fact that the unknown parameter vector is assumed to be constant has been used in obtainingβ =β. Thus, ∀t, • , 0
The ship is hit by the wave on three different orientations. The yaw, pitch and roll orientations are all affected by the angular disturbance 15 sin(0.25πt)
• , which are known from the sensors. The system parameters in simulation are given in Table 1 . I 1 , I 2 and I 3 are the moments of inertia of the three subsystems, respectively.β(0) is the initial value ofβ.β max andβ min are the upper and lower bounds ofβ, respectively. As shown, when there is no disturbance, the four controllers can track the desired trajectories accurately with good transient responses. The trajectory tracking errors e → 0 as t → ∞, which verifies the excellent tracking capability of the proposed algorithms. Furthermore, the tracking errors of the ARC and the DCARC converge to zero more quickly than the AC and the DRC. The DCARC also has the smallest transient tracking error and the quickest tracking speed.
4.2.
Tracking and stabilizing with non-persistent disturbance. In the second situation, the ship is hit by the wave before t = 4s. After t = 4s, the disturbance disappears. Therefore,N (x,ẋ, ω) = 0 before t = 4s, which means that there are inertial forces from When the disturbance exists, the four controllers can track the desired trajectories quickly and accurately. The tracking errors e are small. The DCARC perform much better than the other three controllers. When the disturbance is gone, e → 0 as t → ∞. the tracking errors of the ARC and the DCARC converge to zero more quickly than the AC and the DRC. The DCARC performs better than the ARC on roll angle and pitch angle tracking, but a little worse on the yaw angle tracking. Because, at t = 4s, the yaw angle tracking error of the DCARC is coincidently large, but the yaw angle tracking error of the ARC is small. So, it seems that the yaw angle tracking error of the DCARC converge to zero a little bit slower than the ARC. On the whole, the DCARC performs best in the four.
4.3.
Tracking and stabilizing with persistent disturbance. In the third situation, the ship is hit by the wave all the time. Disturbance exists all the time even in the initial tracking period. It requires that the MSCS can track the aimed satellite and eliminate the disturbance from the carrier in the same time.
As shown in Figure 5 , when the disturbance exists, the four controllers can track the desired trajectories quickly and accurately. The tracking trajectory errors e alway remain in small regions. Furthermore, the DCARC has the smallest transient tracking errors in the four controllers.
The results in three cases all indicate that the DCARC and the ARC performs much better than the AC and the DRC. Due to unchanged parameter estimations, there are unmatched model errors in the DRC all the time. So, the large tracking errors come into existence. Fortunately, the robust part of the DRC works. So, the DRC can track the desired trajectory eventually. Although the AC updates the parameter estimations all the time, the robustness of the AC is not very good. When there exists disturbance, the Figure 5 . Tracking and stabilizing with persistent disturbance tracking errors of the AC are even worse than the DRC. The ARC theory effectively integrates adaptive control with robust control through utilizing online parameter adaptation to reduce the extent of parametric uncertainties and employing certain robust control laws to attenuate the effects of various uncertainties. In ARC, a projection-type parameter estimation algorithm is used to solve the design conflict between adaptive control and robust control. Thus, high final tracking accuracy is achieved while guaranteeing excellent transient performance. The DCARC performs a little better than the ARC. Because the regressor in the DCARC only depends on the states of the desired trajectory, which can reduce the effect of measurement noise. Moreover, a faster adaptation rate is chosen in the DCARC to speed up the transient response and to improve overall tracking performance.
5. Conclusion. The tracking and stabilizing control of a typical ship-mounted mobile satellite communication system is studied in this paper. Unlike the former studies on MSCSs, a MIMO tri-axis nonlinear model, which includes the kinematic and dynamic features of the MSCS, is used as the control object. In the tri-axis model, there are not only inertial forces and coupling nonlinear terms but also parametric uncertainties and uncertain nonlinearities. Hence, the desired compensation adaptive robust control theory is applied to deal with large parametric uncertainties and uncertain nonlinearities of the system. Based on the dynamic model of the system, a DCARC controller with trajectory planning is designed to make the system to track an aimed satellite with a satisfying transient response. The DCARC controller and other three controllers are tested under three different cases in the comparative simulations. The simulation results show the tracking and stabilizing effectiveness of the proposed DCARC controller.
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