Abstract
Introduction
Synthesis of Boolean functions is a classical problem in Computer Science. We study this problem here for functions exhibiting a particular type of regularity (Dreducibility) that, as we will see, is sufficiently common to make the case interesting. Informally, D-reducible (or Dimension-reducible) functions are functions whose points are contained in an affine space A strictly smaller than the whole Boolean cube {0, 1}
n . The D-reducibility of a function f can be exploited in the minimization process: the idea is to minimize the projection f A of f onto the space A, instead of f . This approach thus requires two steps: (i) deriving the affine space A and the projection f A ; (ii) minimizing f A in a given logic framework.
In this paper we focus on the standard SOP (Sum of Products) minimization, and we prove how our approach to the synthesis of D-reducible functions often turns out to be convenient. Moreover the algorithm deriving the minimum space containing f has time complexity polynomial in the representation of f (i.e., the initial SOP form of f .) Note that D-reducible functions depend in general on all their n input variables, however we are able to study them in a space of dimension strictly smaller than n.
As this study will need non trivial formal tools, we start here by giving an intuitive presentation of D-reducibility. Consider the function f = {0010, 0100, 0110, 1011, 1101} in the Karnaugh map on the left side of Figure 2 . The function f is D-reducible, i.e., we can project it onto a space of dimension three (the space marked with circles in the Karnaugh map). We can therefore study the new function f A that depends only on three variables, represented in the Karnaugh map on the right side of the figure. Notice that f and f A have the same number of points, but these are now compacted in a smaller space. If we synthesize f and f A in the classical SOP framework we obtain f = x 1 x 3 x 4 + x 1 x 2 x 4 + x 1 x 2 x 3 x 4 + x 1 x 2 x 3 x 4 , and f A = x 2 x 3 + x 1 x 2 + x 2 x 3 . (Note that f depends on all the variables x 1 , . . . x 4 .) The new and more compact form for f is then f = (x 1 ⊕ x 4 )(x 2 x 3 + x 1 x 2 + x 2 x 3 ) . The EXOR (x 1 ⊕ x 4 ) represents the new Boolean space where we study f A . Figure 1 shows the resulting network for the function f .
The key idea of this paper is that if we project a function onto a smaller Boolean space we have the chance of reducing the Hamming distance between its points in order to merge them in bigger cubes in the final SOP form. For ex- 
ample, consider the point 1101 in the Karnaugh map on the left side of Figure 2 ; its corresponding product x 1 x 2 x 3 x 4 is prime since no other point can be merged with 1101. If we project the function in the new space (x 1 ⊕ x 4 ) its corresponding point 110 can be merged with 010 giving rise to the smaller prime product x 2 x 3 . Observe that simple projections with single literals as x i · f do not change the Hamming distance between points, while projections with EXORs do.
In this paper we describe a simple test that establishes whether a function is D-reducible and computes the smallest space that contains it. We than propose a new three level logic form (DRedSOP) for f , consisting of a product of linear logic functions (i.e., an AND of EXORs of literals) representing the projection space A, and the SOP expression for f A . Figure 1 shows a DRedSOP network. Our experimental results show that about 70% of the functions in the classical ESPRESSO benchmark suite have at least one output that is D-reducible: although D-reducible functions form a subset of all possible Boolean functions, a great amount of standard functions of practical interest falls in this class.
In general we can represent any function as A · f where A is an affine subspace of {0, 1}
n . If f is D-reducible the space A is strictly contained in {0, 1} n , otherwise f is the function 1 · f where 1 represents the entire Boolean space {0, 1} n (i.e., A = {0, 1} n .) We can view this synthesis method as a special Boolean factorization where instead to literal terms we have EXORs. Factorization of literal terms is a widely studied field in multi-level logic [4, 18] . Finally note that D-reducibility and autosymmetry (described in [2] ) are different regularities, since autosymmetric functions can be studied in a new space whose variables are EXOR combinations of the original ones, and D-reducible functions are studied in a projection space producing an expression where the EXOR gates are in AND with a SOP form. However, D-reducible functions have an interesting connection with autosymmetric functions through their Walsh transform [1] .
The paper is organized as follows. In the first section we review some basic definition and properties of affine spaces. In Section 3 we formally define D-reducible functions. In section 4 we propose a synthesis algorithm for DRedSOP forms. Finally, in Section 5 we describe our experimental results.
Preliminaries: affine spaces and their representation
In this section we briefly review some basic notions on affine spaces that are useful in the sequel (for a more detailed introduction on affine spaces see [5, 6] ).
We work in a Boolean space {0, 1} n described by n variables x 1 , x 2 , . . . , x n , where each point is represented by a binary vector of n components. Hereafter, we shall use the terms vector and point with the same meaning.
In the space {0, 1} n , an EXOR factor is an EXOR (or modulo 2 sum), denoted by ⊕, of variables, one of which possibly complemented (an EXOR with just one literal corresponds to the literal itself). Let us now extend the symbol ⊕ to denote the elementwise EXOR between two vectors. Then α ⊕ β is the vector obtained from β complementing in it the elements corresponding to the 1's of α. For example 1011 ⊕ 0111 = 1100.
We recall that a vector subspace V of the vector space ({0, 1}
n , ⊕) is a subset of {0, 1} n containing the zero vector 0 = 00 . . . 0, such that for each v 1 and v 2 in V we have that v 1 ⊕ v 2 is in V . Note that a vector subspace of a vector space is a vector space itself.
Example 1
The set V = {000, 001, 010, 011} is a vector subspace of ({0, 1}
3 , ⊕). In fact, 0 = 000 is in V , and 001 ⊕ 010 = 011 ∈ V , 001 ⊕ 011 = 010 ∈ V , 010 ⊕ 011 = 001 ∈ V , 001 ⊕ 000 = 001 ∈ V , etc.
Each vector subspace V of ({0, 1} n , ⊕) contains 2 k vectors, where k is a positive integer. We say that V has di-mension k or is k-dimensional (shortly dim(V ) = k). The subspace of Example 1 has 2 2 points, and its dimension is 2.
A k-dimensional vector space V is generated by a basis B containing k vectors. Each vector v in a basis B is linearly independent from all the other vectors in B, i.e., v is not generated by any EXOR combination of the other vectors in B. A vector space, in general, has not a unique basis. In fact, a set of k linearly independent vectors in a vector space V of dimension k always forms a basis of V . For example the vector space V = {000, 001, 010, 011} has three different bases, namely {010, 011}, {001, 010}, and {001, 011}.
Given a vector subspace V of ({0, 1} n , ⊕), and a point α in {0, 1} n , we build an affine space performing the EXOR between α and each point of V . Formally we pose:
Example 2 Consider the vector space V = {000, 010, 011, 001} and the vector α = 100 ∈ {0, 1}
3 .
is an affine space over V .
Note that we can choose α as any vector of A.
In this example vector space) can be arranged in a k × n matrix whose rows correspond to the points, and whose columns correspond to the variables x 1 , x 2 , . . . , x n (see for example Figure 3 ). A matrix of points in {0, 1} n is in binary order if its rows (points) are sorted as increasing binary numbers. For example the two matrices in Figure 3 are in binary order. As proved in [5] , the canonical basis B A is indeed a basis of V in the algebraic sense, i.e., the points of B A are linearly independent.
An interesting property of affine spaces is that
(α ⊕ V ≡ V ) ⇔ α ∈ V .
Definition 4 The canonical representation (α A , B A ) of an affine space is given by its canonical translation point together with its canonical basis.
For example, the canonical representation of the affine space A in Figure 3 is α A = 00001 and B A = {00101, 01010, 10010}.
We can note that the canonical basis corresponds to the basis derived by a matrix in reduced row echelon form [6] . The reduced row echelon form of a matrix is unique. Thus the canonical representation uniquely specifies an affine space (see [5] for more details). We partition now the Boolean variables of an affine space in two sets as follows. Observe that the canonical variables are the truly independent variables in the space A, in the sense that they can assume all possible combinations of 0-1 values. On the contrary, on A the non-canonical variables are not independent because they can be defined as linear combinations (i.e., EXORs) of the canonical ones.
Definition 5 Let
This fact is clearly expressed by the characteristic function of an affine space, represented by an algebraic expression involving AND and EXOR operators. In fact, as shown in [5] , an affine space can be represented by a simple expression (called pseudoproduct) consisting in an AND of EXORs or literals. For example
The characteristic function of an affine space can be expressed in various ways as a pseudoproduct. Among these forms, a canonical (CEX) expression given in [15] is of particular relevance. In the following definition we explain how to derive the CEX expression of a given affine space A (the direct connection between the canonical basis of an affine space and its CEX expression is detailed in [5] ). 
Definition 6 Let
A = α A ⊕ V(x 2 ⊕ x 4 )(x 2 ⊕ x 3 ⊕ x 5 )x 6 .
D-reducible functions
In this section we define the class of D-reducible Boolean functions, and analyze their properties. Informally, D-reducible functions are functions whose points are contained in an affine space strictly smaller than the whole Boolean cube {0, 1} n .
Definition 7 The Boolean function
n is an affine space of dimension strictly smaller than n.
Definition 8 Let f be a D-reducible function. The smallest affine space containing f is called its associated affine space.

Proposition 1 The smallest affine space containing a Boolean function f is unique.
Proof. Let us suppose that f ⊆ A 1 and f ⊆ A 2 . We first observe that A 1 and A 2 must be affine spaces over the same vector space (this can be verified by some algebraic manipulation). Thus the thesis easily follows since two affine spaces over the same vector space either coincide or are disjoint, and in our case
Note that A can be a vector space. The reason why we consider affine spaces, instead of vector spaces, is that the smallest affine space containing a function f can have dimension a unit smaller than the dimension of the smallest vector space containing f . For instance, the smallest vector space containing the parity function is {0, 1} n , while the smallest affine space is the set of binary vectors corresponding to the parity itself, i.e., the set of vectors with odd Hamming weight, which has dimension n − 1.
Proposition 2 Let f be a D-reducible function and A its associated affine space. Then f = χ A · f A , where χ A is the characteristic function of A and f A is the projection of f onto A, i.e., f A ⊆ {0, 1}
dim A is the characteristic function of the set f ∩ A.
Proof. For any Boolean function f and any subset A ⊆ {0, 1}
n , we can decompose f as f = χ A · f A + χ A · f A , where f A and f A are the projections of f onto A and A, respectively: f A = χ f ∩A , f A = χ f ∩A . Let f be D-reducible, and let A be its associated affine space. Since f ⊆ A, f A is the constant zero function, and the thesis immediately follows.
Corollary 1 Let f be a D-reducible function, and A its associated affine space. The function f A depends on the d = dim A (< n) canonical variables of the affine space A.
Since A is an affine space, we finally have 
Synthesis of D-reducible functions
In this section we show how the property of Dreducibility can be exploited to perform the synthesis of a Boolean function. Remember that a D-reducible function f can be written as f = χ A · f A , where χ A is the characteristic function of A and f A is the projection of f onto A (see Proposition 2). Intuitively, the idea is that of reducing the minimization of f to the minimization of f A , which depends on less variables.
We start by showing how to efficiently test whether a function is D-reducible, and derive its associated affine space.
D-reducibility Test
Given a Boolean function f : {0, 1} n → {0, 1}, we can perform the D-reducibility test by applying a classical linear algebra tool: the Gauss elimination.
Let m = |f |. If we execute the Gauss elimination on the m × n matrix whose rows are the points of the function, we get a basis for the smallest vector space containing f .
As already noted we are interested in getting the smallest affine space containing f , since its dimension can be smaller. To this aim, we first note that if the zero vector is a point of f , than A is a vector space (indeed, whenever an affine space contains the zero vector, then it is actually a vector space). Otherwise, f can be contained in an affine space that is not a vector space.
We derive A performing the following steps:
1. We pick any point of f , say v, and compute the set v ⊕ f . If the zero vector belongs to f , we choose v = 0.
2. We compute the smallest vector space V A containing v ⊕ f by Gauss elimination.
We finally derive
where v is the same vector chosen in the first step.
Note that, whenever f do not contain the zero vector, we can choose any point v ∈ f in the first step without changing the result, i.e. the affine space A. This is a consequence of Proposition 1.
The time complexity of this D-reducibility test is polynomial in n and |f |. More precisely the computational cost of the Gauss elimination is O(n|f |
2 ). Since |f | is often exponential in the number of variables n, the complexity of the test can be exponential in n. In Section 4.4 we discuss a more efficient test that computes the associated affine space of a function f in time polynomial in the original SOP representation of f , and not in the number of its minterms.
Variable reduction
Recall that a D-reducible function f can be written as f = χ A · f A , where f A depends only on dim A variables (see Corollary 1). Moreover χ A , the characteristic function of the affine space A covering f , is a pseudoproduct with (n − dim A) EXOR factors, each containing a different non-canonical variable. The dim A variables on which f A depends are exactly the canonical variables of A. Indeed the non-canonical variables depend, through the EXOR factors of χ A , on the canonical ones.
Synthesis
We propose to synthesize a D-reducible function f = χ A · f A as follows. We represent χ A using its CEX, getting an EXOR-AND network. We can then synthesize f A in any logical framework (SOP [3, 7] , three-level-logic networks [8, 9, 10, 11, 12, 16, 17] , etc.). The synthesis of f A could be easier than the synthesis of f , since f A depends on dim A < n variables. Moreover the size of the network for f A should be smaller than the size of the corresponding network of f . Indeed f and f A have the same number of points, but f A is defined in a smaller space and its points are less sparse.
For example consider the function f = {0010, 0100, 0110, 1011, 1101}, whose Karnaugh map is shown on the left side of Figure 2 . f is D-reducible, and its associated affine space is described by the CEX expression  (x 1 ⊕ x 4 ) . We can project f on the Boolean space of dimension 3, represented in the Karnaugh map on the left side of Figure 2 with circles. We can therefore study the function f A , represented in the Karnaugh map on the right side of the figure. f A depends only on the canonical variables of A, i.e., x 1 , x 2 , and x 3 .
Notice that we have the same number of points, but these are now compacted in a smaller space, i.e., the points of the function are more adjacent and we have more chance to merge them into cubes. Suppose we want to synthesize f and f A in the classical SOP framework. We have f = Figure 1 shows the resulting network for the function f .
Test from PLAs
The test algorithm described in Section 4.1 considers functions represented by their minterms. Generally Boolean functions are represented by SOP expressions containing cubes and not only minterms (e.g., PLAs). In this section we explain how to perform the D-reducibility test starting from a SOP of a function, without generating all its minterms. The complexity of this new version of the test becomes O(nP 2 ), where P is the number of products in the given SOP for f . Observe that in practical cases, we have often P << |f |.
We describe the idea starting with an example. Let f = {000000, 001000, 010001, 010011, 011001, 011011} be represented with the SOP: x 1 x 2 x 4 x 5 x 6 +x 1 x 2 x 4 x 6 . The product x 1 x 2 x 4 x 6 is represented in a PLA by the row 01-0-1. For each don't care (-) in the product, we can generate a vector composed by all zeros but a 1 in the position corresponding to the don't care. For instance, in our example we generate the vectors 001000 and 000010. These vectors would be surely generated during the Gauss elimination step. In fact we have: 001000 = 010001 ⊕ 011001 and 000010 = 010001 ⊕ 010011. The matrix to be processed by the Gauss elimination algorithm will then contain: the original vector with 0 instead of the don't cares (010001) and the new generated vectors (001000 and 000010).
Notice that a product is a particular pseudoproduct and represents an affine space
where d is the number of don't cares. Moreover the basis of V A is a subset of the standard basis of {0, 1} n , i.e., e 1 = 100 . . . 00, e 2 = 010 . . . 00, . . ., e n = 000 . . . 01. Therefore our idea is to represent a product only with d + 1 vectors instead of 2 d minterms. These d + 1 vectors are the basis of V A , together with α. Moreover, we add a vector of the basis of V A if and only if it has not been already used for representing another product. In conclusion the P products in the given SOP of f are transformed into at most P + n vectors in input to the Gauss elimination algorithm.
In the former example, the first product can be represented by 000000 and 001000, and the second by 010001, 001000 and 000010. Thus, the input to the Gauss elimination step is given by the set of vectors: {000000, 001000, 010001, 000010}. Note that the vector e 3 = 001000 has been written only once.
Incompletely Specified Functions
Let us now briefly discuss how to extend the notion of D-reducibility to functions with don't care points (denoted by * .) The extension to incompletely specified functions is important because synthesis techniques usually benefit from the presence of don't cares; and the synthesis of Dreducible functions would analogously be greatly improved by projecting onto A also the don't care set.
Our current approach to the synthesis of D-reducible functions is rather restrictive, as it projects onto the affine space A only the ON set of a D-reducible function.
In order to keep the dimension of A as small as possible, we still define A as the smallest affine space covering only the ON set of a function.
Definition 9 An incompletely specified function f : {0, 1}
n → {0, 1, * } is D-reducible if its ON set can be covered by an affine space of dimension strictly smaller than n.
Once A has been derived, we project onto A not only the ones of f , but also its don't care set. The points of the don't care set that are not covered by A are set to 0.
Experimental results
In this section we compare the size of the networks described in Section 4.3 (in short DRedSOPs) with the size of the corresponding minimum SOPs. To this end we count the number of literals and the number of gates (OR, AND and EXOR) of an expression. In the multi-level context the cost function is the number of literals in each different gate (see [13, 14] ). We observe that in many technologies EXOR and OR (or AND) gates have different costs.
In [14] the authors consider a 2-input EXOR gate as x ⊕ y = xy + xy. Thus the cost of a 2-input EXOR gate is 6 (4 literals and 2 products), while the cost of the 2-input OR and AND gates is 2. Generally, by the associative property of the EXOR operator, we can always see a k-input EXOR gate as the composition of (k−1) 2-input EXOR gates. (The realization is a tree of EXOR gates. Note that an EXOR tree for a k-input EXOR can always be balanced, thus its height is log 2 k .) Therefore, we can use a cost function μ where a k-input EXOR gate costs 6(k − 1), and k-input OR/AND gates cost k. With these measures we compare DRedSOP and SOP expressions.
Note that, for SOP expressions the cost μ (that we call μ SOP ) corresponds to the sum of the number of literals (L) and different AND gates (A) in the SOP expression, i.e., μ SOP = L + A. For the DRedSOP form of a function f , the cost is μ DRedSOP = μ SOP + AD + E, where E is the total cost of the EXOR gates, μ SOP is the cost of the SOP of the projected function f A , and AD is the cost of the final AND gate. In fact, AD = nE + 1, where nE is the number of EXORs, and 1 is the output of the SOP. For example for the DRedSOP: (x 1 ⊕ x 2 )(x 1 ⊕ x 3 )(x 1 x 4 + x 6 ) we have AD = 2 + 1 and μ DRedSOP = 5 + 3 + 2 * 6.
Our minimization method has been tested on a range of functions taken from the ESPRESSO benchmark suite [19] . CPU times are reported in seconds on a Pentium III 800MHz machine with 512MB of RAM. The Gauss elimination is computed with Mathematica 5.0. In our experiments, we have first computed the number of functions that have at least one D-reducible output in the benchmark suite. The number of such functions is about 70% of the total. We have then synthesized these functions in order to evaluate whether their DRedSOP network is indeed more compact than the classical minimum SOP form. We have minimized both SOP and DRedSOP forms using ESPRESSO EXACT [3] . The size of the resulting networks has been compared using the cost function μ. Table 1 shows a significant subset of our results. The cost of the PLA for the SOP form is reported in the fourth column (μ SOP ) of the table, while the overall cost of the DRedSOP network is in the seventh column (μ DRedSOP ).
We can note that the DRedSOP is not always smaller than the minimum SOP form. This is due to different reasons. First, the EXOR part of the network can be expensive in the CMOS technology. Moreover, some functions benefit from the multi-output minimization; after the projection of some outputs, it can happen that the common products are reduced in number.
We have compared area and delay of these functions using SIS tool, after the technology mapping. Table 2 shows the results of a significant subset of our experiments.
We have also checked whether the SIS multi-level synthesis does discover the D-reducibility property. For this purpose we have run the "rugged" script onto both the SOP and DRedSOP networks. We have noticed that the resulting networks are different especially when the characteristic function of the affine space A contains some EXORs.
Finally, we can observe from Table 1 that a significant number of benchmark functions have a reduced size for their DRedSOP form (the functions that have a positive value in the gain column of the table.) Therefore we propose our algorithm as a preprocessing step before the logic synthesis process.
Conclusion
In this paper we have introduced the notion of Dreducibility of a Boolean function f . This approach supplies a new tool for efficient minimization.
For a D-reducible function f , depending on n variables, a new function f A , depending on less than n variables, can be defined and built in polynomial time. Our experiments have shown that a great number of functions of practical importance are indeed D-reducible, thus validating the overall interest of our approach.
Our minimization algorithm would probably be greatly improved if formulated on BDD's as its applicability is presently limited by the size of the input. This promising approach is currently under investigation.
