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In a recent paper, the writer described an algorithm for determin- 
ing the best least squares fit of N q- 1 continuous line segments to 
a curve g(x) in an interval (a, fi). The method involved the solution 
of functional equations i  which the functional was defined over a 
two-dimensional space. In this paper is formulated an alternative 
algorithm, using a different criterion function, that reduces to con~ 
sideration of a functional of one variable. The criterion function 
gives the best least squares fit of (constant) slopes of line segments 
to the derivative g'(x) of the function g(x); this leads to a class of 
solutions, from which is selected that which minimizes the original 
criterion function. An analogy to control theory along lines recently 
pointed out by Aoki is discussed. 
INTRODUCTION 
An algorithm was described in Gluss (1962b) for obtaining an optimal 
fit, given N, of N continuous line segments 
y -= aj ~ bix, uj- i  <= x <= uj (1) 
to a curve g(x) defined over the interval (a, ~), where the u3 may take 
on any values such that  a = u0 < ul =< ""  -<_ u~ < u~+i -- 8. 
Since the lines are continuous at the segmentation points u l ,  we also 
have 
aj ~ bjuj -~ aj+l + bj+iuj. (2) 
Opt ima l i ty  was def ined re lat ive  to obta in ing  a best  least  squares  fit 
of the  l ine segments  to the  curve g(x), using the  cr i ter ion funct ion  
* This work was performed by the author in consultations with l IT  Research 
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hr+l f u] 
F = ~ [g(x) - -  a j  - bjx] 2 dx .  (3) 
3"=1 j - I  
The algorithm comprised the formulation and method of compu- 
tational solution of a functional equation of a dynamic programming 
nature that involved afunctional oftwo variables. This made the solu- 
tion much more cumbersome than for the same problem without he 
continuity constraint ofEq. (2), which problem involved a functional 
of only one variable (see Bellman (1961), and Gluss (1962a)). 
However, ifwe consider a new optimality criterion suggested byL. A. 
Zadeh, one that comprises a least squares fitting of the derivatives of 
the line (i.e., the b j) to the derivative g'(x) of the function, we may then 
obtain a very simple class of solutions from which we may then choose 
that which relatively gives the smallest value of F (Eq. (3)) obtainable 
from that class. 
We may justify this procedure by stating that experience in numerical 
analysis, besides one's intuition, suggests that integrating the fit of 
derivatives of a function provides a good fit to the function itself. The 
method described below using a blend of the two types of fit should 
prove that much more efficient. 
THE METHOD 
Firstly, we wish to obtain N values uj and (N + 1) b/s such that 
they minimize the criterion function 
N-l-1 f u] 
F~(u~ , . . . ,  u~; h i ,  " " ,  b~v+~) = 
j= l  tj_1 
Let 
[g ' (x )  - b;] 2 dz. (4) 
[ ] fN(~) = Min f i v - l (u~)  + Min [g'(x) -- bN+l] 2dx  . (7) 
a<.Un<=B b,v+i N 
fN(¢) = Min F1. (5) 
[u j ;b j ]  
Then we obtain the functional equations 
fo(¢) =Min  [g'(x) - bl] 2 dx ,  (6) 
bl 
and 
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It follows that 
i.e.~ 
GLUSS 
f~ [g'(X) - -  b~v+l] dx = O, (8)  
N 
b~+l = g(~) - g(uN) (9) 
- -  ~4hr 
which states that the slope of the line segment in the interval (uN, ~) 
is equal to the slope of the line passing through the two points on the 
curve g(x)  corresponding to the end-points u~ and ~ of the interval. 
(Equally well, directly from Eq. (4) we may obtain the analogous for- 
mula for all j. 
b~+l = g(uj+l) -- g(u j )  (10)) 
uy+l --  us 
Differentiating with respect o uN in Eq. (7), we also obtain 
f f  Obgr+l ~ --2 [g'(x) -- bN+~] dx -- [g (u~) -- bN+~] 2 + f k -~(u~)  = O, 
N 0U~r 
which, by Eq. (8), reduces to 
/ i - l (UN)  = [g'(uN) --  bN+l] 2, (11) 
or 
ttence, having computed f~ 1@) for all y in (a, fl), we may deduce 
fN(~) and the corresponding u~ and ~, using Eqs. (8), (9), (11), and 
(12) : either we perform a discrete search for uN, or we solve Eq. (11) 
by successive approximation. The boundary condition f0(~) is obtained 
simply from Eq. (6), giving 
fo( ) = f f  [g'(x) - _ (13) 
GEOMETRICAL  INTERPRETAT ION 
We have found the required u j ,  bj such that F1 is minimized, and we 
now return to the original problem of fitting line segments to g(x) .  
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, , -  g (x )  
l ' i 
" ui_1 u I u i+,  ,8 x 
Fro. 1. Parallel segments from the class of first stage solutions 
Since the segments are continuous, by Eq. (10) the segments connecting 
the points [a, g(a)], [uz, g(uz)], - . .  , [ui, g(uj)], . . -  , [u~, g(uN)], 
[B, g(~)] will suffice (see Fig. 1). However, the same group of segments 
moved up (or down) a fixed distance parallel to the y-axis will have the 
same u3, bj and hence will also satisfy the optimality conditions. 
SECOND STAGE OF ~/~ETHOD 
Hence, after obtaining the u j ,  b i ,  we must initialize by finding a 
reference point, since we only have the slopes of the line segments and 
the intervals in which they are defined, and not the actual lines them- 
selves. Hence we must now minimize, in some sense, over the class of 
parallel line segments ets. Having determined the u j ,  b3 there is only 
one degree of freedom left, and it seems natural to use it so as to obtain 
the best least squares fit according to the original criterion function F, 
i~l which there is now only one independent unknown. 
Let us define this to be the initial value Yo of the line segment set. 
The line segments (Eq. (1)) are now given by 
y = Y0+ [g(uj-i) - g(c~)] + b/x -  u~-l),  uj-1 <= x <= uy (14) 
where y(~) = Yo ; y(~) = Yo + g(~) - g(~), and the criterion func- 
tion F (Eq. (3)) is now 
hr+l f l  ~i 
F(go)  = ~ [g(x) -- Y0 -- [g(uj_z) -- g(a)] 
~=1 ~-1 (15) 
-- b¢(x - uj-1)] 2 dx. 
Minimizing over Y0, we obtain by differentiation 
[g(X) - -  Yo  - -  [g (u j  z) -- g(ot)]-- b j ( , ,T~-  '~j-1)] dx = 0, (16) 
j=l -1 
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which reduces with some manipulation and integration to 
f: (~ - -  a)Yo = g(x )  dx -F (~ - a )g (a )  
N-}- I
- -  ~ (uj  - -  uj-1)[g(u~'-l) - -  bj  U~- l ]  - -  1 N+I 
/ ,  
=]  g(x) dx+(~ 
J a  
(u~ "~ -- u~-l) b3' 
N+I I bJ (ui - u~-1)l" - ~ (~i - ui-~) g(~;-~) + ff 
J= l  
Hence, using Eq. (10), we get for the optimal Y0 
Yo = g(a) + ~ g(x) dx 
(17) 
N+I  
_ 1 Z] (~ - u~_t)[g(up + g(~_~)]. 2 j=l 
A check on the validity of this result is that, as N --+ ~,  the summation 
tends to the integral, and Y0 -~ g(a), as is to be expected. 
A CONTROL THEORY ANALOGY 
As recently pointed out by Aoki (1962), the curve-fitting problem 
considered above has an interesting and simple analogy in control 
theory, and it is of interest o comment on this and to show in par- 
ticular the significance that the second stage optimization of Y0 has in 
the related control problem. 
The function g(t)--we shall use t instead of x, since g is a function of 
time--defined in the time-interval (a, ~) may be regarded as a trajec- 
tory that we wish to follow as closely as possible starting at time a 
up to a final time ft. The equations of motion are simply 
dy  b~ = (18) 
d~-  ' u~-1 < y_-_ u~ 
with boundary conditions at each uj being those of continuity. Equa- 
tion (18) and the boundary conditions are equivalent o Eqs. (1) 
and (2) respectively. 
Hence our control problem is to start a particle off at y = Y0 at 
time t = 0, subject to the above equations of motion, and in such a 
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way that we may change b~. to b~.+~ at N points of time uj which may be 
chosen at our discretion, given only that N is fixed. In order to determine 
the equations of motion, we have used a path criterion function F1 
(Eq. (4)) that minimizes the integral over (a, fl) of the square of the 
difference between g ' ( t )  and the velocity of the particle. 
Having determined the equations of motion, we then find that i n i t ia l  
state Yo which minimizes the path criterion function F (Eq. (3)), a 
least squares fit to the prescribed trajectory g( t ) .  
Aoki (1963) considers a more complicated and realistic system of 
equations of motion; however, he restricts himself to prescribed given 
u j ,  whereas the problem can, at least conceptually, easily be relieved 
of this additional constraint. 
FITTING OF POLYNOMIALS 
With very little additional effort, the curve-fitting method described 
in this paper may be extended to fitting of continuous polynomial seg- 
ments of order n when the 1st, 2nd, -.. , (n -- 1)th derivatives are 
constrained to be continuous. 
For example, if we require a fit of cubics 
y = a j  + b jx  + c~x 2 + d~x 3, (19) 
with continuity in y, y', and y", we determine d~- and uj by minimizing 
N+I fu~j 
= [ f ' (x )  - 6d ] 2 dx. (20)  
j= l  j -1  
Having done this, we determine the (N + 1) c/s using the N continuity 
conditions on y,1 and minimization of 
N+I  fuu] F2 = ~ [gl'(x) -- 2ej  - -  6d~ x] 2 dx  (21) 
j~ l  i--1 
given these N constraints. 
Similarly, using the N continuity conditions on y' and minimization of 
N+I fu:~] F, = ~ [g'(x) - -  b3 - -  2e j  x - -  3d j  x2] 2 dx ,  (22) 
j=l j--1 
the bj are determined, with the aj following in the same manner using 
continuity of y and the criterion function 
N+I fu] 
F = ~ [g(x) - -  a3 - -  bj x - -  c jx  2 - -  d~x3] 2 dx.  (23) 
]=1 ~*j--1 
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This method can at present only be justified as an approximate 
curve-fitting method; numericM experience will have to show how 
accurate it is, although fitting of derivatives usually provides remarkably 
close fitting of the original function. One obvious advantage of the 
method, however, is that it is computationMly feasible, whereas the 
usual method will produce functional equations in funetionals defined 
over (n + 1)-space for fitting of nth order polynomials. 
Finally, it might be mentioned that the cubic case was considered 
because the continuity of y, y', and y" is directed towards energy con- 
siderations--for example, when g(t) is a speech wave. 
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