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Abstract
Let Λ be an ordered abelian group, Aut+(Λ) the group of order-preserving automorphisms
of Λ, G a group and α : G→ Aut+(Λ) a homomorphism. An α-affine action of G on a Λ-tree
X is one that satisfies d(gx, gy) = αgd(x, y) (x, y ∈ X, g ∈ G). We consider classes of groups
that admit a free, rigid, affine action in the case where X = Λ. Such groups form a much larger
class than in the isometric case. We show in particular that unitriangular groups UT(n,R) and
groups T ∗(n,R) of upper triangular matrices over R with positive diagonal entries admit free
affine actions. Our proofs involve left symmetric structures on the respective Lie algebras and
the associated affine structures on the groups in question. We also show that given ordered
abelian groups Λ0 and Λ1 and an orientation-preserving affine action of G on Λ0, we obtain
another such action of the wreath product G ≀ Λ1 on a suitable Λ
′.
It follows that all free soluble groups, residually free groups and locally residually torsion-
free nilpotent groups admit essentially free affine actions on some Λ′.
Introduction
Let Λ be an ordered abelian group. A Λ-metric space is defined in an entirely analogous way to
a conventional (R-)metric space. Just as one has R-trees and group actions by isometries on R-
trees, group actions on Λ-trees by isometries have been studied in the literature, with a particular
emphasis on free actions. This strand of geometric group theory has its origins in the notion of a
length function on a group as developed by Lyndon [15]. Groups admitting a free isometric action
(without inversions) on a Λ-tree can be thought of as a generalisation of free groups where the
maximal abelian subgroups are stabilisers of lines in the Λ-tree and are naturally embedded in Λ.
One of the principal novelties in contrast with free groups is that the maximal abelian subgroups
are not necessarily cyclic. See [13] for a survey of results in this area.
There is a more general concept of group actions by affine automorphisms on Λ-trees. An
automorphism g of a Λ-tree X is affine with dilation factor αg ∈ Aut
+(Λ) if d(gx, gy) = αgd(x, y)
for all x, y ∈ X . Here Aut+(Λ) denotes the group of order-preserving automorphisms of Λ. This
was initiated by I. Liousse in [14], who considered the case Λ = R, and was continued by the author
in [16] and [17] where the case of a general ordered abelian group was studied.
As a special case one can consider group actions on linear Λ-trees: these are Λ-trees isometric
to subtrees of Λ itself. In fact, in this paper the only Λ-trees we need to consider are of the form
X = Λ itself. Departing from standard usage, we will use the term ‘linear Λ-tree’ in this paper to
mean a Λ tree of the form X = Λ. Any reference to an action ‘on Λ’ should also be taken to mean
an action on Λ viewed as a Λ-tree.
In the isometric case, the analysis of groups that act on linear Λ-trees is easily done: a group
admitting such an action factors through the group of isometries of Λ, which has the form Λ⋊C2.
It follows that groups admitting free actions on linear Λ-trees – and more generally faithful actions
– by isometries without inversions are embeddable in Λ.
The main purpose of the current paper is to show that in the affine case groups admitting free
actions on a linear Λ-tree (for some Λ) form a much richer class. Our first main result is the
following.
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Theorem 0.1. Every finitely generated torsion-free nilpotent group admits an essentially free affine
action on Zm with the lexicographic order for some m.
Essential freeness of an affine action is a stronger property than freeness which implies rigidity
(also called the non-nesting condition) and is robust under certain important operations, notably
the base change functor and the Λ-fulfilment: see [17, §2.1] for further details. Essentially free
affine actions are automatically without inversions. Furthermore free isometric actions without
inversions are essentially free.
We will use the shorthand ITF for groups that admit a free isometric action without inversions
on a Λ-tree for some Λ, or ITF(Λ) if we wish to specify the ordered abelian group in question.
Similarly ATFe and ATFe(Λ) will be used for groups admitting an essentially free affine action on
a Λ-tree. (In [17] we also use the notation ATF but we will not need this shorthand in the current
paper.)
Since locally fully residually ATFe groups are ATFe (see [16, Theorem 3.4]), and residually
torsion-free nilpotent implies fully residually torsion-free nilpotent (see [4, §3] for example), we
have
Corollary 0.2. Every locally residually torsion-free nilpotent group G admits an essentially free
affine action on some Λ.
In particular, right-angled Artin groups, residually free groups and free products of residually
free groups are ATFe.
A long-standing question of Baumslag asked whether free Q-groups are residually torsion-free
nilpotent. This has been answered recently in the affirmative by A. Jaikin-Zapirain [12]. It follows
that free Q-groups have an essentially free affine action on some linear Λ.
Moreover the free action given by Corollary 0.2 is ‘shift-free’ in the sense that each dilation
factor αg stabilises all convex subgroups of Λ.
The interplay between residually free, fully residually free and ITF groups is an interesting one.
Note that a free product of residually free groups is itself residually free if and only if it is fully
residually free, in which case the constituent groups are fully residually free. Moreover a residually
free group is fully residually free if and only if it contains no subgroup of the form F ×C∞ where
F is a free group of rank 2 (see [1]). Fully residually free groups are known to be ITF — see [5,
§5.5]. Moreover an ITF group is fully residually free if and only if it is residually free. Restricting
to Λ = R, a surface group is ITF(R) provided it is residually free. There are three ‘exceptional’
surface groups, namely the cyclic group of order two (π1(RP)), the Klein bottle group (π1(RP♯RP)),
and the fundamental group
π1(RP♯RP♯RP) = 〈x, y, z | x
2y2z2 = 1〉
of the connected sum of three projective planes; these three groups are not residually free and
do not act freely by isometries on an R-tree. On the other hand the group π1(RP♯RP♯RP) is
ITF(Z× Z).
Our next main result concerns the groups T ∗(n,R) of upper triangular matrices with real entries
and positive diagonal entries.
Theorem 0.3. The group T ∗(n,R) admits an essentially free affine action on Rk for some k.
Our other main result concerns wreath products.
Theorem 0.4. Let H be a group that admits an essentially free affine action on some Λ0, and let
Λ1 be another ordered abelian group. Then the wreath product H ≀Λ1 has an essentially free affine
action on Λ0 × Λ
′ where Λ′ is the subgroup of the product
∏
ω∈Λ1
Λ0 consisting of those elements
with well-ordered support.
It follows inductively that an iterated wreath product of torsion-free abelian groups G = A1 ≀
· · · ≀ Ak admits a free affine action on a linear Λ-tree. In case k = 2 it follows from a result of
Baumslag [2] that G is residually torsion-free nilpotent, so one can also deduce that G admits a
free affine action on a linear Λ-tree using Corollary 0.2.
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Corollary 0.5. Every free soluble group (i.e. every free group in the variety of soluble groups of
given derived length) admits an essentially free affine action on a linear Λ-tree for some Λ.
This corollary follows from Theorem 0.4 together with a well-known result of Sˇmel′kin [18]. We
note also that an alternative proof can be given using Corollary 0.2. For a result of Gruenberg
asserts that free polynilpotent groups (of given class row), and in particular free soluble groups
(of given derived length), are residually torsion-free nilpotent (see [10, Theorem 7.1], [3, Theorem
1.3]). Combining this result with Corollary 0.2 gives Corollary 0.5. One notable difference is the
action obtained via Corollary 0.2 is shift-free as already observed while the wreath product action
arising from Corollary 0.4 shifts the convex subgroups of Λ by the dilation factors αg.
It follows from our results that the group Aut+(Qn) of order-preserving automorphisms of Qn is
ATFe though it is not clear whether it can be shown that Aut+(Rn) is ATFe. The main obstacle
to using the arguments in this paper in the latter case is the fact that the endomorphism ring of
R is non-commutative.
In §1 we show that the groups UT(n,Z) are ATFe(Zm) for some m. There is a natural action
of UT(n+ 1,Z) on Zn by affine automorphisms. While this action is far from free, one can easily
characterise those matrices that correspond to affine automorphisms that are rigid and have no
fixed point – we use the term essentially hyperbolic to refer to these automorphisms and matrices.
The problem then reduces to showing that UT(n,Z) admits an embedding in UT(m+1,Z) whose
image consists of essentially hyperbolic matrices. The key idea here is to consider affine structures
on UT(n,Q) starting from a left symmetric structure on ut(n,Q). These give rise to matrices with
a natural block decomposition which can then be shown are essentially hyperbolic.
We then show in §2 how to extend this representation of UT(n,Z) in UT(m + 1,Z) to one of
T ∗(n,R) in an appropriate T ∗(k,R). It is necessary to increase the dimension of the codomain by
n and incorporate the log of the diagonal entries of T ∗(n,R).
Finally we show in §3 we consider wreath products of groups that admit essentially free affine
actions on some Λ0 with ordered abelian groups and prove Theorem 0.4. In fact we prove a
somewhat stronger result concerning a more general wreath product which we call the lexicographic
wreath product which contains the restricted wreath product. This enables us to apply Sˇmel′kin’s
theorem as outlined above.
1 Free affine actions of unitriangular groups
1.1 Affine actions on linear Λ-trees
We refer to [5] for the basic theory of Λ-trees and isometric group actions thereon, and to [16, §1]
for the basic theory of affine actions on Λ-trees. Let Λ be a linearly ordered abelian group written
additively.
Note that Λ is itself a Λ-metric space where d(x, y) = |x− y| = max{x− y, y− x}. As noted in
the introduction, the only Λ-trees that we will need to consider in this paper have this form.
We will make use of the lexicographic order in a somewhat general context. Let Ω be a linearly
ordered set, and Λω an ordered abelian group for each ω ∈ Ω. Let Lω∈ΩΛω be the subgroup of the
Cartesian product
∏
ω∈Ω Λω consisting of those (λω)ω∈Ω with well-ordered support. Thus⊕
ω∈Ω
Λω ≤ L
ω∈Ω
Λω ≤
∏
ω∈Ω
Λω.
We define a partial order on the Cartesian product by declaring (λω)ω∈Ω < (µω)ω∈Ω if λω0 < µω0
where ω0 = min{ω ∈ Ω : λω 6= µω}. This restricts to a linear order on Lω∈ΩΛω making it an
ordered abelian group, which we will call the lexicographic product of the Λω. If Ω = {1, . . . , n}
these three groups coincide, and are typically written Λ1 × · · · × Λn, or Λ
n
0 if the Λω are equal to
a common Λ0. In sections 1 and 2 the indexing set Ω will be finite, though the wreath product
construction in section 3 will require an infinite linearly ordered Ω.
If A is a subset of an ordered abelian group Λ such that x, z ∈ A and x ≤ y ≤ z imply
y ∈ A, we say that A is a convex subset; in particular one may speak of a convex subgroup. The
convex subgroups of an ordered abelian group are linearly ordered by inclusion. In the case of a
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lexicographic product as above, each ω determines a convex subgroup. If x, y ∈ Λ and nx < |y| for
all n ∈ Z we write x ≪ |y|; this is equivalent to the proper inclusion [x] ⊂ [y] where [x] denotes
the convex subgroup spanned by x.
The group of o-automorphisms (that is, order-preserving automorphisms) of an ordered abelian
group Λ will be denoted Aut+(Λ). Let G be a group and α : G→ Aut+(Λ) (g 7→ αg) a homomor-
phism. An α-affine action of G on a Λ-tree X is an action on X such that d(gx, gy) = αgd(x, y)
for all x, y ∈ X ; of course isometric actions correspond to the case where α is trivial. In the
case Λ = Rn the o-automorphisms of Λ include coordinate-wise rescaling maps (by a positive
dilation factor) as well as functions of the form x 7→ x + ζ(x) where ζ : Rn → Rn is an endo-
morphism with ζ(y) ≪ |y| for all y 6= 0. It follows that the group T ∗(n,R) of upper triangular
matrices with positive diagonal entries embeds in Aut+(Rn) with the natural action on Rn given
by left multiplication. In this context, it is useful to view elements of Rn as column vectors
(xn, . . . , x1)
⊤, which we will do throughout this paper. (Here x⊤ denotes the transpose.) Thus,
for example,


0
...
0
1

 ≪


0
...
1
0

 ≪


1
...
0
0

. This convention enables o-automorphisms as above
to be represented by upper triangular matrices acting on the left. We note however that not all
o-automorphisms of Rn arising as described from endomorphisms can be represented as elements
of T ∗(n,R). See [16, §1.1] for more details.
In this section will define a free affine action of UT(n,Q), the group of rational upper triangular
matrices with diagonal entries equal to 1, on Qm (for a suitable m) viewed as a Qm-tree. Building
on this, in section 2 we will describe a free affine action of the group T ∗(n,R) on a suitable Rk.
Just as the affine group can be represented as a subgroup of GL(n+ 1,R), if αg ∈ T
∗(n,R) we
can represent an αg-affine automorphism g : x 7→ αgx+ νg of R
n in matrix form as follows.
(
gx
1
)
=
(
αg νg
0 1
)(
x
1
)
Thus UT(n + 1,R) has a natural affine action on Rn, as does the subgroup T ∗(n,R) ⋉ Rn of
T ∗(n+ 1,R) consisting of matrices with 1 in the bottom right corner.
Note further that the map σ : x 7→ −x is an isometry (generating a cyclic group of order 2), so
we can extend the action of T ∗(n,R)⋉Rn above to one of 〈σ〉⋉ T ∗(n,R)⋉Rn.
Henceforth we will assume that all affine actions on linear Λ-trees preserve the order, and we will
identify elements of UT(n+ 1,R) with the corresponding affine automorphism of Rn as described
above.
An affine automorphism g of Λ is rigid if no subset of Λ of the form [λ1, λ2] = [λ2, λ1] = {µ ∈
Λ : λ1 ≤ µ ≤ λ2} (λ1 ≤ λ2) is mapped properly into itself by g
±1. If g preserves the orientation
of Λ, as we will generally assume, this is equivalent to requiring that if gǫλ > λ for some λ and
ǫ = ±1 then gǫλ′ > λ′ for all λ′ ∈ Λ.
An orientation-preserving automorphism g of Λ is hyperbolic if no point is fixed by g. We
note that affine hyperbolic automorphisms on more general Λ-trees are not as well-behaved as one
might expect from the isometric case; see [16, §1] for further discussion. Here we will consider
affine actions on Λ-trees that are essentially free; see [17, §3.1] for the general definition and basic
properties of essentially free actions. In our case where the Λ-tree is equal to Λ an affine action
is essentially free if each non-trivial group element g ∈ T ∗(n + 1,R) is rigid and hyperbolic (or
essentially hyperbolic); this amounts to the requirement that the lowest non-zero entry of g − 1
appears in the last column, and this entry is strictly lower than every other non-zero entry of g−1.
(Here 1 denotes the identity matrix.) That is, a non-trivial automorphism g = (aij) ∈ T
∗(n,R) is
essentially hyperbolic if the following implication holds.
If, for some i < n+ 1, either aii 6= 1 or aij 6= 0 for some i < j < n+ 1,
then ak(n+1) 6= 0 for some i < k < n+ 1.
Note that a product of essentially hyperbolic automorphisms is not necessarily essentially hyper-
bolic.
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The promised free affine action of G = UT(n,Q) on Qm for a suitable m, will be obtained via
an embedding γ¯ : G → UT(m + 1,Q) and showing that non-trivial elements of the image are
essentially hyperbolic with respect to the natural affine action on Qm. In fact our arguments in
this section and the next work with Q replaced by any ordered field, with one notable exception:
while the embedding of T ∗(n,R) in Aut+(Rn) is not surjective, the corresponding embedding of
T ∗(n,Q) in Aut+(Qn) is an isomorphism. Things are simpler still in case Λ = Zn; one has
Aut+(Zn)⋉ Zn ∼= UT(n+ 1,Z). (1)
This will enable us to conclude that every group admitting an essentially free affine action on Zn
is finitely generated torsion-free nilpotent.
1.2 Affine structures and left symmetric structures
We will proceed by considering the standard left symmetric structure on the Lie algebra g =
ut(n,Q) consisting of all n × n matrices with rational entries and zeroes on and below the main
diagonal, and using it to obtain a complete affine structure dγ¯ on g, and thence the promised
free action of UT(n,Q). We refer to [8, §2] for an account of the requisite Lie algebra material
(including an example covering the case n = 3). Essentially we follow the steps (1)-(4) as described
in that paper in reverse order. We note however that not all simply transitive actions arising in this
way are essentially hyperbolic in our sense: the final example of [7] is not essentially hyperbolic.
So observe first that the Lie algebra g = ut(n,Q) is graded: that is, g decomposes as a direct
sum of n− 1 vector subspaces σi consisting of matrices S
∗
i whose non-zero entries appear only on
the ith superdiagonal. Crucially, one has [σi, σj ] ⊆ σi+j where, as usual, [A,B] = AB − BA, and
σk is taken to be the zero subalgebra if k ≥ n. In fact in our case we have σiσj ⊆ σi+j .
Arising from any grading, one can define a left symmetric structure that is compatible with the
Lie bracket using the following formula and extending the operation to g by bilinearity.
S∗i · S
∗
j =
j
i+ j
[S∗i , S
∗
j ] (2)
Next, define a linear map λ′ : g→ gl(g) via
λ′(x) : y 7→ x · y. (3)
In order to represent the λ′(x) as matrices we now represent g as a set of column vectors as
follows. For x,y ∈ g, we write x = (xij) and y = (yij) with xij = yij = 0 for i ≥ j. We now use
the following notation for the superdiagonals of x and y,
S1 = (x12, x23, . . . , xn−1 n)
S2 = (x13, x24, . . . , xn−2 n)
S3 = (x14, x25, . . . , xn−3 n)
...
Sn−1 = (x1n)
T1 = (y12, y23, . . . , yn−1 n)
T2 = (y13, y24, . . . , yn−2 n)
T3 = (y14, y25, . . . , yn−3 n)
...
Tn−1 = (y1n),
(4)
and write x in the form
x =≺ S1, S2, . . . , Sn−1 ≻ .
In the opposite direction we associate an element S∗ of g to a vector S of length n− i via
S∗ =≺ 0, . . . , 0, S︸︷︷︸
ith
position
, 0, . . . , 0 ≻ .
Then S∗i · T
∗
j = (Wi,j)
∗ where Wi,j = (w1, . . . , wn−(i+j)) and
wk =
j
i+ j
(xk,i+kyi+k,i+j+k − yk,j+kxj+k,i+j+k) . (5)
5
Of course if n ≤ i+ j, we take (Wi,j)
∗ to be the zero matrix.
We now set λ′(x)(y) = x·y, and writing x and y as linear combinations of S∗i and T
∗
j respectively
(1 ≤ i, j ≤ n− 1), we obtain
λ′(x)(y) =
n−1∑
r=2
r−1∑
i=1
(Wi,r−i)
∗
=
n−1∑
r=2
W¯ ∗r
where W¯r = (w¯1, . . . , w¯n−r) and
w¯k =
r−1∑
i=1
r − i
r
(xk,i+kyi+k,r+k − yk,r−i+kxr−i+k,r+k) . (6)
Note that all entries of W¯ ∗r are zero apart from the entries on the rth superdiagonal.
Taking m = n(n−1)2 we define a linear isomorphism t : g→ Q
m via
≺ S1, S2, . . . , Sn−1 ≻ 7→ (Sn−1, Sn−2, . . . , S1)
⊤. (7)
Now λ′(x) can be represented as an m × m matrix. More precisely, λ′(x) determines a matrix
λ(x) ∈ ut(m,Q) where λ(x) = t · λ′(x) · t−1.
Thus
λ(x)(Tn−1, . . . , T1)
⊤ = λ(x) · t ≺ T1, . . . , Tn−1 ≻
= t · λ′(x) ≺ T1, . . . , Tn−1 ≻
= t · λ′(x)(y)
= t
n−1∑
r=2
W¯ ∗r
=
= t
n−1∑
r=2
≺ 0, . . . , 0, Wr︸︷︷︸
r
, 0, . . . , 0 ≻
=
n−1∑
r=2
(0, . . . , 0, Wr︸︷︷︸
n−r
, 0, . . . , 0)⊤
= (Wn−1,Wn−2, . . . ,W2, 0)
⊤.
Now observe that Tn−j is a vector of length j consisting of entries of the form yk,k+(n−j).
Moreover we can write λ(x) in the block form
λ(x) =


Mn−1,n−1 Mn−1,n−2 · · · Mn−1,1
Mn−2,n−1 Mn−2,n−2 · · · Mn−2,1
· · · · · ·
· · · · · ·
· · · · · ·
M2,n−1 M2,n−2 · · · M2,1
M1,n−1 M1,n−2 · · · M1,1


(8)
where each Mn−i,n−j is an i× j matrix. It follows that
n−1∑
j=1
Mn−i,n−jT
⊤
n−j = W¯
⊤
n−i. (9)
In the next section we will need a somewhat detailed description of the entries of λ(x), so we
will derive it here. First, for ν ∈ N put kν = min{k ∈ N : ν ≤
∑k
η=1 η}, and rν = ν −
∑kν−1
η=1 η.
Thus 1 ≤ rν ≤ kν and
ρ =
∑kρ−1
η=1 η + rρ
σ =
∑kσ−1
η=1 η + rσ.
(10)
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Lemma 1.1. The (ρ, σ) entry of λ(x) is
mρ,σ =


n− kσ
n− kρ
xrρ,rρ+(kσ−kρ) if kρ < kσ and rρ < rσ and rσ − rρ = kσ − kρ
−
n− kσ
n− kρ
xn−kσ+rρ,n−kρ+rρ if kρ < kσ and rρ = rσ
0 otherwise.
(11)
Proof: Observe that the (ρ, σ) entry of λ(x) is the (rρ, rσ) entry of the (kρ, kσ) blockMn−kρ,n−kσ
of M : recall that this block has dimensions kρ × kσ. Using equation (9) we now obtain
n−1∑
j=1
Mn−kρ,n−j ·


y1,n−j+1
y2,n−j+2
...
yj,n

 = W¯⊤n−kρ =


z1
z2
...
zkρ

 (12)
where by (6)
zp =
n−kρ−1∑
l=1
n− kρ − l
n− kρ
(
xp,p+lyp+l,n−kρ+p − yp,n−kρ+p−lxn−kρ+p−l,n−kρ+p
)
. (13)
Suppose that Tn−kσ is the only non-zero superdiagonal of y and that all entries of this super-
diagonal are non-zero. Then (13) simplifies to Mn−kρ,n−kσT
⊤
n−kσ
= W¯⊤n−kρ . Suppose that the
(rρ, rσ) entry of Mn−kρ,n−kσ is non-zero. Then equating the rρ row of (12) and the expression (13)
with p = rρ we see that the coefficient of yrσ,rσ+(n−kσ) is non-zero whence n − kρ − l = n − kσ
giving l = kσ − kρ. Moreover we have either
(i). rρ < rσ and the coefficient of yrσ,rσ+(n−kσ) 6= 0 has the form
n− kσ
n− kρ
xrρ,rρ+(kσ−kρ) or
(ii). rρ = rσ and the coefficient of yrσ,rσ+(n−kσ) 6= 0 has the form −
n− kσ
n− kρ
xn−kσ+rρ,n−kρ+rρ .
It now follows that mρ,σ has the claimed form. 
We now obtain a function dγ¯ : g→ ut(m+ 1,R) via
dγ¯(x) =
(
λ(x) t(x)
0 0
)
. (14)
Note that dγ¯ is a Lie algebra homomorphism into the affine algebra aff(m) where elements of
the image have linear part λ(x) and translation part t(x), where λ(x) is a nilpotent matrix for
all x and where t is an isomorphism of vector spaces. That dγ¯ preserves the Lie bracket follows
from its definition in terms of the left symmetric structure. (It does not, however, preserve matrix
multiplication.) It follows that γ¯ = exp ·dγ¯ · log is a (Lie) group homomorphism UT(n,Q) →
UT(m+1,Q); here exp and log denote the matrix exponential and logarithm functions, which can
be evaluated as a finite sum in the case at hand since dγ¯(x) is a nilpotent matrix.
Lemma 1.2. (i). If a matrix of the form dγ¯(x) is non-zero, then at least one block of its last
column is non-zero. Moreover, if Si0 6= 0 and Si = 0 for all i < i0 then Mi,j = 0 for all i
and j such that i− j < i0.
(ii). γ¯(g) is essentially hyperbolic for g 6= 1.
Proof: (i) If all blocks of the last column of dγ(x) are zero then x = 0 since t is a linear
isomorphism and dγ(x) = 0. The stated condition on Si0 implies that it is the i0th superdiagonal
and the first non-zero superdiagonal of x. Since any non-zero entries of Mn−i,n−j are constant
multiples of entries of the (j − i)th superdiagonal of x, we see that the blocks Mi,j are zero for
i− j < i0.
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(ii) For g 6= 1 we put x = log g, take i0 as in part (1), and note that the foregoing argument
shows that all block superdiagonals (with respect to the block decomposition in (8)) of N = dγ¯(x)
below the i0th are zero. Thus N
k is a matrix in which all block superdiagonals below the (ki0)th
are zero. It follows that the lowest non-zero superdiagonal of
∑m−1
k=0
1
k!N
k − I remains the i0th,
and the lowest non-zero entry in this matrix is in the last column and is strictly lower than any
other non-zero entries.
Since γ¯(g) = exp(N), this shows that γ¯(g) is essentially hyperbolic. 
Example 1.3. Let us illustrate the constructions described by considering the case n = 4. Here
m = 6. Consider generic elements x and y of ut(4,Q); these have the form
x =


0 x12 x13 x14
0 0 x23 x24
0 0 0 x34
0 0 0 0

 and y =


0 y12 y13 y14
0 0 y23 y24
0 0 0 y34
0 0 0 0

 .
Expressing x and y as sums of superdiagonal matrices, applying the definition of the left symmetric
structure (2) and using the bilinearity of this structure we obtain
λ′(x)(y) = x · y =


0 0 12 (x12y23 − y12x23)
2
3 (x12y24 − y13x34) +
1
3 (x13y34 − y12x24)
0 0 0 12 (x23y34 − y23x34)
0 0 0 0
0 0 0 0

 .
(15)
Take t : ut(4,Q) → Q6 to be the map y 7→ (y14, y13, y24, y12, y23, y34)
⊤. Then the map λ′(x) can
be represented as the matrix
λ(x) =


0 − 23x34
2
3x12 −
1
3x24 0
1
3x13
0 0 0 − 12x23
1
2x12 0
0 0 0 0 − 12x34
1
2x23
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


∈ ut(6,Q).
One can easily verify that the formula in Lemma 1.1 is satisfied. The matrix dγ¯(x) is obtained by
adjoining the column t(x) = (x14, x13, x24, x12, x23, x34)
⊤ and a row of zeroes.
Recall that the exponential of an element N of ut(n,Q) has the form
∑n−1
k=0
1
k!N
k, while in a
similar spirit log(I +B) may be similarly evaluated as
∑n−1
k=1
(−1)k+1
k
Bk for B ∈ ut(n,Q).
Therefore for A =


1 c e f
0 1 b d
0 0 1 a
0 0 0 1

, we have
γ¯(A) = exp ·dγ¯ · log(A) = exp ·dγ¯


0 c e− 12bc f −
1
2cd−
1
2ae+
1
3abc
0 0 b d− 12ab
0 0 0 a
0 0 0 0


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= exp


0 − 23a
2
3c −
1
3d+
1
6ab 0
1
3e−
1
6bc f −
1
2cd−
1
2ae+
1
3abc
0 0 0 − 12b
1
2c 0 e−
1
2bc
0 0 0 0 − 12a
1
2b d−
1
2ab
0 0 0 0 0 0 c
0 0 0 0 0 0 b
0 0 0 0 0 0 a
0 0 0 0 0 0 0


=


1 − 23a
2
3c −
1
3d+
1
3ab −
1
3ac
1
3e f −
1
3cd−
2
3ae+
1
3abc
0 1 0 − 12 b
1
2c 0 e−
1
2bc
0 0 1 0 − 12a
1
2b d−
1
2ab
0 0 0 1 0 0 c
0 0 0 0 1 0 b
0 0 0 0 0 1 a
0 0 0 0 0 0 1


.
Note that in Example 1.3 the entries of γ¯(A) are not typically integers. We next show that γ¯
can be adjusted so that γ¯ maps UT(n,Z) into UT(m+ 1,Z).
Lemma 1.4. Let Γ be a finitely generated subgroup of G = UT(n,Q). Then there exists a diagonal
matrix P such that PΓP−1 is a subgroup of UT(n,Z) < UT(n,Q). In particular, Γ embeds in
UT(n,Z). If the elements of Γ are essentially hyperbolic, so are those of PΓP−1.
Proof: For κ 6= 0 let Di(κ) be the diagonal matrix with ith diagonal entry equal to κ and
other diagonal entries equal to 1. Conjugating a matrix A by Di(κ) has the effect of multiplying
the ith row of A by κ and dividing the ith column by κ. Therefore, given a finite set of matrices
A ∈ UT(n,Q), such as an inverse-closed finite generating set of Γ, we can take di to be a common
multiple of all denominators of entries in the ith rows of the matrices A. Put d¯i =
∏n
j=i dj , and
D¯i = Di(d¯i). Then conjugating the matrices A by P = D¯nD¯n−1 · · · D¯1 yields a set of upper
triangular matrices with integer entries and each diagonal entry equal to 1. It is easy to see that
essential hyperbolicity is preserved by this conjugation. 
Theorem 1.5. The following conditions are equivalent.
(i). G is finitely generated torsion-free nilpotent.
(ii). G embeds in UT(n,Z) for some n.
(iii). G admits an essentially free affine action on a Zn-tree for some n.
(iv). G admits a faithful, orientation-preserving, affine action on a Zn-tree for some n.
Proof: Lemmas 1.2 and 1.4 show that UT(n,Z) admits an embedding in UT(m + 1,Z) such
that non-trivial elements of the image are essentially hyperbolic. The implication (ii)⇒(iii) follows.
The implication (iv)⇒(ii) follows from equation (1), and the implication (i) ⇒ (ii) is a well-known
result; see [11, Theorem 7.5]. The remaining implications are clear. 
2 Free affine actions of upper triangular groups
In this section we exhibit free rigid affine actions of the group T ∗(n,R) on Rk-trees where T ∗
denotes the respective group of upper triangular matrices with positive diagonal entries. Our main
task is to extend the actions of the unitriangular groups Un = UT(n,R) described in the previous
section to the groups T ∗(n,R).
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Note that embeddings of UT(n,R) in UT(m + 1,R) do not necessarily extend to embeddings
of the respective upper triangular groups in general, a fact brought to my attention by Yves de
Cornulier and Florian Eisele in response to a question of mine on MathOverflow – see [6] and [9].
Taking ϕ to be the embedding of UT(n,R) in UT(m+1,R) of the previous section, and keeping
m = n(n− 1)/2, let us write ϕ(u) =
(
ϕ0(u) b(u)
0 1
)
where ϕ0(u) ∈ UT(m,R) and b(u) ∈ R
m.
Next, let d be a diagonal matrix with diagonal entries d1, . . . , dn respectively and consider the
conjugation map χd : x 7→ dxd
−1. Now t(x) 7→ t(χd · x) is a vector space automorphism of R
m,
which can therefore be represented as a matrix d∗. Direct calculation shows that χd has the effect
of replacing the entry xij of x by
di
dj
xij , and therefore d
∗ can be seen to be a block diagonal
matrix whose ith block is the i × i diagonal matrix with entries d1/dn−i+1, d2/dn−i+2,. . . di/dn
(1 ≤ i ≤ n− 1).
We will find it useful to denote the column vector

log d1
...
log dn


by log d.
We now define ϕ¯ : T ∗(n,R)→ T ∗(m+ n+ 1,R) by the assignments
ϕ¯(u) =

 ϕ0(u) 0 b(u)0 In 0
0 0 1


ϕ¯(d) =

 d
∗ 0 0
0 In log d
0 0 1


for u ∈ Un and d ∈ Dn and setting ϕ¯(ud) = ϕ¯(u)ϕ¯(d) We next show that T¯
∗ = 〈ϕ¯(Un), ϕ¯(Dn)〉 is
a group isomorphic to T ∗(n,R) whose natural action on Rm+n is affine and essentially free.
For d ∈ Dn recall that d
∗ ∈ Dm as defined above. We will also write d˜ for
(
d∗ 0
0 1
)
∈ Dm+1,
and d¯ for ϕ¯(d) ∈ Dm+n+1.
Lemma 2.1. (i). χd˜ · exp = exp ·χd˜.
(ii). χd · log = log ·χd.
(iii). d∗ · t = t · χd
(iv). χd∗ · λ = λ · χd.
(v). χd˜ · dγ¯ = dγ¯ · χd.
(vi). χd˜ · ϕ = ϕ · χd.
(vii). χd∗ · ϕ0 = ϕ0 · χd;
(viii). d∗ · b = b · χd
(ix). χd¯ · ϕ¯ = ϕ¯ · χd.
(x). T ∗(n,R) is isomorphic to T¯ ∗
Proof: (i) and (ii) are standard (and easily checked) facts, and (iii) is immediate from the
definition of d∗.
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(iv). Consider the (ρ, σ) entry of λ · χd(x) = λ(dxd
−1). By Lemma 1.1 (ρ, σ) entry of λ · χdx is
obtained by multiplying the corresponding entry of λ(x) by

drρ
drρ+(kσ−kρ)
if kσ > kρ and rσ > rρ and kσ − kρ = rσ − rρ
dn−kσ+rρ
dn−kρ+rρ
if kσ > kρ and rσ = rρ
1 otherwise.
On the other hand, conjugation of λ(x) by d∗ has the effect of multiplying the (ρ, σ) entry by
drρ
drρ+n−kρ
drσ+n−kσ
drσ
. It is now clear that in each of the cases distinguished above, the (ρ, σ) entries
of λ(dxd−1) and of d∗λ(x)(d∗)−1 agree. That is, λ · χd = χd∗ · λ, as claimed.
(v) follows from (iii) and (iv) applied to (14).
(vi) follows from (i), (ii) and (v) applied to ϕ = γ¯ = exp ·dγ¯ · log.
(vii), (viii). We have on the one hand
ϕ · χd(u) =
(
ϕ0(dud
−1) b(dud−1)
0 1
)
,
and on the other hand
χd˜ · ϕ(u) =
(
d∗ 0
0 1
)(
ϕ0(u) b(u)
0 1
)(
(d∗)−1 0
0 1
)
=
(
d∗ϕ0(u)(d
∗)−1 d∗b(u)
0 1
)
.
From (vi) these matrices are equal, giving ϕ0 · χd = χd∗ · ϕ0 and b · χd = d
∗b.
(ix) This now follows from (vii) and (viii) applied to the definition of ϕ¯.
(x) To show that ϕ¯ is a monomorphism we note first that the restriction of ϕ¯ to Un is injective
since ϕ is injective, and the restriction of ϕ¯ toDn is injective since d 7→ log d is; both restrictions are
clearly homomorphisms. It is clear that these restrictions have trivial intersection, and (ix) implies
that ϕ¯(Un) is normalised by ϕ¯(Dn). Moreover, by (ix), we have ϕ¯(dud
−1) = ϕ¯(d)ϕ¯(u)ϕ¯(d)−1. The
result follows. 
We can now deduce
Theorem 2.2. Let n ∈ N and m = n(n − 1)/2. The group T ∗(n,R) admits an essentially free
affine action on Rm+n via g · r = s where
(
s
1
)
= ϕ¯(g)
(
r
1
)
.
Proof: By Lemma 2.1(x) T ∗(n,R) is isomorphic to T¯ ∗. Moreover the bottom right entry of
each g¯ ∈ T¯ ∗ is equal to 1, so there is a natural affine action of T¯ ∗ on Rm+n as described in §1.1.
Each g¯ has the form ϕ¯(u)ϕ¯(d) =

 d
∗ϕ0(u) 0 d
∗b(u)
0 In log d
0 0 1

. If d 6= 1 then log d 6= 0, while if
d = 1 then g¯ = ϕ¯(u). Provided g¯ is non-trivial it is seen to be essentially hyperbolic in either
case. Therefore the action of T¯ ∗, and with it the action of T ∗(n,R) as given in the theorem, are
essentially free. 
3 Actions of wreath products
Proposition 3.1. Let Ω be a linearly ordered set, and for ω ∈ Ω let Λω be an ordered abelian group
on which Hω admits an order-preserving α
(ω)-affine action. Set Λ equal to the lexicographic product
Lω∈ΩΛω and H = Lω∈ΩHω and for h = (hω)ω∈Ω ∈ H and λ = (λω)ω∈Ω let αhλ = (α
(ω)
hω
λω)ω∈Ω.
The action of H on Λ given by (hω)ω∈Ω ·(λω)ω∈Ω = (hω ·λω)ω∈Ω is α-affine and order-preserving.
If the given actions of Hω are respectively
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(i). free;
(ii). rigid
(iii). essentially free
so is that of H.
(See §1.1 for the definition of the lexicographic product.)
Proof: We will outline the straightforward proof. One checks that α is a homomorphism by
showing that αg(αh(λω)ω∈Ω) = (α
(ω)
gω α
(ω)
hω
λω)ω∈Ω = αgh(λω)ω∈Ω where g = (gω)ω∈Ω. Similarly
g · h(λω)ω∈Ω = (gωhωλω)ω∈Ω = gh(λω)ω∈Ω.
To see that the action is α-affine, consider λ′ ≥ λ′′ ∈ Λ, and note that d(h(λ′ω)ω∈Ω, h(λ
′′
ω)ω∈Ω) =
h(λ′ω)ω∈Ω − h(λ
′′
ω)ω∈Ω = (α
(ω)
hω
(λ′ω − λ
′′
ω))ω∈Ω = αh((λ
′
ω)ω∈Ω − (λ
′′
ω)ω∈Ω).
It is easy to check that if the action of each Hω is free and orientation-preserving, then so is the
action of H . Finally if h(λω)ω∈Ω > (λω)ω∈Ω, then there exists ω0 ∈ Ω such that hωλω = λ for all
ω < ω0 and hω0λω0 > λω0 . If (λ
′
ω)ω∈Ω is another element of Λ then hωλ
′
ω = λ
′
ω for all ω < ω0, since
the actions of Hω are assumed to be rigid. Similarly hω0λ
′
ω0
> λ′ω0 . Thus h(λ
′
ω)ω∈Ω > (λ
′
ω)ω∈Ω.
For a group H and an ordered abelian group Λ1, we denote by H ≀ω Λ1 the subgroup of the
unrestricted wreath product H ≀¯ Λ1 consisting of those (λ
∗, (hλ)λ∈Λ1) where {λ ∈ Λ1 : hλ 6= 1} is
well-ordered. We will call H ≀ω Λ1 the lexicographic wreath product of H and Λ1. Note that the
restricted wreath product is contained in the lexicographic wreath product.
Theorem 3.2. Let H be a group, Λ0 and Λ1 ordered abelian groups, and θ : H → Aut
+(Λ0)
a homomorphism. Fix a θ-affine action of H on Λ0 that preserves the orientation. Let Λ =
Λ0×Lλ1∈Λ1Λ0 and set G = H ≀ω Λ1. Then Λ is an ordered abelian group. Define α : G→ Aut
+(Λ)
via
α(λ∗,(hλ)λ∈Λ1)(λ
′, (µλ)λ∈Λ1 ) = (λ
′, (θhλ+λ∗µλ+λ∗)λ∈Λ1).
The action of G on Λ defined by (λ∗, (hλ)λ∈Λ1) · (λ
′, (µλ)λ∈Λ1 ) = (λ
′ + λ∗, (hλ+λ∗µλ+λ∗)λ∈H) is
α-affine. If the given action of H is respectively
(i). free
(ii). rigid
(iii). essentially free
then so is that of G.
Proof: Recall that multiplication of elements of G is performed as follows.
(λ+, (kλ))(λ
∗, (hλ)) = (λ
+ + λ∗, (kλ−λ∗hλ))
One can check that [(λ+, (kλ))(λ
∗, (hλ))] · (λ
′, (µλ)) and (λ
+, (kλ)) [(λ
∗, (hλ)) · (λ
′, (µλ))] are
both equal to (λ+ + λ∗ + λ′, (kλ+λ+hλ+λ++λ∗µλ+λ++λ∗)). A similar calculation shows that α is a
homomorphism.
To see that the action of G on Λ is α-affine take h¯ = (λ∗, (hλ)) ∈ G and λ¯
′ = (λ′, (µ′λ)) and
λ¯′′ = (λ′′, (µ′′λ)) ∈ Λ with λ¯
′ ≥ λ¯′′. Observe that dΛ(λ¯
′, λ¯′′) = λ¯′ − λ¯′′ while
dΛ(h¯λ¯
′, h¯λ¯′′) = (λ∗, (hλ)) · (λ
′, (µ′λ))− (λ
∗, (hλ)) · (λ
′′, (µ′′λ))
= (λ′ + λ∗, (hλ+λ∗µ
′
λ+λ∗))− (λ
′′ + λ∗, (hλ+λ∗µ
′′
λ+λ∗))
= (λ′ − λ′′, θhλ+λ∗ (µ
′
λ+λ∗ − µ
′′
λ+λ∗))
= αh¯dΛ(λ¯
′, λ¯′′).
If h¯λ¯′ = λ¯′ then λ∗ = 0 giving, for each λ ∈ Λ1, µλ = hλ+λ∗µλ+λ∗ = hλµλ. If the given action
of H on Λ0 is free this forces hλ = 1 for all λ, whence h¯ = 1.
Suppose now that the given action of H is rigid and h¯λ¯′ > λ¯′. To establish rigidity of the action
of G it suffices to show that h¯λ¯′′ > λ¯′′. If λ∗ > 0 this claim is obvious, so suppose that λ∗ = 0.
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Then taking the least λ0 for which hλ0 does not fix Λ0 pointwise we have hλ0µλ0 > µλ0 for all
µλ0 ∈ Λ0, since the action of H on Λ is assumed rigid. It follows that (0, (hλ)) · (λ
′′, (µ′′λ)) =
(λ′′, (hλµ
′′
λ)) > (λ
′′, (µ′′λ)), as required. This establishes (i) and (ii), and (iii) is now immediate. 
Taking the free isometric (and hence essentially free) action of an ordered abelian group on itself
and using induction, one deduces the following.
Corollary 3.3. Let Λi (1 ≤ i ≤ n) be ordered abelian groups. Then the iterated wreath product
Λ1 ≀ω Λ2 ≀ω · · · ≀ω Λn admits an essentially free affine action on Λ, viewed as a linear Λ-tree for
some ordered abelian group Λ.
By a theorem of Sˇmel′kin [18] a free group in a product variety VU embeds in the V-verbal
wreath product of the free groups in the respective varieties. Note that in case V is the variety
of abelian groups, the V-verbal wreath product of two groups coincides with the restricted wreath
product, which embeds in the lexicographic wreath product. We therefore deduce the following
result from Corollary 3.3.
Corollary 3.4. Every free soluble group (of given derived length) admits an essentially free affine
action on Λ for some ordered abelian group Λ.
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