Abstract: As data centers evolve to sustain the economic scale in network traffic, optical interconnections are adapted to support the vast amount of capacity requirements. Among emerging solutions is the incorporation of digital-signal-processing (DSP) functionalities at the receiver to compensate for the optical fiber and optoelectronic components impairments. The bottleneck in such architecture is often implementing a high-resolution and high-speed analog-to-digital-converter (ADC) device, which usually leads to massive power consumption and high costs. In this paper, we propose novel transmission schemes based on low-resolution ADCs, termed DSP-enhanced analog-todigital conversion. The proposed methods are based on the mathematical principle of predictive quantization, combined with linear equalization theory. Mathematical analysis and performance bounds associated with common channel impairments are derived. Simulation results demonstrate that the DSP-enhanced ADC provides a significant signal-to-noise-ratio (SNR) gain and, subsequently, may enable heavy digital compensation with reduced-resolution ADCs.
Introduction
The rapid growth in Internet usage and cloud computing applications had led to an explosion in datacenter information traffic, both in the case of intra-connections between switches (e.g., topof the rack switches) inside the data-centers element, as well as in external inter-connections between different data-centers locations. In order to satisfy this exponentially increasing demand, higher data rate optical links needs to be adopted in the existing infrastructure while maintaining reasonable power consumption and costs [1] . In particular, the proposed solutions should be based on low-cost optoelectronic building blocks such as digital-to-analog-converters (DACs), electrical drivers, modulators, optical receivers, and ADCs, which impose severe bandwidth limitation. It should be mentioned that due to the aggressive low power and low cost requirements, coherent systems are not a viable solution for such applications.
Consequently, several approaches are being pursued in order to overcome these technological challenges. First wave, near-term solutions are based on multiple parallel links: either multiple wavelength or multiple fibers. Simultaneously, a great effort is made to increase the transmission rate, with special focus on 100 G transmission over single carrier based on 56 GBd PAM 4 modulation. Although cost effective, the limited bandwidth components and other physical limitations such as chromatic dispersion introduce severe inter-symbol-interference (ISI). Hence, increasing transmission rates usually requires incorporation of advanced DSP functionalities [2] , [3] .
Typically, DSP is mostly implemented at the receiver-side. Such architecture is based on high-resolution ADC devices which convert the baseband analog signal into the digital domain, allowing extensive operations such as channel equalization and data detection. However, as bandwidth and sampling rate increases, implementing high-precision ADCs is often impractical under constrains of power-consumption, costs, and silicon space [4] . This forms a crucial bottleneck [5] as current ADCs technology limit the adoption of DSP in datacenters. Since it is well known that ADCs complexity, costs and power consumption decreases dramatically as the number of bits decreases [4] , enabling DSP with reduced resolution ADCs is critical for the development of next-generation data center interconnections.
In this paper, we propose novel transmission schemes, which enable the use of low-resolution ADCs at the receiver. Based on the mathematical principles of predictive quantization and differential pulse code modulation (DPCM) systems [6] - [9] , it is shown that the inherent signal correlation, induced by the channel, may be leveraged to significantly reduce quantization noises. This analysis also provides, for the first time to the best of the authors knowledge, quantitative measures for the potential amount of noise reduction, and lower bounds associated with common channel impairments. Through a comprehensive study of quantization effect on bit-error-rate (BER) performance in linearly equalized channels, DPCM schemes are incorporated and inclusively optimized within the transceiver. This leads to DSP enhanced analog-to-digital-conversion, referred to in this paper shortly as DE-ADC. Through a set of Monte-Carlo simulations, we demonstrate that the proposed methods lead to substantial signal-to-noise-ratio (SNR) gain and, thus, mitigate the penalty usually caused by large quantization error. This in turn may enable channel compensation with reduced resolution ADCs and provide low power DSP implementation in datacenters optical links.
The reset of the paper is organized as follows. In Section 2, datacenters channels and its system models are discussed. Section 3 presents an analysis of quantization effect in linearly equalized channels and optimal receiver design. In Section 4, we discuss the concept of predictive quantization, present a mathematical description, and derive performance bounds associated with CD and bandwidth limitation. Section 5 describes a novel DE-ADC transmission scheme. In Section 6, a generalized optimization of a combined DPCM and equalization scheme is derived and analyzed. The last sections include Monte Carlo simulation results followed by discussion and conclusions.
Data Centers Optical Links and System Model
We consider an optical links in which DSP is employed both at the transmitter and the receiver. In Fig. 1 high level block diagram and discrete time equivalent system model are presented. The transmitter consists of a symbol encoder which modulates a pseudorandom sequence of bits bðnÞ 2 f0; 1g according to a pre-determined symbol constellation. The information signal sðnÞ is encoded using a finite-impulse-response (FIR) linear filter fh e ðnÞg MÀ1 n¼0 , which feeds the output signal d ðnÞ to a DAC component. Despite recent advances [10] , the 3-dB analog bandwidth of state of the art and commercially available DAC components is limited to a couple of tens of GHz. The signal spectrum is further suppressed as existing infrastructure includes severely band limited components such as modulator and driver at the transmitter, and photodetector, trans-impedance-amplifier (TIA) and the ADC at the receiver. As a result, heavy ISI is inevitable when approaching the maximal baud. Noise sources which arise from the photodetectors and amplifiers are assumed to obey the AWGN model. Throughout this paper we assume a linear response channel. This implies for both short-reach intra-connections of sub-2 km, and for inter-connections of sub-100 km. In both cases, intensity-modulation (IM) direct detection (DD) based transmission is assumed, including multi-level modulations such as PAM4. In all cases, CD (or residual CD) of less than 40 ps/nm is assumed. We note that results may be generalized to coherent systems in which the linearity is sustained. Based on these assumptions, the ADC input signal may be described as follows:
where x ðnÞ is the transmitted signal after propagating within the channel, fh c ðnÞg LÀ1 n¼0 is the baud sampled impulse response of the channel, zðnÞ is AWGN with zero mean and variance of 2 z , and Ã represents the convolution operator. Without loss of generality, at this point, quantization distortion is described using a quantization noise signal qðnÞ, i.e., the quantized signal per sample is given by y q ðnÞ ¼ Qðy ðnÞÞ ¼ y ðnÞ þ qðnÞ. The digital signal y q ðnÞ is then decoded inversely to the encoder. Both the encoder and decoder considerations and optimizations are elaborated in Sections 4-6. In turn, a linear channel equalizer is applied to the reconstructed signal r ðnÞ to eliminate the ISI that results from the channel. Hence, the overall system equation is as follows:ŝ
where cðnÞ represents the linear equalizer coefficients, h d ðnÞ the decoder filter coefficients, and sðnÞ the estimated symbols. This follows by a symbol detector, which may be operating on a symbol by symbol basis, or on sequence of data [2] .
Effect of Quantization Distortions in Linearly Equalized Channel

Additive Noise Model
Quantization is the process of mapping continuous signals into a finite set of values. The number output\reproduction levels is determined by the number of quantization bits B and is given by N ¼ 2 B . The quantization is typically designed uniformly within the ADC dynamic range so that the intervals are of the same length Á, and output levels are the midpoint of each interval. The interval size is determined by the input signal dynamic range R and the number output levels, i.e., Á ¼ R=N. Assuming full span of the signal over the full dynamic range R of the ADC, and assuming no signal clipping, the quantization distortions can be described by an additive noise qðnÞ with uniform distribution and with nearly white spectrum. The quantization noise variance is approximately given by 2 q ¼ Á 2 =12, and signal-to-quantization-noise ratio (SQNR)
can be calculated as follows:
where y is the received signal standard deviation. Since the dynamic range is usually proportional to its standard deviation, for a given number of bits the noise power is proportional to the input signal variance. This relation is defined as "quantizer performance factor" [6] and is denoted by
The effect of quantization on BER performance was already studied for undistorted intensity modulation signals [11] , [12] and for complex constellations [13] . Here, the theory is extended to include linear equalization.
Linear Equalization in the Presence of Quantization Distortions
Consider an arbitrary FIR linear equalizer with impulse response fcðnÞg
n¼0 . The quantization noise at the filter output, denoted by q out ðnÞ, may be described as a sum of weighted uniformly distributed and independent random variables
Follows, the noise probability density function (PDF) is explicitly given by a convolution of their PDFs and may be used for exact BER computation
Furthermore, if sufficiently large number of taps is applied, central limit theorem (CLT) implies that the noise PDF tends to a Gaussian form with variance of
This justifies the incorporation of quantization noises in BER computation as SNR penalty in AWGN channels. At severely quantized channels, optimal linear filtering on the basis of Mean-Square-Error (MSE), i.e., Wiener filter, should be extended to match the case of white, additive, and signaldependent noise
where S in large notation refers to the signals power spectrum densities (PSDs) and cross spectral densities (CSDs). The substitution of S y q y q ðe j! Þ ¼ S yy ðe j! Þ þ 2 q is possible since the additive noise is uncorrelated with the input signal and has a white spectrum. Substitution of (4) into (7) and using the relation 2 y ¼ ð1=2Þ R À S yy ðe j! Þd ! results in a frequency domain expression for the optimal equalizer:
Predictive Quantization in Data Centers Optical Links
The Principle of Predictive Quantization and Common Approaches
Today standard ADCs are based on direct quantization over the received sampled signal. Required resolution is usually determined according to the approximation of the additive quantization noise model and SNR requirements. However, this design does not utilize the inherent waveform correlation that usually exists due to channel and system impairments such as bandwidth limitation and dispersion effect, reflected in ISI. An alternative quantization model, which effectively captures this statistical dependence, is widely known as differential pulse code modulation (DPCM) or predictive quantization [6] - [9] . The main idea is to apply linear encoding prior to quantization to reduce the signal dynamic range and, accordingly, the noise variance, allowing tighter spacing between the quantized levels. The original signal is then reconstructed digitally by performing the inverse operation (decoding) on the quantized values. In general, the quantizer input is the difference signal x ðnÞ between the received signal and a linear prediction of its past samples 
where fh e ðnÞg MÀ1 n¼0 is the encoding filter coefficients. Based on (4), the noise variance is reduced by the ratio of variances. Its inverse defines the encoding prediction gain
The coefficients of fh e ðnÞg MÀ1 n¼0 are chosen to minimize the variance 2 x , and can be calculated by the "Wiener-Hopf" or "normal equations" [6] h fMg e ¼ R À1 yy r yy (11) where h fMg e ¼ Á ½h e ð0Þ; h e ð1Þ . . . h e ðM À 1Þ is the optimal linear predictor of order M, R yy is the autocorrelation matrix of y ðnÞ and r yy is the autocorrelation vector of y ðnÞ. The remaining variance 2 x , while using the optimal linear predictor of (11), can be computed using the following equation:
Section 4.2 refers to the lower bound associated with 2
x . In Fig. 2 , two common models of predictive quantization systems are presented. The most popular model, presented in Fig. 2(a) is known as closed loop DPCM. In such design the loop around the quantizer ensures that the noise is not enhanced during reconstruction. Nevertheless, this model suffers from two main shortcomings. First, the signal crosses the analog-digital domain twice, and requires additional high-speed and high resolution DAC component. Secondly, the prediction is made using quantized values, which may cause prediction inaccuracy at low resolutions. In Fig. 2(b) another DPCM model is presented, which is termed open loop DPCM [8] . In this model, the above shortcomings are avoided by performing the prediction entirely in the analog domain. However, the noise is enhanced during reconstruction, leading to inferior SQNR performance in theory. In addition, multi-GHz analog filters may lead to implementation challenges. In the following sections an alternative approach is introduced that will overcome the mentioned above technological difficulties.
Predictive quantization systems relay on significant signal correlation. The maximal prediction gain of a given signal may be estimated through a statistical measure termed Spectral Flatness Measure (SFM) [14] . Assuming optimal encoding, the SFM describes the variance relation between the encoded and the original signals at the ADC input. Hence its inverse is merely the prediction gain when optimal encoding is applied. In particular, it may be used to quantify the amount of potential quantization noise reduction associated with bandwidth limitation or with CD, which are the main limiting factors in optical interconnection in data centers links.
A Study of the Relation Between the Spectral Flatness Measure and Common Channel Impairments
The SFM determines the amount of statistical correlation as manifested in the structure and shape of the signal PSD. Consider a zero-mean random process y ðnÞ with PSD S yy ðe j! Þ. The SFM is defined as follows:
Note for special case of flat (white) spectrum, it results in unity size. In addition, from Wiener theory it is known that band-limited processes are predictable with zero error [15] . For such processes the SFM results in zero and its inverse tend to infinity. For any other case, as it reflects the ratio of the geometric mean and arithmetic mean, by definition it takes values within the interval [0,1]. In the nominator, frequency components with low PSD values, which are associated with signal predictability, are more pronounced toward infinity, leading to low SFM values. The importance of this measure is that it specifies the amount of variance reduction attributed to optimal linear encoding in the case where an infinite number of taps is applied. It follows that if the received signal can be modeled as the output of a linear filter (the communication channel) with innovative process as input (information symbols), the nominator 2 y represents the variance of the innovation which is inherently smaller than the received signal variance, and may be used as a lower bound for 2 x . As quantization effect is associated with the signal variance, this measure can be used to quantify the reduction in quantization noises variance, and accordingly, the reduction in ADCs resolution requirements if DSP is incorporated at the transmitter. Note that this analysis refers to the limitations imposed by the physical number of bits (PNOB).
In Fig. 3 , the relation between SFM and the discussed channel impairments is demonstrated. Simulation results were computed for Non-Return-to-Zero (NRZ) signal without pulse shaping. While operating at maximal sampling rate, the 3-dB analog bandwidth of the cascades optoelectronic components may be less than 0.3 of the baud. Simulation results demonstrate very low SFM values at this region. As for CD, it is shown that wide bandwidth signals have low SFM values even at short to moderate connection length. This analysis indicates that theoretically, the encoding operation may significantly enhance the system performances.
DSP Enhanced Analog-to-Digital-Conversion
In Fig. 4 , a DSP enhanced analog-to-digital-conversion scheme is proposed for linearly equalized channels which overcomes the implementation challenges mentioned above. While conventional DPCM systems require analog operations, we propose to perform digital encoding of the symbol sequence at the transmitter. At the receiver the inverse operation is performed, i.e.,
Assuming feedback channel and full channel state information (CSI), the encoding and decoding filters coefficients are computed such that no mismatch is occurred. In order to minimize the Fig. 3 . SFM values as a function of (a) fiber length (chromatic dispersion effect) and (b) 3 dB analog bandwidth (normalized to baud). quantization effect on BER, we suggest a modified criterion for linearly equalized channels. This significantly decreases the effect of noise enhancement at the digital receiver. Denote the transmitted signal as d ðnÞ ¼ s Ã h e ðnÞ and the ADC input as y ðnÞ. Using (4), the quantization noise power may be described as follows:
where S dd ðe j! Þ ¼ 2 s jH e ðe j! Þj 2 is the transmitted signal PSD, and H c ðe j! Þ is the channel frequency response. In other words, for a given quantizer and sufficiently high SNR, the quantization noise power is a function of the symbol sequence power, the encoding filter, and the channel impulse response. Similar to (10) the encoding operation would result in an effective prediction gain of
Following the assumption of additive and white noise, the noise enhancement is given by the energy of the combined decoding and equalizer filters obtained in the frequency domain
where H d ðe j! Þ is the decoding filter frequency response, and Cðe j! Þ refers to the frequency response of the linear equalizer. By substituting (15) into (17), the cost function may be defined as the quantization noise power at the filter output
This equation can be solved, with or without restrictions, to receive the optimal encoding filter which minimizes the effect of quantization at detection. Moreover, using Cauchy-Schwarz inequality, a lower bound on the noise variance may be obtained
and equality is obtained only if
From (20), the optimal encoding and decoding filters are derived. Note that this optimization does not require knowledge of the quantization performance factor, which is often unknown or difficult to calculate. Incorporation of transmit filters is often subjected to implementation challenges such as limited output power or amplitudes, small number of DSP taps, amplifiers non-linearity and DAC resolution and sampling rate requirements. The cost function from (18) may be solved under such constrains. In particular, an interesting solution would be for FIR encoding filter. For such constrain, the cost function is convex and may be solved using standard optimization methods.
Joint Transmitter and Receiver Optimization in the Presence of Dominant Quantization Distortions
In the previous section, sub-optimal solution was derived under the assumption that quantization noises had small impact on post-compensation so that it was treated as fixed. However, the optimal equalizer given at (7) requires matching the equalizer to the quantization noise, and therefore requires joint optimization of the pre-and post-equalizers. While receivers often incorporate adaptive algorithms such as constant modulus algorithm (CMA), multi-modulus algorithm (MMA) or decision-directed least-mean-squares (DD-LMS) which converges to near optimal solutions, optimization of pre-filters coefficients is still required. Following the mathematical model of the previous sections, we derive here an inclusive cost function. A generalized combined optimization may be applied to the encoder, decoder, and channel equalizer, at once. Moreover, both the decoder and channel equalizer may be merged into a single filter.
Consider the equivalent system model from Fig. 1(b) , where the decoding and equalizer filter are combined. Denote the transmit filter coefficients as fh e ðnÞg 
The inclusive cost function may be defined as the MSE of the symbol estimation
where c comb ¼ ½cð0Þ; cð1Þ . . . cðK À 1Þ, and h e ¼ ½h e ð0Þ; h e ð1Þ . . . h e ðM À 1Þ. Assuming additive noise model, the optimal joint pre-and post-equalization are obtained by minimizing the following cost function with respect to c comb and h e :
Following (1), the received signal variance may be described as
Substituting (24) into (4) and (4) into (23) yields the following cost function:
A generalized two dimensional optimization may be applied to (25) in order to extract the optimal encoder h e and optimal combined equalizer c comb .
Note that for fixed h e the problem is quadratic in c comb , and vice-versa. Under output power or amplitude constrains, the function is convex and may also be solved using standard optimization methods. If post equalization is performed with sufficiently large number of taps, the equalizer frequency response converges to the optimal equalizer given by (8) . This approach provides a more comprehensive solution; however, it requires additional knowledge of the quantization performance factor " 2 q .
Simulation Results and Analysis
Simulation Methodology
A comprehensive set of Monte-Carlo simulations was performed in order to evaluate the effectiveness of the proposed methods. Electrical and optoelectronic building blocks were modeled according to typical datacenters intra-connections infrastructure limitations, to include severe bandwidth limitation, non-linear effects and residual dispersion accumulated over a 1 km transmission. Simulation was performed for PAM-4 modulations, operating at 56 GBd. The digital encoded sequence was converted to electrical form using a DAC component with 6 bits resolution. The electrical path includes a differential driver, which feeds an external MZ modulator with extinction ratio of 6 dB. The optical signal is then transmitted through a short reach optical fiber and is converted to electrical signal using a photodiode with responsivity of 0.7 A/W. Electrical SNR was synthesized by injecting AWGN at the receive side immediately after the photodetector (prior to the ADC) as shown in Fig. 1 . Follows, the signal and noise are filtered by a limited bandwidth TIA and electrical circuit at the ADC input. The overall system 3-dB analog bandwidth is approximately 18 GHz, which leads to severe ISI. The channel impulse response (CIR) and frequency response are presented in Fig. 5(a) and (b) , respectively. The ADC building block consists of a track-and-hold (T&H) circuit and an amplitude quantizer. It was assumed that optimal automatic-gain-control (AGC) was implemented so that there is a full span use of the ADC dynamic range and no signal clipping. To combat ISI, a 16-tap feed-forward-equalizer and MLSE based detector were implemented, containing 256 states, similar to [2] . In this example, increasing the number of taps further, or conversely adding states to the MLSE, does not improve the performance significantly.
Simulation results were computed for different number of quantization bits. In Fig. 6 , the effect of ADC resolution on BER performance is demonstrated. This analysis indicates that a 6-bit quantization ADC yields relatively small SNR penalty at BER of 1 e-3, which is often considered a threshold for implementing forward-error-correction (FEC) codes. It also supports KP4 FEC which is the selected FEC scheme for 400 G data centers connections [16] that requires pre-FEC BER value of 2.1 e-4, with SNR penalty of less than 1 dB. The 5-bit quantization inflict SNR penalty of approximately 4 dB at BER of 1 e-3, and 8 dB at BER of 2 e-4. The 4-bit quantizer severely degrades BER performance, with saturation level (BER floor) higher than 1 e-2.
DSP-Enhanced ADC
In this sub-section, simulation results for the DSP enhanced ADCs (DE-ADC) are presented. The encoding operation was performed digitally using a second order FIR filter, whereas the transmitted signal was normalized to maintain the same output power. In Fig. 7(a) the criterion used to adjust the encoding and decoding filter coefficients was based on the conventional open-loop DPCM (OL-DPCM) model and, therefore, simply referred to as OL-DPCM. In Fig. 7(b) , results for the modified cost function from (18) are presented, referred to as DE-ADC. Fig. 7(a)   Fig. 6 . BER vs. SNR curve for an infinite precision ADC, 4 bits ADC, 5 bits ADC, and 6 bits ADC, respectively. shows that the OL-DPCM may significantly improve BER performance. Using a 4-bit quantizer, the OL-DPCM is able to achieve BER of 1e-3; however, it requires high SNR conditions and is unable to support KP4 FEC. The 5-bit OL-DPCM significantly enhances BER performances, with results approaching the 6-bit standard ADC. An improvement is also shown for the 6 bits OL-DPCM, with results approaching the infinite precision ADC. Results for the DE-ADC suggest that additional improvement may be achieved at severely quantized channels. Fig. 7(b) shows that the 4 bits DE-ADC significantly improve performances, surpassing even the 5 bits standard ADC at high SNRs. This might suggest that the modified criterion may be more effective than the fidelity criterion usually applied at conventional prediction quantization systems. The 5-bit DE-ADC also achieves a substantial improvement, with similar results to the OL-DPCM. At low SNRs, the OL-DPCM achieves better results than the DE-ADC due to the AWGN enhancement during decoding and larger attenuation required to maintain the same output power. However, at high SNRs, where the quantization noise is dominant, the DE-ADC clearly outperforms the OL-DPCM. The 6-bit OL-DPCM outperform 6-bit DE-ADC since in this case, the quantization noise is not dominant compare to the AWGN.
Joint Transmitter and Receiver Optimization
Since channel impairments include additional distortions such as ISI and AWGN, optimization should be made to balance their effect with quantization noise. In other words, if the AWGN variance 2 z and the quantization performance factor " 2 q are known at the transmitter, inclusive optimization would lead to improved performances. Fig. 8 illustrates the SNR gain that can be achieved following such inclusive optimization. It is shown that the SNR curve of 4-6-bit quantization offer significant improvement over standard ADCs and the above methods. The 4 bits quantizer is able to achieve similar performance to the 6-bit standard ADC at low SNRs, and surpasses it at high SNRs. The 5-and 6-bit quantization also shows a substantial improvement, with results approaching the infinite precision ADC at high SNRs. Moreover, the difference between 4-6-bit ADCs has proven to be small, which indicates that the encoded signal is much less subjected to quantization distortions.
Conclusion
In this paper, novel DSP enhanced low resolution ADC designs are proposed. Theoretical and simulation results were presented, including analytical upper bound derivations. The proposed method significantly reduces the effect of quantization, thus enabling the use of low cost and low power ADCs. It is shown that for 112 Gb/s systems based on PAM4 transmission at 
