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ABSTRAKT 
Tato práce prezentuje základní přehled metod detekce obličeje v obraze a jejich 
součástí. Hlavní částí práce tvoří ukázka algoritmů vytvořených v programovacím 
prostředí MATLAB pro detekci obličeje na základě segmentace barvy kůže v různých 
barevných prostředích a jejich implementace v reálném čase. Základní algoritmus je 
rozebrán v krocích se zobrazenými mezivýsledky pro každý barevný model zvláště 
a zhodnocení všech použitých metod je provedeno v závěru práce. Součástí je i 
simulace zpracování detekce v reálném čase v programu MATLAB Simulink. 
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Detekce obličeje, segmentace, barva kůže, barevný model, reálný čas. 
 
 
 
 
 
ABSTRACT 
This work is basic overview over methods of face detection in picture and it's 
components. The main part of the work is an example of algorithm developed in 
MATLAB programming language for face detection based on skin color segmentation 
in different color spaces and their implementation in real time. The basic algorithm is 
discussed in several steps with shown results for each of color spaces and in the end of 
the work is evaluation of used methods. This work also includes a simulation of 
processing real-time detection in MATLAB Simulink. 
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Face detection, segmentation, skin color, color space, real time. 
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 1 
ÚVOD 
Detekce obličejů v obraze a následně jejich rozpoznání je v dnešní době čím dál 
častěji používaný proces, jak pomocí výpočetní techniky identifikovat různé osoby. 
S jeho aplikací se můžeme setkat nejen při zabezpečování a identifikaci, ale i v zábavní 
technice. Je to dynamicky se rozvíjející postup, jak v blízké budoucnosti umožnit 
snadnější interakci s počítačově řízenými přístroji. 
Tato práce slouží k nastudování problematiky detekce obličejů, jejich metod  
a postupů, které by byly nejvhodnější pro provedení implementace do programu na 
lokalizaci a výsledné vyznačení obličeje v reálném čase pomocí programovacího 
prostředí Matlab.  
Její první část se zabývá přehledem použitelných metod pro rozpoznání obličeje  
a rozbor barevných modelů, které se používají ve zpracování obrazu. Druhá část práce 
je zaměřena na tvorbu algoritmu pro detekci regionů obrazu s barevnou tóninou 
odpovídající lidské kůži. Cílem programu je oddělit a vyznačit oblasti pořízeného 
snímku odpovídající lidskému obličeji. Konečným výstupem obrazu je obličejová část 
obklopena černou maskou prostoru, kde nebyla detekce obličeje potvrzena. Třetí část 
tvoří realizace algoritmů v reálném čase při použití webkamery a následná simulace. 
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1 DIGITÁLNÍ REPREZENTACE OBRAZU 
Zpracování obrazu, neboli anglicky Image Processing, je vícestupňový proces, kdy 
snímaný obraz pomocí jakéhokoliv záznamového zařízení nabývá své digitální podoby.  
1.1 Digitalizace a práce s obrazy 
Digitalizovaný snímek je definovaný jako dvojdimenzionální funkce, která se dá 
zapsat f(x,y). V tomto vzorci symboly x a y znamenají prostorové koordináty a hodnota 
f je intenzita obrazu v každém bodě různého páru koordinačních souřadnic. Každý 
digitální snímek se tedy sestává z konečných číselných hodnot všech svých 
elementárních prvků. Tyto body se technicky nejčastěji označují jako pixely, pixelové 
body nebo obrazové body.  
Po samotné digitalizaci pak můžeme využít různé modifikační operace, které nám 
umožní například manipulovat s intenzitou snímku, jeho ostrostí a barevným 
zpracováním, ale jsou schopny z něj extrahovat i další užitečné informace. Tyto získané 
informace pak můžeme využít například pro vylepšení obrazu, popřípadě jeho 
modifikaci. Dále pak pro získání hodnot měření z obrazu, nebo rozpoznání a možnosti 
segmentace určitých oblastí a objektů snímku na základě předem přesně definovaných 
informací. 
 Analyzování obrazů je dnes často využívaný proces, který nachází své uplatnění 
nejen v průmyslu a produktové výrobě, ale i v lékařství a oblastech dostupných široké 
veřejnosti. V továrnách nám specifické algoritmy obrazového zpracování hlídají 
například kvalitu zpracování materiálů nebo kompletnost samotných výrobků na 
dopravních pásech, robotickým linkám umožňují přesně vědět, který díl mají kam 
usadit, a dnes se již běžně můžeme svézt automobilem, který nám bude automaticky 
hlídat a upozorňovat nás na různé dopravní značky, jako například omezení rychlosti.  
 [3] 
1.2 Využívaná barevná prostředí 
Barevné prostředí je matematickou reprezentací sady barev a významným 
nositelem informace pro zpracování obrazu. Detekční algoritmy pracují v různých 
barevných prostředích podle toho, k čemu jsou vytvořeny. Každý barevný model má 
pak přesně definované kanály, na základě kterých se přenáší barevná informace, a které 
se liší dle svého využití v technice.  
Jednotlivá barevná prostředí přenáší barevnost rozdílným způsobem, a proto musí 
být rozlišována. Jejich strukturu lze zobrazit pomocí trojrozměrných modelů pomocí 
porovnání s RGB prostorem, který může být považován za výchozí. Vzhledem  
k vzájemné odlišnosti jednotlivých modelů musíme při přechodu z jednoho do druhého 
přenášenou barevnou informaci korektně přetransformovat podle převodových rovnic. 
 [3] 
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1.2.1 Barevný model RGB 
RGB prostředí patří mezi nejběžněji používané barevné modely vůbec. Nacházíme 
jej například v televizní technice, počítačových monitorech, fotoaparátech a jiné 
snímací či reprodukční technice.   
Jeho funkčnost vychází z fyziologie lidského oka. V oční bulvě se nachází 
receptory, které reagují na dopadající záření. Různá vlnová délka tohoto záření 
způsobuje rozdílné reakce na těchto receptorech, díky nimž jsme schopni rozlišovat 
barvy. Lidské oko je nejvíce citlivé na tři vlnové délky, a to na vlny dlouhé (Long 
Waves, λ = 420-440 nm), vlny střední (Medium Waves, λ = 534-555 nm) a krátké vlny 
(Short Waves, λ = 654-580 nm). Vlnové délky RGB odpovídají hodnotám R (λ = 630 
nm), G (λ = 530 nm) a B (λ = 450 nm).  [4] 
Barevnou informaci pak můžeme přenášet jako určitý počet bitů vyhrazených pro 
barevnou komponentu (8bitů, rozsah 28; 16 bitů, rozsah 216; 24 bitů, rozsah 224 ). Pro 24 
bitovou hloubku už barevná informace přenáší stejné barvy, jaké může pozorovat lidské 
oko v reálném světě a může být označována jako True Color.  [3] 
 
Tab. 1.1: Číselné hodnoty jednotlivých složek pro barvy v barevném modelu RGB. 
barva R G B 
černá 0 0 0 
červená 255 0 0 
zelená 0 255 0 
modrá 0 0 255 
žlutá 255 255 0 
purpurová 255 0 255 
azurová 0 255 255 
bílá 255 255 255 
 
 
RGB model barev odpovídá kvádru, kde hlavní osy x,y,z tvoří definované 
souřadnice primárních barevných odstínů a hlavních složek tohoto prostředí. Výchozí 
bod tří os je hodnota černé barvy, která je ve všech směrech nulová. Bílá barva je pak 
přenesena krychlovou úhlopříčkou a její hodnota ve všech směrech dosahuje maxima. 
Krychlová úhlopříčka symbolizuje šedou škálu spojnice mezi černou a bílou.  [3] 
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Obr. 1.1: Barevný model RGB [3]. 
1.2.2 Barevný model YCbCr 
Model používaný zejména ve video systémech pro převod z digitálního signálu na 
analogový v DVB přijímačích i DVD přehrávačích. Výhodou je přenášení v tzv. 
rozdílové formě, kdy se méně informací lépe komprimuje oproti RGB modelu. 
Základní parametry tohoto prostředí jsou jasovost (Y – Luminance) a modrý a 
červený chromační komponent (Cb, Cr – Chrominance). V tomto formátu je jas 
přenášem jedinou komponentou Y a informace o barvě je uložena ve dvou parametrech 
Cb a Cr. Parametr Cb je rozdíl mezi modrou komponentou a referenční hodnotou a 
parametr Cr je rozdíl mezi červenou komponentou a referenční hodnotou (Poynton 
1996).  [4] 
Vztah pro získání barevné RGB informace vyjádřené v YCbCr můžeme počítat 
jako matici 
 
 
 
  
  
   
  
   
   
   
                   
                     
                     
  
 
 
 
 ,      (2.1) 
 
kde matice RGB nabývá hodnot převáděné barvy dle jednotlivých R,G,B složek. 
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Obr. 1.2: Barevný model YCbCr [8]. 
1.2.3 Barevný model HSV 
Formát HSV (Hue, Saturation, Value), někdy také nazývaný HSB (Hue, Saturation, 
Brightness) či HSI (Hue, Saturation, Intensity), je barevný systém, který se nejvíce 
přibližuje lidskému vnímání a rozpoznávání barev.  [3] 
Skládá se ze tří elementárních složek, které oproti modelu RGB nenese informaci o 
základních barvách, ale o jejich vlastnostech. První z nich je barevný tón (Hue), braný 
jako odstín. Jeho hodnoty lze považovat jako úhel v rozmezí 0° – 360°. Barevná paleta 
je zde tedy tvořena uzavřeným kruhem a jednotlivých odstínů můžeme dosáhnout 
zlomkem úhlu. Mezní stupně barev odpovídají úhlům 360° pro červenou, 240° pro 
modrou a 120° pro zelenou barvu (viz. obr. 2.3). Další pak jsou sytost barev 
(Saturation) představující množství bílé v poměru k odstínu barvy a hodnota jasu 
(Value), která vyjadřuje množství světla, které barva odrazí. Čím vyšší bude hodnota 
jasu, tím zářivější bude zvolená barva.  [4] [6] 
 Pro vyjádření barvy v RGB do modelu HSV pak můžeme použít sadu rovnic H, 
S, V, ze kterých po splnění podmínek dostaneme příslušné hodnoty jednotlivých složek: 
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Obr. 1.3: Barevný model HSV [3]. 
 
1.2.4 Barevný model CMY a CMYK 
Nejvíce se tento model využívá při tisku a výrobě fotografií, známý pod názvem 
CMYK, kde složka K představuje černou barvu. Samostatně přidanou černou barvou 
tak ušetříme ostatní tři barvy, které by se na ni musely skládat. Při složení všech tří 
barevných složek nikdy nedosáhneme plnohodnotné černé, spíše jen odstínů šedi.  [3] 
Barevné prostředí CMY se skládá ze tří barevných složek, a to z azurové (Cyan), 
purpurové (Magenta) a žluté (Yellow), druhotných barev světla. Tyto barvy se 
neskládají jako u RGB, ale naopak se odečítají od původní bílé. Při zvyšující se hodnotě 
dané složky se tedy čím dál více blížíme černé.  [3] 
Ekvivalence mezi RGB a CMY je tady taková, že například hodnota 255,255,0 
v RGB (žlutá barva) je stejná jako hodnota 0,0,255 v CMY. Z toho vyplývá, že RGB 
systém barvy vyzařuje a naopak CMY barvy pohlcuje. Při osvícení azurového pigmentu 
se tedy neodráží žádné červené záření. Azurový pigment pohlcuje červenou složku 
bílého záření, které je složeno právě z RGB.  [3] 
Pro Transformaci z RGB do CMY využijeme odečtení samotných RGB hodnot 
pomocí maticové rovnice 
 
 
 
 
 
   
 
 
 
   
 
 
 
   (2.5) 
 
kde jedničková matice představuje právě bílé záření v RGB [3]. 
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1.2.5 Barevný model YUV 
Tento model se využívá zejména v PAL (Phase Alternation Line), NTSC 
(National Television Systém Committee) a SECAM (Sequential Color with Memory) 
barevných televizních video standardech.  [8] 
Barevné prostředí YUV vzniklo jako způsob přenosu barevného signálu, který by 
byl kompatibilní s původním černobílým vysíláním. Systém používá pro přenos 
informace tříprvkový vektor, ve kterém Y znamená jasovou složku nebo také šedivost, 
používanou v černobílých systémech, a přidané barevné složky U a V.  [3] 
Pro převod modelových hodnot RGB na hodnoty prostředí YUV využijeme 
transformační rovnici 
 
 
 
 
 
   
               
                 
                 
  
 
 
 
   (2.6) 
 
kde matice RGB představuje základní informaci o převáděné barvě. 
Samotný prostorový model YUV prostředí má výraznou podobnost na prostorovém 
vyjádření modelu YCbCr , avšak jasová složka má menší rozsah (viz. obr. 2.4). 
 
Obr. 1.4: Barevný model YUV [8]. 
Tyto dva modely jsou odlišné v umístění bílého a černého odstínu RGB kvádru. 
Jejich souřadnicové body leží na koncích úsečky rovnoběžné s osou Y, umístěnou 
v nulových bodech osy U a V. 
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1.2.6 Barevný model YIQ 
Systém barevného prostředí je nejvíce používaný v NTSC televizním vysílání 
v Severní Americe a Japonsku, a jeho tři hlavní parametry jsou odvozeny z předchozího 
YUV barevného modelu, jen s rozdílnými poměry v šířce frekvenčního pásma, na 
kterém jsou jednotlivé členy vysílány.  [8] 
V tomto modelu je jas přenášen v prvku Y (Luminance), který reprezentuje 
černobílou složku. Informace o barevné složce je obsažena v prvku I (Hue, „inphase“) 
činné složky a prvku kvadrantu Q (Saturation, „quadrature“). Pro zlepšení zrakového 
vněmu vysílání v tomto prostředí je využívána menší šířka pásma pro parametr Q, ale 
větší pro člen I. Lidské oko totiž vnímá lépe změny v rozsahu oranžová-modrá, než 
změny mezi fialovou a zelenou.  [8] 
Pro převod RGB do YIQ je možno využít transformační matici 
 
 
 
 
 
   
               
                 
                 
  
 
 
 
   (2.7) 
 
kde matice RGB přenáší základní informaci o převáděném barevném odstínu.  
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2 DETEKCE OBLIČEJE V OBRAZE 
Detekce obličejů je technologie, která umožňuje počítači rozpoznat a následně 
lokalizovat přítomnost obličeje nebo jeho části v obraze. Její funkčnost je založena na 
zpracování informací vstupního obrazu a následné aplikaci přesně stanovených 
algoritmů pro získání hledaných informací, na základě kterých nám ve výsledku vyjde, 
zda zkoumaný snímek obsahuje lidské obličeje.  
Její uplatnění se stále rozrůstá a čím dál více se s ní můžeme setkávat i v oblasti 
běžného života. Příkladem mohou být řady kompaktních i zrcadlových digitálních 
fotoaparátů, popřípadě integrovaných fotoaparátů v mobilních telefonech, které tuto 
funkci využívají pro Auto Fokus. Příkladem bych uvedl fotoaparát Sony DSC-W170, 
který má speciální funkci na rozpoznání obličeje rozšířenou o detekci úsměvu, na 
základě které při automatickém snímání po zvolení intenzity úsměvu samostatně pořídí 
snímek. 
2.1 Využití detekce obličejů 
První zájem o tento systém vznikl v roce 1964, kdy pánové Bledsoe, Chan a Bisson 
začali pracovat na využití počítače pro rozpoznávání obličejů. V dnešní době se s jeho 
aplikací můžeme setkat v různých odvětvích, jež jsou uvedeny v tabulce 2.1. 
Tab. 2.1:  Možnosti využití detekce obličeje v obraze 
Řízení přístupu: 
Osobní a soukromé data, nemocniční záznamy, 
bezpečnostní a personální přístupy 
Technika: 
Komunikace s přístrojem, robotika (vyhledávání 
zraněných, interakce) 
Biometrika: 
Identifikace (pasy, řidičské a občanské průkazy), 
automatické identifikace (hraniční přechody) 
Bezpečnost: 
Domovní zabezpečovací systém, ochrana dat, 
výrazová kontrola (monitorovací systém v autech) 
Zábava: 
Herní systém, fotoaparáty, různé další zábavní 
aplikace 
 
Základními požadavky pro tyto systémy jsou dosažení vysoké spolehlivosti, 
účinnosti a rychlosti zpracování. Pro splnění těchto tří požadavků musíme vytvořit 
algoritmus, který bude jednoduchý z hlediska logického sestavování jednotlivých 
funkcí, ale zároveň aby byly využity veškeré nutné parametry pro dosažení co nejvyšší 
úspěšnosti. Ideálním programem by tedy byl takový, který by měl stoprocentní výsledky 
detekce v co nejkratším potřebném čase pro vyhodnocení. Vývoj tedy spočívá ve snaze 
snížit nebo zcela odstranit chybovost rozpoznání, tzv. False Detection, a zároveň při 
tom nezvyšovat časovou náročnost jednotlivých algoritmů.  [1] 
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2.2 Metody detekce obličeje 
Způsob detekce obličeje v obraze závisí na stanovení specifických informací, podle 
kterých pak samotný program porovnává a vyhodnocuje vstupní snímek. Tyto metody 
můžeme rozdělit do čtyř následujících skupin: 
 
Znalostní metody (Knowledge-Based Methods) – metoda, která využívá znalostí 
typických rysů lidského obličeje. Pracuje s určenými pravidly na základě vzdáleností 
prvků obličeje, jako je umístění nosu nebo pusy ve vzdálenosti od očí, nebo vzdálenost 
očí, úst a uší z profilu. Její použití je ale špatně použitelné pro detekci obličejů, které 
nejsou frontálně nebo bočně natočeny. 
 
Metody neměnných prvků (Feature Invariant Methods) – v této metodě se 
využívá znalosti neměnných prvků obličeje jako je pusa, nos, oči a uši. Výhodou této 
metody je její tolerance k různým polohám a natočení hlavy.  Na druhou stranu tato 
metoda vyžaduje vhodné podmínky osvětlení a dobrou kvalitu vyhodnocovaného 
obrázku bez šumu a ostatních rušivých prvků.  
 
Přiřazovací metody (Template Matching Methods) – metoda, která funguje na 
principu komparace snímku z databáze a zkoumaného snímku. Algoritmus porovnává 
jednotlivé pixely obou obrazů a vyhodnocuje jejich charaktery. Jednoduchost této 
myšlenky zpracování má ale velikou nevýhodu a to časovou náročnost. Porovnávání 
celých databází obrazů vyžaduje více času na řešení.  
 
Vzhledové metody (Appearance-Based Methods) – její funkce probíhá 
vzájemným porovnáváním sub-obrazů zkoumaného snímku se zkušebními snímky 
z trénovací databáze. Jejich struktura se vyhodnocuje jako „s obličejem“ nebo „bez 
přítomnosti obličeje“. Tato metoda patří mezi nejpoužívanější metody detekce obličejů 
díky její vysoké úspěšnosti.  
[1] 
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3 SEGMENTACE BARVY KŮŽE 
Jednou z možných použitelných metod segmentace obrazu pro detekci obličeje je 
lokalizace barevných oblastí, které mohou odstínově odpovídat lidské kůže (Skin 
Segmentation) a jejich následné vyčlenění z obrazu. Tato detekční metoda spadá do 
kategorie metod neměnných prvků (viz kapitola 2.2)  
Celý princip detekování těchto regionů funguje na základě určených hranic, tak 
zvaných mezí jednotlivých prvků pro použité barevné prostředí. Mezi minimální a 
maximální hranicí se pak nachází hledané regiony lidské pokožky. Program pak testuje 
každý bod obrazu na splnění těchto požadavků vymezené barvy a při potvrzení jej 
označí jako pozitivní, neboli jedničkový pixel. Pro tuto metodu je možno využít 
odlišných barevných modelů (RGB, YCbCr, HSV), které mohou nabývat odlišné 
úspěšnosti rozpoznání právě hledaných barevných regionů.  [3] 
3.1 Segmentace obrazu 
 Segmentace neboli výběr oblasti je metoda, kdy je ve zkoumaném obraze hledána 
oblast nebo oblasti se stejnými vlastnostmi. Cílem je rozčlenit snímek do částí, které 
obsahují celé objekty nebo oblasti reálného vidění. Aby vyhledávací algoritmus byl 
úspěšný, musí být předem provedena analýza obsahu zvoleného obrazu. Na základě 
znalosti obrazu je program schopen vyhledávat regiony, které lze definovat barvou, 
tvarem, určením hranic celých oblastí či jejich umístěním v dvojrozměrném prostoru. 
Ideální segmentace má za výsledek vzájemně se nepřekrývající homogenní oblasti, 
které kompletně či částečně korespondují s objektem na testovaném snímku. Zcela 
ideální segmentace je ovšem jen těžce proveditelná, vzhledem k faktorům degradujícím 
vstupní fotografie. Celková správnost vyhodnocení tohoto procesu se odvíjí od složitosti 
a kvality obrazu. Celý výsledek může být znehodnocen přítomností šumu, vadami 
v obraze nebo špatným a nerovnoměrným osvětlením objektu. 
3.1.1 Segmentace pomocí funkce „Colorseg“ 
Metoda, její funkce a princip je detailně popsána v článku [3]. 
Segmentace pomocí funkce Colorseg je poloautomatická metoda na detekci oblastí 
s odstínem barvy kůže, pracující na základě euklidovské vzdálenosti jednotlivých 
obrazových pixelů ve vektorovém prostředí. Poloautomatická proto, že po spuštění je 
nutno vybrat oblast, o které s určitostí víme, že se zde nachází barvy kůže. Pro tento 
výběr je zde použita funkce mask = roipoly(f), pomocí které je proveden 
interaktivní výběr vymezené oblasti a vytvoření černé masky, ve které je zbytek obrazu  
vyplněn nulovými hodnotami (viz obr. 3.1). 
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Obr. 3.1: Vstupní snímek s vyznačenou oblastí výběru (vlevo) a vytvořená maska vybraného 
regionu s lidskou kůží (vpravo). Vstupní snímek využit z [9] 
Po výběru této oblasti nám program vypočítá mezní hranice odstínu barvy a 
vyčlení přímo regiony odpovídající barevnému odstínu pokožky. Segmentace probíhá 
pomocí funkce S = colorseg (euclidean, f, T, m), kde „euclidean“ je 
použitá metoda euklidovské vzdálenosti, „f“ je zkoumaný obrázek v RGB prostředí, „T“ 
je threshold neboli práh, který označuje maximální rozdíl mezi průměrnou hodnotou 
v oblasti a hodnotou aktuálního pixelu, který ještě bude do této oblasti přidán a „m“ je 
vektor průměrné vzdálenosti.   
Vytvořená maska má charakter černé oblasti, kde barva nespadá do vymezené 
škály barev, a tudíž zde nebyla potvrzena přítomnost kůže. Tvoří ji takzvané negativní 
pixely. Bílé jedničkové regiony jsou naopak místa, kde program nalezl hledaný barevný 
odstín a označil pixelové body jako pozitivní (viz obr. 3.2). 
 
Obr. 3.2: Výsledek funkce colorseg(euclidean,f,T,m) pro různé hodnoty prahu 
 T = 25, 50, 75 a 100. 
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Tato metoda slouží jako ukázka detekce kůže v RGB prostředí a výhodou této 
metody je vcelku snadné nastavení citlivosti prahu vymezeného odstínu vybrané barvy. 
Nevýhodou je ovšem nutnost samotného výběru hledaného regionu. Individuální výběr 
je zejména vhodný pro dobře nasvícenou fotografii jednoho obličeje. Pro skupinové 
fotografie se může stát nepraktickým a to zejména v přítomnosti osob různých ras. 
3.2 Segmentace na základě nastavených mezí 
Již zcela automatickým programem na segmentaci barvy kůže a lokalizaci 
obličejové části snímku je vytvořený algoritmus (viz obr. 3.3), který vyhledává 
homogenní regiony na základě pevně daných hranic barevných odstínů všech tří 
parametrů barevného prostředí, ve kterém je detekce prováděna. Prvním úkolem je 
nastavit meze tak, aby pokryly veškeré barvy kůže, které mohou být zobrazeny na 
snímku. To znamená, nastavení minima tak, aby hledaná barevná škála obsahovala i 
takové odstíny, aby algoritmus detekoval i pokožku černocha. Druhým důležitým 
bodem je zabezpečit maximální hodnotu tak, aby zaznamenával co nejméně oblasti 
hledaného odstínu objektů, které nejsou lidskou kůží, ale pouhým pozadím.  [6] 
Problém nastává při snímcích, které nejsou světelně vhodně optimalizovány. To 
znamená, že snímky, které jsou moc tmavé nebo naopak moc světlé mají jiné odstíny 
barev, na které program není nastaven. Jako opatření před touto chybou se obrazy 
mohou optimalizovat na ideální vyvážení bílé (white balance). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Testovaný snímek 
Volba barevného prostředí 
Načtení barevných hranic 
Vymezení barevných regionů 
Odstranění přebytečných artefaktů 
Vyhlazení detekovaných oblastí 
Lokalizace detekovaných oblastí 
Vyznačení obličejových částí 
Výsledek 
Obr. 3.3: Vývojový diagram vytvořeného algoritmu na detekci oblasti kůže v barevných 
prostředích RGB, YCbCr a HSV. 
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3.3 Morfologické operace 
Morfologické operace vychází z matematické morfologie vlastností bodových 
množin. Používají se pro předzpracování binárních obrazů, jako je odstranění šumu a 
zjednodušení zobrazených tvarů. Dále se dají využít pro zdůraznění struktury, její 
ztenčování a rozšiřování. Jejich realizací je relace dvou bodových množin A a B.  
Mezi základní morfologické operace patří dilatace a eroze.  [7] 
Dilatační děj spočívá v skládání bodů dvou množin pomocí vektorového součinu. 
Obrazové objekty jsou po její aplikaci zvětšené o jednu vrstvu oproti pozadí. Její využití 
najdeme například tam, kde je potřeba zaplnění děr, popřípadě takzvaných zálivů.  
Děj eroze skládá dvě bodové množiny s využitím vektorového rozdílu. Eroze není 
inverzní transformací k dilataci, ale duální. Používá se pro zjednodušení struktury 
objektů, odstranění objektů jednotkové tloušťky a samostatně stojících jednotkových 
bodů.  
Pro vyhlazení segmentovaných oblastí, které jsou reprezentovány binárním 
obrazem (hodnota nula pro pozadí, jedna pro daný objekt), jsou použity funkce 
otevírání a zavírání (Opening and Closing), jejichž funkčnost spočívá ve vhodné 
kombinaci zmíněné eroze a dilatace. Matematicky je lze popsat rovnicemi  
 
            (3.1) 
           ,  (3.2) 
 
kde první rovnice 3.1 je pro operaci otevírání a rovnice 3.2 je pro zavírání. Symbol  
z  čí    z í  ěj      ěj   l   č í. Z   v  c j  p    é  ž  p   up    ví á í j  
prov      p   cí    z    p  váz   u   l   cí   p   up z ví á í j     y  p č ý  
k y j  p  vá ě    řív   p   c    l   c     á l    u    zí.  [3] 
Funkce, která stanovuje základní masku a intenzitu eroze nebo dilatace a určuje 
nám oblast zájmu vyhlazení a potlačení rušivých oblastí je funkce strel(shape, 
parametres), která provádí modifikaci jedničkových oblastí podle určitého tvaru 
(diamond, disk, octagon, rectangle) a na základě velikosti parametru poloměru.  [3] 
 
 
Obr. 3.4:  Funkce strel('diamond',4). 
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3.4       Vyznačení obličeje 
Jakmile algoritmus ukončí vyhodnocování pozitivních segmentů obrazu, kde se 
nachází odstín barvy kůže a dokončí veškeré morfologické operace vyhlazení, přichází 
na řadu konečné vyznačení detekovaných oblastí, tedy samotných obličejů. Funkce je 
navržena na označení nekonečného počtu takových oblastí. Program tedy zvládá detekci 
scén, ve kterých se objevuje více než jeden obličej. Kromě obličejových částí probíhá 
vyznačení veškerých pozitivně vyhodnocených oblastí a tudíž i vytvoření falešné 
detekce.  
Princip rámování oblastí je založen na vyhledávání jedničkových bodů. Funkce 
postupně vyhodnocuje každý pixel obrazu po řádcích, a pokud nalezne jedničkový bod, 
prověřuje pak i okolní body, jakou mají hodnotu. Tento proces je vytvořen pomocí 
funkce bwlabel. Takto probíhá lokalizace celistvých oblastí v obraze a přidělení 
pořadového čísla, v jakém byly vyhodnoceny, ke každé z nich. Problém přichází 
v situaci, kdy se dva obličeje na vstupním snímku dotýkají. Pokud systém toto prolnutí 
neodstraní optimální erozí, je tato oblast vyhodnocena jako celistvá.  [3] [7] 
 
 
Obr. 3.4: Lokalizace detekovaných oblastí barvy kůže (dole), vstupní snímek (nahoře). 
  Obdélníkové orámování pro zobrazení ve vstupním obraze je vytvářeno postupně 
pro jednotlivé oblasti z předchozího kroku. Pro každou oblast je nalezeno těžiště oblasti, 
které je stanoveno jako aritmetický průměr x a y souřadnic bodů náležících do dané 
oblasti. Pro ideální tvar elipsovitého tvaru je těžiště situováno ve středu její plochy. Pro 
různorodější tvary, kterých vyhodnocení často nabývá, je jeho umístění vychýleno. 
Z tohoto bodu pak vyhledává po kolmicích krajní body oblasti a ty ukládá do čtyř 
proměnných (xmin, xmax, ymin, ymax). Z této čtveřice bodů, které tvoří středy stran 
obdélníku, dostaneme po výpočtech průniků souřadnice vrcholů obdélníka (a, b, c, d). 
 16 
Samotný obdélníkový rám je vytvořen spojením těchto čtyř bodů.  
 
Obr. 3.5: Ilustrační nákres realizace orámování obličeje. 
Finální krok procesu vyznačení obličeje je prolnutí vstupního snímku se souborem 
korektně umístěných rámečků. Na snímku je pro názornou ukázku vyznačeno i těžiště 
detekovaných oblastí červeným křížkem. Obdélníky nemusí přímo korespondovat 
pouze s oblastmi tváře, ale mohou obsahovat i části okolních ploch. Umístění záleží na 
správné segmentaci barvy kůže. 
 
Obr. 3.6: Detekce obličejů a jejich vyznačení rámečkem. 
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3.5 Vytvořené algoritmy detekce oblasti kůže 
Algoritmy fungující na principu vymezení barevné škály (kapitola 3.2), které jsou 
realizovány pro tři barevné modely RGB, YCbCr a HSV. V těchto barevných 
prostředích jsou předpokládány rozsahy hodnot barevných složek v jednotlivých 
kanálech v rozmezí hodnot 0 – 255.  Struktura programu je naznačena vývojovým 
diagramem na obr. 3.3. 
3.5.1 Segmentace v RGB prostředí 
Detekce oblastí snímku s barvou kůže v RGB barevném prostředí probíhá na 
základě určených mezí tří barevných kanálů, a to červené, zelené a modré. Program 
prochází celý testovaný obraz a jednotlivé body porovnává se zadanou minimální a 
maximální hranicí jednotlivých kanálů. Pokud pixely nabývají vymezených hodnot, 
jsou označeny jako pozitivní s hodnotou jedničky, která pak bude zobrazena v binární 
masce jako bílá oblast. Pokud ovšem hodnoty neodpovídají vymezené barevné škále, 
pixely se přeskočí a ve vytvořené masce budou brány jako černé pozadí. 
Jako minimální hraniční parametry R,G,B zvolíme hodnoty podle rovnice 
 
                   (3.3) 
 
kterou doplníme dodatečnými podmínkami pro omezení vyhledávané barevné tóniny 
 
                                           . (3.4) 
 
Hraniční meze a podmínky pro rozpoznání barvy kůže v RGB vychází ze zdroje [5]. 
Při dodržení těchto rovnic se body řadí do škály barev, která odpovídá paletě 
představující tonalitu kůže. Při zobrazení všech možných odstínů postupujících filtrací 
do trojrozměrného modelu RGB získáme příslušnou množinu bodů. 
 
Obr. 3.7: Odpovídající množina barev pro RGB v prostředí RGB. 
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Obr. 3.5: Vstupní obrázek RGB (vlevo), oblasti barvy kůže vyznačené maskou (vpravo). 
Po vyznačení tzv. pozitivních oblastí obrazu, kde byla potvrzena barva kůže, se na 
masku použijí funkce pro odstranění nežádoucích artefaktů a fragmentů, které nepatří 
do části obličeje. Následně se v obraze masky vyhladí hrany jedničkových oblastí.  
Na našem testovaném obraze pak průběh vyhlazení probíhá následujícím 
způsobem, kdy bylo použito nejprve oktagonálního vyrovnání s nízkým průměrem, dále 
byly odstraněny samostatně stojící rušivé pixely a nakonec bylo dokončeno vyhlazené 
pomocí diskového filtru s vyšším průměrem, aby se docílilo hladších okrajů. 
 
 
Obr. 3.8: Postupné vyhlazení hran pozitivní oblasti barvy kůže. 
Jak je vidět na vytvořené masce v posledním obrázku, vyhlazení odstranilo veškeré 
obličejové rysy, jako jsou oči, obočí, nosní dírky i ústa. Dále byl vyhlazen a zarovnán 
celý obličejový okraj. Na tomto snímku nejsou díky zcela bílému a celistvému pozadí 
originálního snímku patrny žádné rušivé prvky, což je pro segmentaci ideální.  
 
 
Obr. 3.9: Porovnání originálního RGB snímku jednotlivého obličeje (vlevo) a snímku prolnutí 
s binární maskou (vpravo). Vstupní snímek využit z [9]. 
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Z porovnání obou snímků lze dobře vidět, že vytvořená binární maska celkem 
přesně koresponduje s linií obličeje v originálním testovaném snímku. 
Celý program byl vyzkoušen na snímku s jedním obličejem bez rušivých prvků a 
pouze od ramen výše. Při vstupním obraze s více lidmi a celými postavami se již mohou 
objevit rušivé prvky, které barevně také odpovídají mezním hranicím barevné škály. Při 
zachování stejných parametrů minimálních a maximálních hodnot barevných kanálů a 
stejné síly vyhlazení můžeme detekovat regiony s barvou kůže i na skupině lidí. 
 
 
Obr. 3.10: Porovnání originálního RGB snímku skupiny lidí (vlevo) a snímku prolnutí 
s vytvořenou binární maskou (vpravo). Vstupní snímek využit z [10]. 
Na výsledném snímku již pozorujeme oblasti, které také prošly stanovenými 
mezemi, ale nezobrazují jen obličejové regiony, ale také časti rukou nebo i oblečení 
v barevné tónině podobající se barvě kůže. Tyto rušivé prvky se mohou eliminovat na 
základě vytvoření algoritmu, který vyhledá v jedničkových polích masky různé 
obličejové prvky (nos, oči, ústa) a na základě jejich přítomnosti vyhodnotí oblast jako 
obličejovou.  
Z těchto výsledků ovšem můžeme usoudit, že barevné prostředí RGB s takto 
zadanými parametry není příliš vhodné pro zkoumání skupinových fotografií nebo 
fotografií, které nemají celistvé pozadí. 
3.5.2 Segmentace v YCbCr prostředí 
Barevný model YCbCr již nemá tři parametry, které vyjadřují jednotlivé barvy, ale 
vyjadřují intenzitu světelnosti spolu s červeným a modrým chromatickým kanálem. 
Detekce barvy kůže se zde odvíjí z hodnoty jasu (Y) a barevné informace (Cb a Cr). 
Toto rozložení usnadňuje a pomáhá lépe specifikovat barevnou tóninu vyjadřující 
oblasti kůže.  
 
 
Obr. 3.11: Vstupní snímek YCbCr (1) a jeho separované kanály Y (2), Cb (3) a Cr (4). 
(číslováno od levého okraje). 
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Při samotné detekci je barevný model YCbCr citlivější na požadovanou hledanou 
barvu pokožky zejména kvůli chromatickým parametrům. Při správně nastavených 
parametrech by měl tedy program detekovat regiony kůže snáze a s větší úspěšností, než 
jak zobrazilo prostředí RGB. Hodnoty jednotlivých složek v tomto případě mohou 
nabývat hodnot od 0 – 255, kde 255 je stoprocentní úroveň jednotlivých kanálů. 
Tab. 3.1: Nastavení mezních hodnot YCbCr. 
jednotlivé složky Y Cb Cr 
min. hodnota 70 60 140 
max. hodnota 180 115 170 
 
Při vynesení postupujících barev mezním filtrem modelu YCbCr do 
trojrozměrného grafu v prostředí RGB dostaneme množinu příslušných barevných 
odstínů pozitivní oblasti kůže. 
 
Obr. 3.12: Odpovídající množina barev pro YCbCr v prostředí RGB. 
Pro takto zadané hranice hodnot detekce jednotlivých pixelů dostaneme následující 
výsledek. První série obrázků zobrazuje postup a výsledek segmentace jednoho obličeje 
na bílém celistvém pozadí. Druhý obrázek uvádí stejný postup se stejnými mezními 
parametry pro skupinu lidí, kde se již lehce objevují falešné oblasti barvy kůže. Pro 
lepší srovnání s metodou RGB jsou použity naprosto identické zkušební snímky. 
 
 
Obr. 3.13: Originální snímek jednoho obličeje (1), vytvořená maska (2), vyhlazení masky (3) a 
prolnutí originálního snímku s vyhlazenou maskou (4) pro YCbCr. 
(číslováno od levého okraje). 
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Obr. 3.14: Originální snímek skupiny lidí (1), vytvořená maska (2), vyhlazení masky (3) a 
prolnutí originálního snímku s vyhlazenou maskou (4) pro YCbCr.  
Při porovnání snímku s jedním obličejem mezi barevnými modely YCbCr a RGB 
jsou výsledky velice podobné. Velký rozdíl mezi výsledky je pozorovatelný u 
skupinové fotografie, kdy u YCbCr zmizely špatně detekované oblasti bez přítomnosti 
obličeje oproti výsledku u RGB prostředí. 
3.5.3 Segmentace v HSV prostředí 
V HSV modelu se obrazová informace přenáší ve třech kanálech, a to hodnotou 
barevného odstínu (Hue), hodnotou sytosti barvy (Saturation) a hodnotou jasu v obraze 
(Value). Barevná informace se tedy přenáší v prvních dvou parametrech H a S. Jak 
vidíme na jednotlivých sub-snímcích zvoleného zkušebního snímku, kanál saturace nám 
krásně oddělil celou hlavovou oblast od bílého pozadí a kanál odstínu významně 
zvýrazňuje oblasti očí, nosních dírek a úst, což můžeme využít pro detekci obličeje na 
základě neměnných prvků. 
 
 
Obr. 3.15: Vstupní snímek HSV (1) a jeho separované kanály H (2), S (3) a V (4).       
(číslováno od levého okraje) 
Při správném nastavení mezních hodnot HSV prostoru pak vyčleníme oblasti 
barevných pixelů, kde by se mohl nacházet hledaný obličej nebo jakákoliv jiná část těla 
s barvou kůže. V nastavení mezních hranic můžeme používat hodnoty parametrů od 0 – 
1, kdy 1 nám udává stoprocentní úroveň jednotlivých složek. 
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Tab. 3.2: Nastavené hodnoty mezních hranic HSV. 
jednotlivé složky H S V 
min. hodnota 0 0,3 0,48 
max. hodnota 1 0,7 0,96 
 
Při použití takto definovaných mezních podmínek vyčleníme množinu spektra 
barev odpovídající barvě kůže. Příslušné postupující barvy HSV filtrem vyneseme do 
trojrozměrného modelu RGB prostředí pro názorný příklad vymezené oblasti. 
 
Obr. 3.16:  Odpovídající množina barev pro HSV v prostředí RGB. 
 
Opět pro takto modifikovaný algoritmus pro barevné prostředí HSV vyzkoušíme na 
stejném zkušebním obraze jak pro jednotlivý obličej, tak pro skupinovou fotografii, 
který byl použit v předchozích testech v prostředí RGB a YCbCr. 
 
 
Obr. 3.17: Originální snímek jednoho obličeje (1), vytvořená maska (2), vyhlazení masky (3) a 
prolnutí originálního snímku s vyhlazenou maskou (4) pro HSV. 
(číslováno od levého okraje). 
 Z výsledků je patrné, že maska detekované oblasti téměř identicky koresponduje 
s okrajem obličeje na vstupním snímku. 
 23 
 
 
Obr. 3.18: Originální snímek skupiny lidí (1), vytvořená maska (2), vyhlazení masky (3) a 
prolnutí originálního snímku s vyhlazenou maskou (4) pro HSV. 
Parametry pro tyto dva snímky byly nastaveny přesně na míru, a proto výsledky 
vychází úspěšně. Při vyzkoušení takto zadaného algoritmu na dalších snímcích se často 
ukázalo, že HSV prostředí není až tak spolehlivé na samotnou detekci obličeje, jako 
například model YCbCr, a že se lépe hodí na detekci obličejových rysů s využitím 
samostatného parametru H.  
3.6 Zhodnocení metod 
Metoda Colorseg při testování jednotlivých vstupních obrazů je přijatelná 
z hlediska kvality zpracování výsledků pro snímky s bílým pozadím a optimálním 
vyvážením osvětlení obličeje. Problém nastává při detekci na různorodém pozadí. 
Samotný algoritmus neobsahuje žádné vyhlazovací funkce, na základě kterých by se 
zbavil přebytkových artefaktů a rušivých oblastí označených jako pozitivní detekce.  
Vytvořený algoritmus fungující na principu pevně zadaných barevných hranic 
pracující v RGB byl úspěšný pro fotografii jednoho obličeje. Pro skupinové fotografie 
se projevil jako nevyhovující z důvodu, že v jeho spektru jde velmi obtížně nastavit 
meze tak, aby obsahovaly pouze obrazové body odstínu kůže. Z obrázku 3.6 je patrno, 
že filtrem prochází i odstíny barev odpovídající oblečení, které nebyl schopen odstranit 
vyhlazovací filtr. Proto je algoritmus v tomto prostředí vyhovující jen v elementárních 
případech. 
Program pracoval nejspolehlivěji v prostředí YCbCr, kde chromační komponenty 
Cb a Cr funkčně vymezí hodnoty obrazových bodů tak, že jsou spolehlivě potlačeny 
části oblečení, popřípadě rušivé elementy v pozadí snímků. Při porovnání 
trojrozměrného modelu odstínů barev v prostředí RGB mezi všemi třemi realizacemi, 
jde jasně vidět, že množina barevných bodů je u YCbCr nejužší. Z toho vyplývá, že je 
omezena falešná detekce přibližných odstínů, jak tomu bylo u RGB. Pro segmentaci 
barvy kůže je tedy nejpříznivější variantou detekce. 
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Barevné prostředí HSV se v celku ukázalo jako vhodné pro detekci obličejové části 
v oblasti obou ideálních vstupních snímků. Avšak při použití na fotografie, které nejsou 
vhodně optimalizovány, byl výsledek méně adekvátní než v prostředí YCbCr. Při 
pohledu na trojrozměrný model v prostředí RGB si všimneme, že množina je menší 
v oblasti modrého kanálu, ale podstatně různorodější v kanálu červené i zelené barvy. 
Rozptyl je tedy větší než u YCbCr. Výhodou je však kanál H, který v pozitivní oblasti 
celkem spolehlivě vyznačí oblasti očí a úst, popřípadě nosních dírek, na základě kterých 
by bylo možné spolehlivě odvodit umístění obličeje. 
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4 UŽIVATELSKÉ ROZHRANÍ 
 Jednotlivé metody uvedené v předchozích kapitolách jsou realizovaný ve formě 
funkcí a skriptů, které jsou vhodné pro základní testování, ale pro další práci může být 
toto zpracování nepraktické a z uživatelského hlediska příliš složité. Proto je vhodné 
vytvořit vhodné uživatelské rozhraní GUI. 
4.1 Grafické uživatelské rozhraní 
Zkratka GUI pocházející z anglického názvu Graphical User Interface reprezentuje 
dvou rozměrné rozhraní, které se specifikuje na ovládání výpočetní techniky pomocí 
grafických prvků a vizuálních indikátorů prostřednictvím monitoru. Obrazové ikony 
jsou protichůdné ke kódovým rozhraním a příkazům, kdy k jejich plnění dochází při 
jejich přímé interakci. Při návrhu GUI jde zejména o vizuální zpracování, jejich 
přehlednost a systematiku rozložení ovládání, aby uživatel mohl snadno a rychle 
ovládat příslušný software. 
V programovacím prostředí Matlab se využívá prvků jako jsou tlačítka, posuvníky, 
zatrhávací pole či vyskakovací menu. Jejich použití je přímo propojeno pomocí odkazů 
s odpovídajícími funkcemi, které spouští a ovládá. Jejich funkčnost dělíme na aktivní a 
pasivní ovládací prvky. Aktivní prvky reagují ihned po jejich aktivaci a provádí 
předdefinovaný úkon. Pasivní prvky slouží pro specifikaci požadavků pomocí 
zatrhávání možností nebo pro zadání vstupních informací do textových polí. K jejich 
inicializaci dochází až v návaznosti na použití aktivních prvků. 
4.1.1 GUI pro detekci na statických obrazech 
Při vytváření grafického uživatelského rozhraní je nutné předem promyslet použití 
a systém ovládání programu. Při vytváření GUI pro detekci obličejů na statických 
obrazech jsem pracovní okno rozdělil do čtyř sekcí dle jejich zaměření. Ilustrační 
obrázek rozvržení okna pro detekci statických obrazů je v příloze (A.2) 
Vstup – Toto pole slouží pro nahrání vstupního obrazu, popřípadě sejmutí nového 
snímku pomocí připojené webkamery a jeho uložení. Další funkcí je případné zesvětlení 
či ztmavení vstupního obrázku při špatném vyvážení jeho osvětlení. To je provedeno 
pomocí posuvníku, který pracuje v rozmezí hodnot -1 až 1 s krokem zesvětlení 0,1. 
Posledním bodem této sekce je zobrazení vstupního obrázku. 
Nastavení – Oblast, která slouží k výběru barevného prostředí pomocí 
vyskakovacího pole, na základě kterého chceme provést detekci oblastí barvy kůže.  
Převedený obrázek do vybraného barevného modelu je zde ihned zobrazen. Druhá 
polovina slouží k inicializaci nastavitelných mezí segmentace barev. Při volbě prostředí 
dojde k zobrazení předdefinovaných optimálních mezí a vykreslením detekované oblasti 
v následujícím poli (Morfologické operace). Šestice vstupních polí umožňuje korigovat 
meze při nepříznivých barevných situacích snímku a zlepšit tak výsledek segmentace. 
Změnu parametrů lze provést po stisknutí tlačítka „aktualizace mezí“. Tato úprava je 
vratná pomocí zpětného zvolení barevného prostředí. 
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Morfologické operace – Zde se provádí aplikace operací dilatace a eroze, které 
nám přesněji vymezí detekovanou oblast snímku. Jejich funkce je propojena se čtyřmi 
posuvníky a provedena ve dvou krocích. Prvním krokem je hrubé upravení pomocí 
osmiúhelníkového filtru, druhým jemnějším doladěním je pak použití diskového filtru. 
Před použitím těchto operací lze využít funkce automatizovaného odstranění segmentů, 
která provede základní úpravu zobrazení oblasti. V základě vyplní díry v oblastech očí, 
nosu a úst a dále pak odstraní příliš malé oblasti, které neodpovídají velikostně oblasti 
obličeje. Použití veškerých filtrací je individuální a lze jednotlivé kroky vynechat. 
V takovém případě je detekování prováděno přímo z binárního obrazu segmentace 
barvy z předchozí oblasti. 
Výstup – Poslední pole, které po stisku tlačítka „vyznač obličej“ vykreslí vstupní 
obraz a provede orámování veškerých pozitivních lokalit, které jsme vymezili v bloku 
morfologických operací.  
4.1.2 GUI pro detekci v reálném čase    
Uživatelské prostředí pro zpracování detekce v reálním čase je podstatně 
jednodušší, protože samotný program již veškeré morfologické operace provádí 
automatizovaně. Neprobíhá tedy žádné nastavení mezí nebo úrovní vyhlazení. Celé 
okno GUI se skládá ze tří tlačítek, textového pole pro vkládání maximálního počtu 
snímku v sekvenci a jednoho zobrazovacího pole, které po spuštění jednotlivých 
algoritmů přehrává pořízené snímky zpracovávané sekvence. Ilustrační obrázek 
uživatelského rozhraní pro reálné zpracování je v příloze (A.3) 
 
 Detekce v RGB – tlačítko spouští algoritmus optimalizovaný pro prostředí 
RGB 
 Detekce v YCbCr – tlačítko spouští algoritmus optimalizovaný pro 
prostředí YCbCr 
 Detekce obličejových prvků pomocí HSV – spouští algoritmus, který 
v oblasti obličeje vyznačuje zejména oči. 
 
Snímání je nastaveno tak, že po spuštění příslušného tlačítka je spuštěno 
vyskakovací menu, ve kterém je výčet podporovaných formátů použité kamery. Po 
zvolení vhodného formátu ze seznamu a potvrzením je spuštěno nahrávání. Ilustrační 
obrázek vyskakovacího menu je uveden v příloze (A.4). Zavedení externího přerušení 
při probíhající smyčce, která tvoří základní část zpracování jednotlivých snímku, je 
velmi problematické a tedy ukončení nahrávacího procesu je vyřešeno nastavením 
pevného počtu pořízených snímků. Po dosažení tohoto počtu je proces automaticky 
ukončen a zobrazování zmizí. Maximální počet se dá měnit pomocí změny čísla 
v textové buňce. 
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5 DETEKCE V REÁLNÉM ČASE 
Detekování obličeje v reálném čase je proces, který ovlivňuje hned několik 
problematických faktorů. V předchozí kapitole (3.5) je pojednáváno o zpracování 
statických snímků, při kterých nenastává problém s nízkou výpočetní rychlostí. U 
videosekvencí je již zapotřebí brát v úvahu složitost algoritmu, aby byl splněn 
kompromis mezi kvalitou detekce a potřebným časem pro výpočet.  
Plynulé video je přehráváno s hodnotami FPS (Frames Per Second) 25 až 30 
snímků za sekundu. Ve snaze přiblížit se těmto hodnotám je detekce prováděna na 
základě segmentace barvy. Tato metoda patří ke skupině méně náročných zpracování, 
ale ani v tomto případě nebylo dosáhnuto plynulé sekvence. V důsledku tedy není 
možné mluvit o reálném čase jako takovém, ale je potřeba tento termín upřesnit 
zavedením pojmu pseudoreálný čas. V tomto případě je potřeba uvažovat o rychlosti do 
10 FPS a nižší. 
5.1 Zpracování v pseudoreálném čase 
Algoritmus pro detekci v pseudoreálném čase pracuje na základě postupu použitém 
v této práci při zpracování statických obrazů. Segmentace je prováděna stanovením 
mezí pro všechny tři kanály, a to v prostředí RGB a YCbCr, která dosahovala 
nejvhodnějších výsledků. Po segmentaci jsou pak postupně provedeny morfologické 
operace, které jsou důležité pro přesné vymezení oblasti detekovaného odstínu 
segmentované barvy. Po zpracování jsou veškeré detekované oblasti vyznačeny 
orámováním. Program je zpracován jednoduchým uživatelským rozhraním (4.1.2). 
Při zpracování v prostředí RGB často docházelo k problémům úspěšné segmentace 
kvůli špatným světelným podmínkám. Ilustrační obrázky jsou tedy pořízeny při 
optimalizovaných podmínkách na celistvém pozadí bez rušivých elementů. Sekvence 
byla snímána při rozlišení 320x240 pixelů.  
 
Obr. 5.1: Detekce v pseudoreálném čase pro RGB 
 28 
Z výsledku je patrné, že detekce není ideální. Segmentovaná oblast v mnoha 
případech zabírá i část trička. Na snímcích s pozvednutýma rukama je ihned vyznačena 
falešná detekce. Jako opatření proti těmto případům by bylo vhodné zabezpečit 
vyhodnocení tak, aby detekovalo přítomnost obličejových rysů. Tato problematika je 
podrobněji řešena v podkapitole 5.2.  
V prostředí YCbCr je detekce provedena identicky až na malé odlišnosti 
v přizpůsobení morfologických operací. Ilustrační snímky jsou opět pořízeny v ideálním 
prostředí za stejných podmínek, jako u barevného modelu RGB, aby bylo možno 
porovnat výsledky. Formát snímání je opět s rozměry 320x240 pixelů. 
 
Obr. 5.2: Detekce v pseudoreálném čase pro YCbCr. 
Při pohledu na tuto sekvenci je patrné, že segmentace barvy vyhodnocuje oblasti 
s menší chybovostí oproti výsledkům v RGB. Přítomnost falešných detekcí se také 
snížila v důsledku užšího vymezení barevné tóniny. Její vyznačení je ale vidět při 
správném nasvícení rukou, kdy dochází ke korektní barevné detekci. 
5.2 Zhodnocení realizací v pseudoreálném čase 
Časové intervaly zpracování všech tří metod se v základě liší jen málo, ale vcelku 
se jedná o rychlosti pomalé. Zpracování jednotlivých snímků, které je vytvořeno ve 
smyčce, trvá v průměru 1,013 sekundy. Nejpomalejším se jeví zpracování v modelu 
YCbCr, kde průměrná doba zpracování jednoho snímku je 1,275 sekundy. Realizace 
v prostředí RGB je poněkud rychlejší s hodnotou času 0,848 sekundy na snímek. 
Zpracování kombinované metody detekce očí trvá 0,918 sekundy pro jeden snímek. 
Časová rozdílnost detekce v YCbCr a kombinované metody je dána absencí vykreslení 
rámečku kolem obličeje a zjednodušení morfologických operací. 
Při přepočtu na snímkovou rychlost podle vzorce  
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, (5.1) 
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kde snímková rychlost je v jednotkách FPS (Frames Per Second), se u všech tří 
algoritmů pohybuje rychlost zpracování v průměru jeden snímek za sekundu. Tato 
rychlost je opravdu velmi malá oproti technické snímací rychlosti použité webkamery, 
která je 30 snímků za sekundu. 
5.3 Detekce očí 
Z výsledků detekce na statických obrazech v prostředí HSV vyplývá, že její použití 
by bylo vhodné pro detekci obličejových rysů, a to zejména v případě očí. Součástí 
práce je základní algoritmus pro vyznačení oblastí očí. Toto zpracování se zakládá na 
využití barevného kanálu H modelu HSV. Při správně zvolených mezních bodů tohoto 
parametru jsme schopni najít jejich pravděpodobné umístění. Zvolené meze v tomto 
případě byly 0,3 až 0,8. 
Segmentaci na základě H parametru předchází detekce oblastí obličeje v modelu 
YCbCr, aby se předešlo vyznačování bodů mimo detekovaný obličej. Veškerá okolní 
oblast tedy není při vyhodnocování přítomnosti očí testována s výjimkou možné falešné 
detekce v YCbCr.  
Tímto způsobem by mohlo být řešeno zabezpečení proti falešným detekcím. Na 
základě detekce oblasti barvy obličeje by bylo provedeno vyhledání oblasti očí. Pokud 
by tato detekovaná oblast obsahovala dva body v určité vzdálenosti, která by odpovídala 
vzdálenosti dvou očí, byla by tato detekce označena jako správná. Kdyby přítomnost 
očních důlků nebyla potvrzena, označení by bylo přeskočeno. 
 
 
Obr. 5.3: Detekce očí pomocí parametru H modelu HSV. 
Jak je vidět z ilustračního obrázku, bílé body snímků obličeje celkem přesně 
vyznačují umístění očních důlků. Správná lokalizace se zakládá na vhodném rozlišení 
snímání. Jak je vidět u porovnání snímku vlevo a snímku vpravo, detekované oblasti se 
liší v rozměru. Je to dáno tím, že obličej vlevo je umístěn dále od webkamery než 
snímek vpravo, proto je jeho rozlišení je nižší. Při vzdáleném obličeji již tato realizace 
není dostačující pro úspěšnou detekci očí. 
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5.4 Realizace v Matlab Simulink 
Programovací prostředí Simulink je nadstavbou programu Matlab, která slouží pro 
simulaci a modelování dynamických systémů, které pracují na základě algoritmů 
rozhraní Matlab. Poskytuje uživateli možnost rychle a snadno vytvářet modely 
dynamických soustav ve formě blokových schémat. Simulink obsahuje knihovnu 
přednastavených bloků, které umožňují jejich modifikaci. 
Součástí této práce je realizace detekování obličeje v pseudoreálném čase pro 
barevný převod do YCbCr v prostředí Simulink. Principiálně je postup identický 
s předchozími algoritmy. Jeho funkční části byly převedeny do jednotlivých bloků, jako 
převod barevného prostředí, segmentace při omezení minimální a maximální hranicí, 
morfologické operace nebo vyšetření přítomnosti pozitivních oblastí. Blokové schéma 
je uvedeno v příloze (A.5).  
Výhodou zpracování v prostředí Simulink je právě transformace jednotlivých částí 
programu do samostatných bloků. Schéma je přehledné a ilustrativně zobrazuje 
posloupnost postupného zpracování vstupního obrazového signálu. Na výstupech 
jednotlivých oddílů jsou názorně zobrazeny typy dat po interních převodech.  
Po spuštění programu Simulink je prvním krokem nastavení připojené vstupní 
kamery. Důležité je zvolení barevného formátu snímání v RGB. Signál RGB je 
v následující části převeden do barevné soustavy YCbCr, ve které je prováděn další 
postup segmentace barvy. 
 
Obr. 5.4: Nastavení vstupnho bloku webkamery v Matlab Simulink. 
Po inicializování připojené kamery již algoritmus zpracovává sekvenci segmentací 
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barev a postupnou aplikací morfologických úprav. Jednotlivé blokové kroky jsou 
zobrazeny jako mezivýsledky v příslušných oknech pro názornost procesu.  
 
 
Obr. 5.5: Morfologické operace v Matlab Simulink. 
V procesu jsou zařazeny dva bloky pro erozi binárního obrazu, které mají zaručit 
odfiltrování nežádoucích drobných segmentů obrazu, které nevyznačují umístění 
obličeje. Následně je erodovaný signál opět rozšířen dilatací, aby vytvořil celistvou 
oblast, která by mohla být lokalizována jako celek. Lokalizace probíhá v bloku Blob 
Analysis, který vyhledává bubliny, obsahující pouze jedničkové obrazové body. Po 
vyhodnocení posílá svá data do oddílu, který vytváří při vstupním signálovém obraze 
v RGB ohraničené oblasti, které korespondují s umístěním bublin z předchozího bloku. 
Závěrem je přesun výstupního signálu do zobrazovacího okna. 
 
 
Obr. 5.6: Výsledek detekce v Matlab Simulink 
Při celkovém porovnání zpracování v prostředí Matlab Simulink se zpracováním 
všech tří realizací jednotlivých algoritmů v programu Matlab je potřeba uvést, že 
Simulink dosahuje mnohem vyšší rychlosti zpracování, která se pohybuje v oblasti 8 až 
10 snímků za sekundu. Tato rychlost je dána kompaktností blokového rozvržení 
realizace, které umožňuje rychlejší zpracování a postup informací mezi oddíly. Dále je 
také ovlivňováno velikostí použitého rozlišení a výpočetním výkonem počítače.  
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6 ZÁVĚR 
V této práci je nejprve uveden teoretický rozbor a uvedení do problematiky detekce 
obličeje v obraze. Významnou část tvoří popis odlišných barevných modelů, které se 
mohou využívat ve zpracování obrazu a které jsou vhodné pro segmentaci objektů. 
Z výčtu barevných pseudoprostředí byly vybrány tři významné modely pro následující 
zpracování a to modely RGB, YCbCr a HSV. Jejich funkčnost je prezentována na 
vytvořeném segmentačním algoritmu, který je základem pro program na detekci 
obličejů v reálném čase. Jejich průběh je rychlý díky jednoduchosti spočívající ve 
výběru metody segmentace oblastí s barvou kůže. Tato metoda ovšem zdaleka není 
bezproblémová. Pro její bezpečný průběh je potřeba zapojit morfologické operace jako 
filtr proti rušivým prvkům v obraze a pro potlačení nežádoucích oblastí. Zpracování 
v reálném čase bylo testováno na pěti webkamerách (Microsoft LifeCam Studio, 
Logitech QuickCam S7500, Asus USB2.0 WebCam, Logitech Quick Cam Communicate 
STX a Genius iSlim 2000AF) a jejich rychlosti zpracování jsou zaznamenány v příloze.  
Výsledky zpracování v reálném čase byly velmi dobré při optimálních podmínkách 
s pozadím, které neobsahovalo velký počet rušivých prvků. Při testování na barevně 
rozličném pozadí se zvyšuje výskyt falešných detekcí. Na základě úvahy o odstranění 
falešných detekcí je v této práci vytvořen jednoduchý algoritmus na detekování očí, 
který je ovšem vhodný pouze jen pro snímání v ideálních situacích ve vyšším rozlišení, 
které ovšem zpomaluje rychlost zpracování. Ta závisí zejména na rozlišení a výkonu 
počítače, ale při optimálním rozlišení 320x240 pixelů se v průměru pohybuje v rozmezí 
10 až 12 snímků za sekundu, což je velmi uspokojivá rychlost zpracování, která se blíží 
plynulému zobrazení videa.  
Jako další vývoj v této práci bych volil implementaci rozšířeného zabezpečení proti 
falešné detekci obličejů a její optimalizaci pro relativně plynulé a časově nenáročné 
zpracování. 
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B TABULKY 
B.1 Tabulka výpočetních časů pro realizaci Matlab 
snímek YCbCr RGB HSV 
- [s] [s] [s] 
1 0,903 0,954 0,372 
2 0,304 0,318 0,265 
3 1,451 0,370 0,477 
4 1,345 0,760 0,989 
5 1,307 1,000 0,990 
6 1,473 1,000 0,992 
7 1,348 1,010 1,024 
8 1,301 0,100 0,996 
9 1,348 1,000 0,985 
10 1,337 1,215 1,221 
11 1,313 0,982 0,985 
12 1,343 0,097 0,994 
13 1,349 1,000 0,990 
14 1,336 1,030 1,019 
15 1,303 1,012 0,995 
16 1,346 0,973 0,990 
17 1,336 1,004 0,986 
18 1,318 1,025 1,024 
19 1,341 0,974 0,994 
20 1,343 0,970 0,989 
21 1,324 1,008 0,997 
 
  Průměrná rychlost na snímek 
 [s] [s] [s] 
 1,275 0,848 0,918 
 
  Celková doba zpracování 
 [s] [s] [s] 
 26,769 17,802 19,274 
 
  Snímková rychlost [FPS] 
 [s] [s] [s] 
 0,784 1,180 1,090 
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B.2 Tabulky výpočetních rychlostí pro realizaci Matlab 
Simulink 
Hardware: CPU i7-920 (4x2,67 GHz), RAM 12GB, Software: MATLAB 2012b (64 bit) 
Rozlišení kamery Microsoft LifeCam Studio Logitech QuickCam S7500 
320x240 px 15,7 FPS 17 FPS 
640x480 px 4,8 FPS 5 FPS 
960x480 px - 2,5 FPS 
1280x720 px 1,7 FPS - 
1920x1080 px 0,8FPS - 
 
Hardware: CPU i5-2410M (2,3GHz), RAM 4GB, Software: MATLAB R2009a (64 bit) 
Rozlišení Genius iSlim 2000AF Asus USB2.0 WebCam 
Logitech QuickCam 
Communicate STX 
160x120 px - 20,2 FPS 17,8 FPS 
320x240 px 10 FPS 10,1 FPS 8,2 FPS 
640x280 px 3,5 FPS 3,5 FPS 3,2 FPS 
1280x720 px 1,3 FPS - - 
 
