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1. Introduction
In R. Block’s classiﬁcation [3] of all irreducible modules for the Lie algebra sl2 of traceless
2 × 2 complex matrices, the irreducible sl2-modules fall into three families: highest (lowest) weight
modules, Whittaker modules, and a third family obtained by localization. This result illustrates the
prominent role played by Whittaker modules. The class of Whittaker modules for an arbitrary ﬁnite-
dimensional complex semisimple Lie algebra g was deﬁned by B. Kostant in [17]. Kostant showed that
these modules are (up to isomorphism) in bijective correspondence with ideals of the center Z(g) of
the universal enveloping algebra U(g) of g. In particular, irreducible Whittaker modules correspond
to maximal ideals of Z(g). In [22], N. Wallach gave new proofs of Kostant’s results in the case g is
the product of complex Lie algebras isomorphic to sln .
In the quantum setting, M. Ondrus classiﬁed Whittaker modules for the quantum enveloping al-
gebra Uq(sl2) of sl2 in [20], and studied their tensor products with ﬁnite-dimensional modules for
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2872 K. Christodoulopoulou / Journal of Algebra 320 (2008) 2871–2890Uq(sl2) in [21]. Recently, G. Benkart and M. Ondrus investigated Whittaker modules for generalized
Weyl algebras in [2].
E. McDowell [18], and D. Milicˇic´ and W. Soergel [19] studied a category of modules for an arbitrary
ﬁnite-dimensional complex semisimple Lie algebra g which includes the Bernstein–Gelfand–Gelfand
category O as well as those Whittaker modules W which are locally ﬁnite over the center Z(g) of
U(g) (i.e. Z(g)v is ﬁnite-dimensional for each v ∈ W ). The irreducible objects in this category are
constructed by inducing over a parabolic subalgebra p of g from an irreducible Whittaker module (in
Kostant’s sense) or from a highest weight module for the reductive Levi factor of p.
In this paper we construct Whittaker type modules for non-twisted aﬃne Lie algebras using
parabolic induction. The parabolic subalgebras for aﬃne Lie algebras were classiﬁed by V. Futorny
in [11]. In particular, they fall into two types depending on their Levi factor, which is either a ﬁnite-
dimensional reductive Lie algebra or the sum of an inﬁnite-dimensional Heisenberg Lie algebra with
a Cartan subalgebra and possibly with the derived algebras of aﬃne Lie subalgebras of smaller rank.
Loop modules for an aﬃne Lie algebra g are modules induced over a parabolic subalgebra of g with
Levi factor l = t + h from irreducible Z-graded t-modules, where t is an inﬁnite-dimensional Heisen-
berg subalgebra, and h is a Cartan subalgebra of g. The central element of g then acts as a scalar called
the level of the module. Integrable loop modules of zero level were studied in [5–8], but loop mod-
ules of zero level are still not completely classiﬁed. Loop modules of non-zero level are also called
imaginary Verma modules, and they were studied in [12]. Analogues of imaginary Verma modules
have also been constructed for the quantum group Uq(g) of a non-twisted aﬃne Lie algebra g in [14]
and for the extended aﬃne Lie algebra sl2(Cq) in [10].
Let t =⊕i∈Z ti be a Heisenberg Lie algebra with a one-dimensional center t0 = Cc. The Heisen-
berg Lie algebras we consider in this work are inﬁnite-dimensional and of a particular type, as they
are the homogeneous Heisenberg subalgebras of aﬃne Lie algebras. If V is an irreducible t-module,
then c acts as a scalar, called the level. In this paper, we describe the irreducible Whittaker modules
for a Heisenberg Lie algebra t. These modules are not Z-graded as t-modules. All our results are also
valid for any ﬁnite-dimensional Heisenberg Lie algebra with some minor modiﬁcations in the deﬁni-
tions. From the Whittaker t-modules of level one, we obtain irreducible Whittaker modules for Weyl
algebras. The irreducible Z-graded t-modules V =⊕i∈Z Vi with non-zero level and 0 < dimC Vi < ∞
for at least one i have been described in [13]. Examples of irreducible Z-graded t-modules with a
non-zero level and dimC Vi = ∞ for all i were constructed in [1]. In [5], V. Chari classiﬁed the irre-
ducible Z-graded t-modules of zero level. The modules we study are different from all these as they
are not Z-graded as t-modules. We also classify the irreducible Whittaker modules for the Lie algebra
t˜ obtained by adjoining a degree derivation d to t. We construct a new class of modules for non-
twisted aﬃne Lie algebras from irreducible Whittaker modules for the Lie algebra t˜. We call these
modules imaginary Whittaker modules, as they are constructed by inducing over the same parabolic
subalgebra as imaginary Verma modules or loop modules, but with the root vectors corresponding
to the imaginary roots acting in a non-zero fashion. We prove that the imaginary Whittaker mod-
ules of non-zero level are irreducible. In [9], we have also studied Whittaker type modules induced
from parabolic subalgebras with a ﬁnite-dimensional reductive Levi factor, and we have classiﬁed all
irreducible Whittaker modules for ŝl2 satisfying certain assumptions.
Here is a brief outline of the paper. In Section 2, we recall background information and establish
notation. In Section 3, we determine all the irreducible Whittaker modules for Heisenberg Lie algebras.
We study the center of the universal enveloping algebra U(t) of a Heisenberg Lie algebra t and the
annihilator ideals of irreducible Whittaker t-modules of non-zero level in Section 4. In Section 5, we
describe the irreducible Whittaker modules for the Lie algebra t˜ obtained by adjoining a derivation
to t. Finally, in the last section we construct imaginary Whittaker modules for a non-twisted aﬃne
Lie algebra and show that the imaginary Whittaker modules of non-zero level are irreducible.
2. Preliminaries
For any algebra A (Lie or associative) we denote its center by Z(A).
Let n be a positive integer and let t be a Lie algebra over C with the following properties:
(i) t has a one-dimensional center, Z(t) = Cc, and Z(t) = [t, t],
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(iii) dimCti = n for all i ∈ Z, i = 0, and t0 = Cc.
Set t+ =⊕i>0 ti , t− =⊕i<0 ti . We assume that there is a basis {xri}1rn of ti and a basis {yri}1rn
of t−i , i ∈ Z>0 such that
[c, xri] = [c, yri] = 0, [xri, xsj] = [yri, ysj] = 0, [xri, ysj] = δrsδi jc
for all 1  r, s  n, i ∈ Z>0. It follows that degree xri = degree xsi = i, degree yri = degree ysi = −i for
all 1 r, s n, i ∈ Z>0.
The algebra t is an inﬁnite-dimensional Heisenberg Lie algebra. To obtain a realization of t, let
P = C[tri | 1  r  n, i ∈ Z>0], and let yri act as multiplication by tri , xri by partial derivative ∂∂tri ,
and c as the identity transformation. Any ﬁnite-dimensional Heisenberg Lie algebra may be realized
in this way.
3. Whittaker modules for t
In this section we describe the irreducible Whittaker modules for t. All the results of this section
are valid for the homogeneous Heisenberg Lie algebra of any aﬃne Lie algebra, and for any ﬁnite-
dimensional Heisenberg Lie algebra with some minor modiﬁcations in the deﬁnitions.
Deﬁnition 1. Let η :U(t+) → C be an algebra homomorphism such that η|t+ = 0, and let V be a
U(t)-module.
(i) A non-zero vector w ∈ V is called a Whittaker vector of type η if xv = η(x)v for all x ∈ U(t+).
(ii) V is called a Whittaker module for t (of type η) if V contains a cyclic Whittaker vector w
(of type η) (i.e. w ∈ V is a Whittaker vector and V = U(t)w).
For the rest of this section we will assume that the algebra homomorphism η :U(t+) → C such
that η|t+ = 0 is ﬁxed.
Remark 2. Let V be a Whittaker module of type η for t with cyclic Whittaker vector v . Let
η′ :U(t+) → C be an algebra homomorphism and assume that xri v = η′(xri)v for some 1  r  n,
i ∈ Z>0. Then η(xri) = η′(xri).
Next we will construct Whittaker modules for t. Set b = t+ ⊕Cc. Then b is a maximal abelian sub-
algebra of t. Let a ∈ C and let Cη,a = Cv˜ be a one-dimensional vector space viewed as a b-module by
cv˜ = av˜, xv˜ = η(x)v˜ (3.1)
for all x ∈ U(t+).
Set
Mη,a = U(t) ⊗U(b) Cη,a, v = 1⊗ v˜. (3.2)
Deﬁne an action of U(t) on Mη,a by left multiplication (on the ﬁrst tensor factor). Note that Mη,a =
U(t)v and that Mη,a is a Whittaker module (of type η) for t.
Remark 3. The modules Mη,a for η|t+ = 0, a ∈ C× were studied by V. Futorny in [13]. They exhaust
the irreducible Z-graded t-modules. If η|t+ = 0, then Mη,a is not Z-graded. These will be the modules
on which we concentrate in this work.
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many kri are non-zero. For short we will write k = (kri)1rn,i∈Z>0 . Let I be the set of all such k.
Order the elements of I lexicographically and denote this (total) order by . Let ξ :U(t−) → C be an
algebra homomorphism. For any k ∈ I , set
(a) |k| =∑1rn, i∈Z>0 kri ,
(b) yk =∏1rn, i∈Z>0 ykriri ,
(c) k! =∏1rn, i∈Z>0 kri !,
(d) (x− η)k =∏1rn, i∈Z>0 (xri − η(xri))kri ,
(e) (y − ξ)k =∏1rn, i∈Z>0 (yri − ξ(yri))kri .
Proposition 4. Let a ∈ C and assume Mη,a and v are as deﬁned in (3.2). Then the following hold:
(i) The set {ykv | k ∈ I} is a basis of Mη,a as a C-vector space.
(ii) As a (left) U(t−)-module, Mη,a is isomorphic to U(t−).
(iii) Mη,a is free as a U(t−)-module.
Proof. By the PBW (Poincaré–Birkhoff–Witt) Theorem, U(t) ∼= U(t−) ⊗C U(b), so that U(t) is a free
right U(b)-module with basis {yk | k ∈ I}. Hence Mη,a ∼= U(t−) ⊗C Cη,a as vector spaces over C, and
this gives (i). Since the action of U(t−) on both is by left multiplication, they are also isomorphic as
left U(t−)-modules, as asserted in (ii). It follows that Mη,a is torsion-free as a U(t−)-module. Hence
Mη,a is free as a U(t−)-module, as claimed in (iii), since Mη,a is cyclic as a U(t−)-module. 
The relations [xri, ysj] = δr,sδi, jc and an inductive argument yield the next lemma:
Lemma 5. Let a ∈ C. Let v ∈ Mη,a be deﬁned as in (3.2). We have the following:
(i) If a = 0, then (x− η)k ykv = a|k|k!v for any k ∈ I .
(ii) If a = 0 and k,  ∈ I with k < , then (x− η) ykv = 0.
(iii) If a = 0, then xri ykv = η(xri)ykv for all 1 r  n, i ∈ Z>0,k ∈ I .
3.1. Whittaker modules of non-zero level for t
Proposition 6. Let a ∈ C, a = 0. Then Mη,a is irreducible as a U(t)-module.
Proof. Let N be a U(t)-submodule of Mη,a and let 0 = u ∈ N . By Proposition 4(i), u has a unique
expression u =∑k λk ykv . Let  = max{k ∈ I | λk = 0}. If  = 0, then v ∈ N and so N = Mη,a . Assume
that  = 0. Then by Lemma 5, we see that (x − η)u = a||!λv ∈ N . Since λ = 0, this implies that
v ∈ N , and so N = Mη,a . 
Proposition 7. Let a ∈ C, a = 0. Let M ′ be aWhittaker t-module of type η with cyclic Whittaker vector v ′ such
that cv ′ = av ′ . Then M ′ ∼= Mη,a and so M ′ is irreducible.
Proof. The proof follows from the construction of Mη,a and Proposition 6. 
Corollary 8. Let a ∈ C, a = 0. Then Mη,a is the unique (up to isomorphism) irreducible Whittaker t-module of
type η on which c acts by a.
Remark 9. Note that Mη,a is isomorphic to the t-module obtained as follows: let P = C[tri | 1 r  n,
i ∈ Z>0], and let yri act as multiplication by tri , xri by a ∂∂tri + η(xri) · 1, and c by a. Corollary 8 states
that these are all the irreducible Whittaker t-modules of non-zero level.
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Proof. Let η′ :U(t) → C be an algebra homomorphism. Suppose that w ∈ Mη,a is a Whittaker vector
of type η′ . We show that η = η′ and that w ∈ Cv . By Proposition 4(i), w has a unique expression
w =
∑
k
λk y
kv. (3.3)
We may assume that λk = 0 for some k ∈ I \ {0}, otherwise we would be done by Remark 2. Let
 =max{k | λk = 0}. Note that  = 0. By Lemma 5(i), (ii), we have that
(x− η)w = λ!a||v. (3.4)
By (3.4), it follows that (xri − η′(xri))v = 0 for all 1  r  n, i ∈ Z>0, since t+ is abelian and w is
a Whittaker vector of type η′ . Thus by Remark 2 we have that η = η′, and that w is a Whittaker
vector of type η. So 0= (x− η)w. By (3.4) again, we get that λ = 0, which is a contradiction to our
choice of . Therefore λk = 0 in (3.3) for all k ∈ I,k = 0. This means that w = λv for some λ ∈ C, as
desired. 
Proposition 11. Mη,a ∼= Mη′,a′ as U(t)-modules if and only if η = η′ and a = a′ .
Proof. The result follows from the proof of Proposition 10. 
Remark 12. Because U(t) modulo the ideal generated by (c − 1) is isomorphic to a Weyl algebra A,
any irreducible U(t)-module on which c acts as the identity becomes an irreducible A-module. In
particular, the Whittaker modules Mη,1 are irreducible A-modules.
3.2. Whittaker modules of zero level for t
For the rest of this section, we assume that a = 0 is ﬁxed, and we write Mη for Mη,0. Suppose
ξ :U(t−) → C is an algebra homomorphism, and let Jξ be the ideal in U(t−) generated by yri −ξ(yri),
for all 1 r  n, i ∈ Z>0. Clearly Jξ is a maximal ideal in U(t−).
Lemma 13. Let M(ξ)η = Jξ v in Mη . Then M(ξ)η is a maximal U(t)-submodule of Mη .
Proof. It follows from Lemma 5(iii) that M(ξ)η is a proper U(t)-submodule of Mη . It is easy to see
that M(ξ)η = spanC{(y − ξ)kv | k ∈ I,k = 0}. Since the set {(y − ξ)kv | k ∈ I} is a C-basis of Mη (see
Lemma 4(i)), we get that Mη/M
(ξ)
η is one-dimensional as a vector space, hence irreducible as a U(t)-
module. 
Lemma 14. Every maximal ideal of U(t−) is of the form Jξ , for some algebra homomorphism ξ :U(t−) → C.
Proof. Let M be a maximal ideal of U(t−). Then U(t−)/M is a ﬁeld extension of C. Every proper ﬁeld
extension of C must contain a copy of C(z), where z is algebraically independent over C, hence it
must have uncountable dimension. Since dimC(U(t−)/M) is countable, U(t−)/M ∼= C. So, for every
1  r  n, i ∈ Z>0, there exists ξri ∈ C such that yri − ξri ∈ M . Let ξ :U(t−) → C be the algebra
homomorphism deﬁned by ξ(yri) = ξri for all 1 r  n, i ∈ Z>0. Then Jξ ⊆ M , and by the maximality
of Jξ , Jξ = M . 
Set Pη = U(t−). By the PBW Theorem, we may view Pη as a polynomial ring in the variables yri ,
1 r  n, i ∈ Z>0. Deﬁne the following action of U(t) on Pη:
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xri acts as η(xri) · 1, (3.6)
c acts by zero. (3.7)
Lemma 15. Every maximal U(t)-submodule of Pη has the form Jξ for some algebra homomorphism
ξ :U(t−) → C.
Proof. Let I be a maximal U(t)-submodule of Pη. Then I is a proper U(t−)-submodule of Pη with
the action of U(t−) deﬁned by (3.5). Clearly I is an ideal of Pη . Hence I must be contained in some
maximal ideal of Pη = U(t−). By Lemma 14, I ⊆ Jξ for some algebra homomorphism ξ :U(t−) → C.
However, Jξ is a U(t)-submodule of Pη , as it is obviously stable under the action of U(t+) and c
deﬁned by (3.6) and (3.7) respectively. Hence I = Jξ by the maximality of I as a U(t)-submodule
of Pη . 
Proposition 16. Every maximal U(t)-submodule of Mη has the form M(ξ)η for some algebra homomorphism
ξ :U(t−) → C.
Proof. By Proposition 4(ii), the map φ : Pη → Mη deﬁned by u → uv is an isomorphism of (left)
U(t−)-modules, where the action of U(t−) on Pη and Mη is by left multiplication. It is easy to see
that φ is actually an isomorphism of (left) U(t)-modules. Let M be a maximal U(t)-submodule of Mη .
Then φ−1(M) is a maximal U(t)-submodule of Pη . By Proposition 15, it follows that φ−1(M) = Jξ for
some algebra homomorphism ξ :U(t−) → C. So M = φ( Jξ ) = Jξ v = M(ξ)η , as desired. 
4. The center of U(t) and annihilator ideals
Let Z =Z(U(t)) be the center of the universal enveloping algebra U(t) of t.
Proposition 17. Z = C[c].
Proof. Obviously Z ⊇ C[c]. Let u =∑λk,,b ykxcb ∈ Z, with only ﬁnitely many non-zero λk,,b . As-
sume that there exists m ∈ I , m = 0, such that λk,m,b = 0 for some k ∈ I , b ∈ Z0. Let j ∈ Z>0,
1 r  n be such that mrj = 0. We can show by straightforward computations that uyrj = yrju which
is a contradiction. Hence u =∑k,b λk,b ykcb ∈ Z and we can use a similar argument by commuting
with terms xrj to show that λk,b = 0 for all k = 0. 
For any a ∈ C× , let Za be the ideal in Z generated by c − a. By Proposition 17, Za is a maximal
ideal of Z .
Proposition 18. Let a ∈ C× . Then AnnU(t) Mη,a = U(t)Za.
Proof. Let u ∈ AnnU(t) Mη,a . We want to argue that u ∈ U(t)Za . By the PBW Theorem, u =∑
,k,b λ,k,b y
(x−η)k(c−a)b with only ﬁnitely many non-zero λ,k,b . Since y(x−η)k(c−a)b ∈ U(t)Za
for all b = 0 and ,k ∈ I , we may assume that u =∑,k λ,k y(x − η)k. Now, from uv = 0, we get
that λ,0 = 0 for all  by Proposition 4(i). Since u = 0, we may assume that there exist ,k ∈ I , k = 0
such that λ,k = 0. Let k′ =min{k ∈ I | λ,k = 0 for some  ∈ I}. Note that k′ = 0. Then by Lemma 5(i),
(ii), we have 0 = uyk′ v =∑ λ,k′a|k′|k′!yv which implies that λ,k′ = 0 for all such , and this is a
contradiction by our choice of k′ . 
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Let t be the Heisenberg algebra deﬁned in Section 2. Set t˜ = t⊕ Cd, and extend the Lie bracket on
t to t˜ so that
[c,d] = 0, [d, x] = nx
for all x ∈ tn .
In this section, we describe the irreducible Whittaker modules for t˜. We will use these modules in
Section 6 to construct a new class of modules for non-twisted aﬃne Lie algebras.
Set t˜+ = t+ =⊕i>0 ti , t˜− = t− =⊕i<0 ti , and t˜0 = t0 ⊕ Cd = Cc ⊕ Cd. In analogy to Deﬁnition 1,
we deﬁne Whittaker modules for t˜.
Deﬁnition 19. Let η :U(t˜+) → C be an algebra homomorphism such that η|t˜+ = 0, and let V be a
U(t˜)-module.
(i) A non-zero vector w ∈ V is called a Whittaker vector of type η if xv = η(x)v for all x ∈ U(t˜+).
(ii) V is called a Whittaker module for t˜ (of type η) if V contains a cyclic Whittaker vector w (of
type η) (i.e. w ∈ V is a Whittaker vector and V = U(t˜)w).
For the rest of this section we will assume that the algebra homomorphism η :U(t˜+) → C such
that η|t˜+ = 0 is ﬁxed.
Set b˜ = b = t˜+ ⊕ Cc. Let a ∈ C and let Cη,a = Cv˜ be a one-dimensional vector space viewed as a
b˜-module by
cv˜ = av˜, xv˜ = η(x)v˜ (5.1)
for all x ∈ U(t˜+).
Set
M˜η,a = U(t˜) ⊗U(b˜) Cη,a, v = 1⊗ v˜. (5.2)
Deﬁne an action of U(t˜) on M˜η,a by left multiplication. Note that M˜η,a = U(t˜)v and that M˜η,a is a
Whittaker module (of type η) for t˜.
Proposition 20. Let a ∈ C. Then
(i) The set {ykdmv | k ∈ I,m ∈ Z0} is a basis of M˜η,a as a C-vector space.
(ii) As a (left) U(t˜− ⊕ Cd)-module, M˜η,a is isomorphic to U(t˜− ⊕ Cd).
(iii) M˜η,a is free as a U(t˜− ⊕ Cd)-module.
Proof. The proof is similar to that of Proposition 4. 
Proposition 21. Let a ∈ C, a = 0 and Mη,a be the irreducible Whittaker U(t)-module (of type η) constructed
in Section 3. Then Mη,a is isomorphic to a proper U(t)-submodule of M˜η,a.
Proof. In M˜η,a , set V = U(t)v . By Proposition 7, V ∼= Mη,a and V is a proper subspace of M˜η,a by
Propositions 4(i) and 20(i). 
For any k ∈ Z>0,  ∈ Z, 1  k let (k) = k(k−1) · · · (k−+1) be the falling factorial. Set (k) = 0
if  ∈ Z<0 or  > k, and (k)0 = 1.
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(i) (xri − η(xri))mdk =∑m=0(−1)m−η(xri)m−(m)(d − i)kxri .
(ii) (xri − η(xri))mypri =
∑min{m,p}
=0
(m

)
(p) y
p−
ri c
(xri − η(xri))m− .
(iii) (xri − η(xri))m ypsj = ypsj(xri − η(xri))m.
Proof. The proof follows from straightforward computations using the identities xrid
k = (d − i)kxri
and (xri − η(xri))ypri = ypri(xri − η(xri)) + pcyp−1ri . 
For any k,m ∈ Z0, let σ(k,m) =∑m=0(−1)m−(m)k. If 0m  k, then 1m!σ(k,m) is the Stirling
number of the second kind, and it is easy to show that σ(k,1) = 1, σ(k,k) = k! for all k  1, and
σ(k,m) = 0 if 0 k <m (see [4, chapter 8]).
Lemma 23. Assume that M˜η,a and v are deﬁned as in (5.2). Let m,k ∈ Z0 , 1 r  n, i ∈ Z>0 . Then
(i) (xri − η(xri))mdkv = η(xri)m∑kj=m (kj)(−1) j i jσ( j,m)dk− j v . In particular (xri − η(xri))kdkv =
(−1)kikk!η(xir)kv, and
(
xri − η(xri)
)m
dkv = 0, (5.3)
if k <m.
(ii) If a = 0, then
(
xri − η(xri)
)k+s
ysrid
kv = (−1)kik(k + s)!asη(xri)kv, (5.4)
and
(
xri − η(xri)
)p
ysri d
kv = 0, (5.5)
if k + s < p.
(iii) Let  ∈ I . If a = 0, then
(
xri − η(xri)
)m
ydkv = η(xri)my
k∑
j=m
(
k
j
)
(−1) j i jσ( j,m)dk− j v. (5.6)
In particular,
(
xri − η(xri)
)k
ydkv = (−1)kikk!η(xri)k yv, (5.7)
and
(
xri − η(xri)
)m
y dkv = 0, (5.8)
for all k <m.
Proof. Lemma 22(i) and the fact that σ( j,m) = 0 if 0  j < m can be used to show that
(xri − η(xri))mdkv = η(xri)m∑kj=m (kj)(−1) j i jdk− jσ( j,m)v . In particular, (xri − η(xri))kdkv =
(−1)kikη(xri)kσ(k,k)v = (−1)kikk!η(xri)kv . From this it follows that (xri − η(xri))mdkv = 0 if k < m.
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tions. 
For any k ∈ I let ‖k‖ =∑1rn,i∈Z>0 ikri . Also, let ‖ykdp‖ = ‖ykdp v‖ = ‖k‖ for all k ∈ I , p ∈ Z0.
The relations xrid = (d − i)xri and yrid = (d + i)yri yield the next lemma:
Lemma 24. Let p ∈ Z>0 , k ∈ I . Then
(i) xkdp = (d − ‖k‖)pxk.
(ii) ykdp = (d + ‖k‖)p yk.
5.1. Whittaker modules of non-zero level for t˜
In this section we describe the irreducible Whittaker modules of non-zero level for t˜ under a
certain assumption on η.
Proposition 25. Let a ∈ C, a = 0. If η|ti = 0 for inﬁnitely many i ∈ Z>0 , then M˜η,a is irreducible as a U(t˜)-
module.
Proof. Let K be a non-zero U(t˜)-submodule of M˜η,a . We will show that K = M˜η,a . As M˜η,a = U(t˜)v ,
and U(t)v is irreducible as U(t)-module (see Proposition 6), it suﬃces to show that K ∩ U(t)v = 0.
Let 0 = w ∈ K . By Proposition 20(i), w has a unique expression w =∑k,p λk,p ykdp v, where λk,p =
0 for only ﬁnitely many k ∈ I , p ∈ Z0. Let  = max{p | λk,p = 0 for some k ∈ I}. If  = 0, then
K ∩ U(t)v = 0 as desired. Thus, we may assume that  > 0. We will show that there exists u ∈ U(t˜+)
such that 0 = uw ∈ K ∩ U(t)v . By our assumption on η, there must exist 1 r  n, i ∈ Z>0 such that
η(xri) = 0 and kri = 0 for all k with λk,p = 0 for some p. Then by Lemmas 22(iii) and 23(i), we get
0 = (xri − η(xri))w = (−1)iη(xri)!∑k λk, ykv ∈ K ∩U(t)v, as desired. 
Proposition 26. Let a ∈ C, a = 0. If η|ti = 0 for inﬁnitely many i ∈ Z>0 , then the space of Whittaker vectors
for M˜η,a is one-dimensional.
Proof. Let η′ :U(t˜+) → C be an algebra homomorphism. Suppose that w ∈ M˜η,a is a Whittaker vector
of type η′ . We show that η = η′ and that w ∈ Cv . By Proposition 20(i), w has a unique expression
w =∑k,p λk,p ykdp v. Let  = max{p | λk,p = 0 for some k ∈ I}. If  = 0, then w ∈ U(t)v , hence w ∈
Cv by Proposition 10. Suppose that  > 0. We will show that this leads to a contradiction. By our
assumption on η, we may choose i ∈ Z>0,1  r  n such that η(xri) = 0 and kri = 0 for all k such
that λk,p = 0 for some p. By Lemmas 22(iii) and 23(i), we have that
(
xri − η(xri)
)
w = (−1)iη(xri)!
∑
k
λk, y
kv. (5.9)
Let kerη be the kernel of η in U(t˜+). We claim that there exists 0 = u+ ∈ kerη such that u+w = v .
Let m =max{k | λk, = 0} (with respect to the lexicographic order in I). If m = 0, then by (5.9), we get
(xri −η(xri))w ∈ Cv . Thus, the claim holds in this case with u+ = (xri −η(xri)) . Suppose that m = 0.
Then by (5.9), and Lemma 5(i), (ii), we have (x− η)m(xri − η(xri))w = (−1)iη(xri)!λm,a|m|m!v ∈
C×v . Multiplying (x − η)m(xri − η(xri))w by an appropriate scalar, we get an element u+ ∈ U(t˜+)
such that u+w = v . This proves the claim. Since U(t˜+) is abelian and w is a Whittaker vector of
type η′ , we have (xsj −η′(xsj))v = 0 for all 1 s n, j ∈ Z>0. Therefore η = η′ by Remark 2. However,
since u+ ∈ kerη, this implies that v = u+w = η(u+)w = 0, which is a contradiction. 
Proposition 27. Let a ∈ C, a = 0. If η|ti = 0 for inﬁnitely many i ∈ Z>0 , and M ′ is a Whittaker t˜-module of
type η with cyclic Whittaker vector v ′ such that cv ′ = av ′ , then M ′ ∼= M˜η,a and so M ′ is irreducible.
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Corollary 28. Let a ∈ C, a = 0. If η|ti = 0 for inﬁnitely many i ∈ Z>0 , then M˜η,a is the unique (up to isomor-
phism) irreducible Whittaker t˜-module of type η on which c acts by a.
Proposition 29. Let η′ :U(t˜+) → C be a nonzero algebra homomorphism such that η′|ti = 0 for inﬁnitely
many i ∈ Z>0 . Let a,a′ ∈ C× . Then M˜η,a ∼= M˜η′,a′ as U(t˜)-modules if and only if η = η′ and a = a′ .
Proof. The proof is similar to that of Proposition 11. 
Next, we describe a ﬁltration of M˜η,a (a ∈ C×) by U(t)-modules. For s = 0,1,2, . . . let
M˜(s)η,a = spanC
{
ykdp v
∣∣ k ∈ I, p  s}.
Note that M˜(0)η,a = spanC{ykv | k ∈ I} ∼= Mη,a and that M˜(s)η,a is a U(t)-module for each s by Lemma 24.
Proposition 30. The sequence
M˜(0)η,a  M˜
(1)
η,a  · · ·  M˜(s)η,a  · · ·
is a ﬁltration of M˜η,a by U(t)-modules. Moreover, if a = 0, then M˜(s)η,a/M˜(s−1)η,a is an irreducible Whittaker
U(t)-module of type η and level a with Whittaker vector dsv + M˜(s−1)η,a , hence it is isomorphic to Mη,a.
Proof. The result follows from straightforward computations and the results in Section 3. 
5.2. Whittaker modules of zero level for t˜
In this section we focus on the modules M˜η = M˜η,0, and we describe the irreducible Whittaker
modules of zero level for t˜. Throughout, the algebra homomorphism η :U(t˜+) → C with η|t˜+ = 0 is
ﬁxed.
Let V be a U(t˜)-module, and assume {wm}m∈Z0 is a C-basis of V . For 1 r  n, j ∈ Z>0, let Tr, j
be the linear operator on V deﬁned by:
Tr, j(wm) = η(xrj)
m∑
=0
(
m

)
(−1) jwm− (5.10)
for all m 0. Note that Tr, j(w0) = η(xrj)w0.
An inductive argument and straightforward computations yield the next lemma:
Lemma 31. Let i ∈ Z0 . Let V i be a U(t˜)-module, and suppose that {wm}m∈Z0 is a C-basis of V i such that
dwm = wm+1 − iwm and xrjwm = Tr, j(wm) for all 1 r  n, j ∈ Z>0,m ∈ Z0 . Then
(i) (xrj − η(xrj))mwm = (−1)m jmm!η(xrj)mw0 for all m ∈ Z0 .
(ii) (xrj − η(xrj))pwm = 0 if m < p.
Proposition 32. For each i ∈ Z0 , let V i be a U(t˜)-module with a C-basis {wm,i}m0 such that dwm,i =
wm+1,i − iwm,i for all m, uw = 0 for all u ∈ t˜− ⊕ Cc, w ∈ Vi , and xrjwm,i = Tr, j(wm,i) =
η(xrj)
∑m
=0
(m

)
(−1) jwm−,i for all 1 r  n, j ∈ Z>0 , m ∈ Z0 . Then
(i) Vi is irreducible for every i ∈ Z0 .
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Proof. (i) Let i ∈ Z0, and let K be a non-zero U(t˜)-submodule of Vi . We will show that K = Vi .
Observe from the PBW Theorem that Vi = U(t˜)w0,i , so it suﬃces to show that w0,i ∈ K . Let
0 = w =∑m λmwm,i ∈ K . Let  = max{m | λm = 0}. If  = 0, then w0,i ∈ K as desired. Assume that
 > 0. Let 1  r  n, j ∈ Z>0 be such that η(xrj) = 0. By Lemma 31, we get that (xrj − η(xrj))w =
(−1) j!η(xrj)λw0,i ∈ K . So w0,i ∈ K which gives the desired result.
(ii) To prove (ii) it suﬃces to show that Vi ∼= V0 for all i ∈ Z0. Set vm = wm,0 for all m ∈ Z0.
Let f : V0 → Vi be the linear map deﬁned by: f (vm) = dmw0,i for all m ∈ Z0. As both V0, Vi are
irreducible as U(t˜)-modules, to prove that they are isomorphic as U(t˜)-modules, it suﬃces to show
that f is a homomorphism of t˜-modules. Since {vm}m0 is a basis of V0, it suﬃces to show that
f (uvm) = u f (vm) for all u ∈ t˜, m ∈ Z0. Let u ∈ t˜−⊕Cc. Then 0= f (uvm) = u f (vm) since t˜−⊕Cc acts
by zero on both V0 and Vi . Moreover, f (dvm) = f (vm+1) = dm+1w0,i = df (vm) for all m ∈ Z0. Hence
f commutes with the action of d. Finally the relations dvm−1 = vm , dxrj − xrjd = jxr j and induction
on m can be used to show that f (xrj vm) = xrj f (vm) for all 1  r  n, j ∈ Z>0. This completes the
proof of (ii). 
Lemma 33. Let N˜η = spanC{ykdmv | k = 0,m ∈ Z0} in M˜η = M˜η,0 . Then N˜η is a maximal submodule
of M˜η .
Proof. First we show that N˜η is a proper submodule of M˜η . Obviously N˜η is stable under t˜− by
Lemma 24, and also under c and d. By induction on k we can argue that xri yksj = yksjxri +kδr,sδi, jcyk−1sj
for all 1 r, s n, i, j ∈ Z>0. Since c acts by zero on M˜η , by Lemma 23(iii) we have that N˜η is stable
under t˜+ . Hence N˜η is a U(t˜)-module, and it is obviously proper. For m ∈ Z0, let vm = dmv + N˜η . It
is easy to see that {vm}m∈Z0 is a C-basis of M˜η/N˜η . By the deﬁnition of N˜η , we get that yvm = 0
for all y ∈ t˜− . Obviously cvm = 0 for all m ∈ Z0, and dvm = vm+1. By Lemma 23(iii), we have that
xrj vm = Tr, j(vm) for all m ∈ Z0 since σ( j,1) = 1 for all j  1. Hence by Proposition 32(i), M˜η/N˜η is
irreducible as U(t˜)-module, as desired. 
For i = 0,1,2, . . . , let er,i be the element of I which has 1 in the (r, i)th position and zeros
elsewhere.
Lemma 34. N˜(r,i)η = spanC{ykdmv | k ∈ I \ {0, er,i}} is a maximal U(t˜)-submodule of N˜η .
Proof. Since c acts by zero, N˜(r,i)η is stable under U(t˜) by Lemma 24. For m ∈ Z0, let wm = yridmv +
N˜(r,i)η . It is easy to check that {wm}m∈Z0 is a C-basis of N˜η/N˜(r,i)η . By the deﬁnition of N˜(r,i)η , we
get that ywm = 0 for all y ∈ t˜− . Obviously cwm = 0 for all m ∈ Z0. Using the commutator relation
dyri− yrid = −iyri , we see that dwm = wm+1− iwm . By Lemma 23(iii), we have that xsjwm = Ts, j(wm)
for all 1 s n, j ∈ Z>0,m ∈ Z0. Hence by Proposition 32(i), N˜η/N˜(r,i)η is irreducible as U(t˜)-module,
as claimed. So N˜(r,i)η is a maximal U(t˜)-submodule of N˜η . 
Remark 35. It is easy to see that N = spanC{ykdmv | k ∈ I \ {0, er,i, es, j}} = N˜(r,i)η ∩ N˜(s, j)η , (r, i) = (s, j)
is a proper U(t˜)-submodule of N˜(r,i)η , so N˜(r,i)η is not irreducible.
Proposition 36. Every maximal U(t˜)-submodule of N˜η is of the form N˜(r,i)η for some r, i.
Proof. By Lemma 34, N˜(r,i)η is a maximal U(t˜)-submodule of N˜η for all 1 r  n, i ∈ Z>0. Assume that
there exists a maximal submodule M of N˜η such that M = N˜(r,i)η for all r, i. Then by the maximality
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irreducible, it follows that M ∩ N˜(r,i)η = 0. Let N˜r,i = spanC{yridmv |m ∈ Z0}. Note that N˜(r,i)η ∩ N˜r,i =
0, hence (M ∩ N˜(r,i)η ) ∩ (M ∩ N˜r,i) = 0. Thus as vector spaces (M ∩ N˜(r,i)η ) + (M ∩ N˜r,i) = (M ∩ N˜(r,i)η ) ⊕
(M ∩ N˜r,i). It is easy to see that (M ∩ N˜(r,i)η ) ⊕ (M ∩ N˜r,i) is actually a U(t˜)-submodule of M . Since
M/(M ∩ N˜(r,i)η ) ∼= N˜η/N˜(r,i)η is irreducible, we must have
(
M ∩ N˜(r,i)η
)⊕ (M ∩ N˜r,i) = M. (5.11)
Suppose that M ∩ N˜r,i = 0 for some 1 r  n, i ∈ Z>0, and let w =∑m λmyridmv ∈ M be a non-zero
element of M ∩ N˜r,i . We claim that yri v ∈ M . Let  =max{m | λm = 0}. If  = 0, then our claim is true,
so suppose that  > 0. Let 1 s n, j ∈ Z>0 such that η(xsj) = 0. By Lemma 23(iii), (xsj −η(xsj))w =
(−1)i!η(xsj)λ yri v ∈ M . Thus, yri v ∈ M . As M is a U(t˜)-module, using induction on m we can
show that yridmv ∈ M for all m ∈ Z0. So if M∩ N˜r,i = 0 for all 1 r  n, i ∈ Z>0, we get that N˜η ⊆ M ,
which cannot happen because we assumed that M is a maximal submodule of N˜η . So, M ∩ N˜r,i = 0
for some 1 r  n, i ∈ Z>0. This implies by (5.11) that M = M ∩ N˜(r,i)η . So M ⊆ N˜(r,i)η , hence M = N˜(r,i)η
by the maximality of M . However, this is a contradiction as we assumed that M = N˜(r,i)η for all r, i.
We conclude that M = N˜(r,i)η for some 1 r  n, i ∈ Z>0. 
Proposition 37. The space of Whittaker vectors (of type η) for L˜η := M˜η/N˜η is one-dimensional.
Proof. Let 0 = w be a Whittaker vector of L˜η . This means that (x− η(x))w ∈ N˜η for all x ∈ U(t˜+). By
the deﬁnition of N˜η , it follows that w =∑m λmdmv + N˜η for some λm ∈ C, m ∈ Z0. Let 1  r  n,
i ∈ Z>0 such that η(xri) = 0. Suppose that λm = 0 for some m ∈ Z>0. Then (xri − η(xri))w /∈ N˜η (by
Lemma 23(iii) and the deﬁnition of N˜η) which is a contradiction. Hence w = λv + N˜η , for some λ ∈ C
as desired. 
Theorem 38. N˜η is the unique maximal submodule of M˜η and L˜η = M˜η/N˜η is the unique irreducible quotient
of M˜η .
Proof. Let K be a maximal U(t˜)-submodule of M˜η . Suppose that K = N˜η . Then K ∩ N˜η is a max-
imal U(t˜)-submodule of N˜η since K + N˜η = M˜η (by the maximality of K and N˜η in M˜η), and
so N˜η/(K ∩ N˜η) ∼= M˜η/K . By Proposition 36, we must have K ∩ N˜η = N˜(r,i)η for some 1  r  n,
i ∈ Z>0. Hence N˜(r,i)η ⊆ K . Since K/(K ∩ N˜η) ∼= M˜η/N˜η = L˜η , and L˜η has a Whittaker vector (of
type η), there exists w ∈ K , w /∈ N˜η such that w + (K ∩ N˜η) is a Whittaker vector (of type η) in
K/(K ∩ N˜η). By Lemma 23(iii) and Proposition 37, we may assume that w = v+∑m0,k =0 λk,mykdmv
after multiplying by a scalar. Then 0 = yriw = yri v +∑m0,k =0 λk,myri ykdmv ∈ K ∩ N˜η = N˜(r,i)η . As∑
m0,k =0 λk,myri ykdmv ∈ N˜(r,i)η , we get yri v ∈ N˜(r,i)η which cannot happen by the deﬁnition of N˜(r,i)η .
Hence K = N˜η . This means that N˜η is the unique maximal U(t˜)-submodule of M˜η and L˜η is its unique
irreducible quotient. 
Proposition 39. Let η′ :U(t˜+) → C be a non-zero algebra homomorphism. Then L˜η ∼= L˜η′ if and only if η = η′ .
Proof. The result follows from an argument using Proposition 37, which is similar to the non-zero
level case (Proposition 29). 
We conclude this section with the following proposition which summarizes two of our main re-
sults in Section 5.
K. Christodoulopoulou / Journal of Algebra 320 (2008) 2871–2890 2883Proposition 40. Let a ∈ C and assume that η :U(t˜+) → C is an algebra homomorphism such that η|t˜+ = 0
and η|ti = 0 for inﬁnitely many i ∈ Z>0 if a = 0. Then there exists a unique (up to isomorphism) irreducible
Whittaker t˜-module of type η and level a.
Proof. Let V be an irreducible Whittaker t˜-module of type η and level a. It follows that V is an
irreducible quotient of M˜η,a by a maximal submodule. If a = 0, then V ∼= M˜η,a by Corollary 28. If
a = 0, then V ∼= L˜η by Theorem 38. 
6. Imaginary Whittaker modules for non-twisted aﬃne Lie algebras
Let g˙ be a ﬁnite-dimensional simple Lie algebra of rank n over C, h˙ a Cartan subalgebra of g˙,
Δ˙ the set of roots of g˙ relative to h˙, {α1, . . . ,αn} a set of simple roots for Δ˙, and Δ˙+ (respectively
Δ˙−) the corresponding set of positive (respectively negative) roots. Then g˙ = h˙ ⊕⊕α∈Δ˙ g˙α , and we
set n˙± =⊕α∈Δ˙+ g˙±α .
Let g be the non-twisted aﬃne Lie algebra associated with g˙. Therefore
g = (g˙⊗ C[t, t−1])⊕ Cc ⊕ Cd,
where the multiplication is given by
[
x⊗ tm + λ1c + μ1d, y ⊗ tn + λ2c + μ2d
]
= [x, y] ⊗ tm+n + nμ1 y ⊗ tn −mμ2x⊗ tm +mδm,−nκ(x, y)c,
for x, y ∈ g˙, λ1,μ1, λ2,μ2 ∈ C, m,n ∈ Z, where κ : g˙× g˙ → C is a non-degenerate invariant form on g˙,
which is a normalization of the Killing form.
Let h = h˙⊕Cc ⊕Cd, where we identify h˙⊗ 1 with h˙. Let {ζ1, . . . , ζn} be an orthonormal basis of h˙
relative to κ . Set xri = 1i ζr ⊗ ti , yri = ζr ⊗ t−i , 1 r  n, i ∈ Z>0. Let t =
⊕
i∈Z ti , where
ti =
{
h˙ ⊗ ti if i = 0,
Cc if i = 0.
Thus, t is an inﬁnite-dimensional Heisenberg subalgebra of g, {xri}1rn is a basis of ti , and {yri}1rn
is a basis of t−i , i ∈ Z>0 such that
[c, xri] = [c, yri] = 0, [xri, xsj] = [yri, ysj] = 0, [xri, ysj] = δrsδi jc
for all 1 r, s  n, i, j ∈ Z>0. Set t± =⊕i∈Z>0 t±i , t˜ = t ⊕ Cd, t˜± = t± , t˜0 = t0 ⊕ Cd. The subalgebras
t, t˜ motivated the deﬁnitions in the previous two sections, and so we may apply all the results on
Whittaker modules from those sections to the subalgebras t, t˜.
Let n± = n˙± ⊗ C[t, t−1]. Then the aﬃne Lie algebra g has the following decomposition
g = n− ⊕ (t˜⊕ h˙) ⊕ n+.
The subalgebra p = (t˜ ⊕ h˙) ⊕ n+ is a parabolic subalgebra of g. Note that [t˜, h˙] = 0, and that n+ is an
ideal of p.
Assumption 41. Assume λ ∈ (h˙⊕ Cc)∗ and η :U(t˜+) → C is such that η|ti = 0 for inﬁnitely many i ∈ Z>0 if
λ(c) = 0, and η|t˜+ = 0 if λ(c) = 0.
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level λ(c). Then by Proposition 40, we have
L˜η,λ(c) =
{
M˜η,λ(c) if λ(c) = 0,
L˜η if λ(c) = 0. (6.1)
Let v˜ ∈ L˜η,λ(c) be a Whittaker vector (of type η) (see Propositions 26 and 37). Deﬁne a U(p)-module
structure on L˜η,λ(c) by letting hw = λ(h)w and n+w = 0 for all h ∈ h˙⊕ Cc, and any w ∈ L˜η,λ(c) . Set
Vη,λ = U(g) ⊗U(p) L˜η,λ(c), v = 1⊗ v˜. (6.2)
Deﬁne an action of U(g) on Vη,λ by multiplication on the left on the U(g) factor. We will say that
Vη,λ is an imaginary Whittaker module of type (η,λ) for g.
Let Q˙ + be the non-negative integral linear span of α1, . . . ,αn . We extend an element μ ∈ (h˙)∗ to
an element of (h˙ ⊕ Cc)∗ by letting μ(c) = 0. For φ ∈ Q˙ + set
U(n−)−φ = {u ∈ U(n−) ∣∣ [h,u] = −φ(h)u for all h ∈ h˙ ⊕ Cc}.
For any μ ∈ (h˙ ⊕ Cc)∗ , let V μη,λ = {w ∈ Vη,λ | hw = μ(h)w for all h ∈ h˙ ⊕ Cc}.
Proposition 42.
(i) As (left) U(n−)-modules
Vη,λ ∼= U(n−) ⊗C L˜η,λ(c). (6.3)
Moreover, Vη,λ is free as a (left) U(n−)-module.
(ii) The map w → 1⊗ w deﬁnes a p-isomorphism of L˜η,λ(c) onto the p-submodule U(p)v of Vη,λ . (We will
identify L˜η,λ(c) with U(p)v under this isomorphism.)
(iii) Vη,λ =⊕φ∈Q˙ + V λ−φη,λ , and
V λ−φη,λ ∼= U(n−)−φ ⊗C L˜η,λ(c)
as modules for h˙ ⊕ Cc. In particular, V λη,λ ∼= L˜η,λ(c) .
Proof. (i) Since g = n− ⊕ p, the PBW Theorem implies that U(g) ∼= U(n−) ⊗C U(p), and so Vη,λ ∼=
U(n−) ⊗C L˜η,λ(c) as vector spaces over C. Thus the map f :U(n−) ⊗C L˜η,λ(c) → Vη,λ deﬁned by
(u,w) → uw is an isomorphism of left U(n−)-modules. It follows by [16, Corollary 5.13] that Vη,λ
is a free (left) U(n−)-module.
(ii) This part is evident from the deﬁnitions.
(iii) h˙ ⊕ Cc acts semisimply on U(n−) via the adjoint action and U(n−) =⊕φ∈Q˙ + U(n−)−φ. It is
easy to see that the isomorphism f of (i) maps U(n−)−φ ⊗C L˜η,λ(c) isomorphically to V λ−φλ,η for every
φ ∈ Q˙ + . In particular, if φ = 0, then V λλ,η = L˜η,λ(c) because U(n−)0 ∼= C. Thus (iii) holds. 
Proposition 43. Every U(g)-submodule M of Vη,λ has a decomposition M =⊕φ∈Q˙ + M ∩ V λ−φη,λ into weight
spaces relative to h˙ ⊕ Cc.
Proof. This is a standard fact about weight modules. 
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tient Lη,λ .
Proof. Let M be the sum of all proper U(g)-submodules of Vη,λ . Since V λη,λ ∼= L˜η,λ(c) is an irreducible
U(t˜)-module, and v ∈ V λη,λ , it follows from Proposition 43 that every proper submodule is contained
in
⊕
φ∈Q˙ +\{0} V
λ−φ
η,λ . Hence M ⊆
⊕
φ∈Q˙ +\{0} V
λ−φ
η,λ . Thus, M is a proper U(g)-submodule of Vη,λ . As M
contains all proper submodules, it is the unique maximal submodule of Vη,λ , and Lη,λ := Vη,λ/M is
the unique irreducible quotient of Vη,λ. 
Proposition 45. Assume λ′ ∈ (h˙ ⊕ Cc)∗ and η′ :U(t˜+) → C satisfy the conditions in Assumption 41. Then
Vη,λ ∼= Vη′,λ′ as U(g)-modules if and only if η = η′ and λ = λ′ .
Proof. We only need to prove that if Vη,λ ∼= Vη′,λ′ , then η = η′ and λ = λ′ as the other direction is
obvious. Let f : Vη,λ → Vη′,λ′ be an isomorphism of U(g)-modules. Let D(λ) (respectively D(λ′)) be
the set of weights of Vη,λ (respectively Vη′,λ′ ) for the action of h˙ ⊕ Cc. Then λ ∈ D(λ′). Hence there
exists φ ∈ Q˙ + such that λ = λ′ −φ. Similarly λ′ = λ−φ′ for some φ′ ∈ Q˙ + . This implies that φ = −φ′ .
Thus, φ = φ′ = 0 since φ,φ′ ∈ Q˙ + . Therefore λ = λ′ and f |V λη,λ : V
λ
η,λ → V λη′,λ is an isomorphism of
U(t˜)-modules. Consequently, L˜η,λ(c) ∼= L˜η′,λ(c) , which implies that η = η′ by Proposition 29 if λ(c) = 0,
and by Proposition 39 if λ(c) = 0. 
6.1. An irreducibility criterion
For the rest of this section, we will focus on imaginary Whittaker modules of non-zero level for
the aﬃne Lie algebra g and prove that they are irreducible. We ﬁx η such that η|ti = 0 for inﬁnitely
many i ∈ Z>0. Let m = n− ⊕ t˜− ⊕ Cd. Note that n− is an ideal in the subalgebra m.
Proposition 46. Let λ ∈ (h˙ ⊕ Cc)∗ , λ(c) = 0. Then Vη,λ is torsion-free as a (left) U(m)-module.
Proof. Since λ(c) = 0, L˜η,λ(c) = M˜η,λ(c) . Recall that we have identiﬁed L˜η,λ(c) with U(p)v (see Propo-
sition 42(ii)). The PBW Theorem along with Propositions 20 and 42(ii) imply that the map f : Vη,λ →
U(m),u ⊗ wv → uw , u ∈ U(n−), w ∈ U(t˜− ⊕ Cd) (which is obviously surjective) is an isomorphism
of vector spaces over C and it is easy to check that f is an isomorphism of U(m)-modules. 
Next, we prove Theorem 50 which gives an irreducibility criterion for the modules Vη,λ . A similar
result holds for imaginary Verma modules [13, Proposition 5.8].
We begin by establishing some notation. For any μ =∑ni=1 κiαi ∈ Q˙ + , let htμ =∑ni=1 κi . If α,β ∈
Q˙ + , α =∑ni=1 κiαi , β =∑ni=1 νiαi , then we deﬁne α  β if and only if (κ1, . . . , κn) (ν1, . . . , νn) in
the lexicographic order. Note that  is a total order on Q˙ + which satisﬁes the following property: if
α,β ∈ Δ˙+ , α  β and β −α ∈ Δ˙, then β −α ∈ Δ˙+ . Fix a Chevalley basis {eα | α ∈ Δ˙} ∪ {hi | 1 i  n}
for g˙ (see [15, §25]). For α ∈ Δ˙, k ∈ Z deﬁne elements eα+kδ as follows:
eα+kδ = eα ⊗ tk. (6.4)
Since n− = n˙− ⊗ C[t, t−1], the set B = {e−α+kδ | α ∈ Δ˙+,k ∈ Z} is a basis of n− . If α,β ∈ Δ˙+ , k,  ∈ Z,
deﬁne e−α+kδ  e−β+δ if α < β or α = β and k  . Then  is a total order on B. Let  = |Δ˙+| and
let γ1 < · · · < γ be an ordered listing of the roots in Δ˙+ using the total order above. For 1  i  
set
Eκii = . . . eκi(a−1)−γ +(a−1)δeκi(a)−γ +aδeκi(a+1)−γ +(a+1)δ . . . ,i i i
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Eκ = Eκ11 . . . Eκ .
Then by the PBW Theorem, the set
A= {Eκ | κ = (κ1, . . . , κ), κi : Z → Z0 has ﬁnite support ∀i}
is a basis of U(n−). For any κ = (κ1, . . . , κ) and any i, set
Nκ,i =
{
a ∈ Z ∣∣ κi(a) = 0}.
Since κi :Z → Z0 has ﬁnite support, Nκ,i is a ﬁnite set for every i. Given κ = 0, let Nκ =Nκ,i with
i minimum so that Nκ,i = ∅. Suppose that Eκ ∈A and Nκ =Nκ,i . For a ∈Nκ =Nκ,i , let (Eκ )[a] be
the same as Eκ but with power on e−γi+aδ equal to κi(a)− 1 instead of κi(a). By the deﬁnitions, it is
easy to verify the following:
Lemma 47.
(i) If a,a′ ∈Nκ , a = a′ , then
(
Eκ
)
[a] =
(
Eκ
)
[a′]. (6.5)
(ii) Assume κ = κ ′ ,Nκ =Nκ,i ,Nκ ′ =Nκ ′,i . If a ∈Nκ ∩Nκ ′ , then
(
Eκ
)
[a] =
(
Eκ
′)
[a]. (6.6)
Using some basic properties of the Lie bracket and induction, we can prove the following:
Lemma 48. Let y, x ∈ g, u1, . . . ,un ∈ U(g), k ∈ Z>0 . Then
(i) [y,u1 . . .un] =∑ni=1 u1 . . .ui−1[y,ui]ui+1 . . .un.
(ii) [y, xk] =∑ki=1 xk−i[y, x]xi−1 = kxk−1[y, x] +∑ki=2 xk−i[[y, x], xi−1].
Next, we prove a rather technical lemma which we will use in the proof of Theorem 50.
Lemma 49. Assume 1 = Eκ ∈A. Let m ∈ Z>0 be such that |a| <m for all a ∈Nκ . Suppose Nκ =Nκ,i and
let y be a non-zero element of gγi−mδ . Then there exists u ∈ U(n−) such that
[
y, Eκ
]= u + ∑
a∈Nκ
κi(a)
(
Eκ
)
[a][y, e−γi+aδ]. (6.7)
Moreover,
∑
a∈Nκ
κi(a)
(
Eκ
)
[a][y, e−γi+aδ] = 0. (6.8)
Proof. Note that gγi−mδ = g˙γi ⊗ t−m , and g−γi+aδ = g˙−γi ⊗ ta for every a ∈ Z. Hence [y, e−γi+aδ] = 0
for any a ∈ Z, since [g˙γi , g˙−γi ] = 0. Moreover, if a ∈Nκ =Nκ,i , then [y, e−γi+aδ] ∈ ta−m ⊂ t−, since
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write Eκ = Eκi . . . Eκ . Then by Lemma 48(i)
[
y, Eκ
]= [y, Eκi ]Eκi+1 . . . Eκ + Eκi [y, Eκi+1 . . . Eκ]. (6.9)
Recall that γi < γ j , for all i < j. Hence if i < j, and γi − γ j ∈ Δ˙, then γi − γ j ∈ Δ˙− . Then by
Lemma 48(i), it follows that [y, Eκi+1 . . . Eκ ] ∈ U(n−). When computing [y, Eκi ], we can apply
Lemma 48(ii) to move [y, e−γi+aδ] to the right at the expense of commutators which live in U(n−)
since [y, e−γi+aδ] ∈ t−, and it is easy to check that there exists ui ∈ U(n−) such that
[
y, Eκi
]= ui + ∑
a∈Nκ
κi(a)
(
Eκi
)
[a][y, e−γi+aδ] (6.10)
where (Eκi )[a] is the same as Eκi but with power on e−γi+aδ equal to κi(a) − 1 instead of κi(a).
Combining (6.9) with (6.10) yields (6.7). Since the elements {(Eκ )[a] | a ∈Nκ } are linearly independent
by Lemma 47(i) and by the PBW Theorem A is a basis of U(m) as a free right U(t˜− ⊕ Cd)-module, it
follows that
∑
a∈Nκ κi(a)(E
κ )[a][y, e−γi+aδ] = 0. This completes the proof. 
Recall that k = (k11,k12, . . . ,k21,k22, . . .), where kri ∈ Z0, 1 r  n, i ∈ Z>0 and only ﬁnitely many
kri are non-zero, and I is the set of all such k. Then the set S = {yk | k ∈ I} is a C-basis of U(t˜−).
For any k ∈ I let k = (k11,k21, . . . ,kn1,k12, . . . ,kn2, . . .). Let I = {k | k ∈ I}. Note that k =  if
and only if k = . We order the elements of I in the reverse lexicographic order. For any yk, y ∈ S ,
m, p ∈ Z0, we deﬁne
ykdm  ydp if k <  (in the reverse lexicographic order)
or k =  and m p. (6.11)
For example, y1i < · · · < yni for every i ∈ Z>0 and yri < ysj for all 1  r, s  n if i < j. We will use
this order in the proof of Theorem 50.
The following theorem gives an irreducibility criterion for the modules Vη,λ .
Theorem 50. Let λ ∈ (h˙ ⊕ Cc)∗ , λ(c) = 0. Then Vη,λ is irreducible as a U(g)-module.
Proof. Let K be a non-zero U(g)-submodule of Vη,λ . We will show that K = Vη,λ . Recall that we have
identiﬁed L˜η,λ(c) with U(p)v (see Proposition 42(ii)). It suﬃces to show that K ∩ L˜η,λ(c) = 0 because
L˜η,λ(c) = U(t˜)v is irreducible as a U(t˜)-module, and Vη,λ = U(g)v .
By Proposition 43, it follows that K ∩ V λ−μη,λ = 0 for some μ ∈ Q˙ + . Assume 0 = w ∈ K ∩ V λ−μη,λ . We
claim that there exists u ∈ U(g) such that 0 = uw ∈ L˜η,λ(c) . We will proceed by induction on htμ. If
μ = 0, then we are done since V λη,λ = L˜η,λ(c) . Suppose that the claim is true for all μ′ ∈ Q˙ + with
htμ′ < htμ. By Propositions 20(i) and 42(i), w has a unique expression
w =
k∑
q=1
(∑
κ
λκ,q E
κ
)
wqd
sq v, (6.12)
where k ∈ Z>0, Eκ ∈ A, λκ,q ∈ C, and for each q only ﬁnitely λκ,q are non-zero. Here wq ∈ S =
{yk | k ∈ I}, sq ∈ Z0, wqdsq = wq′dsq′ if q = q′ , and for each κ such that λκ,q = 0 for some q, μ =∑
i=1
∑
a∈Z κi(a)γi . For each q set
Ωq = {κ | λκ,q = 0}. (6.13)
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Nκ, j, κ ∈ Ωq}. Without loss of generality, we may assume that i1 = · · · = ip  ip+1  · · ·  ik. Then
we may write
w =
p∑
q=1
( ∑
κ∈Ωq
λκ,q E
κ
)
wqd
sq v +
k∑
q=p+1
( ∑
κ∈Ωq
λκ,q E
κ
)
wqd
sq v. (6.14)
Note that if p = k, then the second term does not appear in the right-hand side of (6.14).
Let N = ⋃pq=1⋃κ∈Ωq Nκ . Recall that {yri = ζr ⊗ t−i}1rn is a basis of t−i , i ∈ Z>0. To avoid
misunderstandings we will write yr,i for yri . In what follows we will always order the elements
yds using the order deﬁned in (6.11). Let m ∈ Z>0 such that |a| <m, wq < yr,m−a for all 1 q  k,
1 r  n, and all a ∈N . Let y ∈ gγi1−mδ . Since y ∈ n+ ,
ywqd
sq v = 0, for all 1 q k. (6.15)
As g−γi1+aδ = g˙−γi1 ⊗ ta for every a ∈ Z, it follows that [y, e−γi1+aδ] = 0 for any a ∈ Z, because[g˙γi1 , g˙−γi1 ] = 0. Moreover, if a ∈N , then [y, e−γi1+aδ] ∈ ta−m ⊂ t−, since |a| < m for all a ∈N . For
every a ∈N , there exist values νr,a ∈ C, 1 r  n, with at least one νr,a = 0 such that
[y, e−γi1+aδ] =
n∑
r=1
νr,a yr,m−a, (6.16)
and this expression is unique. If iq = i1, then by Lemma 49 for all κ ∈ Ωq there exists uκ,q ∈ U(n−)
such that
[
y, Eκ
]= uκ,q + ∑
a∈Nκ
ki1 (a)
(
Eκ
)
[a][y, e−γi1+aδ], (6.17)
where ∑
a∈Nκ
ki1 (a)
(
Eκ
)
[a][y, e−γi1+aδ] = 0. (6.18)
It follows by Lemma 48(i) that for all κ ∈ Ωq , where q = p + 1, . . . ,k, [y, Eκ ] ∈ U(n−). For any a ∈N
and any 1 q p let Ωaq = {κ ∈ Ωq | a ∈Nκ }. By Lemma 48(i) and (6.15)–(6.17)
yw =
p∑
q=1
n∑
r=1
∑
a∈N
( ∑
κ∈Ωaq
λκ,qki1 (a)νr,a
(
Eκ
)
[a]
)
yr,m−awqdsq v
+
p∑
q=1
( ∑
κ∈Ωq
λκ,quκ,q
)
wqd
sq v
+
k∑
q=p+1
( ∑
κ∈Ωq
λκ,q
[
y, Eκ
])
wqd
sq v. (6.19)
Since U(t˜−) is abelian, yr,m−awq = wq yr,m−a for all 1 r  n, 1 q p, and all a ∈N .
We claim that yw = 0. Suppose that yw = 0. Let f : Vη,λ → U(m), u ⊗ ωv → uω, u ∈ U(n−),
ω ∈ U(t˜− ⊕ Cd). Then by (6.19)
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p∑
q=1
n∑
r=1
∑
a∈N
( ∑
κ∈Ωaq
λκ,qki1 (a)νr,a
(
Eκ
)
[a]
)
wq yr,m−adsq
+
p∑
q=1
( ∑
κ∈Ωq
λκ,quκ,q
)
wqd
sq
+
k∑
q=p+1
( ∑
κ∈Ωq
λκ,q
[
y, Eκ
])
wqd
sq . (6.20)
Recall that we are using the order deﬁned in (6.11). Since wq′ < yr,m−a for all 1 q′  k, 1 r  n, it
follows that wq′ < wq yr,m−a for all 1 q,q′  k. Hence
wq′d
sq′ < wq yr,m−adsq (6.21)
for all 1  q,q′  k, and all a ∈N . As U(m) is free as a left U(n−)-module, by (6.20) and (6.21) it
must be that
p∑
q=1
n∑
r=1
∑
a∈N
( ∑
κ∈Ωaq
λκ,qki1 (a)νr,a
(
Eκ
)
[a]
)
wq yr,m−adsq = 0. (6.22)
Let N = min{a | a ∈N }. Suppose that 1  r  n is maximum such that νr,N = 0. Assume a ∈N and
a = N . Then ys,m−a < yr,m−N , for all s, since m−a <m− N. Moreover, if s < r, then ys,m−N < yr,m−N .
Hence
wq′ ys,m−adsq′ < wq yr,m−Ndsq , 1 s, r  n, (6.23)
for all 1 q,q′  p and all a ∈N with a = N . Also,
wq′ ys,m−Ndsq′ < wq yr,m−Ndsq , 1 s < r  n, (6.24)
for all 1 q,q′  p. Hence by (6.22)–(6.24)
p∑
q=1
∑
κ∈ΩNq
λκ,qki1 (N)νr,N
(
Eκ
)
[N]wq yr,m−Nd
sq = 0. (6.25)
Let 1 q p such that ΩNq = ∅ (by the deﬁnition of N there exists at least one q with this property).
Since wq′ yr,m−Ndsq′ = wq yr,m−Ndsq if q = q′ , and U(m) is a free left U(n−)-module, it must be
∑
κ∈ΩNq
λκ,q
(
Eκ
)
[N] = 0 for every q such that ΩNq = ∅. (6.26)
Since the elements Eκ , κ ∈ ΩNq , are linearly independent, and N is ﬁxed, by Lemma 47(ii) the ele-
ments (Eκ )[N] , κ ∈ ΩNq must be linearly independent (as they are distinct basis elements of U(n−)).
Hence by (6.26) we must have λκ,q = 0, for all κ ∈ ΩNq which is a contradiction by the deﬁnition of
Ωq (6.13) and since ΩNq ⊆ Ωq for every 1 q p. This proves that yw = 0.
Since μ−γi1 ∈ Q˙ + , 0 = yw ∈ V
λ−(μ−γi1 )
η,λ and ht(μ−γi1) < htμ, by the inductive hypothesis there
exists u ∈ U(g) such that 0 = u(yw) = (uy)w ∈ L˜η,λ(c) , hence K ∩ L˜η,λ(c) = 0 as desired. 
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