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Abstract Loess high banks along the right side of the
Danube in Hungary are potential subjects to landslides.
Small scale ambient seismic noise tomography was used
at the Dunaszekcso˝ high bank. The aim of the study
was to map near surface velocity anomalies since we
assume that the formation of tension cracks – which
precedes landslides – are represented by low velocities.
Mapping Rayleigh wave group velocity distribution can
help to image intact and creviced areas and identify
the most vulnerable sections. The study area lies at
the top of the Castle Hill of Dunaszekcso˝, which was
named after Castellum Lugio, a fortress of Roman ori-
gin. The presently active head scarp was formed in April
2011, our study area was chosen to be at the surround-
ings of it. Cross-correlation functions of ambient noise
recordings were used to retrieve the dispersion curves
which served as the input of the group velocity to-
mography. Phase cross-correlation and time-frequency
phase weighted stacking was applied to calculate the
cross-correlation functions. The average Rayleigh wave
group velocity at the loess high bank was found to be
171 ms 1. The group velocity map at 0.1 s period re-
vealed a low-velocity region, whose location coincides
with a highly creviced area, where slope failure takes
place along a several metre wide territory. Another low
velocity region was found, which might indicate a previ-
ously unknown loosened domain. The highest velocities
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1 Introduction
In near surface seismic studies most frequently longi-
tudinal waves are used because execution and evalua-
tion of the measurements are relatively simpler than
in case of using shear waves. In addition, longitudi-
nal waves usually have higher dominant frequency and
they are also suitable for applications which are re-
lated to soil humidity, e.g. monitoring of changes in
the level of water table. Despite all of the above men-
tioned benefits, recently developed shear wave based
methods have been gaining importance in shallow seis-
mic studies. One of the advantages of using shear waves
is that under favourable conditions much higher resolu-
tion can be achieved than in the case of using P waves.
The vP /vS ratio in hard rocks is about
p
3, but in near
surface soft material it can reach values over 20 (Bar-
ton, 2007), which means that in shallow, unconsolidated
sediments, shear waves travel much slower, than longi-
tudinal waves, therefore their wavelengths are shorter,
resulting in higher resolving power despite the higher
frequency content of P waves.
Small scale P wave studies often have limited capa-
bility of detecting geological changes, because the wa-
tertable might be the strongest reflector in the upper
few meters. However, water saturation does not have a
great influence on shear wave velocities (Barton, 2007),
therefore they are barely a↵ected by the watertable
allowing the recognition of geological changes. Being
almost independent from water saturation also means
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that shear wave velocities have almost the same values
after dry or wet weather periods, thus velocities mea-
sured at various times are comparable.
Mapping shear wave velocities in a relatively sim-
ple manner and at a low cost is challenging even to-
day. From the point of view of measurement one of
the most feasible and cost-e↵ective methods is seismic
interferometry which utilises ambient seismic noise. It
is possible to implement it with only two instruments,
which are easy to install and which can be placed even
on streets in urban areas or industrial sites. Thus am-
bient noise tomography can be used where other geo-
physical methods might not be applicable. In addition,
the measurement time depends on station distance, the
shorter the distance, the lesser the time required (Sabra
et al, 2005b; Gouedard et al, 2008). This method can
be equally well used on continental (Yang et al, 2007;
Bensen et al, 2009), regional (Szanyi et al, 2013; Ren
et al, 2013; Dias et al, 2015), local (Renalier et al, 2010;
Stankiewicz et al, 2012) and engineering-geotechnical
scale (Picozzi et al, 2009; De Nisco and Nunziata, 2011;
Pilz et al, 2012, 2014).
One of the key assumptions of the noise correla-
tion method is that the noise sources are randomly dis-
tributed in all directions (e.g. Shapiro and Campillo,
2004). However, recent studies have shown (Yang and
Ritzwoller, 2008; Picozzi et al, 2009) that this method
can be used even in case of non-uniform distribution of
noise sources. According to Picozzi et al (2009) only 30
min of recording time is su cient for high frequency (5-
14 Hz) measurements at engineering-geotechnical scale.
Pilz et al (2014) have shown that ambient noise tomog-
raphy can be used in the case of significant topographic
relief, however traveltimes may change when the dif-
ference in height is larger than the wavelength or the
penetration depth (Pilz et al, 2014).
Considering the results of Pilz et al (2014), we as-
sumed that ambient noise tomography is applicable at
such an asymmetrical environment as a high bank, which
is very common along the Danube in Hungary. In these
areas weakly consolidated loess sequences form steep
slopes, which are prone to slide. Although landslides
have localised impact, they represent a significant nat-
ural hazard as the Hungarian high blu↵s are presently
active and landslides occur from time to time. In partic-
ular the high bank at Dunaszekcso˝ is part of the village,
even houses were built on the currently slumping block.
In this paper we aim at mapping near surface Rayleigh
wave group velocities at an active mass movement in
Dunaszekcso˝. The study area is a strongly asymmet-
rical high bank environment, bounded by a precipice
of landslide origin. We assume the sliding event to be
preceded by the formation of tension cracks, which ap-
pear as low velocity zones. Therefore we intend to image
velocity contrasts between the intact and the creviced
areas.
2 Study Area
At the right side of the Danube south of Budapest
six active high bank sections can be found along the
Hungarian part of the river (Kova´cs et al, 2015). The
Dunaszekcso˝ high bank, located approximately 20 km
north of the Hungarian-Croatian border, is one of the
most active blu↵s of Hungary with recurring sliding
events. Since the middle of the last century major land-
slides have been observed every 10 to 20 years (Kraft,
2011; Kova´cs et al, 2015). The high bank is approxi-
mately 15 km long and it has been intensively studied
for decades by means of geomorphological (Moyzes and
Scheuer, 1978; U´jva´ri et al, 2009; Kraft, 2011; Lo´czy,
2015), geotechnical (Moyzes and Scheuer, 1978), geode-
tical (e.g. Bugya et al, 2011; Ba´nyai et al, 2014) and
seismological methods (Hegedu˝s, 2008).
The studied area is located at the southern part of
the high bank. It covers an approximately 100 m⇥80 m
large territory on top of the Castle Hill (Dunaszekcso˝).
The head scarp runs in approximately north-south di-
rection in its eastern part (Fig. 1). Most of the above
mentioned studies examined the Castle Hill, however
seismic tomography was not carried out on our study
area. East to the head scarp a potential future frac-
ture system was mapped by geoelectrical measurements
(Szalai et al, 2014b) and pressure probe method (Sza-
lai et al, 2014a). At Castle Hill and at its northern
neighbour – the Szent Ja´nos Hill – geodetic monitor-
ing of surface movements by GPS measurements has
been performed and deformations have been measured
by borehole tiltmeters (Mentes et al, 2012; Ba´nyai et al,
2014).
Along the Danube, archaeological sites give an op-
portunity to estimate the river bank retreat. The fron-
tier (limes) of the Roman Empire ran along the Middle
Danube, where fortresses and watchtowers were built
for defence (Visy, 2003). Reconstruction of the ground
plans and using historical maps revealed that in some
cases major parts of the fortresses have been destroyed
by landslides. On the basis of the archaeological evi-
dences a rate of approximately 1-2 m per 100 years on
average was ascertained for the river retreat (Kova´cs
et al, 2015). This could have been higher in active un-
dercutting periods (2-10 m per 100 years) and even
higher over the last 100 years, when human activity
might have increased the retreat up to above 10 m per
100 years (Lo´czy et al, 1989).
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Fig. 1 a) Elevation map of the study area and its surroundings. Coordinates are given in the Hungarian EOV coordinate
system. The village of Dunaszekcso˝ lies at the foot of the Castle Hill and the Danube flows east to it. The black rectangle
denotes the study area, where the red line indicates the head scarp. b) and c) Photos of the head scarp at its northern part.
The failure process a↵ects a several meter wide area. The photos were taken during the June 2015 measurement campaign,
when the shown scarp was approximately 1.6 m high.
Sliding events are a result of di↵erent morphological
and hydrological circumstances; elevated groundwater
level and increased precipitation after a dry period are
presently considered as main triggering factors (Ba´nyai
et al, 2014; Kova´cs et al, 2015).
When studying the Castle Hill, it is important to
take into consideration that Castellum Lugio, an an-
cient fort of Roman origin lied at the top of the hill,
with dimensions of 150 metres in north-south direction
and approximately 180 metres in east-west direction
(Visy, 2015 pers.com.). The castle was rebuilt either by
the Romans in the 4th century or by the Turks during
the Turkish occupation in Hungary, as it is also known
that in the 16-18th century, a fort stood at the top of
the hill (Visy, 2015 pers.com.). Due to the continuous
landsliding its eastern side is being destroyed, only 81
m wide territory remained of the previous fort. The
stones of the castle were reused at local constructions,
currently no remains of walls can be seen on the sur-
face. However, the possible buried remnants can a↵ect
the results of any geophysical measurements carried out
on the top of the Castle Hill. Unfortunately detailed ar-
chaeological excavations of the fort have not been con-
ducted (Visy, 2003), therefore only a manuscript map
of the walls still visible in the early 20th century and
a few historical documents can possibly help in the in-
terpretation of the results of geophysical surveys in the
area.
The Castle Hill’s highest point is approximately 60
m above the mean water level of the Danube (82-83 m
a.s.l.). The top of the hill is almost flat, however, it is
slightly sloping to the east, towards the Danube. Castle
Hill is bounded by steep slopes in every direction. The
village of Dunaszekcso˝ lies southwards and westwards
at the foot of the studied part of the hill, however, there
are no nearby houses northwards (Fig. 1).
A vertical loess wall of 20-30 m rises above the 10-
20 m high slopes of reworked sediments of past land-
slides and fluvial deposits of the Danube (U´jva´ri et al,
2009; Kova´cs et al, 2015). The floodplain is very narrow,
therefore, despite the protection measures, the river re-
peatedly undercuts the slopes during flood events. The
blu↵ consists of Pleistocene sediments. The younger
loess series on top includes brown paleosol levels. Its
thickness is 40 m on average and it is prone to col-
lapse. The underlying series of sandy silts and clays
contain brown, red and green paleosol levels. This older
Pleistocene sequence is much more consolidated and its
thickness varies from 5 to 15 m (Kraft, 2011).
Development of tension cracks and movements along
the head scarp are probably a result of reduced cohesive
strength due to previous sliding and slumping events.
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The last major movement occurred in 2008, when a 240
m long area parallel to the Danube slid down 4 to 10 m
vertically with lateral displacement up to 4 m (Kraft,
2011). The width of the slumping block was 30 m at its
greatest extent. The main movement involved approxi-
mately 550,000 m3 rock mass and lasted for hours. The
a↵ected area has come to temporary rest after 3 days. A
total of 520 m long and a maximum of 240 m wide area
was involved in the process. In April 2011 a new rup-
ture surface was formed, since then smaller movements
have been taking place along it.
Between our two measurement campaigns in Octo-
ber 2014 and June 2015 the slump block slid down sev-
eral tens of centimetres. At the northern end of the head
scarp, the topographic relief increased from approxi-
mately 0.9 m to 1.6 m, while at the southern part the
sliding was somewhat greater, the height of the scarp
increased from approximately 0.6 m to 1.6 m. In Octo-
ber 2014 the rupture surface was limited to a narrow
strip, while in June 2015 at the northern section of the
scarp several steps were to be seen in a few metres wide
area (Fig. 1).
3 Data Acquisition
In October 2014, ambient noise measurements were per-
formed at an approximately 100 m⇥80 m area on the
Castle Hill using 3 Lennartz LE-3D/5s seismometers
with Guralp CMG-EAM digitisers. Measuring arrange-
ment was designed in order to be able to apply di↵er-
ent noise based methods such as Horizontal to Verti-
cal Spectral Ratio (e.g. Nakamura, 2000), Microseismic
Sounding Method (MSM) (e.g. Gorbatikov et al, 2004)
and seismic interferometry. 31 measurement points were
marked in 5 rows, perpendicular to the Danube (Fig.
2a). The Microseismic Sounding Method needs a base
station, which was deployed at the centre of the study
area and recorded continuously. Interstation distance
between the simultaneously recording instruments var-
ied from 11 m to 89 m. For better coupling between the
instruments and soil, granite plates were placed under
the sensors.
Precise positions of measurement points were de-
termined using Real Time Kinematics (RTK) technol-
ogy, which is a di↵erential Global Navigation Satellite
System technique. It provides high positioning perfor-
mance allowing cm-scale precision (Hofmann-Wellenhof
et al, 2001).
After the preliminary processing of the noise record-
ings of October 2014, additional measurements were
carried out in June 2015 to improve the tomographic
resolution (Fig. 2a). Five Lennartz LE-3D/5s seismome-
ters were utilised with three Guralp CMG-EAM and
two GAIA Vistec digitisers. Station-to-station distances
up to 101 m were used. The resolution test based on
the first campaign’s data showed that paths parallel to
the Danube are needed, therefore station pairs were in-
stalled predominantly in north-south direction. Atten-
tion has been paid to make measurements parallel to
the head scarp as well and to have paths which do not
cross the trace of the scarp, but are close to it.
Before the measurements in October 2014, record-
ing parameters were tested on a sedimentary site to
decide minimum recording time and necessary sam-
pling frequency. Based on the SNR values of the cross-
correlation functions the test results indicated that a
recording time of 45 minutes at 100 Hz frequency is suit-
able for dispersion curve determination at the distance
range from 10 to 100 m. These recording parameters
and GPS timing were used during both measurement
campaigns.
Between October 2014 and June 2015 a several tens
of centimetres sliding along the head scarp occurred,
therefore control measurement was made during the
second campaign to verify the stability of the disper-
sion curves. The same measurement was used to verify
instrument pair configuration compatibility in practice
as well.
Location of the station pair for the control measure-
ment was selected after processing the noise recordings
of the first measurement campaign. It was noteworthy
that group velocities associated with a particular head
scarp crossing path were significantly higher than the
group velocities for the other station pairs (see Fig. 4a).
Therefore, the control measurement served to check the
reliability of that measurement as well. Four of the in-
struments were used, among them two were used in the
first campaign as well, therefore these were installed
at the same points with identical parameters (mea-
surement time, sampling frequency) as previously. The
other two instruments were Lennartz LE-3D/5s seis-
mometers equipped with GAIA Vistec digitisers, which
measured in the immediate vicinity of the first con-
trol line. The dispersion curves obtained from the vari-
ous instrument configurations (Guralp-Guralp, Guralp-
GAIA, GAIA-GAIA digitiser pairs) were in good agree-
ment, thus cross-correlation computation was carried
out between every possible station pair, regardless the
type of the used digitiser. The control measurement
resulted in very similar dispersion curves to that of
the first campaign’s, thus the stability of the disper-
sion curve was confirmed and high velocities associated
with the control measurement’s path were accepted as
reliable values.
Ambient seismic noise tomography of a loess high bank at Dunaszekcso˝ (Hungary) 5
Fig. 2 a) Paths belonging to the two measurement campaigns. Coordinates are given in local coordinate system. The origin
is at 627850 m and 82620 m in the EOV system. Triangles: instrument locations. Continuous lines: first campaign in October
2014, where station configuration was designed to use several ambient noise based methods. Dashed lines: second campaign in
June 2015 to obtain additional paths to improve tomographic resolution. b) The measured group velocities in ms 1 for each
path at 0.1 s period. The thick black line marks the head scarp.
4 Correlation Analysis and Stacking
The empirical Green’s function for the structure be-
tween a station pair can be obtained as the negative
time derivatives of the cross-correlation functions of si-
multaneously recorded seismograms predominantly con-
taining ambient noise (Sabra et al, 2005a). However, for
narrow bandwidth signals it is an acceptable approxi-
mation to use the cross-correlation function as an es-
timate of the Green’s function (Sabra et al, 2005a). In
this paper cross-correlation functions were used to ob-
tain the dispersion curves and estimate Rayleigh wave
group velocities.
In order to retrieve the dispersion curves, the pro-
cessing procedure of ambient noise data consists of four
main steps (Bensen et al, 2007): 1) data preparation, 2)
cross-correlation and stacking, 3) measurement of dis-
persion curves and 4) quality control. Di↵erent methods
were tested for the processing steps of correlation anal-
ysis and stacking and the best combination of them was
selected to retrieve the cross-correlation functions and
the dispersion curves.
Data preparation begun with removing the mean
and trend followed by frequency filtering. Since our aim
was to investigate the near surface structures, only high
frequencies were of interest. Therefore a high-pass filter
with corner frequency of 3 Hz was used. Thereafter the
continuous recordings were cut into 45 s long segments,
which was followed by time-domain normalisation and
cross-correlation.
Bensen et al (2007) tested di↵erent time-domain
normalisation methods and found that running abso-
lute mean normalisation and one-bit normalisation gives
the best signal-to-noise ratio (SNR) when computing
the cross-correlation function. Based on their results
we have chosen to apply one-bit normalisation.
The second phase of the ambient noise processing
procedure is the cross-correlation computation and stack-
ing of correlation functions. In the literature generally
conventional correlation (which is based on the prod-
ucts of the amplitudes) is used to obtain correlation
functions (e.g. Campillo and Paul, 2003; Bensen et al,
2007), thus this method was one possible candidate for
our computations.
Fig. 3 Cross-correlation functions computed using di↵erent
normalisation and stacking techniques. The gray line shows
the correlograms obtained using one-bit normalisation, con-
ventional cross-correlation, and linear stacking, while the
overplotted black line shows the cross-correlation function of
phase correlation and time-frequency phase weighted stacking
(Schimmel and Gallart, 2007). Both correlograms are ampli-
tude normalised. The presented cross-correlation function is
not symmetric, which indicates uneven noise source distribu-
tion.
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Fig. 4 a) The obtained cross-correlation function for a long path. The cross-correlation function was calculated using the phase
cross-correlation method and time-frequency phase weighted stacking. Upper left corner: location map of measurements and
the path for which the cross-correlation function was calculated. Triangles mark station locations while the dashed line shows
the head scarp. The interstation distance was 89 m. Upper right corner: dispersion curve retrieved from the cross-correlation
function using the multiple filter technique. b) Same as in a) but for a shorter path that crossed the northern part of the head
scarp. Interstation distance was 46 m.
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Seeking better cross-correlation functions, we tested
the phase cross-correlation (PCC) method (Schimmel,
1999) as well. PCC has been shown to improve the
SNR of the cross-correlation function (Schimmel, 1999;
Schimmel et al, 2011). This method is more sensitive
to waveform similarity and less sensitive to large ampli-
tude phenomena than the conventional cross-correlation
and it does not require time-domain normalisation (Schim-
mel et al, 2011). Therefore we omitted the normalisa-
tion step when PCC was applied.
The stacking of the cross-correlation functions is an
important tool to improve the SNR, thus two types of
stacking techniques have been tested: 1) standard linear
stacking, which is used in most of the ambient noise to-
mography studies (e.g. Sabra et al, 2005a; Shapiro et al,
2005; Yang et al, 2007; Cho et al, 2007; Bensen et al,
2009) and 2) time-frequency phase weighted stacking
(tf-PWS) described by Schimmel and Gallart (2007),
which has been applied in some recent ambient seismic
noise tomography studies (e.g. Ren et al, 2013; Dias
et al, 2015).
Various combinations of the previously described
processing steps have been used to calculate the cross-
correlation functions. We compared the SNR ratio of
the obtained cross-correlation functions and concluded
that phase correlation with phase weighted stacking led
to the best SNR. Fig. 3 shows an example for a cross-
correlation function computed with conventional cross-
correlation combined with linear stacking and the PCC
combined with tf-PWS. It can be seen that the SNR
is higher in case of using the PCC together with tf-
PWS. Examples of the cross-correlation functions and
corresponding dispersion curves are shown in Fig. 4.
The obtained cross-correlation functions were rarely
symmetric (e.g. Fig. 3), indicating that the sources of
ambient noise are non-uniformly distributed azimuthally,
therefore we have performed noise directionality anal-
ysis to examine the azimuthal distribution of ambient
noise sources and to identify the direction of energy
propagation. Following the method by Lin et al (2007)
we have compared the SNR of the positive and nega-
tive correlation lags. The SNR of both lags were com-
puted separately and multiplied by the root square of
the interstation distance to compensate for geometrical
spreading. For each station pair two lines with opposite
direction were drawn at both stations, representing the
causal and acausal lags (Fig. 5). Their lengths are pro-
portional to the above mentioned SNR related values.
The azimuths of the lines correspond to the station-
station line. Lines originating from the stations show
the direction of energy propagation.
The directionality analysis shows that energy is prop-
agating from all directions, however the main energy
Fig. 5 Directionality analysis of noise sources. Signal-to-
noise ratio was calculated for every cross-correlation function
for both correlation lags. For the sake of clarity at both sta-
tions of each station pair two lines were drawn representing
the two sides of the cross-correlation function. Their lengths
are proportional to the SNR multiplied by the square root
of the interstation distance. The azimuths of the lines are
defined by the station-station line. Lines originating from
the stations show the direction of energy propagation. Inset:
Summary of the directions of energy propagation for every
measurement.
flux is coming from south and west of the study area.
Considering the location map (Fig. 1) it can be assumed
that the main contributor to the signals of the correlo-
grams is the residential area of Dunaszekcso˝.
5 Measuring Group Velocities
A dispersion curve describes velocities of seismic waves
of di↵erent periods. We have studied cross-correlation
functions of vertical component noise recordings, there-
fore the measured group velocity dispersion curves cor-
respond to Rayleigh waves.
Group velocity dispersion curves were obtained us-
ing the do mft software of Herrmann and Ammon (2002).
It applies the multiple filter technique (Dziewonski et al,
1969; Herrmann, 1973), which utilises a Gaussian fil-
ter to isolate a wave package around the central fre-




(Herrmann, 1973; Herrmann and Ammon, 2002),
where fc is the central frequency. The optimal value
of filter width (↵) depends on station-to-station dis-
tance in case of ambient noise based cross-correlation
functions and it is determined empirically in practice.
Choosing the ↵ patameter means a compromise be-
tween resolution in the time and frequency domains,
larger values of ↵ improve the resolution in the fre-
quency domain but deteriorate resolution in the time
domain (Levshin et al, 1989). Based on Ammon (2001)
the width of the Gaussian filter was chosen to minimise
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Fig. 6 a-b) Multiple filter analysis plots for the station pairs shown in the insets. The colouring represents the spectral
amplitudes of the multiple filtered cross-correlation functions. Warm colours show higher amplitudes. Squares in the red area
correspond to the largest amplitude for each period and indicate the group velocity dispersion curve, while other symbols
display the local maxima. c) Rayleigh wave dispersion curves used for tomographic computations.
the area of the fundamental mode in the multiple filter
analysis (MFA) plot. After testing di↵erent filter width
values ↵ = 1 was chosen for dispersion curve measure-
ments.
Reliable dispersion measurements for a given period
require an interstation spacing of at least one wave-
length (Luo et al, 2015), which was considered during
selection of the reliable paths. In most cases, the cross-
correlation function was not symmetric, indicating un-
even distribution of noise sources as described in the
previous section. Therefore, both the causal and acausal
parts of the correlograms and the average of the two
sides (’symmetric signal’) were processed. Only clearly
delineated dispersion curves along well defined ridges
in the MFA contour plot were selected (Fig. 6a,b). Dis-
persion curves with sudden jumps in group velocities
or without clear maximum on the MFA plot were re-
jected. Out of 136 cross-correlation functions 62 yielded
an acceptable dispersion curve.
Group velocities corresponding to di↵erent azimuths
can be used to examine anisotropic properties of an
area. At the investigated area the presence of planar
cracks along the head scarp suggests that azimuthally
dependent velocities would emerge. Therefore, the ob-
tained group velocities were used to detect possible
anisotropy. First, azimuth versus group velocity (Fig.
7a), then the distribution of estimated traveltimes as a
function of the distance and the azimuth between each
station pair was plotted (Fig. 7b). Fig. 7 shows that the
observed traveltime variations are mainly dependent on
the distance, neither the group velocities nor the delay
times seem to vary systematically with azimuth.
Fig. 7 a) Azimuth versus group velocity b) Distribution of
estimated traveltimes as a function of distance and azimuth
between each station pair.
6 Tomography
The aim of our tomographic computations was to esti-
mate the 2D Rayleigh wave group velocity distribution
in the investigated area. Input parameters for this prob-
lem were 1) traveltimes determined from the intersta-
tion distances and corresponding group velocities and
2) locations of measurement points. To solve the tomo-
graphic problem, a 2D iterative, linearised method (e.g.
Yanovskaya et al, 1998; Barmin et al, 2001) was used
and ray-curvature was neglected.
The dispersion curves were almost flat in the period
range of interest (see Fig. 6c), therefore shear wave ve-
locity versus depth inversion was not carried out. To-
mographic computations were performed only for 0.1 s
period.
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Fig. 8 The checkerboard test for an anomaly size of 20 m⇥20 m with the ray path coverage in local coordinate system.
Triangles mark station locations while red line denotes the head scarp. a) Checkerboard model. b) The inverted checkerboard.
To determine depth range whose velocities a↵ect the
group velocity distribution we must compute the sen-
sitivity kernel for the given period. Based on the liter-
ature typical values of Poisson’s ratio for near surface
loess sequences are between 0.25 and 0.38 (e.g. Dan-
neels et al, 2008; Wang et al, 2012). Using homoge-
neous half space approximation (e.g. Lay and Wallace,
1995) the Rayleigh wave velocity is slightly less than
the shear velocity for the above mentioned Poisson’s
ratios (vRayleigh=0.92-0.94 vS). Sensitivity kernel was
computed using the average of the measured group ve-
locities (167 ms 1), the relationship vRayleigh=0.93vS ,
an average Poisson’s ratio of 0.315 and an approximate
loess density of 1.6 g/cm3 (e.g. Danneels et al, 2008;
Gergova et al, 1995). The result shows that the Rayleigh
waves of 0.1 s period sample the upper 4 m on average.
The study area is basically flat and it is slightly
sloping towards the Danube. The most striking feature
is the head scarp, which was approximately 1.6 m high
during the second measurement campaign in June 2015.
An accurate description of the velocity structure should
include this complex topography as well. However, ac-
cording to Pilz et al (2014) the topographic relief can
be neglected if it is small compared to the studied wave-
lengths, which is between approximately 8 and 24 m in
our case depending on the velocity. Therefore the height
di↵erence between the stable block and the slumping
block was not taken into account when defining the ve-
locity grid. Velocities were given on an equally spaced
Cartesian grid and bilinear interpolation was used to
calculate velocities between the grid points. The grid
spacing was set to 10 m.
The linearised tomographic inverse problem can be
written as
d = Gm (1)
where d is the data residual vector, whose elements
are the di↵erence between the measured and computed
group traveltimes. The m model vector represents the
slowness (i.e. inverse of group velocity) perturbation
from the reference slowness model. G is the kernel ma-
trix. The size of d vector equals to the number of ob-
tained dispersion curves at a specific period, while the
length of the model vector is defined by the number of
grid points of the velocity field representation.
We assumed that the observational errors of group
velocities at a given period are equal therefore data
weighting was not applied. As we are interested in the
eventual abrupt change in velocity field related to the
head scarp, the inverse problem was regularized only by
penalizing the slowness perturbation, but a distinct spa-
tial smoothing operator (e.g. Laplacian) was not used.
Taking into account the above mentioned considera-
tions we can write the misfit function as
 (m) = (d Gm)T (d Gm) + ✏2mTm (2)
where ✏2 is the damping parameter (Menke, 1989). The
tomographic inverse problem can be solved by minimiz-
ing this misfit function. The solution mˆ can be given
as
mˆ = (GTG+ ✏2I) 1GTd (3)
where I is the identity matrix (Menke, 1989).
Based on the trade-o↵ curve between model pertur-
bation and data misfit, the damping parameter was set
to ✏ = 2.0. The starting velocity model was a constant
velocity field of 167 ms 1, which is equal to the average
group velocity calculated from all dispersion curves at
0.1 s period. The initial rms was 0.065 s which decreased
to 0.031 s. The iteration process ended after 4 iteration
steps, when the rms reduction between two successive
steps was less than 5% of the initial rms.
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To be able to reliably interpret the tomographic
results, it is important to test the spatial resolution,
therefore checkerboard tests were performed. The checker-
board was defined as adjacent groups of gridpoints with
±10% velocity anomalies. It is assumed that if the orig-
inal anomalies of the checkerboard can be recovered,
then a real velocity anomaly of similar size, location
and amplitude could be resolved. Le´veˇque et al (1993)
has shown that a checkerboard test only represents the
resolution for certain anomaly sizes and may not be able
to resolve larger scale anomalies. Using di↵erent block
sizes in checkerboard tests reduces the risk of misinter-
pretation (e.g. Bijwaard et al, 1998). Therefore recovery
ability was examined by checkerboard tests for di↵erent
anomaly sizes from 10⇥10 m to 40⇥40 m. An example
of the tests is shown in Fig. 8.
To supplement the checkerboard tests, error bounds
for the tomographic problem were calculated using the
bootstrap method (Efron, 1979; Tichelaar and Ru↵,
1989). The key concept in bootstrapping is to resam-
ple the original data set to form a large number of new
data sets, whose size is set equal to that of the origi-
nal data set. Therefore the compiled bootstrap samples
may contain a certain original datum more than once.
During the error estimation 1000 bootstrap inversions
were executed. The standard deviation of the obtained
velocities is estimated by the standard error of the in-
version of the ensemble of the bootstrap samples for
each grid point. In regions without a crossing path, the
uncertainty is zero as it only has meaning where there
is path coverage (see Fig. 9).
7 Results and Discussion
Noise measurements were carried out on an active land-
slide at Dunaszekcso˝. The obtained Rayleigh wave group
velocity distribution at 0.1 s period together with the
trace of the head scarp is shown in Fig. 9a. The stable
block is situated west of the scarp.
According to the checkerboard tests, the resolution
is best in the central part of the studied area where
ray coverage is dense (Fig. 8). The smallest resolvable
anomaly size is around 20⇥20 m. Along the head scarp
the resolution can be considered satisfactory. However,
close to the edge the ray coverage and consequently the
checkerboard pattern recovery is poor, thus interpreta-
tion must be made with caution. Furthermore, based
on these tests the amplitude of an anomaly cannot be
well determined, which is expected as usually calcu-
lated anomalies are lower than true anomalies (Rawlin-
son et al, 2014). Despite that, it is possible to reliably
obtain the signs (positive or negative) of the anomalies
Fig. 9 a) Rayleigh wave group velocity distribution for the
study area in local coordinate system at 0.1 s period. Group
velocities in ms 1 are shown relative to the average value (171
ms 1). Triangles mark measurements points while the red
line denotes the head scarp. b) Velocity standard deviation
computed by bootstrapping. Velocities are in ms 1.
compared to the average group velocity of the studied
area.
We determined the standard deviation of the result-
ing velocities by the bootstrapping method (Fig. 9b).
The median error value for the studied area is 15 ms 1.
On the majority of the area the standard deviation is
less than 20 ms 1, the highest values (30–40 ms 1) can
be found at a low velocity anomaly. These error values
confirm the reliability of the estimated Rayleigh wave
group velocity pattern even in the low velocity area.
Based on the SNR values illustrated in Fig. 5, we
have summarised the directionality information as shown
in the figure inset and found that noise sources con-
tributing to the cross-correlation function with the high-
est SNR are located in the direction of the residential
area of Dunaszekcso˝. The Danube can be considered as
one of the main local noise sources, however, it flows
approximately 60 m below the studied area, therefore
the examined surface waves cannot presumably be gen-
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erated by the Danube. Our directionality analysis con-
firms this assumption.
Several authors have argued about the e↵ect of non-
uniform noise source distribution on the cross-correlation
function and lag time. Based on theoretical consider-
ations Tsai (2009) has shown that non-uniform noise
source distribution can cause a few percent error in lag
time, however Yang and Ritzwoller (2008) have also
shown that even when the majority of the sources are
clustered the traveltime estimate can be stable due to
the azimuthally evenly distributed less energetic noise
sources. Although the number of cross-correlation func-
tions of our study is relatively low and noise source di-
rectivity is present, Fig. 5 shows that noise sources with
varying energy can be found in every direction, there-
fore the cross-correlation function is probably adequate
for group velocity measurements. In addition, in the
presented study the obtained velocity anomalies are in
the order of several 10 percent, which is much larger
than the potential e↵ect of anisotropic noise source dis-
tribution estimated by Tsai (2009). These suggest that
the obtained group velocity pattern can be considered
reliable.
Azimuthally dependent velocities would emerge ei-
ther from non-uniform noise source distribution or from
anisotropy at the study area. Therefore azimuth ver-
sus group velocity and traveltimes as a function of the
distance and the azimuth between each station pair
were plotted (Fig. 7). In spite of the high possibility
of anisotropy, Fig. 7 does not show clear azimuthal de-
pendence of velocities, possibly due to the relatively
low number of data. Anisotropy is most likely to oc-
cur around the northern end of the head scarp, how-
ever, only a few short paths were measured in this area,
therefore this might be the reason for not detecting it.
We found the average Rayleigh wave group velocity
to be 171 ms 1 at 0.1 s period. Using the previously
mentioned homogeneous half space approximation (cf.
section 6) the Rayleigh wave velocity is slightly less
than the shear velocity, therefore the determined av-
erage group velocity is consistent with the shear wave
velocities measured in near surface loess sequences lo-
cated at other parts of the world (e.g. vS=192±37 ms 1
in Gomberg et al (2003)).
The group velocity distribution shows that the stud-
ied area can be divided into two regions. The north-
eastern part is characterised by relatively low veloci-
ties, while the southwestern part by higher velocities.
Along most of the head scarp negative anomaly can
be seen, in the northern section the anomaly is wide,
its width reaches 30-40 m. It is noteworthy that the
axis of the negative anomaly do not coincide with the
trace of the head scarp. According to the checkerboard
tests, the recovered anomaly pattern is distorted here,
therefore it can not be excluded that the shape of the
anomaly reflects the shortcomings of the resolution. At
the southern part of the scarp, the negative anomaly is
less widespread with smaller amplitude, it a↵ects only
a narrow area. At the northernmost part of the scarp a
positive anomaly is visible, however this is at the edge
of the study area, where the results are less reliable and
its size is also less than the smallest resolvable detail.
An abandoned house is located at the eastern edge
of the study area, at approximate local coordinates x=90
m and y=20 m. It is possible that the weak, positive
anomaly that appears there reflects the e↵ect of this
house’s foundation.
At the northwestern part of the study area a smaller
low velocity anomaly can be seen, which might indicate
a previously unknown loosened domain.
The southwestern part of the study area shows higher
than average velocities. The location of the highest ve-
locities more or less coincides with the presumable loca-
tion of the remnants of the fortresses at the Castle Hill.
They might be caused by the buried remnants of the
walls or rock debris resulting either from sieges or from
demolition carried out by the local population. The res-
olution of the presented tomographic map is much less
than the supposed wall thicknesses, therefore a detailed
geophysical survey is needed to understand the revealed
velocity distribution.
Based on the previous geotechnical and geomorpho-
logical investigations (e.g. Moyzes and Scheuer, 1978),
the composition of the upper few tens of metres of the
loess blu↵ can be considered homogeneous both ver-
tically and laterally compared to either the used grid
spacing or the occurring wavelengths. Therefore we sup-
pose that the revealed low velocity anomalies are asso-
ciated with tension cracks. The lowest velocities repre-
sent highly creviced areas, which can be seen on the
surface as approximately 20–40 cm wide cracks. Ac-
cording to the field observations, slope failure initiates
at the northern part of the head scarp, where failure
process a↵ects a several meter wide area (Fig. 1).
8 Conclusions
The active landslide at Castle Hill has been studied
by geomorphological geotechnical, geodetical and geo-
electrical methods in the last decades, however, seis-
mic tomographic imaging of the study area was lack-
ing. We applied ambient noise tomography to determine
Rayleigh wave group velocities.
The study site is a loess high bank which lies ap-
proximately 60 m above the average water level of the
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Danube. Due to the topography and the proximity of
the river and the residential area, the criterion of uni-
form noise source distribution for seismic interferome-
try was not satisfied. Despite that, the noise correlation
method was successfully used at engineering-geotechnical
scale. The directionality analysis has shown that noise
sources contributing to the cross-correlation function
with the highest SNR are located in the direction of
the residential area.
The e↵ect of non-uniform noise source distribution
can be similar to that of anisotropy, both could give
rise to azimuth dependent velocities. Despite the re-
vealed directionality of noise sources, neither the plot
of azimuth versus group velocity (Fig. 7a) nor the plot
of delay times as a function of distance and azimuth be-
tween each station pair (Fig. 7b) show clear azimuthal
dependence, thus anisotropy could not be observed.
We applied phase cross-correlation and time-frequency
phase weighted stacking to obtain the cross-correlation
functions. The derived dispersion curves were almost
flat in the 0.05–0.2 s period range, therefore depth-
velocity inversion was not carried out. However, the
lack of dispersion indicates a vertically homogeneous
near surface medium.
Tomographic computations were carried out to de-
termine the Rayleigh wave group velocity distribution.
We estimated the resolution by checkerboard tests and
the error bounds for the velocity values by bootstrap
analysis. The velocity distribution is well constrained
at the central part of the study area and the resolu-
tion is less satisfactory around the head scarp, but still
allows careful interpretation.
The average Rayleigh wave group velocity at the
loess sequence of the Castle Hill was found to be 171
ms 1, which is consistent with measured shear wave
velocities in near surface loess sequences (e.g. Gomberg
et al, 2003; Havenith et al, 2007). The median error
value determined by bootstrap analysis is 15 ms 1, the
highest values of 30-40 ms 1 can be found at the north-
ern part of the head scarp (Fig. 9).
We have identified a low-velocity region, which rep-
resents a highly creviced area, where tension cracks
are visible at the surface and the slope failure takes
place along a wide area. Another low velocity region
was found at the northwestern part of the study area
as well, which might indicate a previously unknown,
loosened domain.
The highest velocities were observed at the supposed
remnants of the historical fort, however due to the lack
of archaeological excavations a detailed geophysical sur-
vey including other geophysical methods is needed in
order to reveal the source of the high velocity anomaly.
This study confirms the results of e.g. Renalier et al
(2010) and Pilz et al (2014), according to which the am-
bient noise cross-correlation method can be useful in the
characterisation of landslides. Low Rayleigh wave group
velocity zones were partially explainable with known
near-surface features, showing that ambient noise to-
mography is suitable for detecting creviced areas at a
high bank. We have found a previously unknown low
velocity region as well. The results suggest that in the
future it will be possible to map those locations at other
blu↵s along the Danube which are most prone to slide.
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