Abstract -An increased availability of genotypes at marker loci has prompted the development of models that include the effect of individual genes. Selection based on these models is known as marker-assisted selection (MAS). MAS is known to be efficient especially for traits that have low heritability and non-additive gene action. BLUP methodology under non-additive gene action is not feasible for large inbred or crossbred pedigrees. It is easy to incorporate nonadditive gene action in a finite locus model. Under such a model, the unobservable genotypic values can be predicted using the conditional mean of the genotypic values given the data. To compute this conditional mean, conditional genotype probabilities must be computed. In this study these probabilities were computed using iterative peeling, and three Markov chain Monte Carlo (MCMC) methods -scalar Gibbs, blocking Gibbs, and a sampler that combines the Elston Stewart algorithm with iterative peeling (ESIP). The performance of these four methods was assessed using simulated data. For pedigrees with loops, iterative peeling fails to provide accurate genotype probability estimates for some pedigree members. Also, computing time is exponentially related to the number of loci in the model. For MCMC methods, a linear relationship can be maintained by sampling genotypes one locus at a time. Out of the three MCMC methods considered, ESIP, performed the best while scalar Gibbs performed the worst. genotype probabilities / finite locus models / Markov chain Monte Carlo
INTRODUCTION
Marker assisted genetic evaluation (MAGE) is most useful for traits with low heritability [23, 27] that exhibit non-additive gene action [6] . Under nonadditive inheritance, however, BLUP is difficult to implement, especially when inbreeding is present [7] . To overcome the computing problems associated with BLUP under non-additive gene action, it has been proposed to predict the unobservable genotypic values using the conditional mean of the genotypic values given the data, calculated under the assumption of a finite locus model [14, 19, 28] . Furthermore, crossbred data do not increase the complexity of this type of prediction. The conditional mean of the genotypic values given the data is also known as the best predictor (BP) because, conditional on the assumed model being correct, it minimizes the mean square error of prediction, and selection using BP maximizes the mean genotypic value of the selected candidates [4, 13] . The appropriateness of finite locus models for genetic evaluation for quantitative traits is currently under investigation, and preliminary results indicate that models with 2-10 loci yield evaluations that are practically indistinguishable from BLUP evaluations [30, 31] .
In the frequentist approach to BP, the conditional genotypic values are computed from the true values of the model parameters and genotype probabilities conditional on the data and on the true values of the model parameters. In practice, however, the true values of the model parameters are not known. Thus, estimates of the model parameters are used in place of the true values. In the Bayesian approach, the conditional genotypic values are obtained by marginalizing over the unknown parameter values [17] . In practice, marginalizing the unknown parameters is done using Markov chain Monte Carlo (MCMC) methods. This Bayesian approach will usually require computing genotype probabilities conditional on the data and on specified values of the model parameters. Thus, both approaches will require an efficient method to compute conditional genotype probabilities. Under a finite locus model, these probabilities can be calculated exactly by the Elston-Stewart algorithm [9] , approximated by iterative peeling [11, 32] , or estimated by MCMC methods [14, 19, 28] .
The Elston-Stewart algorithm is computationally practicable only for simple pedigrees [15] , and for models with no more than about three loci. Iterative peeling can be applied to large pedigrees, but it yields exact probabilities only for pedigrees without loops [15, 33] . The performance of iterative peeling for computing conditional genotype probabilities under finite locus models with more than one locus has not been studied. Janss et al. [21] studied the potential of using the Gibbs sampler to analyze quantitative traits in animal genetics. They found that the scalar Gibbs sampler has mixing problems in pedigrees that contain large sibships. This is due to the dependence between the genotypes of parents and offspring [21] . Scalar Gibbs is, however, still one of the most widely used MCMC methods for genetic analyses [1, 8, 24, 25] . Blocking Gibbs was recommended as an alternative to scalar Gibbs in order to overcome the dependence problem [21] . The blocking scheme suggested by Janss et al. [21] , samples the genotype of a sire jointly with the genotypes of its terminal offspring. A more extreme alternative is to use peeling and reverse peeling to sample jointly the genotypes of all animals in a pedigree [11, 20] . This strategy, however, is not feasible when the pedigree contains many nested loops. For such pedigrees, an approximate method has been proposed in order to obtain candidate samples and accept or reject these by the MetropolisHastings algorithm [11, 20] . An MCMC sampler called ESIP combines the Elston-Stewart algorithm with iterative peeling to obtain candidate samples from the entire pedigree; these samples are then accepted or rejected using a Metropolis-Hastings algorithm [11] .
In order to further study the potential of finite locus models for genetic evaluation of quantitative traits, a reliable method is required to efficiently compute conditional genotype probabilities given the data. Thus, the objective of this paper was to study the performance of iterative peeling, scalar Gibbs, blocking Gibbs, and ESIP when used to calculate conditional genotype probabilities for a quantitative trait in finite locus models. Simulated data were used to assess the performance of the methods by calculating BP given the true values of the model parameter.
METHODS
Consider a trait determined by N segregating quantitative trait loci (QTL) with two alleles at each locus. For a population of n individuals, a given genotypic configuration of this trait can be written as a matrix G of dimension
where g ij denotes the genotype of individual i at locus j. G can also be written as
where g i is the 1 × N vector of genotypes of individual i, or as
where c j is the n × 1 column vector of genotypes at locus j. When only additive and dominance gene actions are present, following Bulmer [4] , the vector v of genotypic values of n individuals can be modeled as
where 1 is a n × 1 vector of ones; η is the trait mean [10] ; v j is the n × 1 vector of genotypic values at locus j deviated from the trait mean; Q j is an n × 3 incidence matrix relating the genotypic deviations at locus j to the corresponding individuals, with each row q ij of Q j being one of the vectors 
where X is the incidence matrix relating the vector β of fixed effects to y; Z is the incidence matrix relating v to y;
; e is the vector of residuals. The parameters of this model are: β, η, the genotypic values a j and d j , and gene frequency p j for locus j = 1, . . . , N, and the residual variance σ 2 . In this paper, we assumed all parameters are known. The only unknowns are the genotypes at the N loci.
The conditional mean of the vector of genotypic values given phenotypic values, which is also the best predictor (BP), can be written as (6) where v G is the vector of genotypic deviations that corresponds to the genotypic configuration G, and
where f (y | G) is the conditional probability density function of the phenotypic values given G, and Pr(G) is the probability of the genotype configuration G.
Under a finite locus model, the phenotypic values are assumed to be independent given the genotypes. As a result we can write
where f (y i | g i ) is the conditional probability density function of phenotype y i given that individual i has genotype g i . This conditional probability density function is also known as the penetrance function [16] . If individuals are numbered such that ancestors precede descendants, and if the founder genotypes are assumed to be independent, the probability of a given genotypic configuration can be written as
where F is the set of founder individuals and C is the set of nonfounders. For i ∈ F, the probability of the vector g i of genotypes for individual i can be written as
Pr(g ij ), (10) where Pr(g ij ) is equal to the population frequency of g ij . Assuming the QTL are unlinked, for i ∈ C the conditional probability that offspring i will have the genotype vector g i given the parents of i have the genotype vectors g mi and g fi can be written as
where Pr(g ij | g mij , g fij ) is the conditional probability that offspring i will have the genotype g ij at locus j given that the parents of i have the genotypes g mij and g fij at locus j [2, 9] . The key problem in any implementation of genetic evaluation using a finite locus model is the correct and efficient calculation of the sum over all possible genotypic configurations (G) in equation (6) . The following methods were used here: the Elston-Stewart algorithm, iterative peeling, and three different MCMC methods (scalar Gibbs, blocking Gibbs, and ESIP).
Elston-Stewart algorithm
For simple pedigrees and models with up to three loci, the Elston-Stewart algorithm [9] can be used to efficiently compute the sum over all genotypic configurations and obtain exact genetic evaluations. These exact genetic evaluations were used here as reference values to assess the performance of the four methods under investigation.
Iterative peeling
Iterative peeling applied to pedigrees has been discussed by several authors [15, 32, 33] . When pedigrees have loops, iterative peeling results in an extended pedigree [33] . Fernandez et al. [11] describe iterative peeling using directed graphs to represent pedigrees. They provide general expressions that allow the use of iterative peeling in arbitrary directed graphs. Fernandez et al. [11] implemented iterative peeling for the analysis of phenotypic data of a biallelic disease locus. For this type of inheritance, the genotype completely determines the phenotype, and thus, the penetrance function is a simple indicator function. For the purpose of this paper, we used the approach of Fernandez et al. [11] , but for models with different numbers of independent loci. For these models, the calculation of transition probabilities was done as shown in equation (11) . Also, for these type of models, the penetrance function f (y i | g i ) is given by the density function of a normal distribution with mean η + j q ij δ j and variance σ 2 .
MCMC methods

General considerations
Monte Carlo integration can be used to estimate expectations of random variables [18] . The BP can be estimated by simple Monte Carlo integration if we can draw independent samples from Pr(G | y). In most cases, however, it is not feasible to draw independent samples from this distribution. It is often feasible to generate samples from a Markov chain with Pr(G | y) as its stationary distribution. Monte Carlo integration using samples from a Markov chain is called MCMC. All three MCMC methods under investigation (scalar Gibbs, blocking Gibbs, and ESIP) give accurate results if the Markov chains are sufficiently long. The efficiency of these methods is characterized by the computing time needed to obtain accurate results. Various convergence diagnostics are used to determine the length required for accurate results [3, 18] . However, none of the available convergence diagnostics is foolproof [3, 18] . For all the situations considered in this paper, the exact evaluations of BP can be calculated by the Elston-Stewart algorithm. Thus, we did not need to rely on convergence diagnostics to determine the length of the chain required to obtain accurate results.
For each of the three MCMC methods under investigation, an initial sample from Pr(G | y) was needed. To obtain this, the genotypes of the ancestors were sampled before those of the descendants. For founders, genotypes were sampled using the cumulative distribution function (cdf) of (g i | y i ). For nonfounders, genotypes were sampled using the cdf of (g i | g mi , g fi , y i ). Once an initial sample was obtained, new genotype samples were generated one locus at a time conditional on the genotypes at all the other loci. Before moving to the next locus, genotypes were sampled within the current locus for all individuals. The three MCMC methods differ in the way the genotypes are sampled within a locus.
Scalar Gibbs
For scalar Gibbs, each g ij is sampled conditional on y and all the other genotypes (G ij− ). Due to the Markovian nature of the genetic data, however, the genotype of an individual is completely determined by the genotypes of the individuals that form its neighborhood: parents, mates, and descendants. As a result, the genotype g t ij of nonfounder i at locus j in step t was sampled from
where g t mij and g t fij represent the current genotypes of the parents of i;
O i is the set of offspring of i; g t kj is the current genotype of offspring k at locus j; g t o k j is the current genotype of the other parent of k at locus j. For founders the same formula was used except that Pr(g ij | g t mij , g t fij ) was replaced by Pr(g ij ). This sampling process is repeated for all individuals within locus j. Once all individuals were sampled within locus j, the same process was repeated for locus j + 1.
Blocking Gibbs
For blocking Gibbs, genotypes at locus j were sampled using the blocking scheme suggested by Janss et al. [21] , where the genotypes of sires and their terminal offspring are sampled jointly. For sire i with a set T i of terminal offspring, g ij was sampled conditional on y and all other genotypes except the genotypes at locus j for the terminal offspring (G ij,T i j− ). Thus, the genotype g t ij of a nonfounder sire i at locus j in step t was sampled from
g ij numerator , (14) where N i is the set of non terminal offspring of i; g (12) . Once all individuals were sampled within locus j, the same process was repeated for locus j + 1.
ESIP
For ESIP, genotypes at locus j were sampled as described by Fernandez et al. [11] , where joint genotype samples from the entire pedigree are obtained by reverse peeling [11, 20] . For example, a sample in step t is obtained by sampling sequentially (16) where
is the current genotype configuration at all the other loci except locus j at step t. Note that the resulting sample comes from Pr(g 1j , g 2j , g 3j . . . , g nj | y, G
, where c j is the genotype configuration at locus j. The Elston-Stewart algorithm can be used to calculate the probabilities needed in the sampling process [5, 9] . In the Elston-Stewart algorithm, intermediate results must be stored in multidimensional tables called cutsets [11] . For pedigrees without loops, only two-dimensional tables are generated. For pedigrees with many nested loops, the dimension of the cutsets may increase to the point that the Elston-Stewart algorithm may not be feasible anymore. As a result, the Elston-Stewart algorithm cannot be used for this type of pedigrees. Fernandez et al. [11] have combined the Elston-Stewart algorithm with iterative peeling to make the joint sampling of genotypes feasible for arbitrary pedigrees. In this combined approach, the Elston-Stewart algorithm is used while the cutset size is small enough, and iterative peeling is used for the remainder of the pedigree. It can be shown that the results from the iterative peeling are equivalent to those obtained by the Elston-Stewart algorithm for a modified pedigree [33] . Candidate samples from a modified pedigree were generated by using the combined approach. These candidate samples were then accepted or rejected through a Metropolis-Hastings algorithm. The MetropolisHastings algorithm used corresponded to the special case of independence sampling [11] . For this case, the acceptance probability of a move from the genotype configuration c t−1 j to genotype configuration c t j is given by
, (17) where
is the target probability of the genotype configuration c t j ,
is the target probability of the genotype configuration c (20) is the probability of the candidate sample, where the subscript M is used to denote that, if iterative peeling is used, this sample is drawn from a modified pedigree. Finally,
is the probability of c (23) where g t ij denotes the genotype sampled for animal i at locus j in step t. Note that all probabilities that form the product in equation (23) 
n−1j ), (24) where g t−1 ij denotes the genotype sampled for animal i at locus j in step t − 1. The probabilities that form the left-hand side product in equation (24) were calculated using the same intermediate results from the Elston-Stewart algorithm that were used to calculate the probabilities that form the left-hand side product of equation (23) .
Finally, note that if only the Elston-Stewart algorithm is used to calculate the probabilities needed in the sampling process, q is the same as π, and as a result all samples are accepted.
Simulation study
Three hypothetical pedigrees were used to assess the performance of the four methods under investigation. The first hypothetical pedigree is shown in Figure 1 .
This pedigree had 96 individuals, several loops, and each of its nuclear families had 10 offspring. This pedigree will be referred to as the base pedigree. The second pedigree is an extension of the base pedigree. The extension was done by assigning to individuals 66, 67, 87, 77, 56 the same parental role as that of individuals 1, 2, 3, 14, 15, and then duplicating the structure of the base pedigree for three more generations. As a result, the second pedigree had seven generations and 187 individuals and will be referred to as the extended pedigree. Finally, a third pedigree with a family structure typical for a poultry population was considered. This pedigree consisted of one male mated to eight females with each mating producing 15 offspring. It had 129 individuals and no loops and will be referred to as the poultry pedigree. In order to examine the effect of pedigree structure, missing data, number of loci in the model, and genetic parameters on the accuracy of genetic evaluations, eight situations were considered (Tab. I).
For each situation, ten replicates of the pedigree phenotypes were generated. For each situation, the simulation model and the analysis models were identical. The simulation study was designed so that the Elston-Stewart algorithm could be used to obtain exact genetic evaluations for each situation considered. All loci of a given finite locus model had the same parameters. Thus, all loci had equal gene frequencies and additive and dominance effects. Situation 3 was used as the reference situation in the design of the simulation study. The genetic parameters for this situation were similar to estimates reported in the animal science literature for low heritable traits that exhibit non-additive gene action [6] . For this situation, all parents in the base pedigree (15 individuals) were assumed to have missing phenotype information.
The first four situations of Table I were designed to consider all possible combinations of two heritabilities (0.04 and 0.4) and two values for the the number of loci in the model (one and two). This design allowed us to examine the main effects of heritability and number of loci in the model, as well as the effect of their interaction, for the base pedigree. Situation 5, which differs from situation 3 only in the number of missing phenotypes, was considered to examine the effect of missing data. Situations 6 and 7, which differ from situation 3 only in the pedigree structure, were considered to examine the effect of the pedigree. Situation 8, which differs from situation 7 only in the number of loci, was considered to examine the effect of the number of loci in the poultry pedigree. For the base and extended pedigree, only the models with one or two loci were considered due to the computational limitations of the Elston-Stewart algorithm. Equation (6) was used to obtain estimates of genotypic values. In (6), the sum over the possible genotypic configurations was calculated exactly when the Elston-Stewart algorithm was used. When iterative peeling was used, the sum was calculated exactly for pedigrees without loops and approximated for pedigrees with loops. Finally, when the MCMC methods were used, the sum was estimated by sampling.
For each individual, the scaled absolute difference between the genetic evaluation obtained with each of the four methods under investigation (iterative peeling, scalar Gibbs, blocking Gibbs, and ESIP) and the exact evaluation obtained with the Elston-Stewart algorithm was calculated. The scaling factor used was the genetic standard deviation for each situation considered. These scaled absolute differences will be referred to as absolute errors. Even if a method yields accurate evaluations for the majority of the candidates for selection, the presence of a large absolute error for some individuals would make such a method unsuitable for genetic evaluation. Thus, in order to study the accuracy of the four methods used for genetic evaluation, the maximum of the absolute errors was computed for each replicate. As a result, for a given situation, each of the four methods generated ten maximum absolute errors. Figure 2 summarizes these values for each of the eight situations in the form of box plots.
A box plot is a graphical representation of a distribution [26] . The lower edge of the gray box represents the 25th percentile, the line within the gray box the 50th percentile, and the upper edge the 75th percentile. The lower and the upper whiskers represent the minimum and the maximum. By visual inspection of these figures, we can make statistical inferences about the performance of the four methods. This graphical method of inference is preferred to an analysis of variance because of the large heterogeneity of residual variances across methods (see Fig. 2 ).
Estimates obtained using MCMC methods depend on the number of samples used to calculate them. To make a fair comparison between the three MCMC methods, equal computing time was allocated to each method. The mean sum of the squares of the unscaled absolute differences was used as the convergence criterion. In the first replicate of each situation, the ESIP sampler was run until the convergence criterion was less than or equal to 0.0001 (Tab. I). The same amount of computing time as used in the first replicate of a given situation was then used for any other MCMC run under that situation.
RESULTS
Iterative peeling
Five iterations were used to obtain approximate genetic evaluations by iterative peeling. The effect of a larger number of iterations on the accuracy of genetic evaluations was negligible. Fernandez et al. [11] showed that iterative peeling yields very good approximations for conditional genotype probabilities in the case of a recessive disease trait. For the onelocus models considered in our study (situations 1 and 2), Figure 2 indicates that for quantitative traits iterative peeling can yield absolute errors that are larger than 0.1 genetic standard deviations. For some parents these absolute errors were as high as 0.39 genetic standard deviations. Figure 2 also shows that the variability of the maximum absolute errors for iterative peeling was higher for high heritability (situations 2 and 4) than for low heritability (situations 1 and 3) . The approximations obtained for two locus models (situations 3 and 4) were similar to those obtained for one-locus models (situations 1 and 2).
For the base pedigree, missing phenotypic records had almost no impact, as seen by comparing the box plot of situation 3 with the box plot of situation 5. Iterative peeling performed worst for the extended pedigree of situation 6, which has a larger number of loops. Iterative peeling yielded exact results for situations 7 and 8 because the poultry pedigree has no loops, and thus was not represented in Figure 2. 
Influence of the number of loci on computing efficiency
As described below, the exponential relationship between computing efficiency and the number of loci in the model restricts the practical use of iterative peeling to models with about three loci. With iterative peeling, genotype probabilities must be calculated for every multilocus genotype. Given two alleles at each locus, the number of possible genotypes is 3 N . Iterative peeling involves working with a three-dimensional table of conditional probabilities for the genotype of an offspring given the genotypes of its parents. Thus the number of computations required is proportional to
where i is the number of iterations. In contrast, when MCMC samplers are used, a linear relationship between computing efficiency and the number of loci in the model can be maintained by sampling genotypes one locus at a time. 
Mixing behavior of MCMC samplers
In order to investigate the mixing behavior of the three MCMC samplers, the mean and the standard error (S.E.) of the convergence criterion was calculated across the ten replicates of each of the eight situations at several stages of each MCMC sampler. Plots of the mean minus 3 × S.E. and the mean plus 3 × S.E. across all stages of the three MCMC samplers were then used to visually inspect the behavior of each MCMC sampler. Except for situation 4, the mean of the convergence criterion was the lowest for ESIP at all stages of a run. For situation 4, all three samplers reached a high level of accuracy in a short period of time.
ESIP
Because ESIP was used as the reference sampler, the accuracy of ESIP estimates were similar for all situations. It is of interest, however, to examine the difference in the number of samples needed to reach the desired level of accuracy for the eight situations considered (Tab. I). In general, all things being equal, as the amount of genetic information increased, the number of samples needed decreased. For example, situations 1 and 2 differed only in the heritability of the traits modeled. Situation 2, which corresponds to a highly heritable trait, needed a smaller number of samples compared with situation 1, which corresponds to a lowly heritable trait. For a highly heritable trait, the distribution of the genotypic values given the phenotypes is narrow. As a result, a small number of samples was needed to obtain accurate estimates for the conditional mean of the genotypic values given the phenotypes. To reach the same level of accuracy for a lowly heritable trait, however, a larger number of samples was needed, because now the distribution of the genotypic values given the phenotypes is more dispersed. Situations 3 and 4, however, contradicted this pattern. Situation 4, which corresponds to a highly heritable trait, needed a larger number of samples compared with situation 3, which corresponds to a lowly heritable trait. For these two situations, however, a two-locus model was used. The high number of samples needed in situation 4 indicated the presence of a mixing problem. This type of behavior has been reported when sampling tightly linked loci, and has been referred to as horizontal dependence [29] . Although in this paper the trait loci were unlinked, horizontal dependence was generated through the penetrance function when sampling one locus at a time and when heritability was high. Consider, for example, the genotypes 0 1 and 1 0 . If the two loci that form each genotype vector have equal gene frequencies and genotypic effects, the two genotypes will have equal genotypic values. As a result, these two genotypes should be sampled in equal proportions given the data. When sampling genotypes one locus at a time, however, it is not possible to move from g The difference in the number of samples needed in situation 1 versus situation 3, or 7 versus 8, emphasizes a second effect caused by the increase in the number of loci in the model. As the number of loci increased, the number of samples needed to reach the same level of accuracy increased as well because of the larger number of genotype probabilities that needed to be estimated. For practical purposes, however, the loss in accuracy due to horizontal dependence and the number of genotype probabilities to be estimated was negligible, because ESIP reached a high level of accuracy very fast.
Blocking Gibbs
Except for situation 4, blocking Gibbs yielded estimates that were significantly less accurate than the estimates obtained by ESIP (Fig. 2) . In these situations, the absolute errors for some individuals were between 0.1 and 0.39 genetic standard deviations. For situation 4, blocking Gibbs reached almost the same level of accuracy as ESIP (Fig. 2). 
Scalar Gibbs
For situation 1, scalar Gibbs had almost the same accuracy as blocking Gibbs but was significantly less accurate than ESIP (Fig. 2) . For situation 2, scalar Gibbs exhibited poor mixing, with some replicates yielding absolute errors of up to 2.6 genetic standard deviations, and thus the box plot for this situation was not included in Figure 2 . Note that the only difference between situations 1 and 2 was the heritability of the trait. The low heritability in situation 1 helped overcome the mixing problem due to the vertical dependence between parents and offspring. The results for situations 3 and 4 were similar to those obtained with blocking Gibbs (Fig. 2) . The mixing problem observed in situation 2 disappeared in situation 4, where a two-locus model was used. In this case, the benefit of breaking the vertical dependence by increasing the number of loci outweighed the loss in accuracy caused by the introduction of horizontal dependence. For situation 5, the results were again similar to those obtained with blocking Gibbs (Fig. 2) . The extension of the base pedigree in situation 6 increased the vertical dependence between parents and offspring. For this situation, a slight loss in accuracy was observed when compared with the level of accuracy reached for situation 3. Slow mixing was very severe for situations 7 and 8, situations with strong vertical dependence generated by the large number of offspring per parent. For the poultry pedigree, neither low heritability nor an increase in the number of loci (two and three, respectively) could alleviate the mixing problem generated by the vertical dependence between parents and offspring. Again no box plots were generated because some of the absolute errors were as large as 3.2 genetic standard deviations.
Implementation of ESIP
The results presented so far for ESIP were obtained by only using the Elston-Stewart algorithm. Thus, all proposed samples were accepted. The Elston-Stewart algorithm can be used as long as the cutset size is not too large for efficient computations. Once the cutset size becomes too large, iterative peeling is used and the proposed samples come from a modified pedigree. As a result, some of the proposed samples will be rejected. However, for the situations considered, even when iterative peeling was used, ESIP with 50 000 samples yielded more accurate results in a fraction of the computing time than scalar Gibbs and blocking Gibbs with a much larger number of samples.
DISCUSSION
Iterative peeling yielded exact results for pedigrees without loops regardless of the number of loci considered. For pedigrees with loops, the accuracy of the approximations obtained by iterative peeling decreased as the number of loops increased. Besides the limited accuracy for pedigrees with loops, iterative peeling has a serious limitation due to the exponential relationship between computing time and the number of loci in the model. However, a linear relationship between computing efficiency and the number of loci can be maintained for MCMC methods by sampling one locus at a time.
Out of the three MCMC methods considered, scalar Gibbs had the poorest performance overall because of poor mixing due to vertical dependence between parents and offspring. Although this problem has been recognized in the early stages of the development of MCMC methods, scalar Gibbs is still widely used because it is easy to implement and because of its per-sample computational efficiency. Joint updating of genotypes has been proposed to overcome this problem [22] . The blocking Gibbs sampler implemented in this paper, jointly updates the genotype of a sire and the genotypes of its terminal offspring within each locus. The ESIP sampler, however, jointly updates all genotypes within each locus. However, joint updating reduces the per-sample computational efficiency. The results of this paper show that, given equal computing time, blocking Gibbs and ESIP, which used joint updating, outperformed scalar Gibbs in terms of accuracy of the genetic evaluations. Furthermore, ESIP, which jointly updated all genotypes within a locus, reached a higher level of accuracy than the other two samplers in a fraction of the computing time. In this paper we have established ESIP as an efficient method for calculating conditional genotype probabilities in finite locus models. Further studies are required to investigate the impact of unknown model parameter values on genetic evaluation with finite locus models.
Throughout this paper BP were obtained for the genotypic value as opposed to obtaining separate BP for the additive and the dominance components of the genotypic value. As explained below, under dominance inheritance, when inbreeding or cross-breeding is practiced, the additive genotypic value of an animal is not a good indicator of the performance of future offspring. Under additive inheritance, the additive genotypic value of a future offspring is equal to the mean additive genotypic values of the parents. Under dominance inheritance, when inbreeding or cross-breeding is practiced, the genotypic value of a future offspring is not equal to the additive genotypic values of the parents. For example, when there is overdominance, the additive covariance between parent and offspring can be negative [12] . Thus, in this situation parents can be selected based on the BP of the genotypic values of future offspring.
