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1. INTRODUCTION 
In recent years quasi-optical methods have been developed for the 
solution of many problems of wave propagation. These methods are 
characterized by the fact that certain lines or curves called rays play a central 
role in the construction of solutions. For high-frequency time-harmonic 
solutions of the wave equation or Maxwell’s equations, J. B. Keller’s 
“geometrical theory of diffraction” [7j, [a] has been applied successfully to 
a wide variety of problems. A generalization of Keller’s theory suitable for 
time-dependent problems has also been developed. This “progressing wave 
formalism” is discussed in [9] and is applied to problems for the wave 
equation which involve amplitude and frequency-modulated waves, radiation 
from moving sources, and reflection from moving boundaries. 
In this paper the method of progressing waves is presented for a large 
class of systems of linear partial differential equations, including Maxwell’s 
equations, and is applied to the problem of radiation of electromagnetic 
waves from moving sources. Earlier work on radiation from moving sources 
has largely been confined to the study of point charges and multipoles 
moving in infinite homogeneous media. Such problems were solved exactly 
* The research reported in this paper was sponsored in part by the Air Force 
Cambridge Research Laboratories, Office of Aerospace Research, under Contract 
No. AF 19(628)4065. 
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by means of vector and scalar potentials. The progressing wave method is 
applicable to problems involving inhomogeneous media and/or boundaries. 
However it yields approximate rather than exact solutions. Sometimes these 
approximate solutions are asymptotic expansions of the exact solutions. In 
other cases the progressing wave formalism provides a method of analyzing 
the propagation of discontinuities and singularities of the solution. The 
various alternative interpretations of the progressing wave expression are 
discussed in [9], [12]. 
In Section 2 we give the exact solution of Maxwell’s equations for an 
infinite homogeneous medium with a moving point source of the form 
J(t, X) = Jl(t) SW - Y(t)].’ Here Jr is an arbitrary vector function of t. 
[The special case of the moving particle with charge e is obtained by setting 
Ji(t) = e%‘(t).] The derivation of this solution is given in [II]. In contrast 
to the special case, the general result has the form of an infinite series. Later 
this series will be identified as an expansion of the progressing wave type. 
Section 3 is devoted to a derivation of the progressing wave formalism 
for first-order symmetric-hyperbolic systems of equations with multiple 
roots. Such systems, and the matrix notation which can so conveniently be 
used to discuss them are described in Section 3.1. Maxwell’s equations are 
shown to be a special case, with multiplicity equal to two. The case of simple 
roots has been treated in detail in [I] and [IZ]. Multiple roots are mentioned 
briefly in [I] and are discussed in the context of nth-order systems in [12]. 
However we have found it simpler to rederive the progressing wave formalism 
for first-order systems with multiple roots than to specialize the results of [12] 
to the case n = 1. This is done in Section 3.2. In Section 3.3 we present a 
summary of the solutions of the transport equations which arise in the 
progressing wave formalism. Here the discussion is no longer self-contained, 
the results being obtained from [ZO]. In Section 3.4 we introduce “progressing 
waves with matrix amplitudes”. This simple generalization is an essential 
tool for the application to electromagnetic waves. 
In Section 4 the progressing wave formalism developed in the preceding 
section is applied to the problem of radiation of electromagnetic waves from 
sources moving in inhomogeneous media.2 In Section 4.1 we first specialize 
the results of Section 3 to Maxwell’s equations and then apply them to 
’ This function does not describe the most general point source (other sources might 
involve derivatives of the delta function, etc.). However, it is sufhciently general to 
illustrate our theory. The modification required for other sources should be quite 
straightforward. 
2 This is perhaps a convenient place to emphasize that the media considered are 
inhomogeneous but not dispersive. Quasi-optical methods for dispersive media are 
discussed in [IO] and are applied to problems for moving sources (Cerenkov Radiation 
in [5j. 
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the given problem in Section 4.2. In so doing we fmd that a certain radiation 
coe&cient is undetermined. This coefficient, which is the analogue of a 
“diffraction coefficient” in Keller’s theory is determined by the method of 
comparison with the solution of a “canonical problem”. This method which 
was suggested by Keller’s work is crucial to the success of our approach. 
It is fully explained in Section 4.2. The canonical problem is simply the 
problem for a homogeneous medium. Thus, at this point, we make essential 
use of the results in Section 2. Once the radiation coefficient has been deter- 
mined formulas for the electric and magnetic fields are easily obtained. As 
applications of our results, Sections 4.3 and 4.4 arc devoted to discussions 
of “the generalized Doppler effect” and formulas for the energy radiated 
from the moving source. These applications are at least partially new and 
generalize earlier results. 
The discerning reader will note that, in contrast to our energy results, 
the expressions for the fields are useful only if the formulas for the rays 
can be computed. For homogeneous media this is trivial. For inhomogeneous 
. 
media the computations arc manageable in special cases.3 In more general 
cases it would probably be necessary to resort to numerical methods or 
analog computation to determine the rays. 
In closing this introduction let us attempt to answer the following funda- 
mental question: In what sense does the progressing wave formalism provide 
“approximate” solutions to practical problems ? If the reader will turn to 
Eqs. (3.70) and (3.71) he will observe that the leading term (j = 0) of the 
progressing wave expansion involves a vector function e,(t) and the following 
terms (j - 1,‘2,...) involve successive integrals of es. For the application 
to moving sources, co(t) is simply the derivative of the source function Jl(t) 
that we have already mentioned. If co(t) is a rapidly oscillating function then 
its’successive integrals are small and one or a few terms of the expansion 
provide a good approximation. In the simplest case es may be of the form 
es = aeiwot.4 Then it is clear that the expansion becomes a power series 
in ~0’. Although no general proof has been given, there is considerable 
evidence to the effect that this series is in fact an asymptotic expansion of 
the exact solution for w,, --f co. Thus the precise sense in which the expansion 
yields an ‘Tapproximate solution” depends on the choice of the function co(t). 
For other examples the reader is referred to [9] and [Z2]. 
-- - 
3 For the scalar wave equation and a point source moving in a plane-stratified 
medium the rays have been computed. A complete discussion of this problem is 
given in [14]. 
;i Here a is a constant vector and wO a constant scalar. In more general situations 
they may be functions of t. (see [9].) 
PROGRESSING WAVE FORMALISM 363 
2. SOLUTION OF THE INITIAL-VALUE PROBLEM 
FOR MAXWELL'S EQUATIONS IN AN INFINITE HOMOGENEOUS MEDIUM 
WITH A MOVING POINT SOURCE 
Let us consider the system of linear partial differential equations for 
E(t, X) = (El, E, , Es) and H(t, X) = (ITI, H, , Hz) given by 
;(eE)-CVXH=-~~J;&H)+CVXE=O. (2.1) 
Here C is a constant and E, p”, and the vector J are given functions of 
x = (Xl 9 x2 , xa); E and p are assumed to be positive. Equation (2.1) is a 
symmetric-hyperbolic system of equations [I]. Therefore E and H are 
uniquely determined by their initial values 
E(0, X) = E,,(X), H(0, X) = H,,(X). 
We now define the function p(t, X) by the equation 
(2.2) 
p(t, X) = PO(X) - ltV * J(f, X) dt’, 
0 
(2.3) 
PO(X) = $7 * (~Eol. (2.4) 
Then 
pt +0-J =O. (2.5) 
The function Ho is arbitrary, therefore we may impose upon it the condition 
V . (pH,) = 0. (2.6) 
Since (2.1) and (2.5) imply that a/atV . (pH) = a/at[o * (EE) - hp] = 0, it 
follows from (2.4) and (2.6) that 
V * (pH) = 0, V * (EE) = hp. (2.7) 
Equations (2.1) and (2.7) are Maxwell’s equations in Gaussian units for 
the electric and magnetic fields E and H. If J(t, X) is a given function we 
see that to obtain Maxwell’s equations, initial values of E, H and p may be 
prescribed subject to Eqs. (2.4) and (2.6). Then p(t, X) is uniquely given by 
(2.3) and E and H are the unique solution of the initial-value problem 
(2.1), (2.2). 
If E and p are constant, the initial-value problem for E and H can be 
solved explicitly by introducing vector and scalar potentials. For simplicity 
we shall take 
E,(X) = H,(X) = pa(X) = 0. (2.8) 
Then (2.4) and (2.6) are satisfied and we define p by (2.3). 
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Thus we consider the initial-value problem (2.1), (2.2) with E and p 
constant and with 
J(c XI = J&I 4% - WI. (2.9) 
This represents a “point source” moving on the trajectory X = Y(t), 
emitting a “signal” Jl(t). 
We have solved this problem exactly in [II] by more or less standard 
methods. In order to describe the solution we introduce the unit vector U 
and the parameter r, 7, defined by 
t = 7 + r/v, (2.10) 
x = Y(T) + ru, (2.11) 
where v = C(E~)-~‘~ is the constant speed of propagation. These equations 
define a transformation from (Y, 7, U)-space to (x, t)-space. Both spaces are 
four-dimensional since two parameters determine the unit vector U. 
Geometrically, (2.10) and (2.11) define a three-parameter family of straight 
lines in (X, t)-space which are called “bicharacteristics” (see [I]) of (2.1). 
(Their projections into X-space will be called rays and are given by (2.11) 
above.) For each time of emission 7 2 0, and each direction U a bicharacter- 
istic [given by (2.10), (2.11) with r > 0] emanates from the point [7, Y(T)]. 
We now set 
K = 1 - p(7) ’ u/V (2.12) 
and introduce the linear operator (matrix) P(S) defined by 
2’(s) V = 3[v * T(s)] T(s) - V, (2.13) 
where 
T(s) = [x - W)l/~(4 y(s) = 1 x - Y(s). (2.14) 
The functions Ji(t) are defined in terms of the signal function Jr(t) of (2.9) by 
Jz(t) = 1; id4 6.v J&I = J; J,-,(s) &..., (2.15) 
and 
Jo@) = iW 
The solution E(t, X), H(t, X) of the initial-value problem (2.1), (2.2) with 
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E and t.~ constant and with J(t, X) g iven by (2.9) is now given parametrically 
with parameters T, T, U by (2.10) (2.11), and (2.17) 





+ f 1 J1 x U + J1 x u ’ ‘,“K ’ ‘) + ” ,;; ’ ’ U x JII 1 . 
(2.18) 
Here Ji = Ji(r), 9 = F(T), 9 = Y(T), and the upper sign is correct for the 
subcritica2 case, 1 *i( < ~1. In the supercritical case 1 F(T)] > v, the upper 
(lower) sign is valid if 1 q(r) *U I/ v is smaller (larger) than one. At each 
space-time point (X, t), E and H are obtained by summing (2.17) and (2.18) 
over each bicharacteristic (2. IO), (2.11) that passes through that point. 
For the special case of a point charge e moving in a vacuum on a trajectory 
X = Y(t), E = p = 1, v = C, Jl(t) = e%‘(t), and we have shown in [II] that 
(2.17) and (2.18) reduce to 
E= & (1 - @“)(U - p> + &u x [(U - a) x PI9 (2.19) 
H=UxE, p=;k. (2.20) 
These equations, together with (2.10) and (2.11), provide a parametric 
representation for E and H with parameters r, 7, U. These results agree 
with earlier results which are usually expressed in a “retarded time” 
representation (see [6], p. 467). The parametric representation provides a 
better insight into the space-time geometry of the solution. 
366 LEWIS AND PRESSMAN 
3. PROGRESSING WAVE SOLUTIONS OF SYMMETRIC-HYPERBOLIC SYSTEMS 
3.1. Symmetric-Hyperbolic Systems of Partial D$%rential Equations 
We shall begin the work of this section by rewriting the system (2.1) 
of the previous section of two vector equations (or six scalar equations) as 
a single matrix equation. The matrix notation not only provides a more 
concise formulation of (2.1), but will enable us to treat simultaneously a 
large class of systems of partial differential equations, of which Maxwell’s 
equations are one example. 
In what follows, the independent variables are t = x,, and X, and 
x = (x1 ,...) x,) is a vector with n components. [For (2.1), n = 3.1. The 
dependent variable u is a column matrix with m components. In general: 
1. A denotes an n-vector with components A, ,..., A, or a, ,..., a, . 
2. a denotes a column matrix with m elements. To save space we may 
write the elements horizontally rather than vertically. Thus a = (a, ,..., a,). 
3. A denotes an m x m matrix or a scalar. Thus Aa is a column matrix. 
4. a denotes a scalar. 
5. The inner product of two column matrices a and b is a scalar defined 
by (a, b) = X:1 aj*b, . The star denotes the complex conjugate (or the 
Hermitian conjugate for matrices). 
6. The summation convention for repeated indices is used. Usually the 
indices run from 0 to n, or from 1 to n. 
7. For Maxwell’s equation, m = 6 and some column matrices with 6 
components are defined by an ordered pair of two 3-vectors. Thus, 
a = (A, B) = (A,, A,, A,, B, , B, , B3). The symbol (A, B) is not an 
inner product. Only column matrices a, b appear in inner products. 
In order to rewrite (2.1), we first introduce column matrices u and f 
with six elements defined by 
u = (u, > us) = 0% H) = (-4, E, , E, , HI, H, , HJ, f = (-&J, 0). (3.1) 
Corresponding to any 3-vector Z = (z~ , xs , zs), we introduce a 3 x 3 
matrix (2) given by 
-; . 1 (3.2) 0 
Then if V is any 3-vector, expressed as a column matrix, (Z) V = Z x V. 
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We now set K = (A r , a , a and define three 6 x 6 matrices Al, A2, A3 K k ) 
by the equation 
&p. = [&) -%“I. 
V=l 
(3.3) 
Here we have used matrix block notation. [Since k, , k, , K, are arbitrary 
we may, for example, choose K, = 1 and K, = k, = 0. Then (3.2) and (3.3) 
give Al, etc.] We now note that the matrices Au are constant and 
i A”U,” = qgA”u = [,&) -p][ i] = r-z; ; !J ; (3.4) 
"=l " 
hence (2.1) becomes 
AOut + i A”&, + Cu = f, (3.5) 
lJ=l 
where n = 3, A” is given by (3.3), C = 0, and 
In general, (3.5) is a matrix representation of a system of m linear partial 
differential equations for u1 ,..., u, . A”, Au, and C are matrix functions of t 
and K. If, as in (2.1), the matrices Au are symmetric, while A0 is positive- 
definite [i.e. (Au)* = Au and (v, AOv) > 0 for all v # 01, the system (3.5) 
is called “symmetric-hyperbolic.” Many of the important equations of 
mathematical physics can be shown to be of this type. Symmetric hyperbolic 
partial differential equations were first studied by Friedrichs [2] who 
established the existence and uniqueness (see also [I]) of the solution of 
the initial-value problem for (3.5) with initial conditions 
u(0, X) = u,(X). (3.7) 
3.2. Progressing Wave Solutions 
In order to motivate the notion of a “progressing wave”, let us consider 
the solution [(2.17) and (2.18)] of M axwell’s equations for a homogeneous 
medium with a moving point source. For simplicity we shall take the signal 
function h(t) to be of the form Jl(t) = cl(t) J, where J is a constant vector. 
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(In Section 3.4 we shall remove this restriction.) Then Jn(t) = e,(t) J, and 
from (2.15), (2.16) we see that 
qq = ej-1 (t), j = 1, 2,... . (3.8) 
Now it is not difficult to see that if we set 7 = s(t, X) the solution is of the 
form 
u(t, X) = f ej[s(t, X)]z’j’(t, X), cw 
j=o 
Here the superscript (j) is just an index. The source term (2.9) vanishes 
except on the source manifold X = Y(t). H ence, as we have seen in Section 3.1, 
Eq. (3.9) is a solution of the homogeneous equation [in (3.10) cy is summed 
from 0 to n.] 
except at X = Y(t). 
Lu = A%xe + cu = 0, (3.10) 
In general a solution of the symmetric hyperbolic system (3.10) of the 
form (2.9) will be called a progressing wave. The wave-form function 
e(t) = e,(t) is arbitrary, but the functions ei(t) must satisfy (3.8). In what 
follows we shall derive equations for the phase function s and the amplitude 
coefficients z(i). We assume that Aa and C are smooth functions of t and X. 
For convenience we set 
e, = e, $0) = 2, and +l) E () (3.11) 
We also introduce the functions 
kv = szv , w = 4, = -s,o = -St (3.12) 
and the matrix (a is summed from 0 to n, Y from 1 to n.) 
G = k-A= = RJ” - wA” = G(w, K, t, X); K = (k, ,..., k,). (3.13) 
Now we insert (3.9) in (3.10) and use (3.8) for the derivatives of e, . Then 
we find that (3.10) is satisfied provided 
(&-‘j+l’ + A=z;; + Cz’j’ = 0;j = -1, 0, 1, 2 ,.... (3.14) 
Next we introduce the functions w = k,(t, X, K) and the column matrices 
rj(t, X, K), i = 1,. .., m which are solutions of the equation 
G(h, , K, t, X) r’ = (kyAY) rj - kjAorj = 0; j = l,..., m; (3.15) 
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and the orthonormality conditions 
(rl, AOr’) = Si3 ; i, j = l,..., m. (3.16) 
If A0 is the identity matrix then rj is an eigenvector of the symmetric matrix 
(k&) belonging to the eigenvalue h, and it is well known that there exist m 
such vectors satisfying the orthonormality condition (3.16). But we have 
required of A0 only that it be positive-definite. In this case m vectors 
satisfying (3.15) and (3.16) still exist (see [3], p. 310). We note that w = hj 
is also a root of the equation det G = 0, and rj is a null eigenvector of 
G(h,). In general, the roots hj are not distinct. Thus if hi E ... = h, = h 
and hj # h for j > Q we say that h is a root of multiplicity 9. We shall see 
that for Maxwell’s equations, q = 2. We shall impose the following condition 
on the symmetric hyperbolic system (3.10): 
Condition 1. The multiplicity q of each root h is independent of t, X 
and K. 
If h is a root of multiplicity q we may differentiate (3.15) with respect 
to k, to obtain 
AVrj + G(h)rjk, = $ A’Jrj; j = l,..., q. 
Y 
(3.17) 
Then it follows from (3.16) that 
(ri, AW) = gvSij ; i,j=l ,*a-, q; v = 0, l)..., n, (3.18) 
g,=l; gY=%/akv; v = l,..., n. (3.19) 
The basic identity (3.18) will be used repeatedly in what follows. 
We return now to (3.14) and set j = - 1. Then Gz = 0 and for nontrivial 
z we see that 
or 
det G = 0, (3.20) 
w = h(t, x, K), (3.21) 
where h is one of the roots hi . Equation (3.20), or its alternative form (3.21) 
is an algebraic equation for w and K. By virtue of (3.4) we see that it is 
also a first-order partial differential equation (Hamilton- Jacobi equation) 
for s(t, X). In the theory of hyperbolic equations it is called the cku~ucte~istic 
equation of L. It may be solved by the “method of characteristics” [I]: 
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We introduce the system of ordinary differential 
equations) 
equations (Hamilton’s 
dx,- ah dk, ah dw 
dt - gv’ dt (-- 1 ax, ’ dt at * (3.22) 
Every solution X(t), K(t) of the ray equations (3.22) defines a curve X = X(t) 
which we shall call a ray. The corresponding curve [t, X(t)] in space-time 
is a bicharacte&ic of L. Since det G(w, K) is homogeneous in w, k, ,..., kn , 
h is homogeneous of degree 1 in k, ,..., k, . Then Euler’s equation for a 
homogeneous function yields 
k@h/ak,) = k,g, = h. (3.23) 
Therefore it follows from (2.22) that 
ds 
3 + st = k,g, - w = 0; x = ‘xv & (3.24) 
i.e., s is constant on each bicharacteristic. 
Having determined s (up to a constant on each bicharacteristic) we turn 
to the functions z(j). Since, for w = h, Gz = 0, z lies in the null-space of G, 
i.e., it can be expanded in terms of the null eigenvectors rl,..., rg: 
(3.25) 
Similarly, for j > 0, z(j) can be expanded in terms of the complete set of 
eigenvectors rl,. . . , P, 
p - - Fl $W. (3.26) 
By inserting (3.26) into (3.14) we obtain 
-21 $i+l)G(h)p = 2 [(d$)3COLAOLrp -I- u:j’(h’& -h Cr“)l- (3.27) /A=1 
Now we define 
rlu = (rL, AargJ + (rz, Crp) (3.28) 
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and 
fj = - f {(r”, AV)(uf)), + T,I~~)}. 
ir=q+1 
We also note that 
G(h) p = (h,Av - hA”) rw = (h, - h) A”rr, 
[rp, G(h) rfi] = (h, - h) S,, . 
Thus (3.27) yields 
$j) = (h - hg)-l f ((rp, Aclr~)(u~-l))za + ~~~u~-l)}; 
fi=l 
p = q f l,..., m 
and 
&(uy)za + i (9) - j. Tl?n”m - f$ 7 1 = l,..., q. 
?TL=l 
But from (3.22) we see that 
hence (3.33) becomes 
d &) + i Tlmug) = f;; 
dt 1 rn=l 







Equation (3.32) provides an explicit formula for the expansion coefficients 
,(j) *+I ,***, 42 in terms of the coefficients uf-u in the expansion of z(+i), 
while (3.34) is a system of q ordinary differential equations (along a bicharac- 
teristic) for the remaining coefficients up),..., ubj). The inhomogeneous term 
fj is given explicitly in term of u$i ,..., u$ by (3.29). For j = 0, U$ ,..., 021, 
and ft are zero, and (3.34) re d uces to the homogeneous system 
d 
x Ol = m=l TcrnU?n = 0; i z = l,..., q. 
3.3. Solution of the Transport Equations 
Under certain conditions, the transport equations (3.34) and (3.35) can 
be solved explicitly. In particular we shall require 
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Condition 2. 
[rz,(C-~~oA;Jrm] =ySlnz;Z,m=l ,..., q. (3.36) 
This condition states that the q x q matrix, whose elements are given by 
the inner product on the left side of (3.36), re d uces to a scalar. The condition 
is trivially satisfied if q = 1. For Maxwell’s equations q = 2 but the condition 
is satisfied (with y = 0) because C = 0, A0 is independent of x0 = t, and 
Al, A2, A3 are constant matrices. 
For the case of constant coefficient matrices, and for the cases of variable 
coefficient matrices with q = 1 or q = 2, the solution of the transport 
equations (3.35) is derived in [Z0J5 In order to describe these solutions we 
must digress to discuss the “ray transformation”. We shall give a parametric 
representation of these solutions with the aid of an n-parameter family of 
bicharacteristics which are solutions of (3.22). Let us introduce the n 
parameters I? = (yr ,..., yJ and denote the solutions of (3.22) by 
x = X(t; q, K = K(t; I’). (3.37) 
Then the bicharacteristics are given by [t, X] = [t, X(t; I’)]. For each t the 
function X = X(t; I’) defines a mapping, the ray transformation from the 
space of parameters r to X-space. The jacobian of this transformation is a 
function of t and I’ given by 
j(t) =j(t; I’) = det (%(t; I’)). 
This jacobian may vanish at certain space-time points called caustic points. 
The locus of all such points is called the caustic of the ray family. A complete 
study of j(t; l?) would require the solution of the ray equations (3.22) to 
obtain the function X(t; r). However we can obtain valuable information 
about the behavior of j from a power series solution of (3.22). Let us suppose 
that on some manifold ./I in space-time given by 
x = x0(r), t = q); (3.39) 
K has the prescribed values K = K,,(r).6 Then the power-series solution 
5 The solutions of the higher-order transport equations in the same case are given 
in [4] but we shall not present them here. 
6 In section 4.2 we shall show how the functions X,(r), 7(r), K,(r) are obtained 
for a given problem. 
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of (3.22) with initial values X = X, , K = K, at t = r yields, for the 
components x1 ,..., x, of X, 
x,(t; r) = x,(r) + [t - plumb, x0(r), K,(r)] + out - +I. (3.40) 
Then 
and (3.38) yields 
j(t; r) = (t - T)Yj(T; r) + o[(t - T)y+‘], (3.42) 
where 
j(T; r) = 1;~ (t - T)-y(t; r). (3.43) 
If the point (t, X) = [T, X,] is not a caustic point than j(r; I’) # 0, v = 0, 
and j(T; r) = j(T; I?). But if the point is a caustic point then j(T, r) = 0 
and v is a positive integer. Both Y and j can be computed from a few terms 
of the power-series solution (3.40). It is of practical importance to observe 
that they can be obtained without solving the ray equations (3.22) explicitly. 
In general, the nonnegative integer v-which is the order of the zero of j(t) 
at t = T(r)--& a function Of r. 
The solution of the transport equations (3.35) provides a formula for 
c1 ,..., (TV or, from (3.25), for z. We may now present these formulas in the 
cases mentioned above. The derivations are given in [IO]. We denote by z(t) 
or z(t; I’) the value z[t, X(t; r)] of z on the bicharacteristic [t, X(t; I’)]. 
We also set 
(3.44) 
Then for constant coefficient matrices and arbitrary multiplicity q, Eq. (3.10.9) 
of [IO] yields (we have replaced 7 + /I in [RI] by y) 
~(t; r) = [Z$$+]1'2 eXp{-[t - T(r)]Y} z(T; r). (3.45) 
Here y is given by (3.36). Thus 
y = (rz, Crl)* , E = l,..., q. (3.46) 
The eigenvectors rz are evaluated at X = X(t; r), K = K(t; r). They are, 
of course, determined by (3.15) and (3.16). For constant coefficient matrices 
we see from (3.22) that K is constant on each bicharacteristic and therefore 
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G = k+4” - wA” and its eigenvectors rz are constant. It follows that y is 
constant on each bicharacteristic. Equation (3.45) provides a useful formula 
for z on each bicharacteristic in terms of Z. The value of L must be obtained 
from the “data” (initial data, source function, etc.) of a given problem. 
This process will be illustrated in Section 4.2. [If t = Q- is not a caustic point 
then v = 0 and Z(T) = Z(T) is just the value of z at t = T.] 
If q = 1 then the system of transport equations (3.35) reduces to a single 
first-order linear ordinary differential equation which is easily solved. 
(Constant coefficient matrices are not required.) Then z is given by 
Eq. (3.10.7) of [IO]. For brevity we do not indicate the dependence on I’ 
of all the functions in the following formula: 
z(t) = [Z#]l” exp I- 1: y(f) dt’! [r(r), AO(r)Z(r)]r(t). (3.47) 
Here r is the eigenvector corresponding to w = h which satisfies (3.15) and 
(3.16). It is uniquely determined up to a unitary factor eia (where 01 is real). 
However (3.47) is independent of this factor (see Section 3.8 of [IO]). y is 
again given by (3.36). 
If q = 2 the system of transport equations (3.35) can again be solved 
provided C is symmetric. (Again, constant coefficien’ matrices are not 
required). The result is given by (3.10.3, 4, 6) of [ZU]. Thus 
z(t) = [$f]l” exp I- s: y(f) tit’/ [&(t)rl(t) + p(t)r2(t)], (3.48) 
where 
B(t) = i%(T) cos v> - 82(T) sin S(t) 
rB2(t) = f%(T) sin s(t) + /32(T) cos S(t) 
1 , 8(t) = /:T2(t’)dt’, (3.49) 
I%(T) = [rm(T), A’(T) n(T)], m= I,2 (3.50) 
and (as is shown in Section 3.9 of [IO]) 
T2 = T12 = -T21. (3.51) 
Here Tzp is given by (3.28) and y is given by (3.36). It can be shown that 
the eigenvectors r1 and r2 are determined by (3.15) and (3.16) up to a unitary 
transformation which leaves z unchanged. 
For variable coefficient matrices (3.47) or (3.48)-(3.51) provide formulas 
for z on each bicharacteristic in terms of L which in turn must be obtained 
from the data of a given problem. It can be shown [IO] that for constant 
coefficient matrices these formulas, which are valid in the cases q = 1 or 
q = 2, reduce to (3.45). All of our results can be expressed conveniently 
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in the form of a time-dependent linear transformation (matrix) applied to 
the vector Z(T). Thus 
Z(t) = [#-I”” exp I- /I y(P) dt’/ T(t)Z(7). 
For constant coefficient matrices we see from (3.45) that T(t) is the identity 
transformation for all t. If q = 1 it follows from (3.47) that, T(t) is defined by 
T(t) v = [r(T), A0(7) VI r(t), for all v. (3.53) 
If q = 2, (3.48)-(3.50) imply that 
T(t) v = [/4(t) r’(t) + k&(t) rV)l, (3.54) 
where &(t) and j&(t) are given by (3.49) (3.51) and, for all v, 
F&(T) = [P(T), A0(7) ~1, m = 1,2. (3.55) 
In all three cases it is not difficult to show that at t = 7, T(t) reduces to 
the identity transformation 
T(r) = 1 (3.56) 
and, for all t, 
[T(t) v, H(t) T(t) v’] = [v, P(T) v’], (3.57) 
provided v and v’ belong to the null space of G(h) at t = T; i.e., 
G(h) v = G(h) v’ = 0 at t = 7. (3.58) 
The identity (3.57) which asserts that T(t) p reserves the positive-definite 
bilinear form (v, AOv’) along a bicharacteristic, is proved by using (3.16). 
Since ~(5) lies in the null space of G, we see from (3.44) that Z(7) lies in 
the null space of G at t = 7. Therefore if we introduce the scalar function 
w = (2, AOz), 
it follows from (3.52) and (3.57) that 
(3.59) 
w(t) =$$exp I--2Jly(t’)dt’\ C(7), (3.60) 
where 
‘6(T) = [z(T), A’(T) z(T)]. (3.61) 
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In fact (3.60) can be proved directly from the transport equations (3.35) 
without resort to (3.52), hence is valid for arbitrary q (and for variable 
coefficient matrices) [IO]. Since s is constant on bicharacteristics, the quantity 
a = (l/874+) z, AOe(s) z] 
also satisfies (60); i.e., 
(e = eo), (3.62) 
where 
a(T) = $- [ei?, AOeZ]. (3.64) 
We shall refer to OL as the (approximate) energy density function. This termi- 
nology is suitable because if we may approximate u(t, X) by the leading 
term of its progressing wave expansion (3.9), then 
OL = & (u, A%) (3.65) 
and the function (1/87r)(u, A”u) plays the role of an energy density in the 
theory of symmetric-hyperbolic equations [Z], [2]. In fact, for Maxwell’s 
equations, we see from (3.6) that 
j& c”, Aou) = &- [E - (EE) + H. ($I)], (3.66) 
which is the usual definition of the energy density of the electromagnetic 
field [6]. 
From (3.43) we see thatj(t) andj(7) have the same sign, provided 7 < t < 7’ 
where t = I’ is the location of the next caustic point as t increases on 
the bicharacteristic [i, X(t; I’)]. At t = T’ our formulas become singular. 
This is a typical defect in quasi-optical methods. The defect can be corrected 
by a method developed by Ludwig [13]. This method yields a finite value 
in a neighborhood of the caustic, and a continuation of our formulas past 
the caustic point. 
The factor j(T)/j(t) which appears in all our results has an interesting 
geometrical interpretation. For simplicity we shall take n = 3 and assume 
that t = 7 is not a caustic point. Then j(7) = j(T). A characteristic surface 
is a 3-dimensional hypersurface in 4-dimensional space-time, whose equation 
is s(t, X) = so . A 2-parameter family of bicharacteristics generate this 
hypersurface and their projections form a 2-parameter family of rays in 
X-space. Furthermore, for each fixed t the equation s(t, X} = s0 defines a 
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(2-dimensional) surface in space-time called a phase-front (or wave-front) 
and as t varies we obtain a one-parameter family of phase-fronts. Let us 
form an infinitesimal tube of rays (selected from the ‘L-parameter family) 
containing the ray X = X(t; I’). Let da(t) be the cross-sectional area of this 
tube at the point X(t; I’), and let da(t) be the area of the portion of the 
phase-front intersected by the tube at the same point. In Section 6.1 of [ZO] 
it is shown that 
(3.67) 
Here k and g are the magnitude of the vectors K = K(t; I’) and 
G = (d/dt) X(t; I’). [See Eq. (3.22).] For a detailed discussion of (3.67) and 
related concepts, the reader is referred to Section 6 of [IO]. 
3.4. Progressing Waves with Matrix Amplitudes 
The progressing wave (3.9) can be written in component form by 
introducing the components of the column vectors u and z(j). Thus 
24, = fj ej(s)zf); a = l,..., m. 
j=o 
Since (3.68) is a solution of the linear homogeneous system (3. lo), we may add 
solutions of the same form to obtain a new solution 
u, = jJ f xfiejb(s); a = l,..., 112, 
j=O b=l 
or in matrix form, 
u = 2 2Y)ej(s). 
j=o 
(3.70) 
Here .P = (z$) is an m x m matrix function of t and X, while ej(s) is 
a column vector. From (3.8) we see that 
&(t) = ej-l(t); j = 1, 2,... . (3.71) 
The columns zB) of the matrix Z(j) satisfy the transport equations. In 
particular, for Z = 2 to) they are given by (3.52). It follows that the matrix 2 
itself is given by (3.52), i.e., for Z(t) = Z[t, X(t; r)], 
Z(t) = [$#]l” exp I- I)+‘) dt’l T(t)i?(T; r), (3.72) 
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where, from (3.44) 
z(T; l-y = (liEo+ (t - .y z(t). (3.73) 
As before Z must be obtained from the data of a given problem for u. 
For a progressing wave with matrix amplitudes of the form (3.70) we 
define 
01 = (l/Sr)[Ze(s), AOZe(s)], (3.74) 
where e(s) = e,(s). Since the columns of Z lie in the null space of G, 
Z itself is annihilated by G, and it follows from (3.73) that at t = 7, GZ = 0. 
Then (3.72) and (3.57) imply that 
a(t) =$#exp I-2/:y(t’)dt’/ a(T), (3.75) 
where 
S(T) = (1/8n)[Z(7) e(s), AO(T) Z(T) e(s)]. (3.76) 
Again we see that if u may be approximated by the first term of (3.70) then 
a M (1/87+t, AOu) (3.77) 
and therefore (Y is the (approximate) energy density function. 
4. SOLUTION OF THE INITIAL-VALUE PROBLEM 
FOR MAXWELL'S EQUATIONS IN AN INHOMOGENEOUS MEDIUM 
WITH A MOVING POINT SOURCE 
4.1. Progressing Wave Solutions of Maxwell’s Equations 
In this subsection we shall summarize the results of Section 3 as applied 
to Maxwell’s equations, and in Section 4.2 we shall apply them to the problem 
of radiation from a moving point source. As we have seen in Section 3.1, 
the system of equations can be written in the form (3.5) with n = 3. Al, A2 
and A3 are given by (3.4), A0 by (3.6), and u and f are given by (3.1). For 
the sake of increased generality we may allow the medium to be conducting. 
Then it is characterized by the scalar functions c(X), p(X) and the con- 
ductivity u(X); and the matrix C becomes 
(4.1) 
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In vector notation, Maxwell’s equations now take the form (2.1) with J 
replaced by uE + J. 
In order to apply the progressing wave formalism of Section 3 it is first 
necessary to find the eigenvalues and eigenvectors of the matrix 
(4.2) 
The 3 x 3 matrix (K) is defined by (3.2). L e us denote the null eigenvectors t 
of G by r = (R, , R,) where R, and Ra are 3-vectors. Then w = 0 is a 
root of multiplicity 2 of det G = 0. A corresponding pair of null eigenvectors 
is given by 
rt = ~-l/~ (A, 0), r2 = p-l/2 (0, A); A = K/k. (4.3) 
They satisfy (3.15) with hi = 0, and (3.16). 
In addition to the zero root there are two roots that satisfy the equation 
+,2 = 3j32 = 3K2, (4.4) 
or 
w = h = &vk; v(x) = c/(qA)““. (4.5) 
Each of these roots is also of multiplicity 2. The corresponding null eigen- 
vectors of G are given by 
r1 = (Ril, R,l), r2 = (Ri2, R22), (4.6) 
where 
RI1 = (2~)-l’~ B, R,l = -(2~)-l’~ N, R,2 = (2~)-i’~ N, R,2 = (2,~)-l’~ B. 
(4.7) 
Here N and B are unit vectors which form an orthonormal system together 
with the unit vector T = &A = &K/k, and which satisfy 
B=TxN, N-BxT, T=NxB. (4.8) 
The roots w of det G = 0 and their corresponding pairs of null eigenvectors 
of G presented above are derived in [ZO]. However, it may be verified by 
direct substitution that they satisfy (3.15) and (3.16) with G and A0 given 
by (4.2) and (3.6). 
For the propagating roots (4.5), g, = &.o/ak, = &vu, where a, = k,/k; 
hence 
G = (g, >..., g,) = &VA = VT. (4.9) 
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Since [see (3.2211 dX/dt = G, the unit vector T is tangent to a ray. (Later 
we shall take N and B to be the corresponding normal and binormal vectors 
and apply some results of the differential geometry of space curves.) For 
the zero root, G = 0. The corresponding eigenvectors represent static 
electric and magnetic fields. 
It is easily seen that Condition 1 of Section 3 is satisfied except at K = 0, 
where all three roots are zero.’ To verify Condition 2, we note that AiW = 0 
and 
(rz, Crm) = 4?r~R:* * Rin”. (4.10) 
For the propagating roots we see from (4.7) that Condition 2 is satisfied with 
y = 2?rU/E. (4.11) 
Once the ray equations are solved, (3.72) can be used to determine 2. 
For a homogeneous medium E, EC, and u are constants and T(t) = 1, but for an 
inhomogeneous medium they are functions of X, and since q = 2, T(t) is 
given by (3.49), (3.51), (3.54), and (3.55). For Maxwell’s equations, the 
transformation T(t) has an interesting geometrical interpretation: 
The vector v can be expressed as a linear combination of the eigenvectors 
rj(T). ,For a given propagating root (4.5) let rl(T) and r”(r) be the corre- 
sponding null eigenvectors. Then if G(T) v = 0, 
v = zlrrl(7) + V2r2(r); (4.12) 
hence from (3.55) and (3.16) 
A(4 = VI P /32(7> = v2 * (4.13) 
It follows from (3.49) that 
A2(t) + P22(t) = ,&“(d + B2”b) = V12 + v22* (4.14) 
Therefore we may set 
fil(t) = (v12 + v22)1/2 sin t(t), pa(t) = (v12 + v22)l’2 cos I(t) (4.15) 
and (3.49) implies that 
t(t) = ((7) - 6 = [(T) - j-t T2(t’) dt’. 
* 
(4.16) 
7 The confluence of roots at special points is a phenomenon that requires further 
study. In our work here it will not occur. 
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We now introduce the unit polarization vectors 
P = (sin 5) B + (cos 0 N, Q = T A P = (-sin E) N + (cos 8) B (4.17) 
which are illustrated in the following figure. 
FIG. 1 
In terms of P and Q, (3.54) and (4.6), (4.7) yield 
T(t) v = (v12 + v#‘~ [(2+1’2 P, (2/~-l/~ Q]. (4.18) 
Since T(T) = 1, 
v = [(2@‘2 w, (2/.L(pS u A W] (4.19) 
where W = (vi2 + z~a~)l/~ P(T), q, = ~[Y(T)], p0 = WV(T)], and U = T(T) is 
the initial value of the unit tangent vector to the ray. Then (4.18) becomes 
and 
T(t) v = I W l[(2+“” P, (2cL)-1’2 Q] (4.20) 
P(T) = , w, 1 W, sin &T) = P(T) - B(T), cos ((7) = P(T) * N(T). (4.21) 
We see that the transformation T(t) is completely defined by (4.19), (4.20), 
(4.17), and (4.16) once the function T2 that appears in the integrand of (4.16) 
is known. That function is defined by (3.51) and (3.28). In Section 7.2 of 
[ZO] it is shown that, if we take N and B to be unit normal and binormal 
vectors to the ray, then T2 = VT,, where To is the torsion of the ray. Let us 
measure distance along the ray in such a way that the arclength parameter 5 
increases with increasing t. Then T = dX/d[, and (4.9) shows that 
dX/dt = G = v dX/dc. It follows that v dt = 4, and (4.16) becomes 
t(t) = t(T) - 1; VT,, dt’ = f(T) - f;;; T,, d{. (4.22) 
Thus we see that the electric and magnetic polarization vectors P and Q 
remain mutually perpendicular to each other and to the ray, but rotate 
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with respect to the normal and binormal vectors N and B with a rate 
proportional to the torsion r0 of the ray. If the ray is a straight line or even 
a plane curve, 7,, is zero and [ is constant. 
4.2. Radiation from a Moving Point Source 
In Section 2 we gave the electromagnetic field produced by a point source 
moving in a homogeneous nonconducting medium. From (3.1) and (2.9) 
we see that the corresponding source function is given by 
f(t, X) = -&f,(t) s[x - Y(t)]; C(t) = [Jdt), 01. (4.23) 
The solution is given by (2.17), (2.18). This solution involves the function 
J@(T) = J,(T) and its successive integrals Jo, J2(r), etc. It is not difficult 
to see that it has the form of a progressing wave (3.70) (with matrix 
amplitude) with s = r and 
e,,(t) = &(t) = [Jo(t), 01, ej(t) = 1: ejpl(t’) dt’; j = 1,2 ,... . (4.24) 
In fact, if we set u = (E, H) then (2.17), (2.18) can be written in the form 
u = Zeo(7) + *--; 
1 2 = Z(O) czz f - (Cv)-‘(u)a 0 
V/C% [ -c-l(u) 0 * (4.25) 1 
Here (U) is the 3 x 3 matrix given by (3.2). Thus (U) Jo = U x Jo and 
(U)2 Jo = U X (U X J,) = (U *Jo) U-Jo . Similar expressions for Z(l), 
Z(a), etc. can be derived from (2.17), (2.18), but we shall not require them 
here. The leading term of the solution of the problem for a homogeneous 
medium is then given parametrically with parameters r, U, r by (4.25) and 
(2.10), (2.11). As we explained in Section 2, u(t, X) is obtained by summing 
(4.25) over all bicharacteristics (2.10), (2.11) that pass through the point (t, X). 
In this section we shall apply the progressing wave formalism to the same 
problem for an inhomogeneous conducting medium. Then E, p, and D are 
given functions of X. The source (4.23) is nonzero only on the source manifold 
A, which can be described parametrically in the form 
x = Y(T); t = 7, 0 < 7. (4.26) 
Motivated by our result (4.25) for the case of homogeneous media, we assume 
that the phase function s(t, X) of the progressing wave produced by this 
source is equal to r on .&!; i.e., 
S[T, Y(T)] = 7. (4.27) 
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Then by differentiating (4.27) and using (3.12) we obtain 
--w + kvjy = 1 on &‘. (4.28) 
We assume that all the bicharacteristics emanate from J&‘, or equivalently, 
that at each time 7 all the rays emanate from the point X = Y(T). Let U 
be a unit vector in the direction of a ray at the point of emission. Then 
from (4.9) 
T=U and G = VU on .k’. (4.29) 
Furthermore A = fU on & and K = kA; therefore (4.5) yields 
K=$U on &Z’. (4.30) 
As in Section 2 we set 
K = 1 - Q/V, vo = ir(T) - u, (4.31) 
where v = VW(T)]. Then (4.28) and (4.30) can be solved to yield 
1 V w=--=- 
K vo-v’ 
K--+ AU on &!. (4.32) 
0 
Let us introduce the two spherical angles 0 and 4 for which 
U = (cos 19, sin 0 cos f$, sin 0 sin 4). (4.33) 
Then equations (4.26), (4.27), and (4.32) provide initial values on J? for 
X, t, K, w and s as functions of the three parameters 
I- = (7, 8,d). (4.34) 
Proceeding as in Section 3.3, we denote by X = X(t; I?), K = K(t; I’) the 
solution of the ray equations (3.22) with those initial conditions and h given 
by (4.5). The choice of sign in (4.5) is determined by (4.32). By solving the 
ray equations for small t - 7 we obtain 
x = (x1 , 3 , x3) = x(t) = X(T) + (t - T) A(T) + O[(t - T)“] 
= Y(T) + (t - T) VW(T)] u + o[(t - T)“]. (4.35) 
Here we have used (4.29) to obtain 8(T) = G = VU. Now 
x, = ir - Vu + o[(t - T)], (4.36) 
x0 = (t - T) V( -sin 8, COS 0 COS +, CoS e sin 4) + o[(t - T)‘], (4.37) 
x+ = (t - T) V(0, -Sin e Sin4, sin e COS+) + o[(t - T)‘], (4.38) 
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and a brief calculation yields 
j = det(&,/avp) = (t - ~-)“j + O[(t - T)~], (4.39) 
where 
j = v2(w0 - v) sin 8; v,=k*U (4.40) 
Thus we see that the source manifold &Y is a caustic and the order of the 
zero of i at J&’ is v = 2. [Equation (4.40) vanishes if sin 8 = 0 or (in the 
supercritical case) if v0 = k(7) . U = VP(T)]. In the latter case another 
caustic intersects JJ’ and a special treatment is required. The former case 
is due to the singularity of the spherical coordinates at 0 = 0, rr and could 
easily be removed by choosing other coordinates.] 
Since s is constant on bicharacteristics, (4.27) implies that s = T on 
[t, X(t; I’)]. Then (3.70) and (3.72) yield the leading term of u. y is given 
by (4.11). Thus we obtain the parametric representation 
u = Ze(s) + -0. = [&]1’2 exp 1-2~ 1: z &‘I T(t) %(r) + .a*; 
x = X@; q. (4.41) 
Here u(t’) = u[X(t’, I’)], etc., J is given by (4.40), and T(t) is given by 
(4.20). Again u(t, X) is obtained by summing (4.41) over all bicharacteristics 
that pass through the point (t, X), i.e., over all I’ = (7, 0,+) that satisfy (4.42). 
The matrix Z and the vector e may be found by the following method: 
We assume that they are determined only by the source and the local 
properties of the medium at the point of emission, and that they are 
independent of 0. Then they can be found by considering the canonical 
problem for which v, E, p and (T have the constant values 
v = c/(q.p, E = ETY(~)l, CL = PlY4 a = 0. (4.42) 
For this problem T(t) = 1, and (4.35)-(4.40) are valid with the order terms 
set equal to zero. It follows from (4.39) that 
.? :=&& I [Y = a(t - T)]; 
hence (4.41) becomes 
U = (u/Y) %(T) $ “‘; x = Y(T) + (t - T) vu. (444) 
But the canonical problem is just the problem considered in Section 2; 
hence (4.44) and (4.25) must agree. We conclude that 
e(T) = &(T, = [il<T>, 01 (4.45) 





Here V(T) = C[C(‘) p(7)]-“2, 44 = 4x41~ 
K = 1 - [V(T)]-’ q(T) * U, and f = sgn K. 
Equations (4.45) and (4.46), when inserted in (4.41) completes the deter- 
mination of the leading term of the progressing wave expansion of the 
solution u. The factor e(T) is just the derivative of the “signal” f,(T) emitted 
by the source. The other factors that appear in the solution (4.41) also have 
interesting physical interpretations: The factor [j/i(t)]lj2 is the geometrical 
factor discussed in Section 3.3. It reflects the changes in amplitude due to 
divergence or convergence of the rays. The exponential factor represents 
dissipation due to the conductivity of the medium, and the matrix T(t) 
describes the rotation of the polarization vectors. The matrix 2 which 
multiplies e(T) may be called the radiation coefficient of the source (4.23). 
It is independent of the signal function fr , but depends on the initial ray 
direction U, on E and p at the point of emission and (through IC) on the 
source velocity k(7) at the point of emission. The radiation coefficient is the 
analogue of the diffraction coefficient in J. B. Keller’s “geometrical theory 
of diffraction” [7]. Indeed, both coefficients are determined by the method 
of comparison with a canonical problem. 
The factor T(t) &(T) in (4.41) can be made more explicit. First we note 
that (4.45) and (4.46) yield 
%(T) = {[~c(T)]-~‘~ w, [&L(T)]-~‘~ u x w} (4.47) 
where 
and 
w = r[&(T)]““/C[V(T) K]” I(T), (4.48) 
I(T) = i,(T) - tidd ’ u] u. (4.49) 
I(T) is the projection of jl(T) onto the plane perpendicular to the ray. Now 
(4.20) and (4.21) imply that 
(4.50) 
* Actually the solution is explicitly given only if the ray equations have been solved 
to yield the function X(t; I’). 
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and 
I’(T) = F(l I(T)I I(T), sin ((7) = P(T) * B(T), cos [(T) = P(T) * N(T). 
(4.51) 
P and Q are given by (4.16) and (4.22). Finally (4.41) yields 
x = X(t; IT). (4.52) 
4.3. The Generalized Doppler Effect 
Let us suppose that the signal function fi(t) of the moving source is of 
the form a sin[fi(t)]. The instantaneous frequency of such a signal is the time 
derivative p(t) of th e argument of the oscillatory factor. The progressing 
wave produced by this source is now of the form 
u = Ze,(s) + ..* = B(s) cos[p(s)] Za + a**. (4.53) 
At a fixed point X the “received frequency” is the time derivative @(s) as/at 
of the argument of the cosine factor; and for a receiver moving on the 
trajectory X = W(t) the received frequency is 
44 = &)(W) s[c W(t)]. (4.54) 
Let us now analyze (4.54) by using the known properties of the phase 
function s(t, X). 
First we see from (3.12) that 
(d/dt) s[t, W(t)] = --w + K * ti. 
Then we use (4.3), (4.5), and (4.9) to show that 
(4.55) 
K = (w/v) T. (4.56) 
Here the propagation speed v and the unit tangent vector to the ray T are 
evaluated at the point of reception X = W(t). Since s = 7, (4.54)-(4.56) 
imply that 
40 = 44 4 + ~J4Yv)l~ (4.57) 
where 
vl = --T-i. (4.58) 
v1 is the component of the receiver velocity k(t) (at the time of reception t) 
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in the negative ray direction, -T (i.e., the direction from which the signal 
comes). 
Since w is constant on a bicharacteristic, it is equal to its initial value 
which is given by (4.32). Thus --w = (1 - zl,,/$Y(~)]}-l, where 
710 = 9(T) * u. (4.59) 
v,, is the component of the source velocity k(7) (at the time of emission T) 
in the initial direction U of the ray that reaches the receiver at time t. Thus 
(4.57) becomes 
v(t) = 1 + uw(~)l . 
1 - V,/V[Y(T)] p(+ 
(4.60) 
This formula relates the received frequency v(t) to the signal frequency B(T) 
at the time of emission. For a time-harmonic moving source and a receiver 
moving in a homogeneous medium, 0 and ZI are constant and T = U. Then 
(4.60) reduces to a well-known result due to Doppler. 
4.4. Energy Radiated by the Point Source 
In this section we shall compute the total energy radiated by the point 
source (4.23) moving in an inhomogeneous medium with zero conductivity. 
It is interesting that the calculation can be performed explicitly without 
solving the ray equations. We shall find that the power radiated at time 7, 
which is given by (4.69), could be obtained from the corresponding result 
for a homogeneous medium by replacing the constants E and p by the values 
of E and p at the source point Y(T) in the inhomogeneous medium. This is 
not too surprising because the medium is nondissipative. Of course our 
result is approximate because it is based only on the leading term of the 
progressing wave expansion. 
The total energy &to) radiated by the source in the time interval 0 < t < to 
is obtained by integrating (3.75) over the entire X-space at a time t > to. 
Since dX = j j 1 dl”, (3.75) and (3.76) yield 
&(t,)=ja(t)dX=j/J&IgdX= jijladr 
=& jb”dT j;dB,: d4 II I [Z(T) e(s), A”(4 Z(T) 441. (4.61) 
The inner product may be evaluated by using (4.47)-(4.49) and (3.6). Thus 
[ze, AOze] = i (I W I2 + [ U x W I”) = ( W I2 = C2,$~;‘,~ P(T). (4.62) 
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The rate of energy radiated per unit time &<t,,) is obtained by differentiating 
(4.61) with respect to t, . The result is 
&) = 9 j* de j’” d4 w. 
0 0 VK 
(4.61) 
Here VK = v - v. , j j / = vu2 j v. - v 1 sin 8, v. = k(7) * U, v = V(T), U is 
given by (4.33), and from (4.49) we derive 
I2 = ti1w - ti,c4 . VIZ. (4.64) 
In order to simplify (4.63) and (4.64) we may, without loss of generality, 
choose a coordinate system in which 
k(T) = (b, 0, O), b = 1 ir(T)I (4.65) 
and 
J,(T) = a(cos a, sin 01,0), a = I Lw (4.66) 
Then we may use (4.33) and (4.64)-(4.66) t o evaluate (4.63). A brief calcula- 
tion yields 
d = g s” do j”” d+ 
0 0 
x {l- 
cos2 a cos2 0 - sin2 01 sin2 0 cos2 4 - 2 sin 01 cos 01 sin 0 cos 0 cos $)sin 8 
(v - b cos ey 
(4.67) 
The integration with respect to + is easily performed and the result may be 
expressed in the form 
fl (1 + cos2 a) sin e + (1 - 3 c0s2 a) sin e ~0~2 e 
(V - b cos ey 
de. (4.68) 
0 
This integral can also be evaluated by elementary methods. The result is 
d = q j[(3 - 5 
2v 
co52 a) b2 + (3 co52 a - 1) v”] b2(v2 _ b2)2 
+ (1 - 3 ax2 4 log v+b . 
83 v--b t 
(4.69) 
Equation (4.69) is a formula for the approximate power radiated by an 
accelerated point source of the form (2.9) at the time t = S- in an inhomo- 
geneous nonconducting medium. At t = 7 the source is located at the 
point Y(T). p and ‘u are the magnetic permeability and the propagation speed 
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[V = c(c~)-~/~] at that point, a and b are defined by (4.65) and (4.66), and 
we see that cx is the angle between the vectors Q(T) and J~(Q-). 
For source speeds small compared to the propagation speed an expansion 
of (4.69) in powers of (b/v) is useful. To obtain this expansion we return 
to (4.68) and expand the denominator of the integrand by the binomial 
theorem. Thus 
6 =-g,)&( 1 + cos2 a) sin B cos’ 0 + (1 - 3 cos2 a) sin 0 co~r+~ 13} 
7=0 
x (;‘)(- y. (4.70) 
NOW jz sin 0 COST e de = 2/(r + 1) i r is even. For odd values of Y this f 
integral vanishes. Thus if we let r = 2j, (4.70) becomes 
=gfl +Q(l +sirPa)(~~’ 
b 4 
++(l +2sin2a) u 
( i 
+ +(l + 3 sin2 CX) (g,B + 0 [(+,“I 1. 
The leading term of this result yields 
(4.71) 
(4.72) 
a result which is independent of 9. Equation (4.72) is a generalization of 
the well-known Larmor formula for the power radiated by a nonrelativistic 
accelerated particle of charge e in a vacuum. In that case, p = 1, v = c, and 
Ji = eq. It follows then that (4.72) becomes 
8 - 5$ ! y 12, (4.73) 
which is exactly the Larmor result. (see [6], p. 469). 
It should be emphasized that, although our results agree with the usual 
results for radiation from a charged particle moving in a vacuum at 
nonrelativistic speeds, we cannot expect agreement at relativistic speeds. 
The explanation for this is as follows: The usual results are based on exact 
field expressions of the form (2.19), (2.20), while our power formulas are 
derived from the leading term only of the progressing wave expansion. 
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From (2.17), (2.18) we see that, in general, the second term can be neglected 
only if / J,, I > ( ii I I JI I/(W). For th e moving charge we see from Section 2 
that the condition becomes 1 $’ 1 Q CK. Since K = 1 - %’ * U/c takes values 
near 1 for appropriate values of U, the condition clearly is satisfied only at 
nonrelativistic speeds. 
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