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τ】leARMA model provides an efficient means for precise representation of the process 
of speech production. A stable and accurate estimation of出eARMA parameters台om
speech signa1 has been shown to be possible by the SEARMA method.τbis paper proposes 
a speech analysis-synthesis system based on the ARMA model. In the proposed system， the 
quantization and the interpolation of the parameters are accomplished for the pole-zero 
parameters. Namely， the estimated parameters are transfonned into pole-zero parameters 
which are represented by企equenciesand bandwidths. The pole-zero p紅白netersare then 
quantized and inte中olatedin the z-plane.百lesystem performance is investigated台omthe 
viewpoint of spectra1 distortion characteristics of quant包ationand inte中olationof the 
pole-zero parameters. 
1. まえカまき
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音声の高能率伝送や高密度記憶を実現するための一方法として、音声生成過程をAR過程で近似
しその特徴パラメータを低ピットで伝送あるいは記憶し、必要に応じでほぼ忠実に原音声を再現す
る方法が提案されている O その具体的方式として、 LPC分析合成方式[1J、PARCOR分析合成
方式[2J、LS P分析合成方式[3]が知られている。その後、量子化法[4]、補間法 [5]、音源[6J等に
関する種々の改良が加えられ、実用化されるに至った。しかしながら、次数固定のARモデルは、
鼻音、摩擦音等の零点、が存在する音声に対し良好な近似を与えない、無声破裂音等の過渡的な音声
に対しパラメータ推定精度の低下をきたす、基本周波数の高い女声に対し推定に及ぼす基本周波数
*電子工学科
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の影響が大きい等、いまだ解決すべき問題点が少なくない。
これら分析方法に起因する問題点を解決する目的でARMAモデルに基づく分析方法が開発され
た[7J一[16J0 特に筆者らによって開発された SE A RMA Csirnultaneous estimation of autore-
gressive and moving-average parameters)法は、 ARMAモデルの次数とそれらの値を直接かっ
同時に推定することが可能である[l1J、[14J口本論文において、 ARMAモデルに基づく音声分析
合成方式を提案する o A RMAモデルはARモデルを含んでいるため、 ARモデルに基づく分析方
法よりも優れている O これを音声分析合成システムに適用する場合、従来のARモデルに基づく音
声分析合成システムで得られた知見を活用することができるが、従来の量子化・補間法をそのまま
適用することはできない。その理由は零点の存在と次数が変化するためである O
合成部において、パラメータの補聞を行うことは所要のピット数の低減、スベクト jレ包絡の時間
的変化の平滑化を行う上で不可欠である O 特にパラメータの次数が変化する場合には、パラメータ
の補間特性が合成音声の品質に著しい影響を及ぼす口合成部に用いられるパラメータとしては、相
互に変換可能な種々のパラメータがあるが、ここでは極一零パラメータを用いることにする D すな
わち、推定されたARMAパラメータを一旦極ー零パラメータに変換して、周波数とその帯域幅に
対して量子化及び補間を行い、再びARMAノtラメータに変換する。
2. では、 ARMA音声分析合成システム全体の構成について述べる o 3. では、 ARMAパラ
メータの新しい量子化・補間法を提案する口 4. では、量子化・補間特性の評価をスペクトル歪の
観点、から検討する。
2.音声分析合成システム
音声生成過程は入力をノfルス列あるいは白色雑音とする ARMA過程で表現することができる。
すなわち、時刻Jiにおける音声信号Siは
Si + α1 S i -1 +・・・ +αnSi-n Ui +β1 U iー1 +・・・ +βmUi--m (1) 
なる差分方程式で表すことができる D ここでαはARパラメー夕、 βはMAパラメータであり実数
値をとる o A Rパラメータの次数 nは極の数に対応し、声道長、音速及びサンプリング周波数によ
り決まる O 従って、次数 nは注目している周波数範囲及び声道長によって変化する o MAパラメー
タの次数 mは声道内の音源の位置により決まり、 m豆 nの範囲内で変化する[11J。
ARMAパラメータの次数とそれらの値は SEARMA法を用いて求められる。 SEARMA法
の主な特徴をまとめると以下のようになる o
(1) ARMAパラメータの次数とそれらの値を同時に推定することができる [11J、[14]。
(2)事前に観測区聞を設定することなしに、パラメータの収束性判定により、声道伝達関数の時間
的変化に追従した適応的分析を行うことができる [17J口
(3)次数推定に事前確率の概念と損失関数を導入することにより、フレーム相互間での次数の相関
を考慮した適応的・連続的次数の推定が可能となる [18J。
本方式で音声信号を合成するためには、通常のLPC方式等と同様、有声音にはインパルス列、
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無声音には白色雑音を用いる。従って、合成に必要なノfラメータは ARMAノfラメー夕、有声/無
声の判定結果、基本周期、及び音源の振幅である口 ARMA音声分析合成システムの全体の構成を
図 1に示す[19]、[20]。
先ず、 SEARMA分析器において、 ARMAパラメータを推定する O そこで得られた残差信号
を用いて、有声/無声の判定、音源の振幅、基本周期の推定を行う O 次の極一零変換器においては
ARMAパラメータを極一零パラメータに変換し、さらに恒一零量子化器においては極 零パラメ
ータを量子化する O 量子化した極ー零ノfラメータと音源パラメータ(有声/無声の判定結果、基本
周期、音源振幅)とを伝送する O 受信側では、伝送された極一零ノfラメータと音源パラメータとを
極一零補間器と音源補間器とでそれぞれ補間し、補間された極 零ノマラメ←タを ARMA変換器で
ARMAパラメータに再度変換する。音源パラメータ及び ARMAパラメータを用いて図 2の合成
器を制御して合成音を得る口
本方式と通常のLP C音声分析合成システムと異なる点は、量子化、楠聞を極一零パラメータで
行っている点、と、合成フィルタとして ARMA型ディジタルフィルタを用いる点である D 極一零ノf
ラメータをARMAパラメータへ変換せずに、直接ターミナルアナログ形の合成器を用いて音声を
合成する場合にはいわゆるフォルマントーアンティフォルマントボコーダとなる口
図 ARMA音声分析合成システムのブロック図
PITCH V / UVS vlIT CH 
SPEECH 
ARMA PARAMETERS 
図2 ARMA合成器
3. パラメータの量子化と補間[21]
推定された梧及び零点、の周波数とそれらの帯域幅を伝送するいわゆるフォルマントーアンティフ
ォルマントボコーダはその伝送情報量を大幅に圧縮できると考えられる口またこのようなパラメー
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タは音声生成過程の音響的理論との対応が明確であり、かっ音声知覚との関係も直接的である O さ
らに、音声の規則合成に用いるノfラメータとしても優れている O
伝送された、あるいは記憶されている極及び零点の周波数とそれらの帯域幅から音声を合成する
場合、直接いわゆるターミナルアナログ型のディジタルフィルタを駆動することも考えられるが、
ここでは極一零ノfラメータを再びARMAノTラメータに再変換して用いる D その理由は、零点が存
在しかっ次数が変化する場合、ターミナルアナログ型のディジタルフィルタよりも ARMA型のデ
ィジタルフィルタの方が制御が容易であるためである口極一零パラメータから ARMAパラメータ
への変換は以下の[方法 1]、 [方法 2]に示すアルゴリズムによって実現可能である D
3.1極-零パラメータから ARMAパラメータへの変換アルゴリズム
音声生成過程の声道伝達関数S(Z)は
B (z)+β1 Z1 +・・・+ βm z-rn 
s(z) 一一一一一
A (z) 1 +α1 z-I +・・・+ αn z-n 
(2) 
で与えられる。今、 p個の複素共役極と q伺の実極が与えられた場合、 A(z)を求める問題について
考察する D 極周波数Fk及び、帯域幅Bkと複素極との関係は
Zk Xk + jYk exp( log fk 1: θk) 
exp(一πBdT1: j 2π FkL1T) (3) 
で与えられる。ただし、 1Tはサンプリング周期を表す口そこで次の[方法 1]を得る。
[方法 1] (極からARパラメータを得るための複素極に関する漸化式) 極Xl. f1.....Xk .f~ が
与えられた時のA2k (z)を既知とし、新にXk+1. fk+lが与えられた場合、A2k+2(z)の係数αi(k+l).
1. ..•. 2k+2は次の漸化式で与えられる(証明は付録 A1を参照のこと) 0 
αi (k+l) αi (k) -2Xk+lα!ー J(k)+ fk+12α J -2 (k) (4) 
ー ???
αi (k) 
?
?
?
?? ? ?
iく O. > 2k 
実極に関しでも同様な方法を得る。
[方法2] (極からARパラメータを得るための実極に関する漸化式)Xl.f1 ..... XP. fp及び実
極 Vl. ...• Vk が与えられた時のA2，+ k (z)を既知とし、新たにVk+ 1が与えられた時の Aど仁， +k+1(z) 
の係数 αi(k+l). i 1.. • .， 2p+k+lは次の漸化式で与えられる。
αi (k+l) αi(k) -Vk+lαi -1 (k) 
、 、 ， ， ，? ?? ? ? ?
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ー ???
?
?
?
?
??? ? ? ? ? ?
?、 、 ， ， ，??， ， ? 、 、??
2p + k + 1 
次に、極周波数及び、帯域幅の量子化誤差がARパラメータにいかなる影響を及ぼすかについて
検討する。
[定理 1] F，、 Bkにそれそー れL1F，、L1Bkの量子化誤差がある場合、 αi. 1.. .• • 2 kの誤差は
A αi (k) Xkαi -1 (k-l) [2π L1Bk +π2 (4LlFk2 -L1Bk2)AT]L1T 
-n:2α i -2 (k-l) (1 -π L1BレL1T)2π L1BkL1T
、 ? ?
?， ， ，
?
?
?
， ， ?
で守えられる(証明は付録A2を参照のこと)口ただし、
αi (k) o. く O. > 2k -2 
[定理 1Jより、 1個の極の量子化誤差がすべてのARパラメータに影響を与え、個々の極の量
子化誤差がARノTラメータ上で累積されることがわかる o MAノfラメータに関しても、[方法 1J 
[方法 2]、 [定理 1]は同様に成立する。
3.2パラメータの量子化方法
この方式では、 ARMAノTラメータをー亘極一零パラメータに変換した後、極一零の周波数と帯
域幅に対してパラメータの量子化を施す口各パラメータへのビット割当は、 周波数に対して 200
Hz -- 4500 Hzの範囲で、帯域幅に対して50Hz --4500 Hzの範囲で、対数尺度上でそれぞれ行う口
なお、零点に対しては常に極に対するビット割当よりも 1ビット少なく、帯域幅に対しても常に周
波数に対するビット割当よりも 1ビット少なくする D 例えば、極周波数に対して 5ビットの場合、
その帯域幅に対しては 4ビット、零点の周波数に対して 4ビット、その帯域幅に対して 3ビットを
割当てる口なお、実極にがしては帯域幅と同じビット数を割当てかっ正負の符合に対し lビットを
割当てる o 5ビット割当てた場合の周波数の量子化表を表 1に、 4ピット割当てた場合の帯域幅の
量子化表を表 2にそれぞれ示す口
音源パラメータは、有声/無声の判定結果、基本周期、及び音源の振幅である。有声/無声の判
定結果は 1ビットである口音声の基本周波数の変化範囲は予め測定可能であるが、男声、女声を含
めて、 50-- 300 Hzの変化範囲を準備すればほぼ十分で、ある口その時、基本周期に対する変化範囲
は 33-- 200サンプルとなり、その変化範囲に対し指定したビット数で等間隔に量子化する。 5
ビット割当てた場合の基本周期の量子化表を表3に示す。なお、 7ビット割当てればほぼ 1サンプ
ル間隔の量子化となる口音源、の振幅に対しては、あらかじめ予想したあるいは測定した最大振幅に
対して、指定したビット数で等間隔に量子化する例として、振幅に対して 5ビットを割当てた
場合の量子化表を表4に示す O
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表 5ビット割当における周波数の量子化表
IBIT(5) 
lTBL(32) 
200 221 244 270 298 330 365 403 446 493 
546 603 667 738 816 902 997 1102 1219 1348 
1490 1648 1822 2014 2227 2463 2723 3011 3329 3681 
4069 4500 
表 2 4ビット割当における帯域幅の量子化表
???
??， ， ????? ? ?? ?? ????? ????
?
?
? ?
?
?
??
?
?
??
??
??
??
?
??
?
???
?
?
?
????? ??
?
?。?
?
?
? ?
? ?
?
? ???
?
????
? ?
?
、?
?
? ?
? ???， ，
? 、 ? ? ? ? ? ?
??? ??
?
?? ?
???
??
表 3 5ビット割当における基本周期の量子化表
IB11 (5) 
lTBL(32) 
33 38 44 49 55 60 65 71 76 81 
87 92 98 103 108 114 119 125 130 135 
141 146 152 157 162 167 173 178 184 189 
195 200 
表4 5ピット割当における音源振幅の量子化表
lBIT(5) 
lTBL(32) 
10 15 20 25 30 35 40 45 50 
55 60 65 70 75 80 85 90 95 100 
105 110 115 120 125 130 135 140 145 150 
155 160 
3.3パラメータの補間方法
この方式における特徴パラメータの補間方法は量子化された極及び零点、の周波数と帯域幅とに対
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する直線補間である口隣接する 2極間で周波数と帯域幅に対して直線補間するということは、 z-平
2極聞の偏角と距離に対して補間することと等価である D 具体的には、まず極ある面上において、
いは零点、を周波数軸上で周波数の大きさの順に順序づけて並べ変える、それと同時に補間するフレ
ーム間で隣接する極のz一平面上で、の距離も計算する O 次に補間するフレーム聞において、周波数軸
上でお互いに最も近接した極間で直線補間する。その際、周波数軸で最も距離が近くても、 z-平面
上で距離が最も近くなければ、 z一平面上で‘の距離が近い方を優先する口さらに、補間するフレーム
聞において複素極と実極の数は一般には異なるため仮想極を加えて直線補聞を実施する D 以下具体
例をあげて説明する口
i次及び j次フレーム内においてそれぞれ、 pi、pj個の複素極、 q，、qj個の実極が得られいま、
たものとする C 各パラメータを周波数軸上で順序づ付て並べ変えた後、 i、j次フレーム間におい
て直線補間する D まず複素極の周波数に対しては図3に示すように 3通りの場合がある。すなわち、
フレーム間において、複素極の数が増加する場合、変化しない場合、減少する場合である u プレー
の仮想、極を加えて、最も隣接する 2極聞で直線補間ム間で個数が異なる場合には帯域幅がl/(ZLlT)
昨ムー ふ一頃
尽き人目
殴ー 十7-咽
ト ←半唖
する O 実極についても同様の処理を行う D
ι-9-.e一回
日±コ
ほ?中頃
〉
?
?「
?
???
J 
? ? ?
?
? ? ?
?
?
????
J 
P jくPj P i > P j 
極周波数の補聞の 3つの例図3
x 推定値、 0:補間値
次に、隣接する 2極間で複素極と実極の個数が異なる場合について、 z-平面上での補聞を実例を
用いて説明する。後に量子化・補間特性を例示する“山頭火の…"の一部/am/の過渡部における M
Aパラメータの補間例を図41こ示す。
pj 、j次フレームにおいて、 mj1、qi pi=l 、i次フレームにおいて、 mi 、
j次フレームにおける零点をAで示す口各パラqj である。 i次フレームにおける零点を・で、
???
l個の仮想、複素零点(周波数 1460Hz. i次フレームにおいて、メータの個数が異なるために、
1個の仮想実零点(-4500 Hz)を加える C それらの仮想零点、を口で示す口各フレー域幅 4500Hz)、
ム聞において複素零点、実零点、の個数を等しくした後、互いに偏角の最も近い零点、聞で補間する。
補間された零点、を.で示す。
パラメータの個数に関しては、まず複素極の数を直線補間し、次に次数 nを直線補間する D 補間
後の複素極の数をp、次数を nとすると、実極の数は n-2pとなる D 零点に関する補聞の方法も全
くこれと同様である O
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• 4 • 、
図4 z-平面における零点、の補間の例
田:i次フレ~ムにおける量子化された零点、
口:i次フレ~ムにおいて補間するために加えた零点
.. : j次フレ~ムにおける量子化された零点・:i次と j次フレ~ム間で補間された零点
補聞を行うフレーム間で極あるいは零点、の個数が異なる場合でも、このようにして仮想極あるい
は仮想零点を加えることにより、任意のフレーム聞及び任意の時間間隔で補聞が可能となる O 基本
周期と音源の振幅に関しでも、極一零パラメータと同様に直線補間する。これらの補間は一定間隔
で行うものとするが、各パラメータの時間的変化特性を考慮して補間間隔を適応的に変化させるこ
とも可能である口
3. .自然音声を用いたパラメータの量子化と補間の例
図5は、女声“山頭火の日記第10回…"の一部 /kanoni/における分析例を示す。同図において
(a)は音声波形、 (b)は残差信号、 (c)はARパラメータの次数、 (d)はMAパラメータの次数、 (e)は
ARMAノマラメータから得られたスペクトル包絡、(f)は極周波数、 (g)は零点の周波数である O 図
5に示した推定された各パラメータ及び自然音声とに対比して、図6は量子化・補間後に得られた
各パラメータ及び合成音声を表示したものである O
各パラメータに対するビット割当は、図に示した例では、 1フレーム当り、極に対して約60ピッ
ト、零点に対して約40ビットである口図 5と図 6を比較すれば明らかなように、次数が変化しでも
極一零パラメータで補間することにより、平滑化されたスベクトル包絡が得られる。また、これら
の極-零パラメータは音声の大部分の区間で時間変化が緩やかであるので低ビット量子化には極め
て適している。
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スベクトル歪による量子化・補間特性の評価評価4 
量子化して伝送あるいは蓄積されたノfラメータを合成部において補間することは所要ビット数の
低減とスベクトル包絡の時間的変化の平滑化を行う上で不可欠である。パラメータの量子化・補間
特性は合成音声の品質に著しい影響を及ぼす。
パラメータの量子化・補間特性は次に定義するスベクトル歪を求めることによって定量的に検討
する O
、 、 ， ， ，?，? ??10 lOg10 fp(ωi )) 2 一一- L (10 lOgl白 f(ωi) 一Dp 
、 、 ，
?
? ?， ， ? 、
L 
一一- L (10 lOg10 f(ωi ) ー 10 lOgl臼 fp z (ωi ) ) 2
L 
Dp;: 
上式において、 f(ωi)は推定されたARMAパラメータによるスベクトル密度、 fp z (ωi)は量子
化したARMAパラメータによるスベクトル密度、 fp(ωi)は量子化したARパラメータによるスベ
クトル密度を表す。スベクトル密度に対する零点の寄与は Dp-Dpzで表される O
そこでまず、パラメータのビット割当と量子化によるスベクトル歪との関係について検討する。
パラメータの量子化によるスベクトル歪を図 7に示すD 図の結果は、 100音節男声音声の合計600音
節の平均値から得られたものであり、複素極 1個当り(周波数+帯域幅)のピット数に対するスベ
4 
3 
2 
???
??
??????〔】
??
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13 15 17 
BIT RATE (bit/comp1ex po1e) 
1 9 
。
??••• 
? ? 、
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スベクトル歪と量子化ビット数の関係図7
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クトル歪を表している o Dp - Dpzがスベクトルに対する零点の寄与を表す O 図の例では、量子化に
よるスベクトル歪を 1dBとした場合、 ARとMA部を用いた時、 AR部に対し約13ビットと MA部
に対し約1ビット、 AR部のみを用いた時、約15ビット必要であることを示している o D~ -Dp三は
常に約 O.4 dBである C 次数 n及び'rnの平均値がそれぞれ、 9.1、3.9であるから、量子化による
スベクトル歪 1dBにおける 1フレーム当りの所要ビット数は、 ARとMA部を用いた場合には約81
ビット、 AR部のみを用いた場合には約68ビットとなる D すなわち、 ARMA分析を行って再合成
する際に、量子化歪を 1dBとした場合にはAR部のみを使用した方が所要ビット数は少くてすむ口
ただし、 AR部のみで合成した場合には量子化歪は約O.4 dBで飽和する D
スベクトルに対する零点の寄与の大きさは音素によって異なり、また時間的にも変化する u その
ビット数は 1複素極当り 15例として、図8'こ/ma/'こ対するDp及び:'Dpzの時間的変化を示すD なお、
dBであり、母音部では約 O.2 dB ビットである口図に示すように、鼻音部/m/で、はDp - Dp己は約 1
である日
/ a / m 
州州出削州伽い
2 
?、? ?
? 、
? 、
? ? ?
? ? ?
?
0.5 0.4 0.2 0.3 
TH1E (sec) 
0.1 
???
??
?
↑?
????
↑?
???。
合成音声/rna/に対するスベクトル歪の時間的変化図 8
次にノマラメータの補聞によるスベクトル歪について連続音声を使用して定量的に検討する G すな
わち、 NHKFM放送の女性アナウンサーの発声による約 3秒間の連続音声“山頭火の日記第10回…"
を用いて、パラメータの補間周期に対するスベクトル歪の関係について検討した O 図9に、パラメ
ータ補間のフレーム長を10"" 60 rnsecまで10msec毎に系統的に増加した場合の、補聞によるスベ
クトル歪を示している D 図より明らかなように広い範囲で補間特性が線形である O
SEARMA法は分析区間長が可変であるために、補間フレームを分析フレームに同期させない
限り常に補間によるスベクトル歪が発生する。また補間フレームと分析フレームとの位相のずれは
最長分析区間長(この例では14msec)以下である C
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図9 極一零パラメータの補間特性
補間後のパラメータはピッチ同期で更新されており、補間フレーム長10msecにおけるスベクトル
歪の大部分はノTラメータの平滑化に起因するものである。従って、フレーム長を長くすることによ
って増加するスベクトル歪は、おのおのの値から10msec におけるスベクトル歪を差しヲ I~\ たもの
になる D 図より明らかなように、極一零パラメータは補間特性が優れているため所要ビット数の大
幅な圧縮が可能となる O
音源ノTラメータのビット割当は lフレーム当りたかだか10数ビットであるために低減の余地は少
な ~\o しかしながら、極一零パラメータに関してはビット数の大幅な低減の余地がある。例えば、
極及び零点、の周波数と帯域幅の分布から量子化範囲を制限することができる O また、各ノfラメータ
の時間的変化特性から補間時間を適応的に変化することもできる O これらに関する具体的アルゴリ
ズムについては本論文で述べないことにする口
提案した音声分析合成システムの分析部である SEARMA法の LPC分析に対する優位性は既
に述べた通りであるが、本方式における量子化・補間法の主な長短は以下の通りである G
長直
(1)パラメータの時間的変化が少ないため所要どット数の低減が容易。
(2) ノfラメータの次数の変化に対して補間特性が良好でかつ補間が容易。
(3) L P C分析合成系で問題となる推定されたスベクトルの山の尖鋭化による品質劣化を帯域幅の
量子化により軽減可能。それと同時に合成フィルタの安定性の考慮が不必要。
翠li
(1)代数方程式から求められた根を周波数軸上で順序づけて並べ換える必要があり、他のパラメー
タ補間法よりも多少アルゴリズムが複雑。
(2)代数方程式の求根のための演算が必要D
ボコーダとして用いる場合には上記の短所は重大であるが、音声応答システムとして用いる場合
にはほとんど問題にならない口また規則合成に用いる場合には極一零パラメータの時間的変化特性
はそのモデル化が比較的容易であるという利点も有する口
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5.むすび
ARMAモデルに基づく新しい音声分析・合成システムを提案した O 本方式において、 ARMA
パラメータを SEARMA法を用いて推定し、それを-s.極-零パラメータに変換した後、周波数
とその帯域幅に対して量子化及び補聞を行った Q これはいわゆるフォルマントーアンティフォルマ
ンボコーダであり、所要情報量の低ビット化が容易である口また規則合成のための素材である音節
を作るのにも適している。なお、システムの主観評価に関しては別の機会に報告する予定である。
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付録 Al 方法 1]の証明
A (z)の定義式より、
A2k+2(Z) (Z2 -2Xk+1Z + fk+12 
(Z2 k +α1 (k)Z2k-l +・・・+ α2 k (k) ) 
Z2 k + 2 + (α t{k)ー 2XK+l)Z2k+l
+ (αdk) -2Xk+lα1 (k) + fk+12)Z2k 
+ (α3(k) -2Xk+1αdk) + fk+1♀α1 (k))Z2k-1 
+・・・+rk + 1己 α2k (k) 
となる。上式において、 Z'， O. 1. .... 2k+2の係数がそれぞれαi(k). 2k+2，2k+1. 
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0に対応する。ゆえに、式(4)が得られる C (証明終〉
付録 A2 定理 1]の証明
量子化誤差LlFkとLlBkの影響で、極の値に誤差が生じる O その時の極の値をZ>とすると、式 (3)より、
Z> Xk :t jy. 
exp[一π(Bレ+L1Bk)L1T:t j2π(Fk + L1Fド)LlT] 
exp(ー πLlBulT)exp (ーπBkLiT). exp[i:j2π(Fk + LlFk)LlT)] 
:n exp [土 j2π(h+ LlFk)LlT] 
L1fkfk exp[:i j2π(Fk + LlFk)LlT] 
となる o t，こだし、
Lln exp(一πLlBdT)
一方、 x.は
xk 'n cos [2π(h + LlFk)L1T] 
Llfkfk [cos(2π LlFdT) cos (2πhLlT) -si n(2πLlFkLlT) sin(2nFkLlT)] 
となる C ここで、LlFk {Fレであるから、 si n (2π L1FkLlT)た Oとなる O ゆえに、
Xk 之Llfkfk cos (2π LlFdT) cos (2πhLlT) 
.L1XkXk 
となる。アニアごし、
sn .L1fk COS (2π LlFdT) 
F，. Bi. 1. •.•• k-lに量子化誤差がなく、 α，(k-l). 1. ..•• 2k-2が得られているとす
る。次に、わ、れが与えられることにより、 ai(k).i=1， ....2kが得られるものとする。その時、
式 (3)のXk + 1及び:fk + 1にXk，rkを代入して、LlFk、LlB.に関して整理すれば次式が得られる。
a i (k)αi (k) + LIαi (k) 
αi (k-l) ー2x¥.αi-J(k-l)+わ 2αi-2 (k-l) 
αi (k-l)ー 2x>αi-1 (k-l)LlXk + fk2αi-2(k-l)Llfk2 
αi (k-l) -2x¥.αi-1(k-1) exp(一πL1TLlBk)・cos(2π LlFdT)
+ fkαi-2(k-1) exp(-2π LlBdT) 
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∞(ーπL1BkLJT) J 
αi (k-l) - 2x~αl~l(k- l)2: 
J ζ 日
∞ (-l)J 
. 2: (2π 必Fkil1)2j
j=0 (2j)! 
∞(一πL1BiLJ1)J
+ rk'::αi~2(k- 1)2: 
J =日
αi (k-l) - 2 Xk αi~l(k- l) 
π2 L1Bk2 LJTπ2 L1Fk 2 LlT2 
・(1 -πLJBkLlT + ・(1 -
+ nαi ~dk- l) (1 - 2π LlBkLJT + 2πεLJBk2LJT2) 
αi (k-l) -2Xkαi ~ dk-l) ( 1 -πLJBkLlT 
(π2LJBk2 -4π 己L1fk2)L1T2
+ 
+ rk'"αi ~2 (k'~l) (1 - 2π L1BkLlT + 2π2 L1Bk2 L1 T~') 
αi (k) + Xkαi ~1 (k-l) [2πL1BkLJT +π2(4L1Fk2 -LlBk2)LlT]L1T 
-nζαi ~2(k- 1) (1 -π L1BdT) 2πLJBkL1T 
従って、 α1の誤差は式 (6)で与えられる口 (証明終)
