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Ce travail de thèse, préparée au sein du Laboratoire de Physique des Solides,
concerne l’étude de transitions de phase dans différents systèmes fortement corré-
lés. Ces matériaux sont des solides cristallins dans lesquels les fortes intéractions
entre électrons peuvent dominer l’énergie cinétique, induisant des transitions de
phases vers des états de la matière parfois insolites. Ces nouveaux états, induits par
les corrélations, sont très différents des isolants et métaux standard. L’étude des
matériaux fortement corrélés est donc très intéressante d’un point de vue fonda-
mental, car les excitations collectives des électrons corrélés peuvent se manifester
comme des effets quantiques observables à l’échelle macroscopique. D’un point
de vue pratique, les systèmes fortement corrélés présentent des propriétés phy-
siques très utiles, comme les phases magnétiques, les transitions métal-isolant, la
magnétorésistance géante, la supraconductivité à haute température critique, qui
sont déjà utilisées dans notre quotidien. L’étude de tels matériaux permet de com-
prendre le rôle des corrélations électroniques dans les mécanismes de transitions
de phase.
Les deux systèmes que j’ai étudiés sont le sesquioxyde de vanadium, V2O3, et
un des pnictures de fer, Ba(Fe1−xCox)2As2. Ces deux matériaux sont caractérisés
par des phénomènes physiques différents, induisant des transitions de phases dont
les mécanismes sont distincts.
V2O3 a été découvert dans les années 1960, et il est admis depuis 1969 que
c’est un système où les corrélations électroniques sont si fortes qu’elles peuvent
induire, sous l’application d’une pression ou dopage en chrome, une transition
métal-isolant sans brisure de symétrie, appelée transition de Mott. Cela signifie
que les électrons se repoussent tellement entre eux qu’ils se localisent spontané-
ment sur les sites du réseau cristallin. En faisant varier des paramètres du système,
comme la pression, la température ou la concentration d’atomes dopants, on peut
alors assister à une transition de Mott métal-isolant uniquement due aux corré-
lations électroniques. V2O3 est un système prototype de la transition de Mott,
15
CHAPITRE 1. INTRODUCTION GÉNÉRALE
dans lequel les phénomènes physiques semblent relativement bien compris ; il est
utilisé par les théoriciens comme les expérimentateurs comme archétype des sys-
tèmes fortement corrélés. Il existe cependant des propriétés incomprises, qui ont
été négligées dès les premières études, comme l’inéquivalence entre les phases
métalliques obtenues dans différentes parties du diagramme de phases, et le rôle
des différentes orbitales 3d du vanadium dans la transition de Mott.
Les pnictures de fer ont quant à eux été découverts il y a seulement deux
ans. Ce sont des supraconducteurs non-conventionnels à haute température cri-
tique, ce qui signifie qu’en dessous d’une température critique Tc, allant jus-
qu’à plusieurs dizaines de kelvins, les électrons vont devenir supraconducteurs.
Ils s’assemblent alors par paires et conduisent le courant sans aucune dissipa-
tion d’énergie. L’état supraconducteur possède en outre des propriétés physiques
uniques comme l’expulsion de tout champ magnétique. Les supraconducteurs ap-
pelés non-conventionnels sont des systèmes dans lesquels la formation des paires
d’électrons (appelée paires de Cooper) est souvent incomprise, mais probablement
liée à la présence des corrélations électroniques, ce qui leur permet d’atteindre
des Tc beaucoup plus élevées que les supraconducteurs dits conventionnels, et
en fait ainsi des candidats très recherchés pour des applications technologiques.
La découverte des pnictures de fer a eu un retentissement exceptionnel dans la
communauté des physiciens de la matière condensée, et de nombreuses questions,
toujours en suspens, font l’objet d’une quantité impressionnantes d’études. Des
questions fondamentales restent posées, comme les détails de la structure élec-
tronique à proximité du niveau de Fermi, le processus de formation de paires de
Cooper, et la symétrie du gap supraconducteur, responsables de nombreuses pro-
priétés physiques.
Ces deux systèmes ont donc un point commun, la présence des corrélations
électroniques (bien que leur rôle soit en active discussion dans les pnictures de
fer). Tous les deux présentent des transitions de phase vers des états de la ma-
tière insolites, qui ne sont pas entièrement comprises. Afin de porter un regard
neuf sur ces transitions, j’ai fait appel à deux types d’expériences très différentes
mais également complémentaires : la réflectivité pompe-sonde et la spectroscopie
de photoélectrons résolue en angle (ARPES pour Angle-Resolved PhotoElectron
Spectroscopy).
Ces deux méthodes sont des spectroscopies électroniques basées sur l’intérac-
tion photons-électrons. Elles consistent toutes deux à envoyer des photons mo-
nochromatiques ou quasi-monochromatiques sur un échantillon, et à observer les
mécanismes d’intéraction avec la matière. A première vue, ces deux techniques
sont cependant très différentes. La photoémission est une technique expérimen-
tale utilisée depuis le début du XXme siècle, qui permet de mesurer la densité
d’état d’un système, c’est-à-dire la façon dont les niveaux d’énergie des élec-
trons dépendent de la direction de l’espace des vecteurs d’onde. L’ARPES peut se
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pratiquer à l’aide d’une source d’ultraviolets, mais l’utilisation du rayonnement
synchrotron la rend plus complète en raison de l’accordabilité de cette source.
La réflectivité pompe-sonde est elle employée depuis les années 1980. Cette tech-
nique consiste à exciter le système de façon ultrarapide, puis à sonder sa relaxation
grâce à une deuxième impulsion elle aussi ultracourte. Elle nécessite donc l’utili-
sation d’un système laser femtoseconde, et permet l’étude résolue en temps de la
dynamique des états excités du système.
La différence fondamentale entre ces deux types de spectrocopies est la sui-
vante : la réflectivité pompe-sonde permet d’observer un état excité du système,
tandis que l’ARPES sonde l’état à l’équilibre. Cette différence essentielle sou-
ligne la complémentarité de ce genre de spectroscopies entre elles, et c’est grâce à
cela que le travail présenté ici permet d’obtenir une vision globale des processus
en jeu dans les transitions de phase étudiées.
Le plan de cette thèse sera le suivant :
La première partie sera consacrée à la présentation des deux systèmes étu-
diés. Tout d’abord, dans le chapitre 2, le sesquioxyde de vanadium : j’expliquerai
qu’est-ce que la transition de Mott, pourquoi il est intéressant de l’étudier et décri-
rai plus particulièrement les différentes propriétés de V2O3 et des composés dopés
en chrome. Dans le chapitre 3, je présenterai les différentes familles de pnictures
de fer avant de me focaliser sur les systèmes étudiés, Ba(Fe1−xCox)2As2. Je pré-
senterai l’intérêt présenté par ces composés, et les innombrables questions qui
existent à leur sujet.
Dans la seconde partie, je décrirai les méthodes expérimentales utilisées. Le
chapitre 4 sera dédié à la réflectivité pompe-sonde ultra-rapide, où je détaillerai
les grands principes de cette technique, et les informations que l’ont peut déduire
des données expérimentales. Je présenterai aussi le système que j’ai utilisé, c’est-
à-dire le dispositif de la salle Bordeaux utilisant le laser de la salle Rouge du
Laboratoire d’Optique Appliquée. Dans le chapitre 5, je présenterai les principes
de l’ARPES, l’intérêt de cette méthode et sa mise en oeuvre expérimentale. Je ter-
minerai en présentant les deux lignes de lumière qui nous ont accueilli, BaDElPh
et Spectromiscroscopy, du synchrotron Elettra à Trieste, en Italie.
La troisième partie sera consacrée à la présentation des résultats obtenus. Dans
le chapitre 6, je montrerai la première détermination expérimentale d’une coexis-
tence de domaines métalliques et isolants de Mott d’échelle micrométriques dans
la phase "métallique" des échantillons de V2O3 dopés en chrome, grâce à la pho-
toémission résolue spatialement effectuée sur la ligne Spectromicroscopy. Le cha-
pitre 7 décrira l’étude de la transition de Mott grâce à la réflectivité pompe-sonde,
et comment l’analyse de ces résultats nous a permis de mettre en évidence une
forte différence entre les état photoexcités de la phase métallique et de la phase
isolante de Mott. Le chapitre 8 sera dédié aux résultats des études pompe-sonde
dans Ba(Fe1−xCox)2As2, et décrira la première observation d’un phonon optique
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cohérent dans un pnicture de fer. Je montrerai également comment ces résultats
nous ont permis de déterminer la constante de couplage électrons-phonons dans
Ba(Fe1−xCox)2As2. Enfin, le chapitre 9 résumera les études de structure électro-
nique dans Ba(Fe1−xCox)2As2. Nous verrons comment la détermination du carac-
tère orbital de chaque bande a été possible, et comment ce dernier varie dans la
zone de Brillouin. Je détaillerai ensuite les différentes modifications que la struc-
ture électronique subit au passage dans l’état supraconducteur, mettant en évi-
dence ses complexités et inéquivalences entre les différentes bandes.
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Première partie




V2O3 : un système de Mott-Hubbard
prototype
2.1 Introduction : les systèmes fortement corrélés
L’étude des systèmes fortement corrélés est un des principaux axes de re-
cherche actuels en physique de la matière condensée. Ce chapitre propose de faire
un bref rappel de leurs propriétés, plus particulièrement des transitions métal-
isolant induites par les corrélations électroniques ; le lecteur est dirigé, pour une
description plus complète, aux nombreux ouvrages détaillant ce sujet [1, 2, 3, 4,
5, 6].
La distinction entre un métal et un isolant est attribuée depuis la fin des années
1920 à la structure électronique des matériaux [7, 8, 9, 10]. Grâce à des modèles
théoriques négligeant les corrélations électroniques, il est en effet possible de dé-
crire assez justement le comportement de nombreux systèmes. La structure de
bandes, qui décrit la dépendance dans l’espace des phases des niveaux d’énergie
accessibles par les électrons du système, est responsable des propriétés électro-
niques du solide considéré. Le "remplissage" des bandes par les électrons du sys-
tème doit prendre en compte le principe d’exclusion de Pauli, qui interdit à deux
fermions d’occuper le même état quantique [11, 12]. Si la dernière bande occupée
possède des niveaux vides, alors le système sera métallique ; si elle est totalement
remplie, le système sera isolant car les électrons devront franchir une barrière en
énergie, appelée gap, afin de se déplacer, et donc de conduire le courant électrique.
La théorie de Landau des liquides de Fermi normaux [13, 14] permet de prendre
en compte les corrélations électroniques, établies de façon adiabatique à partir du
modèle sans intéraction, et justifie l’application de théories de type champ moyen
pour décrire le comportement de systèmes métalliques dans lesquels les intérac-
tions électroniques ne peuvent être négligées. Elle permet de définir l’énergie des
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derniers états occupés, appelée énergie de Fermi EF , et l’ensemble des points kF
tels que E(kF ) = EF , appelée surface de Fermi. Enfin, elle prend en compte
les excitations de basses énergies d’un système qui conduisent à la formation des
quasiparticules. Ces dernières sont les électrons proches de la surface de Fermi
"habillés" par les intéractions électroniques, c’est-à-dire les entités cohérentes dé-
crivant la propagation des électrons et la déformation que celle-ci cause dans le
milieu. Cette théorie a été appliquée avec succès dans les métaux, et n’est mise en
défaut que dans trois cas de figures :
(1) les systèmes de basse dimensionnalité (quasi-unidimensionnels), où les fluc-
tuations quantiques ne permettent plus de définir les quasiparticules. Ces sys-
tèmes forment alors des liquides de Luttinger.
(2) la présence d’intéractions attractives entre particules, qui causent une instabi-
lité de la surface de Fermi par la création de paires particules-particules. Ces
systèmes peuvent alors former des suprafluides neutres ou chargés (c’est-à-
dire des supraconducteurs)
(3) la présence de fortes intéractions répulsives entre électrons. Ces dernières
peuvent causer une destruction de la surface de Fermi en induisant une loca-
lisation des électrons : c’est la transition de Wigner (dans un gaz d’électrons)
ou de Mott (dans un solide cristallin), qui fera l’objet de la section 2.2.
Dans les deux systèmes étudiés au cours de cette thèse, la théorie de Landau des
liquides de Fermi normaux ne s’applique plus. Le premier, le sesquioxyde de va-
nadium V2O3, qui présente une transition de Mott par application soit d’une pres-
sion hydrostatique soit d’un dopage en chrome, sera détaillé dans ce chapitre. Le
second, Ba(Fe1−xCox)2As2, qui est un supraconducteur non-conventionnel, sera
décrit dans le chapitre 3.
2.2 La transition de Mott
2.2.1 La transition induite par les corrélations
Le fait que le comportement de certains oxydes de métaux de transitions ne
puisse être prédit par les théories des bandes négligeant les intéractions a été re-
porté dès 1937 [15], et rapidement il a été prédit par Sir Nevill Mott et Rudolph
Peierls que ce comportement étrange était lié à la présence de fortes corrélations
électroniques [16]. En 1949, Mott proposa un modèle pour expliquer comment
22
2.2. LA TRANSITION DE MOTT
les corrélations électroniques pouvaient induire une transition vers un état iso-
lant dans les composés de métaux de transitions, caractérisés par la présence à
proximité du niveau de Fermi des électrons de type d ou f, dont les orbitales sont
fortement localisées spatialement autour des sites atomiques [17]. Son approche
est la suivante : dans certains systèmes dont la dernière bande occupée est à demi-
remplie, et qui devrait donc être selon la théorie des bandes métallique, le modèle
des électrons quasi-libres n’est plus une bonne approximation. En effet, la bonne
approximation de départ doit être le modèle des liaisons fortes, qui empêche tout
mouvement électronique d’un site à l’autre en raison du potentiel coulombien at-
tractif entre électrons et trous en 1/r, qui, n’étant pas écranté, agit à arbitrairement
grande distance ; les électrons et les trous sont suffisament liés pour geler les élec-
trons sur les sites atomiques et les empêcher de conduire un courant électrique. Un
tel système est appelé isolant de Mott, et est caractérisé par un gap de la densité
d’état d’amplitude égale à l’intéraction coulombienne.
En revanche, si quelques paires électrons-trous se forment, alors le potentiel
coulombien prend une forme écrantée en e
−qr
r
(q augmentant avec le nombre de
paires électrons-trous) ; si q est suffisament grand, il n’existe plus d’état lié et le
système devient métallique. Si le nombre de porteurs d’un système peut être varié
continuement, alors il est possible d’augmenter le nombre de paires électrons-
trous jusqu’à obtenir l’état métallique.
Cette transition entre un métal et un isolant de Mott est appelé transition de
Mott ; elle est nécessairement du premier ordre au sens d’Ehrenfest, en raison du
potentiel à longue distance qui cause une discontinuité du nombre de porteurs
de charge libres à la transition, et implique donc une discontinuité d’une dérivée
première d’un potentiel thermodynamique, c’est-à-dire la présence d’une chaleur
latente de transition. Elle n’implique aucune brisure de symétrie, car les électrons
se fixent sur les sites pré-existants du réseau cristallin ; elle ne peut donc pas être
classifiée au sens de Landau car elle ne possède pas de paramètre d’ordre.
L’obtention de la transition de Mott par remplissage des bandes, comme dans
l’approche initiale de Mott, est appelée "filling control" (FC) dans la fig. 2.1 et
est obtenue en pratique en dopant un matériau, c’est-à-dire en substituant un des
élement le constituant par un autre élément possédant un électron en plus ou en
moins. Il existe une seconde façon d’induire la transition de Mott, qui découle du
modèle de Hubbard détaillé dans le paragraphe suivant.
2.2.2 Le modèle de Hubbard
Le modèle de Hubbard a été développé afin de tenir formellement compte de
la compétition entre l’intéraction coulombienne répulsive et l’énergie cinétique t
(ou de façon équivalente la largeur de bande W=zt, où z est le nombre de sites
premiers voisins), qui peut causer une transition de Mott [18, 19]. Le hamiltonien
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de Hubbard, très simplifié, ne prend en compte que les intégrales de transfert entre
sites premiers voisins 〈i, j〉 d’amplitude tij , et ne considère qu’une seule bande
sans dégénerescence orbitale. Le terme d’intéraction électronique, d’amplitude
U, n’agit que pour deux électrons sur le même site i, dont le nombre d’occupation
par spin σ est donné par niσ = c
†













Cet hamiltonien permet de rendre compte des deux limites exactes. Pour U
t
→
0, le terme d’intéraction électronique devient perturbatif, et l’approche de théorie
des bandes Hartree-Foch est valable ; l’état est métallique. Pour U
t
→ ∞, chaque
atome possède deux niveaux d’énergie, selon qu’il est occupé par un électron
(énergie 0) ou par une paire d’électrons (énergie U). Il y a ainsi une levée de
dégénerescence qui conduit à un gap dans la densité d’états d’amplitude U. Les
deux bandes obtenues ainsi sont appelées bandes de Hubbard. Dans la limite de
couplage fort ( t
U
<< 1), le traitement en perturbation du terme d’énergie cinétique
introduit un couplage antiferromagnétique de superéchange Jij(Si.Sj − 14), qui
donne au second ordre une levée de dégénérescence de spins d’amplitude Jij =
4t2ij
U
, amenant le système dans un état isolant antiférromagnétique (AFI). Ainsi,
pour les couplages faibles, l’apparition de l’isolant AFI et de l’isolant de Mott se
confondent, comme représenté schématiquement sur la fig. 2.1 (b) ; l’origine de
ces deux transitions est cependant différente.
FIGURE 2.1: (a) Différents moyens d’observer une transition métal-isolant de
Mott. FC-MIT signifie par variation du nombre de porteurs (filling control) et
BC-MIT par variation de la largeur de bande W (bandwidth control) (adapté
d’après [5]). (b) Diagramme de phases schématique du modèle de Hubbard.
Bien que très simplifié par rapport aux systèmes réels (où typiquement les élec-
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trons se situent dans des orbitales d dégénérées), le hamiltonien de Hubbard ne
possède pas de solution exacte dans le régime intérmédiaire (U
t
≈ 1) à deux ni
à trois dimensions, et ne peut pas être traité par des approches perturbatives. Il
faut alors utiliser des approximations, comme l’approximation variationnelle de
Gutzwiller [20] ou la théorie de champ moyen dynamique (DMFT pour Dyna-
mical Mean-Field Theory) [21, 22]. Cette dernière ayant fait progresser de façon
significative la compréhension de la transition de Mott dans (V1−xCrx)2O3, je vais
brièvement en donner les principes dans le paragraphe suivant.
2.2.3 La théorie de champ moyen dynamique
La DMFT consiste à remplacer un modèle de spins localisés sur les sites d’un
réseau cristallin par le problème d’une impureté quantique localisée sur un site et
soumise à un milieu effectif, lequel est déterminé de façon auto-consistente. Cette
théorie néglige les fluctuations spatiales, mais prend en compte les fluctuations
quantiques locales. Elle permet d’obtenir des solutions exactes en dimension∞.
Afin de décrire les résultats de la DMFT, il est utile d’introduire la notion de
fonction de Green. Si un électron est injecté dans le système à l’instant t=0, la
fonction de Green est une mesure directe à l’instant t du recouvrement entre la
fonction d’onde propre du système total (l’électron ayant été injecté en t=0) et
la fonction d’onde consistant en l’électron indépendant et le système initial, qui
auraient évolué indépendamment.
G(k, t) = −i 〈Ψ0|Tck(t)c†k(0) |Ψ0〉 (2.2)
où T dénote le produit ordonné en temps. La densité spectrale est une mesure du
poids de chacun des états excités du système, correspondant à l’addition ou la
soustraction d’une particule ; elle est liée à la fonction de Green par :
A(k, ω) = A+(k, ω) + A−(k, ω) = − 1
pi
ImG(k, ω) (2.3)
où les fonctions A±(k, ω) décrivent les fonctions spectrales partielles sous ad-




∣∣〈ΨN±1m ∣∣ c±k ∣∣ΨNi 〉∣∣2 δ(ω − EN±1m + ENi ) (2.4)
Ainsi, la densité spectrale présente toutes les caractéristiques de la densité
d’états du système. Elle permet de plus de décrire les quasiparticules cohérentes
métalliques, dont le poids spectral apparaît à proximité de la surface de Fermi, et
qui sont caractérisées par une durée de vie 1/Γk qui diverge pour E = EF .
Les prédictions de la DMFT pour le modèle de Hubbard rejoignent les conclu-
sions données dans le paragraphe 2.2.1. Elle permet de décrire comment évolue
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la densité spectrale du système en fonction du rapport U/t, comme montré dans la
fig. 2.2 (a). La limite U
t
→ 0 est décrite par un liquide de Fermi normal, et lorsque
U augmente une quasiparticule apparaît au niveau de Fermi. Une transition de
phase a lieu pour une valeur critique Uc ≈ 2W (pour T=0), et donne lieu aux deux
bandes de Hubbard séparées par un gap d’énergie U. L’évolution en fonction de
la température donne le diagramme de phase présenté en fig. 2.2 (b).
FIGURE 2.2: Variation de la densité d’état en fonction du rapport U/t dans le
cadre de la théorie DMFT, et diagramme de phases obtenu (d’après [22]).
La DMFT a été appliquée avec succès au cas du sesquioxyde de vanadium,
dont les mesures expérimentales de propriétés physiques telle la conductivité op-
tique n’avait pas pu être calculées auparavant [23]. De plus, l’introduction de la
structure de bandes déterminée par LDA (pour Local Density Approximation) a
permis de rendre compte de l’intéraction coulombienne multi-orbitale dans ce sys-
tème et ainsi d’obtenir précisément la densité d’états [24, 25], qui sera détaillée
dans la section 2.4.
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2.3 Propriétés de (V1−xCrx)2O3
2.3.1 Diagramme de phases
V2O3 a été étudié dès la fin des années 1960, et la transition métal-isolant ob-
servée lors de la substitution du vanadium par le chrome a été immédiatement
attribuée à une transition de Mott [26, 27]. Cette transition sans brisure de symé-
trie entre une phase métallique paramagnétique (PM) et isolante paramagnétique
(PI) peut également être observée par application d’une pression hydrostatique.
L’équivalence entre dopage et pression (le dopage en chrome de 1% équivaut à
l’application d’une pression négative de 4 kbar ; la transition de Mott est donc
du type "bandwidth controlled") a été établie par des mesures de transport élec-
trique et de diffraction des rayons X, et le diagramme de phases final obtenu par
McWhan et al. [28] est donné en fig. 2.3 (a). L’évolution de la structure cristallo-
graphique à travers le diagramme de phases sera détaillé dans le paragraphe 2.3.2.
FIGURE 2.3: (a) Diagramme de phases de V2O3 en fonction de la température, de
la pression et du dopage en Titane ou Chrome et (b) Evolution de la résistivité en
fonction du dopage en Cr, Zr ou Ti (d’après [28]).
L’évolution de la résistivité du système en fonction de la température pour
différents dopages est donnée en fig. 2.3 (b). Le système non-dopé se comporte à
température ambiante comme un mauvais métal de résistivité ∼= 103 Ωcm. Celle-
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ci augmente de sept ordres de grandeurs en-dessous de 150 K et le système subit
alors une transition du premier ordre structurale et magnétique vers une phase
anti-férromagnétique isolante (AFI), caractérisée par un moment de 1.2 µB par
atome de vanadium [29]. Le composé dopé en chrome x=0.011, lui, subit une autre
transition. Il est PI à température ambiante, et sa résistivité chute de deux ordres
de grandeur en-dessous de ≈270 K, sans brisure de symétrie : c’est la transition
de Mott PI-PM. Ensuite, en-dessous de 180 K, la transition PM-AFI amène le
système au même niveau de métallicité que le spécimen non-dopé. Il est important
de noter que les phases PM des systèmes non-dopé et dopé en Cr x=0.011 ne
semblent a priori pas identiques ; la résistivité de la phase PM, x=0.011 est en effet
deux ordres de grandeur supérieure à celle du système PM, x=0. Si le système est
plus dopé en chrome, alors la transition PI-PM peut être totalement supprimée, et
seule la transition PI-AFI a lieu. Nous pouvons noter l’hystérisis en température
de la transition de Mott pour x=0.011, caractéristique des transitions du premier
ordre, mesurée par spectroscopie de résonance magnétique nucléaire (RMN) du
vanadium (LPS, groupe Hautes Pression, mesurée à l’aide de Pawel Wzietek). En
température décroissante, la transition PI-PM se produit entre 226 K et 242 K ;
en température croissante, la transition PM-PI a lieu entre 270 K et 290 K. La
ligne de transition PM-PI se termine par un point critique, où la transition devient
du second ordre [30]. Pour des températures supérieures, il existe une zone de
cross-over où le système n’est ni métallique, ni isolant (voir fig. 2.2).
L’équivalence entre le dopage en chrome et la pression a été établie sur la
base de mesures de transport, cependant à l’aide de spectroscopies électroniques
comme l’absorption des rayons X [31] ou la conductivité optique, cette équiva-
lence est aujourd’hui remise en question, bien que la valeur de résistivité dans la
phase PM obtenue à partir de spécimens dopés en chrome par application d’une
pression ou par abaissement de la température soit identique.
2.3.2 Structure cristallographique
La structure cristallographique de V2O3 dans les phases PM et PI est appelée
corundum (corindon en français). La maille élémentaire primitive est rhombo-
édrique et contient deux entités chimiques V2O3, mais le système est plus cou-
ramment décrit par la maille élémentaire non primitive hexagonale, contenant
trois noeuds par maille et donc six unités V2O3. La structure cristallographique
appartient au groupe d’espace R3c. La correspondance entre la structure rhombo-
édrique, de vecteurs de base (t1, t2, t3), ayant même longueur et faisant le même
angle entre eux, et la structure hexagonale de vecteurs de base (a, b, c) (avec
a = b 6= c) est indiquée sur la fig. 2.4 (b). Par dopage en chrome ou en titane
(voir le diagramme de phase en fig. 2.3 (a)), la symétrie cristalline à tempéra-
ture ambiante ne change pas. Il existe par contre une transition structurale vers la
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phase AFI. La structure de la phase AFI est monoclinique et appartient au groupe
d’espace B2/b. Plusieurs études très détaillées permettent de décrire l’évolution
des paramètres cristallographiques en fonction de la température et du dopage en
chrome [27, 32, 33, 34]. Je vais uniquement donner les valeurs correspondants
aux différentes phases que j’ai étudiées dans la Table 2.1.
dopage T (K) phase a (Å) c (Å) V1 − V2 (Å) V2 − V3 (Å)
x=0 [33] 300 PM 4.951 14.003 2.728 4.2465
x=0.011 [33] 300 PI 4.995 13.922 2.739 4.2269
x=0.011 [33] 200 PM 4.944 13.997 2.700 4.2953
x=0.038 [32] 300 PI 4.999 13.912 2.746 4.2100
TABLE 2.1: Paramètres cristallographiques de (V1−xCrx)2O3.
FIGURE 2.4: Structure cristallographique de V2O3. (a) Maille primitive rhombo-
édrique (les atomes V1 à V4 et O1 à O6 forment le motif primitif) ; (b) Représenta-
tion de la maille hexagonale avec la maille rhomboédrique inscrite, d’après [35] ;
I est le centre d’inversion (identique au centre 3), C3 et C2 les axes de symé-
trie d’ordre 3 et 2. (c) Evolution de c et a lors de la transition de Mott PM-PI
(d’après [27]), et (d) Lors de la transition PM-AFI, les indices M signifiant mo-
noclinique (AFI) et H hexagonal (PI, PM) (d’après [27]).
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La transition de Mott n’implique pas de brisure de symétrie, cependant elle in-
duit une variation des paramètres cristallins, comme montré sur la fig. 2.4 (c). Lors
de la transition PM-PI, l’axe c se réduit et l’axe a augmente, ce qui cause une dimi-
nution du rapport c/a et une augmentation du volume de la maille, comme montré
dans la fig. 2.5 (a). En considérant uniquement cette propriété cristallographique,
McWhan et al. ont alors déduit un pourcentage effectif de phase métallique dans
les échantillons x=0.011, PM, en fonction de la température ; le résultat est donné
dans la fig. 2.5 (b). Ils obtiennent un pourcentage de 100% lors du premier cycle en
température, puis pour les cycles suivants de l’ordre de 85% de métallicité. Nous
pouvons noter qu’une telle mesure, effectuée à l’aide de diffraction des rayons X,
sonde l’échantillon dans son volume.
FIGURE 2.5: (a) Evolution du volume de la maille élémentaire hexagonale de
(V1−xCrx)2O3 en fonction de la température (les points noirs représente l’échan-
tillon dopé x=0.01) et (b) Pourcentage de phase métallique dans (V0.99Cr0.01)2O3
déduit des mesures de diffraction X (d’après [27]).
Il semble donc d’après les variations des distances vanadium-vanadium que
la structure cristallographique joue un rôle très important dans la transition de
Mott de (V1−xCrx)2O3, même si la symétrie crystalline est conservée. Les dis-
tances vanadium-vanadium jouent un rôle prépondérant, ce qui justifie l’étude des
modes de vibration de ce système, particulièrement le mode A1g qui implique les




La structure électronique de V2O3 a longtemps été un sujet de débat. Ce sys-
tème étant tridimensionnel (bien qu’il existe un axe privilégié, l’axe c, la résistivité
est quasiment isotrope [26]), il est très difficile de mesurer sa densité électronique
totale par photoémission résolue en angle. Certaines mesures ont néanmoins été
menées [36, 37, 38, 39, 40], compliquée par le fait qu’il n’existe qu’un axe de
clivage privilégié, l’axe hexagonal réciproque [102] ne permettant de mesurer la
densité électronique que le long de cette direction. Des mesures récentes, effec-
tuées selon l’axe c, ont démontré la présence de quasiparticules caractéristiques
de la phase métallique fortement corrélée le long de cette direction [41]. Ces qua-
siparticules n’avaient pas été observées jusqu’à présent en raison de la sensibilité
à la surface de la technique de photoémission, et il a été montré par Panaccione
et al. que les quasiparticules métalliques de V2O3 n’apparaissaient qu’en sondant
en profondeur le système [42]. Cependant, la transition de Mott est visible en
photoémission à toutes les énergies de photons (soit indépendamment de la sensi-
bilité au volume) et dans toutes les directions de l’espace, et est caractérisée par
l’apparition d’un gap en énergie de l’ordre de 300-400 meV.
FIGURE 2.6: (a) Orbitales t2g du vanadium (d’après [25]) et (b) Levée de dégé-
nerescence des niveaux en énergie due au champ cristallin (d’après [43]).
La transition de Mott dans V2O3 a suscité depuis les années 1970 de nom-
breux calculs théoriques afin de prédire sa densité d’états [43, 44, 45, 46]. Les
orbitales atomiques intervenant au niveau de Fermi sont les orbitales 3d du va-
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nadium, hybridées avec les orbitales 2p de l’oxygène ; le vanadium étant ionisé
dans l’état V 3+, chaque ion comporte deux électrons. Le champ cristallin rhom-
boédrique implique une levée de dégénerescence des orbitales 3d du vanadium en
un doublet de haute énergie eσg , n’intervenant pas au niveau de Fermi, et un triplet
t2g. Cette levée de dégénerescence est illustrée dans la fig. 2.6 (b). Dans la base
(x,y,z) définie dans la fig. 2.4, ces orbitales sont des compositions des orbitales 3d
d’après les formules :
a1g = φ1 = dz2





































où les orbitales 3d, dont la représentation dans la base (x,y,z) est donnée dans
la fig. 3.8, sont composées de fonctions radiales Rnl(r) multipliées par des com-
binaisons des harmoniques sphériques Ylm pour le nombre quantique primaire
n=3, le nombre quantique secondaire l=2 et de nombre quantique magnétique m,
comme montré par les équations ci-dessous :












R32(r)(Y22(r̂)− Y2−2(r̂))(m = ±2)
dx2−y2 = 1√2R32(r)(Y22(r̂) + Y2−2(r̂))(m = ±2)
(2.6)
où r̂ est la notation utilisée pour désigner les angles rattachés à r, soit θ, φ. Les
orbitales à prendre en considérations ne sont pas purement les orbitales 3d du va-
nadium, mais comportent une hybridation avec les orbitales 2p de l’oxygène, qui
sont liées aux harmoniques sphériques pour n=2, l=1 par les formules suivantes :








R21(r)(Y11(r̂) + Y1−1(r̂))(m = ±1)
(2.7)
Ainsi, les fonctions de Wannier décrivant les orbitales électroniques à proxi-
mité du niveau de Fermi sont :
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Ut (Y1−1 − Y11)− −i√6Um (Y1−1 + Y11)
]





Ut (Y1−1 + Y11)− 1√6Um (Y1−1 − Y11)
]
(2.8)
L’orientation des orbitales t2g ainsi obtenue en prenant en compte l’hybridation
V-O est représentée dans la fig. 2.6 (a).
FIGURE 2.7: Densité d’états dans V2O3 calculée par LDA+DMFT dans les phases
isolante de Mott et métallique (communication personnelle d’A. Poteryaev).
Afin d’utiliser des notations cohérentes avec la littérature, je désignerai par la
suite la fonction Φ1 par a1g, Φ2 et Φ3 par epi,1g et e
pi,2
g . En effet, les propriétés de
ces fonctions sont majoritairement déterminées par la présence des orbitales t2g.
Ce schéma implique un état de spin S=1/2 car la bande a1g, remplie, ne parti-
cipe plus à la densité d’états au niveau de Fermi. Cependant, ce schéma simple a
été contredit par des mesures d’absorption aux rayons X, démontrant que les taux




g ) étaient les suivantes, donnant















g ,a1g) ≈ 2 :1
Ces observations expérimentales sont en accord avec le modèle théorique pro-
posé par Poteryaev et al. [24]. Ce modèle prend en compte l’augmentation des
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effets de champ cristallin due à la présence d’intéractions coulombiennes répul-
sives, induisant par dopage en chrome la dépopulation de la bande a1g et la tran-
sition vers la phase PI. La densité d’état calculée à l’aide de ce modèle est donnée
en fig. 2.7, où la différence entre PI et PM est clairement visible à la présence ou
non de poids spectral au niveau de Fermi. La transition de Mott est alors prédite
sélective en orbitale, c’est-à-dire que les températures de cohérence des orbitales
a1g et epig deviennent différentes. Nous devons retenir qu’à proximité du niveau de
Fermi, les états occupés sont majoritairement epig et les états vides majoritairement
a1g.
2.5 Modes propres de vibrations réticulaires
2.5.1 Modes propres optiques
La maille élémentaire de V2O3 contenant dix atomes, il existe trente modes
normaux de vibrations dont trois acoustiques [48]. Après application des symé-
tries du groupe d’espace, il ne reste que quatorze modes propres optiques, dont
sept sont actifs en Raman (les modes actifs en Raman sont ceux qui sont sy-
métriques par rapport au centre d’inversion), cinq modes Eg et deux A1g [35].
Leurs fréquences et leurs évolutions en fonction du dopage en chrome est donnée
dans la Table 2.2, d’après l’étude de diffusion Raman effectuée par Tatsuyama
et Fan [49]. Les deux modes de plus petite énergie, Eg et A1g, seront accessibles
grâce à la résolution temporelle des expériences de réflectivité pompe-sonde (voir
le chapitre 7). Les mouvements atomiques correspondant sont décrits en fig. 7.4
(a), et l’évolution des fréquences de tous les modes actifs en Raman en fonction
de la température à travers la transition de Mott (mesurées dans un échantillon
(V1−xCrx)2O3, x=0.011) est donnée en fig. 7.4 (b), d’après [49].
Ainsi, la fréquence du mode A1g de plus petite énergie (appelé pour simpli-
cité A1g par la suite) est la plus affectée par la transition de Mott. Cela est dû au
fait qu’il implique les mouvements des atomes de vanadium le long de l’axe c,
le rendant plus sensible à la distorsion ayant lieu lors de la transition PM-PI, qui
augmente la longueur de l’axe c. L’énergie du mode de symétrie Eg de plus pe-
tite fréquence ne montre aucun décalage à la transition, mais l’amplitude diffusée
diminue de deux ordres de grandeur. Ce mode, dont le mouvement implique un
décalage des molécules entières de V2O3 le long de l’axe b, est le seul qui n’est
pas influencé par la modification de longueur de l’axe c.
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FIGURE 2.8: (a) Mouvements atomiques de V2O3 lors des phonons optiques de
symétrie A1g et Eg et (b) Evolution des fréquences des modes optiques actifs en
Raman en fonction de la température mesurées dans un échantillon (V1−xCrx)2O3,
x=0.011 (d’après [49]).
mode Energie ∆ν(PM) fréquence ∆ν (PI)-∆ν (PM) I (PI)/I (PM)
(cm−1) (THz) (cm−1)
Eg 210 6.30 ≈ 0 < 0.1
A1g 234 7.02 15 (6.4%) 1
Eg 246 7.37 10 (4.1%) 1
Eg 327 9.80 10 (3.1%) 1
A1g 501 15.02 15 (3.0%) 2
Eg 595 17.84 5 (0.8%) 1
TABLE 2.2: Fréquence des phonons optiques dans (V1−xCrx)2O3 mesurées par
diffusion Raman, d’après [49]. ∆ν est le décalage en fréquence du pic Stokes et
I est l’intensité du pic de diffusion. Tous les échantillons dopés en chrome à diffé-
rents niveaux présentent le même décalage de fréquence par rapport au système
non dopé, indiquant que ce décalage n’est pas dû au dopage mais à la transition
de Mott.
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2.5.2 Modes propres acoustiques et vitesse du son
Les modes propres de vibrations acoustiques ont été mesurés par diffusion de
neutrons [50, 51] et diffusion Brillouin [52]. La vitesse du son longitudinale est de
8.58×105 cm.s−1 dans la direction [001] hexagonale, de 7.17×105 cm.s−1 dans
la direction [110] hexagonale réciproque et de 7.30×105 cm.s−1 dans la direction
[100] hexagonale réciproque. Les propriétés critiques de la transition de Mott en-
traînent une réduction de la vitesse du son, en raison du changement instantané des
paramètres cristallins qui causent une divergence de la compressibilité, comme il
a été montré par Hassan et al. en utilisant la DMFT [53]. Ce comportement a été
observé par mesures ultrasonores dans les supraconducteurs organiques [54] et
récemment dans V2O3 [55]. Il apparaît évident que les degrés de liberté du ré-
seau jouent un rôle important dans la transition de Mott de V2O3, en dépit de son




supraconductivité dans les pnictures
de fer
3.1 Introduction : découverte et intérêt pour les pnic-
tures de fer
Jusqu’en 2008, les cuprates ont tenu le devant de la scène dans la communauté
des chercheurs en supraconductivité non conventionnelle, au point que l’expres-
sion "supraconducteur à haute température critique" leur soit totalement dévouée.
Le phénomène de supraconductivité a encore aujourd’hui une origine controver-
sée, mais elle ne semble de toutes évidences pas liée à un mécanisme d’apparie-
ment des électrons par couplage électrons-phonons. La structure cristalline de ces
composés est fortement bidimensionnelle, composée en alternance de plans CuO2
dans lesquels se déplacent facilement les électrons et de structures plus complexes,
agissant comme des réservoirs de charges.
En 2006 fut découvert le premier supraconducteur pnicture de fer, LaOFeP,
dans l’équipe de Hosono au Japon [56]. Ce matériau possédait la particularité
d’être composé de couches successives d’oxyde de lanthane (La3+O2−) et de pnic-
ture de fer (Fe2+P3−), et d’atteindre la température critique de 3.2 K, pouvant aller
au-dessus de 5 K quand l’oxygène était partiellement sustitué par du fluor. Deux
ans plus tard, la même équipe réussissait la synthèse de La(O1−xFx)FeAs, dont la
température critique atteint 26 K [57]. C’est cette dernière découverte qui lança
l’intérêt des physiciens pour ces systèmes, capables de concurrencer les cuprates.
Très rapidement, le nombre d’études crût et d’autres familles furent découvertes ;
le record de température critique est pour le moment de 55 K pour le composé
Sm(O1−xFx)FeAs [58].
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Les pnictures de fer ont tout de suite soulevé l’intérêt des physiciens de la
matière condensée, qui y ont vu des candidats potentiels à des applications tech-
nologiques. Ils se distinguent des cuprates par la présence, dans leur diagramme
de phase, d’une phase magnétique itinérante. Pour le moment, de très nombreuses
études expérimentales et théoriques tentent de comprendre les mécanismes de su-
praconductivité et de magnétisme. Ce chapitre va décrire les propriétés de ces
systèmes, et plus particulièrement du composé étudié, Ba(Fe1−xCox)2As2.
3.2 Les différentes familles de pnictures de fer
Il existe jusqu’à présent quatre gandes familles de composés appartenant aux
pnictures de fer. Toutes sont caractérisées par une structure cristallographique
quasi-bidimensionnelle, formée de plans successifs de pnicture de fer (Fe2+Pn3−)
(Pn étant un pnictogène, c’est-à-dire un élément de la colonne de l’azote) alter-
nés avec un plan d’atomes "réservoir" qui dépend de la famille considérée. La
structure cristallographique de tous les pnictures de fer est tétragonale dans l’état
normal et supraconducteur ; une transition structurale vers une phase orthorhom-
bique accompage la transition magnétique. Les pnictures de fer partagent égale-
ment plusieurs propriétés électroniques, dues à la présence des orbitales 3d du fer
à proximité du niveau de Fermi.
La première famille a avoir été découverte est la famille 1111, qui comprend
les composés du type RE(O1−xFx)FePn, où RE représente un élément terre rare
de la famille des lanthanes [57] ; leur structure cristallographique est donnée en
fig. 3.1 (a). Un état supraconducteur existe également dans les composés où le
nickel est substitué au fer. Il existe un grand nombre d’études théoriques sur ces
composés, dont la structure électronique a très vite été calculée par différentes
méthodes. Cependant, les cristaux de la famille 1111 sont très difficile à synthéti-
ser, et leur taille reste très modeste (de l’ordre d’une centaine de microns), ce qui
rend leur étude expérimentale difficile. De plus, pour les composés dopés en fluor,
il existe toujours une incertitude sur le taux effectif de dopage. Le diagramme de
phase de La(O1−xFx)FeAs établi à l’aide de diffraction des rayons X, spectrosco-
pie Mössbauer et mesures µSR est donné en fig. 3.1 (b). On observe la phase
magnétique itinérante à faible dopage présente dans tous les pnictures de fer. La
coexistence entre phase magnétique et phase supraconductrice n’est pas observée
pour les composés de la famille 1111.
La seconde famille, découverte en juillet 2008, est appelée 11 [59]. C’est
la plus simple d’un point de vue chimique, et elle comprend les matériaux Fe
Se1−x [59], FeSe1−xTex [60] et FeTe1−xSx [61]. le composé FeSe1−x est supracon-
ducteur à Tc=8 K, et atteint Tc=27 K sous pression [62]. Ces composés semblent
se distinguer des autres familles de pnictures de fer par la présence de fortes cor-
38
3.2. LES DIFFÉRENTES FAMILLES DE PNICTURES DE FER
rélations électroniques. Evidemment, ce point n’est pas encore élucidé pour ces
matériaux et de nombreuses questions sont en suspens à ce sujet.
FIGURE 3.1: Structure cristalline (a) et diagramme de phases (b) de
La(O1−xFx)FeAs (d’après [63]).
La troisième famille découverte, en septembre 2008, est la famille 122, dont
les composés sont du type ATFe2As2, où AT représente un élement de la famille
des alcalino-terreux (Ba, Sr, Eu ou Ca) [64]. Ces composés deviennent supracon-
ducteurs lorsqu’ils sont dopés en trous, en substituant le potassium au barium ou
au strontium [65], ou en électrons, en substituant le cobalt [66] ou le nickel [67]
au fer. On observe également l’apparition de la supraconductivité lors de dopages
isovalent, en sustituant le ruthénium au fer [68] ou le phosphore à l’arsenic [69].
Tous ces types de dopages sont a priori très différents. En effet, on attendrait
des phénomènes physiques très divers lorsqu’on apporte des porteurs de charge
dans les plans supraconducteurs, ou dans les plans intermédiaires ; et encore plus
lorsque le dopage est isovalent. Cependant, les diagrammes de phases sont tou-
jours similaires, montrant des températures critiques du même ordre par l’un de
ces types de substitution. La plus haute Tc dans la famille 122 est de 38 K, obtenue
pour Ba1−xKxFe2As2, x=0.4. [65] L’application sur un composé non-dopé d’une
pression hydrostatique peut également provoquer l’apparition de la phase supra-
conductrice pour des températures voisines des Tc sous dopage (Tc=29 K dans
BaFe2As2 [70]). Les cristaux de la famille 122 sont les plus grands des pnictures
de fer, et sont aujourd’hui synthétisés avec une grande qualité monocristalline,
ce qui explique la très vaste littérature existant à leur sujet. J’ai étudié un de ces
composés, Ba(Fe1−xCox)2As2, synthétisé par Dorothée Colson et Anne Forget du
Service de l’Etat Condensé du Commissariat à l’Energie Atomique [71]. Je vais
donc dans la section suivante donner plus de détails sur les propriétés de ce sys-
tème en particulier.
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Enfin, en décembre 2008 sont apparus les composés de la famille 111, du type
AFeAs, où A est un alcalin (Li, Na) [72]. Ils présentent la particularité d’être
supraconducteurs sans dopage, ce qui est très intéressant d’un point de vue expé-
rimental car leur pureté cristalline est plus grande. Le composé LiFeAs est supra-
conducteur sous Tc=18 K, et pour NaFeAs Tc peut aller jusqu’à 25 K [73].
3.3 Propriétés de Ba(Fe1−xCox)2As2
3.3.1 Structure cristallographique
FIGURE 3.2: Structure cristallographique de BaFe2As2 dans la phase tétragonale
(a) et orthorhombique (b).
La structure cristallographique de BaFe2As2 est tétragonale et appartient au
groupe d’espace I4/mmm, dans l’état métallique et dans l’état supraconducteur.
Cela signifie que les axes cristallins sont tous orthogonaux entre eux, et que a =
b 6= c ; la maille est en outre corps-centrée. Il y a deux unités chimiques BaFe2As2
par maille élémentaire tétragonale (soit une par noeud). Pour certaines gammes de
dopages (voir le diagramme de phases en fig. 3.4), le système subit une transition
structurale vers une phase orthorhombique du groupe d’espace Fmmm. Cette
transition structurale est suivie par la transition magnétique, qui sera décrite dans
le paragraphe 3.4. La maille orthorhombique est face-centrée, et elle est décrite
dans une base tournée de 45˚ par rapport à la maille tétragonale. Il y a donc quatre
noeuds par maille et une seule entité BaFe2As2 par noeud. La représentation de la
maille élémentaire tétragonale non-primitive est donnée en fig. 3.2 (a), et la maille
élémentaire orthorhombique correspondant dans la fig. 3.2 (b). Les paramètres
cristallographiques du système non-dopé dans chacune de ces phases sont donnés
dans la Table 3.1. La symétrie cristalline ne change pas avec le dopage en cobalt,
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par contre, une légère modification des paramètres de maille tétragonale a lieu.
Pour un dopage de x=0.1, on trouve a = 3.9639(4) et c = 12.980(1) [66].
Température (K) 297 20
Groupe d’espace I4/mmm Fmmm
a (Å) 3.9625(4) 5.6146(1)
b (Å) =a 5.5742(1)
c (Å) 13.0168(3) 12.9453(3)
positions atomiques (Wychoff)












As 4e (0, 0, z) 8i (0, 0, z)
z=0.3545(1) z=0.3538(1)
longueur des liaisons (Å)
Ba-As 3.382(1) X 8 3.369(1) X 4
3.385(1) X 4
Fe-As 2.403(1) X 4 2.392(1) X 4
Fe-Fe 2.802(1) X 4 2.807(1) X 2
2.787(1) X 2
Angle des liaisons (˚)
As-Fe-As 111.1(1) X 2 111.6 (1) X 2
108.7(1) X 4 108.7(1) X 2
108.1(1) X 2
TABLE 3.1: Paramètres cristallographiques de BaFe2As2 (d’après [64]).
Les angles des liaisons As-Fe-As sont particulièrement importants dans les
pnictures de fer. Il existe deux angles non-équivalents, notés α et β sur la fig. 3.3
(a). Leur écart par rapport à une valeur de tétraèdre parfait FeAs4 (109.3˚) semble
étroitement lié à la diminution de la température critique. Cela expliquerait en
partie l’obtention d’un état supraconducteur par dopage isovalent ainsi que par
application de pression hydrostatique, modifiant les angles des liaisons As-Fe-
As. Cette propriété est illustrée sur la fig. 3.3 (b), qui reporte les températures
critiques maximales des différentes familles de pnictures de fer en fonction de
l’angle As-Fe-As ; les références indiquées sont celles de cet article. En accord
avec ces observations expérimentales, les calculs de densité d’état trouvent de très
importantes modifications des positions des bandes 3d du fer lorsque le paramètre
z, c’est-à-dire la hauteur du plan des atomes d’arsenic par rapport au plan de
fer et de barium, est modifiée [75, 76]. L’étude des oscillations réticulaires des
pnictures est donc très intéressant, car certains phonons impliquent un mouvement
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FIGURE 3.3: Relation entre la température critique et l’angle de la liaison As-Fe-
As dans les pnictures de fer (d’après [74]).
des atomes de fer ou d’arsenic, modifiant les angles des liaisons As-Fe-As. C’est
notamment le cas du phonon de symétrie A1g, dont la description sera donnée
dans le paragraphe 3.6.1.
3.3.2 Diagramme de phases et propriétés thermodynamiques
Le diagramme de phase de Ba(Fe1−xCox)2As2 est donné en fig. 3.4. Ce dia-
gramme a été établi par Florence Rullier-Albenque et al sur la base de mesures
de transport sur des échantillons synthétisés par D. Colson et A. Forget [71]. Le
système non-dopé BaFe2As2 présente une transition métal paramagnétique-métal
onde de densité de spin (noté SDW pour Spin Density Wave) à la température de
Néel TN= 138 K. Ensuite, quand le cobalt est substitué au fer, TN diminue pour
disparaître à un dopage de x∼= 0.065. L’apparition de la phase supraconductrice
se trouve pour 0.03 ≤ x ≤ 0.15, atteignant une température critique maximum
Tc = 24.5 K pour x = 0.075. Un point intéressant des échantillons dopés en co-
balt est qu’ils présentent une coexistence à l’échelle atomique entre magnétisme
et supraconductivité [77], différente de la ségrégation (existence de domaines ma-
gnétiques et supraconducteurs qui coexistent) trouvée dans les cuprates [78] ainsi
que dans d’autres pnictures de fer, comme Ba1−xKxFe2As2 [79].
La phase SDW est une phase métallique, ce qui est une des grandes différences
entre les pnictures de fer et les cuprates qui, eux, possèdent une phase antiférroma-
tique isolante de Mott dans l’état sous-dopé. Le fait d’observer un état métallique
dans l’intégralité du diagramme de phase des pnictures pose la question de l’im-
portance des corrélations électroniques dans ces systèmes, qui semblent donc plus
faibles que dans les cuprates.
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FIGURE 3.4: Diagramme de phases de Ba(Fe1−xCox)2As2 (d’après [71]).
L’ordre magnétique est crée par les spins des atomes de fer, qui s’arrangent
de façon antiferromagnétique le long de l’axe a et de l’axe c et ferromagnétique-
ment le long de l’axe b, ce qui augmente la taille de la cellule unitaire dans le
plan (a, b) car les axes a et b deviennent inéquivalents. La structure magnétique
est montrée en fig. 3.5. Les atomes de fer portent un moment magnétique de 0.87
µB en-dessous de TN [80]. La transition magnétique est accompagnée de la tran-
sition structurale tétragonal-orthorhombique, qui intervient à une température TS
supérieure de quelques degrés à TN [81] ; la différence entre TS et TN dépend du
dopage en cobalt, et est nulle pour x = 0.
FIGURE 3.5: Ordre Onde de Densité de Spin de BaFe2As2 ; les spins des atomes
de fer sont représentés par des flèches noires.
Chaleur spécifique
La transition supraconductrice dans Ba(Fe1−xCox)2As2 étant du second ordre
au sens d’Ehrenfest, elle se manifeste par une discontinuité dans la dérivée se-
43
CHAPITRE 3. BA(FE1−XCOX )2AS2 ET LA SUPRACONDUCTIVITÉ DANS LES
PNICTURES DE FER
conde d’un potentiel thermodynamique [1]. En l’occurence, on observe un saut
de la chaleur spécifique, dérivée seconde de l’énergie libre [82, 83] (fig. 3.6 (b)).
La particularité de mes expériences de réflectivité pompe-sonde est de pou-
voir chauffer de façon sélective les électrons, sans pour autant chauffer le réseau
(ce point sera détaillé dans le paragraphe 4.2.3). J’ai donc besoin de connaître la
partie électronique et la partie réticulaire de la chaleur spécifique. Il est possible
d’écrire la chaleur spécifique totale comme somme de ces deux contributions, i.e.
C(T ) = CE(T ) +CL(T ). Dans la description de Sommerfeld des métaux [84], la
contribution électronique à la chaleur spécifique est linéaire en température, soit
CE(T ) = γT . Cette approximation est valable dans le cas des pnictures de fer
dans l’état métallique. La partie réticulaire est bien décrite à basse température
par le modèle de Debye, qui prédit un comportement CL(T ) = βT 3. Pour une
température supérieure à la température de Debye TD, le terme réticulaire sature,
comme montré dans la loi de Dulong et Petit. Cette loi donne C(T )=3NkB, où N
est le nombre d’atomes par maille. La variation en fonction de la température de la
chaleur spécifique de Ba1−xKxFe2As2, x=0-0.3 est donnée en fig. 3.6 (a), montrant
les deux régimes T << TD et T > TD, et la transition entre ces derniers.
FIGURE 3.6: (a) Evolution en fonction de la température de la chaleur spéci-
fique totale (γtot = Ctot/T ) dans Ba1−xKxFe2As2, x=0-0.3 (d’après [85]) (b)
Saut de chaleur spécifique électronique observé à la transition supraconductrice
dans Ba(Fe1−xCox)2As2, x=0.075 (d’après [82]).
Pour les échantillons supraconducteurs et à T<Tc, le comportement de la cha-
leur spécifique est plus complexe. En effet, la présence du gap électronique mo-
difie fortement la capacité à chauffer les électrons, et CE(T ) a alors un caractère
qui dépend de la symétrie du gap supraconducteur (la définition du concept de
gap supraconducteur et de sa symétrie sera détaillée dans le paragraphe 3.5.1).
Dans [82], une analyse de CE(T ) pour T<Tc tend à montrer la présence de deux
gaps d’amplitude différentes, ayant une symétrie s±.
44
3.4. STRUCTURE ÉLECTRONIQUE
Pour l’échantillon que j’ai étudié, x=0.08, γ=23.8 mJ/mol/K2 dans la phase
métallique [82]. Des mesures de capacité calorifiques sur les échantillons synthé-
tisés par D. Colson et A. Forget ont été effectuées par Florence Rullier-Albenque
pour x=0.075. Les résultats sont γ=21 mJ/mol/K2 et β=0.4 mJ/mol/K4.
La température de Debye pour BaFe2As2 est TD ∼=300 K [85, 86]. Au-dessus
de cette température, la chaleur spécifique vaut C(T ) ∼=120 J/mol/K.
3.4 Structure électronique
La structure électronique des pnictures de fer est un point encore controversé.
En effet, les calculs théoriques sont rarement en accord avec les déterminations
expérimentales par Photoémission Résolue en Angle (ARPES), technique que j’ai
utilisée pour répondre aux nombreuses questions posées. Je vais donc détailler
l’état des connaissances et les différentes interprétations existantes pour le mo-
ment.
FIGURE 3.7: (a) Structure cristallographique de de BaFe2As2 dans la phase té-
tragonale, (b) Projection dans le plan (x, y) (seuls les atomes de fer et d’arsenic
sont représentés ; l’atome As central est situé dans le plan au-dessus des Fe et les
autres atomes d’As dans le plan en-dessous), (c) Première zone de Brillouin de
BaFe2As2 dans le plan (kx, ky) et (d) Première zone de Brillouin à trois dimen-
sions.
La première zone de Brillouin de la phase tétragonale est donnée en fig. 3.7
ainsi que la correspondance entre l’espace direct (positions des atomes) et l’espace
réciproque (première zone de Brillouin). Les conventions utilisées pour placer les
axes (x, y, z) et (kx, ky, kz) ainsi que la position des points de haute symétrie
de la première zone de Brillouin sont cohérentes dans les différentes sections et
chapitres de cette thèse ; toutefois, il faut noter qu’une autre convention (les axes
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(x, y) tournés de 45◦ par rapport à ceux qui sont présentés ici) existe, et qu’il faut
donc y prêter attention lors des comparaisons entre différents articles.
FIGURE 3.8: Orbitales 3d du fer et 4p de l’arsenic.
La structure électronique proche du niveau de Fermi est dominée par les élec-
trons des couches Fe-As. Les atomes de fer possèdent six électrons dans leur
bande 3d, alors que l’arsenic en possède un dans la couche 4p. Ces orbitales 3d et
4p, dans le repère choisi pour définir la première zone de Brillouin, sont données
en fig. 3.8. Il existe une forte hybridation entre elles.
FIGURE 3.9: (a) Configuration tétraédrique des atomes de fer, (b) Exemple de saut
indirect à travers les atomes d’arsenic. J’ai représenté l’orbitale py des arsenic,
et les orbitales représentées pour les atomes de fer sont des combinaisons de dxz
et dyz ; les lignes pointillées dans la fig. (b) sont les diagonales des axes x et y.
Les premières études théoriques de structure électronique des pnictures de fer
considéraient uniquement deux orbitales du fer, dxz et dyz, dégénérées en raison
de la symétrie d’ordre quatre. En effet, les combinaisons de ces orbitales sont
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dirigées le long des liaisons Fe-As, favorisant les sauts indirects Fe-As-Fe. Les
intégrales de saut sont plus fortes lors de telles transitions qu’entre des transitions
directes Fe-Fe (par passage à travers les orbitales dans le plan, c’est-à-dire pour
les Fe plus proches voisins par dx2−y2 ou seconds voisins par dxy). Cela favorise
donc la mobilité des électrons des orbitales dxz et dyz. Le schéma de saut indirect
est illustré en fig. 3.9, et les calculs théoriques de densité d’état correspondant à
un tel schéma simplifié sont détaillés dans [87, 88, 89, 90].
Cependant, il est rapidement apparu que ce schéma était incapable de calculer
la structure de bandes des pnictures de fer, et des études tenant compte d’une
troisième orbitale sont apparues [75, 91, 92, 93, 94, 95].
La structure de bandes des pnictures de fer est encore sujette à controverses.
Cependant, un consensus apparaît sur les bases de cette structure à proximité du
niveau de Fermi. La surface de Fermi est composée de petites parties, appelées
poches. Autour de la direction ΓZ, il y a trois "poches de trous", c’est-à-dire
trois bandes de symétrie cylindrique dont la dispersion est typique de trous (cela
signifie que la dérivée seconde de E(k) est négative). Autour de chaque coin de
la zone de Brillouin, on trouve des "poches d’électrons" (dont la dérivée seconde
de E(k) est positive). La surface de Fermi schématisée à trois dimensions ainsi
qu’une coupe dans le plan (kx, ky) est montrée en fig. 3.10 (a) et (b). La fig. 3.11
montre un exemple de calcul théorique de structure de bandes dans BaFe2As2.
J’appelerai dans la suite les poches de la façon suivante : α pour la poche de trous
interne (il existe a priori deux bandes α), β la poche de trous externe et γ la (ou
les deux) poche d’électrons.
Il existe un débat très actif sur la forme exacte de la surface de Fermi, ainsi
que sur la structure de bandes en général. D’un point de vue théorique, les pre-
miers calculs par l’Approximation de Densité Locale (LDA pour Local Density
Approximation) ont été incapables de rendre compte des distances réelles inter-
atomiques Fe-As [76, 91]. Or la longueur de cette liaison est fondamentale pour
expliquer la structure électronique [75, 76]. La LDA permet toutefois de trouver
un état électronique métallique et de décrire la formation de la phase SDW par
emboîtement (nesting) de la surface de Fermi. Le nesting consiste en l’existence
d’un vecteur d’onde
→
kn tel que, par translation d’une partie de la surface de Fermi
d’un vecteur
→
kn, cette dernière se retrouve superposée à une autre partie de la
surface de Fermi [2]. Le phénomène de nesting est fortement favorisé par la basse
dimensionnalité du système, et peut résulter en une instabilité de Peierls et en une




kn. Elle peut donc être à l’origine d’apparition
des Onde de Densité de Spin et des Ondes de Densité de Charge. Il existe dans
BaFe2As2 un vecteur de nesting (pi, pi) qui relie une poche de trou à une poche
d’électron (ce vecteur est montré sur la fig. 3.10). Néanmoins, il n’est pas encore
établi de façon certaine que le nesting soit responsable de la formation de la phase
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SDW, notamment en raison de la tri-dimensionnalité de la surface de Fermi obser-
vée expérimentalement par ARPES [96, 97] qui réduit les possibilités de nesting
parfait entre les poches de trous et d’électrons. Plusieurs études expérimentales
montrent une séparation des bandes (splitting) ainsi qu’une reconstruction élec-
tronique très complexe au passage dans l’état magnétique [98, 99, 100, 101], alors
qu’un processus de nesting induirait un gap et pas de splitting.
FIGURE 3.10: (a) Surface de Fermi de BaFe2As2 à trois dimensions (d’après [91])
(b) Coupe dans le plan (kx, ky) montrant la position des trois poches de trous α,
α et β et des deux poches d’électrons γ.
Etant donné l’échec partiel de la LDA à décrire la structure de bandes des pnic-
tures de fer, certains théoriciens ont utilisé des méthodes plus complexes faisant
intervenir les corrélations électroniques. Wang et al. ont utilisé une approxima-
tion de Gutzwiller pour tenir compte de l’intéraction coulombienne, de force U,
ainsi que du couplage inter-orbital de Hund de valeur J [91]. Ces deux paramètres















Dans cet hamiltonien, les indices i et j représentent les sites (〈i, j〉 voulant dire i
et j plus proches voisins), σ le spin de l’électron, et α et β sont les orbitales de
l’électron. c†iσ,α et ciσ,α sont les opérateurs quantiques de création et d’annihilation
d’un électron sur le site i et dans l’état de spin σ de l’orbitale α. niσ,α = c
†
iσ,αciσ,α







σa,b ciα,b est la
densité de spin de l’orbitale α. Cet hamiltonien est très simplifié et sert juste ici
à expliquer les différents termes pouvant intervenir ; pour des descriptions plus
complètes, se reporter par exemple à [87].
L’introduction du terme inter-orbital de Hund, qui décrit donc l’intéraction
entre deux spins situés sur un même site mais occupant deux orbitales différentes,
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est déterminante pour la structure électronique. En effet, l’effet du champ cris-
tallin tétraèdrique est assez faible quant à la séparation en énergie des différentes
orbitales 3d du fer. En considérant la déformation du tétraèdre FeAs4, plus court le
long de l’axe c que dans la plan (a, b), cela a pour effet d’abaisser fortement l’éner-
gie de l’orbitale dz2 qui se retrouve remplie, et donc n’intervient plus à proximité
du niveau de Fermi. L’introduction des intéractions électroniques a deux effets.
La répulsion coulombienne U tend à augmenter la séparation entre les orbitales ;
au contraire, le couplage de Hund J tend à diminuer les écarts et favorise un rem-
plissage équivalent des cinq orbitales.
FIGURE 3.11: Structure de bandes et surface de Fermi obtenues par LDA et par
LDA+Gutzwiller dans Ba0.6K0.4Fe2As2 (d’après [91]).
Wang et al. [91] expliquent que l’effet de J est beaucoup plus fort que celui de
U, et ils déterminent les valeurs suivantes : U = 3.0eV et J = 0.8eV , obtenues de
façon à rendre compte de la structure cristallographique des composés. Ensuite,
ils calculent la structure de bandes et observent un très fort changement quant à
la position en énergie des bandes formées de l’orbitale dz2 , qui se rapprochent
du niveau de Fermi. Cela rend également compte de l’effet tri-dimensionnel de la
surface de Fermi effectivement mesurée en ARPES. Ils attibuent donc à la poche
de trous externe le caractère dz2 , en accord avec la dispersion marquée le long de
kz de cette poche, comme montré sur la fig. 3.11.
Cependant, d’autres études théoriques sont en désaccord avec cette dernière.
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Typiquement, lorsqu’une troisième orbitale est introduite dans les calculs de den-
sité d’état, il s’agit le plus souvent de dx2−y2 , considérée comme ayant plus de
poids sur le niveau de Fermi que dxy et dz2 dans un schéma sans intéraction.
D’un point de vue expérimental, plusieurs groupes ont réalisé des études d’ARPES
à l’aide d’une source de photons polarisés, ce qui permet d’identifier la symétrie
des différentes bandes (ce point sera discuté dans le chapitre 9). Leurs conclu-
sions sont les suivantes : Zhang et al. [102] mesurent trois poches de trous et
une poche d’électrons. Ils attribuent aux deux poches de trous internes, dégéné-
rées entre elles, le caractère dxz et dyz. La poche de trous externe est attribuée
à l’orbitale dx2−y2/dxy, et la poche d’électrons aux orbitales dxy et dyz hybridées.
Thirupathaiah et al. [103] et Fink et al. [104] ont aussi mené de telles expériences.
Ils ne distinguent que deux poches de trous, et leur assignent le caractère dxy-dxz
pour la poche externe et dyz pour la poche externe. Une troisième poche semble
n’apparaître que dans le plan Z ; cette bande aurait pour origine dz2 . A la fois
les résultats expérimentaux et les calculs théoriques montrent de grandes lacunes
et un désaccord flagrant dans la compréhension de la structure électronique de
Ba(Fe1−xCox)2As2, révélant une structure très complexe. Il me semble indispen-
sable de clarifier la situation, ne serait-ce qu’en attribuant les orbitales correctes
aux bandes. Les mesures d’ARPES menées sur ce système seront présentées dans
le chapitre 9, ainsi que leur interprétation et mes conclusions sur ce point délicat.
3.5 La supraconductivité dans les pnictures de fer
3.5.1 Supraconductivité conventionnelle et théorie Bardeen -
Cooper - Shrieffer
Avant de continuer la description du matériau supraconducteur que j’ai étudié,
il est utile de rappeler les théories de la supraconductivité qui existent. La première
théorie expliquant la supraconductivité conventionnelle est la théorie Bardeen-
Cooper-Shrieffer (BCS) [105], qui a valu le prix Nobel en 1956 à ses trois in-
venteurs. Une théorie phénoménologique fondée par Ginzburg et Landau permet
également de retrouver certaines caractéristiques de l’état supraconducteur, sans
expliquer les mécanismes microscopiques comme le fait la théorie BCS [3]. Le
principe de la théorie BCS est l’existence d’une instabilité de l’état fondamental
de la phase normale (c’est-à-dire de la surface de Fermi) causée par une inté-
raction attractive entre électrons. Ces derniers s’associent par paires (paires de
Cooper) (k ↑, -k ↓) afin de réduire leur énergie, ce qui induit un gap d’énergie.
L’intéraction attractive est médiée par un phonon. Le Hamiltonien BCS qui décrit
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où k et k’ sont les vecteurs d’onde des électrons, q est celui du phonon média-
teur de l’intéraction (reliés par q = k− k’), ξk est l’énergie à un électron repérée
par rapport au niveau de Fermi, et la somme
∑′
est faite sur les états situés à
moins de 2~ωD
vF
du niveau de Fermi (ωD étant l’énergie de Debye et vF la vitesse
de Fermi). La résolution de cet hamiltonien nécessite d’utiliser une méthode d’ap-
proximation. Je vais ici uniquement rappeler les caractéristiques de l’état supra-
conducteur ; la résolution totale est décrite dans [3].
L’état fondamental supraconducteur BCS est caractérisé par un gap en éner-
gie d’amplitude, à température nulle, ∆(0) ∼= 2γpi ~ωDexp − 1V n(EF , où γ est la
constante d’Euler et n(EF ) la densité d’états au niveau de Fermi. On a donc une
relation universelle reliant ∆(0) et la température critique Tc :
∆(0)
kBTc
∼= piγ ∼= 1.76.
Dans le cadre de la théorie BCS, les électrons appariés ont un moment angulaire
total l = 0 et un état de spin singulet S = 0. La transition supraconductrice est du
deuxième ordre au sens de Landau ; elle implique une brisure de l’invariance de
jauge de la fonction d’onde électronique. L’état supraconducteur est donc carac-
térisé par un paramètre d’ordre, qui est une fonction d’onde complexe décrivant
l’état quantique macroscopique des électrons condensés. Il a deux composantes,
son amplitude et sa phase, et peut s’écrire sous la forme Ψ(r) = |Ψ(r)| eiφ(r).
La symétrie de cette fonction d’onde est liée aux orbitales électroniques formant
la structure de bandes à proximité du niveau de Fermi. La dépendance en k de
l’amplitude du gap supraconducteur donne la forme de l’amplitude |Ψ(r)| du pa-
ramètre d’ordre, et ne peut être mesurée que par ARPES. En revanche, la phase
du paramètre d’ordre n’est pas visible par ARPES, mais elle peut être déterminée
par d’autres techniques expérimentales utilisant l’effet Josephson. Un paramètre
d’ordre de symétrie s va donc être caractérisé par l’ouverture d’un gap d’ampli-
tude isotrope sur la surface de Fermi ; les symétries plus complexes, comme d
ou p, comportent un ou plusieurs noeuds, soit des points dans l’espace des k où
l’amplitude du gap est nulle. Les paramètres d’ordre de symétries s, d et s± sont
représentés en Fig. 3.12 (c) à (e).
Le couplage électrons-phonons est fondamental pour la théorie BCS, car c’est
lui qui cause l’appariement des électrons. Le lien entre constante de couplage
électrons-phonons λ et supraconductivité est expliqué par le formalisme d’Eliash-
berg [106], et a été introduit pour la première fois par Migdal [107]. La définition
de λ est :
λ = N(EF )Ve−ph (3.3)
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où Ve−ph est l’intéraction attractive électrons-phonons définie par V = Ve−ph−Vc,
V étant l’intéraction électrons-électrons et Vc l’intéraction répulsive coulombienne
entre électrons. Le potentiel d’intéraction coulombien est µ = N(EF )Vc, et on
obtient donc une intéraction de Coulomb renormalizée par le couplage électrons-
phonons µ∗ = λ − N(EF )V = µ1+µln( ωp
ωD
)
. Cette réduction est due au retard
temporel entre l’attraction électrons-phonons et l’intéraction coulombienne. Il est







α2F (Ω) = N(EF )
∑
kk’ |Mkk’|2 δ(ω − ωq)δ(k))δ(k’)∑
kk’ δ(k))δ(k’)
(3.5)
où est introduite la fonction d’Eliashberg, α2F (Ω). Dans cette formule, |Mkk’|
est l’élément de matrice d’intéraction électrons-phonons et les fonctions δ confinent
les électrons sur la surface de Fermi. Je décrirai dans le chapitre 4 comment mesu-
rer la constante λ grâce aux expériences pompe-sonde, et ma détermination dans
le cas de Ba(Fe1−xCox)2As2, x=0.08 sera montrée dans le chapitre 8.
On peut relier la valeur de la constante de couplage électrons-phonons et Tc,






− 1.04(1 + λ)
λ− µ∗(1 + 0.62λ)
]
(3.6)
Où 〈ω〉 est la moyenne logarithmique de fréquence des phonons couplés aux élec-
trons.
3.5.2 Supraconductivité non-conventionnelle
Les systèmes présentant un état supraconducteur ne pouvant être décrits par la
théorie BCS sont appelés supraconducteurs non-conventionnels. Dans ces maté-
riaux souvent fortement corrélés, le mécanisme d’appariement des électrons est le
plus souvent inconnu, ou du moins en active discussion. Il existe plusieurs types
de supraconducteurs non-conventionnels :
• Les "fermions lourds" [110, 111], composés intermétalliques de cérium, ura-
nium ou neptunium, découverts par Steglish en 1979 [112]. Ces matériaux
sont caractérisés par les électrons de valence f, fortement localisés, ce qui
induit des masses effectives très élevées (pouvant aller jusqu’à deux ordres
de grandeurs supérieures à la masse d’un électron libre). Les intéractions
d’échange très importantes semblent induire de fortes fluctuations de spin.
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Ces composés ont la particularité de montrer une coexistence entre magné-
tisme et supraconductivité. Le paramètre d’ordre semble être, du moins pour
certains d’entre eux, de symétrie p.
• Les supraconducteurs organiques [113, 114], découverts par Denis Jérôme
au Laboratoire de Physique des Solides d’Orsay en 1980. Ce sont des cris-
taux composés d’empilement de grandes molécules organiques, formant des
chaînes faiblement couplées entre elles, favorisant la conduction le long de
ces chaînes. Leur formule chimique est du type (TMTSF)6X, où TMTSF est
le tétra-méthyl-tétra-séléna-fulvalène et X est un anion inorganique de type
PF6, TaF6, ReO4 ou ClO4. Il semblerait dans ces composés que la création de
paires de Cooper soit due à l’échange de fluctuations anti-ferromagnétiques,
jouant le rôle du boson médiateur de la théorie BCS.
• Les cuprates, découverts en 1986 par Berdnoz et Müller en 1986 [115]. C’est
cette découverte qui a éveillé l’intérêt des chercheurs pour la supraconducti-
vité non-conventionnelle. En effet, dans les cuprates contrairement aux com-
posés précédents, la température critique atteint des valeurs très élevées ce
qui en fait de bons candidats pour des applications. Le record de Tc est tenu
par HgBa2Ca2Cu3O9, qui atteint Tc=155 K sous une pression de 250 kbar.
Malheureusement, les très faibles valeurs de courants critiques empêchent
leur utilisation à des fins technologiques ; cependant, ils ont attiré les physi-
ciens depuis plus de 25 ans, et continueront à le faire tant que les mécanismes
microscopiques en jeu ne seront pas élucidés.
Ces systèmes possèdent une structure fortement bi-dimensionnelle, formées
de plans Cu-O (au nombre de 1, 2 ou 3) alternés avec des plans jouant le
rôle de réservoirs de charges (également en différents nombres). Leur dia-
gramme de phase est caractérisé par l’existence à dopage faible d’un ordre
anti-férromagnétique isolant de Mott (AFM), ce qui semble indiquer l’im-
portance des corrélations électroniques coulombiennes. La phase normale,
au-dessus de Tc, possède une résistivité très faible. Une phase "pseudo-gap"
peut se développer entre l’ordre AFM et le dôme supraconducteur. Aucune
théorie microscopique à ce jour n’est capable d’expliquer toutes les proprié-
tés des cuprates. Un exemple de diagramme de phase en fonction du dopage
en trous ou en électrons est donné en fig. 3.12 (a). La structure électronique
des cuprates est relativement simple, car une seule bande intervient au ni-
veau de Fermi, formée par l’orbitale 3dx2−y2 du cuivre hybridée avec les
orbitales 2pσ de l’oxygène.
De très nombreuses questions sont toujours discutées au sujet des cuprates.
Le rôle des corrélations électroniques dans la phase "normale" n’est pas to-
talement compris, de même que le mécanisme d’appariement des paires de
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Cooper. Il faut noter qu’un mécanisme BCS, où les paires de Cooper sont
liées par l’échange d’un phonon, n’a pas pû être totalement exclu expéri-
mentalement. Cette possibilité est appuyée par l’existence de singularités de
la structure électronique apparaissant le long de directions privilégiées de la
surface de Fermi ; elles ont été observées par ARPES [116], et sont appelées
"kinks". Elles sont fortement favorisées par la quasi-bidimensionnalité du
système, car leur existence est due à un couplage électrons-phonons fort et
sélectif en fonction du vecteur d’onde électronique. Cependant, la valeur de
la constante de couplage électrons-phonons, variant selon k entre λ ∼=0.1 et
λ ∼=1 [117, 118], semble trop faible pour expliquer les hautes températures
critiques atteintes.
FIGURE 3.12: Exemple de diagramme de phase d’un cuprate (a) et d’un pnicture
de fer (b) en fonction du dopage en trous ou en électrons (d’après [119]). Para-
mètres d’ordre supraconducteurs correspondants aux symétries d (c), s± (d) et s
(e).
D’autres approches théoriques considèrent les intéractions anti- ferromagné-
tiques entre électrons [3]. Il existe en effet au voisinage de l’état AFM des
polarisations anti-ferromagnétiques autour de chaque électron. La région de
taille finie dans laquelle a lieue cette polarisation peut attirer un autre élec-
tron en raison de l’intéraction d’échange locale, de telle sorte que la fluctua-
tion AFM joue le rôle de boson médiateur entre électrons. Cette interpréta-
tion a l’avantage d’expliquer la symétrie du gap supraconducteur, qui est d,
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c’est-à-dire que le gap comporte quatre noeuds sur la surface de Fermi ; ce
paramètre d’ordre est représenté en Fig. 3.12 (c).
3.5.3 Supraconductivité dans Ba(Fe1−xCox)2As2
Comme indiqué dans l’introduction de ce chapitre, la quatrième famille de su-
praconducteurs non-conventionnels à avoir été mise à jour en 2006 [56] comporte
les composés de Fe-As, ou pnictures de fer. Dans ces composés, la symétrie du
paramètre d’ordre est toujours débattue, ainsi que le mécanisme de formation de
l’état supraconducteur. Le diagramme de phases général des pnictures de fer est
donné en
L’appariement des électrons semble très improbablement dû à un mécanisme
standard BCS, en raison des trop grandes valeurs de Tc. Un très fort couplage
électrons-phonons peut être responsable d’un appariement des électrons, comme
c’est le cas par exemple dans MgB2 qui atteint une Tc de 39 K [120], bien que l’ap-
partenance de ce système aux supraconducteurs conventionnels soit mise en ques-
tion par la présence de deux gaps [121]. Nous verrons dans le paragraphe 3.6.2 que
ça ne semble pas le cas pour les pnictures de fer. Un mécanisme de supraconduc-
tivité plus probable serait un couplage lié aux fluctuations anti-ferromagnétiques,
idée suggérée par Mazin dès les débuts de la recherche sur ces systèmes [92]. Un
tel couplage en général induit un paramètre d’ordre de symétrie d, comme c’est le
cas dans les cuprates ; cependant, l’existence de plusieurs feuillets dans la surface
de Fermi permet d’expliquer comment un gap de symétrie non-conventionnel dif-
férent de d peut exister. En effet, Mazin propose une symétrie s± : le gap a alors
une amplitude suivant la loi ∆(k) = ∆0cos(kx)cos(ky) mais une phase déphasée
de pi entre les poches de trous et les poches d’électrons. Ce paramètre d’ordre est
représenté en Fig. 3.12 (d).
Concernant les déterminations expérimentales du gap supraconducteur, il existe
deux sortes de mesures. La seule mesure directe de la fonction spectrale, sensible
au gap, et résolue dans l’espace des k est l’ARPES. Ensuite, plusieurs types de
mesures sont sensibles non pas directement au gap, mais aux effets qu’il produit ;
c’est le cas par exemple de la réflectivité, de la chaleur spécifique, de la spectro-
scopy Andreev ou du transport de chaleur.
Plusieurs expériences d’ARPES ont mis en évidence le gap supraconducteur
dans la famille 122, notamment dans Ba0.6K0.4Fe2As2 qui a la plus haute Tc
et donc le plus grand gap de cette famille. Les premières mesures, par Ding
et al. [122], Wray et al. [123] et Nakayama et al. [124], ont montré que le gap
était isotrope sur toutes les poches de la surface de Fermi, de valeur ∆(0)=12 meV
sur la poche de trous interne α′ ainsi que sur la poche d’électrons externe ′,
∆(0)=6 meV sur la poche de trous externe γ′ et ∆(0)=11 meV sur la seconde
poche d’électrons, δ′. Des études récentes plus détaillées [125, 126] ont montré le
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caractère tri-dimensionnel du gap sur la seconde poche interne, β′.
L’analyse de ces résultats d’ARPES est fondée sur le modèle proposé par Cam-
puzano et al. [127] et Norman et al. [128], qui consiste à symmétriser la fonction
spectrale pour k=kF et ensuite prendre la position de la quasiparticule supracon-
ductrice comme valeur du gap. L’application de cette méthode n’est possible qu’en
présence de pics de quasiparticules marqués.
Il faut garder à l’esprit que la structure électronique des composés de la famille
122 dopés en trous (Ba1−xKxFe2As2) ou en électrons (Ba(Fe1−xCox)2As2) sont
différentes. En effet, dans les composés dopés en trous il existe un nesting parfait
entre α et la poche d’électrons, tandis que pour le dopage en électrons, le nesting
est meilleur entre β et la poche d’électrons. En se fondant sur cette constatation,
Terashima et al. [129] ont mesuré le gap dans Ba(Fe1−xCox)2As2 et l’ont comparé
aux données précédentes sur les composés dopés en trous. Ils ne mesurent qu’une
poche de trous, β, arguant qu’à leur dopage α est totalement remplie (nous verrons
dans le chapitre 9 que cette hypothèse n’est pas justifiée, mais que le plan kz
dans lequel leur mesure se place ne permet pas d’observer distinctement les deux
poches de trous). Le gap supraconducteur trouvé sur β vaut ∆(0)=7 meV, et sur
la poche d’électrons γ il est de ∆(0)=5 meV. Les gaps obtenus sont montrés dans
la fig. 3.13. Cette observation pourrait venir du fait que la condition de nesting
est importante pour l’amplitude du gap, car le nesting favorise les diffusion inter-
bandes.
FIGURE 3.13: Gaps supraconducteurs mesurés par ARPES dans
Ba(Fe1−xCox)2As2 (d’après [129]).
Les autres déterminations expérimentales, basées sur les effets du gap supra-
conducteur, donnent des valeurs et des symétries pour le gap très diverses. Notons
ainsi, pour Ba(Fe1−xCox)2As2, les différents gaps trouvés en réflectivité infra-
rouge : un gap ∆=1.8 meV [130], deux gaps ∆=6.2 meV et 14 meV [131], deux
autres gaps dans un film mince ∆=1.9 meV et 6.2 meV [132] et même trois gaps
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∆=3.3, 5.1 et 9.9 meV [133]. Concernant la symétrie du gap, des mesures à l’aide
d’une source térahertz et dans des films minces ont pu identifier deux gaps : le
premier, de faible amplitude (3 meV), sans noeud et le second de plus grande
amplitude (8 meV) qui possèderait des noeuds [134].
D’après toutes ces observations contradictoires, il semble évident qu’une dé-
termination claire du paramètre d’ordre n’existe pas. Même les déterminations
directes par ARPES ne sont pas toutes en accord. Grâce à l’ARPES à très basse
énergie de photon, j’ai tenté d’apporté une réponse à cette question fondamen-
tale. Les résultats expérimentaux obtenus et leur discussion seront exposés dans
le chapitre 9.
3.6 Electrons et phonons dans Ba(Fe1−xCox)2As2
3.6.1 Modes propres de vibrations réticulaires
FIGURE 3.14: Modes propres d’oscillation optiques actifs en Raman de BaFe2As2.
Une représentation dans le plan (a, b) est adoptée pour les deux modes Eg, dans
laquelle la taille des atomes d’arsenic indique s’ils se trouvent dans le plan au-
dessus (gros atomes) ou en-dessous (petits atomes) des atomes de fer.
57
CHAPITRE 3. BA(FE1−XCOX )2AS2 ET LA SUPRACONDUCTIVITÉ DANS LES
PNICTURES DE FER
La cellule élémentaire primitive tétragonale de BaFe2As2 contient 5 atomes
(en effet, il y a 10 atomes dans une maille tétragonale centrée, qui comporte 2
noeuds). Il y a donc 15 branches de modes propres d’oscillation cristalline, dont
3 acoustiques. Parmi les 12 phonons optiques, seulement 4 sont actifs en Ra-
man [135]. Ils sont représentés en fig. 3.14, avec les symétries correspondantes.
Un seul mode propre ne brise pas la symétrie cristalline, le mode A1g qui consiste
en un mouvement des atomes d’arsenic perpendiculairement aux plans Fe-As.
Plusieurs mesures ont été effectuées sur les composés de la famille 122. Des
mesures de diffusion Raman sur Ba(Fe1−xCox)2As2 en fonction du dopage en co-
balt ont révélé un splitting en énergie des modes Eg au passage dans la phase
SDW, en raison de la brisure de la symétrie cristalline [135]. De plus, l’observa-
tion du mode A1g par cette technique est très difficile, et il n’est vu qu’à basse
température (en-dessous de 130 K). Nous verrons dans le chapitre 8 que ce mode
peut être excité et mesuré par réflectivité pompe-sonde de 300 K à 10 K.
Des mesures de diffusion de neutrons ont permis l’observation de la densité
d’état des phonons dans BaFe2As2 [136, 137]. Ils observent les modes acoustiques
pour des énergies inférieures à 9 meV, puis plusieurs modes optiques. Les résultats
sont en accord avec les calculs théoriques de densité d’états des phonons [138].
3.6.2 Couplage électrons-phonons
Etant donné l’interrogation subsistant dans les pnictures de fer au sujet du mé-
canisme d’appariement des électrons supraconducteurs, les études sur le couplage
électrons-phonons sont très importantes. D’un point de vue expérimental, plu-
sieurs kinks dans la densité électronique ont été reportés. Dans Ba0.6K0.4Fe2As2
[139] un kink a été mesuré par ARPES à une énergie de 13 meV en-dessous du
niveau de Fermi. Cependant, ce dernier n’est pas attribué à un couplage avec un
mode d’oscillation car son énergie est trop faible comparée au spectre des pho-
nons [136]. Son origine reste donc une question ouverte. Dans LiFeAs, trois kinks
ont été reporté [140], à des énergies de 15, 30 et 44 meV, et sont attribués à des
couplages électrons-phonons sélectifs. Il faut cependant noter que ce composé est
parfaitement bi-dimensionnel [141], ce qui n’est pas le cas de la famille 122 et
plus particulièrement de Ba(Fe1−xCox)2As2 (comme mesuré en ARPES [96, 97]).
L’existence d’un fort couplage électrons-phonons sélectif dans LiFeAs ne peut
donc pas être étendue à tous les autres pnictures de fer. Aucune singularité de ce
type n’a été observée à ce jour dans Ba(Fe1−xCox)2As2.
Une étude théorique par calculs LDA a déterminé l’effet du magnétisme sur
le couplage électrons-phonons dans BaFe2As2 [138]. Après avoir calculé la den-
sité d’états des phonons et la fonction d’Eliashberg dans la phase non-magnétique
puis anti-ferromagnétique, ils combinent les deux résultats pour obtenir une phase
effective paramagnétique qui correspondrait à l’état métallique de BaFe2As2. En
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effet, il est possible que des moments magnétiques locaux subsistent dans l’état
normal. Ce faisant, ils trouvent que le couplage électrons-phonons, de λ ∼= 0.18
dans l’état non-magnétique, est augmenté jusqu’à λ ∼= 0.3 en tenant compte des
moments magnétiques locaux. Cependant, plusieurs questions concernant ce ré-
sultat restent en suspens, car il semble dépendre fortement de la méthode de cal-
cul. Le mode A1g serait le plus affecté par l’introduction du magnétisme : non
seulement son énergie serait fortement abaissée (en moyenne, de ∼= 25 meV à
∼= 20 meV), mais de plus il deviendrait plus fortement couplé aux électrons.
J’ai effectué une mesure de la constante de couplage électrons-phonons dans le
composé optimalement dopé, Ba(Fe1−xCox)2As2 x=0.08 grâce à des expériences
de réflectivité pompe-sonde. L’analyse des données, le résultat obtenu et l’inter-
prétation qui en découle seront détaillés dans le chapitre 8.
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4.1 Introduction : les expériences résolues en temps
Les premières études de spectroscopies résolues en temps à l’echelle sub-
picoseconde dans les solides ont été menées dans les années 1980. En donnant
accès au comportement hors d’équilibre des systèmes, elles ont marqué un tour-
nant historique dans la façon d’appréhender les phénomènes physiques régissant
les propriétés physiques des matériaux. En effet, ces expériences consistent à ex-
citer le système à un instant initial par une première impulsion, la pompe, et à
mesurer son état après un certain délai grâce à une deuxième impulsion, appelée
sonde. Ces études, rendues possibles par les avancées technologiques ayant mené
au développement de sources lasers ultra-courtes, ont tout d’abord été effectuées
dans les métaux avec une résolution temporelle de l’ordre de la centaine de fem-
tosecondes, permettant l’accès aux temps de relaxation électronique et ainsi au
temps de couplage électrons-phonons [142, 143, 144]. Ce dernier est le temps
nécessaire pour atteindre un équilibre thermique entre le sous-système électro-
nique, chauffé initialement, et le sous-système phononique, c’est-à-dire le réseau
qui n’est chauffé que par l’intermédiaire des électrons. Ce temps de relaxation
n’est mesurable que si le processus d’excitation intervient dans une durée infé-
rieure au temps de couplage électrons-phonons. Les spectroscopies résolues en
temps sont ainsi les seules mesures permettant l’accès direct à la constante de
couplage électrons-phonons, qui est fondamentale pour l’étude des systèmes for-
tement corrélés tels les supraconducteurs non-conventionnels.
A partir de la fin des années 1980, le nombre d’études résolues en temps a
continuellement crût, grâce notamment à l’amélioration des résolutions tempo-
relles accessibles et au développement de nouvelles sources ultra-courtes. L’utili-
sation d’impulsions de durée sub-10 fs est de nos jours répandue, et le domaine
spectral dans lequel les études résolues en temps peuvent être menées s’étend des
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Terahertz aux rayons X durs.
L’utilisation de spectroscopies ultra-rapides permet beaucoup plus que l’étude
des relaxations électroniques d’un système. Elles permettent d’exciter de façon
cohérente et de détecter les phonons, donnant ainsi accès à la visualisation en
temps réel des mouvements atomiques de vibrations propres du système. Ces os-
cillations ayant été générées de façon ultrarapide au temps t0, les atomes du maté-
riau oscillent dans toute la zone photo-excitée avec la même phase : de tels pho-
nons sont appelés phonons cohérents. De très nombreuses études se sont penchées
sur ce phénomène, et des phonons optiques cohérents ont été mesurés dans diffé-
rents types de matériaux isolants [145], semi-conducteurs [146], semi-métaux [147,
148], métaux de transitions [149] et systèmes fortement corrélés [150, 151]. Les
mécanismes d’excitation des phonons optiques cohérents sont toujours en discus-
sion, et dépendent fondamentalement du type d’excitation électronique possible
dans le système considéré. Les phonons cohérents, consistant en des déformations
du réseau cristallin générées par des modifications ultra-rapide de la structure de
bande d’un système, sont liés aux propriétés structurales et au couplage électrons-
phonons, et leur excitation et observation sont donc particulièrement importantes
dans les systèmes fortement corrélés où le couplage entre degrés de liberté élec-
tronique et réticulaire joue un rôle souvent important bien qu’incompris dans les
transitions de phase.
Les spectroscopies résolues en temps permettent, au-delà de l’étude d’un sys-
tème hors d’équilibre, de provoquer un état du système d’une façon totalement
inédite. Ce champ de recherche, intitulé transitions de phase photo-induites, est
d’un intérêt remarquable. Il a été récemment prouvé qu’il était possible d’in-
duire de façon ultra-rapide et non-thermique une transition vers une phase mé-
tallique dans plusieurs systèmes fortement corrélés, tels VO2 [152], l’isolant de
Mott [Ni(chnx)2Br]Br2 (chnx étant le cyclohexanediamine) [153] ou le manganite
Pr1−xCaxMnO3 [154]. Il a également été mis en évidence la possibilité de photo-
induire une phase férroélectrique dans les cristaux moléculaires organiques [155],
ou encore de photo-induire une transition de Peierls vers l’état métallique, cette
dernière transition étant observée grâce à l’extinction de l’onde de densité de
charge [156]. Les excitations ultra-rapides donnent accès à une autre dimension
des diagrammes de phases des sytèmes fortement corrélés, et permettent de com-
prendre les processus microscopiques qui sont à l’origine de ces transitions de
phase.
Les principes de l’excitation et de la relaxation électronique seront présen-
tés dans la section 4.2. Je détaillerai particulièrement le modèle à deux tempé-
ratures, utilisé pour extraire la constante de couplage électrons-phonons, dans le
paragraphe 4.2.3. Après l’excitation des électrons, leur relaxation peut mener à
la génération de phonons cohérents ; les processus de génération et de détection
de phonons cohérents optiques et acoustiques seront respectivement détaillés dans
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les sections 4.4 et 4.5.
Les études pompe-sonde présentées dans cette thèse ont été menées avec une
source laser de durée ∼= 40 fs et de longueur d’onde 800 nm, se trouvant au La-
boratoire d’Optique Appliquée, à Palaiseau. Ses particularités, rendant son uti-
lisation intéressante pour les systèmes que j’ai étudiés, seront exposés dans la
section 4.6.1, et le dispositif expérimental utilisé dans la section 4.6.2.
4.2 Excitation électronique ultra-rapide dans les so-
lides
4.2.1 Excitation électronique et transitions optiques
Les deux systèmes étudiés durant cette thèse sont des matériaux ne pouvant être
décrits par la théorie de Landau des liquides de Fermi normaux. Le sesquioxyde
de vanadium peut être assimilé d’un point de vue de ses propriétés optiques à un
semi-conducteur. En effet, dans l’état isolant de Mott il possède un gap dans sa
densité d’états de l’ordre de 0.3 eV ; et dans la phase métallique la densité d’états
électroniques au niveau de Fermi (et donc le nombre de porteurs de charge) est
très faible. En fait, la présence ou non d’un gap dépend fortement de la région
du diagramme de phase considéré, et un gap optique peut apparaître même dans
l’état métallique. Les pnictures de fer ont quant à eux été étudiés dans leur phase
métallique ou supraconductrice. Le gap supraconducteur est très faible (sa valeur,
déterminée par expériences d’ARPES au cours de cette thèse, est de l’ordre d’un
meV) et ce système se comporte optiquement comme un métal, comme montré par
les mesures de conductivité optique qui présente un pic de Drude bien défini [130,
131, 132, 133, 134].
Les expériences de réflectivité pompe-sonde sont basées sur l’intéraction rayon-
nement -matière. La pompe a pour effet d’exciter les électrons du système ; lors
de cette intéraction, l’énergie et le vecteur d’onde doivent être conservés, ce qui
conduit aux principaux processus schématisés dans la fig. 4.1. La probabilité d’ob-
server l’un de ces processus dépend de l’énergie des photons et de la structure
électronique du matériau. Dans un semiconducteur, la bande de valence (BV) est
la dernière bande remplie du système, et la bande de conduction (BC) la première
bande vide, le niveau de Fermi étant arbitrairement défini au milieu de ces deux
bandes. Dans le cas d’un métal, le niveau de Fermi est dans la bande de conduc-
tion. Afin qu’un semiconducteur puisse absorber un photon, l’énergie de ce der-
nier doit être au moins égale à la différence d’énergie minimum entre les deux
bandes BV et BC, qui est le gap ; par contre, un métal peut absorber un photon
quelle que soit l’énergie de ce dernier.
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Il existe deux types d’excitations électroniques. La première consiste en tran-
sitions inter-bandes, au cours desquelles un électron est excité d’une bande vers
une autre ; différents processus de transitions inter-bandes sont schématisés dans
les fig. 4.1 (a)-(c), et leur description sera donnée dans le paragraphe 4.2.1.1. Ces
processus interviennent dans les semiconducteurs entre la bande de valence et la
bande de conduction, à condition que le gap soit inférieur ou égal à l’énergie du
photon (dans le cas de transitions directes à un photon, fig. 4.1 (a)). Les systèmes
métalliques peuvent également présenter de telles transitions. Les seconds types
d’excitations électroniques sont les transitions intra-bandes, au cours desquelles
l’électron est excité dans la bande où il se trouvait originairement (fig. 4.1 (d)).
Ce processus intervient dans les métaux, ainsi que dans les semiconducteurs si
ces derniers possèdent des états initialement occupés dans la bande de conduc-
tion (cela se produit si des électrons sont excités thermiquement). Les transitions
intra-bandes seront décrites dans le paragraphe 4.2.1.2.
FIGURE 4.1: Mécanismes d’excitation électronique (d’après [157]).
Une description formelle de l’intéraction électron-photon nécessite l’emploi




[P− qA(R, t)]2 + V (R)− q
m
S.B(R, t) (4.1)
où P, S, R, m, et q sont respectivement l’impulsion, le spin, la position, la masse
et la charge de l’électron. A(R, t) est le potentiel vecteur de l’onde électromagné-
tique et B(R, t) le champ magnétique associé ; V (R) est le potentiel électron-ion.
A l’aide d’une approche perturbative en A(R, t), B(R, t), il est possible d’écrire :
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+ V (R) (4.3)








Les termes perturbatifs aux différents ordre de cet hamiltonien d’intéraction
permettent d’obtenir les différents types de transitions possibles.
4.2.1.1 Transitions inter-bandes
Les transitions inter-bandes consistent en l’absorption d’un photon conduisant
à l’excitation d’un électron d’une bande occupée vers une bande où il existe des
états vides. Parmi celles-ci (fig. 4.1 (a)-(c)), la plus probable est l’absorption di-
recte à un photon (fig. 4.1 (a)), car il s’agit du seul processus à deux particules,
les autres impliquant trois particules ou plus. Lors de ce processus, le nombre
de porteurs augmente du nombre de photons absorbés. Il existe plusieurs ordres
de transitions à un photon, dont les principales sont les transitions dipolaires
électriques, dipolaires magnétiques et quadrupolaires électriques. Ces transitions
correspondent aux différents termes perturbatifs de W (t). Les transitions dipo-
laires électriques (TDE) sont les plus probables, et obéissent au développement
au premier ordre du terme perturbatif électrique WI(t) = − qmP.A(R, t). Son
développement permet d’obtenir le hamiltonien suivant : WDE(t) = −qR.E =
−q E Y cosωt (avec E = Eyˆ et B = Bxˆ), et aboutit aux règles de sélection
suivantes, pour une transition intra-site entre deux niveaux atomiques de nombres
quantiques secondaires l1 et l2 et de nombres quantiques magnétiques m1 et m2 :
∆l = l2 − l1 = ±1 (4.5)
∆m = m2 −m1 = 0,±1 (4.6)
Ainsi, les TDE entre deux niveaux de même l sont interdites.
Les transitions quadrupolaires électriques (TQE) et dipolaires magnétiques
sont des termes perturbatifs au hamiltonien H d’ordre supérieur. Ils sont décrits
par les hamiltoniens suivants :
WDM(t) = − q
2m
(Lx + 2Sx)B cosωt (4.7)
WQE(t) = − q
2mc
(Y Pz + ZPy)E cosωt (4.8)
Les transition dipolaires magnétiques représentent l’intéraction entre le champ
magnétique de l’onde et le moment magnétique de l’électron, et les TQE l’intérac-
tion entre le moment quadrupolaire de l’atome et le gradient de champ électrique.
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En l’absence de moments magnétiques ordonnés (comme c’est le cas des régions
des diagrammes de phases étudiées pour chacun des deux systèmes mesurés), les
transitions dipolaires magnétiques sont négligeables. Les règles de selection des
TQE sont, pour une transition intra-site entre deux niveaux atomiques de nombres
quantiques secondaires l1 et l2 et de nombres quantiques magnétiques m1 et m2 :
∆l = l2 − l1 = 0,±2 (4.9)
∆m = m2 −m1 = 0,±1,±2 (4.10)
Le rapport d”ordre de grandeur entre l’intéraction dipolaire électrique et l’intérac-
tion quadrupolaire électrique est de a0/λ, où a0 est le rayon de Bohr (a0 ≈ 0.5
◦
A)
et λ la longueur d’onde des photons (dans mon cas, λ = 80
◦
A). Les TDE sont
donc beaucoup plus probables que les TQE en général ; cependant, si les seules
transitions possibles brisent les règles de sélection des TDE alors les TQE peuvent
avoir des probabilités du même ordre que les TDE.
Ces transitions directes sont les plus simples à décrire formellement, mais il
existe d’autres types de transitions inter-bandes. Un transition indirecte est pos-
sible, comme montrée dans la fig. 4.1 (b), si la transition implique une variation
de vecteur d’onde de l’électron. Celui-ci doit alors émettre ou absorber un pho-
non afin de conserver le vecteur d’onde total. Des transitions à plusieurs photons
peuvent également exister (fig. 4.1 (c)), mais leur probabilité est en général beau-
coup plus faible que les transitions à un seul photon ; la probabilité pour une tran-
sition dipolaire électrique à n photons est proportionnelle à In, I étant l’intensité
du champ électrique incident.
4.2.1.2 Transitions intra-bandes
Les transitions intra-bandes ne peuvent intervenir que dans un système mé-
tallique, ou dans un semi-conducteur possédant des électrons dans la bande de
conduction (par exemple excités thermiquement). Elles correspondent à l’absorp-
tion d’un photon par un électron de la bande de conduction, qui ainsi obtient une
énergie plus élevée mais reste dans la même bande. Ces absorptions résultent,
dans la conductivité optique d’un métal, à la présence du pic de Drude aux faibles
énergies d’excitation. Le système peut alors être considéré comme identique au
système initial, mais avec une température électronique plus élevée, dépendante
du nombre de photons absorbés. Un tel système excité et sa relaxation thermique
peuvent être décrites par le modèle à deux températures, présenté dans la sec-
tion 4.2.3.
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4.2.2 Mécanismes de relaxation et recombinaison électronique
Il existe différentes façons pour le système photoexcité de retourner à l’équi-
libre, dont je vais décrire les principaux. Tout d’abord, deux types de processus in-
terviennent : les processus de relaxation, qui consistent à thermaliser les éléments
d’un sous-système entre eux ou entre plusieurs sous-systèmes, et les mécanismes
de recombinaison qui consistent en un retour à l’équilibre thermodynamique du
système en recombinant les électrons et les trous laissés dans la bande de valence
lors de la photo-excitation. Les processus de thermalisation se déroulent sur des
temps de l’ordre de la femtoseconde à la dizaine de picosecondes, tandis que les
processus de recombinaison prennent place sur des échelles de temps beaucoup
plus longues, allant de plusieurs dizaines de picosecondes jusque plusieurs mi-
crosecondes. Les échelles indicatives des temps de relaxation sont données en
fig. 4.2.
FIGURE 4.2: Temps caractéristiques de relaxation électroniques (adapté
d’après [158]), durée d’impulsion du laser utilisé et périodes d’oscillations ré-
ticulaires.
Le premier mécanisme de thermalisation est la diffusion électrons-électrons
(ou de façon équivalente trous-trous). Au cours de ce processus, dû aux inté-
ractions coulombiennes entre porteurs de charge, les collisions entre porteurs
conduisent à une redistribution de leur énergie les amenant à l’équilibre thermo-
dynamique, ce qui permet de les décrire à l’aide de la statistique de Fermi-Dirac.
La diffusion électrons-électrons a lieu sur des échelles très courtes par rapport aux
temps d’observation que j’ai employés, soit allant de quelques femtosecondes à
quelques dizaines de femtosecondes. Ce temps est donné, dans un liquide de Fermi
où les porteurs ont un excès d’énergie e par rapport au niveau de Fermi EF , par
la formule τe−e = 1ωp
e
EF
, où ωp est la fréquence plasma du gaz d’électrons.
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Le second processus de thermalisation est la diffusion électrons-phonons. Ce
phénomène sera décrit en détail dans la section 4.2.3.
Il existe deux sortes de processus de recombinaison électrons-trous : les re-
combinaisons radiatives impliquent l’émission d’un photon, contrairement aux
recombinaisons non-radiatives. Parmi celles-ci, la plus importante est la recombi-
naison Auger, au cours de laquelle l’énergie perdue par l’électron qui retourne de
la bande de conduction à la bande de valence est transmise à un autre électron de
la bande de conduction, qui est alors excité à plus haute énergie dans cette même
bande.
4.2.3 Le modèle à deux températures
Le modèle à deux températures a été introduit en premier lieu par Kaganov
et al. pour décrire les phénomènes amenant à l’équilibre deux sous-systèmes, les
électrons et le réseau cristallin, lorsque les électrons sont excités initialement à des
températures supérieures à celles du réseau [159]. Ce modèle repose sur l’assomp-
tion que les électrons et le réseau sont chacun à l’équilibre thermodynamique, ce
qui permet de les traiter respectivement à l’aide des statistiques de Fermi-Dirac et
Bose-Einstein. Cette hypothèse est valable dans les systèmes métalliques et semi-
métalliques, car alors les temps de thermalisation électron-électron τe−e = 1ωp
e
EF
et phonon-phonon τph−ph = 1ωD
TL
ΘD
(où ωD est la fréquence de Debye, TL la tem-
pérature du réseau et ΘD la température de Debye) sont beaucoup plus courts que
le temps de thermalisation électrons-phonons [148]. Si les températures électro-
niques Te et réticulaires Tl sont supérieures à la température de Debye, alors la
quantité d’énergie transférée aux phonons par les électrons par unité de temps
est proportionnelle à (Te − Tl). Ce constat de Kaganov et al. est à la base du
modèle à deux températures, qui a été développé plus en détail par Allen [160].
Les taux de variations de population d’électrons et de phonons par intéraction
électrons-phonons sont tout d’abord calculés à l’aide des formules standard de

















~ωQ |Mk,k’|2 S(k,k’)δ(k − k’ + ~ωQ) (4.13)
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avec Nc le nombre de cellules unitaires, Na le nombre d’atomes dans une maille
primitive, ωQ la fréquence des phonons couplés aux électrons par l’élément de ma-
trice d’intéraction électrons-phonons |Mk,k’|, et Fk et NQ les distributions d’élec-
trons et de phonons ; γ est le terme linéaire de chaleur spécifique électronique.
S(k, k′) est le facteur thermique S(k,k’) = (Fk−Fk’)NQ−Fk’(1−Fk). L’équa-
tion 4.13 peut être exprimée en fonction de la fonction spectrale électrons-phonons
intervenant dans la théorie d’Eliashberg du couplage électrons-phonons, décrite
dans la section 3.5.1 :





|Mk,k’|2 δ(ωQ − Ω)δ(k − )δ(k′ − ′) (4.14)
où N(EF ) est la densité d’états au niveau de Fermi. En négligeant la dépen-
dance en , ′ de F (ce qui est légitime en considérant que ses variations en ,
énergie électronique, ont lieu sur une échelle d’énergie très grande, de l’ordre de
1/N(EF ) par rapport aux variations sur l’échelle d’énergie Ω), alors il est pos-
sible de décrire les variations de l’énergie électronique en fonction des différents
moments de la fonction d’Eliashberg [106], λ 〈ωn〉, définis par :







Ainsi, en supposant que l’énergie des électrons dépende de leur température
selon (4.11), le taux de variation de la température électronique par couplage












En prenant en compte les diffusions thermiques pouvant mener à la dispersion
























Dans ce système, le terme 2(1−R−T )
ls
I(t) représente l’absorption d’énergie par
les électrons à l’instant initial (R et T sont la réflectivité et la transmissivité
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non perturbées, ls la profondeur de pénétration de l’onde électromagnétique et
I(t) l’intensité de l’impulsion de pompe). La diffusion thermique électronique











), κe et κl étant leur coefficients de diffusion thermique respectifs. La dif-
fusion de chaleur par le réseau est cependant négligeable dans la plupart des cas,
si l’échantillon est un monocristal et pas un film mince, ce qui est notre cas. En
effet, la diffusion de chaleur du réseau est véhiculée par les phonons acoustiques,
se déplaçant à la vitesse du son dans le matériau, qui est de l’ordre de 105cm.s−1
dans les solides cristallins. Cette diffusion a donc lieu sur des échelles de temps
allant de plusieurs dizaines de picosecondes à plusieurs nanosecondes, ce qui est
plusieurs ordres de grandeur plus long que le temps de thermalisation électrons-
phonons.
Ce modèle est très important car il décrit la vitesse avec laquelle les élec-
trons thermalisent avec le réseau par l’intermédiaire de la constante de couplage
électrons-phonons. Les expériences pompe-sonde sont ainsi capables de détermi-
ner ce paramètre, qui joue un rôle fondamental dans la théorie BCS de la supra-
conductivité.
4.3 Modes propres de vibrations cristallines
Le second intérêt des expériences résolues en temps, après l’étude des relaxa-
tions électroniques, est l’excitation et la détection de phonons cohérents. En effet,
les déplacements atomiques sont excités à un instant donné, correspondant à l’ar-
rivée de la pompe sur l’échantillon, ce qui provoque la création de phonons ayant
tous la même phase d’oscillation (ce qui permet de les détecter ; si la phase de cette
oscillation était aléatoire, la moyenne spatiale des déplacements serait nulle). De
plus, le fait que ces phonons soient crées à un instant donné permet d’étudier leur
évolution temporelle. Les mesures de réflectivité pompe-sonde effectuées durant
cette thèse ont conduit à l’étude de plusieurs phonons cohérents, je vais donc dé-
tailler dans ce paragraphe la distinction entre phonons optiques et acoustiques,
pour ensuite décrire dans les deux sections suivantes la génération et la détection
de ces deux types d’oscillation cohérentes.
Nous devons en effet distinguer deux catégories de phonons, qui ne sont ni ex-
cités ni détectés de la même façon : les modes optiques et les modes acoustiques.
Les phonons optiques correspondent à des mouvements relatifs des atomes à l’in-
térieur d’une maille élémentaire, en revanche, les phonons acoustiques impliquent
des déplacements atomiques relatifs entre une maille et sa voisine. Ainsi, il faut
que la maille élémentaire primitive contienne au moins deux atomes pour que le
matériau possède des modes propres optiques. Cette distinction est visible sur la
fig. 4.3 (a). Les courbes de dispersions de ces deux types de phonons sont très
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différentes, comme montré sur la fig. 4.3 (b) (seul un phonon de chaque type est
représenté ; un matériau tridimensionnel possède trois modes acoustiques et 3N-3
modes optiques, où N est le nombre d’atomes par maille élémentaire primitive).
Les phonons acoustiques ont une énergie nulle pour k=0, et une dispersion linéaire
ω = vsk pour de petits vecteurs d’onde par rapport à pi/a, limite de la première
zone de Brillouin, a étant le paramètre de maille et vs la vitesse du son. Par contre,
la dispersion des phonons optiques pour k«pi/a est nulle, et ils ont une énergie non
nulle pour k=0. C’est cette différence qui rend l’excitation cohérente des phonons
optiques et acoustiques fondamentalement distincte. Les périodes caractéristiques
d’oscillation de ces deux types de phonons, dans les solides cristallins et pour k∼=
0, sont donnés dans la fig. 4.2.
FIGURE 4.3: (a) Mouvements propres atomiques et (b) Courbes de dispersion
d’une chaine diatomique à une dimension (adapté d’après [162]).
Il existe différentes théories expliquant l’excitation des phonons optiques co-
hérents. Historiquement, la première d’entre elles fut la théorie ISRS (pour Impul-
sive Stimulated Raman Scattering), et elle est valable dans le cas des matériaux
transparents, c’est-à-dire possédant un gap dans la densité d’état dont l’énergie
minimale est supérieure à l’énergie du laser d’excitation. Cette théorie est mise
en défaut dans le cas des matériaux opaques, c’est-à-dire semi-conducteurs, semi-
métalliques ou métalliques, caractérisés par la possibilité d’exciter des électrons
à l’aide de la longueur d’onde du laser utilisée, dans lesquels les théories DECP
(pour Displasive Excitation of Coherent Phonons) ou d’excitation par gradient de
température électronique ont été appliquées avec succès en fonction du matériau.
Il n’existe pas à ce jour de théorie expliquant de façon universelle l’excitation
des phonons optiques cohérents dans tous les matériaux, ni même dans tous les
matériaux opaques. Ces théories seront brièvement exposées dans la section 4.4,
ainsi que les processus permettant la détection des phonons optiques cohérents
par mesure de réflectivité pompe-sonde. L’excitation et la détection des phonons
acoustiques cohérents, qui elles sont bien comprises, seront détaillées dans la sec-
tion 4.5.
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4.4 Excitation et détection de phonons optiques co-
hérents
Toutes les théories existantes sur l’excitation des phonons optiques cohérents











où q est l’amplitude des déplacements atomiques de fréquence ω0, m la masse
réduite de l’atome, Γ la constante d’amortissement des oscillations et F (t) la force
externe induite par l’impulsion de pompe et générant cette oscillation. La diffé-
rence entre les théories existantes est l’origine de cette force.
4.4.1 La théorie ISRS
La théorie ISRS a été introduite par Yan et al. pour expliquer la génération
de phonons optiques cohérents dans les milieux transparents [163]. Une résolu-
tion complète de ce modèle, également valable pour la génération de phonons
acoustiques cohérents, ainsi que la comparaison avec des résultats expérimentaux
peuvent être trouvés dans [164, 165]. La première dérivation d’une théorie Raman
et Brillouin Stimulée avait été donnée dès 1965 par Shen et Bloembergen [166] ; la
théorie ISRS reprend les principes de cet article, en y ajoutant le fait que la source
d’excitation soit impulsionnelle. Cette théorie est basée sur la diffusion Raman,
au cours de laquelle un photon incident (~ωi,k) est diffusé par le matériau en
un photon (~ωs,k’) en créant un phonon (~ω0 = ~ |(ωi − ωs)| ,k − k’). Cette
diffusion est basée sur l’intéraction entre le champ électrique et la polarisabilité
induite dans le matériau à travers le tenseur de polarisabilité α(t), dépendant du
temps selon le modèle de Placzek [167] :







Ainsi, la force générant les oscillations dans l’équation 4.20 est, dans le cas où










: E2(z, t) (4.22)
où N est le nombre d’oscillateurs par unité de volume, E l’amplitude du champ
électrique de la pompe et : dénote la multiplication tensorielle. Si le champ élec-
trique est polarisé linéairement selon y et de forme gaussienne à la fois spatiale-
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ment et temporellement,Ey = Ee−(t−zn/c)
2/(2τ2l )cos(ωl(t−zn/c)) (c est la vitesse

















et sa solution est de la forme :













Deux conditions doivent être réunies pour générer un phonon optique cohérent
par le processus ISRS. L’impulsion de pompe doit être suffisamment large spec-
tralement pour contenir deux fréquences ω1 et ω2 telles que ω0 = ω1 − ω2, et elle
doit être spatialement homogène dans la direction transverse y. L’amplitude du






et se comporte comme un sinus. Tous les modes actifs en Raman peuvent être
excités, et ils peuvent être sélectivement détectés en ajustant la polarisation du
champ électrique de la sonde par rapport aux axes cristallins.
La théorie ISRS a été généralisée aux matériaux non-transparents par Merlin
en 1997 [168], ainsi la théorie DECP détaillée dans le paragraphe suivant peut être
intérprétée comme un cas particulier de la théorie ISRS.
4.4.2 La théorie DECP
La théorie DECP a été introduite par Zeiger et al. pour décrire l’excitation de
phonons optiques cohérents dans plusieurs matériaux opaques, semi-conducteurs
ou semi-métaux, dont le comportement ne semblait pas correspondre à la théo-
rie ISRS [169]. Le principal obstacle pour l’application de la théorie ISRS était
que seuls les modes complètement symétriques A1g était excités, à température
ambiante ; de plus, les oscillations avaient un comportement de type cosinus. Le
modèle DECP est semi-phénoménologique et part de l’hypothèse que l’excitation
des seuls modes A1g est permise car ils n’induisent pas de variation de symétrie du
système, coûtant ainsi moins d’énergie. Le processus DECP considère l’excitation
des électrons dans la bande de conduction, induisant une population d’électrons
itinérants ne(t) proportionnelle à la température électronique Te(t). L’augmenta-
tion de ne(t) à l’instant initial modifie le potentiel d’intéraction atomique, ce qui
induit un déplacement des atomes de leur position d’équilibre initiale. Les atomes
oscillent ensuite autour de leur nouvelle position d’équilibre métastable, sans avoir
modifié la symétrie globale du système, ce qui entraîne l’excitation cohérente du
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mode A1g si la durée d’impulsion de pompe est plus courte que la période de ce
mode.
L’impulsion de pompe peut être approximée par une fonction de Dirac tem-




βne(t), où ρE(t) est la densité électronique excitée par transitions inter-bandes






La variation de position atomique peut être approximée comme proportion-
nelle à ne(t), soit q0(t) = κne(t) avec κ = − 2∆qeq(0)µω20n0 . µ est la masse effective
des noyaux, n0 le nombre de cellules élementaires primitives par unité de volume,
qeq(0) est le déplacement d’équilibre des atomes par rapport à la structure cris-
talline de symétrie supérieure, et ∆ est la différence d’énergie entre l’énergie du
crystal lors du déplacement complètement symétrique A1g et un autre déplace-
ment causant une baisse de symétrie.
Dans ce cas, la force génératrice de l’oscillation de l’équation 4.20 est F (t) =
ω20q0(t) = ω
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ω20 − Γ2 et β′ = β − Γ.
Ainsi, le mouvement atomique consiste en une exponentielle décroissante (qui
représente le retour aux coordonnées atomiques à l’équilibre), et une partie oscil-
lante amortie correspondant au mode propre d’oscillation A1g. Il est intéressant
de noter que l’excitation sélective des phonons A1g n’est pas une conclusion de
ce modèle, mais une hypothèse de départ. Il n’existe donc pas de réelle théo-
rie expliquant pourquoi seuls ces phonons sont excités dans la plupart des semi-
conducteurs et semi-métaux. Enfin, nous pouvons noter qu’a basse température,
dans certains de ces matériaux, d’autres modes sont visibles, comme le mode Eg
du bismuth [148, 168].
4.4.3 Le gradient de température électronique
Un autre modèle a été proposé par Boschetto et al. [148, 170] afin d’expli-
quer la génération de phonons optiques cohérents A1g dans le bismuth. Dans ce
modèle, la force générant les phonons est le gradient de température électronique
crée dans la direction z par la pénétration du champ électrique de l’impulsion
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de pompe dans la profondeur de peau ls du matériau. En effet, dans une expé-
rience pompe-sonde typique, la taille du spot de pompe sur la surface de l’échan-
tillon est de l’ordre de la centaine de microns, tandis que la profondeur de peau
associée aux longueurs d’onde infrarouges est de l’ordre de quelques dizaines
de nanomètres. Lors de l’excitation des électrons dans la bande de conduction,
la dépendance spatiale et temporelle de la température électronique peut donc
s’exprimer par Te(z, t) = Tmaxe
√
(t/τl)e
−z/ls , où Tmaxe est la température maxi-
male atteinte après l’absorption de l’énergie de l’impulsion de pompe de du-
rée τl. La force générée par cette variation de température est donc de la forme




e−z/ls , et la force totale s’appliquant sur les atomes
peut être considérée comme la somme des contributions des gradients de tempé-
rature électronique (décroissant au cours du temps) et de température du réseau
augmentant en suivant les équations du modèle à deux températures. La résolution
de l’équation du mouvement aboutit à la solution suivante :




ω20 − Γ2t+ φ) (4.27)
Nous pouvons remarquer que ces trois théories induisent toutes une variation
de la fréquence propre d’oscillation vers une valeur plus faible que la valeur à
l’équilibre ω0. Ce phénomène est appelé red-shift, et est présent dans la quasi-
totalité des résultats pompe-sonde. Seules trois exceptions, où un blue-shift c’est-
à-dire un durcissement des liaisons atomiques a été mesuré, existent : dans le cas
de l’or [171, 172, 173], du graphène [174] et de V2O3. Les mesures effectuées
sur V2O3 seront détaillées dans le chapitre 7, où je présenterai également une
interprétation théorique à ce blue-shift.
4.4.4 Détection des phonons optiques cohérents par mesure de
réflectivité transitoire
La mesure effectuée lors de mes expériences pompe-sonde étant la réflecti-
vité transitoire du matériau, il est utile d’expliquer comment les mouvements ato-
miques cohérents peuvent apparaître dans un tel type de mesure. La réflectivité
d’un matériau est reliée par les formules de Fresnel [175] à sa fonction de réponse
à une perturbation électromagnétique, la fonction diélectrique, connectée à la den-
sité électronique du matériau et aux différentes transitions optiques existant. Les
variations de réflectivité provoquées par des changements dans la fonction diélec-
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où la fonction diélectrique est constituée d’une partie réelle Re et d’une partie
imaginaire Im. La perturbation induite par l’impulsion de pompe et l’excitation
des électrons fait varier ces deux quantités. La fonction diélectrique dans un mé-










, où ωp =
√
4pie2ne(t)
m∗ est la fréquence plasma, m* la
masse effective, et νe−ph = 1/τe−ph ∝ nph(t)q2(t)ve la taux de collision électrons-
phonons (ve est la vitesse des électrons et nph le nombre de phonons). Lors de
l’excitation électronique, ne(t) varie, ce qui entraîne les variations de la fréquence
plasma. La présence de phonons cohérents, et donc de déplacements atomiques
q(t) ainsi que la variation de la température du réseau, et donc du nombre de pho-
nons nph, induisent des variations de νe−ph. Ainsi, la variation de réflectivité au



























A l’aide du modèle à deux températures, il est possible de calculer les va-
riations de Te(t) et de Tl(t) au cours du temps. Ensuite, à l’aide du modèle de
génération de phonons optiques cohérents correspondant au matériau considéré, il
est possible de calculer les variations de q(t). La réflectivité transitoire peut ainsi
s’exprimer comme combinaison linéaire de ces trois paramètres, selon la formule
suivante :
∆R(t) = AeTe(t) + AlTl(t) + Aphq(t) (4.30)
4.5 Excitation et détection d’ondes acoustiques co-
hérentes
L’excitation des ondes acoustiques cohérentes peut être expliquée à l’aide de la
théorie ISBS (pour Impulsive Stimulated Brillouin Scattering), qui est une variante
de la théorie ISRS dans laquelle la diffusion Brillouin est considérée au lieu de
la diffusion Raman. Cependant, il existe un modèle phénoménologique introduit
par Thomsen et al. en 1986, qui explique parfaitement cette génération en terme
des contraintes provoquées dans le matériau par les variations de température du
réseau [176]. Ce modèle sera expliqué dans le paragraphe 4.5.1, et la détection
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des ondes acoustiques cohérentes par diffusion Brillouin [177] sera détaillée dans
le paragraphe 4.5.2.
4.5.1 Le modèle de Thomsen
L’arrivée d’une impulsion de durée inférieure à la durée de thermalisation
électrons-phonons sur la surface d’un solide induit un gradient de température
électronique dans la direction z (z étant la normale à la surface), comme expli-
qué dans le paragraphe 4.4.3. Si la diffusion électronique n’est pas le processus
prédominant de relaxation électronique, alors ce système d’électrons chauds va
relaxer son énergie à travers le bain des phonons d’après le modèle à deux tempé-
ratures, donnant ainsi lieu à un gradient de température du réseau, qui s’étendra
sur les mêmes dimensions typiques que celui de température électronique (soit
dans une épaisseur ls du solide). Ce gradient de température réticulaire cause alors
une déformation selon z donnée par −3Bβ∆Tl(z), où B est le module d’élasti-




e−z/ls est l’augmentation de température du réseau en consi-
dérant toute l’énergie du laser absorbée et transmise au réseau ; CV est la chaleur
spécifique du réseau.
FIGURE 4.4: (a) Déformations élastiques causées par l’excitation impulsionnelle
du système, observée à différents temps après celle-ci (d’après [176]), (b) Géo-
métrie expérimentale permettant l’excitation d’ondes acoustiques cohérentes.
Etant donné que la contrainte créée par le gradient de température n’a lieu que
dans la direction z (pour les raisons indiquées dans le paragraphe 4.4.3), nous
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où σ est le tenseur des contraintes et η le tenseur des déformations ; v est le
rapport de Poisson (v = ηx,y
ηzz
). La solution de ces équations est une déformation
du type :












La représentation de cette déformation est donnée en fig. 4.4 (a). Il s’agit d’une
onde se déplaçant selon z à la vitesse longitudinale du son s. Son excitation à
l’aide d’impulsions de durées très inférieures à la période de cette onde permet sa
génération en tant que phonon cohérent ; le processus d’excitation par gradient de
température est représenté schématiquement en fig. 4.4 (b).
4.5.2 Détection de phonons acoustiques par diffusion Brillouin
FIGURE 4.5: Géométrie expérimentale permettant la détection d’ondes acous-
tiques cohérentes par diffusion Brillouin.
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La détection des phonons acoustiques cohérents est faite par diffusion Brillouin.
Cela signifie, si la direction d’incidence de la sonde fait un angle θ avec la nor-
male à l’échantillon (comme représenté sur la fig. 4.5), qu’il existe une règle de
sélection pour le phonon détecté. En effet, la diffusion Brillouin est équivalente
à une diffraction de la lumière (du faisceau de sonde) par les ondes de déforma-
tions acoustiques. La condition de diffusion est donc, pour un vecteur d’onde du
phonon Q et de la sonde ksonde [177] :
Q = 2nksondecosθ (4.35)
n étant la partie réelle de l’indice de réfraction du solide. Ainsi, la seule onde
acoustique qui puisse être détectée lors d’une expérience de réflectivité est celle
se propageant le long de la normale à la surface de l’échantillon.
La fréquence des oscillations de réflectivité sera donc reliée à la vitesse du son,
car Q = ω/s où ω est la fréquence propre du mode acoustique, et à la longueur
d’onde du laser de sonde. Si la fréquence des oscillations mesurée est f , alors la
vitesse du son sera donnée par s = fλsonde
2ncosθ
.
4.6 Montage expérimental utilisé
4.6.1 Le laser de la salle Rouge
Les expériences de réflectivité pompe-sonde présentées dans cette thèse ont
été réalisées dans la salle Bordeaux du Laboratoire d’Optique Appliquée, en uti-
lisant comme source pour la pompe et la sonde le laser délivré par la salle Rouge.
Une description détaillée du mode de fonctionnement de ce système est donné
dans [178].
Ce laser est basé sur un oscillateur formé d’un cristal de saphir dopé en titane
(Ti :Sa) et utilise la technique dite Chirped Pulse Amplification (CPA) [179] afin
d’amplifier l’intensité des impulsions. L’oscillateur, pompé par un laser continu
Nd :YVO4 (Millenia, Spectra Physics, Inc.), fournit des impulsions de durée 20
fs, de fréquence 810 nm et de largeur spectrale 50 nm, à un taux de répétition de
82 MHz.
Ces impulsions sont ensuite étirées temporellement par un stretcher de type
Offner-triplet jusqu’à attendre 150 ps et entrent dans la phase d’amplification.
Cette dernière est réalisée en plusieurs étapes. Le pré-amplificateur est un amplifi-
cateur régénératif, composé d’une cellule Pockels, d’un polariseur diélectrique et
d’un cristal de Ti :Sa pompé par un laser Q-switched Nd :YLF (B. M. Industries).
Les impulsions sortantes atteignent une énergie de 1 mJ, une largeur spectrale de
30 nm et un taux de répétition de 1 kHz.
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La seconde étape de l’amplification est un amplificateur Ti :Sa refroidi à l’azote
liquide, pompé par quatre lasers Nd :YLF (Jade, Thalès). Après quatre passages,
les impulsions ont une énergie de 15 mJ. Le faisceau est alors séparé en deux
parties, alimentant la salle Bordeaux et la salle Orange. Le faisceau allant vers
la salle Bordeaux comporte ∼= 15% de l’énergie totale. Les impulsions sont alors
re-comprimées grâce à un compresseur composé de deux réseaux de diffraction,
ce qui leur permet d’atteindre une durée d’impulsion de 40 fs et une énergie de 1
mJ.
4.6.2 Le montage de la salle Bordeaux
Une photographie du montage expérimental utilisé dans la salle Bordeaux et
donnée en fig. 4.6, et le schéma optique détaillé en fig. 4.7. Le faisceau arrivant
de la salle Rouge est tout d’abord spatialement rétréci à un diamètre de 5 ou 4
mm à l’aide de diaphragmes, qui permettent également de définir sa direction de
propagation avant l’entrée dans le dispositif.
Une première lame de verre, placée avant l’entrée dans le dispositif, permet
de prélever une fraction (∼= 1%) du faisceau pour l’envoyer dans une photodiode
labélée "référence". Cette dernière permet lors de la détection du signal pompe-
sonde de prendre en compte les fluctuations d’intensité du laser. Le faisceau est
ensuite séparé grâce à une lame séparatrice, laissant passer 80% de l’intensité
dans la voie de pompe et réflechissant 20% de l’intensité dans la voie de sonde.
Les intensités respectives de ces deux faisceaux peuvent être ajustées grâce à des
densités optiques variables représentées sur le schéma par des rectangles gris.
Le faisceau de pompe passe alors dans un chopper optique (Scitec Instruments
300CD), qui est synchronisé au demi-taux de répétition du laser de façon à ne lais-
ser passer qu’une impulsion sur deux. Cela permet d’augmenter de façon signifi-
cative le rapport signal-sur-bruit de nos mesures, grâce à la détection synchrone
(lock-in) qui sera détaillée dans la suite. La pompe a ainsi une cadence d’environ
500 Hz.
Une ligne à retard à mouvements micrométriques, ici placée sur le bras de
pompe, permet de faire varier de façon continue le délai entre la pompe et la
sonde. Une lame λ/2 suivie d’un polariseur peuvent être placées sur les voies de
pompe ou de sonde, afin de tourner la polarisation de 90˚. Le laser provenant de
la salle Rouge est polarisé linéairement, la direction du champ électrique étant
parallèle à la table optique (polarisation p).
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FIGURE 4.6: Photographie du dispositif expérimental utilisé pour les expériences
de réflectivité pompe-sonde.
FIGURE 4.7: Schéma du dispositif expérimental utilisé pour les expériences de
réflectivité pompe-sonde.
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Les polarisations de pompe et de sonde sont toujours croisées, afin d’éviter lors
de la détection du faisceau de sonde réflechi le fond provenant de la diffusion de
la pompe par l’échantillon. Pour cela, un analyseur réglé de la même façon que la
polarisation de la sonde est placé devant la photodiode de détection.
L’échantillon peut être placé dans un crysotat fonctionnant à flux continu d’hé-
lium gazeux, pompé grâce à une pompe primaire et une pompe secondaire à diffu-
sion, permettant d’atteindre des températures de l’ordre de 10 K. La superposition
spatiale des faisceaux de pompe et de sonde est rigoureusement vérifiée à l’aide
d’une caméra CCD (Ganz 25C). Le faisceau de pompe est focalisé à l’aide d’une
lentille de distance focale 50 cm, et la taille de son spot varie entre 100 et 150 µm.
Le faisceau de sonde est lui focalisé à l’aide d’une lentille de distance focale 10
cm, ce qui lui permet d’atteindre une taille de ∼=25 µm sur l’échantillon ; de cette
façon, la zone sondée est toujours excitée de façon homogène par la pompe.
Les photodiodes de référence et de détection sont formées de Si-PIN (Hama-
matsu S1232). Le système de détection est basé sur la détection lock-in (Stan-
ford SR830). Le signal mesuré est l’intensité lumineuse réflechie par l’échantillon.
Avant acquisition des données, la valeur de l’intensité lumineuse reçue par la pho-
todiode de référence Vref est ajustée le plus proche possible de celle reçue par la
photodiode de signal mesurant la réflectivité non-perturbée, V0, tous les deux à
la cadence de la sonde, soit 1 kHz. Le signal mesuré, V0-Vref , (signal-référence)
est alors minimum ce qui permet d’augmenter la sensibilité du lock-in à de petites
variations de V0. Après ce réglage, la cadence de mesure est synchronisée avec
la cadence de la pompe. En effet, cela permet de ne mesurer que les variations de
réflectivité de la sonde induite par le passage de la pompe. La mesure correspond
donc directement à ∆R(t), et non pas à une somme R0 + ∆R(t), comme ce serait
le cas si un chopper n’était pas utilisé et que la mesure était synchronisée sur le
taux de répétition de la sonde. Le signal est ensuite enregistré en fonction du délai
pompe-sonde, varié par les mouvements par pas de la ligne à retard.
Il est important de noter ici qu’un système de détection lock-in ne permet pas
d’obtenir une valeur absolue d’un signal. Il fournit un signal complexe, formé
d’une phase et d’une amplitude, mais le signe de ce signal (positif ou négatif)
n’est pas accessible par cette détection. Il faut, pour savoir si le signal augmente ou
diminue, effectuer une mesure préliminaire sur un échantillon connu afin d’avoir
une référence.
Le système utilisé pour mes expérience est capable de mesurer un signal avec
un rapport signal-sur-bruit meilleur que 105 [170]. C’est cette sensibilité, inéga-
lée aujourd’hui pour des systèmes dont le taux de répétition est de 1 kHz, qui
m’a permis d’effectuer les mesures de phonons optiques dans le sesquioxyde de
vanadium et dans les pnictures de fer, dont les résultats seront donnés dans les
chapitres 7 et 8.
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Chapitre 5
La Photoémission Résolue en Angle
5.1 Introduction : intêret de la technique de photoé-
mission résolue en angle
La spectroscopie de photoélectrons, couramment appelée photoémission, per-
met de mesurer la densité spectrale des états occupés d’un matériau (pour des
revues générales, voir par exemple [180, 181, 182]). Cette technique consiste à en-
voyer sur un échantillon des photons monochromatiques, typiquement d’énergie
comprise entre quelques eV et quelques keV, qui vont exciter les électrons conte-
nus dans le solide. Les électrons émis sortent de l’échantillon et sont analysés puis
détectés à l’aide d’un analyseur en énergie suivi d’un détecteur d’électrons. Cette
technique expérimentale, basée sur l’effet photoélectrique observé par Hertz en
1887 [183] puis expliqué par Einstein en 1905 [184], a été appliquée dès le début
du XXme siècle aux atomes et molécules dans le but de déterminer les différentes
énergies des niveaux occupés. Rapidement, les expérimentateurs se sont aperçus
que la distribution spatiale des photoélectrons montrait une dépendance angulaire
autour de la direction des photons, ce qui indique clairement que les photoélec-
trons primaires, n’intéragissant pas avec les atomes et les électrons liés dans le
solide, étaient capables de fournir des informations sur leur vecteur d’onde ini-
tial. Cette constatation est à la base de l’ARPES, achronyme anglais pour Angle
Resolved Photoelectron Spectroscopy.
Dans les solides cristallins, l’ARPES permet donc de mesurer la densité élec-
tronique en fonction du vecteur d’onde dans la zone de Brillouin, et de recons-
truire la structure de bande du matériau. L’utilisation du rayonnement synchro-
tron, première source de lumière polarisée et polychromatique, a permis au début
des années 1970 le développement à grande échelle des expériences d’ARPES,
aujourd’hui reconnues comme outil de premier plan en physique de la matière
condensée. Cette méthode est en effet la seule capable de mesurer directement
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les surfaces de Fermi résolues dans l’espace des k. Les principes de l’ARPES,
basés sur la conservation de l’énergie et de l’impulsion, seront décrits dans la sec-
tion 5.2. La section 5.3 expliquera les mises en oeuvre expérimentales d’ARPES
à l’aide du rayonnement synchrotron, et décrira les particularités et intérêts des
lignes de lumière sur lesquelles j’ai effectué les mesures de photoémission dans
(V1−xCrx)2O3 et Ba(Fe1−xCox)2As2, dont les résultats seront respectivement don-
nés dans les chapitres 6 et 9.
5.2 Principe de la photoémission résolue en angle
5.2.1 Conservation de l’énergie et du vecteur d’onde
Comme dans tout processus d’interaction photon-matière, les deux quantités
énergie et impulsion doivent être conservées. Cela signifie entre autres qu’il n’est
pas possible d’effectuer de photoémission à partir d’un état d’électron libre, car il
serait alors impossible de conserver ces deux quantités à la fois. Dans un solide
cristallin, le réseau réciproque est une "source de moment" à travers l’invariance
par translation qui crée les zones de Brillouin.
FIGURE 5.1: Conservation de l’énergie lors du processus de photoémission
(d’après [181]).
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La conservation de l’énergie est montrée dans la fig. 5.1. Elle s’exprime par
l’équation :
hν = EKIN + |Eb|+ φ (5.1)
où hν est l’énergie du photon, EKIN l’énergie cinétique du photoélectron dans
le solide,Eb l’énergie de valence de l’électron (mesuré à partir du niveau de Fermi
EF ) et φ la fonction de travail du matériau, c’est-à-dire l’énergie séparant le ni-
veau de Fermi des états d’énergie du vide. φ est donc le potentiel empêchant les
électrons de s’échapper du solide, et vaut typiquement 4-5 eV dans un métal.
L’équation 5.1 implique que toute l’énergie apportée par les photons, hν, doit être
donnée aux électrons, donc tous les processus de diffusion inélastiques sont négli-
gés. Cela signifie que nous nous intéressons uniquement aux électrons primaires.
Les électrons subissant des diffusions inélastiques, appelés électrons secondaires,
sont également mesurés mais leur contribution au signal de photoémission est fa-
cilement reconnaissable et peut donc être soustrait. Typiquement, leur présence
ajoute aux spectres un fond continu, indépendant du vecteur d’onde, et propor-
tionnel pour une énergie cinétique électronique EKIN à l’intégrale du signal pour
E < EKIN .
FIGURE 5.2: Conservation de l’énergie et du vecteur d’onde lors du processus de
photoémission (d’après [181]).
La conservation du vecteur d’onde est illustrée, dans le cas d’un solide, dans
la fig. 5.2. La surface de l’échantillon agit comme une barrière de potentiel d’am-
plitude V0 ; ainsi, à la traversée de la surface, les photoélectrons subissent une
réfraction. La composante de leur vecteur d’onde parallèle à la surface, K‖, est
donc conservée mais pas celle dans la direction perpendiculaire, K⊥. J’utiliserai
par la suite des lettres capitales (K, EKIN ) pour désigner les paramètres des pho-
toélectrons à l’intérieur du solide, et des minuscules (k, Ekin) pour décrire ces
paramètres une fois qu’il est sorti du solide. Afin de décrire l’ensemble du proces-
sus de photoémission, il est plus simple de le séparer en trois étapes (en anglais
three step model) :
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(1) l’excitation d’un électron de son état lié vers un état d’électron libre
(2) le voyage de ce photoélectron jusqu’à la surface de l’échantillon
(3) la sortie du photoélectron de l’échantillon
Ce modèle permet d’obtenir les équations régissant l’ARPES, et ainsi à partir
des mesures effectuées à l’extérieur de l’échantillon (les deux quantités mesurées
sont l’énergie cinétique Ekin et l’angle d’émission θ) de reconstruire la structure
de bandes du matériau. L’étape (1), dans une approximation soudaine (c’est-à-dire
que l’électron éjecté n’interagit pas avec les électrons qui restent liés) conduit à
l’équation 5.1. L’étape (2), dans une hypothèse élastique, n’induit de variation ni
pour le moment ni pour l’énergie du photoélectron. L’étape (3) fait intervenir le
potentiel V0 sur l’énergie cinétique et sur la composante K⊥ du photoélectron :







K‖ = k‖ (5.3)
Ces règles de sélection aboutissent aux équation suivantes pour le vecteur












Ekincos2θ + V0 (5.5)
Ces deux équations sont fondamentales pour retrouver les vecteurs d’onde dans
le solide. Je les ai surtout appliquées pour les électrons au niveau de Fermi, pour












(hν − φ)cos2θ + V0 (5.7)
Ainsi, la variation de l’angle d’émission θ permet de faire varier les valeurs
de K‖ mesurées. Pour un système bi-dimensionnel, la structure de bandes peut
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donc être complètement déterminée en se plaçant à une seule énergie de photon
et en tournant l’analyseur, balayant ainsi l’angle θ. Par contre, pour sonder diffé-
rents K⊥, il faut changer l’énergie des photons. Dans un système tri-dimensionnel
comme V2O3, la détermination complète de la structure électronique requiert une
étude très étendue en fonction de toutes les énergies de photons (ou du moins
un rang tel qu’il permette de traverser une zone de Brillouin) et tous les angles
d’émission. L’étude de tels matériaux est donc extrêmement complexe, et n’a ja-
mais été effectuée de façon exhaustive dans V2O3. Dans les pnictures de fer, qui
sont en première approximation quasiment bi-dimensionnels, il pourrait suffir de
se placer à une seule énergie de photon (un seul plan K⊥) et de changer θ.
5.2.2 L’intensité de photoémission
Pour développer une description formelle de la photoémission, il faut consi-
dérer la probabilité pour qu’un électron, dans son état initial lié, soit éjecté par
intéraction avec un photon d’énergie hν. Une approximation raisonnable consiste
à considérer l’intéraction photon-électron en tant que perturbation, ce qui aboutit
à l’équation suivante, selon la règle d’or de Fermi :
Hint = − e
2mc






∣∣〈ΨNf ∣∣Hint ∣∣ΨNi 〉∣∣2 δ(ENf − ENi − hν) (5.9)
où N est le nombre d’électrons total,
∣∣ΨNi 〉 et ∣∣ΨNf 〉 sont respectivement les
fonctions d’onde totales dans les états initial et final, et nous nous plaçons dans
l’approximation dipolaire (justifiée dans la jauge de Coulonb, c’est-à-dire pour
∇.A=0). L’état final est en fait identique à l’état initial duquel un électron a été
retiré ; ainsi, le formalisme des fonctions de Green permet une description rigou-
reuse de ce phénomène. En effet, la fonction spectrale à une particule est définie
par
A(k, ω) = A+(k, ω) + A−(k, ω) = − 1
pi
ImG(k, ω) (5.10)
où les fonctions A±(k, ω) décrivent les fonctions spectrales partielles sous addi-




∣∣〈ΨN±1m ∣∣ c±k ∣∣ΨNi 〉∣∣2 δ(ω − EN±1m + ENi ) (5.11)
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Une mesure d’ARPES mesure directement la quantité A−(k, ω). En effet, l’in-
tensité totale de photoémission peut se mettre sous la forme
I(k, ω) = I0(k, ω)f(ω)A(k, ω) (5.12)
où f(ω) est la fonction de Fermi, qui tient compte de la mesure des états oc-
cupés uniquement. Le facteur I0(k, ω) est proportionnel à l’élément de matrice
wif défini dans l’équation 5.9. Cette intensité doit aussi prendre en compte la
section efficace qui peut dépendre de l’énergie de photon. Elle dépend fortement
des conditions expérimentales, notamment de la géométrie utilisée ainsi que de
la polarisation et de l’énergie des photons. Son calcul dans le cadre des mesures
effectuées sur les pnictures de fer sur la ligne de lumière BaDElPh à Elettra sera
détaillée dans le chapitre 9.
FIGURE 5.3: Comparaison entre les fonctions spectrales d’un système sans inté-
raction et d’un système fortement corrélé (d’après [181]).
L’introduction des corrélations électroniques modifie la fonction spectrale. Dans
un système fortement corrélé, cette dernière se compose d’une partie cohérente et
d’une partie incohérente selon l’équation suivante :
A(k, ) = Zk
Γk/pi
(− Ek)2 + Γ2k
+ Aincoh (5.13)
La partie cohérente, c’est-à-dire la quasiparticule, a une intensité et une énergie
renormalisées par rapport au système sans intéraction. De plus, une partie inco-
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hérente apparaît, représentant le transfert de poids spectral de la quasiparticule
"habillée" par les intéractions. La différence de fonction spectrale entre système
sans intéraction et système fortement corrélé est représentée en fig. 5.3.
5.2.3 La sensibilité à la surface
La photoémission est une technique expérimentale très sensible à la surface de
l’échantillon. En effet, le libre parcours moyen d’un électron dans un solide dé-
pend de son énergie cinétique comme montré sur la courbe de la fig. 5.4, établie à
l’aide de mesures dans des systèmes métalliques. Ce libre parcours, déterminé par
les diffusions inélastiques subies par l’électron qui causent ses pertes d’énergie,
est particulièrement faible pour des énergies cinétiques allant d’une dizaine à un
millier d’eV. De telles mesures de libre parcours moyen n’existent pas pour les
systèmes fortement corrélés ; je supposerai par la suite que son comportement est
qualitativement identique à celui dans les métaux.
FIGURE 5.4: Libre parcours moyen des électrons (en
◦
A) dans un solide en fonction
de leur énergie cinétique (d’après [185]).
La gamme d’énergie de photons utilisées en ARPES est typiquement de l’ordre
de la vingtaine à la centaine d’eV. Il y a plusieurs raisons à cela : la première est
que pour déterminer la structure de bandes d’un matériau, il faut sonder des vec-
teurs d’onde petits par rapport à la première zone de Brillouin. D’après l’équa-
tion 5.6, plus l’énergie de photons est grande et plus l’angle d’émission pour un K
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donné est petit. Ainsi pour hν supérieur à quelques centaines d’eV, toute informa-
tion angulaire est perdue car tous les photoélectrons sont émis dans un cône très
étroit et deviennent indistinguables. La seconde raison est expérimentale : il est
très difficile, pour les sources de rayonnement synchrotron actuelles, de produire
des photons d’énergie comprise entre 6 et 10 eV et de les propager jusqu’aux
chambres expérimentales, car ils intéragissent beaucoup avec la matière. Cela est
possible, comme dans le cas de BaDElPh, mais très peu répandu. Il est aussi pos-
sible d’utiliser des sources monochromatiques, telles les lasers ou les lampes à
hélium, mais dans ce cas l’information sur la dispersion en K⊥ est perdue car une
seule énergie de photons est disponible.
Cette sensibilité à la surface est la difficulté majeure d’une expérience d’ARPES.
Elle impose de travailler dans un environnement ultra-propre, et donc sous ultra-
vide, c’est-à-dire à des pressions de l’ordre de 10−10 à 10−11 mbar. Cela signifie
que chaque élément inséré dans la chambre expérimentale doit être soigneuse-
ment nettoyé, et que la surface des échantillons doit être la plus propre possible.
Je détaillerai les différentes techniques que j’ai utilisées pour obtenir des surfaces
propres dans la section 5.3.4.
Il existe deux alternatives permettant d’augmenter la sensibilité à la surface. La
première est l’utilisation de très hautes énergies de photons, de l’ordre de plusieurs
centaines de keV. Dans ce cas, comme expliqué précédemment, l’information dis-
persive est perdue, et l’ARPES n’est plus possible ; cependant, il est néanmoins
possible, grâce aux spectres de photoémission intégrés en angle obtenus, d’ex-
traire des informations importantes, et cette méthode a été appliquée avec succès
à l’observation des quasiparticules dans le volume de V2O3 [42].
La seconde façon de s’affranchir partiellement de la sensibilité à la surface est
l’utilisation de très basses énergies de photons. L’étude de V2O3 à basse énergie de
photons [41] sur BaDElPh a également montré l’augmentation de la sensibilité à la
surface. Cette technique a l’avantage de posséder intrinsèquement une résolution
optimale en vecteur d’onde (voir section 5.2.4). En revanche, il est plus difficile
d’analyser les résultats car les photoélectrons détectés ont des énergies cinétiques
très faibles (au maximum hν-φ, ce qui peut aller jusque 1 eV pour hν=6 eV),
et donc l’information obtenue sur leur dispersion ne concernera qu’une gamme
d’énergie de liaison très faible en-dessous du niveau de Fermi.
Il faut donc choisir un compromis entre résolution en vecteur d’onde, sensibi-
lité au volume et caractéristiques de la densité d’états que l’on cherche à observer
afin d’adapter l’énergie des photons à l’étude du système.
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5.2.4 Résolution angulaire et énergétique en fonction de l’éner-
gie de photon
L’utilisation d’énergies de photons très faibles, jusqu’à 6 eV, est une difficulté
expérimentale qui cependant possède un avantage très important. En effet, d’après
l’équation 5.4, nous voyons que pour un K‖ donné, plus l’énergie du photon est
petite, plus l’angle θ sera grand. La résolution en vecteur d’onde est donnée par






hν − φ cosθ∆θ (5.14)
Ainsi, une meilleure résolution en moment est inhérente à l’utilisation de basses
énergies.
La résolution énergétique est plus complexe à définir. Elle dépend de la bonne
définition de l’énergie des photons (qui est excellente pour des sources monochro-
matiques comme les lampes à hélium, mais peut fluctuer dans un synchrotron), et
de la résolution expérimentale. Cette dernière est la composition de deux contri-
bution : la résolution de la ligne de lumière, principalement déterminée par la qua-
lité du monochromateur utilisé, et la résolution de l’analyseur de photoélectrons.
Une ligne à haute résolution et travaillant à des énergies de photons typiques pour
l’ARPES peut atteindre une résolution en énergie de l’ordre de 7 meV, comme
c’est le cas de la ligne Cassiopée à Soleil. Cependant, en général plus l’énergie
des électrons est basse, meilleure sera la résolution.
5.3 Méthodes expérimentales d’ARPES
5.3.1 Principe général de l’ARPES à l’aide du rayonnement
synchrotron
5.3.1.1 les sources de rayonnement synchrotron
Lorsqu’une particule chargée est accélérée, elle émet du rayonnement. Si la
vitesse de la particule est relativiste, alors le rayonnement sera émis dans un cône
très étroit, d’ouverture ≈ mc2/E. Cette propriété est utilisée dans les synchro-
trons, qui placent le long du trajet des électrons des élément d’insertion, servant
à modifier leur trajectoire de façon à les faire rayonner de la façon désirée. Les
lignes de lumière de photoémission utilisent comme source de lumière un on-
duleur, élément composé d’une série de dipoles magnétiques alternés (de façon
imagée, une série d’aimants ; les onduleurs peuvent utiliser un champ magnétique
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FIGURE 5.5: Synchrotron Elettra, Trieste, Italie
crée par un courant, comme c’est le cas de Cassiopée à Soleil). Les dipoles sont
placés de telle sorte que la lumière émise par chaque dipole intérfère construc-
tivement avec celle émise par les autres. La lumière est naturellement polarisée
linéairement dans le plan de l’orbite des électrons (le plan horizontal), mais cer-
tains onduleurs permettent de faire tourner la polarisation dans le plan vertical, et
même d’obtenir des polarisation circulaires ou elliptiques. Le spectre d’émission
d’un onduleur se compose d’une série d’harmoniques, dont l’énergie varie lorsque
la distance entre les deux séries d’aimants (appelée gap de l’onduleur) change.
Cela permet d’avoir une source quasiment monochromatique et polarisée, dont
l’intensité est très grande pour chaque harmonique, par rapport aux sources poly-
chromatiques que sont les aimants de courbure. Les expériences de photoémission
réalisées au cours de cette thèse se sont déroulées au synchrotron Elettra à Trieste,
en Italie, dont la photographie est donnée en fig. 5.5. J’ai également participé à
des expériences menées à Soleil, principalement sur la ligne d’ARPES Cassiopée.
5.3.1.2 Les lignes de lumière
Un exemple type de ligne de lumière utilisée pour l’ARPES est donné dans la
fig. 5.6. Le long du trajet des photons, différents éléments optiques permettent de
les focaliser et de les monochromatiser. En effet, l’utilisation du rayonnement syn-
chrotron pour l’ARPES présente l’avantage qu’il est accordable en énergie. Il faut
utiliser un monochromateur pour obtenir une unique longueur d’onde de photon ;
en le faisant tourner, il est possible de balayer la gamme d’énergies disponible
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FIGURE 5.6: Exemple de dispositif expérimental d’ARPES utilisant le rayonne-
ment synchrotron (d’après [181]).
pour une ligne donnée. Le type de monochromateur dépend de l’énergie des pho-
tons : pour les rayons X durs, il est constitué d’un crystal mais pour les rayons X
mous et les ultraviolets de réseaux de diffraction. De leur qualité depend la résolu-
tion en énergie de la ligne. Les optiques de focalisation permettent de faire varier
la taille du spot de photons sur l’échantillon ; elles peuvent totalement déterminer
l’utilité d’une ligne, comme c’est le cas pour Spectromicroscopy. L’ensemble de
la ligne est gardé sous ultra-vide pour une propagation optimale du fasceau, qui
pourrait être altéré par l’intéraction avec des particules résiduelles.
Les optiques et les fentes peuvent être maintenues à température constante à
l’aide de système de refroidissement, pour éviter leur dilatation ou même leur
brisure quand le flux de photons est très élevé.
5.3.1.3 La détection des photoélectrons
Dans la plupart des expériences d’ARPES, les photoélectrons sont analysés par
un analyseur hémisphérique, permettant d’obtenir de très bonnes résolutions éner-
gétique et angulaire. L’analyseur est constitué de fentes d’entrée, suivies d’une
série de lentilles électrostatiques, d’un déflecteur hémisphérique et d’un détecteur
d’électrons. Les lentilles électrostatiques ont pour rôle de focaliser et d’accélérer
ou de décelérer les électrons incidents jusqu’à ce qu’ils s’approchent d’une éner-
gie prédéfinie par l’utilisateur, l’énergie de passage Epass. Ensuite, les électrons
arrivent dans le déflecteur qui consiste en deux demi-sphères concentriques de
rayons R1 et R2 (et de rayon moyen R0) soumises à une différence de potentiel
fixée. Le déflecteur sélectionne les électrons qui ont une énergie cinétique cen-
trée autour de Epass avec une résolution ∆E = Epass(w/R0 + α2/4), où w est
la largeur de la fente d’entrée et α son angle d’acceptance. Plus Epass est petite
et meilleure est la résolution énergétique. Les électrons sont enfin détectés par un
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détecteur bi-dimensionnel, permettant d’obtenir en une seule image la dispersion
en fonction de l’énergie et du vecteur d’onde. Différentes fonctions fournies par
le réalisateur de l’analyseur permettent de tenir compte de tous les paramètres
de mesures pour corriger les images. L’analyse des données peut se révéler très
difficile lorsque la correction automatique n’est pas faite correctement.
Différentes images obtenues sur BaDElPh lors de l’étude des pnictures de fer
seront présentées dans le chapitre 9.
5.3.2 Principe et intérêt de la ligne de lumière BaDElPh à Elet-
tra
La plus grande partie de mes expériences d’ARPES ont été menées sur Ba-
DElPh à Elettra (qui signifie Band Dispersion for Electron-Phonon coupling stu-
dies), ligne dirigée par Luca Petaccia avec l’aide de Serguei Gorovikov (Sin-
crotrone Trieste S.C.p.A., Area Science Park, I-34012 Basovizza, Trieste, Ita-
lie) [186]. La source utilisée par BaDElPh est un onduleur de type figure-8 (en ef-
fet, la trajectoire des électrons décrit une sorte de 8 au passage dans cet onduleur).
Le spectre de radiation émis par cet élément est constitué de deux sortes d’harmo-
niques, les entières dont la polarisation est linéaire horizontale et les demi-entières
dont la polarisation est linéaire verticale. Le flux de photons émis est d’environ
1015photons/s/0.1%BW dans la gamme 5-10 eV, énergies auxquelles est optimi-
sée cette ligne. Son intérêt réside en effet dans ces très faibles énergies de photons
(par rapport aux énergies usuellement utilisées en ARPES, généralement supé-
rieures à 20 eV)
Ces petites énergies imposent sa géométrie particulière en incidence normale.
En effet, la réflectivité et l’efficacité des réseaux de diffraction sont meilleures
pour des angles proches de la normale dans l’ultraviolet proche, tandis que pour
les rayons X elles sont meilleures en incidence rasante. Le monochromateur est
composé de trois réseaux sphériques interchangeables de focale 4 m, permettant
de couvrir une gamme d’énergie entre 4.6 et 40 eV lorsque les électrons circulant
dans l’anneau ont une énergie de 2 GeV. Je n’en ai utilisé que deux, constitués
respectivement de Al/MgF2(4.6-13 eV) et SiC (13-40 eV). Chacun fonctionne
avec une partie différente du miroir de préfocalisation : la partie recouverte de Si
sert pour hν<13 eV et la partie recouverte de Pt pour hν>13 eV.
La taille du spot sur l’échantillon dans la direction verticale peut être variée à
l’aide de fentes réglables situées avant le miroir de refocalisation. Elle peut aller
jusque la centaine de microns ; dans la direction horizontale, elle vaut ≈ 300µm.
La chambre expérimentale est équipée d’un manipulateur permettant de tour-
ner l’échantillon dans le plan de photoémission, et de le bouger dans les trois
directions x, y, z. Un système de refroidissement à He liquide m’a permis de
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FIGURE 5.7: Photographie de la station expérimentale de la ligne de lumière
BaDElPh à Elettra.
descendre jusqu’à 14 K, lorsque les échantillons étaient placés directement en
contact avec le manipulateur. Une photographie de la station expérimentale, mon-
trant l’analyseur hémisphérique de photoélectrons, la chambre expérimentale et la
chambre de préparation des échantillons est donnée en fig. 5.7.
L’analyseur de photoélectrons est un SPECS Phoibos 150, permettant l’ana-
lyse de photoélectrons de très faible énergie cinétique. La résolution énergétique
totale de BaDElPh a été mesurée durant mes expériences comme meilleure que
5 meV pour hν=9 eV, qui est l’énergie de photons optimale ; cette résolution ex-
ceptionnelle me permettra d’observer de très petites variations au passage dans
l’état supraconducteur de Ba(Fe1−xCox)2As2, dont la Tc est de 24 K, qui seront
présentés dans le chapitre 9. La résolution angulaire de l’analyseur SPECS est de
0.1˚.
5.3.3 Principe et intérêt de la ligne de lumière Spectromicro-
scopy à Elettra
La ligne de lumière Spectromicroscopy à Elettra, contrairement à BaDElPh,
n’est pas optimisée pour les études à très haute résolution et grande sensibi-
lité au volume ; elle tient son intérêt de son système de focalisation sur l’échan-
tillon [187]. Elle est dirigée par Alexei Barinov, secondé par Pavel Dudin et Di-
nesh Topwall (Sincrotrone Trieste S.C.p.A., Area Science Park, I-34012 Baso-
vizza, Trieste, Italie).
La source utilisée par Spectromicroscopy est un onduleur classique, fournis-
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sant des photons d’énergie 17<hν<750 eV. Le monochromateur est composé de
trois réseaux de diffraction sphériques couvrant la gamme 20-310 eV. Leur rota-
tion est synchronisée avec celle d’un miroir plan, permettant de définir une unique
direction d’entrée dans le microscope.
FIGURE 5.8: (a) Principe de l’objectif Schwarzschild et (b) station expérimentale
de Spectromicroscopy à Elettra (d’après [187]). Les composants principaux sont
l’objectif Schwarzschild (SO, SO1, SO2), l’analyseur de photoélectrons (EA), le
goniomètre (G), le manipulateur (SH), le translateur d’échantillon (SS) et le cryo-
stat (C).
Celui-ci est le coeur de la ligne. L’élément focalisant est un objectif Schwarz-
schild ; la ligne en possède trois, fonctionnant respectivement à 27, 74 et 95 eV. Ils
sont composés de deux miroirs multi-couches sphériques (ce qui ne sélectionne
qu’une seule longueur d’onde, et augmente grandement la réflectivité pour une
énergie de photons donnée). Le premier miroir défocalise le faisceau circulaire-
ment ; celui-ci atteint alors le second miroir (qui est placé autour du premier et
possède un trou en son centre) qui va refocaliser le faisceau sur l’échantillon. Le
principe de cette focalisation ainsi que le schéma de la station expérimentale sont
montrées en fig. 5.8. Grâce à cette technique, nous avons pû mesurer une taille
de spot aussi petite que 800 nm sur l’échantillon. Ce dernier est placé sur un ma-
nipulateur permettant des déplacements micrométriques. La particularité de cette
technique de microscopie est que la résolution spatiale est uniquement déterminée
par la taille du spot.
L’obtention d’une telle résolution spatiale est vraiment remarquable ; cepen-
dant, la ligne possède plusieurs limitations inhérentes qui empêche un grand nombre
d’expériences d’y être menées. Tout d’abord, la résolution en énergie n’est pas
très haute, et atteint 35 meV à hν=27 eV. Ensuite, seules trois énergies de photons
sont disponibles ; je n’ai utilisé que celle de 27 eV. Enfin, la présence de l’objectif
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en face de l’échantillon interdit de travailler en émission normale, ce qui réduit
encore la sensibilité au volume des mesures.
Lorsque j’ai été utilisatrice de Spectromicroscopy, la ligne n’était pas optimisée
pour la technique d’ARPES, l’analyseur de photoélectrons intégrant sur plusieurs
degrés. Aujourd’hui, un analyseur performant permet de réaliser des mesures ré-
solues en angle [187].
Cette technique est expérimentalement très difficile, et j’ai eu besoin en perma-
nence d’être assisté par un des scientifiques de la ligne pour aligner le microscope.
Les résultats des expériences que nous avons réalisées sur le sesquioxyde de va-
nadium seront détaillées dans le chapitre 6.
5.3.4 Conditions expérimentales : préparation des échantillons
pour les expériences sous ultra-vide
Comme expliqué précédemment, la photoémission est une technique de sur-
face. Ainsi, l’échantillon mesuré doit présenter une surface parfaitement propre,
et même ainsi il est possible d’observer sa contamination à l’échelle de quelques
heures, voire quelques jours quand les conditions expérimentales sont optimales
(typiquement, si le vide est meilleur que 10−11 mbar). D’où la nécessité de trouver
des solutions pour nettoyer la surface sous ultra-vide, dépendant du type d’échan-
tillon mesuré. La méthode la plus fiable, fournissant les surfaces vierges les plus
propres, est de cliver l’échantillon sous ultra-vide. C’est la méthode que j’ai em-
ployée pour les pnictures de fer. Cependant, il faut que l’échantillon présente un
plan de clivage préférentiel (c’est le cas des pnictures, quasiment bidimensionnels,
qui clivent selon la direction [001]). De plus, cela présente l’inconvénient que la
partie clivée tombe dans la chambre expérimentale, et est donc perdue ; c’est donc
une technique qui "consomme" beaucoup d’échantillons.
Si l’échantillon ne présente pas de plan de clivage préférentiel, ou s’il est trop
précieux pour être cassé en deux, une autre possibilité est de nettoyer la surface
dans la chambre de préparation. Pour cela, il est possible de bombarder la surface
avec différents ions, mais cela présente le risque de la modifier d’une façon non-
souhaitée (par exemple si les ions réagissent avec la surface). Pour les oxydes, une
reconstruction sous oxygène est possible.
J’ai employé cette méthode pour V2O3, sur les lignes Spectromicroscopy et Ba-
DElPh mais aussi sur la ligne Nanospectroscopy à Elettra [188]. J’ai obtenu des
résultats très variés ; les meilleures surfaces ont été obtenues dans les conditions
suivantes. Pendant 45 minutes, l’échantillon est maintenu sous 1.4 × 10−5 mbar
d’oxygène, qui arrive en incidence rasante à travers un capillaire dont l’embou-
chure est placée à 1 à 2 mm de la surface de l’échantillon, sous une température
de 450˚C. Ensuite, l’échantillon est "flashé", c’est-à-dire chauffé jusqu’à 700 ˚C et
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maintenu à cette température une ou deux minutes, trois fois. Cette méthode m’a
permis de réaliser les mesures sur Spectromicroscopy. Sur cette même ligne, du-
rant les premières expériences que j’y ai menées, j’ai simplement gratté la surface
des échantillons de V2O3 à l’aide d’une lime. Les observations sur les surfaces







Etude microscopique de la transition
de Mott dans (V1−xCrx)2O3
6.1 Introduction : mécanismes microscopiques des
transitions métal-isolant
Il existe plusieurs types de localisations, c’est-à-dire de processus par lesquels
les électrons, partant d’un état métallique, voient leur mobilité s’annuler ce qui
provoque une transition métal-isolant (MIT pour Metal-Insulator Transition). La
localisation peut être induite soit par le désordre, soit par les intéractions électrons-
électrons. La MIT due aux intéractions est la transition de Mott, qui a été décrite
dans le chapitre 2 et intervient dans les composés (V1−xCrx)2O3 ; la localisation
par le désordre à l’echelle atomique, elle, est appelée localisation d’Anderson [4,
189, 190] ; elle peut intervenir sans aucune intéraction entre électrons, et a été
observée dans de nombreux matériaux semiconducteurs dopés, tels les bronzes de
tungstène [191, 192] ou le silicium dopé en phosphore [191, 193]. La localisation
d’Anderson se produit à un seuil en énergie, appelée seuil de mobilité ; le système
peut être isolant même si la densité d’état au niveau de Fermi n’est pas nulle,
contrairement à la transition de Mott où un gap en énergie s’ouvre au passage
dans l’état isolant. La localisation d’Anderson est caractérisée par un processus de
percolation, au cours duquel se forment des amas isolants qui, leur taille croissant,
aboutissent à la formation d’un chemin percolant pour une valeur critique pc de
la probabilité de saut site à site [194]. La transition de Mott, étant du premier
ordre au sens d’Ehrenfest, peut également montrer une ségrégation entre amas
métalliques et isolants à la MIT ; ce phénomène a été visualisé dans VO2 (bien
que dans ce composé la nature de la MIT ne soit pas universellement reconnue
comme une transition de Mott) par nanospectroscopie à l’aide du rayonnement
infrarouge [195].
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Comme cela a été noté dans la section 2.3, il reste plusieurs points à éclaircir
dans (V1−xCrx)2O3, notamment l’équivalence ou non des phases paramagnétiques
métalliques (PM) obtenues pour les systèmes dopés x=0.011 et non dopés x=0,
qui ne semble pas évidente en considérant la résistivité, dépendante du dopage
en chrome. De plus, par des mesures sensibles au volume du matériau (comme
la diffraction des rayons X), la transition de Mott dans (V1−xCrx)2O3, x=0.011
semble intervenir uniformément donnant lieu à une phase PM homogène ; mais
d’autres techniques expérimentales, telle la conductivité optique infrarouge qui est
sensible à une profondeur plus faible que la diffraction des rayons X, est capable
de détecter des différences entre les phases PM obtenues avec ou sans dopage en
chrome.
Une étude par spectroscopie d’absorption (EXAFS pour Extended X-ray Ab-
sorption Fine Structure) des composés dopés en Chrome a permis de révéler des
distortions de réseau locales autour des atomes de chrome, pouvant mener à la for-
mation de domaines isolants dans une matrice métallique [196]. Cette observation
suggère une nature percolative de la transition métal-isolant ; cependant, la taille
des domaines isolants n’a pas été determinée par cette technique.
Une détermination des mécanismes microscopiques de la transition de Mott
dans (V1−xCrx)2O3 permettra d’apporter des explications à ces observations ap-
paremment contradictoires. Dans ce chapitre, je vais explorer grâce à la photoé-
mission résolue spatialement le diagramme de phases de (V1−xCrx)2O3 afin d’ap-
porter une réponse à ces questions. Cette étude a été effectuée en collaboration
avec Stefano Lupi (CNR-IOM et Dipartimento di Fisica, Università di Roma "La
Sapienza", Piazzale A. Moro 2, I-00185 Roma, Italie), Leonetta Baldassarre et
Andrea Perruchi (Sincrotrone Trieste S.C.p.A., Area Science Park, I-34012 Ba-
sovizza, Trieste, Italie), qui ont effectué les mesures de réflectivité infrarouge
grâce auxquelles je donnerai une interprétation à nos résultats de microscopie
dans la section 6.4. L’étude à l’échelle microscopique de la transition de Mott
dans (V1−xCrx)2O3 fait l’objet de la Ref. [197].
La technique de spectromicroscopie est sensible à la différence métal-isolant,
car en mesurant la densité électronique il est possible d’observer l’ouverture d’un
gap ; de plus, la résolution spatiale étant de l’ordre du micromètre, les éven-
tuels domaines isolants et métalliques peuvent être mesurés, si leur taille ex-
cède cette résolution. Dans la section 6.2, je présenterai les MIT observées dans
(V1−xCrx)2O3 par photoémission à différentes échelles spatiales, afin de montrer
l’importance de la résolution sub-micrométrique qui permet d’appréhender les
processus de transitions de phase inexplorés jusqu’à présent. La section 6.3 sera
consacrée à l’étude détaillée de la transition de Mott dans (V1−xCrx)2O3, mesurée
avec une résolution spatiale sub-micrométrique. Enfin, la section 6.4 proposera
une comparaison entre plusieurs techniques expérimentales pour l’observation de
la transition de Mott, ayant diverses profondeurs de sonde. Je mettrai ainsi en
104
6.2. INFLUENCE DE LA RÉSOLUTION SPATIALE DANS L’ÉTUDE DES TRANSITIONS
MÉTAL-ISOLANT DE (V1−XCRX )2O3
évidence la différence entre la transition de Mott observée à la surface des échan-
tillons ou dans leur volume.
6.2 Influence de la résolution spatiale dans l’étude
des transitions métal-isolant de (V1−xCrx)2O3
Les observations des MIT dans (V1−xCrx)2O3 par photoémission résolue spa-
tialement ont été réalisées sur la ligne de lumière Spectromicroscopy à Elettra
(voir section 5.3.3). Ces mesures ne sont pas des mesures ARPES au sens strict,
car les spectres obtenus sont intégrés sur quelques degrés. Cependant, grâce à
une optimisation réalisée en 2010, il est aujourd’hui possible de combiner sur
Spectromicroscopy la résolution spatiale et angulaire à l’aide d’un nouvel ana-
lyseur hémisphérique de photoélectrons [187]. L’objectif Schwarzschild, élément
optique focalisant le faisceau de photons, étant placé en incidence normale, il est
impossible de mesurer les photoélectrons en émission normale, mais à un angle
minimal de 65◦ par rapport à la normale à la surface de l’échantillon. Cela réduit
considérablement la sensibilité au volume de ces mesures ; de plus, l’énergie de
photons étant de 27 eV, l’énergie cinétique des photoélectrons se situe dans le
minimum de la courbe de libre parcours moyen électronique (fig. 5.4). Ainsi, les
résultats présentés sont représentatifs de la densité électronique surfacique des
échantillons. La taille du faisceau de photons sur l’échantillon représentant la
résolution spatiale des images, il était possible en le défocalisant d’obtenir des
spectres à différentes échelles spatiales latérales. Les résultats présentés dans les
paragraphes 6.2.2 et 6.3.1 ont été obtenus sur des échantillons orientés selon l’axe
réciproque [102], ce qui permettait de placer le détecteur dans la direction d’émis-
sion [001] ; en effet, la quasiparticule caractéristique de l’état métallique fortement
corrélé de (V1−xCrx)2O3 a une amplitude maximale dans cette direction de l’es-
pace des k [41].
6.2.1 Analyse des images de photoémission
Les images de photoémission résolues microscopiquement (images SPEM)
sont obtenues de la façon suivante : le faisceau de lumière est focalisé sur un
diamètre désiré, pouvant aller de plusieurs microns jusque 800 nm. Les photoélec-
trons provenant de la région éclairée sont analysés puis détectés par le détecteur,
qui enregistre le spectre de photoémission (PES pour PhotoElectron Spectrum)
correspondant à cette illumination. Ensuite, le porte-échantillon se déplace de la
distance souhaitée (typiquement de l’ordre de la taille du faisceau), et le PES cor-
repondant à la nouvelle zone éclairée est enregistré. En balayant la surface de
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l’échantillon, il est possible de réaliser une cartographie PES de sa surface. A
chaque point de l’image SPEM est associé un PES, pris sur une échelle de 2 eV,
répartis en plusieurs canaux (70 à 75) de quelques meV. Cette échelle d’énergie
peut être choisie soit autour du niveau de Fermi, ce qui permet d’être sensible à
l’ouverture du gap isolant, soit sur la bande 2p de l’oxygène afin d’être sensible
à d’éventuelles inhomogénéités chimiques. Une fois l’image SPEM acquise, il
est possible de sélectionner quelques points sur l’image et de réaliser alors à ces
endroits des PES détaillés, sur une plage en énergie plus grande. La technique
d’analyse des images de spectromicroscopie a été détaillée dans de précédentes
publications, par exemple [198, 199].
Les images SPEM mesurées représentent la contribution de plusieurs effets.
Tout d’abord, en raison de la très forte sensibilité à la surface, tout défaut topo-
graphique tel un creux ou une bosse est susceptible de faire varier l’intensité PES
reçue par le détecteur, de même qu’un obstacle à la propagation de la lumière
produit une ombre portée. Il est nécessaire d’en tenir compte lors de l’analyse des
résultats. Ensuite, s’il existe des domaines isolants et métalliques, alors une varia-
tion d’intensité totale sera observée en raison du gap isolant, qui réduit la densité
d’états totale.
FIGURE 6.1: (a) Image SPEM pour (V1−xCrx)2O3, x=0.011 et T = 260 K (PI).
L’intensité de chaque pixel est l’intensité intégrée du PES correspondant sur
l’échelle d’énergie de la mesure (2 eV, ici répartis autour du niveau de Fermi, qui
représentent donc la bande 3d du vanadium) (b) PES correspondant aux points
P1 à P3, et PES représentatif de la phase PM. La zone verte (1) représente le
rang d’énergie du fond, la zone rouge (2) le rang d’énergie de la métallicité et
la zone jaune (3) le rang d’énergie de la normalisation. L’image de métallicité
(c) est obtenue pour chaque pixel de (a) en effectuant l’opération (zone 2-zone
1)/(zone 3-zone 1).
Ainsi, il faut traiter l’image SPEM afin d’éliminer les effets topographiques.
Pour cela, j’ai effectué la procédure suivante : tout d’abord, le fond continu (cor-
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respondant aux canaux d’énergie supérieure au niveau de Fermi) est enlevé aux
PES (zone verte sur la fig. 6.1 (b)). J’identifie ensuite les canaux représentatifs de
la métallicité du système, c’est-à-dire ceux qui présentent une différence métal-
isolant (soit une échelle de ≈ 0.3 eV autour du niveau de Fermi, zone rouge sur
la fig. 6.1 (b)). Ces canaux doivent être normalisés par rapport à la densité d’états
de la bande 3d du vanadium, c’est-à-dire les canaux d’énergie E − EF inférieure
à ≈ -1.5 eV, ce qui permet de s’affranchir des défauts topographiques (zone jaune
sur la fig. 6.1 (b)). Il est également possible de normaliser les images par rapport
à la bande 2p de l’oxygène, ce qui est faisable si une image est prise également
sur l’échelle d’énergie de liaison de cette bande (−9 eV < E − EF < −4 eV ).
Les résultats obtenus en normalisant par rapport à la bande 3d du vanadium ou
par rapport à la bande 2p de l’oxygène sont qualitativement identiques.
Cette façon de procéder est illustrée par la fig. 6.1, qui montre pour un échan-
tillon x=0.011 à 260 K (image prise en température décroissante, phase parama-
gnétique isolante PI) (a) l’image initiale (contenant les défauts topographiques),
(b) quelques PES correspondants aux points de cette image ainsi qu’un PES re-
présentatif de la phase PM (ce dernier provient d’un échantillon non dopé dans la
phase PM), et (c) l’image de métallicité obtenue après normalisation. Bien qu’il
y ait de nombreux traits distinctifs dans l’image SPEM, ceux-ci disparaissent lors
du traitement des images. Cela signifie que les caractéristiques de l’image SPEM
étaient majoritairement des défauts topographiques.
6.2.2 Evolution de la structure électronique aux échelles méso-
scopique et microscopique
La description des modifications macroscopiques de structure électronique ob-
servées au cours des MIT dans (V1−xCrx)2O3 est donnée dans l’Annexe A.
Afin de mesurer d’éventuels domaines métalliques et isolants ainsi que leur
taille, j’ai mené les expérience en faisant varier la taille du faisceau sur la surface,
ce qui permet de changer la résolution spatiale. Les résultats, pour un échantillon
(V1−xCrx)2O3, x=0.011 à 220 K (phase PM) sont donnés dans la fig. 6.2. Une
image prise au microscope optique, avec un grossissement ×10, est montrée en
fig. 6.2 (a). Ainsi, en comparant avec l’image SPEM correspondant approxima-
tivement à la même région (fig. 6.2 (b)), on s’aperçoit que les caractéristiques
visibles dans les images SPEM sont effectivement des défauts topographiques de
la surface de l’échantillon.
Les images de métallicité sont différentes selon la résolution spatiale, de 5 µm
(fig. 6.2 (d), image mésoscopique) ou 1 µm (fig. 6.2 (e), image microscopique).
J’ai également effectué ces mesures avec des tailles de faisceau plus grandes que
5 µm, qui ne montraient aucune différence qualitative avec l’image mésoscopique
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présentée ici. En effet, l’image mésoscopique est uniforme, ce qui est montré par
les PES A, B et C représentatifs de cette image, donnés en fig. 6.2 (f). Ces PES
sont tous identiques. En revanche, l’image microscopique montre la présence de
domaines métalliques et isolants, caractérisés par des PES différents, montrés sur
la fig. 6.2 (g). Les zones rouges sont métalliques tandis que les zones bleues pré-
sentent un gap dans la densité d’état ; il existe de nombreuses phases intermé-
diaires entre ces deux phase extrêmes PM et PI. Ces domaines sont invisibles sur
l’image mésoscopique car leur taille est inférieure à quelques microns. Cela ex-
plique pourquoi cette ségrégation de phases n’avait encore jamais été mesurée, car
pour cela il est nécessaire d’utiliser une sonde micromètrique.
L’évolution des domaines métalliques et isolants en fonction de la température
du système ainsi que du dopage en chrome est présentée dans la section suivante.
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FIGURE 6.2: (a) Photographie de l’échantillon (V1−xCrx)2O3, x=0.011 au micro-
scope optique, grossissement ×10 ; toutes les mesures SPEM ont été réalisées à
220 K, dans la phase PM de ce composé dopé. (b) Image SPEM réalisée avec un
spot de 5 µm, sur une taille de 600µm × 600µm ; (d) Image de métallicité asso-
ciée et (f) PES correspondants aux points A, B et C sur cette surface. Le rectangle
vert dans (b) correspond à la zone de l’image SPEM (c), réalisée avec un spot de
1 µm sur une échelle de 40µm × 40µm. (e) est l’image de métallicité associée à
(c), et (g) les PES correspondants aux points 1 à 6 sur cette surface.
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6.3 Evolution de la structure électronique de (V1−x
Crx)2O3 au cours de la transition de Mott à l’échelle
sub-microscopique
6.3.1 Evolution sub-micoscopique et ancrage des domaines mé-
talliques et isolants de Mott
J’ai mesuré les images de métallicité dans le système dopé x=0.011 en fonction
de la température lors d’un cycle PM-PI-PM, données dans les fig. 6.3 (c) à (f) ;
les PES correspondants sont donnés dans les fig. 6.3 (a, b, g, h). Les images SPEM
obtenues pour T=220 K sont données en fig. 6.3 (i) (bande 3d du vanadium) et (j)
(bande 2p de l’oxygène). Ces images topographiques, identiques qualitativement
entre elles, ne changent pas avec la température au cours de la transition de Mott.
La métallicité est uniforme dans la phase PI (T=320 K, fig. 6.3 (f)). L’apparition de
domaines métalliques commence au passage dans la phase PM, et ils susbsistent
dans cette phase.
En comparant les deux images prises dans la phase PM à 220 K, on remarque
que les domaines métalliques et isolants se forment aux mêmes endroits, indi-
quant un ancrage de ces derniers. La corrélation entre les domaines et la topogra-
phie peut être vérifiée à l’aide d’une inspection minutieuse des images 6.3 (e) et
(i)-(j). Certaines caractéristiques topographiques semblent corrélées à la métalli-
cité : par exemple, les zones uniformément grises (qui sont plates) sont le plus
souvent isolantes, comme la région située entre les points P2 et P3 (fig. 6.3), ou la
région de forme triangulaire entourant le point 1 dans la fig. 6.2 (c). Mais cet effet
n’est pas général, et il existe également des zones plates qui sont métalliques, ou
qui présentent une ségrégation métal-isolant, comme la région située en-dessous
du point P1 (fig. 6.3). Ainsi, il semble que la ségrégation de métallicité ne soit
pas uniquement due aux défauts topographiques auxquels les images SPEM sont
sensibles, ni à la teneur en oxygène de la surface, du moins à l’échelle micromé-
trique. Il est possible que des défauts plus petits, indétectables par ces mesures,
soient responsables de l’ancrage des domaines.
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FIGURE 6.3: Evolution de la métallicité lors d’un cycle PM-PI-PM dans
(V1−xCrx)2O3, x=0.011 ; la résolution spatiale est de 1 µm pour les images prises
à 270 et 320 K, et 800 nm pour les images prises à 220 K. (c) à (f) sont les images
de métallicité, les spectres correspondants étant donnés en (a, b, g, h). Une image
SPEM enregistrée sur la bande 3d du vanadium est donnée en (i), et sur la bande
2p de l’oxygène en (j) ; celles-ci ne varient pas en fonction de la température.
L’échelle de couleur des images (c)-(f) est la même.
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6.3.2 Comparaison entre les phases PM pour x=0 et x=0.011
La comparaison entre les phases PM du système V2O3 non dopé (x=0, 300 K)
et du système (V1−xCrx)2O3 (x=0.011, 220 K) est donnée en fig. 6.4. La métalli-
cité pour les deux échantillons a été obtenue avec la même procédure d’analyse, et
la phase PM pour x=0 est plus homogène que pour x=0.011. Cependant, il subsiste
de petites inhomogénéités, comme montré par les PES en fig. 6.4 (c) ; certains en-
droits présentent un pseudo-gap dans la structure électronique (fig. 6.4 (c), P3),
plus faible néanmoins que le gap des domaines isolants du système x=0.011 ( 6.4
(f), P1) qui est équivalent au gap de la phase PI.
FIGURE 6.4: Comparaison microscopique de la métallicité des systèmes
(V1−xCrx)2O3, x=0.011 et x=0. (a)-(c) Image SPEM sur la bande 3d du vana-
dium, image de métallicité et PES obtenus sur cette surface, pour un échantillon
V2O3 PM à 300 K ; (d)-(f) Image SPEM sur la bande 3d du vanadium, image de
métallicité et PES obtenus sur cette surface, pour un échantillon (V1−xCrx)2O3,
x=0.011 PM à 220 K. L’échelle de couleurs des images (b) et (e) est la même.
Ainsi, la surface des échantillons présente des inhomogénéités de métallicité
dans les phases PM, à différent niveau selon le dopage en chrome mais cepen-
dant toujours présentes. Seule la phase PI semble parfaitement homogène, comme
montré par les fig. 6.3 (f) et (h). Nous pouvons noter que la difficulté de mesurer
les quasiparticules métalliques dans (V1−xMx)2O3, M=Cr, Ti, avait déjà été mise
en évidence par Mo et al, qui soulignent l’importance en ARPES d’utiliser un
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spot de taille micrométrique pour étudier la structure électronique de ces compo-
sés [38].
6.4 Conclusion : évidence d’un effet de surface dans
la formation des domaines isolants de Mott et
métalliques
En conclusion, j’ai mis en évidence l’existence de domaines isolants et mé-
talliques dans certaines parties du diagramme de phases de (V1−xCrx)2O3. Ces
domaines apparaissent à la transition de Mott dans la phase PM de (V1−xCrx)2O3,
x=0.011 ; ils sont également présents dans la phase PM du composé non dopé,
bien que dans cette dernière le gap des domaines isolants soit plus petit que celui
des domaines isolants du composé x=0.011. Ces domaines sont ancrés, et leur po-
sition ne varie pas au cours d’un cycle PM-PI-PM ; en revanche, leur position n’est
pas corrélée de façon absolue aux défauts topographiques de taille supérieure au
micromètre.
La possibilité d’une ségrégation de phases a été soulevée par les mesures de ré-
flectivité optique, selon lesquelles la phase PM des composés x=0.011 se compor-
tait optiquement comme un isolant, ne montrant pas de pic de Drude. L’interpréta-
tion a alors été de considérer un milieu effectif, constitué d’îlots métalliques dans
une matrice isolante ; cette hypothèse permet en effet de simuler de façon satisfai-
sante les données de conductivité optique. Ces expériences sondent l’échantillon
sur une profondeur de l’ordre de la longueur d’onde (dans la cas d’un système
non-métallique) ; ainsi, la profondeur sur laquelle existent les domaines isolants
et métalliques semble, d’après ces résultats, de l’ordre de quelques micromètres.
La phase PM des échantillons non dopés est, elle, caractérisée par la présence
d’un pic de Drude métallique [200], et donc sur une profondeur de quelques di-
zaines voire centaines de nanomètres la présence de domaines est indétectable par
spectroscopie infrarouge.
Des mesures sensibles au volume de l’échantillon et à la différence entre les
phases PM et PI, telles la Résonance Magnétique Nucléaire ou la diffraction des
rayons X, n’ont pas détecté d’inhomogénéités dans la phase PM des composés
dopés x=0.011. Cela signifie que les domaines isolants et métalliques ne sont pas
détectables dans le volume du matériau. Il est donc peu probable que les domaines
soient liés à la présence d’atomes de chrome, car ceux-ci sont répartis à la surface
et dans le volume des échantillons.
D’après ces observations, il est possible de donner une vision globale des
échelles en profondeur sur lesquelles existent des domaines isolants et métal-
liques. Dans le système non-dopé, les domaines ne sont présents qu’à la surface,
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au maximum sur une dizaine de nanomètres. Ils ne donnent pas lieu à une phase
totalement isolante. Dans le système dopé en chrome x=0.011, les domaines sont
présents sur quelques microns. Les domaines isolants peuvent percoler dans ce
système, donnant une phase homogène PI au-dessus de la température de la tran-
sition de Mott. Ces différences sont représentées schématiquement dans la fig. 6.5.
FIGURE 6.5: Diagramme de phases de (V1−xCrx)2O3 et schéma des différentes
phases PM existantes. L’échelle de couleurs va du bleu (isolant) au rouge (métal-
lique).
L’interprétation de l’origine des domaines et de leur existence en profondeur
fait intervenir deux phénomènes. Le premier est le désordre présent à la surface
des échantillons, pouvant induire une localisation des électrons. Le désordre sur-
facique peut être induit par la préparation des échantillons, qui consiste à les scier,
les gratter ou les polir ; même le clivage de l’échantillon provoque une reconstruc-
tion à l’échelle atomique de la structure du matériau. Le désordre de la surface est
structural, et il est distinct de la topographie de la surface observée dans les images
de Spectromicroscopy, qui elle n’est pas un désordre et peut parfaitement traduire
une phase homogène (c’est d’ailleurs le cas de la phase PI). Cette interprétation
justifie l’existence des domaines également dans le système non dopé, qui ne peut
accéder à une phase PI en fonction de la température. Elle est parfaitement cohé-
rente avec l’observation de l’ancrage des domaines au cours du cycle PM-PI-PM,
car la position de ces derniers est fixée par les défauts structuraux trop petits pour
être visualisés sur Spectromicroscopy.
En revanche, le problème soulevé par une telle interprétation est qu’elle ne peut
expliquer la raison de la profondeur différente d’existence des domaines selon le
dopage en chrome.
Pour expliquer cet effet, il faut prendre en compte un autre phénomène, qui
contrairement à la localisation due le désordre fait intervenir les corrélations élec-
troniques. Il s’agit de l’existence d’une "couche morte" à la surface des systèmes
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fortement corrélés à proximité d’une transition de Mott [201]. En effet, la pré-
sence d’une interface dans un tel matériau induit à sa proximité une augmentation
des corrélations électroniques U. Il existe donc une épaisseur dans laquelle les
quasiparticules métalliques n’existent plus, comme cela a été observé par photoé-
mission en utilisant des énergies de photons capables d’augmenter la sensibilité
au volume des mesures [41, 42]. L’épaisseur de la couche morte dépend de la
proximité de la transition de Mott, et diverge à la transition pour donner un sys-
tème totalement isolant dans la phase isolante de Mott ; son origine est due à une
diminution des longueurs d’écrantage dans les systèmes fortement corrélés, ce qui
induit une "propagation" de l’augmentation de U dans le volume du matériau, sur
une distance égale à la profondeur de la couche morte et dépendant uniquement
des propriétés intrinsèques volumiques du système. Cette couche morte semble
liée à la présence des domaines dans (V1−xCrx)2O3 : en effet, dans le système
x=0.011, la percolation des domaines coincide avec la transition de Mott PM-PI.
De plus, l’épaisseur dans laquelle les domaines coexistent est supérieure dans le
système x=0.011 par rapport aux composés non dopés, ce qui est cohérent avec
la proximité de la phase isolante de Mott en considérant le diagramme de phase.
Il est donc évident que les domaines sont reliés aux corrélations électroniques ;
plus celles-ci sont importantes, plus les domaines isolants sont étendus à la fois
en profondeur et à la surface, pour finalement percoler dans la phase PI. Les do-
maines peuvent donc être vus comme générés par la localisation due au désorde
en surface, assistée par les corrélations électroniques, et se propageant dans le
matériau sur une épaisseur dépendant de l’intensité des intéractions répulsives
électroniques, divergeant à la transition de Mott.
J’ai mis en évidence grâce à ces mesures résolues spatialement le processus
percolatif de la transition de Mott dans (V1−xCrx)2O3. De plus, ces mesures sont
en accord avec l’existence d’une couche morte à la surface des échantillons, qui
comme montré dans [201] n’est pas liée aux propriétés surfaciques du système
mais est un réel effet dû aux propriétés physiques du volume du matériau. Afin de
démontrer irréfutablement le lien entre la présence des domaines, l’épaisseur de
la couche morte et les corrélations électroniques, des expériences réalisées sur des
échantillons dopés en titane, moins corrélés que les systèmes dopés en chrome ou
non-dopés, seraient utiles. L’utilisation d’un film mince de V2O3 pourrait égale-
ment lever le doute sur l’influence du désordre en surface, qui est moins important
pour un tel système que dans la cas de monocristaux coupés, polis ou grattés.
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7.1 Introduction : études de réflectivité pompe-sonde
sur les systèmes isolants de Mott
Après plus de quarante années de recherche, les mécanismes de la transition de
Mott dans (V1−xCrx)2O3 sont toujours en active discussion. L’étude de la structure
électronique à proximité du niveau de Fermi est un point-clef de cette recherche,
et différentes spectroscopies ont été employées pour déterminer la structure de
bandes des états occupés et vides. Les études de conductivité optique, sensibles
aux excitations inter et intra-bandes, peuvent apporter des éléments nouveaux dans
la compréhension de ce système, comme elles l’ont prouvé en mettant en évidence
la présence de domaines métalliques et isolants de Mott dans la phase métallique
des composés dopés en chrome x=0.011. Afin d’avancer dans la compréhension
des excitations électroniques de (V1−xCrx)2O3, les études résolues en temps qui
peuvent mesurer la relaxation des états excités sont indispensables.
Plusieurs systèmes fortement corrélés présentant des transitions de Mott ont
été étudiés par spectroscopies pompe-sonde. Ces dernières ont permis de mettre
en évidence la transition isolant-métal photoinduite dans VO2 [152], dans les man-
ganites Pr1−xCaxMnO3 [154] et dans plusieurs isolants de Mott quasi- unidimen-
sionnels [153, 202]. Ces transitions de Mott photo-induites sont non-thermiques,
et causées par une augmentation de la densité électronique n qui aboutit à la dé-
localisation des électrons et au passage vers l’état métallique, lorqu’elle atteint la
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valeur critique nc du critère de Mott aHn
1/3
c = 0.25 [203, 204]. Dans cette for-
mule, aH est le rayon de Bohr effectif, aH = ~m∗e2 , m∗ et e étant les masse et
charge effectives des électrons et  la permittivité diélectrique du matériau. Dans
SmS, une transition photo-induite non-transitoire vers l’état isolant a été détectée,
induite par l’ionisation des atomes de Sm dont les électrons passent de l’orbitale
5d vers l’orbitale 4f [205]. La compréhension précise des effets de l’excitation
optique des systèmes fortement corrélés est cependant loin d’être achevée, et les
mécanismes des transitions de phases photo-induites sont toujours en discussion.
L’étude de la relaxation d’un système fortement corrélé peut néanmoins appor-
ter des éléments de réponse aux mécanismes de transitions de phase, en sondant
la façon dont les électrons sont excités puis quels canaux ces électrons utilisent
préférentiellement pour relaxer l’énergie accumulée.
La possibilité d’observer les mouvements atomiques cohérents dans de tels
matériaux est également de grande utilité, non seulement pour les systèmes dont
les transitions de phases impliquent une reconstruction structurale, comme les
systèmes de Peierls [152, 156], mais également dans les systèmes dans lesquels le
rôle des degrés de liberté réticulaires dans les mécanismes de transitions de phase
n’est pas élucidé ; c’est le cas de (V1−xCrx)2O3 (voir la section 2.3.2).
Je vais explorer dans ce chapitre la réponse transitoire photo-induite de (V1−x
Crx)2O3 dans différentes parties du diagramme de phases. La mise en évidence de
la non-équivalence entre les phases métalliques obtenues par dopage en chrome
ou non-dopage, étudiée dans le chapitre 6, ainsi que la particularité de la réponse
optique des composés x=0.011 justifie l’exploration de ce diagramme de phases
par une technique différente, également sensible aux différences de structure élec-
tronique entre un métal et un isolant de Mott. Une étude préalable par réflectivité
pompe-sonde de V2O3 a été effectuée par Misochko et al. [151, 206] ; cependant,
cette étude concernait la transition paramagnétique métallique-antiférromagnétique
isolant (PM-AFI), et pas de la transition de Mott PM-PI (paramagnétique isolant).
L’utilisation de la technique pompe-sonde avec une résolution temporelle de
l’ordre de la dizaine de femtosecondes, en utilisant le dispositif expérimental de
la salle Bordeaux du Laboratoire d’Optique Appliquée (voir section 4.6) m’a per-
mis d’étudier la réponse de ce composé à différentes échelles de temps, mettant
en évidence plusieurs phénomènes ultra-rapides. Je décrirai dans la section 7.2
l’allure de la réponse transitoire en fonction de la phase thermodynamique du
système. La section 7.3 présentera la réponse à l’échelle picoseconde, mettant en
évidence l’anisotropie de l’état photo-excité ainsi que la différence métal-isolant
de Mott. L’étude des effets de la structure cristalline sur la réponse ultra-rapide
de (V1−xCrx)2O3 et de (La0.67Sr0.33)MnO3 fait l’objet de la Ref. [207], tandis que
les effets des corrélations électroniques sur la réponse à l’échelle picoseconde
dans (V1−xCrx)2O3 est décrite dans la Ref. [208]. Enfin, la section 7.4 étudiera
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le comportement du phonon optique cohérent A1g dans ces systèmes, révélant
le durcissement photo-induit du réseau cristallin ; ces résultats font l’objet de la
Ref. [209].
7.2 Réponse ultrarapide et excitation électronique
de (V1−xCrx)2O3
Une courbe typique de réflectivité pompe-sonde obtenue dans V2O3, pour une
fluence de 36.6 mJ/cm2 et un échantillon orienté selon l’axe hexagonal direct
(110), est donnée en fig. 7.1. Quelque soit le niveau de dopage en chrome, la
phase thermodynamique et la température, ces courbes ont les mêmes caractéris-
tiques. A l’arrivée de la pompe au temps t=0, la réflectivité transitoire diminue sur
une échelle de temps de l’ordre de la durée d’impulsion (soit ≈40 fs), puis atteint
un minimum et augmente à nouveau : j’utiliserai par la suite la désignation "pic
initial" pour me référer à cette partie qui correspond aux premières ≈150 fs de la
réponse transitoire (fig. 7.1 (a)). Ensuite, nous pouvons observer une oscillation de
réflectivité, à une période d’environ 140 fs (fig. 7.1 (a)) ; cette dernière correspond
à l’excitation cohérente du phonon optique de symétrie A1g, dont une description
détaillée sera fournie dans la section 7.4. Le point charnière marquant la fin du pic
initial et le début de l’oscillation optique dépend fortement de la densité d’exci-
tation (fluence de la pompe, notée F ), de la phase du système et de l’orientation
cristallographique.
FIGURE 7.1: Courbe typique de réflectivité transitoire dans (V1−xCrx)2O3, x=0,
(a) Agrandissement sur l’échelle de temps femtoseconde, (b) Agrandissement sur
l’échelle de temps picoseconde (l’échelle verticale étant coupée).
Pour les échantillons dont l’orientation de la surface n’était pas selon l’axe
hexagonal c (dont l’orientation était donc autre que (001)), les courbes présentent
également une oscillation de période de l’ordre de 20 ps, correspondant à la pré-
sence d’une onde acoustique cohérente (fig. 7.1 (b)). Son étude, ainsi que l’étude
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de la réflectivité transitoire à l’échelle de plusieurs picosecondes, seront présen-
tées dans la section 7.3.
Les courbes de réflectivité pompe-sonde obtenues dans V2O3 pour la gamme
totale de densités d’excitations disponibles lors de mes expériences sont données
en fig. 7.2 (b), pour un échantillon orienté selon (001). La largeur totale à mi-
hauteur (FWHM) du pic initial dans (V1−xCrx)2O3 est très proche de la durée
obtenue en convoluant deux impulsions de durée 40 à 45 fs (cette convolution
donnerait un pic de durée 64 fs), mais toutefois plus grande, et cette largeur dé-
pend de la fluence (comme montré dans la fig. 7.2 (d)) contrairement à la durée
d’impulsion.
FIGURE 7.2: (a) Diagramme de phases de (V1−xCrx)2O3 ; le triangle vert repré-
sente le système isolant de Mott x=0.028 (PI) et le rond rouge le système mé-
tallique x=0 (PM). (b) Courbes de réflectivité transitoire de V2O3, orienté selon
(001), pour différentes fluences de pompe. (c) Valeurs de l’amplitude maximale
du pic initial et (d) de la largeur totale à mi-hauteur (FWHM pour Full Width at
Half-Maximum) du pic initial en fonction de la fluence pour x=0 (PM) et x=0.028
(PI).
Le fait que l’amplitude du pic initial soit toujours plus grande dans la phase
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PM que dans la phase PI, comme montré dans la fig. 7.2 (c) indique que cette
dernière (dont le comportement en fonction de la fluence de pompe est identique
à celui de l’intégrale du pic initial) représente le nombre d’électrons excités. Elle
se comporte majoritairement linéairement avec F , avec une petite composante
quadratique (de deux ordres de grandeur inférieure à la composante linéaire), in-
diquant des excitations principalement à un photon. Le calcul des éléments de
matrice pour les transitions dipolaires et quadrupolaires électriques qui sont ac-
cessibles par nos expériences est donné en Annexe B.
La dépendance en fluence de la FWHM est probablement due au couplage
électrons-phonons : en effet, le temps de thermalisation électrons-phonons aug-
mente avec la fluence (comme le nombre d’électrons excités). Ce processus sera
analysé en détail dans le cas du pnicture de fer Ba(Fe1−xCox)2As2 (voir sec-
tion 8.4).
La complexité des phénomènes intervenant aux temps initiaux dans (V1−x
Crx)2O3 rend impossible l’extraction de paramètres physiques à partir de l’ana-
lyse du pic initial. L’utilisation de différentes longueurs d’onde de pompe, parti-
culièrement dans l’infrarouge en-dessous du gap pour les systèmes dans la phase
PI, pourrait apporter des informations sur les contributions des excitations élec-
troniques au pic initial en modifiant les transitions électroniques accessibles au
système.
La présence d’un pic ultra-court est révélateur du caractère optiquement non-
métallique de (V1−xCrx)2O3. En effet, dans un métal usuel, la réponse transitoire
n’est pas caractérisée par une réponse aussi rapide ; par exemple, nous verrons
dans le chapitre 8 que les pnictures de fer ont une relaxation électronique diffé-
rente, se déroulant sur une échelle de temps de plusieurs centaines de femtose-
condes.
7.3 Réponse du système sur l’échelle picoseconde et
phonons acoustiques cohérents
7.3.1 Etude des ondes acoustiques cohérentes
7.3.1.1 Influence de l’orientation cristallographique et anisotropie de l’état
photo-excité
Le comportement transitoire de (V1−xCrx)2O3 est complexe, et composé de
plusieurs parties. Afin d’étudier la transition de Mott dans ces composés, il est
fondamental dans un premier temps de pouvoir identifier les effets sur la réponse
transitoire de chaque paramètre pouvant intervenir, telle l’orientation cristalline,
la température ou la polarisation de la lumière. J’ai donc étudié la réponse tran-
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sitoire de plusieurs composés (V1−xCrx)2O3 en fonction de l’orientation cristal-
lographique ainsi que des directions de polarisation de la lumière en fonction de
l’orientation dans le plan de la surface.
L’effet le plus important de l’orientation cristalline apparaît sur l’échelle de
la dizaine de picosecondes et est montré en fig. 7.3. L’observation d’une onde
acoustique cohérente ne dépend que de l’orientation de la surface étudiée, et pas
de l’orientation dans la surface. Si l’axe c (direction hexagonale directe (001)) est
perpendiculaire à la surface de l’échantillon, alors l’amplitude de l’onde acous-
tique cohérente est fortement réduite par rapport au cas où l’axe c est dans la
surface de l’échantillon, d’un facteur 5 pour x=0 et 8 pour x=0.028. L’étude de
l’influence de l’orientation de c dans la surface de l’échantillon n’a en revanche
montré que des différences d’amplitudes très faibles, de facteurs de l’ordre de 1.1.
FIGURE 7.3: Influence de l’orientation cristallographique sur l’onde acoustique
cohérente dans (V1−xCrx)2O3 pour (a) x=0 et (b) x=0.028, pour une fluence de
23.3 mJ/cm2. Les inset montrent la position de l’axe c pour chacune des orien-
tations.
Cette différence d’amplitude entre les échantillons orientés (001) et (hk0) peut
avoir deux origines : soit l’onde acoustique cohérente n’est pas excitée de la même
façon, soit la différence provient de la détection de cette oscillation. La détec-
tion des ondes acoustiques cohérentes se fait par diffusion Brillouin (voir para-
graphe 4.5.2), et des études de diffusion Brillouin effectuées sur un système de
même structure cristalline que V2O3, Al2O3, n’ont pas révélé de différence ma-
jeure dans l’intensité de diffusion en fonction de l’orientation du système [210].
J’en ai donc déduit que la différence d’amplitude provenait du processus de géné-
ration de cette oscillation.
L’onde cohérente acoustique est générée par le gradient de température réticu-
laire, comme l’explique le modèle de Thomsen dans le paragraphe 4.5.1. Ainsi,
l’onde acoustique cohérente est un phonon acoustique longitudinal se déplaçant à
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la vitesse du son dans la direction normale à la surface de l’échantillon. La créa-
tion du gradient de température du réseau ne peut intervenir que si un gradient de
température électronique est au préalable instauré dans la profondeur de pénétra-
tion du système. La forte réduction d’amplitude de l’onde acoustique cohérente se
déplaçant le long de c indique qu’il est difficile de créer un gradient de température
électronique dans cette direction.
Cette anisotropie n’apparait pas de façon aussi marquée dans le système à
l’équilibre, caractérisé par une conductivité quasiment isotrope [27]. Par contre,
le système photoexcité se comporte différemment car sa structure électronique
est différente. L’état photoexcité est en effet caractérisé par une augmentation du
nombre d’électrons dans le niveau a1g, lesquelles orbitales pointent le long de
l’axe c et se recouvrent fortement le long des chaînes de vanadium. Il est donc
plus facile pour eux de voyager dans cette direction, comme montré par le calcul
des intégrales de tranfert site à site qui sont d’énergie minimale pour les électrons
se trouvant sur des atomes plus proches voisins le long de c et dans les orbitales
a1g [25]. L’état photoexcité est donc meilleur conducteur le long de c que dans le
plan (a, b), ce qui induit une grande mobilité électronique et une diffusivité des
électrons très efficace dans cette direction. Ainsi, le scénario probable est que les
électrons du système photoexcité vont se déplacer trop vite le long de c pour avoir
le temps de thermaliser avec le réseau, et ne pourront pas créer de gradient de tem-
pérature réticulaire dans la direction (001). Cela explique l’absence de génération
de phonons acoustiques cohérents le long de l’axe c.
L’anisotropie photo-induite présente dans (V1−xCrx)2O3 est plus importante
pour les composés isolants de Mott que métalliques, ce qui est cohérent avec le fait
que l’état photo-excité du système PI est plus différent de l’état à l’équilibre que
dans le cas des systèmes PM. Cette anisotropie n’a été mesurée dans aucun autre
système à ma connaissance, et pourtant elle a un effet très important sur l’allure
des courbes de réflectivité pompe-sonde. Cela montre l’importance d’effectuer
une étude complète également en fonction de l’orientation des échantillons, car
il est possible d’interpréter une telle différence comme un effet de la phase du
système, ce qui n’est pas le cas. L’influence de la position dans le diagramme
de phases sur les ondes acoustiques cohérentes sera présenté dans le paragraphe
suivant, et sur la réponse à l’échelle picoseconde dans la section 7.3.2.
7.3.1.2 Influence de la phase initiale du système sur les phonons acoustiques
cohérents
Les courbes à l’échelle picoseconde peuvent être ajustées par une fonction du
type :
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où n est la partie réelle de l’indice de réfraction, vs la vitesse du son longitudi-
nale dans la direction normale à la surface, θi l’angle d’incidence du faisceau de
sonde par rapport à la normale à la surface de l’échantillon et λsonde la longueur
d’onde de la sonde. La fréquence de l’onde acoustique diminue avec le temps,
et pour prendre cet effet en compte j’ai ajouté une dépendance linéaire avec un
facteur h < 0. La ligne de base des oscillations, de valeur A0, est constante à
l’échelle de temps sur laquelle l’analyse des courbes est faite. Les courbes que
j’ai ajustées sont celles de la fig. 7.5.
FIGURE 7.4: (a) Amplitude et (b) Temps de vie de l’oscillation acoustique cohé-
rente dans (V1−xCrx)2O3, x=0 et x=0.028. Les lignes continues sont des ajuste-
ments linéaires des données.
Il est donc possible d’extraire la vitesse du son de ces courbes, bien que le faible
nombre d’oscillations visibles avant extinction du phonon acoustique cohérent
rende cette mesure assez imprécise. Néanmoins, les vitesses du son obtenues par
ajustement des courbes sont données dans la Table 7.1 et l’accord avec les mesures
de diffusion de neutrons est correct. Il faut tout de même noter que mes mesures
correspondent à l’état photoexcité, ce qui peut induire des différences avec les
mesures de diffusion de neutrons qui sondent le système à l’équilibre.
L’ajustement des courbes permet également d’obtenir l’amplitude et le temps
de vie de l’oscillation cohérente, qui sont données dans la fig. 7.4 pour des échan-
tillons orientés selon (hk0). L’amplitude de l’onde acoustique cohérente est qua-
siment identique pour les sytèmes PM et PI. Elle est linéaire en fonction de la
fluence de pompe, indiquant des excitations électroniques majoritairement à un
seul photon, comme cela avait été noté dans la section 7.2. Le temps de vie de
l’oscillation acoustique reflète quant à lui une différence PM-PI. Il est environ
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dopage x orientation vs (réflectivité pompe-sonde) vs (diffusion de neutrons)
×105(cm.s−1) ×105(cm.s−1)
0 (110) 8.5 7.2 [51]
0 (210) 8.6
0 (001) 7.6 8.6 [51]
0.011 (210) 8.8
0.011 (110) 7.3 7.2 [51]
0.011 (001) 11.5 8.1 [50]
0.028 (100) 8.3
0.028 (120) 11.5
0.028 (001) 6.3 8.1 [50]
TABLE 7.1: Vitesses du son mesurées dans (V1−xCrx)2O3 par réflectivité pompe-
sonde et comparaison avec les mesures de diffusion de neutrons (les mesures
de [50] sont pour x=0.02 et celles de [51] pour x=0).
deux fois plus long pour les systèmes PI par rapport aux PM, car la présence
d’un plus grand nombre d’électrons libres dans la plase PM favorise les collisions
électrons-phonons menant à la diminution du nombre de phonons et finalement
à leur extinction. Le temps de vie a un comportement linéaire en fonction de F ,
cependant alors qu’il croît avec F dans la phase PI il décroît dans la phase PM.
La décroissance du temps de vie est due à l’augmentation du nombre de collisions
électrons-phonons avec le nombre de phonons et le nombre d’électrons libres. Par
contre, la croissance du temps de vie est un phénomène inhabituel par rapport aux
autres matériaux existants.
7.3.2 Relaxation thermique et différence métal-isolant de Mott
Il existe peu de différences entre les phases PM et PI quant au phonon acous-
tique cohérent, mis à part son temps de vie. Cependant, un examen des courbes ob-
tenues sur une échelle picoseconde et données dans la fig. 7.5 révèle une différence
importante de comportement global. En effet, il existe une différence de ligne de
base de l’oscillation acoustique cohérente, appelée A0 dans l’équation 7.1. Cette
ligne de base est représentée en pointillée sur les fig. 7.5 (a) et (b). Dans le sys-
tème dopé x=0.028, PI, la ligne de base est constante en fonction de la fluence et
proche de zéro. Par contre, dans le système non dopé PM, cette ligne de base est
négative, et son amplitude augmente avec la fluence. Le comportement de A0 en
fonction de F est donné dans la fig. 7.6 (b). La fig. 7.6 (a) montre la procédure
d’ajustement des courbes ; sur les deux courbes présentées, la ligne de base de
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l’oscillation a été retirée, ce qui permet d’observer la similitude de comportement
des deux phases PM et PI, qui se distinguent donc principalement par la valeur de
A0.
FIGURE 7.5: Influence de la phase thermodynamique sur la relaxation thermique
de (V1−xCrx)2O3 à l’échelle picoseconde. Ces courbes ont été obtenues à tem-
pérature ambiante pour des systèmes orientés avec l’axe c dans la surface de
l’échantillon.
Le décalage des courbes vers les réflectivités négatives est probablement un
effet de chauffage du réseau cristallin. Le système PM est excité plus efficace-
ment que le système PI, ce qui est prouvé par la plus grande amplitude du pic
initial (fig. 7.2 (c)). Les électrons excités en plus grand nombre induisent donc un
chauffage plus important du réseau.
FIGURE 7.6: (a) Ajustement des courbes de réflectivité transitoire dans
(V1−xCrx)2O3 (b) Effet de la phase thermodynamique sur la ligne de base de
l’oscillation acoustique cohérente (les lignes pointillées sont des ajustements li-
néaires des données).
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L’observation de cette différence PM-PI est qualitative, et pas quantitative
comme le serait un autre critère (par exemple, l’amplitude du pic initial). C’est
donc un point fondamental, car grâce à ces mesures il est possible de reconnaitre
sans doute possible un échantillon isolant d’un métallique (selon que la ligne de
base dépend de la fluence de la pompe ou non), sans avoir besoin de comparer
deux specimens entre eux. De plus, il est très important de mettre en évidence une
différence entre la phase métallique et isolante de Mott, car les deux systèmes ont
les mêmes symétries. La différence observée est donc uniquement due à la pré-
sence ou non d’électrons itinérants, ce qui n’est pas le cas lors de l’observation
d’autres transitions métal-isolant avec brisure de symétrie, comme par exemple la
transition de Peierls observée dans le bronze bleu [156].
7.4 Phonons optiques cohérents : évidence d’un dur-
cissement photo-induit du réseau cristallin
7.4.1 Etude des phonons optiques cohérents en fonction de l’orien-
tation cristallographique
J’ai mené une étude détaillée du comportement du phonon optique cohérent
présent dans (V1−xCrx)2O3, plus particulièrement de sa fréquence d’oscillation.
Cette dernière varie entre 7.2 THz et 8.2 THz. Ce phonon cohérent est le mode
propre A1g de plus petite énergie ; en effet, il est observé quelque soit l’orientation
des polarisations de pompe et sonde par rapport aux axes cristallins, conformé-
ment au tenseur de polarisabilité diagonal de ce mode. De plus, seuls les modes
A1g sont excités dans les matériaux absorbant, en accord avec une génération de
type DECP (voir section 4.4). La fréquence du mode A1g cohérent diffère de celle
mesurée par diffusion Raman (voir paragraphe 7.4). Tous les résultats présentés
dans ce paragraphe ont été obtenus à T=300 K. Un agrandissement des courbes
montrant l’oscillation optique cohérente est donnée en fig. 7.7, où je compare dif-
férentes géométries expérimentales et différentes phases thermodynamiques.
La fig. 7.7 (a) compare le phonon optique A1g, pour une géométrie expérimen-
tale donnée, entre les systèmes x=0 (PM) et x=0.028 (PI). La fréquence du phonon
est visiblement identique, ce qui est contraire aux mesures de diffusion Raman qui
montrent une augmentation de la fréquence lors de la transition PM-PI.
La fig. 7.7 (c) montre la comparaison entre les fréquences de phonon optique
cohérent obtenues en tournant la polarisation des photons par rapport à l’axe c
(001), l’échantillon présentant une orientation cristalline où c est dans la surface
réflechissante, comme montré sur les schémas 7.7 (e) et (f). Nous observons que
la fréquence ne varie pas, ce qui est aussi observé en faisant tourner la polarisation
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dans le plan (a, b) des cristaux orientés selon l’axe (001).
Les fig. 7.7 (b) et (d) comparent les phonons optiques, pour une phase donnée,
en faisant varier cette fois l’orientation de la surface réflechissante, c’est-à-dire
en plaçant le vecteur d’onde k des photons incidents soit parallèle soit perpendi-
culaire à l’axe c, comme schématisé en fig. 7.7 (f) et (g). Dans ce cas, il existe
une différence visible de la fréquence. En effet, celle-ci est toujours plus élevée
lorsque la surface de l’échantillon est perpendiculaire à l’axe (001), c’est-à-dire
quand k est parallèle à l’axe (001). Cette observation signifie que les transitions
électroniques du système sont majoritairement quadrupolaires, car la fréquence du
phonon varie uniquement lorsque la direction de k varie par rapport à l’orientation
des orbitales électroniques du système.
FIGURE 7.7: Influence de l’orientation cristalline, de la polarisation et de la
phase thermodynamique sur le fréquence de l’oscillation optique cohérente A1g.
Des décalages verticaux ont été appliqués afin de superposer les oscillations co-
hérentes.
Après ces premières observations, je présenterai dans le paragraphe suivant les
résultats quantitatifs, obtenus pour trois dopages différents, x=0, 0.011 et 0.028.
Cela me permettra de mettre en évidence le durcissement du réseau photo-induit
et d’étudier ce dernier en fonction de la position dans le diagramme de phases de
(V1−xCrx)2O3.
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7.4.2 Etude des phonons optiques cohérents en fonction de la
densité d’excitation
Les courbes de réflectivité transitoire obtenues sur des échantillons orientés se-
lon (001) présentent une oscillation acoustique cohérente de très faible amplitude
(voir paragraphe 7.3). J’ai donc étudié de tels échantillons afin de m’affranchir
de cette oscillation acoustique, ce qui m’a permis d’ajuster plus précisément les
courbes pour extraire les paramètres liés au phonon optique cohérent. Les courbes
obtenues sont montrées en fig. 7.8. A T=200 K, un second phonon optique cohé-
rent apparaît, comme montré dans l’agrandissement de la fig. 7.9, car l’oscillation
voit alors son amplitude augmenter pour ensuite diminuer, révélant la présence de
battements entre deux fréquences différentes.
FIGURE 7.8: Courbes de réflectivité transitoire dans (V1−xCrx)2O3, x=0 et T=200
K (a), x=0.028 et T=200 K (b), x=0.011 et T=200 K (c) et x=0.011 et T=300 K (d).
Les fluences de pompe sont comprises entre 0.8 mJ/cm2 (rose) et 50.9 mJ/cm2
(gris).
Sur une échelle temporelle similaire à celle montrée en fig. 7.9, les courbes
peuvent ainsi être ajustées par une fonction du type :
∆R
R
(t) = A1sin (ω1t+ φ1) e
− t
τ1 + A2sin (ω2t+ φ2) e
− t
τ2 + P (t) (7.2)
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où P(t) est un polynôme dont l’ordre dépend des courbes considérées, et peut
varier pour un même échantillon en fonction de la fluence de pompe. Le but de
cet ajustement étant de déterminer les paramètres des oscillations optiques co-
hérentes, ce polynôme est choisi de façon à ajuster convenablement la ligne de
base des oscillations. Etant donné que deux oscillations sont présentes à T=200
K, cela augmente les barres d’erreur sur les amplitudes et les temps de vie de ces
dernières ; néanmoins, les fréquences sont bien définies, particulièrement la plus
rapide qui correspond au mode A1g. La seconde fréquence est d’environ 6.2 à 6.6
THz, correspondant au mode Eg de plus petite fréquence.
FIGURE 7.9: Ajustement d’une courbe de réflectivité transitoire, pour x=0.028,
T=200 K. Les variations d’amplitude de l’oscillation cohérente révèle la présence
de deux modes d’oscillations. Les points expérimentaux sont les triangles verts,
leur ajustement est en trait continu ; les deux courbes pointillées représentent les
deux composantes oscillantes de cet ajustement.
Les fréquences du mode A1g en fonction de la fluence sont données dans la fi-
gure récapitulative 7.10, ou sont également présentés les points correspondant aux
mesures de diffusion Raman ainsi qu’aux mesures de réflectivité pompe-sonde ef-
fectuées par Misochko et al. [211]. Nous remarquons, ainsi qu’il avait été noté
dans le paragraphe 7.4.1, que la fréquence dépend de l’orientation cristalline, et
qu’elle est toujours supérieure dans les échantillons orientés (001) que dans ceux
orientés (hk0). Il existe de plus une différence marquée par rapport aux mesures
de diffusion Raman : quasiment toutes les fréquences mesurées par réflectivité
pompe-sonde sont supérieures aux mesures Raman. Ce phénomène traduit un dur-
cissement du réseau cristallin dans l’état photoexcité.
Le durcissement du réseau a diverses propriétés intéressantes. Il est beaucoup
plus important dans le cas des systèmes métalliques, x=0 ou x=0.011 : en effet,
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alors que la fréquence Raman est plus élevée pour la phase isolante, le phénomène
s’inverse dans le système photo-excité. En outre, la fréquence varie très peu avec
la fluence d’excitation et tend à diminuer avec la fluence ; ce point est particu-
lièrement évident dans le cas de l’échantillon x=0.011, orienté (001) à T=200 K
(carrés bleu clair).
Le durcissement photo-excité de réseau n’avait à ce jour été observé que dans
l’or et le graphène. Dans le cas de l’or, ce durcissement n’apparait qu’à des fluences
très élevées par rapport à celles que j’ai employées, permettant d’atteindre des
températures réticulaires supérieures au millier de kelvins [171] (dans mon cas,
les températures réticulaires atteintes dans (V1−xCrx)2O3 n’excèdent pas 450 K).
Le durcissement dans le cas du graphène est causé par un changement de structure
électronique, conduisant à une réduction du couplage électrons-phonons lié aux
anomalies de Kohn [174].
FIGURE 7.10: Fréquences du phonon cohérent A1g obtenues par réflectivité
pompe-sonde, en fonction de la phase, du dopage, de la température et de l’orien-
tation cristalline.
Dans le cas de (V1−xCrx)2O3, l’effet est lié à la géométrie expérimentale, qui
modifie les transitions quadrupolaires électriques accessibles par le système, ces
dernières promouvant les électrons dans les orbitales a1g. La présence d’électrons
dans ces orbitales renforcent les liasons atomiques dans la direction (001), qui
est la direction selon laquelle les atomes de vanadium se déplacent au cours de
l’oscillation propre A1g détectée par les expériences pompe-sonde.
Ainsi l’excitation dans les orbitales liantes a1g, qui est un phénomène d’une
rareté remarquable en physique de la matière condensée, permet au réseau de
renforcer ces liaisons ; grâce à la réflectivité résolue en temps, nous avons accès
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à la fréquence du mode propre correspondant qui nous indique de quelle façon
et à quel degré le réseau s’est renforcé. La constance de la fréquence en fonction
de la fluence de pompe est une question encore ouverte : en effet, elle pourrait
provenir d’une saturation en électrons photo-induits de l’orbitale a1g. Cependant,
le nombre d’électrons excités n’excède pas 7% des niveaux disponibles, ce qui
semble exclure cette possibilité.
7.5 Conclusion
Cette étude par réflectivité pompe-sonde m’a permis de mettre en évidence de
nombreux phénomènes intéressants liés à la particularité de la structure électro-
nique de (V1−xCrx)2O3. Grâce à la possibilité unique d’exciter et de détecter les
modes propres de vibration cohérents, ces mesures donnent accès à la fois aux
degrés de liberté électroniques et réticulaires.
La dépendance de l’amplitude du phonon acoustique cohérent en fonction de
l’orientation de la surface a révèlé une anisotropie photo-induite de la conducti-
vité, le système excité se comportant comme quasi-unidimensionnel. L’étude des
courbes à l’échelle picoseconde, souvent négligée en raison du phénomène de
mode associé à l’échelle femtoseconde, m’a permis de montrer la différence entre
les systèmes métallique et isolant de Mott dans leur état photoexcité, indétectable
sur des temps plus courts, et consistant en un chauffage du réseau des specimens
métalliques absent pour la phase isolante.
Enfin, l’étude détaillé du phonon optique cohérent A1g m’a permis de décou-
vrir que (V1−xCrx)2O3 était le troisième système présentant un durcissement de
réseau photo-induit. Ce dernier, induit par la population des orbitales a1g, est en
saturation pour des fluences de l’ordre d’un mJ/cm2.
Le chapitre suivant va explorer la réponse transitoire de composés très dif-
férents, les pnictures de fer. Grâce à l’étude successive d’un matériau fortement
corrélé, optiquement semblable à un semiconducteur, puis de matériaux optique-
ment métalliques, je vais donner une vision assez générale des phénomènes ultra-




excitation de phonons cohérents
dans Ba(Fe1−xCox)2As2
8.1 Introduction : apport des spectroscopies réso-
lues en temps dans l’étude des supraconducteurs
à haute température critique
Le couplage électrons-phonons est responsable de l’appariement des électrons
formant les paires de Cooper dans le cadre de la théorie BCS de la supraconduc-
tivité, comme expliqué dans la section 3.5. Ce paramètre physique gouverne donc
les propriétés des supraconducteurs conventionnels. Plusieurs techniques expéri-
mentales permettent d’accéder au couplage électrons-phonons [212]. Les mesures
de transport peuvent le déterminer, mais l’interprétation de ces données est rendue
délicate par la présence de différents effets supplémentaires influant la conducti-
vité, comme le couplage électrons-électrons ; de plus, ces expériences requièrent
l’utilisation d’échantillons métalliques, de préférence monocristallins et présen-
tant peu de défauts. Il est également possible d’utiliser les mesures de courant
tunnel, qui de même que pour le transport donnent des résultats fiables dans le cas
des systèmes métalliques mono-atomiques, mais l’analyse des résultats est non-
triviale dans le cas de systèmes plus complexes. Il est possible de recourir aux
mesures d’ARPES pour déterminer le couplage électrons-phonons dans le cas où
ce dernier est sélectif, c’est-à-dire dépendant de la direction dans l’espace des k
en raison de l’intéraction sélective entre certains modes de vibrations du réseau
et des directions privilégiées de la surface de Fermi [213]. En effet, cette sélecti-
vité peut provoquer des singularités de la structure électronique, accessibles grâce
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à l’ARPES [116, 140, 181]. Cette technique permet donc une détermination du
couplage électrons-phonons, mais uniquement dans le cas des systèmes quasi-
bidimensionnels présentant une telle sélectivité.
Les techniques pompe-sonde effectuées à l’aide de sources de durées d’im-
pulsions inférieures au temps de couplage électrons-phonons (soit en général de
l’ordre de la dizaine de femtosecondes) permettent de mesurer la constante de
couplage électrons-phonons indépendemment de la qualité cristalline des échan-
tillons, et de leur métallicité et de la présence ou non de sélectivité. Elles consti-
tuent donc une alternative privilégiée aux autres méthodes ; cependant, il faut gar-
der à l’esprit que les paramètres mesurés correspondent à l’état excité du système
et non à son état à l’équilibre. Les spectroscopies pompe-sonde ont été utilisées de-
puis les années 1990 afin d’étudier la réponse transitoire des cuprates, alors seuls
supraconducteurs à haute température critique. Ces expériences ont permis de
mettre en évidence la présence du couplage électrons-phonons sélectif [117, 118,
214, 215, 216]. Certaines études pompe-sonde sont également parvenues à exciter
et détecter un phonon optique cohérent dans des films minces [150, 211, 217, 218]
et des monocristaux [219, 220] de YBa2Cu3O7−δ, ainsi que dans des monocris-
taux de NdBa2Cu3O7−δ [221] et La1.85Sr0.15CuO4 [220], ce qui est très peu compte
tenu de l’étendue des études pompe-sonde existantes.
Les pnictures de fer sont les premiers matériaux supraconducteurs dont les
températures critiques approchent celles des cuprates ; quelques études en réflec-
tivité résolue en temps ont déjà été menées dans ces systèmes afin d’étudier la
réponse transitoire de l’état excité de ces matériaux. Toutes ces études ont été
réalisées à faible densité d’excitation ; la densité d’électrons excitée étant alors
très faible par rapport à la densité d’électrons condensés dans l’état supraconduc-
teur, le modèle de Rothwarf-Taylor [222] est applicable. Son utilisation permet
de déduire la valeur du gap supraconducteur à partir de la mesure des temps de
relaxations électroniques. Dans cette perspective, l’équipe de Mihailovic a étudié
des composés de la famille 1111, SmFeAsO1−xFx [223, 224] ainsi que le com-
posé 122 parent SrFe2As2 [225]. Deux autres équipes ont mesuré cette relaxation
électronique dans le composé Ba1−xKxFe2As2, Chia [226] détectant à la fois le
gap supraconducteur et le gap de l’onde de densité de spin dans les échantillons
sous-dopés, et Torchinsky [227] émettant des hypothèses sur la présence d’un pa-
ramètre d’ordre de symétrie s± à l’aide d’une étude en fonction de la fluence.
Aucune étude n’a pour le moment détecté de phonon optique cohérent dans
la famille 122 ; néanmoins, l’observation d’un mode acoustique cohérent a été
reporté par Torchinsky [227].
Si le système étudié ne possède pas de gap, ou si la densité d’excitation est
suffisamment élevée pour exciter un grand nombre d’électrons dans la bande de
conduction, brisant l’état supraconducteur, alors le modèle de Rothwarf-Taylor ne
peut plus s’appliquer. En revanche, dans ce cas de figure il est possible de me-
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surer la constante de couplage électrons-phonons. Ce paramètre a été évalué par
Stojchevska [225] dans la famille 1111 comme étant de l’ordre de λ ∼= 0.18,
et dans SrFe2As2 λ ∼= 0.25, soit du même ordre de grandeur que les cuprates.
L’analyse des données de Chia lui permet aussi de déterminer dans BaFe2As2
un couplage très faible de λ ∼= 0.15. Cette détermination repose sur le fait que
le temps de relaxation électrons-électrons est plus faible que le temps de relaxa-
tion électrons-phonons [220] pour de faibles densités d’excitation, comme pro-
posé dans le modèle de Kabanov [228]. Cependant, aucune étude n’a été reportée
dans les systèmes dopés présentant une transition supraconductrice.
Grâce au système de réflectivité pompe-sonde du Laboratoire d’Optique Ap-
pliquée décrit dans la section 4.6, il est possible d’utiliser des densités d’excitation
plusieurs ordres de grandeurs supérieures aux études précédentes, de durée d’im-
pulsion de ≈40 fs. Cela permet de mesurer la constante de couplage électrons-
phonons, et j’ai effectué cette détermination dans le système Ba(Fe1−xCox)2As2,
x=0.08 qui est supraconducteur en-dessous de Tc=24 K. Cela permet de vérifier,
dans le spécimen présentant la transition supraconductrice, si la formation des
paires de Cooper peut ou non être imputée au couplage électrons-phonons. Je pré-
senterai ces résultats dans la section 8.4, et donnerai leur interprétation ainsi que
la comparaison avec les prévisions théoriques dans la section 8.5. Cette étude a
été publiée dans la Ref. [229].
L’utilisation de fluences de pompe élevées et d’un système expérimental de
haute sensibilité permet également d’exciter et de détecter des oscillations co-
hérentes du réseau, ce qui m’a permis d’effectuer la première mesure dans un
composé pnicture de fer d’un phonon optique cohérent. L’observation de cette
oscillation au cours de la transition supraconductrice permet d’étudier son éven-
tuel rôle dans les mécanismes de supraconductivité. L’observation de ce phonon
optique cohérent sera décrite dans la section 8.3, et a fait l’objet de la Ref. [230].
8.2 Réponse transitoire de Ba(Fe1−xCox)2As2
8.2.1 Comportement de la réflectivité transitoire
En fig. 8.1 est présentée une courbe de réflectivité résolue en temps pour le
dopage x=0.08, à une température de 10 K et une fluence de 3.2 mJ/cm2. Cette
courbe, obtenue à faible fluence d’excitation sur une surface vierge, présente un
comportement reproductible caractérisé par une augmentation de la réflectivité
après l’arrivée de la pompe. Lors de l’utilisation de fluence plus élevée, les courbes
montraient souvent un comportement inversé, car la réflectivité diminuait après
excitation par la pompe ; un exemple de courbe de réflectivité transitoire inversée
est donné dans la fig. 8.2. Dans ce cas, le seuil de dommage du matériau est
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vraisemblablement franchi ; cependant, indépendemment de l’endommagement
de la surface, les phonons optiques cohérents sont toujours observés.
FIGURE 8.1: Courbe typique de réflectivité pompe-sonde dans Ba(Fe1−xCox)2As2,
x=0.08, pour une fluence de 3.2 mJ/cm2 et une température initiale de 10 K.
L’augmentation de réflectivité après excitation du système par l’impulsion de
pompe a lieu en première approximation sur une échelle de temps comparable à
la durée d’impulsion. Elle correspond à une augmentation de la température élec-
tronique. La réflectivité diminue ensuite vers sa valeur non-perturbée. La façon
dont le système relaxe est l’objet du paragraphe 8.4. Notons que cette relaxation a
un comportement bi-exponentiel, indiquant un processus plus complexe que, par
exemple, un simple couplage moyen électrons-phonons.
FIGURE 8.2: Courbe "inversée" de réflectivité pompe-sonde dans
Ba(Fe1−xCox)2As2, x=0.06, pour une fluence de 32 mJ/cm2 et une tempé-
rature initiale de 300 K. (a) zoom sur les premières picosecondes, (b) zoom sur le
phonon acoustique cohérent.
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L’oscillation de réflectivité observée en fig. 8.1 et 8.2 (a) a une fréquence de
5.55 THz, et est causée par l’excitation cohérente du mode optique de symétrie
A1g (en effet, sa fréquence coincide avec celle de ce mode) ; son étude fera l’objet
du paragraphe 8.3.
Uniquement pour des fluences élevées, de l’ordre de 15 mJ/cm2, et à tem-
pérature ambiante une deuxième oscillation apparaît a temps plus longs. Cette
dernière, montrée en fig. 8.2 (b), correspond à l’excitation d’un phonon acous-
tique cohérent se propageant le long de la normale à la surface de l’échantillon
à la vitesse du son. L’étude de cette onde est hors du cadre de cette discussion,
mais les principes régissant son excitation et sa détection ont été présentés dans
la section 4.5. Toutes les études présentées dans ce chapitre ont été effectué sur
des échantillons orientés selon l’axe [001], le plan (001) étant le plan de clivage
naturel des échantillons.
8.2.2 Transitions optiques possibles dans Ba(Fe1−xCox)2As2
L’interprétation des mesures de réflectivité pompe-sonde nécessite la connais-
sance des excitations électroniques induites par la pompe. Le laser ayant une éner-
gie de 1.55 eV, toutes les transitions accessibles entre une bande de valence et une
bande de conduction telles que ∆E = 1.55 eV et ∆k = 0 doivent être consi-
dérées. De plus, les règles de sélection pour les transitions optiques dipolaires
doivent être appliquées, c’est-à-dire que les transitions entre deux bandes d sont
interdites. La structure électronique de Ba(Fe1−xCox)2As2 est composée de quatre
bandes au niveau de Fermi, qui ne participent probablement pas toutes de la même
façon à l’excitation électronique. Comme nous le verrons dans le chapitre 9, les
différentes orbitales du fer forment les poches de la surface de Fermi. Les transi-
tions optiques dipolaires électriques étant interdites entre deux orbitales 3d, elles
seront favorisées entre deux bandes composées d’une forte hybridation fer 3d-
arsenic 4p. Seules les orbitales du fer dz2 , dxz et dyz, dont les lobes sont dirigées
au moins en partie le long des liaisons Fe-As, peuvent aisément être hybridées
avec les orbitales de l’arsenic. Comme je le montrerai dans la section 9.3, ces trois
orbitales forment les trois poches de trous centrées autour de ΓZ. Il est donc pro-
bable que les excitations électroniques induites par le laser de pompe concernent
principalement les poches de trous. La poche d’électron, quant à elle, est formée
de l’orbitale planaire dxy. Une connaissance précise de la structure de bandes des
états vides est également nécessaire pour déterminer les transitions optiques pos-
sibles dans ce système, mais la détermination de l’origine des bandes remplies
permet déjà de montrer l’inéquivalence des excitations électroniques entre les dif-
férentes poches de la surface de Fermi. L’effet de l’impulsion de pompe est ainsi
d’exciter des électrons de façon inhomogène entre les bandes.
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8.3 Observation du mode optique cohérent A1g à tra-
vers la transition supraconductrice
8.3.1 Analyse des courbes et fréquence du phonon optique co-
hérent
Afin d’analyser en particulier l’oscillation cohérente de réflectivité induite par
la présence du phonon optique A1g, j’ai utilisé des ajustements des courbes. Celles-
ci peuvent en effet être ajustées par une fonction du type :
∆R
R
(t) = Ae(1− e−
t−t0
τe ) + Ale
− t−t0
τl + Aphsin (ωt(t− t0) + φ) e−
t−t0
τ (8.1)
Dans cette formule, le premier terme de droite d’amplitude Ae représente la
variation rapide de réflectivité causée par l’augmentation de température électro-
nique. Le second terme d’amplitude Al représente le retour à l’équilibre de la
réflectivité après l’excitation, causée par le refroidissement des électrons et l’aug-
mentation de la température du réseau. L’utilisation de plusieurs exponentielles
n’avait pour seul but que de modéliser la ligne de base de l’oscillation, ce qui m’a
permis d’extraire l’oscillation cohérente et d’en donner une analyse quantitative.
La fréquence de cette oscillation, 5.55 THz, est la même que celle du mode
A1g mesurée en spectroscopie Raman [135]. Elle ne varie significativement ni en
fonction de Ti, ni en fonction de F . Le mouvement atomique consiste en un dépla-
cement des atomes d’arsenic orthogonalement aux plans Fe-As, comme montré en
fig. 3.14. Cette oscillation de réflectivité est donc due à la présence de ce phonon
cohérent de symétrie A1g. Le processus d’excitation n’a pas pû être déterminé en
l’abscence d’étude détaillée en fonction des polarisations de pompe et de sonde en
fonction de l’orientation de l’échantillon. Seul le mode A1g a été détecté, même à
très basse température.
8.3.2 Evolution du phonon cohérent en fonction de la tempéra-
ture
Les parties "oscillantes" des courbes de réflectivité pompe-sonde, ainsi que la
fonction utilisée pour les ajuster, sont données en fig. 8.3 pour les quatres fluences
analysées. Pour chaque F , deux courbes sont données afin de comparer l’état su-
praconducteur et la phase normale ; cependant, étant données les températures
138
8.3. OBSERVATION DU MODE OPTIQUE COHÉRENT A1G À TRAVERS LA
TRANSITION SUPRACONDUCTRICE
FIGURE 8.3: Parties oscillantes des courbes de réflectivité pompe-sonde dans
Ba(Fe1−xCox)2As2, x=0.08 et leurs ajustements.
électroniques et les températures de réseau atteintes à l’instant où l’oscillation dé-
bute (l’analyse quantitative de ces paramètres est donnée dans la section 8.4), qui
sont largement supérieures à Tc, le phonon n’est pas observé dans la phase supra-
conductrice. On peut remarquer que la fréquence ne dépend pas de la température
initiale. Il est aussi évident que l’amplitude de l’oscillation est plus grande pour
Ti=25 K que pour Ti=10 K. L’analyse quantitative des amplitudes et des temps de
vie est détaillée dans le paragraphe suivant.
8.3.3 Evolution du temps de vie de l’oscillation cohérente
Le temps de vie τ de l’oscillation cohérente est donné en fonction de F en
fig. 8.4, pour les deux températures initiales de 10 et 25 K. τ ne dépend ni de
F ni de Ti, ce qui diffère du comportement observé dans de nombreux systèmes
(voir par exemple pour le bismuth [148]). On peut en conclure que le mécanisme
d’amortissement du phonon ne dépend pas du nombre de phonons excités, ni de
la température du réseau ou des électrons.
Différents mécanismes peuvent conduire à l’amortissement d’un phonon co-
hérent. Le premier est l’effet anharmonique, consistant en l’annihilation d’un
phonon créant deux phonons de vecteurs d’onde plus grands et d’énergies plus
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FIGURE 8.4: Temps de vie de l’oscillation cohérente en fonction de la fluence de
pompe dans Ba(Fe1−xCox)2As2, x=0.08.
faibles ; ce processus augmente avec le nombre de phonons en présence, et donc
avec la densité d’excitation. Il ne peut donc pas responsable de l’amortissement du
phonon cohérent dans Ba(Fe1−xCox)2As2. Le second processus d’amortissement
du phonon est la diffusion électron-phonon-trou, au cours de laquelle un pho-
non peut s’annihiler en créant une paire électron-trou, dont la différence d’énergie
égale l’énergie du phonon (23 meV pour le mode A1g). Cependant, la probabi-
lité de ce processus dépend du nombre d’électrons déjà présents dans la bande
de conduction, et diminue avec cette quantité. Si nous considérons une excitation
"homogène", où les électrons excités dépeuplent de façon équivalente toutes les
bandes en-dessous du niveau de Fermi et peuplent de façon équivalente toutes les
bandes de conduction, alors le phénomène de diffusion électron-phonon-trou de-
vrait décroître quand la fluence de la pompe augmente, et ne pourrait pas non plus
être invoqué dans notre cas. Toutefois, comme expliqué dans le paragraphe 8.2.2,
l’excitation électronique ne peut pas être approximée homogène, et ce processus
ne peut être écarté. Le troisième processus, indépendant de la densité d’excitation
du système, est la diffusion sur les impuretés cristallines. C’est probablement un
des mécanismes principaux d’amortissement de ce phonon cohérent.
En effet, de nombreuses études reportent l’importance de ces impuretés, char-
gées, magnétiques ou non, dans les pnictures de fer [231, 232, 233, 234] ; le fait
d’observer leur effet sur l’amortissement d’un phonon cohérent n’est donc pas dé-
raisonnable. Leur effet dominant peut signifier soit qu’elles sont très importantes,
soit que la densité d’excitation ne suffit pas pour amener le système dans un ré-
gime anharmonique. En raison du seuil de dommage des échantillons, de l’ordre
de 10 mJ/cm2, il est impossible d’effectuer ces mesures à plus haute densité
d’excitation, ce qui ne permet pas de conclure sur l’une ou l’autre de ces raisons.
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Cependant, le fait que la fréquence du mode A1g soit la même que celle mesurée
en diffusion Raman suggère que nous n’atteignions pas le régime anharmonique
d’oscillation.
8.3.4 Evolution de l’amplitude de l’oscillation cohérente
L’amplitude de l’oscillation cohérente Aph en fonction de F est donnée en
fig. 8.5 (a), pour les deux températures initiales correspondant à la phase supra-
conductrice et à la phase normale. La première constatation est que Aph croît
linéairement en fonction de F dans les deux phases ; ce comportement peut être
interprété comme une excitation à un seul photon. Chaque photon absorbé excite
un électron, qui lui même va générer des phonons de façon linéaire.
FIGURE 8.5: Amplitude de l’oscillation cohérente dans Ba(Fe1−xCox)2As2 en
fonction de la fluence de la pompe pour x=0.08 (a) et de la température initiale
pour x=0.06 (b).
Dans un métal, ou un semi-métal comme le bismuth [148], l’amplitude des
mouvements atomiques optiques cohérents augmente lorsque la température di-
minue. Cet effet est possiblement dû aux excitations thermiques dans la bande de
conduction, qui réduisent les probablilités d’excitation car le nombre d’électrons
disponibles dans la bande de valence ainsi que le nombre d’états libres dans la
bande de conduction sont réduits. Ainsi quand la température initiale du système
augmente, le nombre d’électrons excités diminuant, cela entraîne une réduction du
nombre de phonons cohérents. Dans le cas de Ba(Fe1−xCox)2As2, l’amplitude des
oscillations cohérentes est supérieure pour Ti=25 K à celle mesurée pour Ti=10
K, ce qui ne peut pas être intérpété comme un effet thermique. Pour appuyer cette
observation, Aph pour F = 4.5 mJ/cm2 dans l’échantillon Ba(Fe1−xCox)2As2,
x=0.06 est donnée en fonction de la Ti dans la fig. 8.5 (c). Bien que pour ce do-
page le système possède une phase Onde de Densité de Spin pour des températures
entre∼=23 K et∼=30 K, un comportement général en fonction de Ti peut être déduit
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de cette courbe. L’amplitude de l’oscillation augmente lors du refroidissement en
partant de la température ambiante, jusqu’à Ti ∼= 25 K. Ensuite, au passage dans
l’état supraconducteur Aph décroît de même que pour l’échantillon dopé x=0.08.
Cette diminution de Aph est probablement due à un processus d’excitation
électronique différent au passage dans l’état supraconducteur. Lorsque l’état du
système initial est supraconducteur, l’excitation électronique est modifiée par la
présence des paires de Cooper et du gap, si petit soit-il par rapport à l’énergie des
photons incidents. Une partie de l’énergie de la pompe doit donc servir à briser les
paires de Cooper, ce qui réduit l’énergie disponible pour exciter les électrons. Cela
se répercute ensuite sur le nombre de phonons cohérents excités, et donc sur l’am-
plitude de variation de réflectivité induite par la présence de cette oscillation, qui
est affaiblie par rapport à l’état métallique du système. L’énergie de condensation
des paires de Cooper, c’est-à-dire la différence d’énergie entre les états fonda-
mentaux métallique et supraconducteur, peut être calculée par la formule simple
obtenue dans le cadre de la théorie BCS [3] :




où N(EF ) est la densité d’états au niveau de Fermi et ∆ la valeur du gap
supraconducteur. Grâce aux mesures d’ARPES décrites dans le chapitre 9, j’ai
déterminé N(EF ) ∼= 3.962 eV −1 par cellule élémentaire non primitive et ∆ ∼=
1 meV . Ainsi j’obtiens  ∼= 1.55 mJ/cm3, soit en tenant compte de la profondeur
de pénétration du laser de 26 nm [235] la fluence à utiliser pour fournir au système
l’énergie de condensation est de F ∼= 4.10−6 mJ/cm2. Cette valeur est très faible
comparée aux fluences utilisées dans cette étude, ce qui signifie que d’autres effets
sont à prendre en compte pour expliquer la baisse d’intensité des phonons optiques
cohérents.
Il est également possible que l’énergie apportée par le laser soit suffisante pour





CV (T )dT (8.3)
En tenant compte de même de la profondeur de pénétration du laser, la fluence
correspondant à cette énergie thermique est de FT ∼= 1.4.10−3 mJ/cm2. Elle est
plus élevée que celle nécessaire pour fournir l’énergie de condensation supracon-
ductrice, cependant elle est toujours faible par rapport aux fluences utilisées ici.
Les deux effets doivent être combinés, mais cette somme reste inférieure au déca-
lage en fluence entre les données, qui est de l’ordre de 1.5 mJ/cm2.
Ainsi, l’impulsion de pompe apporte suffisament d’énergie au système à la fois
pour détruire l’état supraconducteur et pour chauffer au-delà de la température de
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transition. Il semble qu’il faille prendre en compte d’autres variations de proprié-
tés entre les phases supraconductrice et normale pour expliquer la grande diffé-
rence d’amplitude des phonons optiques cohérents entre elles, comme les trans-
fert de poids spectral modifiant la densité électronique se produisant à la transition
(voir la section 9.5).
8.4 Couplage électrons-phonons préférentiel
8.4.1 Le couplage électrons-phonons sélectif dans les cuprates
Pour mieux appréhender les processus intervenant dans les pnictures de fer, il
est utile de connaître ceux qui interviennent dans les cuprates, dont les propriétés
physiques sont proches. La réponse électronique transitoire des cuprates est com-
posée d’une relaxation sur plusieurs échelles de temps différentes [117, 118, 214,
215, 216]. L’interprétation généralement admise en est que le couplage électrons-
phonons est sélectif, donc les électrons dans un premier temps ne thermalisent
qu’avec les modes ayant avec eux le plus fort couplage. Dans un second temps,
les ‘phonons chauds’ thermalisent avec le reste des modes, induisant un processus
de relaxation plus lent.
L’origine du couplage sélectif dans les cuprates est dû à la quasi- bidimension-
nalité de leur structure. En raisonnant dans l’espace direct, nous pouvons avoir
une idée sur l’origine de ce couplage sélectif. Les modes de vibrations cristallines
sont naturellement séparés en deux populations : la première faisant intervenir
des mouvements des atomes de cuivre et/ou d’oxygène, et la seconde concernant
les modes au cours desquels les atomes des strates ‘réservoir’ bougent. Ces deux
types de phonons peuvent être considérés comme peu couplés entre eux en rai-
son de la séparation spatiale des atomes ; ainsi, le couplage électrons-phonons n’a
aucune raison d’être le même avec ces deux types de modes. Puisque les élec-
trons formant les bandes proches du niveau de Fermi viennent principalement
des orbitales du cuivre, les phonons impliquant des mouvements des Cu et/ou
des O sont naturellement couplés plus efficacement aux électrons de valence. La
marque dans l’espace réciproque de ce couplage sélectif est l’existence de singu-
larités de la structure électronique [213], observables en ARPES [116, 181]. Le
couplage électrons-phonons a été calculé fortement anisotrope en tenant compte
uniquement des mouvements "buckling" des oxygènes hors du plan Cu-O et "stret-
ching" des liaisons atomiques Cu-O dans le plan (les mouvements sont représen-
tés en fig. 8.6 (a)). Cependant, la valeur de la constante de couplage électrons-
phonons, variant entre λ ∼=0.1 et λ ∼=1 [117, 118], semble trop faible pour expli-
quer les hautes températures critiques atteintes. Les valeurs de constante de cou-
plage électrons-phonons ainsi que les mouvements atomiques appelés "buckling"
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(couplé avec la partie antinodale de la surface de Fermi, où le gap supraconduc-
teur atteint son amplitude maximale) et "stretching" (couplé avec la partie nodale
de la surface de Fermi, où l’amplitude du gap supraconducteur s’annule) dans
Bi2Sr2CaCu2O8+δ sont présentés dans la fig. 8.6.
FIGURE 8.6: (a) Mouvements atomiques des modes "buckling" et "stretching"
dans Bi2Sr2CaCu2O8+δ, (b) Valeurs des couplages électrons-phonons mesurés se-
lon différentes directions crystallographiques (d’après [118]).
La structure cristallographique des pnictures de fer peut être considérée comme
quasi-bidimensionnelle, selon les composés considérés. De plus, plusieurs singu-
larités dans la densité d’états ont été reportés (voir section 3.6.2) ; ils forment donc
de bons candidats pour un couplage électrons-phonons sélectif. En revanche, en
ce qui concerne les systèmes dopés en cobalt de la famille de BaFe2As2, leur
structure est moins bidimensionnelle que les cuprates (cette propriété est illustrée
notamment par la forme de la surface de Fermi [96, 97]). Il est donc intéressant de
savoir si un couplage électrons-phonons préférentiel peut ou non exister dans les
composés de ce type, ce qui justifie l’application de la réflectivité pompe-sonde
dans le but de déterminer le couplage électrons-phonons.
8.4.2 Relaxation bi-exponentielle dans Ba(Fe1−xCox)2As2, x=0.08
Les courbes de réflectivité transitoire mettant en évidence la relaxation électro-
nique sont montrées en fig. 8.7. La fig. 8.7 (a) compare, pour une Ti de 10K, trois
différentes fluences de pompe F ; l’effet de Ti pour une même F est montrée en
fig. 8.7 (b).
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FIGURE 8.7: Courbes de réflectivité résolue en temps dans Ba(Fe1−xCox)2As2,
x=0.08. (a) à Ti=10 K pour différentes valeurs de la F (un décalage vertical a été
appliqué pour clarté), et (b) pour F = 1.3 mJ/cm2 en fonction de Ti, à travers
la transition supraconductrice.
La relaxation est de caractère bi-exponentiel : la première relaxation se fait
sur un temps de 500 fs à plus de 1 ps, tandis que la seconde a lieu sur plusieurs
picosecondes. J’ai extrait les deux temps de relaxation grâce à des ajustements par
deux exponentielles, dont les temps de vie sont respectivement appelés τ1 (pour le
court) et τ2 (pour le long). Les ajustements sont donnés en fig. 8.8 ; les deux temps
de relaxations sont donnés en fig. 8.9 en fonction de la température électronique
initiale (le calcul de cette dernière est détaillé dans la section 8.4.3).
FIGURE 8.8: Ajustements de la relaxation électronique dans Ba(Fe1−xCox)2As2,
x=0.08 par une double exponentielle pour Ti=10 K et (a) F = 1.3 mJ/cm2,
(b)F = 1.9 mJ/cm2 et (c) F = 3.2 mJ/cm2. La ligne continue orange repré-
sente l’exponentielle rapide et la ligne pointillée bleue l’exponentielle plus lente,
qui sont les deux composantes de l’ajustement.
L’analyse des données expérimentales à été faite en considérant les points sui-
vants :
• le temps de relaxation rapide, τ1, ne dépend pas de la valeur de Ti ;
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• en revanche, il augmente en fonction de F (et donc de Te, comme montré en
fig. 8.9) ;
• le temps de relaxation lent, τ2, ne semble dépendre ni de Ti ni de F .
Le comportement de τ1 est caractéristique d’un temps de couplage électrons-
phonons. C’est cette considération qui m’a amené à utiliser un modèle à trois
températures pour analyser ces résultats.
FIGURE 8.9: Temps de relaxations électroniques dans Ba(Fe1−xCox)2As2, x=0.08
en fonction de la température électronique maximale atteinte.
8.4.3 Le modèle à trois températures
Le modèle à trois températures est un modèle similaire au modèle à deux tem-
pératures détaillé dans la section 4.2.3, mais tenant compte de l’existence d’une
sélectivité dans le couplage électrons-phonons. Ce modèle s’appuie sur des équa-
tions basées sur l’existence de deux populations de phonons, les "chauds" qui
sont préférentiellement couplés aux électrons à travers g, et les "froids" qui le sont
beaucoup moins. On modélise le transfert de chaleur vers le sous-système peu
couplé par un couplage avec les "phonons chauds" à travers gf ; cette relaxation
peut être assimilée à une diffusion thermique lente. La valeur du second moment
de la fonction d’Eliashberg est reliée au paramètre g par g = 6~
pikB
λ 〈ω2〉 [160]. Les



















= gf (Th − Tf )
(8.4)
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où Ce, Ch et Cf sont respectivement les capacités calorifiques des électrons,
des "phonons chauds" et des "phonons froids" ; R est la réflectivité non pertur-
bée (R=0.32 pour hν=1.55eV [236]) ; ls est la profondeur de pénétration du laser
(ls=26nm pour Ba0.6K0.4Fe2As2 [235]) ; I(t) l’intensité du laser, potentiellement
dépendante du temps ; g est la constante de couplage électrons-phonons, et gf la
constante de couplage "phonons chauds"-"phonons froids".
Dans la résolution de ce problème, j’ai négligé la diffusion thermique élec-
tronique latérale, pour les raisons exposées dans le paragraphe 4.4.3, et selon la
direction z de la normale à la surface en raison du caractère quasi-bidimensionnel,
les électrons diffusant très inefficacement le long de l’axe c. Cette difficulté à
diffuser est probablement responsable de l’endommagement constaté sur les sur-
faces aux fluences élevées, dû à l’accumulation de chaleur dans l’épaisseur de
peau, même si cet effet est rarement constaté pour des taux de répétition de laser
de 1 kHz (chaque impulsion de pompe arrive à 1 ms de la précédente, ce qui est
long comparé aux échelles de relaxation du système).
Le sous système "phonons froids" peut être couplé soit aux électrons, soit au
sous-système des "phonons chauds". N’ayant aucun moyen de déterminer quel
canal de transfert domine, j’en ai choisi un, par analogie avec le cas des cu-
prates [117]. Une étude très détaillée en fonction de la fluence de pompe et de
la température initiale pourrait certainement lever cette incertitude, car les évolu-
tions des températures électronique et réticulaire sont différentes en fonction de F
et de Ti (comme montré dans les équations 8.6 et 8.7). Toutefois, cela ne change
en rien l’interprétation qualitative des résultats, ni la valeur déterminée de g.
J’ai considéré que les "phonons chauds" étaient une fraction α de la totalité
des modes propres de vibration. Ainsi, les chaleurs spécifiques des phonons sont
Ch = α CV et Cf = (1− α) CV , CV étant la chaleur spécifique totale associée
au réseau. La prise en compte de la dépendance en température des chaleurs spé-
cifiques est fondamentale pour la résolution de ce système d’équations. En effet,
les trois températures évoluent drastiquement au cours du temps, et il faut donc à
chaque itération en tenir compte pour utiliser la capacité calorifique correspondant
à notre température actuelle.
Les valeurs que j’ai utilisées sont données dans la Table 8.1.
Les constantes γ et β sont définies dans la section 3.4. Le polynôme d’ordre 3
utilisé pour 50 K < Th, Tf < 300 K a été obtenu en ajustant la courbe expérimen-
tale de chaleur spécifique totale entre la partie basse température et haute tem-
pérature pour un échantillon non-dopé [85], auquel la contribution électronique
Ce(T ) = γT a été soustrait. Le polynôme obtenu représente donc uniquement la
partie réticulaire de la chaleur spécifique, et vaut :
P3(T ) = −0.423× 106 + 0.026× 106 T − 94.7 T 2 + 0.127 T 3 (8.5)
Etant données les très hautes températures électroniques atteintes ici, je n’ai
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sous-système conditions capacité calorifique
électrons γ Te, avec γ = 341 J/m3/K2
phonons chauds Th< 50 K α β T 3h avec β = 6, 534 J/m
3/K4
50 K <Th< 300 K α P3(Th)
Th> 300 K α 2.28× 106J/m3/K
phonons froids Tf< 50 K (1-α) β T 3f avec β = 6, 534 J/m
3/K4
50 K <Tf< 300 K (1-α) P3(Tf )
Tf> 300 K (1-α) 2.28× 106J/m3/K
TABLE 8.1: Valeurs des capacités calorifiques utilisées pour la résolution du mo-
dèle à trois températures dans Ba(Fe1−xCox)2As2, x=0.08.
pas considéré l’influence de l’état supraconducteur pour le calcul de Te et j’ai
utilisé la valeur de γ mesurée pour T>Tc.
Les températures maximales atteintes par les électrons (au temps initial), puis
par le réseau (après thermalisation avec les électrons, en négligeant toute diffusion














où la valeur moyenne est prise sur la profondeur de pénétration ls. J’ai uti-
lisé pour le terme d’excitation électronique une fonction de Dirac au temps zéro,
les températures électroniques initiales étant calculées en fonction de ls par la
formule ci-dessus (sans prendre la moyenne spatiale). Ensuite, j’ai résolu le sys-
tème d’équations, et obtenu en fonction du temps les valeurs de Te et de Tl =
αTh + (1 − α)Tf . Toutes les valeurs de températures sont prises en moyenne sur
ls. Ces valeurs sont finalement convoluées pour tenir compte des durées d’impul-
sions de la pompe et de la sonde. La réflectivité est ensuite obtenue par combinai-
son linéaire des températures électroniques et de réseau [170].
∆R
R
= ElTe + TempTl (8.8)
J’ai donc cinq paramètres d’ajustement : El et Temp, qui sont les facteurs des
températures électronique et réticulaire respectivement, g la constante de couplage
électrons-phonons, gf la constante de couplage phonons chauds-phonons froids et
α, la fraction de mode de vibration efficacement couplés aux électrons.
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8.4.4 Résultats et interprétation
Les courbes expérimentales sur lesquelles je me suis basée pour la détermi-
nation de g sont celles de la fig. 8.7. Les simulations à l’aide du modèle à trois
températures sont montrées, en comparaison avec les données, dans la fig. 8.10.
La fig. 8.11 montre, pour Ti=10 K et F = 1.3 mJ/cm2, l’évolution des tempéra-
tures des électrons, du réseau, des "phonons chauds" et des "phonons froids" en
fonction de la profondeur dans l’échantillon et du temps.
FIGURE 8.10: Comparaison entre courbes expérimentales et simulations à l’aide
du modèle à trois températures. (a) Ti=25 K, F = 1.3 mJ/cm2 ; (b) Ti=10
K, F = 1.3 mJ/cm2, (c) Ti=10 K, F = 1.9 mJ/cm2 et (d) Ti=10 K, F =
3.2 mJ/cm2.
Les différences entre expérience et simulation sont données en noir sur la
fig. 8.10, démontrant le bon accord du modèle avec les données. On peut remar-
quer qu’à temps très court et haut flux (fig. 8.10 (d)), l’accord est légèrement
moins bon. Cela est possiblement dû à la diffusion électronique, qui peut élargir
la courbe. Plus la température électronique augmente, plus la diffusion électro-
nique est grande (car le gradient de température électronique augmente). Il est en
effet visible que le désaccord est plus important pour les hautes fluences, et est
d’ailleurs visible sur l’augmentation du temps de montée de la reflectivité, qui ne
peut alors plus être approximé égal à la durée d’impulsion. Les valeurs obtenues
lors de la résolution du modèle sont données dans la Table 8.2.
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FIGURE 8.11: Evolution des températures des électrons, du réseau, des "phonons
chauds" et des "phonons froids" en fonction de la profondeur dans l’échantillon
et du temps.
Ainsi g ne dépend pas des températures électroniques atteintes, ce qui indique
que la constante de couplage électrons-phonons ne dépend pas du nombre d’élec-
trons excités comme espéré. J’obtiens une fraction de phonons fortement couplés
de α ∼= 0.35 − 0.4, ce qui est légèrement plus élevé que dans les cuprates où
α ∼= 0.2 [117]. Cependant, cela est tout à fait plausible en considérant un cou-
plage préférentiel causé par la quasi-bidimensionnalité de la structure. En effet,
le système est moins bidimensionnel que les cuprates ; de plus, pour l’instant ont
été reportés des kinks de la structure électronique uniquement dans les pnictures
de fer parmi les plus bidimensionnels (Ba0.6K0.4Fe2As2 [139] et LiFeAs [140]). Il
est donc possible qu’ils existent dans Ba(Fe1−xCox)2As2, mais qu’ils soient trop
faibles pour avoir été détectés jusqu’à présent.
Les valeurs de couplages électrons-phonons extraites par ce modèle sont
λ 〈ω2〉 ∼= 64meV 2, ce qui est beaucoup plus faible que dans les cuprates. Pour
déterminer λ, qui est directement la valeur sans unité du couplage électrons-
phonons, il est nécessaire de faire une hypothèse sur 〈ω2〉. La densité d’états
des phonons a été mesurée par diffusion inélastique des neutrons [136, 137], et
l’énergie correspondant aux phonons optiques s’étend entre 10 meV et 40 meV.
Cependant, dans le cas de Ba(Fe1−xCox)2As2, certains modes sont plus couplés
que d’autres ; ainsi prendre la valeur moyenne pondérée sur tous les modes n’est
pas une bonne approximation. Par analogie avec les cuprates, où le mode le plus
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Ti F Te α g gf λ 〈ω2〉 λ
(K) (mJ/cm2) (K) (J/m3/s/K) (J/m3/s/K) (meV 2)
25 1.3 1100 0.4 7.6×1017 1.8×1017 66.1 0.125
10 1.3 1100 0.4 8×1017 3×1017 69.6 0.132
1.9 1350 0.35 7×1017 2.9×1017 60.9 0.115
3.2 1740 0.35 6.8×1017 2.9×1017 59.2 0.112
TABLE 8.2: Températures électroniques maximales, fraction de phonons forte-
ment couplés et constantes de couplage électrons-phonons et ’phonons chauds’-
’phonons froids’ obtenues par simulation à l’aide du modèle à trois températures.
couplé aux électrons est le mode "buckling" au cours duquel les atomes d’oxy-
gène se déplacent perpendiculairement aux plans Cu-O, j’ai donc considéré un
couplage plus fort avec le mode qui consiste en un déplacement des atomes d’ar-
senic normalement aux plans Fe-As. Une autre raison pour ce choix est l’excita-
tion cohérente de ce mode A1g, qui signifie qu’il est couplé d’une façon efficace
aux électrons.
En prenant donc pour 〈(~ω)2〉 l’énergie du phonon A1g, soit (23 meV )2, j’ob-
tiens les valeurs de λ indiquées dans la Table 8.2, soit λ ∼= 0.12.
8.5 Conclusion sur le mécanisme de formation des
paires de Cooper
Lors de ces expériences de réflectivité résolue en temps, les densités d’exci-
tation étaient de l’ordre de plusieurs mJ/cm2, amenant le système à des tempé-
ratures électronique de plus de 1000 K et des températures de réseau de plus de
100 K. La plus petite fluence de pompe permettant de détecter un signal était de
l’ordre de l’énergie de condensation de la phase supraconductrice, ce qui entraî-
nait l’excitation vers l’état normal du système. Il est donc impossible de sonder
directement la phase supraconductrice ; cependant, il est possible de déduire de
l’analyse des résultats des paramètres directement reliés à l’état supraconducteur
ainsi que d’observer l’effet d’un état initialement supraconducteur sur le compor-
tement photo-excité. En effet, en mesurant l’amplitude de l’oscillation cohérente
due à la présence du mode symétrique A1g, nous avons constaté qu’une partie
de l’énergie de la pompe était utilisée pour briser les paires de Cooper. Cela m’a
également permis de tester la validité de mes hypothèses sur la détermination de
l’énergie de condensation, qui en se révélant exactes montrent le bon accord entre
les paramètres déterminés par ARPES (la valeur du gap supraconducteur, la den-
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sité d’états au niveau de Fermi) et les mesures de réflectivité pompe-sonde.
J’ai également déterminé la constante de couplage électrons-phonons, ce qui
n’est possible qu’à hautes densités d’excitation. La valeur obtenue, λ 〈ω2〉 ∼=
64meV 2, est en bon accord avec des mesures précédentes [225, 226]. En considé-
rant un couplage sélectif avec des modes de vibration des atomes d’arsenic, j’ob-
tiens λ ∼= 0.12. Sans faire d’hypothèse sur les modes préférentiellement couplés,
en prenant un couplage uniforme avec tous les phonons optiques, j’obtiens une
valeur plus faible encore, λ ∼= 0.10. Dans les supraconducteurs conventionnels,
le couplage électrons-phonons est plus grand ; par exemple, il est de 1.45 pour le
plomb [237]. Par contre, les "bons métaux" dans lesquels la supraconductivité n’a
toujours pas pu être mise en évidence ont des valeurs similaires au pnicture de fer
présenté ici : dans l’or, λ ∼= 0.13 [237].
L’origine du couplage électrons-phonons sélectif est dû à la quasi- bidimen-
sionnalité de la structure cristallographique ainsi qu’à la structure électronique du
système à proximité du niveau de Fermi. Comme nous le verrons dans le cha-
pitre 9, les poches de trous formant la surface de Fermi sont composées des orbi-
tales du fer. Les deux poches internes α sont composées de dxz, dyz qui pointent
dans la direction des atomes d’arsenic. Ainsi, les électrons de ces bandes peuvent
être efficacement couplés à un mouvement propre d’oscillation impliquant les
atomes d’arsenic, ce qui est cohérent avec un couplage électrons-phonons pré-
férentiel avec le mode A1g.
L’application de la formule de McMillan [108, 109], valable dans le cas d’un
couplage électrons-phonons modéré donnant lieu à la formation des paires de Co-
oper, donne une température critique de Tc ∼= 0.03K.
Il est donc très improbable que de telles valeurs de couplage électrons-phonons
puissent expliquer un couplage de type BCS entre les électrons des paires de Co-
oper.
Pour appréhender la globalité des processus physiques mis en jeu dans les pnic-
tures de fer, les études de réflectivité pompe-sonde présentées dans ce chapitre
sont incomplètes. En effet, l’utilisation d’une unique énergie de pompe et de sonde
du système ne permet pas d’avoir une vision globale des excitations électroniques
possibles, et de plus elles ne permettent l’étude du système que dans son état ex-
cité. Afin de mesurer de façon précise les propriétés électroniques des composés
Ba(Fe1−xCox)2As2, j’ai donc mené des expérience d’ARPES, et mesuré la densité
d’états du système pour différents dopages et températures. J’étais notamment à
la recherche d’une éventuelle singularité de la structure électronique pouvant ex-
pliquer le couplage électrons-phonons sélectif. Bien que je ne l’ai pas trouvée,
l’étude de la structure électronique m’a donné des informations fondamentales




Mesures par ARPES de la structure
électronique des phases métallique
et supraconductrice de
Ba(Fe1−xCox)2As2
9.1 Introduction : mesure de la structure électro-
nique dans les pnictures de fer
Comme cela a été expliqué dans le chapitre 3, il y a de très grandes diver-
gences dans la communauté scientifique concernant la structure électronique des
pnictures de fer. La compréhension de cette dernière est fondamentale, car c’est
elle qui est responsable des phénomènes physiques observés, tels la supraconduc-
tivité et l’ordre magnétique.
La façon la plus directe de mesurer la structure de bandes d’un matériau est
l’ARPES. Cette technique donne accès non seulement à la dispersion des bandes,
mais aussi à leur origine orbitale et aux éventuels gaps existants. Elle est en fait
une des uniques sondes résolues dans l’espace des k de la structure électronique.
C’est donc un outil indispensable en physique de la matière condensée ; malheu-
reusement, une telle efficacité est paliée par une grande difficulté expérimentale.
Je l’ai néanmoins utilisée pour répondre aux questions ouvertes sur les pnictures
de fer, et j’ai choisi pour cela la ligne de lumière BaDElPh, en raison de son do-
maine spectral s’étendant entre 6 eV et 35 eV d’énergie de photons. Cela permet
d’augmenter la sensibilité au volume des mesures, ainsi que d’avoir une excellente
résolution en moment et en énergie (voir paragraphes 5.2.3 et 5.2.4).
J’ai tenté d’attribuer aux bandes, et plus particulièrement aux poches de trous,
leur caractère orbital. Cette information est très importante, car elle permet aux
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théoriciens de confronter leurs calculs de structure électronique à une mesure, et
donc d’infirmer ou de soutenir leur modèle. Les différentes versions existantes à
ce jour ont été exposées dans la section 3.4. Plusieurs mesures d’ARPES réso-
lues en polarisation de photons (ce qui est la condition pour pouvoir caractéri-
ser les bandes par leur symétrie et remonter à leur origine orbitale) ont déjà été
menées, aboutissant à des conclusions variées, elles aussi exposées dans la sec-
tion 3.4. Je vais dans les sections 9.4 et 9.3 montrer les résultats obtenus dans
Ba(Fe1−xCox)2As2 et les interpréter, en m’aidant notamment des calculs d’élé-
ments de matrice d’ARPES détaillés dans la section 9.2. Ces résultats font l’objet
de la Ref. [238].
Dans la dernière partie, je vais présenter les mesures du gap supraconducteur et
des modifications de structure électronique au passage dans la plase supraconduc-
trice de Ba(Fe1−xCox)2As2. Ces mesures sont les premières sélectives en bandes,
car mesurées à l’aide de photons polarisés. L’analyse de ces résultats me conduira
à donner un modèle pour la symétrie des différents gaps supraconducteurs exis-
tant dans ce composé. L’étude des modifications de structure électronique à la
transition supraconductrice dans Ba(Fe1−xCox)2As2 est en cours d’analyse et fera
prochainement l’objet de la Ref. [239].
9.2 Calcul des éléments de matrice d’ARPES
Afin d’interpréter mes résultats d’ARPES, le calcul de l’intensité de photoé-
mission était nécessaire, ce qui m’a conduit à considérer les éléments de matrice
correspondants. Ces calculs ont été réalisés avec l’aide d’Alexei Grum-Grzhimailo
(Institute of Nuclear Physics, Moscow State University, Moscow 119991, Russia).
Le processus de photoémission, décrit dans le chapitre 5, est un processus d’in-
téraction rayonnement-matière conduisant à l’excitation d’un électron de son ni-
veau électronique vers un état d’électron libre, en première approximation. Ce
processus est décrit par l’élément de matrice de transition dipolaire électrique sui-
vant :
Mf,i ∝ 〈Ψf |E.r |Ψi〉 (9.1)
où |Ψf〉 = eik.r est l’état final d’électron libre et |Ψi〉 = Rnl(r)Ylm(θr, φr)
est l’état initial pris comme une orbitale atomique. Cette formulation est très sim-
plifiée par rapport à la réalité. Tout d’abord, l’approximation faite en prenant un
état final d’électron libre est non-triviale, particulièrement dans mon cas où les
énergies de photons utilisées sont très faibles. En effet, cela revient à considérer
que le photoélectron éjecté n’intéragit pas avec le matériau qu’il quitte, approxi-
mation qui devient discutable lorsque l’énergie cinétique de ce photoélectron est
très faible, de l’ordre de quelques eV. Ensuite, l’état initial n’est pas une simple
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orbitale atomique, mais un état relevant de la structure de bandes du matériau,
beaucoup plus complexe.
Néanmoins, ces approximations peuvent nous donner une idée qualitativement
juste des phénomènes entrant en jeu. Nous avons donc calculé cet élément de
matrice afin d’obtenir l’intensité de photoémission, en fonction de l’énergie du
photon, de l’orbitale considérée et de la géométrie expérimentale utilisée. La for-
mule obtenue est généralisable à toutes les géométries, les orbitales et les énergies
de photons possibles. Les valeurs numériques obtenues ne tiennent pas compte de
la section efficace, qui peut varier avec l’énergie.
Dans une approche atomistique, nous avons décomposé chacun des termes de
Mf,i sur des ondes sphériques, afin d’utiliser les propriétés de harmoniques sphé-
riques pour résoudre le calcul.
















où les notations v̂ sont introduites pour désigner les angles relatifs à v, soit
(θv, φv) ; jλ sont les fonctions de Bessel d’ordre λ. Nous devons prendre en compte
le fait que les orbitales d sont en fait composées de superposition linéaires des har-
moniques sphériques pour différents m, comme indiqué dans le système d’équa-
tions 2.6. Ainsi, nous pouvons effectuer le calcul de Mf,i pour un m fixé (noté
alors Mm), et ensuite utiliser une combinaison des Mm pour tenir compte de l’or-
bitale 3d réelle.
Le résultat se met sous la forme suivante :
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〈L1M L2M |lm〉YL1M(k̂)YL2M(Ê) (9.7)
Il suffit alors de calculer la combinaison de Mm et M−m correspondant à l’or-
bitale 3d recherchée, et à prendre le module au carré du résultat pour trouver une
quantité proportionnelle à l’intensité de photoémission (par exemple, I(dxy) ∝
|M2 −M−2|2).
FIGURE 9.1: Géométrie expérimentale d’ARPES sur Ba(Fe1−xCox)2As2. (a) A
trois dimensions, (b) Géométrie réelle à deux dimensions : la variation des angles
d’émission est effectuée en tournant la surface de l’échantillon, l’analyseur et la
direction d’arrivée des photons étant fixes.
Le problème particulier qui m’a incitée à effectuer ces calculs était de modé-
liser la différence en intensité entre le côté k‖<0 et le côté k‖>0, visible sur les
images d’ARPES et variant en fonction de l’énergie du photon. La géométrie ex-
périmentale est présentée en fig. 9.1. Nous devons pour mesurer les bandes de
chaque côté de la normale à la surface de l’échantillon tourner celui-ci comme
indiqué sur la fig. 9.1 (b). En effet, l’analyseur de photoélectrons et la direction
d’incidence des photons sont fixes. C’est cet effet qui cause une différence dans
les éléments de matrice de photoémission, car les angles Ê et k̂ sont différents
entre chacun des côtés (pour le calcul de l’élément de matrice, nous travaillons
dans un repère où l’orbitale atomique est fixe, donc nous faisons virtuellement
tourner l’analyseur et le synchrotron autour de la surface de l’échantillon). Les
paramètres utilisés lors des calculs (en unités atomiques) sont :
– L’angle θk est fixé par la valeur de k‖ = kx correspondant à la bande dont
nous calculons l’élément de matrice. D’après les règles de sélection de pho-





– De même, nous calculons kz = 0.512
√
(hv − 4.307)cos2(θk) + V0/
√
13.605
– Chaque côté de la normale correspond à un angle pour les photoélectrons φk
différent. Pour k‖>0, φk=0 et pour k‖<0, φk=pi.
– en polarisation p, le champ électrique est défini par : θE = −0.87+pi/2+θk ;
φE = 0
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– en polarisation s, le champ électrique est défini par : θE = pi/2 ; φE = pi/2
Où la définition des polarisations p et s est identique à celle employée dans le
chapitre 7, c’est-à-dire p signifiant parallèle et s perpendiculaire au plan de pho-
toémission, défini par la normale à l’échantillon, la direction d’arrivée des photons
et la direction de sortie des photoélectrons (les vecteurs de champ électrique cor-
respondants sont indiqués dans la fig 9.1). Il est possible de tester ces formules en
les appliquant par exemple aux cas où l’observation d’une orbitale est interdite.
En effet, si les fentes de l’analyseur sont dans le plan de photoémission , alors
des règles simples sont applicables. C’est le cas de la géométrie utilisée sur la
ligne BaDElPh. Dans ce cas, les orbitales qui sont paires par rapport au plan de
photoémission sont observables uniquement avec la polarisation p, et les orbitales
impaires par rapport à ce plan sont observables seulement avec la polarisation s.
Ces règles sont résumées dans la table 9.1, qui nous sera utile par la suite.





ΓX paire impaire paire paire impaire × ×
ΓM paire paire impaire × × paire impaire
TABLE 9.1: Symétrie des orbitales 3d par rapport au plan de photoémission (×
signifie ni pair, ni impair)
FIGURE 9.2: Eléments de matrice d’ARPES calculés pour les trois orbitales paires
selon la direction ΓX (a) dz2 , (b) dxz et (c) dx2−y2 .
L’application des formules dérivées donne bien une intensité nulle pour les or-
bitales interdites selon notre géométrie, ce qui est un bon signe de leur fiabilité.
Je l’ai appliquée au cas de la polarisation p, pour les différentes orbitales po-
tentiellement observables selon la direction ΓX (géométrie présentée en fig. 9.3
(b)) ; le résultat de ces calculs est donné dans la fig. 9.2, en fonction de l’énergie
des photons. La différence entre l’intensité mesurée pour k‖<0 et k‖>0 augmente
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fortement à basse énergie de photon, conséquence de l’augmentation des angles
de sortie des photoélectrons θk. Expérimentalement, un tel effet sera également
visible.
Le calcul de ces éléments de matrice est très utile, car il permet d’analyser
nos données expérimentales. En effet, si une bande est mesurée dans une certaine
orientation d’échantillon et pour une certaine polarisation, il y aura toujours plu-
sieurs alternatives pour l’attribution du caractère orbital de cette bande. La possi-
bilité de comparer l’asymétrie mesurée à celle calculée pour différentes orbitales
pourra donc lever le doute sur cette question.
9.3 Structure de bandes de Ba(Fe1−xCox)2As2 à proxi-
mité du niveau de Fermi
9.3.1 Les poches de trous
Mes mesures d’ARPES se sont surtout focalisées sur les basses énergies de
photons. En raison des règles de conservation de l’énergie et du moment, cela m’a
limitée à l’observation dans Ba(Fe1−xCox)2As2 des poches de trous centrées au-
tour de Γ, car les poches d’électrons sont situées à de trop grands k‖ ; elles ne sont
visibles qu’en utilisant des énergies de photons hν > 15 eV. J’ai utilisé quatre géo-
métries expérimentales, soit deux orientations d’échantillons et deux polarisations
de photons différentes. Les deux orientations sont données en fig. 9.3.
FIGURE 9.3: Géométries expérimentales utilisées lors des expériences d’ARPES
sur Ba(Fe1−xCox)2As2 (a) la direction ΓM étant dans le plan de photoémission et
(b) la direction ΓX étant dans le plan de photoémission.
Dans un premier temps, l’utilisation d’énergies de photons "usuelles" pour
l’ARPES (c’est-à-dire dans l’ultraviolet ou les X-mous, soit au-dessus d’un ving-
taine d’électrons-volts) permet de visualiser rapidement les symétries des diffé-
rentes bandes. La structure électronique autour de Γ mesurée aux deux différentes
polarisations possibles, p (pol p) ou s (pol s) et à une énergie de photons de
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31eV est montrée en fig. 9.4. A côté de chaque paire d’images sont présentées
les courbes dépendantes en moment (MDC pour Momentum Dispersion Curves)
correspondantes, obtenues en faisant une coupe à énergie constante sur les images
d’ARPES. La largeur des pics sur les fig. 9.4 (c) et (f) est une bonne indication du
nombre de bandes présentes ; la seule MDC qui ne contient qu’une seule bande
est obtenue pour l’orientation ΓM en pol s. Ces mesures ont été effectuées sur
des échantillons de dopage optimal, x=0.08, et pour des températures T<Tc ; le
passage dans l’état supraconducteur ne modifie pas la symétrie des différentes
bandes.
FIGURE 9.4: Images d’ARPES prises autour de la direction ΓZ à hν=31 eV : (a)
dans la direction ΓM , pol p, (b) dans la direction ΓM , pol s, (d) dans la direction
ΓX , pol p, (e) dans la direction ΓX , pol s. (c) MDC correspondant à la direction
ΓM , (f) MDC correspondant à la direction ΓX .
Trois bandes sont présentes : je noterai dans la suite avec un indice pi les bandes
mesurées en pol p et avec un indice σ celles mesurées en pol s. Il existe deux
bandes internes, αpi et ασ, et une bande externe β. Leur dispersion est linéaire à
cette énergie de photons.
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Les deux bandes α sont visibles dans toutes les orientations et polarisations.
D’après la Table 9.1, cette observation est en faveur pour ces bandes d’une origine
orbitale dxz, dyz, qui sont en première approximation dégénérées en raison de
l’axe de symétrie d’ordre 4 du système. En effet, une combinaison de ces deux
orbitales aura toujours une composante paire et une impaire, ce qui signifie que
ces bandes seront toujours observables. L’existence de deux bandes distinctes sera
plus visible à basse énergie de photon, comme montré dans la suite sur la fig. 9.10.
La bande externe, β, est toujours présente sur les spectres sauf dans l’orienta-
tion ΓM en pol s, comme montré sur la fig. 9.4 (f). La bande β a donc un caractère
prédominant pair et une petite composante impaire. Il existe plusieurs possibilités
pour son attribution :
(1) β est composée de la combinaison de dxz, dyz qui est paire selon ΓM , soit
dxz+dyz√
2
(2) β est majoritairement composée de dz2 , qui est toujours paire, hybridée avec
dxy/dyz de façon à avoir une petite composante impaire le long de ΓX .
(3) β est composée de dxy le long de ΓM et de dx2−y2 le long de ΓX , ce qui lui
permettrait d’être toujours paire.
Il est nécessaire de considérer les propriétés de symétrie du réseau afin d’im-
poser des contraintes aux possibles hybridations entre orbitales. La description
détaillée des effets des propriétés de symétrie sur les états électroniques dans les
solides peut être trouvée dans la Ref. [240].
Seules les orbitales ayant la même symétrie par rapport au groupe du vecteur
d’onde peuvent s’hybrider entre elles ; le groupe du vecteur d’onde étant le groupe
formé des éléments laissant le vecteur d’onde inchangé. Ce groupe varie en fonc-
tion de la position dans la première zone de Brillouin ; au point Γ, il est similaire
au groupe d’espace du cristal (dans notre cas, 4/mmm). Typiquement, sa symétrie
sera élevée aux points de haute symétrie de la zone de Brillouin, moins dans les
directions de haute symétrie, et sera réduit à l’unique élément identité à un point
quelconque de la zone de Brillouin.
La table de caractères du groupe 4/mmm est donnée en Table 9.2. Ainsi, au
point Γ, seules les orbitales dxz et dyz, appartenant à la représentation doublement
dégénérée Eg, peuvent s’hybrider.
Le groupe du vecteur d’onde dans la direction de l’espace réciproque étudié
ici, l’axe ΓZ, est 4mm ; en effet, le seul élement de symétrie perdu par rapport
au point Γ est le miroir horizontal σh. Dans ce groupe, seule l’orbitale dz2 reste
complètement symétrique, et conserve la représentation A1g. Cela signifie que
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4/mmm E 2C4 C2 2C ′2 2C ′′2 i 2S4 σh 2σv 2σd
A1g 1 1 1 1 1 1 1 1 1 1 x2 + y2, z2
A2g 1 1 1 -1 -1 1 1 1 -1 -1 Rz
B1g 1 -1 1 1 -1 1 -1 1 1 -1 x2 − y2
B2g 1 -1 1 -1 1 1 -1 1 -1 1 xy
Eg 2 0 -2 0 0 2 0 -2 0 0 (Rx, Ry) (xz, yz)
A1u 1 1 1 1 1 -1 -1 -1 -1 -1
A2u 1 1 1 -1 -1 -1 -1 -1 1 1 z
B1u 1 -1 1 1 -1 -1 1 -1 -1 1
B2u 1 -1 1 -1 1 -1 1 -1 1 -1
Eu 2 0 -2 0 0 -2 0 2 0 0 (x, y)
TABLE 9.2: Table de caractères du groupe d’espace 4/mmm
dans la direction ΓZ, l’orbitale dz2 ne peut s’hybrider avec aucune autre, et qu’une
bande constituée de cette orbitale ne peut en contenir aucune autre.
Toutefois, il faut souligner que l’unique bande présente exactement le long de
ΓZ est la bande non-dispersive, à une énergie de liaison de -200 meV, visible dans
les fig. 9.4 (a) et (d). Cette dernière étant paire, car mesurable uniquement en pol





de la direction ΓZ. Ainsi, l’hypothèse (2) pourrait impliquer la
présence non pas d’une seule bande β, mais de deux, l’une paire et constituée de
dz2 , l’autre impaire et constituée de dxy/dyz.
Afin de discriminer ces trois solutions nous devons prendre un autre paramètre
en considération, l’asymétrie visible sur les images d’ARPES entre le côté k‖<0
et k‖>0. En effet, en calculant les éléments de matrice de photoémission pour cha-
cune des orbitales possibles, il est possible de vérifier laquelle des trois solutions
correspond aux mesures. Il faut noter que cette asymétrie est beaucoup plus forte
à basse énergie de photon ; en effet, il faut alors tourner beaucoup plus l’échan-
tillon, ce qui rend la géométrie expérimentale moins symétrique lors des mesures
de chacun des côtés k‖<0 et k‖>0. Ainsi, il est plus judicieux de considérer les
spectres obtenus à basse énergie de photons, qui sont présentés en fig. 9.10. La
fig. 9.10 (a) permet de noter une intensité plus grande pour β du côté k‖>0, pour
hν<10 eV. Or, d’après les résultats présentés en fig. 9.2, la seule orbitale satisfai-
sant cette condition est la dz2 . Elle constitue donc majoritairement la bande β, ce
qui implique d’après l’argument de symétrie précédent qu’il existe en réalité deux
bandes β, l’une paire, βpi, constituée de l’orbitale dz2 et présente à la fois le long
de ΓX et de ΓM , et l’autre impaire, βσ, constituée de dxy ou dyz. Il faut noter que
si βσ est constituée de dxy cela expliquerait qu’elle ne puisse être mesurée le long
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de ΓM en polarisation s : en effet, dans cette direction, dxy est paire et donc βσ
apparaît uniquement en polarisation p, confondue avec βpi.
Nous verrons comment évolue l’intensité relative des différentes bandes β en
fonction de kz dans le paragraphe 9.4, mais pour le moment je vais également
présenter les résultats obtenus sur la poche d’électrons.
9.3.2 La poche d’électrons
La poche d’électrons γ est centrée autour de la direction XA soit au coin de




de sa direction cen-
trale ΓZ. Dans la géométrie expérimentale de la ligne BaDElPh, l’observation de
γ n’est possible que si l’échantillon est orienté avec ΓX dans le plan de photoé-
mission. Les images d’ARPES obtenues sur la poche d’électrons, pour hν=31 eV,
sont présentées en fig. 9.5, pour un échantillon dopé x=0.08.
FIGURE 9.5: Images d’ARPES prises autour de la directionXA à hν=31 eV, pour
un échantillon orienté selon ΓX (a) pol p, (b) pol s. (c) MDC correspondantes.
La forme de la poche d’électron ressemble à un V dont le bas est situé à ∼=
70 meV du niveau de Fermi. La dispersion est linéaire.
Nous observons que la bande γ n’est visible qu’en pol s. Cela signifie que son
origine est soit dyz soit dxy. La dispersion de la poche d’électrons selon la direction
kz est très faible [96], ce qui montre son caractère bidimensionnel, en accord avec
une origine dxy, une orbitale dont les lobes sont dans le plan (x,y). Cependant, je
ne peux pas trancher de façon absolue entre les origines dyz et dxy ; pour cela, il
faudrait utiliser une autre géométrie permettant d’atteindre le point X de la zone
de Brillouin sans placer l’échantillon dans la direction ΓX (par exemple en faisant
tourner l’échantillon dans le plan (y,z)).
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9.3.3 Evolution de la structure électronique en fonction du do-
page en électrons
FIGURE 9.6: Evolution de la taille des poches de trous en fonction du dopage en
cobalt, MDC prises à hν=31 eV, (a) pol p et (b) pol s.
J’ai étudié plusieurs échantillons présentant différents dopages en cobalt. Le
fait de doper en cobalt apporte des électrons dans le système, ce qui a pour effet
de réduire la taille des poches de trous. Cet effet est visible sur la figure 9.6.
Un autre effet doit être considéré lorsqu’on varie le taux de cobalt, qui est l’ap-
parition à basse température de la phase Onde de Densité de Spin (SDW, dont la
structure est expliquée dans le paragraphe 3.4) pour x<0.065. Cette phase SDW
induit une reconstruction électronique très importante et complexe. J’ai en partie
mesuré par ARPES cette structure électronique, et le résultat pour hν=9 eV est
donné en fig. 9.7 pour un échantillon non-dopé, avec en comparaison un échan-
tillon dopé x=0.08, à la même température de 14 K (attention, l’échelle en énergie
des images est différente pour les deux échantillons). Dans le cas du non-dopé, la
bande β n’apparaît qu’à E − EF=-40 meV, et elle semble donc présenter un gap.
De plus, la dispersion observée en pol s est fortement modifiée par la phase SDW
pour les deux bandes visibles. Cependant, il faudrait effectuer ces mesures dans
toute la zone de Brillouin, car le changement de structure électronique est beau-
coup plus complexe, et consiste notamment en une levée de dégénerescence des
bandes qui ne peut être comprise qu’avec une vision d’ensemble de la structure
électronique.
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FIGURE 9.7: Mesures prises dans l’orientation ΓX : (a) et (c) images ARPES et
MDC pour x=0, pol p, (b) et (d) images ARPES et MDC pour x=0, pol s, (e) et
(g) images ARPES et MDC pour x=0.08, pol p, (f) et (h) images ARPES et MDC
pour x=0.08, pol s.
9.4 Dispersion mesurée à basse énergie de photons
J’ai utilisé la particularité de la ligne de lumière BaDElPh, qui est son domaine
spectral dans l’ultraviolet proche, afin de réaliser des expériences d’ARPES à très
basse énergie de photon. Cela permet en effet (voir paragraphe 5.2.3) d’augmen-
ter la sensibilité au volume des mesures, comme cela a été montré précédemment
lors de l’étude de V2O3 [41]. De plus, la résolution en vecteur d’onde est néces-
sairement améliorée lorsque hν diminue, ce qui est important pour distinguer les
bandes entre elles dans un composé où leur nombre même est toujours contro-
versé.
9.4.1 Dispersion selon kz
Lorsque l’énergie de photon varie, différents plans sont sondés dans la direc-






hν − φ+ V0 (9.8)
où φ est la fonction de travail du matériau, usuellement de l’ordre de 4 à 5
eV, et V0 un potentiel interne qui repère l’énergie des états du vide par rapport
au niveau de Fermi (comme montré dans la fig. 5.2). En pratique, il est possible
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FIGURE 9.8: Spectres MDC d’ARPES, pour l’orientation ΓX , en fonction de
l’énergie de photon pour 6 eV<hν<13 eV pour (a) pol p et (b) pol s.
(bien que cela demande des modifications non-triviales du montage expérimental
d’ARPES) de mesurer φ, par contre V0 est ajusté de façon à rendre compte de la
dispersion des bandes. J’ai utilisé φ=4.307 eV (qui est en fait la fonction de travail
de l’analyseur de BaDElPh) et V0=16 eV. Les basses énergies utilisées vont de 6





4pi/c, qui est la périodicité dans l’espace réciproque de BaFe2As2 [96]. Le plan
kz = 0 correspond au plan ΓMX et la plan kz = 1 au plan ZRA. Les MDC prises
à E − EF=-50 meV et aux basses énergies de photons sont données en fig. 9.8
pour les deux polarisations étudiées s et p et un échantillon orienté selon ΓX .
Pour des énergies de photons hν < 10 eV, soit kz < 0.9, les spectres sont
similaires à ceux observés à hν=31 eV (qui correspond à kz = 0.9). Par contre,
un phénomène intéressant apparait pour hν=10, 11 eV : les intensités relatives des
bandes βσ et βpi sont modifiées, comme montré sur la fig. 9.9, qui compare les
images et les MDC correspondant aux énergies 9, 10 et 11 eV, de telle sorte qu’à
11 eV l’intensité de βpi est très faible par rapport à celle de βσ (fig. 9.9 (i)). Cet
effet n’avait pas été mesuré jusqu’à présent, et n’est probablement observable que
grâce à la haute résolution en vecteur d’onde couplée à la sensibilité au volume de
ces mesures.
La dispersion le long de kz des trois bandes observées est donnée en fig. 9.10,
où les valeurs indiquées de kF , vecteur de Fermi, sont extraites des MDC à E −
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EF=-10 meV. Cette figure met en évidence le caractère tri-dimensionnel de la
surface de Fermi des trous, car la taille des poches varie fortement en fonction
de kz pour atteindre leur maximum en kz = 1. De plus, les deux bandes α sont
aisément distinguables, αpi étant de plus petits kF que ασ. Cette distinction a été
aperçue par Thirupathaiah et al. [103], mais pas de façon évidente permettant de
donner des valeurs différentes de kF pour ces deux bandes, et est due à la haute
résolution en vecteur d’onde de mes données, apportant la preuve que les deux
bandes α ne sont pas dégénérées.
Il est aussi possible d’observer le changement relatif d’intensité des deux bandes
β, βσ devenant plus intense que βpi dans le plan kz = 1, grâce à la taille des mar-
queurs de la fig. 9.10.
Il est possible d’extraire des valeurs quantitatives de ces mesures. En considé-
rant des dispersions linéaires, comme c’est le cas pour kz > 0.5, les vitesses de
Fermi sont les pentes des dispersions E(k). Elles sont reportées dans la table 9.3
ainsi que les vecteurs de Fermi kF mesurés ; ces valeurs ont été obtenues pour
hν=31 eV. La gamme de variation des vecteurs d’onde de Fermi mesurés pour
les poches de trous (montrées dans la fig. 9.10) est également indiquée, ainsi que
la valeur obtenue à hν=31 eV pour la poche d’électrons. Je n’ai pas effectué de
mesure de dispersion selon kz pour la poche d’électrons, car cela a déjà été fait et
leur taille ne varie pas selon cette direction [96].
Les valeurs de kF permettent d’obtenir le nombre de porteurs de charge dans
le système. En effet, pour un système bidimensionnel, le théorème de Luttinger
indique que le rapport entre l’aire englobée par une poche de la surface de Fermi
et la surface de la première zone de Brillouin est égale au nombre de porteurs dans
cette poche, même en présence de corrélations électroniques [241]. En appliquant
ce théorème, j’ai calculé le nombre de porteurs pour chacune des bandes et par








A est le paramètre cristallin dans le plan (x,y). J’ai tenu compte pour
cette détermination de la dispersion en kz de façon approchée, en utilisant un kF
effectif obtenu grâce aux valeurs de kF mesurées à basses énergies de photons,
présentées dans la fig. 9.10.
J’obtiens ainsi un nombre total de 0.072 électrons et 0.0542 trous par atome
de fer. La valeur 0.072 électrons est proche du dopage en Co, de 0.08. La den-
sité totale de porteurs au niveau de Fermi peut donc être calculée, et vaut 0.1262
porteurs par atome de fer. En considérant que ces porteurs appartiennent aux or-
bitales 3d du fer, dont la dispersion s’étend jusqu’à 2 eV en-dessous du niveau
de Fermi (d’après les calculs LDA de Markus Aichhorn), cela m’amène à une
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FIGURE 9.9: Images d’ARPES et MDC relevées à E − EF=-50 meV montrant le
changement de symétrie de β dans le plan kz = 1 (a)-(b) hν=9 eV, kz = 0.80 ;
(c)-(d) hν=10 eV, kz = 0.92 ; (e)-(f) hν=11 eV, kz = 1.03.
densité par cellule unitaire primitive (dans laquelle il y a deux atomes de fer)
N(EF ) = 3.962 eV
−1.
9.4.2 Conclusion sur l’origine orbitale des poches de trous
Ces expériences avaient pour but la détermination du caractère orbital des
poches de trous dans Ba(Fe1−xCox)2As2, et j’ai apporté plusieurs éléments de
réponse jusque-là inédits. Les trois poches de trous ont été distinguées, et les deux
poches internes α sont en accord avec un caractère dxz, dyz.
Plus précisément, le long de ΓX αpi est probablement formée de dxz et ασ de
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) np /at. Fe
αpi 0.053-0.093 0.60 0.0054
ασ 0.071-0.110 0.60 0.0088
β 0.158-0.225 0.49 0.040
γ 0.12 0.49 0.072
TABLE 9.3: Vecteurs de Fermi, vitesses de Fermi et nombre de porteurs par atome
de fer dans Ba(Fe1−xCox)2As2, x=0.08. Les vF sont obtenues pour hν=31 eV et
les kF pour 6 eV <hν<13 eV (pour les poches de trous) et pour 31 eV (pour la
poche d’électrons) ; et le nombre de porteurs est calculé à partir des kF indiqués.
FIGURE 9.10: Dispersion selon kz mesurée à basses énergies de photons. Les
lignes droites sont des guides pour l’oeil, mettant en évidence le caractère tri-
dimensionnel des bandes. Les triangles noirs correspondent aux mesures à 31 eV.
n’est cependant pas possible de savoir si la bande mesurée paire le long de ΓX
est aussi paire le long de ΓM , ou si elle devient impaire après rotation. Ce point
est intéressant : en effet, si la poche αpi le long de ΓX reste paire le long de ΓM ,
alors nous sommes en présence de deux poches internes déconnectées et isotropes
dans le plan (kx, ky), une plus interne αpi et une plus externe ασ (en effet, le long
de ΓM comme de ΓX , le kF de αpi est plus petit que le kF de ασ). Cette situation
est illustrée dans la fig. 9.11 (a). Par contre, si cette poche devient impaire le long
de ΓM , alors les deux poches sont entremélées, comme cela a été mesuré dans
le cas de Ba0.6K0.4Fe2As2 [242], dans ce cas la forme des deux poches n’est plus
circulaire et ressemble à une fleur, comme montré dans la fig. 9.11 (b).
La bande externe β a un comportement intéressant lors de sa dispersion le long
de kz. Il est possible en effet qu’il y ait deux bandes distinctes : βpi, observable
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FIGURE 9.11: Possibilités pour la dispersion dans la plan (kx, ky).
dans la plus grande partie de la première zone de Brillouin, est constituée de dz2 ,
et son intensité décroît fortement dans le plan kz =1. En revanche, βσ semble
composée de dxy (ou dyz, uniquement le long de ΓX), et son intensité est très
faible sauf dans un intervalle d’environ ±0.1 autour du plan kz = 1. Une autre
possibilité est qu’il n’y ait qu’une seule bande β, constituée d’une hybridation
entre les orbitales dz2 , dx2−y2 /dxz et dxy/dyz. Dans ce cas, l’origine principale de
cette bande est dz2 dans la quasi-totalité de la première zone de Brillouin à part le
plan kz = 1 ; dans ce plan, cette bande change de caractère orbitale pour devenir
majoritairement consituée de dxy/dyz.
La présence de ce changement d’origine orbitale n’avait jamais été obser-
vée jusque-là ; un comportement opposé a même été reporté par Thirupathaiah
et al [103], qui concluent que β n’apparaît que dans le plan kz =1 (où son kF
est maximum, rendant son observation plus facile), mais que de plus dans ce plan
son caractère est dz2 . Je suis néanmoins confiante dans mes résultats, qui ont été
observés dans des conditions expérimentales optimales.
L’observation de l’orbitale dz2 est rarement prédite théoriquement pour ex-
pliquer la formation des poches de trous. Cependant, comme expliqué dans la
section 3.4, elle peut apparaître après l’introduction dans les calculs de structure
électronique des corrélations entre électrons. Dans [91], Wang et al. expliquent
qu’en raison du fort effet du couplage inter-orbital de Hund, la bande β peut deve-
nir majoritairement composée de l’orbitale dz2 . Mes observations sont en accord
avec ce résultat.
9.5 Modification de la structure électronique des poches
de trous à la transition supraconductrice
La symétrie et l’amplitude du paramètre d’ordre dans les pnictures de fer est
toujours une question ouverte (voir paragraphe 3.5.3), dont la détermination ex-
périmentale est rendue difficile dans les composés Ba(Fe1−xCox)2As2 dont la Tc
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est plus faible que celle des systèmes Ba1−xKxFe2As2. Dans ces derniers compo-
sés, plusieurs études ARPES ont mis en évidence l’inéquivalence du gap entre les
différentes poches de trous [122, 123, 124, 125, 126]. Le long de ΓX , la poche
externe (γ′), composée de l’orbitale dxy, possède le gap de plus faible amplitude,
et les deux poches internes n’ont pas le même gap non plus. La poche la plus in-
terne (α′), composée de l’orbitale dyz, a un gap plus faible que la seconde poche
interne (β′), composée de l’orbitale dxz [125]. De plus, cette dernière possède le
caractère le plus tri-dimensionnel : à la fois la dispersion le long de kz la plus
marquée, ainsi que l’amplitude du gap qui est maximale dans le plan kz=0.
La seule étude concernant les spécimens dopés en électrons n’ayant mesuré le
gap que sur la poche de trous β, j’ai effectué une étude plus complète de ces com-
posés dans le but de déterminer les effets de la transition supraconductrice sur la
structure électronique. En effet, dans un tel système multi-bandes, la supraconduc-
tivité peut avoir différents effets sur les différentes bandes, qui ne peuvent être me-
surées séparément que grâce à la résolution en vecteur d’onde de l’ARPES. Cela
a été appliqué avec succès au cas du supraconducteur conventionnel 2H-NbSe2,
dont le gap supraconducteur n’apparaît que sur certaines poches de la surface de
Fermi [243].
La présence d’un gap est visible par un décalage du niveau de Fermi vers les
plus grandes énergies de liaisons. En général, dans le cas d’un gap supraconduc-
teur (gap SC), ce décalage est associé à l’apparition d’une quasiparticule, reflé-
tant le transfert de poids spectral intra-bande, car le poids spectral total doit être
conservé [128]. La forme de la densité d’état suit alors la fonction spectrale BCS :
piA(k, ω) =
u2kΓ
(ω − Ek)2 + Γ2 +
v2kΓ
(ω + Ek)2 + Γ2
(9.10)
Où les facteurs de cohérences sont u2k = 1− v2k, décrivant le nombre de paires
de Cooper dans les états occupés (existant avec la probabilité vk) et dans les états
vides (existant avec la probabilité uk). L’ARPES donnant accès aux états occupés
du système, elle permet de mesurer le second terme de cette équation [127]. Si un
gap d’amplitude |∆(k)| est présent, alors l’énergie des quasiparticules est donnée
par Ek =
√
2k + |∆2(k)|, où k est l’énergie dans l’état normal. Sur la surface de
Fermi, k = kF , k = EF et les quasiparticules sont situées à une énergie |∆(k)|
du niveau de Fermi.
Ainsi, dans le cas d’un supraconducteur conventionnel, l’apparition des quasi-
particules à une énergie |∆(k)| coincide avec l’ouverture du gap supraconducteur.
Ce phénomène a aussi été observé dans les cuprates, qui sont des supraconduc-
teurs mono-bande non-conventionnels.
La motivation de l’étude du pnicture de fer Ba(Fe1−xCox)2As2, supraconduc-
teur multi-bandes non-conventionnel, était de déterminer de quelle façon l’ouver-
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ture du gap supraconducteur était accompagné de l’apparition des quasiparticules,
et ce en fonction des bandes observées.
9.5.1 Simulations des changements de structure électronique
accompagnant la supraconductivité
Afin d’appuyer les résultats expérimentaux observés, il est utile d’effectuer des
simulations montrant les différentes possibilités au passage du système dans l’état
supraconducteur. En effet, dans le cas d’un supraconducteur multi-bandes, il est
possible que le gap SC s’ouvre sélectivement sur une ou plusieurs bandes, et pas
sur d’autres.
La visualisation des variations de structure électronique peut être simplifiée
en considérant les différences entre les spectres à vecteur d’onde fixé (EDC pour
Energy Dispersion Curve) pour l’état SC et l’état normal (N). Les mesures dans
la phase N ont été prises à 30 K, et dans la phase SC à 14 K. Cette différences
de température entre les mesures résulte en une augmentation de la pente des
EDC au niveau de Fermi, effet thermique résultant en une différence SC-N non
négligeable.
Au passage à 14 K, quatre possibilités sont envisageables. Tout d’abord, il est
possible qu’il n’y ait pas d’ouverture de gap SC, ni de quasiparticule ; il s’agit
de la courbe bleu foncé dans la fig. 9.12 (a). La différence SC-N correspondante
dans la fig. 9.12 (b) traverse la ligne de base horizontale exactement au niveau de
Fermi, et son aire au-dessus (E > EF ) et en-dessous (E < EF ) du niveau de
Fermi est identique ; cette courbe correspond uniquement à l’effet thermique.
La seconde possibilité est qu’il existe un gap SC, mais dont l’ouverture n’est
pas accompagnée de la croissance d’une QP : il s’agit de la courbe rouge. La
différence SC-N correspondant, dans la fig. 9.12 (b), traverse la ligne de base à
une énergie inférieure au niveau de Fermi, et elle présente une aire en-dessous de
ce niveau plus petite que l’aire au-dessus, reflétant la perte de poids spectral dans
l’état SC.
Il est aussi possible qu’une quasiparticule croîsse, mais sans ouverture du gap
SC. En effet, dans les métaux, les quasiparticules métalliques sont plus intenses
à basse température, lorsque celle-ci diminue par rapport à leur température de
cohérence électronique. Cette situation correspond à la courbe bleu clair de la
fig. 9.12 (a), et la différence obtenue montre un croisement de la ligne de base au
niveau de Fermi, ainsi qu’une aire pour E > EF plus petite que pour E < EF .
Enfin, la quatrième possibilité correspond au cas des supraconducteurs mono-
bande : il y a croissance de la QP et ouverture du gap en même temps. Cette
dernière situation aboutit à la différence orange en fig. 9.12 (b), où le croisement
de la ligne de base s’effectue à E < EF , et l’aire pour E < EF est plus petite ou
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FIGURE 9.12: Simulations des variations de structure électronique au passage
dans l’état supraconducteur. (a) EDC correspondant aux quatres possibilités :
l’ouverture du gap est simulée par un décalage du niveau de Fermi de 1 meV, et
la quasiparticule par une gaussienne à 8 meV du niveau de Fermi, de largeur 2
meV. Les températures sont de 30 K pour la phase normale et 14 K pour la phase
supraconductrice, et les spectres sont convolués par une gaussienne de largeur 5
meV pour simuler la résolution expérimentale. (b) différences entre phase SC et N
obtenues avec les simulations de la fig. (a).
du même ordre que celle pour E > EF . Il est intéressant de noter que bien que
le niveau de Fermi ait été décalé de la même quantité que pour le second cas (gap
mais pas de QP), le croisement de la ligne de base a lieu plus proche du niveau de
Fermi : la présence de la QP rapproche ce croisement du niveau de Fermi.
Dans la suite, je vais m’appuyer sur ces simulations afin de déterminer quels
sont les changements électroniques provoqués par l’apparition de la supraconduc-
tivité dans Ba(Fe1−xCox)2As2.
9.5.2 Etude dans la direction ΓX et effet de la sensibilité au
volume
J’ai relevé les spectres de photoémission sur les images aux kF correspondants
à la position des bandes, en effectuant un cycle à travers la transition supraconduc-
trice 14 K (SC)-30 K (normal)-14 K (2) (SC). Les différences observées entre les
phases normale et SC sont parfaitement reproductibles, comme montré en fig. 9.13
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FIGURE 9.13: Spectres de photoémission à travers la transition supraconductrice
correspondants aux bandes α dans la direction ΓX (a) et (b) hν=9 eV, x=0.07,
(c) et (d) hν=6 eV, x=0.08. (e)-(h) différence entre les spectres obtenus dans la
phase supraconductrice et dans la phase normale.
et 9.14. Ces spectres, pour l’orientation ΓX , sont donnés en fig. 9.13 pour les
deux bandes α et deux énergies de photons, hν=6 et 9 eV. Les spectres à hν=9 eV
montrent un décalage du niveau de Fermi de 0.6 meV pour αpi et 1.1 meV pour
ασ.
Afin d’observer la présence du gap SC, les différences entre les spectres SC-N
sont donnés en fig. 9.13 (e) et (f) ; ces différences croisant la ligne de base à une
énergie E < EF , attestant de l’existence du gap SC. De plus, les spectres dans
la phase SC comportent une QP, comme cela est visible grâce à la comparaison
entre les données expérimentales et les simulations dans les fig. 9.15 (a) et (b).
Il est clair que les données montrent un comportement similaires aux simulations
où un gap SC et une QP sont tous les deux présents. Nous pouvons noter que
l’amplitude de la QP est supérieure pour αpi par rapport à ασ.
Les spectres obtenus à hν=6 eV pour les bandes αpi et ασ sont donnés en
fig. 9.13 (c) et (d). De même que pour les spectres à 9 eV, la supraconductivité
conduit à un décalage du niveau de Fermi et à la croissance d’une QP. Les diffé-
rences SC-N obtenues à cette énergie de photons sont présentées en fig. 9.13 (g) et
(h), qui ont la même échelle que les fig. 9.13 (e) et (f). Cela permet de visualiser
que les QP mesurées à 6 eV ont une amplitude légèrement supérieures à celles
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mesurées à 9 eV (bien que le rapport signal-sur-bruit des spectres en polarisation
s soient trop faibles pour donner une affirmation quant à ασ).
Deux différents effets contribuent probablement à l’augmentation de l’am-
plitude mesurée des QP. Le premier est la sensibilité au volume, qui augmente
lorsque l’énergie cinétique des photoélectrons est réduite (voir le paragraphe 5.2.3),
ce qui correspond à une réduction de l’énergie des photons. L’augmentation de
l’intensité des QP dans le volume des systèmes fortement corrélés a été mise en
évidence dans d’autres matériaux, comme V2O3 [41]. Cela favoriserait donc la
présence d’intéractions électroniques dans ce pnicture de fer, car dans un métal
usuel la profondeur de la surface "morte", dans laquelle les QP sont atténuées en
raison de la reconstruction de la structure de bandes à la surface, est de l’ordre de
quelques Angströms, plus faible que la différence de profondeur sondée avec des
photons de 6 et 9 eV. La seconde contribution à l’augmentation de l’amplitude des
QP pour hν=6 eV pourrait être la dispersion le long de kz. Comme détaillé dans
le paragraphe 9.10, hν=6 eV correspond à kz ∼=0.4, plus proche de Γ que le plan
sondé à hν=9 eV, qui est kz ∼=0.8. Ainsi, les kF des bandes étant plus faibles, elles
ont un plus fort recouvrement au niveau de Fermi entre elles. Cela peut conduire
à l’augmentation de l’intensité de la QP, qui provient alors de plusieurs bandes en
même temps.
9.5.3 Etude dans la direction ΓM et évidence du transfert inter-
bandes de poids spectral à la transition supraconductrice
Les spectres montrant les changements de densité électronique pour les deux
bandes α et la bande β, obtenus à hν=9 eV dans la direction ΓM , sont présentés
en fig. 9.14. Cette géométrie permet de ne pas mesurer la bande β en pol s, pour
hν=9 eV.
Les variations de densité électronique sont les suivants : les bandes α sont
caractérisées par un décalage du niveau de Fermi, de 0.5 meV pour αpi et 1.0 meV
pour ασ. Le décalage pour β est plus faible, inférieur à 0.5 meV, mais cependant
présent comme l’atteste la différence SC-N présentée en fig. 9.14 (e).
De même que pour la bande αpi observée le long de ΓX , la comparaison avec
les simulations donnée en fig. 9.15 (b) atteste de la présence de QP supraconduc-
trices pour la bande αpi. En revanche, si l’on compare les différences SC-N pour
la bande ασ le long de ΓM avec les simulations (fig. 9.15 (c)), il est clair qu’un
gap SC est présent mais qu’il n’y a pas de QP ; il semble même que la différence
montre un poids spectral pour E < EF inférieur au cas où il n’y a pas de QP. Pour
la bande β, la comparaison avec les simulations en fig. 9.15 (d) semble montrer
soit qu’il n’y a pas de QP, soit que son amplitude est très faible.
L’amplitude de la QP ainsi que les changements de structure électronique à
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FIGURE 9.14: Spectres de photoémission à travers la transition supraconductrice
correspondants aux bandes α et β dans la direction ΓM , pour hν= 9 eV, x=0.07.
la transition sont donnés en fig. 9.16. Dans cette figure, je présente les images
obtenues en effectuant la différence entre les images d’ARPES dans la phase SC-
celles dans la phase normale. Cette cartographie de différences SC-métal permet
de montrer les mouvements de poids spectral à la transition. Le gap est visible
comme un signal négatif au niveau de Fermi (bleu foncé), et les QP comme signal
positif (rouge foncé). La QP est toujours plus intense en pol p qu’en pol s, et
atteint son intensité maximale en pol p sur la bande αpi.
Ainsi, il existe une reconstruction importante de la structure électronique à
proximité du niveau de Fermi lors de la transition supraconductrice. L’ouverture
du gap est maximale sur les bandes α, tandis que le poids spectral perdu à cette
occasion semble redistribué aux différentes bandes. Ce phénomène est très inté-
ressant car il n’a encore jamais été observé lors d’une transition supraconductrice.
La structure électronique multi-bandes donne ainsi accès à des transformations
inédites. La présence du gap minimal sur la bande β soulève le problème du lien
entre le nesting des bandes et la supraconductivité : en effet, dans les systèmes
122 dopés en trous, le gap avait une amplitude maximale sur les poches de trous
présentant le meilleur nesting avec les poches d’électrons. Cela a été interprété en
faveur des diffusions inter-bandes, favorisant la supraconductivité qui aurait alors
une origine proche de celle du magnétisme dans ces systèmes.
Mon étude du composé 122 dopé en électrons semble avoir des conclusions
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FIGURE 9.15: Différences entre les spectres de photoémission supraconducteur-
normal : comparaison entre les mesures expérimentales et les simulations (a)-(c)
dans la direction ΓX et (d)-(f) dans la direction ΓM .
différentes. Le gap SC apparait sur les bandes présentant le moins bon nesting
avec les poches de trous. De plus, alors que dans le composé dopé en K le gap sur
les poches internes le plus grand était associé à l’orbitale dxz et le plus faible à
l’orbitale dyz, le système dopé en Co présente un gap maximal sur la poche com-
posée de dyz et minimal sur celle composée de dxz. Les différences de structure
électronique entre ces deux matériaux montrent la complexité de cette dernière
dans les pnictures de fer, ce qui explique les très nombreuses études théoriques
contradictoires à leur sujet. Une très faible variation du nombre de porteurs ou des
paramètres cristallins semble résulter en des changements fondamentaux dans la
structure électronique de ces systèmes.
9.6 Conclusion
J’ai ainsi mené une étude de la structure électronique de composés Ba(Fe1−x
Cox)2As2. Cette dernière est complexe, en raison de la présence de plusieurs
bandes à proximité du niveau de Fermi, et je me suis concentrée sur l’étude à
basse énergie de photons. Cela m’a permis de mettre en évidence le caractère
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FIGURE 9.16: Différences de structure électronique entre les phases supracon-
ductrice et métallique le long de ΓM pour x=0.07. (a)-(c) Images ARPES et MDC
montrant les positions des bandes, (d)-(e) images obtenues en effectuant les diffé-
rences entre les images d’ARPES des phases SC et normale.
orbital de chacune des poches de la surface de Fermi, et de mesurer la forte dis-
persion en kz de ces matériaux. Les deux poches internes α sont probablement
composées des orbitales dxz, dyz et leur dispersion dans le plan (kx, ky) a été ana-
lysé pour la première fois grâce à la haute résolution en vecteur d’onde de mes
mesures. La bande externe β, quant à elle, a un caractère orbital complexe ; elle
est majoritairement composée de dz2 dans la quasi-totalité de la première zone de
Brillouin. Dans une bande d’épaisseur ≈ ± 0.1 autour du plan kz = 1, β appa-
raît principalement composée de dxy ou dyz, ce qui signifie soit qu’elle change de
caractère orbital dans ce plan soit qu’il existe deux bande β distinctes dont l’in-
tensité relative varie dans la première zone de Brillouin. L’origine dz2 explique
la forte tri-dimensionnalité de cette poche, et son changement de symétrie est un
point capital pour les théoriciens, qui pourra leur permettre de valider ou non les
modèles qu’ils considèrent.
L’étude de la structure électronique en fonction de la température autour de Tc
m’a permis de mettre en évidence d’importantes modifications, jusque-là jamais
observées dans les transitions supraconductrices. En effet, un gap a été mesuré
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sur les trois poches de trous, mais l’ouverture de ce gap SC n’est pas directement
corrélée à la présence de quasiparticules supraconductrices. Ainsi, la transition
supraconductrice aboutit à un transfert de poids spectral, soit intra-bande dans la
direction ΓZ soit inter-bandes. Cette modification de structure électronique est
complexe, et différente de celle observée dans les autres supraconducteurs, multi-
bandes ou non. L’étude en fonction de kz pourrait permettre de mesurer précisé-
ment les modifications, qui sont probablement dépendante de cette direction.
FIGURE 9.17: Possibilités pour la symétrie du gap supraconducteur et am-
plitude de la quasiparticule supraconductrice des poches de trous dans
Ba(Fe1−xCox)2As2.
Considérant les deux possibilités pour la dispersion des bandes α, décrites
dans le paragraphe 9.4.2, j’obtiens deux possibilités pour la symétrie du para-
mètre d’ordre supraconducteur. En effet, le gap mesuré en tant que décalage du
niveau de Fermi est toujours plus grand pour la poche ασ que pour la poche αpi,
d’un facteur ∼= 2. Cela signifie que si αpi et ασ sont déconnectées, comme mon-
tré dans la fig. 9.17 (a), alors elles présentent toutes deux un gap isotrope. Par
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contre, si les bandes sont entremélées, comme montré dans la fig. 9.17 (b), alors
les deux gaps ont la forme présentée en fig. 9.17 (b), ce qui correspond à la forme
attendue pour un gap de symétrie s±, soit ∆ = ∆0(cos(kx)cos(ky)) [92] avec
un déphasage de pi/4 entre les deux poches α. L’amplitude des quasiparticules
pour ces deux scenarii est également schématiquement représentée en fig. 9.17,
montrant la complexité des modifications de structure électronique à la transition
supraconductrice de ce système.
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Chapitre 10
Conclusion générale et perspectives
L’objet de cette thèse était l’étude de deux systèmes fortement corrélés, le ses-
quioxyde de vanadium (V1−xCrx)2O3 et le pnicture de fer Ba(Fe1−xCox)2As2. Ces
deux matériaux possèdent des diagrammes de phases caractérisés par des transi-
tions électroniques inexplicables dans le cadre de la théorie de Landau des liquides
de Fermi, et dont les mécanismes sont en active discussion. Afin d’étudier les
transitions de phases dans ces deux composés, j’ai utilisé des spectroscopies élec-
troniques inédites dans leur étude, la réflectivité pompe-sonde et la spectroscopie
de photoélectrons résolue spatialement ou angulairement. La combinaison de ces
techniques, à la fois très différentes et complémentaires, m’a permis de porter un
regard nouveau sur ces deux systèmes, et j’ai mis à jour de nombreuses propriétés
liées à leurs transitions de phases.
Le premier système que j’ai étudié est (V1−xCrx)2O3. Bien que découvert il y a
plus de quarante ans, ce composé, présenté comme le prototype de la transition de
Mott, recèle encore de nombreuses questions ouvertes, comme l’inéquivalence de
certaines parties du diagramme de phases, où le système se comporte comme un
métal ou comme un isolant de Mott selon la technique expérimentale utilisée pour
le sonder. Cela m’a conduit à utiliser la technique de spectromicroscopie, alliant
la photoémission et la résolution spatiale sub-micron. J’ai effectué cette étude
sur différents composés afin d’avoir une vision complète dans le diagramme de
phases. J’ai ainsi pu mesurer pour la première fois la présence de domaines mé-
talliques et isolants de Mott, dont l’existence semble due à une localisation due
au désordre à la surface, assistée par les corrélations électroniques. En effet, la
profondeur selon laquelle coexistent ces domaines est liée à l’existence d’une sur-
face "morte", dans laquelle les quasiparticules métalliques n’existent pas et dont
la profondeur dépend de la proximité de la transition de Mott (divergeant à la tran-
sition, elle permet à la phase isolante de Mott d’être homogène et sans domaines).
Dans cette couche, dont l’existence avait été prouvée précédemment, les domaines
coexistent en raison de l’augmentation des corrélations électroniques. Cette étude
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microscopique est fondamentale pour la compréhension de ce système, et pourra
être appliquée à de nombreux autres matériaux présentant des transitions métal-
isolant.
Dans le but de mesurer la réponse transitoire de l’état photoexcité de (V1−x
Crx)2O3, j’ai mené des expériences de réflectivité pompe-sonde. J’ai effectué une
étude exhaustive en fonction de l’orientation cristalline, de la phase thermodyna-
mique, de la température, de la polarisation des photons et de la densité d’exci-
tation, me permettant de comprendre de nombreux phénomènes souvent ignorés
par les études pompe-sonde. L’excitation électronique de ce composé est majori-
tairement due aux transitions quadrupolaires entre les orbitales 3d du vanadium,
modifiant la structure électronique du composé en transferrant les électrons des
bandes quasi-planaires epig vers la bande unidirectionnelle et orthogonale a1g. Cette
reconstruction conduit à plusieurs effets intéressants, observables grâce à la réso-
lution temporelle de l’ordre de la femtoseconde permettant l’excitation et la dé-
tection de phonons optiques et acoustiques cohérents. De plus, l’étude des com-
posés (V1−xCrx)2O3 à travers la transition de Mott a révélé qu’un chauffage du
réseau cristallin n’était possible que dans les systèmes métalliques. Cette diffé-
rence isolant de Mott-métal provenant uniquement de la présence ou non d’élec-
trons itinérants, elle peut se révéler utile pour tout matériau présentant une tran-
sition métal-isolant. En étudiant le comportement de l’onde acoustique cohérente
en fonction de l’orientation des échantillons, j’ai découvert une forte anisotropie
photo-induite, menant à une conductivité électronique favorisée dans la direction
(001) selon laquelle sont dirigées les orbitales a1g. Cet effet ayant une consé-
quence très marquée sur la réponse transitoire (l’extinction de l’onde acoustique
cohérente se propageant selon (001)), il est fondamental de le noter préalablement
à toute étude par cette technique de la transition de phase dans ce système, et
devrait être considéré attentivement pour d’autres matériaux également. L’étude
du phonon optique cohérent de symétrie A1g m’a amenée à montrer un durcisse-
ment photo-induit du réseau cristallin, phénomène d’une rareté remarquable dans
ce type d’expériences sur les solides. Ce durcissement des liaisons atomiques est
provoqué par l’augmentation de la densité électronique dans les orbitales liantes
a1g. L’étude de la réponse transitoire de (V1−xCrx)2O3 a donc révélé une gamme
de phénomènes nouveaux, reliés à la structure électronique de ce composé à proxi-
mité du niveau de Fermi ; elle ouvre la voie à de nombreuses études pompe-sonde
sur les systèmes fortement corrélés, présentant notamment des transitions métal-
isolant.
Après l’étude de la transition de Mott dans (V1−xCrx)2O3, je me suis inté-
ressé à la transition supraconductrice dans le pnicture de fer Ba(Fe1−xCox)2As2.
L’étude de ces composés est particulièrement captivante, car leur récente décou-
verte a passionné les chercheurs en physique des fermions fortement corrélés, et
la plupart des phénomènes physiques régissant leurs transitions de phase sont tou-
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jours en active discussion. Dans ces systèmes où peu de propriétés sont connues
ou comprises, j’ai donc tenté de comprendre l’origine de la supraconductivité,
ce qui a motivé l’étude par réflectivité pompe-sonde du système optimalement
dopé x=0.08. L’étude de ce système a révélé la première mesure d’un phonon
optique cohérent dans un pnicture de fer, de symétrie A1g. J’ai également étu-
dié la réponse transitoire électronique, ce qui m’a amenée à utiliser le modèle à
trois températures pour déterminer la valeur du second moment de la fonction
d’Eliashberg, λ 〈ω2〉 ∼= 64meV 2. L’analyse des courbes montrant un couplage
sélectif électrons-phonons, probablement lié à la quasi-bidimensionnalité de ce
système, j’ai considéré un couplage avec le mode A1g qui est évidemment effica-
cement couplé aux électrons ; ainsi, j’ai pu déterminer la constante de couplage
électrons-phonons, λ ∼= 0.12. Cette valeur est trop faible pour expliquer une mé-
diation phononique du couplage entre électrons des paires de Cooper, et ainsi cela
discrimine de façon certaine le mécanisme Bardeen-Cooper-Schrieffer pour expli-
quer l’origine de la supraconductivité dans les pnictures de fer. Cette étude a donc
apporté des éléments intéressants sur l’origine de la supraconductivité, mais afin
d’obtenir les détails reliés à la structure électronique, et de résoudre cette dermière
dans l’espace réciproque, j’ai employé une technique différente, la spectroscopie
de photoélectrons résolue en angle (ARPES).
L’utilisation de l’ARPES à basse énergie de photons, qui n’avait jamais été
effectué sur les pnictures de fer à l’aide d’une source accordable en énergie, m’a
permis de déterminer la structure électronique de Ba(Fe1−xCox)2As2. J’ai mené
une étude détaillée des composés optimalement dopés x=0.08 et x=0.07, et j’ai
ainsi assigné à chacune des poches composant la surface de Fermi leur caractère
orbital. L’origine des deux poches de trous internes α, provenant des orbitales
dxz, dyz, est en accord avec les modèles théoriques ; la très haute résolution en
vecteur d’onde m’a permis de les distinguer l’une de l’autre, prouvant leur non-
dégénérescence, et de mesurer leur dispersion dans la direction kz. La poche de
trous externe, β, a quant à elle pour origine principale dz2 , ce qui explique son fort
caractère tri-dimensionnel, dans la majorité de la zone de Brillouin. Cependant,
son caractère devient dxy dans un intervalle de ±0.1 autour du plan kz = 1, ef-
fet intéressant qui permettra aux théoriciens de confronter leurs calculs de densité
d’états à un effet subtil, et de valider ou non leurs modèles. Par comparaison avec
certains calculs théoriques, la présence de l’orbitale dz2 dans la structure électro-
nique des poches de trous est en faveur de l’existence d’intéractions électroniques
dans ce pnicture de fer, notamment du couplage de Hund inter-orbital. Je me suis
ensuite intéressée aux changements de structure électronique impliqués lors de la
transition supraconductrice dans Ba(Fe1−xCox)2As2. L’étude résolue en angle au-
tour de la température critique à révélé des modifications inattendues : en effet, un
gap supraconducteur en tant que destruction de la surface de Fermi est présent sur
les trois poches de trous, et la valeur du gap supraconducteur est supérieure pour
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les deux bandes α par rapport à la bande β. En revanche, la quasiparticule révé-
latrice de la supraconductivité apparaît avec des intensités différentes en fonction
de la bande observée : elle a une amplitude maximale sur la poche la plus interne
αpi, et une amplitude nulle sur la seconde poche ασ. Il semble donc qu’il existe un
transfert de poids spectral, soit inter-bandes soit intra-bande dans la direction ΓZ,
montrant la complexité de la reconstruction électronique à la transition due au ca-
ractère multi-bandes des pnictures de fer. Cet effet n’a été mesuré lors d’aucune
transition supraconductrice, et ouvre la voie à des études plus détaillées d’autres
systèmes multi-bandes, notamment des autres familles de pnictures de fer.
Les études expérimentales menées lors de cette thèse sont toutes inédites. En
combinant deux types de spectroscopies électroniques, j’ai obtenu une vision glo-
bale des phénomènes à l’origine de la transition de Mott dans (V1−xCrx)2O3 et
de la transition supraconductrice dans Ba(Fe1−xCox)2As2. L’association de ces
techniques et l’intéraction continue avec plusieurs équipes de théoriciens ont ap-
porté de nombreuses réponses, éclairant les phénomènes physiques de ces sys-
tèmes complexes, et ouvrant la voie à l’exploration des transitions de phases
dans d’autres systèmes fortement corrélés. Il serait en effet intéressant d’appli-
quer la technique de spectromicroscopie au composé V02 qui présente une tran-
sition métal-isolant d’origine controversée, pour déterminer si la présence de do-
maines est universelle lors de ce type de transitions. Les études pompe-sonde,
quant à elles, apportent des informations fondamentales pour la compréhension
des mécanismes à l’origine de la supraconductivité, et il serait utile de les ap-
pliquer à d’autres familles de pnictures de fer dans le but de comprendre si le
couplage électrons-phonons est aussi faible dans les autres composés que dans
Ba(Fe1−xCox)2As2. La technique d’ARPES à basse énergie de photon, permet-
tant une résolution en vecteur d’onde optimale et une sensibilité au volume des
matériau, pourrait de même être appliquée aux autres familles de pnictures de fer.
Pour avancer dans la compréhension fine des deux matériaux auxquels je me suis
intéressée, d’autres approches expérimentales seront nécessaires. Notamment, la
photoémission résolue angulairement et temporellement pourrait déterminer les
variations photo-induites de structure électronique dans ces systèmes, et la dif-
fraction de Rayons-X ou d’électrons pompe-sonde donnerait accès aux change-





structure électronique au cours des
transitions métal-isolant dans
(V1−xCrx)2O3
La transition vers la phase antiférromagnétique isolante (AFI) dans (V1−xCrx)2O3
a été rarement reportée en photoémission, en raison de la brisure de symétrie cris-
talline associée qui cause une brisure de l’échantillon. Elle a été observée par
Shin et al. [244], qui reportent un gap de l’ordre de 0.2 eV, difficilement dis-
tingable sur les spectres, puis par Mo et al. [39] grâce à une étude couvrant le
diagramme de phase à l’aide de photons de haute énergie. En raison de cette bri-
sure de l’échantillon, l’observation de la transition PM-AFI était très difficile sur
spectromicroscopy, car tout mouvement de la surface (qui se produit inévitable-
ment à la transition vers la phase AFI) induisait une défocalisation du faisceau.
La fig. A.1 (a) présente l’effet sur les spectres de photoémission (PES) de la tran-
sition paramagnétique métallique (PM)-AFI du système V2O3 non dopé, sans ré-
solution spatiale (c’est-à-dire avec le faisceau défocalisé). La transition PM-AFI
est caractérisée par l’ouverture d’un gap de l’ordre de 0.3 eV. Les PES représen-
tatifs de la transition de Mott PI-PM sont donnés en fig. A.1 (b), pour un système
(V1−xCrx)2O3, x=0.011. La valeur du gap dans la phase paramagnétique isolante
(PI) est d’environ 0.3 eV.
185
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COURS DES TRANSITIONS MÉTAL-ISOLANT DANS (V1−XCRX )2O3
FIGURE A.1: Transitions métal-isolant dans (V1−xCrx)2O3 observées par pho-
toémission macroscopique, (a)-(b) Transition PM-AFI pour x=0, hν=27 eV, et
(c)-(d) Transition de Mott PI-PM pour x=0.011, hν=19 eV. La position dans le
diagramme de phase est indiquée en inset ; la ligne pointillée dans ce dernier
représente le dopage x=0.
La transition PM-AFI a lieu sur une échelle en température inférieure à 8 K,
tandis que la transition PI-PM est beaucoup plus progressive, et prend place ma-
croscopiquement sur une échelle d’environ 50 K. De plus, l’hystéresis de la tran-
sition de Mott, de plus de 50 K, est plus importante que la possible hystéresis de
la transition PM-AFI, inférieure à 8 K. Bien que ces deux MIT soient du premier
ordre, les mécanismes microscopiques sont fondamentalement différents.
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Annexe B
Excitations électroniques à 1.55 eV
dans (V1−xCrx)2O3 : transitions
dipolaires et quadrupolaires
électriques
Afin d’étudier de façon détaillée la réponse de réflectivité transitoire de
(V1−xCrx)2O3, et en particulier les variations dans la fréquence de l’oscillation co-
hérente correspondant au phonon optique A1g, j’ai étudié les différentes transitions
optiques accessibles au système par excitation à la longueur d’onde de l’impulsion
de pompe, soit 1.55 eV. Les calculs des transitions électroniques ont été effectués
avec l’aide de Lorenzo De Leo (Centre de Physique Théorique, CNRS, École Po-
lytechnique, 91128 Palaiseau Cedex, France) et Michele Fabrizio (International
School for Advanced Studies (SISSA), Via Beirut 2, I-34151 Trieste, Italy).
Les orbitales intervenant à proximité du niveau de Fermi sont, comme détaillé
dans la section 2.4, a1g majoritairement vides et epig majoritairement remplies.
Les transitions les plus probables sont donc des niveaux epig vers les niveaux a1g.
D’après les règles de sélection des transitions dipolaires électriques (TDE, voir
section 4.2), ces dernières sont interdites entre niveaux de même l. Cependant, le
fait que les fonctions de Wannier ne soient pas purement formées des orbitales 3d
pourrait permettre de telles transitions. L’élément de matrice des TDE est :
MDEi,f ∝ 〈Ψf |WDE(t = 0) |Ψi〉
WDE(t = 0) = −qR.E(t = 0) (B.1)
Les éléments de matrice des TDE sont donc :
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MDE,1i,f ∝ 〈a1g|x
∣∣epi,1g 〉 = η Ut√pi 12√30
MDE,2i,f ∝ 〈a1g| y
∣∣epi,1g 〉 = 0
MDE,3i,f ∝ 〈a1g| z
∣∣epi,1g 〉 = ηUm√pi 12√30
MDE,4i,f ∝ 〈a1g|x
∣∣epi,2g 〉 = ±ηUm√pi 1√15
MDE,5i,f ∝ 〈a1g| y
∣∣epi,2g 〉 = −η Ut√pi 12√30
MDE,6i,f ∝ 〈a1g| z
∣∣epi,2g 〉 = 0
(B.2)
Les transitions quadrupolaires électriques (TQE, voir section 4.2) sont moins
probables en général que les TDE, mais permises dans le cas de transitions entre
niveaux de même l. L’élément de matrice des TQE est :
MQEi,f ∝ 〈Ψf |WQE(t = 0) |Ψi〉








2 − r2) + (Exkx − Eyky) (x2 − y2)]
+ [(Exkx + Eyky)xy + (Exkz + Ezkx)xz + (Eykz − Ezky) yz]
(B.4)
dans le cas général quelque soient les orientations du champ électrique E et du
vecteur d’onde k des photons. Les éléments de matrice des TQE sont donc :
MQE,1i,f ∝ 〈a1g| 3z2 − r2
∣∣epi,1g 〉 = ±η2UmUt√pi 12√20
MQE,2i,f ∝ 〈a1g|x2 − y2
∣∣epi,1g 〉 = ∓η2UmUt√pi √312√20
MQE,3i,f ∝ 〈a1g| 2xy
∣∣epi,1g 〉 = − i√pi 4√57√6 + η2U2m√pi 1√30
MQE,4i,f ∝ 〈a1g| 2xz
∣∣epi,1g 〉 = ± 1√pi √57√3 ± η2 U2t√pi 1√15
MQE,5i,f ∝ 〈a1g| 2yz
∣∣epi,1g 〉 = η2UtUm√pi 2√30
MQE,6i,f ∝ 〈a1g| 3z2 − r2
∣∣epi,2g 〉 = −η2U2m√pi 16√20
MQE,7i,f ∝ 〈a1g|x2 − y2
∣∣epi,2g 〉 = 1√pi 2√57√6 + η2U2m√pi 12√30
MQE,8i,f ∝ 〈a1g| 2xy
∣∣epi,2g 〉 = ∓η2UmUt√pi 1√60
MQE,9i,f ∝ 〈a1g| 2xz
∣∣epi,2g 〉 = −η2UtUm√pi 2√10
MQE,10i,f ∝ 〈a1g| 2yz
∣∣epi,2g 〉 = ∓ 1√pi √57√3 ∓ η2 U2t√pi 1√15
(B.5)
En fonction de la polarisation et de l’orientation du vecteur d’onde des photons
de l’impulsion de pompe par rapport aux axes cristallins, il est donc possible à
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l’aide de ces éléments de matrice de déterminer quelles sont les transitions les
plus probables. Nous faisons tout de même plusieurs approximations importantes,
notament en négligeant les transitions à un photon d’ordre supérieur aux TDE et
aux TQE, et en ne considérant pas les transitions à plusieurs photons. Il est montré
dans le chapitre 7 que les excitations électroniques ont un effet important sur la
réponse oscillatoire du système, c’est-à-dire sur la façon d’exciter les phonons
cohérents optiques et acoustiques. L’application de ces calculs aux géométries
expérimentales utilisées pour (V1−xCrx)2O3 est actuellement en cours d’analyse.
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Dynamique des électrons et des phonons dans les systèmes fortement corrélés :
transition de Mott dans V2O3 et supraconductivité dans les pnictures de fer
Résumé : Cette thèse concerne l’étude du rôle des électrons, des phonons et de leur dynamique
dans les transitions de phase de deux systèmes fortement corrélés, le composé prototype de Mott
(V1−xCrx)2O3 et le pnicture de fer supraconducteur Ba(Fe1−x Cox)2As2. Ces systèmes ont été étudiés
grâce à deux techniques complémentaires, la spectroscopie de photoélectrons et la réflectivité pompe-
sonde. Les mesures de réflectivité transitoire dans (V1−xCrx)2O3 ont permis de mettre en évidence
un durcissement photo-induit du réseau cristallin, dû à la modification ultra-rapide (à l’échelle fem-
toseconde) de la structure électronique du matériau. La mesure de phonons optiques et acoustiques
cohérents a permis de montrer le lien entre excitation électronique, propriétés réticulaires et corréla-
tions électroniques. Des mesures de photoémission résolue spatialement à l’échelle microscopique ont
également permis, dans certaines parties du diagramme de phases, la visualisation de domaines isolants
de Mott et métalliques.
Concernant Ba(Fe1−x Cox)2As2, la première mesure d’un phonon optique cohérent dans un pnicture
de fer a permis d’interpréter la relaxation électronique transitoire de ce système comme gouvernée par
un couplage électrons-phonons sélectif. La valeur du couplage électrons-phonons déterminée par cette
méthode, λ=0.12, est trop faible pour que la supraconductivité de ce système soit médiée par les
phonons. La structure électronique de Ba(Fe1−x Cox)2As2 a été mesurée par photoémission résolue en
angle à basse énergie de photon, permettant une résolution en énergie et en vecteur d’onde optimales.
La dispersion des bandes autour du centre de la zone de Brillouin ainsi que leur symétrie ont ainsi
été déterminées, et la modification de structure électronique induite par la transition supraconductrice
a été mesurée. Cette dernière consiste en un transfert de poids spectral inter-bandes et l’ouverture
de gaps sélectifs, reflétant le caractère complexe de la structure électronique des supraconducteurs
multi-bandes.
Mots-clefs : systèmes fortement corrélés, transitions métal-isolant, supraconducteurs non- conven-
tionnels, propriétés électroniques, réflectivité pompe-sonde, phonons cohérents, photoémission, spec-
tromicroscopie
Electron and phonon dynamics in strongly correlated systems : Mott transition in V2O3
and superconductivity in iron-pnictide compounds
Abstract : This thesis presents the study of electrons, phonons and their dynamics in the phase
transitions of two strongly correlated materials, the prototype Mott compound (V1−xCrx)2O3 and
the superconducting iron-pnictide Ba(Fe1−x Cox)2As2. These systems were studied with two com-
plementary techniques, photoelectron spectroscopy and pump-probe reflectivity. Transient reflectivity
measurements in (V1−xCrx)2O3 show a photo-induced lattice stiffening, due to the ultrafast (at the
femtosecond time-scale) electronic structure modification. Coherent optical and acoustic phonon measu-
rements investigated the link between electronic excitation, lattice properties and electron correlations.
Sub-micron spatially resolved photoemission allowed the measurement of Mott-insulating and metallic
domains in some parts of the phase diagram.
In Ba(Fe1−x Cox)2As2, the first measurement of a coherent optical phonon in an iron-pnictide
compound made it possible to interpret the transient electronic relaxation as governed by a selective
electron-phonon coupling. The coupling constant, λ=0.12, is too weak to explain the superconductivity
by a phonon mediated mechanism. The electronic structure of Ba(Fe1−x Cox)2As2 has been measured
by angle-resolved photoemission, allowing an optimal wavevector and energy resolution. The band dis-
persion and their orbital origin close to the Brillouin zone center have been determined, and the changes
in the electronic structure induced by superconductivity have been measured. These changes include
an inter-band spectral weight transfer and selective gap opening, revealing the complex character of
the electronic structure of this multi-band superconductor.
Keywords : strongly correlated systems, metal-insulator transitions, unconventional superconductors,
electronic properties, pump-probe reflectivity, coherent phonons, photoemission, spectromicroscopy
