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Abstract— A real time distributed computing has heterogeneously networked computers to solve a single 
problem. So coordination of activities among computers is a complex task and deadlines make more  complex. 
The performance of the system depends on many factors such as traffic workloads data base system 
architecture, underlying processor, disk speeds, concurrency control, transaction management etc. A 
simulation study have  to be performed to analyze the performance under different transaction scheduling, 
different workloads, arrival rate priority policies, altering slack factors and preemptive policies. The 
performance of the distributed system under various conditions is to be monitored and paramete rs such as 
arrival rate, transaction size, transaction distribution policies, and execution time are to be analyzed.  
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I. INTRODUCTION 
In safety-critical environments[1][2] such as 
nuclear power p lants, automated landing systems 
for bad weather conditions, distributed 
collaboration of elementary level, have not only to 
meet deadlines but most of them are critical in the 
sense that subsequent instances are to be executed 
prior to their deadlines. Rig id dependability[3][4] 
of requirements in this type of distributed systems 
call for rep licat ion of informat ion across sites, for 
availability even under site crashes and even for 
faster, i.e. local accessibility are conflicting goals 
there is not static trade-off  between these 
restrictions, due to the unpredictability of the 
environment. Thus a high amount of adaptability of 
system could tolerate deadline failu res only to a 
task-specific degree. After that the next instance 
will be essentially  critical, i.e., its failure would  
possibly have hazardous consequences for the 
system, to handle all essentially crit ical task 
instances successfully has been denoted by 
survivability.  
Into the same vein, task deadlines in such 
environments cannot be guaranteed, due analysis 
and synthesis is required. In order to take care of 
highly critical situations task periods would have to 
be very short thus potentially causing traffic jams 
on the network even in situations of moderate 
criticality. Thus it is imperative for distributed 
safety-critical systems [5][6] to model the relevant 
tasks as a periodic in nature. While the principles 
and constraints mentioned above have strong 
implications for task management they are even 
more important for distributed transaction 
handling. 
II. LITERATURE REVIEW 
A. Critically, Sensitivity, Survivability: 
Roll-back, or restart after preemption are costly and 
have an unpredictable effect on meeting hard 
deadlines. From the MELODY system we borrow 
various adaptability concepts and techniques about 
task execution. These are used for stepwise 
generating an adaptive transaction model, which 
exp licitly utilizes the nested transaction structure. 
The key idea is to save as many tasks  or subtask 
from executing after a transaction invocation. This 
is based on a novel format concept of transaction 
similarity [7] [8][9]  
In MELODY object information is maintained 
through replication in two  different types of copies 
public and private copies, depending on the decency 
of their informat ion. This is done for both faster 
access and higher object availability. Also, the 
closer the task instance is to essential criticality the 
more will be the need for most recent information to 
be neglected while private copies are available 
locally for the essentially crit ical stage. This is 
formally handled through a parameter called 
sensitivity. Sensitivity is adjusted in combination 
with criticality. Finally  concepts of task and object 
similarity had been defined and interrelated as 
measures for deciding about task invocation .  
Soft real-time systems or predictable applications, 
typical transaction procedures like ro ll-back are 
infeasible in safety-critical systems. During the roll-
back phase the resources will remain locked causing 
harmful effects for conflict ing transactions, and 
even worse, this would be uncontrollable from the 
sites that manage the latter. Thus roll back should 
be avoided by all means. A similar problem arises 
when using restart after a transaction has been 
preempted by a high priority transaction. While on 
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the task level preemption is excluded in MELODY 
this may not be appropriated for complex 
transactions.  
If a  transaction instance [10] missed its deadline 
there may be structural reasons for the subsequent 
instance to miss the deadline again. In order to 
improve the chances for a successful completion of 
the latter the concepts will be to save single task 
instances [11], sub transaction instances  [12], 
possibly even the whole transaction instance from 
being executed at all. This will be determined by 
examin ing the corresponding task/sub 
transaction/transaction and object similarities as 
long as the most recent versions and /or operation 
results are “similar enough” to the previous ones 
they will not be invoked and the results of the 
previous instances would be considered to be still 
valid. 
Similarity of objects and similarity of tasks have 
been introduced through different concepts. Object 
and task similarity had been combined and 
interrelated in a new way in order to improve the 
chances for essentially critical task instances to 
meet their deadline (and thus for the system to 
survive).  
B. Two Phase Commit Protocol 
Many transaction complexities are there in handling 
concurrency control and database recovery in 
distributed database systems. Two-phase commit  
protocol is most widely used to solve these 
problems [13][14][15]. To  ensure such transaction 
atomicity, commit protocols are implemented in 
distributed database system. A uniform commitment 
is guarantee by a commit protocol in a distributed 
transaction execution to ensure that all the 
participating sites agree on a final outcome.  
Many database researchers have proposed varieties 
of commit protocols like two phase commit and 
nested two phase commit presumed commit and 
presume abort. Broadcast two phase commit three 
phase commit etc. A real time data base system is a 
transaction processing system that designed to 
handle workloads where transactions have complete 
deadlines. In case of fault it is not possible to 
provide guarantee. In such systems the performance 
of commit protocol is usually measured in terms of 
number of transactions that complete before 
deadlines  
The transaction that miss their deadlines before the 
completion of processing are just killed or aborted 
which is executed at the site where the transaction is 
submitted, and a set of processes, called Cohorts, 
which executes on behalf of the transaction at these 
various sites that are accessed by the transaction. In 
other words, each transaction has a master process 
that runs at its site of origination. The master 
process in turn sets up a collection of cohort’s 
processes to perform the actual processing involved 
in running the transaction. When cohort finishes 
executing its portion of a query, it sends an 
execution complete message to the master. When 
the master received such a message from each 
cohort, it starts its execution process.  
When a transaction is initiated, the set of files and 
data items that, it  will access are chosen by the 
source. The master is then located at its originating 
site and initiates the first phase of the protocol by 
sending PREPARE (to commit) messages in 
parallel to all the cohorts. Each cohort that is ready 
to commit, first force-writes a prepared log record 
to its local stable storage and then sends a YES vote 
to the master. At this stage, the cohort has entered a 
prepared state wherein it cannot unilaterally commit  
or abort the transaction but has to wait for final 
decision from the master. On other hand, each 
cohort that decides to abort force-writes an abort log 
record and sends a NO vote to the master. Since a 
NO vote acts like a veto cohort is permitted 
unilaterally abort the transaction without waiting for 
a response from the master. 
After the master receives the votes from all the 
cohorts, it init iates the second phase of the protocol. 
If all the votes are YES, it moves to a committing 
state by force-writing a commit log record and 
sending COMMIT messages to all the cohorts. Each 
cohort after receiving a COMMIT message moves 
to the committing state, force-writes a commit log 
records and sends an acknowledgement (ACK) 
message to the master. If the master receives even 
one NO vote, it moves to the aborting state by force 
writing an abort log record and sends ABORT 
messages to those cohorts that are in the prepared 
state. These cohorts, after receiving the ABORT 
message, move to aborting state, force-write an 
abort log record and send an ACK message to the 
master. Finally, the master, after receiving 
acknowledgment from all the prepared cohorts, 
writes an end log record and then forgets and made 
free the transaction. The statistics are collected in  
the Sink. The database is modeled as a co llection of 
DBsize pages that are uniformly distributed across 
all the NumSites sites. At each site, transactions 
arrive under Poission stream with rate Arrival Rate, 
and each transaction has an associated firm 
deadline. The deadline is assigned using the formula  
DD = AR+SF*RT 
Here DD, AR, SF and RT are the deadline, arrival 
rate, Slack factor and resource time respectively, of 
transaction T. The Resource time is the total service 
time at the resources that the transaction requires for 
its execution. The Stack factor is a constant that 
provides control over the tightness or slackness of 
the transaction deadlines [16][17][18]. 
In this model, each of the transaction in the supplied 
workload has the structure of the single master and 
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multiple cohorts. The number of sites at which each 
transaction executes is specifying by the File 
selection time (DistDegree) parameter [19]. At each 
of the execution sites, the number of pages accessed 
by the transaction’s cohort varies uniformly  
between 0.5 and 1.5 time Cohort Size.  
C. Relaxing Serializability 
Traditional concurrency control methods [20][21] 
use serialezability as the correctness criterion when 
transactions are concurrently executed. However in  
real-time database systems strict serialezability is 
not always needed because it restricts simultaneous 
access and induces unnecessary overhead to the 
system. Real-time data is often temporal and neither 
serializing concurrency control nor full support for 
failure recovery is required because of the 
overheads This has led to ideas such as atomic set-
wise serialezability , external versus internal 
consistency , epsilon serialezability , and similarity, 
Graham  has argued that none are as obviously 
correct, nor as obviously implemented as 
serialezability. 
Due to the semantic properties of 
telecommunications applications, the correctness 
criterion can be relaxed  to so call semantic based 
serialezability. We have decomposed the semantic 
based serialezability into two parts. Firstly, we have 
defined a temporal serialezability criterion called τ 
serialezability, which allows old data to be read 
unless the data is too old. Secondly, we have used a 
semantic conflict resolution model that introduces 
exp licit rules, which are then used to relax 
transaction serialezability. The first method reduces 
the number of read write conflicts whereas the 
second one reduces the number of write-write 
conflicts.  
We use the – serialezability as a correctness 
criterion to reduce read-write conflicts. Suppose that 
transaction TA updates the data item x at time ta. 
Later transaction TB wants to read the data item x. 
Let tb be the time when TB requests the read on x. 
In serialezability the two operations do not conflict 
if ta + min (tb,tx) > tb. The tolerance min  (tb,tx) 
specifies how long the old value is useful, which 
may depend both on data semantics (tx) and on 
application semantics (tb).  
The use of two semantic levels for write operations: 
update and replace semantic. Update semantics is 
like a write operation in traditional databases. 
Replace semantics is used when the new value of an 
object does not depend on any value of any object 
in the database. This semantics is like a blind write 
operation but the transaction can perform a read 
(blind read) operation before replacing the object. 
We use Hoare logic in the semantic-based 
concurrency control where formulas are called 
triples and have form: {P}S{Q}, where we refer to 
as reassertions and post assertions, and S is a 
syntactically correct statement or sequence of 
statements in some imperative programming 
language. To overcome the limit of serialezability, 
to increase performance, and extend this method to 
real time database systems we propose a new 
correctness criterion called real-time semantic 
correctness. We assume that the execution of each 
statement of a transaction is atomic and isolated. A 
schedule of transactions is real-time semantically  
correct if is true. 
{I} Schedule {I  Q Schedule  TSchedule} 
A real-time semantically correct schedule must 
maintain the consistency of the database, as 
indicated by the fact that I is a pre and post assertion 
of schedule. A real-time semantically correct 
schedule must also transform the database that 
reflects the cumulative results of all the transactions 
in schedule. We denote the assertion that describes 
set of states by QSchedule. Finally, real-time 
semantically correct schedule must also maintain 
time constraints of all the transaction in schedule 
and all temporal constraints of data items accessed 
by the transactions. We denote the assertion that 
describes set of time constraints by Tschedule. 
To motivate semantic correctness in real time 
database setting, consider network database that 
mimics a Home Location Register (HLR) which is 
used to store information about users of the 
network. Operators use HLR databases to store 
subscriber data, location data, network access data, 
and about network services data, for example call 
forwarding. To simplify presentations schema 
presented below does not contain all the operations 
of the HLR. Instead database and transaction are 
from the Telecom One (TM1) benchmark designed 
for telecommunication application. Database consist 
three tables: Subscriber, Special Facility, and Call 
Forwarding. The basic data, such as the location 
data, of all subscribers using the network is found in 
the Subscriber table. Network services accessible to 
a subscriber are stored in the Special Facility table. 
Each of those services might have a number of call 
forwarding, which are stored in the Call Forwarding 
table. 
III. SIMULATION AND WORKLOAD 
PARAMETERS  
We have evaluated the performance of the overload 
resolution algorithm by modeling certain database 
system parameters and number of workloads, using 
values for simulation parameters that represent what 
we believe is realistic, as shown in tables 1 and 2.  
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TABLE I:  DATABASE SYSTEM 
PARAMETERS 
Num CPU 1 + 1 
Number of processing 
elements 
ProcOp 10.0 
Processing time per database 
operation (ms) 
DBsize 1000 
Database size (number of 
pages) 
ArrivalRate 1-55 Arrival rate (transaction/sec) 
We have defined the workload to consist of two 
transaction classes (hard critical and firm 
transactions), where each class is 50% of the total 
workload. The critical class of transactions has 
contingency transactions that differ in size and 
utility from the orig inal transaction. Beyond that the 
two transaction classes are equal. Each transaction 
class is defined as follows  
TABLE II:  TRANSACTION  WORKLOAD  
PARAMETERS 
Transaction 
Class 
Hard critical  Firm  
 Original  Contingenc
y 
Original 
% of workload  50.0% 50.0% 
Size (no. of op) 11-15                      4-6 11-15 
Slack factor 9.0-11.0                 9.0-11 
Periodicity S A 
Utility 100.0-300.0            0.5 100.0 -
300.0 
Penalty - ∞  0.0 
Write 
probability 
0.25 0.25 
Periodic transactions arrive according to a Poisson 
distribution. The size of a transaction, i.e., the total 
number of operations it performs, is uniformly  
distributed within the range as specified by Size. 
Each transaction access number of pages that are 
selected uniformly within the database 
Real-time Database Systems (RTDBS) are defined 
as database systems where transactions have 
exp licit constraints, called deadlines, on their 
completion time. Missing the deadlines can severely 
affect the usefulness of completing the transactions 
and may result in disasters if the transactions are 
hard real-time. Most of the previous work on 
RTDBS are concentrated on the design of real-time 
scheduling algorithms and concurrency control 
protocols which aim at completing the transactions 
before their deadlines and maintaining database 
consistency. 
In order to meet the deadlines, different priority 
scheduling algorithms have been proposed to 
schedule the time-constrained transactions to use 
the CPU based on their criticality and timing 
constraints. One of the mostly used scheduling 
algorithms in RTDBS is the earliest deadline first 
(EDF) in which the transaction with the closest 
deadline will be assigned with the highest priority 
[22][23][24]. Other commonly used scheduling 
algorithms are the rate monotonic analysis (RMA) 
and the effective deadline (ED). The RMA is a 
static scheduling algorithm for the scheduling off 
periodic hard real-time transactions in which the 
required data objects and the expected execution 
time of the transactions are known in advance. A 
higher priority is assigned to the transaction with a 
shorter period of generation. The ED is a dynamic 
priority scheduling algorithm [25]. The priority of a 
transaction is defined as the inverse of the 
difference between the deadline and its expected 
execution time. It is suitable to the system where the 
expected execution times of the transactions are 
predictable. 
In the last decade, a number of concurrency control 
protocols have been proposed for RTDBS. The 
major problem is priority inversion which is the 
situation where a higher priority inversion which is 
the situation where a higher priority transaction is 
blocked by a lower priority transaction due to data 
conflict. Some of the proposals are High Priority 
Two Phase Locking (HP_2PL) and Optimistic 
Concurrency Control with Broadcast Commit  
(OCC-BC) . In HP-2PL, if the priority of the lock 
requesting transaction is higher than the priority of 
the lock holding transaction, the lock holding 
transaction will be restarted. In OCC-BC, the 
execution of a transaction is divided into three 
phase: read, validation and write. Data conflicts are 
resolved at the validation phase. The transactions, 
which are conflicting with the validating 
transaction, will be restarted. Previous studies have 
shown that the OCC-BC generally performs better 
than HP-2PL due to the greater number of fruitful 
restarts [26][27][28]. 
IV. ANTICIPATION OF RES ULTS  
In view of above It is to analyze the performance 
under different transaction scheduling condition 
such as different workloads, arrival rates, CPU 
priority policies altering slack factors and 
preemptive policies under a adaptive dynamic 
approach using neural networks and fuzzy systems. 
Study the impact of triggering of transactions on the 
system performance and introduce new approaches 
to assign deadlines and priorities to triggered 
transaction in  RTADBS in which the optimistic 
method with broadcast commit (OCC-BC) is used 
for concurrency control. The objective of the 
proposed approaches is to commit more triggered 
transactions especially the more important ones. 
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V. CONCLUS ION 
A series of simulation study is to be performed to 
study and discuss the performance of the distributed 
system under various workload conditions. 
Performance matrices are to be setup to give an idea 
about execution of transaction in an distributed 
environment. The mention parameters are to be 
implemented in an environment where dynamically  
transactions are schedule in a distributed 
environment which is a novel concept. This 
approach will minimizes the abort time of the 
transactions there by reducing the system 
performance t ime and hence slack factor is 
improved. The performance of the novel approach 
is based on the arrival rate of the transaction and 
scheduling policies which will improve the 
performance of the system. 
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