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Abstract² Wireless sensor networks are one of the most 
challenging topics in research world due to the nature of the 
wireless communication and the constraints related to the 
VHQVRU¶V FRPSRQHQWV +RZHYHU WKLV ILHOG NQRZV D YHU\ IDVW 
progress and new technologies are involved. One of the hottest 
WUHQGV RI WKH IXWXUH :61 LV WKH ,:R7 µ,QWHUQHW:HE RI 7KLQJV¶ 
For the wireless medium access and radio transmission (MAC 
and PHY), I/WoT has chosen the IEEE 802.15.4 standard. Some 
researchers have proposed simulation models to analyze this 
standard in different simulation environment. In this paper we 
propose a new WPAN model for the NS-3 simulator. This model 
implements most of the IEEE 802.15.4 standard feature and 
modes of operations. Furthermore, a 6LoWPAN Model is used to 
incorporate the IEEE 802.15.4 into the IPv6 architecture by 
interfacing the IPv6 model of NS-3 with our new IEEE 802.15.4 
standard model. Thus, we believe that this WPAN work can be 
seen as a foundation for future I/WoT simulation on NS-3. 
 
Keywords: IEEE 802.15.4; 6LoWPAN; NS-3; I/WoT; WSN;  
I. INTRODUCTION 
I/WoT are the future of wireless sensor network 
applications where each object in our real life will be 
connected to the internet and can use the web to access and 
share information. This enable a vast range of applications and 
a paradigm shift on the way we use internet. However, these 
new possibilities face many challenging research problems, 
since these objects are mostly high resource constraint sensors. 
Low computational power, low memory, scares energy 
resources and unreliable (lossy) wireless communication are 
the major problems in this research area. Moreover, nowadays 
simulation has become a centerpiece that allows us to model, 
analyze and evaluate new technologies in order to predict the 
system behavior before real implementation and deployment. 
It can also be used as part of a real system as it is the case in 
the simulator-controlled real-world WSN systems. 
With this in mind, we proposed a WPAN model for the NS-
3 simulator [1] ³1HWZRUN 6LPXODWRU ´, which is compliant 
with the IEEE 802.15.4 standard. Our model is based on the 
NS-2 [2] WPAN model [3]. It supports the Beacon-enabled, 
non beacon-enabled, and also the beaconless mode that can be 
used by I/WoT. ,W¶V D KLJKO\ FRQILJXUDEOH PRGHO WKDW DOORZV 
the user to control the simulation, and get many types of 
outputs (using pcap API, ASCII, Animation). In this paper, we 
also tested this model through a 6LoWPAN adaptation layer 
implementation that allows us to transmit IPv6 packets over 
the IEEE 802.15.4 network. Although the current version of 
this 6LoWPANsupports HC1 and HC_UDP [4] header 
compression (HC) techniques is a simplified and outdated one 
but it still has its value as a test case because 6LoWPAN 
enables P2P connection between wireless nodes using IPv6, 
and this is the precondition for bringing I/WoT to this 
platform. 
II. OVERVIEW OF THE IEEE 802.15.4 STANDARD 
A. IEEE 802.15.4 MAC protocol 
This standard proposes a MAC sub-layer that may operate 
in two alternative modes: non beacon-enabled and beacon-
enabled modes. In the non beacon-enabled MAC, the devices 
manage the channel access using the unslotted CSMA/CA 
algorithm to avoid collisions. No synchronization is needed 
DQG 4XDOLW\ RI 6HUYLFH µ4R6¶ is not guaranteed in this mode, 
ZKLFK PDNHV LW VXLWDEOH IRU DSSOLFDWLRQ ZLWKRXW 4R6 
FRQVWUDLQWV ,Q WKH EHDFRQ-HQDEOHG PRGH WKH QHWZRUN XVHV D 
VXSHUIUDPH WR FRQWURO WKH FKDQQHO DFFHVV )LJXUH  1 describes 
the IEEE 802.15.4 standard superframe format. The latter can 
be divided into two portions; the active portion and the 
inactive portion. In one hand, the active portion of the 
superframe is used to exchange different packets between 
network nodes. It may optionally be divided into two periods: 
1) contention access period (CAP), where network nodes use 
the slotted CSMA/CA algorithm to contend for channel access. 
2) Collision free period (CFP) where the channel is reserved 
and can be used exclusively by the reserving node using a slot 
FDOOHG *76 ³*XDUDQWHHG 7LPH 6ORW´ 7KH &)3 SHULRG LV 
optional and LW¶V used by low-latency applications or 
applications with specific bandwidth requirements. In addition, 
the sleep portion of the superframe, that is also optional, is 
used by the nodes to increase their lifetime.  
In beacon enabled mode, the entire network is supervised 
E\ D QRGH FDOOHG 3$1 µ3HUVRQDO $UHD 1HWZRUN¶ &RRUGLQDWRU 
by advertising periodically a packet called beacon at the 
beginning of the superframe. The beacons are used to 
synchronize the attached devices, to identify the PAN, and to 
describe the structure of the superframe. The beacon may also 
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provide additional information about the pending addresses 
and probably the GTS configuration. The superframe timing is 
based essentially on the Beacon Order (BO) and the 
Superframe Order (SO). The Final CAP Slot parameter is also 
used to mark off the CAP period. We use the following 
equations to calculate different periods: 
 BI = aBaseSuperframeDuration x 2
BO
 (symbols) (I) 
 SD = aBaseSuperframeDuration x 2
SO
 (symbols)  (II) 
Where aBaseSuperframeDuration and aBaseSlotDuration 
are two constants predefined by the standard as 960 and 60 
symbols respectively and denote the minimum length of the 
superframe and that of the slot respectively. Each symbol 
corresponds to a number of bits depending on the selected 
physical layer. BI (beacon interval) is the length of the whole 
superframe. The name comes from the fact that the 
superframe is bounded by two beacon transmissions. Finally, 
the Superframe Duration (SD) is the active period length.  
 
Figure 1.  IEEE 802.15.4 superframe structure with options 
An additional mode named beaconless may be used as an 
DOWHUQDWLYH IRU VLPSOH QHWZRUNV 7KLV PRGH GRHVQ¶W VXSSRUW 
association where all the network nodes are equivalents. Short 
addresses are not allowed, which turns this mode to a simple 
unslotted CSMA/CA MAC layer (mesh network). This mode 
is adopted in the context of I/WoT where the RPL protocol is 
responsible for building and managing the network topology 
(using DODAG). 
B. IEEE 802.15.4 PHY layer 
The PHY (Physical) layer is responsible for transmitting 
the bit stream to the wireless channel through its radio 
transceiver. It also receives and decodes the transmitted 
signals and forward data to the MAC sub-layer. This layer is 
also responsible for controlling the transceiver status, 
selecting the channel frequency and performing additional 
tasks that may be required by the next layers; such as energy 
detection, clear channel assessment (CCA) and Link Quality 
Indicator (LQI) measurement for received packets. The IEEE 
802.15.4 PHY may operate in three alternative ISM (industrial, 
scientific and medical) radio bands as detailed in table I. 
C. Protocols stack architecture and rules of communication 
between different layers. 
As indicated in figure 2, the interaction between the PHY 
and the MAC layers is following the OSI (Open System 
Interconnection) model with a high level of abstraction 
between layers. The communication is allowed only via 
standard interfaces or SAP (Service Access Point), where each 
layer provides services to its upper layer. Each service may be 
accessed through up to 4 primitives [5]; request, indication, 
response and confirm. The PHY layer provides two types of 
services to the MAC layer through PD-SAP and PLME-SAP 
interfaces. The first one is used by the MAC layer to 
send/receive MAC data to/from the PHY layer. The second is 
used for the rest of the management services. The MAC sub-
layer in its turn provides two types of services to its higher 
layers. The data transfer services (send, receive and purge data) 
are accessed through the MCPS-SAP interfaces by the SSCS 
convergence sub-layer. The MLME-SAP is accessed by the 
upper layer for management purposes. Association, 
disassociation, scan are some examples among other services 
provided by the MAC sub-layer to the upper layers. 
TABLE I 
FREQUENCY BANDS AND BIT/SYMBOL RATES [6] 
PHY 
(MHz) 
Frequency 
band (MHz) 
Spreading parameters 
Data 
parameters 
Modulation 
Bit Rate 
(kb/s) 
Symbol rate 
(Ksymbol/s) 
868/915 
868±868.6 BPSK 20 20 
902±928 BPSK 40 40 
868/915 
(optional) 
868±868.6 ASK 250 12.5 
902±928 ASK 250 50 
868/915 
(optional) 
868±868.6 O-QPSK 100 25 
902±928 O-QPSK 250 62.5 
2450 2400±2483.5 O-QPSK 250 62.5 
 
 
Figure 2.  LR-WPAN device architecture [6] 
III. OVERVIEW OF THE 6LOWPAN STACK 
Nowadays various implementations of 6LoWPAN stacks 
are available, which has been proved its importance and 
indispensability for the next generation WSN since IETF 
6LoWPAN Working Group was formed. In [7], we presented 
a survey on the current 6LoWPAN implementations such as 
uIP/Contiki, SICSlowpan, 6lowpancli, B6LoWPAN, BLIP, 
1DQR6WDFN DQG -HQQLF¶V VWDFN 7KHVH HPHUJLQJ UHVHDUFK 
projects or productions reflected the efforts of this domain, 
and the influence and interest brought by adopting IPv6 in 
WPAN networks. Thanks to the contribution of 6LoWPAN 
Working Group, they solved the existed problems of special 
requirements for IPv6 protocol extended for WPAN steadily 
GTS1 
 
GTS2 
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(such as fragmentation and reassembly, header compression, 
neighbor discovery adaptation, etc.). 
The basic concept of 6LoWPAN stack is illustrated in 
figure 3. 6LoWPAN is an adaptation layer dedicated to 
various header compression techniques specified in [4] and [8]. 
The former mainly proposed a mechanism for optimizing the 
compression for unicast link-local addresses. Specification [4] 
is an improved version, especially for some issues like: 
optimizations for multi-cast address, adding more 
compression on the traffic class and flow label field, using 
share contexts for non-link-local addresses. Notice that [8] 
will be replaced by [4], as it supports only one HC technique, 
but this decision has not been chartered yet. 
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Figure 3.  Basic structure of 6LoWPAN stack 
For a better compatibility with IPv6, the 6LoWPAN 
adaptation layer also uses header stacking and defines 
encapsulation header stack that are added in front of each IPv6 
datagram. Considering the limited MTU of IEEE 802.15.4, 
6LoWPAN will dramatically reduce the IPv6 header size to a 
few bytes, which is the main target of this adaptation layer. 
Furthermore, as we mentioned in the introduction, enabling to 
FDUU\ ,3Y SDFNHWV RYHU WKH ,((( 01 IUDPHV GRHVQ¶W 
mean that this WPAN is a smart object networks, but it is the 
prerequisite for I/WoT. 
IV. RELATED WORKS 
A. Existing IEEE 802.15.4 standard simulation models 
Since 2003, when the first standard for LR-WPAN network 
has been released (i.e. IEEE 802.15.4-2003 standard), several 
models have been proposed for different simulation platforms 
to evaluate and study the behavior of this standard and other 
proposed new IEEE 802.15.4-like Protocols. Reference [3] 
proposed a WPAN simulation model for the NS-2 simulator. 
This model supports most of the standard functionalities. 
Security and GTS management and usage is not supported. 
Authors in [9] proposed another simulation model for OPNET 
simulator their module enable only the beacon-enabled MAC 
mode with GTS management support. The unslotted 
CSMA/CA MAC protocol was not implemented, and the PAN 
management is also not supported. Another model is proposed 
in [10] for the OMNeT++ simulator. This model has many 
features, and was validated against some test-beds.  
In this paper we propose a new WPAN model for the IEEE 
01 VWDQGDUG ,W¶V LV EDVHG RQ WKH 16-2 WPAN model; 
one of the most used models in WSN research community.  
B. Overview of the NS-3 simulator 
NS-3 (Network Simulator ± 3) is supposed to be the 
successor of the well-know NS-2 simulator. NS-2 has many 
inconvenient, technical issues and limitations, which have 
motivated the development of NS-3 simulator that can provide 
better modularity and performance to replace the original 
simulator. The key concepts behind it are modularity, re-
XVDELOLW\ DQG H[WHQVLELOLW\ +RZHYHU LW¶V QRW D QHZ YHUVLRQ RI 
NS-2, but completely a new simulator. NS-3 is a discrete-
event network simulator for internet written in pure C++. This 
simulator can be distinguished from its competitors by 
following a set of high level design goals. For instance, 
Callback-driven events and connections, flexible core with 
helper layer, emphasis on emulation and the alignment with 
real-world interfaces like the sockets and net devices. A 
performance comparison amongst some simulators was 
performed in [11], and revealed that NS-3 demonstrated the 
best overall performance. It is worth to talk about its tracing 
file function, especially, that it can generate both of the 
standard text files and simulation output in the PCAP format. 
V. WPAN SIMULATION MODEL ON NS-3  
Our NS-3 WPAN model follows the same IEEE 802.15.4 
device architecture (see figure 2 and 4), where the MAC, PHY, 
SSCS and the upper layer communicate exclusively via 
standard interfaces using NS-3 Callbacks. This new design 
allows a better separation between different layers and makes 
our model easy to extend. Beside this architecture we adopt 
the NS-3 network device philosophy. This network device is 
very important in NS-3 simulator since it allows the upper 
layer to communicate with any type of data link layer in the 
same way. No changes are needed in the upper layer to be 
able to support our model.  
 
 
 
Figure 4.  WPAN model architecture 
The same logic is used in 6LoWPAN model for a clear 
structure and easy configuration, which can be easily installed 
and compliant with our WPAN model as illustrated in figure 5. 
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Our WpanNetDevice also facilitates the nodes setting, by 
linking the callbacks and setting the PHY and MAC layer to 
their default configuration. Moreover, the user has a large set 
of possible configuration to customize the PHY and the MAC 
layers. He can change physical layer type, the channel mask, 
MAC sub-layer mode, MAC configuration and many other 
simulation parameters. 
 
 
Figure 5.  6LoWPAN Model architecture 
A. PHY Layer 
In our model all the PHY layers defined by the IEEE 
802.15.4-2006 standard are supported. Different data rates, 
symbol rates, channel ranges and pages are implemented to 
provide a better comparison amongst different physical layers. 
The WpanPhy module allows sending and receiving data 
from/to the wireless channel (WpanChannel in our case), 
performing Energy Detection (ED), CCA and the channel 
selection. It also measure (calculates in simulation) the LQI of 
the received packet and forward this value to the MAC sub-
layer. All these services are offered to the MAC layer through 
the PLME and PD callbacks. The attributes required to 
configure the PHY layer are managed by the Ppib module 
ZKLFK UHSUHVHQWV WKH 33,% ³3+< 3$1 ,QIRUPDWLRQ %DVH´ 
B. MAC layer 
This component supports different MAC modes; beacon-
enabled, non beacon-enabled and beaconless. In latter mode 
the user can start the network nodes at the beginning of the 
simulation since there is no association. The medium access is 
managed using the unslotted CSMA-CA. All the nodes are 
similar and use only extended 64 MAC addresses. In non 
beacon-enabled mode, the nodes can use short addresses after 
being associated to their coordinator; that can be the 
6LoWPAN gateway in the context of I/WoT. The medium 
access is controlled by the unslotted CSMA-CA algorithm 
since the beacon transmission is disabled and no 
synchronization is needed. In beacon-enabled mode, the user 
can provide some parameter to manage the superframe such as 
the BO and SO parameters, device capability (FFD or RFD), 
etc. The MAC attributes are managed by the Mpib module 
³0$& 3$1 ,QIRUPDWLRQ %DVH´  
For data verification, we implemented an FCS mechanism 
employing a 16-bit ITU-T cyclic redundancy check (CRC) 
calculation algorithm as specified by the standard. The CRC 
checking can be disabled to speed up the simulation.  
C. SSCS Layer 
66&6 µ6HUYLFH-specific convergence sub-OD\HU¶ LV D VLPSOH 
adaptation layer that provides an interface between an instance 
of an IEEE 802.2 LLC sub-layer and the IEEE 802.15.4 MAC 
sub-layer trough the MCPS primitives. In our model, the 
SSCS adapt message exchanged between WpanMac module 
and the WpanNetDevice module through the primitives 
specified in the IEEE 802.15.4 standard. 
D. WPAN Device Manager 
This component is not defined in the standard specification. 
However it was introduced in our model since the current 
existing NS-3 upper layers has no mechanism to manage the 
node via its MLME-SAP. This module holds all the 
management operation, and can use the MAC management 
services through the MLME-SAP callbacks. Moreover, this 
component may be ignored when using any upper layer that 
can manage the node (e.g. ZigBee). No change is required in 
the MAC layer in this case; we only need to connect the MAC 
MLME-SAP callbacks to the new upper layer model. 
E. WPAN Network Device 
The WPAN network device (WpanNetDevice) covers both 
the software GULYHU DQG WKH VLPXODWHG KDUGZDUH DV LW¶V WKH FDVH 
of all link layer models in NS-3. In our model the WPAN 
network device is a kind of container that holds the IEEE 
802.15.4 protocol stack including the NodeManager module. 
,W¶V DOVR UHVSRQVLEOH IRU FRQQHFWing different layers interfaces 
using NS-3 callbacks. All the device settings are centralized in 
this component and can be exclusively done through it. 
The WpanNetDevice also replace the 802.2 LLC sub-layer 
and can exchanges messages between SSCS and upper layers 
using standard interfaces as described in figure 4 (K and L 
primitives). However, the user can disable the LLC/SNAP 
header since it may not be needed by some upper layers. 
F. 6LoWPAN Layer 
This 6LoWPAN layer is based on the structure of an open 
source project [12] for NS-3. The implementation is based on 
[13] RFC and inspire from the SICSLoWPAN implementation 
of Contiki. The main reason that we still follow the old 
VWDQGDUG EHFDXVH LW¶V VLPSOLILHG DQG VXIILFLHQW WR EH D WHVW FDVH 
for our intricate WPAN model. There are several necessary 
improvements for the facets like HC_UDP, timer for storage 
of 6LoWPAN fragmentations, UDP, ICMPv6 and IPv6 
models of NS-3, and also some adjustments for a better 
observation in WireShark. As an assistant of testing WPAN 
model, this 6LoWPAN layer supports the interconnection 
between our WPAN model and upper layers of NS-3. 
Furthermore, this provides more choices for our future work 
of building I/WoT protocol stack on this simulator.  
G. Wireless channel 
The WpanChannel is the component that simulates the real 
VKDUHG ZLUHOHVV PHGLD ,W¶V XVHG WR SURSDJDWH WKH WUDQVPLWWHG 
signals (Packets) to all connected radio transceivers that are in 
POS (Personal Operating Space) of the sender and that use the 
same channel frequency and modulation type.  
Ping6 and UDP server/client 
in NS-3 applications model 
UDP/ICMPv6-l4 protocols of 
Internet model in NS-3 
IPv6-l3-Protocol of NS-3 
6LoWPAN Network Device 
Packet 
Sending 
Flow with 
HC and 
fragmentat
ion of 
6LoWPAN 
WPAN Network Device 
Packet 
Receiving 
Flow with 
header 
recovery and 
assembly of 
6LoWPAN 
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H. Energy model 
Our energy model is based on the NS-3 energy framework 
proposed in [14]. We extended a new energy device model 
that we named WpanDeviceEnergyModel. This module can 
use any of the existing energy source models. The concept is 
simple as illustrated in figure 6, after each operation done by 
the radio transceiver (Rx, Tx, Idle, sleep, etc.) the amount of 
current is consumed from the battery (energy source). If the 
battery is empty the node is notified and it cannot receive any 
further signal from the channel (considered as a dead node). In 
what concern the beacon enabled mode, especially when 
BO>SO, the MAC layer can put the node to sleep/awake 
mode to save energy.  
 
 
Figure 6.  WPAN Energy Device Model 
I. Tracing 
NS-3 provides different type of tracing and logging 
capabilities. In our model we can enable all sorts of simulation 
outcomes offered by NS-3. First, we provide some tracing 
helpers to produce different ASCII trace files in order to 
collect as much outputs as we can from simulation. However, 
to avoid large trace files and overwhelming output data; 
mainly in heavy simulations, we provide the possibility to 
specify the type of information needed in outputs. Second, we 
provided another important feature by using the pcap (Packet 
Capture) API to trace sent and received packets information. 
In our implementation, the bit stream in the packet buffer is 
fully compliant with the IEEE 802.15.4 standard and 
6LoWPAN protocol and can be decoded using any packet 
capture analyzing tools (see figure 7). Third, animation is also 
an interesting tool that can be used in order to analyze visually 
WKH QHWZRUN EHKDYLRU ,W¶V DOVR YHU\ LPSRUWDQW IRU WHDFKLQJ 
purposes to visualize the nodes distribution, the network 
operation and formation. For this reason we modified the NS-
3 NetAnim [15] interfaces to support our new module. An 
example of one hope topology formed by one Edge Router 
and 63 nodes is displayed in figure 8 using the NetAnim tool.  
VI. PERFORMANCE EVALUATION 
The aim of this performance evaluation is to test the basic 
operations and features proposed by our WPAN model. Table 
II summaries the common simulation parameters used in all 
scenarios. Figure 7 shows an example of packets captured 
using NS-3 pcap tracing feature. It shows a 50 bytes UDP 
packet sent using IPv6 protocol and 6LoWPAN adaptation 
layer. The MAC layer operates in beacon-enables mode and 
the nodes use the MAC short addresses. The MAC FCS 
calculation is enabled to check the packet integrity. We can 
clearly see that the bit streams of the packet headers are 
compliant with their corresponding standards. The 6LoWPAN 
layer compressed about 30% of the original IPv6 packet size 
(Original Frame 98 bytes / compressed Frame 68 bytes).  
TABLE II 
COMMON SIMULATION PARAMETERS 
Parameter Value  
Topology Star 
Application UDP client/server 
Network Layer IPv6/6LoWPAN 
MAC/PHY IEEE 802.15.4 
Packet size (application) 50 bytes 
Propagation loss model FriisPropagationLossModel 
Propagation delay ConstantSpeedPropagationDelayMode 
 
Figure 7.  Example of using Wireshark to analyze captured UDP packet sent 
over the IEEE 802.15.4 standard 
 
Figure 8.  Example of WPAN star network using NetAnim animation tool 
A. Test the propagation loss models 
Scenario 1: propagation model without interference 
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The comparison amongst existing propagation models is 
out of the scope of this paper. However, our WPAN model 
was successfully simulated and tested with all of them. The 
aim of this scenario is to verify data transmission through the 
WPAN physical channel. In this scenario, we set two nodes; a 
sender which is a fixe node that send continuously 50 bytes 
UDP packets every 100ms (4kbps), and a destination mobile 
QRGH PRYLQJ DZD\ IURP WKH ILUVW QRGH¶V SRVLWLRQ LQ D FRQVWDQW 
speed (0.1m/s). The MAC sub-layer operates in beaconless 
mode in order to avoid any interruptions due to the association 
time, beacon transmissions or sleep time. We use the 2.4GHz 
PHY with a receiver sensitivity of -85dBm and a transmit 
power of 1mW (0dBm). Figure 9 points out the evolution of 
the received signal strength for different distances. The 
measured RSS continues to decrease while the receiver rolls 
away from the sender. The receiver continues to receive the 
packets until nearly 82 meters. After this distance, the RSS 
decreases to less than -85dBm and the signal is considered as 
undetectable. This distance represents the transmission range 
that can vary depending different factors such as transmitting 
power and the receiving sensitivity.  
 
Figure 9.  RSSI vs. distance using Friis model without interference (2 nodes) 
Figure 10 shows, for the same scenario, the measured LQI 
after a successful signal reception (RSSI above the Rx 
Threshold). We can easily notify that after 60 meters the link 
quality indicator start decreasing from the maximum value 
(255) until nearly 128 which can be considered as the 
minimum acceptable LQI. After that distance, the signal is not 
GHWHFWHG E\ WKH GHVWLQDWLRQ QRGH¶V WUDQVFHLYHU  
 
Figure 10.  LQI vs. distance using Friis model without interference (2 nodes) 
Scenario 2: propagation model with interference 
In this scenario we set a network of 19 source nodes with 
fix positions in addition to a one moving destination node. We 
kept the same simulation parameters from previous scenario 
for all sending nodes. If we compare figure 11 with figure 9; 
we remark that the RSSI has increased in some positions. This 
behavior can be explained by the influence of the interference, 
since the device provides the total measured power during 
packet reception time, hence, the measured power (Or RSSI) 
may be higher than the received packets power. These results 
confirm the fact that the RSSI is not the best parameter to use 
in order to evaluate the quality of the link. 
 
Figure 11.  RSSI vs. distance using Friis model propagation loss, with 
interference (20 nodes) 
The LQI can be a better indicator for the link quality; this is 
brought to light by the results illustrated in figure 12 for the 
same scenario. When interference occurs, the LQI decreases 
considerably to indicate a bad LQI. This LQI becomes lower 
when the number of simultaneous collisions increases 
(different LQI levels), which reflects the correct link quality. 
The adopted LQI measurement algorithm in our model (ported 
from NS-2 WPAN model) uses energy and SNR measurement 
to provide a better estimation of the link quality. 
 
Figure 12.  LQI vs. distance using Friis propagation loss model, with 
interference (20 nodes) 
B. Delay (Different MAC) 
Scenario 3: Beaconless 
In this scenario we aim to measure the one hope delay 
using all existing PHY layers for different nodes densities 
(From 2 to 64 nodes in a star topology). All source nodes send 
50 bytes UDP packets each 0.1s (4kbps) to a single sink node. 
Figure 13 reveals that the measured delay is influenced by 
three factors; first, the nodes density that has a considerable 
impact on the medium access time. When the number of 
contenders increases, the collisions probability increases. And 
according to the CSMA-CA algorithm, the backoff exponent 
increases to reduce the number of collisions, which will be 
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translated to high additional delay. The second factor is the 
bandwidth provided by the used PHY layer. If the bandwidth 
is not sufficient, the number of collisions increases and the 
contention for medium access becomes ruder, which leads us 
to the same conclusion of the previous factor. The last factor 
is the symbol rate; this parameter has an impact on the internal 
MAC sub-layer mechanism, since the backoff is calculated in 
terms of symbols, which means that the backoff time becomes 
more significant if the symbol rate is slow. This impact is 
highlighted in the case of the 868MHz O-QPSK PHY layer, 
where, even with a bit rate of 250 Kbps (same as 2.4GHz, 915 
MHz ASK), the delay is higher than all these layers. The 
reason behind this behavior is that the symbol rate of the PHY 
868 MHz O-QPSK is very low (12.5 ksymbol/s), which leads 
to a longer backoff translated to an extra delay. 
 
Figure 13.  Delay vs. Number of nodes for different PHY Layers 
Scenario 4: Beacon enabled 
In this scenario we evaluate the influence of the superframe 
parameters (i.e. BO and SO) on the transmission delay. This 
performance metric is evaluated for different node numbers. 
We send UDP packets from different sources to one sink at a 
rate of 4 Kbps. BO is fixed to 8 and BO varies from 2 up to 8. 
Figure 14 shows that the delay increase by lowering the duty 
cycle (or in other words, when the sleep time increases), since 
when BO>SO, the nodes can switch between sleep and 
wakeup periods to save energy. During sleep time, the senders 
store the application data in their buffers queue until the 
beginning of the next superframe. This storage time is 
translated to an additional delay. The energy/delay tradeoff is 
one of the major problems WSN networks, which leads the 
network designer to choose carefully the data rate and the duty 
cycle ratio according to the sensors constraints and the 
application rHTXLUHPHQWV LQ WHUPV RI 4R6 µ4XDOLW\ RI 6HUYLFH¶ 
 
Figure 14.  Delay vs. Beacon Order for different nodes densities 
C. Throughput (different PHY) 
The IEEE 802.15.4 is designed for low data rate networks 
(e.g. WSN). Hence, it proposes a set of PHY layers with 
different bandwidths up to 250 Kbps as defined by the 
standard specification. The aim of this sub-section is to 
evaluate the throughput for these PHY layers under different 
network conditions. We start by the measurement of the 
maximum effective throughput using PHY 2.4 GHz which 
provides theoretically up to 250 Kbps. As we can see in figure 
15, the measured throughput follows the application layer data 
rate until nearly 56 Kbps. After that limit, even if we increase 
the data rate, the throughput stays limited to 56 Kbps. 
 
Figure 15.  Maximum Throughput for different data rates 
These results can be justified by the bandwidth wastage due 
to packet overhead, the CSMA/CA algorithm (backoffs and 
CCA) and the IFS (Inter-Frame Spacing) time.  
In figure 16, we compare the maximum throughput with the 
standard bandwidth for all existing PHY variants. We note 
that we measured the received UDP throughput and the MAC 
DATA throughput to analyze the influence of the appended 
headers (overhead) to the UDP packets on the size of the 
packets and by consequence on the bandwidth efficiency. We 
get the same behavior as in the previous scenario. As we 
indicated before, we send UDP packets using IPv6 layer 
protocol that adds a big header if compared to the maximum 
payload size allowed by the IEEE 802.15.4 MAC layer 
³D0D[0$&3D\ORDG6L]H´ 0$& FRQVWDQW HTXDO WR 11 E\WHV 
and represent the maximum number of octets that can fit in 
the MAC payload). The MAC layer in its turn may append up 
to 25 bytes to the upper layer packets. In some worst case the 
packet header size can be equal to or more than the 
application layer payload length. However, thanks to the 
6LoWPAN layer, we can compress most of this header to 
smaller size to increase the bandwidth efficiency by using 
some compression algorithms such as HC1 and HC2.  
 
Figure 16.  Maximum and effective data throughput for different PHYs 
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In figure 17, we measured the throughput in different nodes 
densities. Obviously, the bandwidth utilization for each node 
decreases when the number of contenders increases because of 
interference as illustrated in the curves. 
What is said for delay is also true for throughput, since the 
throughput limit is governed by both the PHY layer type 
(physical modulation) and the MAC layer protocol. The 
symbol rate has an influence on the throughput since the 
CSMA-CA backoff calculation uses number of symbols but 
not number of octets. For instance, the 868MHz ASK and 868 
MHz O-QPSK PHY layers have the same data rate but 
different symbol rates, which causes the throughput to be 
different. However, 915 MHz O-QPSK and 2.4 GHz O-QPSK 
have the same bandwidth and symbol rates; hence the 
throughput is quite the same (the two curves confounded). 
 
Figure 17.  Throughputs using different IEEE 802.15.4 PHY layers for 
different nodes numbers 
VII. CONCLUSION & PERSPECTIVES 
In this paper we presented a new WPAN model for the NS-
3 simulator. This model implements most of the IEEE 
802.15.4 standard features such as different MAC sub-layer 
modes and all specified physical layers. We also respected in 
our model, the abstraction concept, where the communication 
between different layers is allowed only via standard 
interfaces (SAP). Different tracing possibilities are presented 
and some helpers are provided to ease simulation setup. The 
performance evaluation through different scenarios 
demonstrated that this model provides the expected behavior.  
The obtained results are encouraging and open many 
research perspectives. For our feature works we aim to 
implement the GTS management (only GTS request command 
management is available now). We are also working on the 
implementation of other I/WoT components such as RPL 
(Routing Protocol for Low power and Lossy networks), ND 
mechanism (Neighbor discovery) and CoAP (Constrained 
Application Protocol); in order to build up a complete I/WoT 
protocol stack in NS-3 simulator. Another interesting target 
for our future works is to validate our model against real test-
bed by using the iLive nodes [16][17]. 
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