We consider the problem of optimal recovery of solutions of the generalized heat equation in the unit ball. Information is given at two time instances, but inaccurate. The solution is to be constructed at some intermediate time. We provide the optimal error and present an algorithm which achieves this error level. © 2007 Elsevier Inc. All rights reserved.
Here we consider the optimal recovery problem for solutions of the generalized heat equation in the unit d-ball at the time from inaccurate solutions at the times t 1 and t 2 . Set 
Let 0 t 1 < t 2 . Suppose we know approximate solutions y 1 and y 2 of (1) at times t 1 and t 2 , given with errors 1 and 2 in the L 2 (B d ) norm. We want to recover in the best way the solution of (1) at the time , t 1 < < t 2 . We assume that
Any map :
where u is the solution of (1), is called the error of the method . The quantity
is called the error of optimal recovery and a method delivering the lower bound is called an optimal recovery method. Note that the initial functions f belong to the whole space L 2 (B d ). In other words, the a priori information about initial functions is not a compact set. Therefore we use the information with infinite cardinality ( [12] dealt with algorithms using information having finite cardinality). For example, it can be shown that knowing (even precisely) any finite number of Fourier coefficients of u(·, t j ), j = 1, 2, does not lead to the finite error of optimal recovery.
The analysis of the problem is different for d = 1 and d > 1, because of different types of orthogonal eigensystems.
We begin with the case d > 1. Let H k denote the set of spherical harmonics of order k. It is known (see [11] 
where r = |x|, x = x/r, and p = k
We will use the orthonormal basis in
.
We recall that the operator (− ) /2 is defined as follows:
The solution of (1) can be easily found by the Fourier method of separation of variables. It has the form
where c skj are the Fourier coefficients of the initial function.
Set
s )
(we recall that p = k + (d − 2)/2 and is from (1)). It is known (see [1] ) that for all s ∈ N, 
and
We define the operator (− ) /2 as follows:
where c s are the Fourier coefficients of f . It is easily verified that for d = 1 the solution of (1) is given by
where c s are the Fourier coefficients of the initial function.
For an arbitrary decreasing sequence 1 > 2 > · · · > 0 we introduce the following notation:
Then for all 1 , 2 > 0 the following equality:
holds. Moreover, the method 
where y 1skj , y 2skj and y 1s , y 2s are the Fourier coefficients of y 1 (·) and y 2 (·), is optimal.
To prove Theorem 1 we use a general scheme of construction of optimal recovery methods for linear operators developed in [3, 4] (see also [8] ).
Consider the following extremal problem:
where u is the solution of problem (1) . Set
From [4] (see also [8] ) follows:
Theorem 2. Suppose that there exist 1 0, 2 0 and an admissible function f in (4) such that
where u is the solution of (1) with the initial function f . If for all
where u is the solution of (1), then the method
where u 0 is the solution of (1) with the initial function f 0 , is optimal and for the error of optimal recovery the following equality:
holds.
Proof of Theorem 1. Consider the case
where c skj are the Fourier coefficients of f . Putting It is easy to verify that
will be admissible and . Putting
for the solution u of (1) with the initial function f we have
Consequently, condition where c skj are the Fourier coefficients of f (see (2) The optimality of method (3) now follows from Theorem 2.
