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STRICHARTZ ESTIMATES AND MOMENT BOUNDS FOR THE
RELATIVISTIC VLASOV-MAXWELL SYSTEM I. THE 2-D AND
2 12 -D CASES.
JONATHAN LUK AND ROBERT M. STRAIN
Abstract. Consider the relativistic Vlasov-Maxwell system with initial data
of unrestricted size. In the two dimensional and the two and a half dimensional
cases, Glassey-Schaeffer proved [4], [5], [6] that for regular initial data with
compact momentum support this system has unique global in time classical
solutions. In this work we do not assume compact momentum support for the
initial data and instead require only that the data have polynomial decay in
momentum space. In the 2D and the 2 1
2
D cases, we prove the global existence,
uniqueness and regularity for solutions arising from this class of initial data.
To this end we use Strichartz estimates and prove that suitable moments of
the solution remain bounded. Moreover, we obtain a slight improvement of
the temporal growth of the L∞x norms of the electromagnetic fields compared
to [4] and [6].
1. Introduction
The relativistic Vlasov-Maxwell system describes the dynamics of a collisionless
plasma. In this paper, we consider the initial value problem for the relativistic
Vlasov-Maxwell system in two spatial dimensions. We first consider the case where
the motion of the particles is confined within two dimensions in the spatial and the
momentum variables. We also study the situation when the particle density depends
only on two spatial dimensions but particles are allowed to have momenta taking
values in R3. The latter model can also be thought of as the three dimensional
relativistic Vlasov-Maxwell system under a translational symmetry. We will refer
to the first case as the two dimensional (2D) case and the second case as the
two-and-one-half dimensional (2 12D) case. More precisely, let the particle density
f : Rt ×R2x ×Rdpp → R+ be a non-negative function of time t ∈ R, position x ∈ R2
and momentum p ∈ Rdp . We take dp = 2 in the two dimensional case and dp = 3
in the two-and-one-half dimensional case.
The particles are subjected to the electromagnetic forces E and B. In the dp = 2
case, we take E : R× R2 → R2, B : R× R2 → R with
(1) E = (E1(t, x1, x2), E
2(t, x1, x2), 0), B = (0, 0, B(t, x1, x2)),
while for dp = 3, we take E, B : R× R2 → R3 with
E = (E1(t, x1, x2), E
2(t, x1, x2), E
3(t, x1, x2)),
B = (B1(t, x1, x2), B
2(t, x1, x2), B
3(t, x1, x2)).
(2)
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Note that both reductions, either (1) or (2), are propagated in time by regular
solutions to the relativistic Vlasov-Maxwell system.
The relativistic Vlasov-Maxwell system can be written as
∂tf + pˆ · ∇xf + (E + pˆ×B) · ∇pf = 0,(3)
∂tE = ∇x ×B − j, ∂tB = −∇x × E,(4)
∇x · E = ρ, ∇x ·B = 0.(5)
where the charge is
ρ(t, x)
def
= 4π
∫
R
dp
f(t, x, p)dp,
and the current is given by
ji(t, x)
def
= 4π
∫
R
dp
pˆif(t, x, p)dp, i = 1, ..., dp.
Here,
pˆ =
p
p0
, p0 =
√
1 + |p|2.(6)
In the above, we have used · and × to denote the 3-dimensional dot product and
cross product respectively. To make sense of them, we identity any vector field
Y = (Y 1, Y 2) ∈ R2 with the vector field (Y 1, Y 2, 0) ∈ R3.
We study the initial value problem for the relativistic Vlasov-Maxwell system,
i.e., we prescribe initial data
(f, E,B)|t=0 = (f0, E0, B0)
for some (f0, E0, B0) verifying the constraint equations (5). Notice that given suffi-
ciently regular initial data f0, E0, B0 which satisfy (5), then the equations (5) are
propagated by the evolution equations (3) and (4) as long as the solution remains
regular.
According to the Vlasov equation (3), the particle density f is transported along
the characteristics (X(t), V (t)), which verify the ordinary differential equations:
dX
ds
(s; t, x, p) = Vˆ (s; t, x, p),(7)
dV
ds
(s; t, x, p) = E(s,X(s; t, x, p)) + Vˆ (s; t, x, p)×B(s,X(s; t, x, p)),(8)
together with the conditions
X(t; t, x, p) = x, V (t; t, x, p) = p,(9)
where Vˆ
def
= V√
1+|V |2
. We will explicitly estimate the derivatives of the characteris-
tics in Sections 6 and 7.
In both the two dimensional and two-and-one-half dimensional cases, global exis-
tence and uniqueness of classical solutions was proved by Glassey-Schaeffer [4], [5],
[6] for sufficiently regular data with compact momentum support. They proved that
for such solutions, the momentum support remains compact for all time and this
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is sufficient to guarantee that the solution remains C1. We will roughly summarize
their results in the following theorem.1
Theorem 1.1 (Glassey-Schaeffer [4], [5], [6]). Consider the following Cauchy initial
data set (f0(x, p), E0(x), B0(x)) which satisfies the constraints (5); further suppose
initially that (1) is satisfied when dp = 2 or (2) is satisfied when dp = 3. Let
2
f0 ∈ C1b (R2x × Rdpp ;R) with f0 ≥ 0 when either dp = 2 or dp = 3 and E0, B0 ∈
C2b (R
2
x;R
3). Moreover, suppose that the initial data have finite energy
(10)
1
2
∫
R2
(|E0|2 + |B0|2)dx+ 4π
∫
R2
∫
R
dp
p0f0dpdx <∞,
and the initial momentum support for f0 is compact, i.e.,
(11) sup{|p| : f0(x, p) 6= 0} <∞.
In the case of dp = 3, assume in addition that
∇x ×A0 = B0
for some A0 ∈ C3b (R2x;R3x). Then there exists a unique global in time C1 solution
to the relativistic Vlasov-Maxwell system.
In this paper, we extend the global existence and uniqueness theorems of Glassey-
Schaeffer to include initial data with non-compact momentum support. Our method
is based on combining the moment estimates for the Vlasov equation with the
Strichartz estimates for the wave equation. Using these estimates, we only require
that the initial data for f and ∇x,pf decay polynomially in p0 in an averaged
sense. As a consequence of our approach, we also obtain an improved bound on
the asymptotic growth of the solution. We refer the readers to Section 1.2 for the
precise statements of the theorems.
Finally, we note that the methods developed here can also be applied to the
three dimensional relativistic Vlasov-Maxwell system to obtain new continuation
criteria which improves over the results in [7], [2], [13], [16] and [1]. This will be
carried out in Part II [15] of the present work.
1.1. Notation. Let ∇x be the vector ( ∂∂x1 , ∂∂x2 ) and ∇p either be the vector
( ∂∂p1 ,
∂
∂p2 ) (in the 2 dimensional case) or the vector (
∂
∂p1 ,
∂
∂p2 ,
∂
∂p3 ) (in the 2
1
2 di-
mensional case). We will employ the notation
|∇xg|2 def=
(
∂g
∂x1
)2
+
(
∂g
∂x2
)2
.
then |∇pg| is defined similarly except for taking into account the dimension of the
momentum space:
|∇pg|2 def=
(
∂g
∂p1
)2
+
(
∂g
∂p2
)2
in 2 dimensions,
1We remark that the precise statements in [4], [5], [6] only require slightly weaker assumptions
and also provide bounds for the solutions. We refer the readers to [4], [5], [6] for the precise
orginial statements.
2We denote the space of continuously differentiable functions which are uniformly bounded
with uniformly bounded first partial derivatives by C1
b
(R2x ×R
dp
p ;R). Similarly, C
k
b
(R2x;R
2) is the
space of vector fields which are continuous and uniformly bounded, with continuous and uniformly
bounded k-th partial derivatives.
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|∇pg|2 def=
(
∂g
∂p1
)2
+
(
∂g
∂p2
)2
+
(
∂g
∂p3
)2
in 2
1
2
dimensions.
For an integer k, we will use the notation ∇kx,p schematically to denote
∇kx,pg def=
(
∂αx ∂
β
p g
)
|α|+|β|=k
,
where ∂αx
def
= ∂α1x1 ∂
α2
x2 , and ∂
β
p
def
= ∂β1p1 ∂
β2
p2 in the 2D case or ∂
β
p
def
= ∂β1p1 ∂
β2
p2 ∂
β3
p3 in the
2 12D case. Here α = (α1, α2) and β = (β1, . . . , βdp) are standard multi-indicies.
The notation above denotes a vector which contains all components that satisfy
the condition |α|+ |β| = k. Then ∇kx and ∇kp are defined similarly with only the x
or p derivatives respectively. We further use |∇kx,pg|2 to denote the square sum of
all k-th order derivatives:
|∇kx,pg|2 def=
∑
|α|+|β|=k
(
∂αx ∂
β
p g
)2
.
Again |∇kxg| and |∇kpg| are defined similarly.
For a scalar function g, we then define the Lebesgue spaces
‖g‖Ls([0,T );LqxLrp)
def
=
(∫ T
0
(
∫
R2
(
∫
R
dp
|g|r dp) qr dx) sq dt
) 1
s
with obvious modifications when s, q or r = ∞. Furthermore, for a vector valued
function G = (G1, . . . , Gm), we define the Lebesgue spaces in exactly the same
way except now |G|2 def= ∑mi=1 |Gi|2 in the above definition. We further define the
Sobolev spaces, in either the vector or the scalar valued case, for HDx = H
D(dx) =
HD(R2x) by
‖g‖2HDx
def
=
∑
0≤k≤D
∫
R2x
|∇kxg|2 dx,
for an integer D ≥ 0. Notice that for a vector-valued function G = (G1, . . . , Gm)
we use the convention that ∇kG is itself a vector that contains all derivatives of
order k of all components of the vector G.
We will find it convenient to use the following notation for a momentum weight
(12) wdp(p)
def
= p
dp/2
0 log(1 + p0) (dp = 2, 3).
We define the weighted Sobolev space HD(wdp(p)
2 dp dx) = HD(wdp(p)
2
R
2
x×Rdpp )
by
‖g‖2HD(w2
dp
(p) dp dx)
def
=
∑
0≤k≤D
∫
R2x
∫
R
dp
p
|∇kx,pg|2w2dp(p) dp dx.
The space L∞([0, T );HD(w2dp(p) dp dx)) is then defined by making the suitable
standard modifications.
For the electromagnetic fields, we will frequently use the notations K = (E,B)
and initially K0 = (E0, B0). For the Lorentz force we sometimes further use the
notation K˜
def
= E + pˆ×B.
We will use the notation 〈w〉 def=
√
1 + |w|2 for a vector w. For instance we use
〈p3〉 def=
√
1 + p23 and 〈(p1, p2)〉 def=
√
1 + p21 + p
2
2.
Furthermore, we will use the notation A . B to mean that A ≤ CB where the
implicit constant (C ≥ 0) may depend on any of the conserved quantities in the
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conservation laws in Section 2. In some sections below, we may slightly alter this
notation in a way to be made precise in the beginning of the sections.
1.2. Main Results. Our main result in this paper for the 2-dimensional relativistic
Vlasov-Maxwell system is the following global existence and uniqueness theorem:
Theorem 1.2. Given Cauchy initial data (f0(x, p), E0(x), B0(x)) to the 2D rela-
tivistic Vlasov-Maxwell system which satisfies (1) and the constraints (5) such that
f0 ∈ C1(R2x × R2p) is non-negative and obeys the bound
‖f0pN0 ‖L1xL1p <∞, for some N > 13.(13)
Additionally suppose that D ≥ 3 and∑
0≤k≤D
‖ (∇kx,pf0)w2‖L2xL2p <∞.(14)
Furthermore, for every R > 0, we suppose that for some CR <∞,∥∥∥∥
∫
R2
sup{f0(x+ y, p+ w)p30 : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
L∞x
≤ CR,(15)
∥∥∥∥
∫
R2
sup{|∇x,pf0|(x+ y, p+ w)p30 : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
L∞x
≤ CR,(16)
and
‖sup{|∇x,pf0|(x+ y, p+ w) : |y| ≤ R, |w| ≤ R}‖L∞x L∞p ≤ CR.(17)
Also the initial electromagnetic fields E0, B0 ∈ HD(R2x) obey the bounds∑
0≤k≤D
(‖∇kxE0‖L2x + ‖∇kxB0‖L2x) <∞.(18)
Then there exists a unique global in time solution to the relativistic Vlasov-Maxwell
system (f, E,B). The solution satisfies f ∈ L∞([0, T );HD(w22(p) dp dx)) and the
fields satisfy E,B ∈ L∞([0, T );HDx ) for any large T > 0. Moreover, there exist
positive constants C and k which do not depend upon T such that
‖E(t)‖L∞x + ‖B(t)‖L∞x ≤ CeCt
k
.
Remark 1.3. It is easy to see that the class of initial data considered in Theorem
1.2 has finite energy, i.e., (10) is satisfied for dp = 2. This will allow us to use the
conservation laws in Propositions 2.1 and 2.2 in the proof.
Remark 1.4. The Glassey-Schaeffer theorem also gives an a priori control on
the growth of the electomagnetic fields and the momentum support of the particle
density. In particular, the estimates of Glassey-Schaeffer ([5], p.372-373 in [6],
p.283 in [4]) imply the bounds of the form
‖E(t)‖L∞x + ‖B(t)‖L∞x ≤ Cee
Ct
,
for some constant C > 0. Our main theorem improves over this estimate.
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Remark 1.5. Notice that the assumptions (13), (15) - (17) are verified if the initial
data for f0 satisfy the pointwise bounds
|f0(x, p)| ≤ Cp−(16+ǫ)0 ,
and
|∇x,pf0(x, p)| ≤ Cp−60 log−2(1 + p0).
The conditions here are easier to state, however the minimal assumptions (13) -
(17) are the ones that we used in the proof of the theorem.
We also prove a similar global existence and uniqueness result for in the 2 12
dimensional case. In addition to the analogous conditions as Theorem 1.2, we need
an extra assumption3, see (25) below, in order to exploit the additional conservation
law in this case.
Theorem 1.6. Given the initial data (f0(x, p), E0(x), B0(x)) to the 2
1
2D relativistic
Vlasov-Maxwell system which satisfies (2) and the constraints (5) such that f0 ∈
C1(R2x × R3p) is non-negative and obeys the following bound:
‖f0pN0 ‖L1xL1p <∞, for some N > 13.(19)
Additionally suppose that D ≥ 3 and∑
0≤k≤D
‖ (∇kx,pf0)w3‖L2xL2p <∞.(20)
Furthermore, for every R > 0, we suppose that for some CR <∞ we have∥∥∥∥
∫
R3
sup{f0(x+ y, p+ w)p30 : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
L∞x
≤ CR,(21)
∥∥∥∥
∫
R3
sup{|∇x,pf0|(x+ y, p+ w)p30 : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
L∞x
≤ CR,(22)
(23)
∥∥∥∥
∫
R3
sup{|∇x,pf0|2(x+ y, p+ w)w23(p) : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
L∞x
≤ CR,
(24) ‖sup{|∇x,pf0|(x+ y, p+ w) : |y| ≤ R, |w| ≤ R}‖L∞x L∞p ≤ CR,
and
(25) sup
x,p1,p2
∫ ∞
−∞
sup{f0(x+ y, p1, p2, p3 + w)〈p3〉5+δ : |y| ≤ R, |w| ≤ R} dp3
≤ CR,
for some δ > 0. Also the initial electromagnetic fields E0, B0 ∈ HD(R2x) obey the
bounds ∑
0≤k≤D
(‖∇kxE0‖L2x + ‖∇kxB0‖L2x) <∞.(26)
3Notice that in the assumptions of Theorem 1.6, we also have (23) which does not seem to
have a counterpart in Theorem 1.2. However, note that a corresponding assumption
∥∥∥∥
∫
R2
sup{|∇x,pf0|
2(x+ y, p+w)w22(p) : |y| ≤ R, |w| ≤ R} dp
∥∥∥∥
1
2
L∞x
≤ CR
is automatically implied by (16) and (17) and does not have to be explicitly stated.
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Then there exists a unique global in time solution to the relativistic Vlasov-Maxwell
system (f, E,B). The solution satisfies f ∈ L∞([0, T );HD(w23(p) dp dx)) and fur-
thermore E,B ∈ L∞([0, T );HDx ) for any large T > 0. Moreover, there exist positive
constants C and k which do not depend upon T such that
(27) ‖E(t)‖L∞x + ‖B(t)‖L∞x ≤ CeCt
k
.
1.3. Strategy of proof. In this section we will explain the main ideas in the proof.
We will focus on the 2-dimensional case and indicate at the end the modifications
needed for the 2 12 -dimensional case.
1.3.1. Moment bounds. We consider solutions to the relativistic Vlasov-Maxwell
system with initial data having noncompact momentum support. Therefore, unlike
in [6], [4], we cannot control the solution by estimating the growth of the momentum
support, which is initially infinite. Instead, we bound the moments4 of f . It is well-
known that the N -th moment of f can be controlled by the L1tL
N+2
x norm of the
Lorentz force E + pˆ×B. In particular, for K denoting (E,B), we have
(28) ‖fpN0 ‖L∞t ([0,T );L1xL1p) ≤ Data term + ‖K‖N+2L1t([0,T );LN+2x ).
Therefore in order to control the moments of the particle density f , we need to
obtain L1tL
q
x bounds for the electromagnetic fields E and B.
1.3.2. Strichartz estimates. In [6], E and B are estimated in L∞t L
∞
x by P logP ,
where P is the bound for the momentum support. In the context of this paper, P
is infinite and the methods of [6] do not allow one to obtain a sufficiently strong
L∞t L
∞
x control of E and B in terms of the moments of f . Instead, we need to make
use of the fact that we only need to obtain L1tL
q
x bounds for E and B in order
to close the moment bounds (28), i.e., we can take advantage of both the lower
integrability in x and the extra integration in t.
Since E and B both obey wave equations, such L1tL
q
x bounds can be derived
using the Strichartz estimates. However, if we apply Strichartz estimates directly
using the wave equation that E and B satisfy, i.e.,
E =∇xρ+ ∂tj,
B =−∇x × j,
then there would be a loss of derivatives. Instead, we apply the Glassey-Schaeffer
representations [5], [6] of the electromagnetic fields (see Section 6.1), which were
devised to avoid a similar loss of derivatives in their setting. We then perform
some preliminary estimates controlling the singularity (both in the physical space
variables and the momentum space variables) in the integral kernel of the Glassey-
Schaeffer representations. Afterwards we show that the electromagnetic field K can
4We make a very rough comparison to the known regularity results for the non-relativistic
Vlasov-Poisson system. In that context, there are two approaches used in obtaining global classical
solutions for large data, namely the Pfaffelmoser theory [17] (see also work of Schaeffer [18]) that
is based on controlling the momentum support and the Lions-Perthame theory [14] which is based
on estimating the moments. For the 2D relativistic Vlasov-Maxwell system, the Glassey-Schaeffer
theorems employ the philosophy of controlling the momentum support while our approach is closer
to the spirit of estimating the moments.
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be controlled by
(29) |K| . K˜0 +−1
(
|K|
∫
R2
f
p0
dp
)
+ ǫ−
1
10
(
−1
(∫
R2
p20fdp
)) 2
5
+ ǫ
3
10
(
−1
(∫
R2
p40fdp
)) 2
5
,
for every ǫ ∈ [0, 1). Here, K˜0 depends only on the initial data and −1F is defined
to be the solution u to the wave equation u = F with zero initial data.
To obtain the bound (29), we need to control the terms∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p) dp dy ds
p20(1 + pˆ · ξ)
3
2 (t− s)
√
(t− s)2 − |y − x|2
and ∫ t
0
∫
|y−x|≤t−s
∫
R2
(Kgf)(s, y, p) dp dy ds
(1 + pˆ · ξ)p0
√
(t− s)2 − |y − x|2 ,
where Kg denotes the components of E and B that are L
2 integrable on the null
cones using the conservation law (see Proposition 2.2 in Section 2). The main
challenge for these terms is to control the singularity 11+pˆ·ξ . Noticing that we have
(1 + pˆ · ξ)−1 . min
{(
cos−1(
pˆ · ξ
|pˆ||ξ| )
)−2
,
1
1− |ξ|2 , p
2
0
}
,
we can control the above integrals by splitting into the regions according to the size
of p0 and 1− |ξ|2. This allows us to prove (29).
Once we obtain the estimate (29), we then apply Strichartz estimates5 to the
right hand side of (29) to obtain LqtL
r
x control for K. Combining the Strichartz
estimates with the moments bounds, using the conservation laws, and choosing ǫ
to be an appropriate inverse power of the N -th moment of f , we derive that for
N > 13, we have
‖fpN0 ‖L∞t ([0,T );L1xL1p) ≤ Data term + ‖fpN0 ‖αL∞t ([0,T );L1xL1p)
+ ‖fpN0 ‖α
′
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖1−α
′
L
q′
2
t ([0,T );L
1
xL
1
p)
,
for some 0 < α = α(N), α′ = α′(N) < 1 and q′2 = q
′
2(N) < ∞. Therefore, we
conclude that ‖fpN0 ‖L∞t ([0,T );L1xL1p) is bounded on every time interval [0, T ) after
using a Gronwall-type inequality.
1.3.3. Estimates for the first derivatives. According to the local existence theorem
we prove in Section 5.1, the solution to the relativistic Vlasov-Maxwell equation can
be continued if one can control ‖K‖L1tL∞x , ‖∇xK‖L1tL∞x and ‖w2∇x,pf‖L1tL∞x L2p . We
therefore have to show that the moment bound we obtained is suffucient to control
these norms.
First, we note that using the moment bounds above, ‖K‖L∞t L∞x can be easily
controlledusing (29). This can be achieved by bounding the wave kernel in L1tL
2−ǫ
x .
5In fact we apply the improvement obtained by Foschi [3] which strengthens the usual Strichartz
estimates in the case of zero initial data
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It therefore remains to control the derivatives of K and f . Here, we follow
a strategy that is similar to [5] except that since the momentum support is un-
bounded, it is insufficient to control the ‖∇x,pf‖L1tL∞x L∞p as in [5]. Instead, we will
bound the derivatives of the characteristics (cf. [13]). More precisely, we show the
following two estimates. First, using the Glassey-Schaeffer decomposition for the
derivatives of the electromagnetic field, the bound for ‖K‖L∞t L∞x and Gronwall’s
inequality, we have
(30) ‖∇xK‖L∞x (t)
. 1 +
∫ t
0
(1 + ‖p30f‖L∞x L1p(s) + δ(t)‖p30∇x,pf‖L∞x L1p(s))
∣∣∣∣log
(
1
δ(t)
)∣∣∣∣ ds,
for any choice of the function 0 < δ(t) < t. Second, since we have estimated
‖K‖L∞t L∞x , we can integrate from the initial data using the initial bounds (15),
(16) and (17) to show that
‖p30f‖L∞t L∞x L1p . 1
and
(31) ‖p30∇x,pf‖L∞x L1p(t) + ‖∇x,pf‖L∞x L∞p (t) . 1 + B(t),
where for the “backward characteristics”, (X,V )(0; t, x, p), we define
B(t) = (first derivatives of the backward characteristics)(t).
On the other hand, integrating along the “forward characteristics”, (X,V )(t; 0, x, p),
we can show that the first derivatives of forward characteristics F(t) satisfy
F(t) . 1 +
∫ t
0
(1 + F(s))‖∇xK(s)‖L∞x ds.
Combining these estimates, choosing δ(t) = t1+B(t) and using the fact that B(t) can
be controlled by F(t) polynomially, we have the bound
F(t) . 1 +
∫ t
0
(1 + F(s)) log(1 + B(s))ds
. 1 +
∫ t
0
(1 + F(s)) log(1 + F(s))ds.
This allows us to show that F (and hence B) is bounded on any fixed time interval.
Moreover, by (31), we have
‖p30∇x,pf‖L∞x L1p(t) + ‖∇x,pf‖L∞x L∞p (t) . 1.
Returning to the estimate for ∇xK in (30) above, we can thus show that ‖∇xK‖L∞x
is bounded on all intervals [0, T ). Finally, interpolating between the bounds for
‖p30∇x,pf‖L∞x L1p(t) and ‖∇x,pf‖L∞x L∞p (t), we can also get the desired estimate for
‖w2∇x,pf‖L1tL∞x L2p . Therefore, according to the local existence theorem, the solu-
tion can be extended globally.
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1.3.4. The two-and-one-half dimensional case. Applying only the above strategy is
insufficient to close the estimates in the 2 12 dimensional case. Instead, we need to
take advantage of an additional conservation law from [4]. The conservation law
implies that on a fixed time interval, the p3 difference of any two points on every
characteristic is bounded. In [4], since p3 is initially bounded over the support of
f , this conservation law was used to obtain an a priori bound for the supremum of
p3 on the support of f . In our setting we do not have such bounds available; we
can nevertheless use this conservation law to show that
sup
0≤t≤T,x∈R2,p1,p2∈R
∫ ∞
−∞
f(t, x, p)〈p3〉5+δ dp3 . 1.(32)
As a result of this estimate, we use the 2 12 -D Glassey-Schaeffer representation [4]
of the electromagnetic field to show that K obeys the following analogue of (29):
|K| . K˜0 +−1
(
|K|
∫
R3
f
p0
dp
)
+ ǫ−
1
10
(
−1
(∫
R3
p20fdp
)) 2
5
+ ǫ
3
10
(
−1
(∫
R3
p40fdp
)) 2
5
,
This is derived using a dyadic decomposition in |p3|, so that for each dyadic region
|p3| ∈ [2n, 2n+1), we can divide the region of integration according to the sizes of
p0 and 1− |ξ|2 as in the 2-dimensional case.
In addition, we can also show that as a result of (32), f obeys an interpolation
inequality with the same exponents as in the 2-dimensional case. This shows that all
the estimates in the proof of the 2-dimensional case can also be derived in this case
and the rest of the proof of global existence and uniqueness of solutions proceeds
analogously.
1.4. Outline of the paper. We end the introduction with an outline of the re-
mainder of the paper. In Section 2, we will recall the conservation laws that the
solution obeys. Then in Section’s 3 and 4, we state the Strichartz estimates and
moment bounds that will be needed in the paper. In Section 5, we will prove a
local existence result in 2 dimensions and a continuation criteria using the energy
method in Sobolev spaces. Then in Section 6, we will prove the global existence
result in 2 dimensions (Theorem 1.2). Finally, in Section 7, we will prove the global
existence result in 2 12 dimensions (Theorem 1.6)
2. Conservation Laws
The solution to the relativistic Vlasov-Maxwell system (in either 2 dimensions,
2 12 dimensions or three dimensions) obeys the following pointwise identity:
∂
∂t
e =
dx∑
k=1
∂
∂xk
(
−(B × E)k + 4π
∫
R
dp
pkfdp
)
,(33)
where the energy density e is given by
e
def
=
1
2
(|E|2 + |B|2) + 4π
∫
R
dp
p0fdp,
with p0 defined as before by (6).
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The identity (33) will be integrated on spacetime regions and this will yield
conservation laws. We will derive two conservation laws from this identity that we
will use throughout the rest of this paper. In the first case we integrate in the
spacetime region bounded in the past by the initial slice {0}×R2 and in the future
by a constant time slice {t}×R2. Since the initial energy is assumed to be bounded
in Theorem’s 1.2 and 1.6, we obtain the following proposition.
Proposition 2.1. Solutions to the relativistic Vlasov-Maxwell system (3)-(5) sat-
isfy
1
2
∫
{t}×R2x
(|E|2 + |B|2)dx + 4π
∫
{t}×R2x×R
dp
p
p0fdp dx = constant.
For the second conservation law, we need to control the flux of the electromag-
netic field integrated along a backward null cone. To this end, we integrate (33) in
the spacetime region bounded in the past by the initial slice {0} × Rdx and in the
future by the backward null cone Ct,x emanating from (t, x), which is defined to be
the set
Ct,x
def
= {(s, y) ∈ R× R2|0 ≤ s ≤ t, t− s = |y − x|}.
For each point (s, y) ∈ Ct,x, denote by ω the outward normal to the 1-sphere
Ct,x ∩ ({s} × R2), i.e.,
ω
def
=
y − x
|y − x| .(34)
The volume form on Ct,x can be given in polar coordinates by∫
Ct,x
fdσ =
∫ t
0
ds
∫ 2π
0
dθ (t− s) f(s, x+ (t− s)ω),(35)
where ω takes the form
ω = (cos θ, sin θ)(36)
in this coordinate system.
We compute the flux of the electromagnetic field on the null cone, i.e., the
boundary term Ct,x arising from integrating (33) by parts. We observe that it is
non-negative and moreover it controls certain components of E and B. We first
identify ω with the 3 dimensional vector (cos θ, sin θ, 0) and perform a computation
in R3. Notice6 that
1
2
(|E|2 + |B|2)+ ω · (E ×B)
=
1
8
(
2|E · ω|2 + 2|B · ω|2 + |E + ω ×B|2 + |E − ω ×B|2 + |B + ω × E|2
+|B − ω × E|2 − 4(ω ×B) ·E + 4(ω × E) · B)
=
1
4
(|E · ω|2 + |B · ω|2 + |E − ω ×B|2 + |B + ω × E|2) .
We will use this to prove the next proposition. In the 2 12 dimensional case, we will
define the good component of the electro-magnetic field, Kg to be the component
controlled by the flux term:
(37) K2g =
(|E · ω|2 + |B · ω|2 + |E − ω ×B|2 + |B + ω × E|2) .
6Here we will use the vector identity a · (b× c) = b · (c× a) = c · (a× b) for a, b, c three vectors.
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In the dp = 2 case, since B · ω = 0, we have |B · ω|2 = 0 and
|E − ω ×B|2 = |ω ·E − ω · (ω ×B)|2 + |ω × E − ω × (ω ×B)|2
= |E · ω|2 + |B + ω × E|2.
Therefore, the flux can be re-expressed as
1
2
(|E|2 + |B|2)+ ω · (E ×B) = 1
2
(|E · ω|2 + |B + ω × E|2) .
We now define the good components of the electro-magnetic field, Kg, in the 2
dimensional case to be:
(38) K2g = 2
(|E · ω|2 + |B + ω × E|2) .
Notice that in both the 2-D and 2 12 -D cases,Kg does not contain all the components
of E and B. However, as we will see in the later sections, the following conservation
laws will still be useful in controlling the most singular terms.
Proposition 2.2. Solutions to the relativistic Vlasov-Maxwell system (3)-(5) sat-
isfy
1
4
∫
Ct,x
K2g dσ + 4π
∫
Ct,x
∫
R
dp
p0(1 + pˆ · ω)fdpdσ ≤ constant,
where Kg is defined by (37) and (38) in the 2
1
2 -D and 2-D cases respectively.
Finally, we also need the conservation law for the L∞ norm of the particle density
f . This follows from integrating f along the characteristics given by (7) and (8).
More precisely, we have
Proposition 2.3. ‖f‖L∞t L∞x L∞p ≤ constant.
3. Strichartz estimates
As mentioned above, we will need the Strichartz estimates for the linear wave
equation. These estimates have been extensively studied (see [19], [11], [12]). The
particular version that we will use, which is due to Foschi [3], takes advantage of
an improvement for the linear inhomogeneous wave equation with 0 data.
Theorem 3.1 (Strichartz estimates, Foschi [3] (see also Taggart [20])). Let u be a
solution to the linear inhomogeneous wave equation in R2:
u = F, u(0, x) = 0,
∂u
∂t
(0, x) = 0.
Then, the following estimates hold
‖u‖Lq1t ([0,T );Lr1x ) . ‖F‖Lq′2t ([0,T );Lr
′
2
x )
,
where
1
q1
+
2
r1
=
1
q′2
+
2
r′2
− 2,
1
q1
<
1
2
− 1
r1
,
3
2
− 1
r′2
<
1
q′2
,
1
3
≤ 1
r1
+
1
r2
<
1
2
,
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and7
1 ≤ q1, q2 <∞, 2 ≤ r1, r2 ≤ ∞.
Here q′2 denotes the usual Ho¨lder conjugate exponent to q2,
1
q2
+ 1q′2
= 1, etc.
Remark 3.2. The above theorem is a special case of Corollary 8.7 in [20]. We
specialize to the case where 1) the spatial dimension is 2; 2) the initial data are
zero; and 3) we only use Lq spaces (as opposed to more general Besov spaces). The
original conditions are that there exist r1,∗ and r2,∗ such that the following hold:
r1 ≥ r1,∗, r2 ≥ r2,∗,
1
q1
+
1
q2
=
1
2
(1− 1
r1,∗
− 1
r2,∗
),
2(
1
2
− 1
r1
)− 1
q1
= 1− (2(1
2
− 1
r2
)− 1
q2
),
1
q1
<
1
2
− 1
r1,∗
,
1
q2
<
1
2
− 1
r2,∗
,
1 ≤ q1, q2 <∞, 2 ≤ r1,∗, r2,∗ ≤ ∞.
If the conditions in Theorem 3.1 hold, then we can define r1,∗ and r2,∗ by
1
r1,∗
=
1
r1
− 1− 3(
1
r1
+ 1r2 )
1 +
1
2−
1
q2
− 1
r2
1
2−
1
q1
− 1
r1
and
1
r2,∗
=
1
r1
− 1− 3(
1
r1
+ 1r2 )
1 +
1
2−
1
q1
− 1
r1
1
2−
1
q2
− 1
r2
such that the above conditions hold.
Remark 3.3. Notice that the solution to the linear inhomogeneous wave equation
in R2 with zero initial data is given explicitly by
u(t, x) =
∫ t
0
∫
|y−x|≤t−s
F (s, y)√
(t− s)2 − |y − x|2 dy ds.
Thus the above Strichartz estimates can be rephrased as∥∥∥∥∥
∫ t
0
∫
|y−x|≤t−s
F (s, y)√
(t− s)2 − |y − x|2 dy ds
∥∥∥∥∥
L
q1
t ([0,T );L
r1
x )
. ‖F‖
L
q′2
t ([0,T );L
r′2
x )
.
This will be the precise form of the estimate that we use in the following sections.
7We point out that the upper bound 1
r1
+ 1
r2
< 1
2
is redundant.
14 JONATHAN LUK AND ROBERT M. STRAIN
4. Moment estimates
While the rest of this paper is mostly concerned with the domains R2x × R2p
or R2x × R3p, in this section we prove some interpolation inequalities and moment
estimates in the more general case Rdxx × Rdpp for dx, dp ≥ 1. We also work here
with a general function g = g(x, p) ∈ L∞x L∞p (considering Proposition 2.3).
We first prove the following standard interpolation inequality
Proposition 4.1 (General interpolation inequality). Consider Rdxx ×Rdpp with dx,
dp ≥ 1. Suppose that 1 ≤ q <∞ and M ≥ S > −dp. Then we have:
‖pS0 g‖LqxL1p . ‖pM0 g‖
S+dp
M+dp
L
(S+dp)
M+dp
q
x L1p
.
Above the implied constant depends only on ‖g‖L∞x L∞p .
We remark that this proposition does not require dx = dp.
Proof. We divide the domain of integration in the |p| variable into |p| ≤ R and
|p| > R for some R ≥ 1. We can assume without loss of generality that g ≥ 0.
Since ‖g‖L∞x L∞p <∞, we have∫
|p|≤R
pS0 g(x, p)dp . ‖g‖L∞x L∞p RS+dp .
For |p| > R, we have∫
|p|>R
pS0 g(x, p)dp ≤ R−(M−S)
∫
R
dp
p
pM0 g(x, p)dp.
We choose R =
( ∫
pM0 g(x, p)dp
) 1
M+dp when this quantity is ≥ 1 to obtain
∫
R
dp
p
pS0 g(x, p)dp .
(∫
R
dp
p
pM0 g(x, p)dp
) S+dp
M+dp
.
Notice that this inequality is further trivially satisfied when our choice of R satisfies
R ≤ 1. We take the Lqx of both sides above to achieve the desired inequality. 
We will only use the special case q =
M+dp
S+dp
in the following sections:
Proposition 4.2 (Interpolation inequality). Consider Rdxx × Rdpp with dx, dp ≥ 1.
Suppose M ≥ S > −dp, then the following estimate holds:
‖pS0 g‖
L
M+dp
S+dp
x L1p
. ‖pM0 g‖
S+dp
M+dp
L1xL
1
p
.
Again the implied constant depends only on ‖g‖L∞x L∞p .
We record the following standard moment estimates (see Lions-Perthame [14]).
Proposition 4.3 (Moment estimate). For N > 0 we have the estimate
‖pN0 f‖
1
N+dp
L∞t ([0,T );L
1
xL
1
p)
. ‖pN0 f0‖
1
N+dp
L1xL
1
p
+ ‖K‖
L1t([0,T );L
N+dp
x )
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Proof. Differentiating the N -th moment of (3) in time and integrating by parts in
x and p, we get
d
dt
‖pN0 f(t)‖L1xL1p . ‖pN−10 f(t)|K(t)|‖L1xL1p .
Then Ho¨lder’s inequality implies that
d
dt
‖pN0 f(t)‖L1xL1p . ‖pN−10 f(t)‖
L
N+dp
N+dp−1
x L1p
‖K(t)‖
L
N+dp
x
.
We use Proposition 4.2 with M = N , S = N − 1 to obtain
‖pN−10 f(t)‖
L
N+dp
N+dp−1
x L1p
. ‖pN0 f(t)‖
N+dp−1
N+dp
L1xL
1
p
,
which implies
d
dt
‖pN0 f(t)‖L1xL1p ≤ ‖pN0 f(t)‖
N+dp−1
N+dp
L1xL
1
p
‖K(t)‖
L
N+dp
x
.
Dividing both sides by ‖pN0 f(t)‖
N+dp−1
N+dp
L1xL
1
p
, we get
d
dt
‖pN0 f(t)‖
1
N+dp
L1xL
1
p
. ‖K(t)‖
L
N+dp
x
.
Integrating in time gives the desired result. 
5. The two dimensional case: Local existence
To prove our main theorem on the global existence and uniqueness of solutions
to the two-dimensional relativistic Vlasov-Maxwell system, we will proceed in the
following steps. First, we prove, using the energy method, the local existence
and uniqueness of solutions in Section 5.1. Moreover, using the local theory, in
Section 5.2 we will prove continuation criterion guaranteeing that the solution can
be continued unless some norms of f , E and B and their first derivatives blow up.
Section 6 then extends the local existence theorem globally in time by establishing
that these norms remain finite on any bounded time interval.
In this Section 5, we will use the notation A . B to mean that A ≤ CB where
the implicit constant (C ≥ 0) may depend on any of the conserved quantities in
Section 2, but C will not depend upon T > 0. In this section the dependence upon
T will be explicitly tracked in the upper bounds.
5.1. Local existence. In this subsection, we will prove the following theorem on
the local existence for the relativistic Vlasov-Maxwell system. We also state the
continuation criteria in the same theorem for convenience.
Theorem 5.1. Given the 2D initial data (f0(x, p), E0(x), B0(x)) which satisfies
(1) and the constraints (5). Suppose for D ≥ 3 we have
(39) E0,D def=
∑
0≤k≤D
(
‖∇kxK0‖2L2x + ‖w2∇
k
x,pf0‖2L2xL2p
)
<∞,
Then there exists a T = T (E0,D, D) > 0 such that there exists a unique local solution
to the relativistic Vlasov-Maxwell system in [0, T ] where the bound
(40) ET,D def=
∑
0≤k≤D
(
‖∇kxK‖2L∞t ([0,T ];L2x) + ‖w2∇
k
x,pf‖2L∞t ([0,T ];L2xL2p)
)
. E0,D
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holds. Moreover, if [0, T∗) is the maximal time interval of existence and T∗ < +∞
then lims↑T∗ ‖A‖L1t([0,s)) = +∞, where
(41) A(t) def= ‖(K,∇xK)‖L∞x (t) + ‖w2∇x,pf‖L∞x L2p(t).
Here we recall the notation K = (E,B) and K0 = (E0, B0).
We will prove the existence and uniqueness parts of Theorem 5.1 by using an iter-
ation scheme. In this section we are considering case dp = 2. Let (f
(n), E(n), B(n))
be defined iteratively for n ≥ 1 as solutions to the following linear system:
∂tf
(n) + pˆ · ∇xf (n) + (E(n−1) + pˆ×B(n−1)) · ∇pf (n) = 0,(42)
∂tE
(n) = ∇x ×B(n) − j(n), ∂tB(n) = −∇x × E(n),(43)
∇x · E(n) = ρ(n), ∇x · B(n) = 0.(44)
This system is equipped with initial data
(f (n), E(n), B(n))|t=0 = (f0, E0, B0)
such that (f0, E0, B0) verify the constraint equations (5) and where ρ
(n) and j(n)
are defined by
ρ(n)(t, x)
def
= 4π
∫
R
dp
f (n)(t, x, p)dp,
and
j
(n)
i (t, x)
def
= 4π
∫
R
dp
pˆif
(n)(t, x, p)dp, i = 1, ..., dp.
We will also use the convention that E(0) = 0 and B(0) = 0.
Notice that by the definition of f (n), we have ∂tρ
(n) +∇x · j(n) = 0. Therefore,
the linear Maxwell equations (43) and (44) are well-posed8 and (f (n), E(n), B(n))
are defined globally in time. We will show that they converge to a solution of the
relativistic Vlasov-Maxwell system using energy estimates. First we show
Proposition 5.2. Given initial data (f0(x, p), E0(x), B0(x)) as in the statement of
Theorem 5.1, there exists a T = T (E0,D, D) > 0 such that for all n ≥ 1, we have∑
0≤k≤D
(
‖∇kxK(n)‖2L∞t ([0,T ];L2x) + ‖w2∇
k
x,pf
(n)‖2L∞t ([0,T ];L2xL2p)
)
. E0,D.
Here the implicit constant is uniform in n ≥ 1.
Above and in the following we will use the notation K(n)
def
= (E(n), B(n)). Addi-
tionally we use the notation K˜(n)
def
= E(n) + pˆ×B(n).
Proof. Consider equation (42) when it is commuted with the derivatives ∇kx,p:
∂t∇kx,pf (n) + pˆ · ∇x∇kx,pf (n) + (E(n−1) + pˆ×B(n−1)) · ∇p∇kx,pf (n) = F (n)k ,(45)
8This can be seen, for example, by defining instead (E(n), B(n)) via the wave equations
E(n) = ∇xρ(n) + ∂tj(n) and B(n) = −∇x × j(n) with initial data (f(n), E(n), B(n))|t=0 =
(f0, E0, B0) and (∂tE(n), ∂tB(n))|t=0 = (∇x × B0 − j0,−∇x ×E0).
One then shows that (∂tE(n) −∇x ×B(n) + j(n−1)) = 0 with zero initial data and similarly
for the other equations in (43) and (44). Thus the solutions to the wave equations are indeed the
solutions to the Maxwell equations.
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where Fk denotes all of the remaining terms. It obeys the bound
(46) |F (n)k | .
∑
i+j=k
0≤j≤k−1
p−i0 |∇x∇jx,pf (n)|+
∑
i+j=k
0≤j≤k−1
|∇ix,pK˜(n−1)||∇p∇jx,pf (n)|.
We recall (12) and then we multiply (45) by w2(p)
2∇kx,pf and integrate in [0, s]×
R
2
x × R2p to obtain
1
2
∫
[0,s]×R2x×R
2
p
w2(p)
2 ∂
∂t
(∇kx,pf (n)(t))2dp dx dt
+
1
2
∫
[0,s]×R2x×R
2
p
w2(p)
2pˆ · ∇x(∇kx,pf (n))2dp dx dt
+
1
2
∫
[0,s]×R2x×R
2
p
w2(p)
2(E(n−1) + pˆ×B(n−1)) · ∇p(∇kx,pf (n))2dp dx dt
. ‖w22F (n)k ∇kx,pf (n)‖L1t ([0,T ];L1xL1p)
. ‖w2∇kx,pf (n)‖L∞t ([0,T ];L2xL2p)‖w2F
(n)
k ‖L1t ([0,T ];L2xL2p).
The first term on the left hand side is equal to
‖w2∇kx,pf (n)(s)‖2L2xL2p − ‖w2∇
k
x,pf0‖2L2xL2p .
The second term on the left hand side vanishes. This can be seen after integrating
by parts in x. We integrate by parts in the third term on the left hand side and
control it using Ho¨lder’s inequality (up to a constant) by
‖w2∇kx,pf (n)‖L∞t ([0,T ];L2xL2p)‖ log(1 + p0)K˜(n−1)∇kx,pf (n)‖L1t ([0,T ];L2xL2p).
Putting these together, and taking the supremum of ‖w2∇kx,pf (n)(s)‖2L2xL2p over all
s ∈ [0, T ], we get
‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p) . ‖w2∇
k
x,pf0‖2L2xL2p
+ ‖w2∇kx,pf (n)‖L∞t ([0,T ];L2xL2p)
×
(
‖w2F (n)k ‖L1t([0,T ];L2xL2p)
+‖ log(1 + p0)K˜(n−1)∇kx,pf (n)‖L1t ([0,T ];L2xL2p)
)
.
Absorbing ‖w2∇kx,pf (n)‖L1t ([0,T ];L2xL2p) to the left hand side, we get
‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p)
. ‖w2∇kx,pf0‖2L2xL2p + ‖ log(1 + p0)K˜
(n−1)∇kx,pf (n)‖2L1t([0,T ];L2xL2p)
+ ‖w2F (n)k ‖2L1t ([0,T ];L2xL2p).
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Taking into account the form of F
(n)
k in (46), we thus have
(47) ‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p)
. ‖w2∇kx,pf0‖2L2xL2p + ‖ log(1 + p0)K˜
(n−1)∇kx,pf (n)‖2L1t([0,T ];L2xL2p)
+
∑
i+j=k
0≤j≤k−1
‖w2∇ix,pK˜(n−1)∇p∇jx,pf (n)‖2L1t([0,T ];L2xL2p)
+
∑
0≤j≤k−1
‖ log(1 + p0)∇x∇jx,pf (n)‖2L1t ([0,T ];L2xL2p).
This completes our weighted L2x,p estimate for ∇kx,pf (n).
We now derive an analogous L2 estimate for ∇kxK(n). We take the first equation
in (43) and multiply it by E(n). We similarly consider the second equation in (43)
multiplied by B(n). This yields
‖K(n)‖2L∞t ([0,T ];L2x) . ‖K0‖
2
L2x
+ ‖f (n)‖2L1t ([0,T ];L2xL1p)
. ‖K0‖2L2x + ‖w2f
(n)‖2L1t ([0,T ];L2xL2p),
since
∫
R2
p−20 log
−2(1 + p0)dp . 1. Commuting equations (43) with ∇kx, similarly
(48) ‖∇kxK(n)‖2L∞t ([0,T ];L2x) . ‖∇
k
xK0‖2L2x + ‖w2∇
k
xf
(n)‖2L1t([0,T ];L2xL2p).
Adding (47) and (48) for 0 ≤ k ≤ D and controlling the time integral by a pointwise
L∞t time bound, we obtain
(49)
∑
0≤k≤D
(
‖∇kxK(n)‖2L∞t ([0,T ];L2x) + ‖w2∇
k
x,pf
(n)‖2L∞t ([0,T ];L2xL2p)
)
.
∑
0≤k≤D
(
‖∇kxK0‖2L2x + ‖w2∇
k
x,pf0‖2L2xL2p
)
+M1,
where
M1
def
= T 2‖K(n−1)‖2L∞t ([0,T ];L∞x )
∑
0≤k≤D
‖ log(1 + p0)∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p)
+ T 2
∑
0≤k≤D
‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p) + T
2M2.
We define M2 above as in the following:
M2
def
=
∑
0≤k≤D
∑
i+j=k
0≤j≤k−1
‖w2∇ixK˜(n−1)∇p∇jx,pf (n)‖2L∞t ([0,T ];L2xL2p)
.
∑
i+j≤D
0≤i≤D−2
‖∇ixK(n−1)‖2L∞t ([0,T ];L∞x )‖w2∇
j
x,pf
(n)‖2L∞t ([0,T ];L2xL2p)
+
∑
i+j≤D
0≤j≤D−2
‖∇ixK(n−1)‖2L∞t ([0,T ];L2x)‖w2∇
j
x,pf
(n)‖2L∞t ([0,T ];L∞x L2p)
+ ‖∇2xK(n−1)‖2L∞t ([0,T ];L4x)‖w2∇
2
x,pf
(n)‖2L∞t ([0,T ];L4xL2p).
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The last term in the upper bound is only needed for the case D = 3. Notice that
|∇x(‖∇kx,pf‖2L2p(t, x))| =2
∣∣∣∣
∫
∇kx,pf∇x∇kx,pfdp
∣∣∣∣
≤2(‖∇kx,pf‖L2p(t, x))(‖∇k+1x,p f‖L2p(t, x)).
Dividing through by 2‖∇kf‖2L2p(t, x), we have
(50) |∇x(‖∇kx,pf‖L2p(t, x))| ≤ ‖∇k+1x,p f‖L2p(t, x).
We will also use the following Gagliardo-Nirenberg inequality in 2D. Let G : R2 → R
be a real-valued function. Then
(51) ‖G‖L4(R2) . ‖G‖
1
2
L2(R2)‖∇G‖
1
2
L2(R2).
Further we record the Sobolev embedding:
(52) ‖G‖L∞(R2x) . ‖G‖H2(R2x).
Using (50), the Sobolev embedding (52), and the Gagliardo-Nirenberg inequality
(51), we obtain
M1 . T
2
∑
0≤k≤D
‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p)
+ T 2
∑
0≤k≤D
‖∇kxK(n−1)‖2L∞t ([0,T ];L2x)
∑
0≤k≤D
‖w2∇kx,pf (n)‖2L∞t ([0,T ];L2xL2p).
We plug this estimate into (49). Then, choosing T appropriately small depending
on the initial norm E0,D, we can apply a simple induction argument to show that∑
0≤k≤D
(
‖∇kxK(n)‖2L∞t ([0,T );L2x) + ‖w2∇
k
x,pf
(n)‖2L∞t ([0,T );L2xL2p)
)
. E0,D,
where this bound will hold uniformly for all n ≥ 1. 
To proceed, we define the following energy for the difference of the iterates for
n ≥ 1 and D ≥ 3:
E˜(n)T,D−1
def
=
∑
0≤k≤D−1
‖∇kx(K(n) −K(n−1))‖2L∞t ([0,T ];L2x)
+
∑
0≤k≤D−1
‖w2∇kx,p(f (n) − f (n−1))‖2L∞t ([0,T ];L2xL2p).
We now show that in fact (f (n), E(n), B(n)) is a Cauchy sequence.
Proposition 5.3. Given initial data (f0(x, p), E0(x), B0(x)) as in the statement
of Theorem 5.1 and E0,D from (39), then for D ≥ 3 there exists a positive time
T = T (E0,D, D) ≪ 1 such that for all n ≥ 1 we have the following estimate for
some constant C > 0:
E˜(n)T,D−1 ≤
(
CE0,DT 2
)n−1
.
In particular, by choosing T smaller if necessary, K(n) is a Cauchy sequence in
L∞t ([0, T ];H
D−1
x ) and f
(n) is a Cauchy sequence in L∞t ([0, T ];H
D−1(w22(p)dpdx)).
Moreover, the limits f ∈ L∞t ([0, T ];HD(w22(p)dpdx)) and K ∈ L∞t ([0, T ];HDx ) give
rise to a unique local solution to the 2D relativistic Vlasov-Maxwell system (3), (4),
(5).
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Proof. We now derive the energy estimates for the difference of solutions f (n) −
f (n−1) and K(n) −K(n−1). Similar to the previous proposition we have(
∂t + pˆ · ∇x + K˜(n−1) · ∇p
)
∇kx,p
(
f (n) − f (n−1)
)
= H
(n)
k ,
where H
(n)
k satisfies the upper bound∣∣∣H(n)k ∣∣∣ . ∑
i+j=k
∣∣∣∇ix,p (K˜(n−1) − K˜(n−2))∣∣∣ ∣∣∣∇p∇jx,pf (n−1)∣∣∣
+
∑
i+j=k
i6=0
∣∣∣∇ix,pK˜(n−1)∣∣∣ ∣∣∣∇p∇jx,p (f (n) − f (n−1))∣∣∣
+
∑
i+j=k
i6=0
p−i0
∣∣∣∇x∇jx,p (f (n) − f (n−1))∣∣∣ .
Since the initial data terms coincide, similar to the estimates (47) and (48) we get
E˜(n)T,D−1 .
∑
0≤k≤D−1
‖w2∇kx,p(f (n) − f (n−1))‖2L1t ([0,T ];L2xL2p)
+
∑
0≤k≤D−1
∑
i+j=k
‖w2∇ix,p(K˜(n−1) − K˜(n−2))∇p∇jx,pf (n−1)‖2L1t([0,T ];L2xL2p)
+
∑
0≤k≤D−1
∑
i+j=k
i6=0
‖w2∇ix,pK˜(n−1)∇p∇jx,p(f (n) − f (n−1))‖2L1t ([0,T ];L2xL2p)
+
∑
0≤k≤D−1
‖ log(1 + p0)K˜(n−1)∇kx,p(f (n) − f (n−1))‖2L1t ([0,T ];L2xL2p).
Similar to the proof of the previous proposition, using (50), (51) and (52) we obtain
E˜(n)T,D−1 . T 2E˜(n)T,D−1 + T 2E0,DE˜(n−1)T,D−1 + T 2E0,DE˜(n)T,D−1,
where the implicit constant does not depend upon n ≥ 1. Then a simple induction
argument gives the desired estimate.
In particular the sequence f (n) is Cauchy in L∞t ([0, T ];H
D−1(w22(p)dpdx)) and
the sequences E(n) and B(n) are Cauchy in L∞t ([0, T ];H
D−1
x ) with D ≥ 3. Using
also the uniform bounds in Proposition 5.2, sending n → ∞, we can therefore
straightforwardly define the limits f ∈ L∞t ([0, T ];HD(w2(p)2dpdx)), and (E,B) ∈
L∞t ([0, T ];H
D
x ).
The same estimates as above will also control the difference of two solutions and
this then shows that the solution constructed is unique. 
5.2. Continuation Criteria. We now prove the continuation criterion. To this
end, it suffices to work with the actual solution (instead of an approximating se-
quence) and show that as long as ‖K‖L1t([0,T∗);L∞x ), ‖∇xK‖L1t([0,T∗);L∞x ) and also
‖w2∇x,pf‖L1t([0,T∗);L∞x L2p) are bounded, then ET,D from (40) is additionally bounded.
This will allow us to invoke the local existence theorem to contradict the maximality
of T∗. We now prove the following continuation criterion:
STRICHARTZ ESTIMATES AND MOMENT BOUNDS I: THE 2-D AND 2 12 -D CASES 21
Proposition 5.4. To continue a solution, we recall the quantity A(t) from (41)
and we suppose that ‖A‖L1t([0,T∗)) <∞. Then, recalling (40), for D ≥ 0 we have√ET∗,D ≤ C∗ <∞,
where C∗ = C∗(E0,D, ‖A‖L1t([0,T∗)), T∗, D) is a positive constant depending on E0,D,‖A‖L1t([0,T∗)), D and T∗ only.
Proof. We will prove Proposition 5.4 via induction on the number of derivatives
D ≥ 0. The energy inequality in (47) and (48) with f and K (instead of f (n) and
K(n)) yields √ET∗,D .√E0,D + M˜D,
where we remark that we removed the squares in (47) and (48) and
(53) M˜D
def
=
∑
0≤k≤D
∑
i+j=k
0≤j≤k−1
‖w2∇ix,pK˜∇p∇jx,pf‖L1t([0,T∗);L2xL2p)
+
∑
0≤k≤D
‖ log(1 + p0)|K|∇kx,pf‖L1t([0,T∗);L2xL2p)
+
∑
0≤k≤D
‖w2∇kx,pf‖L1t([0,T∗);L2xL2p).
Considering the first term above, we have the estimate
(54)
∑
0≤k≤D
∑
i+j=k
0≤j≤k−1
‖w2∇ix,pK˜∇p∇jx,pf‖L1t([0,T∗);L2xL2p)
.
∥∥∥A(t)√Et,D∥∥∥
L1t ([0,T∗))
+
∑
i+j≤D
1≤j≤D−2
2≤i≤D−1
∫ T∗
0
‖∇ixK‖L4x‖w2∇p∇jx,pf‖L4xL2p dt
Note that the sum
∑
i+j≤D
1≤j≤D−2
2≤i≤D−1
is empty when 0 ≤ D ≤ 2, i.e., when 0 ≤ D ≤ 2 the
second term is not present at all. Now we can start the induction; when 0 ≤ D ≤ 2
we have
M˜D .
∫ T∗
0
dt (A(t) + 1)
√
Et,D (0 ≤ D ≤ 2)
Using Gronwall’s inequality, we then have√
ET∗,D ≤ C˜∗
√
E0,D (0 ≤ D ≤ 2),
where C˜∗ < ∞ is a positive constant depending only on ‖A‖L1t([0,T∗)) and T∗.
Further suppose that for some integer J ≥ 2 we have
(55)
√
ET∗,D . C˜∗J (0 ≤ D ≤ J),
where C˜∗J < ∞ is a positive constant depending only on
√E0,J , ‖A‖L1t([0,T∗)), T∗
and J . We will prove the same inequality holds for J + 1.
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To this end we estimate last term in (54) when D = J + 1. We apply (51) and
(50), when 1 ≤ j ≤ D − 2 and 2 ≤ i ≤ D − 1, and we use (55) to get∫ T∗
0
‖∇ixK‖L4x‖w2∇p∇jx,pf‖L4xL2p dt
.
∫ T∗
0
‖∇ixK‖
1
2
L2x
‖∇i+1x K‖
1
2
L2x
‖w2∇j+1x,p f‖
1
2
L2xL
2
p
‖w2∇j+2x,p f‖
1
2
L2xL
2
p
dt
. C˜∗J
∫ T∗
0
‖∇i+1x K‖
1
2
L2x
‖w(p)∇j+2x,p f‖
1
2
L2xL
2
p
dt
. C˜∗J
∫ T∗
0
√
Et,J+1 dt.
Substituting this into (53) and (54) using similar estimates and applying Gronwall’s
inequality, we obtain the desired result. 
6. The two dimensional case: Global existence
In this section we prove that the local existence theorem can be extended globally
in time. Specifically in Theorem 5.1 we proved that the local classical solution can
be continued as long as certain norms of the solution remain finite. In particular
Section’s 6.1 and 6.4 are devoted to proving that these norms are in fact bounded
and the unique solution is therefore global in time. To achieve this, we fix T > 0
and will bound ‖A‖L1t([0,T );L∞x ), where A is defined as in (41).
In the following, we first prove moment bounds for f and estimates for E and B in
some Strichartz norms. These bounds will be obtained in Section 6.2 after recalling
the Glassey-Schaeffer decomposition of the electromagnetic fields in Section 6.1.
Finally, in Section 6.4, we will show that these bounds in fact imply stronger control
for f , E, B and their first derivatives, thus guaranteeing (by the local existence
theorem) that the solution is global.
In the proofs of the main theorems below, we will use the notation A . B to
mean that A ≤ CB where the implicit constant (C ≥ 0) may depend on any of the
conserved quantities in Section 2 and it can also depend upon the time T > 0. Since
we will also prove the growth bound (27) of ‖E‖L∞t ([0,T );L∞x ) and ‖B‖L∞t ([0,T );L∞x ),
we will need to track this dependence on T . In Sections 6.1-6.3, we will allow
the implicit constant in . to depend on T at most polynomially. After deriving
estimates for E and B in L∞x , we will proceed in Sections 6.4 and 6.5 to obtain
bounds for the first derivatives for E, B and f . In these two sections, we will not
optimize the dependence on T and will allow the implicit constant to have arbitrary
dependence on T . Nevertheless, since T is arbitrary, we obtain a global solution by
Theorem 5.1.
6.1. Glassey-Schaeffer decomposion of the electromagnetic fields. In or-
der to obtain the necessary estimates to apply Theorem 5.1 to obtain the global
existence of solutions, we need to control the electromagnetic field by the particle
density and the electromagnetic field itself (and not their derivatives). To this end,
we use the Glassey-Schaeffer representation of the electromagnetic fields. More
precisely, in [5], [6], Glassey-Schaeffer showed that the electromagnetic fields can
be decomposed into
Ei(t, x) = Ei = E˜i0 + E
i
S + E
i
T , (i = 1, 2),
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and
B(t, x) = B = B˜0 +BS +BT ,
where E˜i0 and B˜0 depend only on the initial data.
9
Further define ξ
def
= y−xt−s ; then the other terms in E
i are given by
EiT = −2
∫ t
0
∫
|y−x|≤t−s
∫
R2
(1− |pˆ|2)(ξi + pˆi)
(1 + pˆ · ξ)2
f(s, y, p)dp dy ds,
(t− s)
√
(t− s)2 − |y − x|2
and
EiS =
∫ t
0
∫
|y−x|≤t−s
∫
R2
esi · ((E1 + pˆ2B,E2 − pˆ1B)f)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
where
esij
def
= −2δij − pˆipˆj
1 + pˆ · ξ
1
p0
+ 2
(ξi + pˆi)(ξj − (ξ · pˆ)pˆj)
(1 + pˆ · ξ)2
1
p0
(j = 1, 2).
Further the terms in B can be expressed as
BT = 2
∫ t
0
∫
|y−x|≤t−s
∫
R2
(1− |pˆ|2)(ξ ∧ pˆ)
(1 + pˆ · ξ)2
f(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
and
BS =
∫ t
0
∫
|y−x|≤t−s
∫
R2
bs · ((E1 + pˆ2B,E2 − pˆ1B)f)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
where
bsj
def
= 2
ξ1δj2 − ξ2δj1
(1 + pˆ · ξ)p0 − 2
(ξ ∧ pˆ)pˆj
(1 + pˆ · ξ)p0 −
(ξ ∧ pˆ)(ξj − (ξ · pˆ)pˆj)
(1 + pˆ · ξ)2p0 (j = 1, 2).
In these expressions the two dimensional cross product is a ∧ b def= a1b2 − a2b1 for
two vectors a = (a1, a2) and b = (b1, b2).
We will use the following abbreviated notations
|K| def= |(E,B)|, |KS | def= |ES |+ |BS |, |KT | def= |ET |+ |BT |.
We further divide KS into KS,1,KS,2 ≥ 0 where
|KS | ≤ KS,1 +KS,2,
andKS,2 contains only the good components Kg from (38) but KS,1 is less singular.
Then the following bounds are proved in [6]:
Proposition 6.1 (Glassey-Schaeffer [6]). The following estimates hold:
|KT (t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p) dp dy ds
p20(1 + pˆ · ξ)
3
2 (t− s)
√
(t− s)2 − |y − x|2 ,(56)
|KS,1(t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R2
(|K|f)(s, y, p) dp dy ds
p0
√
(t− s)2 − |y − x|2 ,(57)
|KS,2(t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R2
(Kgf)(s, y, p) dp dy ds
(1 + pˆ · ξ)p0
√
(t− s)2 − |y − x|2 .(58)
9Moreover, these initial data terms have C1 and H3 norms depending only on the initial data
norms (13) - (17) for f0 in Theorem 1.2 and the time interval [0, T ].
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Proof. To obtain the first bound (56), it suffices to note that
(1 − |pˆ|2)(ξi + pˆi)
(1 + pˆ · ξ)2 .
1
p20(1 + pˆ · ξ)
3
2
,
(1− |pˆ|2)(ξ ∧ pˆ)
(1 + pˆ · ξ)2 .
1
p20(1 + pˆ · ξ)
3
2
.
These easily follow from the following facts:
1− |pˆ|2 = 1
p20
and
|ξi + pˆi|+ |ξ ∧ pˆ| . (1 + pˆ · ξ) 12 .
The remaining bounds (57) and (58) can be found in Lemma 2 of [6]. 
We will derive some further estimates for KT and KS,2 in this decomposition so
that we can apply Strichartz estimates. To this end, we need the following lemma:
Lemma 6.2. Suppose |y − x| ≤ (t− s) and ξ = y−xt−s , then we have the estimates:
(59)
∫
R2
f(s, y, p)dp
p0(1 + pˆ · ξ) .
(
∫
R2
p20f(s, y, p)dp)
2
5
(1 − |ξ|2) 25 ,
and
(60)
∫
R2
f(s, y, p)dp
p0(1 + pˆ · ξ) . (
∫
R2
p40f(s, y, p)dp)
2
5 .
Proof. We first prove the estimate (59). We will control the integral separately for
small and large momenta. Let R be a constant to be chosen later. Define the angle
θ ∈ (−π, π] by
−pˆ · ξ = |pˆ||ξ| cos θ.
Notice that
(61) (1 + pˆ · ξ)−1 . min
{
1
θ2
,
1
1− |ξ|2 , p
2
0
}
.
For |p| ≤ R, we write the dp integral in polar coordinates to get
(62)
∫
|p|≤R
f(s, y, p)dp
p0(1 + pˆ · ξ) .
∫ R
0
∫ π
−π
1
p0(1 + pˆ · ξ) |p| dθ d|p|
.
∫ R
0
∫
[−π,π]\[−R−1,R−1]
1
θ2
dθ d|p|+
∫ R
0
∫ R−1
−R−1
p20 dθ d|p| . 1 +R2.
For |p| ≥ R, we use 11+pˆ·ξ . 11−|ξ|2 to get∫
|p|≥R
f(s, y, p)dp
p0(1 + pˆ · ξ) .
1
〈R〉3(1− |ξ|2)
∫
|p|≥R
p20f(s, y, p)dp.(63)
Taking R =
(
∫
R2
fp20 dp)
1
5
(1−|ξ|2)
1
5
, (62) and (63) imply the first estimate (59) when R ≥ 1.
We now turn to the second estimate (60). As before, we will consider large and
small momenta separately. For |p| ≤ R, we use the estimate (62). For |p| ≥ R, we
use 11+pˆ·ξ . p
2
0 to get∫
|p|≥R
f(s, y, p)dp
p0(1 + pˆ · ξ) .
1
〈R〉3
∫
|p|≥R
p40f(s, y, p)dp.(64)
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Let R = (
∫
R2
p40f(s, y, p)dp)
1
5 . Then (62) and (64) imply the second estimate (60)
when R ≥ 1. If the previously chosen R’s are ≤ 1 then the desired estimates are
proven more easily using instead (63) and (64) with R = 0. 
Using this lemma, we can then derive the following estimates for KT . We allow
a parameter ǫ > 0 in our bound, which we will later choose to be some inverse
power of some moments of f .
Proposition 6.3. For every ǫ ∈ (0, 1], KT obeys the following estimate:
(65) |KT (t, x)| . ǫ− 110
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Proof. We will begin with the upper bound from (56). Notice that by (61), we have
1
p20(1 + pˆ · ξ)
3
2
.
1
p0(1 + pˆ · ξ) .
It therefore suffices to control
∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p) dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2 .
We will divide the region of integration into |y−x| ≤ (1−ǫ)(t−s) and (1−ǫ)(t−s) <
|y − x| ≤ (t− s).
We first consider the integration region |y − x| ≤ (1 − ǫ)(t − s). Using (59) in
Lemma 6.2 and the Ho¨lder’s inequality (with q = 53 and q
′ = 52 ), we obtain
(66)
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
∫
R2
f(s, y, p) dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2
.
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
(
∫
R2
p20f(s, y, p) dp)
2
5 dy ds
(1− |ξ|2) 25 (t− s)
√
(t− s)2 − |y − x|2
.
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
1
(t− s) 85 (1− |ξ|2) 710 ×
(
∫
R2
p20f(s, y, p) dp)
2
5(
(t− s)2 − |y − x|2) 210 dy ds
.
(∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
dy ds
(t− s) 83 (1− |ξ|2) 76
) 3
5
×
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
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We now control the first factor. Recalling ξ = y−xt−s , we get
(67)
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
dy ds
(t− s) 83 (1− |ξ|2) 76
.
∫ t
0
∫
|ξ|≤1−ǫ
dξ ds
(t− s) 23 (1 − |ξ|2) 76
.
∫ t
0
ds
(t− s) 23
∫
|ξ|≤1−ǫ
dξ
(1 − |ξ|2) 76 . ǫ
− 16 .
Therefore, returning to (66), we have
(68)
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
∫
R2
f(s, y, p) dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2
. ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
We now turn to the remaining integration region (1− ǫ)(t− s) < |y − x| ≤ (t− s).
For this region, we use (60) instead to obtain
∫ t
0
∫
1−ǫ< |y−x|
t−s ≤1
∫
R2
f(s, y, p) dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2
.
∫ t
0
∫
1−ǫ< |y−x|
t−s ≤1
(
∫
R2
p40f(s, y, p) dp)
2
5 dy ds
(t− s)
√
(t− s)2 − |y − x|2
.
∫ t
0
∫
1−ǫ< |y−x|
t−s ≤1
1
(t− s) 85 (1− |ξ|2) 310 ×
(
∫
R2
p40f(s, y, p) dp)
2
5(
(t− s)2 − |y − x|2) 210 dy ds
def
= A2.
where
(69) A2 .
(∫ t
0
∫
1−ǫ<
|y−x|
t−s ≤1
dy ds
(t− s) 83 (1− |ξ|2) 12
) 3
5
×
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
We now control the first factor.
(70)
∫ t
0
∫
(1−ǫ)< |y−x|
t−s ≤1
dy ds
(t− s) 83 (1− |ξ|2) 12
.
∫ t
0
∫
(1−ǫ)<|ξ|≤1
dξ ds
(t− s) 23 (1− |ξ|2) 12
.
∫ t
0
ds
(t− s) 23
∫
(1−ǫ)<|ξ|≤1
dξ
(1− |ξ|2) 12 . ǫ
1
2 .
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Therefore, returning to (69), we get
(71)
∫ t
0
∫
(1−ǫ)< |y−x|
t−s ≤1
∫
R2
f(s, y, p) dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2
. ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
We obtain the conclusion of the proposition after combining (68) and (71). 
Remark 6.4. Notice that we have in fact proved a slightly stronger result. The
proof of Proposition 6.3 shows that for all non-negative functions F (t, s, x, y), G(s, y)
and H(s, y) satisfying
F (t, s, x, y) .
G(s, y)
2
5
(1− |ξ|2) 25 ,
and
F (t, s, x, y) . H(s, y)
2
5 ,
in the region |y − x| ≤ (t− s), we have
∫ t
0
∫
|y−x|≤(t−s)
F (t, s, x, y) dy ds
(t− s)
√
(t− s)2 − |y − x|2
.ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
G(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
H(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
for every ǫ ∈ (0, 1].
We then show that KS,2 obeys the same bound after applying the conservation
law in Proposition 2.2.
Proposition 6.5. For every ǫ ∈ (0, 1], KS,2 obeys the following estimate:
|KS,2(t, x)| . ǫ− 110
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Proof. We recall the estimate (58). As in the proof of Proposition 6.3, we first
derive the estimate in the region |y− x| ≤ (1− ǫ)(t− s) and then obtain the bound
in the region |y−x| > (1− ǫ)(t− s). In the first region, we apply (59) and Ho¨lder’s
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inequality to get
(72)
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
∫
R2
Kg(s, y)f(s, y, p)
p0(1 + pˆ · ξ)
(
(t− s)2 − |y − x|2) 12 dp dy ds
.
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
Kg(s, y)(
∫
R2
p20f(s, y, p) dp)
2
5 dy ds
(1 − |ξ|2) 25
√
(t− s)2 − |y − x|2
.
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
Kg(s, y)
(t− s) 35 (1− |ξ|2) 710 ×
(
∫
R2
p20f(s, y, p) dp)
2
5(
(t− s)2 − |y − x|2) 210 dy ds
.
(∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
Kg(s, y)
5
3 dy ds
(t− s)(1− |ξ|2) 76
) 3
5
×
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
We will now bound the integral
∫ t
0
∫
|y−x|
(t−s)
≤(1−ǫ)
K
5
3
g dy ds
(t− s)(1 − |ξ|2) 76 .(73)
We use the conservation law in Proposition 2.2. To proceed, we will use a series of
changes of variable from [4, 5, 6]. In particular, one of the coordinate functions ψ
is a null variable which measures the distance to the cone {|y − x| = (t− s)}.
We first introduce this change of variables in the whole region {|y−x| ≤ (t−s)}.
We expand out the integrals as∫ t
0
ds
∫
|y−x|≤t−s
dy =
∫ t
0
ds
∫ t−s
0
dr
∫
|y−x|=r
dSy
Then we will do the change of variables ψ = 12 (t− s− r) in the r integration. After
that we apply Fubini’s theorem to interchange the order of integration. Then
∫ t
0
ds
∫ t−s
0
dr
∫
|y−x|=r
dSy =
1
2
∫ t
0
ds
∫ 1
2 (t−s)
0
dψ
∫
|y−x|=t−s−2ψ
dSy
=
1
2
∫ t/2
0
dψ
∫ t−2ψ
0
ds
∫
|y−x|=t−s−2ψ
dSy.
We now return to the region r ≤ (1− ǫ)(t− s) which appears in (73). We have
∫ t
0
ds
∫ (1−ǫ)(t−s)
0
dr
∫
|y−x|=r
dSy =
∫ t
0
ds
∫ 1
2 (t−s)
ǫ 12 (t−s)
dψ
∫
|y−x|=t−s−2ψ
dSy
=
∫ t
2
ǫ t2
dψ
∫ t−2ψ
0
ds
∫
|y−x|=t−s−2ψ
dSy
+
∫ ǫ t2
0
dψ
∫ t−2ψ
t− 2
ǫ
ψ
ds
∫
|y−x|=t−s−2ψ
dSy.
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In order to bound (73), we first note that in this coordinate system, we have
(74) 1− |ξ|2 = 4ψ(t− s− ψ)
(t− s)2 .
Therefore, writing the integral (73) in this coordinate system, we have
(75)
∫ t
0
∫
|y−x|≤(1−ǫ)(t−s)
K
5
3
g dy ds
(t− s)(1 − |ξ|2) 76
.
∫ t
2
ǫ t2
dψ
∫ t−2ψ
0
ds
∫
|y−x|=t−s−2ψ
dSy
K
5
3
g (t− s) 43
ψ
7
6 (t− s− ψ) 76
+
∫ ǫ t2
0
dψ
∫ t−2ψ
t− 2
ǫ
ψ
ds
∫
|y−x|=t−s−2ψ
dSy
K
5
3
g (t− s) 43
ψ
7
6 (t− s− ψ) 76 .
Notice that by the conservation law in Proposition 2.2, the integrals of |Kg|2 can
be bounded after taking supremum in ψ, i.e.,
(76) G(t− 2ψ) def=
∫ t−2ψ
0
∫
|y−x|=t−s−2ψ
|Kg|2dSy ds ≤ sup
ψ
G(t− 2ψ) . 1.
Thus we will use Ho¨lder’s inequality; in this way the first line on the right hand
side of (75) can be controlled by
(77)
∫ t
2
ǫ t2
dψ
ψ
7
6
(G(t− 2ψ)) 56 (
∫ t−2ψ
0
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6
and the second line of the right hand side of (75) can be bounded by
(78)
∫ ǫ t2
0
dψ
ψ
7
6
(G(t− 2ψ)) 56 (
∫ t−2ψ
t− 2ψ
ǫ
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6 .
Then in order to estimate (77) and (78), we now need to bound
(79)
∫ t
2
ǫ t2
1
ψ
7
6
(
∫ t−2ψ
0
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6 dψ
and
(80)
∫ ǫ t2
0
1
ψ
7
6
(
∫ t−2ψ
t− 2ψ
ǫ
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6 dψ.
We make the simple observation that
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 =(1 +
ψ
t− s− ψ )
7((t− s− ψ)2 − ψ2)
.(t− s− ψ)2 + ψ2 + ψ
7
(t− s− ψ)5 +
ψ9
(t− s− ψ)7 .
(81)
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To control the term (79), we apply (81) to get
∫ t
2
ǫ t2
1
ψ
7
6
(
∫ t−2ψ
0
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6 dψ
.
∫ t
2
ǫ t2
1
ψ
7
6
(1 + ψ3 +
ψ7
(t− ψ)4 +
ψ9
(t− ψ)6 )
1
6 dψ
.
∫ t
2
ǫ t2
( 1
ψ
7
6
+
1
(t− ψ) 23 +
ψ
1
3
(t− ψ)
)
dψ . ǫ−
1
6 .
(82)
Notice that in the above, we have absorbed the dependence on t in the implicit
constant. Similarly, we apply (81) to control (80):
∫ ǫ t2
0
1
ψ
7
6
(
∫ t−2ψ
t− 2ψ
ǫ
(t− s)8(t− s− 2ψ)
(t− s− ψ)7 ds)
1
6 dψ
.
∫ ǫ t2
0
1
ψ
7
6
(
(ψ
ǫ
)3
+ ψ3)
1
6 dψ
.
∫ ǫ t2
0
( 1
ǫ
1
2ψ
2
3
+
1
ψ
2
3
)
dψ . ǫ−
1
6 .
(83)
Now the estimates (75), (77), (78), (82) and (83) together imply that we have the
bound
∫ t
0
∫
|y−x|≤(1−ǫ)(t−s)
K
5
3
g dy ds
(t− s)(1− |ξ|2) 76 . ǫ
− 16 .
Therefore, returning to (72), we have
(84)
∫ t
0
∫
|y−x|
t−s ≤(1−ǫ)
∫
R2
Kg(s, y)f(s, y, p)
p0(1 + pˆ · ξ)
(
(t− s)2 − |y − x|2) 12 dp dy ds
. ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
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We now turn to the integral over the region (1− ǫ) < |y−x|t−s ≤ 1. We use (60) in
Lemma 6.2 to obtain
(85)
∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
∫
R2
Kg(s, y)f(s, y, p)
p0(1 + pˆ · ξ)
(
(t− s)2 − |y − x|2) 12 dp dy ds
.
∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
Kg(s, y)(
∫
R2
p40f(s, y, p) dp)
2
5 dy ds√
(t− s)2 − |y − x|2
.
∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
Kg(s, y)
(t− s) 35 (1− |ξ|2) 310 ×
(
∫
R2
p40f(s, y, p) dp)
2
5(
(t− s)2 − |y − x|2) 210 dy ds
.
(∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
Kg(s, y)
5
3 dy ds
(t− s)(1 − |ξ|2) 12
) 3
5
×
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Similar to the previous case, we now estimate the integral
(86)
∫ t
0
∫
1−ǫ≤
|y−x|
t−s ≤1
K
5
3
g dy ds
(t− s)(1 − |ξ|2) 12
by changing into the null coordinates. Recalling that ψ = 12 (t− s− r), we have in
this region
∫ t
0
ds
∫ t−s
(1−ǫ)(t−s)
dr
∫
|y−x|=r
dSy =
∫ ǫ t2
0
dψ
∫ t− 2
ǫ
ψ
0
ds
∫
|y−x|=t−s−2ψ
dSy.
Moreover, recall that (74) holds. Then (86) can be rewritten as
(87)
∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
K
5
3
g dy ds
(t− s)(1 − |ξ|2) 12
= C
∫ ǫ t2
0
∫ t− 2
ǫ
ψ
0
∫
|y−x|=t−s−2ψ
K
5
3
g
ψ
1
2 (t− s− ψ) 12 dψ ds dSy.
Applying Ho¨lder’s inequality, and recalling (76), then (87) can be controlled by
(88)
∫ ǫ t2
0
1
ψ
1
2
(G(t − 2ψ)) 56 (
∫ t− 2
ǫ
ψ
0
(t− s− 2ψ)
(t− s− ψ)3 ds)
1
6 dψ.
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As in the previous case, we use Proposition 2.2 to obtain the upper bound in (76)
that G(t − 2ǫψ) . 1. The remaining contribution can be estimated by∫ ǫ t2
0
1
ψ
1
2
(
∫ t− 2
ǫ
ψ
0
(t− s− 2ψ)
(t− s− ψ)3 ds)
1
6 dψ
.
∫ ǫ t2
0
1
ψ
1
2
(
∫ t− 2
ǫ
ψ
0
1
(t− s− ψ)2 +
ψ
(t− s− ψ)3 ds)
1
6 dψ
.
∫ ǫ t2
0
1
ψ
1
2
(1 +
ǫ
ψ
+
ǫ2
ψ
)
1
6 dψ
.
∫ ǫ t2
0
(
1
ψ
1
2
+
ǫ
1
6
ψ
2
3
+
ǫ
1
3
ψ
2
3
) dψ . ǫ
1
2 .
Therefore, returning to (85), we obtain
(89)
∫ t
0
∫
1−ǫ≤ |y−x|
t−s ≤1
∫
R2
Kg(s, y)f(s, y, p)
p0(1 + pˆ · ξ)
(
(t− s)2 − |y − x|2) 12 dp dy ds
. ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R2
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Combining (84) and (89), we obtain the desired conclusion. 
Remark 6.6. Similar to Proposition 6.3, we have in fact proved a slightly stronger
result. The proof of Proposition 6.5 shows that if F (t, s, x, y), G(s, y) and H(s, y)
are non-negative functions satisfying
F (t, s, x, y) .
G(s, y)
2
5
(1− |ξ|2) 25 ,
and
F (t, s, x, y) . H(s, y)
2
5 ,
in the region |y − x| ≤ (t− s) and Kg obeys the bound as in Proposition 2.2, then∫ t
0
∫
|y−x|≤(t−s)
|Kg(s, y)|F (t, s, x, y) dy ds√
(t− s)2 − |y − x|2
.ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
G(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
H(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
for every ǫ ∈ (0, 1].
6.2. Propagation of moments. To show the global existence, uniqueness and
regularity in two dimensions, we first prove that for N > 13 as in the assumption
(13) in Theorem 1.2, ‖pN0 f‖L∞t ([0,T );L1xL1p) remains finite on bounded time intervals.
To this end, we will first show that appropriate L1tL
q
x norms of the electromag-
netic field can be controlled by an appropriate power of ‖pN0 f‖L∞t ([0,T );L1xL1p) and
‖pN0 f‖Lq′t ([0,T );L1xL1p). We first consider the KT term:
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Proposition 6.7. For N > 13 as in the assumption (13) in Theorem 1.2, there
exists q′2 <∞ sufficiently large such that we have the estimate
‖KT ‖N+2L1t([0,T );LN+2x ) . ‖fp
N
0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
,
where the implicit constant depends at most polynomially on T .
Proof. Using the estimate for KT in Proposition 6.3 and Remark 3.3 after Theo-
rem 3.1, we can apply the Strichartz estimates to |KT | 52 with ǫ− 14
∫
R2
fp20dp and
ǫ
3
4
∫
R2
fp40dp as the inhomogeneous terms. More precisely, noticing that the expo-
nents
q1 =
3k(N + 2)
(k − 3)N + (2k − 51) , r1 =
2(N + 2)
5
,
q′2 =
k(N + 2)
(k − 1)N + 2k − 17 , r
′
2 =
6(N + 2)
4N + 23
.
satisfy the assumptions of Theorem 3.1 for k > 6 and N > 13, we can use the
Strichartz estimates (Theorem 3.1) with these exponents to get
‖|KT | 52 ‖N+2
L
q1
t ([0,T );L
2(N+2)
5
x )
.ǫ−
N+2
4 ‖fp20‖N+2
L
q′
2
t ([0,T );L
6(N+2)
4N+23
x L1p)
+ ǫ
3(N+2)
4 ‖fp40‖N+2
L
q′
2
t ([0,T );L
6(N+2)
4N+23
x L1p)
.
For the remainder of the argument, we do not need the precise values of q1 and q
′
2.
It suffices to notice that q′2 <∞. Notice further that
‖KT‖(N+2)
5
2
L
5
2
q1
t ([0,T );L
N+2
x )
≈ ‖|KT | 52 ‖N+2
L
q1
t ([0,T );L
2(N+2)
5
x )
.
Then by Ho¨lder’s inequality, and allowing the implicit constant to depend at most
polynomially on T , we have
‖KT ‖N+2L1t([0,T );LN+2x )
.ǫ−
N+2
10 ‖fp20‖
2(N+2)
5
L
q′
2
t ([0,T );L
6(N+2)
4N+23
x L1p)
+ ǫ
3(N+2)
10 ‖fp40‖
2(N+2)
5
L
q′
2
t ([0,T );L
6(N+2)
4N+23
x L1p)
.
(90)
Our goal is now to control the right hand side of the above inequality. In particular
we would like to replace L
q′2
t ([0, T );L
6(N+2)
4N+23
x L
1
p) with L
q′′2
t ([0, T );L
1
xL
1
p) (for some
potentially larger q′′2 ) and to reduce the powers on the right hand side. The price
to be paid in these upper bounds is to replace p20 and p
4
0 by p
N
0 .
We will consider fixed time estimates for ‖fp20‖
L
6(N+2)
4N+23
x L1p
and ‖fp40‖
L
6(N+2)
4N+23
x L1p
separately. We first consider ‖fp20‖
L
6(N+2)
4N+23
x L1p
. We will use Proposition 4.2 with
S = 2 & M =
16N + 2
4N + 23
.
Notice that M+2S+2 =
6(N+2)
4N+23 since M + 2 =
24N+48
4N+23 .
Therefore, by the interpolation inequality Proposition 4.2, we have for every
t ∈ [0, T ) that
(91) ‖fp20‖
2(N+2)
5
L
6(N+2)
4N+23
x L1p
. ‖fpM0 ‖
4N+23
15
L1xL
1
p
.
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In the next steps we will control this final term by ‖fpN0 ‖L∞t ([0,T );L1xL1p) and the
energy ‖fp0‖L∞t ([0,T );L1xL1p) via interpolation.
We will use Ho¨lder’s inequality such that
1
q
+
1
q′
= 1, M =
1
q
+
N
q′
or q = N−1N−M and q
′ = N−1M−1 =
(4N+23)(N−1)
12N−21 . (Notice that the assumptions of this
proposition imply that q, q′ ∈ [1,∞).) Then we use an iterated Ho¨lder inequality
to achieve
(92) ‖fpM0 ‖L1xL1p = ‖f
1
q p
1
q
0 f
1
q′ p
N
q′
0 ‖L1xL1p
≤
∫
R2
dx‖fp0‖
1
q
L1p
‖fpN0 ‖
1
q′
L1p
≤ ‖fp0‖
1
q
L1xL
1
p
‖fpN0 ‖
1
q′
L1xL
1
p
. ‖fpN0 ‖
1
q′
L1xL
1
p
.
Here also ‖fpN0 ‖
1
q′
L1xL
1
p
= ‖fpN0 ‖
12N−21
(4N+23)(N−1)
L1xL
1
p
. Notice that we have used the conser-
vation law in Proposition 2.1. Combining this with (91), we obtain the following
bound for every t ∈ [0, T ):
(93) ‖fp20‖
2(N+2)
5
L
6(N+2)
4N+23
x L1p
. ‖fpM0 ‖
12N−21
15(N−1)
L1xL
1
p
= ‖fpM0 ‖
4N−7
5(N−1)
L1xL
1
p
.
We now turn to the estimate for ‖fp40‖
L
6(N+2)
4N+23
x L1p
. We use Proposition 4.2 with
S = 4 & M =
28N + 26
4N + 23
.
Notice that M+2S+2 =
6(N+2)
4N+23 since M + 2 =
36(N+2)
4N+23 .
Therefore, by the interpolation inequality Proposition 4.2, we have, for every
t ∈ [0, T ),
(94) ‖fp40‖
2(N+2)
5
L
6(N+2)
4N+23
x L1p
. ‖fpM0 ‖
4N+23
15
L1xL
1
p
.
As before, we will them control this final term by ‖fpN0 ‖L∞t ([0,T );L1xL1p) and the
energy ‖fp0‖L∞t ([0,T );L1xL1p) via interpolation.
We will use Ho¨lder’s inequality such that
1
q
+
1
q′
= 1, M =
1
q
+
N
q′
or q = N−1N−M and q
′ = N−1M−1 =
(4N+23)(N−1)
24N+3 . (As before, notice that the assumptions
of the proposition imply that q, q′ ∈ [1,∞).) Then we use an iterated Ho¨lder
inequality, as in (92), to achieve
‖fpM0 ‖L1xL1p . ‖fpN0 ‖
1
q′
L1xL
1
p
= ‖fpN0 ‖
24N+3
(4N+23)(N−1)
L1xL
1
p
.
Combining this with (94), we obtain the following bound for every t ∈ [0, T ):
(95) ‖fp40‖
2(N+2)
5
L
6(N+2)
4N+23
x L1p
. ‖fpN0 ‖
24N+3
15(N−1)
L1xL
1
p
= ‖fpN0 ‖
8N+1
5(N−1)
L1xL
1
p
.
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Taking q′2 larger if necessary, (93) and (95) imply via Ho¨lder’s inequality
‖fp20‖
2(N+2)
5
L1t ([0,T );L
6(N+2)
4N+23
x L1p)
. ‖fp40‖
2(N+2)
5
L
q′2
t ([0,T );L
6(N+2)
4N+23
x L1p)
. ‖fpN0 ‖
4N−7
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
and
‖fp40‖
2(N+2)
5
L1t([0,T );L
6(N+2)
4N+23
x L1p)
. ‖fp40‖
2(N+2)
5
L
q′2
t ([0,T );L
6(N+2)
4N+23
x L1p)
. ‖fpN0 ‖
8N+1
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
,
where as before, the implicit constants depend on T .
Substituting these bounds into (90), we derive the estimate
‖KT ‖N+2L1t([0,T );LN+2x )
.ǫ−
N+2
10 ‖fpN0 ‖
4N−7
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
+ ǫ
3(N+2)
10 ‖fpN0 ‖
8N+1
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
.
(96)
We now let
ǫ = ‖fpN0 ‖
− 2
N−1
L∞t ([0,T );L
1
xL
1
p)
.
Hence, (96) implies
‖KT‖N+2L1t ([0,T );LN+2x ) .‖fp
N
0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
+ ‖fpN0 ‖
− 3(N+2)
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
8N+1
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
.‖fpN0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
.
This concludes the proof of the proposition. 
For the KS,1 term, we have the following bound:
Proposition 6.8. For N > 13 as in the assumption (13) in Theorem 1.2, we have
the estimate
‖KS,1‖N+2L1t ([0,T );LN+2x ) . ‖fp
N
0 ‖αL∞t ([0,T );L1xL1p),
where α = N−42(N−1) < 1 and the implicit constant depends at most polynomially on
T .
Proof. We use the estimate for KS,1 in Proposition 6.1 and Remark 3.3 after The-
orem 3.1; then we can apply the Strichartz estimates to |KS,1| with ‖Kfp0 ‖L1p as
the inhomogeneous term. First, we note that for k > 8 and N > 4, the following
exponents satisfy the conditions in Theorem 3.1
q1 =
3k(N + 2)
(k − 3)N + (2k − 24) , r1 = N + 2,
q′2 =
k(N + 2)
(k − 1)N + (2k − 8) , r
′
2 =
3(N + 2)
2N + 7
,
(97)
Therefore, using Theorem 3.1 with these exponents, we have
(98) ‖KS,1‖N+2Lq1t ([0,T );LN+2x ) .
∥∥∥∥Kfp0
∥∥∥∥
N+2
L
q′2
t ([0,T );L
3(N+2)
2N+7
x L1p)
.
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Further using Ho¨lder’s inequality and allowing a constant depending at most poly-
nomially on T , we obtain
(99)
∥∥∥∥Kfp0
∥∥∥∥
N+2
L
q′
2
t ([0,T );L
3(N+2)
2N+7
x L1p)
. ‖K‖N+2L∞t ([0,T );L2x)
∥∥∥∥ fp0
∥∥∥∥
N+2
L∞t ([0,T );L
6(N+2)
N+8
x L1p)
.
∥∥∥∥ fp0
∥∥∥∥
N+2
L∞t ([0,T );L
6(N+2)
N+8
x L1p)
,
using the conservation law in Proposition 2.1. Applying the interpolation inequality,
Proposition 4.2, with
S = −1, & M = 6(N + 2)
N + 8
− 2 = 4N − 4
N + 8
,
we have
(100)
∥∥∥∥ fp0
∥∥∥∥
N+2
L∞t ([0,T );L
6(N+2)
N+8
x L1p)
. ‖fpM0 ‖
N+8
6
L∞t ([0,T );L
1
xL
1
p)
.
As in the proof of Proposition 6.7, we control this term by interpolating between
the moment bound and the conserved energy. To this end, we apply10 Ho¨lder’s
inequality as in (92) with the exponent q′ (and q determined by 1q +
1
q′ = 1):
q′ =
(N − 1)(N + 8)
3N − 12 .
Then we apply the chain of Ho¨lder’s inequality as in (92) to obtain
‖fpM0 ‖L1xL1p = ‖f
1
q p
1
q
0 f
1
q′ p
N
q′
0 ‖L1xL1p . ‖fpN0 ‖
1
q′
L1xL
1
p
.
We also used the conservation law in Proposition 2.1.
Combining this last estimate with (98), (99) and (100), we have
‖KS,1‖N+2L1t([0,T );LN+2x ) . ‖KS,1‖
N+2
L
3k(N+2)
(k−3)N+(2k−24)
t ([0,T );L
N+2
x )
. ‖fpN0 ‖
N−4
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
as desired. 
Finally, we notice that by Propositions 6.3, 6.5, and 6.7, KS,2 obeys the same
bounds as KT and therefore we have
Proposition 6.9. For N > 13 as in the initial data bound (13) in the assumptions
of Theorem 1.2, there exists q′2 <∞ sufficiently large such that we have the estimate
‖KS,2‖N+2L1t ([0,T );LN+2x ) . ‖fp
N
0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
,
where the implicit constant depends at most polynomially on T .
Combining Propositions 6.7, 6.8 and 6.9, we have the following control for the
moments of f :
10Notice in particular that N > 4.
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Proposition 6.10. For N > 13 as in the initial data bound (13) in the assumptions
of Theorem 1.2, we have the estimate
‖fpN0 ‖L∞t ([0,T );L1xL1p) ≤ C1eC1T
k1
for some constants C1 > 0 and k1 > 0.
Proof. By Proposition 4.3 and the decompositions in Section 6.1, we have
‖fpN0 ‖L∞t ([0,T );L1xL1p) . ‖f0pN0 ‖L1xL1p + 1 + ‖KT ‖N+2L1t([0,T );LN+2x ) + ‖KS‖
N+2
L1t([0,T );L
N+2
x )
.
Then using the assumption (13) on the initial data and Propositions 6.7, 6.8 and
6.9 we obtain
‖fpN0 ‖L∞t ([0,T );L1xL1p)
.1 + ‖fpN0 ‖
N−4
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
+ ‖fpN0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
.
(101)
Note that since N > 13 > 8, we have N−42(N−1) >
N+2
5(N−1) . Then notice that either
‖fpN0 ‖L∞t ([0,T );L1xL1p) ≤ 1 in which case we are done; or we can divide the (101)
through by ‖fpN0 ‖
N−4
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
to get
‖fpN0 ‖
N+2
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
.1 + ‖fpN0 ‖
N+2
2(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
.(102)
We can assume without loss of generality (after using Ho¨lder’s inequality and losing
a constant depending at most polynomially in T ) that q′2 ≥ N+22(N−1) . The conclusion
of the proposition thus follows from Lemma 6.11 below (with p = q′2) and noticing
that the implicit constant in (102) depends at most polynomially on T . 
It remains to prove the following Gronwall-type lemma:
Lemma 6.11. Let g(t) ≥ 0 be a non-decreasing function satisfying
(103) g(t) ≤M(t)(1 + ‖g‖Lps([0,t)))
for some p ∈ [1,∞) and some non-decreasing positive function M(t). Then
g(t) ≤ 2M(t) e4pt(M(t))p .
Proof. We can show this by a standard bootstrap argument. Assume as a bootstrap
assumption that
(104) g(t) ≤ 4M(t) e4pt(M(t))p .
We will show that under this assumption, the stronger estimate
g(t) ≤ 2M(t) e4pt(M(t))p
holds. This will imply the conclusion of the lemma. We now begin the proof. By
(103) and (104), we have
g(t) ≤M(t)(1 + 4M(t)(
∫ t
0
ep4
ps(M(t))pds)
1
p ) < M(t)(1 +
1
p
1
p
e4
pt(M(t))p)
≤M(t) +M(t) e4pt(M(t))p ≤ 2M(t) e4pt(M(t))p .
This concludes the proof of the lemma. 
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6.3. Bounds for ‖K‖L∞t ([0,T );L∞x ). In this section, we show that once the moment
bounds in the previous subsection are obtained, we can prove the L∞ bound for
the electromagnetic field:
Proposition 6.12. The following L∞ estimate for K holds:
‖K‖L∞t ([0,T ];L∞x ) ≤ CeCT
k
,
for some constants C > 0 and k > 0.
Proof. In the proof of this proposition, we will allow the implicit constants in
. to depend on T polynomially as before. First, by Proposition 6.10, we have
‖fpN0 ‖L∞t ([0,T );L1xL1p) . eC1T
k1
for N > 13 as in the initial data bound (13) in the
assumptions of Theorem 1.2. Then, by Proposition 4.2, we have
(105) ‖fp0‖L∞t ([0,T );LqxL1p) . ‖fp
3q−2
0 ‖1/qL∞t ([0,T );L1xL1p)
. 1 + ‖fpN0 ‖L∞t ([0,T );L1xL1p) . eC1T
k1
.
Here we use Proposition 4.2 with S = 1 and M = 3q − 2 for 1 ≤ q ≤ 5. Returning
to the Glassey-Schaeffer representation of K from Section 6.1 and the estimates
from Proposition 6.1, we have using
1
1 + pˆ · ξ . p
2
0
that
(106) |K|(t, x) . 1 +
∫ t
0
∫
|y−x|≤t−s
|K| ∫
R2
fp0dp√
(t− s)2 − |y − x|2 dyds
+
∫ t
0
∫
|y−x|≤t−s
∫
R2
fp0dp
(t− s)
√
(t− s)2 − |y − x|2 dyds.
Then notice that for any q > 2, the conjugate satisfies
q′ < 1 +
q′
2
< 2.
Therefore, we can bound the singularity of the wave kernel in L
2+q′
2
x . We have∫
|y−x|≤t−s
1
((t− s)2 − |y − x|2) 2+q′4
dy . (t− s)ǫ(q)
for ǫ(q) = 1− q′2 > 0. Therefore, for 2 < q ≤ 5, This allows us to put |K|
∫
R2
fp0dp
in L
q′+2
q′
x and we have
‖Kfp0‖
L
q′+2
q′
x L1p
. ‖K‖
L
q′(q′+2)
2−q′
x
‖fp0‖LqxL1p
. ‖K‖
2(2−q′)
q′(2+q′)
L2x
‖K‖
(q′)2+4q′−4
q′(q′+2)
L∞x
‖fp0‖LqxL1p
. ‖K‖
(q′)2+4q′−4
q′(q′+2)
L∞x
‖fp0‖L∞t ([0,T );LqxL1p),
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where in the second line we used that q
′(q′+2)
2−q′ > 2 and in the last line we have used
the conservation law ‖K‖L∞t ([0,T );L2x) . 1 in Proposition 2.1. Therefore, for every
0 ≤ t ≤ T , we use (106) to get
‖K(t)‖L∞x .
∫ t
0
‖K(s)‖
(q′)2+4q′−4
q′(q′+2)
L∞x
‖fp0‖L∞t ([0,T );LqxL1p)(t− s)ǫ(q)ds
+
∫ t
0
‖fp0‖L∞t ([0,T );LqxL1p)(t− s)−1+ǫ(q)ds
. eC1T
k1
(∫ t
0
‖K(s)‖
(q′)2+4q′−4
q′(q′+2)
L∞x
ds+ 1
)
.
Taking the supremum over t, we thus have
‖K‖L∞([0,T );L∞x ) . eC1T
k1
(
‖K‖
(q′)2+4q′−4
q′(q′+2)
L∞t ([0,T );L
∞
x )
+ 1
)
,
where the implicit constant depends polynomially on T . Since (q
′)2+4q′−4
q′(q′+2) < 1, this
allows one to establish a bound for ‖K‖L∞t ([0,T );L∞x ) that is growing at most CeCT
k
after taking C and k to be sufficiently large. 
6.4. Higher Regularity. In this subsection, we use the L∞x bound for K to obtain
estimates for the first derivatives of K and f . From now on, in order to lighten the
notation, we will allow arbitrary dependence of the implict constants in . on T .
In the proposition below, and in the rest of this section, we use the notation
(107) F(t) def= 1 + sup
s∈[0,t],x,p∈R2
(|∇x,pX(s; 0, x, p)|+ |∇x,pV (s; 0, x, p)|)
and
(108) B(t) def= 1+ sup
s∈[0,t],x,p∈R2
(|∇x,pX(0; s, x, p)|+ |∇x,pV (0; s, x, p)|) .
Here F(t) estimate the maximum values of the forward characteristics up to time
t, and B(t) similarly estimate the maximum values of the backward characteristics.
These are similarly defined in 2 12D. We now use the L
∞
x bounds for K and the
ODE’s for the characteristics of the Vlasov equation (7) and (8) to control the
particle density f . We have the estimates
Proposition 6.13. We have the following bounds:
(109) sup
t∈[0,T ], x∈R2
∫
R2
f(t, x, p)p30dp . 1,
and
(110) sup
t∈[0,T ], x∈R2
∫
R2
|(∇x,pf)(t, x, p)| p30dp . B(T ),
and further
(111) sup
t∈[0,T ], x,p∈R2
|(∇x,pf)(t, x, p)| . B(T ).
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Proof. We first integrate along the characteristics (7) and (8) with (9) to obtain
the standard formula
(112) f(t, x, p) = f0(X(0; t, x, p), V (0; t, x, p)).
We use this formula (112) along with the chain rule, the initial assumptions (15),
(16), (17) and the estimate in Proposition 6.12 to establish the conclusion of the
proposition. In particular, we use that Proposition 6.12 directly implies that for any
finite time interval [0, T ], the momentum-distance “travelled” by a characteristic is
bounded by a uniform constant depending only on T and the conservation laws. 
Then, to close these estimates, we thus need to control the derivatives of the
characterisitcs. This in turn requires us to control the derivatives of E and B.
Slightly abusing notation, we denote by ∇xKS and ∇xKT the sum of the absolute
values of all spatial derivatives of ES , BS , etc. More precisely,
|∇xK| def=
∑
i,j
(|∇xiEj |+ |∇xiBj |), |∇xKS| def=
∑
i,j
(|∇xiEjS |+ |∇xiBjS |),
|∇xKT | def=
∑
i,j
(|∇xiEjT |+ |∇xiBjT |)
Recalling the Glassey-Schaeffer decomposition in Section 6.1, in order to estimate
the first derivatives of K, we need to control the first derivatives of K˜0, KS and
KT . As remarked in Section 6.1, the first derivatives of K˜0 are bounded a priori by
the initial data norms (13) - (17) for f0. It is shown by Glassey-Schaeffer [5] that
∇xKS and ∇xKT can be further decomposed into ∇xKSS , ∇xKST , ∇xKTS and
∇xKTT with the following estimates.11
Proposition 6.14 (Glassey-Schaeffer [5]). KS and KT can be decomposed as
KS = KSS +KST , KT = KTS +KTT
such that the following bounds hold:
|∇xKSS | .
∫ t
0
∫
|y−x|≤t−s
∫
R2
p30(|K|2f)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
and12
|∇xKST | .Data+
∫ t
0
∫
|y−x|≤t−s
∫
R2
p30
(|K|f)(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
+
∫ t
0
∫
|y−x|≤t−s
∫
R2
p30
(
(|∇xK|+ ρ)f
)
(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
and further
|∇xKTS| . Data+
∫ t
0
∫
|y−x|≤t−s
∫
R2
p30(|K|f)(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds,
11 In Theorem 3 of [5], the bounds for the derivatives of K were derived without tracking the
exact dependence on p0. This is sufficient for the argument in [5] since the momentum support
is bounded. In our situation, we need a more precise bound in terms of p0. Nevertheless, for
the terms with the magnetic field B, this can be easily read off after performing integration by
parts as in [5] on the formulas (4.2), (4.3) and (4.12) in [5]. The analogous estimates for E can
be derived similarly.
12Strictly speaking in [5], Glassey-Schaeffer obtain |∂tK| instead of ρ in the upper bound of
|∇xKST |. However one easily obtains the bound of ρ by using equation (4).
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and lastly (for any small δ > 0) we have
|∇xKTT | .Data+
∫ t−δ
0
∫
|y−x|≤t−s
∫
R2
p30 f(s, y, p)
(t− s)2
√
(t− s)2 − |y − x|2 dp dy ds
+
∫ t
t−δ
∫
|y−x|≤t−s
∫
R2
p30 |∇x,pf |(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
+
1
δ
∫
|y−x|≤δ
∫
R2
p30 f(s = t− δ, y, p)√
δ2 − |y − x|2 dp dy,
where “Data” denotes a term that can be bounded13 depending only on the initial
data norms (13) - (18) for f0, E0 and B0.
In order to obtain the bounds for the derivatives of K, we need to prove at the
same time the estimates for the derivatives of the characteristics. To achieve this,
we need the following simple lemma connecting the bounds for the forward and
backward characteristics (see Lemma 3.1 in [13]).
Lemma 6.15. For any t ∈ [0, T∗] we have
B(t) . F(t)3+i,
where i = 0 in the 2D case and i = 1 in 2 12D.
This lemma is proven in our companion paper [15, Section 5]. It allows us to
derive higher regularity for K and f :
Proposition 6.16. We have the following uniform bounds for K and f :
‖∇xK‖L∞t ([0,T ];L∞x ) . 1, ‖∇x,pf‖L∞t ([0,T ];L∞x L∞p ) . 1.
In particular, after additionally using (7) and (8), we see that the characteristics
for the Vlasov equation are Lipschitz.
Proof. For this proof, we will estimate F(t). We will derive an estimate for F(t)
by controlling ∇xK. First, as remarked in the beginning of Section 6.1, the terms
derivatives of the terms E˜i0 and B˜0 are a priori bounded by the data norms.
We now control the terms in Proposition 6.14. Combining Proposition 6.14,
Proposition 6.12 and (109) we have the estimate
|∇xKSS|+ |∇xKTS | . 1.
The data term and the second term in the estimates for ∇xKST in Proposition 6.14
are bounded using Proposition 6.12 and (109) just as above. The third term for
∇xKST can be controlled, using (109), as∫ t
0
∫
|y−x|≤t−s
∫
R2
p30
(
(|∇xK|+ ρ)f
)
(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds
.1 +
∫ t
0
sup
y∈R2
|∇xK(s, y)|ds.
13More precisely, these terms can be bounded point wise by
1
t
∫
|y−x|≤t
∫
R2
p0f0√
t2 − |y − x|2
dp dy,
1
t
∫
|y−x|≤t
∫
R2
p0|K0|f0√
t2 − |y − x|2
dp dy.
One can then easily show that these terms can be dominated by the norms (13) − (18) after
applying Sobolev embedding theorem.
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In particular, in the above, we have used sups,y |ρ(s, y)| . by (109). Lastly we
estimate ∇xKTT . The data term is bounded as just before. The second term can
also be controlled using (109) but suffers a logarithmic loss in the integration in
time. More precisely,∫ t−δ
0
∫
|y−x|≤t−s
∫
R2
p30 f(s, y, p)
(t− s)2
√
(t− s)2 − |y − x|2 dp dy ds . 1 +
∣∣∣∣log
(
t
δ
)∣∣∣∣ .
The third term in the ∇xKTT upper bound can be estimated using (110) as∫ t
t−δ
∫
|y−x|≤t−s
∫
R2
p30 |∇x,pf |(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds . δB(t).
The fourth term in the ∇xKTT upper bound can be controlled using (109) by
1
δ
∫
|y−x|≤δ
∫
R2
p30 f(s = t− δ, y, p)√
δ2 − |y − x|2 dp dy . 1
since
1
δ
∫
|y−x|≤δ
1√
δ2 − |y − x|2 dy . 1.
We now let δ be defined by
δ =
t
1 + B(t) .
Therefore, collecting all the prior estimates, we have
|∇xKTT (t, x)| . 1 +
∣∣log (1 + B(t))∣∣ .
Combining all the estimates for ∇xKSS , ∇xKTS, ∇xKST and ∇xKTT , we have
|∇xK(t, x)| . 1 +
∫ t
0
sup
y∈R2
|∇xK(s, y)|ds+
∣∣log (1 + B(t))∣∣ .
By Gronwall’s inequality, we therefore have
(113) sup
x∈R2
|∇xK(t, x)| . 1 +
∣∣log (1 + B(t))∣∣ .
After differentiating and then integrating the characteristics (7) and (8) in time we
have
(114) F(t) . 1 +
∫ t
0
F(s)(1 + sup
x
|(∇xK)(s, x)|)ds.
Combining (113) and (114), and using Lemma 6.15, we have
F(t) . 1 +
∫ t
0
F(s) (1 + ∣∣log (1 + F(s))∣∣) ds.
This implies by a bootstrap argument that
(115) F(t) . 1.
Returning to (113), and applying Lemma 6.15 again, we therefore also have
sup
x∈R2
|∇xK(t, x)| . 1.
Finally, by (111), (115) and Lemma 6.15, we also have ‖∇x,pf‖L∞t ([0,T ];L∞x L∞p ) . 1
as desired. 
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6.5. Conclusion of proof of Theorem 1.2. On any finite time interval [0, T ),
we have now obtained the a priori bounds
‖K‖L∞([0,T );L∞x ) + ‖∇xK‖L∞([0,T );L∞x ) . 1.
Moreover, using the bound (115) for the first derivatives of the characteristics,
we can estimate ‖p30∇x,pf‖L∞([0,T );L∞x L1p) and ‖∇x,pf‖L∞([0,T );L∞x L∞p ) by (110) and
(111) respectively. This in turn implies
sup
t∈[0,T ], x∈R2
∫
R2
|(∇x,pf)(t, x, p)|2 w2(p)2dp
. ‖∇x,pf‖L∞([0,T );L∞x L∞p )‖∇x,pfw22‖L∞([0,T );L∞x L1p) . 1.
By Theorem 5.1, we have therefore concluded the proof of Theorem 1.2. Q.E.D.
7. The two-and-one-half dimensional case
We now turn to the 2 12D problem. Recall from the introduction that we now
have all components of E and B, i.e., E and B satisfy (2). Moreover, p = (p1, p2, p3)
is now a 3-dimensional vector and according to (6) we have
p0 =
√
1 + p21 + p
2
2 + p
2
3.
Furthermore if we are using a two dimensional vector, such as ξ = (ξ1, ξ2), then
in this section we will always consider it to be a three dimensional vector as for
instance ξ = (ξ1, ξ2, 0), or ω = (ω1, ω2, 0), which allows us to make sense of dot
products and cross products.
As pointed out in Section 1.3.4, our strategy is to apply the conservation law
used in [4] (see Proposition 7.2 below) to show that in the 2 12 -D problem, the 2-D
interpolation inequalities as well as the bounds in (57) and Propositions 6.3 and
6.5 also hold. We can then follow Sections 6.2 and 6.4 to conclude global existence
and uniqueness of solutions.
7.1. Local existence. In order to prove global existence and uniqueness of solu-
tions in the 2 12 -dimensional case, we need a theorem on the local existence and a
continuation criterion analogous to Theorem 5.1. We will state the 2 12 -dimensional
theorem below. The only difference in the statement of Theorem 7.1 below com-
pared to Theorem 5.1 is that we need extra weights in p0 in the definition of the
energies. Notice that while in the proof of Theorem 5.1, we have used the two-
dimensional Gagliardo-Nirenberg inequality (51) and Sobolev embedding (52), it
is only applied in the spatial variables. Therefore, they can also be applied in the
context of the 2 12 dimensional relativistic Vlasov-Maxwell system. The proof of
Theorem 7.1 is the same as the proof of Theorem 5.1 and will be omitted.
Theorem 7.1. Given initial data (f0(x, p), E0(x), B0(x)) to the 2
1
2 -dimensional
relativistic Vlasov-Maxwell system which satisfies (2), the constraints (5) and for
D ≥ 3 that
(116) E0,D def=
∑
0≤k≤D
(
‖∇kxK0‖2L2x + ‖w3∇
k
x,pf0‖2L2xL2p
)
<∞,
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Then there exists a T = T (E0,D, D) > 0 such that there exists a unique local solution
to the relativistic Vlasov-Maxwell system in [0, T ] where the bound
(117) ET,D def=
∑
0≤k≤D
(
‖∇kxK‖2L∞t ([0,T ];L2x) + ‖w3∇
k
x,pf‖2L∞t ([0,T ];L2xL2p)
)
. E0,D
holds. Moreover, if [0, T∗) is the maximal time interval of existence and uniqueness
and T∗ < +∞ then lims↑T∗ ‖A‖L1t([0,s)) = +∞, where
A(t) def= ‖(K,∇xK)‖L∞x (t) + ‖w3∇x,pf‖L∞x L2p(t).
7.2. An additional conservation law. In [4], Glassey-Schaeffer observed that
the solution to the 2 12 -dimensional relativistic Vlasov-Maxwell system obeys an
additional conservation law
V3(t) +A3(t,X(t), V (t)) = constant
along every characteristic (7)-(8). Here, V3 is the p3 component of the characteristic;
and (φ,A) is the electromagnetic potential satisfying
E = −∇xφ− ∂
∂t
A, B = ∇x ×A
and A3 is the x3 component of A. One requires additionally that
∂
∂x3
φ =
∂
∂x3
Ai = 0, for i = 1, 2, 3.
Such a gauge exists due to the symmetry assumption on E and B. Moreover,
although there is still a gauge freedom, the A3 component is independent of the
choice of gauge within this class.
Furthermore, Glassey-Schaeffer [4] showed that the conservation laws mentioned
in Section 2 are sufficiently strong to give an a priori control of A3, which then
implies an a priori bound on the p3 distance travelled by any characteristic over
any finite time interval. We summarize this in the following proposition14:
Proposition 7.2 (Glassey-Schaeffer (Lemmas 2.1 and 3.2, [4])). Along every char-
acteristic we have
(118) V3(t; s, x, p) +A3(t,X(t; s, x, p), V (t; s, x, p)) = constant(s, x, p).
Moreover, for any T > 0 we have
sup
0≤t≤T
|A3(t)| ≤ CT <∞,
for a constant CT depending only on T and the initial data.
Further, along every characteristic, we have
sup
0≤s,t,r≤T
|V3(s; r, x, p)− V3(t; r, x, p)| ≤ CT <∞,
for a (different) constant CT depending only on T .
14We note that the proof of Lemma 3.2 in [4] does not require the initial momentum support
to be bounded. It does, however, need that |A˜3| to be bounded on [0, T ] for A˜3 being the solution
to A˜3 = 0 with the same initial data as A3. Notice that A3(0) = −∆−1(∂1B2 − ∂2B1)(0) and
(∂tA3)(0) = −E3(0). The assumption (26) is thus more than sufficient to guarantee that |A˜3|
remains bounded.
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In the context of [4], this gives an a priori bound for |p3| in the momentum
support. This allowed Glassey-Schaeffer to prove global existence and uniqueness
of solutions using the strategy in the 2-D setting [5], [6]. In our present paper,
however, |p3| is not bounded even in the initial data and we cannot get any a priori
bounds for |p3|. Nevertheless, Proposition 7.2 implies an integral estimate (see
Proposition 7.3).
First let us point out that the implicit constant in Proposition 7.3 below, and
more generally all the implicit constants in the remainder of this section, will depend
also on the constant in the conservation law (118) in Proposition 7.2, in addition
to the constant bounds in the previous conservation laws from Propositions 2.1 -
2.3. Moreover, unless otherwise stated, the constants will also be allowed to depend
polynomially on T .
Proposition 7.3. We have the following estimate for a solution
(119)
∥∥∥∥
∫ ∞
−∞
f(t, x, p)〈p3〉5+δdp3
∥∥∥∥
L∞t ([0,T ];L
∞
x L
∞
(p1,p2)
)
. 1,
where δ is as in (25) in the assumptions of Theorem 1.6.
Proposition 7.3 is easily proved by combining the representation (112), the initial
data assumption (25), and Proposition 7.2.
Given Proposition 7.3, we can obtain improved interpolation inequalities (see
Proposition 7.4 below) as well as bounds for E and B analogous to Propositions
6.3 and 6.5 and (57).
In particular, the interpolation inequality Proposition 4.1 applies in 2 12 dimen-
sions, but it would require different exponents from the 2 dimensional case. Below
we prove the interpolation in Proposition 7.4 in 2 12 dimensions, with the same ex-
ponents as in the 2 dimensional case, by assuming that g = g(x, p) ≥ 0 satisfies
(119) instead of g ∈ L∞x L∞p .
Proposition 7.4. For min{M, 5 + δ} ≥ S > −2, the following estimate holds:
‖pS0 g‖
L
M+2
S+2
x L1p
. ‖pM0 g‖
S+2
M+2
L1xL
1
p
.
Above the implied constant depends only on
∥∥∫
R
g〈p3〉5+δdp3
∥∥
L∞x L
∞
(p1,p2)
.
Proof. Fix R > 0 to be determined at the end of the proof. We divide the domain
of integration into the regions 〈(p1, p2)〉 ≤ R and 〈(p1, p2)〉 > R. On the bounded
region we have∫
〈(p1,p2)〉≤R
pS0 g(x, p)dp .
∫
〈(p1,p2)〉≤R
〈(p1, p2)〉S〈p3〉|S|g(x, p)dp
.
∥∥∥∥
∫
R
g〈p3〉|S|dp3
∥∥∥∥
L∞x L
∞
(p1,p2)
∫∫
〈(p1,p2)〉≤R
〈(p1, p2)〉Sdp1 dp2 . RS+2
In the unbounded region where 〈(p1, p2)〉 > R, we have∫
〈(p1,p2)〉>R
pS0 g(x, p)dp ≤ R−(M−S)
∫
R3
pM0 g(x, p)dp.
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We interpolate by choosing R =
( ∫
R3
pM0 g(x, p)dp
) 1
M+2 to get
∫
R3
pS0 g(x, p)dp .
(∫
R3
pM0 g(x, p)dp
) S+2
M+2
.
Taking M+2S+2 -th power and integrating in x gives the desired inequality. 
Using Proposition 7.4, we also show that an analogue of Proposition 4.3 holds
with the same exponents as in the 2-dimensional case:
Proposition 7.5. Let (f, E,B) be a solution to the 2 12 -dimensional relativistic
Vlasov-Maxwell system. For N > 0 we have the estimate
‖pN0 f‖L∞t ([0,T );L1xL1p) . ‖pN0 f0‖L1xL1p + ‖K‖N+2L1t([0,T );LN+2x ).
Proof. Differentiating the N -th moment of (3) in time and integrating by parts in
x and p, we get
d
dt
‖pN0 f(t)‖L1xL1p . ‖pN−10 f(t)|K(t)|‖L1xL1p .
Then Ho¨lder’s inequality implies that
d
dt
‖pN0 f(t)‖L1xL1p . ‖pN−10 f(t)‖
L
N+2
N+1
x L1p
‖K(t)‖LN+2x .
We use Proposition 7.4 with M = N , S = N − 1 to obtain
‖pN−10 f(t)‖
L
N+2
N+1
x L1p
. ‖pN0 f(t)‖
N+1
N+2
L1xL
1
p
,
which implies
d
dt
‖pN0 f(t)‖L1xL1p ≤ ‖pN0 f(t)‖
N+1
N+2
L1xL
1
p
‖K(t)‖LN+2x .
Dividing both sides by ‖pN0 f(t)‖
N+1
N+2
L1xL
1
p
, we get
d
dt
‖pN0 f(t)‖
1
N+2
L1xL
1
p
. ‖K(t)‖LN+2x .
Integrating in time gives the desired result. 
7.3. The Glassey-Schaeffer decomposition. As mentioned before, the estimate
in Proposition 7.3 implies that we can use the 2 12 dimensional Glassey-Schaeffer
representation of the electromagnetic field and show that it obeys similar estimates
as in the two dimensional case.
More precisely, in Theorem 4.1 in [4], Glassey-Schaeffer decomposed the electro-
magnetic fields into the following terms
Ei(t, x) = Ei = E˜i0 + E
i
S + E
i
T ,
and
Bi(t, x) = Bi = B˜i0 +B
i
S +B
i
T ,
where E˜i0 and B˜
i
0 depend only on the initial data.
15
15As in the 2-dimensional case, these terms have C1 and H3 norms depending only on the
norms of the initial data in Theorem 1.6.
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Recall that we have ξ
def
= y−xt−s . The other terms in E
i are
EiT =
∫ t
0
∫
|y−x|≤t−s
∫
R2
eiT f(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
and
EiS =
∫ t
0
∫
|y−x|≤t−s
∫
R2
∂eiS
∂pj
((E + pˆ×B)jf)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds
and the other terms in B are
BiT =
∫ t
0
∫
|y−x|≤t−s
∫
R2
biT f(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
and
BiS =
∫ t
0
∫
|y−x|≤t−s
∫
R2
∂biS
∂pj
((E + pˆ×B)f)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds.
where
eiT =
−2(1− pˆ21 − pˆ22)(ξi + pˆi)
(1 + pˆ · ξ)2 for i = 1, 2,
e3T =
2pˆ3(pˆ1(ξ1 + pˆ1) + pˆ2(ξ2 + pˆ2))
(1 + pˆ · ξ)2 ,
eiS =
−2(ξi + pˆi)
(1 + pˆ · ξ) for i = 1, 2,
e3S =
−2pˆ3
(1 + pˆ · ξ) ,
and
b1T =
2pˆ3((1 + ξ1pˆ1)(ξ2 + pˆ2)− ξ2pˆ1(ξ1 + pˆ1))
(1 + pˆ · ξ)2 ,
b2T =
2pˆ3(ξ1pˆ2(ξ2 + pˆ2)− (1 + ξ2pˆ2)(ξ1 + pˆ1))
(1 + pˆ · ξ)2 ,
b3T =
2((pˆ2 + ξ2(pˆ
2
1 + pˆ
2
2))(ξ1 + pˆ1)− (pˆ1 + ξ1(pˆ21 + pˆ22))(ξ2 + pˆ2))
(1 + pˆ · ξ)2 ,
b1S =
2ξ2pˆ3
1 + pˆ · ξ ,
b2S =−
2ξ1pˆ3
1 + pˆ · ξ ,
b3S =
2(ξ1pˆ2 − ξ2pˆ1)
1 + pˆ · ξ .
In the above, we have again used the convention that repeated indices are summed
over. Moreover, since ξ is 2-dimensional, we used the following dot product notation
1 + pˆ · ξ def= 1 + pˆ1ξ1 + pˆ2ξ2.
This technically corresponds to setting ξ = (ξ1, ξ2, 0).
As in the 2-dimensional case, we will use the following abbreviated notations
|K| def= |E|+ |B|, |KS | def= |ES |+ |BS |, |KT | def= |ET |+ |BT |.
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We further divide KS into KS,1,KS,2 where
|KS | ≤ |KS,1|+ |KS,2|,
andKS,2 contains only the good components Kg from (37) but KS,1 is less singular.
We now gather the estimates for each of these terms from [4].
Proposition 7.6 (Glassey-Schaeffer [4]). KT satisfies the following bound:
(120) |KT (t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R3
f(s, y, p)〈p3〉3dp dy ds
p0(1 + pˆ · ξ)(t− s)
√
(t− s)2 − |y − x|2 ,
and KS,1 satisfies the bound:
(121) |KS,1(t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R3
(|K|f)(s, y, p)(IS,1 + IIS,1) dp dy ds√
(t− s)2 − |y − x|2 ,
where IS,1 def= 1p0 and IIS,1
def
= 〈p3〉
2
p30(1+pˆ·ξ)
. Finally, KS,2 satisfies the bound:
(122) |KS,2(t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R3
(Kgf)(s, y, p)〈p3〉2 dp dy ds
p0(1 + pˆ · ξ)
√
(t− s)2 − |y − x|2 .
In the following proof we will encounter cross products of two dimensional
vectors, such as ξ and ω, with three dimensional vectors. In these situations,
if b = (b1, b2, b3) is a three dimensional vector then we set ξ = (ξ1, ξ2, 0) and
ω = (ω1, ω2, 0) and we use the notation
ξ × b = (ξ2b3,−ξ1b3, ξ ∧ b), ξ ∧ b def= ξ1b2 − ξ2b1,
and similarly for ω.
Proof. The computations below follow exactly those in [4]. The only difference is
that in our setting, p3 is not a priori bounded, and we need to track the exact
dependence on p3 in each of the terms. We will frequently use without mention the
following bounds from Lemma 5.1 in [4]:
|ξ + pˆ| ≤
√
2(1 + pˆ · ξ) 12 , |pˆ× ω| ≤
√
2(1 + pˆ · ξ) 12 ,
|ξ − ω| =1− |ξ| ≤ 1 + pˆ · ξ, 1 + pˆ · ω ≤ 4(1 + pˆ · ξ),
1
p0
≤
√
2(1 + pˆ · ξ) 12 , |ξk pˆ · ξ − pˆk| ≤
√
8(1 + pˆ · ξ) 12 ,
for k = 1, 2.
We now turn to the estimates. We begin with the T terms, which give rise to
the desired bounds for KT . In fact, the estimates for the KT terms can be read off
directly after bounding eiT , e
3
T , b
1
T , b
2
T and b
3
T . More precisely, we have the following
bound for eiT (i = 1, 2):
eiT =
−2(1− pˆ21 − pˆ22)(ξi + pˆi)
(1 + pˆ · ξ)2 .
1 + p23
p20(1 + pˆ · ξ)
3
2
.
〈p3〉2
p0(1 + pˆ · ξ) ,
and the following estimate for e3T :
e3T =
2pˆ3(pˆ1(ξ1 + pˆ1) + pˆ2(ξ2 + pˆ2))
(1 + pˆ · ξ)2 =
2pˆ3(1 + pˆ · ξ − (1 − pˆ21 − pˆ22))
(1 + pˆ · ξ)2
.
|p3|
p0(1 + pˆ · ξ) +
〈p3〉3
p30(1 + pˆ · ξ)2
.
〈p3〉3
p0(1 + pˆ · ξ) .
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We have the following estimate16 for b1T :
b1T =
2pˆ3((1 + ξ1pˆ1)(ξ2 + pˆ2)− ξ2pˆ1(ξ1 + pˆ1))
(1 + pˆ · ξ)2
=
2pˆ3(ξ2(1 − pˆ21 − pˆ22) + pˆ2(1 + pˆ · ξ))
(1 + pˆ · ξ)2 ,
.
〈p3〉3
p30(1 + pˆ · ξ)2
+
|p3|
p0(1 + pˆ · ξ) .
〈p3〉3
p0(1 + pˆ · ξ) ,
and the following bound for b3T :
b3T =
2((pˆ2 + ξ2(pˆ
2
1 + pˆ
2
2))(ξ1 + pˆ1)− (pˆ1 + ξ1(pˆ21 + pˆ22))(ξ2 + pˆ2))
(1 + pˆ · ξ)2
=
2((ξ1pˆ2 − ξ2pˆ1)(1 − pˆ21 − pˆ22))
(1 + pˆ · ξ)2 .
〈p3〉2
p0(1 + pˆ · ξ) .
The bounds above easily imply the desired estimates for KT .
We now turn to the estimates for the KS terms. For these terms, we directly
take the algebraic manipulation of [4] and show that K˜ ·∇peiS , K˜ ·∇pe3S , K˜ ·∇pb1S,
K˜ · ∇pb2S and K˜ · ∇pb3S satisfy the desired bounds. Here, we remind the readers
that we have used the notation K˜ = E + pˆ×B.
We now make a brief comment on how these terms will be controlled. Each of
these terms will be decomposed as a linear combination of the components ω · E,
ω ·B, E3, B3, ω∧E and ω∧B. Since ω ·E and ω ·B are good components, i.e. one
of the Kg components from (37), we will classify these terms as KS,2 terms. It then
suffices to show that their coefficients are bounded by 〈p3〉
2
p0(1+pˆ·ξ)
. For the remaining
terms, we combine E3 and ω ∧B (resp. B3 and ω ∧E) and rewrite them as a term
E3 − ω ∧B (resp. B3 + ω ∧ E) and another term that is bounded by |E| and |B|.
The E3 − ω ∧ B term (resp. B3 + ω ∧ E term) will be considered as a KS,2 term
and we bound the coefficient by 〈p3〉
2
p0(1+pˆ·ξ)
. The remaining term will be considered
as a KS,1 term and we control the coefficient by
1
p0
+ 〈p3〉
2
p30(1+pˆ·ξ)
+ |p3|
p20(1+pˆ·ξ)
1
2
. Notice
that by Young’s inequality, we have
|p3|
p20(1 + pˆ · ξ)
1
2
.
1
p0
+
〈p3〉2
p30(1 + pˆ · ξ)
and thus this bound is acceptable for the KS,1 terms according to the statement of
the proposition.
16The corresponding estimate for b2T is similar after swapping 1 and 2 and changing appropriate
signs.
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We now proceed to control K˜ · ∇pe1S . By equation (5.26) in [4], we have
− p0(1 + pˆ · ξ)
2
2
(K˜ · ∇pe1S)
=[ω1(1 + pˆ · ξ) + (ω · pˆ)(ξ1pˆ · ξ − pˆ1)− |ξ|(ξ1 + pˆ1)](ω ·E)
− pˆ3ω2(1 + pˆ · ξ)(ω ·B) + pˆ3(ξ1pˆ · ξ − pˆ1)E3
+ [(ω ∧ pˆ)(ω1(1 + pˆ · ξ)− |ξ|(ξ1 + pˆ1)) + ω2(ω · pˆ)(1 + pˆ · ξ)]B3
+ [−ω2(1 + pˆ · ξ) + (ω ∧ pˆ)(ξ1pˆ · ξ − pˆ1)](ω ∧ E)
− pˆ3[ω1(1 + pˆ · ξ)− |ξ|(ξ1 + pˆ1)](ω ∧B).
The coefficient of ω · E in K˜ · ∇pe1S satisfies
| − 2
p0(1 + pˆ · ξ)2 [ω1(1 + pˆ · ξ) + (ω · pˆ)(ξ1pˆ · ξ − pˆ1)− |ξ|(ξ1 + pˆ1)]|
=| − 2
p0(1 + pˆ · ξ)2 [ω1(1 + pˆ · ξ)− ξ1|ξ|(1 − (ω · pˆ)
2)− pˆ1((|ξ| − 1) + 1 + ω · pˆ)|
.
1
p0(1 + pˆ · ξ) .
The coefficient of ω · B in K˜ · ∇pe1S satisfies
|2pˆ3ω2(1 + pˆ · ξ)
p0(1 + pˆ · ξ)2 | .
1
p0(1 + pˆ · ξ) .
Combining the terms E3 and ω ∧B in K˜ · ∇pe1S , we get the bound
| 2
p0(1 + pˆ · ξ)2 pˆ3(ξ1(1 + pˆ · ξ)− (ξ1 + pˆ1))(E3 − ω ∧B)|
+ | 2pˆ3
p0(1 + pˆ · ξ)2 ((ξ1 − ω1)(1 + pˆ · ξ) + (ξ1 + pˆ1)(|ξ| − 1))(ω ∧B)|
.
|p3|
p0(1 + pˆ · ξ) |E3 − ω ∧B|+
|p3|
p20(1 + pˆ · ξ)
1
2
|B|.
Combining the terms B3 and ω ∧ E in K˜ · ∇pe1S, we get the estimate
| 2
p0(1 + pˆ · ξ)2 [−ω2(1 + pˆ · ξ) + (ω ∧ pˆ)(ξ1pˆ · ξ − pˆ1)](ω ∧ E +B3)|
+ | 2
p0(1 + pˆ · ξ)2 [(ω ∧ pˆ)(1− |ξ|)(ω1(1 + pˆ · ξ) + (pˆ1 + ξ1))]B3|
+ | 2
p0(1 + pˆ · ξ)2 (ω2(1 + pˆ · ξ)(1 + pˆ · ω))B3|
.
1
p0(1 + pˆ · ξ) |ω ∧ E +B3|+
1
p0
|B|.
Thus all of the terms obey the required bounds. The term K˜ · ∇pe2S obviously
satisfies the same estimates after repeating the above computations with some
subscripts 1 replaced by 2.
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We now move to the bounds for the term K˜ · ∇pb1S. By equation (5.18) in [4],
we have
p0(1 + pˆ · ξ)2
2ξ2
(K˜ · ∇pb1S)
=− pˆ3(ω · (ξ + pˆ))(ω ·E)− (ω ∧ pˆ)(1 + pˆ · ξ)(ω · B)
− pˆ3|ξ|(ω ∧ pˆ)B3 + (1 + pˆ · ξ − pˆ23)E3
− pˆ3(ω ∧ pˆ)(ω ∧ E) + [pˆ23(ω · (ξ + pˆ)) + (ω · pˆ)(1 + pˆ · ξ − pˆ23)](ω ∧B).
The coefficient for the ω ·E term obeys the bound
| − 2ξ2pˆ3(ω · (ξ + pˆ))
p0(1 + pˆ · ξ)2 | .
|p3|
p0(1 + pˆ · ξ) .
The coefficient for the ω ·B term satisfies the bound
| − 2ξ2(ω ∧ pˆ)(1 + pˆ · ξ)
p0(1 + pˆ · ξ)2 | .
1
p0(1 + pˆ · ξ)1/2 .
The terms with B3 and ω ∧ E can be combined to yield
| − 2ξ2pˆ3(ω ∧ pˆ)
p0(1 + pˆ · ξ)2 [(|ξ| − 1)B3 + (B3 + ω ∧ E)]|
.
|p3|
p20(1 + pˆ · ξ)
1
2
|B3|+ |p3|
p0(1 + pˆ · ξ) |B3 + ω ∧E|.
The terms with E3 and ω ∧B can be combined and bounded by
| 2ξ2
p0(1 + pˆ · ξ) [(E3 − ω ∧B) + (1 + ω · pˆ)(ω ∧B)
+ | 2ξ2pˆ
2
3
p0(1 + pˆ · ξ)2 [(E3(1− |ξ|) + |ξ|(E3 − ω ∧B)]|
.
p23
p0(1 + pˆ · ξ) |E3 − ω ∧B|+
1
p0
|B|+ p
2
3
p30(1 + pˆ · ξ)
|E|.
Above in particular we used that |ξ| = ω · ξ. Notice that some of the bounds above
are better than what is needed. This concludes the bounds for K˜ · ∇pb1S . Clearly,
the desired estimates for K˜ · ∇pb2S can be obtained in an identical manner since
b1S and b
2
S differ only by a factor of − ξ2ξ1 , which is independent of p. Similarly, the
desired estimates for K˜ · ∇pe3S can also be derived in an identical manner since b1S
and e3S differ only be a factor of −ξ2, which is also independent of p.
Finally, we move to the bounds for the term K˜ ·∇pb3S . By equation (5.23) in [4],
we have
p0(1 + pˆ · ξ)2
2|ξ| (K˜ · ∇pb
3
S)
=− (ω ∧ pˆ)[(|ξ| − 1) + (1 + ω · pˆ)](ω ·E) + pˆ3(1 + pˆ · ξ)(ω ·B)
− [(ω ∧ pˆ)2(|ξ|+ ω · pˆ) + (ω · pˆ)(1 + pˆ · ξ − (ω ∧ pˆ)2)]B3
− pˆ3(ω ∧ pˆ)E3 + (1 + pˆ · ξ − (ω ∧ pˆ)2)(ω ∧E) + |ξ|pˆ3(ω ∧ pˆ)(ω ∧B).
The coefficient of ω · E is bounded by
| 2|ξ|
p0(1 + pˆ · ξ)2 (ω ∧ pˆ)[(|ξ| − 1) + (1 + ω · pˆ)]| .
1
p0(1 + pˆ · ξ) 12
.
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That of ω ·B is bounded by
| 2|ξ|
p0(1 + pˆ · ξ)2 pˆ3(1 + pˆ · ξ)| .
1
p0(1 + pˆ · ξ) .
We combine the terms with B3 and ω ∧E to get the bound
| 2|ξ|
p0(1 + pˆ · ξ)2 [(ω ∧ pˆ)
2(|ξ| − 1)− (1 + ω · pˆ)(1 + pˆ · ξ)]B3|
+| 2|ξ|
p0(1 + pˆ · ξ)2 (1 + pˆ · ξ − (ω ∧ pˆ)
2)(B3 + ω ∧ E)|
.
1
p0
|B|+ 1
p0(1 + pˆ · ξ) |B3 + ω ∧E|.
Finally, we combine the terms with E3 and ω ∧B to obtain the estimate
|2pˆ3(ω ∧ pˆ)(1− |ξ|)|ξ|
p0(1 + pˆ · ξ)2 E3|+ |
2pˆ3(ω ∧ pˆ)|ξ|2
p0(1 + pˆ · ξ)2 (E3 − ω ∧B)|
.
|p3|
p20(1 + pˆ · ξ)
1
2
|E|+ |p3|
p0(1 + pˆ · ξ) |E3 − ω ∧B|.
This concludes the proof of the proposition. 
We will further derive estimates for each of the terms in this decomposition so
that we can apply Strichartz estimates. First, we need to following analogue of
Lemma 6.2, which allows for weights in 〈p3〉:
Lemma 7.7. In the region |y − x| ≤ (t− s), we have the estimates
(123)
∫
R3
f(s, y, p)〈p3〉3
p0(1 + pˆ · ξ) dp .
(
∫
R3
p20f(s, y, p) dp)
2
5
(1− |ξ|2) 25
and
(124)
∫
R3
f(s, y, p)〈p3〉3
p0(1 + pˆ · ξ) dp . (
∫
R3
p40f(s, y, p) dp)
2
5 .
Proof. The proof is similar to that of Lemma 6.2, except that we need to use the
weighted p3 integral bound of f in (119) instead of simply using the L
∞ estimate
for f . We first prove (123). As in the proof of Lemma 6.2, we will control the
integral separately large and small momenta. However, in the case that we are
considering, we need to do this do this for both the r =
√
p21 + p
2
2 variable and the
p3 variable. To proceed, we define the angle θ ∈ (−π, π] by
(125) − pˆ · ξ = r|ξ|
p0
cos θ,
where again r
def
=
√
p21 + p
2
2. The following analogue of (61) holds:
(126) (1 + pˆ · ξ)−1 . min
{
1
θ2
,
1
1− |ξ|2 , 〈r〉
2
}
.
Moreover, for f0
def
= 1{〈p3〉<2}f , fn
def
= 1{2n≤〈p3〉<2n+1}f for n ≥ 1 we write
f =
∞∑
n=0
fn,
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where 1D denotes the characteristic function of set D. Furthermore R = R(n) ≥ 1
be a constant to be chosen later. For |r| ≤ R, we write the dp integral in polar
coordinates in the p1-p2 plane. This grants us the following estimate for each fn
(including when n = 0) in the region |r| ≤ R:
(127)
∫
|r|≤R
〈p3〉3fn(s, y, p)dp
p0(1 + pˆ · ξ)
.
(∫ R
0
∫ π
−π
1
〈r〉(1 + pˆ · ξ)r dθ dr
)(
sup
p1,p2
∫
R
〈p3〉3fn(s, y, p) dp3
)
.
(∫ R
0
∫
[−π,π]\[−R−1,R−1]
1
θ2
dθ dr +
∫ R
0
∫ R−1
−R−1
〈r〉2 dθ dr
)
×
(
sup
p1,p2
∫
R
〈p3〉3fn(s, y, p) dp3
)
. 〈R〉2
(
sup
p1,p2
∫
R
〈p3〉3fn(s, y, p) dp3
)
.
For |r| ≥ R, we use 11+pˆ·ξ . 11−|ξ|2 to get
(128)
∫
|r|≥R
〈p3〉3fn(s, y, p)dp
p0(1 + pˆ · ξ) .
23n
〈R〉3(1− |ξ|2)
∫
|r|≥R
p20f(s, y, p)dp.
Taking17 R =
2
3n
5 (
∫
R2
fp20 dp)
1
5
(1−|ξ|2)
1
5 (supp1,p2
∫
R
〈p3〉3fn(s,y,p) dp3)
1
5
, when R ≥ 1 (127) and (128)
imply the estimate∫
R3
〈p3〉3fn(s, y, p) dp
p0(1 + pˆ · ξ)
.
2
6n
5 (supp1,p2
∫
R
〈p3〉3fn(s, y, p) dp3) 35 (
∫
R3
p20f(s, y, p) dp)
2
5
(1 − |ξ|2) 25
.
2−
3δn
5 (supp1,p2
∫
R
〈p3〉5+δfn(s, y, p) dp3) 35 (
∫
R3
p20f(s, y, p) dp)
2
5
(1− |ξ|2) 25
.
2−
3δn
5 (
∫
R3
p20f(s, y, p) dp)
2
5
(1− |ξ|2) 25 ,
(129)
since ‖ ∫
R
〈p3〉5+δfn(s, y, p) dp3‖L∞t ([0,T );L∞x L∞(p1,p2)) . 1 by (119). Suppose for this
R that R ≥ 1 does not hold, and instead for some n we have
(
∫
R2
fp20 dp)
1
5
(1− |ξ|2) 15 ≤ 2
− 3n5 ( sup
p1,p2
∫
R
〈p3〉3fn(s, y, p) dp3) 15 . 2−
(5+δ)n
5
Taking this estimate to the third power, and using (128) with instead R = 0 we
similarly obtain the upper bound from (129). Summing (129) in n, we obtain (123).
17Of course we we only apply this estimate under the assumption that
supp1,p2
∫
R
〈p3〉3fn(s, y, p) dp3 6= 0. If it is equal to zero, then fn = 0 and we have the
trivial estimate ∫
R3
〈p3〉3fn(s, y, p) dp
p0(1 + pˆ · ξ)
= 0.
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We now turn to the second estimate (124). As before, we will decompose f
into fn’s and consider large and small |r| separately. For |r| ≤ R, we will use the
estimate (127). For |r| ≥ R, we use 11+pˆ·ξ . 〈r〉2 to get∫
|r|≥R
〈p3〉3fn(s, y, p)dp
p0(1 + pˆ · ξ) .
23n
〈R〉3
∫
|r|≥R
p40fn(s, y, p)dp.(130)
Let R =
2
3n
5 (
∫
R2
fp40 dp)
1
5
(supp1,p2
∫
R
〈p3〉3fn(s,y,p) dp3)
1
5
. Then, when R ≥ 1, (127) and (130) imply
∫
R3
〈p3〉3fn(s, y, p) dp
p0(1 + pˆ · ξ)
.2
6n
5 ( sup
p1,p2
∫
R
〈p3〉3fn(s, y, p) dp3) 35 (
∫
R3
p40f(s, y, p) dp)
2
5
.2−
3δn
5 ( sup
p1,p2
∫
R
〈p3〉5+δfn(s, y, p) dp3) 35 (
∫
R3
p40f(s, y, p) dp)
2
5
.2−
3δn
5 (
∫
R3
p40f(s, y, p) dp)
2
5 ,
(131)
using (119). A similar modification to the previous case can be used to also obtain
this estimate when our chosen R satisfies R < 1. Summing (131) over n, we obtain
the second estimate (124). This concludes the proof of the lemma. 
Using the above lemma, we derive bounds for KT and KS,2. As noted in Remark
6.4, the proof of Proposition 6.3 can be applied in more general situations. In
particular, it can be used to obtain estimates for KT in the 2
1
2 dimensional case:
Proposition 7.8. For every ǫ ∈ (0, 1], KT obeys the following estimate:
|KT (t, x)| . ǫ− 110
(∫ t
0
∫
|y−x|≤t−s
∫
R3
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R3
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Proof. We use Remark 6.4 with
F (t, s, x, y) =
∫
R3
f(s, y, p)〈p3〉3
p0(1 + pˆ · ξ) dp,
G(s, y) =
∫
R3
f(s, y, p)p20dp,
H(s, y) =
∫
R3
f(s, y, p)p40dp.
By (120), we have
|KT (t, x)| .
∫ t
0
∫
|y−x|≤(t−s)
F (t, s, x, y)
(t− s)
√
(t− s)2 − |y − x|2 dy ds.
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On the other hand, Remark 6.4 shows that∫ t
0
∫
|y−x|≤(t−s)
F (t, s, x, y) dy ds
(t− s)
√
(t− s)2 − |y − x|2
.ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
G(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
H(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
for every ǫ ∈ (0, 1]. The result follows. 
Similarly, we apply Lemma 7.7 to the bound (122) to get
Proposition 7.9. For every ǫ ∈ (0, 1], KS,2 obeys the following estimate:
|KS,2(t, x)| . ǫ− 110
(∫ t
0
∫
|y−x|≤t−s
∫
R3
f(s, y, p)p20dp√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
∫
R3
f(s, y, p)p40dp√
(t− s)2 − |y − x|2 dyds
) 2
5
.
Proof. We use Remark 6.6 with
F (t, s, x, y) =
∫
R3
f(s, y, p)〈p3〉3
p0(1 + pˆ · ξ) dp,
G(s, y) =
∫
R3
f(s, y, p)p20dp,
H(s, y) =
∫
R3
f(s, y, p)p40dp.
By (122), we have
|KS,2(t, x)| .
∫ t
0
∫
|y−x|≤(t−s)
|Kg(s, y)|F (t, s, x, y)√
(t− s)2 − |y − x|2 dy ds.
On the other hand, Remark 6.4 shows that∫ t
0
∫
|y−x|≤(t−s)
|Kg(s, y)|F (t, s, x, y) dy ds√
(t− s)2 − |y − x|2
.ǫ−
1
10
(∫ t
0
∫
|y−x|≤t−s
G(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
+ ǫ
3
10
(∫ t
0
∫
|y−x|≤t−s
H(s, y)√
(t− s)2 − |y − x|2 dyds
) 2
5
for every ǫ ∈ (0, 1]. The result follows. 
We now control KS,1 in the following proposition:
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Proposition 7.10. For any small ǫ′ > 0, the following estimate holds:
|KS,1(t, x)| .
∫ t
0
∫
|y−x|≤t−s
∫
R3
(|K|f)(s, y, p)
p0
√
(t− s)2 − |y − x|2 dp dy ds
+
∫ t
0
∫
|y−x|≤t−s
K(s, y)√
(t− s)2 − |y − x|2
(∫
R3
f(s, y, p)
p1−3ǫ
′
0
dp
) 1
2
dy ds.
Proof. It is shown in (121) that we have |KS,1| . KIS,1 +KIIS,1 where
KIS,1
def
=
∫ t
0
∫
|y−x|≤t−s
∫
R3
(|K|f)(s, y, p)
p0
√
(t− s)2 − |y − x|2 dp dy ds
is already in an acceptable form for the estimate in Proposition 7.10. Further
(132) KIIS,1
def
=
∫ t
0
∫
|y−x|≤t−s
∫
R3
(|K|f)(s, y, p)√
(t− s)2 − |y − x|2
〈p3〉2
p30(1 + pˆ · ξ)
dp dy ds.
Applying the Cauchy-Schwarz inequality to the dp integration in (132), we have
(133) KIIS,1 .
∫ t
0
∫
|y−x|≤t−s
|K|(s, y) dy ds√
(t− s)2 − |y − x|2
× (
∫
R3
f(s, y, p)〈p3〉4
p2+ǫ
′
0 (1 + pˆ · ξ)
1
2−ǫ
′
dp)
1
2
(∫
R3
f(s, y, p)
p4−ǫ
′
0 (1 + pˆ · ξ)
3
2+ǫ
′
dp
) 1
2
.
Notice that
(134)
∫
R3
f(s, y, p)〈p3〉4
p2+ǫ
′
0 (1 + pˆ · ξ)
1
2−ǫ
′
dp
.
∥∥∥∥
∫ ∞
−∞
〈p3〉4f(s, y, p)dp3
∥∥∥∥
L∞
(t,x,p1,p2)
sup
p3
∫∫
dp1dp2
〈(p1, p2)〉2+ǫ′(1 + pˆ · ξ) 12−ǫ′
. sup
p3
∫∫
dp1dp2
〈(p1, p2)〉2+ǫ′(1 + pˆ · ξ) 12−ǫ′
,
where we have used Proposition 7.3. We claim that this last integral is finite. To
see this, we first define (as in the previous proposition) θ ∈ (−π, π] and r > 0 as in
(125). Recall that by (126), we have (1 + pˆ · ξ)−1 . 1θ2 . Therefore,
(135)
∫∫
dp1dp2
〈(p1, p2)〉2+ǫ′(1 + pˆ · ξ) 12−ǫ′
.
∫ π
−π
∫ ∞
0
r
(1 + r2)
2+ǫ′
2
1
θ1−2ǫ
′ drdθ . 1.
Putting together equations (133), (134) and (135), we have
KIIS,1 .
∫ t
0
∫
|y−x|≤t−s
|K|(s, y)√
(t− s)2 − |y − x|2 (
∫
R3
f(s, y, p)
p4−ǫ
′
0 (1 + pˆ · ξ)
3
2+ǫ
′
dp)
1
2 dy ds
.
∫ t
0
∫
|y−x|≤t−s
|K|(s, y)√
(t− s)2 − |y − x|2 (
∫
R3
f(s, y, p)〈(p1, p2)〉3+2ǫ′
p4−ǫ
′
0
dp)
1
2 dy ds,
where we also used (126). This is better than the desired estimate. 
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7.4. Conclusion of the proof. We are now ready to conclude the proof of The-
orem 1.6. First, notice that except for one term in KS,1, i.e.
(136)
∫ t
0
∫
|y−x|≤t−s
|K|(s, y)√
(t− s)2 − |y − x|2
(∫
R3
f(s, y, p)
p1−3ǫ
′
0
dp
) 1
2
dy ds
def
= K˜S,1,
all the bounds we have derived for KT , KS,1 and KS,2 in Propositions 7.8, 7.9 and
7.10 are very similar to those in the 2-dimensional case in Propositions 6.3 and 6.5.
The only differences for the terms in Propositions 7.8, 7.9 and 7.10 as compared to
those in Propositions 6.3 and 6.5 are that firstly, the integrals are in p are over R3
instead of R2; and secondly, the weights in p0 depend on p1, p2 and p3 rather than
only p1 and p2.
We first control the term K˜S,1 in (136). We will show that its L
1
t ([0, T );L
N+2
x )
norm can be bounded a priori using the conservation laws:
Proposition 7.11. For N > 13 as in the assumption (19) in Theorem 1.6, we
have the estimate
‖K˜S,1‖N+2L1t ([0,T );LN+2x ) . 1,
where the implicit constant depends at most polynomially on T .
Proof. We use the Strichartz estimates in Theorem 3.1 with the exponents from
(97). This yields
‖K˜S,1‖N+2
L
3k(N+2)
(k−3)N+(2k−24)
t ([0,T );L
N+2
x )
.
∥∥∥∥∥K
(∫
R3
f(s, y, p)
p1−3ǫ
′
0
dp
) 1
2
∥∥∥∥∥
N+2
L
k(N+2)
(k−1)N+(2k−8)
t ([0,T );L
3(N+2)
2N+7
x )
for k > 6. Now we use Ho¨lder’s inequality for the upper bound, similar to (99), to
get∥∥∥∥∥K
(∫
R3
f(s, y, p)
p1−3ǫ
′
0
dp
) 1
2
∥∥∥∥∥
N+2
L
k(N+2)
(k−1)N+(2k−8)
t ([0,T );L
3(N+2)
2N+7
x )
. ‖K‖N+2L∞t ([0,T );L2x)
∥∥∥∥∥
(∫
R3
f(s, y, p)
p1−3ǫ
′
0
dp
) 1
2
∥∥∥∥∥
N+2
L∞t ([0,T );L
6(N+2)
N+8
x )
.
∥∥∥∥f(s, y, p)p1−3ǫ′0
∥∥∥∥
N+2
2
L∞t ([0,T );L
3(N+2)
N+8
x L1p)
,
where to get the last inequality we used the conservation law in Proposition 2.1
to observe that ‖K‖L∞t ([0,T );L2x) . 1. Further applying the interpolation inequality
(Proposition 7.4) to the upper bound with
S = −1 + 3ǫ′, & M = 3(N + 2)(1 + 3ǫ
′)
N + 8
− 2 = N − 10 + 9ǫ
′(N + 2)
N + 8
< 1,
where M < 1 holds for ǫ′ > 0 sufficiently small. We conclude that∥∥fpS0 ∥∥N+22
L∞t ([0,T );L
3(N+2)
N+8
x L1p)
. ‖fpM0 ‖
N+8
6
L∞t ([0,T );L
1
xL
1
p)
.
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Since M < 1, the last term is controlled by the conserved energy in Proposition
2.1. This concludes the proof of the proposition. 
We now turn to the remaining terms in Propositions 7.8, 7.9 and 7.10, which as
we remarked before, are the same as those in Propositions 6.3 and 6.5 except for the
extra p3 weights and integrals. A priori, the fact that we have an extra integration
in p3 and an extra weight in p3 can create extra difficulties. Nevertheless, notice
that in the proofs of Propositions 6.7, 6.8 and 6.9, the only estimate we have used
to control the weighted integral in p is the interpolation inequality Proposition 4.2.
On the other hand, in the 2 12 -dimensional case, while the weights depend also on
p3 and there is an extra integration in p3, we have the interpolation inequality
inequality Proposition 7.4 which has exactly the numerology as in Proposition 4.2.
Therefore, repeating the proofs of Propositions 6.7, 6.8 and 6.9 and replacing the
application of Proposition 4.2 with that of Proposition 7.4, we achieve the same
estimates for K except for the K˜S,1 term defined in (136) above. More precisely,
we have
Proposition 7.12. For N > 13 as in the assumption (19) in Theorem 1.6, there
exists q′2 <∞ sufficiently large such that we have the estimates
‖KT ‖N+2L1t([0,T );LN+2x ) . ‖fp
N
0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
,
‖KS,2‖N+2L1t ([0,T );LN+2x ) . ‖fp
N
0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
,
and
‖KS,1‖N+2L1t ([0,T );LN+2x ) . ‖K˜S,1‖
N+2
L1t([0,T );L
N+2
x )
+ ‖fpN0 ‖αL∞t ([0,T );L1xL1p),
where α = N−42(N−1) < 1 and the implicit constant depends at most polynomially on
T .
Combining Propositions 7.11 and 7.12, we have
Proposition 7.13. For N > 13 as in the initial data bound (19) in the assumptions
of Theorem 1.6, we have the estimate
‖fpN0 ‖L∞t ([0,T );L1xL1p) ≤ C1eC1T
k1
for some constants C1 > 0 and k1 > 0.
Proof. As before, we will allow the implicit constants in . to depend at most
polynomially on T . By Proposition 7.5, we have
‖fpN0 ‖L∞t ([0,T );L1xL1p) . ‖f0pN0 ‖L1xL1p + ‖K‖N+2L1t([0,T );LN+2x ).
Then using Propositions 7.11 and 7.12, we obtain
‖fpN0 ‖L∞t ([0,T );L1xL1p)
.1 + ‖fpN0 ‖
N−4
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
+ ‖fpN0 ‖
N+2
5(N−1)
L∞t ([0,T );L
1
xL
1
p)
‖fpN0 ‖
4N−7
5(N−1)
L
q′2
t ([0,T );L
1
xL
1
p)
.
As in the proof of Proposition 6.10 we can divide the equation through by
‖fpN0 ‖
N−4
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
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to get
‖fpN0 ‖
N+2
2(N−1)
L∞t ([0,T );L
1
xL
1
p)
.1 + ‖fpN0 ‖
N+2
2(N−1)
L
q′
2
t ([0,T );L
1
xL
1
p)
.
We can assume without loss of generality (after using Ho¨lder’s inequality and losing
a constant depending polynomially on T ) that q′2 ≥ N+22(N−1) . The conclusion of the
proposition thus follows from Lemma 6.11. 
Recall that in the 2-dimensional case, Proposition 6.12 shows that once the
moment bounds are obtained, we can use the bound for the 2D wave kernel and the
interpolation inequality (Proposition 4.2) to obtain L∞ estimates for K. Replacing
the application of Proposition 4.2 with that of Proposition 7.4, the exact same proof
as Proposition 6.12 gives the following L∞ bound for K, with an estimate of its
temporal growth:
Proposition 7.14. The following L∞ estimate for K holds:
‖K‖L∞t ([0,T ];L∞x ) ≤ CeCT
k
,
for some constants C > 0 and k > 0.
To proceed, we need an analogue of Proposition 6.14 in the 2 12 -dimensional
setting. To this end, we recall18 the following estimates for the full three dimensional
relativistic Vlasov-Maxwell system:
Proposition 7.15 (Glassey-Strauss [7]). Let (f, E,B) be a solution to the 3D rela-
tivistic Vlasov-Maxwell system. Then ∇xK can be decomposed19 into the following
five terms
∇xK = ∇xK0 +∇xKSS +∇xKST +∇xKTS +∇xKTT
such that20 ∇xK0 is bounded by the following expressions which depend only on the
initial data
1
t
∫
|y−x|=t
∫
R3
p0|∇xf0|dpdS, 1
t
∫
|y−x|=t
|∇2xK0|dS,
1
t2
∫
|y−x|=t
|∇xK0|dS,
1
t2
∫
|y−x|=t
∫
R3
p0f0dpdS,
1
t2
∫
|y−x|=t
∫
R3
p0|K0|f0dpdS
and the remaining terms obey the following estimates:
|∇xKSS(t, x)| .
∫
C3t,x
∫
R3
p30(|K|2f)(s, y, p)
t− s dp dσ,
|∇xKST (t, x)| .
∫
C3t,x
∫
R3
p30
(|K|f)(s, y, p)
(t− s)2 dp dσ
+
∫
C3t,x
∫
R3
p30
(
(|∇yK|+ ρ)f
)
(s, y, p)
(t− s) dp dσ,
18While all the ideas of the proof are in [7], the precise version that we cite is in part II of the
present paper [15].
19We group the terms in a slightly different way from [7] and [15]. In particular, in the present
decomposition, only ∇xK0 depends explicitly on the initial data.
20Here, we use the notation that dS is the standard measure on the round sphere with radius
|y−x|. Moreover, dσ denotes the measure on the cone C3t,x = {(s, y) ∈ R×R
3|0 ≤ s ≤ t, |y−x| =
(t− s)} given by dS ds.
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|∇xKTS(t, x)| .
∫
C3t,x
∫
R3
p30(|K|f)(s, y, p)
(t− s)2 dp dσ,
and for any δ ∈ (0, t), we have
|∇xKTT (t, x)| .
∫
C3t,x∩{0≤s≤t−δ}
∫
R3
p30 f(s, y, p)
(t− s)3 dp dσ
+
∫
C3t,x∩{t−δ≤s≤t}
∫
R3
p0 |∇yf |(s, y, p)
(t− s)2 dp dσ
+
∫
|y−x|=δ
∫
R3
p30 f(s = t− δ, y, p)
δ2
dp dS.
We now note the easy fact that the solution
(f(t, x1, x2, p1, p2, p3), E(t, x1, x2), B(t, x1, x2))
to the 2 12 dimensional relativistic Vlasov-Maxwell system can be considered as
solutions
(f(t, x1, x2, x3, p1, p2, p3), E(t, x1, x2, x3), B(t, x1, x2, x3))
to the 3 dimensional relativistic Vlasov-Maxwell system which are independent of
the x3 variable. Therefore, Proposition 7.15 implies the following proposition:
Proposition 7.16. Let (f, E,B) be a solution to the 2 12 -dimensional relativistic
Vlasov-Maxwell system. Denote K to be E or B. Then ∇xK can be decomposed
into the following five terms
∇xK = ∇xK0 +∇xKSS +∇xKST +∇xKTS +∇xKTT
such that ∇xK0 is bounded by a constant depending only on the initial data norms
(19) - (26) for f0, E0 and B0 and the remaining terms obey the following estimates:
(137) |∇xKSS | .
∫ t
0
∫
|y−x|≤t−s
∫
R3
p30(|K|2f)(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
and
|∇xKST | .
∫ t
0
∫
|y−x|≤t−s
∫
R3
p30
(|K|f)(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
+
∫ t
0
∫
|y−x|≤t−s
∫
R2
p30
(
(|∇yK|+ ρ)f
)
(s, y, p)√
(t− s)2 − |y − x|2 dp dy ds,
(138)
and further
(139) |∇xKTS | .
∫ t
0
∫
|y−x|≤t−s
∫
R3
p30(|K|f)(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds,
and lastly
|∇xKTT | .
∫ t−δ
0
∫
|y−x|≤t−s
∫
R3
p30 f(s, y, p)
(t− s)2
√
(t− s)2 − |y − x|2 dp dy ds
+
∫ t
t−δ
∫
|y−x|≤t−s
∫
R3
p30 |∇yf |(s, y, p)
(t− s)
√
(t− s)2 − |y − x|2 dp dy ds
+
1
δ
∫
|y−x|≤δ
∫
R3
p30 f(s = t− δ, y, p)√
δ2 − |y − x|2 dp dy.
(140)
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Proof. We first note that for every
F (x1, x2, x3) = G(x1, x2),
we have
(141)
1
a
∫
|y−x|=a
F (y) dσ .
∫
|y−x|≤a
G(y)√
a2 − |y − x|2 dy,
which in turn follows from an easy calculation. By the symmetry of f and K, this
immediately implies (137)-(140). Finally, by (141) and Proposition 7.15, to show
that ∇xK0 obeys the required bounds, it suffices to show that the terms∫
|y−x|≤t
∫
R3
p0|∇xf0|dp dy√
t2 − |y − x|2 ,
∫
|y−x|≤t
|∇2xK0| dy√
t2 − |y − x|2 ,
∫
|y−x|≤t
|∇xK0| dy
t
√
t2 − |y − x|2 ,∫
|y−x|≤t
∫
R3
p0f0dp dy ds
t
√
t2 − |y − x|2 ,
∫
|y−x|≤t
∫
R3
p0|K0|f0dp dy ds
t
√
t2 − |y − x|2
are bounded by a constant depending only on the initial data norms (19) - (26) for
f0, E0 and B0. This can be easily checked by directly controlling the wave kernel
and using the Sobolev embedding theorem. 
Using the estimates for ∇xK, we proceed as in the 2-dimensional case to obtain
L∞x bounds for ∇xK and the bounds for the first derivatives of the characteris-
tics. To achieve this, we recall that Lemma 6.15 gives the following bound on the
derivatives of the backward characteristics in terms of that of the forward charac-
teristics21:
Lemma 7.17. The following estimate holds:
B(t) . F(t)4.
Here, B and F are defined analogous to (107) and (108) in the 2-dimensional case.
Proposition 7.16 and Lemma 7.17 imply that Proposition 7.18 below can be
proven in an identical way as in Proposition 6.16 in Section 6.4. More precisely,
the following is the 2 12D analogue of Proposition 6.16. Notice that from this point
onwards, we will allow the implicit constants in . to depend arbitrarily on T .
Proposition 7.18. ∇xK obeys the bound
‖∇xK‖L∞([0,T );L∞x ) . 1,(142)
Moreover, the derivatives of the characteristics X and V are bounded:
sup
t∈[0,T )
(B(t) + F(t)) . 1.(143)
By Theorem 7.1, to conclude the proof of global existence and uniqueness in the
2 12 dimensional case, we need to show that
‖K‖L∞([0,T );L∞x ) + ‖∇xK‖L∞([0,T );L∞x ) + ‖w3∇x,pf‖L1t([0,T );L∞x L2p) . 1.
The first two terms are controlled in Propositions 7.14 and 7.18 respectively. It
thus remains to show that
‖w3∇x,pf‖L1t([0,T );L∞x L2p) . 1.
This follows immediately from (142), (143), formula (112) in 2 12D and the fact that
f0 obeys the initial bound (23). This concludes the proof of Theorem 1.6. Q.E.D.
21which are slightly weaker than in the 2D case, but will not affect the argument.
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