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Re´sume´
La me´thode de ge´ne´ration de colonnes est tre`s utilise´e pour re´soudre des proble`mes
de programmation line´aire. Cependant elle pre´sente des faiblesses face aux effets de
la de´ge´ne´re´scence rencontre´e sur certains proble`mes de grande taille. Plusieurs ap-
proches ont e´te´ propose´es pour contrer ses effets ne´gatifs, en particulier l’agre´gation
dynamique de contraintes et la stabilisation des variables duales. Ce travail propose
une me´thode permettant de coupler ces deux approches pour les proble`mes de parti-
tionnement d’ensemble afin de tirer parti de leurs effets combine´s.
La de´ge´ne´re´scence apparaˆıt lorsque le polytope des solutions re´alisables contient
des points extreˆmes associe´es a` plusieurs bases, ou de manie`re e´quivalente lorsque
des solutions basiques contiennent des variables en base nulles. L’ide´e de l’agre´gation
dynamique de contraintes est de travailler avec une restriction du proble`me original
qui comporte moins de contraintes. En conse´quence, la taille des bases est re´duite
ainsi que le nombre de variables de base nulles. Cependant, la re´duction du nombre
de contraintes entraˆıne une perte d’information duale. Une des difficulte´s majeures de
cette me´thode est de de´sagre´ger l’information duale partielle disponible afin d’obtenir
une solution duale au proble`me original. Elhallaoui et al. (2005) montrent que pour les
proble`mes de partitionnement d’ensemble, il est possible d’effectuer cette ope´ration en
re´solvant un proble`me de plus court chemin. La me´thode de stabilisation des variables
duales propose quant a` elle de pe´naliser une grande partie de l’espace dual. Comme
chaque base est associe´e a` une solution duale, on e´vite ainsi l’exploration des bases
les plus pe´nalise´es. Cependant, le proble`me ainsi « stabilise´ » est une relaxation du
proble`me original. Pour re´soudre ce dernier a` l’optimalite´, il faut re´soudre une suite
de proble`mes stabilise´s.
Coupler les me´thodes d’agre´gation dynamique de contraintes et de stabilisation des
variables duales revient a` re´duire le nombre de contraintes des proble`mes stabilise´s.
Malheureusement, l’information duale ainsi obtenue est partielle non seulement pour
les contraintes du proble`me original, mais aussi pour la pe´nalite´. Dans ce travail, nous
montrons comment de´sagre´ger l’information duale par la re´solution d’un proble`me de
plus court chemin pour les proble`mes de partitionnement d’ensemble stabilise´s.
vCette nouvelle me´thode est applique´e au proble`me d’horaires de ve´hicules avec
de´poˆts multiples (MDVSP). C’est un proble`me de partitionnement d’ensemble auquel
s’ajoutent des contraintes supple´mentaires limitant le nombre de ve´hicules disponibles
par de´poˆt. La taille des instances utilise´es varie entre 500 et 3000 taˆches. On obtient
une re´duction des temps de calcul d’un facteur d’environ 2 pour la re´solution de la
relaxation line´aire sur les instances de grande taille.
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Abstract
Column generation is a widely used method for solving linear programming pro-
blems. It is very efficient but shows some weaknesses when faced with highly degen-
erate problems. Stabilization of dual variables and dynamic constraint aggregation
are two examples of approaches used to damp the effects of degeneracy. This work
shows how two combine the strength of both for set-partitioning problems.
Degeneracy occurs when the polyhedron of feasible solutions contains degenerate
extreme points. An extreme point is degenerate when it can be described by multiple
basis, which means that these basic solutions contain basic variables with zero value.
The idea behind dynamic constraint aggregation is to use a restricted problem with
fewer constraints. Thus the size of the basis is reduced along with the number of
zero variables. However some dual information is lost when reducing the number
of constraints. The challenge of this method is to desaggregate the partial dual
information and compute a dual solution for the original problem. For set-partitioning
problems, Elhallaoui et al. (2005) shows that this computation can be done by solving
a shortest-path problem. Dual variables stabilization consists of penalizing most of
the dual space. Since every basis is associated with a dual solution, this amounts to
prevent the exploration of most penalized basis. Yet such a “stabilized” problem is
a relaxation of the original one. In order to find an optimal solution, a sequence of
stabilized problems needs to be solved.
Stabilization and dynamic constraint aggregation are brought together by reducing
the number of constraints of stabilized problems. Unfortunately, this yields to partial
dual information not only for the removed constraints, but also for penalty values. In
this work, we show how to disaggregate dual information by solving a shortest-path
problem for stabilized set-partitioning problems. This new method is applied to the
multiple depot vehicle scheduling problem (MDVSP). It is a set-partitioning problem
with side constraints that limit the number of vehicles used from each depot. Exper-
iments were conducted on randomly generated instances which sizes range between
500 and 3000 tasks. Results show a reduction of computational times by a factor 2
approximately for large instances.
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1Chapitre 1
Introduction
Depuis plusieurs dizaines d’anne´es maintenant, de nombreux proble`mes pratiques
ont e´te´ re´solus graˆce a` des me´thodes d’optimisation mathe´matique, en particulier
avec la programmation line´aire. Celle-ci permettant de mode´liser une grande varie´te´
de proble`mes et de les re´soudre de manie`re efficace, elle est tre`s utilise´e. Cependant,
lorsque la taille des proble`mes devient tre`s grande, les me´thodes classiques de pro-
grammation line´aire, en particulier la me´thode du simplexe, se trouvent ralenties par
les effets de la de´ge´ne´re´scence. Plusieurs me´thodes assez diffe´rentes ont e´te´ propose´es
pour contrer ces effets, en particulier la stabilisation et l’agre´gation dynamique de
contraintes. Le but de ce travail est de coupler ces deux me´thodes pour tirer parti de
leurs effets combine´s. Pour ve´rifier l’utilite´ de cette nouvelle me´thode, elle sera teste´e
sur une classe particulie`re de proble`mes : le proble`me d’horaires de ve´hicules avec
de´poˆts multiples.
1.1 Concepts de base
La de´ge´ne´re´scence est un phe´nome`ne qui ralentit en pratique un certain nombre
de me´thodes de programmation line´aire (Gal, 1993), en particulier la me´thode du sim-
plexe. Elle apparaˆıt lorsque le polytope des solutions re´alisables contient des points
extreˆmes associe´s a` plusieurs bases, ou de manie`re e´quivalente lorsque des solutions
basiques contiennent des variables en base nulles. Face a` ce type de points extreˆmes, la
me´thode du simplexe peut effectuer des pivots de´ge´ne´re´s, c’est-a`-dire explorer un cer-
tain nombre de bases avant de pouvoir atteindre un nouveau point extreˆme. Lorsque le
nombre de pivots de´ge´ne´re´s devient important, les performances de la me´thode en sont
grandement affecte´es. Plusieurs approches ont e´te´ propose´es pour lutter contre cet ef-
fet comme des re`gles de pivotage spe´cifiques (voir Terlaky (1993) pour une vue d’en-
semble), la perturbation des contraintes (Charnes, 1986), la relaxation lagrangienne
(Geoffrion, 1974), l’agre´gation de contraintes statique (Rogers et al., 1991) ou dy-
2namique (Shetty et Taylor, 1987; Pan, 1998; Elhallaoui et al., 2005, 2008, 2010) ou
encore la stabilisation des variables duales (du Merle et al., 1999; Oukil et al., 2007).
Ce travail est construit a` partir des me´thodes d’agre´gation dynamique de contraintes
(Elhallaoui et al., 2005, 2008, 2010) et de stabilisation des variables duales (du Merle
et al., 1999; Oukil et al., 2007) qui vont eˆtre explique´es en de´tail plus loin.
L’ide´e de l’agre´gation dynamique de contraintes est de travailler avec une restriction
du proble`me original qui comporte moins de contraintes. En conse´quence, la taille des
bases est re´duite ainsi que le nombre de variables de base nulles. Cette re´duction du
nombre de contraintes est effectue´e via une projection de l’ensemble re´alisable dans
un sous-espace de dimension re´duite. Pour les proble`mes de partitionnement d’en-
semble auxquels on s’inte´resse, cette projection revient a` partitionner les contraintes
et conserver une seule contrainte par partie. Cependant, la re´duction du nombre de
contraintes entraˆıne une perte d’information duale. Une des difficulte´s majeures de
cette me´thode est de de´sagre´ger l’information duale partielle disponible afin d’obtenir
une solution duale au proble`me original. Elhallaoui et al. (2005) montrent que pour les
proble`mes de partitionnement d’ensemble, il est possible d’effectuer cette ope´ration
en re´solvant un proble`me de plus court chemin.
La me´thode de stabilisation des variables duales propose quant a` elle de pe´naliser
une grande partie de l’espace dual. Comme chaque base est associe´e a` une solution
duale, on e´vite ainsi l’exploration des bases les plus pe´nalise´es. Dans un premier temps,
on de´finit une zone de confiance dans laquelle les solutions duales sont non pe´nalise´es.
Un couˆt proportionnel a` la distance a` la zone de confiance est ajoute´ aux solutions
situe´es a` l’exte´rieur. Cependant, le proble`me ainsi « stabilise´ » est une relaxation du
proble`me original. Pour re´soudre ce dernier a` l’optimalite´, une suite de proble`mes
stabilise´s doit eˆtre re´solue.
1.2 Objectifs de recherche
La finalite´ de ce travail est l’utilisation conjointe des me´thodes d’agre´gation dyna-
mique de contraintes et de stabilisation des variables duales. En pratique, ce couplage
revient a` appliquer l’agre´gation dynamique de contraintes sur les proble`mes stabilise´s
re´solus au cours de la me´thode de stabilisation des variables duales. Malheureuse-
3ment, l’information duale obtenue de ces proble`mes stabilise´s et agre´ge´s est partielle
non seulement pour les contraintes du proble`me original, mais aussi pour la pe´nalite´.
Le but de ce travail est d’eˆtre encore capable de de´sagre´ger l’information duale par la
re´solution d’un proble`me de plus court chemin pour les proble`mes de partitionnement
d’ensemble stabilise´s.
Pour montrer l’utilite´ de cette nouvelle me´thode, elle est applique´e au proble`me
d’horaires de ve´hicules avec de´poˆts multiples (MDVSP). C’est un proble`me de par-
titionnement d’ensemble auquel s’ajoute des contraintes supple´mentaires limitant le
nombre de ve´hicules disponibles par de´poˆt (une de´finition plus pre´cise du MDVSP
sera donne´e au chapitre 4). L’objectif est de re´duire les temps de re´solution pour la
relaxation line´aire par rapport aux me´thodes pre´-cite´es.
1.3 Plan du me´moire
Apre`s avoir de´crit dans le de´tail les me´thodes d’agre´gation dynamique de contraintes
et de stabilisation au chapitre 2, le chapitre 3 pre´sentera l’algorithme permettant
de les coupler. Ensuite le chapitre 4 introduira le proble`me d’horaires de ve´hicules
avec de´poˆts multiples ainsi qu’une heuristique pour le re´soudre. Les solutions primale
et duale produites par cette heuristique sont utilise´es pour de´marrer les me´thodes
d’agre´gation dynamique de contraintes et de stabilisation des variables duales. Enfin
le chapitre 5 donnera les re´sultats produits par l’utilisation cette nouvelle me´thode
sur des instances de tailles diverses du proble`me d’horaires de ve´hicules avec de´poˆts
multiples. Une bre`ve conclusion est pre´sente´e au chapitre 6.
4Chapitre 2
Revue de la litte´rature
Dans ce chapitre, nous pre´senterons deux me´thodes permettant d’optimiser des
programmes line´aires de´ge´ne´re´s de grande taille : l’agre´gation dynamique de contraintes
et la stabilisation des variables duales. Ces deux approches seront utilise´es dans le
cadre de la ge´ne´ration de colonnes, qui sera donc notre point de de´part.
2.1 La ge´ne´ration de colonnes
La ge´ne´ration de colonnes est un cadre assez ge´ne´ral pour la re´solution de pro-
grammes line´aires pre´sentant des groupes de contraintes correspondant a` des proble`mes
bien e´tudie´s. L’ide´e remonte a` Dantzig et Wolfe (1960) et a e´te´ e´tudie´e et exploite´e
avec succe`s depuis (Desrosiers et al., 1995; Barnhart et al., 1998; Desaulniers et al.,
1998, 2005; Lu¨bbecke et Desrosiers, 2005). Cette section pre´sente les grandes lignes
de ce cadre.
2.1.1 Contexte d’application
La ge´ne´ration de colonnes est principalement utilise´e (et utile) pour re´soudre la
relaxation line´aire de proble`mes line´aires en nombres entiers (PLNE). Une formula-
tion ge´ne´rique de cette classe de proble`mes, obtenue par application du principe de
de´composition de Dantzig-Wolfe (Dantzig et Wolfe, 1960) est la suivante :
(PLNE)
min
λ
∑
x∈∆
cTxλx∑
x∈∆
Axλx = b∑
x∈∆
xλx ∈ Zn
λx ≥ 0 ∀x ∈ ∆
5ou`
• ∆ est l’ensemble des points extreˆmes d’un polytope inclus dans Rn
• λ ∈ R|∆|
• A ∈ Rm × Rn
• b ∈ Rm
• c ∈ Rn
Dans un cadre plus ge´ne´ral, cette formulation est modifie´e pour prendre en compte
les rayons extreˆmes du polytope ∆. Par souci de simplicite´, et dans toute la suite,
on conside´rera que ∆ est un polytope borne´ et donc qu’il ne contient pas de rayons
extreˆmes. Remarquez qu’un point extreˆme x ∈ ∆ est associe´ a` une variable λx et une
colonne Ax. Dans la suite et en l’absence d’ambigu¨ıte´, on utilisera indiffe´remment les
termes « point extreˆme », « variable » ou « colonne » pour se re´fe´rer au meˆme objet.
A` cause de la contrainte d’inte´grite´, ce type de proble`me est en ge´ne´ral NP -
difficile. On re´sout donc des relaxations line´aires du proble`me qui serviront de bornes
infe´rieures dans une me´thode d’e´nume´ration implicite (branch & bound).
2.1.2 La me´thode
La relaxation line´aire de (PLNE) reste un proble`me difficile, car le nombre de
points extreˆmes |∆| d’un polytope peut eˆtre tre`s grand. On travaille donc avec un
proble`me maˆıtre restreint (PMRΩ) a` un sous-ensemble Ω ⊂ ∆. Mais il est possible
que la solution optimale utilise des points extreˆmes n’appartenant pas a` Ω. On de´finit
alors un sous-proble`me (SP ) charge´ de ge´ne´rer de nouveaux points extreˆmes associe´s a`
des variables de couˆt re´duit ne´gatif qui sont ajoute´s a` Ω. Le proble`me maˆıtre restreint
et le sous-proble`me se formulent ainsi :
(PMRΩ)
min
λ
∑
x∈Ω
cTxλx∑
x∈Ω
Axλx = b
λx ≥ 0 ∀x ∈ Ω
(SP ) c¯ = min
x∈∆
cTx− αTAx
ou` α ∈ Rm est le vecteur de variables duales associe´ aux contraintes du proble`me
maˆıtre restreint. Pour que (PMRΩ) soit re´alisable, il faut bien suˆr choisir un ensemble
6Ω qui contient une solution re´alisable au proble`me.
L’algorithme de ge´ne´ration de colonnes est le suivant :
1. Choisir un sous-ensemble de colonnes Ω ⊂ ∆ contenant une solution re´alisable.
2. Construire (PMRΩ) et le re´soudre par une me´thode de programmation line´aire
(par la me´thode du simplexe par exemple).
3. Constuire et re´soudre le sous-proble`me.
4. Si c¯ ≥ 0, arreˆter.
5. Sinon le sous-proble`me a ge´ne´re´ des variables de couˆt re´duit ne´gatif. Elles sont
ajoute´es a` Ω.
6. Retourner en 2.
On appellera ite´ration mineure une ite´ration de cet algorithme, c’est a` dire une
re´solution du proble`me maˆıtre restreint (PMRΩ) suivie d’une re´solution du sous-
proble`me.
2.1.3 Preuve d’optimalite´
Quand l’algorithme s’arreˆte, il n’a pas e´nume´re´ tous les points extreˆmes de ∆. Il
faut donc eˆtre suˆr que ceux qui ont e´te´ laisse´ de coˆte´ ne peuvent pas ame´liorer la
fonction objectif. Une telle preuve nous est donne´e par application du the´ore`me des
e´carts comple´mentaires.
The´ore`me 1. Soit λ une solution re´alisable de (PMR∆). λ est une solution optimale
de (PMR∆) si et seulement si il existe α ∈ Rm tel que :
∀x ∈ ∆ λx(cTx− αTAx) = 0 (2.1)
∀x ∈ ∆ cTx− αTAx ≥ 0 (2.2)
Un vecteur α ve´rifiant (2.1) sera appele´e solution duale comple´mentaire a` la
solution λ.
Un vecteur α ve´rifiant (2.2) sera appele´e solution duale re´alisable.
7Notons Ωf l’ensemble de points extreˆmes ge´ne´re´s lorsque notre algorithme s’arreˆte.
Comme on a re´solu (PMRΩf ) a` l’optimalite´, la solution obtenue (λ, α) ve´rifie la
condition (2.1) pour tout x ∈ Ωf . En posant λx = 0 pour x ∈ ∆ \ Ωf , la condition
(2.1) est ve´rifie´e pour tout x ∈ ∆. De plus, le sous proble`me n’a ge´ne´re´ aucune
variable de couˆt re´duit ne´gatif, ce qui signifie que la condition (2.2) est ve´rifie´e pour
tout x ∈ ∆. On a donc obtenu une solution optimale a` (PMR∆).
Cette me´thode tre`s efficace montre ses limites face a` des proble`mes tre`s de´ge´ne´re´s.
Dans les sections suivantes, nous pre´senterons deux ame´liorations de la ge´ne´ration de
colonnes qui permettent de re´duire les effets inde´sirables de la de´ge´ne´rescence.
2.2 L’agre´gation dynamique de contraintes
L’agre´gation dynamique de contraintes (Elhallaoui et al., 2005) et ses extensions
(Elhallaoui et al., 2008, 2010) s’attaquent aux proble`mes tre`s de´ge´ne´re´s pre´sentant
principalement des contraintes de partitionnement d’ensemble (i.e. ∀x ∈ ∆, Ax ∈
{0, 1}m et bi = 1 pour i = 1, . . . ,m), par exemple les proble`mes de tourne´es de
ve´hicules ou de confection d’horaires. Elle repose sur une ide´e simple : un proble`me
est de´ge´ne´re´ lorsque la me´thode du simplexe effectue beaucoup de pivots de´ge´ne´re´s.
Ces pivots apparaissent sur les solutions basiques comportant un grand nombre de
variables en base avec une valeur nulle. En re´duisant le nombre de contraintes, la
taille de la base et donc le nombre de variables nulles en base diminuera.
D’un point de vue alge´brique, cela revient a` conside´rer un proble`me agre´ge´ dont
les contraintes sont de´finies dans un sous-espace vectoriel V de Rm de dimension
infe´rieure a` m. Tout en travaillant dans V , on souhaite obtenir une solution satisfai-
sant toutes les contraintes dans Rm.
2.2.1 Approche de principe
Prenons un sous-espace vectoriel V de Rm contenant le vecteur b. Soit Q =
{C1, ..., Cl} une base orthogonale de V et R = {Cl+1, ..., Cm} une base orthogonale
de V ⊥. Soit H la matrice de passage de la base {Q,R} a` la base canonique de Rm.
8Comme on effectue un changement de base orthogonal, on peut de´composer H en
H =
(
HV
HV
⊥
)
ou` HV est la matrice de la projection orthogonale sur V , et HV
⊥
celle de la projection
orthogonale sur V ⊥. Re´e´crivons le syste`me de contraintes dans cette nouvelle base :∑
x∈Ω
Axλx = b⇔ H
∑
x∈Ω
Axλx = Hb
⇔

HV
∑
x∈Ω
Axλx = H
V b
HV
⊥∑
x∈Ω
Axλx = H
V ⊥b.
Comme b ∈ V , la projection de b sur V ⊥ est nulle, donc HV ⊥b = 0. On se retrouve
avec le syste`me suivant :
HV
∑
x∈Ω
Axλx = H
V b (2.3)
HV
⊥∑
x∈Ω
Axλx = 0. (2.4)
L’e´quation (2.4) demande que la combinaison line´aire des colonnes appartienne a` V .
Une condition suffisante pour ve´rifier cette contrainte est d’utiliser uniquement des
colonnes appartenant a` V . C’est ce qu’on va faire par la suite.
Soit Ω un ensemble de colonnes et V un sous-espace vectoriel contenant b. Le
proble`me agre´ge´ s’e´crit finalement :
(PMRAΩ,V )
min
λ
∑
x∈ΩV
cxλx∑
x∈ΩV
HVAxλx = H
V b
λx ≥ 0 ∀x ∈ ΩV ,
ou` ΩV est le sous-ensemble de colonnes de Ω qui appartiennent a` V .
9Remarquez que toute solution re´alisable du proble`me agre´ge´ (PMRAΩ,V ) ve´rifie les
contraintes (2.3) et (2.4). Elle est donc re´alisable pour le proble`me original (PMRΩ).
Pour que (PMRAΩ,V ) soit re´alisable, il faut bien choisir Ω et V . Des conditions
suffisantes sont :
• Ω contient une solution re´alisable du proble`me de´sagre´ge´.
• V contient les colonnes de Ω formant une solution re´alisable.
Ce proble`me agre´ge´ est plus facile a` re´soudre que le proble`me original. D’abord il
a moins de variables, et ensuite il a moins de contraintes. Il est donc moins sujet a` la
de´ge´ne´rescence. Cependant c’est une restriction du proble`me original : on a remplace´
la contrainte (2.4) « la solution appartient a` V », par la contrainte beaucoup plus
forte λx = 0 ∀x 6∈ ΩV , i.e, « la solution est forme´e de colonnes appartenant a` V ».
Il est donc fort probable que les solutions optimales du proble`me original ne soient
pas re´alisables pour le proble`me agre´ge´. Le proble`me agre´ge´ sera optimise´. Si la solu-
tion obtenue est optimale pour le proble`me original, la me´thode s’arreˆte. Si ce n’est
pas le cas, le sous-espace V est modifie´ afin d’explorer de nouvelles solutions. Ces
ope´rations seront re´pe´te´es jusqu’a` ce que V contienne toutes les colonnes formant
une solution optimale au proble`me original.
Reste a` savoir de quelle fac¸on modifier le sous-espace V . Les conditions d’optimalite´
du proble`me original conduisent au raisonnement suivant : la solution optimale du
proble`me agre´ge´ ve´rifie la contrainte (2.2) pour toutes les colonnes appartenant a`
V . Par contre, il est possible que des colonnes n’appartenant pas a` V ne ve´rifient
pas (2.2), c’est-a`-dire qu’elles ont un couˆt re´duit ne´gatif. Comme l’utilisation de ces
colonnes peut ame´liorer l’objectif, V sera e´tendu pour les contenir.
La modification de V se base sur les couˆt re´duits, et le calcul des couˆts re´duits
demande la connaissance d’une solution duale au proble`me original. Or la re´solution
du proble`me agre´ge´ ne donne qu’une solution duale agre´ge´e. Il faut donc trouver une
me´thode pour calculer une solution duale comple`te (e´tape dite de de´sagre´gation des
variables duales).
Dernier obstacle : de´finir les contraintes du proble`me agre´ge´ et identifier les colonnes
appartenant a` V demande de calculer les matrices des projecteurs sur V et V ⊥, c’est-
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a`-dire d’inverser une matrice carre´e de taille m. Une inversion de matrice peut eˆtre
couˆteuse en terme de temps de calcul (O(m3) en utilisant l’e´limination de Gauss-
Jordan). D’autant plus couˆteuse que l’on va devoir re´soudre une suite de proble`mes
agre´ge´s, et donc inverser souvent des matrices. Les sections suivantes montreront
comment, en se restreignant aux contraintes de partitionnement et en choisissant in-
telligement V et sa base Q, de´finir le proble`me agre´ge´ et identifier les colonnes de V
sans aucune inversion de matrice.
L’algorithme de l’agre´gation dynamique de contraintes est le suivant :
1. Choisir un sous-ensemble de variables Ω formant une solution re´alisable.
2. Construire un sous-espace V contenant les colonnes de Ω.
3. Construire et re´soudre (PMRAΩ,V ).
4. De´sagre´ger les variables duales.
5. Re´soudre le sous-proble`me (SP ).
6. Si c¯ ≥ 0, arreˆter.
7. Si le sous-proble`me a ge´ne´re´ des colonnes appartenant a` V et de couˆt re´duit
ne´gatif, les ajouter a` Ω et retourner en 3.
8. Sinon, le sous-proble`me n’a ge´ne´re´ que des colonnes de couˆt re´duit ne´gatif n’ap-
partenant pas a` V , les ajouter a` Ω, puis retourner en 2.
Cette approche sera applique´e aux proble`mes de partitionnement d’ensemble. Dans
toute la suite de ce chapitre, les colonnes Ax seront donc des colonnes binaires, et
bi = 1 pour i = 1, . . . ,m. Dans un premier temps, la construction du sous-espace
V a` partir d’une solution re´alisable sera pre´sente´e. Ensuite, on montrera comment
cette construction permet, sans aucune inversion de matrice, d’identifier les colonnes
appartenant a` V et de de´finir le proble`me agre´ge´. Ensuite, la modification de V sera
aborde´e. Enfin on de´crira comment de´sagre´ger les variables duales.
2.2.2 Construction d’un sous-espace vectoriel a` partir d’une
solution re´alisable
Conside´rons un proble`me de partitionnement d’ensemble ainsi qu’une solution
re´alisable λ0 au proble`me (PMR∆). Notons V
0 le sous-espace vectoriel de Rm en-
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gendre´ par les colonnes associe´es aux variables non nulles de λ0. Notons T l’ensemble
des contraintes et (et)t∈T la base canonique de Rm. Une famille ge´ne´ratrice de V 0,
orthogonale et forme´e de colonnes binaires sera fabrique´e. Cette famille ge´ne´ratrice
sera une base du sous-espace de travail V . Commenc¸ons par une proprie´te´ importante
de ce type de famille.
Proposition 1. Soit Q = {Cl | l ∈ L} une famille de colonnes de {0, 1}m. Q est
orthogonale si et seulement si ∀l ∈ L et ∀t ∈ T :
(Cl)
T et = 1 ⇒ ∀l′ ∈ L, l′ 6= l (Cl′)T et = 0 (2.5)
De´monstration. Soit Q une famille orthogonale et t0 ∈ T . Supposons qu’il existe l et
l′ tels que (Cl)T et0 = (Cl′)
T et0 = 1. On a :
(Cl)
TCl′ =
∑
t∈T
(Cl)
T et(Cl′)
T et
≥ (Cl)T et0(Cl′)T et0
car les colonnes sont binaires (a` coefficients positifs aurait suffit). On en de´duit
(Cl)
TCl′ ≥ 1, ce qui contredit l’orthogonalite´ de Q.
Soit Q une famille ve´rifiant l’implication (2.5). Prenons deux colonnes distinctes de
Q, Cl et Cl′ . Pour tout t ∈ T si (Cl)T et = 1, alors CTl′ et = 0. On en de´duit que
(Cl)
TCl′ =
∑
t∈T
(Cl)
T et(Cl′)
T et = 0.
Donc Q est orthogonale.
Prenons la famille Q = {Ax ∈ Rm | λ0x > 0}, qui est naturellement une famille
ge´ne´ratrice de V 0. On souhaite obtenir une famille orthogonale et forme´e de colonnes
binaires qui soit ge´ne´ratrice de V 0. En pratique, on va partir d’une solution re´alisable
entie`re. Dans ce cas, Q est de´ja` une famille orthogonale et forme´e de colonnes binaires.
Si on ne part pas d’une solution entie`re, on peut appliquer l’algorithme suivant.
Algorithme d’orthogonalisation binaire :
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1. Soit Q = {Ax ∈ Rm | λ0x > 0}. Tout au long de l’algorithme, Q restera une
famille ge´ne´ratrice de V 0 forme´e de colonnes binaires.
2. Si Q forme une famille orthogonale, arreˆter.
3. Sinon, il existe Ci et Cj dans Q telles que (Ci)
TCj 6= 0. La proposition 1 indique
qu’il existe un sous-ensemble non vide de contraintes Tij ⊂ T tel que :
∀t ∈ Tij (Ci)T et = (Cj)T et = 1
Prendre un ensemble Tij de cardinalite´ maximale.
Notons
C ′k =
∑
t∈Tij
et
C ′i = Ci − C ′k
C ′j = Cj − C ′k
On pose Q = Q ∪ {C ′k, C ′i, C ′j} \ {Ci, Cj} et on retourne en 2.
Les colonnes C ′i, C
′
j et C
′
k sont des colonnes binaires. Le sous-espace vecto-
riel engendre´ par{Ci, Cj} est inclus dans le sous-espace vectoriel engendre´ par
{C ′k, C ′i, C ′j}, donc Q reste bien un famille ge´ne´ratrice de V 0.
On choisit un ensemble Tij de cardinalite´ maximale pour obtenir la famille Q ortho-
gonale de cardinalite´ minimale, le but e´tant de travailler dans un sous-espace V de
dimension la plus petite possible. Cet algorithme converge car le nombre de paire de
colonnes non orthogonales diminue strictement a` chaque ite´ration.
Remarquez que les colonnes de Q induisent naturellement une partition de l’en-
semble des contraintes.
Proposition 2. Pour chaque vecteur Cl ∈ Q, de´finissons la partie Wl ⊂ T :
Wl = {t ∈ T | CTl et = 1}
(Wl)l∈L forme une partition de l’ensemble des contraintes T .
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De´monstration. La proposition 1 nous dit que les parties (Wl)l∈L sont deux a` deux
disjointes. V 0 a e´te´ engendre´ par des colonnes formant une solution re´alisable, donc
b ∈ V 0. Q e´tant une famille ge´ne´ratrice de V 0, il est possible d’exprimer b comme
combinaison line´aire des colonnes de Q. Comme bi = 1, pour i = 1, . . . ,m dans la
base canonique et que les parties Wl sont deux a` deux disjointes, la seule combinaison
line´aire possible est :
b =
∑
l∈L
Cl
On conclut que ∪l∈LWl = T .
Par abus de language, Q de´signera aussi bien la famille de colonnes orthogonales
que la partition associe´e.
On peut maintenant de´finir l’espace de travail V : c’est le sous-espace vectoriel
engendre´ par la famille Q. Comme Q est une famille orthogonale, c’est une famille
libre. C’est donc une base de V .
2.2.3 Identification des variables compatibles
Maintenant que l’espace de travail V est de´fini, regardons comment identifier les
colonnes appartenant a` V , c’est-a`-dire les colonnes compatibles.
De´finition 1. La colonne Ax associe´e au point extreˆme x ∈ ∆ est dite compatible
avec le sous-espace vectoriel V si et seulement si Ax ∈ V .
Dans un cas tre`s ge´ne´ral, on pourrait de´finir le projecteur sur V ⊥. Une colonne
est alors compatible si et seulement si elle appartient au noyau du projecteur. Ici, on
peut tirer parti de la structure binaire des colonnes et du caracte`re orthogonal de Q.
Proposition 3. La colonne Ax associe´e au point extreˆme x ∈ ∆ est compatible
avec V si et seulement si elle est une combinaison line´aire binaire des colonnes de
Q, i.e. il existe µ ∈ {0, 1}|Q| tel que
Ax =
∑
l∈L
µlCl
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De´monstration. Soit une colonne Ax ve´rifiant les conditions de la proposition. Ax est
une combinaison line´aire des colonnes de Q qui forment une base de V , donc Ax ∈ V .
Soit Ax une colonne compatible. Comme Q est une base de V , il existe µ ∈ R|Q|
tel que
Ax =
∑
l∈L
µlCl
Pour chaque colonne Cl ∈ Q, il existe au moins un vecteur etl de la base canonique
de Rm tel que CTl etl = 1. La proposition 1 nous dit que pour tout Cl′ ∈ Q, l′ 6= l, on
a CTl′ etl = 0. On en de´duit que :
(Ax)T etl = µl(Cl)
T etl = µl
Comme Ax est une colonne a` coefficients binaires dans la base canonique, ceci montre
que µl ∈ {0, 1} et ce pour tout l ∈ L.
Cette proposition permet d’expliciter un algorithme tre`s simple permettant de
de´tecter si une colonne binaire Ax est compatible et, le cas e´che´ant, d’exprimer la
colonne dans la base Q.
Algorithme de de´tection des colonnes compatibles :
1. Choisir Cl ∈ Q, et de´finir
Wl = {t ∈ T | CTl et = 1}
2. Choisir t0 ∈ Wl et poser µl = (Ax)T et0 .
3. Pour tout t ∈ Wl, si (Ax)T et 6= µl, arreˆter. La colonne est incompatible.
4. Poser Q = Q \ {Cl}.
5. Si Q = ∅, arreˆter. La colonne est compatible et ses coordonne´es dans la base
Q sont donne´es par le vecteur µ construit.
6. Retourner en 1.
Quelle est la complexite´ de cet algorithme ?
En pratique, on marque l’ensemble {t|(Ax)T et = 1}des contraintes couvertes par
la colonne Ax. Cette ope´ration se fait en O(m). Dans un second temps, on parcoure
l’ensemble des parties Wl de la partition Q. Si une partie contient a` la fois une
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contrainte marque´e et une contrainte non marque´e, la colonne Ax est incompatible.
Comme Q est une partition de l’ensemble des contraintes, cette seconde ope´ration
s’effectue aussi en O(m).
2.2.4 Construction du proble`me agre´ge´
Le sous-espace de travail V est de´fini, une de ses bases connue et la de´tection
des variables compatibles est efficace. Maintenant regardons comment de´finir les
contraintes du proble`me agre´ge´ (PMRAΩ,V ) sans avoir a` calculer la matrice de pro-
jection HV .
Pour cela, il suffit de remarquer que le vecteur HVAx n’est autre que le vecteur des
coordonne´es de la colonne Ax dans la base Q. De meˆme, le vecteur HV b est le vecteur
des coordonne´es de b dans la base Q. Comme explique´ plus haut, b =
∑
l∈LCl, donc
le vecteur HV b a tous ses coefficients e´gaux a` 1. Pour de´cider quelles colonnes seront
utilise´es dans (PMRAΩ,V ), il faut appliquer l’algorithme de de´tection des colonnes
compatibles, ce qui donne les coordonne´es des colonnes compatibles dans la base Q.
(PMRAΩ,V ) est donc de´fini sans travail supple´mentaire.
Le proble`me agre´ge´ de´finit une contrainte Tl par vecteur Cl de la base Q. Il est
important de remarquer que la contrainte Tl est identique a` toutes les contraintes
t ∈ Wl de (PMRΩV ). Soit l0 ∈ L et t ∈ Wl0 , la contrainte t s’e´crit :∑
x∈Ω
(Ax)T etλx = 1.
Notons µxl ∈ {0, 1} les coordonne´es de la colonne Ax dans la base Q :
Ax =
∑
l∈L
µxl Cl.
La proposition 1 nous dit que (Ax)T et = µ
x
l0
. On en de´duit que toutes les contraintes
t ∈ Wl0 sont identiques et s’e´crivent :∑
x∈Ω
µxl0λx = 1,
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ce qui est encore identique a` la contrainte Tl0 du proble`me agre´ge´.
Le proble`me agre´ge´ peut donc eˆtre de´fini comme le proble`me (PMRΩV ) auquel on
a retire´ toutes les contraintes, sauf une par partie Wl. L’ensemble des contraintes du
proble`me agre´ge´ {Tl | l ∈ L} est donc un sous-ensemble des contraintes T du proble`me
initial. Autrement dit, la matrice HVA n’est autre que la matrice A a` laquelle on a
retire´ des lignes.
2.2.5 Modification dynamique de la partition
Un proble`me agre´ge´ a e´te´ de´fini et sa solution optimale est re´alisable pour le
proble`me de´sagre´ge´. Malheureusement, re´soudre a` l’optimalite´ le proble`me agre´ge´
n’assure pas l’obtention d’une solution optimale au proble`me de´sagre´ge´. L’optimum
est atteint lorsque le sous-proble`me ne ge´ne`re plus de variables de couˆt re´duit ne´gatif.
Or le proble`me agre´ge´ se restreint aux variables compatibles, et il est possible, et meˆme
probable, que de nombreuses variables incompatibles aient un couˆt re´duit ne´gatif.
Tant que ces variables ne sont pas prises en compte dans le proble`me maˆıtre, le sous-
proble`me continuera de les ge´ne´rer, et donc l’optimum ne sera pas atteint (ou du
moins on n’aura pas prouve´ que la solution courante est optimale). Pour prendre en
compte ces variables incompatibles, il faut modifier V afin de les rendre compatibles.
Pour rendre une variable λx compatible, il suffit d’ajouter la colonne Ax a` la fa-
mille Q, puis d’appliquer l’algorithme d’orthogonalisation binaire. Remarquez que
l’algorithme de de´tection des variables compatibles nous donne, pour une colonne
incompatible Ci = Ax, l’ensemble des colonnes Cj de Q telles que C
T
i Cj 6= 0 et
des ensembles Tij = {t ∈ T | CTi et = CTj et = 1} de cardinalite´ maximale. Rendre
une variable compatible se re´sume donc a` cre´er les colonnes C ′i, C
′
j, C
′
k, les ajouter
a` Q et retirer les colonnes Cj de Q. Des structures de donne´es adapte´es permettent
d’effectuer ces ope´rations en O(m).
A moins d’avoir une tre`s bonne solution initiale, on sera oblige´ de modifier V a` un
moment donne´. Choisir judicieusement a` quel moment modifier V peut avoir une in-
fluence sur la performance de la me´thode. On peut attendre de n’avoir aucune colonne
compatible de couˆt re´duit ne´gatif, ou on peut de´finir des crite`res heuristiques. Par
exemple, Elhallaoui et al. (2005) proposent de comparer les couˆt re´duits des colonnes
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incompatibles a` ceux des colonnes compatibles. S’il existe une colonne incompatible
avec un couˆt re´duit bien plus petit que ceux des colonnes compatibles, V est modifie´.
Mentionnons que Elhallaoui et al. (2010) pre´sentent une me´thode pour ge´ne´rer
des colonnes « peu » incompatibles. Une colonne aura un nombre d’incompatibilite´
k s’il faut augmenter la partition de k parties pour la rendre compatible (autrement
dit s’il faut ajouter k dimensions au sous-espace V pour la colonne compatible).
Pour k donne´, une modification des sous-proble`mes permet de ge´ne´rer uniquement
des colonnes dont le nombre d’incompatibilite´s est infe´rieur a` k. Cette strate´gie est
inte´ressante car en ge´ne´rant des colonnes « peu » incompatibles, l’augmentation de
la taille de la partition est ralentie.
La proce´dure de modification de la partition utilise´e est la suivante. En de´but de
re´solution, on de´finit un nombre k d’incompatibilite´s maximal initialise´ a` 0. Ensuite,
a` chaque ite´ration mineure, les e´tapes suivantes sont effectue´es :
1. Ge´ne´rer des colonnes ayant un nombre d’incompatibilite´s d’au plus k.
2. Si moins de 5 colonnes ont e´te´ ge´ne´re´es, augmenter k et retourner en 1.
3. S’il existe une colonne incompatible ayant un couˆt re´duit infe´rieur au plus petit
couˆt re´duit des colonnes compatibles, modifier la partition ainsi :
• Classer les colonnes incompatibles par couˆt re´duit croissant.
• Ajouter les colonnes incompatibles dans l’odre croissant des couˆts re´duits,
seulement si elles sont orthogonales a` toutes les colonnes incompatibles pre´ce´-
demment ajoute´es.
Le nombre d’incompatibilite´s k prend successivement les valeurs {0, 1, 2,+∞}, et sa
valeur est conserve´e d’une ite´ration mineure a` la suivante.
2.2.6 De´sagre´gation des variables duales
La re´solution du proble`me agre´ge´ (PMRAΩ,V ) donne un couple optimal de solu-
tions primale-duale (λ, αˆ). On a vu que la solution primale e´tait solution re´alisable
du proble`me initial. Essayons de de´duire de la solution duale agre´ge´e αˆ une solution
duale α au proble`me initial qui soit comple´mentaire a` λ et duale re´alisable.
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La solution duale agre´ge´e αˆ est de´finie seulement sur les contraintes (Tl)l∈L du
proble`me agre´ge´. On peut la comple´ter par des ze´ros, c’est-a`-dire poser αt = 0 pour
t 6∈ {Tl | l ∈ L}. Par optimalite´ de (PMRAΩ,Q), la solution ainsi obtenue ve´rifie
la condition de comple´mentarite´ (2.1) pour toutes les variables compatibles. Comme
λx = 0 pour les variables x incompatibles, la condition (2.1) est ve´rifie´e pour tout x ∈
Ω. La solution duale ainsi obtenue est bien comple´mentaire a` λ. Cependant elle n’est
que partiellement re´alisable. En effet la condition de faisabilite´ duale (2.2) est ve´rifie´e
pour toutes les variables λx qui sont compatibles par optimalite´ de (PMRAΩ,V ), mais
rien ne prouve la faisabilite´ duale pour les variables incompatibles. Cherchons donc
une solution duale α, comple´mentaire a` λ et qui soit le plus re´alisable possible, c’est-
a`-dire qui ve´rifie la condition (2.2) pour toutes les variables compatibles mais aussi
pour un certain nombre de variables incompatibles.
On veut une solution comple´mentaire a` λ et re´alisable pour toutes les variables
compatibles. Par optimalite´ de (PMRAΩ,V ), une condition suffisante pour ve´rifier
cette proprie´te´ est : ∑
t∈Wl
αt = αˆTl ∀l ∈ L. (2.6)
Transformation en un proble`me de plus court chemin
Dans chaque partieWl, indexons les contraintes par les indices {1, ..., |Wl|}. Comme
les parties (Wl)l∈L forment une partition de l’ensemble des contraintes, chaque va-
riable (αt)t∈T peut eˆtre indexe´e par un couple (l, h) avec l ∈ L et h ∈ {1, ..., |Wl|}.
Effectuons le changement de variables suivant :∣∣∣∣∣∣∣∣
pilh =
h∑
j=1
αlj ∀l ∈ L,∀h ∈ {1, ..., |Wl|}
pil0 = 0 ∀l ∈ L.
(2.7)
Pour chaque contrainte t ∈ T , on peut e´crire αt sous la forme :
αt = pi
l
i − pili−1,
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avec t ∈ Wl, i ∈ {1, ..., |Wl|}.
La contrainte (2.6) devient alors
pil|Wl| = αˆTl ∀l ∈ L.
Et pour une certaine classe de colonnes incompatibles, Elhallaoui et al. (2005) montrent
que la condition de faisabilite´ duale (2.2) se met sous la forme suivante :
pirj − pili ≤ c˜,
ou` l, r ∈ L, j ∈ {1, ..., |Wr|}, i ∈ {1, ..., |Wl|} et c˜ est un couˆt re´duit partiel.
De´finissons le graphe G suivant.
• G comporte |T |+ 1 noeuds : un noeud pour chaque contrainte (l, i) avec l ∈ L
et i ∈ {1, ..., |Wl|} plus un noeud source correspondant a` toutes les variables pil0.
• Chaque contrainte pili − pirj ≤ c˜ induit un arc partant du noeud (l, i) vers le
noeud (r, j).
• La contrainte (2.6) peut se re´e´crire sous la forme :
pil|Wl| − pil0 ≤ αˆTl ∀l ∈ L
pil0 − pil|Wl| ≤ −αˆTl ∀l ∈ L,
ce qui correspond, pour chaque partie l, a` un arc allant du noeud (l, |Wl|) a` la
source et un arc allant de la source au noeud (l, |Wl|).
Si pili est la longueur du plus court chemin dans le graphe G entre le noeud source et
le noeud (l, i), alors pi ve´rifie toutes les contraintes (2.6) et les contraintes de faisabilite´
duale pour les colonnes incompatibles conside´re´es.
Un dernier e´cueuil apparaˆıt : le proble`me de plus court chemin ainsi de´fini peut com-
porter des cycles de longueur ne´gative. En effet, si la solution λ du proble`me agre´ge´
n’est pas optimale pour le proble`me original, il se peut qu’il soit impossible de trouver
une solution duale comple´mentaire et re´alisable pour toutes les colonnes incompatibles
conside´re´es. Pour contourner cet obstacle, une approche possible est la suivante : le
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proble`me de plus court chemin est re´solu par un algorithme de plus court chemin qui
de´tecte les cycles de longueur ne´gatives (par exemple Ford-Bellman). Si un tel cycle
est trouve´, on retire un des arcs du cycle (c’est-a`-dire qu’on oublie la contrainte de
faisabilite´ duale pour une des colonnes incompatibles), puis on re´applique l’algorithme
de plus court chemin.
2.3 La stabilisation des variables duales
Cette section pre´sente la me´thode de stabilisation des variables duales. Cette
approche combine l’ide´e de pe´nalisation provenant des algorithmes de point proximal
(Rockafellar, 1976; Gu¨ler, 1991) et le concept de zone de confiance de la me´thode
Boxstep (Marsten et al., 1975). Nous utilisons ici les travaux de du Merle et al.
(1999) et Oukil et al. (2007) ou` la stabilisation des variables duales est exprime´e dans
le cadre de la programmation line´aire et applique´e a` des proble`mes tre`s de´ge´ne´re´s.
Comme mentionne´ plus haut, un proble`me est de´ge´ne´re´ lorsqu’il existe beaucoup
de solutions basiques comportant peu de variables non nulles par rapport au nombre
de contraintes. Si une solution ne´cessite peu de colonnes non nulles, il faut trouver des
colonnes comple´tant la solution pour former une base. Dans le cadre de la ge´ne´ration
de colonnes, le nombre de colonnes est e´norme. Il existe donc de nombreuses fac¸ons
de comple´ter une solution pour former une base. Chaque base est associe´e de manie`re
unique a` sa solution duale comple´mentaire. Lorsque l’algorithme du simplexe effectue
un pivot de´ge´ne´re´, la base change mais la solution basique ne change pas.
L’ide´e de la stabilisation est de pe´naliser une grande partie de l’espace des solutions
duales. Cela revient a` augmenter le couˆt des bases associe´es a` une solution duale
pe´nalise´e. Les bases les plus pe´nalise´es ne seront donc pas explore´es, ce qui re´duira le
nombre de pivots de´ge´ne´re´s. Malheureusement, il est possible que l’on ait trop pe´nalise´
les bases optimales. Il faudra donc modifier dynamiquement la zone pe´nalise´e pour
obtenir une solution optimale au proble`me.
La pe´nalisation de l’espace dual peut aussi s’interpre´ter du point de vue du sous-
proble`me. En effet la direction de l’objectif du sous-proble`me c − ATα est fonction
de la solution duale courante α. Pe´naliser une partie de l’espace dual revient donc a`
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de´favoriser certaines des directions possibles de l’objectif du sous-proble`me. C’est-a`-
dire que l’on va favoriser la ge´ne´ration de points extreˆmes optimaux pour les directions
non pe´nalise´es.
Dans un premier temps, on pre´sentera l’approche adopte´e pour pe´naliser l’espace
des solutions duales. Ensuite on expliquera comment faire e´voluer cette pe´nalite´ pour
s’assurer d’obtenir une solution optimale au proble`me.
2.3.1 Pe´nalisation de l’espace dual
Conside´rons le proble`me original et son dual :
(PMRΩ)
min
λ
∑
x∈Ω
cTxλx∑
x∈Ω
Axλx = b
λx ≥ 0 ∀x ∈ Ω
(DMRΩ)
max
α
bTα
αTAx ≤ cTx ∀x ∈ Ω.
La strate´gie adopte´e pour pe´naliser une partie de l’espace des solutions duales est la
suivante :
• pour chaque variable duale, on de´finit une « zone de confiance » sans pe´nalite´ ;
• plus une variable duale est e´loigne´e de sa zone de confiance, plus on pe´nalise le
couˆt de la solution.
La fonction de pe´nalite´ choisie est line´aire en trois morceaux, comme repre´sente´ a` la
figure 2.1. Si α est compris entre δ− et δ+ aucune pe´nalite´ ne s’applique. Si α est
plus grand que δ+, on applique une pe´nalite´ de valeur ε+ω+ ou` ω+ = α− δ+ est une
variable mesurant la distance entre α et la zone de confiance. De manie`re similaire,
si α est plus petit que δ−, on applique une pe´nalite´ de valeur ε−ω− ou` ω− = δ− − α.
La version stabilise´e du proble`me dual est :
(DMRSΩ)
max
α,ω+,ω−
bTα− ε−Tω− − ε+Tω+
αTAx ≤ cTx ∀x ∈ Ω
α ≤ δ+ + ω+
δ− − ω− ≤ α
ω+, ω− ≥ 0,
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α
−ε+ε−
pénalité
δ+δ−
Figure 2.1 Fonction de pe´nalisation des variables duales
avec ε+ > 0, ε− > 0 et δ+ > δ−.
On en de´duit le proble`me primal stabilise´ :
(PMRSΩ)
min
λ,y+,y−
∑
x∈Ω
cTxλx − δ−Ty− + δ+Ty+∑
x∈Ω
Axλx − y− + y+ = b
y+ ≤ ε+
y− ≤ ε−
y+, y− ≥ 0
λx ≥ 0 ∀x ∈ Ω.
Remarquez que le proble`me primal stabilise´ est une relaxation du proble`me primal
original. En effet, toute solution λ de (PMRΩ) induit une solution re´alisable de meˆme
couˆt (λ, 0, 0) dans (PMRSΩ).
2.3.2 Crite`re de convergence
La re´solution du proble`me stabilise´ ne donne qu’une borne infe´rieure sur la solution
optimale du proble`me initial. Il faut donc re´soudre une suite de proble`mes stabilise´s
(PMRSkΩ)k∈N pour atteindre la solution optimale du proble`me initial. Reste a` savoir
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comment de´finir cette suite pour assurer la convergence. La proposition ci-dessous
nous donne une condition suffisante. On appelera ite´ration majeure la re´solution d’un
proble`me stabilise´ (PMRSkΩ).
Notons zk la valeur optimale de (PMRS
k
Ω). Par dualite´ forte, c’est aussi la valeur
optimale de (DMRSkΩ). La proposition suivante donne une condition suffisante pour
assurer la convergence de la suite (zk)k∈N vers la solution optimale de (PMRΩ) :
Proposition 4. Soit (αk, ω
+
k , ω
−
k ) une solution optimale de (DMRS
k
Ω). Si les pa-
rame`tres de (DMRSk+1Ω ) ve´rifient :
δ−Tk+1et < α
T
k et < δ
+T
k+1et ∀t ∈ T,
alors
• Soit zk+1 > zk.
• Soit zk+1 = zk et αk est une solution optimale de (DMRΩ).
De´monstration. On a :
zk = b
Tαk − ε−k Tω−k − ε+k Tω+k .
Si la condition de la proposition est ve´rifie´e, alors (αk, 0, 0) est une solution re´alisable
pour (DMRSk+1Ω ) de couˆt b
Tαk. En conse´quence :
zk+1 ≥ bTαk
≥ bTαk − ε−k Tω−k − ε+k Tω+k
≥ zk,
car ω+k , ω
−
k , ε
+
k et ε
+
k sont tous positifs.
Si zk+1 = zk, alors la solution (αk, 0, 0) est optimale pour (DMRS
k+1
Ω ) car c’est
une solution re´alisable et son couˆt est bTαk ≥ zk.
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De plus αk est optimale pour (DMRΩ). En effet supposons qu’il existe une solution
α′ re´alisable pour (DMRΩ) telle que bTα′ > bTαk. Alors (α′, 0, 0) est une solution
re´alisable pour (DMRSk+1Ω ) de couˆt strictement supe´rieur a` b
Tαk, ce qui contredit
l’optimalite´ de (αk, 0, 0).
2.3.3 Mise a` jour des parame`tres de stabilisation
La proposition 4 e´tant assez peu restrictive, on a une grande liberte´ sur la mise
a` jour des parame`tres de stabilisation ε+, ε−, δ+, δ−. Deux strate´gies de mise a` jour,
inspire´es de la strate´gie dynamique pre´sente´e dans Oukil et al. (2007), ont e´te´ teste´es.
Dans les deux cas, la zone de confiance a` l’ite´ration k + 1 est centre´e sur la solution
duale obtenue a` l’ite´ration k. Les re´gles de mise a` jour modifient dynamiquement,
pour chaque composante t ∈ T , la largeur de la zone de confiance ∆kt = δ+Tk et− δ−Tk et
et les pe´nalite´s ε+Tk et, ε
−T
k et.
Strate´gie 1 : expansion-seulement
On regarde chaque variable duale inde´pendamment les unes des autres : si une
variable duale est a` l’inte´rieur de la zone de confiance, on peut penser que cette valeur
est « bonne ». On ne change pas la largeur de la zone de confiance et on augmente les
pe´nalite´s. Si au contraire une variable duale est a` l’exte´rieur de la zone de confiance,
on conside`re que la zone de confiance e´tait trop contraignante pour cette variable.
On diminue donc les pe´nalite´s et on augmente la largeur de la zone. De manie`re plus
formelle :
• Si δ−Tk et < αTk et < δ+Tk et, la largeur de la zone de confiance ne change pas. Les
pe´nalite´s sont double´es si leur valeurs ne de´passent pas 1 :
∆k+1t = ∆
k
t
ε+Tk+1et = min
{
2ε+Tk et, 1.0
}
ε−Tk+1et = min
{
2ε−Tk et, 1.0
}
.
• Si αTk et ≤ δ−Tk et ou δ+Tk et ≤ αTk et, la largeur de la zone de confiance est multiplie´e
par deux. Les pe´nalite´s sont divise´es par deux si leur valeurs ne tombent pas en
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dessous de la pre´cision machine  :
∆k+1t = 2∆
k
t
ε+Tk+1et = max
{
0.5ε+Tk et, 
}
ε−Tk+1et = max
{
0.5ε−Tk et, 
}
.
Strate´gie 2 : expansion-contraction
On part du meˆme principe que pre´ce´demment, mais pour e´viter une trop grande
expansion de la zone de confiance, on la contracte autour des variables duales « bien »
approche´es.
• Si δ−Tk et < αTk et < δ+Tk et, la largeur de la zone de confiance est divise´e par deux
si sa valeur ne tombe pas en dessous de 0.1. Les pe´nalite´s sont double´es si leur
valeurs ne de´passent pas 1 :
∆k+1t = max{ 0.5∆kt , 0.1}
ε+Tk+1et = min
{
2ε+Tk et, 1.0
}
ε−Tk+1et = min
{
2ε−Tk et, 1.0
}
.
• Si αTk et < δ−Tk et ou δ+Tk et < αTk et, la largeur de la zone de confiance est multiplie´e
par quatre. Les pe´nalite´s sont divise´es par deux si leur valeurs ne tombent pas
en dessous de la pre´cision machine  :
∆k+1t = 4∆
k
t
ε+Tk+1et = max
{
0.5ε+Tk et, 
}
ε−Tk+1et = max
{
0.5ε−Tk et, 
}
.
• Si αTk et = δ−Tk et ou δ+Tk et = αTk et, la largeur de la zone de confiance et les
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pe´nalite´s ne sont pas modifie´es :
∆k+1t = ∆
k
t
ε+Tk+1et = ε
+T
k et
ε−Tk+1et = ε
−T
k et.
Pour les deux strate´gies, la largeur de la zone de confiance ainsi que les pe´nalite´es
sont initialise´es avec une valeur de 0.1.
Dans la premie`re strate´gie, la zone de confiance sera e´largie pour les variables duales
«mal » e´value´es. La deuxie`me strate´gie ajoute un me´canisme de contraction de la zone
de confiance pour les variables duales « bien » e´value´es. Comme la premie`re strate´gie
ne fait qu’e´tendre la zone de confiance, elle est susceptible de contenir rapidement
une solution duale optimale. Mais une zone de confiance trop grande va mener a` un
proble`me tre`s de´ge´ne´re´. On s’attend donc a` converger en faisant « peu » de mises a`
jour, mais chaque proble`me stabilise´ sera long a` re´soudre. La deuxie`me strate´gie cre´e
des zones de confiance plus petites, donc moins susceptibles de contenir une solution
duale optimale. Cependant le proble`me stabilise´ sera peu de´ge´ne´re´. On s’attend donc
a` converger en faisant « beaucoup » de mises a` jour, mais chaque proble`me stabilise´
sera rapide a` re´soudre.
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Chapitre 3
Couplage de l’agre´gation
dynamique de contraintes et de la
stabilisation des variables duales
Ce chapitre de´crit la contribution mathe´matique apporte´e au cours de cette maˆı-
trise. Il s’agit de tirer parti des deux me´thodes pre´sente´es au chapitre 2, l’agre´gation
dynamique de contraintes et la stabilisation des variables duales, pour re´duire au
maximum les effets ne´gatifs de la de´ge´ne´rescence. Plus pre´cise´ment, les proble`mes
stabilise´s seront maintenant re´solus par agre´gation dynamique de contraintes. La
difficulte´ est d’e´crire un proble`me maˆıtre agre´ge´ et stabilise´ qui permet toujours de
de´sagre´ger les variables duales en re´solvant un proble`me de plus court chemin.
Dans un premier temps, le proble`me stabilise´ et agre´ge´ sera de´fini et ses proprie´te´s
e´tudie´es. Dans un second temps, la fac¸on de de´sagre´ger les variables duales sera
aborde´e dans le de´tail. Dans tout ce chapitre, on parlera exclusivement de proble`mes
de partitionnement d’ensemble.
3.1 Me´thode
Comme pour la stabilisation, une suite de proble`mes stabilise´s (PMRSkΩ)k∈N
sera re´solue. Par contre, l’agre´gation dynamique de contraintes sera utilise´e pour ces
re´solutions. Pour cela on construira un proble`me stabilise´ et agre´ge´ (PMRSAkΩ,V ).
Il sera de´fini de telle sorte que, a` partir d’un couple de solutions primale et duale
optimales de couˆt zk, (λ̂, ŷ
+, ŷ−) pour (PMRSAkΩ,V ) et (α̂, ω̂
+, ω̂−) pour son dual
(DMRSAkΩ,V ), il soit facile de :
• construire une solution (λ, y+, y−) re´alisable pour (PMRSkΩ) de couˆt zk ;
• constuire, par la re´solution d’un proble`me de plus court chemin, une solution
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re´alisable (α, ω+, ω−) pour (DMRSkΩ) qui soit comple´mentaire a` (λ, y
+, y−).
Par comple´mentarite´, on aura ainsi re´solu (PMRSkΩ) a` l’optimalite´. La construction
du proble`me stabilise´ et agre´ge´ (PMRSAkΩ,V ) e´tant identique pour a` chaque ite´ration
majeure k, cet indice sera omis par la suite.
3.2 Un proble`me maˆıtre agre´ge´ et stabilise´
Prenons un proble`me stabilise´ :
(PMRSΩ)
min
λ,y+,y−
∑
x∈Ω
cTxλx − δ−Ty− + δ+Ty+∑
x∈Ω
Axλx − y− + y+ = b
y+ ≤ ε+
y− ≤ ε−
y+, y− ≥ 0
λx ≥ 0 ∀x ∈ Ω,
avec ε+ > 0, ε− > 0 et δ+ > δ−.
Comme de´crit a` la section 2.2, on part d’une solution re´alisable au proble`me original
(PMRΩ). Un sous-espace vectoriel V contenant la solution re´alisable est choisi et
une base orthogonale Q de V forme´e de colonnes binaires est explicite´e. Cette base
induit une partition {Wl | l ∈ L} de l’ensemble de contraintes T . De´finissons alors le
proble`me stabilise´ et agre´ge´ :
(PMRSAΩ,V )
min
∑
x∈Ω
cTxλx − δ̂−T ŷ− + δ̂+T ŷ+∑
x∈Ω
HVAxλx − ŷ− + ŷ+ = 1
ŷ− ≤ ε̂−
ŷ+ ≤ ε̂+
ŷ+, ŷ− ≥ 0
λx ≥ 0 ∀x ∈ Ω,
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avec
∀l ∈ L δ̂−l =
∑
t∈Wl
δ−t
∀l ∈ L δ̂+l =
∑
t∈Wl
δ+t
∀l ∈ L ε̂−l = min
t∈Wl
ε−t
∀l ∈ L ε̂+l = min
t∈Wl
ε+t .
Proposition 5. Soit (λ, ŷ+, ŷ−) une solution de (PMRSAΩ,V ) de couˆt z. En choi-
sissant :
y+t = ŷ
+
l ∀l ∈ L, ∀t ∈ Wl
y−t = ŷ
−
l ∀l ∈ L, ∀t ∈ Wl,
la solution (λ, y+, y−) est re´alisable pour (PMRSΩ) et a un couˆt z.
De´monstration. Ve´rifions d’abord que (λ, y+, y−) est re´alisable pour (PMRSΩ). Soit
Tl une contrainte de (PMRSAΩ,V ). On a vu dans la section 2.2.4 que toutes les
contraintes t ∈ Wl de (PMRSΩ) sont identiques a` Tl. Cela signifie que, pour tout
t ∈ Wl :
(
∑
x∈Ω
Axλx − b)T et = ŷ−l − ŷ+l = y−t − y+t .
Donc la contrainte
∑
x∈ΩAxλx − y− + y+ = b est ve´rifie´e.
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Soit t ∈ T une contrainte et l l’indice de la partie Wl contenant t. On a :
y+t = ŷ
+
l ≤ ε̂+l
≤ min
t′∈Wl
ε+t′
≤ ε+t .
Donc y+ ≤ ε+. De meˆme, y− ≤ ε−.
Le couˆt de la solution (λ, y+, y−) est :∑
x∈Ω
cTxλx − δ−Ty− + δ+Ty+
=
∑
x∈Ω
cTxλx +
∑
t∈T
(−δ−t y−t + δ+t y+t )
=
∑
x∈Ω
cTxλx +
∑
l∈L
∑
t∈Wl
(−δ−t y−t + δ+t y+t )
=
∑
x∈Ω
cTxλx +
∑
l∈L
(−ŷ−l
∑
t∈Wl
δ−t + ŷ
+
l
∑
t∈Wl
δ+t )
=
∑
x∈Ω
cTxλx +
∑
l∈L
(−ŷ−l δ̂−t + ŷ+l δ̂+t )
= z.
Remarquez que cette de´monstration ne´cessite de travailler sur les proble`mes de
partitionnement d’ensemble. Dans le cas ge´ne´ral, de´sagre´ger les variables d’e´cart ŷ+
et ŷ− de manie`re a` obtenir une solution re´alisable semble moins e´vident.
3.3 De´sagre´gation des variables duales
Pour prouver l’optimalite´ de la solution (λ, y+, y−) du proble`me primal de´sagre´ge´
(PMRSΩ), une solution (α, ω
+, ω−) re´alisable pour le proble`me dual (DMRSΩ) et
comple´mentaire a` (λ, y+, y−) est construite. Les variables d’e´cart introduites par la
stabilisation impliquent de nouvelles contraintes de comple´mentarite´. Dans un premier
temps, ces nouvelles contraintes seront pre´sente´es. Ensuite on montrera que, modulo le
changement de variables (2.7) introduit pour l’agre´gation dynamique de contraintes,
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elles ont la structure de conditions d’optimalite´ d’un proble`me de plus court chemin.
Apre`s une e´tude de´taille´e du graphe ainsi induit, la me´thode choisie pour la re´solution
du proble`me de plus court chemin sera explique´e.
3.3.1 Contraintes de comple´mentarite´
Pour que la solution (α, ω+, ω−) soit comple´mentaire a` (λ, y+, y−), il faut qu’elle
ve´rifie :
∀x ∈ Ω λx > 0 ⇒ αTAx = cTx (3.1)
∀t ∈ T y+t > 0 ⇒ αt = δ+t + ω+t (3.2)
∀t ∈ T y−t > 0 ⇒ δ−t − ω−t = αt (3.3)
∀t ∈ T ω+t > 0 ⇒ y+t = ε+t (3.4)
∀t ∈ T ω−t > 0 ⇒ y−t = ε−t . (3.5)
Les conditions (3.2) et (3.4) couple´es aux conditions ω+ ≥ 0 impliquent :
y+t = ε
+
t ⇒
{
αt ≥ δ+t
ω+t = αt − δ+t
0 < y+t < ε
+
t ⇒
{
αt = δ
+
t
ω+t = 0
y+t = 0⇒
{
αt ≤ δ+t
ω+t = 0.
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De manie`re similaire, les conditions (3.3) et (3.5) couple´es aux conditions ω− ≥ 0
impliquent :
y−t = ε
−
t ⇒
{
αt ≤ δ−t
ω−t = δ
−
t − αt
0 < y−t < ε
−
t ⇒
{
αt = δ
−
t
ω−t = 0
y−t = 0⇒
{
αt ≥ δ−t
ω−t = 0.
Les contraintes de comple´mentarite´s s’e´crivent finalement ainsi :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∀x ∈ Ω tel que λx > 0 αTAx = cTx
∀t ∈ T tel que y+t = ε+t αt ≥ δ+t
∀t ∈ T tel que 0 < y+t < ε+t αt = δ+t
∀t ∈ T tel que y+t = 0 αt ≤ δ+t
∀t ∈ T tel que y−t = ε−t αt ≤ δ−t
∀t ∈ T tel que 0 < y−t < ε−t αt = δ−t
∀t ∈ T tel que y−t = 0 αt ≥ δ−t .
(3.6)
La recherche de la solution duale revient donc a` re´soudre le proble`me de faisabilite´
en α de´fini par les contraintes (3.6). Les valeurs de ω+ et ω− seront entie`rement
de´termine´es par la donne´e de y+, y− et α.
Comme pour l’agre´gation dynamique de contraintes, on remplace la contrainte
(3.1) par la condition suffisante (2.6), on effectue le changement de variables (2.7)
et on ajoute les contraintes de faisabilite´ duale pour une certaine classe de colonnes
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incompatibles. Le proble`me de faisabilite´ devient alors :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∀l ∈ L pil|Wl| = α̂l
∀t ∈ T tel que y+t = ε+t pilj − pili ≥ δ+t
∀t ∈ T tel que 0 < y+t < ε+t pilj − pili = δ+t
∀t ∈ T tel que y+t = 0 pilj − pili ≤ δ+t
∀t ∈ T tel que y−t = ε−t pilj − pili ≤ δ−t
∀t ∈ T tel que 0 < y−t < ε−t pilj − pili = δ−t
∀t ∈ T tel que y−t = 0 pilj − pili ≥ δ−t
∀(l, r) ∈ L2, (i, j) ∈ El,r pilj − pili ≤ c˜l,ri,j.
ou` les ensembles El,r indexent les contraintes induites par les colonnes incompatibles
retenues.
Remarquez que le meˆme raisonnement peut se faire sur une solution optimale
(λ, ŷ+, ŷ−) du proble`me stabilise´ et agre´ge´ et sa solution duale comple´mentaire
(α̂, ω̂+, ω̂−). Celles-ci ve´rifient donc :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∀l ∈ L tel que ŷ+l = ε̂+l α̂l ≥ δ̂+l
∀l ∈ L tel que 0 < ŷ+l < ε̂+l α̂l = δ+l
∀l ∈ L tel que ŷ+l = 0 α̂l ≤ δ̂+l
∀l ∈ L tel que ŷ−l = ε̂−l α̂l ≤ δ̂−l
∀l ∈ L tel que 0 < ŷ−l < ε̂−l α̂l = δ̂−l
∀l ∈ L tel que ŷ−l = 0 α̂l ≥ δ̂−l .
(3.7)
3.3.2 Re´solution du proble`me de plus court chemin
Ce proble`me de faisabilite´ a encore la structure des conditions d’optimalite´ d’un
proble`me de plus court chemin. Malheureusement, il est encore possible que ce pro-
ble`me comporte des cycles de longueur ne´gative. Dans l’agre´gation dynamique de
contraintes, on de´tectait ces cycles et on pouvait enlever n’importe quel arc du cycle.
Ici, on ne peut pas enlever des arcs correspondant aux contraintes de comple´mentarite´,
sinon on perdrait la preuve d’optimalite´ sur le proble`me original.
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L’approche adopte´e pour la re´solution du sous-proble`me se base sur l’algorithme
de Floyd-Warshall (Ahuja et al., 1993) qui permet de de´tecter les plus courts chemins
entre toutes les paires de sommets du graphe. Ici, on calcule la matrice M = [mij] qui
contient la longueur des plus courts chemins ne passant pas par le noeud source entre
toutes les paires de noeuds du graphe. Ceci permet d’avoir une matrice beaucoup plus
creuse (c’est-a`-dire comportant de nombreux coefficients de valeur +∞ ) et ce sans
aucune perte d’information, puisque l’on connaˆıt la longueur des plus courts chemins
entre le noeud source et tous les autres noeuds.
Dans un premier temps, la matrice est initialise´e en utilisant uniquement les arcs
provenant des conditions de comple´mentarite´. Cette e´tape peut se re´aliser en O(|T |2),
et on montrera que les conditions de comple´mentarite´ ne peuvent pas induire de cycle
de longueur ne´gative. Ensuite, les arcs induits par les colonnes incompatibles sont
ajoute´s un a` un. La matrice des plus courts chemins permet de de´tecter imme´diatement
si l’ajout d’un tel arc cre´e un cycle de longueur ne´gative. Si c’est le cas, l’arc incrimine´
est abandonne´. Sinon, les plus courts chemins sont mis a` jour, et on passe a` l’arc sui-
vant. Si I indexe l’ensemble des colonnes incompatibles conside´re´es, cette e´tape prend
O(|I||T |2) ope´rations. De manie`re plus formelle, l’algorithme s’e´nonce comme suit.
Algorithme de re´solution du proble`me de plus court chemin :
1. Initialiser la matrice M des plus courts chemins en utilisant uniquement les arcs
provenant des conditions de comple´mentarite´.
2. Choisir (k, l) ∈ I un arc provenant d’une colonne incompatible de couˆt ckl.
3. I = I \ {(k, l)}.
4. Si ckl +mlk < 0, cet arc forme un cycle de longueur ne´gative ne passant pas par
le noeud source. Aller en 7.
5. Si ml,source + msource,k + ckl < 0, cet arc forme un cycle de longueur ne´gative
passant par le noeud source. Aller en 7.
6. Sinon, pour tout i, j ∈ T ∪ {source}, poser mij = min{mij,mik + ckl +mlj}.
7. Si I est vide, arreˆter.
8. Retourner en 2.
La section suivante analysera d’un peu plus pre`s le graphe induit par les contraintes de
comple´mentarite´. Cela montrera que ce graphe ne comporte pas de cycles de longueur
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ne´gative, et permettra d’initialiser la matrice des plus courts chemins en un temps
O(|T |2).
3.3.3 Graphe induit par les contraintes de comple´mentarite´
Commenc¸ons par une remarque simple sur les variables d’e´cart (ŷ+, ŷ−) du proble`-
me agre´ge´.
Proposition 6. Soit (λ̂, ŷ+, ŷ−) une solution optimale de (PMRSAΩ,V ), alors :
ŷ+l ŷ
−
l = 0 ∀l ∈ L.
De´monstration. Supposons qu’il existe l ∈ L tel que ŷ+l ŷ−l 6= 0. Cela signifie que
ŷ+l > 0 et ŷ
−
l > 0. On va montrer qu’il existe une solution re´alisable au proble`me de
couˆt infe´rieur a` la solution (λ̂, ŷ+, ŷ−). Le couˆt induit par ces variables est :
z = −δ̂−l ŷ−l + δ̂+l ŷ+l .
Posons :
ŷ′
−
l = max{0, ŷ−l − ŷ+l }
ŷ′
+
l = −ŷ−l + ŷ+l + ŷ′
−
l .
Comme −ŷ′−l + ŷ′
+
l = −ŷ−l + ŷ+l , la solution (λ̂, ŷ′
+
, ŷ′
−
) est re´alisable. Le couˆt induit
par ces variables d’e´cart est :
z′ = −δ̂−l ŷ′
−
l + δ̂
+
l ŷ
′+
l .
• Si ŷ′−l = ŷ−l − ŷ+l , nous avons :
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z′ = −δ̂−l ŷ′
−
l
= −δ̂−l ŷ−l + δ̂−l ŷ+l
< −δ̂−l ŷ−l + δ̂+l ŷ+l
< z,
car δ̂+l > δ̂
−
l et ŷ
+
l > 0.
• Si ŷ′−l = 0, nous avons :
z′ = δ̂+l ŷ′
+
l
= −δ̂+l ŷ−l + δ̂+l ŷ+l
< −δ̂−l ŷ−l + δ̂+l ŷ+t l
< z,
car δ̂+l > δ̂
−
l et ŷ
−
l > 0.
Le couˆt de la solution (λ̂, ŷ′
+
, ŷ′
−
) est donc strictement infe´rieur au couˆt de la solution
(λ̂, ŷ+, ŷ−). Ceci contredit l’optimalite´ de (λ̂, ŷ+, ŷ−).
Cette proposition signifie que pour chaque partie l, on est toujours dans l’un des
cinq cas suivant :
ŷ+l = 0 et ŷ
−
l = 0
ε̂+l > ŷ
+
l > 0 et ŷ
−
l = 0
ε̂+l = ŷ
+
l > 0 et ŷ
−
l = 0
ŷ+l = 0 et ε̂
−
l > ŷ
−
l > 0
ŷ+l = 0 et ε̂
−
l = ŷ
−
l > 0.
Analysons les arcs induits par les contraintes de compatibilite´ dans les trois premiers
cas. Le raisonnement e´tant identique pour les deux derniers cas, il ne sera pas pre´sente´.
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Cas ŷ+l = 0 et ŷ
−
l = 0
pi|Wl|−1
−δ−|Wl|−1
δ+|Wl|−1
pi|Wl|−2
−δ−|Wl|−2
δ+|Wl|−2
pi|Wl|−3
−δ−|Wl|−3
δ+|Wl|−3
pi3
−δ−4
δ+4
pi2
−δ−3
δ+3
pi1
−δ−2
δ+2
Source
−δ−1
δ+1
−δ−|Wl| + αˆl
δ+|Wl| − αˆl
Figure 3.1 Graphe induit par les contraintes de comple´mentarite´. Cas ŷ+l = 0 et
ŷ−l = 0
Dans ce cas, pour tout t ∈ Wl, y+t = 0 et y−t = 0. Comme ε+t > 0 et ε−t > 0, les
seules contraintes de compatibilite´ qui s’appliquent sont :
pil|Wl| = α̂l
∀t ∈ Wl pilj − pili ≤ δ+t
∀t ∈ Wl pilj − pili ≥ δ−t .
Le graphe re´sultant est repre´sente´ a` la figure 3.1.
Une remarque importante s’impose : l’optimalite´ du proble`me agre´ge´ (3.7) im-
plique :
|Wl|∑
k=1
δ−k ≤ α̂l ≤
|Wl|∑
k=1
δ+k .
De plus δ+ > δ−. On en de´duit que tous les cycles dans ce graphe ont des longueurs
positives ou nulles. Il suffit donc de regarder les chemins e´le´mentaires pour initialiser
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la matrice M . Ainsi les longueurs des plus courts chemins ne passant pas par le noeud
source entre les noeuds i, j ∈ {1, ..., |Wl|}, i < j sont donne´es par :
mij =
j∑
k=i+1
δ+k
mji =
j∑
k=i+1
−δ−k .
Pour la longueur des plus courts chemins entre la source et le noeud i ∈ {1, ..., |Wl|},
on trouve :
msource,i = min

i∑
k=1
δ+k , α̂l +
|Wl|∑
k=i+1
−δ−k

mi,source = min
−α̂l +
|Wl|∑
k=i+1
δ+k ,
i∑
k=1
−δ−k
 .
En utilisant ces formules, on peut initialiser la matrice M pour les noeuds de la partie
Wl en un temps O(|Wl|2).
Cas ε̂+l > ŷ
+
l > 0 et ŷ
−
l = 0
Dans ce cas, pour tout t ∈ Wl, on a ε+l > y+t > 0 et y−t = 0. Les seules contraintes
de compatibilite´ qui s’appliquent sont :
pil|Wl| = α̂l
∀t ∈ Wl pilj − pili = δ+t .
Le graphe re´sultant est repre´sente´ a` la figure 3.2.
L’optimalite´ du proble`me agre´ge´ 3.7 implique ici que α̂l =
∑|Wl|
k=1 δ
+
k . Donc tous
les cycles du graphe ont une longueur nulle. Il suffit donc de regarder les chemins
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pi|Wl|−1
−δ+|Wl|−1
δ+|Wl|−1
pi|Wl|−2
−δ+|Wl|−2
δ+|Wl|−2
pi|Wl|−3
−δ+|Wl|−3
δ+|Wl|−3
pi3
−δ+4
δ+4
pi2
−δ+3
δ+3
pi1
−δ+2
δ+2
Source
−δ+1
δ+1
−δ+|Wl| + αˆl
δ+|Wl| − αˆl
Figure 3.2 Graphe induit par les contraintes de comple´mentarite´. Cas ε̂+l > ŷ
+
l > 0
et ŷ−l = 0
e´le´mentaires pour initialiser la matrice M . Ainsi les longueurs des plus courts chemins
ne passant pas par le noeud source entre les noeuds i, j ∈ {1, ..., |Wl|}, i < j sont
donne´es par :
mij =
j∑
k=i+1
δ+k
mji =
j∑
k=i+1
−δ−k .
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Pour la longueur des plus courts chemins entre la source et le noeud i ∈ {1, ..., |Wl|},
on obtient :
msource,i = min

i∑
k=1
δ+k , α̂l +
|Wl|∑
k=i+1
−δ+k

mi,source = min
−α̂l +
|Wl|∑
k=i+1
δ+k ,
i∑
k=1
−δ+k
 .
Or l’optimalite´ du proble`me agre´ge´ implique :
α̂l = δ̂
+
l =
l∑
k=1
δ+k .
Donc les deux termes de la fonction minimum sont e´gaux.
En utilisant ces formules, on peut initialiser la matrice M pour les noeuds de la
partie Wl en un temps O(|Wl|2).
Cas ε+l = ŷ
+
l et ŷ
−
l = 0
Dans ce cas, pour tout t ∈ Wl, on a ε+t ≥ y+t > 0 et y−t = 0. Les seules contraintes
de compatibilite´ qui s’appliquent sont :
pil|Wl| = α̂l
∀t ∈ Wl tel que y+t = ε+t pilj − pili ≥ δ+t
∀t ∈ Wl tel que y+t < ε+t pilj − pili = δ+t .
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pi|Wl|−1
−δ+|Wl|−1
δ+|Wl|−1
pi3
−δ+4
δ+4
pi2
−δ+3
pi1
−δ+2
δ+2
Source
−δ+1
δ+1
−δ+|Wl| + αˆl
δ+|Wl| − αˆl
pi4
−δ+5
pi|Wl|−2
Figure 3.3 Graphe induit par les contraintes de comple´mentarite´. Cas ε+l = ŷ
+
l et
ŷ−l = 0
ce qui se reformule en :
pil|Wl| = α̂l
∀t ∈ Wl pili − pilj ≤ −δ+t
∀t ∈ Wl tel que y+t < ε+t pilj − pili ≤ δ+t .
Le graphe re´sultant est repre´sente´ a` la figure 3.3.
Pour i, j ∈ {1, ..., |Wl|}, i < j , le graphe comportera toujours un chemin allant de
j vers i sans passer par la source, et e´ventuellement un chemin allant de i vers j sans
passer par la source si la condition y+t < ε
+
t est ve´rifie´e pour toutes les contraintes
d’indice k avec i < k ≤ j.
L’optimalite´ du proble`me agre´ge´ (3.7) implique
∑|Wl|
k=1 δ
+
k ≤ α̂l. Tous les cycles
pre´sents dans ce graphe ont donc une longueur positive ou nulle. Il suffit donc de
regarder les chemins e´le´mentaires pour initialiser la matrice M . Ainsi les longueurs
des plus courts chemins ne passant pas par le noeud source entre les noeuds i, j ∈
42
{1, ..., |Wl|}, i < j sont donne´es par :
mij =

j∑
k=i+1
δ+k s’il existe un chemin de i a` j
+∞ sinon,
et
mji =
j∑
k=i+1
−δ+k .
Inte´ressons-nous a` la longueur du plus court chemin partant de la source vers le noeud
i ∈ {1, ..., |Wl|}. Il existe toujours un chemin passant par le noeud pi|Wl|−1 de longueur
α̂l +
∑|Wl|
k=i+1−δ+k . Il existe e´ventuellement un chemin passant par le noeud pi1 de
longueur
∑i
k=1 δ
+
k . Par optimalite´ du proble`me agre´ge´ (3.7), on sait que :
α̂l ≥ δ̂+l =
l∑
k=1
δ+k ,
ce qui implique :
i∑
k=1
δ+k ≤ α̂l +
|Wl|∑
k=i+1
−δ+k ?
S’il existe un chemin passant par le noeud pi1, celui-ci est donc le plus court. Finale-
ment :
msource,i =

i∑
k=1
δ+k s’il existe un chemin de la source a` i contenant pi1
α̂l +
|Wl|∑
k=i+1
−δ+k sinon.
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Par un raisonnement analogue, la longueur du plus court chemin arrivant a` la source
en partant du noeud i ∈ {1, ..., |Wl|} est :
mi,source =

|Wl|∑
k=i+1
δ+k − α̂l s’il existe un chemin de i a` la source contenant pi|Wl|−1
−
i∑
k=1
δ+k sinon.
Une imple´mentation intelligente permet encore d’initialiser la matrice M pour les
noeuds de la partie Wl en un temps O(|Wl|2).
Conclusion de l’analyse du graphe
L’e´tude du graphe induit par les contraintes de comple´mentarite´ pour chaque
partie a montre´ que tous les cycles pre´sents ont une longueur positive ou nulle. De
plus la matrice M peut eˆtre initialise´e en un temps O(|Wl|2) pour chaque partie,
soit au total O(
∑
l∈L |Wl|2) = O(|T |2). Dans le graphe complet, les e´ventuels cycles
de longueur ne´gative contiendront donc force´ment un arc induit par une colonne
incompatible.
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Chapitre 4
Application au proble`me d’horaires
de ve´hicules avec de´poˆts multiples
L’approche pre´sente´e a e´te´ applique´e au proble`me d’horaires de ve´hicules avec
de´poˆts multiples (ou MDVSP pour Multiple Depot Vehicle Scheduling Problem).
C’est un proble`me qui est e´tudie´ depuis de nombreuses anne´es (Bertossi et al., 1987;
Carpaneto et al., 1989; Ribeiro et Soumis, 1994; Lo¨bel, 1998; Hadjar et al., 2006;
Kliewer et al., 2006; Desaulniers et Hickman, 2007). Il est rencontre´ par exemple par
les services d’autobus pour le transport public urbain. Le transporteur assure a` ses
clients qu’un autobus sera pre´sent aux horaires indique´s et qu’il effectuera un certain
trajet. Il dispose d’un certain nombre de ve´hicules re´partis dans quelques de´pots.
Chaque ve´hicule doit retourner dans son de´poˆt a` la fin de la journe´e. Le transporteur
doit construire des parcours pour ses ve´hicules afin d’effectuer tous les trajets promis
aux clients tout en minimisant ses couˆts de fonctionnement (en terme de carburant,
d’usure des ve´hicules, etc).
Une premie`re section pre´sentera deux mode´lisations du MDVSP en programme
line´aire en nombres entiers. Une deuxie`me section explicitera une relaxation du MDVSP.
Cette relaxation sera utilise´e non seulement pour trouver une solution initiale permet-
tant d’initialiser la me´thode d’agre´gation dynamique de contraintes, mais aussi pour
estimer une solution duale au MDVSP permettant d’initialiser les zones de confiance
de la me´thode de stabilisation des variables duales.
4.1 Mode´lisation du proble`me
Commenc¸ons par pre´senter la notation du MDVSP :
• Soit T l’ensemble des taˆches (trajets) a` re´aliser. Chaque taˆche i ∈ T de´bute a`
l’heure hi.
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• Soit S un ensemble de stations. La taˆche i ∈ T consiste a` partir de la station oi
pour rejoindre la station di.
• Soit K l’ensemble des de´poˆts. Le de´poˆt k ∈ K posse`de nk ve´hicules.
• Soit i, j ∈ S ∪K. Les temps et les couˆts de parcours entre les lieux i et j sont
connus et note´s τij et cij, respectivement.
• Notons Cf le couˆt fixe engendre´ par l’utilisation d’un ve´hicule.
4.1.1 Mode`le a` connexions directes
Le MDVSP peut se mode´liser comme un proble`me de programmation en nombres
entiers base´ sur une approche multi-flot. Pour chaque de´poˆt k ∈ K, de´finissons le
graphe oriente´ Gk = (Nk, Ak).
• L’ensemble des noeuds Nk est compose´ d’un noeud par taˆche i ∈ T , d’un noeud
Ok repre´sentant le de´poˆt comme point de de´part des ve´hicules et d’un noeud
Dk repre´sentant le de´poˆt comme point de retour des ve´hicules.
• Ak contient un arc reliant les noeuds-taˆches i et j si, apre`s avoir effectue´ la
taˆche i, un ve´hicule peut effectuer la taˆche j, c’est-a`-dire si :
hi + τoi,di + τdi,oj ≤ hj.
Dans ce cas, l’arc a un couˆt cdi,oj . On dira que l’enchaˆınement des taˆches i et j
est admissible.
• Ak contient un arc reliant le noeud de´poˆt-origine Ok avec chaque taˆche i ∈ T ,
de couˆt cdi,k + Cf .
• Ak contient un arc reliant chaque taˆche i ∈ T avec le noeud de´poˆt-destination
Dk de couˆt cdi,k.
Introduisons les variables Xkij qui repre´sentent la valeur du flot passant sur l’arc (i, j)
du graphe Gk. Le MDVSP peut alors se formuler comme le programme line´aire en
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nombres entiers suivant :
min
∑
k∈K
∑
(i,j)∈Ak
cijX
k
ij
sujet a` :
∑
k∈K
∑
j|(i,j)∈Ak
Xkij = 1 ∀i ∈ T (4.1)∑
j|(Ok,j)∈Ak
XkOk,j ≤ nk ∀k ∈ K (4.2)∑
j|(i,j)∈Ak
Xkij =
∑
j|(j,i)∈Ak
Xkji ∀k ∈ K, ∀i ∈ Nk (4.3)
Xkij ∈ N ∀k ∈ K, ∀(i, j) ∈ Ak (4.4)
Les contraintes (4.1) imposent que chaque taˆche soit re´alise´e exactement un fois. Le
nombre de ve´hicules disponibles par de´poˆt est contraint par (4.2). La conservation de
flot, c’est-a`-dire la conservation a` chaque noeud du nombre de ve´hicules provenant
d’un de´pot, est assure´e par (4.3). Enfin les contraintes (4.4) empeˆchent l’utilisation
de fractions de ve´hicules et assure la non-ne´gativite´.
Les contraintes (4.2), (4.3) et (4.4) font apparaˆıtre, pour chaque de´poˆt k, la struc-
ture d’un proble`me de flot avec au plus nk unite´s de flot circulant entre les noeuds Ok
et Dk. Comme les arcs de ce proble`me de flot ne comportent aucune borne supe´rieure
sur la capacite´, il existe toujours une solution optimale compose´e de nk unite´s de flot
circulant sur un seul chemin reliant les noeuds Ok et Dk. Ce proble`me de flot est donc
e´quivalent a` un proble`me de plus court chemin. Cette structure nous permet d’appli-
quer la de´composition de Dantzig-Wolfe, et d’obtenir une formulation ade´quate pour
la ge´ne´ration de colonnes, comportant un sous-proble`me par de´poˆt.
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Pour chaque de´poˆt k ∈ K, notons ∆k l’ensemble des points extreˆmes du polytope
de´fini par les contraintes :∑
j|(Ok,j)∈Ak
XkOk,j = 1∑
j|(j,Dk)∈Ak
Xkj,Dk = 1∑
j|(i,j)∈Ak
Xkij =
∑
j|(j,i)∈Ak
Xkji ∀i ∈ Nk
Xkij ∈ N ∀(i, j) ∈ Ak.
Ce polye`dre est borne´ car ‖X‖∞ = 1. C’est donc un polytope. Chaque point extreˆme
x ∈ ∆k repre´sente le parcours d’un ve´hicule partant et revenant au de´poˆt k. Le
MDVSP se reformule en :
min
λ
∑
x∈∆
cTxλx∑
x∈∆
aixλx = 1 ∀i ∈ T∑
x∈∆
akxλx ≤ nk ∀k ∈ K∑
x∈∆
xλx entier
λx ≥ 0 ∀x ∈ ∆,
ou`
• ∆ = ∪k∈K∆k
• aix = 1 si le parcours associe´ au point extreˆme x couvre la taˆche i ∈ T , aix = 0
sinon.
• akx = 1 si le parcours associe´ au point extreˆme x de´bute et s’ache`ve au de´poˆt
k ∈ K, akx = 0 sinon.
4.1.2 Mode`le espace-temps
Les sous-proble`mes de´finis pre´cedemment comportent beaucoup d’arcs. Ribeiro et
Soumis (1994); Gintner et al. (2005) et Kliewer et al. (2006) de´crivent une formulation
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plus compacte via des re´seaux espace-temps. Elle est pre´sente´e dans cette section. Les
graphes des sous-proble`mes e´tant construits de manie`re identique, dans la suite on
parlera de manie`re ge´ne´rique du graphe du sous-proble`me.
Rede´finissons le graphe G = (N,A) du sous-proble`me. N contient encore un noeud
repre´sentant le de´poˆt-origine et un noeud repre´sentant le de´poˆt-arrive´e. Pour chaque
taˆche i ∈ T , on introduit maintenant deux noeuds :
• un noeud de coordonne´e (oi, hi) repre´sentant la position initiale dans l’espace-
temps d’un ve´hicule sur le point d’effectuer la taˆche i.
• un noeud de coordonne´e (di, hi + τoi,di) repre´sentant la position dans l’espace-
temps d’un ve´hicule venant de terminer la taˆche i.
Ces deux noeuds sont relie´s par un arc, naturellement associe´ a` la re´alisation de la
taˆche i. Il est possible que deux taˆches distinctes induisent deux noeuds ayant les
meˆmes coordonne´es dans l’espace-temps. Dans ce cas, ces noeuds sont fusionne´s en
un seul.
Cette repre´sentation des noeuds dans un espace-temps permet d’introduire facile-
ment la notion d’arcs d’attente. Soit s une station. Chaque noeud ayant la coordonne´e
spatiale s est relie´ par un arc de couˆt nul au noeud suivant le plus proche dans le temps
ayant la coordonne´e spatiale s. Autrement dit, pour chaque noeud (s, θ), on cre´e un
arc de couˆt nul partant du noeud (s, θ) vers l’unique noeud re´alisant le minimum
suivant, s’il existe :
min{θ′ | (s, θ′) ∈ N, θ ≤ θ′}.
Un petit exemple est pre´sente´ a` la figure 4.1. Il y a trois stations et trois taˆches.
Les arcs d’attente sont les arcs horizontaux en pointille´. Les arcs correspondant aux
taˆches sont en trait plein. Ces arcs d’attente permettent de relier toutes les taˆches
finissant en s avec toutes les taˆches partant de s, avec un nombre d’arcs re´duit par
rapport au mode`le pre´ce´dent.
Le graphe tel que de´fini permet aux ve´hicules d’effectuer une taˆche i arrivant a` la
station di puis d’enchaˆıner avec une taˆche j uniquement si j part de la station di = oj.
Il ne permet pas les passages a` vide (« dead-head ») entre deux stations. Par exemple,
dans la figure 4.1, un ve´hicule pourrait effectuer la taˆche 1, se rendre a` vide jusqu’a`
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Tâche 1 Tâche 2
Espace
Temps
Station A
Station B
Tâche 3
Station C
Figure 4.1 Re´seau espace-temps. Taˆches et arcs d’attente.
la station C puis effectuer la taˆche 3. Voyons comment permettre ces changements de
stations a` vide sans utiliser trop d’arcs.
Prenons une taˆche i ∈ T finissant a` la station A. Apre`s la fin de la taˆche i, un
ve´hicule a le temps de se rendre a` la station B avant l’heure de de´part des taˆches j1,
j2 et j3 (avec hj1 < hj2 < hj3 ). Plutoˆt que de relier na¨ıvement la fin de la taˆche i aux
noeuds de de´part de j1, j2 et j3 (figure 4.2a), il suffit de relier la fin de la taˆche i au
noeud de de´part de j1 (figure 4.2b). En effet, les taˆches j2 et j3 restent accessibles via
les arcs d’attente de la station B. De manie`re plus formelle, pour chaque taˆche i ∈ T
et chaque station s ∈ S avec s 6= di, on ajoute un arc partant du noeud (di, hi+ τoi,di)
vers l’unique noeud re´alisant le minimum suivant, s’il existe :
min{θ′ | (s, θ′) ∈ N, hi + τoi,di + τdi,s ≤ θ′}.
Le graphe de´fini jusqu’a` maintenant permet toutes les connections, meˆme celles
ne´cessitant des passages a` vide entre les stations. Cependant on peut encore re´duire
le nombre d’arcs tout en permettant toutes les connections. Supposons que les taˆches
i1, i2 et i3, finissant a` la station A ont e´te´ relie´es a` la taˆche j de la station B par des
arcs de passage a` vide lors de l’e´tape pre´ce´dente (figure 4.2a). Les arcs reliant i1 et
i2 a` j peuvent eˆtre enleve´s car j reste accesible via les arcs d’attente de la station A
et l’arc de passage a` vide entre i3 et j (figure 4.3a).
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Tâche i
Espace
Temps
Station A
Station B
j1 j2 j3
(a) Approche na¨ıve
Tâche i
Espace
Temps
Station A
Station B
j1 j2 j3
(b) Meilleure approche
Figure 4.2 Arcs de passage a` vide entre les stations
Espace
Temps
Station A
Station B
i1 i2 i3
j
(a) Avant re´duction
Espace
Temps
Station A
Station B
i1 i2 i3
j
(b) Apre`s re´duction
Figure 4.3 Re´duction du nombre d’arcs de passage a` vide entre les stations
Il ne reste plus qu’a` ajouter des arcs reliant le noeud de´pot-origine aux noeuds de
de´part des taˆches, et des arcs reliant les noeuds de fin des taˆches au noeud de´pot-
destination.
4.2 Solution initiale
L’utilisation de l’agre´gation dynamique de contraintes ne´cessite une partition ini-
tiale des contraintes. Pour cela une heuristique peut permettre de construire une solu-
tion re´alisable au MDVSP, ce qui induit naturellement une partition des contraintes.
La stabilisation, elle, demande des valeurs duales pour « bien » initialiser les zones
de confiance. Les variables duales d’une relaxation du MDVSP serviront de centres
pour les zones de confiance.
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Dans un premier temps, une relaxation du MDVSP sera pre´sente´e. Ensuite, a` partir
d’une solution optimale de cette relaxation, on construira une solution re´alisable au
MDVSP. Enfin les variables duales obtenues lors de la re´solution de la relaxation
serviront pour estimer une solution duale au MDVSP.
4.2.1 Relaxation du MDVSP en un proble`me de flot
La contrainte difficile du MDVSP est la ne´cessite´ pour les ve´hicules de revenir au
de´poˆt initial. Montrons que la relaxation de cette contrainte tranforme le MDVSP
en un proble`me de flot a` couˆt minimum avec contraintes de capacite´. De´finissons le
graphe G = (N,A) ainsi :
• N comporte deux noeuds pour chaque taˆche : un noeud « de´but de taˆche » et
un noeud « fin de taˆche ».
• On demande un flot sortant de valeur 1 sur tous les noeuds « de´but de taˆche »
et on impose un flot entrant de valeur 1 sur tous les noeuds « fin de taˆche ».
• De plus N comporte deux noeuds pour chaque de´pot : un noeud « de´pot-
origine » et un noeud « de´pot-destination ».
• Comme pre´ce´demment, A contient les arcs admissibles reliant les taˆches entre
elles (on peut utiliser le mode`le a` connexions directes ou le mode`le espace-
temps).
• A contient un arc reliant chaque noeud de´poˆt-origine a` chaque noeud « de´but
de taˆche » et un arc reliant chaque noeud « fin de taˆche » a` chaque de´pot-
destination.
• Enfin pour chaque de´pot k, A contient un arc reliant le noeud de´poˆt-destination
au noeud de´poˆt-origine. Cet arc a une capacite´ maximale de nk.
Les flots externes imposent la re´alisation de chaque taˆche. La capacite´ sur les arcs-
retour entre les noeud-de´pots re´alise la contrainte de capacite´ sur le nombre de
ve´hicules dans chaque de´pot. La seule contrainte du MDVSP qui peut eˆtre viole´e
est celle qui impose aux ve´hicules de revenir a` leur de´poˆt de de´part.
4.2.2 Obtention d’une partition initiale
Une solution au proble`me de flot a` couˆt minimum sur le graphe ainsi de´fini se
de´compose, en « oubliant » les de´poˆts de de´part et d’arrive´e, en un ensemble de par-
cours couvrant chacun un certain nombre de taˆches. Cet ensemble de parcours prove-
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nant d’une solution entie`re, il couvre exactement une fois chaque taˆche du proble`me.
Il reste donc juste a` « affecter » chaque parcours a` un de´poˆt, tout en respectant les
contraintes sur le nombre de ve´hicules pre´sents pour chaque de´poˆt. Ce proble`me se
mode´lise encore comme un proble`me de flot a` couˆt minimum.
Indexons l’ensemble des parcours obtenus par l’ensemble P . Soit G′ = (N ′, A′) un
graphe de´fini ainsi :
• N ′ contient un noeud source avec un flot entrant de |P | et un noeud puits avec
un flot sortant de |P |.
• N ′ contient un noeud pour chaque parcours et un noeud pour chaque de´poˆt.
• Pour chaque parcours p ∈ P , A′ contient un arc de couˆt nul et de capacite´ 1
reliant le noeud source au noeud-parcours p.
• Pour chaque de´poˆt k ∈ K, A′ contient un arc de couˆt nul et de capacite´ nk
reliant le noeud-de´pot k au noeud puits.
• A′ contient un arc reliant chaque noeud-parcours p a` chaque noeud-de´poˆt k,
avec un couˆt correspondant au couˆt d’affectation du parcours p au de´poˆt k
(c’est-a`-dire le couˆt pour aller du de´poˆt k a` la premie`re station du parcours p
ajoute´ au couˆt pour relier la dernie`re station du parcours p et le de´poˆt k).
Une solution du proble`me de flot a` couˆt minimum sur le graphe G′ affectera chaque
parcours a` un de´pot exactement une fois (a` cause des capacite´s unitaires sur les arcs
sortant du noeud source). De plus a` chaque de´poˆt, on n’affectera pas plus de parcours
que le nombre de ve´hicules disponibles (a` cause des capacite´s sur les arcs sortant des
noeuds-de´poˆt). On a donc obtenu une solution re´alisable au MDVSP.
Une solution re´alisable de´finit naturellement une partition de l’ensemble des taˆches :
a` chaque parcours pl ∈ P , on associe la partie Wl comportant toutes les taˆches
couvertes par le parcours pl. Comme l’ensemble des parcours (pl)l∈L forme une solution
re´alisable, l’ensemble des parties (Wl)l∈L forme une partition de l’ensemble des taˆches.
4.2.3 Obtention d’une solution duale initiale
Le premier proble`me de flot a` couˆt minimum (section 4.2.1) est une relaxation du
MDVSP. La solution duale associe´e a` une de ses solutions optimales est utilise´e comme
estimation des variables duales du MDVSP. Dans ce proble`me de flot, chaque taˆche
est associe´e a` deux noeuds : un noeud « de´but de taˆche » et un noeud « fin de taˆche ».
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Notons pidi et pi
f
i les variables duales du proble`me de flot associe´es respectivement au
noeud « de´but de taˆche » et au noeud « fin de taˆche » de la taˆche i. L’estimation de
la variable duale αi associe´e a` la taˆche i est donne´e par αi = −pidi + pifi .
Chaque solution optimale au proble`me de flot induit une estimation des variables
duales α. Oukil et al. (2007) et Rousseau et al. (2007) sugge`rent qu’une combinaison
convexe de ces estimations donne de meilleurs re´sultats. Pour obtenir plusieurs solu-
tions optimales au proble`me de flot, la proce´dure suivante est utilise´e : une premie`re
solution optimale est obtenue. Ensuite le proble`me est re´optimise´ en imposant l’uti-
lisation d’un arc ayant un flot nul dans la solution et un couˆt re´duit de ze´ro. En
effectuant cette ope´ration avec tous les arcs ayant un flot nul dans la solution initiale
et un couˆt re´duit de ze´ro, on trouve e´ventuellement plusieurs solutions optimales.
Les me´thodes de stabilisation et de stabilisation avec agre´gation dynamique de
contraintes ont e´te´ teste´es avec deux estimations initiales pour les variables duales
initiales :
• L’estimation dite premie`re, associe´e a` la premie`re solution du proble`me de flot.
• L’estimation dite barycentrique, qui est le barycentre obtenu en affectant un
poids identique a` toutes les solutions optimales obtenues avec la proce´dure
de´crite ci-dessus.
4.3 Ge´ne´rateur d’instances
Les calculs ont e´te´ mene´s sur des instances ge´ne´re´es ale´atoirement selon une
proce´dure introduite par Carpaneto et al. (1989) puis modifie´e par Oukil et al. (2007)
pour fabriquer des proble`mes plus de´ge´ne´re´s. Cette proce´dure est de´crite en de´tail
dans cette section.
Les instances sont ge´ne´re´es selon trois parame`tres : le nombre n de taˆches a` ef-
fectuer, le nombre m de de´poˆts, le nombre de jours d sur lesquels les taˆches sont
re´parties.
• Le nombre de stations est un entier choisi ale´atoirement dans l’intervalle
[n/2, n/3] selon une loi uniforme.
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• Chaque station et chaque de´poˆt sont des points du plan euclidien, ge´ne´re´s selon
une loi uniforme dans un carre´ de taille 60x60.
• Le nombre de ve´hicules disponibles a` chaque de´poˆt est un entier choisi ale´atoi-
rement dans l’intervalle [3 + n/(3m), 3 + n/(2m)] selon une loi uniforme.
• Chaque trajet est assigne´ a` une journe´e selon une loi uniforme sur les entiers
de l’intervalle [1, d]. Les trajets sont re´partis dans deux classes : les trajets long
(60%) et les trajets courts (40%).
• Chaque trajet long commence et finit a` la meˆme station (choisie ale´atoirement).
L’heure de de´part est choisie ale´atoirement dans les 24h composant la journe´e
choisie. La dure´e est choisie ale´atoirement entre 180 minutes et 300 minutes.
• Pour les trajets courts, les stations de de´part et d’arrive´e i et j sont toutes
deux choisies ale´atoirement. La dure´e est choisie ale´atoirement dans l’intervalle
[τij+5, τij+40] ou` τij est la distance euclidienne entre les stations i et j. L’heure
de de´part est choisie uniforme´ment dans la pe´riode de la journe´e a` laquelle le
trajet est assigne´. Chaque trajet peut appartenir a` :
– la pe´riode creuse du matin entre 0h et 7h avec une probabilite´ de 0.1.
– la pe´riode de pointe du matin entre 7h et 8h avec une probabilite´ de 0.15.
– la pe´riode creuse de la journe´e entre 8h et 17h avec une probabilite´ de 0.5.
– la pe´riode de pointe du soir entre 17h et 18h avec une probabilite´ de 0.15.
– la pe´riode creuse du soir entre 18h et 24h avec une probabilite´ de 0.1.
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Chapitre 5
Re´sultats et analyse
Cette section compare les performances de 5 me´thodes applique´es a` la re´solution
de la relaxation line´aire d’instances du MDVSP. Les cinq me´thodes teste´es sont :
• la ge´ne´ration de colonnes
• l’agre´gation dynamique de contraintes
• la stabilisation des variables duales
• l’agre´gation dynamique de contraintes stabilise´e
• la me´thode du simplexe dual
Dans la suite, on se re´fe´rera a` ces me´thodes en utilisant les acronymes gencol, dca,
stab, stab-dca et cplex respectivement. L’imple´mentation utilise´e pour la me´thode
de ge´ne´ration de colonnes est le logiciel GENCOL 4.5 utilisant CPLEX 10.1.1. Les
me´thodes dca, stab et stab-dca sont des surcouches de GENCOL 4.5 utilisant aussi
CPLEX 10.1.1. La me´thode cplex re´fe`re au solveur commercial CPLEX dans sa ver-
sion 10.1.1. Les me´thodes stab et stab-dca ont e´te´ teste´es avec les deux strate´gies de
mise a` jour des parame`tres de stabilisation pre´sente´es dans la section 2.3.3 et avec
les deux estimations pour la solution duale initiale de´crites en 4.2.3. En l’absence de
pre´cision, les me´thodes stab et stab-dca re´fe`rent a` la strate´gie expansion-contraction
avec l’estimation barycentrique.
Ces me´thodes ont e´te´ teste´es sur des instances du MDVSP, ge´ne´re´es ale´atoirement
selon la proce´dure pre´sente´e a` la section 4.3. Ces instances comportent 500, 1000,
1500, 2000, 2500 ou 3000 taˆches, e´tale´es sur 2 ou 5 jours et toujours 3 de´poˆts. Six
instances, identifie´es par leur germe, ont e´te´ ge´ne´re´es pour chaque couple (nombre de
taˆches, nombre de jours).
Dans un premier temps, on verra que le mode`le a` connections directes n’est pas
compe´titif face au mode`le espace-temps. Avant de s’attaquer aux instances de grande
taille, on montrera que les me´thodes gencol et dca sont beaucoup plus lentes que
les me´thodes stab et stab-dca sur les petites instances. Dans un deuxie`me temps, on
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comparera les diffe´rentes options possibles pour les me´thodes base´es sur la stabili-
sation : l’estimation duale initiale et la proce´dure de mise a` jour des parame`tres de
stabilisation. Enfin on verra quel est l’impact de l’agre´gation de contraintes sur la
me´thode stab, et comment ces me´thodes se comparent a` cplex sur des instances de
grande taille.
5.1 Comparaison du mode`le a` connections directes
avec le mode`le espace-temps
Cette section mesure l’impact du mode`le espace-temps sur les perfomances. Chaque
me´thode a e´te´ teste´e sur 18 instances exprime´es selon ces deux mode´lisations. Le ta-
bleau 5.1 pre´sente le rapport entre le temps de calcul pour le mode`le a` connections
directes et pour le mode`le espace-temps. On constate que l’impact est important
pour les me´thodes stab et stab-dca avec une acce´le´ration de 3 en moyenne. L’impact
est encore significatif pour les me´thodes dca et gencol avec un facteur d’acce´le´ration
moyen supe´rieur a` 2. Les performances de la me´thode cplex sont ame´liore´es, mais de
fac¸on moins significative. Une analyse plus pousse´e permet d’expliquer les diffe´rences
d’acce´le´ration entre les me´thodes.
Pour les quatre me´thodes base´es sur la ge´ne´ration de colonnes (gencol, dca, stab,
stab dca), le re´seau espace-temps a un impact surtout au niveau de la re´solution des
sous-proble`mes. Comme il pre´sente beaucoup moins d’arcs que le mode`le a` connec-
tions directes, la re´solution des sous-proble`mes est acce´le´re´e d’un facteur d’environ 4,
comme le montre le tableau 5.2. Ces me´thodes impliquant de nombreuses re´solutions
des sous-proble`mes, l’impact est important. En effet, le tableau 5.3 indique que sur le
mode`le a` connections directes, les me´thodes stab et stab-dca passent 90% du temps a`
re´soudre les sous-proble`mes. Pour les me´thodes dca et gencol, la re´solution des sous-
proble`mes repre´sente une part moins importante du temps de calcul. Elles profitent
donc moins du re´seau espace-temps.
La me´thode cplex profite moins du changement de mode`le que les autres me´thodes.
L’analyse est ici moins e´vidente. Soulignons tout de meˆme que le mode`le espace-temps
a deux fois plus de contraintes que le mode`le a` connections directes, mais que le
nombre de variables est bien moins important.
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taˆches jours germe stab-dca stab dca gencol cplex
500 2
0 2.64 3.00 2.61 2.37 1.62
1 3.12 3.49 3.04 2.34 1.13
2 2.95 3.41 2.18 2.34 1.20
3 3.56 3.30 2.94 2.56 2.25
4 2.97 3.25 2.43 2.43 1.04
5 2.95 3.02 2.78 2.38 3.08
500 5
0 2.30 2.99 1.23 1.89 1.17
1 3.34 3.16 2.30 3.20 2.20
2 3.28 3.08 1.16 2.03 0.94
3 3.35 3.07 1.57 1.72 2.18
4 3.17 3.32 2.44 1.97 2.99
5 3.65 3.78 1.16 2.55 1.40
1000 2
0 3.09 2.94 2.79 1.91 1.36
1 3.23 3.01 2.20 1.90 0.91
2 3.15 2.84 2.08 1.99 0.91
3 3.07 2.90 2.61 1.98 0.94
4 3.32 3.21 2.25 1.92 0.84
5 3.28 2.86 2.47 1.87 1.11
moyenne 3.13 3.15 2.23 2.19 1.51
Tableau 5.1 Rapport du temps de calcul du mode`le a` connections directes par
rapport au mode`le espace-temps.
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taˆches jours germe stab-dca stab dca gencol
500 2
0 3.47 3.92 3.38 3.85
1 3.59 3.95 3.63 4.22
2 3.57 4.30 3.66 4.19
3 3.85 4.57 4.03 4.74
4 3.79 4.52 3.78 4.44
5 3.81 4.54 4.14 4.78
500 5
0 3.70 4.11 3.48 3.99
1 3.60 4.50 4.23 4.47
2 3.70 4.58 3.86 4.47
3 3.86 4.63 4.32 4.77
4 3.73 4.26 3.96 4.33
5 3.78 4.44 4.02 4.47
1000 2
0 3.17 3.32 3.19 3.35
1 3.62 3.70 3.54 3.83
2 3.44 3.50 3.44 3.39
3 3.44 3.61 3.49 3.64
4 3.26 3.36 3.50 3.32
5 3.34 3.78 3.53 3.74
moyenne 3.6 4.09 3.73 4.11
Tableau 5.2 Rapport du temps moyen de re´solution des sous-proble`mes du mode`le
a` connections directes par rapport au mode`le espace-temps.
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taˆches jours germe stab-dca stab dca gencol
500 2
0 92.10 89.86 92.82 78.56
1 92.85 87.73 85.86 75.79
2 94.14 91.98 76.25 77.08
3 93.83 88.84 83.83 78.31
4 91.04 88.01 82.23 76.86
5 92.58 88.76 66.37 75.32
500 5
0 95.25 89.63 57.19 62.53
1 95.65 89.30 44.40 52.55
2 95.12 90.20 59.53 68.27
3 91.72 85.56 55.18 67.43
4 93.48 90.45 57.36 70.91
5 95.92 91.28 51.12 59.49
1000 2
0 95.80 92.91 84.73 68.54
1 94.53 89.87 83.02 64.26
2 95.06 92.73 76.05 68.95
3 95.23 92.69 86.04 69.47
4 91.08 87.05 76.50 67.13
5 94.70 90.82 85.72 66.29
moyenne 93.89 89.87 72.46 69.32
Tableau 5.3 Pourcentage du temps total passe´ a` re´soudre les sous-proble`mes. Mode`le
a` connections directes
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En conclusion, le mode`le espace-temps est pre´fe´rable au mode`le a` connections di-
rectes, en particulier pour les me´thodes base´es sur la ge´ne´ration de colonnes. Dans
toute la suite, seul le mode`le espace-temps sera utilise´.
5.2 Comparaison de gencol, dca et stab
Avant de passer aux instances de plus grande taille, les me´thodes dca et gencol
ont e´te´ compare´es a` la stabilisation sur des instances modestes. Le tableau 5.4 montre
que dca et gencol ne sont pas compe´titifs par rapport a` stab. Pour les instances sur
2 jours, stab est en moyenne 5 fois plus rapide que dca et 7 fois plus rapide que
gencol. La diffe´rence est particulie`rement frappante pour les instances sur 5 jours :
ces facteurs deviennent 61 et 48, respectivement.
Le tableau 5.5 permet de comparer les me´thodes plus en de´tail. La stabilisation
est gagnante sur tous les points : le nombre d’ite´rations de ge´ne´ration de colonnes
est re´duit, ainsi que le temps de re´solution moyen du proble`me maˆıtre et meˆme des
sous-proble`mes. La re´duction du temps consacre´ au proble`me maˆıtre e´tait le but
recherche´. L’ame´lioration du temps de re´solution des sous-proble`mes est quant a` elle
plutoˆt inattendue. Le facteur d’acce´le´ration n’est pas tre`s grand, mais l’ame´lioration
est pre´sente sur toutes les instances. On peut conclure que, pour ces instances, la
stabilisation re´duit les effets de la de´ge´ne´rescence de manie`re tre`s efficace.
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taˆches jours germe dca gencol taˆches jours germe dca gencol
500 2
0 2.54 3.68
500 5
0 99.73 60.17
1 4.67 6.73 1 88.99 90.07
2 8.18 8.91 2 46.22 33.25
3 3.48 4.14 3 25.57 17.87
4 5.93 5.51 4 18.92 11.28
5 8.36 7.40 5 88.27 79.39
moyenne 500 taˆches 5.53 6.06 moyenne 500 taˆches 61.28 48.67
1000 2
0 3.61 6.53
1000 5
0 53.19 105.36
1 6.31 8.91 1 74.09 1005.09
2 7.07 8.39 2 44.20 72.28
3 3.45 5.68 3 87.50 1272.07
4 9.04 11.16 4 36.58 55.84
5 5.55 8.92 5 109.15 268.37
moyenne 1000 taˆches 5.84 8.26 moyenne 1000 taˆches 67.45 463.17
moyenne globale 5.68 7.16 moyenne globale 64.37 255.92
Tableau 5.4 Rapport du temps de re´solution pour les me´thodes gencol et dca par
rapport a` la me´thode stab.
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ite´rations temps moyen temps moyen
mineures sous-proble`mes proble`me maˆıtre
taˆches jours germe dca gencol dca gencol dca gencol
500 2
0 1.09 0.74 2.58 3.52 1.78 8.38
1 2.39 1.79 2.07 2.56 1.77 5.74
2 2.23 2.00 2.30 2.72 7.37 9.22
3 1.42 0.94 2.30 2.92 2.75 7.20
4 1.93 1.23 2.45 3.04 4.22 7.16
5 2.51 1.91 2.28 2.60 4.95 5.86
1000 2
0 1.33 0.83 2.31 3.85 4.32 23.96
1 2.03 1.27 2.32 3.23 5.08 16.49
2 2.20 1.16 2.08 3.55 6.71 18.60
3 1.24 0.75 2.41 3.76 4.15 21.40
4 3.12 1.74 1.92 3.18 5.20 14.08
5 2.03 1.19 2.28 3.50 4.06 19.08
moyenne 1.96 1.30 2.28 3.20 4.36 13.10
500 5
0 19.03 17.21 1.67 1.65 12.89 7.48
1 23.17 29.53 1.33 1.28 8.87 6.61
2 10.27 9.10 1.72 1.79 10.59 7.75
3 5.60 5.50 1.76 1.83 7.95 4.97
4 3.63 2.39 2.35 2.49 10.78 9.06
5 12.31 16.33 1.85 1.78 21.42 13.14
moyenne 12.34 13.34 1.78 1.80 12.08 8.17
Tableau 5.5 Rapport du nombre d’ite´rations mineures, du temps de re´solution
moyen par ite´ration mineure des sous-proble`mes et du proble`me maˆıtre pour les
me´thodes gencol et dca par rapport a` la me´thode stab.
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5.3 Effet du choix de l’estimation duale initiale
Inte´ressons-nous maintenant aux me´thodes base´es sur la stabilisation. Cette sec-
tion essaye de caracte´riser l’impact de l’estimation duale initiale. Le tableau 5.6 com-
pare les performances des me´thodes stab et stab-dca (utilisant la strate´gie de mise a`
jour expansion-contraction) lorsque la premie`re estimation duale ou l’estimation ba-
rycentrique sont utilise´es. L’estimation barycentrique est clairement plus efficace, en
particulier sur les instances de 5 jours ou` le temps de calcul est re´duit par un facteur
10. D’ou` provient cette diffe´rence de performance ? Pour re´pondre a` cette question,
nous avons trace´ la re´solution par la me´thode stab d’une instance de 1000 taˆches
e´tale´es sur 5 jours avec les deux estimations duales (figure 5.1). Cette figure montre
l’e´volution du temps cumulatif consacre´ au proble`me maˆıtre, aux sous-proble`mes ainsi
que la valeur de l’objectif du proble`me maˆıtre. Des indicateurs moyens sur l’ensemble
des instances sont rapporte´s dans le tableau 5.7.
Inte´ressons-nous d’abord a` la premie`re ite´ration majeure : celle-ci est beaucoup plus
longue a` re´soudre avec la premie`re estimation duale. De plus, a` la fin de cette premie`re
ite´ration majeure, de nombreuses variables duales sont strictement a` l’inte´rieur de la
zone de confiance. Enfin l’objectif est plus proche de la valeur optimale avec l’estima-
tion barycentrique. Ces observations peuvent s’analyser ainsi : la premie`re estimation
duale est situe´e pre`s de la frontie`re du polye`dre dual. Il est donc fort probable que
cette frontie`re intersecte la zone de confiance. La pe´nalisation incite a` chercher une
bonne solution a` l’inte´rieur de la zone de confiance, mais ceci est rendu difficile par
la pre´sence de la frontie`re du polye`dre. Il faut ge´ne´rer toutes les contraintes duales
(c’est-a`-dire les colonnes du primal) qui intersecte la zone de confiance pour re´soudre
la premie`re ite´ration majeure, d’ou` de nombreuses ite´rations mineures. Ces contraintes
empeˆchent les variables duales d’ame´liorer l’objectif en s’approchant de la frontie`re de
la zone de confiance, d’ou` le grand nombre de variables duales strictement a` l’inte´rieur
et une valeur plus faible de l’objectif.
Regardons ensuite les ite´rations suivantes : les graphiques 5.1a et 5.1b nous montrent
qu’avec l’estimation barycentrique l’objectif s’ame´liore beaucoup entre les premie`res
ite´rations majeures. Avec la premie`re estimation, le pas est beaucoup plus petit. D’ou`
provient cet effet ? Tout d’abord, avec la premie`re estimation, beaucoup de variables
duales se situent strictement a` l’inte´rieur de la zone de confiance a` la fin de la premie`re
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ite´ration majeure. En conse´quence, les pe´nalite´s sont augmente´es sur beaucoup plus
de variables. Il devient donc moins « rentable » de s’e´loigner de la zone de confiance
pour ame´liorer la fonction objectif. De plus, comme mentionne´ pre´ce´demment, beau-
coup de variables duales sont « bloque´es » par la frontie`re du polye`dre, empeˆchant
d’ame´liorer l’objectif en restant dans la zone de confiance. A l’inverse avec l’estima-
tion barycentrique, lors des premie`res ite´rations majeures, il y a moins de variables
duales « bloque´es » et moins de pe´nalite´s ont augmente´, ce qui permet de bonnes
ame´liorations. Quand le nombre d’ite´rations majeures augmente, de plus en plus de
variables duales se retrouvent « bloque´es » et les pe´nalite´s augmentent de plus en
plus, d’ou` des ame´liorations plus faibles de l’objectif.
Pour conclure, il semble qu’en utilisant l’estimation barycentrique, la stabilisa-
tion agit un peu comme une me´thode de points inte´rieurs pour le dual. On part de
l’inte´rieur du polye`dre et la pe´nalisation empeˆche de trop s’e´carter de ce point de
de´part (et donc de trop s’approcher de la frontie`re du polye`dre). A l’inverse, avec la
premie`re estimation, il semble qu’on se de´place le long de la frontie`re. Cela cause deux
effets ne´gatifs : d’abord on rencontre beaucoup plus de points extreˆmes pour le dual,
c’est-a`-dire plus de bases pour le primal ce qui rend le proble`me maˆıtre plus difficile a`
re´soudre. Ensuite la proximite´ de la frontie`re empeˆchent d’ame´liorer l’objectif tout en
restant dans la zone de confiance, ce qui ame`ne de petites ame´liorations entre deux
ite´rations majeures.
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taˆches jours germe stab-dca stab taˆches jours germe stab-dca stab
500 2
0 2.00 2.12
500 5
0 2.69 5.47
1 2.33 2.08 1 6.61 6.01
2 2.44 2.78 2 7.53 8.19
3 1.30 1.42 3 3.62 4.50
4 1.97 2.05 4 1.82 2.14
5 4.92 4.32 5 13.16 15.07
1000 2
0 1.80 1.87
1000 5
0 6.48 7.18
1 2.05 2.34 1 11.81 14.41
2 2.01 2.22 2 3.04 4.11
3 1.38 1.53 3 9.48 11.99
4 1.97 2.45 4 3.85 4.59
5 1.99 2.17 5 11.09 12.36
1500 2
0 1.61 1.82
1500 5
0 28.29 23.22
1 2.67 2.49 1 3.35 3.26
2 1.65 1.85 2 17.19 16.24
3 1.70 1.83 3 17.16 17.69
4 2.39 2.36 4 8.86 10.8
5 2.38 2.52 5 20.97 13.32
moyenne 2.14 2.23 moyenne 9.83 10.19
Tableau 5.6 Rapport du temps de re´solution avec la premie`re estimation duale par
rapport a` l’estimation barycentrique.
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Figure 5.1 Instance de 1000 taˆches sur 5 jours. Me´thode stab. E´volution du temps
de re´solution cumule´ du proble`me maˆıtre, des sous-proble`mes ainsi que la valeur de
l’objectif du proble`me maˆıtre.
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moyenne moyenne
2 jours 5 jours
e´cart a` la valeur optimale a` la fin stab 1.63 1.25
de la premie`re ite´ration majeure stab-dca 1.63 1.25
nombre de variables duales strictement dans la zone stab 3.19 3.52
de confiance a` la fin de la premie`re ite´ration majeure stab-dca 2.37 1.78
temps total pour re´soudre stab 1.65 4.46
la premie`re ite´ration majeure stab-dca 1.69 4.21
distance a` l’optimum a` la fin stab 2.85 3.19
de la seconde ite´ration majeure stab-dca 2.88 3.26
temps moyen pour la re´solution stab 1.36 2.00
du proble`me maˆıtre stab-dca 2.00 6.80
temps moyen pour la re´solution stab 0.93 0.83
des sous-proble`mes stab-dca 0.92 0.90
nombre d’ite´rations stab 2.10 8.67
mineures stab-dca 2.00 7.46
nombre d’ite´rations Stab 2.25 4.26
majeures stab-dca 2.22 4.29
Tableau 5.7 Divers rapports entre les me´thodes stab et stab-dca utilise´es avec la
premie`re estimation duale par rapport a` la meˆme me´thode utilisant l’estimation ba-
rycentrique.
5.4 Impact des strate´gies de mise a` jour des para-
me`tres de stabilisation
Comparons les effets des deux strate´gies de mise a` jour des parame`tres de sta-
bilisation pour les me´thodes stab et stab-dca en utilisant l’estimation duale bary-
centrique. Les re´sultats sont pre´sente´s au tableau 5.8. Ils indiquent que la strate´gie
d’expansion-contraction est meilleure pour les deux me´thodes sur les instances plus
de´ge´ne´re´es (sur 5 jours). Pour les instances moins de´ge´ne´re´es, les deux strate´gies sont
en moyenne e´quivalentes pour la me´thode stab, et la strate´gie d’expansion-seulement
est le´ge`rement avantageuse pour la me´thode stab-dca. Avant d’analyser le compor-
tement global sur toutes les instances, il est important de regarder un exemple pour
bien comprendre le fonctionnement de la stabilisation. Les figures 5.2 et 5.3 donnent
un aperc¸u du comportement induit par les deux strate´gies. Ces figures repre´sentent
pour chacune des deux strate´gies l’e´volution du temps de re´solution cumule´ pour le
proble`ms maˆıtre, pour les sous-proble`mes ainsi que la valeur de l’objectif du proble`me
maˆıtre lors de l’application des me´thodes stab et stab-dca a` la premie`re instance de
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2500 taˆches e´tale´es sur 5 jours.
En premier lieu, soulignons que le de´roulement de la premie`re ite´ration majeure
n’est pas influence´ par le choix de la proce´dure de mise a` jour. Cette observation
est importante car cette premie`re ite´ration majeure repre´sente une part importante
du temps de re´solution (46% en moyenne pour la me´thode stab avec la strate´gie
expansion-contraction). Une fois passe´e la premie`re ite´ration majeure, la strate´gie
expansion-contraction effectue beaucoup d’ite´rations majeures qui sont re´solues ra-
pidement. A` l’inverse, la strate´gie expansion-seulement effectue peu d’ite´rations ma-
jeures et celles-ci sont difficiles. En particulier pour les dernie`res ite´rations majeures,
le proble`me maˆıtre devient tre`s long a` re´soudre. Cette analyse tend a` confirmer l’in-
tuition : plus la zone de confiance s’e´largit, plus le nombre de bases non pe´nalise´es
augmente et donc plus le proble`me maˆıtre est de´ge´ne´re´.
Cet exemple incite a` penser que les meilleures performances de la strate´gie ex-
pansion-contraction s’expliquent principalement par la re´duction du temps consacre´
au proble`me maˆıtre : la contraction de la zone de confiance permet d’e´viter la de´ge´ne´-
rescence en fin de re´solution. L’analyse de l’ensemble des instances pre´sente´e au ta-
bleau 5.9 confirme cette ide´e : la re´solution du proble`me maˆıtre est 3 a` 4 fois plus
rapide sur les instances de 5 jours, mais l’acce´le´ration est faible sur les instances
moins de´ge´ne´re´es de 2 jours. En contrepartie, la contraction implique de nombreuses
ite´rations majeures, chacune e´tant sujette a` l’effet « queue » : il faudra, a` chaque
ite´ration majeure, quelques ite´rations mineures « inutiles » pour prouver l’optima-
lite´ (dans 45% des ite´rations majeures, la valeur est optimale de`s le de´part). Sur
les instances de 5 jours, cet effet est largement compense´ par la re´duction de la
de´ge´ne´rescence du proble`me maˆıtre. En revanche sur les instances de 2 jours, les deux
effets se compensent.
Remarquons enfin que la me´thode stab-dca profite moins du changement de strate´-
gie de mise a` jour. Ceci s’explique par le fait que le proble`me maˆıtre est plus rapide
a` re´soudre graˆce a` l’agre´gation de contraintes. La proportion de temps qui lui est
consacre´ est donc plus faible, d’ou` un impact moins important sur le temps total.
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taˆches jours germe stab stab-dca taˆches jours germe stab stab-dca
500 2
0 0.87 0.72
500 5
0 1.35 1.21
1 1.09 1.14 1 1.48 1.30
2 1.05 1.12 2 1.75 1.70
3 1.10 1.01 3 1.12 1.20
4 1.38 1.12 4 3.48 1.27
5 0.83 0.87 5 1.87 1.39
1000 2
0 1.03 0.88
1000 5
0 1.24 0.90
1 2.00 1.18 1 1.29 1.06
2 1.31 1.35 2 1.94 1.60
3 0.74 0.73 3 1.50 1.31
4 1.31 1.22 4 1.28 1.05
5 0.94 0.81 5 1.38 1.31
1500 2
0 0.81 0.73
1500 5
0 1.99 1.34
1 0.95 0.87 1 1.70 0.96
2 0.82 0.73 2 2.36 1.88
3 1.26 0.96 3 2.89 1.35
4 1.05 0.81 4 1.59 1.83
5 0.97 0.91 5 2.49 1.89
2000 2
0 0.84 0.72
2000 5
0 2.92 2.83
1 1.14 1.06 1 1.32 0.95
2 0.89 0.77 2 1.64 1.22
3 1.00 0.78 3 2.55 1.94
4 1.04 0.85 4 1.77 1.46
5 0.87 0.65 5 3.12 2.06
2500 2
0 0.99 0.68
2500 5
0 2.77 1.22
1 0.98 0.82 1 3.25 2.87
2 0.92 0.87 2 3.03 1.79
3 1.12 0.89 3 1.97 1.19
4 1.01 0.87 4 1.99 1.78
5 1.30 0.9 5 1.90 1.58
3000 2
0 1.03 0.88
3000 5
0 2.79 2.00
1 1.21 0.89 1 2.88 1.82
2 1.29 0.95 2 1.49 1.22
3 1.18 0.81 3 3.02 1.61
4 1.25 0.92 4 2.57 1.64
5 1.04 0.76 5 2.81 1.85
moyenne 1.07 0.90 moyenne 2.12 1.54
Tableau 5.8 Rapport du temps de re´solution avec la strate´gie expansion-seulement
par rapport a` la strate´gie expansion-contraction.
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moyenne moyenne
2 jours 5 jours
temps total
stab 1.07 2.12
stab-dca 0.90 1.54
temps cumule´ pour la stab 0.96 1.57
re´solution des sous-proble`mes stab-dca 0.86 1.34
temps cumule´ pour la stab 1.34 3.32
re´solution du proble`me maˆıtre stab-dca 1.25 4.02
nombre d’ite´rations stab 0.57 1.25
mineures stab-dca 0.56 1.02
nombre d’ite´rations stab 0.12 0.3
majeures stab-dca 0.14 0.32
Tableau 5.9 Moyennes de divers rapports entre la strate´gie expansion-seulement par
rapport a` la strate´gie expansion-contraction.
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Figure 5.2 Instance de 2500 taˆches sur 5 jours. Me´thode stab. E´volution du temps
de re´solution du proble`me maˆıtre, des sous-proble`mes ainsi que la valeur de l’objectif
du proble`me maˆıtre.
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Figure 5.3 Instance de 2500 taˆches sur 5 jours. Me´thode stab-dca. E´volution du
temps de re´solution du proble`me maˆıtre, des sous-proble`mes ainsi que la valeur de
l’objectif du proble`me maˆıtre.
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5.5 Comparaison de stab et stab-dca
Enfin regardons quel est l’apport de l’agre´gation dynamique de contraintes pour la
me´thode de stabilisation des variables duales. Le tableau 5.10 montre une ame´lioration
le´ge`re des temps de calculs mais pre´sente sur quasiment toutes les instances. L’acce´le´-
ration est plus importante lorsqu’on utilise la proce´dure de mise a` jour expansion-
seulement. Le tableau 5.11 et les figures 5.2 et 5.3 de la section pre´ce´dente montrent
que l’ame´lioration provient entie`rement de la re´duction du temps de calcul du proble`me
maˆıtre. Cependant la re´solution du proble`me maˆıtre ne repre´sente que 30% du temps
total avec la strate´gie expansion-contraction et 45% avec la strate´gie expansion-
seulement, d’ou` les petits facteurs d’acce´le´ration sur le temps total. La proce´dure
retenue pour la modification de la partition fait que le nombre de parties augmente
tre`s vite lors de la premie`re ite´ration majeure, puis augmente tre`s peu jusqu’a` la fin
du processus (cf tableau 5.12).
Remarquons aussi que le nombre d’ite´rations mineures est plus ou moins identique
avec les me´thodes stab et stab-dca. L’ame´lioration globale des temps de calculs tient
beaucoup a` ce fait. En effet, si la me´thode stab-dca ne´cessitait plus d’ite´rations mi-
neures, elle serait globalement moins performante car la re´duction du temps consacre´
au proble`me maˆıtre serait vite annule´e par le temps ne´cessaire a` la re´solution des
sous-proble`mes supple´mentaires. Pour pre´server le nombre d’ite´rations mineures, les
essais pre´liminaires ont montre´ qu’il e´tait indispensable d’augmenter tre`s rapidement
la taille de la partition.
Dans un premier temps, on a voulu de´sagre´ger la partition uniquement lorsqu’il
n’existait plus de colonnes compatibles de couˆt re´duit ne´gatif. Cette approche indui-
sait un « effet queue » pour chaque taille de partition qui augmentait conside´rablement
le nombre d’ite´rations mineures. Ensuite on a tente´ de re´agre´ger la partition lorsque
celle-ci devenait trop grande (au cours de la premie`re ite´ration majeure, ou au de´but
des ite´rations majeures suivantes). Ces essais nous ont montre´ que la me´thode n’ar-
rivait pas a` trouver l’optimum d’une ite´ration majeure sans de´sagre´ger fortement la
partition. La raison de ce phe´nome`ne est peu claire. On peut tenter quelques expli-
cations :
• La structure des instances se preˆte peu a` l’agre´gation de contraintes. En effet
ces instances comportent un grand nombre de stations, chacune e´tant relie´es a`
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peu de taˆches. Il est donc moins e´vident de trouver des groupes de taˆches du
type « multiples allers-retours entre deux stations ».
• La partition initiale provient d’une solution re´alisable au proble`me non stabi-
lise´. Il est possible que les variables de stabilisation, en permettant une sur-
couverture ou sous-couverture des taˆches, change fortement les regroupements
de taˆches (voire casse comple`tement ces groupes).
Enfin on a tente´ de re´duire le temps de re´solution des sous-proble`mes en utilisant
la me´thode d’agre´gation de contraintes bi-dynamique (Elhallaoui et al., 2008). L’ef-
fet n’e´tait pas positif pour plusieurs raisons. Tout d’abord, on a vu la ne´cessite´ de
de´sagre´ger rapidement la partition. Or plus la partition est de´sagre´ge´e, moins l’ap-
proche bi-dynamique est utile. De plus les sous-proble`mes agre´ge´s ge´ne´raient souvent
peu de colonnes, ce qui obligait a` une deuxie`me re´solution sur les sous-proble`mes
non-agre´ge´s.
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taˆches jours
expansion expansion
taˆches jours
expansion expansion
seulement contraction seulement contraction
500 2
0 1.13 0.94
500 5
0 1.12 1.00
1 1.00 1.05 1 1.55 1.36
2 0.79 0.85 2 1.01 0.98
3 1.09 0.99 3 1.27 1.37
4 1.06 0.87 4 2.67 0.97
5 0.94 0.98 5 1.33 0.99
1000 2
0 1.18 1.00
1000 5
0 1.61 1.16
1 1.92 1.14 1 1.77 1.45
2 0.95 0.98 2 1.22 1.01
3 0.95 0.94 3 1.48 1.29
4 1.03 0.96 4 1.45 1.20
5 1.18 1.01 5 1.19 1.14
1500 2
0 1.20 1.08
1500 2
0 2.27 1.53
1 1.45 1.34 1 2.43 1.37
2 1.25 1.11 2 1.72 1.37
3 1.32 1.01 3 2.36 1.10
4 1.48 1.15 4 1.25 1.43
5 1.15 1.08 5 1.79 1.36
2000 2
0 1.35 1.17
2000 5
0 1.31 1.27
1 1.36 1.26 1 2.80 2.01
2 1.31 1.14 2 1.55 1.16
3 1.37 1.07 3 1.55 1.17
4 1.49 1.21 4 2.05 1.69
5 1.43 1.07 5 1.83 1.20
2500 2
0 1.63 1.12
2500 5
0 3.38 1.49
1 1.50 1.25 1 1.48 1.31
2 1.31 1.24 2 2.51 1.48
3 1.59 1.26 3 3.00 1.81
4 1.56 1.35 4 1.54 1.37
5 1.73 1.20 5 1.82 1.52
3000 2
0 1.42 1.22
3000 5
0 2.74 1.96
1 1.68 1.24 1 2.38 1.51
2 1.93 1.42 2 2.02 1.66
3 1.57 1.08 3 2.75 1.47
4 1.91 1.41 4 2.42 1.54
5 1.64 1.20 5 2.11 1.39
moyenne 1.36 1.12 moyenne 1.91 1.36
Tableau 5.10 Rapport du temps de re´solution avec la me´thode stab par rapport a`
la me´thode stab-dca.
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moyenne moyenne
2 jours 5 jours
temps total
expansion-seulement 1.36 1.91
expansion-contraction 1.12 1.36
temps moyen pour la re´solution expansion-seulement 3.19 4.40
du proble`me maˆıtre expansion-contraction 2.99 5.56
temps moyen pour la re´solution expansion-seulement 1.03 1.01
des sous-proble`mes expansion-contraction 0.94 1.07
nombre d’ite´rations expansion-seulement 1.00 1.21
mineures expansion-contraction 0.98 0.98
nombre d’ite´rations expansion-seulement 0.90 0.94
majeures expansion-contraction 1.00 1.02
Tableau 5.11 Divers ratios entre la me´thode stab par rapport a` la me´thode stab-dca.
taille de la partition a` la fin taille de la partition
de la premie`re ite´ration majeure finale
expansion expansion expansion expansion
seulement contraction seulement contraction
moyenne 2 jours 77.36 77.36 89.42 85.44
moyenne 5 jours 60.86 60.86 74.58 69.38
Tableau 5.12 Taille de la partition en pourcentage du nombre de taˆches. Me´thode
stab-dca.
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5.6 Comparaison de cplex, stab et stab-dca
Pour terminer, regardons quels sont les facteurs d’acce´le´ration face au solveur
cplex. Les re´sultats sont pre´sente´s dans les tableaux 5.13 et 5.14. On constate que les
facteurs d’acce´le´ration sont importants : on atteint des facteurs de 30 sur les instances
de 5 jours de grande taille. Sur quasiment toutes les instances, la me´thode stab-dca
est la plus rapide. Sur les instances de 2 jours, la proce´dure d’expansion-seulement
est la meilleure avec un facteur d’acce´le´ration moyen de 10. L’expansion-contraction
est pre´fe´rable pour les instances de 5 jours avec en moyenne une ame´lioration d’un
facteur 15.
Le tableau 5.15 pre´sente les temps moyen de re´solution des instances de chaque
taille. Il est inte´ressant de constater que pour la me´thode stab-dca utilise´e avec l’ex-
pansion contraction, le temps moyen de re´solution est quasiment identique pour les
instances sur 2 jours et 5 jours. Cette me´thode semble donc eˆtre efficace pour annuler
les effets ne´gatifs de la de´ge´ne´rescence sur les temps de calcul.
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taˆches jours germe
stab-dca stab
expansion expansion expansion expansion
contraction seulement contraction seulement
500 2
0 2.18 3.03 2.33 2.69
1 2.98 2.61 2.85 2.61
2 2.35 2.10 2.78 2.65
3 1.08 1.07 1.08 0.99
4 2.42 2.15 2.79 2.02
5 1.47 1.70 1.50 1.80
moyenne 500 taˆches 2.08 2.11 2.22 2.13
1000 2
0 3.07 3.49 3.06 2.96
1 4.53 3.82 3.98 1.99
2 3.69 2.74 3.78 2.88
3 3.15 4.29 3.34 4.50
4 4.99 4.07 5.19 3.96
5 4.17 5.14 4.12 4.37
moyenne 1000 taˆches 3.93 3.93 3.91 3.44
1500 2
0 5.32 7.31 4.94 6.10
1 8.08 9.27 6.04 6.37
2 5.58 7.63 5.03 6.11
3 4.60 4.78 4.56 3.61
4 6.83 8.39 5.96 5.65
5 9.57 10.46 8.86 9.09
moyenne 1500 taˆches 6.66 7.97 5.90 6.16
2000 2
0 9.16 12.70 7.85 9.39
1 21.72 20.58 17.23 15.17
2 9.63 12.45 8.48 9.53
3 11.61 14.86 10.87 10.82
4 11.36 13.38 9.38 8.98
5 11.88 18.32 11.13 12.79
moyenne 2000 taˆches 12.56 15.38 10.82 11.11
2500 2
0 16.05 23.53 14.27 14.42
1 16.43 20.12 13.11 13.38
2 21.32 24.37 17.17 18.60
3 17.94 20.15 14.24 12.68
4 17.87 20.47 13.22 13.09
5 17.18 19.08 14.31 10.99
moyenne 2500 taˆches 17.8 21.29 14.39 13.86
moyenne globale 8.61 10.14 7.45 7.34
Tableau 5.13 Facteur d’acce´le´ration des diffe´rentes me´thodes face a` cplex.
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taˆches jours germe
stab-dca stab
expansion expansion expansion expansion
contraction seulement contraction seulement
500 5
0 3.02 2.50 3.01 2.22
1 3.67 2.83 2.70 1.83
2 4.84 2.85 4.94 2.82
3 0.99 0.82 0.72 0.65
4 0.71 0.56 0.73 0.21
5 2.70 1.94 2.73 1.46
moyenne 500 taˆches 2.65 1.92 2.47 1.53
1000 5
0 7.86 8.75 6.76 5.44
1 11.69 11.03 8.04 6.23
2 6.07 3.78 6.01 3.11
3 9.50 7.26 7.35 4.91
4 4.56 4.33 3.82 2.98
5 9.42 7.17 8.27 6.01
moyenne 1000 taˆches 8.18 7.05 6.71 4.78
1500 5
0 17.21 12.83 11.25 5.66
1 16.95 17.60 12.33 7.24
2 12.15 6.46 8.86 3.76
3 12.20 9.02 11.06 3.82
4 23.60 12.93 16.53 10.38
5 11.10 5.88 8.17 3.28
moyenne 1500 taˆches 15.53 10.79 11.37 5.69
2000 5
0 17.09 6.04 13.46 4.60
1 50.38 52.86 25.02 18.89
2 16.24 13.29 14.05 8.55
3 12.81 6.61 10.92 4.27
4 26.72 18.33 15.83 8.96
5 23.6 11.47 19.61 6.28
moyenne 2000 taˆches 24.47 18.10 16.48 8.59
2500 5
0 20.54 16.80 13.77 4.97
1 21.66 7.56 16.59 5.11
2 33.23 18.57 22.42 7.40
3 37.20 31.30 20.58 10.42
4 31.90 17.89 23.21 11.65
5 20.06 12.69 13.24 6.96
moyenne 2500 taˆches 27.43 17.47 18.3 7.75
moyenne globale 15.66 11.06 11.07 5.67
Tableau 5.14 Facteur d’acce´le´ration des diffe´rentes me´thodes face a` cplex.
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taˆches jours
stab-dca stab
cplexexpansion expansion expansion expansion
contraction seulement contraction seulement
500
2
21 20 20 21 43
1000 126 128 126 155 488
1500 342 286 380 373 2188
2000 677 533 776 737 8099
2500 1138 948 1403 1475 20205
3000 1942 1673 2401 2794
500
5
18 24 20 39 38
1000 95 117 113 164 728
1500 280 431 376 828 4159
2000 653 1207 859 1961 13248
2500 1138 2042 1683 4171 30680
3000 1914 3226 3035 7752
Tableau 5.15 Temps de re´solution moyen en secondes pour chaque taille d’instance.
5.7 Conclusion de l’analyse des re´sultats
Les re´sultats montrent que le mode`le espace-temps est plus efficace pour re´soudre
le proble`me d’horaires de ve´hicules avec de´poˆts multiples, car il permet de re´duire
substantiellement le nombre d’arcs dans les sous-proble`mes. Ceci impacte positive-
ment le temps de re´solution. Les me´thodes dca et gencol ne sont pas compe´titives face
a` la me´thode stab. Les mauvaises performances de la me´thode dca peuvent s’expliquer
par la structure des instances utilise´es : celles-ci ne pre´sente pas de groupes de taˆches
fortement susceptibles d’eˆtre pre´sents dans une solution optimale. Il serait inte´ressant
de comparer les me´thodes stab et dca sur des proble`mes plus propice a` l’agre´gation
dynamique de contraintes, par exemple les proble`mes de chauffeurs d’autobus.
Les performances de la me´thode stab sont grandement impacte´es par l’estimation
duale initiale choisie. La possibilite´ d’obtenir une « bonne » estimation duale ini-
tiale semble donc eˆtre un pre´-requis a` l’utilisation de cette me´thode. Le choix de la
strate´gie de mise a` jour a lui aussi un impact, meˆme s’il est plus limite´. Le crite`re
de convergence (4) e´tant tre`s peu restrictif, on risque de choisir une strate´gie trop
simple qui se re´ve`lera peu performante. Mais cette grande liberte´, couple´e a` une ana-
lyse du comportement de la me´thode, peut mener a` des strate´gies spe´cifiques tre`s
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efficaces. Les strate´gies choisies ici sont plutoˆt heuristiques, et une e´tude de´finissant
de « bonnes » strate´gies ge´ne´riques rendrait suˆrement la me´thode de stabilisation plus
simple a` utiliser.
Le couplage de la stabilisation et de l’agre´gation dynamique de contraintes a permis
d’ame´liorer le temps de re´solution du proble`me d’horaires de ve´hicules avec de´poˆts
multiples. Cependant cette ame´lioration est tre`s tributaire d’une bonne gestion de
la de´sagre´gation de la partition. On peut conjecturer que la me´thode stab-dca serait
plus robuste et plus efficace sur des proble`mes pre´sentant une structure plus propice
a` l’agre´gation dynamique de contraintes.
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Chapitre 6
Conclusion
Pour comple´ter ce me´moire, ce chapitre re´sume le travail qui a e´te´ effectue´ et
pre´sente quelques ide´es d’ame´liorations.
6.1 Synthe`se des travaux
Le chapitre 2 a introduit la ge´ne´ration de colonnes qui est le cadre ge´ne´ral de
ce travail. Il s’est poursuivi sur une description de´taille´e des me´thodes d’agre´gation
dynamique de contraintes et de stabilisation des variables duales. Avant de donner le
cadre formel permettant de donner des descriptions comple`tes de ces deux me´thodes,
nous avons pre´sente´ une interpre´tation des ide´es sous-jacentes. Tout au long de cette
pre´sentation, nous nous sommes attache´s a` faire ressortir les difficulte´s rencontre´es,
qu’elles soient techniques ou conceptuelles. Le cadre de travail ayant e´te´ de´taille´, le
chapitre 3 a pre´sente´ la contribution the´orique de cette maˆıtrise : comment coupler
l’agre´gation dynamique de contraintes et la stabilisation des variables duales. L’ap-
proche retenue est d’agre´ger dynamiquement les contraintes des proble`mes stabilise´s.
Le principal de´fi de ce couplage e´tait de de´sagre´ger l’information duale partielle ob-
tenue par la re´solution d’un proble`me de plus court chemin.
La me´thode ayant e´te´ pre´sente´e, nous nous sommes inte´resse´s a` son application
pratique sur le proble`me d’horaires de ve´hicules avec de´poˆts multiples. Le chapitre 4 a
pre´sente´ ce type de proble`me et sa mode´lisation en termes de programmation line´aire.
L’utilisation de l’agre´gation dynamique de contraintes ne´cessite une solution primale
initiale et la stabilisation des variables duales une estimation duale. Ces informations
ont e´te´ obtenues graˆce a` une relaxation et une heuristique spe´cifiques au MDVSP, elles
aussi de´taille´es au chapitre 4. Ce me´moire s’est acheve´ par la pre´sentation des re´sultats
obtenus lors de l’application de notre me´thode sur des instances du MDVSP de tailles
diverses. Le chapitre 5 compare les re´sultats obtenus avec les diffe´rentes me´thodes
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pre´sente´es et avec plusieurs parame´trisations de ces me´thodes. Nous avons tente´ d’a-
nalyser et d’expliquer au mieux les diffe´rences de re´sultats parfois marquantes.
Le premier apport de ce travail est avant tout the´orique : il montre la possibilite´
de coupler deux me´thodes efficaces mais diffe´rentes pour lutter contre les effets de
la de´ge´ne´rescence : la stabilisation des variables duales et l’agre´gation dynamique de
contraintes. Cependant ce couplage ne s’applique qu’aux proble`mes de partitionne-
ment d’ensemble. E´tendre cette approche a` une classe plus ge´ne´rale de proble`mes
semble plus difficile. Le deuxie`me aspect est plus pratique : il apporte une nouvelle
ame´lioration des temps de calcul pour re´soudre la relaxation line´aire des proble`mes
d’horaires de ve´hicules avec de´poˆts multiples par rapport a` l’e´tat de l’art. Le facteur
d’acce´le´ration par rapport a` la me´thode de stabilisation n’est pas e´norme, 2 au maxi-
mum, mais c’est de´ja` significatif pour les instances de grande taille. Le dernier aspect
est plus exploratoire : il tente d’apporter des explications sur les diffe´rents comporte-
ment observe´s des me´thodes teste´es. Les hypothe`ses ainsi obtenues tentent de donner
une meilleure compre´hension du fonctionnement des me´thodes qui pourrait amener
a` de nouvelles ide´es d’ame´lioration. L’analyse conduite ici nous a d’ailleurs amene´ a`
formuler quelques propositions.
6.2 Ide´es d’ame´lioration
Au cours de l’interpre´tation du fonctionnement des me´thodes et lors de l’analyse
des re´sultats, quelques ide´es d’ame´liorations sont apparues.
• L’agre´gation dynamique de contraintes permet de re´duire substantiellement le
temps de re´solution du proble`me maˆıtre. Une ame´lioration supple´mentaire des
temps de calcul passera par la re´duction du temps consacre´ aux sous-proble`mes
ou par une diminution du nombre d’ite´rations mineures.
• La comparaison des diffe´rentes estimations duales a montre´ qu’il est pre´fe´rable
de se situer a` « l’inte´rieur » du polye`dre dual. Cela incite a` penser qu’il serait
inte´ressant d’utiliser la proce´dure de de´sagre´gation des variables duales pour
obtenir plusieurs solutions duales et travailler avec une combinaison convexe de
celles-ci.
• Il serait aussi inte´ressant d’essayer d’autres partitions initiales. Ici la partition
provient de la premie`re solution re´alisable rencontre´e via l’heuristique. Peut-
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eˆtre pourrait-on trouver une partition qui donne une information primale qui
soit comple´mentaire de l’estimation duale initiale. Plus pre´cise´ment, la stabilisa-
tion des variables duales de´finit un ensemble de directions non pe´nalise´es pour
la fonction objectif des sous-proble`mes. Elle ame`ne donc a` ge´ne´rer les points
extreˆmes se situant dans ces directions. Est-il possible de de´finir une partition
qui est compatible pour les colonnes associe´es a` ces points extreˆmes ?
• On peut remarquer qu’on effectue plusieurs ite´rations majeures, mais qu’une
borne infe´rieure sur la valeur optimale du proble`me est obtenue de`s la fin de
la premie`re ite´ration majeure. Cette borne augmente peu lors des ite´rations
majeures subse´quentes. Dans une optique de re´duction des temps de calcul,
peut-eˆtre serait-il inte´ressant de se contenter de cette borne dans un sche´ma
d’e´nume´ration implicite (branch & bound).
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