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E-mail address: bzhang3@mail.ustc.edu.cn (B. ZhQuadratic knapsack problem has a central role in integer and nonlinear optimization,
which has been intensively studied due to its immediate applications in many ﬁelds and
theoretical reasons. Although quadratic knapsack problem can be solved using traditional
nonlinear optimization methods, specialized algorithms are much faster and more reliable
than the nonlinear programming solvers. In this paper, we study a mixed linear and qua-
dratic knapsack with a convex separable objective function subject to a single linear con-
straint and box constraints. We investigate the structural properties of the studied
problem, and develop a simple method for solving the continuous version of the problem
based on bi-section search, and then we present heuristics for solving the integer version of
the problem. Numerical experiments are conducted to show the effectiveness of the pro-
posed solution methods by comparing our methods with some state of the art linear and
quadratic convex solvers.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Quadratic knapsack problem (QKP) has a central role in integer and nonlinear optimization, which has been intensively
studied due to its immediate applications in many ﬁelds and theoretical reasons. In many applications, practical problems
are often formulated as or approximated by continuous or integer QKP. Examples of successful applications in last decades
cover resource allocation [1–3], demand forecasting [4], portfolio selection [5], network ﬂows [6,7], etc. Besides its various
applications, QKP has been widely studied because of its frequent appearance as a ‘core’ sub-problem in various optimization
problems, e.g., [8,4,9].
Quadratic knapsack is a nonlinear knapsack problem with a quadratic objective function. There are many works con-
ducted to solve various continuous nonlinear knapsack problems, e.g. see [10–16]. We refer the reader to [17,18] for a survey
of the literature in this area. Continuous QKP can be solved using these nonlinear optimization methods; however, special-
ized algorithms are faster and more reliable. There are a lot of works to study special approach for solving continuous QKP
based on its structural properties. An O(n logn) algorithm has been developed by Helgason et al. [6], and some linear time
algorithms have been proposed [19–24]. Most of these methods use binary search or medians of breakpoint subsets for solv-
ing continuous QKP. As shown in the literature, these methods based on structural properties of QKP often outperform the
traditional optimization methods.
Integer QKP has been the subject of considerable research in recent decades. Integer QKP can be divided into three types
in terms of objective function (non-separable or separable) and variables (0–1 or integer): (i) 0–1 QKP with non-separable. All rights reserved.
ax: +86 20 84114823.
ang).
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with integer variables. Note that separable 0–1 QKP is 0–1 knapsack problem (KP) since 12 = 1 and 02 = 0, and it is well
known that 0–1 KP is NP-hard. Since 0–1 QKP in type (i) is a generalization of the Max Clique problem, it is strongly NP-hard
[25]. Separable integer QKP in type (ii) can be equivalently converted into 0–1 KP by piecewise linear approximation if the
objective function is convex [26–28], thus separable integer QKP is NP-hard. Non-separable integer QKP in type (iii) can be
formulated as a 0–1 QKP in type (i) using the transformation method as that from the bounded KP to the KP described in [14],
thus non-separable integer QKP is also NP-hard in the strong sense. Since the transformation would inevitably introduce lots
of 0–1 variables to the resulted 0–1 problem, thus non-separable integer QKP is more difﬁcult than 0–1 QKP. Therefore, inte-
ger QKP in any type is NP-hard, one should not expect to ﬁnd a polynomial time algorithm for solving it exactly.
Although intensive research leads to many solution methods for linear integer programming, practical methods for non-
linear integer programming are still rare [29,30]. Current exact methods for solving integer QKP are branch and bound algo-
rithms, e.g., [31–33], where numerous upper bounds have been obtained using techniques such as derivation of upper planes
[34], Lagrangian relaxation [35,36], Lagrangian decomposition [37,38], linearization [39,25], semideﬁnite programming
[40,41], etc. An overview of these and other methods is given in [42].
In the state of the art, a majority of solution methods for solving integer QKP are designed only for 0–1 QKP. It is a natural
way to solve integer QKP by replacing each integer variable by its binary decomposition. Several transformation methods
that convert integer problems to 0–1 problems are studied [26,27,43,28]. The main drawback of these transformations is that
they would inevitably introduce a lot of binary variables to the resulted 0–1 problem. Generally speaking, QKP with integer
variables needs more computation time than 0–1 QKP if the 0–1 transformation method is used. After this transformation,
branch and bound algorithms are usually impractical due to the large scale problem size. For solving the large scale problem,
some research develops heuristics and approximate dynamic programming methods [44,45], and other research explores the
possible way of solving integer QKP based on variable ﬁxing techniques, which can effectively reduce problem size before
solving the problem [46,47,9,48].
In this paper, we study a mixed linear and quadratic knapsack problemwith a convex separable objective function subject
to a single linear constraint and box constraints. QKP with box constraints has also been studied by many researchers [49–
51,6,24,52,53]. For a brief literature review on these works, please refer to [10]. Mixed linear and quadratic knapsack prob-
lem has direct applications, such as [54–56]. Although the mixed linear and quadratic knapsack problem can also be solved
using some state of the art solvers for the general quadratic programming problems, specialized method based on its struc-
tural properties could be more efﬁcient. Up to now, we have not found any specialized method in literature for solving the
studied problem. In this paper, we will investigate the structural properties of the studied problem, and develop a bi-section
search method for solving the continuous version of the problem, and then we propose heuristics for solving the integer ver-
sion of the problem. We also compare our methods with some state of the art linear and quadratic convex solvers to show
the performance of our methods.
In the rest of this paper, we ﬁrst model the studied problem, then we investigate its structural properties, and we develop
a bi-section search method for solving the continuous mixed linear and quadratic knapsack. We also propose heuristics for
solving the integer counterpart of the problem based on the structural properties. Numerical experiments are presented to
show the performance of the proposed methods.
2. Problem formulation
Themixed linear and quadratic knapsack problem studied in this paper (denoted as problem P) can bemodeled as follows:min f ðxÞ ¼
Xnþm
i¼1
fiðxiÞ ¼
Xn
i¼1
ciðxi  aiÞ2 þ
Xnþm
i¼nþ1
dixi ð1Þ
subject toXnþm
i¼1
sixi 6 t; ð2Þ
li 6 xi 6 ui; i ¼ 1; . . . ;nþm: ð3Þ
In problem P, the separable objective function in Eq. (1) consists of n quadratic variables, and m linear ones, where ci > 0,
i = 1, . . . ,n, n > 0, andmP 0.m = 0 implies that problem P is a pure quadratic knapsack, andm > 0 leads to a mixed linear and
quadratic knapsack. In Eq. (2), t > 0 and si > 0,i = 1, . . . ,n +m, specify the positive linear knapsack constraint. The real values
liP 0 and ui > li in Eq. (3) are lower and upper bounds for variables xi,i = 1, . . . ,n +m.
It is not uncommon to assume
Pnþm
i¼1 sili < t <
Pnþm
i¼1 siui, since
Pnþm
i¼1 sili > t means that there is no feasible solution to
problem P,
Pnþm
i¼1 sili ¼ t implies that xi = li,i = 1, . . . ,n +m, is the unique feasible solution, and t P
Pnþm
i¼1 siui implies that the
knapsack constraint is always redundant. For ease of exposition, we re-index the linear variables such that dn+1/
sn+1 6    6 dn+m/sn+m.
Problem P becomes an integer knapsack problem (denoted as problem IP) when all decision variables are restricted to be
integer. Problems P and IP can be modeled as continuous and integer quadratic programming problems, respectively, and
they can be solved using continuous and integer quadratic programming solvers based on some classical methods, such
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in problems P and IP lead to the sparse quadratic coefﬁcient matrix, and the box constraints result in the sparse constraint
coefﬁcient matrix. When these matrices are large and sparse, known solution methods may be expensive in time and stor-
age. It can take full advantage of sparse factors of these matrices to model linear variables and quadratic variables separately
and to study the structural properties for developing efﬁcient algorithms. In addition, although problem IP can be viewed as
a class of integer QKP, there are still rare practical methods for solving the large scale problem. This point will be conﬁrmed
by the numerical results in Section 5.
The ideas of [57] are useful for studying the mixed linear and nonlinear problem. A multi-item production system with
deterministic and stochastic demands is investigated in [57], in which the established proﬁt maximization model can be
viewed as a special mixed linear and nonlinear knapsack problem. In that paper, some structural properties are established
based on Karush–Kuhn–Tucker (KKT) conditions, and an efﬁcient algorithm is proposed for solving the proﬁt maximization
model. Since problem P also has linear items and quadratic items, the basic ideas (speciﬁcally, the framework based on the
analysis of KKT conditions and binary search) in [57] can be extended for investigating problem P. Based on the results ob-
tained for problem P, and we further develop two efﬁcient heuristics for solving problem IP.
There are several signiﬁcant differences between this study and the work in [57]. Firstly, the studied problems in two
papers are very different, although they both have linear and nonlinear items. This work is to study an extended quadratic
knapsack problem, while that work is an extension on the multi-item newsboy problem. We study a cost minimization prob-
lem with knapsack constraint and generalized lower and upper bounds, while the work in [57] investigates a proﬁt maxi-
mization problem with common and product-speciﬁc capacity constraints, which are modeled as a linear constraint and
zero lower bounds and nonzero upper bounds, respectively. Secondly, one of our main objectives in this paper is to develop
some efﬁcient algorithms for the integer version of problem P, while the work in [57] does not consider any integer restric-
tions in the studied problem. Finally, we compare our methods with the state of the art solvers to show the performance of
our algorithms, while the research in [57] is done for comparing different production strategies.
3. Structural properties
In this section, we study the structural properties of problem P. Since f(x) is convex and the feasible domain of problem P
is convex, the KKT conditions characterize the necessary and sufﬁcient conditions. Let k be the Lagrange multiplier for the
knapsack constraint in Eq. (2), and wi, and vi, i = 1, . . . ,n +m, be the Lagrange multipliers for lower and upper bound con-
straints in Eq. (3), respectively. Then the Lagrangian function of problem P isLðk; x;w; vÞ ¼
Pn
i¼1
ciðxi  aiÞ2 þ
Pnþm
i¼nþ1
dixi
k t  Pnþm
i¼1
sixi
 
 Pnþm
i¼1
wiðxi  liÞ þ
Pnþm
i¼1
v iðxi  uiÞ
0
BBB@
1
CCCA: ð4ÞThen we have the following proposition using nonlinear optimization theory.
Proposition 1. x is the optimal solution to problem P if there exists non-negative Lagrange multipliers k, wi, and vi, i = 1, . . . ,n + m,
such that2ciðxi  aiÞ þ ksi wi þ v i ¼ 0; i ¼ 1; . . . ; n; ð5Þ
di þ ksi wi þ v i ¼ 0; i ¼ nþ 1; . . . ; nþm; ð6ÞXnþm
i¼1
wiðxi  liÞ þ
Xnþm
i¼1
v iðxi  uiÞ ¼ 0; ð7Þ
k t 
Xnþm
i¼1
sixi
 !
¼ 0: ð8ÞProof. Eqs. (5) and (6) are obtained by taking the ﬁrst derivatives of L(k,x,w,v), and setting @L(k,x,w,v)/@xi = 0, i = 1, . . . ,n +m.
Eqs. (7) and (8) are the slackness conditions for the constraints in Eqs. (3) and (2), respectively. h
Denote by problem PR the problem P without the knapsack constraint in Eq. (2), and let ~xi; i ¼ 1; . . . ;nþm, be the optimal
solution to problem PR, then ~xi; i ¼ 1; . . . ;nþm, has the following properties.
Proposition 2. The optimal solution to problem PR is ~xi ¼ minfmaxfli; aig;uig, for i = 1, . . . ,n, and ~xi ¼ li; if di P 0;ui; if di < 0;

for
i = n + 1, . . . ,n + m.Proof. The optimal solution to problem PR, ~xi; i ¼ 1; . . . ;nþm, can be determined by setting k = 0, and solving KKT condi-
tions in Eqs. (5)–(8). Setting k = 0 in Eqs. (5) and (6) gives 2ci(xi  ai)  wi + vi = 0, i = 1, . . . ,n, and di  wi + vi = 0,
i = n + 1, . . . ,n +m, respectively.
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slackness conditions give vi = 0 and wi = 2ci(xi  ai) > 0, thus we have ~xi ¼ li; If ai > ui, then xi 6 ui implies xi < ai, and hence
2ci(xi  ai)  wi + vi = 0 and the slackness conditions give wi = 0 and vi =  2ci(xi  ai) > 0, thus we have ~xi ¼ ui. In summary,
we have ~xi ¼ minfmaxfli; aig;uig; i ¼ 1; . . . ;n.
For i = n + 1, . . . ,n +m, if diP 0, then di  wi + vi = 0 and the slackness conditions give vi = 0 and wi = diP 0, and hence
~xi ¼ li; If di < 0, then di  wi + vi = 0 and the slackness conditions give wi = 0 and vi =  di > 0, and hence ~xi ¼ ui. Thus, we have
~xi ¼ li; if di P 0;ui; if di < 0;

for i = n + 1, . . . ,n +m. h
Let x⁄ be the optimal solution to problem P, and k⁄, w⁄ and v⁄ be the corresponding optimal Lagrange multipliers. Then we
have the following proposition.
Proposition 3.(a) xi 6 ~xi; i ¼ 1; . . . ;nþm;
(b) In the case of
Pnþm
i¼1 si~xi 6 t; xi ¼ ~xi; i ¼ 1; . . . ;nþm;
(c) In the case of
Pnþm
i¼1 si~xi > t;
Pnþm
i¼1 sixi ¼ t.Proof.
(a) According to Proposition 2, we know ~xi ¼ minfmaxfli; aig;uig; i ¼ 1; . . . ; n, then we have ~xi ¼ ui for aiP ui, and
~xi ¼ maxfli; aig for ai < ui. If ~xi ¼ ui, then the constraint xi 6 ui gives xi 6 ~xi. If ~xi ¼ maxfli; aig and xi > ~xi, then we have
xi > li, and @fi=@x

i ¼ 2ci xi  ai
 
> 2cið~xi  aiÞ ¼ 2ciðmaxfli; aig  aiÞP 0, and hence a sufﬁcient small decrease on xi
will decrease fi(xi), which provides a better solution. Thus, we have xi 6 ~xi for the case of ai < ui. From Proposition
2, we also have ~xi ¼ ui for di < 0, and ~xi ¼ li for diP 0, for i = n + 1, . . . ,n +m. If ~xi ¼ ui, then the constraint xi 6 ui gives
xi 6 ~xi. If ~xi ¼ li and xi > ~xi, then we have xi > li and @fi=@xi ¼ di > 0, and hence a sufﬁcient small decrease on xi will
decrease fi (xi), which provides a better solution. Thus we have xi 6 ~xi for di < 0.
(b)
Pnþm
i¼1 si~xi 6 t implies that the knapsack constraint is inactive, and hence the knapsack constraint has no inﬂuence on
the optimal solution, thus we have xi ¼ ~xi; i ¼ 1; . . . ;nþm, for the case of
Pnþm
i¼1 si~xi 6 t.
(c) If
Pnþm
i¼1 sixi < t, then the condition
Pnþm
i¼1 si~xi > t means that there is at least one k 2 {1, . . . ,n +m} such that xk < ~xk. The
constraint lk 6 xk and xk < ~xk give ~xk > lk, which implies that ~xk ¼ minfak;ukg for k 2 {1, . . . ,n}, and ~xk ¼ uk for
k 2 {n + 1, . . . ,n +m}. If k 2 {1, . . . ,n}, then we have xk < minfak;ukg, and @fk=@xk ¼ 2ck xk  ak
 
< 2ckðminfak;ukg  akÞ 6 0. If k 2 {n + 1, . . . ,n +m}, then we have xk < uk, and @fk=@xk ¼ dk < 0. And hence a sufﬁcient
small increase on xk will decrease fk(xk), and which provides a better solution. This violates the optimality of x

k. There-
fore, we have
Pnþm
i¼1 sixi ¼ t for the case of
Pnþm
i¼1 si~xi > t. h
Proposition 3(a) provides the maximal values for all variables. Proposition 3(b) indicates that the optimal solution to
problem P is the same as the optimal solution to problem PR, if the knapsack constraint is inactive. Proposition 3(c) indicates
that the equality knapsack constraint holds at the optimal solution if the knapsack is active.
Let xi(k), i = 1, . . . ,n +m, be the optimal solution of Eqs. (5)–(7) with any given kP 0, then x(k) has the following
properties.
Proposition 4. xi(k) with kP 0, i = 1, . . . ,n + m, is a solution to Eqs. (5)–(7) if and only ifxiðkÞ ¼
ui; ifk < 2ciðai  uiÞ=si;
ai  ksi=ð2ciÞ; if 2ciðai  uiÞ=si 6 k 6 2ciðai  liÞ=si;
li; if k > 2ciðai  liÞ=si;
8><
>: i ¼ 1; . . . ;n; ð9ÞandxiðkÞ ¼
ui; if k < di=si;
ui; if k ¼ di=si;
li; if k > di=si;
8><
>: i ¼ nþ 1; . . . ;nþm; ð10Þwhere ui is any real value within the interval [li,ui], i = n + 1, . . . ,n + m.Proof. We prove Eq. (9) in three cases: (1) k < 2ci(ai  ui)/si, (2) k > 2ci(ai  li)/si, and (3) 2ci(ai  ui)/si 6 k 6 2ci(ai  li)/si,
respectively.
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ness condition vi(xi  ui) = 0 requires xi(k) = ui.
(2) Ifk > 2ci(ai  li)/si, we have wi = 2ci (xi  ai) + ksi + viP 2ci(li  ai) + ksi + vi > 0 from Eq. (5). The slackness condition
wi(xi  li) = 0 gives xi(k) = li.
(3) In the case of 2ci(ai  ui)/si 6 k 6 2ci(ai  li)/si, we ﬁrst show thatwi = 0 and vi = 0. Ifwi > 0, from the slackness condition
wi(xi  li) = 0, we have xi = li. According to Eq. (5), we have vi = 2ci (ai  li)  ksi + wi > 0. The slackness condition vi(xi
 ui) = 0 implies that xi = ui, which violates xi = li. If vi > 0, from the slackness condition vi(xi  ui) = 0, we have xi = ui.
According to Eq. (5), we have wi =  2ci(ai  ui) + ksi + vi > 0. The slackness condition wi(xi  li) = 0 implies that xi = li,
which violates xi = ui. So we havewi = 0 and vi = 0. Combining these equations with Eq. (5) gives xi(k) = ai  ksi/(2ci).
Then we prove Eq. (10) in three cases: k <  di/si, k >  di/si, and k =  di/si, i = n + 1, . . . ,n +m, respectively. If k <  di/si, we
have vi =  di  ksi + wi > 0. The slackness condition vi(xi  ui) = 0 gives xi = ui. If k >  di/si, we have wi = di + ksi + vi > 0 from
Eq. (6). The slackness condition wi(xi  li) = 0 gives xi = li. If k =  di/si, we have wi = vi from Eq. (6). If wi = vi– 0, then the
slackness conditions wi(xi  li) = 0 and vi(xi  ui) = 0 are never met simultaneously since li < ui. Therefore, we have wi = vi = 0,
and hence xi(k) can take any real value ui 2 [li,ui]. h
From Eq. (9), we know that xi(k), i = 1, . . . ,n, is uniquely determined for any given k. According to Eq. (10), we know that
the value of xi(k) cannot be uniquely determined if k =  di/si holds for some i 2 {n + 1, . . . ,n +m}. To address this problem, we
let U denote an empty set, and we introduce three index sets: I1(k) = {ijk <  di/si,i = n + 1, . . . ,n +m},I2(k) = {ijk =  di/
si,i = n + 1, . . . ,n +m}, and I3(k) = {ijk >  di/si,i = n + 1, . . . ,n +m}. If I2(k) =U, then k =  di/si does not hold for any
i 2 {n + 1, . . . ,n +m}, and hence xi(k), i = 1, . . . ,n +m, is uniquely determined by Eqs. (9) and (10). In the case of I2(k)–U,
we need further explore the structural properties of xi(k),i 2 I2(k).
We deﬁne the knapsack occupancy of x(k) byPðkÞ ¼
Xnþm
i¼1
sixiðkÞ ¼
Xn
i¼1
sixiðkÞ þ
X
i2I1ðkÞ
siui þ
X
i2I2ðkÞ
sixiðkÞ þ
X
i2I3ðkÞ
sili: ð11ÞThenPðkÞ ¼ PðkÞ Pi2I2ðkÞsixiðkÞ þPi2I2ðkÞsili is theminimal knapsack occupancy of x(k) since it is calculated by setting xi (k) =
li for all i 2 I2(k), andPðkÞ ¼ PðkÞ 
P
i2I2ðkÞsixiðkÞ þ
P
i2I2ðkÞsiui is themaximal knapsack occupancy since it is equivalent to set-
ting xi (k) = ui for all i 2 I2(k). Note thatPðkÞ ¼ PðkÞ ¼ PðkÞ if I2 (k) =U. Using this notation, we have the following proposition.
Proposition 5. In the case of
Pnþm
i¼1 si~xi > t and I2 (k)–U, then there must exist one k 2 I2(k) such thatxi ðkÞ ¼
ui; i 2 I2ðkÞ; i < k;
li þ
tPðkÞ
P
j2I2 ðkÞ;j<k
sjðujljÞ
sk
; i ¼ k;
li; i 2 I2ðkÞ; i < k:
8><
>>: ð12ÞProof. Since
Pnþm
i¼1 si~xi > t, according to Proposition 3(c), we know that
Pnþm
i¼1 sixi ¼ t, i.e., P(k⁄) = t. In the case of I2(k)–U,
since xi ðkÞ 2 ½li;ui for all i 2 I2(k), we know PðkÞ < PðkÞ < PðkÞ. Thus, there must exist one k 2 I2(k) such that
PðkÞþPj2I2ðkÞ;j<ksjðuj  ljÞ 6 t 6 PðkÞ þPj2I2ðkÞ;j6ksjðuj  ljÞ. And hence we can construct xi ðkÞ; i 2 I2ðkÞ, as Eq. (12) such thatPnþm
i¼1 sixi ðkÞ ¼ t. Then xi ðkÞ; i ¼ 1; . . . ;nþm, calculated from Eqs. (9), (10) and (12) is the optimal solution to problem P. h
Proposition 5 means that we can always ﬁnd an optimal solution in which there is at most one linear variable
xk,k 2 {n + 1, . . . ,n +m}, such that lk < xkðkÞ < uk, and other linear variables take the values at lower or upper bounds.
To solve the optimal value of k, we further deﬁnek ¼ maxf2c1ða1  l1Þ=s1; . . . ;2cnðan  lnÞ=sn;dnþ1=snþ1g; if m > 0;
maxf2c1ða1  l1Þ=s1; . . . ;2cnðan  lnÞ=sng; if m ¼ 0:

ð13ÞThen we can prove the following properties.
Proposition 6.(a) P(k) is decreasing in k.
(b) kP 0, if
Pnþm
i¼1 si~xi > t.
(c) k 2 ½0; k , if Pnþmi¼1 si~xi > t.Proof.
(a) From Eqs. (9) and (10), we know that xi(k) is decreasing in k,i = 1, . . . ,n +m. Then P(k) is decreasing in k for the case of
I2(k) =U. In the case of I2(k)–U, as k increases, some variables in I1(k) could go into I2(k) or I3(k), and some variables
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increases.
(b) In the case of
Pnþm
i¼1 si~xi > t, if k < 0, then we have 2ci(ai  li)/si < 0, for all i = 1, . . . ,n, and di/si < 0, for all i = n +
1, . . . ,n +m. 2ci(ai  li)/si < 0 implies wi ¼ 2ci xi  ai
 þ ksi þ v i P 2ciðli  aiÞ þ ksi þ v i > 0 and xi ¼ li; i ¼ 1; . . . ;n.
di/si < 0 means wi ¼ di þ ksi þ v i > 0 and xi ¼ li; i ¼ nþ 1; . . . ;nþm. From the assumption of
Pnþm
i¼1 sili < t, we knowPnþm
i¼1 sixi < t, which violates the optimal condition
Pnþm
i¼1 sixi ¼ t in the case of
Pnþm
i¼1 si~xi > t as shown in Proposition
3(c). Thus we have kP 0 if
Pnþm
i¼1 si~xi > t.
(c) If
Pnþm
i¼1 si~xi > t, we know kP 0 from Property (b). If k
 > k, then we have k⁄ > 0, k⁄ > 2ci(ai  li)/si, i = 1, . . . ,n, and
k⁄ >  di/si, i = n + 1, . . . ,n +m, from  dn+1/sn+1P   P  dn+m/sn+m. Since k⁄ > 2ci(ai  li)/si, i = 1, . . . ,n, we know that
wi ¼ 2ci xi  ai
 þ ksi þ v i P 2ciðli  aiÞ þ ksi þ v i > 0; i ¼ 1; . . . ;n, from Eq. (5). Since k⁄ >  di/si, i = n + 1, . . . ,n +m,
we obtain wi ¼ di þ ksi þ v i > 0; i ¼ nþ 1; . . . ;nþm, from Eq. (6). Then the slackness condition wi xi  li
  ¼ 0
requires xi ¼ li; i ¼ 1; . . . ;nþm. Then k⁄ > 0 and the assumption
Pnþm
i¼1 sili < t give k
 t Pnþmi¼1 sixi  > 0, which violates
the slackness condition in Eq. (8). Thus, we have k 2 ½0; k. h
4. Solution Methods
In this section, we ﬁrst propose a solution method for solving problem P, then we provide two heuristics for solving prob-
lem IP. Without loss of generality, we further assume that all lower and upper bounds in problem IP are integers.
4.1. Solution method for problem P
In this subsection, we present an exact solution method for problem P. The basic idea of the solution method is as follows.
If
Pnþm
i¼1 si~xi 6 t, then the optimal solution to problem P is the same as that of problem PR. If
Pnþm
i¼1 si~xi > t, then the optimal
solution is reached when
Pnþm
i¼1 sixi ¼ t, and its structural properties are characterized in Propositions 4 and 5. From these
results, we know that the optimal solution to problem P can be determined by ﬁnding k⁄ such that
Pnþm
i¼1 sixi ðk ¼ t. Thus,
the key to solving problem P is to determine the value of k⁄.
The results in Proposition 6 imply that we can use a bi-section search procedure for solving k⁄ within the interval ½0; k,
since the knapsack occupancy is decreasing in k. Main steps of the bi-section search method are given in Fig. 1.
In the proposed solution method, Step 1 produces the optimal solution to problem PR. Step 2 yields the optimal solution
for the case of
Pnþm
i¼1 si~xi 6 t. Steps 3–5 use a bi-section search procedure to determine the optimal value of kwithin the inter-
val ½0; k. Step 3 initializes the search interval for k. Step 4 calculates xi(k), i = 1, . . . ,n +m, from Eqs. (9) and (10), and computes
P(k) and PðkÞ. Step 5 judges if xi(k), i = 1, . . . ,n +m, satisﬁes the stopping condition P(k) = t. If P(k) > t, then knapsack occu-
pancy should be decreased by increasing k, which is done by setting kL = k in the bi-section search procedure; If PðkÞ < t,
then knapsack occupancy can be increased by setting kU = k in the bi-section search procedure. Step 6 judges if I2(k) is an
empty set. If I2(k) =U, then the optimal solution is obtained; Otherwise, step 7 calculates the optimal solution according
to the results in Proposition 5.Fig. 1. Main steps of the bi-section search method for solving problem P.
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O(n +m). Step 3 has constant complexity. The search of k within the interval [0,k] in Steps 3–5 needs log2ðk=eÞ iterations,
where e is the error target for the bi-section search procedure. Step 4 has complexity O(n +m). So the computational com-
plexity of Steps 3–5 is Oðlog2ðk=eÞðnþmÞÞ. The complexity of Steps 6–8 is O(n +m). Thus, the bi-section search method has
computational complexity Oðlog2ðk=eÞðnþmÞÞ. Since the upper bound k and error target e are both independent of n +m, the
bi-section search method is polynomial in the problem size n +m. Take k ¼ 1010 and e = 106 as an example, the number of
iterations for determining k is log2ðk=eÞ ¼ 36:8414  37. This result is veriﬁed by the numerical study in next section.
4.2. Heuristics for problem IP
Theoretically, problem IP can be solved by applying brand and bound or dynamic programming algorithms. However,
these methods are often impractical when solving large scale problems. Zhang and Chen [58] have developed a heuristic
for large scale nonlinear knapsack problem. We use a similar idea to develop two heuristics for solving problem IP. The pro-
posed heuristics make full use of the structural properties of the problem by always putting the item with more beneﬁt into
the knapsack, instead of putting item in an index order such as done in [44].
Similar to [58], for integer variable xi, i = 1, . . . ,n +m, we deﬁneDfiðxiÞ ¼ fiðxiÞ  fiðxi þ 1Þ; i ¼ 1; . . . ;nþm; ð14Þ
DkiðxiÞ ¼ DfiðxiÞ=si; i ¼ 1; . . . ; nþm: ð15ÞDfi(xi) is the beneﬁt from adding one to xi, and Dki(xi) is the marginal knapsack beneﬁt from adding one to xi. According to
Dfi(xi), we deﬁne an active candidate set asHðxÞ ¼ i xi < ui;DfiðxiÞ > 0; si 6 t 
Xnþm
i¼1
sixi; i ¼ 1; . . . ;nþm

( )
: ð16ÞThe conditions xi < ui and si 6 t 
Pnþm
i¼1 sixi in H(x) imply that it is feasible to add one to xi, i = 1, . . . ,n +m. Dfi(xi) > 0 in Eq.
(16) means that it will beneﬁt from increasing xi, i = 1, . . . ,n +m. Thus the active candidate set H(x) includes all variables
which are possibly increased. One of the conditions xi = ui, Dfi(xi) 6 0, and si > t 
Pnþm
i¼1 sixi indicates that it is impossible
to decrease the objective value by adding one to xi, i = 1, . . . ,n +m.
By comparingDfi(xi) orDki(xi), i = 1, . . . ,n +m, we can improve a feasible solution through greedy algorithm. If there is a fea-
sible solution to problem IP and some remaining knapsack capacity, we can improve the feasible solution by greedily using the
remaining knapsack capacity. That is to say, if index i is in the active candidate set, then the objective value can be decreased by
adding one to xi. By comparing Dfi(xi) or Dki(xi), i = 1, . . . ,n +m, we can construct two heuristics using greedy algorithms.
Heuristic 1 (H1) is constructed as follows. We ﬁrst judge if the optimal solution to problem P, xi ; i ¼ 1; . . . ;nþm, is an
integer solution. If all xi are integers, x

i ; i ¼ 1; . . . ;nþm, is the optimal solution to problem IP. Otherwise, we initialize a
feasible solution xi ¼ xi
 	
; i ¼ 1; . . . ;nþm, where b  c is the ﬂoor operator. There must exist some remaining knapsack
capacity at the solution xi ¼ xi
 	
; i ¼ 1; . . . ;nþm. Then the variable with the largest Dfi(xi) will always be given a higher pri-
ority to use the remaining knapsack capacity. When the variable is added by one, the remaining knapsack capacity and the
active candidate set H(x) are updated. This process is iterated till H(x) is empty, i.e., either there does not exist any
i = 1, . . . ,n +m such that Dfi(xi) > 0 and xi < ui, or the remaining knapsack capacity is smaller than si for all i = 1, . . . ,n +m with
Dfi(xi) > 0 and xi < ui. Main steps of heuristic H1 are summarized in Fig. 2.
Heuristic H2 is a modiﬁed version of H1, in which the variable with the largest marginal knapsack beneﬁt Dki(xi) will al-
ways be given a higher priority to use the remaining knapsack capacity. In heuristic H2,Dfi(xi) in Step 4 of Fig. 2 is replaced by
Dki(xi), and other steps keep unchanged. Heuristics H1 and H2 are both polynomial algorithms of O(n +m) order.Fig. 2. Main steps of heuristic H1 for solving problem IP.
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sack beneﬁt into the knapsack, which makes full use of the remaining knapsack capacity. This insight will be veriﬁed by the
numerical study in next section.5. Numerical study
In this section, we numerically show the performance of the proposed methods for solving problems P and IP by compar-
ing our methods with the state of the art linear and quadratic convex solvers. In the numerical study, all instances of prob-
lems are randomly generated, and all computational experiments are conducted on a desktop computer (dual processor
2.13 GHz, memory 2G) with Matlab 7.9, and the computation time is reported in milliseconds. In the numerical results,
95% C.I. stands for 95% conﬁdence interval.
5.1. Problem generation
We use the notation x  U(a,b) to denote that x is uniformly generated within the interval [a,b]. Following [45], we con-
struct uncorrelated, weakly correlated and strongly correlated problem types as follows:
(1) Uncorrelated: si  U(10,25), i = 1, . . . ,n +m, ci  U(5,10), ai  U(10,15), i = 1, . . . ,n, di  U(1,1), i = n + 1, . . . ,n +m.
(2) Weakly correlated: si  U(10,25), i = 1, . . . ,n +m, ci  U(si + 5, si + 10), ai  U(si  5, si + 5), i = 1, . . . ,n, di  U(0.1si,
0.1si), i = n + 1, . . . ,n +m.
(3) Strongly correlated: si  U(10,25), i = 1, . . . ,n +m, ci = si + 5, ai = si  5, i = 1, . . . ,n, di  U(0.1si, 0.1si),
i = n + 1, . . . ,n +m.
We generate integer lower and upper bounds as li  U(0,9), ui  U(10,20) for all three problem types. The right hand side t
of the knapsack constraint is generated as t 0:5 Pni¼1siai þPnþmi¼nþ10:5siðli þ uiÞ ;0:8 Pni¼1siai þPnþmi¼nþ10:5siðli þ uiÞ 
 . In the
problem generation procedure, t is possibly generated more times such that
Pnþm
i¼1 sili < t <
Pnþm
i¼1 siui. Note that all generated
parameters satisfy the model assumptions.
In the following experiments, for each problem size, 30 test instances are randomly generated for each problem type
(uncorrelated, weakly correlated and strongly correlated).
5.2. Numerical results for solving problem P
In this subsection, we conduct the numerical experiments to show the effectiveness of the bi-section search method for
solving large scale problem P. We compare the bi-section search method with two linear and quadratic convex solvers. One
is the convex quadratic optimization solver ‘‘mskqpopt’’1 in the MOSEK optimization toolbox for Matlab, and another is the
quadratic programming solver ‘‘quadprog’’ in MATLAB optimization toolbox. We denote the bi-section search method, ‘‘mskqp-
opt’’ and ‘‘quadprog’’ as BS, MSK and QUAD, respectively.
In this experiment, we set n =m = 500, 1000, 2000, and 1,000,000. For the problem size 500, 1000 and 2000, we solve 90
test instances using MSK, QUAD and BS methods, respectively. Since MSK and QUAD methods cannot solve very large scale
problems in moderate time, for the problem size 1,000,000, we solve 90 test instances using BS method. Statistical results of
the three methods are reported in Table 1.
From Table 1, we have the following observations in terms of computation time: (1) Our method is much faster than MSK
and QUAD methods. (2) Our method can solve very large scale problem quickly, for instance, our method can yield the opti-
mal solution to problem P with problem size n =m = 1,000,000 within 20 s. (3) Our method is robust since the standard devi-
ations of computation times of BS method are quite low. To clearly show this observation, we plot the statistical results on
the number of iterations of the bi-section search method in Fig. 3. Our method can yield the optimal solution to problem P
within about 30 iterations, and the problem size and type have no signiﬁcant inﬂuence on the number of iterations of our
method.
5.3. Numerical results for solving problem IP
In this subsection, we conduct the numerical experiments to show the effectiveness of our heuristics for solving problem
IP. We compare our heuristics H1 and H2 with the heuristic proposed by [44] (denoted as H0) and the mixed-integer linear
and quadratic programming solver ‘‘MIQPbb’’2 in the TOMLAB/MINLP optimization toolbox.
Since MIQPbb can provide the optimal solution to small size problem IP. We set n =m = 10, 15 and 20, and then we com-
pare the solution qualities of three heuristics, and computation times of the three heuristics and MIQPbb method for small1 For more details about the convex quadratic optimization solver ‘‘mskqpopt’’, please visit http://docs.mosek.com/6.0/toolbox/index.html.
2 For more details about the mixed-integer linear and quadratic programming solver ‘‘MIQPbb’’, please visit http://tomopt.com/tomlab/download/
manuals.php.
Table 1
Computation times of MSK, QUAD and BS methods for problem P.
n =m 500 1000 2000 1,000,000
Methods MSK QUAD BS MSK QUAD BS MSK QUAD BS BS
Mean 181.78 27.78 7.74 203.41 70.51 14.10 327.97 225.73 31.60 17011.37
Std. Dev. 25.71 2.38 5.86 25.68 4.83 3.27 66.44 9.63 8.73 4287.79
95% C.I. Lower 176.40 27.28 6.51 198.03 69.50 13.41 314.06 223.71 29.77 15410.28
Upper 187.17 28.28 8.96 208.78 71.52 14.78 341.89 227.75 33.43 18612.45
Fig. 3. Statistical results on number of iterations of the bi-section search method.
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tively. The statistical results on solution gaps of the three heuristics are shown as Table 2, where the solution gap is calcu-
lated as DIPH ¼ fH  f IP
 
= f IP
  100, where fH is the objective function value obtained by the heuristic, and f IP is the optimal
objective value produced by MIQPbb. Additionally, in the bottom line of Table 2, we report the number of exact solutions
yielded by the three heuristics out of the 90 randomly generated instances for each problem size. The statistical results
on computation times of the three heuristics and MIQPbb method are listed in Table 3.
From Table 2, we have the following observations: (1) H2 is the leading one of the three heuristics in terms of solution
quality; (2) H1 is better than H0; (3) H1 and H2 can generate more exact solutions than H0. According to Table 3, we come to
the conclusions: (1) The three heuristics can yield approximate solution very quickly; (2) MIQPbb needs more time to solve
problem IP. To clearly show the computation time comparison between MIQPbb and the heuristics, we take H2 as an exam-
ple, and plot the statistical results on the ratio of computation time for MIQPbb to H2 in Fig. 4. From Table 3 and Fig. 4, we
observe that the ratio of computation time for MIQPbb to H2 is exceptionally increasing in the problem size. Take n =m = 20
as an example, on average, MIQPbb needs more 18,492 times of computation time to solve problem IP than H2. The high stan-
dard deviations of the ratio of computation time for MIQPbb to H2 in Fig. 4 indicate that MIQPbb is not robust enough. NoteTable 2
Solution gaps of the heuristics for small size problem IP.
n =m 10 15 20
Solution gap (%) DIPH0 D
IP
H1 D
IP
H2 D
IP
H0 D
IP
H1 D
IP
H2 D
IP
H0 D
IP
H1 D
IP
H2
Mean 0.63 0.38 0.30 0.78 0.43 0.19 0.63 0.44 0.17
Std. Dev. 0.89 0.71 0.49 0.96 0.59 0.27 0.65 0.56 0.25
95% C.I. Lower 0.45 0.23 0.20 0.58 0.31 0.13 0.50 0.32 0.12
Upper 0.82 0.52 0.41 0.98 0.56 0.25 0.77 0.55 0.22
# of exact solution 22 44 33 11 26 25 17 25 30
Table 3
Computation times of the heuristics and MIQPbb for small size problem IP.
n =m 10 15 20
Methods H0 H1 H2 MIQPbb H0 H1 H2 MIQPbb H0 H1 H2 MIQPbb
Mean 1.31 1.24 1.38 122.91 1.00 1.39 1.46 1278.86 1.81 1.78 1.76 26003.33
Std. Dev. 3.47 2.17 2.18 369.79 0.36 0.54 0.68 4799.26 6.38 1.92 1.59 93258.03
95% C.I. Lower 0.58 0.79 0.92 45.46 0.92 1.28 1.32 273.67 0.47 1.38 1.43 6470.81
Upper 2.04 1.70 1.83 200.36 1.07 1.51 1.60 2284.04 3.14 2.18 2.10 45535.84
Fig. 4. Statistical results on the ratio of computation time for MIQPbb to H2.
Table 4
Solution gaps of the heuristics for large scale problem IP.
n =m 500 1000 2000
Solution gap (%) DPH0 D
P
H1 D
P
H2 D
P
H0 D
P
H1 D
P
H2 D
P
H0 D
P
H1 D
P
H2
Mean 0.66 0.52 0.23 0.61 0.51 0.23 0.71 0.59 0.23
Std. Dev. 0.71 0.39 0.20 0.59 0.37 0.20 0.58 0.36 0.19
95% C.I. Lower 0.51 0.44 0.18 0.48 0.43 0.18 0.59 0.51 0.19
Upper 0.81 0.60 0.27 0.73 0.59 0.27 0.83 0.66 0.27
Table 5
Computation times of the heuristics for large scale problem IP.
n =m 500 1000 2000
Methods H0 H1 H2 H0 H1 H2 H0 H1 H2
Mean 9.29 23.42 23.79 16.65 51.84 54.11 43.75 170.37 178.48
Std. Dev. 2.57 5.17 6.07 4.04 11.76 13.42 9.84 37.43 39.86
95% C.I. Lower 8.75 22.33 22.52 15.80 49.38 51.30 41.68 162.53 170.13
Upper 9.83 24.50 25.06 17.49 54.31 56.92 45.81 178.21 186.82
3254 B. Zhang, Z. Hua / Applied Mathematical Modelling 36 (2012) 3245–3256that we do not report the computation time of MIQPbb for the case with problem size n =m > 20. This is because we ﬁnd that
MIQPbb cannot solve some instances of problem IP with n =m = 30 within ﬁve hours.
To show the performance of our heuristics for solving large scale problem IP, we set n =m = 500, 1000 and 2000 respec-
tively, and solve 90 test instances using the three heuristics for each problem size. Since we cannot obtain the optimal solu-
tion to the large scale problem in moderate time, we calculate the solution gap as DPH ¼ fH  f P
 
= f P
  100, where fH is the
objective function value obtained by heuristic, and f P is the optimal objective function value of problem P. Note that D
P
H over-
estimates true solution gap DIPH since f

P is not larger than f

IP . The statistical results on solution gaps of the three heuristics are
shown as Table 4. We report the statistical results on computation times of the three heuristics in Table 5.
From the results in Tables 4 and 5 for the large scale problems, we come to the following conclusion: (1) H1 and H2 can
solve large scale problem IP very quickly; (2) H2 is the best heuristic in terms of solution quality; (2) H1 and H2 are better
than H0, and the average solution gaps of H1 and H2 are 0.54% and 0.23%, respectively.
In summary, the proposed bi-section search method can solve the optimal solution to problem P very quickly in compar-
ison with the state of the art linear and quadratic convex solvers, and our heuristics are very efﬁcient and robust for yielding
very close approximate solutions to problem IP, even for large scale problem. Other statistical comparisons conﬁrm these
conclusions, and the statistical results on the detailed data show that our conclusions hold for all different problem types
(uncorrelated, weakly correlated and strongly correlated).
6. Conclusion
In this paper, we consider a mixed linear and quadratic knapsack problem with a convex separable objective function
subject to single linear constraint and box constraints. By exploring structural properties for the studied problem, we devel-
op a bi-section search method for solving the continuous mixed linear and quadratic knapsack problem, and we provide two
heuristics for solving the integer counterpart of the problem. Numerical results are given to compare our methods with the
state of the art linear and quadratic convex solvers on a set of randomly generated instances to show the effectiveness of the
proposed solution methods.
B. Zhang, Z. Hua / Applied Mathematical Modelling 36 (2012) 3245–3256 3255The proposed methods have four main advantages: (1) they outperform the state of the art linear and quadratic convex
solvers since the proposed methods take full advantage of the structural properties of the studied problem; (2) their com-
putational complexities are polynomial in the problem size and they are easy to implement, so the proposed methods are
available for solving the large scale problems; (3) they are very efﬁcient and robust for solving different type (uncorrelated,
weakly correlated and strongly correlated) problems; (4) they are also available for solving the separable quadratic knapsack
problem.
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