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INTRODUCCION
Las lôglcas de programas surgen para proveer de fundamentos lôglcos a 
los métodos de verlflcaclôn de programas. Durante los ûltlmos aAos se han 
Investlgado diverses lôgicas de programas. buscando cada vez una mayor 
capacidad de expresiôn. Paralelamente se han desarrollado técnlcas para 
clasificar y comparer la capacidad de expresiôn de estas lôglcas.
El Interés de las lôglcas de programas dentro de la informâtica 
teôrica. se centra prlnclpalmente en la formaiIzaclôn de:
- La verlflcaclôn de programas.
- La equivalencla de programas.
- La terminaciôn de programas.
A un primer nlvel podemos distingulr dos enfoques dlstlntos en las 
lôgicas de programas: las lôgicas exôgenas. que son aquellas en las que los 
programas se encuentran de forma explicita en el lenguaje. y las lôglcas 
endôgenas. en las que los programas son fijos y forman parte de la 
estructura. Entre el primer grupo se encuentran la lôgica Algorltmica iSal 
70] y la lôgica Dinâmica. tanto en su versiôn proposicional IFL 77], como 
en su versiôn de primer orden (HMP 77]. Mientras que la lôgica Temporal 
(Pnu 77] se encuentra entre las endôgenas.
Por otro lado. como es sabido. las lôgicas de primer orden de programas 
son fuertemente incompletas con respecto a la teorla de modèles estàndar y 
ademàs no pueden capturar algunas propiedades de programas. como por 
ejemplo la correcciôn total. De estos problèmes, surgen las lôgicas de 
programas no estàndar [ANS 82]. de la misma forma que surgiô la lôgica de 
segundo orden no estàndar. Como ûnico camino para "compléter" teorlas 
incomplètes estàndar. ya que solo en estos modelos puede precisarse la 
propiedad de "no demostrabilidad".
La mayorla de las lôglcas de programas existantes estàn dlsefiadas para 
lenguajes de programaclôn Imperatives. Y actualmente. los lenguajes de 
progranaclôn déclaratives (y en particular, los funcionales) estàn ganando 
popularidad por diverses razones [Eis 87], entre las que se encuentran:
- Acercaalento del côdigo del progrma a la abstracciôn de los lenguajes 
de especificaciôn y aétodos matemàticos de verlflcaclôn.
- Acercaalento a la realizaciôn de procesanlento paralelo real.
- Fusiôn de los conceptos de côdigo y dates.
- lapleaentaciôn de tipos abstractos de dates poliaôrficos.
Hasta el memento hay muy pocas publlcaciones sobre lôgicas de programas 
funcionales. En concrete, las principales referencias que conocemos son: 
Cartwright {Car 83], [Car 84], Cartwright y McCarthy [CM 79], Goerdt [Goe 
85], [Goe 87] y Pazstor [Paz 86].
El trabajo de Goerdt [Goe 85], [Goe 87] trata las funciones de orden 
superior, pero se restringe a la correcciôn parcial de programas.
Las investigaciones de Cartwright y McCarthy [CM 79] [Car 83], [Car 84] 
y Pazstor [Paz 86] estàn en la vertiente no estàndar de las lôgicas de
programas. Tanto Cartwright y McCarthy como Pazstor se basan en la
semàntica del menor punto fijo definible. Nlnguno provee de facilidades 
sintàcticas para construlr programas funcionales estructurados (sus
programas son màs restrictivos que los que se proponen en este trabajo), ni
para razonar sobre su comportamiento mediante composicionalidad.
La conocida lôgica para funciones computables LCF [GMW 79] estâ 
orientada a un entorno de demostraciones interactive que no se trata en 
este trabajo.
A partir de estos precedentes y motivaciones, creemos que el estudio de 
axiomas y reglas de inferencia composicionales especificas para el 
comportamiennto de operadores como: A-abstracciôn, aplicaciôn funcional y 
fx-operador, tienen cierto interés metodolôgico y puede ayudar a comprender 
mejor la lôgica para las funciones definidas recursivamente.
En este trabajo présentâmes un lenguaje de programaclôn funcional 
abstracto, Junto con una lôgica de programas para él. El lenguaje permlte 
funciones Indeterministas, llamadas a funciones predeflnldas y expresar 
\-abstracclones, condlclonales y deflnlclones mutuamente recurslvas o 
p-recurslôn.
Interesândonos prlnclpalmente como objetIvo, centrer la Investlgaclôn 
en un marco no estàndar, Insplrado en el de Andréka, Németl y Sain para la 
lôgica Dlnàmlca [ANS 821, puesto que provee de un marco lo sufIclentemente 
potente como para tratar los fenômenos de Incompletitud, y caracterlzar y 
comparer métodos de verlflcaclôn de programas.
Para esto, en primer lugar hemos hecho un estudio de los problèmes y 
poslbles soluclones, presentados por la semàntica estàndar. El principal 
problème es que el concepto de menor punto fljo de un operador no es un 
concepto de primer orden, por lo que no existen càlculo flnitarlos 
correctos y complètes para razonar sobre funciones definidas 
recursivamente. Hemos abordado este problème en primer lugar, mediante un 
càlculo Inflnltario que refleja la semàntica operaclonal de la recurslôn. Y 
en segundo lugar, mediante un càlculo flnitarlo orientado a la slntaxis, 
aritméticamente correcte y complete, que se fundamenta en la capacidad de 
expresiôn de las estructuras aritméticas, para poder définir mediante una 
fôrmula de primer orden, el menor punto fljo de un operador continue [Gil 
891.
Partiendo de esta capacidad de expresiôn de las estructuras 
aritméticas, hemos deflnido la semàntica no estàndar usando estructuras de 
très géneros: une para los dates, une para los numéros internes y otro para 
las secuencias internas de dates. A estas estructuras las hemos llamado 
precisamente pseudoaritméticas; restringiéndolas a aquellas que verifican 
ciertos axiomas de * admis ibilidad" de primer orden, a fin de que los 
numéros y las secuencias Internas se adecüen al cànon estàndar, obtenemos 
una caracterizaciôn de la semàntica no estàndar del operador p, en términos 
del menor punto fljo definible [GHR 89].
El trabajo estâ organlzado por capitulos, y estos a su vez estàn 
divldidos en secciones. Las deflnlclones, teoremas, etc de cada secclôn 
estàn numerados de forma consecutive. La forma de referenciar por ejemplo 
el lema 2 de la secclôn 1 del capitule 3 es: lema 2 de la secclôn 3.1.
Brevemente el contenldo de los capitulos es el siguiente:
1- LOGICAS DE PROGRAMAS.
Se hace un resumen del estado actual de la investlgaclôn de las lôgicas 
de programas, désarroilando màs detalladamente los puntos tratados en esta 
introduceiôn.
2- LA LOGICA LRF PARA PROGRAMAS FUNCIONALES.
Se define la slntaxis y la semàntica de la lôgica estàndar para 
programas funcionales LRF. Y se obtienen resultados sobre la capacidad de 
expresiôn de LRF, en particular se demuestra que el p-càlculo proposicional 
de Kozen PMC y la lôgica dinamlca para programas regulares de primer orden 
QDL pueden expresarse en LRF, que LRF puede expresarse en Lju u^ y que la 
terminaciôn de programas no triviales no puede expresarse en primer orden, 
dentro del marco de la semàntica de LRF.
3- CALCULOS DEDUCTIVOS PARA LRF.
Se presentan dos càlculos deductivos orientados a la sintwis para LRF. 
Uno inflnltario correcte y complete, y otro flnitarlo aritméticamente 
correcte y complete. El primero se basa en el método de los tableaux para 
el problems de satisf act ibilidad y el segundo, en la expresividad de las 
estructuras aritméticas. Como corolario obtenemos el teorema de 
LSwenheim-Skolem para LRF y que el problems de validez para fôrmulas de LRF 
es n^-completo.
4- ENFOQUES SEMANTICOS NO ESTANDAR: LAS LOGICAS NLRF Y ALRF.
En primer lugar se deflnen las estructuras de très géneros llamadas 
pseudoaritméticas, con un género para los datos, uno para los numéros 
Internos y otro para las secuencias Internas de datos. Adaptando la 
slntaxis de LRF a estas estructuras, obtenemos la versiôn no estàndar NLRF 
de LRF, cuya semàntica se define mediante una traducclôn slntàctica de las 
fôrmulas de NLRF a fôrmulas de primer orden sobre estructuras 
pseudoaritméticas.
A contlnuaciôn, formulâmes ciertos axiomas de admlsibilidad en el 
lenguaje de primer orden sobre este tlpo de estructuras, e Introducimos la 
restrlcclôn ALRF de NLRF, mediante la exigencia de que los modelos sean 
admisibles; es decir, môdelos de los axiomas de admlsibilidad. Obtenemos 
asi, la lôgica admisible para programas funcionales ALRF. Demostramos que 
la semàntica de NLRF sobre modelos admisibles puede caracterizarse en 
términos del menor punto fiJo definible y présentâmes un càlculo flnitarlo 
orientado a la slntaxis correcto y complete para ALRF. Mediante ejemplos, 
mostramos que en ALRF se puede expresar la terminaciôn de programs no 
triviales, que es imposlble tanto en LRF como en NLRF.
Terminâmes este capitule mostrando una técnlca para trasferlr 
deducciones de este càlculo a deducciones del càlculo arltmétlco para LRF, 
lo que permlte obtener el teorema de completitud arltmétlca como corolario 
de la completitud admisible. Esta técnlca que puede usarse para otras 
lôgicas de programas, como la lôgica dinâmica.
CAPITULO 1;
LOGICAS DE PROGRAMAS.
Las lôgicas de programas son sistemas formales cuyo propôsito es 
proveer de una base matemàtica précisa para razonar sobre el comportamiento 
de los programas. Tradlcionalmente, el Interés se ha centrado en formaiIzar 
especificaciones de correcciôn y demostrar rigurosamente que un programs 
verifies ciertas especificaciones. Ademàs, tamblén cae dentro de estos 
sistemas estudiar la equivalencla de programas, comparar el poder de 
expresiôn de operadores, slntetizar programas a partir de especificaciones, 
etc. Paralelamente a esto, se han ido desarrollado técnlcas formales para 
clasificar y comparar las lôglcas de programas.
La Idea de Introducir e Investlgar un slstema formai para manejar las 
propiedades de programas en modelos abstractos, se debe a H. Thlele (Thl 
66] e independientemente a E. Engeler [Eng 67]. Esta idea recogida por A. 
Salwlcki (Sal 70] dio lugar al slstema formai llamado Lôgica. Algoritaica, 
precursors de la Lôgica Dinâmica Introducida en tPra 76] y [HMP 77]. Por 
otro lado surge la Lôgica Temporal, como una aplicaciôn de la lôgica modal 
a la especificaciôn y verlflcaclôn de programas, Introducida por A. Pnuell 
[Pnu 77].
Desde entonces, se han Investlgado sobre todo lôglcas de programas 
dlrigidas al estudio de lenguajes de programaclôn imperatives. El principal 
problems es que las lôgicas de programas de primer orden, son fuertemente 
Incompletas con respecto a la teorla de môdelos estàndar, y ademàs no 
pueden captar algunas propiedades de programas, como por ejemplo la 
correcciôn total, por lo que surgen las lôgicas no estàndar de programas 
Imperativos, de la misma forma que surgiô la lôgica de orden superior no 
estàndar, que aunque no son muy populares son el ûnico camino para resolver 
los problemas presentados en las lôgicas estàndar.
Por otro lado, actualmente los lenguajes de programaclôn déclaratives 
(y màs concretamente, los funcionales) estan ganando popularidad por varias 
razones, pero comparâtivamente hay muy pocas investigaciones acerca de 
lôgicas de programas funcionales.
En este capitulo. hacemos un resumen del estado actual de las 
investigaciones en lôgicas de programas y de su evoluclôn. En la primera 
secclôn présentâmes un breve resumen de los dlstlntos tipos y resultados 
conocidos para las lôgicas estàndar de programas imperativos. En la segunda 
secclôn introducimos las lôgicas de programas no estàndar. asi como algunos 
de los problemas resueltos a partir de estas. En la tercera y ùltima 
secclôn del capitule exponemos las dlferenclas entre los lenguajes de 
programaclôn imperativos y déclaratives, asi como las principales 
referencias que conocemos sobre lôgicas de programas funcionales.
1.- LOGICAS ESTANDAR DE PROGRAMAS IMPERATIVOS
Es generalmente aceptado que los primeros estudlos serios para proveer 
de herramientas matemâticas para razonar sobre el comportamiento de los 
programas es el método de las aserciones invariantes para la correcciôn 
parcial de programas propuesto por Floyd IFlo 671 y Naur (Nau 661, al que 
siguio el slstema de axiomas de Hoare [Hoa 69] que incorpora este método.
La idea de usar lôgicas como la de primer orden para razonar sobre 
programas es introducida simultànea pero independientemente por Thiele [Thi 
66] y Engeler [Eng 67]. De esta primera idea surge la Lôgica Algorltmica. 
que fue deflnida por Salwlcki [Sal 601. La lôgica Modal de programas fue 
sugerida por Pratt [Pra 76] (a partir de la lôgica de Floyd-Hoare) y 
posteriormente denominada Lôgica Dinâmica en [HMP 77] como una poderosa 
herramienta que fue primeramente estudiada por Fischer and Ladner (FL 77] 
en su versiôn proposicional. Estas dos lôgicas son conceptualmente muy 
sifflilares y forman parte de las lôgicas denominadas Exôgenas (esta 
terminologia es usada en [KT]). No entrâmes en las lôgicas de programas 
proposicionales al caer fuera del estudio de este trabajo (cfr. [Gil 85]).
Por otro lado, Pnuell en [Pnu 77] propone una aplicaciôn alternative de 
la lôgica Modal para la verlflcaclôn y especificaciôn de programas llamada 
Lôgica Temporal (cuyo precursor es el método de las aserciones inductivas), 
dando lugar a otro tlpo de lôgicas de programas denominadas Endôgenas.
Las lôgicas de programas imperativos se basan fundamentalmente en el 
concepto de estado. Un estado es una valoraciôn de las variables, de forma 
que un programa puede verse como una transformaciôn de estados. Dado un 
estado inicial o input, el programa recorrerâ una serie de estados 
intermedlos, llegando quizas a un estado final o output, dando lugar a una 
secuencla de ejecuciôn del programa. El conjunto de todos los pares 
formados por el Input y el output de una secuencla de ejecuciôn para un 
programa es llamado la relaciôn de Input/output del programa.
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Algunas lôgicas de programas, como la lôgica dinâmica, interpretan los 
programas como su relaciôn de input/output. Esto hace, que estas lôglcas no 
sean apropiadas para estudiar el comportamiento de programas que 
conceptualmente no paran, como los sistemas operatives. Otras lôgicas de 
programas. como la lôgica temporal y la lôgica de procesos, interpretan los 
programas como secuencias de ejecuciôn (que pueden ser infinitas) con lo 
que se évita la anterior limitaciôn. Sin embargo, para programas que 
conceptualmente paran, los criterios de correcciôn se dan tradlcionalmente 
en forma de especificaciones de input/output, que consistent en una relaciôn 
formai entre los estados input y output, que se supone que el programa debe 
mantener. Junto con una descripciôn del conjunto de estados de input sobre 
el cual se supone que el programa debe parar. Para este caso la semàntica 
de la relaciôn input/output es suficiente para determinar si un programa es 
correcto con respecto a una especificaciôn de este tipo.
Otra diferencia entre las lôgicas de programas es el concepto de lôgica 
exôgena y endôgena. En las lôgicas exôgenas, como la lôgica dinâmica, los 
programas estàn expilcitamente en el lenguaje. En la lôgica dinâmica, 
sintàcticamente un programa es una expresiôn construida inductivamente a 
partir de programas primitivos usando un pequefio numéro de operadores de 
programas. Semànticamente, un programa es interpretado como su relaciôn 
input/output, de forma que esta relaciôn para un programa compuesto se 
détermina a partir de las relaciones denotadas por sus componentes o 
partes. Este aspecto de composicionalidad permite hacer demostraciones por 
inducciôn estructural, y obtener sistemas de deducciôn formales orientados 
a la sintaxis (cfr. (Roe 85]). En las lôgicas endôgenas, como la lôgica 
temporal, los programas son fiJos y forman parte de la estructura. Esto 
hace necesarla una variable contador para guardar el punto por el que va 
ejecutandose el programa. Esta variable especlfica forma parte de los 
estados Junto con las demàs variables del programa. En lugar de operadores 
de programas hay operadores temporales que describen como las variables del 
programa incluida el contador cambian de valor en el tiempo. En estas 
lôgicas se sacrifice la composicionalidad por un formalismo màs general.
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Hemos escogido la lôgica estàndar dinâmica de primer orden como 
vehiculo para presenter el estado actual de estas lôgicas. Ademàs, en el 
siguiente capltulo, usaremos una versiôn concrete de esta lôgica para 
mostrar el poder de expresiôn de la lôgica para programas recursivos 
propuesta en este trabajo.
LA LOGICA DINAMICA DE PRIMER ORDEN
Nos centramos ahora en la lôgica dinâmica de primer orden (DL), para 
resufflir los resultados obtenidos para ella, asi como los problemas que 
présenta y las soluclones que se han ido proponiendo. Para este propôsito 
no es necesario expliciter una sintaxis concreta, basta decir que los 
operadores de construcclôn de programas son la asignaciôn, composiciôn, 
elecciôn no determinista, pregunta, condicional e iteraclôn. Y por
supuesto, la Interpretaciôn de cada uno de ellos es la estàndar. Este
resumen es breve e informai, pero en [Har 79] se puede encontrar un 
excelente y detallado estudio monogràfico sobre este tema, asi como las 
distlntas variantes (y su clasificaciôn) que existen de esta lôgica.
El primer resultado se debe a Harel, Meyer y Pratt [HMP 77], y
establece la incompletitud de la lôgica dinâmica de primer orden DL, en el
sentido de que no puede haber sistemas de deducciôn formales decidlbles 
para DL. El concepto de decibilidad para un slstema de deducciôn se refiere 
a que sea decidible el conjunto de deducciones "correctes en el slstema".
OOMPLEJIDAD DEL PROBLEMA DE VALIDEZ PARA DL 
Dada una signature Z:
(1) Si Z tiene al menos dos simbolos de funciôn unarias y un slmbolo de 
funciôn binaria, entonces el conjunto de las fôrmulas de DL vàlidas es 
n|-completo.
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(2) SI Z tiene al menos un simbolo de funciôn unaria y un slmbolo de 
funciôn binaria, entonces el conjunto de fôrmulas de DL para correcciôn 
parcial vàlidas es IT°-completo.
(3) El conjunto de fôrmulas de DL para correcciôn total vàlidas es Z°.
De este resultado se deduce que no hay càlculos flnitarlos correctos y 
completos, ni para fôrmulas, ni para fôrmulas de correcciôn parcial de DL 
vàlidas. Sin embargo si existe un càlculo flnitarlo correcto y complete 
para fôrmulas de correcciôn total, ya que solo es expresable en DL la 
terminaciôn de programas triviales; como establece el siguiente resultado.
TERMINACION DE PROGRAMAS EN DL
Sea <p— ¥<a>\p una fôrmula de DL vàlida con y y # de primer orden. Existe 
una constante kew tal que para toda interpretaciôn (S,5), si p se satisface 
en (9,6), entonces existe una secuencla de ejecuaciôn de a lo sumo longitud 
k de p en (8,0) cuyo estado final satisface <li.
Este resultado es una versiôn del resultado de Kfoury y Park [KP 75).
COMPLETITUD PARA FORMULAS DE CORRECCION TOTAL DE DL
Existe un slstema de deducciôn formai flnitarlo S tal que f^<a>0 sii 
para todo programa « y fôrmulas de primer orden <p y <f>.
Como ya hemos dicho no puede existir un resultado similar para fôrmulas 
de correcciôn parcial. Una primera soluciôn a esta dificultad fue propuesta 
por Cook [Coo 78]. Esta soluciôn relativiza el slstema a modelos 
expresivos.
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COMPLETITUD RELATIVA DE LAS FORMULAS DE CORRECCION PARCIAL DE DL
Un modelo D es expresivo con respecto a las aserciones de primer orden 
si para todo programa a y para toda fôrmula de primer orden <p, existe una 
fôrmula de primer orden ip tal que
Ejemplos de modelos expresivos para muchos lenguajes de programaclôn 
son los modelos finitos y los modelos aritméticos. Esta ùltima clase de 
modelos fue Introducida por Moschovakis [Mos 74] baJo el nombre de modelos 
aceptables (ver tamblén [Har 791).
El siguiente resultado se debe a Cook y establece la completitud 
relative de un càlculo flnitarlo correcto para fôrmulas de correcciôn 
parcial de DL.
Existe un slstema de deducciôn formai flnitarlo S tal que para todo 
modelo expresivo 8. 8}^(a]0 sii Th(8) |-^ ÿ)-»[a]^  para todo programa a y 
fôrmulas de primer orden <p y ip, donde Th(8) = ( y /  8|^ p y y de primer 
orden).
Una generalizaciôn de este resultado a fôrmulas vàlidas de DL se 
obtiene restringiendo aûn màs los modelos. El siguiente resultado establece 
la completitud aritmética de un càlculo flnitarlo correcto para fôrmulas de 
DL.
COMPLETITUD ARITMETICA PARA FORMULAS DE DL
Un modelo 8 es arltmétlco si el modelo estàndar de la aritmética es 
definible en 8 en primer orden, y 8 posee funciones definibles en primer 
orden que permiten codificar y decodificar secuencias finitas de elementos 
del dominio de 8.
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El siguiente resultado se debe a D. Harel (Har 79] y establece la 
completitud aritmética de un càlculo flnitarlo correcto para fôrmulas de DL
Existe un slstema de deducciôn formai flnitarlo Sa tal que para todo 
modelo arltmétlco D, 8)^ sll Th(8) para todo fôrmula de DL (p.
Este càlulo se puede obtener a partir de un càlculo para fôrmulas de 
correcciôn total extendlendolo con dos nuevas reglas.
Una extensa recapitulaclôn sobre los resultados de completitud relative 
para correcciôn parcial puede encohtrarse tamblén en [Apt 81].
COMPLETITUD INFINITARIA PARA DL
Otra soluciôn al problema de la no exlstencla de càlculos flnitarlos 
correctos y completos para DL son los sistemas de deducciôn formai 
infInitarios. Un càlculo de estas caracterIstlcas fue propuesto por 
Mirkowska para la lôgica algorltmica [Mlr 71].
Existe un sistema de deducciôn formai inflnltario S® tal que sllj-^^ 
para toda fôrmula de DL.
Los càlculos Infinitarios para fôrmulas vàlidas son una extenslôn de 
los càlculos flnitarlos para fôrmulas de correcciôn total con dos nuevos 
axiomas y una régla infinitarla (con infinités premises).
Observese que una demostraciôn en S® es una secuencla poslblemente 
infinite de fôrmulas de DL. cada una de las cuales es una instancla de 
algûn axiome o se ha obtenido de apllcar una régla a fôrmulas que aparecen 
previamente en la secuencla.
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CAPACIDAD DE EXPRESION DE DL
En DL son expresables la correcciôn parcial y total de programas, la 
equivalencla de programas y el determinismo de programas, por medio del 
operador de fôrmulas diamante.
Por otro lado, dada la diversidad de lôgicas de programas que existen, 
es importante tamblén el estudio de la capacidad de expresiôn de estas 
lôgicas, en el sentido de la siguiente definlclôn
Dadas dos lôglcas L y L’ se dice que L' es al menos tan expreslva como 
L, y se dénota por L'sL, si para toda fôrmula <péL existe una fôrmula ipeL' 
tal que para toda toda Interpretaciôn (D.ô), (D,Ô)|^ sll (D,ô) |^ . Donde se 
supone que L y L’ son lôglcas sobre un mismo lenguaje de primer orden.
A partir de esta definlclôn se deflnen L<L' y LsL" de forma usual. El 
siguiente resultado establece la relaciôn de expresividad entre DL, la 
lôgica de primer orden Li y la lôgica de primer orden infinitarla Lw^ w:
LisDL<Lu w^ .
Este resultado puede encontrarse en (Har 791, donde ademàs se 
clasifican las distlntas verslones de la lôgica dlnàmlca, como DL con 
asignaciôn sobre arrays, DL con asignaciôn Indetermlnlsta, DL determinista, 
etc. Todas las variantes verifican el resultado anterior. Resultados en 
esta llnea pueden encontrarse en [HAR 84) y [KT].
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2 -  LOGICAS NO ESTANDAR DE PROGRAMAS IMPERATIVOS
Andréka, Németl y Sain relacionaron la situaciôn de DL con la situaciôn 
de la lôgica de orden superior, la cual es fuertemente incomplets con 
respecto a su teoria de modelos estàndar. Henkin Ideo una teorla de modelos 
no estàndar para la lôgica de orden superior que la convertis en complets 
con respecto a esta teorla de modelos. Esto mismo es lo que han hecho 
Andréka, Németl y Sain para DL con la lôgica dinâmica no estàndar (NDL), 
encontràndose una buena recopilaciôn de sus investigaciones en esta llnea 
en [ANS 82].
En concrete, la necesidad de introducir môdelos no estàndar en lôgicas 
de programas, es el hecho de que en las lôgicas de programas estàndar, el 
principle de Tarski sobre teorla de môdelos no se verifies (cfr. [Paz 84]}. 
Este principle, permite probar el hecho de que una fôrmula no es 
demostrable formaImente, encontrando un môdelo en el cual esta fôrmula sea 
falsa. Si una lôgica no verifies este principle, entonces para probar que 
una fôrmula no es demostrable formalmente, hay que probar que ninguna de 
las poslbles demostraciones formales es una demostraciôn de esta fôrmula. 
NDL verifies el principle de Tarski.
LA LOGICA DINAMICA NO ESTANDAR NDL
La principal diferencia entre DL y NDL son los modelos. La idea
fundamental es interpreter el operador de iteraclôn de forma distinta (no
estàndar) a la estàndar, para conseguir que sea expresable mediante una 
fôrmula de primer orden.
Para esto usan estructuras de très géneros d, t e 1 con un simbolo de 
funciôn binaria ext, de forma que un modelo consiste de très partes 
disjuntas, los datos, el tiempo o nùmeros internos (con signature
aritmética) y las secuencias internas de datos (con signature vacia) y
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ademàs ext asigna a cada secuencla .s y numéro interno n el dato de la 
n-eslma componente de s. Estos modelos permiten Interpretar el operador de 
iteraclôn codifIcando las secuencias de ejecuciôn de los programas mediante 
las secuencias internas de datos.
Observese la relaciôn entre estos modelos y los modelos aritméticos, en 
los que se exige que el tiempo sea el modelo estàndar de la aritmética y 
que las secuencias sean finitas con respecto a esta aritmética.
COMPLETITUD PARA FORMULAS DE NDL
Existe un sistema de deducciôn formai flnitarlo N tal que sii 
para toda fôrmula de NDL.
En la primera demostraciôn de este resultado no se da directamente un 
càlculo especifico para NDL, sino que se reduce NDL, mediante una funciôn 
de traducclôn computable total, a un lenguaje de primer orden de très 
géneros completo y compacto. De hecho, esta traducclôn puede considerarse 
como la definlclôn de la semàntica de NDL.
De esta demostraciôn tamblén se deduce el siguiente resultado: 
NDL es compacto.
En (Sai 84] se présenta un càlculo al estilo Hilbert con programas 
estructurados para NDL. Un sistema anàlogo para una versiôn no estàndar de 
un género de DL que necesitaba los axiomas de la aritmética de Peano fue 
dado por Hajek iHaJ 86].
18
NDL RAZONABLE
NDL resuelva el problema de incompletitud de DL y ademàs. la semàntica 
del operador de iteraclôn, coincide con la estàndar sobre aquellos modelos 
en los que el tiempo es la aritmética estàndar. Sin embargo, muchos de los 
modelos de NDL no reflejan el slgnificado intuitive de la ejecuciôn de un 
programa. Restringiendo estos modelos para que los nùmeros y secuencias 
internas se comporten adecuadamente, mediante la exigencia de que ciertos 
axiomas se verifiquen en ellos, deflnen RDL (lôgica dinâmica no estàndar 
razonable, en (Sai 84]), como un marco adecuado para razonar sobre el 
comportamiento de los programas.
Estos axiomas son decidlbles, y por tanto aftadiendolos al càlculo 
anteriormente citado para NDL. se obtiene un càlculo flnitarlo correcto y 
completo para RDL. Ademàs, los modelos estàndar del tiempo vefifican estos 
axiomas. T. Hortalà y M Rodriguez (HR 85] y (HR 89], estudiaui una lôgica de 
Hoare para programas regulares indeterministas desde el punto de vista de 
la lôgica dinâmica no estàndar. Se establece un teorema de completitud del 
càlculo de Hoare con respecto a la semàntica continua.
Sain en (Sai 84] estudia la minimizaciôn de estos axiomas, en el 
sentido de obtener el conjunto de axiomas màs débil que obligue a los 
modelos de NDL a ser razonables.
CAPACIDAD DE EXPRESION DE NDL
Ademàs, NDL es un poderoso marco para caracterlzar y comparar métodos 
de verlflcaclôn de programas y sus resultados de completitud. Este tipo de 
resultados para el método de Floyd-Hoare y la lôgica temporal de Pnuell 
para correcciôn parcial de programas, el método de Manna-Cooper para 
correcciôn total de programas (Man 74], y la axioraatizaciôn aritmética de 
Harel para DL, pueden encontrarse en [Paz 86]. La técnlca para la 
caracterizaciôn de un método H para razonar sobre el comportamiento de 
programas en NDL, consiste en encontrar un conjunto de axiomas Ax 
decidible, de forma que las fôrmulas demostrables formalmente en M sean 
exactamente aquellas que lo son en NDL a partir de Ax.
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Posteriormente Sain en [Sal 87] demuestra que la terminaclôn 
(correcciôn total) de programas es un concepto de primer orden via lôgicas 
no est'àndar de programas, en contraste con el resultado de Kfoury-Park [KP 
75). A la vez demuestra que NDL es estrictamente aàs potente que el método 
para correcciôn total de programas de Manna-Cooper (Man 74].
Para finalizar esta secciôn, decir que existen otras lôgicas no 
estàndar de programas propuestas por otros autores como Berman [Ber 83], 
Cartwright (Car 84], Hajek (HaJ 86], etc., pero estan menos relacionadas 
con este trabajo.
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3 .- LOGICAS DE PROGRAMAS FUNCIONALES
Como ya hemos dlcho, Los lenguajes de programclôn funclonal estân 
ganando popularldad por varias razones. En esta secclàn queremos exponer 
las caracterlstlcas de estos lenguajes y sus diferencias con los 
Imperatives, asi como los precedentes conocidos en lôgicas de programas 
funcionales.
EVOLUCION DE LOS LENGUAJES DE PROGRAMACION
Existe una gran proliferaciôn de lenguajes de programaciôn tanto de 
propôsito especifico como general, debido fundamentalmente a dos razones: 
optimizer la eficiencia de los programas por medio de lenguajes orientados 
a la mâquina, en el sentido de que es el programador quien, haciendo uso de 
las intrucciones de control, debe hacer estos programas eficientes, y 
optimizer la sencillez, elegancia y claridad de los programas, por medio de 
lenguajes de alto nivel orientados al programador.
Los distintos lenguajes surgen del estudio de los problèmes existantes 
tanto de Hardware como de Software, como posibles soluciones. Hagamos un 
breve repaso a los problèmes que han ido apareciendo y a las soluciones 
propuestas.
PROBLEMAS DE HARDWARE
Hoy en dla los procesadores son râpidos y proporcionalmente baratos 
gracias a las tecnologlas LSI y VLSI, que se usan en la construcciôn tanto 
de la memoria como de los procesadores. Sin embargo todavia no se ha 
explotado suficientemente el procesamiento real en paralelo. Algunas 
mâquinas paralelas estàn disehadas para problèmes especlficos que son
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especialmente sencillos de tratar, como las que consisten en ’un array de 
procesadores cada uno de los cuales realize la misma tarea para distintos 
datos. Pero el paralelismo conslstente en una tuberia de procesadores, de 
forma que cada uno reallce una parte del compute sincronizado con los demis 
procesadores no es ficll de explotar, puesto que no todos los problemas son 
fàcilmente descomponibles en esta forma.
Una alternativa a este problema son los lenguajes que expllcitamente 
controlen la ejecuciôn paralela de los procesos, como ModulaZ y ADA. 
Normalmente estos lenguajes se usan con un solo procesador que comparten 
los distintos procesos concurrentes, pero no hay motive para que no se usen
con varlos procesadores paralelos, sobre todo cuando hay pocas tareas que
se reallzan a la vez.
Lo Ideal serla un lenguaje en el que se puedan escrlblr problemas
complejos de forma sencllla y que posterlormente, de forma automdtlca, se 
descomponga en procesos concurrentes. De esta forma, se puede Ir aumentando 
la velocidad send1lamente aumentando el numéro de procesadores, sin
necesldad de especlflcar el control sobre ellos.
problemas DE SOFTWARE
En este campo, muchas Investlgaclones se han dlrlgldo a la 
productlvldad de los programadores, especialmente cuando se descubrlô que 
el costo de emplear un equlpo de programadores era mayor que el de 
obtenclôn y mantenlmlento del ordenador. En este sentido, se pueden 
dlstingulr dos etapas: (A) la producclôn proplamente del programa y (B) su 
mantenlmlento.
(A) Se comprobô que Independientemente del lenguaje de programaciôn usado, 
el nûmero de llneas de côdigo producldas (escrltas, comprobadas, corregldas 
y documentadas) por un programador era el mlsmo. De lo que se concluyô que 
cuanto m&s potente sea el lenguaje que se use mayor serà la productlvldad. 
Esto motlvô el estudio de aquellos elementos de un lenguaje que sean mis 
propensos a provocar errores en el programador para poder asi ellmlnarlos
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en un posterior disefto del lenguaje. Entre estos elementos se encuentran:
- El acceso directe a la memoria, que produjo el salto de los lenguajes
ensamblador a los lenguajes de alto nlvel, que exlgen una organizaclôn de 
los datos y por tanto del programa.
- Las Instrucclones de salto Incondlclonal (goto), que da lugar a los 
lenguajes estructurados.
- Las variables globales, que producen efectos colaterales, que dlo
lugar a los lenguajes modulares con paso de paràmetros.
(B) En segundo lugar se comprobô que un 50% del esfuerzo de los 
programadores se Invertis en el mantenlmlento de los programas. De lo que 
se deduce que puede ganarse productlvldad por medio de especifIcaciones mis 
précisas de los programas y con lenguajes mis cercanos a las 
especif Icaciones. En este punto hay que resaltar la Importancia de la 
especificaclôn del problema previa al programa. Una herramienta para hacer 
las especificaciones mis précisas es reallzarlas en un lenguaje no ambiguo 
como el matemàtlco: métodos matemàtlcos de descrlpclôn y comprobaclôn.
La mayor compllcaclôn en el uso de estos métodos es el operador de 
aslgnaclôn. La asignaclôn distancla el concepto de variable matemitica del 
de variable de un programa. Una variable en un programa con asignaclôn 
dénota una localizaciôn en la memoria cuyo contenldo (valor) puede 
modificarse mediante asignaciones, de forma que una variable tiene asociada 
su historia de cômputo, y para conocer su valor hay que saber exactamente 
el punto de ejecuciôn del programa. En contraste con esto, las variables 
matemâticas tiene un valor o estàn indefinidas si todavia no se ha 
computado este: esta propledad se conoce como Transparencii Referenclal y a 
los lenguajes que la poseen Lenguajes Declarativos (sin asignaclôn).
La transparencia referenclal no solo élimina el distanciamento entre 
las variables de programa y las matemâticas, sino que ademâs élimina la 
secuenclalidad explicita del côdigo, lo que permite procesamientos en 
paralelo.
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LENGUAJES DE PROGRAMACION FUNCIONALES
Los lenguajes de programaciôn funcionales (o apllcativos) son lenguajes 
declarativos que surgen del A-càlculo y cuya components fundamental es la 
funciôn. El primer lenguaje funclonal LISP se debe a McCarthy (McC 60] que 
lo propuso fundamentalmente para su uso en el campo de la inteligencia 
artificial como herramienta para el procesamiento slmbôlico. Posterlormente 
han surgldo otros lenguajes funcionales como FP dlsefiado por Backus en 
1977, HOPE disehado por MacQueen, Burstall y Sannella en 1980 y ML que fue 
dlsefiado como meta lenguaje para LCF en 1974 [GMW 79]. Los lenguajes 
declarativos en los que la componente fundamental es el predicado se 
denomlnan normalmente lenguajes lôgicos, pero caen fuera del alcance de 
este trabajo.
En los lenguajes funcionales la transparencia referenclal tiene otras 
Implicaciones ademâs de las expuestas. En primer lugar la fuslôn de los 
conceptos de variable (dato) y funciôn (côdigo), ya que una variable 
Indeflnlda no es mis que una llamada a una funciôn sin evaluar. Esta fuslôn 
produce de forma natural las funciones de orden superior. En segundo lugar, 
las estructuras de datos estâtlcas, como los arrays, etc, deben 
reemplazarse por estructuras de datos dinâmlcas, puesto que los datos se 
van guardando a medida que se van produciendo. Algunos lenguajes de 
programaciôn como Pascal y G implementan las estructuras dinâmlcas de datos 
por medio de punteros, mientras que en los lenguajes funcionales puede 
hacerse de forma abstracts.
Inicialmente, los lenguajes funcionales se han ejecutado en ordenadores 
conveneionales, disefiados para los lenguajes imperatives, por lo que se les 
ha acusado de lentes. Pero ahora ya han surgldo disefios de harware 
especialmente para los lenguajes funcionales, basados en el X-câlculo o en 
la teorla de los combinadores, dlsefiadas para un côdigo intermedio al que 
previamente hay que reducir el lenguaje de alto nivel. La Mâquina abstracts 
SECD, deblda a Landln (Lan 63], se basa en la implementaciôn de 
g-reducciones del A-câlculo. La mâquina SK, debida a Turner (Tur 79), se 
basa en la implementaciôn de los grafôs de reducciôn que representan la
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deflniclôn de una funciôn en timinos de los combinadores S y K. Una 
descrlpclôn detallada de la mâquina SECD puede encontrarse en [Hen 80] y de 
la mâquina SK en (Pey 87].
En resumen, los lenguajes funcionales reunen las siguientes 
caracterlstlcas (cfr. [Eis 87]):
1- Acercamiento del côdigo del programa a la abstraciôn de los 
lenguajes de especificaclôn y métodos matemàtlcos de comprobaclôn.
2- Acercamiento a la realizaciôn de procesamiento paralelo real.
3- Fuslôn de los conceptos de côdigo y datos.
4- Implementaciôn de tipos abstractos de datos polimôrficos.
LOGICAS DE PROGRAMAS FUNCIONALES
Hasta el momento hay pocas investlgaclones sobre lôgicas de programas 
funcionales, las principales referencias de las que disponemos son: 
Cartwright [Car 83], [Car 84], Cartwright y McCarthy [CM 79], Goerdt [Goe 
85], [Goe 87] y Pazstor [Paz 86].
Dentro del marco de las lôgicas de Hoare, Goerdt [Goe 85], [Goe 87] ha 
obtenido un câlculo al estilo de Hoare correcte y relativamente complete 
para el Afi-câlculo con tipos. Pero su trabajo se restringe a la correcciôn 
parcial de programas.
Las otras investlgaclones estân en la linea no estàndar de las lôgicas 
de programas. Cartwright y McCarthy [CH 79] [Car 83], [Car 84] han 
considerado sistemas de definiciones de funciones mutuamente recursivas en 
el marco de la lôgica de primer orden. Han demostrado que la lôgica de 
primer orden es corrects y compléta con respecto a una semântica no 
estàndar para razonar sobre el comportamiento de funciones definidas 
recursivamente, basandose en el menor punto fijo definible. La existencia 
de este menor punto fijo definible se garantiza por medio de técnicas de 
codificaclôn complejas.
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Pazstor [Paz 861 ha investigado una lôgica dinâmica para programas 
recursivos no estàndar, usando estructuras de dos géneros. Da una semântica 
del menor punto fijo definible para los programas recursivos y prueba la 
existencia de un câlculo finitario correcte y complète para su lenguaje 
dinâmico. Sus programas estân restringidos de forma que solo se perraiten 
funciones recursivas unarias y en su formalisme no es expresable ni la 
composiciôn ni la recursiôn mutua.
Ni Cartwright y McCarthy ni Pazstor proveen de facilidades sintâcticas 
para construir programas funcionales estructurados y para razonar sobre su 
comportamiento mediante composicionalidad. La cuestiôn de la 
composicionalidad ha side un punto importante en muchas investlgaclones 
sobre métodos formates de verificaclôn de programas (cfr. [Roe 85]).
Por ultime decir que la conocida lôgica para funciones computables LCF 
(GMW 79] estâ orientada a un entorno de demostraciones interactive que no 
se trata en este trabajo.
A partir de estos precedentes y motivaciones, creemos que el estudio de 
axlomas y reglas composicionales especificas para el comportamiennto de 
operadores como: A-abstracciôn, aplicaciôn funclonal y p-operador, tienen 
cierto interés metodolôgico y puede ayudar a comprender mejor la lôgica 
para las funciones definidas recursivamente. Por otro lado pensamos en 
emplazar la investigaciôn dentro de la lôgica no estàndar de Andréka, 
Németi y Sain [ANS 82], puesto que provee de un marco lo suf icientemente 
potente como para comprender los fenomenos de incompletitud y caracterizar 




LA LOGICA LRF PARA PROGRAMAS FUNCIONALES
En este capitulo présentâmes la lôgica LRF para programas funcionales. 
El lenguaje de programaciôn abstracto asociado a LRF, permite funciones 
indetermlnistas, llamadas a funciones predeflnidas y expresar 
X-abstracclones, condlcionales y definiciones mutuamente recursivas o 
M-recurslôn. La sintaxis de este lenguaje de programaciôn estâ orientada a 
la simpllficaclôn y claridad de la notaciôn necesaria a lo largo de este 
trabajo. y no a su uso como lenguaje de programaciôn. Las fôrmulas de LRF 
estân formadas como las de primer orden Junto con un nuevo slmbolo lôgico 
para expresar la pertenencia de un elemento o térmirïo al conjunto de 
valores asociado a una expresiôn o programa no determinista.
En la secciôn 1, usando una técnica insplrada por Meyer y Mitchell [MM 
83], extendemos la lôgica de primer de orden con facilidades para razonar 
sobre funciones predeflnidas e indetermlnistas.
En la secciôn 2, se hace un breve estudio del dominio de las funciones 
indetermlnistas, donde aparecen conceptos y resultados necesarios para el 
estudio semântico de las funciones definidas recursivamente. En particular, 
damos una caracterlzaciôn del menor punto fijo para funciones 
indetermlnistas recursivas, que serâ parte esencial en los câlculos 
flnitarios para LRF.
En la secciôn 3 définîmes la sintaxis y la semântica de LRF. De hecho, 
se presentan très variantes sintâcticas de LRF cada una con distintas 
propiedades sobre el comportamiento semântico de las funciones.
Finalmente, en la secciôn 4 hacemos un estudio de la capacidad de 
expresiôn de LRF comparândola con otras lôgicas, como la lôgica dinâmica de 
primer orden para programas regulares de Harel, el p-câlculo proposicional 
de Kozen y la lôgica infinitaria de primer orden. Y ademâs comprobamos, 
adaptando un resultado de Kfoury y Park [KP 75], que las propiedades de 
terminaclôn de programas no triviales en el marco de LRF no son de primer 
orden.
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1.- UNA LOGICA DE PRIMER ORDEN EXTENDIDA
Presentanos una extensiôn slntictica de la lôgica de primer orden 
clâsica (que denotamos por ELi) obtenida al afiadir un nuevo tipo de 
variables para las funciones predeflnidas, que no pueden ser cuantificadas, 
y un nuevo slmbolo lôgico », para expresar la posibilidad de que un 
individuo sea valor de una funciôn indeterminista.
La sintaxis y la semântica son muy similares a la lôgica de primer 
orden clâsica. De hecho esta extensiôn no es necesaria. ya que en su lugar 
podriamos asociar a las funciones indetermlnistas simbolos de predicado 
para sus grafos. La conveniencia de définir esta extensiôn de la lôgica de 
primer orden clâsica, es precisamente adecuarla al uso que vaaos a hacer de 
ella en este trabajo. Una técnica similar es usada por Meyer y Mitchell en 
(MM 831.
1- DEFINICION (Sintaxis)
Una signature de primer orden Z = Z ^  estâ formada por un conjunto 
Z^^ de simbolos de funciôn con aridad asociada, f, g, etc. y un conjunto 
Z^de simbolos de predicado con aridad asociada, p, q, etc. Ambos conjuntos 
de cardinal a lo sumo numerable. Los simbolos de funciôn, resp. simbolos de 
predicado, 0-arios se consideran de forma usual como simbolos de 
constantes, resp. simbolos de proposiciôn.
Un conjunto de variables V = VAR v FVAR consta de dos conjuntos 
disjuntos: VAR para las variables de individuo, (o datos) x, y,z y FVAR para 
las variables de funciôn con aridad asociada, X.Y,Z. Considérâmes una 
cantidad numerable de variables de individuo y una cantidad numerable de 
variables de funciôn para cada posible aridad.
Los Z-términos (teltR^) y fôrmulas (EeEFOR^) de ELi se definen mediante 
las siguientes reglas BNF:
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t : : ■ X I f (t^....t^ )
E ::»p(t^.... t_) I (tj=t^) I X(t^ t^)»t 1 I (E^vEg) ( 3xE^
donde la aridad asociada a los simbolos f. p y X es k. m y n 
respectivamente.
A los tres primeros tipos de fôrmulas las llamamos atômicas. ,
Siempre supondremos que las variables de funciôn y los simbolos de 
funciôn y predicado estàn usados con su correspondiente aridad. Ademâs 
usaremos las abreviaturas usuales para los simbolos lôgicos no primitives y 
omitiremos paréntesis en las fôrmulas de acuerdo con los convenios 
estàndar.
El concepto de variable libre es anàlogo al de la lôgica de primer 
orden clâsica para las variables de individuo. Ademâs en esta extensiôn 
toda apariciôn de una variable funclonal es libre. Denotamos al conjunto de 
variables libres de 9 por Lib(0)CV, donde 9 es un término o una fôrmula.
La sustituciôn de una variable de individuo x por un término t en 9 
(donde 9 es un término o una fôrmula) se define como en la lôgica de primer 
orden clâsica, y lo denotamos por 9(t/x]. Ambos conceptos seràn definidos 
en la secciôn 3 para la lôgica LRF que incluye como fragmente propio a ELi.
2- DEFINICION (Estructuras. Valoraclones, Contextes)
Dado un conjunto no vacio D y una aridad naO, considérâmes los 
conjuntos 3^ "^  de las funciones n-arias sobre D, de las funciones
indetermlnistas sobre D y Pg"*de los predlcados n-arlos, definidos por:
- { f / f:D" -» D >
1)3*“’ - { X / X:D" -> PCD) >
Pg“’ ■ { p / p:D" — » {true,false) }.
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(a) Una Z-estructura es un slstema de la forma 
D - <D. (f^ )feZfn
donde D es un conjunto no vacio. e3^"*and p^ ep^ ",* siendo n y a su 
respectiva arldsui.
(b) Una valoraciôn sobre 9 es una aplicaciôn Ô:VAR — » D. Para x«D y 
xeVAR, denotamos por ô[x/xl a la valoraciôn S’ tal que ô’ (x)=x y 5’(y)«ô(y) 
para toda variable y*x.
(c) Un contexte sobre 9 es una aplicaciôn A;FVAR— que préserva 
las arldades. Para XeFVAR y XeTIJp"’. A(X/XJ se define similarmente a 5[x/xl 
en (b). •
3- DEFINICION (Semântica Denotaclonal)
Sea 9 una Z-estructura, 5 una valoraciôn sobre 9 y A un contexte sobre 
9. El valor de los términos (denotado por t^(A)eD) y de las fôrmulas de 






p(t^ t^)"(a) p®(t®(5).... t®(5))
= t^)"(5)
true si t®(3)» t®(5) 
false en otro caso
(X(t^....t^)»t)"(A,3)
true si t®(3)6A(X)(t®(3).....t®(3))
false en otro caso
(nEj"(A,a)
false si E^(A,3)«true 
true en otro caso
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(3xE.)^(A.3)
false si E^(A, 5)»E^(A,5)»false 
true en otro caso
true si E^(A, 3(x/x])*true para alguna x«DI
false en otro caso
4- DEFINICION (Satlsfactibilldad, Validez, Consecuencla Lôgica)
Para Cui{E}CEPOR^ :
(a) 9 satlsface E bajo A,3 (en simbolos; 9 E(A,3) ) si E^(A.3)»true.
(b) 9 satisface (? bajo A, 3 (en simbolos: 9  ^@(A,3) ) si 9  ^E(A,3) 
para toda EeS.
(c) E (resp. S ] es satisfactible si 9  ^E(A,3) (resp. 9  ^@(A,3) ) 
para algûn 9, A. 3.
(d) E es consecuencia lôgica de C (en simbolos: S^E) si 9)"0 impllca 9^E 
para toda posible 9.
(e) E es lôgicamente vâlida (en simbolos:  ^E) si o  ^E g
Los siguientes resultados son adaptaciones de sus anàlogos en lôgica de 
primer orden clâsica (pueden encontrarse por ejemplo en [Smu 861, [EFT 84], 
por lo que omitimos sus demostraciones.
5- LEMA (Sustituciôn)
Dada una Z-estructura 9, xeVAR y teTER^. Para toda GeTER^, resp. 




Por Inducciôn sobre la estructura de los términos y las fôrmulas. g
6- TEOREMA (Câlculo Correcto y Completo)
La lôgica de primer orden extendida tiene un câlculo finitario correcto 
y completo.
Demostraclôn
Cualquier câlculo correcto y completo para la lôgica de primer orden 
clâsica puede ser transformado, mediante pequeflas adaptaciones sintâcticas, 
en un câlculo correcto y completo para ELi. En la secciôn I del capitulo 3 
damos un câlculo para la lôgica LRF, la cual incluye como fragmento a la 
lôgica de primer orden extendida, por esto no especificamos ahora ningün 
câlculo concreto. La demostraclôn de completitud se reduce, de forma usual, 
a demostrar la satisfactibilidad de los conjuntos consistantes de fôrmulas. 
Esto puede hacerse mediante la técnica de los conjuntos de Hintikka y el 
método de los tableaux. (cfr. [Smu S6]). En la demostraclôn de 
satisfactibilidad de un conjunto de Hintikka se construye una estructura D 
a partir del conjunto cociente de los términos, una valoraciôn y un 
contexte adecuados. La interpretaciôn de una variable funclonal A(X), se 
define en relaciôn con la pertenencia de las fôrmulas X(t^,..., t^)»t al 
conjunto de Hintikka. De hecho, esta definiciôn es la anâloga a la lôgica 
de primer orden clâsica, si las variables funcionales de aridad n son 
vistas como simbolos de relaciôn de aridad n+1. La técnica de los tableaux 
y los conjuntos de Hintikka serâ usada en la secciôn 1 del capitulo 3 para 
LRF.
Como corolario de este teorema se deduce que ELt satisface el teorema 
de compacidad y el de Ldwenheim-Skolem.
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7- TEORDiA (Compacidad)
Un conjunto de fôrmulas S de ELi es satisfactible sii todo subconjunto 
finito de d es satisfactible. ■
8- TE0RD4A (Ldwenhelm-Skolem)
Una fôrmula de ELi satisfactible tiene un modelo de dominio a lo màs 
numerable. _
Estos resultados recalcan que la lôgica de primer orden extendida tiene 
el mismo poder de expresiôn que la lôgica de primer orden clâsica.
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2 .- EL RETICULO DE LAS FUNCIONES INOETERMINISTAS:
CARACTERI2ACI0NES DEL MENOR PUNTO FIJO
Como hemos dlcho. el lenguaje funclonal de LRF permite definiciones
recursivas de funciones indetermlnistas. Por esto. en su semântica
haremos uso del concepto de menor punto fijo. En particular, nos interesa
conocer las condiciones de existencia del menor punto fijo de un operador
T:Ï13^"* -»  ïlSn"*-
Ademâs, los câlculos que présentâmes para LRF en este trabajo, estân 
basados en dos posibles caracterizaeiones del menor punto fijo de un
operador continue T.
Para esto, en primer lugar définîmes un orden parcial < sobre X
demostramos que , e) es un reticula algebraico y completo (cfr. [Sto
77]).
1- DEFINICION (Orden Parcial)
Sean X,Y€Îl3n"’:
(a) XcY sii para todo z^ z^ eD: \,z^... ,z^)CY(z^,.. ,z^ ).
(b) Un conjunto Is513g''’ es dirigido si para todo X, Yel existe Zel tal 
que X«Z e Y«Z.
(c) grafo(X)={<x ,.. ,x ,y>€D"*^ /yeXlüh). _
2- LEMA (Reticulo de las Funciones Istâeteralnlstas)
'D
verifies
(J13*”’ .« ). es un reticulo algebraico y complète. En concreto, se
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(a) X c Y sll grafo(X) S grafo(Y).
.^"’de r"'"’ 
Ilamaremos funciôn indeflnlda.
(b) El elemento minimo corresponde al grafo vacio, y lo
(c) Los elementos finitos de son precisamente aquellas funciones
cuyos grafos son finitos, y los llamamos funciones finitas.
(d) El supremo t-lj de un subconjunto tiene como grafo la uniôn 
conjuntista de la familia { grafo(X) / Xel }.
Dualmente, el infimo n ; tiene como grafo la intersecciôn de la misma 
familia de conjuntos.
(a), (b) y (d) se demuestran fàcilmente. Para (c). recordar que un
elemento XeltSg"’ es finito si para todo conjunto dirigido tal que
XeUf existe gel con X«|. Es fâcil demostrar que las funciones finitas son 
los elementos finitos y que estos forman base, trabajando con los grafos.g
Este lema nos permitirà aplicar el conocido resultado de Knaster y 
Tarski (Tar 55] sobre el menor punto fijo de aplicaciones monôtonas y la 
caracterlzaciôn de Xleene (Kle 67] para continuas sobre reticulos 
completes. Pero ademâs, obtendremos otra caracterlzaciôn del menor punto 
fijo para operadores continues sobre 5)3*“’• & la que también queremos dar 
significado para el caso de operadores monôtonos sobre 5)3^ "’. Para este 
proposito introducimos las siguientes definiciones y propiedades.
3- DEFINICION
Sea T: 5)3*“’ -> 5)3*"*
(a) T es monôtono si para toda X,Ye 5)3^ “’ tal que X<Y : T(X)cT(Y).
(b) I es continue si para todo IS 5)3*“* dirigido
T(Ui)«U{ T(x) / Xel } m
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4- DEFINICION
A todo operador T:T13^ "* — » 5)3^ "* le asociamos el operador denotado por 
Î:JJ3 5)3 deflnido por:
î(X) = U{T(Xg) / X^«X finita) para toda X65)3‘"’.
5- PROPIEDADES
Dado un operador T:5)3*"* — * 5)3^ "* monôtono:
(I) î»î (Idempotente).
(II) T es monôtono
(III) T es continue <»> T*î
(Iv) T(2)=»Î(Z) para toda Ze5)3‘"’ finita
6- DEFINICION
Dado un operador T:5)3^ "* — > 5)3^ "*. una funciôn Ye5)3g“* es:
(a) El casi menor punto fijo de T, denotado por fic(T), si verif ica las 
siguientes dos condiciones:
Î(Y)CYST(Y)
iaY«Z para tod  Ze5)3*"* y tal que T(Z)=Z
(b) El menor punto fijo de T, denotado por fix(T), si verif ica las 
siguientes dos condiciones:
T(Y)»Y
Y«Z para toda Ze5)3g"* y tal que T(Z)=Z
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7- LEMA
Dado T:R5*"* — > se verif lea:
(a) Si T es monôtono. el menor punto fijo de T. fix(T), existe.
(b) Ademâs, si T es continue fix(T) se puede caracterizar como el supremo 
de la cadena creciente de aproximaciones obtenida al iterar las 
aplicaciones del operador, empezando por la funciôn indefinida:
fix(T)- donde X , X. (i)-T(X )1€81 I O D !♦! 1
Llamaremos aproximaciôn i-ésima de T a 
Demostraclôn
Como R3g"* es un reticulo algebraico complete, basta con aplicar para
(a) el teorema de Knaster y Tarski [KT 55], y para (b) el teorema de Kleene 
(Kle 671. .
Por tanto, para xeD***’ f lx(T) (x)= ( ^ ^T* (i) ) (x)-j^(T* (i) (x) ), es
decir, yefix(T)(x) sii existe JeN tal que yeT*(i)(x). Sin embargo obsérvese 
que al estar trabajando con funciones indetermlnistas, aunque el dominio de 
la funciôn T*(i) fuese finito, esta funciôn puede ser infinita (ver el 
ejemplo de abajo). Por tanto, no podremos construir la tupla <x,y> de T^(i) 
finitamente. De ahi que, esta caracterlzaciôn no nos sea suflciente para 
obtener câlculos flnitarios, aunque si lo serà para obtener câlculos 
infinitarios para LRF, como veremos en el capitulo 3.
Por ultimo vamos a introducir otra caracterlzaciôn para el menor punto 
fijo de un operador continue T: R3*"*— »R3*"’. ya mencionada. Esta 
caracterlzaciôn serà fundamental en la obtenciôn de câlculos flnitarios 
para LRF en el càpitulo 3, y para définir la semântica no estàndar de las 
funciones de LRF definidas recursivamente en el càpitulo 4.
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8- DEFINICION (T-DerIvaciôn)
(a) Dado un operador T: . declmos que una (n+l)-tupla
<^ , s>*<s^ s , s> de secuenclas finitas de elementos de D:
s^»<Sj(0),... ,Sj(1c)>6D'‘*' (lalsn)
s =<s(0).... s(k)>eD'‘**
todas de la misma longitud k>l (keO). es una T-derivaciôn de longitud k+1 
si para todo Qsjsk:
s(J)«T(fun,(<s.s>))(s (J) s (J)).
donde fun^(<s, s>)€R3*"’ *s la funciôn finita cuyo grafo es el conjunto 
{ < s J D .... s^(l).s(l)> / OsKj).
(b) Dado un operador T: 513^ "*— »R3p“*. declmos que una (n+l)-tupla
<x. y>“<x^.... x^,y>eD"** es producida por la T-derivaciôn <s, s> de longitud
k+1 si:
<x,y> = <s(k),s(k)>. g
9- DEFINICION
Dado un operador T: 513^ "*— >R3p“* denotamos por min(T)eR3*"* a la funciôn 
cuyo grafo es el conjunto de todas las (n+1)-tuplas <x,y>€D“*^  producldas 
por alguna T-derivaciôn.
10- LEMA
Si T: 513q"*~>R3*"* as monôtono, entonces min(T) verif ica las siguientes 
condiciones:
(i) min(T)=fix(î)
(ii) min(T)«Z para toda 2€Jl3p” V tal que Ï{Z)«Z
(iii) î(min(T))£min(T)ST(min(T))
(iv) min(T)«Z para toda ZeJl3*"V tal que T(Z)cZ
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Demostraclôn
(1) Como f es continue (por la propiedades S (i)-(iii)], sabemos que
flx(t). donde X„.i;“’. \_,.T(X,,.
Veamos las dos inclusiones de la igualdad.
fix(î)Smin(T): SI <x, y>«grafo(fix(î)) entonces <x, y>€grafo(X^) para
algûn i<u. Procedemos por inducciôn sobre i para demostrar que <x, y> es 
producida por alguna T-derivaciôn.
El caso i"0 se cumple. puesto que el grafo(X^)«0.
Supongaaos i>0. Entonces yeî(X^ ^)(x). Puesto que T es continue y X^ _^  es 
el supremo de sus aproximaciones finitas, existe ZcX finita tal que 
yeT(Z)(x). Por hipôtesis de inducciôn, cada tupla de grafo(Z) es producida 
por alguna T-derivaciôn. Como grafo(Z) es finito, todas estas 
T-derIvaclones pueden concatenarse para obtener una T-derivaciôn que 
produzca <x,y>. Notar que la monotonia de T es necesaria para garantizar 
que esta concatenaciôn sea una T-derivaclôn.
min(T)Cfix(ï): Supongamos ahora que <x.y> es producida por una
T-derivaciôn <s,s> de longitud k+1, (keO). Por inducciôn sobre k, 
demostramos que <x,y>egrafo(flx(î)). De la definiciôn de T-derivaciôn, 
tenemos que yeT(fun^(<s, s> ) ) (x). Por construcciôn de fun^(<^,s>), cada 
tupla del grafo de esta funciôn es producida por una T-derivaciôn de 
longitud estrictamente menor que k (màs precisamente, por un prefijo de 
<s,s>). Por hipôtesis de inducciôn, podemos asegurar que cada tupla de 
grafo(fun^(<s, s>)) pertenece a algûn X^ . Tomando el màximo de estos J, 
obtenemos un i tal que fun^(<s, s>) < X^ . Luego podemos concluir haciendo 
uso de que î es monôtono que:
<x,y>6grafo(T(fun^(<s,s>)))=grafo(î(fun^(<s, s>)))£
grafo(T(Xj) )=grafo(X^^^)Sgrafo(f ix(î) ).
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(ii) Supongamos que Ï(Z)«Z y que <x,y>egrafo(mln(T)), es decir que 
<x, y> es producida por una T-derivaciôn <s, s> de longitud k+1. (k&O). Por
inducciôn sobre k, se demuestra que <x, y>egrafo(Z) haciendo uso de la 
monotonia de t y la propledad S (iv).
(iii) Veamos las dos inclusiones:
T(min(T))Smin(T): como fix(î)=min(T). î(mln(T)=min(T).
min(T)ST(min(T)): sea <x.y>egrafo(min(T)). entonces <x.y> es producida 
por una T-derivaciôn <3,s> de longitud k+1, (kaO). Por inducciôn sobre k, 
usando la monotonia de T, se demuestra que <x,y>egrafo(T(min(T))).
(iv) Supongamos que T(Z)cZ y que <x, y>egrafo(mln(T)), es decir, que 
<x,y> es producida por una T-derivaciôn <s, s> de longitud k+1, (kaO). Por 
inducciôn sobre k, se demuestra que <x,y>egrafo(Z) haciendo uso de la 
monotonia de T. ■
Como corolario de este teorema, se obtienen los siguientes resultados.
11- TEOREMA
Si T: >R5p"* es monôtono, entonces min(T) es:
(a) el menor punto fijo del operador T asociado a T.
(b) el casi menor punto fijo de T.
Demostraclôn
(a) es (i) del teorema 10.
(b) se deduce del teorema 10 (ill) y (iv). ,
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12- TEOREMA
Si T:R3*"*— es continue. min(T) es el menor punto fijo de T.
Demostraclôn
Se deduce del teorema 11 (a) y la propledad 5 (iii). g 
13- EJEMPLO





que hace corresponder a cada nûmero natural el conjunto de sus sucesores 
pares:
SP(n) * { meH / man y par(a) >
es el menor punto fijo del operador continuo (asociado a las ecuaciones)
T: R3i’* R3*"
deflnido por:
T(X)(0) - 2"N 
T(X)(1) = 2"(M+1)
T(X)(n+2) » 2+X(n)
Obsérvese que todas las aproximaciones de T son Infinités aunque solo 
esten definidas para un nûmero finito de elmentos.
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En concreto:
T(l)(0) » N 
T(i)(l) - N\{0>
T(x)(2) - 0
T*(i)(n) ■ SP(n) si n^i para todo i>0 
T*(i)(n) ■ 0 si n>l para todo l>0.
Una T-derivaciôn de longitud dos que produce ei par 
<2,2>€grafo(«in(T))«grafo(SP) puede ser;
«0,2>,<0,2>>*<s^,s> ya que verif ica las condiciones:
<2,2> - <s^(l).s(l)>
s(0)>0«T(i)(0) donde fun^-x y s^(0)*0
s(i)*2«T(fun^)(2) donde grafoCfun^)»{<0,0>} y s^(l)»2
Evidentemente <2,2>egrafo(T^(x) ), pero como las T-derivaciones son finitas. 
no podemos hacer uso directamente de las aproximaciones de T para obtener 
T-derivaciones, sino que tenemos que coger solamente la parte necesaria 
para producir el elemento en cuestiôn (que como se ha demostrado en el 
teorema anterior es finita). Asi, en este ejemplo de T-derivaciôn, la parte 
finita de T(x) que se ha escogido es fun^ y la parte finita de T^(x) es la 
propia T-derivaciôn.
Ademâs, como veremos en ei siguiente capitulo, esta definiciôn es 
expresable en nuestro lenguaje. -
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3 .- SINTAXIS Y SEMANTICA DE LRF
Vaaos ahora a définir nuestra lôgica para programas funcionales a la 
que hemos llamado LRF por ser las iniciales de Logic for Recursive 
Functions.
De hecho. como ya hemos dicho, definiremos tres variantes de LRF, que 
serin restricciones sintâcticas de la siguiente definiciôn. Estas 
restricciones son necesarias para el estudio semintico dei menor punto 
fijo.
SINTAXIS DE LRF
El lenguaje de LRF consta de expresiones funcionales, expreslones y 
fôrmulas. Las expresiones funcionales y las expresiones hacen el papel de 
los programas funcionales mientras que las fôrmulas posibilitan el 
razonamiento sobre el comportamiento de los programas.
1- DEFINICION (Sintaxis)
Sea £ una signatura fija. Las £-expresiones funcionales de aridad n 
(F.GeFEXPj"’) £-expresiones (M,NeEXPj.) y £-fôrmulas (v.^eFFOR^) de LRF se 
definen mediante las siguientes reglas BNF:
(a) Expresiones funcionales de aridad naO
F*"*::« f (simbolos de funciôn u operaciones primitives) |
X (variables funcionales o procedimientos globales)
Xx^...x^.M (\-abstracciones) |
pX.G (definiciones recursivas o ^-operador)
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(b) Expresiones
M::» t (términos de primer orden) | 
F(N^,..,N^) (aplicacidn) (
(N^uN^) (eleccidn no determinista) | 









donde t.t^.t^cTER^ y n, a y k son las aridades asociadas a X, F y P 
respectIvamente. ,
Tanto en las expresiones funclonales como en las expresiones y fôrmulas 
de LRF, las variables de funclàn no slempre aparecen libres.
2- DEFINICION (VarUbles Libres)
Dada una signatura Z, el conjunto de variables libres de una expreslôn 
funclonal. expreslôn y fôraula se define recursIvamente por:
(a) Lib(F)CV, para cualquler FeFEXP^:
Llb(f) - 0 
Lib(X) . {X>
Llb(Xx^...z .M) - Llb(M)\{x^...,x^>
Llb(pX.C) « Llb(G)\{X>
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(b) Lib(M)CV, para cualquler MeEXP^ .:
Llb(t]>var(t) se define como en la lôgica de primer orden clàslca




(c) Llb(p)SV, para cualquler peFFOR^ .:
Llb(t^-t^) - LlbltJvLlbCt^)
Llb(p(Mj M^ )) - {Llb(Mj) / laUn)
Lib(M»t) - Lib(M)uLlb(t)
Llb(-iÿ) » Llb (ÿ)
LlbC^ v^#^ ) - Llb(^ JuLlb(^ g)
Lib(3x^) « Llb(*)\{x}
Ademàs, denotamos al conjunto de variables que aparecen en 8 por 
var(8), para 8 fôraula, expreslôn o expreslôn funclonal.
La slgulentes dos deflnlclones se usan a contlnuaclôn para définir las 
variantes de LRF.
3- DEFINICION (Expreslôn Simple)
MeEXPg es una expreslôn simple, si toda fôrmula p que aparece en una 
subexpreslôn p-*N o cxp de M, es de primer orden extendldo. -
4- DEFINICION (FunclÔn positiva, existenclal)
(a) FeFEXPj"* (resp. MeEXP^, yeFFOR^) es positiva (resp. negatlva) en 
la variable funclonal X sii cualquler apariclôn libre de X en F (resp. M, 
p) esta dentro del alcance de un nûmero par (resp. Impar) de simbolos de 
negaclôn.
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(b) FeFEXPj"* (resp. MeEXP^, yeFFOR^) es existenclal (resp. universal) 
en la variable funclonal X sll F (resp. M. p) es positiva (resp. negative) 
en X y cualquler apariclôn de una fôrmula Ixip en F (resp. M. p) que este 
dentro del alcance de un nùmero Impar (resp. par) de simbolos de negaclôn 
verlflca que X*Llb(f). ,
5- LEMA
Las expresiones funclonales F*^ y F^^, expresiones y m'^ y fôrmulas 
y deflnldas por las slgulentes reglas BNF son exactamente las
expresiones funclonales exlstenclaies y unlversales en X. las expresiones 
exlstenclales y unlversales en X y las fôrmulas exlstenclaies y unlversales 
en la variable funclonal X respectlvamente.
F**:: - f I X I Y I Xx^...x^.M®* | pY.G®* | pX.G®*
M®*::" t I F®*(N®*,...N®*) | (N®*uN®*) | (p®^-^®^) | cxp®*
p®^:- (tj-t^) I p(M®*...,M®*) I M®*st I I ((^®V®^) I 3x*®*
f'^::- f I Y (Y*X) | Xx ^...X^.m'^ | pY.G*^ | jiX.g'^
M**::- t I F^^(n J^...nJ^) | (N^vN^) | (p'^^'^) | cxp"*
f"*::- (t^-t^) I p (m J\..,M^*) I M^*St | nf®* | | 3x^^*
IX IX IX
donde F , M y p dénota que X es una variable llgada; es declr 
XellbCF), Xellb(M) y Xslib(p) y X#Y. _
El slgnlflcado estindar de una deflnlclôn recursive pX. F es el menor 
punto fijo de la ecuaciôn X>F(X). Como veremos en el lema 15, este menor 
punto fiJo existe slempre que F sea positiva en X. Ademàs este puede ser 
construldo como el supremo de una cadena de aproximaciones, slempre que F 
sea existenclal en X. Por esta razôn, restrlnglmos la especlficaciôn 
slntàctlca de LRF (cfr. Deflnlclôn 1) de la sigulente forma:
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6- DEFINICION
(a) LRFm (LRF Honôtono) es la restrlcciôn slntâctica de LRF obtenida al
exlgir que una expreslôn funclonal pX. G solo se pueda formar en el caso
de que G sea positiva en X.
(b) LRFc (LRF Continua) es la restrlcciôn slntàctlca de LRF obtenida al
exlgir que una expreslôn funclonal pX.G solo se pueda formar en el caso
de que G sea existenclal en X.
(c) LRFs (LRF Simple) es la restrlcciôn slntàctlca de LRFc obtenida al 
exlgir que todas las expresiones de LRFc sean simples. «
Obsérvese que LRFs£LRFc£LRFh. y que por lo tanto todos los resultados 
que se obtengan para LRF* lo son tamblén para LRFc y LRFs. y anàlogamente 
para LRFc y LRFs.
SEMANTICA DENOTACIONAL LRF
Como ya hemos dlcho. el slgnlflcado estàndar de una deflnlclôn 
recursive pX.F es el menor punto fijo de la ecuaciôn X=F(X). Por otro lado, 
el slgnlflcado de una expreslôn M es un subconjunto del domlnlo de la 
estructura. que représenta los poslbles valores de M con una. evaluaclôn 
Indetermlnlsta.
7- DEFINICION (Semântica Denotacional)
Sea 9 una Z-estructura, 3 una valoraclôn y à un contexte. El valor de 
las expresiones funclonales, expresiones y fôrmulas de LRFk queda deflnldo 
por;
48
(a) para toda FeFEXP‘J*. donde
f^(û,3) - f®
X®(û,3) - 6(X)
((Xx .. .X .M)®(A.«))(x, X ) ■ (A.a(x / x  x/xl).l i t  l u  1 1  m m
para todo x^ x e^D.
(pX.G)®(A,«) - flx(T(9.A,3.X,G)) - fix(T) es la menor XeJlj'"’ tal que 
X - G^(A(X/X],3) es declr. el menor punto flJo del operador
T-T(1),A.3.X.G):Î15‘"’-» n5„"’ deflnldo por T(X) - C®(AIX/XJ.3). (cfr. 
deflnlclôn 6 (b) de la secclôn 2)
(b) M®(A,3)CD, para toda MeEXP^, donde 
t*(A.3) - (t®(3)>
F(N ...N )®(A,3)- ( F^(A,3(x ,/x . ...X /x ]) / x.eN® (A.3).lsUn }t a  l i a n l l
(N uN_) (A.3)
1 2
®( ,  » N?(A,3) u N?(A,3)
(p^)®(A,3)
( N®(A,3) si p^(A.3) ■ true
 ^0 e.o.c.
(cxp)®(A,3) ■ ( xeD / p®(A,3(x/x])«true }
(c) p®(A,3)€(true. false}, para toda peFFOR^, donde 
(t^-t^)®(A,3) » true sll t®(3)«t®(3)
p(M^,... ,M^)®(A, 3)»true sll exlsten x^  < (A,3), Islsn tal que
p®(x^ x^





(-»0)^ (A, 3), (\(i^ v^ )^®(A,3) y (3x\^ ^ se deflnen como en lôgica de
Satlsfactlbllldad, validez y consecuencla lôgica se deflnen como en la 
deflnlclôn 4 de la secclôn 1, para la lôgica de primer orden extendlda.
Como veremos, el operador T de la deflnlclôn 7 (a) asoclado a una 
expreslôn funclonal pX.G, serâ monôtono si G es positiva en X y continue si 




De acuerdo con la semântica que acabamos de définir, tenemos:
(3x x»x)®(A.3)«true, O x  i x=x)^(A,a)=false para toda 8.A.3. Denotaremos 
estas fôrmulas por tt y ff respectlvamente. Ademàs denotaremos por D*"’ a 
la expreslôn funclonal Xx^... x^ . (ff-»x^  ), cuyo valor es la funclôn n-arla 
totalmente Indeflnlda para toda D.A.3. g
9- DEFINICION (Simbolos Deflnldos)
Los simbolos < >, [ ] y ^ son usados como slgue:
<M>yp suple a 3z(M»z a p(z/yl) (donde z es diferente de y y no 
aparece ni en M ni en p). 
iMJyp suple a -»<M>y-»p.
M*N suple a 3z(Maz a Ns z ) (donde z no aparece ni en M ni en N).
< > y ( 1 Juegan el mlsmo papel que en la lôgica dlnàmlca (Har 84], 
mlentras que * actua como un tlpo de "Igualdad existenclal” entre 
expresiones Indetermlnlstas. •
10- EJEMPLO
Las slgulentes expresiones funclonales son ejemplos de como se pueden 
expresar funclones recurslvas y mutuamente recurslvas en nuestro 
formalisme.
(a) La funclôn factorial Fact:N H deflnlda por
Fact(n) 1 si n»0
n"Fact(n-l) si n>0
puede expresarse por la expreslôn funclonal
Fact « fiX. Xx. (x»0 — > 1 V
-I x«0 — » x*X(x-D)
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(b) Las funclones caracterlstlcas de los conjuntos pares e Impares 







podeaos expresar. por ejemplo. la funclôn PAR mediante una expreslôn 
funclonal anldando el operador p
PAR ■ pX. Xx. (x*0 — * 1 V
-1 xM) — » (pY. Xy. (y-0 — » 0 u
1 y O  — » X(y-l)))(x-D)
(c) La funclôn no determinista de los sucesores pares, usada en el 
ejemplo 13 de la secclôn 2, puede expresarse mediante la expreslôn 
funclonal:
SP « pX. Xx.(x»0 -» 2*UNI V
x»l — » 2"(UNI+1) V 
x>l -» 2* SP(x-2))
donde UNI es la expreslôn deflnlda por: UNI » cz (z=z). »
- Ahora vamos a extender el concepto de sustltuclôn permitlendo la 
sustltuclôn de una variable funclonal por una expreslôn funclonal de la 
mlsma arldad.
11- DEFINICION (Sustltuclôn)
(a) La sustltuclôn de una variable libre de Indlvlduo x por un térmlno 
t en una expreslôn funclonal F, expreslôn H o fôrmula p (denotada pnr 




ftt/xl » f 
X(t/xl - X
(Xx^... x^ . M) (t/xj
Xx ...X .M(t/xl si (x*x A X elib(t)) (ixlsn)
I o I I
(Xy^ . ..y^.M(y/x])(t/xl si x*xi (lalsn) a ex. J, 
x^6llb(t) con y^ellb(t)vllb(F)
(pX.G)tt/xl - pX.G(t/xl 
(a.2) M(t/xl
t^[t/x] s# define como en lôgica de primer orden.
(F(M^.... M^))(t/xJ - F(t/xl(N|[t/xl.... N^tt/xl)
(N^uN^)It/xl - N^(t/xluN^{t/xJ
(p-»N)(t/x] » p(t/x]-»N(t/x] 
(cyp)(t/xl ■1 cyp(t/x] si (x#y a y<llb(t))ezf(z/y,t/x] si (xey a yellb(t)) con zellb(t)vllb(?)
(a.3) plt/xl
(t^«t^)(t/xl ■ (t^[t/x]»t^(t/xj)
(p(Mj M^))lt/xl - p(Mjt/x] M^It/xl)
(ltot^ )(t/xj ■ M(t/xjst^(t/xl 
(l^)(t/x] ■ n^[t/x]
■ *^[t/x]v^^[t/x]
(3yÿ[t/xl si (x*y a ydllb(t))
3z*[z/y,t/x] si (x*y a yellbCt]) con zellb(t]ullb(0)
(b) La sustltuclôn de una variable libre de funclôn X por una expreslôn 
funclonal G de la mlsma arldad, en una expreslôn funclonal F, expreslôn M o 






Y si X#Y 
G si X-Y
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(Xx^ . . .x^.M)lG/Xl » XXj...x^. (M(G/X1)
(pY.G^)(G/Xl
pY.GjG/X] si (X#Y A Yelib(G))
pZ.G^lZ/Y.GyOd si (X»YAY«lib(G) ) con 2slib(G)ulib(G^)
( b .2 )  MIG/XJ 
t (G /X ] -  t
(F (N |..........N ^ )) [G /X ] -  F [G /T (](N J G /X ] N ^[G /X ] )
(N^vNg) [G /X ] -  N jG /X ]v N ^ [G /X ]
(*h»N)lGyO(l -  f [G /X ] ^ [G /X ]
(c x p ) [G /X ] -  c x ( , [G /X l)
(b.3) plC/X]
( t ^ - t ^ ) ( G /X l  -
(p(M ^..........M ^))IG /X ] -  p (M ^ lG /X l M ^(G /X ])
(M » t)(G /X j -  M (G /X Ia t 
(-4A )[G /X l -  -,^(G /X ]
(^^v^g)[G/X] - ^jG/XJv^jlG/X)




(c) La sustltuclôn de una variable llgada de indlvlduo x (resp. de 
funclôn X) por un térmlno (o por una expreslôn funclonal respectlvamente) 
en 9 (expreslôn funclonal, expreslôn o fôrmula) denotada como an (a) (resp. 
en (b)) se define por: 6[t/x) ■ 0 y 6[G/X] » 0 repectIvamente. =
El sigulente lema técnlco seré usado màs adelante.
12- LEMA
Sea 8 cualquler expreslôn funclonal, expreslôn o fôrmula de LRF. SI 8 
es positiva (resp. negatlva, existenclal, universal) y F es una expreslôn 
funclonal de LRF positiva (resp. negatlava, existenclal, universal) en una 
variable de funclôn dada Y, entonces 6(F/X] tlene la mlsma propledad.
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Demostraclôn
Por Inducciôn slmultànea sobre las expresiones funclonales, expresiones 
y fôrmulas de LRF. -
13- LEMA (Colncldencla)
Sean 0^  y 9^ dos Z-estructuras con el mlsmo domlnlo, 3^  y 3^ dos 
valoraclones, y A^ dos contextos y 8 una Z-expreslôn funclonal.
Z-expreslôn o Z-fôrmula.
Si 9^  y 9g coinciden en la Interpretaclôn de los simbolos que aparecen 
8 y 3^,A^  y 3g,Ag coinciden en
8 entonces 8®'(A^,3^) - 8^(Ag,3g).
Demostraclôn
en  la valoraclôn de las variables libres de
Intuitivamente el Lema afIrma que el slgnlflcado de las expresiones 
funclonales, expresiones y fôrmulas solo depende de la Interpretaclôn de 
los simbolos que aparecen en ellas y de sus variables libres. Se demuestra 
por Inducciôn slmultànea sobre las expresiones funclonales, expresiones y 
fôrmulas, de forma anàloga a como en (EFT 84] se demuestra este Lema para 
la lôgica de primer orden clàslca. -
14-LEMA (Sustltuclôn)
Para toda 8 (expreslôn funclonal, expreslôn o fôrmula), contexte A y 
/aloraciôn 3:
(a) (8lt/xl)®(A,3) - 8®(A,3lt®(3)/x]) p.t. xeVAR y teTER.
(b) (8(F/X1)®(A,3) « e®(A{F®(A,3)/A],3) p.t. XeFVAR y FeFEXP.
Demostraclôn
Por Inducciôn slmultànea sobre las expresiones funclonales, expresiones 
/ fôrmulas. Veamos los casos mas significatives:
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Supongamos que x*x^ y que x^elib(t) para toda islan.
Entonces 8[t/x| ■ \x.M(t/xI y por tanto, para todo x«d":
8[t/xl^(A,3)(x) » M(t/x]®(A,3[x/xl) por hlpôtesls de Inducciôn 
* M^(A, 3()c/'x, t®(3lx/xl )/xl ) por el lema de colncldencla 
« M^(A,3(x/x,t®(3)/x]) « 8®(A,3{t^(3)/xl)(x) como se querla demostrar.
Supongamos que x#x^ para todo Islsn y que para algün isjsn x^ellb(t). 
Entonces 8(t/x] » Xy.M(ÿ/x,t/xl donde y son variables nuevas, y por lo 
tanto, para todo xcD":
elt/xl®(A, 3) (jJ) ■ Mly/x, t/xJ®(A,S[jt'y) ) por hlpôtesls de Inducciôn 
» M^(A,3(x/y, t^ CôCît'yJ )/x, x/xj ) por el lema de colncldencla
■ M®(A,3lt®(3)/x, 3c/xl) = 8®(A,3lt®(3)/x])(x) como se querla demostrar.
Para (b) con 8»pY.G;
Supongamos que X#Y y que Ysllb(G). Entonces 8(F/X) ■ pY.GiF/Xl y
8(F/X1®(A,3) - fix(T’), donde para toda YeJlS*"’:
T‘(Y) - G(F/X1®(A[Y/Y1,3) por hlpôtesls de Inducciôn
■ G®(A(Y/Y, F^(Aly/Y],3)/X],3) por el lema de colncldencla
- G®(A(Y/Y, F®(A,3)/XI,3) - T(Y) y por tanto
flx(T') ■ flx(T) ■ 8®(AlF^(A,3)/Xl,3) como se querla demostrar.
Supongamos que X#Y y que Yellb(F). Entonces 8[F/Xl - p2.G[Z/Y, F/Xl 
donde Z es una variable nueva y 6(F/X]^(A,3) = flx(T'), donde para toda
Yelis'"’:
T*(Y) » GIZ/Y, F/Xl®(A(Y/2],3) por hlpôtesls de Inducciôn 
» G®(A(Y/Z, F®(AtY/Z].3)/X. Y/Y),3) por el lema de colncldencla
- G®(A[F®(A,3)/X, Y/Y) = T(Y) y por tanto
fix(T') = flx(T) = 8^(A[F^(A,3)/X],3) como se querla demostrar. g
Ahora podemos demostrar la presupuesta exlstencla del menor punto flJo 
del operador T de la deflnlclôn 7 (a). Para esto usaremos los resultados de 
la secclôn 2, y a contlnuaclôn, vamos a comprobar la monotonia y 
continuidad de estos operadores.
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15- LEMA (Monotonia)
Consideremos XeFVAR, FeFEIXP^ "', MeEDCP^ , ipeFFOR^ . una Z-estructura D, 
una valoraclôn 3 sobre 3, un contexto A sobre 3 y dos funclones X^,Xg«515^ "’ 
con X^c Xg. EMtonces :
(a. 1) SI F es positiva en X: F^{A(X^/X),3) < F^(A(Xg/X],3).
(a.2) SI M es positiva en X: M®(ô[X^/X],3) £ M^(ô[Xg/X],3).
(a.3) SI p es positiva en X: ^®(A(X^/X),3)-true Impllca ^®(A[Xg/X],3)»true. 
(b.l) SI F es negatlva en X; F®(A(Xg/Xl, 3) « F®(ô(X^/X).3).
(b.2) SI M es negatlva en X: M^(A(Xg/X], 3) C M^(A(XyX], ).
(b.3) SI p es negatlva en X: y^(A[Xg/X],3)»true Impllca f^(A(X^/X],3)»true.
Demostraclôn
Por Inducciôn slmultànea sobre la estructura de F, M y  p. Veamos los 
casos mas relevantes:
Caso para (a.1);
Supongamos que F=(pY.G) es positive en X y que X, Y son variables dlstlntas 
(en otro caso, la sltuaclôn es trivial). Por hlpôtesls de Inducciôn para 
(a.1), sabemos que
(i) G®(AIX^/X,Y/Y),3) < G®(A(Xg/X,Y/Yl,3) para toda Y.
(11) deflnldo como T^(Y) ■ G^(A(X^/X, Y/YJ, 3) es monôtono para J»l,2.
Luego podemos conclulr que F^(A[X^/X], 3) = flx(T^) existe para j=l,2, y que 
F®(A(X^/X],3) € F^(AlXg/Xl,3).
Caso para (a.3):
Supongamos que y(-i^) es positiva en X y »>®(A(X /X],3)*true. Entonces, ÿ es 
B 1
negatlva en X y ^ (A[X^/X],3)«false. Y por hlpôtesls de Inducciôn para
(b.3) ^®(A(Xg/Xl,3)»false. Luego,y^(AtXg/Xl,3)»true. g
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16- LDIA (Continuidad)
Sea XeFVAR, FeFEXP^"*, MeEXP^, yeFFOR^, 3 una E-estructura, 8 una
valoraclôn. A un contexto y XeR)^"^ :
(a. 1) SI F es existenclal en X: F®(A, ô)«U{f^{a (X^/X].3) /X^c X, X^ flnlta}
(a. 2) SI M es existenclal en X: M®(A, 3)-u{M®(A(X^/X], 3) / X^< X, X^  flnlta}
(a.3) SI p es existenclal en X: ^ p^ (A, 3)*true sll p^(A(X^/X], 3)«true para 
alguna X^c X flnlta.
(b.l) SI F es universal en X:F^(A.3)»n<F^(^[Xg/X],3) / X^< X, X^ flnlta} 
(b.2) Si M es universal en X;M®(A,3)-n(M®(A(X„/Xl,3) / X^« X, flnlta}
0^(b.3) Si p es universal en X:p®(A,3)-true sll ^®(A(X^/X], 3)»true para toda 
X^« X flnlta.
Demostraclôn
Por Inducciôn slmultànea sobre la estructura de F, M y  p. Veamos los 
casos mas relevantes:
Caso para (b.3):
Supongamos que y(^^v^) es universal en X. Entonces tenemos
P®(A[X/X],3)afalse sll ^ (A,3)»false y ^®(A,3)=false sll exlsten X .X «X 
D Q
tal que (A[Xi/X),3)=false y (A[X2/X],3)=false (por hlpôtesls de
Inducciôn para (b.3)) sll existe X^eX tal que (A(Xo/Xj, 3)»false y
(A[Xo/X).3)"false (tomando y apllcando el lema 15 (b.3)). g
Por tanto, si F es positiva en X el operador T asoclado a F y X tlene 
menor punto flJo. Y si Ademàs F es existenclal en X este menor punto flJo 
de T puede construlrse, segun se vlô en lema 4 y el teorema 5 de la secclôn 




Con este ejemplo se qulere mostrar que la condlciôn de positividad en 
una expreslôn funclonal de LRF no es suflclente para garantlzar la
continuidad del operador asoclado.
Sea G * Xx. cy ((Vz X(x)az) a z=y)
el operador asoclado T(X.G) apllcado a una funclôn X es la funclôn:
T(X.G)(X)(x) - si X(x) - D
G es positiva pero no existenclal en X y como puede observarse, T es
monôtono pero no es continue en X (recuerdese la deflnlclôn 3 de la secclôn
2 ) ya que Ll (T(X^) / X^«X flnlta} es i para toda X, y T(X) no es la
funôlôn indeflnlda para toda X. -
APROXIMACIONES SINTACTICAS
Como ya hemos dlcho. para LRFc, el menor punto flJo del operador T 
asoclado a pX.G se caracterlza como el supremo de la cadena creclente de 
sus aproximaciones:
flx(T) - , donde T°»ldentldad y
Ademàs, para LRFs se verlflca que los elementos de esta cadena se pueden 
denotar mediante clertas expresiones funclonales, llamadas aproximaciones 
slntàctlcas de pX.G. Estas aproximaciones seràn usadas en la obtenclôn de 
un càlculo Inflnltarlo para LRFs en el sigulente capitule.
18- DEFINICION (Aproximaciones SintActIcas)
Para FeFEXP^”*, McEXP^ de LRFs, la l-éslma aproxlmaclôn slntàctlca F*** 
y M*** de F y M respectlvamente se define recurslvamente como slgue:
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(a) F.(1)
f“ » = f
x " ’ = X
(AX.M)"’ - x5.m ‘‘>
(pX.G)“ * se define
(N uN )"’ - n“ * kj n‘“
(p -> M)"’ • p ^ n‘“
F(N ...,N )“ * - f " ’(n “ \...n "*)
' III " "
(exp) • exp g
Obsérvese que segün esta deflnlclôn, en las aproximaciones slntàctlcas 
no aparece el operador p, ya que al (pX. G) prlmero se aproxlma G. Ademàs si 
en F (resp. M) no aparece el operador p, entonces F***«F (resp. M***»M).
Alternativamente se podrfa haber deflnldo (pX.G)^'* por;
(pX.G)'®'- y (pX.G)“ ‘- G“ ’(G"*/X]‘(n/Xj
en donde queda claro que (pX.G)^^^se obtlene al Iterar 1 veces la 
sustltuclôn en G^ '* de X por G^*\ para acabar sustltuyendo X por O.
Esenclalmente. las dos deflnlclones son anàlogas. la dlferencla puede 
observarse en este ejemplo para 1=3;
(pX.G)"' = G'^'[G"'/X]^[0/X1 
(pX.G)"' = G ‘^ ’(G‘^ ’/X1(G“ ’/Xl[n/Xl
es declr, se podria demostrar (pX.G)^^’fi(pX.G)usando el sigulente lema.




Para toda FeFEXP^"* y MeEXP^ . de LRFs positivas en la variable funclonal 
X sus aproximaciones slntàctlcas f ‘^ ’ y M*'' tamblén son positivas en X.
Demostraclôn
Por Inducciôn slmultànea sobre F y M. En el caso de F»(pX.G)*** se 
procédé por inducciôn sobre 1. usando el lema 12 y el hecho de que Q es 
positiva en todas las variables funclonales, ya que en ella no aparece 
nlnguna variable funclonal. -
20- LEMA
Consideremos FeFEXP^"’, MeEXP^ de LRFs, 3 una Z-estructuray A y 3 un 
contexto y una valoraclôn sobre D:
(a) f“ *®(A,3) € f‘‘*‘’®(A,3)
(b) m " ’®(A,3) s m "*” ®(A,3)
Demostraclôn
Por Inducciôn slmultànea sobre las expresiones funclonales y 
expresiones.
Veamos el caso pX.G para (a): por Inducciôn sobre IdN
1=0, se verlflca por ser G^(A,3) la funclôn totalmente indeflnlda.
L>0, (pX.G)"’®(A,3)
= G***^(Al(pX.G)**"**^(A,3)/Xl,3) por hlpôtesls de inducciôn sobre 1 y
por ser G*'^  positiva en X
' G***®(A((pX.G)**^®(A,3)/Xl,3) por hlpôtesls de inducciôn




Consideremos FeFEXP^"*, MeEXP^ de LRFs, 3 una E-estructuray A y 6 un 
contexto y una valoraclôn sobre 3:
(a) F®(A,3) - f " ’®(A.Ô)
(b) M®(A.S) - m ‘"^(A,3)
Demostraclôn
Por Inducciôn slmultànea sobre las expreeslones funclonales y 
expresiones de LRFs.
Veamos el caso de pX.G para (a):
CpX.G)®(A,3) - flx(T) - l‘(i) donde T(X) » G®(A[X/X],3).
Demostremos las dos Incluslones de
(1) (pX.G)"*®(A,3) S l‘(l):
Es suflclente demostrar ( p X . G ) 3 ) £ T * ( i )  por Inducciôn sobre 1#4.
B
i»0, por ser Q (A, 6) la funclôn totalmente indeflnlda x.
i>0, (pX.G)"*‘’®(A.3)
- g “ *” ®(AI(pX.G)“ ’®(A,3)/X].3) por hlpôtesls de Inducciôn
S G®(A((pX.G)**^^(A,3)/X],3) por hlpôtesls de Inducciôn sobre 1 y por ser G
positiva en X
S G®(AtT*(i)/X],3) = como se querla demostrar.
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121 T'lil :
Es suflclente demostrar T*(i) £ (pX. G) 5) por inducciôn sobre
lew.
1*0, por ser T (i)*i la funclôn totalmente indeflnlda.
1>0, * G®(A(T*(i)/Xl,3) por hlpôtesls de inducciôn
* G*^*^(A(T*(i)/Xl,3) por hlpôtesls de Inducciôn sobre i
£ (pX.G)“ ’®{A,3) /XI,3) por ser g ‘^ ’ existenclal en X
- g ‘^ ’®(A((pX.G)"’°(A.3)/X1,3)
■ (pX.G)*’*®(A,3) como se querla demostrar. g
El motlvo para restrlnglr estos resultados a LRFs. es que en LRFc 
tendriamos que définir de forma natural aproximaciones slntàctlcas para las 
fôrmulas, con lo que a los resultados anterlores habrla que afiadlr;
3) ■ true •> p***^ ’®(3,3) »true 
p^(A, 3) ■ true sll existe leW tal que <p***^ (A,3) = true
lo cual es falso, como puede observarse para la fôrmula de LRFc:
p * 3z i(pX. Xx. xvX(x+D) (0) sz
suponlendo que el domlnlo es M, y^(A, 3) * false y para todo leN 
p***®(A, 3)»true.
Esto se podria remedlar con otra deflnlclôn alternatlva de aproxlmaclôn 
slntàctlca màs modular, en la que no se aproxlman todas las deflnlclones 
recurslvas a la vez:
(pX.G)'®’ *n
(pX.G)''*" - G((pX.G)“ ’/Xj
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en esta deflnlclôn solo se itéra i veces la sustltuclôn en G de X por G 




por Inducciôn sobre 1, sln tener que demostrarlo ni para las expresiones ni 
para las fôrmulas. usando la existenclalIdad de G en X. El problema es que 
en (pX.G)*'* puede aparecer el operador p y en este caso. el nùmero de 
aparlclones de este operador aumenta con 1. por lo que no podemos encontrar 
una funclôn de complejldad de forma que la complejldad de (pX. G) sea mayor 
que la de sus aproximaciones.
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4 .- CAPACIDAD DE EXPRESION DE LRF
En esta secclôn queremos mostrar la capacidad de expreslôn de LRF. Para 
este propôslto. vamos a demostrar como otras lôglcas de programas pueden 
expresarse en LRF. En particular hemos escogldo el p-câlculo proposlclonal 
de Kozen PMC [Koz 83] y la lôgica de primer orden dlnamlca para programas 
regulares de Harel QOL (Har 79], como représentantes tlplcos. Tamblén vamos 
a demostrar que LRF puede verse como un fragmento de la lôgica Inflnltarla 
clàslca y que la termlnaclôn de programas no triviales no puede expresarse 
en el fragmento de primer orden de LRF, adaptando el conocldo resultado de 
Kfoury y Park (KP 75],
La relaclôn de capacidad de expreslôn deflnlda en el capitule 1, no 
es la que vamos a apllcar en esta secclôn, puesto que como se verà en cada 
caso, las slgnaturas de las dos lôglcas que estamos comparando no son 
necesarlamente la mlsma. El concepto queda claramente deflnldo en los 
resultados que se obtlenen.
PMC ES EXPRESABLE EN LRF
Dada una signature del p-càlculo proposlclonal E=Z^vE , (donde es un 
conjunto de simbolos de proposlclôn denotados por p,q y Z^ es un conjunto 
de simbolos de acclones atômlcas denotadas por a. b) y conjunto de 
variables proposlclonales PVAR=(P,Q,R,...}, las Z-fôrmulas A,B de PMC se 
deflnen mediante la sigulente régla BNF:
A:: - p I P I <a>B | nB | (B v^B )^ | pP.B
donde B debe ser positiva en P en pP. B; es declr, cada apariclôn de P en B 
debe estar dentro del alcance de un nùmero par de simbolos de negaclôn.
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Una Z-estructura para PMC es un sistema
» - '
P •
donde D es un conjunto no vacio (el conjunto de estados). p^SD para todo 
peZ , y a^CDxD para todo aeZ .
Un contexto sobre una Z-estructura 3 para PMC es una aplicaclôn A del 
conjunto de las variables proposlclonales PePVAR al conjunto de estados 
A(P)CD.
Oada una Z-fôrmula A y una Z-estructura 3 para PMC, la denotaclôn A^(A) 
de A bajo un contexto A sobre 3 es el subconjunto de 0 deflnldo por:
p®(A) - p®
P®(A) - A(P)
(<a>B)^(A) = {xeD / existe yeB®(A) tal que xa^y}
(-iB)^ (A) = D \ B®(A)
(B^vBg)®(A) - B®(A) V Bg(A)
(pP.B)^(A) = el menor punto fljo del operador monôtono
T»T(B.A.P,B); p(D) -» P(D). deflnldo por T(P)-B®(A(P/P])
Una deflnlclôn màs detallada de esta deflnlclôn puede encontrarse en 
(Koz 831.
Con la Idea de expresar cada fôrmula de PMC mediante una fôrmula de
LRFk asoclamos a cada slgnatura Z = Z vZ de PMC una slgnatura Z=Z de LRF
p « pd
de forma que Z ^  contlene: para cada p e Z^ un sfmbolo de predlcado 
monàdlco q^ y para cada ae Z^ un slmbolo de predlcado blnarlo r^ .
Ademàs asoclamos a cada vaiHable proposlclonal P de PMC una variable 
funclonal 0-aria Xp de LRF.
Con esto, fljando arbltrarlamente una variable de Indlvlduo x, podemos 
luclr cualquler Z-fôrmula A de PMI 
su ûnica variable libre, como slgue:













f  = pXp.(A.cxfg(x))ax
1- LQIA
Para toda fôrmula A=fiP. B (y por tanto B positiva en P) de PMC, la 
expreslôn funclonal de LRFm A.cx^^Cx ) asoclada a p^(x) = pXp.(A.cx^^Cx))ax 
por la anterior traducclôn es positiva en Xp.
Demostraclôn
Por Inducciôn sobre B. *
Para comparer semântlcamente A y asoclamos ahora una Z-estructura 3 
para LRF, Junto con un contexto A y una valoraclôn 5, a cada 3 y A para 
PMC, como slgue:
el domlnlo de 3 es el conjunto de estados D de 3. 
q^(x) = true sll xep® para todo peZ^ y xeD
Pg(x,y) = true sll xa®y, para todo aeZ^ y x,yeD.
A(Xp)=A(P) para todo PePVAR.
en los demis casos A y 3 pueden deflnlrse arbltrarlamente.
2- TEOREMA
Dada una Z-fôrmula A de PMC, una Z-estructura 3 para PMC, y un contexto 
A sobre 3, se verlflca:
A?(A) = {xeD / 3 ). p^(x) (A, 3(x/xJ ) >
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Demostraclôn
Por Inducciôn sobre la estructura de A. Veamos el caso A=pP.B:
A?(A) = fix(TB), donde Tb(P) - B®(A(P/Pl) £ D.
pB(Â.â[x/x])= flx(T) donde T(P) » { xeD / p®(Â[P/XpJ.3[x/xl) }
(obsérvese que las funclones de Rg'®* pueden IdentlfIcarse con subconjuntos 
del domlnlo D). Por hlpôtesls de Inducciôn para B, tenlendo en cuenta que 
A(P/Pl ■ Â(P/Xp], Tb = T y por tanto, flx(T) ■ flx(Ta) como se queria 
demostrar. ■
Obsérvese que es necesarlo user en esta traducclôn de PMC a LRF la 
variante LRFm, por que PMC no es continue, solo es monôtono.
QDL ES EXPRESABLE EN LRF
Sea Z* Z^^  u Z^ una slgnatura de primer orden y VAR un conjunto de
variables de Indlvlduo, como en la Subsecclôn 2.1. Los conjuntos de
Z-fôrmulas A, B y Z-programas a,fi de QDL se deflnen mediante las slgulentes 
reglas BNF:
A::- p(tj,..,t^) I -iB | B^vB^ | 3xB | <oOB
a::» x:=t | (g^ ;gg) | (.fi^vfi^) | g | A? (A fôrmula de primer orden)
donde t,t^ t^  son Z-térmlnos.
Las Z-estructuras 9 para QDL son anàlogas a las Z-estructuras para LRF. 
Las denotaclones de los Z-térmlnos, Z-fôrmulas y Z-programas de QDL con 
respecto a una Z-estructura S dada y una valoraclôn 3 sobre D se deflnen 
como slgue:
(a) t^(3)sD para t e Z-térmlnos: como en lôgica de primer orden.
(b) aP CStgXSt^, donde St^ es el conjunto de todas las valoraclones 
3: VAR -* D, y
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(x:=t)^ * (<5,5(t^(5)/xl> / aeStp}
(g ;g_)^ = g^og^ = {<3 .5 > / existe 3 tal que1 2  1 2  1 2  3 -  n
<3^,3g> « g" y <3g.3g> € g^ >
(gjUgg)® = g9 V gg®
(g * la clausura reflexlva y transitiva de g^ .
(A?)^ = { <3,5> / A®(3)=true }
(c) A^(3) «{true, false) para Z-f6rmulas A de QDL: 
Como en lôgica de primer orden. Junto con:
true si existe 3' tal que <3,3'>«a^ y B^(3’) = true
false en otro caso
Como Goerdt en [Coe 87], consideramos un nûmero k arbitrarlo pero flJo, 
para trabajar con el fragmento QDL de QDL cuyos programas y fôrmulas usan
a lo màs k variables libres  x^  Para traduclr QDL^ a LRFs,
extendemos Z. a la slgnatura Z, con un nuevo slmbolo de predlcado monàdlco 
Ind, k nuevos simbolos de funclôn binaries asg^ (isjsk), k nuevos simbolos 
de funclôn monàdlcos pr^  (Isjik), y un nuevo slmbolo de funclôn k-arlo 
state.
Dada cualquler Z-estructura D, consideramos la Z-estructura D cuyo 
dominio es D = IX/D y donde los simbolos de Z son Interpretados como slgue:
(1) asg^ : DxD — » D
asg® (<x^ , ,x^>,x) » <x^ , . ,x^^,x,x^^, ,x^>« D** y
arbltrarlamente en los demàs casos.
(2) pr® : d '
pr® (<x^,..,x^>) ■ Xj«d'‘ y arbitrarlo en otro caso.
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(3) Ind® ; D — ♦ {true,false)
lnd®(<x^,. . ,x^ >) » false para x^,...,x^«D 
ind®{x) = true para xeD
{4) state®: D — * D
state®(Xj,.. ,x^ ) »<x^,.. ,x >^€D'‘ para x^ x^eD y
arbltrarlamente en los demis casos.
{S) Los simbolos de E se Interpretan de forma que para argumentes del 
domlnlo D, su valor sea el mlsmo que el de sus Interpretaclones en 3.
Dada una valoraclôn 3: VAR — > 3, la extendemos a una valoraclôn 3 de 
V=VARuFVAR sobre D arbltrarlamente. Ahora, flJames una variable de 
Indlvlduo X de LRF {arbltrarla pero diferente de x^,...,x^) y définîmes una 
traducclôn slntàctlca aslgnando:
{a)Una Z-expreslôn funclonal monàdlca F^ de LRF a cada Z-programa a de QDL^
(b)Una Z-fôrmula de LRF a cada Z-fôrmula A de QDL^ como slgue:
{1) a= Xj:=t: F^= Ax. {-ilnd{x)-»asg^ {x, t[pr^(x)/x^. . .pr^{x)/x^] )) 
a=g^u8g: F^- Ax.(F^^{x) u F^g(x))
F^= Ax.Fpg{F^^{x))
a=A7: F^« Ax. (nlnd{x)4^A(pr^{x)/x^... pr^{x)/x^l-»x) )
a=g": F^= pX.(Ax.xuX{Fp{x)))
(11) A=p(t^,.., t^ ): p^*p(tj,.., t^ )
A=iB:
A-B^vBg: Pg,
A*3yB: p^=3y(ind(y) a p^ )
A=<a>B: p^=3z(-iind(z)AF^(state{x^,.. ,x^))az A
"Pr^(z)/x^l )
{donde z es una variable que no aparece en A)
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3- LEMA
Para todo programa a=*0 de QDL, la expresidn funcional de LRFs 
Xx.xuX(F^(x) asociada a jiX.(Ax.xuXCF^Cx))) por la anterior traduccion 
es exlstenclal en X.
Demostraclén
Por Induccldn sobre p.
El siguiente resultado establece la correccion semântlca de la 
traducciôn.
4- TEOREMA
Supuesto que 9 / 5  estan asociadas a 9 y 5 como se acaba de exponer. 
Entonces:
(a)t®(5) ■ t^(5) para todo teTER^.
(bX/^... ,y^>€F^(5)(<x^,. ., x^>) sil <5(x^/x^,. . , x^/x^l, dly^/x^,.. ,y^/x^]>€a® 
para todo x^...., x^ , y^,. . . , y^eD y todo E-programa a de QDL^ .
(c)y^(5)» true sil A^(5)= true para toda E-formula A de QDL^ .
Demostraclén
(a) es trivial, (b) y (c) por inducciôn simultànea sobre la estructura 
de a y A.
Veamos el caso a.=p para (b): como el operador T asociado a F^ definido 
por T(X)»(Xx.xuX(F^(x)))^(AlX/X],5) es continuo,
F^(A,5) ■ flx(T) » (considerando T°la identidad), y por la semântlca
de # , es suficiente demostrar por induccién sobre i, identlficando 0** y F® 
con la identidad:
(1) F-i(x) - Ax. f ‘(x )
P P
(2) t ‘(x ) - f^®(5) .
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LRF ES EXPRESABLE EN EL^
Llamamos "Lw^w extendlda" (en sfmbolos ELu^u) a la lôgica Infinitaria 
clàsica Lu u (cfr. (Kel 71]) extendlda de forma anàloga a como hemos 
extendldo la lôgica de primer orden usual en la secclôn 1. Mâs exactamente: 
Las slgnaturas para ELu^u son las mlsmas que las slgnaturas para la lôgica 
de primer orden extendlda; los E-térmlnos t de ELu^w los E-térmlnos de 
primer orden; y las Z-fôrmulas A, B de ELu^u tienen la sigulente slntaxis:
A::-P(t^ tj I t^-t^ I X(t; tjat I nB | | 3%B 1,%^ B,
es decir, a las fôrmulas de ELi se le aftade la formaclôn de dlsyunciones 
numerables. Las conjunclones numerables B^  se conslderan abreviaclones 
de -i^ ^-iB . La semântlca de ELu^w es la extenslôn natural de la semântlca 
de la lôgica de primer orden extendlda.
La mayorla de las lôglcas de programas con semântlca estândar son 
fragmentos de Lu^u. LRFs es tamblén un fragmente de ELu^u. Para comprobar 
esto, fijamos una signatura Z y deflnlmos una traducciôn slntâctica de las 
Z-expreslones funclonales, Z-expreslones y Z-fôrmulas de LRFs a Z-fôrmulas 
de ELu^w.
(a) Z-expreslones funclonales. Dada FeFEXP^"* y n+1 variables nuevas
 u , V, dlstlntas dos a dos y sin aparlclones en F, construimos una
Z-fôrmula A^(u^ u .v) de ELw^w como slgue:
F=f: Ap(u^.....u^.v) = (f Cu^,... ,u^)»v)
F=X: Ap(u^.... u^,v) = X(u^ u )sv
F»Xx .. .X .M: A_(u.....u ,v) = A_(v) (u/x ,... ,u /x )I n  r l  n n i l  n n
F«(iX.G: ApCu^ u^.v) ■ '^ (pX. G) ....
donde (pX.G)^‘* son las aproximaciones slntactlcas de la 
definiclôn 18 de la secclôn 3. Obsérvese que en este caso, 
^(pX G)^*’ se reduce a los casos anterlores puesto que el operador 
no aparece en (pX.G)"\
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(b) Z-expreslones. Dada MeEXP^ una variable nueva v sin aparlclones en M, 
construimos una Z-formula A^(v) de ELw^u como slgue:
M*t: A^(v) » (t=v)
M»F(N^,. . . , N^ ) A^(v) = 3Uj...3u^ (A^^  (u )a ..aA j^ ^(u  )AAp(u^,. .. u ,^ v ) )
slendo u^,...,u nuevas y dlstlntas dos a dos.
A^(v) = A^^(v) v A^^(v)
M*^N: A^(v) = ^ A Aj^ (v)
M=cxy: A^(v) = y[v/x]
(c) Z-fôrmulas. Dada yeFFOR^ construimos una Z-fôrmula A^ de ELu^w como 
slgue:
f=p(M M ): A ° 3v ...3v (A_ (v )A. . . AA_ (v )Ap(v v ))1 n y 1 n ni l Mn n i  n
slendo v  v nuevas y dlstlntas dos a dos.
yMat: A^ ■ Aj^(v)(t/vJ, slendo v nueva
9^^-. = iA^
9^ y*^ : A, " A, V Ap^
P-3#: \  “ 3xA^
Obsérvese que si en F (resp. M y p) no aparece el operador p, entonces 
A^ (resp. A^ y A^) son fôrmulas de primer orden extendldo (ELi).
El siguiente resultado asegura la correcclôn de la traducciôn:
5- TECREMA
Para cualquler Z-structura D, contexte A sobre 9 y valoraclôn 5 sobre 
9, se verlflca:
(a) grafo((F®(A,3)) = {<x^,...,x^,y>€0"*^ /
A^(A, 3(Xj/u^ xyu ,y/v] )»true>
(b) M^(A,3) = (xeD / A^(A, 3(x/vJ )» true}




Por Inducciôn simultànea sobre la estructura de F, M y  y. Veamos el 
caso F*(pX.G) para (a): Por el teorema 21 de la secclôn 3,
(pX.G)®(A,5) = (pX.G)"’®(A.Ô) y por definiclôn
Ap(u^ u^ . v) » A(pX G)  u . v), por hipôtesis de inducciôn.
A- „ .(i)(u.....u ,v) define el grafo de (pX.G)"\ para todo ieW, de lo
ipA. u / 1 n
que se concluye lo que se querla demostrar. g
LA TERMINACION DE PROGRAMAS NO ES EXPRESABLE EN LRF
En el marco de LRF, la terminaciôn requiere la evaluaciôn de 
expresiones. Su indeterminlsmo permite considérer varias nociones de 
terminaciôn ; ver Harel (Har 79] y (Har 84]. Aqui vamos a considérer 
solamente un tipo de terminaciôn débil y vamos a demostrar que este 
concepto no es de primer orden en el marco semàntico de LRF ( excepto para 




(a) M termina debilmente en la S-estructura D sil M®(A,5)«, para todo A,3 
sobre D.
(b) # asegura la terminaciôn débll de M sii H termina debilmente en todos 
los modelos de *.
(c) M es semànticamente libre de recursiôn c.r.a $ sii existe alguna 
Z-expresiôn N sin aparlclones del operador p, tal que M®(A,3)*N^(A,3) 
para todo modelo y todo A, 3 sobre 9. *
Dada MeEXP^, es fàcil encontrar ÔSFFOR^ que asegure la terminaciôn 
debil de M. Para esto es suficiente tomar $={3v Msv), donde v es una
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variable nueva. SI restrlnglmos * a formulas de primer orden extendldo, 
obtenemos el sigulente resultado (similar al conocldo de Kfoury y Park 
[KP 75)).
7- TEOREMA
Sea MeEXPj. de LRFs y $2EF0R^. SI ♦ asegura la terminaciôn débll de M. 
entonce M es semànticamente libre de recursiôn c.r.a #.
Demostraclén
Supongamos la hipôtesis. Por el Teorema S, sabemos que M puede ser 
traducida a una Z-fôrmula A^(v) de ELu^w, tomando como v una variable nueva 
que no aparecca en M. La traducciôn de las expresiones puede refinarse de 
forma que para M, A^(v) sea una fôrmula de ELi o de la forma j^ |jBj(v), 
donde (v)eEFORg para todo leW. En efecto:
Para las expresiones funclonales y expresiones en las que no aparece el 
operador p, deflnlmos A^ y A^ como antes ( por lo que estas fôrmulas son de 
primer orden extendldo), y para M en la que aparece el operador p,
aplicando que M es équivalente a la uniôn de sus aproximaciones, y que en 
sus aproximaciones no aparece el operador p, deflnlmos A^(v)=^Vg^  A^(i)(v).
Luego si A^(v) es de primer orden extendldo. tomando N «* cv.A^(v), tenemos 
M es semànticamente libre de recursiôn con respecto a #.
En otro caso A^(v) = conslderemos el conjunto ♦SEFORj, que asegura
la terminaciôn débll de M. Tomemos una constante nueva c. El conjunto
<6u{-iB^ (v) (c/vl / leN) es obviamente insatisfactible. Por compacidad de la 
lôgica de primer orden extendlda, existe keM tal que $u<nB^(v) [c/v] / Ük) 
es insatisfactible. Esto signifies que (v) es una traducciôn vàlida de
M en la lôgica de primer orden extendlda en todos los modelos de *. Por 
tanto, N=ev^^^B^ (v) es una Z-expresiôn sin aparlclones de p y tal que M es 
equivalents a N sobre todos los modelos 9|4; es decir: M es semànticamente 
libre de recursiôn c.r.a 9. -
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Como dljlmos en el capltulo 1, la terminaciôn de programas si e# 
expresable dentro del marco no estândar de lôglcas de programas. En et 
capltulo 4, veremos algunos ejemplos de terminaciôn de programas que son 




CALCULOS DEDUCTIVOS PARA LRF
Del hecho de que QDL es expresable en LRFs y que el problems de validez 
para QDL es T^-completo, se deduce que el problema de validez para LRFs es
n^-duro, y por tanto, que no existen câlculos finitarios correctos y
complètes para LRFs. El motivo es que el concepto de menor punto fljo de un
operador continuo no es un concepto de primer orden, ya que entraAa
cuantificaciones existenciales sobre numéros naturales y el esquema de 
inducciôn.
Ante este problema procedemos de manera anàloga a como se procediô en 
la lôgica dinàmica, expuesto en el capitule 1. En este capitule abordamos 
este problema dentro del marco de la semântlca estândar. En primer lugar, 
el teorema 21 de la secclôn 2.3, segûn el cual
(pX.C) es équivalente a |-^(pX.G)**’
nos permite obtener un càlculo infinitario correcte y complete para LRFs, 
con una régla infinitaria que refleja el hecho de que cualquler elemento x 
que no pueda ser obtenido como valor de T*(i) para algün i, tampoco puede 
ser un valor de flx(T).
Por otro lado, usando la caracterizaciôn del menor punto fljo del 
teorema 12 de la secclôn 2.2, demostramos que el menor punto fljo de un 
operador continuo puede definirse en primer orden sobre estructuras 
aritméticas, ya que en este tipo de estructuras podemos cuantificar nûmeros 
naturales, codificar grafos finîtes de funciones y aplicar el principle de 
inducciôn. Estas caracteristicas de las estructuras aritméticas nos 
permiten définir
(pX.G)(t)9t <»> 3ieW y una T-derivaciôn de longitud i que produce <t, t>
Recuerdese lo dicho en la secclôn 2.2 acerca del problema adicional que 
suponen las funciones indeterministas, por el cual no podemos usar para 
este proposito la caracterizaciôn anterior de menor punto fijo, ya que
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31eM tal que {^ X. G) (t)at
no puede codificarse si (pX. G) (t) es un conjunto Infinito, como se viô 
en el ejemplo 13 de la secclôn 2.2.
La definlbilidad del menor punto fljo en estas estructuras, nos permite 
obtener un càlculo finltario aritméticamente correcto y complete para LRFc.
En ambos casos, los càlculos que présentâmes. Junto con los axiomas y 
reglas de primer orden, constan de reglas de reducciôn orientadas a la 
slntaxis, en el sentido de que reducen el slgnificado de un programa al de 
sus constituyentes o partes, para cada una de las posibles estructuras de 
una expresiôn, de forma anàloga a como se definiô en la semântlca. En ei 
càlculo infinitario el operador p. se reduce a su semântlca operational de 
iteraciôn del cuerpo de su definiclôn hasta encontrar el valor' requerido, 
iterando simultàneamente todas las definiciones recurslvas que aparecen en 
el cuerpo. Las reglas del càlculo aritmético para el operador p son màs 
composicionales, puesto que en ellas se hace referenda directa al cuerpo 
de la definiclôn.
En el siguiente capitule, abordaremos este problema a través de una 
semântlca no estândar para LRF, en la que ademàs serà posible razonar sobre 
propiedades de los programas de LRF, que no pueden razonarse con la 
semântlca estândar, como la terminaciôn de programas.
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1.- UN CALCULO INFINITARIO PARA LRF
En esta secclôn présentâmes un càlculo infinitario correcto y complète 
para LRFs, en el mismo sentido que el càlculo infinitario de la lôgica 
dinàmica. En la lôgica dinàmica, la régla infinitaria està basada en el 
hecho de que todo estado alcanzado por el operador de iteraciôn * puede ser 
alcanzado en algun nùmero leM de pasos. Para LRF la régla infinitaria està 
basada en la equivalencia del operador p y sus aproximaciones sintàcticas, 
lo que exige que nos restrinjamos a LRFs.
La prueba de completitud que présentâmes para este càlculo, se basa en 
el método de los Tableaux, aunque podla haberse obtenido de hecho de tantas 
formas como demostraciones de completitud para Lw^w se han obtenido. Hemos 
escogido el método de los tableaux, puesto que es un procedimiento natural 
para el problema de satisfactibilidad, con el que ademàs se pueden obtener 
condiciones suficientes sobre los càlculos para asegurar su completitud.
De la demostraciôn de completitud, podremos concluir el teorema de 
LSwenheim-Skolem para LRFs. Este ultimo resultado a su vez, nos permitirà 
demostrar que el problema de validez para LRFs es n|, que Junto con el 
hecho ya demostrado en el capltulo anterior, de que QDL es expresable en 
LRFs, nos permitirà concluir, que el problema de validez para LRFs es 
n|-completo.
En primer lugar présentâmes el método de los Tableaux para LRF.
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EL METODO DE LOS TABLEAUX PARA LRF
El método de los tableaux [Bet 59] es un procedimiento elegante y 
natural para resover el problema de satisfactibilidad, de forma que ss va 
reduciendo la cuestiôn de la satisfactibilidad de una fôrmula a de sus 
componentes, y al mismo tiempo es una técnica para las demostraciones de 
completitud de càlculos.
En este apartado, présentâmes el método de los Tableaux, siguiendo la 
formulaciôn de Smullyan [Smu 86], para obtener condiciones suficientes de 
completitud para càlculos en el marco de LRF.
Para esto, dénotâmes por Z a la signatura obtenida al extender una 
signatura Z con un conjunto numerable C de simbolos de constantes nuevcs. Y 
distinguâmes siete categories disjuntas de Z-fôrmulas, a las cuales les 
asociamos un conjunto (finito o numerable) de Z-fôrmulas màs sencillas (con 
respecto a una funciôn de complejidad que definiremos a continuaclôn), 
llsunadas constituyentes, en funciôn de ciertas condiciones de 
satisfactibilidad entre las fôrmulas y sus constituyentes. Esta 
clasificaciôn es la siguiente, slendo ÔSFFOR^:
(0) Fôrmulas bàsicas: consiste de las fôrmulas atômicas y sus
negaciones. No tienen constituyentes.
tj-t^ , -it^ «t^ , P(t), nP(t), X(t)st y -.X(t)st.
(1) Fôrmulas conjuntivas o alfa: las dénotâmes por a y
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en los cuatro ûltlmos casos, debe verificarse que N^cTERg para algùn 
Isjsn, las variables x sean dlstlntas entre si y para todo Isian, x^dlib(a)
(2) Fôrmulas disyuntivas o beta: las denotamos por g y a sus
constituyentes por g^ , tiene dos constituyentes y su relaciôn es:





(3) Fôrmulas universales o gamma: las denotamos por y y a sus
constituyentes por y(t). Tienen una cantidad numerable de constituyentes 





(4) Fôrmulas existenciales o eta: las denotamos por t) y a sus
constituyentes por 7j(t). Tienen una cantidad numerable de constituyentes 
(para cada teTER^) y su relaciôn es:
Sat($u(%}) <=> Sat(ôv;<Tj, T)(c) > ) slendo ceC una constante nueva, 
es decir, que no aparece ni en 9 in en t).
TJ Tj(t)
3x0 0(t/x]
(S) Fôrmulas u-conjuntivas u w-alfa: las denotamos por a y a sus
constituyentes por a^ . Tienen una cantidad numerable de constituyentes 
(para cada idN) y su relaciôn es:
Sat(ôu{a >) <=> Sat($v(a / ieIN})
-i(pX.G)(t)9t -.(pX.G)"’(t)3t
(6) Fôrmulas w-disyuntivas u u-beta: las denotamos por g y a sus
îtituyentes por g^ . Tienen i 
(para cada i#4) y su relaciôn es:
constit una cantidad numerable de constituyentes
Sat($u{g }) <=> Sat(@v{g,g^}) para algun isN
(pX.G)(t)at (pX,G)“ ’(t)9t
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En las dos ultimas categorias, (pX.G)**’ es la 1-ésima aproximaclôn 
slntâctica de (pX.G), definidas en el capltulo 2 para LRFs. Ademàs, estas 
dos categorias fuerzan a que los tableaux para LRFs sean àrboles 
u-ramificados, que es la diferencia esencial con los de primer orden.
En primer lugar vamos a demostrar que efectivamente esta clasificaciôn 
es una particiôn que verlflca las condiciones especificadas y que existe 
una funciôn de complejidad de forma que las constituyentes de una fôrmula 
sean màs simples que ella.
1- LEMA
Toda Z-fôrmula pertenece exactamente a una de las siete categorias 
anterlores. Ademàs, esta clasificaciôn verlflca las condiciones de 
satisfactibilidad especificadas.
Demostraciôn
Para demostrar que las siete categorias anterlores son una particiôn de 
las fôrmulas de LRFs, basta tener en cuenta la condiciôn exigida para los 
cuatro ûltlmos casos de la categorla alfa.
Para demostrar que cada categorla verlflca la relaciôn dada para una 
fôrmula y sus constituyentes, demostramos para una Z-estructura 3 y un 
contexto A y una valoraclôn 5 sobre D:
(i) Para las fôrmulas alfa: S[«(ô,ô) <=> 3|«^Aa^(A, ô)
(il) Para las fôrmulas beta: 3[^(A,ô) <=> D)^3^vg^(A,Ô)
(iii) Para las fôrmulas gamma: 0|qr(A,d) => 9(qr(t)(A,5) para teTERg
(iv) Para las fôrmulas eta: D^n(A, a) <=> 3^tj(c) (A, ôlx/cj ) para xeD y
ecC que no aparece en v
(v) Para las fôrmulas w-alfa: Df«*(A, ô) <=> 9f«|(A. 6) para todo ieW
(vi) Para las fôrmulas w-beta: 3|^ 3 (A,ô) <=> (A,ô) para algûn ieW
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Lo cual es Inmediato para (l)-(iv) por la semântlca dada para LRFs y 
para (v) y (vi) por el teorema 21 de la secciôn 2.3, que afirma que (pX.G) 
es équivalente a la uniôn de sus aproximaciones slntâctica j ^ ( p X . G ) ,
2- LEMA
Existe una funciôn de complejidad |.| para las fôrmulas de LRF con la 
propiedad de que para toda fôrmula f, |f|<|fi| para todo constituyente fi
de f.
Demostraciôn
En efecto, deflnlmos la funciôn |.| para las fôrmulas, las expresiones 
y las expresiones funclonales de forma mutuamente recursiva como slgue:
(1) Para fcFFOR:
|f| = 0 para toda fôrmula <p bisica
|nf| " |fI * 1 para toda fôrmula <p que no sea atômica 
. maximo{|0j, j0^ | } + 1 
|3x0| = |0| + 1
|M3t| » |M| + 2 siempre que Mat no sea una fôrmula atômica.
|P(8)| ■ maximo{|Nj / isisn) ♦ (6 + n) siempre que para algün isjsn 
N^âTER, es decir, siempre que P(^) no sea una fôrmula atômica. 
(il) Para MeEXP:
|tj * 0 para todo teTER 
[N^ uN^ I ■ maximo<|Nj, |N^|> + 1 
|f— >N| « maximo{|f|, |N|> ♦ 1 
|exf| ■ |f| ♦ 1 
lF(t)| - |F|
|F(ÎÎ)| » maximo{|F|, |Nj / Isisn) + (6 ♦n) siempre que para algun Isjsn
NjgTER
(iii) Para FeFEXP:
|fl - 0 
|X| “ 0
|Xx.M| - |M| + 1 
|pX.G| ~ u * |G|
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Puede comprobarse que esta funciôn verlflca la condiciôn pedlda sin màs 
que ir comprobando cada caso. Veamos algunos:
Para las fôrmulas del tipo P(îî) (no atômica):
|P(IÎ)| ■ maximo{|Nj / isisn) + (6 + n), y su constituyente
|3% N axA?(x)l = I ^  _ Nax aP(x)| + 1, que formalmente es• iSlSn i l  * 'ISlSnll •
« maximo{-i(^^/^^i N^ax^v -iP(x))} = maximo(|Nj / isün) +(S + n).
Para las fôrmulas del tipo gamma y eta:
Basta con demostrar para toda f, M y F: que para toda x y término t,
|f[t/x]| = |f|, |M[t/x]| = jMj y |F[t/x)| = |F|, lo que puede demostrarse
de forma sencilla. por inducciôn simultànea sobre la estructura de f, M y  
F.
Para las fôrmulas del tipo a y g :
Se verlflca puesto que en las aproximaciones sintàcticas (pX.G) no 
aparece el operador p, y por tanto su complejidad es finita, segun la 
definiclôn de |. |. Hubiese sido suficiente définir |pX.G|=w, pero la hemos 
definido de forma que esta funciôn de complejidad pueda usarse con otros 
propositos.
En los demàs casos se procédé de forma similar al caso P(îl). ,
A diferencia con los tableaux para la lôgica de primer orden clàsica. 
un tableau para ÔSFFOR^ (a lo màs numerable) es un àrbol w-ramificado con 
los nodos etiquetados por conjuntos (a lo màs numerables) de E-fôrmulas 
obtenido segun la definiclôn 6 de màs abajo, para la que necesitamos las 
siguientes definiciones previas.
3- DEFINICION (Rama. Finita, Cerrada, Profundidad)
Sea Z un àrbol con los nodos etiquetados por conjuntos de fôrmulas:
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(a) Una rama R de I es finita si tiene un nùmero finito de nodos.
(b) Un conjunto de formulas L es cerrado si existe una formula <p tal que 
{f. -If }CL o ffeL. En otro caso se dice abierto.
(c) Una rama R de I es cerrada si L=u{L / L es una étiqueta de un nodo de R>
es cerrado. En otro caso es abierta.
(d) Si I tiene todas sus ramas finitas, definimos la profundidad p de Z por 
inducciôn sobre su estructura, como sigue;
Si Z esta formado por un solo nodo, p(I)=0
Si Ii, iel son los subârboles de I, p(l) es el supremo de los ordinales
p(Zi)+l (i€l). a
Obsérvese, que el hecho de que un àrbol Z tenga todas sus ramas finitas 
no qulere decir que I sea de profundidad finita (es decir, que p(Z) sea un 
ordinal finito) puesto que I puede ser w-ramificado.
4- DEFINICION
Sea ♦ un conjunto de fôrmulas.
(a) Un término t es adecuado a ô si todos los simbolos de funciôn (y por
tanto los de constante) que usa t aparecen en $ y las variables de
Individuo libres de t aparecen libres en alguna fôrmula de 9.
(b) Los axiomas de la igualdad son:
Vx(%"x)
VxVy(x=y — * y=x)
VxVyVz(x=y a y=z — » x»z)
VxVyVz(f(x)=z A x*y — > f(y)=z)
VxVy(P(x) A x=y — » P(y))
VxVyVzVv(X(x)az a x=y a z=v — > X(y)av)
Slendo f un simbolo de funciôn de aridad >0, P un simbolo de predicado
de aridad >0 y XeFVAR de aridad tO.
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Un axloma de la Igualdad <r es adecuado a * si todos los simbolos de 
funciôn y predicado que usa o- (y por tanto ambos de aridad > 0) aparecen en 
9 y las variables funclonales libres de <r aparecen en alguna fôrmula de
■
5-DEFINICION (Extenslôn c.r.a $ para Tableaux}
Dados un conjunto de fôrmulas 9 y dos àrboles (u-ramlfIcados) con los
nodos etiquetados por conjuntos de fôrmulas X y Z* con todas sus ramas
finitas, decimos que I' es una extenslôn con respecto a ô de Z si para 
algün conjunto A de hojas abiertas de Z, I' se ha obtenido al extender en 
Z, de forma simultànea, cada una de las hoJas de A de acuerdo con las
siguientes reglas de extenslôn c.r.a 9 de hojas.
Sea H una hoja etiquetada por el conjunto de fôrmulas L:
(1) Hl-extenslôn: Si 9oi9, aftadir a H un hijo etiquetado por Luôo.
(2) EQ-extensiôn: Si A«r es un conjunto de axiomas de la igualdad
adecuados a $, aftadir a H un hiJo etiquetado por LuiAo"}.
(3) a-extensiôn: Si aeL, aftadir a H un hijo etiquetado por Lu{a^,a^>.
(4) g-extensiôn: Si g«L, aftadir a H dos hljos etiquetados por Lu{g^> y
Lu{g^} respectivamente.
(5) y-extensiôn: Si ysL, aftadir a H un hijo etiquetado por Lu{y(t)>,
donde t es un término adecuado a L o bien t es el primer simbolo de
C si no hay términos adecuados a L.
(6) T>-extensiôn: Si ijeL, aftadir a H un hijo etiquetado por Lu{t}(c)>, 
siendo ceC una constante nueva; es decir, que no aparece en L.
(7) a -extensiôn: Si a «L, aftadir a H un hijo etiquetado por Lvj{a*/i€lN>
(8) g -extensiôn: Si g eL, aftadir a H u hijos etiquetados por Lu{g"} 
(i€W) respectivamente.
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6- DEFINICION (Tableau para 9)
Sea 9 un conjunto de Z-fôrmulas. X es un tableau para 9 si es el limite
(Çsw) de una sucesiôn de tableaux lo,Xi Xi,Ii*i,... tal que Xo
tienen un ùnico nodo etiquetado por un subconjunto de $ y Xt»i es una 
extenslôn de Xi c. r. a ô. «
Obsérvese que para cada i<Ç, Xi tiene todas sus ramas finitas. Ademàs, 
una rama finita es abierta (o cerrada) si lo es su hoJa.
7- DEFINICION (Tableau Cerrado)
Un tableau I es cerrado si toda rama de X es finita y cerrada. En otro 
caso I es abierto. -
8- LEMA
Sea 9 un conjunto de Z-fôrmulas y X un tableau para 9 con todas sus 
ramas finitas. Si 4 es satisfactible, entonces I tiene una hoja
satisfactible.
Demostraciôn
Sea 4oS4 el conjunto de fôrmulas de 9 usado en I. Para toda
Z-estructura D y A y ô contexto y valoraclôn sobre 9. Demostramos que 
9[4o(A,Ô) »> para alguna hoja H de I con étiqueta L y una Z-estructura Ô 
extensiôn de 9, 9^L(A,Ô).
En efecto, por definiclôn de tableau I =  ^ con Ça«, supongamos la 
hipôtesis y demostremos por inducciôn transfinita sobre i, que en Zt existe
una rama Ri, extensiôn de Ri-i o igual a Ri-i (para i>0), cuya hoja Ht de
étiqueta Li se satisface en una estructura 9i extensiôn de 9 bajo A,ô.
Para 1»0; Ho es el ùnico nodo de Xo, Ro consiste solo de Ho y 9o es 9, ya 
que LoS*o.
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Para i>0; SI la hoja Hi de la rama Ri de Ii no se extlende para obtener 
lui, entonces Hi es una hoja de Ii*i que satisface las condiciones 
requeridas por hipôtesis de inducciôn. Es decir, en este caso Ri«i es Rt y 
9i*i es Dt. En otro caso, supongamos que a Hi se le ha api icado una 
extensiôn, y distingamos casos:
n-extensiôn: entonces Li«i>>Liu{t)(c} > (Hi«i es el hijo de la extensiôn 
de Hi) para ceC que no aparece en Li. Sea 9i«i la extensiôn de 9i para el 
nuevo simbolo de funciôn c. que interpréta c como el valor xsD que 
satisface tj en Di baJo à, S (ya que TjeLi).
g*-extensiôn: entonces Li*i=Liu(gk} para un ksN tal que 9t^(A,ô), que 
existe por el lema 1. Y por tanto Hi*i es el k-ésimo hijo de la extensiôn 
de Hi, y Dt*i es 9i.
Para los demàs casos se procédé de forma anàloga, la estructura solo se 
aumenta por n-extensiones. Ademàs, como todas las ramas de I son finitas, 
existe un isN tal que para todo J>i, Rj=Ri. Luego tomando H=Hi y D una 
extensiôn arbitreria de 9t a Z, obtenemos lo que buscabamos. -
9- DEFINICION (Conjunto de Hintlkka)
Un conjunto de Z-fôrmulas H es un conjunto de Hintlkka si satisface las 
siguientes condiciones:
(1) H es un conjunto abierto.
(2) Todo axioma de la igualdad a- adecuado a H pertenece a H.
(3) Para toda fôrmula conjuntiva a: asH => a^eH para todo 1=1,2.
(4) Para toda fôrmula disyuntiva g: geH ■> g^eH para algûn J=l,2.
(5) Para toda fôrmula universal y: yeH => y(t)eH para todo Z-término t 
adecuado a H.
(6) Para toda fôrmula existencial t): 7)eH => %(c)eH para algün simbolo 
de constante nuevo ceC.
(7) Para toda fôrmula w-conjuntiva a : a «H => a^eH para todo i<w.
(8) Para toda fôrmula u-disyuntiva g : g%H => g^eH para algûn J<w. ,
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10- TEOREMA (Satisfactibilidad de los Conjuntos de Hintlkka)
Si H es un conjunto de Hintikka, entonces H es satisfactible. 
Demostraciôn
Definimos una relaciôn de equivalencia sobre el conjunto de los 
Z-términos TERg de la forma:
t»f sii t=t’eH
Usando los axiomas de la igualdad se puede probar que esta es una relaciôn 
de equivalencia. Denotamos por [t] a la clase de t, para todo Z-témino t. 
Definimos la Z-estructura D de dominio D={[tl / tcTER^} y las siguientes 
interpretaciones, contexto A y valoraclôn 5 sobre 8




false si -ip(ti.... tn)eH
arbitrario en otro caso
A(X)((tl] [tnl) » <[tl / (X(tl tn)3t)€H>
ô(x) = [xl
Otra vez usando la condiciôn (2) se demuestra que estas interpretaciones 
estân bien definidas.
Se comprueba por Inducciôn sobre la estructura de t:
(0) t®(ô) = [tl
Y por inducciôn simultanea sobre |.| de f, M y F:
(1) peH => f^(A,Ô)=true
(2) M®(A,3) - {[tl / (M9t)eH>
(3) F®(A,ô)([ttl [tn]) = {[tl / (F(tl tn)3t)€H} .
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11- DEFINICION (Tableau compléta)
Un tableau I para un conjunto de fôrmulas 4 es complete si toda rama 
abierta de I es compléta; donde una rama abierta R es compléta si el 
conjunto de fôrmulas H = v {L / L es una étiqueta de un nodo de R> ver if ica 
4SM y M es un conjunto de Hintikka. g
12- LEMA (Exlstencla de tableau compléta, tableau Canônlco)
Todo conjunto de Z-fôrmulas 4 tiene un tableau complete.
Demostraciôn
En efecto, dado 4 vamos a conàtruir dicho tableau, al que llamamos 
Snico y denotamos por I 
siguiente conjunto de fôrmulas
canô l Z^ . Para esto, conslderemos una enumeraciôn del
{a / a es una fôrmula conjuntiva) u
<g / g es una fôrmula disyuntiva} u
{<T.y(t)> / y es una fôrmula universal, teTER^} v
<7) / 1) es una fôrmula existencial} u
{a / a  es una fôrmula w-conJuntiva} v
{ g / g es una fôrmula u-disyuntiva}
Decimos que una fôrmula (o par de fôrmulas, del conjunto anterior) f es 
relevante para un conjunto de fôrmulas L si verlflca la condiciôn 
correspondiente a su categorla, de las siguientes condiciones:
- a es relevante para L si aeL y a^«L para algün 1=1,2.
- g es relevante para L si geL y g^eL para todo 1=1,2.
- <y,y(t)> es relevante para L si ycL y y(t)<L.
- 71 es relevante para L si tjcL y î)(c)eL para todo simbolo de constante ceC 
nuevo.
- a es relevante para L si a «L y a^«L para algün IeW.
- g es relevante para L si g «L y g^«L para todo i«N.
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El tableau canônlco para 4 se construye mediante el siguiente 
procedimiento:
1. - 1: =0, lo: =
2.- i:=l. II:» |4
•4vÆA
donde EA»{<r / r es un axioma de la igualdad adecuado a 4>
3.- Si II es completo, acabar devolviendo ïi.
4.- En otro caso, sea A » {H / H es una hoja abierta de II}, para cada HcA
tomar si existe la menor fôrmula ( o par de fôrmulas) relevante para el 
conjunto de fôrmulas L que étiqueta a H y aplicarle de forma simultànea
a todas estas hojas la correspondiente régla de extensiôn de hojas
c. r.a 4.
5. - Sea Ii*i el àrbol résultante de la extensiôn c.r.a 4 de I por 4 e
i:=i+l, y volver a 3.
Definimos I.: =■ 4
Il si el algoritmo para en la vuelta J
^^Ii en otro caso
Comprobemos que I^ es un tableau completo para 4. Que I^ es un tableau 
para 4 es évidente. Si el algoritmo para en la vuelta i, entonces I^ es 
completo por la condiciôn de parada del algoritmo. Supongamos por tanto que 
Ï4 = y demostremos para toda rama abierta R de I^ que el conjunto
L=v{L / L es una étiqueta de un nodo de R}
es un conjunto de Hintikka, puesto que 4SL se verifica por el paso 0 del
algoritmo. Las condiciones (1) y (2) de conjunto de Hintikka se verifican 
por el paso 2 del algoritmo y por ser R abierta respectivamente. Para las 
condiciones (3)-(8) razonamos como slgue: sea fsL una fôrmula no bàsica, 
entonces existe ieM tal que 9 aparece por primera vez en la rama Ri, siendo
Rl la parte de la rama R correspondiente a II. Y sea keW la posiciôn que
ocupa 9 en la numeraciôn conslderada en la construcciôn de Z^ . Entonces, en 
Ri+k, la parte de R correspondiente a Ii+k, estan las constituyentes 
correspondientes a f. -
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13- TEOREMA (Correccion y Completitud del Hétodo de los Tableaux)
Sea ♦ un conjunto de fôrmulas:
4 no es satisfactible <=> 4 tiene un tableau cerrado.
Demostraciôn
CORRECCION: Sea I un tableau cerrado para 4. Por definiclôn, todas las 
ramas de Z son finitas y cerradas. Si 4 fuese satisfactible, por el lema 8 
Z tendria una rama satisfactible, lo que contradice que todas sus ramas 
sean cerradas.
COMPLETITUD: Si 4 no tiene tableau cerrado, Z^ no es cerrado, y existen 
dos posibilidades:
(a) Z^ tiene todas sus ramas finitas: Entonces, como no es cerrado, tiene 
una rama finita abierta.
(b) Z^ tiene una rama infinita: Entonces esta rama es abierta, puesto que 
en el algoritmo de construcciôn del tableau canônlco, solo se extienden las 
ramas abiertas.
En ambos casos, podemos concluir que 4 es satisfactible, puesto que si 
Z^ tiene una rama R abierta, por ser Z^ completo el conjunto L de las
étiquetas de R es de Hintikka. Es decir, si R=<nodo^ nodo^,...} es una
rama abierta de y L^  la étiqueta del nodo^, entonces L»uL^ es un 
conjunto de Hintikka que incluye a 4. g
14- EJEMPLO
. Sea Z una signatura con un simbolo de constante 0 y dos funciones 
mon&dicas pred y succ. Definimos la funciôn constante de un argumente Zero, 
por la siguiente expresiôn funcional:
Zero ■ jiX. (Ax. (x=0 -> 0 u
-ix=0 X(x-l) )
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Sus aproximaciones sintàcticas son de la forma: 
Zéro'°' 3 Ax. (-1 x=x x) = Cl*'*
-ix=0 Zéro (x-D)
Vamos a demostrar las consecuencias lôglcas:
(a) -1(1=0)  ^i2ero(0)9l
(b) 1(1=0) y Zero(l)aO
Para esto, comprobamos que los conjuntos:
(a) {->(1=0), Zero(O)al)
(b) {1(1=0), iZero(l)aO)
son insatisfactibles, obteniendo un tableau cerrado para cada caso.
Para poder asegurar en (a) que Zero(O) no produce 1, es necesarlo comprobar 
que 1 no es producido por ninguna de las aproximaciones sintàcticas de 
Zero(O).
Sin embargo, para asegurar que 0 es producido por Zero(l) es suficiente 
iterar dos veces la definiclôn de Zero.
En la construcciôn de los tableaux, solo vamos a poner en cada nodo las 
fôrmulas que se aftaden al realizar la correspondiente extensiôn, de forma 
que la étiqueta real de un nodo es el conjunto de fôrmulas que aparecen en 
los nodos desde la ralz hasta él. Ademàs indicaremos la extensiôn que se ha 





(n0=0 -» 0)al 
-i0*0, Oal
I -  
0=1
-il=0, Zero(0)3l










(0=0 -» 0 u
i0»0 -> Zero""^’(0-l))3l
I - f








-iZero**’(l)30 para todo leN
I —  a para 1=2 
t(1=0 -* 0 u 
il=0 -» Zero*'* (0) )aO
-i(l»C 0)30, t ('i1=0 -» Zero (0)30
I I — P
-i-«l=0 -iZero*'* (0)a0
I —  a I — «
1=0 -I (0=0 -» 0 u
-.0=0 ■* Zero*** (0-1 ))30
-.(0=0 -» 0)30, -.(-.0=0 -» Zero**** (0-1) )30
I I — P
-.0=0 nOaO
I —  EQ I —  a
Vx x=x -.0=0
I —  r I —  EQ
0=0 Vx x=x




Como se ha dlcho, el aétodo de los tableaux, no solo es un nétodo para 
obtener la satisfactlbllidad de fôrnulas, si no que es una herramlenta para 
las demostraclones de completltud de câlculos. Antes de presenter el 
càlculo, establecemos condlclones suflcientes que debe veriflcar una 
relaclôn de deduclbllldad formai para ser compléta para LRFs.
El sigulente lema serà usado en la demostraciôn de las condlclones 
suflcientes de completltud, ya que en ella se procédé por Inducciôn sobre 
la profundldad de tableaux, y la profundldad de un ârbol està definida por 
inducciôn sobre la estructura del àrbol.
15- LEMA
Sea * un conjunto de fôrmulas y X un tableau para 9 con todas sus ramas 
finîtes, y con étiqueta L en su raiz. Entonces I tlene alguna de las 
slgulentes estructuras:
(I) I tlene un solo nodo etlquetado por $oG$.
(II) I tlene exactamente un subàrbol Xi con étiqueta Li en su raiz, de 
forma que Xi es un tableau para #vLi y ademôs en L se reallzô una 
HI.EQ,a,7,1) o a*-extenslôn c.r.a 9.
(III) I tlene exactamente dos subârboles Xi y Xz con étiqueta Li y Lz en su 
raiz respectIvamente, de forma que Xi es un tableau para $vLi y Xz para 
$vLz y ademàs en L se reallzô una 0-extenslôn c.r.a 9.
(Iv) Z tlene exactamente u subârboles Xi (leN) con étiqueta L> en su raiz, 
de forma que Xi es un tableau para tvLi y ademàs en L se reallzô una 
$ -extenslôn c.r.a $.
Demostraciôn
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El hecho de que si I no consiste de un solo nodo entonces a L se le 
aplicô una de las poslbles extenslones c.r.a 9 se veriflca por deflnlclôn 
de tableau para 9.
Para comprobar que un subàrbol Xi de X es un tableau para *uLt, veamos 
que Xi veriflca la deflnlclôn de tableau para ôvLi. Por hlpôtesls, X es
(Çs<j), tal que Xo veriflca (1) del lema y Ik+t es una extenslôn c.r.a
9 de Xk. Entonces Xi es ^^Ik ((sw). tal que Xo=ôouLi y Ik*i se obtlene a 
partir de Xk, apllcando a Xk la mlsma extenslôn que se apllcô a Xk pero 
restrlnglda a las hojas de Xk. Ademàs, toda extenslôn con respecto a un 
conjunto de fôrmulas lo es tamblén con respecto a un conjunto mayor. Por lo
que se puede conclulr que Xi es un tableau para ôvLi. g
16- TEORDIA (Condlclones de Completltud)
Todo càlculo CT cuya relaclôn de deduclbllldad (abrevladamente |-) 
satlsface las slgulentes condlclones es complete para LRFs.
(1) SI ♦ (- \(r entonces }• ^
(2) SI ♦u{<r> [- entonces ♦ j- ^ para cualquler axloma de la Igualdad <r
(3) Para toda fôrmula a: si ♦u<a^,a^> [- ^ entonces (- ÿ
(4) Para toda fôrmula g: si ôu{g^> [• ^ y [- ip entonces (- p
(5) Para toda fôrmula %: si $v{y(t) > j- ip entonces *u{y) |- \p para todo 
térmlno t
(6) Para toda fôrmula tj: si $v{i)(c)} (- ip entonces |- *p para c una
constante nueva que no aparece ni en ô ni en ^ ni en i)
(7) Para toda fôrmula a : si ôw{a* / l€lN> |- ^ entonces
(8) Para toda fôrmula g*: si ôu{g^> [- ^ para todo leN entonces #u{g
(9) |- ff
(10) SI 9^ j{-up} |- ff entonces # ^
Demostraciôn
Se reduce a demostrar para cualquler fôrmula y,que si X es un tableau 
de ramas fini tas para algûn conjunto de fôrmulas 9 tal que para toda rama
de X, slendo L la étiqueta de la hoja de la rama, entonces Para
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esto. procedemos por inducciôn transflnlta sobre la profundldad de I, 
usando el lema anterior:
p(X)=0: Entonces X tlene un solo nodo y LS$ Basta con apllcar (1).
p(X)>0: Entonces X tlene I subârboles Xi (lei), cada uno de los cuales es 
un tableau para (Li la étiqueta de su raiz). Ademàs, para toda rama de
Xi, Li slendo Lt la étiqueta de la hoja de la rama, por construcclôn; 
luego apllcando hlpôtesls de Inducciôn obtenemos que ôuLi[^ para todo lel. 
Distlnguiendo casos en funclôn de la extenslôn c.r.a # que se le aplicô a L 
(raiz de X), se concluye $|-p. Veamos el caso de «-extenslôn: I es unitarlo, 
Li=Lu{a^,a^> y «eL, luego por (3) y puesto que LCÔ, Los demàs
casos son anàlogos.
Demostremos ahora el teorema: SI 9 )« ' 0, entonces 9v{np} es
Insatlsfactlble y por el teorema anterior tlene un tableau cerrado X; es 
declr, todas sus ramas son finîtes y cerradas. Luego por la condlclôn (9), 
para toda rama de X, L|-ff donde L es la étiqueta de la hoja de la* rama. Y 
por tanto de |-ff. Por ûltlmo, por la condlclôn (10), g
El càlculo que présentâmes a contlnuaclôn es un càlculo de secuenclas, 
tamblén se pueden obtener càlculos al estllo Hllbert sln màs que aftadlr a 
un càlculo de este tlpo para la lôglca de primer orden clàsica los axlomas 
y reglas proplos para la descomposlclôn de un programa en sus partes. Hemos 
optado por un càlculo de secuenclas en primer lugar porque nos parece un 
método mucho màs natural para obtener deducclones que los càlculos de tlpo 
Hllbert, y en segundo lugar porque se adecuan perfectamehte al método de 
los tableaux.
Este càlculo, al que hemos denoralnado i, consiste de los slgulentes 
axlomas (o secuenclas obvlamente correctas) y reglas de Inferencla que 
reducen la correcciôn de una secuencla (concluslôn de la régla) a la 
correcclôn de otras secuenclas (premlsas de la régla). Dénotâmes, en lo que 
slgue, r[v> a la secuencla de antecedente el conjunto de fôrmulas r y 
consecuente la fôrmula p. Para el antecedente, cas! nunca usaremos notaclôn 
de conjunto slno fôrmulas separadas por comas.
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Axlomas v réglas de primer orden
































Reglas para la descomposlclôn de las exoreslones
(3-A)
(PD-A)
r. t= f 1- p
(3-iA)
r, t3 f I- p r, ntat* 1- p
r. 3y . .3y (M 3y A.. .A M 3y Ap(y, ...y)) [• p
i n i i  n n  i n
r, p(M .^. .,M )^ |- p
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(PD-.A)
r. i3y . 3y (M ay a. . . a M 3y a p(y ... .y )) V <p
1 n i l  n n i n '
r, -ip(M^,.. ,M^) |- p
donde las variables y^  no aparecen ni en ni en y son
dlstlntas entre si.






r .  (MvN)at 1- p 
r ,  # A Mat |- p 
r .  (Ip -» M)at I- p 
r ,  ^ [ t / x i  \- p 




r .  i(Mat V Nat) j- p 
r ,  -i(MvN)at |- p 
r ,  n(^ A Mat) |- p 
r ,  -i(p •+ M)at }- p 
r ,  -i0( t / x i  1- p 
r ,  -i(cxÿ)at |- p
r, 3y .. 3y (M ay A .. aM ay Ap(y ,.., y ) )at 1 p 
i n i i  n n i  n '
r. F(M^,. . ,M^)at I- p 
r, -i3y .. 3y (M ay A . . aM ay AF(y ,. . , y ) )at t p
1 n i l  n n i  n '
r. -iF(Mj... ,M^)at [- p




r .  M [ t y x ^ , . . . .  t y x ^ ia t  ( - p 
r .  (Xx^ x^. M )( t^ , . . ,  t^ )a t  (- p 
r ,  iM (t^ /x^ , . . . .  t y x ^ la t  |- p 




r, (fxX. G) * ’ * 1^  para todo leN
r. (pX.G)}?
r. {n(pX.G)“ */ leN) \<P 
r.i(pX.G) fp
En las dos ultimas réglas, (pX.G)*'* dénota la 1-éslma aproxlmaclôn 
slntâctlca de pX.G definida en la deflnlcàn 18 de la secclôn 2.3.
Dénotâmes por }-. o slmplemente por |-, a la relaclôn de deduclbllldad 
formai en este càlculo. Como en la lôglca Inflnltarla clàsica Lw^u. las 
demostraclones formales pueden ser Inflnltas (cfr. [Kel 71]}, màs 
formalmente:
9- DEFINICION
(a) Un àrbol w-ramlflcado con todas sus ramas flnltas y con los nodos 
etlquetados por secuenclas de la forma Tf^, slendo F a lo màs numerable, es 
un àrbol de deducclôn si veriflca (1) o (11):
(I) es un àrbol con un solo nodo cuya étiqueta es un axloma del 
càlculo.
(II) Su raiz, etlquetada por L, tlene Ç subârboles, Çs«, con ralces 
etlquetadas por Li (IsÇ) respectlvamente, todos ellos àrboles de 
deducclôn, de forma que existe una régla en el càlculo cuya 
concluslôn es L y sus premlsas son las secuenclas Lt (IsÇ).
(b) Dados un conjunto de fôrmulas 9 (a lo màs numerable) y una fôrmula p, p 
es demostrable a partir de 9 en el càlculo i, denotado por ° 
slmplemente por ô[p, si existe un àrbol de deducclôn para F|ip con FSÔ, es 
declr un àrbol de deducclôn cuya raiz està etlquetada por F[p. g
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Las slgulentes reglas (o axlomas) son derlvadas:
r.pjv
(-»+C)   (-♦-C)
r.pfVf
rfp





(a -A)   (a -C)
r.pAf^p r^pAp
r,p(t/x]^p r|^(c/x]
(v -A ) -----------------  (V-C)  slendo ceC nueva
r.vxpj^  ^ rf-vxp






r|- n(pX.G)*** para todo leN
r|. n(pX.G)
Evldentemente los axlomas y reglas de primer orden de t forman un 
càlculo correcto y completo para ELi, al que hemos afladldo un axloma 
composlclonal para cada una de las poslbles estructuras de una expresiôn. 
Las reglas (p-A) y (npC) hacen referenda a la semàntlca operaclonal del 
operador p de Iterar todas las deflnlclones recurslvas hasta encontar el 
valor requerldo.
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10- TEOREMA (Correcciôn y Completitud)
Para todo conjunto de fôrmulas $v{p) de LRFs:
•
Demostraciôn
CORRECION: Por inducciôn transflnlta sobre la profundldad Ç del àrbol 
de deducclôn, demostramos que la raiz de cualquler àrbol de deducclôn es 
corrects. Declmos que una secuencla F|-p es corrects si r)-p.
Ç=0: Hay que comprobar que todas las instancias de los axlomas del
càlculo son correctas; es declr, Ffp.
S>0: Hay que comprobar que todas las Instancias de las reglas del càlculo 
verlflcan que la concluslôn es corrects si lo son las premlsas.
COMPLETITUD: Basta con demostrar que el càlculo verifies las
condlclones del teorema 16. Todas son Inmedlatas:
(1) usando la régla (FS), (2) usando (<r) y (RC), (3) usando (a -A) y (RC)
basta demostrar Fj-a-xt^ Aa^  para cada tlpo de fôrmula a, (4) usando (v-A) y 
(RC) basta demostrar F|^ 3-»g^ vg^  para cada tlpo de fôrmula g, (5) usando 
(V-A), (6) usando (3-A), (7) usando (ipC), (8) usando (p-A), (9) usando
(CD) y (10) usando (RA). .
11- EJEMPLO
Veamos los mlsmos ejemplos que présentâmes antes para los tableaux. La 
Idea es la mlsma que entonces.
Tanto en la derlvaclôn (a) como en la (b), de las slgulentes dos 
paginas, hemos reallzado varies pasos en uno, en los casos en que estes 
corresponden a la lôglca de primer orden, para no hacer los àrboles 
demaslados grandes.
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(a) -I 0=1 |- -i2ero(0)3l
n 0=1 |- -Zero*°’(0)al n 0=1 j- -.Zero*'* (0)al n 0=1 j- -Zero*** (0)al
I I I
iO=l, Zero*** (0)al [- ff anAiogo al 1 iO=l, Zero*** (0)al [- ff
I I
-.0=1, (-.0=0 ^ 0)3l [• ff -.0=1, (0=0 -* 0 u
I -.0=0 ^ Zero*'"'* (0-1) )3l j- ff
I I
-.0=1, -.0=0, 0=1 |- ff -iO=l, (0=0 -$ 0)sl V
(CD) (n0=0 -» Zero*' '*(0-1) )3l |- ff
-.0=1, (0=0^0)31 1- ff -.0=1, (-.0=0 Zero*'"'* (0-1) )3l |- ff
I I
-.0=1, 0=0, 031 I- ff -.0=1, -.0=0, Zero*'"'* (0-1)31 |- ff
I I
-.0=1, 0=0, 0=1 |- ff -.0=1, Zero*' '*(0-1) |- 0=0
(CD) (ID)
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(b) -il=0 [- ZeroCDaO
-.1=0 [- Zero'^’(l)30
-.1=0, -Zero‘d’ (1)30 [ ff
I
-.1=0, -.(1=0 -» 0 V
-.1=0 -> Zero*'’(0))30 j- ff
.1=0, -.(1=0 -» 0)30. -.(-.1=0 -* Zero“ ’(0))30 f- ff
nl=0, il=0 V -1Û30, -.-.1=0 V -.Zero*'* (0)30 [- ff
-il=0, -.030 |- ff -.1=0, -.-.1=0 V -Zero*'* (0)30 [ ff
-.1=0 1- 0=0 -.1=0, -.-.1=0 |- ff -.1=0, -Zero*'* (0)30 }• ff
(10)
-.1=0, 1=0 |- ff -.1=0, -.(0=0 -$ 0 V
(CD) -.0=0 -» Zero**** (0-1 ) )30(-ff
-.1=0, -.(0=0 -» 0)30, (-.0=0 -» Zero**** (0-1) )30[-ff





Puesto que los modelos para los conjuntos de Hlntikka son numerables. a 
partir del teorema de correcclôn y completltud del método de los tableaux, 
se deduce de forma Inmedlata
12- TEOREMA (Lovenhela-Skolem)
Toda LRFs-fôrmula satlsfactlble tlene un modelo numerable. —
Como ya hemos dlcho. el problems de validez para LRFs es Il'-duro, 
ademàs. por el anterior teorema podemos demostrar que es y por tanto 
conclulr que es n|-completo.
13- TEOREMA
El problems de validez para LRFs es n|-completo. Màs exactamente. para 
una signatura E sufIclentemente rlca, el conjunto de todas las E-fôrmulas 
de LRFs que son vàlldas en todas las E-estructuras es Il|-completo.
Demostraciôn
Para una signatura sufIclentemente rlca, es sabldo que el problems de 
validez para QDL es üj-completo (cfr. secclôn 1.1). Como QDL es expresable 
en LRFs (teorema 4 de la secclôn 2.4), se puede adaptar de forma sencllla, 
la demostraciôn de que el problema de validez para QDL es üj-duro (cfr. 
[HMP 77]) a LRFs. Obtenemos asl, que el problema de validez para LRFs 
nj-duro; es es declr, todo problema n| se puede reduclr a él.
Por lo tanto es suflclente probar que el problema de validez para LRFs 
pertenece a la clase n|. Esto se verifies para cualquler signatura 
numerable E, por el teorema de LBwenhelm-Skolem para LRFs.
De hecho, para cualquler E-fôrmula y de LRFs, tenemos:
p es vàllda en toda estructura sll 
p es vàllda en toda estructura numerable.
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Como, las E-estructuras numerables D pueden codificarse como funciones
totales f sobre numéros naturales, y las E-fôrmulas de LRFs p pueden
codificarse como numéros naturales n de tal forma que la relaclôn puede
verse como una relaclôn arltmética R(f,n) (cfr. [Rog 671). Medlante esta




2 .- UN CALCULO ARITMETICO PARA LRF
En esta secclôn présentâmes un càlculo flnltarlo arltaàtlcamente 
correcto y completo para LRFc, en el mlsmo sentldo que el càlculo 
arltmétlco de Harel para QDL. La completltud de este tlpo de càlculos, se 
basa en la expreslvldad de la lôglca de primer orden sobre estructuras 
aritmétlcas. De manera que a cada fôrmula de LRFc le hacemos corresponder 
una fôrmula de ELi lôglcamente équivalente bajo estructuras aritmétlcas, de 
acuerdo con la noclôn de completltud relative de Cook para correcclôn de 
programas.
Este proceso se complice para el operador p. bas tante màs que para el 
operador * en la lôglca dlnàmlca. En este caso, haclendo uso de que en 
estructuras aritmétlcas podemos cuantlflcar nûmeros naturales, codlflcar 
grafos finîtes de funciones y apllcar el principle de Inducciôn, expresamos 
medlante una fôrmula de primer orden extendldo la caracterlzaclôn del menor 
punto fljo de la deflnlclôn 8 de la secclôn 2.2.
En este sentldo, la noclôn de estructura arltmética, esta basada en 
exlglr a una estructura, las condlclones naturales necesarlas para que esta 
deflnlclôn sea poslble. Con el térmlno de "condlclones naturales", nos 
referImos al hecho de que en la programaclôn real "slempre" se dlspone de 
estas condlclones.
En el sigulente capitule ampllaremos esta clase de estructuras, de 
forma que contenlendo las condlclones necesarlas para la expreslvldad, sean 
axiomatlzables. Lo cual no ocurre para las estructuras aritmétlcas, y es 
muy convenlente, puesto que en el càlculo arltmétlco la teoria de una 
estructura hace el papel de oràculo.
En primer lugar, définîmes la noclôn de estructura arltmética en el 
sentldo de Harel (cfr. [Har 791).
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1- DEFINICION (Estructura Arltmética)
Una Z-estructura D es arltmética si Z incluye un simbolo de predicado 
monâdico nat, dos constantes 0, 1, y dos simbolos de funclôn binaries ♦, 
comp, tal que se verlflcan las slgulentes condlclones:
(1) NCD y para todo xeD: nat^(x) = true sll xelN.
(2) 0^ * OeN, 1^ * leN, y x y = x+y para todo x, yelN.
(3) para toda secuencla flnlta < x  x > con x eD, existe algun ueD
n 1 n 1
tal que x * comp (l,u) para Osisn. -
2- DEFINICION {Simbolos definidos)
Introduclnos ahora dos simbolos definidos de predlcados binaries : < y 
s, de forma que para todo par de tèrmlnos t^  y t^ :
t^<t^ suple a 3% ((t^+x)+l»t^)
t^st^ suple a tj<t^ V t^ =t^ . g
Ademàs. para slmpllflcar la notaclôn, usaremos k,l,n y m como variables 
de Indivlduo que solo pueden Interpretarse con valores naturales; es declr 
que verlflcan el predicado nat, y nos referlremos a comp(l,u) por u[ll.
EXPRESIVIDAD DE LAS ESTRUCTURAS ARITMETICAS
Como hemos dlcho al Inlclo de esta secclôn, la completltud arltmética 
de un càlculo flnltarlo para LRFc se basa en la expreslvldad de la lôglca 
de primer orden extendlda en estructuras aritmétlcas, de acuerdo con la 
noclôn de completltud relative de Cook (cfr. [Coo 78]). De forma que a cada 
fôrmula de LRFc le asoclamos una fôrmula de ELi équivalente sobre 
estructuras aritmétlcas.
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En primer lugar deflnlmos esta traducclôn aslgnando:
(a) A cada fôrmula p. una fôrmula E^ , con las mlsmas variable libres que 
tlene p equivalents a p.
(b) A cada expresiôn M, una fôrmula E^Cy) con una variable libre màs que M. 
que Intultlvamente admlte los mlsmos valores que produce M.
(c) A cada expresiôn funclonal F, una fôrmula Ep(x. y) con n+1 variables 
libre màs que F (slendo n la arldad de F), que Intultlvamente define el 
grafo de F.
por Inducciôn slmultànea sobre la funclôn de complejldad |.| definida 
en la secclôn anterior.
(a) Traslaclôn de las fôrmulas
V  \  “S
f “  E^-3? (^^^^ A p(?) )
slendo y variables nuevas y dlstlntas entre si. 
p4 (3t: E^=E^(y) [t/y]
p— E^-nE^
V E^-E^ V E^
p=3x0: E^«3xE^
(b) Traslaclôn de las exoreslones 
M-teTERj.; E^(y)= t«y
slendo y variables nuevas y dlstlntas entre si.
E,(y)-E^/y)vE^(y)
M=p -» N: E^(y)*E^ a  E^(y)
M“cxp; E (y)«E [y/x]
M f
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Como ya hemos dlcho, esta ultima fôrmula se basa en la caracterlzaclôn 
del menor punto fljo del teorema 12 de la secclôn 2.2, de forma que el 
slgnlflcado de la fôrmula BE^(k,x.y) tlene que ser: “puede construlrse una 
derlvaclôn de longltud k+1 que prueba que F(x) admlte el valor y“. Este es 
el punto clave de la traducclôn. A contlnuaclôn vamos a desarrollar la 
deflnlclôn formai de BE^ en varias etapas, expllcando su slgnlflcado.
(1) BE^(k,x,yj = 3u 3v (CDg j^ (k,u.v) a CP(k,u.v,x,y)
Que qulere declr: “Las secuenclas codlflcadas por u,v son una derlvaclôn de 
longltud k+1 c. r. al operador asoclado a G, X y los k-éslmos mlembros de 
estas secuenclas muestran que esta derlvaclôn produce la tupla <x,y>“.
(2) CP(k,u,v,x,y) = UjtkJ = x^ ) a v(k] = y
Que qulere declr: “Las k-éslmas componentes de las secuenclas 3,v forman la 
tupla <x,y>“.




3R(l,u,v,x,y) « 3m (m<l a u^tml =» x^) a v[m) » y)
Que qulere declr: “Para Oslsk, la 1-éslma tupla <u(l],vll]> dada por los 
côdlgos de las secuenclas, satlsface que v(l] es un poslble resultado de la 
avaluaclôn de G cuando las variables de Indivlduo x son Interpretadas como 
j[l], y la variable funclonal X es Interpretada como la funclôn flnlta cuyo 
grafo son las tuplas <u[m],v[ml>, m<l dadas por las secuenclas".
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Obsérvese que solamente es necesarla el uso de la funclôn de 
complejldad en la deflnlclôn de PV^ ^ , puesto que en los demàs casos la 
traducclôn se reduce a la de sus componentes. La funclôn de complejldad 
veriflca que la complejldad de 6 (fôrmula, expresiôn o expresiôn funclonal) 
es mayor que la de sus componentes, y ademàs permits définir PV^ ^ ya que 
|pX.G|=w+|G| y |PVg jjl^|G|+Ç con Ç<w puesto que |GR| es flnlta. 
Evldentemente que la fôrmula
PV' „(l,u,v) ■ E-(x,y){Xx.cyGR(l,u,v,x,y)/X,u [IJ/x u (ll/x ,v(l]/ylu, A U I I  m m
es équivalente a PV^ ^ puesto que ambas, apllcando sustituclôn una vez 
demostrada la correcclôn de la traducclôn, deflnen a la funclôn
G(Xx.cyGR(l,u, v,x,y)/X,u^[l]/x^,... ,u^[l]/x^,v(ll/yj
ademàs, como G es exlstenclal en X, para mayor valor de 1 en PV^ ^(l,u,v) 
(anàlogamente en PV ) mayor es la funclôn que define. Por ûltlmo, la 
deflnlclôn de PV^ ^ se reduce a la de su components, pero no es de primer 
orden extendldo. Esto podia haberse evltado deflnlendo una sustituclôn 
especial de variables funcionales por fôrmulas de ELi sobre fôrmulas de 
ELi, pero pensamos que esta funclôn de complejldad es bastante natural.
El sigulente resultado técnlco serà usado en el prôxlmo teorema.
3- LEMA
Sea 6 cualquler E-expreslôn funclonal, expresiôn o fôrmula de LRFc. SI 
8 es positiva (resp. negatlva, exlstenclal, universal) en una variable 
funclonal Y dada, entonces la E-fôrmula de primer orden extendldo que la 
express Eg tlene la mlsma propledad.
Demostraciôn
Por inducciôn slmultànea sobre la funclôn |.| para las E-fôrmulas, 
E-expresiones y E-expreslones funcionales. Conslderemos por ejemplo, el 
caso F"pX.G, donde X es dlstlnta de Y. SI asumlmos que G es positiva en Y,
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entonces Eg(x,y) es tamblén positiva en Y, por hlpôtesls de Inducciôn. 
Inspecclonando Ep(x,y), se comprueba que todas las aparlclones libres de Y 
en Ep(x,y) estân en la subfôrmula PV^ ^(l,u,v) y corresponden a las 
aparlclones de Y en E^(x,y), afectadas por dos simbolos de negaclôn 
adlclonales. (Esto es fàcll de ver reduclendo V e - » a 3 , - i y v e n  
CDg jj(k,u,v)). Entonces es claro qi 
casos se comprueban màs fàcllmente.
ue Ep.(x, y) es positiva en Y. Los demàs
La relaclôn exacta entre 9 y Eg queda estableclda por el sigulente
teorema
4- TEOREMA (Expreslvldad)
Dada una Z-estructura arltmética D y à, ô un contexte y una valoraclôn 
sobre B, respectlvamente;
(a) para toda E-fôrmula y de LRFc existe una E-fôrmula E^ de primer 
orden extendldo (con llb(E^)=llb((p) ) tal que (p^ (A, ô)»E®^A. ô).
(b) para toda E-expreslôn M de LRFc existe una E-fôrmula E^(y) de 
primer orden extendldo tal que M^(A,5)={ yeD / Ej^^(A,3(y/y])«true >, slendo 
y una variable nueva y llb(Ej^)v(y}=llb(M).
(c) para toda E-expreslôn funclonal F de LRFc existe una E-fôrmula 
Ep.(x,y) de primer orde extendldo, slendo x e y variables nuevas y dlstlntas 
entre si, con llb(Ep)v(x,y}=llb(F), tal que
F®(A,ô)(x)»{y6D/^(A,5[>t'x,y/y] )=true }.
Demostraciôn
Hay que demostrar que la traducclôn anterior es corrects, por Inducciôn 
slmultànea sobre la funclôn de complejldad |.| para las fôrmulas, 
expreslones y expreslones funcionales. Veamos para (c) el caso de F*pX.G: 
Sea T el operador contlnuo asoclado a F. Por el teorema 12 de la secclôn 
2.2, <x,y>6flx(T) sll ex. k, u, v tal que <u,v> es una T-derlvaclôn de 
longltud k*l que produce <x,y>. Por hlpôtesls de Inducciôn,
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^G(XÎ.cGB(1.3.v,J.y)/Xl‘»'''> I(fv»,«3.v»
(cfr. deflnlclôn 8 de la secclôn 2.2), de forma que
“ ^G(Ax.cyGR(l,u,v,x,y)/X,u^(ll/x^ u^[l]/x^,v(l]/yl
aflrma que v(lleT(fun^(u.v))(u[l]).
Ademàs CP(k,u,v,x,y) * Ujlkl = %^ ) a v(kj ■ y
aflrma que <x,y> es producldo por la T-derlvaclôn <u,v> de longltud k"l, 
puesto que <x.y> son los k-éslmos elementos de <u,v>. _
CALCULO ARITMETICO
Présentâmes, al Igual que en la secclôn anterior, un càlculo de 
secuenclas, que solo se dlferencla del anterior en el tratamlento del 
operador p. En particular, el càlculo, denomlnado a, consiste de los 
slgulentes axlomas y reglas:
Axlomas v réglas para primer orden 
Como en el càlculo Inflnltarlo.
Axlomas v reglas para la descomposlclôn de las expreslones
Como en el càlculo Inflnltarlo, excepto las reglas (p-A) y (npC) para 
el operador p, y afiadlendo las slgulentes dos nuevas reglas:
Régla de Invarlanza
r ,  GlAx. cy. E(x,y)/X] (x) b y |—  E(x,y)





r. E'(k.x.y) \- G(Ax.cy 31 (1 < k a E’(1,x,y))/X](x)3y 
r [- 3k E' (k. t?t)
(C*) ------------------------------------------------------------------
r \ -  (pX.G)(t)3t
Las ûltlnas dos reglas son los ingredientes esenciales del càlculo y 
necesltan alguna explicaciôn adlcional. E(x,y) se entiende como una fôrmula 
de primer orden extendlda que contlene a x e y entre sus variables libres, 
t, t denotan tèrmlnos, de forma que E(t,t) es una abrevlatura de 
E(x,y)[t/x, t/y]. G se entiende como una expresiôn funclonal que debe ser 
exlstenclal en la variable funclonal X. La notaclôn en (C ) debe entenderse 
de forma similar.
El sigulente resultado muestra que ambas reglas reflejan la semàntlca
de la recurslôn adecuadamente. La Idea es que E y E" son fôrmulas que
expresan una funclôn en el sentldo del teorema de expreslvldad. De esta 
forma, Intultlvamente la primera premlsa de (I ) aflrma que T(E)«E y la 
segunda aflrma que la tupla <t, t> no pertenece al grafo de E, de lo que se 
concluye que tampoco pertenece al grafo de flx(T). Anàlogamente, la primera 
premlsa de (C ) aflrma que E^«T(E^^^) y la segunda que <t, t> es una tupla 
del grafo de 3kEj^ , de lo que se concluye que tamblén pertenece al grafo de 
flx(T). La correcclôn de este razonamlento se demuestra a contlnuaclôn. 
Pero prlmero, deflnlmos el concepto de deduclbllldad formai en este 
càlculo.
5- DEFINICION
(a] Dada una estructura S: a(D) es el càlculo que se obtlene de afiadlr
al càlculo a los axlomas r|-E, para toda EeETh(D), donde ETh(D) es la teoria
de primer orden extendldo de D, es declr
EThO) = ( EeEFORj. / S|. E >
(b) Dada una fôrmula <p, <p es demostrable en el càlculo a(9), denotado 
por ETh(D) o slmplemente por ETh(D) |-y, si existe un àrbol de deducclôn 
flnito para es declr un àrbol de deducclôn cuya raiz està etlquetada
por 0[-p. Donde ahora, àrbol de deducclôn, se define de forma anàloga a la 
deflnlclôn 9, pero flnltamente ramlflcado. -
116
6- TEOREMA (Correciôn y Completltud Aritmétlcas)
El càlculo anterior a es arltmétlcamente correcto y completo para LRFc. 
Es declr: para una Z-estructura arltmética D y una fôrmula de LRFc (peFFOR^ , 
se veriflca
<••> ETh(B) j-j (p
Cffmflstraçjôn
CORRECION: ETh(B)[^ p »> B|. p.
Por inducciôn sobre la profundldad N del àrbol de deducclôn. 
demostramos que la raiz de cualquler àrbol de deducclôn es corrects en 0. 
Declmos que una secuencla F [y es corrects en B, si B^F implies y lo
denotamos por F^gp.
N=0: Hay que comprobar que todas las Instancias de los axlomas Ff^ del 
càlculo a son correctas en B; es declr F^^p.
N>0: Hay que comprobar que todas las Instancias de las reglas del càlculo 
verlflcan que la concluslôn es corrects en B si lo son las premlsas.
Todas las demostraclones son una restricclôn a estructuras aritmétlcas de 
las demostraclones del càlculo Inflnltarlo, ya que habla que demostrar lo 
mlsmo pero sobre cualquler estructura, salvo para las nuevas reglas.
Conslderemos una Instancla de (I ) y otra de (C ). Supongamos que sus 
premlsas son correctas en B y probamos que sus concluslones tamblén lo son. 
Para esto, tomemos un contexte A y una valoraclôn S sobre S y considérâmes:
(a) El operador monôtono y contlnuo ♦ R5p"* dado por
T(X) - G®(A(X/X),3)
(b) El menor punto fljo de T:
Y » (pX.G)®(A,6)
(c) La funclôn no determlnlsta ZeR^*"* definida por la condlclôn
yeZ(x) sll E(x, y)®(A, Aljt'x, y/yj )
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(d) Para cada numéro natural k, definida por la condiciôa
yeZ^(x) sii E’(k, X, y)^(A,5[k/k, jt'x,y/yj)
(e) Los datos d^.d definidos por d^=t^(A,5), Isisn; d=t^(A,3)
Supongamos que B^f:
Para (I ) Tenemos que probar que B^ - i ( p X .G) (tîat. El hecho de que la
primera premlsa sea corrects en B signifies que T(Z)cZ. Por el lema 10 de 
la secclôn 2.2, se slgue que Y«Z. El hecho de que la segunda premlsa sea 
corrects en B Implies que deZ(3). Por tanto, deY(3), y la concluslôn es
corrects en B.
Para (C ) Tenemos que probar que B }i(p X . G) (t)at. Puesto que la prisera
premlsa es corrects en B, sabemos que Z^«T(LJ^Z^) para todo natural k. Como
todas las Z^ estàn uniforraemente deflnldas por E’ (k,x, y) y B es arltmética, 
por Inducciôn sobre k podemos conclulr que Z^«Y para todo naturel k. En 
efecto:
k«0: Z^= T(i) «Y, puesto que T(U^Z^)=T(i) y Y*flx(T).
k>0: Z^eT(U^z )m U^T(Z^)e l^^T(Y)=T(Y)=Y por hlpôtesls de Inducciôn y 
monotonia de T.
Por otro lado, el hecho de que la segunda premlsa sea corrects en B Implies 
que d€Z^(3) para algûn natural k. Por lo tanto, deY(3) y la concluslôn es 
corrects en B.
COMPLETITUD: y => Eth(B) y.
Evldentemente, es suflclente probar los slgulentes très puntos (donle (2) y
(3) Juegan un papel auxlllar):
(1) Para toda (peFFORj.: ETh(B)(-^ y E^
(2) Para toda MeEXP^: ETh(B)f^ May t-a E^(y)
(3) Para toda FeFEXP^"’: ETh(B) F(x)@y E^(x,y)
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En efecto, si entonces E^eETh(D), es declr ETh(D)[-E^, y apllcando (1) y 
(MP) se obtlene ETh(B)|ip.
Para demostrar (l)-(3), se procédé por Inducciôn slmultànea sobre la 
funclôn de complejldad |.| de y. M y F.
Veamos un esquema de la prueba de (3) cuando F es pX.G, los demàs casos son 
senclllos. Vamos a probar:
(a) ETh(B), -,Ep(x,y) j- -f(x)*y
(b) EThO), E^(x,y) j- F(x)»y
Ptra etto usaremos las reglas (I ) y (C ).
(a) Usamos la régla (I ) de forma que como E(x,y) tomamos la fôrmula 
3k BE^(k,3,y), es declr, E^(x,y), cfr. teorema de expreslvldad. Con esto, 
la demostraciôn formai para (a) puede construlrse como slgue:
EThO), 1 Ey(x,y) I- n F(x)»y 
I —  (I*)
I I
EThO), nEy(x,y) |- iE^(x,y) EThO), iE (x,y),
GtXx.cy E(x,y)/X](x)»y [- E(x,y)(SP)
EThO), iE^(x, y) j- -Æ(Xx. cy E(x,y)/X] (x)»y
I
EThO). -.Ep(x,y) t Elx.yl/X]^*'?)
Luego basta con demostrar:
s ^ -> El2.yl/Xl'3.yl
es declr
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s t ^G[XÎ.cy E(3.y)/X)(3.y) E/3.y]
Sean un contexte à y una valoraclôn S sobre D fijadas. Conslderemos T, Y, 
Z. deflnidas como en la demostraciôn de la correcciôn. Para que (a. 1) sea 
alerta en 9 bajo A.3 es suficlente que
(a.2) T(Z)€2
Ademâs en este caso se da la Igualdad.
Como E es Ep., sabemos que Z»(%X.G)^(A.a), es decir, Z-Y. For el teorema 4. 
Y es el aenor punto fljo de T, y por tanto se veriflca T(Y)»Y, es decir 
(a.2).
(b) Usâmes la régla (C ) de ferma que corne E'Ck.x. y) temames la fôrmula 
BE^(k,x,y), cfr. teerema de expresividad. Con este, la demestraciene fermai 
para (b) puede censtrulrse cerne sigue:
ETh(9). E^(x.y) j- F(x)ay
EThO), E^(x.y) I- 3k E’(k.x.y)
(Sf>)
I
ETh(9), E^(x.y). E (k.x.y)
|-G(Ax.cy 31(l<k A E'(l.x.y))/X](x)ay
ETh(9). E^(x.y). E (k.x.y)
 ^^G(\x.cy 31(Kk a  E*(l.x,y))/X]
(b.l)
(x.y)
Luege basta cen demestrar:
(b.l) 9 ji E'(k.x.y) -* ^ E" (1, x. y) )/Xj
Sean un contexte A y una valoraclôn S sobre 9 fijadas. Conslderemos T. Y. y 
Z^ (para tode natural k). deflnidas como en la demostraciôn de la 
correcciôn. Para que (b.l) sea clerta en 9 baJo A,A es suficlente que
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(b. 2) Z|^ «T( para todo natural k.
Ademis en este caso se da la Igualdad.
Como E* es BE^ . el grafo de cada Z^ consiste exactamente de aquellas tuplas 
<&.y> las cuales tienen una T-derlvaclôn de longltud k+1 (recorder la 
construcciôn de BE^ ). Luego por definiciôn de T-derlvaciôn se veriflca que 
Zg" T(i), m  ^ (puesto que una derivaciôn que produce <x,y> se
convierte en otra de mayor longltud que también produce <x,y>, sin mis que 
repetir alguno de sus elementos en el mismo lugar donde aparecen) y que 
T(Z^^) ■ Z^ . Luego se verifies (b. 2). ,
7- EJDIPLO
Vess&os los mismos ejemplos que présentâmes para el càlculo Infinltarlo. 
Ahora, tanto cuando usemos (I ) como (C ), la Idea es especlflcar medlante 
una fôrmula de primer orden extendido, el grafo de Zero. Evldentemente, un 
par <x,y>cgrafo(Zero) si y«0 y x puede generarse a partir de las constantes 
0 y 1 y la funciôn + de la estructura aritmética 9.
(a) Para obtener un irbol de derivaciôn para ETh(9)|- -iZero(0)al, usaremos 
la régla (I ) de forma que
£(x,y) ■ eq(x) a y*0 siendo
eq(x) • 3k 3s (s(0)>0 a s(k)=x a VI (l<k -* s(l+l)«s(l)+l),
G « Xx. (x*0 -» 0 u -<x»0 -> X(x-D),
G(Ax.cy.E(x,y)/X] ” Xx. (x»0 -» 0 u
-üt»0 -» (Xx. cy E(x, y))(x-D)
y




I —  ( I )
ETh(D) j- -iE(0,1) EThO), (x=0 a y=0) v (-ix-0 a y»0 a eq(x-D) |- E(x,y)
EThO), eq(x). 1-0 [ ff 
(CO)
ETh(D). x-0, y-0 |- E(x.y)
I
ETIhO), x-0, y-0 [- eq(x) 
(•.2)
ETh(D), (-IX-0 A y-0 a eq(x-l)) j- E(x,y)
I
ETh(D), -ix-0, y-O, eq(x-l) |- eq(x) 
(•.21
Razonenos que:
(a.2) (x-0 A y-0 — » eq(x)) e EThO)
(a. 3) (nx-0 A y-0 A eq(x-l) — » eq(x) ) € EThO)
(a.2) Basta con tomar k-0 y s-<0>.
(a. 3) Basta con tomar s-concat(s*‘, <x>) y k=k^+l, siendo k*^ y s*" la longltud 
y la secuencla que existen para eq(x-l).
(b) Para obtener un àrbol de derivaciôn para EThO)|- Zero(l)aO, usaremos la 
régla (C ) de forma c[ue
E'Ck.x,y) « eq(k,x) a y-0 siendo
eq(k.x) - 3s (s(O)-O A s(k)=x a VI (Kk -» s(l+l)=s(l)+l).
G « Xx. (x-0 -» 0 V ix=0 -* X(x-l)),
G[Xx. cy 31 (Kk a E’(1. x . y) )/Xl = Xx. (%=0 -♦Ou
-ix-0 -♦ (Xx. cy 31 K k  a E'(l.x.y) ) (x -1) )
y
l-GlXx.cy 31 (Kk a E’(l.x.y))/Xj(x)3y <-♦
(x-0 a  y-0) V (nx=0 A y-0 a gr(k.x-l)) siendo 




I —  (C*)
I I
EThO) j- 3kE’(k.1.0) EThO). E'(k.x.y) |- (x-OAy-O)v(-ix-OAy-OAgr(k.x-l) )
I I
EThO) [-eq(l.l) EThO). E" (k.x.y). (-ix»0vny«0) [- (-ix"OAyOAgr(k.x-1 ) )
(b.n I
E* (k.x.y). -iy»0 |- gr(k.x-l) EThO). E’(k.x.y). -«x"0 |- gr(k.x-l)
(COI I
EThO). E* (k.x.y), -ix-0  ^eq(k-l.x-l)
(b.3)
Razonemoa que:
(b.l) eq(l.l) < EThO)
(b.3) (E* (k.x.y) a nx-0 — » eq(k-l.x-D) e EThO)
(b.l) Basta con tomar s*<0.1>.
(b.3) Basta con tomar a tal que s'* concat(a. <x>), siendo la secuencla 
que existe para eq(k,x). segun E'(k.x.y). _
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CAPITULO 4:
ENFOQUES SEMANTICOS NO ESTANOAR: LAS LOGICAS NLRF Y ALRF
Como ya hemos dlcho, el concepto de menor punto fljo de un operador no 
es un concepto de primer orden. En el capltulo anterUor hemos abordado este 
problems dentro del marco de la semAntlca no estindair. En particular hemos 
demostrado que en estructuras arltmétlcas y para uina expreslân funclonal 
(|iX.G) de LRFo este concepto puede expresarse me<dlante una fôrmula de 
primer orden.
En este capltulo, présentâmes una semàntlca no estàndar para las 
funclones deflnidas recursIvamente. Esta semàntlca esstà basada preclsamente 
en la caracterlzaclôn del menor punto fljo del lema 10 de la secclôn 2.2, 
sobre la que también se fundaments el teorema de expresividad para 
estructuras arltmétlcas. Para poder expresar estta caracterlzaclôn en 
"primer orden", como se ha vlsto en las estruc:turas arltmétlcas. es 
necesarlo poder hablar de derlvaclones (en el sentldoo de la definiciôn 8 de 
la secclôn 2.2) en el "lenguaje de primer orden".
En la primera secclôn. slgulendo la llnea de AAndréka. Németl y Sain 
[ANS 82] Introduclmos un tlpo de estructuras de treg génères: uno para los 
datos. otro para los nümeros Internes y otro para lias secuenclas Internas 
de datos, Indexadas por nùmeros internes. A estas estructuras las llamamos 
pseudoarltmétlcas, por su évidente relaclôn con las arltmétlcas. De hecho. 
las estructuras pseudoarltmétlcas estàndar; es declrr. aquellas en las que 
los nùmeros y las secuenclas internas son los natuirales y las secuenclas 
flnltas de datos respect Ivamente. son una variante cde très géneros de las 
estructuras arltmétlcas.
En la segunda secclôn, tomamos estas estructuraas como modelos de una 
Lôglca No estàndar para Funclones Recurslvas NILRF, que aunque esté 
Inspirada en LRF, admlte modelos no estàndar y tlenae un càlculo flnltarlo 
correcte y complète. De hecho. NLRF es una lôglca dde primer orden de très 
géneros, puesto que su semàntlca està deflnlda meedlante una traducclôn 
slntàctlca a primer orden. Ademàs, la semàntlca de NNLRF està bien deflnlda 
sln necesldad de exlglr que los operadores sean ccontinuos o monôtonos.
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Aunque sobre estructuras pseudoarltmétlcas estàndar la semàntlca de NLRFc 
coïncide con la estàndar, sln embargo, NLRF admlte modelos demaslados 
libres y se usa prlnclpalmente como marco para définir lôglcas màs 
reflnadas con menos modelos pero màs razonables.
En la tercera secclôn. formulâmes un conjunto de axlomas de "primer 
orden", llamados axlomas de admlslbllldad, y définîmes la lôglca ALRF como 
una restrlcclôn de NLRF a modelos admlslbles. Demostramos que la semàntlca 
de ALRFc puede ser caracterlzada en térmlnos de menor punto fljo definlble 
y la de ALRFm en térmlnos de "casl" menor punto fljo definlble. Y 
présentâmes un càlculo flnltarlo correcte y completo para ALRF. En 
contraste con el càlculo para NLRF de la secclôn 2 y con otros càlculos 
conocldos para lôglcas de programas no estàndar. nuestro càlculo consta de 
axlomas y reglas orlentadas a la slntaxls. Todos estes resultados estàn 
basados en sus équivalentes para LRF sobre estructuras arltmétlcas. El 
conjunto de axlomas de admlslbllldad es decldlble, y se basa en las 
condlclones necesarlas para poder demestrar que la fôrmula de primer orden. 
que define la semàntlca de una expresiôn funclonal (pX.G), expresa el menor 
punto fljo definlble de su operador asoclado.
Flnalmente, en la secclôn 4 mostramos una técnlca para transferlr 




UNA LOGICA DE PRIMER ORDEN EXTENDIDA CON TRES GENEROS
En esta secclôn, Introduclmos las estructuras pseudoarltmétlcas, 
slgulendo la Idea del trabajo de Andréka, Németl y Sain [ANS 82]. Estas son 
estructuras de très géneros basadas en un género d para los datos, un 
género n para los nùmeros Internes y un género ■ para secuenclas Internas 
de datos. Indexadas por nùmeros Internes. Ademàs tienen un sfmbolo de 
funciôn dlstlnguldo para accéder a las componentes de las secuenclas. Una 
subclase de estas estructuras es la que hemos denomlnado estructuras 
arltmétlcas heterogéneas, formadas IntuitIvamente por las estructuras 
pseudoarltmétlcas estàndar. También présentâmes la lôglca de primer orden 
extendlda hbterogénea sobre estructuras pseudoarltmétlcas NELi, que es una 
adaptaclôn slntàctlca de la lôglca ELi a estas estructuras.
1- DEFINICION (SlgMturas y Estructuras Pseudoarltaétlcas)
Sea Z una signature de primer orden. en el sentldo de la definiciôn 1 
de la secclôn 2.1:
(a) La signature pseudoarltmétlca Ipa asoclada a £ es una signature de très 
géneros cuyos nombres son n. d y s. con los slgulentes slmbolos:
(a. 1) Un sfmbolo de funciôn f : d"— *d para todo sfmbolo de funciôn n-arlo
(a.2) Un sfmbolo de predlcado p:d" para todo sfmbolo de predlcado 
n-arlo pcZ
pd
(a. 3) Constantes (I.e. sfmbolos de funclones 0-arlas) 0.1: n.
(a. 4) Un sfmbolo de funciôn +:nxn— »n.
(a. S) Un sfmbolo de funciôn comp:nxs— *d.
Asumlmos que los sfmbolos 0.1.+ y comp no pueden aparecer en la signatura 
Z.
127
(b) Una r-estructura pseudoarltmétlca ÎIl es una estructura de très géneros 
de signature Zpa. Asi, podemos imaginar que ITI està compuesta por:
D; S; comp^>
donde Tt es una A-estructura de un género que Interpréta a 0. 1 y +
(donde A>(0,1,>}). S es una £-estructura de un género, S es un conjunto no 
vaclo, y comp^: NxS— »D. donde N y D son los domlnlos de îl y 0 
respectIvamente. m
Ahora vamos a destacar una subclase muy Importante de estructuras 
pseudoarltmétlcas. Estas son una variante de très géneros de las 
estructuras arltmétlcas del capltulo anterior. Por tanto, esta clase de 
estructuras no es axlomatlzable en lôglca de primer orden. Llamamos a estas 
estructuras, arltmétlcas heterogéneas para dlstlngulrlas de las arltmétlcas 
de un género.
2- DEFINICION
Una £-estructura pseudoarltmétlca 11) se dice aritmética heterogenea si 
veriflca las slgulentes très condlclones:
(I) n es. salvo Isomorflsmo, el modelo estàndar <N.O.!.+> de la 
Aritmética de Presburger
(II) S es el conjunto D* de todas las secuenclas flnltas no vaclas de 
elementos de D
(III) Para 1 ^  y s*<x^.... x^>eD*. comp®* se comporta como slgue:
comp®*(l,<x X: ' ^
b V *  " { x‘ If l>k
Obsérvese que una estructura aritmética heterogenea 0) està unlvocamente 
determlnada, salvo Isomorflsmo, por su parte S de género d. Por esta razôn 
hablaremos de la estructura aritmética heterogénea asoclada a D. y la 
dénotâmes por )D^ . ,
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Ahora, adaptamos apropladamente la lôglca de primer orden extendlda del 
cApltulo 1 a estructuras pseudoarltmétlcas. que denotaremos por NELi. NELi 
no es màs que una variante de très géneros de ELi.
3- DEFINICION (Slntaxls)
Sea FVAR el conjunto de variables de funciôn de la definiciôn 1 de la 
secclôm 2.1. Fljamos très conjuntos numerables VAR^, a cuyos elementos los 
nombramos por %:f.y:f.z:f. de variables de Indlvlduo de género a-, para 
f-n.d.m. Denotamos por VAR ■ VAR^v VAR^u VAR^. Zpa-térmlnos de primer orden 
de género o* (tcNTER^ Zpa-fôrmulas de primer orden extendido (peNEFOR^) 
son térmlnos y fôrmulas de très géneros deflnldos como slgue:
(a )  NTERg n
t : :■ z:n |0 I 1 I (t +^ t^ ) '
(b) NTERj. a
t::" x:d | f(t^ t^ ) donde f : d"— *deZ^^ y t^eNTER^ ^
I comp(t*.x:s) donde t'eNTDt^ ^
(c) NTERj.^^
t::- X:m (le., solo variables)
Denotamos NTER^ » NTOt^ ^ u NTER^ ^ v NTER^ ^
(d) NEF(»j.
E::« (t^ -t )^ donde t^.t^eNTER^ ^
I p(t^,..,t^) donde pcd^E^^ y t^eNTER^^
I X(t^,...t^)»t donde t^.teNTER^^
I -^ 1
I (E, V E^ )
I 3x: (tE g
La semàntlca es anàloga a la deflnlda para ELt en las deflnlcones 2 y 3 
de la secclôn 2.1. Las dlferenclas técnlcas màs Importantes se refleren a 
las valoraclones, estas deben deflnlrse como funclones que preservan los 
géneros del conjunto VAR al conjunto N v D v S; es decir, ô(x:n}«N, 
Ô(x:d)eO y 3(x:s)eS. Como solo hay variables funclonales de un género, los 
contextos, asoclan a cada variable funclonal de arldad n una funciôn del 
conjunto US*"*- Omltlmos los detalles.
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Los resultados ya formulados en la secclôn 1 del càpitulo 2 para la 
lôglca de primer orden extendlda. se verlflcan también para la lôglca de 
primer orden extendlda sobre estructuras pseudoarltmétlcas. Puede probarse 
de forma anàloga. puesto que estos son solo una variante de très géneros de 
los correspondlentes resultados para ELt:
4- TEOREMA
La lôglca de primer orden extendlda sobre estructuras pseudoarltmétlcas 
(NELi) tlene un càlculo flnltarlo correcto y completo.
Demostraciôn
Basta con adaptar el dado para ELi a très géneros. pero como ya ocurrfa 
para ELt. en el teorema 5 de la slgulente secclôn se présenta un càlculo 
flnltarlo correcto y completo para una lôglca que Incluye como fragmento a 
NELi. .
5- TEOREMA
La lôglca de primer orden extendlda sobre estructuras pseudoarltmétlcas 
satlsface el teorema de compacldad y el teorema de Ldwenhelm-Skolem. g
En el resto del trabajo. nos referlremos a la lôglca de primer orden 
extendlda sobre estructuras pseudoarltmétlcas. slmplemente por 
lôglca de primer orden extendlda.
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2 .- LA LOGICA NO ESTANDAR NLRF
Como hemos dlcho en la Introducclôn de este capltulo, NLRF es una 
lôglca no estàndar para funclones recurslvas, cuyas fôrmulas se Interpretan 
sobre estructuras pseudoarltmétlcas. El proposlto de NLRF es proveer de un 
marco adecuado donde définir otras lôglcas no estàndar para funclones 
recurslvas. restrlnglendo los modelos medlante axlomas lôglcos que Impcnen
propledades deseadas sobre los modelos. Puesto que los modelos de NLRF son
totalmente libres, y sobre muchos de ellos la semàntlca de los programas no 
es razonable. Aunque sobre la clase de las estructuras arltmétlcas 
heterogéneas NLRFc es équivalente a LRFc.
Slntàctlcamente, NLRF es una lôglca de très géneros que Incluye a la 
lôglca de primer orden extendlda (NELi) como fragmento proplo. Y
la semàntlca la définîmes medlante una traducclôn slntàctlca a NELi, de
manera que NLRF no es màs expreslva que NELi.
1- DEFINICION (Slntaxls)
Sea Z una slgnatura de primer orden. Las £^-expreslones funclonales de 
arldad naO (F,G«NFEXPj"*), Ep^-expreslones de género d (M,NeNEXP^) y 
Ep^-fôrmulas (p. (^ sNFFOR^) de NLRF se deflnen como slgue:
(a) NFEXPg*':
F::= f donde f:d'^ — »deE_
I X donde XeFVAR
I Xx :d...X : d. M donde MeNEXP- ' 1 n Z
I NX. G
(b) NEXPj.:
M: :■ t donde teNTER^ ^
I F(M^ M^) donde FeNFEXP^"’, ,... M^eNEXP^.
(MuN) donde M,NeNEXP^
(p -» N) donde peNFFOR^, NeNEXP^ 
ex:d 9 donde peNFFOR^
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(c) NFTOR^:
p;:= (t = t ) donde t . t eNTER_
1 2  1 2  Z,<T
I donde p:
I Mat donde MeNEXP^ y teNTER^. ^ 
I I (Pj V p__) I 3x:<r p
Las restrlcclones sintâcticas NLRFs, NLRFm y NLRFc se adaptan 
directamente desde LRF de las deflniciones 3 y 4 de la secclôn 2.3, donde 
las restrlcclones sobre subfôrmulas del tlpo 3x:fp deben entenderse sobre 
cualquier género <r.
Como hlclmos para LRF sobre estructuras arltmétlcas (secclôn 3.2), 
podemos introduclr dos slmbolos deflnldos de predlcado <,S;dxd tal que, 
para todo par de térmlnos t^.t^ de género n:
t^tg abrevla 3x:n ( (t^  ♦ x:n) + 1 = t^ )
(donde x:n no aparece ni en t ni en t^ )
y
t s t abrevla t <t v t =t 
1 2  1 2  1 2
Notese que estas abrevlaturas tienen también sentldo en la lôglca de 
primer orden extendido (NELi).
También, usaremos a veces u:s[t] como abreviatura de comp(t,u:s) para 
todo térmlno t de género n.
Ademâs. los slmbolos deflnldos < >. [ ] y •*' prevlamente deflnldos para
LRF en la definiciôn 9 de la secclôn 23. tienen el mlsmo slgnlflcado para
NLRF.
Semàntlcamente, NLRF colapsarà con la lôglca de primer orden extendlda. 
Màs exactamente: la semàntlca de NLRF serà deflnlda por medlo de una
traducclôn slntàctlca a fôrmulas de primer orden extendido. con la mlsma 
idea que el teorema de expresividad del capltulo anterior para estructuras 
arltmétlcas. Para una slgnatura Z. la traducclôn asocla:
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(a) A cada peNFFOR^,
(b) A cada MeNEXP^, E^(y:d). donde y: d es una variable arbitraria 
que no aparece en M
(c) A cada FeNFEXP^"*. Ep(x^:d x^:d,y;d), donde x :d.y:d son
variables arbltrarlas distlntas entre si que no aparecen en F.
Como ya hemos dlcho, la Intulclôn que hay detras de la traducclôn es la 
del teorema de expresividad del capltulo anterior; es decir:
(a) E^ es equivalents a p.
(b) E^(y:d) dice: "y:d es un poslble valor de M"
(c) Ep(x^:d......x^:d,y:d) dice: "y:d es un poslble valor de
F(x^:d,... ,x^:d)"
Ahora précisâmes la traducclôn, medlante una definiciôn mutuamente
recursive sobre la funciôn de complejldad |.| (anàloga a la deflnlda en la 
secclôn 3.1 para LRF) para fôrmulas, expreslones y expreslones funclonales.
(a) Traslaclôn de fôrmulas
f " V  \  **^ 2
- P(Mi MJ: E^-3f.d(^^^^ ^ P (/:<) )
p«Mat: E^*^(y: d) (t/y:dj
' *2^  " %  
p>3z: «V: E^-3z: <rE^
(b) Traslaclôn de expreslones 
M“t€NTERj. j: E^(y: d)= t=y:d
M-F(M^,..M^): E^(y:d)-3y:d(^^^^E!j^j(y^:d) A Ep(y:d,y:d))
E^(y:d)-E^j(y:d)vEj^(y:d)
M«p -» N: E^(y:d)=E^ A E^(y:d)
M»c X:d p: Ej^(y:d)*E^Iy:d/x:d)
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(c) Traslaclôn de expreslones funclonales
F*f: Ep(jc: d. y: d) = f(x:d) = y: d
F=X: Ep.(x: d, y: d) = X(x:d) 3 y; d
F“Xz:d.M: Ep(x:d,y:d) = E^(y:d)[x:d/z:d])
F=fiX.G: Ep(x:d,y:d) = 3k: n BEp(k: n. x: d. y: d)
BEp,(k:n,x:d,y:d) se construye anâlogamente a como se hlzo en el teorema 
de expresividad para estructuras arltmétlcas. salvo que ahora todas las 
referenclas que se h a d an a numéros naturales y côdlgos de secuenclas se 
transfleren a elementos de género n y s respectlvamente. Es decir, su 
slgnlflcado es: "F(x:d) acepta el valor y producldo por una derivaciôn
Interna de longltud Interna k". A contlnuaclôn, volvemos a desarrollar la 
deflnlcôn formai de BEp. en varias etapas, Intentando expllcar las 
dlferenclas de concepto çon su slgnlflcado estàndar sobre estructuras 
arltmétlcas.
(1) BEp(k:n, x:d, y:d) =
3u:s 3v: s(CDg j^ {k: n, u: s, v: s) a  CP(k:n,u: s , v: s,x :d, y:d)
Dice: "Las secuenclas Internas u,v codlflcan una derivaciôn de longltud k 
c.r.al operador asoclado a G.X y los k-ésimos mlembros de estas secuenclas 
muestran que esta derivaciôn produce la tupla <x,y>". Obsérvese que el 
caracter Interno de las secuanclas y de la longltud camblan el slgnlflcado 
de finltud de estas secuenclas, ya que k dénota un numéro Internamente 
flnlto pero no necesarlamente finlto.
(2) CP(k:n,u:s,v;s,x:d,y:d) =
= x^:d) A v:s(k:n] » y:d
Dice: "Las k-éslmas componentes de las secuenclas u, v codlflcan la tupla 
<x,y>".
(3) CDg ^(k:n,u:s,v: s) =




^G(Xx: d. ey:dGR(l:n,u: s, v: s, x: d, y: d)/X, u: s( l]/x, v: s[l]/y]
y
GR(I:n.u:s,v:s,x:d,y:d) ■
3m:n(a:n<l:n u^:s(m:n] * x^:d) a  v:s[a:n] ■ y:d)
Dice: “Para Oslsk, la 1-éslma tupla <u(l],v(l]> codificada por las
secuenclas, satlsface que v(l] es un poslble valor de la evaluaclôn de G 
cuando las variables de Indlvlduo x son Interpretadas como u(l] y la
variable de funciôn X es interpretada como la funciôn Internamente flnlta
cuyo grafo està dado por las tuplas <u(m],v(m]>, oKl codlflcadas por las 
secuenclas". Obsérvese que sobre las funclones codlflcadas por secuenclas 
Internas solo se puede asegurar que son Internamente flnltas pero no
necesarlamente flnltas.
Como en las estructuras pseudoarltmétlcas los numéros y las secuenclas 
son parte de la estructura, el slgnlflcado de esta fôrmula no tlene nada 
que ver con el menor punto fljo del operador asoclado, aunque evldentemente 
la Intenclôn es que. su slgnlflcado esté muy relaclonado con este concepto. 
Pero para poder dar un slgnlflcado adecuado a esta fôrmula fuera de las 
estructuras arltmétlcas. tendremos que exlglr que las estructuras 
pseudoarltmétlcas cumplan clertas restrlcclones.
Entre estas restrlcclones se encuentran condlclones mlnlmas sobre el 
comportamlento de los nùmeros y las secuenclas Internas y el principle de 
Inducclôn sobre NELi, que Junto con el concepto de funciôn definlble 
(necesarlo para poder apllcar el principle de Inducclôn). nos permltlrà 
demestrar en la slgulente secclôn que el slgnlflcado de esta fôrmula sobre 
estructuras "admlslbles* es el menor punto fljo definlble del operador 
asoclado (que evldentemente es definlble).
El slgulente resultado técnlco serà usado en la slgulente secclôn.
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2- LEMA
Sea 9 una Z-expresl6n funclonal. expresiôn o fôrmula de NLRF. Si 8 es 
positiva (resp. negativa. existencial, universal) en una variable de 
funciôn Y dada, entonces la Z-fôrmula de primer orden extendido de su 
translaciôn Eg tlene la mlsma propiedad.
Demostraciôn
For inducclôn simultanea sobre la funciôn de complejldad |. | para las 
expreslones funclonales, expreslones y fôrmulas. Conslderemos. por ejemplo. 
el caso F-pX.G. donde X es dlferente de Y. SI asumlmos que G es positiva en 
Y, entonces Eg(x:d.y:d) es también positiva en Y. por hlpôtesls de 
induclôn. Inspecclonando Ep.(x: d.y:d), se comprueba que todas las 
aparlclones libres de Y en Ep(x:d.y:d) estan en la subfôrmula 
PVg ^(l:n.u:s.v:s) y corresponden a las aparlclones de Y en Eg(x:d.y:d). 
afectadas por dos slmbolos de negaciôn adlclonales. (Esto es fàcll de ver 
reduclendo V y — » a 3 , - l y v e n  CD^ n.u: s. v: s) ). Entonces es claro que 
también Ep(x:d.y:d) es positiva en Y. Los demàs casos se comprueban 
slmllarmente. -
Ahora, estamos en poslciôn de définir la semàntlca de NLRF.
3- DEFINICION (Semântica Denotaclonal)
Sea JH = <D;D; S;comp®*> una Z-estructura pseudoarltmétlca. Sean ô,5 un 
contexte y una valoraclôn sobre 311 respectlvamente.
Las denotaclones de las fôrmulas. expreslones y expreslones funclonales 
para NLRF son deflnidas via la traducclôn slntàctlca anterior como slgue:
(a) Fôrmulas





M®*(A,3) ■ {y/ Ey(y:d) (A,5(y/y:d))»true>
(c) Expreslones funclonales
,]!),. ... /r- r'i j . . « 3)1,grafo(F (A,5)) » {<x,y>eD"*VEp(x: d, y: d) (A.a(x/x:d,y/y:d]) ■ true) ,
Es claro que sobre las estructuras arltmétlcas heterogéneas, la 
semàntlca de NLRFc es équivalente a la semàntlca estàndar de LRFc (salvo 
las dlferenclas obvias de slntaxls). En otras palabras: la traducclôn
slntàctlca expresa el slgnlflcado estàndar cuando las fôrmulas traducldas 
se Interpretan en estructuras arltmétlcas heterogéneas, lo que desde luego 
no ocurre con NLRFm. Sln embargo, como ya hemos dlcho.sobre algunas 
estructuras pseudoarltmétlcas. la semàntlca de NLRF se comportarà 
arbitrerlamente, puesto que los Indlvlduos de género n y a no tendràn nada 
que ver con los verdaderos nùmeros y secuenclas.
De hecho, no se pretende que NLRF sea la lôglca no estàndar para 
programas funclonales, slno que slrva de marco para définir estas lôglcas, 
medlante axlomas lôglcos deslgnados a Imponer propledades buenas sobre los 
modelos. como se hlzô para NDL (una lôglca no estàndar para programas 
Imperâtlvos. expuesto en el capltulo 1). Para flnallzar esta secclôn. 
présentâmes dos resultados que muestran que NLRF es una base sollda para
este propôslto. El prlmero es anàlogo al resultado similar de Andréka.
Németl y Sain [ANS 82] para NDL; es decir. que NLRF tlene un càlculo 
flnltarlo correcto y completo.
Para obtener este càlculo. segun la definiciôn de la semàntlca de NLRF, 
es suficlente fijar un càlculo correcto y completo para la lôglca de primer 
orden extendlda y aumentarlo con nuevos axlomas lôglcos para poder
demostrar formalmente todas las equlvalencias p*-»E^  para peNFFOR^. De 
hecho, podrlamos tomar el conjunto decldlble de estas equlvalencias como 
nuevos axlomas. Acercandonos màs a un càlculo orlentado a la slntaxls
escogemos el slgulente càlculo al que denomlnamos n, donde C^, C^, y son 
très nuevos conjuntos numerables de constantes auxlllares disJuntos y en la 
sustltuclôn p[t/x:<r] se entlende que t es un térmlno de género o*.
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r , S x io fk
rkCt/x:«r] 
r, t = f  k(t'/x:<rl
siendo ceC nueva
Reglas para la descomposicién de las expreslones
(3-A)
(PD-A)
r .  t = f  I- v> 
r ,  t a f  1- f
(a-iA)
r .  |- <p
r .  - I t a f  1- 9
r ,  3y :d.. .3y :d(M 3y :d A.. .A M 3y :d A p(y :d... ,y :d)) k p 
1 n i l  n n 1 n
r .  p(M^....M^) 1- 9
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(PD-.A)
r, n3y : d. . . 3y : d(M ay : d A. . . A M ay : d A p(y : d. . . ,y ; d) ) k p 
t n i l  n A 1 A '
r .  np(M^, . . ,M^) [• 9
donde las variables y^:d no aparecen ni en ni en y son
distintas entre si.
(u-A)
r .  Mat V Nat (- 9
r .  (M u N )a t  I- 9
(u -iA )
r .  -i(Mat V Nat) |- 9





r ,  0 A M a t I" 9  
r .  -» M ) a t  1- 9 
r, ^lt/x:dj )- 9
(c-iA)
r ,  n(^ A Mat) }• 9  
r ,  1 ( 9  ■* M ) a t  [■ 9  
r .  -t^[t/x:d] |- 9
r, (cx:d*)at [• p r. ^(cx:d*)at |- 9
r, 3y :d. ..3y :d(M ay :dA . . aM ay :dAp(y :d,.. ,y ;d))at k p
1 A 1 1  A A 1 A
r, F(Mj...,M^)at [ 9
F, i3y :d.. .3y :d(M ay :dA .. aM ay : dAF(y : d..., y : d) )at k p
1 A 1 1  A A 1 A *
F. nF(M^ M^)at I- p
donde las variables y : d no aparecen ni en M^,..,M^ ni en t y son 
distintas entre si.
(X-A)
F, M[tyx^:d,.... tyx :d]at )- p 
F, (Xx^:d,... ,x :d.M) (t^,.., t )at [- p
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r. -iM(t^/x^:d t^/x^:dlat [ <p
(X-.A) ---------------------------------------
r, -i(Ax^:d.... x^:d.M)(t^, . . , t^)at j- p
r, 3k: n BE „ _(Vc: n. x: d. y; d) ( t /x ; d, . . . t /x : d, t/y: d] t- p
fÀA, Ix 1 1  n n
r, {pX.G)(t^ t^)at I- p
r, -I 3k:n BE „ _(k:n,x:d,y:d) [t /x :d. . . . t /X :d. t/y:d] k p
fÀA, vx 1 1  n n
(n-a )
(N-iA)
r. -1 (pX.G)(tj t^)at 1- p
Obsérvese la similarldad entre este càlculo y el infinltarlo dado en el 
càpitulo 2 para LRFs. Las diferncias fundamentales son que: (fi-A) antes era 
una régla infinitaria y (p-iA) aüadia un conjunto numerable de fôrmulas al 
antecedente. Ademàs este càlculo es completo y correcto para todo NLRF, sin 
necesldad de restrlcclones sintâcticas.
Evldentemente los axlomas y reglas de primer orden de n forman un 
càlculo correcto y completo para NELi, al que hemos afiadido una régla 
composicional para cada una de las posibles estructuras de una expresiôn. 
Ahora las reglas (p-A) y (npC) no hacen referenda a la semàntlca 
operacional del operador p. Incidentalmente, estas dos reglas son también 
el ingrediente menos orlentado a la slntaxls del càlculo, puesto que B E^ ^ 
no hace referenda a subexpresiones de pX.G de forma suficientemente clara 
y sencilla. Esto serà mejorado en la slgulente secclôn, sustituyendolas por 
reglas anàlogas a las del càlculo arltmétlco.
La relaclôn de deduciôn formai en este càlculo es la clàsica de primer 
orden para càlculos de secuenclas:
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4- DEFINICION
Dados un conjunto de fôrmulas $ (a lo màs numerable) y una fôrmula p, p 
es demostrable a partir de $ en el càlculo n, denotado por #|-^ p o 
slmplemente por àfp* existe un àrbol de deducclôn flnlto para F k  con
FC# flnlto, es decir un àrbol de deducclôn cuya ralz està etlquetada por
Fk> donde ahora àrbol de deducclôn se define de forma anàloga a la
definiciôn 9 de la secclôn 3.2, pero flnltamente ramlflcado. -
5- TECWDIA (correcciôn y complet itud)
Para todo conjunto de fôrmulas ôu{p) de NLRF:
$ k  * k  •
CORRECION: Por Inducclôn sobre la profundldad N del àrbol de deducclôn, 
demostramos que la ralz de cualquier àrbol de deducclôn es corrects. 
Declmos que una secuencla F k  es corrects si Fk: es decir si 51 ^F Implies 
m k  para cualquier estructura pseudoarltmétlca 51.
N=0: Hay que comprobar que todas las Instanclas de los axlomas F k  del 
càlculo son correctes; es decir, Fk- Todos los axlomas son de primer orden 
y su correcciôn puede encontrarse por ejemplo en (EFT 84].
N>0: Hay que comprobar que todas las Instanclas de las reglas del càlculo 
verlflcan que la concluslôn es corrects si lo son las premises. Lo cual 
salvo para las reglas del operador p es anàlogo al càlculo Infinltarlo, y 
para las dos reglas del operador p es évidente a partir de la semàntlca 
dada ahora para este operador.
OOMPLETITUD: Podemos demostrarlo con la mlsma técnlca segulda para el 
càlculo Infinltarlo, por medlo de conjuntos de Hlntlkka y Tableaux. El 
proceso séria anàlogo camblando todas las condlclones dadas para el 
operador p. En este caso desaparecerlan los tlpos de fôrmulas (a*) y (g ), 
quedando solo clnco categorlas de fôrmulas, como en primer orden. Las
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fôrmulas (pX.G)(t)at y -i(pX. G) (t)st ahora son de tlpo (a) con un solo 
constituyente: 3k: n BE^ g(k: n.x: d,y:d)[t/x:d,t/y:d] y su negaciôn 
respectlvamente. Con lo que los tableaux pasan a ser àrboles binaries con 
nodos etlquetados por conjuntos de Z-fôrmulas flnltos, como en primer 
orden.
Sln embargo, supuesta la completltud de este càlculo para NELi es 
suficlente demostrar para cualquier peNEXP^:
(a) I- p E^
Puesto que por la semàntlca dada para NLRF, # k  E^^^ siendo
♦ un conjunto de fôrmulas de NLRF y E. = { E. / }. Por lo tanto:9 p
♦ k  E^kp Eg^Ep <»> *k» supuesto (a).
La demostraciôn de (a) es trivial por inducclôn slmultànea sobre la 
complejldad |.| para las fôrmulas, expreslones y expreslones funclonales de 
NLRF:
SI 9 es de primer orden extendido, entonces E *9.
9
En otro caso, hay dos reglas para cada poslble tlpo de fôrmula 9 que 
directamente o prevlo uso de hlpôtesls de Inducclôn, tienen la forma
r. E^k r, nE^k
r, p k  r -ipk
que permlten Junto con algunas reglas de primer orden, obtener la 
derivaciôn deseada. «
A partir de la demostraciôn de este teorema, podemos deduclr como 
slempre los slgulentes resultados:
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6- TEOREMA
NLRF satlsface el teorema de Compacldad y el teorema de 
LBwenhelm-Skolem. ■
Terminâmes esta secclôn recalcando. que de hecho el poder de expresiôn 
de NLRF es el de la lôglca de primer orden clàsica. por la traducclôn 
slntàctlca a NELi que define la semàntlca.
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3 - l A  LOGICA ADMISIBLE ALRF
"Numéros" y "secuenclas" Internas en estructuras pseudoarltmétlcas 
pueden no tener nlnguna relaclôn con los numéros naturales y las secuenclas 
flnltas. Consecuentemente, la semàntlca de NLRF hace que los programas no 
tengan un sentldo razonable en muchos de los posibles modelos. En esta 
secclôn, axiomatlzamos una clase de estas estructuras. llamadas estructuras 
pseudoarltmétlcas admlslbles. en lôglca de primer orden extendlda. y 
deflnlmos la Lôglca Admlsible para Funclones Recurslvas (ALRF) como la 
restrlcclôn de NLRF a modelos admlslbles. Demostramos que la semàntlca de 
ALRFh se caracteriza en térmlnos de casl menor punto fljo definlble y la de 
ALRFc tlene una caracterlzaclôn natural en térmlnos de menor punto fljo 
definlble. El conjunto de axlomas admlslbles està bàsado en exlglr las 
propledades necesarlas para poder demostrar estas caracterlzaclones. pero 
no nos hemos preocupado de que este conjunto sea el màs débll que permlta 
esta caracterlzaclôn. También probamos la exlstencla de un càlculo 
flnltarlo correcto y completo para ALRF. anàlogo al dado para LRF sobre 
estructuras arltmétlcas. Acabamos esta secclôn comentando brevemente la 
capacldad de deducclôn de ALRF.
En primer lugar, présentâmes el conjunto de axlomas de admlslbllldad. 
que està motlvado en la demostraciôn del lema 10 de la secclôn 1.2. En 
particular es necesarlo poder apllcar el principle de Inducclôn sobre los 
nùmeros Internes y concatenar secuenclas Internas. A contlnuaclôn tenemos 
que demostrar resultados anàlogos a estos. pero referldos a derlvaclones 
Internas a la estructura. segun se vlô en la secclôn 2 de este capltulo.
1- DEFINICION (Axlomas de Admlslbllldad. Estructuras Admlslbles)
Para una slgnatura Z. el conjunto A^ de los axlomas de admlslbllldad 
consiste de las Z-fôrmulas de primer orden extendido slgulentes:
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R"
(a) Axlomas bâsicos para los numéros
Vx:nVy:n (%:n+l • y:n+l) -» x:n • y:n 
Vx:n 1 x:n*l “ 0
Vx:nVy:n x: n ■ 0 v 3y: n x: n ■ y: n+1 
Vx:n x:n+0 ■ x:n
Vx:nVy:n x:n+(y:n+l) ■ (x:n+y:n)+l
Es declr, la Aritmética de Presburger FA: todas las Zpa-sentenclas en 
las cuales solo aparecen los slmbolos 0,1.♦ y variables cuantificadas 
de género n, y son ciertas en la estructura 11 - <M.O,!,*>.
(b) Axloma de Induccién para los nùmeros
ind^.^(E) :Vx:n(Vy: n(y; n<x: n — » E(y:n/x:n]) — » E) 
para toda EeEFOR^p^.x:neVAR^
(c) Conlunto de axlowas para las secuenclas
c*ll:n.m:n,y:d(E) ‘ 3y:d E)
— » 3u: sVi: n(l: nSffl: n — $ E(u: s[l: n]/y:d] )
Una E-estructura pseudoarltmetica H) es llaaada adnlslble si IR|.A^ . ,
2- LEMA
Todas las estructuras admlslbles son modelo de los siguientes dos 
axlomas:
unit:Vx:d3u: s u:s(0] = x:d
conc; Vu: sVk: nVv: sVl: n3u: s(Vl: n(i: nsk: n — » u; s tl: ni «w:s[i:nl) A
VJ:n(J:nsl:n — $ v:s{J:nJ » w:s((k:n ♦ J:n ♦ 11))
Es declr: todas las secuenclas de longltud uno existen. y cualquier par 
de secuenclas finitas (Internamente) se pueden concatenar.
Demostraclôn
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unit y conc se siguen en NLRF como consecuenclas lôgicas de Instancias
partlculares de col, .(E), usando los otros axlomas de
i: n, m: n, y: d
admislbllldad.
Para unit, E puede cogerse como 
y: d » x:d
Para conc, es suflclente tomar como E la fôrmula 
(i:nsk:n a y:d = u:s[l:n]) v
3J:n ( J;nsl:n a l: n =k: n ♦ J: n 1 a y;d » v;s(J:nJ ) g
Sln màs que comprobar la validez en de los axlomas de admislbllldad.
obtenemos tamblén:
3- TECfiEMA
Para una E-estructura D, la estructura aritmética heterogenea IRg 
asoclada a D (cfr. deflnlciôn 2 de la secclôn 1) es admlslble.
Desde luego que hay estructuras admlslbles no estândar, puesto que la 
clase de las estructuras arltmètlcas heterogéneas no es axlomatlzable en 
primer orden.
Entendemos por una lôglca un slstema dado por la especlfIcaclôn de las 
poslbles signatures, la slntaxis, las estructuras permitldas y las reglas 
semàntlcas para obtener denotaclones. Para nuestro propéslto, no es 
necesaria la deflnlciôn formai de este concepto que ha sldo estudiado por 
investIgadores de teorla de modelos (cfr. [BF 85]) y, màs reclentemente, de 
Intuiclonismo (cfr. [GB 83]). Slmplemente declmos que ALRF es la lôglca que 
tlene la mlsma slntaxis y semàntlca que NLRF, excepto que los môdelos estân 
restringldos a estructuras admlslbles.
Las denotaclones semàntlcas, satlsfactlbllldad y consecuencla lôglca se 
definen por tanto para ALRF de forma natural. Cuando trabajamos con ALRF, 
reemplazaremos el sfmbolo  ^por |>^ .
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SEMANTICA DEL MENOR FUNTO FiJO DEFINIBLE
El propôsito de restringir las estructuras pseudoaritméticas con los 
axlomas de admislbllldad, es poder caracterlzar la semàntlca dada para las 
expreslones funclonales F=pX.G, Justamente de forma Inversa a la dada para 
estructuras arltmètlcas, en las que E^ define el menor punto fljo del 
operador T asoclado a C,X. En estructuras admlslbles la caracterlzaclôn no 
puede ser exactamente en los mismos tërmlnos, puesto que como se ha
resaltado en la secclôn anterior, el caracter interno de los numéros y las 
secuenclas, nos obllga a hablar de T-derlvaclones Internas. La dlferencla 
fundamental entre las T-derlvaclones Internas y estândar, es que las
funclones codlflcadas por secuenclas Internas no tlenen por que ser
flnltas, con lo que en lugar de trabajar con el operador T, lo haremos con 
el operador anàlogo pero sobre funclones Internamente flnltas T. Ademàs, en 
la demostraclôn de la caracterlzaclôn semàntlca de F en estructuras 
arltmètlcas, es necesarlo apllcar el principle de Inducclôn sobre los
numéros. En ALRF solo podemos apllcar este principle para fôrmulas de NELi, 
lo que a su vez nos obllga a restringir la caracterlzaclôn del menor punto 
fljo a la de menor punto fljo deflnlble. Por ultime, esta caracterlzaclôn 
serà poslble para ALRFc, y para ALRFh serà en tèrmlnos de casl menor punto 
fljo deflnlble.
A continuation, Introducimos los conceptos y resultados necesarlos para 
este propôslto.
4- DEFINICION (Funciôn Deflnlble e Internamente Flnita)
(a) Sea JH =<îl; 9; S; comp^> una ^ E-estructura. FI Jades un contexte A y una 
valoraclôn 5 sobre 3H. Una funciôn no determlnlsta es llamada
deflnlble en c.r.a A, 5 si existe una fôrmula de primer orden extendldo 
EsNEFOR^ con a lo màs n+1 variables libres x^:d, ...,x :d,y:d tal que
grafo(X) = {<Xj,. . . , x^ , y>eD^ ^/E^(A, <5(x^ /x^ : d,. . . , x^/x : d, y/y: d] )=true>
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(b) Sea 5H *<îl; 9; S; coinp^> una Z-estructura. Una funciôn es
internamente flnita en 19 si existen un numéro Interno k y n+1 secuenclas 
Internas s  s ,s taies que
grafo(X)«{<Sj(ll,... s^llj,s(l]> / Osl<k>
donde s y < tamblén tlenen slgnlflcado Interno.
S- DEFINICION (T-Derivaciôn Interna)
Sea Sn *<îl; 9; S; comp^> una Z-estructura y T:îl55^ "* — » un operador.
(a) Declmos que una (n+l)-tupla <s. s> de elementos de S, es una 
T-derlvaclôn Interna de longltud k+1: si para todo Osjsk,
s[Jl«T(funj«t. s>))(ttjl)
donde fun^(<s. s>)«513p"* es la funciôn Internamente flnita cuyo grafo es el 
conjunto {<s{lj, s[l]>- / OsKJ) y k, J y s tlenen tamblén slgniflcados 
Internes a SU.
(b) Declmos que una (n+l)-tupla <x, y>eD''*^  es produclda por la T-derlvaclôn 
Interna <s,s> de longltud k+1, si <x,y> « <t[kj,slkl>. -
6- DEFINICION
Sea 51 »<Jl;9;S;comp®*> una Z-estructura. A un operador T:55*"* — » î*3*"* 
le asoclamos el operador que dénotâmes T:53p"* — * 53^”  ^deflnldo por: 
t(X)=u{T(Xg) / X^cX Internamente flnita en 51} para toda XeHSp"*- ■
7- DEFINICION (Casl Menor Punto Fljo y Menor Punto Fljo Deflnlble)
Sea 51 »<Jl; 9; S; comp®*> una Z-estructura, A y 5 un contexte y una 
valoraclôn sobre SI y un operador T:55p"* — * 53^ "^ , una funciôn XeJl3p"*«s:
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(a) El casl menor punto flJo deflnlble de T en 51 c.r.a A.ô sll verlflca: 
X es deflnlble en 51 c.r.a 6.6.
T(X)«X«T(X) y
XcZ para toda ZcSISg"’ deflnlble en 51 c.r.a 6,3 y tal que T(Z)«Z.
(b) El menor punto fljo deflnlble de T en 51 c.r. a 6,3 sll verlflca:
X es deflnlble en 51 c.r.a 6,3,
T(X)-X y
X«Z para toda ZeTIJ*"* deflnlble en 51 c.r.a 6,3 y tal que T(Z)«Z _
8- PROPIEDADES
Sea una Z-estruetura admlslble 51 ■ <5; 9; S; coap^> y un operador monôtono 
T:5g‘"’ -* J13‘"’ , entonces:
(I) T-T
(II) T es monôtono
(III) T es continue <■> T»T
K(Iv) Toda funciôn de 55*"* flnita es Internamente flnita en 51 
(v) T(Z)«T(Z) para toda Ze55^"' Internamente flnita 
(vl) î<f -
Ahora estâmes en poslclôn de demostrar el principal resultado de esta 
secclôn. Resultados slmllares han sldo obtenldos por Cartwright (Car 83], 
[Car 84], Cartwright y McCarthy (CM 79], Hajek (HaJ 86] y Pasztor (Paz 87] 
para otras lôgicas de programas no estândar.
9- LEMA
Sea GeNFEXPg"* positiva en la variable funclonal n-arfa X. Entonces, 
para cualquier Z-estructura admlslble 51 ■ <5;9;S;comp^>, contexte 6 y 
valoraclôn 3 sobre 51, la denotaciôn Y«(pX.G)^(6,3) verlflca las siguientes 
condlclones, donde T es el operador asoclado al operador monôtono 
T-T(51,A,3,X,G) dado por T(X)-G®*(6(X/X],3):
149
(I) Y es deflnlble en JH c.r.a A, 5
(II) Y«T(Y)
(III) T(Y)«Y
(Iv) Y«Z para toda ZeTtj'"' deflnlble en 51 c. r. a A, ô y tal que T(Z)cZ 
(v) Y<T(Y)
(vl) Y«Z para toda ZeJlj'"’ deflnlble en 51 c. r. a A, 5 y tal que T(Z)cZ
Demostraclôn
Asumamos la hlpôtesls. Por como estâ deflnlda la semàntlca de ALRF,
(n 
0
sabemos que , para cualquier :
grafo(T(X)) = (<x,y>eD"^V E^(x: d, y; d) (A[X/X), ô(x, y/x: d, y: d] )=true>
Por el lema 2, sabemos que E^(x:d,y;d) es positiva en X. T es entonces 
un operador monôtono, por argumentos slmllares a los usados en las 
demostraclones de los lemas 15 y 16 de la secclôn 2.3.
Ademàs T(X) es deflnlble si lo es medlante la fôrmula de
primer orden extendldo
E^(x;d,y:d) = 3u: s3v: s3k: nEj^ (u: s, v: s, k: n, x: d, y: d), 
donde, abusando de la notaciôn 
E^(u:s,v:s,k:n, x:d,y:d) =
(GR(u:s,v:s,k:n,x:d,y:d)Sgrafo(X) A
<x:d,y: d>€grafo(T(GR(u: s,v:s,k:n,x:d,y: d))) 
slendo ambas partes de la conjunclôn deflnlbles, ya que T y X lo son por 
hlpôtesls.
A lo largo de esta demostraclôn, serà necesarlo formallzar varias 
Inducclones Internas, medlante fôrmulas de primer orden extendldo. Y como 
lo màs Interesante es comprobar que el proceso de Inducclôn es deflnlble, 
para luego procéder semàntlcamente, no escrlblremos estas fôrmulas con 
rlgor slntactlco, slno como hemos hecho ahora para E^. Oenotaremos por a 
la fôrmula que define a la funciôn Z, en el caso de que esta sea deflnlble.
Trabajamos con grafos y con F=pX.G:
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Deimos.raclôn de (1)
Esto es trivial, puesto que la translaciôn a primer orden extendldo
E, „ define Y en îll c. r.a 6,3.
(foX. U
Demos.raclôn de (111
Sea y>€ grafo(Y). Entonces <x,y> tlene una T-derivaclôn Interna. Por 
dcfln.clôn de T-derlvaclôn Interna, se slgue que <x,y>«grafo(T(Y^)) para 
algunt Yj«Y Internamente flnita en 51. Entonces <x,y>egrafo(T(Y)) por 
def In clôn de T.
Demostraclôn de (111)
Sea <x,y>«grafo(T{Y)). Como hemos dlcho antes, T(Y) es deflnlble porque Y 
lo es. Por tanto podemos apllcar el axloma de Inducclôn sobre la fôrmula de 
primer orden extendldo:
VI: sVv^ : s (Ey,(u^ : s, v^ : s, 1: n, x: d, y: d) — » 3u:s3v:s3k:n
(BE^ (u: 8, v: s,k: n, x: d, y: d) a l:nsk:n A ü^: sSu: s a v^:s£v:s))
cuyo slgnlflcado Intuitive es que cualquier tupla produclda por T(Y) 
medlar te T(Y^), tamblén es produclda por una T-derlvaclôn Interna que 
incluye al grafo de Y^ . Mis fôrmalmente, si <x, y>egrafo(T(Y) ), por 
deflnlciôn de T existe una funciôn Internamente flnita Y^cY tal que 
<x,y>«grafo(T(Y^)). Supongamos que grafo(Y^) = {<x^,yj>/OsJ<l> para clerto 
nûmerc Interno 1. Para cada OsJ<l, existe (por deflnlciôn de Y) en ÎR una 
T-derlvaclôn Interna, codlflcada por algunas secuenclas Internas de 51 u ,^v^  
y con longltud dada por algün nûmero Interno de 51 k^ , que produce <Xyy^> 
como nlembro de Y en el sentldo expresado por la fôrmula BEp.; ver la 
secclôn 2. Por el lema 2, 51^onc y JR^unlt. Por Inducclôn Interna en 51 sobre 
1 se demuestra que existen n+1 secuenclas Internas en 51 u, v que son la 
concatenaciôn de las 1 T-derlvaclones Internas anterlores, que codlflcan 
una T-derlvaclôn Interna para <x,y>. Y podemos concluir que <x, y>egrafo(Y). 
Veamos la Inducclôn Interna sobre 1:
1=0: entonces Y^=x y podemos tomar k=l, y convertir x^ x^ e y en n+1
secuenclas Internas de longltud uno, usando unit.
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l + l>0: 1 + 1, codlflcan el grafo de Y^ . Sea u^,v^ y la T-derivaclôn
que existe para <x , y >egrafo(Y^). Por deflnlciôn de T-derlvaclôn, 
<u^(0),v (0)>6grafo(T(x)). Luego apllcando hlpôtesls de Inducclôn a 1 sobre 
u^ , v^ y <u^  (0), v^  (0)>, obtenemos u' , v' y k', que concatenamos con u^.v^ y 
k^  y entonces utlllzando unit y conc otra vez, obtenemos n+1 secuenclas 
Internas finalIzando en x^,...,x^ e y, respectlvamente. Puesto que T es 
monôtono, estas secuenclas codlflcan ahora una T-derlvaclôn Interna de 
<x,y>, como se querla demostrar.
La formaiIzaclôn total de este argumente neceslta usar propledades de los 
numéros Internes que estân garantlzadas por la Aritmética de Presburger.
Demostraclôn de (Iv)
Sea ZeJlJg"* deflnlble en ÎH c.r.a û,5 y tal que T(Z)«Z. Sea <x,y>€grafo(Y), 
entonces <x,y> tlene una T-derlvaclôn Interna de longltud k (nûmero 
Interno). Por Inducclôn Interna en 5l sobre k se demuestra que 
<x, y>€grafo(Z). Obsérvese que esta Inducclôn es poslble, ya que al ser 2 
deflnlble, podemos usar el axloma de Inducclôn para la fôrmula
( BEp.(k: n, x: n, y: n) a ( E^(x:n,y:n) -> E2,(x:n,y:n) ) ) — » E2(x:n,y:n).
k=0: <x,y>eT(i)=T(i)«T(Z)«Z por deflnlciôn y monotonia de t.
k+l>0: Sea u, v la T-derlvaclôn interna de longltud k+1 que produce <x,y>. 
Entonces, por hlpôtesls de Inducclôn, todos las tuplas <u(J],v(J]> para 
Osj<k, pertenecen al grafo de Z, puesto que cualquier prefljo de una 
T-derlvaclôn interna es tamblén una T-derivaclôn Interna. Y por deflnlciôn 
de T-derlvaclôn interna, <x,y> € grafo(T(fun^<u,v>)) = grafo(T(fun^<u,v>)) 
€ grafo(T(Z)) slendo grafo(fun^<u,v>) = (<u(J],v[J]> / Osj<k> por monotonia 
de t, y por tanto <x,y>€grafo(Z).
Demostraclôn de (v)
Sea <x,y>6 grafo(Y). Entonces <x,y> tlene una T-derivaclôn interna. Por la 
deflnlciôn de derivaclôn Interna, se slgue que <x,y>€grafo(T(Y^) ) para 




Asumamos que Ze53^"*es deflnlble en 51 c.r.a A,ô y tal que T(Z)<2. Sea 
<x,y>«grafo(Y). Entonces, existe en 51 una T-derlvaclôn Interna que produce 
<x,y>, codlflcada por algunas secuenclas Internas de 51 u.v y con longltud 
dada por algun nûmero Interno de 51 k. Podemos apllcar el axloma de 
Inducclôn sobre k dentro de 51 para probarlo, sobre la fôrmula de primer 
orden extendldo:
( BEy(k:n,x:n,y:n) a ( E^, (x: n, y: n)-»E^ (x: n, y: n) ) ) -» E^(x:n. y:n).
Sea <Xyy^> la tupla <u(J],v(J]>, computada en 51, para todo nûmero J 
Interno en 51 menor o Igual que k. Entonces <x^ , y^> ■ <x, y>, y para J menor 
que k en 51, <x^ , y^>egrafo(Z) por hlpôtesls de Inducclôn, puesto que
cualquier prefljo de una T-derlvaclôn Interna es tamblén una T-derlvaclôn 
Interna. Sea Z^eZ tal que el grafo(Z^) consiste de todas las tuplas <Xyy^> 
para j menor que k en 51. Entonces <x,y>egrafo(T(Z^)), porque <3,v> codifies 
una T-derlvaclôn Interna. Flnalmente <x,y>€grafo(Z) por la hlpôtesls T(Z)xZ 
y monotonia.
Como en los demis puntos, la Aritmética de Presburger soporta la 
formallzaclôn compléta de esta argumentaclôn. _
Como corolarlo de este lema y de las propledades 8, obtenemos los 
resultados de la caracterlzaclôn semàntlca.
10- TEOREMA (Semàntlca del Casl Menor Punto Fljo Deflnlble)
Sea GeNFEXPg"* positiva en la variable funclonal n-arla X. Entonces, 
para cualquier E-estructura admlslble 51 ■ <5; D; S; comp^>, contexte A y 
valoraclôn S sobre 51, la denotaciôn Y=(pX.G)^(A, 3) es:
(a) El menor punto fljo deflnlble en 51 c.r.a A,3 del operador T 
asoclado al operador monôtono T=T(51, A, 3, X,G) dado por T(X)=G^(A(X/Xl, 3).
(b) El casl menor punto fljo deflnlble en 51 c.r.a A,3 del operador 
monôtono T»T(5I,A,3,X,G) dado por T(X)=G^(A[X/XJ,3). -
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11- TEOREMA (Semàntlca del Menor Punto Fljo Deflnlble)
Sea GeNFEXP*"’ existenclal en la variable funclonal n-arla X. Entonces.
jn
para cualquier Z-estructura admlslble 311 = <31;9;S; comp >, contexte A y 
valoraclôn 5 sobre 3R, la denotaciôn (pX. G)^(A,3) es el menor punto fljo 
deflnlble del operador continue T=T(3R, A, 5, X, G) dado por T(X)=G^(A(X/X], 3).-
En estructuras arltmètlcas heterogéneas los conceptos de funciôn flnita 
y funciôn Internamente flnita colnclden y por tanto los operadores T Y T 
son équivalentes. Luego en ALRFh sobre estas estructuras, la denotaciôn de 
pX.C es el menor punto fljo del operador T o T puesto que ahora podemos 
apllcar el principle de Inducclôn sln tener en cuenta la defInlbllldad de 
las funclones. Y por tanto en ALRFc sobre estructuras arltmètlcas 
heterogéneas la denotaciôn de pX. G es el menor punto fljo del operador T. 
En resumen, ALRFc sobre estructuras arltmètlcas heterogéneas es equivalents 
a LRFc, como ocurrla con NLRFc, mlentras que ALRFh no lo es a LRFh puesto 
que los operadores T y î no son équivalentes.
12- EJEMPLO
ALRF permits algunos tlpos de razonamlentos sobre programas que son 
Imposlbles tanto en la demaslado estrlcta LRF como en la demasiado liberal 
NLRF. Como un ejemplo sencillo, consideremos una signatura Z con una 
constante zero y un slmbolo de funciôn monàdica suce. Sea PRED, DOBLE las 
Z-expresiones funclonales siguientes:
PRED = Xx:d(x:d = zero — > zero v
3y:d(x:d = succ(y:d)) — » y:d)
DOBLE » pX.Ax:d(x:d=zero — > zero u
ix:d=zero — > succ(succ(X(PR£D(x:d)))))
La fôrmula p = Vx:d 3y:d DOBLE(x:d)ay:d
que expresa la termlnaclôn débil de DOBLE, es intuitivamente cierta en el 
modelo deseado. Supongamos que escogemos un conjunto éSNEFOR^ como
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axlomatizaciôn de los datos, que no Incluye axlomas sobre los numéros ni
las secuenclas Internas. Por el teorema 7 de la secclôn 2.4 (adaptado para
nuestro formalisme de très géneros), no es clerto en LRF. Y tampoco lo
es en NLRF, puesto que $ admitIrla tamblén modelos arbltrarlos. Sln 
embargo, serà clerto, slempre que $ sea lo sufIclentemente fuerte como
para permltlr Inducclôn sobre los datos. Bajo esta suposlclôn, y para 
cualquier 51 y cualquier dato interno x de 51, 51 tendrà dos secuenclas 
internas u,v que codlflquen una derivaclôn Interna
<0*,0*>,<!*,2*> <xf, (2x)d>
la cual produce el valor (2x)^ para DOBLE(x^) en 51 (aqul, 0*^ ,1*^ , etc 
denotan informalmente datos de 51). Veremos algun otro ejemplo de 
termlnaclôn de programas en la slgulente secclôn. Como hemos dicho en el
capltulo 1, la termlnaclôn de programas imperatives en el marco de la
lôglca no estândar ha sldo Investlgada por Sain (Sai 87]. ,
CALCULO ADMISIBLE
Hemos dicho que para ALRFh vamos a demostrar la correcciôn y 
completItud de un càlculo anàlogo al aritmético. Pero evidentemente, 
podemos obtener un càlculo finitario correcte y complete para ALRF, 
directamente del càlculo n dado para NLRF, que muestra que ALRF es 
esencialmente una lôglca de primer orden.
13- TEOREMA
ALRF admlte un càlculo finitario correcte y complete. Por lo tanto, 
verlflca el teorema de compacidad y el teorema de LBwenheim-Skolem.
Demostraclôn
Basta con tomar un càlculo finitario correcte y complete para NLRF 
(como el presentado en el teorema 5 de la secclôn 2) y aAadirle el conjunto 
de axlomas de admislbllldad; es declr, F[-Ax para todo AxeA^. ,
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Este càlculo no perraite razonar de forma natural sobre el operador p 
(recuerdese los comentarlos a la demostraclôn del teorema 5 de la secclôn 
2). Ahora presentamos un càlculo orlentado a la slntaxis que élimina esta 
dificultad y que tlene una apllcaclôn Interesante que veremos en la 
slgulente secclôn. A este càlculo lo denotamos por A y consiste de los 
siguientes axlomas y reglas.
Axlomas v reglas de primer orden
Como en el càlulo n para NLRF aftadlendo todos los aoclomas de 
admislbllldad (cfr. deflnlciôn l); es declr;
rf-Ax para todo AxeA^.
Reglas para la descornooslclôn de las exoresiones
Como en el càlculo n para NLRF pero oraltlendo las reglas para el 
operador p. Junto con las siguientes dos nuevas reglas para este operador:
Régla de Invarlancia
r,G(Ax:d.ey:d.E(x: d, y: d)/XI(x: d) a y: d E(x:d,y:d)
r  ( -  m E (t.t)
(I*)-------------------------------------------------------
r  |- -.(pX.G)(t)at
Régla de Convergencla
r, E'(k:n,x:d,y:d) [— G(Ax: d. cy: d 31: n(l: n < k: n A
E* (1: n, X: d, y: d) )/Xl (x:d)ay:d 




Como en el càlculo aritmético, en estas dos ûltimas reglas hemos usado 
notaciôn adiclonal. E(x;d,y;d) représenta una fôrmula de primer orden 
extendldo cuya variables libres incluyen a x:d,y;d. La notaciôn t, t se 
refiere a tèrmlnos de género d. E(t,t) es una abreviatura de 
E(x:d,y;d)[t/x:d,t/y.dl. G représenta una expresiôn funclonal positiva en 
la variable funclonal X. La notaciôn de (C ) debe entenderse de forma 
similar.
El slgulente resultado muestra que ambas reglas reflejan la semàntlca
de la recurslôn adecuadamente. La Idea es que E y E" son fôrmulas que
expresan una funciôn. De esta forma, intuitivamente la primera premisa de 
(I*) afIrma que T(E)«E y la segundâ afirma que la tupla <t,t> no pertenece 
al grafo de E, de lo que se concluye que tampoco pertenece al grafo de 
flx(T). Anàlogamente, la prisera premisa de (C ) afirma que E^«T(E/ y la 
segunda que <t, t> es una tupla del grafo dé 3kE|^ , de lo que se concluye que 
tamblén pertenece al grafo de fix(T). La correcciôn de este razonamlento se 
demuestra a continuaclôn. Pero primero, definlmos el concepto de 
deduclbilidad formai en este càlculo.
El càlculo estructurado es tamblén completo. La idea clave de la
demostraclôn es esencialmente la misma que en la demostraclôn de 
completitud aritmética del capitule anterior. anàloga a la de la 
demostraclôn de Cook (Coo 78] para la completitud relative de un càlculo de 
verlflcaciôn parclal o a la de la demostraclôn de Harel (Har 79], (Har 84] 
para la completitud aritmética de la lôglca dinàmica. Los axlomas y reglas 
son adecuadas a la slntaxis de los programas (en nuestro caso expreslones y 
expreslones funclonales) y permiten reducir aflrmaclones sobre ellos a 
otras aflrmaclones màs senclllas sobre partes slntàcticas menores. Los
axlomas o reglas necesarlos slempre se pueden apllcar porque el lenguaje de 
primer orden es suf iclentemente expreslvo. En el caso de Cook y Harel esto 
es poslble porque se fija una estructura expreslva (respectlvamente, 
aritmética). En nuestro caso, es el poder de los axlomas de admislbllldad.
Como slempre, denotamos por a la relaciôn de deduclôn formai en
este càlculo. La deflnlciôn es la dada en la secclôn anterior para el 
càlculo n para NLRF.
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14- TEOREMA (Correcciôn y Complet i tud Admlslble)
Para todo conjunto de formulas } de ALRF:
Demostraclôn
CORRECCION: “> <fi-
Por Inducclôn sobre la profundldad N del àrbol de deducclôn, 
demostramos que la raiz de cualquier àrbol de deducclôn es correcta. 
Declmos que una secuencla r|^ es correcta, si
N=0: Hay que comprobar que todas las instancias de los axlomas r|-y del 
càlculo A son correctas; es declr Todos los axlomas salvo los de
admislbllldad son los del càlculo n para NLRF. Y los de admislbllldad son 
correctes por deflnlciôn de
N>0: Hay que comprobar que todas las instancias de las reglas del càlculo 
verlfican que la conclusiôn es correcta si lo son las premises. Todas las 
reglas son las mlsmas que las del càlculo n para NLRF, salvo las reglas del 
operador p.
Fijemos una estructura admlslble 51. Consideremos una Instancla de (I ) y 
otra de (C ). Supongamos que sus premises son correctas y probamos que sus 
conclusiones también lo son. Para esto, tomemos un contexte A y una 
valoraclôn 3 sobre 51 y considérâmes:
(a) El operador monôtono y continue T: 53*"*— » 53*"* dado por
51 D D
T(X) = G^''(A[X/X1,Ô)
(b) El menor punto fi Je deflnlble de T en 51 baJo A. 3:
Y - (pX.G)^(A,3)
(c) La funciôn no determlnlsta Ze53*"* deflnlda por
yeZ(x) iff E(x: d,y: d)^(A, 3(j^x: d.y: d] )
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(d) para cada nûmero interno k de 51, deflnlda por
yeZ^(x) iff E’ (k;n,x:d,y:d)^(û,ô[k/k:n,x/x:d,y/y:d] )
(e) Los datos d^,d definldos como d^=t^(A,3), islsn; d=t^(A,3)
Supongamos que 51 [«f:
Para (I*) Tenemos que probar que 51^  t (pX.G) (t)at. El hecho de que la
primera premisa sea correcta en 51 significa que T(Z)<Z. Por el lema 9, se 
slgue que YcZ. El hecho de que la segunda premisa sea correcta en 51 implica
que dcZ(^). Por tanto, deY(Ê), y la conclusiôn es correcta.
Para fC*) Tenemos que probar que 51^ (pX. G) (t)at. Puesto que la primera
premisa es correcta, sabemos que Z^*T( U^Z^) para todo nûmero Interno k, 
donde 1 y < tlenen también slgniflcados internos. Como todas las Z^ estân 
unlformemente definidas por E’(k:n,x:d,y; d) y 51 es admlslble, por inducclôn 
sobre los nûmeros internos podemos concluir que Z^eY para todo nûmero 
interno k, apllcando el axloma de inducclôn a la fôrmula
E’(k: n, x: d, y: n) — » 3k:n BE^(k: n, x: d, y; d ).
En efecto:
k*0: 2^» T(i) «Y, puesto que T(U^Z^)=T(i) y Y=fix(T).
k>0: Z^cT(U|^Zj)= U^T(Zj)c U^T(Y)=T(Y)=Y por hlpôtesls de inducclôn y
monotonia de T.
Por otro lado, el hecho de que la segunda premisa sea correcta implica que 
deZ^(3) para algun nûmero interno k. Por lo tanto, deY(^) y la conclusiôn 
es correcta.
COMPLETITUD: p => »>•
Obviamente, esta càlculo es completo para NELi y por tanto, es suflclente 
demostrar los siguientes très puntos (donde (Z) y (3) Juegan un papel 
auxiliar):
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(1) Para toda yeNFOR^: +-»
(2) Para toda MeNEXP^: j-jj May:? E^(y:?)
(3) Para toda FeFEXP^"’: [j F(x:d)ay:d E^(x:d,y:d)
En efecto, si entonces y por la completitud de primer orden de
A, Ej.|-^ E^  con Ep£E^ fini to, luego apllcando (1) y (MP) se obtiene
Para demostrar (l)-(3), se procédé por inducclôn simultânea sobre la
funciôn de complejidad j. | sobre </>, M y F.




Para esto usaremos las reglas (I*) y (C*).
(a) Usamos la rgla (I ) de forma que como E(x:d,y:dl tomamos 3k: n 
BE^(k:n,x:d,y:d), es declr, Ep(x:d,y:d), cfr. secclôn 2. Con esto, la 
demostraclôn formai para (a) puede construlrse como slgue:
-I Ep(x:d,y:d) (■ -i F(x:d)ay:d 
I —  (I*)
I I
-iE^(x:d,y:d) (- -lE^ tx:d,y: d) nE^(x:d,y:d),
(SP) G[Ax:d. cy:d E(x:d,y:d)/X] (x:d)ay:d |-E(x:d,y:d)
I
-iEp(x:d,y:d) |- -iG[Ax: d. ey: d E(x: d, y: d)/X] (x: d)ay: d
I
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Por la completitud de A para primer orden, basta con demostrar:
("A -"Ep(x:d,y:d) ‘‘^ GtAx: d. cy: d E(x: d, y: d)/Xl 
es declr
l"A ^G[Ax:d.cy:d E(x: d, y: d)/Xl E^(x:d,y:d)
Sean un contexte A y una valoraclôn 5 sobre 51 fljadas. Consideremos T, Y y 
Z. definidas como en la demostraclôn de la correcciôn. Para que (a. 1) sea 
cierta en 51 bajo A, 3 es suflclente que 
(a.2) T(Z)cZ
Ademàs en este caso se da la Igualdad. En efecto:
Como E es E^ , sabemos que Z*(pX. G)^(A, 3) (recorder la traducclôn para 
définir la semàntlca en la secclôn 2), es declr, Z=Y. Por el teorema 10, Y 
es el menor punto fljo deflnlble de T, y por tanto se verlflca T(Y)=Y, es 
declr (a. 2). Inspecclonando la demostraclôn del lema 9, podemos ver que la 
formallzaclôn de esta argumentaclôn usa los axlomas unit y conc, ademàs de 
la aritmética de Presburger.
fôrmula BE^(k:n,x: d, y: d), cfr. secclôn 2. Con esto la demostraclôn formai
(b) Usamos la régla (C ) de forma que como E’(k: n, x: d, y: d) tomamos la 
  x ed 
de (b) puede construlrse como slgue:
E^(x:d,y:d) |-F(x:d)ay:d
E^(x:d,y:d) |- 3k: n E* (k: n, x: n, y: n)
(SPi E^(x:d,y:d), E’(k:n,x:d.y:d)
[• G[Ax: d. cy: d 31: n(l: n<k: n a E* (1: n, x : d, y: d) )/X] (x: d)ay: d
I
Ep(x: d, y: d ) , E" (k: n, x: d, y: d) 
t" ^G(Xx:d.cy:d 31:n(l:n<k:n a  E' (1: n,x:d .y: d ) )/Xj
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Por la completitud de A para primer orden, basta con demostrar:
(b. 1) E'(k:n.x:d.y:d) — »
^G[Xx:d.cy:d 3i:n(l:n<k:n a  E'(l:n.x:d,y:d))/X]^*'
Sean un contexto A y una valoraclôn 3 sobre ÎJl fljadas. Consideremos T. Y y 
(para todo numéro Interno k), definidas como en la demostraclôn de la 
correcciôn. Para que (b.1) sea cierta en 3H bajo A, 5 es suflclente que:
(b.2) Z^ <T(J-J^Zj) para todo nûmero interno k, donde 1, < tlenen también 
significado interno
Ademàs en este caso se da la igualdad. En efecto:
Como E" es BE^ , el grafo de cada Z^ consiste exactamente de aquellas tuplas 
<x.y> las cuales tlenen una T-derlvaciôn Interna de longltud k+1 (recorder 
la construcclôn de BE^ ). Luego por deflnlciôn de T-derlvaclôn Interna se 
verlflca que Z^» T(i), U^Z^= Z^  ^ (puesto que una derivaclôn que produce 
<x,y> se convlerte en otra de mayor longltud que también produce <x,y>, sin 
màs que repetlr alguno de sus elementos en el mlsmo lugar donde aparecen) y
que T(Z _^j) Z^ . Luego se verlflca (b.2). La formallzaclôn de esta




Cerramos esta secclôn con un ejemplo muy sencillo que llustra el
razonamlento formai en este càlculo. Supongamos que Z Incluye dos
constantes cero y uno y un slmbolo de funciôn blnarla sum. Sea 9 una
Z-estructura de un género de domlnlo M y donde cero, uno, y sum se
Interpretan de forma natural. Consideremos el conjunto $ de Z-fôrmulas de 
primer orden extendldo vàlldas en 9, y la expresiôn funclonal
ZERO » pX.Xx:d (x:d = cero — t cero u
-I x:d = cero — > X(dif (x: d,uno) ) )
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Veamos que ZERO(x: d)acero
Obsérvese que este teorema trivial no es demostrable ni en LRF ni en NLRF.
La Idea es especificar medlante una fôrmula de primer orden extendldo. el 
grafo de Zero. Evidentemente, un par <x, y>egrafo(Zero) si y=0 y x puede 
generarse a partir de las constantes 0 y 1 y la funciôn * de la estructura 
pseudoaritmética
Para obtener un àrbol de derivaclôn para ♦[• Zero(x:d)acero, usaremos la 
#
régla (C ) de forma que
E* (k: n, x: d, y: d) - eq(k:n,x:d) a y: d » cero
slendo
eq(k:n,x;d) = 3u;s(u:s[0: n] = cero a u:s[k:n] » x:d a
Vl:n(l:n<k:n — $ u:s[l:n + 1] = sum(u: s[ 1: n], uno) ) ) 
G * Xx:d. (x;d=cero -* cero v
-« x: d » cero — » X{dif(x:d, uno)))
G[Xx:d.cy:d 31;n (I:n<k:n A E’(l:n,x:d,y:d))/X] =
Xx:d. (x:d»cero -» cero u -ix: d=cero
(Xx:d. cy:d 31:n l:n<k:n a E’(1: n,x:d,y:d))(dif(x :d,uno)))
y
|- G[Xx:d. cy:d 31:n (l:n<k:n A E’(l:n,x:d,y:d))/XJ (x:d)ay:d
(x*cero A y=cero) v (nx=cero a y=cero A gr(k:n,dif(x:d.uno)))
gr(k:n,x:d) = 31:n I:n<k:n a  eq(k:n,x:d),
Por tanto:
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$ |- Zero(x: d)3cero
I —  (C )
♦ [- 3k:nE'(k;n,x:d,cero)
I
♦ (- 3k: n eq(k: n, x: d, cero)
(b.i) $. E' (k: n, x: d. y: d)
|-(x; d=ceroAy; d=«cero)v(-ix: d*ceroAy: d»ceroAgr (k: n, dif (x: d, uno) ) )
♦, E’(k: n, x: d. y: d). (ix: d»cerov-iy: d»cero)
|- (-ix: d=ceroAy: d=ceroAgr(k: n, dif (x: d, uno) ) )
E’(k:n,x:d.y:d). ny: d»cero |- gr(k: n, dif (x: d, uno) )
(CT)
♦ , E'(k: n. x; d, y: d), ->x: d=cero |- gr(k, dif (x: d, uno) )
♦ , E’(k: n. x; d. y; d), nx:d=cero eq(k: n-1, dif (x: d, uno) )
(b.3)
Razonemos que:
(b. 1) ♦ 1"^ 3k:n eq(k:n,x:d,y:d)
(b.3) ♦ (E* (k: n, x: d, y: d) A -ix:d»cero — $ eq(k: n-1, dif (x: d, uno) ) )
(b.1) Basta con tomar k=xeW y u=<0,1.... x-l,x>.
(b.3) Basta con tomar u tal que concat(u, <x>), slendo la secuencla 
que existe para eq(k:n, x:d), segun E'(k:n,x:d,y:d). .
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4 .- APLICACION: COMPLETITUD DEL CALCULO ARITMETICO
Como se ha dlcho en el capltulo 1, una caracterlstica muy atractiva del 
estudlo no estândar de las lôgicas de programas es que slrve de herramienta 
para probar resultados estândar. En esta ultima secclôn presentamos una 
apllcaclôn de este tlpo, medlante una técnica de traducclôn, podemos 
demostrar la completitud aritmética del càlculo a dado para LRF en la 
secclôn 3.2 a partir del càlculo estructurado de la secclôn anterior. Esta 
técnica puede apllcarse para otros càlculos, como el aritmético para DL 
cltado en el capltulo l (cfr. Harel [Har 79]).
En primer lugar, como los slmbolos usados para el género n en las 
estructuras pseudoaritméticas colnclden con los exigidos para las 
estructuras arltmètlcas, modlflcamos estos slmbolos para que no colapsen.
1- NOTACION
El concepto de E-estructura aritmética se Introdujo en la deflnlciôn 1 
de la secclôn 3.2. En particular E tlene que contener dos slmbolos de 
constantes para el cero y el uno, dos slmbolos de funciôn binaries para la 
suma y el acceso a componentes de secuenclas y un slmbolo de predlcado para 
dlstlngulr a los nûmeros naturales. Para no confundir estos slmbolos con 
sus anàlogos en estructuras pseudoaritméticas, los denotaremos en esta 
secclôn por: 0^ , 1^ , +^ , comp^ y nat^ . ,
Ahora no debe confundlrse el concepto de estructura aritmética con el 
de estructura aritmética heterogénea de la deflnlciôn 2 de la secclôn 1.





Sea 9 una Z-estructura aritmética. La vista de très géneros de 9 es la 
Z -estructura
m "
OTg'' = <5,9, D, comp 9 >
donde 5 es estândar, S=D, y ccmp^9 (l,u) » comp^(l,u) para cualquier leN, 
ueS. Obsérvese que los datos internos de son los mismos objetos que las 
secuenclas Internas, e Incluyen a los numéros naturales. »
En la secclôn 2, remarcamos que la semàntlca de NLRFc es esencialmente 
équivalente a la de LRFc sobre estructuras arltmètlcas heterogéneas. 
Necesitamos una verslôn précisa de un resultado similar para estructuras 
arltmètlcas. Para este propôslto, definlmos las traducciones slntàcticas 
del lenguaje de LRF al de NLRF y vlceversa.
3- DEFINICION
Sea Z una signatura aritmética. Tenemos que définir las traducciones 
slntàcticas por recurslôn simultânea sobre fôrmulas, expreslones y 
expreslones funclonales como slgue;
(a) Traducclôn (. desde LRF a ALRF 






(np)" m -, y""
(pv0)" « (p"v /"")
(3xp)" - 3x:d p"
(a.2) H*'‘eNEXP para toda MeEXP
x" = x:d
F(M....M )" = F"(M"....M"
(M u N)" ” * (m"  u n ")
(p -» M)" ■ (p" — $ M**")
(ex p)" ” cx:d p"
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(a. 3) F"eNFEXPj"* para toda FsFEXP^"’
f"" = f
X**" = X
(Xx ... X . M)" = Xx : d. . . X ; d.
I n  I n
(pX.G)" =» fiX.G"
(b) Traducclôn (. )** desde ALRF a LRF
Suponemos fljada una traducclôn de variables una a una 
(.)** :VAR^uVAR^uVARg-»VAR.
La traducclôn de los Ep^-térmlnos de género s se define por: 
(x:s)* : deflnlda por la traducclôn de variables fljada 
La traducclôn de los Zp^-térmlhos de género n se define por; 
(x;n)** ; deflnlda por la traducclôn de variables fljada 
0** « 0
- C 
" <  %
(b. 1 ) p**eFFOR_ para toda peNFFOR
p(M^....M )“ = p(Mj....M^ )
(MaT)'* = (MSt"^ )
(-1 p)"* = T p**
(p v p)"* 3 (p^  V p"*)
(3x;n p)** = 3(x;n)* (nat(x;n)“* a
(3x;d p)** = 3(x;d)** p**
(3x: s p)"* = 3(x;s)‘* p**
(b.2) M^eEXP para toda MeNEXPj.
(x:n)** ; deflnlda por la traducclôn <
F(M,....M )“ = f“(mJ....M^ )
(M V N)** » (M"* u N**)
(p — > M ) = (p** — > M**)
(ex:d p)"* = c(x; d}** p**
(b.3) F^eFEXPg"* para toda FeNFEX?^"*
comp M comp^
f“ = f para f* comp
x“ = X
(Xx ; d. ..X ; d. 
1 . n
M)** = X(x ; d)**. . . (x ; d 
1 ^  n
(m x .g )“ = pX.G
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El significado de la traducclôn se explica en el slgulente resultado.
4- LEMA (Lema de Traducclôn)
Para una Z-estructura aritmética 3, es admlslble. Ademàs:
(a) Para un contexto A y una valoraclôn S sobre 9, existen sus 
correspondlentes a", a" sobre tal que:
(a. l) Para peFFOR^: 3). p(A,ô) sll 3R" |- p"(A* .ô")
(a.2) Para MeEXP^: M®(A,5) » (M")^9 (A".a")
(a. 3) Para FeFEXP^"’: F®(A.3) = (F")^9 (A", a")
(b) Para un contexto A y una valoraclôn a sobre existen sus
correspondlentes A^ , 3** sobre 9 tal que:
(b. 1) Para peNFFOR^: Ml" p(A,3) sll 9|. pf(A*.3*)
(b.2) Para McNEXPj.: M^D (A. 3) » (M*‘)®(A'*, 3**)
(b.3) Para FeNFEX?^"*: F^9 (A, 3) = (F*‘)®(A**,3**)
(c) (. )** se comporta como la Inversa de (. )". Màs exactamente:
(c. 1) Para peFFOR^: (p")“ = <p
(c.2) Para MeEXP^: (M")" = M
(c.3) Para FeFEXP^"’: (f")“ « F
supuesto que se toma una traducclôn adecuada de variables (que depende de 
p, M o F, respectlvamente).
Demostraclôn
Sea 9 aritmética. Entonces 91)^ es admlslble, porque los nûmeros 
Internos de 51^ *^  son los estândar, y las secuenclas internas de JR^ '' se 
comportan como los côdlgos de las secuenclas flnltas estândar.
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Para (a), es suflclente tomar A y 5 (x:dj=3(x) para toda xeVAR.
Entonces, (a.l) - (a.3) puede comprobarse medlante luna inducclôn trivial.
Para (b), la argumentaclôn es similar, pero tomando A"^ =A y
d‘*( (x: ?)**)=5(x: ?) para toda x:?eVAR^ u VAR^ u VAR^.
Flnalmente, para (c) es suflclente escoger una traducclôn de variables 
con la propledad de que (x:d)‘**x para toda variable x que aparezca en p, M
o F, respectlvamente. Obsérvese que solo hay un nûmero fini to de estas
variables. -
El slgulente lema técnlco es necesarlo paira là demostraclôn de 
la completitud aritmética del teorema 6.
5 -  LEMA
Sea t un Zp^-térmlno de género ? y F una Z^^-extpreslôn funclonal de NLRF:
(a) Para todo Zp^-térmlno t^  de género ?, t^ (t/x:?l*** = t^CtVCx:?)**]
(b) Para toda Z -fôrmula, Z -expresiôn o Z -expr esiôn funclonal 0,
pS p3l p&
e f t /x :? ] * *  = a'^CtVCx:?)**]
e ( F /x i “ = e^ iF ^ /x i
Demostraclôn
(a) Para cada género ?, por Inducclôn sobre los: tèrmlnos.
(b) Por Inducclôn simultânea sobre las f fôrmulas, expreslones y 
expreslones funclonales.
Veamos el caso (3x:n p)[t/y:n] para x*y:
(3x:n p)(t/y:nl^ = por deflnlciôn
3x:n p(t/y:nl** = por hlpôtesls de Inducclôn
3(x:n)‘* (nat( (x: n)**) a p**lt*'/(y: n)**] ) = por deflnlcicôn
3{x:n)** (nat( (x: n)**) A p"*) (t**/(y: n)**] = por deflnlcliôn
(3x:n p)**(t^ /(y:n)**] como se querla demostrar. _
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Ahora estâmes en posicion de demostrar el resultado principal de esta 
secciôn.
6- TEOREMA (Correcciôn y Completîtud Aritmétlca)
El càlculo a de la secciôn 3.2 es aritméticamente correcte y complète 
para la lôgica est&ndar LRFc. Es declr: para una Z-estrucutra aritmétlca 3 
y una fônnula de LRFc yeFFOR^, se veriflca
3^ y <=> ETh(3)[^ <p
Demostraciôn
Fljemos una estructura aritmétlca 3.
(a) Correcciôn: Eth(3)|-j <p => 3(^
Ya demostrade en la secciôn 3.2.
(b) Completitud: 3 ^  -> Eth(3)[-^ y
Supongamos que 3^ p. Per el lema 4, sabemos que es admisible y que
Por el lema de traducciôn, = <p. Considérâmes la teoria de
primer orden extendida de en el lenguaje de très générés de LRFc que
es:
EThdn") - { EeEFCRj.p^  / ÎR"!. E >
Pueste que la semântica de ALRF se ha definide a traves de una traducciôn 
sintâctica al lenguaje de primer orden extendido (cfr. definiciôn 3 de la 
secciôn 2), impi ica que es consecuencia lôgica de la teoria de
primer orden extendido de JR*'' en ALRF: EThiJR*'") |-^ y por tante de su
cierre universal, EThCîRg'^)'^^ Entonces, por el tecrema de completitud 
admisible, sabemos que EThORg"^)^!^ Ahora, puede verse que (.)**
traducida esta deducciôn formai a otra deducciôn formai que prueba ETh(3)|-^ 
■ y. Mis precisamente demostramos para toda secuencia F|-y en la que 
no aparecen variables libres de généré n:
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(•) si tlene un ârbol de deducciôn 3 en A "adecuado", entonces
tiene un ârbol de deducciôn 3 en a, donde >
Donde por un ârbol "adecuado" 3 para una secuencia sin variables
libres de género n. entendemos que cada vez que se api ica en 3 la régla:
r |- y[t/x: ni
(3-C)   obsérvese que solo se refiere a variables de género n
r [- 3x: ny
el término t (de género n) es cerrado y los simbolos por los que puede
estar formado son: +. 0, 1 y las constantes de (constantes nuevas de
género n) que aparecen en P [- 3x:nÿ.
Una vez demostrado esto. podemos razonar como sigue:
EThCÎRÎ'^ l'^ l-jr <p*'. implica por definiciôn que P^"^ tiene un ârbol 3 de
deducciôn en A, para PSEThORg"^)^ finito. En P|-p"^  no aparecen variables 
libres de género n (en P no aparecen variables libres, y en no aparecen 
variables de género n), y podemos suponer sin pérdida de generaiidad que 
este ârbol de deducciôn es "adecuado". Luego P**[-(<p**^)**>»y tiene un ârbol de 
deducciôn 3* en a, para P‘*SEThO) finito por el lema de traducciôn, como 
queriamos demostrar.
Veamos la demostraciôn de ("). Por inducciôn sobre la profundidad N del 
ârbol 3. Puesto que los axiomas y reglas de ambos câlculos tiene los mismos
nombres, usamos subindices para diferenciarlos.
N«0: Distinguimos cada axioma de A.
(SP)^ P|-f por que yeP. Entonces p^eP* y es un axioma de a(D).
(ID)^ Pf- t=t. Entonces P‘*[- t*=t* es un axioma de aO).
(ffA)^ P, fff^. Entonces P**, es un axioma de o(D).
Obsérvese que estamos usando el mismo slmbolo para denotar a las
fôrmulas 3 x :<t (t  x:ir=x:o") y 3x(-i x=x) en NLRF y LRF respectivamente.
(Ax)^ P|-Ax siendo AxeA^ un axioma de admisibilidad. Entonces P‘*|-Ax‘* es
un axioma de a(9).
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N>0: La raiz de 3 tiene uno o dos subârboles 3i, dependiendo de la regia 
que se baya aplicado, de profundidad itienor que N, 3i es ârbol de deducciôn 
en A para su raiz Fi |-y: y existe una régla en el câlculo A de forma que
r[v es la conclusiôn y las premises de la régla.. En F i n o
aparecen variables libres de género n y Si es "adecuado". ya que en Ff^ no 
aparecen variables libres de género n y 3 es adecuado. Luego por hipôtesis 
de inducciôn. existe 3t ârbol de deducciôn en a para
Tenemos que considérer cada régla separadamente, pero agruparemos 
aquellas para las que el razonaalento sea anâlogo.
(1) Reglas de primer orden para el cuantificador 3.
F, p(c/x;nl |- ^
(3-A)^ -----------------  (c nueya) en el caso en que x sea de género n.
F, 3x:np ^
Por el lema 5: F‘*,plc/x: » F'*, p'^CcVCx: n)"*!
por definiciôn: F**, (3x: * T**, 3(x:n)*(nat((x:n)*) a  y**)
Entonces. aqilicando la régla (3 -A )a :




F^ , nat(c"^). p'*[cV(x: n)**] fV»"*
hlp4t«st* de indueeidn
Obsérvese que «mda vez que se aftade una nueva constante de género n en S, 
en S queda conctancia de que esta constante es natural.
F |- f [t/x:n]
(3-C)^ **■■" en el caso en que % es una variable de género n.
F j- 3x:np
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Por el lema 5: r*^p(t/x:n]* = f * * t ‘^/(x: n)*^ J.
Por definiciôn: r**J- (3x:ny)^ = r"'|- 3(x:n)*(nat((x:n)*) a
Entonces, aplicando la regia (3-C]a:
r"^|- 3(x:n)*(nat((x:n)*) a p"*)
I
r**(- nat(t*) A ÿi*[tt/(x:n)*]
I I
r"^nat(t") r'*f^‘‘ (tV (x:n)'‘ l
I hlpdtaata da tndueetda
r |- X-*nat(t'')
ETh(S)
siendo % = /\ nat(c), para toda c que aparece en t* y F « F‘\{nat(c)/c que 
aparece en t**}. Obsérvese que podemos asegurar que nat(c)eF* para toda c 
que aparece en t", por que hemos exigido que t sea un término "adecuado", 
segün el concepto de ârbol de deducciôn adecuado.
(2) Reglas de primer orden en A salvo las del cuantificador 3.




F, t=t' ^ (tVx:*r]
Por el lema 5; F‘*|i?(t/x:(r)’* = F‘*f^ ‘*[tV(x: a)’*].
Por definiciôn: F**, (t=f /x: o-]** = F**. t'*=t’ |-v’*(t’V(x: .




(3) Reglas para (a), (PD), (u), (-»), (c), (AP) y (X) en A.
Cada régla se adecua directamente a su correspondiente régla (.)a.
(4) Reglas para el cperador p.
(I Por el lema 5:
r“l- -iE{t.t)“ = r"|. -.E^ ct^ , t“) y
r“. (G(E/X1 (x:d)ay:d)‘*|-E‘(x.y) = G‘^(eV x ] (x:d)ay: d|-E‘^(x.y).
Por definiciôn:
r*‘l-{-.(pX.G)(t)9t)‘‘ = r“ l- -,(pX.G")(f)3t*. 
Entonces, aplicando la régla (I )a:
r"|. -,(px.G'^)(f )3t"
I I
r“, G'‘[E“/X](x:d)sy:d(-E‘'(x,y) r“ |- -.E’'(t‘, t“)
hlpdtesls de Inducciôn
(C Por el lema 5:
r^l-CakinE'(k,t, t))"* = r“l-3(k:n)‘*(nat((k:n)‘) a E’“( (k: n)“, t*, t“) ) y 
r*,E' (k,t, t)“l-(G(31<kE’ (1)/X](x)sy)* =» r“, E’“(k,x. y) [G‘[3KkE’“(1)/X] (x)ay.
Por definiciôn:
r'*|-((pX.G)(t)3t)‘* = r“l- (pX.G")(f )3t*.





r^ |-3(k:n)'‘(nat((k:n)‘*) a  E’**( (k: n)'*, t*. t**) )
hlpôtasla d# indueetôn 
Ahora. en (C*)a aparece explicitamente nat((k:n)^). -
Obsérvese que la completitud admisible es un concepto màs general que 
la aritmétlca. al que se puede accéder mediante la semântica no estândar de 
programas. De hecho, la completitud aritmétlca caracteriza la validez en 
una estructura aritmétlca fija 9 en términos de probabilidad formai. Y la 
completitud admisible caracteriza la validez en una teoria de ALRF é fija 
en términos de probabilidad formai. Por lo que la completitud aritmétlca es 
un caso particular de la completitud admisible. cuando * se toma como 
ETh(D).
Por ûltimo. remarcar que el teorema 6 puede ser fàcilmente adaptado a 
QDL y a otras lôgicas de programas. Para QDL, esta afirmaciôn esté 
implicita en la inclusiôn en LRF, discutida en la secciôn 2.4.
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CONCLUSIONES
Hemos presentado una lôgica para programas funcionales, que reune 
conceptos fundamentales como p-recursiôn, X-abstracciôn. no determinismo, y 
funciones predefinidas, y hemos estudiado las vertientes estândar y no 
estândar.
Hemos demostrado que el sistema estândar LRF puede verse como un 
fragmento de Lu w, bastante expresivo. En concrete, en este trabajo se 
expresan en LRF el p-câlculo proposicional de Kozen y la lôgica dinâmica de 
primer orden para programas regulares de Harel.
Ademâs, LRF admite un câlculo infinitario correcte y complete, del que 
se obtiens como corolario el teorema de LÔwenheim-Skolem y que el problems 
de validez para LRF es n|-completo. También admits un câlculo finitario 
orientado a la sintaxis, aritméticamente correcte y complete. Basado en la 
capacidad de expresiôn de las estructuras aritméticas, en las que es 
posible définir, mediante una fôrmula de primer orden, el menor punto fijo 
de un operador continue.
En la vertlente no estândar, hemos presentado una primera lôgica base 
NLRF, que se comporta como una lôgica de primer orden, y que es un marco 
muy apropiado para el estudio no estândar de lôgicas de programas. 
Trabajando en este marco, hemos désarroilado una lôgica "admisible" ALRF 
mâs restrictive, que excluye muchos de los modelos "arbitrarios" de NLRF 
pero mantiene el comportamiento de primer orden.
Para ALRF, hemos obtenido la caracterizaciôn semântica del menor punto 
fijo definible, que buscabamos al restringir NLRF. Y ademâs, también hemos 
obtenido un câlculo orientado a la sintaxis correcte y complete para ALRF. 
Finalmente, hemos comprobado mediante ejemplos, que en ALRF se pueden 
demostrar terminaciôn de programas y hemos demostrado que las derivaciones 
del câlculo para ALRF pueden traducirse a derivaciones del câlculo 
aritmético para LRF.
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Nuestro objetivo principal en este trabajo ha sido proveer de un marco 
adecuado para lôgicas de programas funcionaies y clarificar la relaciôn 
entre los enfoques estândar y no estândar. Actualmente. tenemos en mente 
algunas posibles lineas de continuaciôn. para futures trabajos. Por un 
lado, investigar mâs detalladamente la capacidad de expresiôn de LRF, 
intentando deterninar que lôgicas de programas conocidas pueden expresarse 
adecuadamente en LRF. Por otro lado, podia ser interesante extender LRF con 
mâs conceptos fundamentales para la programaciôn funcional, como incluir 
tipos y funciones de orden superior. Finalmente, en otra direcciôn, NLRF y 
ALRF podian enriquecerse con constructores adecuados para describir 
diferentes conceptos de terminaciôn e imparciaiidad; cfr. (Har 79 y 84].
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