Maximum entropy predictions are made for the Kirman ant model as well as the Abrams-Strogatz model of language competition, also known as the voter model. In both cases the maximum entropy methodology provides good predictions of the limiting distribution of states, as was already the case for the Schelling model of segregation. As an additional contribution, the analysis of the models reveals the key role played by relative entropy and the model in controlling the time horizon of the prediction.
best reconstruction satisfies the maximum a posteriori criteria max p (μ | d) . Bayes' theorem states that this should be proportional to a prior probability on the reconstruction, p(μ), multiplied by the likelihood p(d|μ) that the observed data originated from the reconstructed signal.
The MaxEnt methodology assumes an entropic prior of the form p(μ) ∝ exp(S(μ ⎪m)), where S(μ ⎪m) is the relative Shannon (1948) entropy between the reconstruction μ and a model m, which is the observer's ex ante guess of the reconstruction, based on the data d. This choice of prior in the image restoration literature is underpinned by the rigorous bayesian formulation of Shore and Johnson (1980) , who provide an axiomatic proof that the entropy measure S is the only prior that does not introduce biases into the reconstruction. As a result, the reconstruction can be identified as the one that maximises the following expression, where ℓ(d ⎪μ) is the log-likelihood log(p(d ⎪μ)):
(1)
The MaxEnt methodology was initially introduced in economics by Foley (1994) and extended by Toda (2010) as a way of deriving the statistical equilibrium of a market, i.e. the equilibrium distribution of endowments over agents. In a companion paper to the present study, Barde (2012) shows that the problem of allocating goods between rational agents can be modeled as a congestion game that possesses the finite improvement property. This means that any initial condition is linked to a Nash equilibrium by a finite path. Because each step on this path is the result of agents performing welfare-increasing trades, the reversed improvement path (which starts at the Nash equilibrium and ends at the initial condition) can be interpreted as a noise process, where agents make systematic mistakes. This is shown to imply that the problem of predicting the Nash equilibrium from the initial condition is formally equivalent to the problem of retrieving an image that has been corrupted by noise.
The image reconstruction interpretation of MaxEnt, which rests on the existence of a finite improvement path linking initial and final states, suggests that the use of relative entropy in the prior increases the flexibility of the methodology compared to Shannon (1948) entropy suggested in Foley (1994) . This is because prior knowledge of the initial condition and of the fact that the initial and final states are linked by a finite path reduces the uncertainty of the observer with respect to the final state. This should be reflected in the entropy measure uncertainty by the inclusion of a correction term for this prior knowledge, embodied in m. A specific aspect of this, raised in Barde (2012) , is that the model term m should reflect the length of the finite improvement path. If the improvement path is known to be short, the model should be strongly peaked around the initial condition. Conversely, if the path is long, the model should be flatter, reflecting the fact that the initial condition is no longer informative as to the final equilibrium.
In Barde (2012) the use of MaxEnt image reconstruction as a prediction methodology is investigated by applying it to the Schelling (1969 Schelling ( , 1971 ) model of segregation. This empirical application was chosen specifically because for a given set of parametrisations the Schelling model is known to possess the finite improvement property, where every initial condition leads to a Nash equilibrium in a finite number of steps. The Schelling model thus provides an ideal setting for illustrating the image reconstruction interpretation detailed above.
The purpose of this companion paper is to investigate the MaxEnt methodology further, by attempting to predict the outcome of two agent-based models with recruitment, the Kirman (1993) model of ants and the Abrams and Strogatz (2003) model of language competition, a type of voter model. In both of these models there exists different populations, and agents within them can be recruited, i.e. convinced to switch group, by social pressure from members of other groups. As a result, the growth of one type of population depends on the size of the other populations. This setting is more complicated to predict than that of the Schelling model, as population sizes are not constant and a final absorbing state may not even exist. Nevertheless, our first central finding is that MaxEnt can predict the evolution of these models. The second important finding, which stems from the image reconstruction interpretation of MaxEnt presented above, is the confirmation that the width of the underlying model m does indeed play a role in controlling the time horizon of the MaxEnt prediction, which strongly supports the use of relative entropy rather than absolute Shannon (1948) entropy.
The remainder of the paper is organised as follows. Section 1 first presents the Kirman model of ant recruitment and then investigates the effectiveness of the MaxEnt methodology. Section 2 does the same on the voter model, and finally section 3 concludes.
The one-dimensional problem: Kirman's model of ants
The Kirman (1993) model of ant recruitment was initially developed to provide a theoretical explanation for a curious empirical puzzle in an experiment involving ants feeding from two different food sources. In the wild, ants that encounter a food source recruit other ants, quickly causing a large amount of ants to feed from that source. The experimental puzzle came from the ''cascading'' behaviour exhibited by the ants, where most ants used a single source of food for a period of time, and then suddenly switched to the other in a very short period. The central advantage of starting with this model is that because of the simple recruitment process that governs the evolution of the system, the limit distribution of the system is well known, which facilitates the process of verifying the improvement in prediction brought by the use of the MaxEnt methodology.
Kirman's model of ants
In this model, two sources of food are available to a group of N ants, which are denoted ''black'' and ''white''. Describing the state of the system is simple: at any point in time, let k ∈ be the number of ants feeding from the black source, with the remaining N -k ants feeding from the white source. In the following discussion, it will be convenient to refer to x = k/N as the share of the ant population feeding at the black source, with 1 -x = (N -k)/N the share feeding from the white source. By extension, we will refer directly to the color of the ant as identifying the food source it uses.
As pointed out in Kirman (1993) , ants can change color over time, either spontaneously (by making a mistake, for instance), or because they are recruited by an ant of the other color. Because of this, the system will evolve over time. If ε is the probability of an ant spontaneously changing color and 1 -δ the probability of an encounter between two differently coloured ants leading to a successful recruitment, then the dynamic evolution of the system is governed by the following probabilities:
(2) 
At every point in time, the number of black ants k can therefore jump, either k → k + 1 with probability p w→b , or conversely k → k -1 with probability p b→w . One can see that for large values of the ant population N, the share of black ants x = k/N can be approximated by a continuous interval [0, 1] , which allows us to rewrite the transition probabilities (2):
As is the case in Kirman (1993) , we assume as a simplification that δ = 2ε, which allows the simulations to depend on a single parameter. Figure 1 shows the evolution of the state of N = 100 ants over time for the two main parametrisations of ε used by Kirman (1993) . Of the two, the second case, where ε = 0.005 is the most interesting, as it displays the cascading transitions mentioned previously.
The research question initially addressed by Kirman (1993) was to find the limit distribution μ(k) of the proportion of time the system spends in a state k. We show below that the MaxEnt methodology can not only replicate this finding, but in fact provide a more general prediction of the time-density of the system for any number of steps τ.
Prior model and likelihood
We start by specifying a model m(x,τ) for the relative entropy term in (1). As stated in the introduction, one would intuitively expect this to change depending on the desired time-horizon of the prediction. For low values of τ (short horizons), one would expect the model to be peaked around the initial condition x 0 . Conversely, for large values of τ (long horizons) the system will be able to explore large areas of the state space, and the model should be flatter.
Comparing equations (4) and (3), one can see that in the limit ε → 0, we have p w→b (x) = p b→w (x) = p j (x)/2. This also holds for all values of ε if x = 0.5. As a result, the diffusion away from a known initial state x 0 after τ units of time have elapsed can be approximated by a one-dimensional random walk where p j (x 0 )τ jumps occur, each of which takes values {+ 1/N, -1/N} with equal probability. The standard result for such a process is that the probability at time τ of having moved a specified distance is given by a binomial distribution with probability parameter 1/2. Because the prediction μ(x, τ) relates to the predicted share of time system will spend in each state, the model is obtained by averaging the binomial density over the expected p j (x 0 )τ jumps for each value of x 4 (5)
Clearly this is an imperfect representation of the diffusion generated by the recruitment process (3), as one can immediately see from Table 3 in appendix A that after min(k 0 , N -k 0 ) jumps, there is a non-zero probability that the random walk process has gone beyond the [0,1] bound for x. This is because the model (5) assumes that probability of a jump p j (x 0 ) is constant, and the probability of a positive and negative jump is always equal to 1/2. This is not the case in the actual process (3), as the transition probabilities adjust to guarantee the process remains within the bounds. It will be shown, nevertheless, that this simple random walk diffusion (5) provides a reliable model for the MaxEnt prediction.
The likelihood term for the MaxEnt program (1) can be obtained from the net transition probabilities. The intuition is that the transition probabilities (3) provide a stochastic growth process for each population, which can be integrated to provide an expected time path. However, given the fixed overall number of ants, it must be that these expected time paths of both populations 4. The specification used for calculating the time-average of the binomial density is explained in appendix A.
cancel out for the limiting distribution. As mentioned previously, an attractive aspect of the ants model is that the transition probabilities in fact allow for direct derivation of the limit distribution as τ → ∞. A particularly elegant derivation is provided in the appendix of Alfarano and Milakovic ' (2009) , which uses a model of herding that is very similar to Kirman (1993) .
As shown by Alfarano and Milakovic ' (2009), deriving the limit distribution directly requires a second order approximation of the transition process, using a drift and a diffusion term obtained through a Taylor expansion of the transition process.
5 The likelihood obtained below uses only the drift term, i.e. a first-order approximation of the process. Given the number of black ants k, the share of black ants x, the transition probabilities (3) lead to the following expected state after a jump:
Assuming that an interval of time [t, t + 1] is short enough that a only single jump is expected to occur, this expected jump directly determines the expected change in the share of black agents x:
One can see from this expression that assuming a minority of black ants (x < 1/2) the expected change in the share of black ants is positive. Conversely, if x > 1/2 and a majority of ants are black, one would expect to see the share of black ants k fall. Thus, the expectation is that the transition probabilities will bring the state towards x = 1/2 over time.
6 Dividing on both sides by x gives the expected growth rate of the black ant population during over the time interval:
5. This is outlined in appendix B.
6. Expression (7) helps to clarify the simplifying assumption that δ = 2ε. Because in (3) the probability of a black ant recruiting a white ant is equal to the probability of a white ant recruiting a black ant, the expected effects cancel out and δ does not enter the expected change in population (6).
As we are assuming a large ants population N, the share of black ants x ∈ [0, 1] can be treated as a continuous variable. As a result, the left hand side of this expression can be expressed as the timederivative of a logarithm, ∂ln x/∂t, leading to an ordinary differential equation. For τ units of time, the expected time path of the black ant population is approximated following expression, where μ(x, τ) is the share of time spent in state x and ln x is the expected time path in that state:
Given the inherent symmetry of the system, it is possible to obtain a similar expression involving μ(x, τ )ln(1 -x) for the expected time path of the white ant population.
7 Furthermore, because the overall number of ants is fixed at N and growth of one population implies an equivalent reduction in the other, the sum of the two time paths should cancel out. This is used for formulate the following likelihood for a candidate prediction μ: 
The first order condition of (11) provides the predicted value of μ(x, τ). As explained in Barde (2012), one can see that this is effectively a mixture density between the model (5) and the limit distribution, which in this case is a symmetric beta distribution:
The alpha parameter in (12) is effectively the Lagrange parameter from the maximisation problem (11), and controls the relative weight of the entropy and likelihood terms. In this case, 7. In fact, there is no a priori reason for the state of the system to be measured using the number of black ants k. Intuitively, using instead the number of white ants N -k as the state variable should not change the predictions that an observer can make about system. 8. One can see that this expression exhibits the important properties of a log-likelihood: given a candidate distribution μ and x ∈ [0, 1] it will be negatively valued, and for the limit beta distribution obtained below, it reaches a maximum value of zero.
one can see that as τ → ∞ and the model term m(x, τ ) becomes a uniform distribution, the value of α also controls the exponent of the limit beta distribution. As shown in appendix B, the limit distribution is is simply x Nε-1 (1 -x) Nε-1 , which corresponds with the one identified in Kirman (1993) . We therefore set α = -1/( Nε -1). 
Maximum entropy prediction of the ants model
The reliability of the mixture density (12) in predicting the proportion of time τ the system spends in each state x is assessed by comparing the MaxEnt prediction to a Monte-Carlo simulation of the system defined by the transition probabilities (3), using the same values of ε as for figure 1. In both cases, N = 100 and the initial condition was set to x 0 = 0.25, in order to explicitly examine how the system moves from an asymmetric initial condition to its symmetric limit distribution.
9
In both figures 2 and 3, the Monte-Carlo frequencies are represented by the sequence of triangular markers, while the solid line represents the MaxEnt prediction (12). As an illustration of how the mixture density is reached, the dashed lines represent the components of this prediction, with the thin dash representing the model (5) and the thicker dash showing the limit beta distribution. Goodness-of-fit statistics are displayed in Table 1 for ), one can see that the empirical frequencies are converging towards the limit distribution faster than suggested by the prediction. Nevertheless, the mean square error of the prediction relative to the variance of the Monte-Carlo frequencies remains low even for these intermediate values of τ. Furthermore, an important aspect is that the prediction successfully captures the asymmetry in the empirical frequencies about x 0 whenever the initial condition is not located at 1/2. The second case, in figure 3 , corresponds to the cascading path in figure 1b. As for the previous setting of ε, the goodness-of-fit is shown in the second set of rows in Table 1 . The qualitative behaviour is similar, with the model component of the prediction dominating in the early stages and a convergence to the limit distribution for large values of τ. Again, the predicted and MonteCarlo frequencies deviate slightly for intermediate values of τ (τ = 10 3 in this case), but the relative mean square error is low and as for the previous case the methodology correctly predicts the asymmetry involved in shifting from an early distribution that is practically symmetric about x 0 to a limit distribution that is symmetric about 1/2. Two important observations stem from these results. The first is that the MaxEnt methodology produces a good prediction of the proportion of elapsed time τ the system will spend in each state x, for all values of τ, and not just in the limit τ → ∞. This provides an improvement with respect to Kirman (1993) , as it allows a description of all the phases of the adjustment from an initial condition to the limit distribution. The MaxEnt prediction is even able to capture the asymmetry in the distribution caused by the adjustment from an arbitrary distribution to the symmetric limit. While this adjustment to the limit distribution can also be obtained using a traditional Monte-Carlo approach, the MaxEnt result can be obtained at a greatly reduced computational cost.
The second observation, which results from this ability to predict over a wider range of time horizons, is that when observed over short horizons the ant recruitment process (3) behaves very much like a simple random walk (5). Indeed the early stages of the adjustment, the model term dominates the mixture distribution completely. It is only over longer time horizons that it converges to the limit distribution identified in Kirman (1993) . This suggests that in practical terms it might be very difficult to distinguish recruitment processes from a random walks over short time horizons by looking only at the time density of states.
The two-dimensional problem: Voter models
Voter models, also known as consensus models, are similar in spirit to the ants model seen in the previous section. Typically, several populations coexist in the same space and members of each group attempt to convince members of competing groups to switch over, much like the recruitment process described above. One of the main attractions of these models is that it is straightforward to integrate localised spatial effects that are similar to those in the Schelling (1971) model, which provides a further setting for investigating where the predictive power of the MaxEnt methodology.
The Abrams-Strogatz model of language competition
In the Abrams and Strogatz (2003) model of language competition, two languages, W and B are spoken within a population, and individuals switch from one language to the other according to its attractiveness. Assuming, as was the case for the ants recruitment model, that x is the share of individuals speaking language B and 1 -x is the share speaking W, the transition probabilities (13) are determined by three elements. The first is the intrinsic prestige of the languages, controlled by a parameter s ∈ [0, 1] for B and 1 -s for W. The second element is the effect of social pressure, as measured by the shares x and 1 -x of individuals speaking the language, and the third is a volatility parameter a which increases or reduces the effect of social pressure through exponentiation of this social pressure term:
As a result of these transition probabilities, the dynamic evolution of the system is given by:
The equilibrium predictions are qualitatively similar to the ones obtained in Kirman (1993) and shown in figures 2 and 3. The system displays one interior equilibrium 0 < x < 1 and two corner 10 In the low volatility case, where a > 1, the corner solutions are stable and the interior solution is unstable, while the opposite is true of the high volatility case a < 1.
There are several key differences, however, compared to the ant recruitment model in section 1. These are due to the assumption that individuals cannot accidentally switch languages, as was the case in the ants model through the ε term in the transition probabilities (3). As a consequence, once a corner equilibrium x = 0 or x = 1 is reached in the voter model, the system will remain in that state, which is not the case in the ant model, as is visible in Figure  1b . This clarifies why in the voter model the discussion centers on the stability or instability of the three defined equilibria, while the ant model focuses instead on the share of total time spent in each state. The absence of a ε term allowing accidental individual switching also explains the difference in the parameter that controls the amount of social interaction and thus the stability of equilibrium or shape of the distribution. In both models, the probability of an interaction between agents of different colour is given by x(1 -x) . In the ants model, this is translated into a switching probability through the additive ε term, while in the voter model this is done by exponentiating the interaction probability with a -1.
In an important analysis of this model of language competition, Stauffer et al. (2007) show that simulations carried out with a finite number of individuals produces different results compared to the continuous equations shown above.
11 Furthermore, they show that local interaction matters for understanding the dynamics of the system and the time until a stable equilibrium is reached. Local interaction is defined as a situation where the social pressure on any given agent to switch from language B to W comes from the share of the agent's direct neighbours that already speak W rather than the share of the overall population that speaks W, as is the case in (14).
10. The interior equilibrium is located at 1/2 in the case of two equivalent languages, with prestige s = 1 -s = 1/2. This is the parameter value that was used in the simulation reported below. 11. In Stauffer et al. (2007) the continuous version is referred to as a ''mean-field approximation''. Stauffer et al. (2007) focus on the case where the languages have the same prestige (s = 1 -s = 1/2) and the volatility is low (a > 1), therefore this is the parameter setting that will be used below to investigate the effectiveness of the MaxEnt predictions. In the following simulation there are N = 40000 agents arranged in a 200 x 200 lattice. The neighbourhood which determines the local social pressure to switch language is a 3 x 3 square centered on the agent of interest. As was the case in the analysis of the Schelling model in Barde (2012) , the space occupied by the agents is assumed to be toroidal, which means that localised neighbou- rhood effects can be calculated directly by applying a N x N circulant matrix A to the state vector, a N x 1 vector recording the language spoken by each agent. This implies that x, the share of agents speaking B and 1 -x, the share speaking W in the transition probability (13) is a local variable that is determined by the 8 closest neighbours of an agent rather than a global variable, averaged over the overall population. Figure 4 presents the simulated state of such a system at several points in time, starting from a random initial condition where half the agents speak B and half speak and W. One can see that starting from a dispersed state in the initial condition, relatively few steps suffice for distinct clusters to appear.
12 As the number of steps is increased, the smaller clusters tend to disappear and the interfaces between the large clusters of different colours tend to smooth out, a process which Stauffer et al. (2007) refer to as an increase in the surface tension of the system. Another characteristic outlined by their analysis is the existence of long-lived meta-stable equilibria. This is visible in the last few panels of figure 4 , where the two clusters remain similar over a large number of steps. In the limit, however, the system always ends up in one of two absorbing states, x = 0 or x = 1.
Maximum entropy prediction of the voter model
The MaxEnt methodology used to predict the evolution of the state of the voter model is broadly similar to the one used for the analysis of the Schelling (1971) model of segregation carried out in Barde (2012) . First of all, a Monte-Carlo analysis was run in order to obtain a point of comparison for the MaxEnt prediction. 400 random initial conditions were drawn and for each of these 200 separate simulations were run, replicating the process shown in in figure 4 . As an illustration, figure 5 shows the result of running 200 such simulations on the initial condition provided in figure 4a . Each sub-figure shows the share of runs in which an agent is in state B after the specified number of steps.
The setting of the voter model implies that agents do not have ex-ante preferences for a language, and only determine their state 12. As is the case in Stauffer et al. (2007) one step in time corresponds to one update opportunity for all N agents to update their state.
relative to the language spoken by neighbouring agents. As a result, assuming that languages B and W have equal status and initial populations have equal size, the initial state of any given agent i does not provide any information that can be used to directly provide a model for the relative entropy term (1). The best guess an observer might make is that m i w = m i B = 0.5, which is the uninformative uniform distribution. This situation is effectively the same as in the Schelling (1971) model, in which agents do not have any intrinsic preference for a particular location, and the attractiveness of a location to an agent is only determined by the state of the agents around that location. As was the case in Barde (2012) , this is dealt with by using the following double-space entropy, which measures the information entropy of a message revealing the state of two randomly picked agents i and j:
The use of a double-space entropy (15) allows the model to encode correlations across agents: if two agents i and j are located close to each other, the probability that they both speak a given language L is higher than if they are far from each other. 13 The model m L i,j , which models the probability that i and j both speak language L is assumed to be a normal distribution over the distance between agents, as was the case in the analysis of the Schelling model in Barde (2012) . Because the width of this normal distribution is determined by its standard deviation σ m , this parameter directly controls the distance over which agent decisions are likely to be correlated.
The likelihood component of (1) that is used to generate the prediction is assumed to be Gaussian, following again the methodology used in Barde (2012) . This effectively measures the similarity be the data available in the initial condition and the MaxEnt prediction for each of the two languages L: (16) 13. The reader is referred to the appendix of Barde (2012) for a derivation of double space entropy.
( ) It is important to point out that given the choice of parameterisation a = 2, the local interaction term Aμ L in the likelihood is in fact a linear approximation of the social pressure term in the transition probabilities (13). 14 It will be shown that this simplification nevertheless produces good predictions of the Monte-Carlo frequencies. These are visually comparable with the Monte-Carlo frequencies in figure 5 , also generated from the same initial condition. In addition, the Spearman rank correlation and mean-square-error relative to the variance of the Monte-Carlo frequencies were calculated for each of the 400 sets of predictions and frequencies. The resulting means and standard deviations are presented in Table 2 .
The bold entries in each column indicate identify the value of σ m (row) that best fits the Monte-Carlo frequencies for the relevant number of steps. The diagonal pattern made up by these bold entries indicates that the Monte-Carlo frequencies of the system at successively higher time steps are, up to a point, better predicted by successively wider models. As was the case for the MaxEnt prediction of the ants recruitment model in section 1.3, this supports the suggestion that the width of the model in the relative entropy term, determined in this case by σ m , controls the timehorizon of the MaxEnt prediction.
A further observation that can be made from Table 2 , however, is that the predictive power of the MaxEnt methodology falls as the width of the model is increased. Indeed, the bold entries in each column show a gradual reduction in the correlation coefficient ρ and an increase in the size of the mean-square error as the number of steps is increased, coupled with a widening of the standard deviations around the means of the two statistics.
14. This is intended as a simplification: using produces a Hessian matrix that is basically A x A, and therefore can be stored and manipulated efficiently using sparse matrix algorithms. The visual comparison of figures 5 and 6 also supports this: As the model with is increased the prediction gradually becomes more ''grainy'', to the point where it becomes difficult to distinguish an image. The intuitive conclusion that can be drawn from this is that there is a limit to the time-horizon over which reliable a prediction can be made.
Discussion and Conclusion
The analysis of the Kirman model of ant recruitment and the locally-interacting Abrams-Strogatz model of language competition both show that the maximum entropy methodology can be used to predict the state distributions of agent-based models with recruitment, where agents can switch groups based on a measure of social pressure. This provides support for the use of the MaxEnt image reconstruction methodology as a prediction methodology in economics. A first aspect is that MaxEnt can reliably predict the state space of these agent-based models, even in the case where there is no defined final state, as in the Kirman (1993) model of ant recruitment, or in the case where the transition of a given agent is probabilistic rather than a best response, as was the case with the initial MaxEnt analysis of the Shelling model carried out in Barde (2012) . A second important aspect is the confirmation of the suggestion made in Barde (2012) that the width of the model term controls the time-horizon of the prediction, by serving as a proxy for the length of improvement path between initial and final state.
In methodological terms, the maximum entropy methodology used here and in Barde (2012) therefore provides a generalisation of the existing applications of MaxEnt in economics, mentioned in the introduction. These typically rely on Shannon (1948) entropy in their analysis, the justification being that this measures the absolute uncertainty of an observer as to the state of the system. As was suggested in Barde (2012) and demonstrated here, this implicity corresponds to using relative entropy with respect to a uniform model m. Given the link between model width and time horizon, this implies that Shannon MaxEnt predicts over a large time horizon only. The predictions obtained here, using relative entropy, carry over a much larger range of time. This is potentially relevant, as dynamic systems may behave differently over different time horizons.
This last point has potential implications given the suggestion made in Kirman (1993) as to the relevance of recruitment models in economics. Indeed, Kirman suggests that recruitment is pervasive in many markets, in particular financial markets, where individual agents make decisions based not only on objective information, but also based on imitation of surrounding agents. This point is reinforced by the use Alfarano and Milakovic ' (2009) make of a very similar model to analyse herding behaviour in agent-based finance. Importantly, the results in section 1.3 reveal that even when recruitment is present, such that herding occurs over long horizons of time, it may be nevertheless very difficult to detect this process over short time horizons, as the system will be difficult to distinguish from a standard random walk. 
