ABSTRACT Non-invasive brain-computer interfaces (BCI) have received a great deal of attention due to recent advances in signal processing. Two types of electroencephalograms (EEG), P300 and steady-state visual evoked potential (SSVEP), have been widely used to enable paralyzed patients to communicate with others. Although there have been many signal processing algorithms focusing on target identification accuracies such as power spectral density analysis (PSDA) and canonical correlation analysis (CCA), their high computational complexity drives up the cost of such systems. In the proposed lightweight target identification algorithm, we have focused on developing an improved information transfer rate (ITR) for high-quality communication and reducing overall implementation cost. The proposed algorithm, CCA-Lite, includes two algorithmic optimizations-signal binarization and on-the-fly covariance matrix calculationwhich have enabled the development of a low-cost, single-channel, and wearable BCI system using SSVEP. The prototypical BCI system makes use of an ARM Cortex-M3-based low-cost microcontroller unit (MCU), which has been built for 1.5s SSVEP recordings. Compared to the state-of-the-art CCA-based target identification algorithm, CCA-Lite exhibits 25% better ITR and has reduced memory requirements by 92% and single-target identification cycle time by 26%.
I. INTRODUCTION
Many people with paralysis have difficulty communicating with others. Brain-computer interfaces (BCIs) can translate electrical signals from brain activity into interpretable information reflecting a user's intent, without neuromuscular control [1] - [3] . Because BCI technology only requires an electrical signal, it can provide communication and control channels for people with devastating neuromuscular disorders such as amyotrophic lateral sclerosis (ALS), spinal cord injury, brainstem stroke, and cerebral palsy [1] , [3] . For people with paralysis, a BCI speller can allow for the use of word processing programs [2] , [4] or the control of devices such as a multi-dimensional cursor, robotic arm, and wheelchair [5] , [6] .
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BCI technology can be classified as invasive or noninvasive, depending on whether surgery is performed. In noninvasive BCIs, the electroencephalogram (EEG)-based BCI speller has been widely used for people with paralysis, due to a high time-resolution, low cost, external electrode safety, and wide range of applications [7] - [9] . With recent advances in signal processing algorithms, the EEG-based BCI speller has improved in target identification accuracy, despite having a low signal-to-noise ratio (SNR) and spatial resolution [10] . Since a speller system for people with paralysis requires fast and intuitive communication, a steady-state visual evoked potential (SSVEP) has been widely used because of its high-speed communication and limited requirement for user training [8] , [10] , [11] .
Recent studies on high-speed, SSVEP-based BCI speller systems have primarily used electrode-array caps with an EEG recording instrument and external signal processing machine. This type of BCI speller system is uncomfortable, takes a long time to install, and relies on a high-cost external computing machine [12] . Even though these systems have a fast information transfer rate (ITR), their high cost and massive form-factor limit their practicality for real world situations.
A previous study demonstrated a wearable, in-ear, SSVEP-based BCI speller system with a small formfactor [13] ; however, the system could only acquire SSVEP signals and wirelessly transmit raw EEG data to an external signal-processing machine. Moreover, a subsequent study found that the power consumption of raw EEG data transmission could be reduced by 90% by extracting EEG features locally, in the device itself, to reduce the amount of data being wirelessly transmitted [14] .
Typically, power spectral density analysis (PSDA)-based target identification has been used in single-channel SSVEPs [15] , [16] ; although, this approach yields a low signal-to-noise ratio (SNR) due to spontaneous EEG signals [10] , [17] . Recently, canonical correlation analysis (CCA)-based target identification algorithms have been widely used in SSVEP-based BCI speller systems due to their high identification accuracy and noise robustness, compared to those of PSDA-based systems [16] . However, real time CCA-based algorithms are hard to implement in low-cost microcontroller units (MCUs) because of their complexity. Therefore, it will be crucial to develop an improved target identification algorithm that is optimized for wearable devices, with negligible declines in performance over time.
Toward this end, a multi-channel, SSVEP-based, embedded BCI system has been proposed for performing CCA on a Cortex-M4F-based MCU [18] . Unfortunately, though, a multi-channel processing system usually cannot avoid matrix decomposition in CCA algorithms. Moreover, the computational complexity of matrix decomposition can be increased exponentially via floating point arithmetic, as opposed to a fixed-point system. Therefore, this embedded system requires high battery capacity and is very costly due to the high-performance (24-bit resolution) multi-channel ADC chip (TI ADS 1298), as well as the computational complexity of the CCA.
For a low-cost wearable BCI system, we demonstrated the possibility of utilizing single-channel SSVEP and achieved comparable accuracy performance compared to that of a multi-channel approach, as described in Fig. 4 . Such a system requires lightweight, high-performance target identification algorithm to overcome poor-quality EEG signals; thus, we propose a lightweight, CCA-based target identification algorithm, CCA-Lite, which can run on a low-cost MCU with small battery capacity, without any external computing machine. In particular, the proposed CCA-Lite includes two algorithmic optimizations -signal binarization and on-thefly covariance matrix calculations -which enable significant improvements in ITR, memory requirements, and system output latency, with a negligible decrease in target identification accuracy.
The rest of this paper is organized as follows. Section II introduces the overall SSVEP-based BCI speller system and well-known target identification algorithms. In section III, the proposed algorithm and its two optimizations are explained. The experimental results are described in section IV. Finally, Section V contains the conclusions from this study.
II. OVERVIEW OF TARGET IDENTIFICATION IN BCIs
A. SSVEP-BASED BCI SPELLER SYSTEM SSVEP-based BCI speller systems deliver a user's intent in the form of electrical signals generated by visual stimuli [20] , [1] . Typically, lights flicker on a screen at different frequencies, which provokes a brain response in the visual cortex at a specific frequency. In turn, the SSVEP contains corresponding frequency components from the stimulus and its harmonics [21] . The proposed wearable SSVEP-based BCI speller is illustrated in Fig. 1 .
1) TARGET GAZING
On the display device, several pre-defined visual targets with specific flickering frequencies are displayed using a speller GUI. When the user looks at a character, the brain response, SSVEP, is generated through the visual pathway, with a specific frequency of square-wave-modulated stimuli via joint-frequency and coding methods [25] .
2) SIGNAL ACQUISITION
The single-channel SSVEP can be measured with the best signal quality in the occipital region of the scalp, where the visual cortex is located. The SSVEP dataset was recorded using a BioSemi ActiveTwo EEG system (Biosemi, Inc.) at a sampling rate of 2,048Hz, then down-sampled to 256Hz [22] and filtered using a 6-80Hz bandpass filter.
3) TARGET IDENTIFICATION
From the recorded SSVEP, the BCI speller system will find the target the user focused on. The three most widely used target identification algorithms -PSDA, CCA-Standard, and CCA-Comb -identify a target (e.g., ''A,'' ''B,'' ''C,'' etc.) from a predefined target-frequency mapping table, using the frequency components of the recorded SSVEP.
4) VISUAL FEEDBACK
The identified target information is wirelessly transmitted to the speller GUI software running on the display device.
5) GAZE SHIFTING
After the end of a flickering series, the user shifts his or her gaze to the next visual target to continue typing. The timeline for selecting a single target is shown in Fig. 1(b) . To achieve high-speed communication in the proposed BCI speller system, the single-target identification cycle time, T cyc , should be minimized. Here, the signal processing time of the target identification algorithm, T sel , is the only variable that can be reduced. Propagation delay, τ pd , which can be assumed to be a fixed time duration between the onset of a visual stimulus and the SSVEP presentation in the occipital region, is typically reported as 120-140ms [19] , [22] - [24] . SSVEP recording time, T gaze , has a significant impact on the SSVEP SNR and ITR performance, and can be considered as the optimal length via algorithmic simulation (in this paper, 1.5s). The wireless communication delay, T comm , is very short and can be ignored. According to recent studies, the minimum time for gaze shifting, T shift , should be fixed at 0.5s [11] , [19] , [24] .
The main performance evaluation metric for BCI spellers is the ITR, which considers various factors such as the number of target frequencies, N f , classification accuracy P, and average target selection time T (seconds/selection) [19] , can be understood through the following equation [20] :
The classification accuracy P was calculated using a leaveone-out cross-validation. Since the experiment was repeated 15 times under the same configuration, cross-validation was performed using 14 blocks for training and 1 block for testing.
B. TARGET IDENTIFICATION ALGORITHMS
In this sub-section, three commonly used target identification algorithms for SSVEP-based BCI speller are introduced and compared in terms of accuracy, relative signal processing time in MATLAB, and ITR.
1) POWER SPECTRAL DENSITY ANALYSIS (PSDA)
PSDA is the primary method of target identification for SSVEP-based BCI spellers. Although there are various methods for implementing PSDA algorithms, they all involve finding the frequency at which a maximum magnitude in the power spectrum of the SSVEP signal occurs [15] , [16] .
PSDA is usually implemented using a fast Fourier transform (FFT) for a single-channel time-series signal.
Since the target frequencies differ by 0.5Hz (see C. Data Information), we defined the target decision criterion as ±0.25Hz from the target frequency. If the frequency of the maximum amplitude in the frequency domain belongs to a specific target decision boundary, the PSDA identifies the detected frequency as the corresponding target frequency of that region. Therefore, we performed a 1,024-point FFT for each 0.5s SSVEP segment (128 samples at a 256Hz sampling rate), with zero-padding so that the PSDA could exhibit a 0.25Hz frequency resolution.
If the FFT result is not one of the target frequencies, the larger amplitude frequency between two adjacent target frequencies becomes the identified result. Here, the SSVEP length is set to a multiple of 0.5s. Since the PSDA was designed to perform FFT only for 0.5s SSVEP, the PSDA was performed for a multiple of 0.5s SSVEP by accumulating the FFT results for each 0.5 segments. For multi-channel analysis, the PSDA result is obtained by accumulating FFT results for each channel.
2) CCA-STANDARD
Recently, SSVEP-based BCI speller studies have mostly used CCA-based algorithms [16] . In mathematics, CCA involves finding two sets of basis vectors such that the correlations between variable projections onto these basis vectors are mutually maximized [16] . In other words, CCAs find two sets of basis vectors between two variables, one for X and the other for Y , to maximize the canonical correlation ρ for linear combinations x = X T w x and y = Y T w y of the two variables. X is the two-dimensional multi-channel SSVEP data matrix and Y is the set of reference sinusoidal signals for N h harmonics of a specific target frequency f n , as described in (2), where f s is the sampling frequency and N s is the number VOLUME 7, 2019 FIGURE 2. Block diagram for the CCA-standard calculation process. The eigenvalue decomposition is computed for a multi-channel EEG.
of samples. The function to be maximized is as follows:
. . .
To calculate the canonical correlation, two variables x and y are preprocessed to be the zero-mean variables. Then, the total covariance matrix C is
C is a block matrix where C xx and C yy are within-set covariance matrices of x and y, and these are transpositions of each other. The canonical correlation between x and y can be obtained by eigenvalue equations:
This calculation process is described in Fig. 2 , where the parameter i indicates the number of SSVEP channels and j indicates 2 × N h . In this paper, we refer to this original CCA algorithm as CCA-Standard.
3) CCA-COMB
CCA-Comb is a combinatorial method for CCA-Standard and individual template-based CCA (IT-CCA) [11] , [19] , which detects temporal features of EEG signals using CCA-Standard between test data and individual template signals that can be obtained by averaging multiple training trials. The CCA-Comb uses the following four weight vectors Fig. 3 . The final feature for target identification is a weighted correlation coefficient ρ n , using correlation vectors r n,l as follows [11] , [19] :
55172 VOLUME 7, 2019 where r(a, b) indicates the Pearson's correlation coefficient between the two inputs a and b. As shown in Fig. 3 , there are three CCA-Standard operations, four Pearson's correlation calculations, and several matrix multiplications and additions. Compared to CCA-Standard, the CCA-Comb is extremely complex, but is also known to have much better target identification accuracy at short SSVEP lengths.
4) MULTI-CHANNEL VS. SINGLE-CHANNEL
To improve ergonomics and usability, it is desirable to reduce the number of channels for SSVEP acquisition. However, given that there is a tradeoff between the number of channels and target identification accuracy, the validity of the target identification algorithm should be verified after reducing the number of channels. Fig . 4 shows the target identification accuracy for the three algorithms, according to the length of recorded 8-channel and single-channel SSVEPs. CCA-Comb exhibited the best accuracy for both 8-channel and single-channel cases, especially for short SSVEPs. Unlike CCA-Standard and PSDA, CCA-Comb's accuracy declined minimally across these cases. Thus, we adopted the single-channel system for use in further experiments. Since the CCA-Comb correlation vectors r n,2 , r n,3 , and r n,4 in (6) have the same value for single-channel SSVEPs, the calculation for r n,3 and r n,4 can be omitted. This calulation omission comes from the fact that the weight vector W x has only a single value in singlechannel SSVEP processing. On the other hand, these three correlation vectors should be calculated independently for the multi-channel SSVEPs. Although the calculation omission for r n,3 and r n,4 can be used for both the CCA-Comb and the our proposed algorithm, this paper does not use it to clarify the effect of the proposed methods described in Section III.
The single-channel target identification accuracy, ITR, and relative signal processing time for the three algorithms are depicted on Fig. 5 . CCA-Comb exhibited the highest target identification accuracy and ITR; although, the signal processing time was more than three times that of CCA-Standard. The superiority of the single-channel SSVEP-based CCA-Comb can be emphasized since the ITR for a short SSVEP of 1 to 1.5 seconds was much better than that of the other two algorithms.
C. DATA INFORMATION
This work used single-channel (Oz) SSVEP data extracted from multi-channel SSVEP data from [22] . The BCI system used in the online experiment to acquire SSVEP data had 12 target visual stimuli (6 × 6 cm each) with a 60Hz refresh rate on a 27-inch, 1280 × 800-pixel LCD monitor (ASUS VG278). These stimuli were arranged in a 4×3 matrix with horizontal and vertical intervals between two neighboring stimuli of 5cm and 1.5cm, respectively, and generated using joint-frequency and phase coding methods (12 frequencies: f 0 = 9.25Hz; f = 0.5Hz; 4 phases: ∅ 0 = 0; ∅ = 0.5π), as described in (8) [25] ,
where square() generates a 50% duty cycle square-wave. Here, f indicates stimulus frequency with an initial phase φ, and i indicates the frame index. This approach generates visual stimulus frequency up to half of RefreshRate [26] . The dataset was recorded with eight Ag/AgCl electrodes covering the occipital area, using a BioSemi ActiveTwo EEG system (Biosemi, Inc.) in 10 healthy subjects (9 males and 1 female, mean age: 28 years), with normal or correctedto-normal vision. These eight electrodes were referenced to the CMS electrode, close to Cz. The subjects were asked to avoid during the stimulation period and to gaze at one of the 12 visual stimuli, generated at random, for 4s, and this single trial was repeated for all 12 targets. This experiment performed simulated online BCI speller to record data for offline analysis. In a dim room, the subjects were seated in VOLUME 7, 2019 a comfortable chair that was placed 60cm in front of the monitor.
For each subject, the experiment consisted of 15 blocks for complete 12 trials. A single trial consisted of a 1s rest step, during which subjects were asked to shift their gaze to the target, and a 4s stimulation step. The SSVEP was originally amplified and digitized at a sampling rate of 2,048Hz, then down-sampled to 256Hz [22] and filtered from a 6-80Hz bandpass filter. SSVEP recording was initiated after the onset of a visual stimuli, with a 0.135s delay, in order to allow for visual processing. 
D. TARGET IDENTIFICATION EVALUATION PLATFORM
As depicted in Fig 6. , evaluating the performance of the proposed algorithm for an online wearable BCI system model involved a STM32F103ZET (STMicroelectronics Inc.) board as the MCU for target identification. This is an ARM Cortex-M3 CPU-based system-on-chip, with a 72MHz operating frequency, that has 512kB of flash memory, 64kB of SRAM, and various peripherals.
All algorithms mentioned in this paper were implemented in the C language. Datasets were pre-stored in 64kB of SRAM to model individual template preparation and data acquisition.
III. PROPOSED ALGORITHM
For high-accuracy target identification in a low-cost wearable BCI system, this algorithm should be optimized for real time processing, using minimal memory, on a lowperformance MCU. If an algorithmic optimization can reduce the amount of SSVEP data, the memory requirement and computational complexity may also be reduced. In addition, decreasing the timing-dependent operations minimizes the computational complexity and system output latency.
The proposed target identification algorithm has significant improvements regarding the issues mentioned above, including signal binarization and on-the-fly covariance matrix calculation. Signal binarization reduces the amount of data, without critical information loss with respect to frequency and phase, while the on-the-fly covariance matrix calculation reduces the system output latency and computational complexity. 
A. SIGNAL BINARIZATION
Signal binarization assigns the amplitude of the SSVEP signal a value of +1 or −1. Positive samples are mapped to +1 and negative or zero samples are mapped to −1, as shown in Fig. 7 . Before applying signal binarization, CCA-Comb processes multi-bit EEG and multi-bit reference sinusoidal signals, which are defined as float-type variables in the C language. Accordingly, their implementation demands high memory requirements and computational complexity.
Conversely, when the eight binarized samples are assigned as single char-type variables (8-bit), with encoding of −1/+1 as 0/1, the computational complexity and memory requirements can be reduced due to the data type change from float (4-byte) to char (1-byte) as well as the combination of eight samples into a single char-type variable. Fig. 8 shows a frequency distortion caused by the signal binarization for SSVEPs, according to signal length. The three different vertical lines represent the peak frequency of the binarized SSVEP and the original SSVEP, and the target frequency flickered at stimulus display. A longer signal length correlates with a small frequency error between the 55174 VOLUME 7, 2019 FIGURE 8. Peak frequency distortion of signal binarization in SSVEP (subject #8, 15th block data).
FIGURE 9.
Averaged accuracy of CCA-Comb across all subjects for all dataset combinations, depending on whether or not signal binarization had been applied.
original and binarized SSVEPs. For SSVEPs longer than 1s, binarized SSVEP maintains frequency information without error.
This mapping policy can be applied to three datasets from CCA-Comb such as the individual template set, SSVEP signal set, and reference sinusoidal set. The accuracy of CCA-Comb with signal binarization depends on whether signal binarization is applied to each dataset. Fig. 9 shows the average accuracy of CCA-Comb across all subjects, with single-channel SSVEP lengths ranging from 0.5s to 3s for all dataset combinations. This shows the rationale for our proposed signal binarization to determine which of the three input datasets it applies to and which it does not. There are total of eight signal binarization combinations for three datasets. In Fig. 9 , we explain how we chose one of these eight combinations.
The number of harmonics in the reference sinusoidal set and the number of training trials were set to 4 and 14, respectively. Case 7 and Case 8, which have the lowest accuracy, were binarized in both the individual template set and the input SSVEP signal set. This means that one of the two EEG datasets should not have been extremely quantized, regardless of whether the signal binarization had been applied to the reference sinusoidal set.
Since this study pursued high-speed communication, we did not consider SSVEP lengths of 2s to 3s. The Case 1, Case 2, Case 5, and Case 6 have huge memory requirements because the signal binarization is not applied to the individual template set which is pre-stored data in the memory. Among the Case 3 and Case 4, the Case 4 has higher accuracy. Therefore, we chose the Case 4 as the best combination for high speed, low memory requirement, and high accuracy.
Signal binarization that maintains signal phase information for individual template and reference sinusoidal sets can be represented by zero-crossing point analysis in the time domain, as shown in Fig. 10 . If phase information is preserved after signal binarization, the zero-crossing points of the binarized and original signals should be located at the same position. As shown in Fig. 10 , the zero-crossing points of the binarized individual template signal are at a similar position to those of the original individual template signal. This result indicates that applying signal binarization to the SSVEP signal can maintain phase information. In addition, the zero-crossing points were at similar positions after a CCA-Standard operation was performed on the reference sinusoidal signal, using the binarized individual template signal.
B. ON-THE-FLY COVARIANCE MATRIX CALCULATION
The CCA-Standard covariance matrix operation plays an important role in correlation analyses between two datasets. This essential operation becomes a bottleneck for fast target identification due to the internal mean calculation.
First, an input matrix M composed of two datasets, X and Y , is transformed into a matrix in which each signal is a zero-mean -i.e., the signal indicates each SSVEP vector or sinusoidal signal vector. Then, this signal-wise zero-mean matrix is multiplied with its transposed matrix. If the mean value of the signal is very close to zero, compared to the signal amplitude dynamic range, it is possible to perform a vector inner-product operation to begin receiving stream-in signal samples, without waiting for the last sample to calculate the mean value. This is key in reducing the single-target identification cycle time. The covariance matrix operation can be described by
where C is the covariance matrix, M is the input matrix consisting of two datasets, C ij is an element of covariance matrix C, M i is the ith row vector of M which can be a 1.5s-long SSVEP or 1.5s-long sine/cosine signal, and µ i is the mean of row vector M i . If M is a signal-wise close-tozero-mean matrix, each mean value of the µ i µ j term can be omitted. Table 1 shows the three averaged SSVEP amplitude metrics -minimum, maximum, and mean -and averaged standard deviation of amplitude means across 10 subjects (upper  table) and 12 targets (lower table) . The amplitude mean is approximately zero, with a standard deviation of 0.13, while the SSVEP amplitude ranges from −19.48 to 19.86, on average. Even though the mathematically strict covariance matrix operation involves subtracting a mean value from each vector, we omit this mean operation because the SSVEP signal has a very small amplitude mean and can be ignored. The reference sinusoidal signal inherently has an approximate zero-mean characteristic when the sinusoidal signal length is sufficiently long compared to its wavelength, much like the visual stimuli of the dataset we used. As indicated in (10) , each element of the covariance matrix can be represented as the subtraction of two mean products from the expectation of a two-vector multiplication. Fig. 11 shows that subtracting the multiplication of two means has a negligible effect on the final value of each element in the covariance matrix for all dataset combinations.
Without the on-the-fly covariance matrix calculation, the entire covariance matrix operation must include an averaging operation for vector samples. Since the mean value of the vector samples cannot be obtained until the end of SSVEP recording, signal processing can only start after recording has finished. However, since the on-the-fly covariance matrix calculation does not require a subtracted mean value, the algorithm dose not need to wait for SSVEP recording to end. Therefore, the covariance matrix operation of CCA-Comb starts at the same time as SSVEP recording and is completed immediately after recording ends.
In CCA-Lite, the signal processing procedure can be divided into Stage-1 and Stage-2. Stage-1 only involves a covariance matrix calculation on the three CCA-Standrad procedures during SSVEP recording, while Stage-2 occurs after the three covariance matrix calculation in CCA-Lite. In CCA-Comb, the target selection time, T sel , includes the covariance matrix calculation time; whereas, the T sel in CCA-Lite only contains the time for Stage-2.
IV. RESULTS
The proposed optimization methods, signal binarization and on-the-fly covariance matrix calculation, can improve CCA-Comb performance with respect to memory requirements, single-target identification cycle time, and computational complexity for a low-cost wearable BCI speller.
As represented in Fig. 12 , the proposed CCA-Lite has similar target identification accuracy to that of CCA-Comb, with negligible loss for 1.5s-long SSVEPs. While maintaining this accuracy, CCA-Lite can reduce the target selection time by 93% after the recording of 1.5s SSVEPs and can also improve the ITR by 25% compared to CCA-Comb as indicated in Fig. 13 . Even though 1s SSVEPs have the highest ITRs, the target identification accuracy is under 80%. For convenient communication, a 1.5s SSVEP recording with higher target identification accuracy is more appropriate. Here, a 93% reduction in target selection time is mostly due to the on-the-fly covariance matrix calculation.
The signal processing time on the Cortex-M3, at 72MHz operating frequency, is represented in Fig. 14(a) . This experiment was performed in a situation where all SSVEP samples were stored without considering real time input from the SSVEP samples, in order to analyze the computational complexity of the MCU through the net signal processing time. The signal processing time of CCA-Lite was reduced by 47% compared to that of CCA-Comb. Since the signal binarization applied CCA-Comb (M1) has no effect on the improvement, the on-the-fly covariance matrix calculation is found to be the most effective method for reducing signal processing time.
As shown in Fig. 14(b) , there was a significant reduction (92%) in the memory requirements for CCA-Lite compared to that of CCA-Comb. For the memory requirements, the on-the-fly covariance matrix calculation has negligible effect on reducing memory requirements. Fig. 15 represents the performance improvement of singletarget identification cycle time compared to that of the baseline algorithm, CCA-Comb. The SSVEP recording time T gaze , also known as visual stimulus time or signal acquisition time, was fixed at 1.5s. The propagation delay τ pd is assumed to be 135ms, and communication delay was also fixed at negligible durations. Since the gaze shifting time should be guaranteed for at least 0.5s, T shift.base and T shift.prop were fixed at 0.5s. Therefore, the 26% reduction of single-target identification cycle time T cyc was caused by reducing the target selection time T sel through the on-the-fly covariance matrix calculation of CCA-Lite.
These performance improvements can enable fast target identification speed and cost reductions, with a high target identification accuracy.
V. CONCLUSION
The proposed CCA-Lite for a low-cost wearable BCI speller is an improved version of CCA-Comb that results from two optimization methods: signal binarization and on-thefly covariance matrix calculation. The memory requirements for the low-cost MCU platform can be significantly reduced by up to 92% through signal binarization, which performs extreme quantization on the input data. The computational complexity and signal processing time in the MCU can be reduced via these two optimization methods. In addition, the single-target identification cycle time can be reduced by up to 26% through the on-the-fly covariance matrix calculation. This performance improvement in high-speed communication has increased the ITR by 25%. The proposed target identification algorithm can be used in various low-cost wearable BCI speller devices. 
