The concept of loosely Markov dynamical systems is introduced. We show that for these systems the recurrence rates and pointwise dimensions coincide. The systems generated by hyperbolic exponential maps, arbitrary rational functions of the Riemann sphere, and measurable dynamical systems generated by infinite conformal iterated function systems are all checked to be loosely Markov.
Introduction and preliminaries
Let .X; ²/ be a metric space, ¼ be a Borel probability measure on X and let T : X → X be a ¼-invariant measurable map. Given x ∈ X , one defines lower and upper pointwise dimensions of ¼ at the point x respectively as follows. Ž > 0 such that if r < Ž, then ¼.B.x; 2r // ≤ ¼.B.x; r //r −" . The following result also comes from [1] . PROPOSITION 
Every Borel probability measure on a Euclidean space is weakly diametrically regular.
The return time − .A/ of a set A into itself is defined as − .A/ = min{n ≥ 1 : T n .A/ ∩ A = ∅}:
Given a partition Þ of X and a point x ∈ X , denote by Þ.x/ the only element of Þ containing x. Given in addition an integer n ≥ 1, the refined partition,
is denoted by Þ n . The basic property joining the notions above is captured by the following result, proven in [14] . 
Loosely Markov maps
Let .X; ²/ be a metric space and let f : X → X be a Borel map that is at most countable-to-one. Let ¼ be a Borel probability f -invariant measure on X . Suppose that f is non-singular with respect to ¼, that is, ¼. Since the measure ¼ is f -invariant, L ¼ .1/ = 1. Suppose that J ¼ : X → .0; +∞/ is a bounded locally Hölder continuous function, with an exponent ¾ > 0. Denote the class of all such functions by H ¾ . Let C b .X / denote the Banach space of all bounded real-valued functions on X endowed with the supremum norm · . Then H ¾ becomes a Banach space when equipped with the norm · ¾ defined as g ¾ = v ¾ .g/ + g ∞ , where
and Ž is small enough. Suppose that the Perron-Frobenius operator L ¼ preserves C b .X / and H ¾ . Assuming from now on that X is Borel subset of a Euclidean space and ² is the standard Euclidean metric, the dynamical system . f; ¼/ is said to be loosely Markov provided that the following conditions are satisfied. There exists a continuous function C 1 : X → .0; +∞/ such that (a) There exists ∈ .0; 1/ such that for all g ∈ H ¾ , n ≥ 0, and
(b) For ¼-almost-everywhere x ∈ X there exists .x/ > 0 and a countable partition Þ of X (by Borel sets) such that h ¼ . f; Þ/ > 0 and Þ n .x/ ⊃ B.x; exp.− .x/n// for ¼-almost-everywhere x ∈ X and all n ≥ 0 large enough.
We shall now prove a general theorem (which in some sense corresponds to [2, Theorem 6] ) such that all the concluding results stated in the next sections follow from it after some appropriate preparations.
PROOF. Fix a Borel set W ⊂ X such that ¼.W / = 1 and conditions (b) and (c) are satisfied for all x ∈ W . Combining condition (b) and Proposition 1.3, we see that
This implies that
for all r > 0 small enough and all k ≤ −.1=2 / log r , where := .x/. It follows from condition (c) that for every s > 0 sufficiently small (depending on x), we have
Let B r = B.x; r / for all r ∈ .0; 1/. Given in addition Ä > 0, define the function r;Ä : [0; +∞/ → [0; 1] by the following formula. . We now show that the measure ¼ has long return time at the point x. Since C 1 : X → .0; +∞/ is continuous, we may assume r > 0 to be so small that that C 1 .z/ ≤ 2C 1 .x/ for all z ∈ B r . It follows from condition (a) of the loosely Markov property and Proposition 1.2 that for every k ≥ 0
Assuming that r ∈ .0; 1/ is sufficiently small, using (2.2), and with þ = −.log /=4 and some universal constant C 2 > 0, we have that
Combining these two last formulas, (2.3) and (2.2), we obtain 2.log r/=.log / k=−.log r/=2
k=2.log r/=.log / k ≤ C 3 r −1 2.log r/=.log / = C 3 r −1 exp 2 log r log log
with some universal constant C 3 > 0. Applying (2.3) and Proposition 1.2, we thus get, for all r > 0 small enough, that
where Á = min{"; 1=d ¼ .x/}=2. Combining this with (1.1), (2.1) and (2.4), we obtain for all r ∈ .0; 1/ sufficiently small that
Hence, the measure ¼ has long return time and the theorem follows by applying Proposition 1.1.
Rational functions of the Riemann sphere C
In this short section f : C → C is an arbitrary rational function of degree ≥ 2. Denote by J . f / the Julia set of the function f . A function : J . f / → R is assumed to be Hölder continuous and to satisfy inequality P. / > sup. /, where P. / is the topological pressure of (see [12] and [13] for its definition and a fairly thorough exposition of its properties). It was shown in [5] that in this situation there exists a unique equilibrium state (see also [12] and [13] ) ¼ of and
Our aim is to show that the dynamical system .J . f /; ¼ / is loosely Markov. Indeed, it was proved in [12] (see Theorem 9.4.2) that
In particular, condition (c) of the definition of a loosely Markov map is satisfied. Condition (b) was established in the proof of Theorem 9.4.2 from [12] . Finally, condition (a) is exactly the content of Theorem 10 in [8] . Hence, applying Theorem 2.1 and using (3.1), we get the following.
Hyperbolic exponential maps
In this section we consider the maps f ½ : C → C, ½ ∈ C \ {0}, given by the formula
We assume that f ½ is hyperbolic, that is, f ½ has an attracting periodic cycle (this is always the case if ½ ∈ C is in a sufficiently small neighborhood of the interval .0; 1=e/).
We are interested in the recurrence rates for the mapping F ½ , canonically associated with f ½ , which carries essentially all significant information about the dynamics of f ½ and is more suitable for measure theoretic considerations. So, the equivalence relation '∼' on C × C is defined as follows: z ∼ w if and only if w − z ∈ 2³iZ. The map f ½ projects down to the holomorphic map F ½ of the cylinder Q = C=∼ such that if 5 : C → Q denotes the canonical projection, then f ½ • 5 = 5 • F ½ . From now on we will drop the subscript ½ and simply write f and F. Let
Let be a real-valued Hölder continuous function defined on some Euclidean R-neighbourhood of the Julia set J .F/ ⊂ C, R ∈ .0; Ž=2/. Hölder continuous means here that there exists an Þ > 0 and for all r ∈ .0; R/, there exists H r > 0 such that if |y − x| ≤ r then | .y/ − .x/| ≤ H r |y − x| Þ . One can prove (see [15] ) that for every z ∈ J .F/ the following limit exists and is independent of the point z.
The number P. / is called the topological pressure of the potential . The following easy technical fact is also established in [15] .
where T = exp LŽ Þ .
A Hölder continuous function : J .F/ → R is called 1 + -tame if there exists Ä > 1 such that A := sup{| .z/ + Ä Re z| : z ∈ J .F/} < +∞. The following three basic facts have been proved in [15] . 
The following two more technical facts have also been proved in [15] . We verify that the dynamical system .F; ¼ F / is loosely Markov starting with the following. Fix x ∈ X and " > 0. There exists k ≥ 1 such that, for every n ≥ k,
Fix r ∈ .0; Ž/ and let n = n.r / ≥ 0 be the largest integer such that 
Applying now (4.4) and (4.2), we obtain log m .B.x; r // log r ≥ log T + S n .x/ − P. /n log r
Dividing the numerator and denominator of the last quotient by n = n.r /, letting r 0 (which implies that n.r / → ∞), and using the second part of (4.1), we get that 
Applying (4.2), (4.4) and (4.7), we obtain log m .B.x; r // log r ≤ log W − log T + S n j .x/ − P. /n j log r
Dividing numerator and the denominator of the last quotient by n j−1 , letting r 0 (which implies that n j−1 → ∞), and using the second part of (4.1) along with (4.6), we find that
Since, by Theorem 4.3, the measures ¼ and m are equivalent with positive continuous Radon-Nikodym derivatives, we obtain for all x ∈ Y that
Since, by Theorem 4.4, P. / − d¼ = h ¼ , combining this inequality with (4.5), completes the proof.
We now prove the existence of a partition with the properties required by condition (b) of the definition of loosely Markov maps. Fix " > 0. It follows from Birkhoff's ergodic theorem, expression (4.10), and the Borel-Cantelli lemma that there exists a Borel set X " ⊂ J .F/ such that ¼ .X " / = 1, and for every x ∈ X " there exists n.x/ ≥ 1 such that F n .x/ = ∈ B.@ A; e −þn / and
for all n ≥ n.x/. The former property means that
So, fix x ∈ X " and n ≥ n.x/. There obviously exists .x/ > 0 so large that 
and it therefore follows from Koebe's distortion theorem that,
where the second last inclusion sign was written assuming that n is large enough (depending on "). Since ¼ > 0, we can find " > 0 so small that ¼ + 3" ≤ 2 ¼ . Then, for all n ≥ n.x/ large enough, we have that 8
It follows from (4.14) that
for all n large enough and all q ∈ {n.x/; n.x/ + 1; : : : ; n}. Combining this with expressions (4.12) and (4.13), we see that F q B x; e −Ä.x/n ⊂ Þ.F q .x// for all n ≥ 1 and all 0 ≤ q ≤ n, where Ä.x/ = max{ .x/; 3 ¼ }. Hence, B x; e −Ä.x/n ⊂ Þ n .x/ and we are done.
We are now in position to conclude the main result of this section. THEOREM 4.9. If f : C → C is a hyperbolic exponential map and :
PROOF. We shall verify that the dynamical system .F; ¼ / is loosely Markov. Indeed, condition (a) is guaranteed by appropriate results from [15] . Condition (b) is Lemma 4.8, and condition (c) was established in Theorem 4.7. Thus the proof is completed by applying Theorem 2.1 along with Theorem 4.7.
Conformal infinite iterated function systems
Let us first describe the setting of conformal (infinite) iterated function systems introduced in [9] . Let I be a countable index set or alphabet with at least two elements and let S = { i : X → X : i ∈ I } be a collection of injective contractions from a compact metric space X into X for which there exists 0 < s < 1 such that ². i .x/; i .y// ≤ s².x; y/, for every i ∈ I and for every pair of points x; y ∈ X . Thus, the system S is uniformly contractive. Any such collection S of contractions where the norm · is the supremum norm taken over V and D ≥ 1 is a constant depending only on V . Moreover,
for every x ∈ X , 0 < r ≤ dist.X; @V /, and every word ! ∈ I * . Let ¦ : I ∞ → I ∞ be the shift mapping, that is, cutting off the firs coordinate. In order to define the dynamical systems we want to deal with in this section we first state the following special case of Theorem 4.4.1 proven in [10] . THEOREM 5.1. If ¼ is a Borel shift-invariant ergodic probability measure on I ∞ , then
for all incomparable words !; − ∈ I * .
It follows from this theorem that for ¼-almost-everywhere x ∈ J there exists exactly one element i ∈ I such that
Using shift-invariantness of the measure ¼, we get for every Borel set A ⊂ J that
This means that the measure ¼ • ³ −1 is f -invariant and we can consider the metric dynamical system . f;
. f / of this system is defined by the formula
We could have defined this quantity in terms of the dynamical system . f; ¼ • ³ −1 / as this system and the shift map .¦; ¼/ are isomorphic via the projection map ³ : I ∞ → J . In order to relate the recurrence rates and pointwise dimensions of the dynamical system . f; ¼ • ³ −1 /, we need to restrict ourselves to a smaller, though fairly large and geometrically significant, class of shift-invariant measures ¼ generated by the summable Hölder families of functions. Following [6] , [10] and [16] , we define these families and measures as follows. Fix þ > 0 and let G = {g .i/ : X → R : i ∈ I } be a family of continuous functions. For each n ≥ 1, let 
The limit indeed exists since the logarithm of the partition function
Now, a Borel probability measure m G is said to be G-conformal provided it is supported on the limit set J , for every Borel set
and m G . ! .X /∩ − .X // = 0 for all incomparable !; − ∈ I * . In [6] and [16] , (compare with [10] ), the following is proved. 
PROOF. Define the function ² : I ∞ → R by the formula
We shall show for every
Indeed, using G-conformality of the measure ¼ G , we get for every ! ∈ I ∞ and every r ∈ .0; dist.X; @V // that
Hence, expression (5.2) follows. Since the measure1 G is ergodic, it follows from Birkhoff's ergodic theorem that the function ² :
Since, by 
The proof is complete.
The iterated function system { i } i∈I is said to satisfy the strong open set condition if J ∩ Int R d .X / = ∅. In the case when the alphabet I is finite, then the strong open set condition is always satisfied (see [11] ) perhaps with a different seed set X . The main result of this section is the following. is the infinite sequence of all consecutive integers n ≥ 1 such that ¦ n .!/ ∈ {Á} × I ∞ . In particular ¼ G .³.W 2 // = 1. The family Þ = { i .X /} i∈I . is a partition of J . Fix x ∈ ³.W 2 /, x = ³.!/, where ! ∈ W 2 . Using the bounded distortion property and expressions (5.3) and (5.4), we see that for all n ≥ 1 large enough, | !|n .x/| ≥ r −1 exp.−2 n/ and n k+1 ≤ 2n k , where k ≥ 1 is uniquely determined by the requirement that n k ≤ n < n k+1 . We then have that 
