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Abstract— Current microRNA (miRNA) prediction methods are generally based on annotation criteria that tend to miss 
potential functional miRNAs. Recently, new miRNA annotation criteria have been proposed that could lead to improvements in 
miRNA prediction methods in plants. Here, we investigate the effect of the new criteria on miRNA prediction in Arabidopsis 
thaliana and present a new degradome assisted functional miRNA prediction approach. We investigated the effect by applying 
the new criteria, and a more permissive criteria on miRNA prediction using existing miRNA prediction tools. We also developed 
an approach to miRNA prediction that is assisted by the functional information extracted from the analysis of degradome 
sequencing. We demonstrate the improved performance of degradome assisted miRNA prediction compared to unassisted 
prediction and evaluate the approach using miRNA differential expression analysis. We observe how the miRNA predictions fit 
under the different criteria and show a potential novel miRNA that has been missed within Arabidopsis thaliana. Additionally, we 
introduce a freely available software ‘PAREfirst’ that employs the degradome assisted approach. The study shows that some 
miRNAs could be missed due to the stringency of the former annotation criteria, and combining a degradome assisted approach 
with more permissive miRNA criteria can expand confident miRNA predictions. 
Index Terms— Arabidopsis, degradome, dicer, microRNA (miRNA) prediction, next-generation sequencing (NGS), parallel analysis of 
RNA ends (PARE), software. 
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1 INTRODUCTION
mall RNAs (sRNAs) are short, non-coding RNAs that 
have been found to regulate the expression of genes that 
are known to be involved in many diverse plant biological 
processes, from growth and development to environmen-
tal adaptation and stress response [1], [2], [3]. Their func-
tion takes place when they are loaded into an RNA induced 
silencing complex and guide it to silence their messenger 
RNA (mRNA) targets [4], [5]. In plants, it is typical for a 
high degree of complementarity between the sRNA and its 
target mRNA, often resulting in its translational silencing 
through cleavage and degradation [2], [6]. In recent years, 
next generation sequencing (NGS) technologies have been 
used to capture sRNA mediated cleavage fragments, often 
termed the degradome, using the Parallel Analysis of RNA 
Ends (PARE) protocol [7]. The PARE protocol captures the 
uncapped 5’ ends of cleaved mRNA sequences providing 
a snapshot of the mRNA degradation profile. The cleaved 
mRNA fragments within the profile can be aligned to ref-
erence transcripts, producing quantitative signals of vary-
ing strength that are position specific and indicative of 
sRNA mediated cleavage events. In addition, NGS has 
made it possible to capture an organism’s entire sRNA pro-
file in a single experiment on a genome-wide scale. Such a 
profile, often called the ‘sRNAome’, contains many classes 
of sRNA which are grouped based on their biogenesis and 
function.  
MicroRNAs (miRNAs) are one such class of  sRNA pre-
sent within a profile and typically have a sequence length 
in the range of 20-24 nucleotides [8]. The defining feature 
of a miRNA is the precise excision of a double stranded re-
gion, sometimes called a ‘duplex’, from an RNA hairpin 
precursor structure by a Dicer like-enzyme [9], [10], [11]. 
The duplex contains both a mature miRNA sequence and 
a miRNA-star (miRNA*) sequence with a 2 nucleotide (nt) 
overhang at the 3` ends. However, a pairing between a ma-
ture miRNA and a miRNA* within a duplex is often imper-
fect, including variation in the number of nt mismatches, 
bulges, and the number of nt within a bulge . The full-
length precursor of a miRNA also exhibits variation in fea-
tures such as its stem-loop folding composition as well as 
its length [12]. Such variability of features within both a 
miRNA stem-loop precursor and a mature miRNA duplex 
in plants can present a challenge for the accurate computa-
tional annotation of miRNAs within a genome-wide pro-
file and in particular the correct attribution of sRNAs to the 
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class of miRNA [13]. 
The identification of miRNAs has been a subject under-
going intense study for the last decade [14]–[16]. Many of 
these investigations involve NGS sRNA data and a reference 
genome that allows researchers to apply computational 
methods to identify miRNAs and their function on a ge-
nome-wide scale [17], [18]. As a result, several miRNA re-
positories were developed to archive miRNA biogenesis and 
functional information such as miRBase [19] and PmiREN 
[20]. The methods used within most tools for predicting 
plant miRNAs, such as miRPlant [21], miRCat2 [22], and 
miRDeep-P [23], were designed using a set of suggested 
miRNA biogenesis features. These features comprised a set 
of stringent criteria that have been used to model a miRNA. 
However, these criteria were published over a decade ago 
[13] and do not describe, or account for, a growing number 
of validated miRNAs that follow a model composed of a less 
stringent criteria. Therefore, the currently available tools 
based on an outdated criteria risk discarding bona fide miR-
NAs. In spite of the use of a stringent biogenesis model un-
derpinning their prediction algorithms, some of these tools 
still tend to generate a large number of false positive predic-
tions [24].   
Recently, a new set of miRNA annotation criteria has 
been reported [18], suggesting that more flexibility is re-
quired in some of the criterion of the standard miRNA an-
notation model. The newly suggested model also applies 
some restrictions on the length of the miRNA, miRNA* 
and precursor, and requires biological replication of the 
sRNA profile and suggests that further experiential valida-
tion beyond high-throughput sequencing of the sRNA pro-
file is not required. In addition, the authors have suggested 
that these restrictions in their updates could contribute to 
the reduction of false positives. Even so, a more flexible 
choice of a less stringent set of parameters, e.g. allowing 
more mismatches within a duplex and increasing the size 
of gaps within a duplex, is likely to result in increasing the 
total number of miRNA predictions overall.  
In this study, we revisit the sRNAome under the revised 
annotation criteria by exploring the effect of applying the 
newly suggested criteria on miRNA prediction using exist-
ing miRNA prediction tools. We focus on Arabidopsis thali-
ana due to its easily accessible resources: The A. thaliana ge-
nome is well described in The Arabidopsis Information Re-
sources (TAIR) [25], and well-studied in terms of published 
miRNA annotations. We shall investigate the effect of us-
ing more permissive parameters for miRNA prediction, 
and in particular, we develop an algorithm to explore and 
evaluate different parameter combinations. Moreover, we 
present a new combination approach to miRNA predic-
tion, which uses the functional information extracted from 
a genome-wide degradome-assisted sRNA target analysis. 
Our new approach using degradome data helps in the 
sRNA annotation effort in several ways. Firstly, by concep-
tually reducing the number of sRNA candidates to those 
that are potentially functional and cleavage capable. Sec-
ondly, the use of less-stringent miRNA secondary structure 
prediction parameters for miRNA candidates within the 
functional sRNA subset becomes feasible when modulat-
ing by their function. And thirdly, the predicted miRNA 
mediated cleavage signal and biogenesis information can 
be examined simultaneously to derive a final consensus 
miRNA candidate set that can be computationally filtered 
and ranked by confidence information for further experi-
mental validation. We demonstrate that even though a 
greater number of candidate miRNAs tend to be generated 
with more flexible parameters, our combination method is 
able to reduce this number by employing degradome in-
formation. Our combination approach is made freely avail-
able in user-friendly software called ‘PAREfirst’ that can be 
downloaded from: http://srna-work-
bench.cmp.uea.ac.uk, and the open source code is availa-
ble at: https://github.com/sRNAworkben-
chuea/UEA_sRNA_Workbench/. 
2 MATERIALS AND METHODS 
2.1 Data sets 
We used three wild-type and three Dicer-like1 (DCL1) mu-
tant A. thaliana sRNA biological replicates that are publicly 
available (GSE90771) [22], we called the wild-type sRNA-
ome WTA, WTB, and WTC, and the DCL1 mutant samples: 
DCL1A, DCL1B, and DCL1C. The PARE analysis was per-
formed using the corresponding degradome for each wild-
type replicate that are also available on GEO (GSE113958) 
[26]. For evaluation, we used the 326 unique mature miR-
NAs, which are excised from 426 precursors for A. thaliana 
from the miRBase registry v22, and for the sake of this pa-
per, we refer to them as the validated miRNAs. The refer-
ence A. thaliana genome TAIR10 [25] was used, in addition 
to the transcriptome containing the cDNA for the updated 
representative gene model [27].  
2.2 Methods 
We begin by describing our approach to investigate the ef-
fect of allowing more permissive parameters on miRNA 
prediction. Our approach uses the miRCat2 tool for 
miRNA prediction and the PAREsnip2 [26] tool for 
degradome analysis. In brief, miRCat2 is a miRNA predic-
tion method that uses an entropy-based approach to detect 
miRNAs within a genome. As inputs, the method requires 
a reference genome and sRNAome. The method first iden-
tifies potential miRNA candidates based on sRNA abun-
dance and then applies a number of filters such as map-
ping locus, size class distribution and miRNA-like align-
ment patterns on the candidates before calculating their 
miRNA secondary structures. The method outputs miRNA 
predictions in a tabular format and was selected for its im-
proved accuracy when compared to similar tools. PAREs-
nip2 is a degradome analysis method that can be used to 
identify sRNA targets. As inputs, the method requires a 
degradome, sRNAome and a set of transcripts often called 
a ‘transcriptome’. The method first performs several op-
tional quality filtering steps on the input sequences. The 
method’s algorithm then encodes input sequences into a 
decimal number which is then used to make exact match 
sequence alignments and subsequently identify potential 
sRNA-target pairs. The tabular output contains infor-
mation on the sRNAs and their potential target sites along 
with abundance and degradome assisted confidence 
ALZAHRANI ET AL.:  DEGRADOME ASSISTED PLANT MICRORNA PREDICTION UNDER ALTERNATIVE ANNOTATION CRITERIA 3 
 
metrics. PAREsnip2 was selected because of its configura-
bility and its ability to process large volumes of data with-
out imposing substantial computational time and resource 
constraints. Both of these tools are implemented in the 
UEA sRNA workbench, and have the advantage that they 
can be easily configured and have been shown to perform 
comparatively well compared with other tools [28]. First, 
we implemented a parameter-search algorithm that is de-
scribed in detail in the next section to produce a collection 
of roughly 150 exploratory parameter sets (denoted EPS) 
that are listed in Supplementary Table S1, which can be 
found on the Computer Society Digital Library. We then 
produced an updated miRCat2 parameter set (denoted 
UPS) based on the new criteria presented in [18]. For com-
parison, we present the main criteria for EPS and UPS in 
Table 1, available online, together with the default miRCat2 
parameter set (denoted DPS). Then, for each wild-type 
sRNA sample we obtained three sets of miRNA predictions 
using the miRCat2 tool with the DPS, UPS, and EPS.  
Next, we performed a target analysis with PAREsnip2 
and used its outcome to control the false positive miRNA 
predictions that could result from relaxing the biogenesis 
parameters without losing the majority of the validated 
miRNAs. The analysis was performed using the wild-type 
sRNA replicates, degradome replicates, the transcriptome, 
and the genome. In addition, we used Fahlgren and Car-
rington [29] targeting rules, allowed categories 0-3, disa-
bled MFE and p-value filters, sRNA length from 18-25 nt, 
and disabled the core region multiplier. These more per-
missive parameters were used to capture validated sRNA-
target interactions that would have been missed using the 
default settings [30].  
Moreover, we used the DCL1-mutant sRNA data sets to 
validate the predicted functional miRNAs. In particular, 
we performed a differential expression (DE) analysis using 
DESeq2 [31] within iDEP9 [32] between the three wild-type 
sRNA replicates and the three DCL1-mutant sRNA repli-
cates. The predicted miRNAs that were two-fold down-
regulated in the DCL1-mutant were considered as en-
riched candidate miRNAs. Additionally, we performed a 
similar DE analysis between the wild-type replicates and 
DCL4-mutant triplicates that were obtained from GEO 
(GSM4061704, GSM4061705 and GSM4061706) [33]. We 
show the results of DE analysis for WT_DCL1 in Supple-
mentary Table S2, and for WT_DCL4 in Supplementary Ta-
ble S3, available online.  
To further investigate the enriched miRNA candidates, 
we aligned the candidates to all the plant species miRNAs 
that were retrieved from miRBase using PatMaN [34], al-
lowing one mismatch to allow for isomiRs. We also dis-
carded the candidates that align to other RNA classes such 
as transfer-RNAs, ribosomal-RNAs, small-nuclear-RNAs 
and small-nucleolar-RNAs.  
2.3 Generating permissive miRCat2 parameter sets 
To generate exploratory parameter sets (EPS), we designed 
an iterative local parameter search method that uses a hill-
climbing algorithm [35] to explore more permissive EPS 
combinations. More specifically, ranges were set for each 
configurable miRCat2 parameter (Table 1), which were 
provided to the algorithm. The algorithm starts with a ran-
dom selection of parameters within the given ranges. For 
 
Fig. 1. Schematic of the PAREfirst workflow used to perform a large-
scale investigation of miRNAs and their targets evidenced through the 
degradome. Solid rectangles represent processes, arrowed lines repre-
sent inputs and data flow, and lines represent output. The modules 
within PAREfirst are enclosed within dotted lines.  
TABLE 1 
THE MIRCAT2 PARAMETERS FOR DPS, UPS, AND THE RANGES 









min_length (a) 20 20 18, 19, 20 
max_length (b) 23 24 23, 24, 25, 26 
min_fold_len (c) 45 40 40, 45 
max_fold_len (d) 250 300 250, 300, …, 400 
max_amfe (e) -22 -22 -32, -27, …, -2 
Complex (f) 0.90 0.90 0.50, 0.60, …, 0.90 
clear_cut_perc (g) 0.92 0.90 0.52, 0.62, …, 0.92 
gaps_mirna (h) 4 5 4, 5, …, 8 
no_loop (i) 3 3 3, 4, …, 7 
Repeats (j) 25 25 25, 30, …, 40 
p-val (k) 0.05 0.05 0.05 
RANDfold (l) false false false 
complex_loop (m) true true true 
Parameters are labelled as follows: (a) minimum length of miRNA, (b) the maxi-
mum length of miRNA, (c) minimum length of precursor, (d) maximum length 
of precursor, (e) maximum value for the adjusted MFE for a miRNA precursor, 
(f) complexity of sequence, (g) percent of incident reads that should fall between 
the same start and end positions as the miRNA, (h) maximum number of con-
secutive gaps on the precursor on the miRNA location, (i) Maximum number of 
bulges in the loop area of the precursor, (j) maximum number of times a sRNA 
can map to a genome, (k) RANDfold computation, (l) threshold for the RAND-
fold value, and (m) if a precursor with multiple loops between miRNA and 
miRNA* is allowed. 
4 IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, MANUSCRIPT ID 
 
each iteration, a check is made to each neighbouring EPS 
in which each parameter value is incremented or decre-
mented. Predictions using miRCat2 were then made for 
each of the neighbouring EPS and the algorithm chooses a 
new EPS based on the score function described below. This 
process is repeated until there is no further improvement 
on the score and the highest scoring EPS is retained. The 
algorithm was performed 100 times, using a randomly se-
lected starting EPS for each run, of which we selected the 
highest scoring 50 EPS. The search was applied on each 
wild-type sRNA replicate, and we combined the top scor-
ing 50 EPS to generate our final collection of 150 EPS that 
are listed in Table S1. 
The score of each EPS was calculated based on three 
sets: the set of miRCat2 predictions using the EPS being 
evaluated denoted by m, the set of predicted functional 
sRNAs from PAREsnip2 denoted by p, and the set of vali-
dated miRNAs from miRBase denoted by mb. For the pur-
pose of the parameter search method, we obtained the set 
p for each replicate from PAREsnip2 using Allen targeting 
rules [36] and the default parameters with the exclusion of 
weak cleavage signals summarised as PAREsnip2 catego-
ries 2, 3 and 4 interactions to generate high confidence re-
sults. The score that we used is given by: 
  
score(EPS) = a + b + (a /(a + b) * 1.5) + (c /(c + d)),    (1)
     
where a = |m ∩ p ∩ mb|, b =|m ∩ p ∩ mb'|, c = |m ∩ p' ∩ mb|, 
and d = |m ∩ p' ∩ mb' |, where ‘ denotes the set comple-
ment. 
In particular, the score in (1) was calculated based on the 
intersection between the predictions of m and p, in addition 
to the ratio of mb in that intersection multiplied by 1.5 as 
we sought EPS with an improved number of validated 
functional miRNA predictions. We also considered the 
non-functional validated predictions in m, hence, we 
added the ratio of non-functional predicted mb to the total 
non-functional predictions in m. 
2.4 PAREfirst implementation 
We designed and implemented a method called PAREfirst 
(Fig. 1), which combines miRCat2 and PAREsnip2 into a 
tool within the UEA sRNA Workbench now mentioned 
above. The user can perform a highly configurable analysis 
in a user-friendly interface that produces an easily inter-
preted list of predicted miRNAs along with a visual repre-
sentation of the prediction secondary structure and confi-
dence metrics. PAREfirst accepts as an input the following 
files: sRNAome, degradome, transcriptome, and a genome 
in a FASTA format. Also, the user can configure the param-
eters for both PAREsnip2 and miRCat2 before starting the 
analysis. The tool performs the PARE analysis first using 
PAREsnip2 to produce the functional sRNAs. After that, it 
generates the miRNA predictions with miRCat2. The tool 
then combines the results to gain a set of functional 
miRNA predictions. Importantly, this method allows the 
use of less stringent rules for miRCat2, since the outcome 
of miRCat2 is controlled by the PARE analysis results. As 
an output, PAREfirst exports and displays a table within a 
Graphical User interface containing information for the 
predicted functional miRNAs. In addition, the user is able 
to visualise and export target-plots (t-plots) [7] that are use-
ful to distinguish true target sites from background noise, 
and the secondary structures for the predicted miRNA pre-
cursor using RNAplot [37] to visualise the hairpins. To as-
sess the performance of PAREfirst, we ran it on our data 
sets and benchmarked the results against other commonly 
used miRNA detection tools, miRCat2 and miRDeep-P2 
[38]. To produce PAREfirst predictions, we used the EPS 
for miRCat2 analysis and the permissive PAREsnip2 pa-
rameters that were described above. The miRNA predic-
tions for each of the other tools were obtained using the 
UPS for miRCat2 and the default miRDeep-P2 parameters 
(described in the user manual) for miRDeep-P2. We 
aligned the predictions to the mature miRNAs from miR-
Base to identify the validated miRNAs. Also, we excluded 
the miRNA candidates that aligned to other RNA classes. 
3 RESULTS 
To compare the effect of applying alternative annotation 
criteria to miRNA prediction, we ran miRCat2 on wild-
type sRNA data sets: WTA, WTB, and WTC, using the three 
parameter sets: DPS, UPS and EPS. For the purpose of im-
proved confidence in predicted miRNAs, those having 
fewer than 10 reads were discarded from further analysis. 
We also filtered read counts by excluding isomiRs (se-
quences that are one or two nt shorter or longer than the 
canonical mature miRNAs), thus providing a clear quanti-
fication of the mature miRNA for each prediction. In addi-
tion, we considered conservation of the mature miRNA se-
quence across the three biological replicates in an attempt 
to provide a higher degree of confidence based upon mul-
tiple observation of the sequence [39]. For this study, we 
define a miRNA as conserved if it was expressed in at least 
two out of the three wild-type replicates. Furthermore, we 
used the validated miRNAs from miRBase as a reference to 
evaluate the results, even though we acknowledge its lim-
itations with regards to the quality of miRNA annotations 
[40], [18]. We split the candidates into two groups: C and 
P; the reason for this categorization is that multiple miR-
NAs and miRNA-like RNAs can originate from one 
miRNA precursor [41], [42]. Moreover, we present the 
number of miRNAs that are shared between the miRCat2 
predictions using DPS, UPS and EPS in Supplementary 
Fig. S1, available online. 
We present the number of miRCat2 predictions using 
the three parameter sets in Table 2a. The table includes the 
number of all validated miRNAs within a sRNA replicate 
as well as the validated miRNAs predicted by miRCat2 us-
ing the three parameter sets. Comparing the results pro-
duced using each of the parameter sets, we observe that 
the UPS succeeded in predicting one or two more of the 
validated miRNAs in each replicate, and only predicted 
several new candidates when compared to DPS. Hence, it 
is likely that the false positive rate is still low and the per-
formance of UPS is overall sufficient. Yet, using the EPS 
with miRCat2 performed slightly better in predicting more 
of the validated miRNAs. In particular, four more vali-
dated miRNAs that are conserved were predicted com-
pared to DPS. However, it generated a high number of new 
candidate predictions that may include a number of false 
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positives.  
We now present the results of applying the PAREsnip2 
filter on the miRCat2 predictions. Although using less-
stringent parameters for predicting miRNAs and their pre-
cursors can introduce an increase in false positive predic-
tions, we only consider the intersection between PAREs-
nip2 and miRCat2 predictions. Table 2b presents the num-
ber of miRNA predictions that are involved in a mRNA tar-
geting interaction. It appears to be that the PAREnip2 filter 
kept a similar number of the validated miRNAs in each of 
the miRCat2 results across the three parameter sets, as true 
miRNAs are more likely to have a target. On the other 
hand, it discarded one-third or more of the non-validated 
candidates predicted by DPS and UPS. The functional filter 
reduced the majority of the EPS candidates, and, upon 
manual inspection, we found that these candidates had 
secondary structures that were far beyond our reasonable 
expectation of a miRNA precursor, hence we consider this 
group to contain the highest number of potential false pos-
itive miRNA candidates. Accordingly, a function-first ap-
proach using degradome-assisted functional-filtering 
shows promising results, where we reduced the miRNA 
candidates to a list of 39 potential conserved functional 
miRNAs that can be carried forward for further investiga-
tion. 
To validate the functional miRNA predictions, we per-
formed a DE analysis between the wild-type and DCL1-
mutant samples. Since the DCL1 has an important role in 
the miRNA biogenesis pathway in A. thaliana, knocking 
down its activity causes reduction in the expression of the 
miRNAs [43]. The outcome of applying the DCL1 valida-
tion filter was a set of predicted functional miRNAs that 
are enriched in the wild-type samples. The validation step 
discarded a number of the functional miRNAs and the re-
sults are shown in Table 2c. The outcome shows a further 
reduction in the candidate predictions, where these re-
maining candidates could have a higher degree of confi-
dence. Full details for all functional miRNA candidates and 
the conserved enriched functional miRNA candidates are 
found in Supplementary Tables S4 and S5, available online.  
We also present the results for applying the DCL1 vali-
dation on all predictions in Table 2d. It seems that several 
validated miRNAs were not down-regulated in the mutant 
samples. This could be because of a DCL1-independent 
pathway, and, in some cases in Arabidopsis, miRNAs are 
sometimes processed by a different Dicer family member 
such as DCL4 [44]. To investigate this hypothesis, we ap-
plied the DE analysis between wild-type and DCL4-mu-
tants. The outcome of applying the DCL4 validation filter 
on the predicted functional miRNAs are presented in Sup-
plementary Table S6, available online. The comparison be-
tween the up- and the down-regulation that occurred in 
WT_DCL1 and in WT_DCL4 is shown in Supplementary 
Fig. S2, available online, which shows an overlap of seven 
validated miRNAs that were Down_WT_DCL1 and 
Up_WT_DCL4, and this could indicate a major involve-
ment of DCL4 in some miRNA biogenesis pathways. 
We further investigated the applicability of our method 
on other plants. Here we followed a similar approach for 
the data preparation and the target analysis parameters, 
however, we excluded the differential expression analysis 
due to the lack of DCL1-mutant data. The investigated spe-
cies were the commonly studied Tomato, Solanum lycoper-
sicum (S. lycopersicum), and Rice, Oryza sativa (O. sativa). 
For S. lycopersicum analysis, we used the publicly available 
sRNA data sets from GEO [45] (leaf GSM803579, flower 
GSM803580, and fruit GSM803581), and performed the tar-
get analysis with the corresponding tissue degradome data 
from a different study [46] (leaf GSM553688, flower 
GSM553689, and fruit GSM553690). The reference genome 
(SL3.0) and transcriptome (ITAG3.0) were downloaded 
from the Sol Genomics Network [47]. For O. sativa data, we 
used four sRNAome libraries [48] (Indica rice seedling and 
panicle, GSM562942 and GSM562943, Japonica rice seed-
ling and panicle, GSM562946 and GSM562947). Also, we 
used two degradome libraries from another study [49] 
TABLE 2 
THE NUMBER OF VALIDATED MIRNAS THAT WERE FOUND IN OUR SRNA DATA SETS, MIRCAT2 PREDICTIONS USING DEFAULT PARAME-
TERS (DPS), UPDATED PARAMETERS (UPS), AND EXPLORATORY PARAMETERS (EPS) FROM THE PARAMETER-SEARCH METHOD. 
     DPS  UPS  EPS 
 Filter Replicate AV   V C P  V C P  V C P 
(a) None  (all predictions) 
WTA 132  87 8 33  89 29 33  92 129 43 
WTB 126  85 6 28  87 25 31  89 97 39 
WTC 127  90 6 26  91 27 28  95 106 37 
Conserved 136  87 6 31  88 28 33  91 103 42 
(b) PAREsnip2 filter 
WTA 127  85 5 31  87 13 31  90 61 40 
WTB 109  74 4 25  75 9 28  77 35 33 
WTC 83  55 3 18  55 4 19  59 34 26 
Conserved 121  78 3 29  78 9 31  81 39 38 
(c) PAREsnip2 and DCL1 filters 
WTA 91  63 3 27  64 8 26  67 33 34 
WTB 78  55 2 22  56 6 24  58 26 29 
WTC 59  41 2 18  41 3 19  45 17 26 
Conserved 85  58 1 26  58 6 27  61 23 34 
(d) Only DCL1 filter 
WTA 95  65 5 29  66 17 28  69 77 37 
WTB 92  63 3 25  65 16 27  67 57 34 
WTC 93  67 3 25  68 17 26  72 57 34 
Conserved 97  65 3 28  66 18 29  69 63 37 
 
AV: : all validated miRNAs within a sRNA replicate, V: validated miRNAs predicted by miRCat2, C: candidate miRNAs predicted by miRCat2 and do not map to 
miRBase validated precursor loci, P: candidate miRNAs predicted by miRCat2 that map to a validated precursor but do not map to the canonical miRNA site. The 
conservation level used is between two or three replicates. All validated and candidate miRNAs have a read count above 10 reads. 
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(seedling GSM455938 and panicle GSM455938), where we 
performed the target analysis on one tissue of the 
degradome data with the two corresponding tissue sRNA 
data sets. The reference genome and transcriptome were 
obtained from the Rice Annotation Project Database [50], 
[51]. The annotation for both S. lycopersicum and O. sativa 
were performed using the mature miRNAs from the miR-
Base registry v22. As for S. lycopersicum results, the num-
bers of found mature miRNAs within the data sets were 
low, this explains the low numbers of miRCat2 predicted 
validated miRNAs. However, it appears that the target 
analysis kept the validated miRNAs and excluded the ma-
jority of candidate miRNAs. In O. sativa, there was a no-
ticeable difference between the replicates result. Overall, 
there is a slight increment in the number of predicted vali-
dated miRNAs in the UPS results compared to the DPS. 
The functional filter also excluded a minority of the pre-
dicted validated miRNAs and excluded a majority of the 
candidates. Correspondingly, these results suggest that our 
method is broadly applicable to other plant species. A sum-
mary of the analysis results for S. lycopersicum and O. sativa 
are presented in Supplementary Table S7, available online. 
 
3.2 Investigation of the miRNA annotation criteria 
We investigated whether the predicted secondary struc-
tures produced by miRCat2 with DPS, UPS, and EPS fit un-
der the 2008 criteria, 2018 criteria, both criteria, or do not 
fit any of them, where the category of both criteria does not 
intersect with the 2008 or the 2018 criteria. The results are 
presented in Supplementary Table S8, available online. In 
this table, we refer to the category where the hairpin does 
not fit any criteria as ‘Undefined’. In the following, we only 
consider miRNA hairpin rather than the unique mature 
miRNA sequences, since the annotation is based on both 
the miRNA/miRNA* duplex and hairpin structure 
features. We observed that most of the miRNAs that were 
predicted exclusively from any single replicate do not fit 
any criteria, hence, they were discarded since the conser-
vation between replicates supports the confidence of the 
miRNA. Therefore, Supplementary Table S8, available 
online, only includes the grouping of the precursors that 
were predicted by miRCat2 in two or three sRNA repli-
cates.  
We observed that a few validated miRNAs do not fit 
any of the criteria, and a similar case was addressed by Ax-
tell and Meyers [18], where some entries in miRBase may 
need to be revised. In addition, we looked into the vali-
dated miRNA hairpins that are shown in miRBase, and we 
observed that some of them have 1-nt overhangs at the 3` 
ends of the miRNA/miRNA* duplex instead of 2-nt as the 
annotation criteria suggested. Interestingly, even with the 
2018 criteria included via the UPS for miRCat2, some of the 
predictions are still categorised as ‘Undefined’ criteria.  
As presented previously, Supplementary Table S8 also 
shows that the EPS predicts a higher number of candidate 
precursors than the DPS and UPS, and it seems that the 
majority of these candidates fit under the ‘Undefined’ cat-
egory, and these candidates were considered to contain a 
high number of the false positives. Using the degradome-
assisted sRNA targets as a filter has discarded the majority 
of these false positives, while keeping most of the validated 
miRNA precursors. Furthermore, the majority of DPS pre-
dictions were kept during this step, where these predic-
tions provide confidence through their strict miRNA fea-
tures.  
The next step of validation is the differential expression 
analysis between the wild-type and DCL1-mutatnt sam-
ples, where we used the miRNAs that are enriched in the 
wild-type samples as a second layer to filter the miRNA 
predictions. As resulted from the PAREsnip2 filter, the 
 
Fig. 2. The novel miRNA candidate hairpin precursor with its mature miRNA and miRNA* sequences. The coordinates of the precursor locus 
within A. thaliana genome, Chromosome4 is 7907388-7907687(+). (a) secondary structure of the precursor where the miRNA arises from the 
left arm of the hairpin and the miRNA* rises from the right arm [52], (b) a coverage plot of the precursor locus where miRNA alignments are 
presented on the left side and miRNA* alignments are presented on the right side of the plot, (c) t-plot of mature miRNA target mRNA 
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DCL1 validation also excluded the majority of the EPS can-
didate miRNAs that fit under the ‘Undefined’ category, 
and only excluded a minority from the rest of the results.  
3.3 New miRNA and miRNA* candidates  
We carried out an investigation of the miRNA candidates 
that are involved in a mRNA-target interaction and en-
riched in the wild-type samples. Before doing so, we ex-
cluded miRNAs that map to mature miRNAs, mature 
miRNA isomiRs, and the other RNA classes. As a result, 
we identified a potential novel miRNA with its miRNA* 
that map to one unannotated locus in the genome. We per-
formed a local alignment on all the plant species miRNAs 
from miRBase, and we found that the miRNA and miRNA* 
are not present in other genomes. The mature candidate 
was predicted along with its miRNA* and hairpin struc-
ture using UPS and EPS for miRCat2. The secondary struc-
ture of the candidate precursor with the highlighted 
miRNA/miRNA* duplex is shown in Fig. 2a. In addition, 
the majority of reads in the precursor align to the 
miRNA/miRNA* duplex as shown in Fig. 2b. This candi-
date precursor falls under the 2018 miRNA annotation cri-
teria. The abundance of the mature miRNA appears to be 
low (less than 100 reads) compared to most of the known 
miRNAs in our samples. Additionally, the mature abun-
dance is double the miRNA*, which is a requirement for a 
well formed ‘bona fide’ miRNA duplex [18]. As shown in 
the WT_DCL1 DE analysis results in Supplementary Table 
S2, available online, both the mature and the star sequence 
are differentially expressed with Log2(fold-change) of 4.48 
and adjusted p-value < 0.05. We present the t-plots for the 
most confident predicted mRNA-target interactions for the 
mature miRNA in Fig. 2c and the miRNA* in Fig. 2d. It 
seems that the mature sequence does not show a strong 
signal in its t-plot compared to the miRNA*, which shows 
a higher peak. According to PAREsnip2 results, the mature 
miRNA is predicted to be involved in targeting interactions 
of category 2 with three different genes, while the miRNA* 
have six different targeting interactions of category 2. De-
tails about the candidate precursor and the 
miRNA/miRNA* target interactions are found in Supple-
mentary Table S5, available online. Additionally, we 
explored alternative four A. thaliana data sets (flower 
GSM707678, leaf GSM707679, root GSM707680, and seed-
ling GSM707681), and the potential novel miRNA and its 
star sequence were present in flower, leaf, and seedling 
samples. We performed miRCat2 analysis on these three 
data sets using UPS and the potential novel miRNA sec-
ondary structure was predicted with its miRNA/miRNA* 
duplex. The miRCat2 results for these new samples are 
presented in Supplementary Table S9, available online.  
Furthermore, there are a number of miRNA candidates 
that derived from validated precursors in miRBase. These 
miRNAs are predicted with their complementary miRNA* 
(Supplementary Table S10, available online), however, 
these miRNA* sequences are not registered in miRBase. 
Moreover, there are other studies that acknowledge these 
miRNA* [53], [54]. 
3.4 PAREfirst comparison  
To investigate how PAREfirst compares to the existing tra-
ditional miRNA prediction tools, we ran our data sets 
through PAREfirst, miRCat2 and miRDeep-P2. We present 
the output of each tool in Supplementary Tables S11, S12 
and S13, respectively. Fig. 3 shows the overlap of the num-
ber of validated and candidate predictions among the three 
tools, where these predictions are conserved between two 
or three out of three replicates. Fig. 3a indicates that PARE-
first captures the majority of the other tool’s validated 
miRNA predictions, in addition to other three miRNAs 
that were not identified using the updated miRNA annota-
tion criteria. Fig. 3b also shows that PAREfirst allows the 
identification of candidate miRNAs that as observed in this 
study, do not necessarily conform with the standard 
model. 
4 CONCLUSION AND DISCUSSION 
Axtell and Meyers [18] argued that a change in miRNA an-
notation criteria is necessary since some validated miR-
NAs are missed by the former criteria and some novel miR-
NAs might be missed too. Hence, there is a need to update 
the parameters used within the existing prediction tools, or 
design new tools that incorporate less stringent rules. By 
systematically exploring different parameter sets, it is clear 
that flexible parameters have an impact on miRNA predic-
tion, and we should keep the balance between predicting 
miRNAs with novel features and an overestimation of the 
miRNA profile. We showed that using the updated and the 
less stringent criteria increases the capture of validated 
miRNAs while keeping a similar number of potential can-
didates through filtering with the degradome analysis. We 
applied our method to several publicly available A. thaliana 
sRNA data sets and we were able to identify a potentially 
novel miRNA candidate that has been previously missed 
by tools that are dependent on outdated miRNA-rule sets. 
A. thaliana is a well-studied genome, and we can expect 
that the miRNA profile is well characterised, yet, we have 
been able to identify a potential novel miRNA. Applying 
our approach on less well annotated plant genomes could 
capture not only the miRNAs that are easily identified 
through existing methods but also the miRNAs that would 
      
     
Fig. 3. Venn diagram showing the intersection between the number 
of (a) validated miRNAs, and (b) candidate miRNAs that were pre-
dicted by PAREfirst, miRDeep-P2 (miRDP2), and miRCat2 in the 
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otherwise be missed due to their extreme biogenesis char-
acteristics. With this in mind, the variance within the pa-
rameters that identify novel miRNAs in Arabidopsis may 
not be the most suitable in all cases, and we hypothesise 
that improvements in annotation results could be obtained 
from investigating species-specific parameter sets. To this 
end, we have provided some software to enable research-
ers to take this forward in the model species of their choice. 
The degradome analysis is a high-throughput approach 
to identify miRNA mediated cleavage [55], and the defined 
category system within degradome analysis tools ranks the 
confidence level of miRNA-mRNA interactions. A 
degradome sequencing experiment offers many ad-
vantages when compared to low-throughput methods typ-
ically used for miRNA target validation, such as 5′ RACE 
(rapid amplification of cDNA ends) [56]. The advantages 
are not only present in time-cost savings, but also the 
global nature of the degradome profile being captured in a 
single experiment can reveal multiple miRNA-target inter-
actions, useful for building miRNA-mediated gene regula-
tory networks [57], [58]. In addition, when compared to 
traditional sequence similarity approaches for target pre-
diction [59], using a degradome assisted miRNA target 
prediction approach provides valuable quantitative confi-
dence values based on experimental evidence [26], [39], 
[60], [61]. Our results show that most of the enriched 
known and candidate miRNAs are predicted to be func-
tional, which suggests that the degradome analysis pro-
vides useful supporting evidence for identifying func-
tional miRNA candidates without using further validation 
steps. Be that as it may, a degradome assisted approach is 
somewhat limited by its dependence on the expression and 
tandem capture of the miRNA and miRNA mediated 
cleavage signal within the sRNAome and degradome data 
sets. The expression of many miRNAs and their targets are 
localized both temporally and spatially, specific to factors 
such as tissue, growth, and environment. However, testing 
for condition specific miRNA candidates and their targets 
is a common goal in sequencing experiments that investi-
gate within and for such factors [62]–[65]. Also, generating 
the degradome data required by our method can be chal-
lenging and is not necessarily straightforward [66]. How-
ever, new and optimized degradome protocols are regu-
larly becoming available [66]–[68]. As NGS techniques be-
come more accessible, we envisage more degradome li-
braries will become available, enabling the use of our ap-
proach with more varieties of species. 
The identification of biogenesis and function of a 
miRNA is important to understand its role within biologi-
cal pathways and networks. Researchers and miRNA da-
tabases, such as miRBase, are enabling the provision of a 
reliable set of functional information that will enhance the 
advancement of the microRNA research field. In particular, 
miRBase is being improved not only by providing miRNA 
annotation entries, but by also including the functional in-
formation of these miRNAs [69]. Our functional approach 
moves toward the aim of identifying miRNAs and their 
target mRNAs, and we hope that it will have an impact on 
enriching the literature of miRNA functions. 
In conclusion, our degradome-assisted method for 
miRNA prediction appears to provide broader predictions 
for plant miRNAs in a controlled manner. We have imple-
mented it in PAREfirst, a freely available software that can 
be used to predict functional miRNAs. As more sequenced 
genomes of different species become available, we hope 
that our tool will play an important role in the understand-
ing of biology and evolution through the annotation of 
novel miRNAs and their functions. 
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