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Resumen: La asignacio´n automa´tica de hipero´nimos sigue presentando problemas
para el procesamiento del lenguaje natural. En particular, los sustantivos polise´micos
se vinculan a distintos hipero´nimos y por ello pueden causar problemas estructurales
en una taxonomı´a le´xica. Por ejemplo, el sustantivo tara´ntula puede ser registrado
como hipo´nimo de aran˜a y, como este es un sustantivo polise´mico (puede denotar a
un ser vivo o a un tipo de la´mpara), es necesario determinar cua´l es el hipero´nimo
siguiente en la cadena: animal o artefacto. En el presente art´ıculo exploramos me´to-
dos para resolver este problema utilizando el ca´lculo de la similitud entre sustantivos
utilizando como variable predictora los verbos con los que coocurren. Los mejores
resultados (84 % de acierto) se obtienen con un me´todo simple que solo mide coocu-
rrencia, sin tener en cuenta informacio´n sinta´ctica.
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Abstract: Automatic hypernymy discovery continues to present challenges for na-
tural language processing. Polysemous nouns are linked to more than one hypernym
and can therefore cause structural damage on a lexical taxonomy. For instance, the
Spanish noun tara´ntula (‘tarantula’) is a hyponym of aran˜a (‘spider’), but this is
also a polysemous noun, as it means ‘chandelier’ as well. It is thus necessary to
determine the next hypernym in the chain, that is animal (‘animal’) or artefacto
(‘artifact’). In this paper we explore methods to solve this problem using a simila-
rity measure that uses verb-noun co-occurrence as a predictor variable. Best results
(84 % success) are obtained with a simple method that only measures co-occurrence,
irrespective of any syntactic information.
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1 Introduccio´n
El establecimiento de relaciones de hiperoni-
mia entre unidades le´xicas continu´a siendo
un desaf´ıo en el campo del procesamiento del
lenguaje natural. Actualmente, las estrate-
gias que existen alcanzan promedio de pre-
cisio´n que fluctu´a en torno al 80 % (Velardi,
Faralli, y Navigli, 2013; Bordea, Lefever, y
Buitelaar, 2016), lo cual deja un amplio mar-
gen de mejora.
En el marco de la induccio´n automa´tica de
taxonomı´as le´xicas, es decir, las estructuras
que emergen de las relaciones de hiperonimia-
hiponimia (Lyons, 1977), uno de los proble-
mas pendientes es co´mo tratar adecuadamen-
te el feno´meno de la polisemia (Bordea et al.,
2015; Klapaftis y Manandhar, 2010). Eso es
as´ı, al menos, en el caso de las taxonomı´as se-
masiolo´gicas, es decir, aquellas que se basan
en unidades le´xicas, como es usual en lexico-
graf´ıa, y no en conceptos, que es lo propio de
las ontolog´ıas (Baldinger, 1977; Sager, 1990).
La polisemia es el feno´meno por el cual
una palabra tiene ma´s de un significado, y
ocurre cuando uno de los significados da ori-
gen a otro u otros, por meta´fora, metonimia
u otro mecanismo, sin que el significado ori-
ginal se anule (Ullmann, 1972; Lyons, 1977;
Kilgarriff, 1992; De Miguel, 2016). As´ı, de
aran˜a ‘animal’ se deriva aran˜a ‘la´mpara’ por
la similitud formal entre ambas entidades.
En este trabajo se aborda espec´ıficamen-
te el problema de la herencia sema´ntica en la
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Figura 1: Estructura taxono´mica con un hi-
pero´nimo de nivel 1 y 2 de nivel 2.
cadena de relaciones de hipero´nimo-hipo´ni-
mo en una taxonomı´a le´xica. Con el fin de
ilustrar la problema´tica, imaginemos el caso
de un algoritmo de asignacio´n de hipero´nimos
que establece correctamente la relacio´n de hi-
ponimia del sustantivo tara´ntula con respec-
to a aran˜a. Tal como se muestra en la Figu-
ra 1, ser´ıa necesario entonces determinar de
que´ significado espec´ıfico del sustantivo aran˜a
se trata, ya sea el de animal (solucio´n correc-
ta) o el de artefacto (solucio´n incorrecta). En
este trabajo, se llamara´ hipero´nimo de nivel
1 al hipero´nimo del tipo aran˜a (inmediata-
mente superior en la cadena hiperon´ımica al
hipo´nimo, en este caso tara´ntula), e hipero´ni-
mo de nivel 2 al hipero´nimo del tipo animal
o artefacto (de los cuales solo uno de ellos es
correcto, en este caso animal).
El objetivo de esta investigacio´n es, enton-
ces, proponer un algoritmo para resolver los
casos de ambigu¨edad de hipero´nimos de nivel
2. El me´todo esta´ basado en medidas de co-
ocurrencia le´xica, a trave´s de las cuales es po-
sible seleccionar el significado correcto entre
los que ofrece un hipero´nimo polise´mico. Para
ello, en esta investigacio´n empleamos la co-
ocurrencia sustantivo-verbo. As´ı, los verbos
con los que frecuentemente coocurre el sus-
tantivo tara´ntula proporcionara´n pistas sobre
si se debe clasificar como animal o como arte-
facto. Consideramos que la conformacio´n de
este me´todo representa un avance en el mar-
co de la induccio´n automa´tica de taxonomı´as
y puede contribuir a solucionar el problema
de la polisemia en hipero´nimos de segundo
nivel.
A continuacio´n, se presenta un breve es-
tado de la cuestio´n (apartado 2), la me-
todolog´ıa (apartado 3), los resultados y
evaluacio´n (apartado 4) y las conclusiones
y trabajo futuro (apartado 5). El co´digo
fuente del proyecto, implementado en el
lenguaje Perl, se encuentra disponible en
la pa´gina web que acompan˜a el art´ıculo:
http://www.tecling.com/hat
2 La asignacio´n automa´tica de
hipero´nimos
La hiperonimia es una de las relaciones
sema´nticas de inclusio´n que acontecen en la
estructura le´xica de una lengua (Garc´ıa y
Pascual, 2009). Leech (1985) la describio´ co-
mo el feno´meno por el cual una palabra inclu-
ye sema´nticamente a otra. As´ı, un hipero´ni-
mo se define como una unidad le´xica cuyo sig-
nificado esta´ en un nivel de abstraccio´n ma´s
alto que el de su hipo´nimo.
Una taxonomı´a le´xica debe presentar las
siguientes tres caracter´ısticas fundamentales:
1. Herencia: un nodo inferior (hipo´nimo) he-
reda las propiedades de su nodo superior (hi-
pero´nimo).
2. Asimetr´ıa: una unidad le´xica no puede ser
superior (hipero´nimo) e inferior (hipo´nimo)
de otra unidad le´xica al mismo tiempo.
3. Transitividad: si un hipo´nimo a tiene un
hipero´nimo directo (a→ b ) y este, a su vez,
tiene otro (b → c), entonces el primero es
hipo´nimo del u´ltimo (a→ c).
En lingu¨´ıstica computacional se utilizaron
te´rminos como red sema´ntica u ontolog´ıa pa-
ra referirse a estructuras de datos relaciona-
dos formalmente aplicadas al procesamiento
automa´tico de grandes cantidades de datos
(Sowa, 2000). Cabe aclarar, sin embargo, que
una taxonomı´a le´xica es algo distinto a las
anteriores estructuras, ya que solo establece
relaciones de hiperonimia y adema´s lo hace
entre unidades le´xicas, no entre conceptos.
Una ontolog´ıa no deber´ıa presentar proble-
mas derivados de la polisemia porque pue-
de identificar sus nodos conceptuales con un
co´digo arbitrario, tal como un identificador
nume´rico. Esto le permite, adema´s, asociar
te´rminos distintos para un mismo concepto,
con lo cual se evita tambie´n el problema de la
sinonimia, otra de las complicaciones de las
taxonomı´as semasiolo´gicas.
Los primeros intentos para construir taxo-
nomı´as y ontolog´ıas se desarrollaron de for-
ma manual, en casos como los de CyC (Le-
nat, 1995), WordNet (Fellbaum, 1998), Euro-
WordNet (Vossen, 2004), Snomed (Stearns et
al., 2001), entre otros. Por supuesto, el desa-
rrollo en forma manual de estas estructuras
de datos presenta limitaciones. Por un lado,
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son propensas a inconsistencias, incluso con
protocolos rigurosos. Por otro lado, se vuel-
ven obsoletas con relativa rapidez debido al
dinamismo de la lengua, problema que se agu-
diza en el caso de las taxonomı´as especializa-
das, que tienen una acelerada evolucio´n ter-
minolo´gica.
Estas limitaciones han sido motivo sufi-
ciente para emprender la tarea de la genera-
cio´n automa´tica de taxonomı´as. Una prime-
ra l´ınea de investigacio´n consistio´ en la ex-
traccio´n de relaciones de hiperonimia a trave´s
del procesamiento automa´tico de diccionarios
(Calzolari, 1984; Chodorow, Byrd, y Heidorn,
1985; Guthrie et al., 1990; Agirre et al., 1994).
Estos trabajos se basan fundamentalmente
en la elaboracio´n de sistemas de reglas que
puedan analizar las definiciones y extraer pa-
res hipo´nimo-hipero´nimo. Una regla de este
tipo puede ser que el primer sustantivo en la
definicio´n de un sustantivo sera´ su hipero´ni-
mo.
Ma´s tarde se aplico´ una idea similar, es de-
cir, la utilizacio´n de listas de patrones prees-
tablecidos, no ya sobre diccionarios sino so-
bre texto libre (Hearst, 1992). Se realizaron
mu´ltiples variantes de este enfoque, tales co-
mo el intento de extraer estos patrones direc-
tamente del mismo corpus de manera induc-
tiva (Snow, Jurafsky, y Ng, 2006).
En la actualidad, la induccio´n de taxo-
nomı´as sigue enfrentando, entre otros, pro-
blemas de estructura y polisemia. En este
marco, el presente estudio contribuye a me-
jorar los resultados de la induccio´n de taxo-
nomı´as mediante una propuesta metodolo´gi-
ca que se fundamenta en dos a´mbitos: por
una parte, en los principios de la sema´ntica
le´xica, utilizando unidades le´xicas de contex-
tos sintagma´ticos de los sustantivos en estu-
dio; por otra parte, en la estad´ıstica de corpus
fundada, en nuestro caso, en la aplicacio´n de
una medida de similitud distribucional (Gre-
fenstette, 1994; Lin, 1998) que permitira´ ope-
racionalizar la similitud sema´ntica entre pa-
labras con el fin de obtener mediciones cuan-
tificables y comprobables emp´ıricamente.
3 Metodolog´ıa
En esta seccio´n detallamos la propuesta me-
todolo´gica para asignar relaciones de hiper-
onimia de segundo nivel en los casos de poli-
semia, utilizando para ello una medida de si-
militud distribucional entre sustantivos. Co-
mo variable para la comparacio´n, utilizamos
los verbos con los que esta´n asociados sin-
tagma´ticamente los sustantivos. Presentamos
primero la versio´n ma´s ba´sica del me´todo y
luego una serie de variantes que van an˜adien-
do complejidad.
La seccio´n abre con la descripcio´n del pro-
ceso de seleccio´n de la muestra para experi-
mentacio´n (3.1). Luego se presenta el me´to-
do ma´s ba´sico, llamado binario, que utiliza
vectores binarios y solo mide la frecuencia de
coocurrencia entre verbos y sustantivos (3.2).
A continuacio´n, se describe el resto de las va-
riantes del me´todo: ponderado, que tambie´n
utiliza vectores binarios pero con verbos se-
leccionados mediante una medida de asocia-
cio´n (3.3); euclidiano, que en lugar de vecto-
res binarios utiliza nu´meros reales obtenidos
a partir de la medida de asociacio´n (3.4) y, fi-
nalmente, dependencias, que utiliza vectores
binarios pero con verbos que se obtienen por
relaciones de dependencia sinta´ctica (3.5).
3.1 Seleccio´n de la muestra para
experimentacio´n
Con el objeto de obtener tr´ıadas como las
mostradas en la Figura 1 (es decir, hipo´ni-
mo + hipero´nimo de nivel 1 + dos posi-
bles hipero´nimos de nivel 2), implementamos
un script Perl que interroga la base de da-
tos WordNet en castellano (Vossen, 2004). El
script detecta la presencia de sustantivos en
ma´s de un synset, lo que puede ser interpreta-
do como indicador de polisemia, y que mues-
tren a la vez por lo menos un hipo´nimo. Esto
permitio´ encontrar 26 casos que satisficieran
el requerimiento de una frecuencia mı´nima de
100 ocurrencias en el corpus de trabajo (v.
apartado 3.2.1). Como se puede ver en la Ta-
bla 1, en cada tr´ıada tenemos el hipo´nimo,
que es el sustantivo objetivo (como laucha),
el sustantivo polise´mico es el hipero´nimo de
primer nivel (rato´n) y el resto son los candi-
datos a hipero´nimo de nivel 2 (animal o arte-
facto), entre los cuales el sistema debe elegir
uno.
3.2 El me´todo base: binario
3.2.1 Extraccio´n de contextos de
aparicio´n de los sustantivos
Por cada sustantivo analizado tomamos una
muestra de contextos de aparicio´n. Para ello
utilizamos el corpus esTenTen (Kilgarriff y
Renau, 2013), versio´n 2011 (9.500 millones
de palabras). Hicimos muestreos aleatorios de
un ma´ximo de hasta 5.000 concordancias por
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Sust. Hiper. Hiper.
objetivo nivel 1 nivel 2
asaltante ladro´n humano — artefacto
caniche perro animal — artefacto
chimpance´ mono animal — prenda
laucha rato´n animal — artefacto
tara´ntula aran˜a animal — artefacto
... ... ...
Tabla 1: Ejemplos del tipo de tr´ıada en estu-
dio, con la opcio´n correcta en negrita.
cada sustantivo, aunque en muchos casos la
muestra fue menor debido a que no todos tie-
nen tanta frecuencia de aparicio´n en el cor-
pus. Utilizamos una ventana de contexto de
10 palabras a derecha e izquierda, teniendo en
cuenta la distancia variable en que se puede
presentar la coocurrencia verbo-argumento y,
en esta variante del me´todo, nos limitamos a
medir la frecuencia de coocurrencia. Para ello
basta el etiquetado morfosinta´ctico del cor-
pus EsTenTen. La Tabla 2 muestra un frag-
mento de contexto del sustantivo tara´ntula
con el etiquetado del corpus.
Forma Categor´ıa gramatical Lema
Si CSUBX si
una ART un
tara´ntula NC tara´ntula
pica VLfin picar
a PREP a
una ART un
persona NC persona
... ... ...
Tabla 2: Ejemplo de contexto de aparicio´n del
sustantivo tara´ntula.
3.2.2 Extraccio´n de los verbos
Por cada uno de los sustantivos analizados,
se recorrieron sus contextos de aparicio´n re-
gistrando la frecuencia de los verbos con los
que coocurren. De este modo, conservamos
los verbos en los que se observa una frecuen-
cia de coocurrencia de mı´nimo 5 casos, um-
bral arbitrario sobre el que es ma´s improba-
ble que la observacio´n sea fruto de accidente
o error.
3.2.3 Conformacio´n de una matriz de
coocurrencia con verbos
Una vez obtenidos los listados de coocurren-
cia sustantivo-verbo, se conformo´ una matriz
Mi,j en la que los sustantivos son dispuestos
en las filas y los verbos con los que coocu-
rren en las columnas. La Tabla 3 muestra la
estructura de esta matriz. Uno de los sustan-
tivos analizados, como absolutismo, coocurre
con frecuencia con el verbo abandonar, lo que
tambie´n sucede con el sustantivo caniche pe-
ro no as´ı con tara´ntula.
abandonar abarcar abogar ...
absolutismo 1 0 0 ...
caniche 1 0 0 ...
tara´ntula 0 0 0 ...
... ... ... ... ...
Tabla 3: Ejemplificacio´n de la matriz de co-
ocurrencia sustantivo-verbo.
En esta variante del me´todo optamos por
valores binarios, como se muestra en la Tabla
3. El valor de la celda se define en (1), don-
de la frecuencia de coocurrencia fr(i, j) debe
superar un umbral u (u = 5).
Mi,j =
{
1 fr(i, j) > u)
0 otherwise
(1)
3.2.4 Formacio´n de vectores clase
para hipero´nimos de segundo
nivel
Los hipero´nimos de segundo nivel utilizados
en la muestra (por ejemplo evento, animal,
ma´quina, etc.) resultan demasiado abstractos
para crear un vector de coocurrencia directa-
mente como se explica en el apartado 3.2.3.
Esto motivo´ que la construccio´n de vectores
se llevara a cabo de manera indirecta, a trave´s
de la suma de vectores de varios sustantivos
pertenecientes a esas categor´ıas. La Tabla 4
muestra algunos ejemplos de dicha seleccio´n,
donde se ve la categor´ıa y 10 sustantivos per-
tenecientes a ella. La seleccio´n de sustantivos
es arbitraria, pero se trata en todos los casos
de miembros protot´ıpicos de cada categor´ıa,
y que tendra´n frecuencia alta en el corpus.
Hiper. nivel 2 Hipo´nimos
animal caballo, canario, canguro,
delf´ın, elefante, gorrio´n, jirafa,
leo´n, lobo, ornitorrinco
ma´quina aspiradora, automo´vil, cocina,
cortadora, estufa, horno, ju-
guera, motocicleta, refrigera-
dor, soldadora
prenda blusa, calcet´ın, calzo´n, cami-
sa, chaleco, cinturo´n, corbata,
pantalo´n, polera, sudadera
... ...
Tabla 4: Ejemplo de construccio´n de vectores-
clase.
Por cada sustantivo de estas categor´ıas se
extrajeron sus contextos de aparicio´n tal co-
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mo se describe en (3.2.1) y se construyo´ una
matriz de coccurrencia sustantivo-verbo co-
mo en (3.2.3). La Tabla 5 muestra la forma
en que se suman los vectores-miembro para
obtener un vector-clase. Al igual que en la
Tabla 4, los sustantivos se disponen en las fi-
las y los verbos en las columnas. La diferencia
aqu´ı esta´ en que estos sustantivos (Hi) son
los diez miembros elegidos de cada categor´ıa.
La u´ltima fila, sen˜alada con el s´ımbolo V C,
representa el vector-clase, y consiste en la su-
ma de los vectores de cada uno de sus hipo´ni-
mos. Esto significa que cada componente de
V C tendra´ valor 1 si existe al menos una
celda con valor 1 en la columna correspon-
diente. De esta manera, por cada uno de esos
tipos sema´nticos ma´s abstractos, obtenemos
un vector clase, representado por los verbos
con los que coocurren sustantivos hipo´nimos
de estos hipero´nimos ma´s abstractos.
V1 V2 V3 V4 V5 ... Vn
H1 0 1 1 0 0 ... 0
H2 0 0 1 0 1 ... 0
H3 0 1 1 0 0 ... 1
H4 0 0 1 0 1 ... 0
... ... ... ... ... ... ... ...
Hn 0 1 1 0 0 ... 0
V C 0 1 1 0 1 ... 1
Tabla 5: Esquematizacio´n de la suma de vec-
tores para la conformacio´n del vector-clase.
3.2.5 Ca´lculo de similitud entre
vectores
Una vez poblada la matriz de los sustantivos
objetivo (Tabla 3) y la de los vectores-clase
(Tabla 5), el siguiente paso consiste en aplicar
una medida de similitud entre el vector que
corresponde a este sustantivo objetivo (~o) y
cada uno de los vectores-clase ( ~V C) que re-
presentan a los hipero´nimos de segundo nivel.
Como medida de similitud aplicamos el ı´ndi-
ce de Jaccard (2), que es apropiado para la
comparacio´n de vectores binarios. Dados dos
vectores A y B, la similitud se obtiene opo-
niendo la interseccio´n a la unio´n.
J(A,B) =
|A ∩B|
|A ∪B| (2)
As´ı, en el caso de tara´ntula, la seleccio´n
entre animal y artefacto (sus dos hipero´ni-
mos de segundo nivel) se realiza por medio
de una funcio´n h segu´n el valor de similitud
recie´n explicado, tal como se muestra en la
Ecuacio´n 3, donde ~o puede ser tara´ntula, ~V Ck
puede ser animal y ~V Ci artefecto. Siempre se
elige una de las opciones.
h(~o) =
{
~V Ck J(~o, ~V Ck) > J(~o, ~V Ci)
~V Ci otherwise
(3)
3.3 Aplicacio´n de una medida de
asociacio´n: la variante
ponderada
Tal como anticipamos al comienzo de la sec-
cio´n, experimentamos con distintas variantes
del me´todo principal con el fin de contrastar
resultados.
La variante ponderada del me´todo es muy
similar a la anterior, y sigue utilizando vecto-
res binarios. La u´nica diferencia es que aho-
ra poblamos esos vectores mediante una me-
jor seleccio´n de los verbos, utilizando para
ello una medida de asociacio´n sintagma´tica
(Ecuacio´n 4). De forma similar a la Ecuacio´n
1, solo tendra´n valor 1 los pares sustantivo-
verbo que tengan una ponderacio´n mayor a
un umbral mı´nimo que, a diferencia del caso
anterior, ahora tiene otro valor (u = 0,01).
cooc(s, v) =
f(s, v)√
f(s).
√
f(v)
(4)
El resto del procedimiento es ide´ntico al
me´todo ba´sico.
3.4 Uso de vectores con nu´meros
reales en lugar de binarios: la
variante euclidiana
Esta tercera variante del me´todo esta´ basada
en la anterior (ponderada), pero en lugar de
utilizar valores binarios ahora son vectores de
nu´meros reales, cuyos valores se obtienen de
la ponderacio´n definida en la Ecuacio´n 4. El
uso de valores reales en lugar de binarios obli-
ga a hacer ajustes en el me´todo ba´sico, como
la conformacio´n de los vectores-clase (apar-
tado 3.2.4). En este caso, los valores de los
vectores-clase se obtienen sumando las pon-
deraciones de los verbos asociados a cada sus-
tantivo, como se indica en la Ecuacio´n 5.
V Cj =
|V C|∑
i=1
Hi,j (5)
Otra de las diferencias en esta variante del
me´todo es que al utilizar vectores con nu´me-
ros reales podemos optar por otras medidas
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de similitud. En este caso optamos por la uti-
lizacio´n de la distancia euclidiana, definida en
la Ecuacio´n 6.
d(A,B) =
√√√√ n∑
i=1
(Ai −Bi)2 (6)
Esta variante permite captar la idea segu´n
la cual un sustantivo objetivo o y un hipero´ni-
mo de segundo nivel V Ck correcto deber´ıan
tener un similar perfil de coocurrencia con
verbos, siendo algunos verbos ma´s significa-
tivos que otros. Con esta medida se seleccio-
na un hipo´nimo de la misma forma que en la
Ecuacio´n 3, solo que en este caso el signo <
se invierte a >, ya que se trata de una medida
de distancia en lugar de similitud.
3.5 Uso de un parser sinta´ctico
para extraer relaciones
verbo-sustantivo: la variante
dependencias
La u´ltima variante, y la ma´s compleja, involu-
cra la utilizacio´n de un analizador de depen-
dencias sinta´cticas para determinar la fun-
cio´n gramatical que se produce entre sustan-
tivos y verbos. El parser permite limitar la
seleccio´n a las parejas sustantivo-verbo que
efectivamente contraen una relacio´n sinta´cti-
ca, como puede ser el caso de la relacio´n
sujeto-verbo, verbo-objeto directo, etc.
Utilizamos para ello UDPipe, uno de los
mejores y ma´s recientes analizadores de de-
pendencias (Straka y Strakova´, 2017). La
Tabla 6 muestra el resultado del ana´lisis
sinta´ctico del mismo fragmento de contexto
del sustantivo tara´ntula que se mostro´ en la
Tabla 2. En este caso se produce un error,
ya que el verbo picar no es reconocido co-
mo tal (l´ınea 96) y se etiqueta como adjetivo,
perdie´ndose as´ı la informacio´n relativa a que
tara´ntula es el sujeto del verbo picar. Dada
la mayor complejidad de este tipo de ana´li-
sis, cabe esperar que se produzca una alta
tasa de error. Sin embargo, al mismo tiem-
po resulta razonable suponer tambie´n que la
gran cantidad de contextos de aparicio´n de
los sustantivos compense esta tasa de error.
En este caso optamos nuevamente por la
utilizacio´n de vectores binarios, pero no apli-
camos un l´ımite de frecuencia por ser ya esta
variante muy selectiva. De este modo, si se
observa al menos una vez que existe una re-
lacio´n sinta´ctica entre un sustantivo y un ver-
bo, el valor correspondiente a esa celda sera´ 1.
L´ınea Forma Lema POS Dep. Func.
93 Si si SCONJ 102 mark
94 una uno DET 95 det
95 tara´ntula tara´ntula NOUN 102 nsubj
96 pica pico ADJ 95 amod
97 a a ADP 99 case
98 una uno DET 99 det
99 persona persona NOUN 95 nmod
... ... ... ... ... ...
Tabla 6: Ejemplo de ana´lisis de dependencias
con UDPipe en que se produce un error en la
deteccio´n del verbo picar.
4 Resultados
La Tabla 7 muestra los resultados del me´todo
en sus distintas variantes, sobre la muestra de
sustantivos objetivo. La cobertura es igual a
la precisio´n debido a que forzamos al sistema
a elegir siempre una de las opciones.
Variante Precisio´n
binaria 69 %
ponderada 84 %
euclidiana 73 %
dependencias 57 %
aleatoria 50 %
Tabla 7: Resultados del me´todo en sus dis-
tintas variantes
Los mejores resultados se obtuvieron con
la variante ponderada. Atribuimos este resul-
tado a una mejor seleccio´n de los verbos co-
ocurrentes, a trave´s de una medida de aso-
ciacio´n sintagma´tica. Esto suprimio´ el ruido
que introduc´ıan en la variante binaria los
verbos que tienen alta frecuencia de coocu-
rrencia con muchos sustantivos diferentes. La
variante euclidiana, con la incorporacio´n de
la medida de distancia euclidiana, tambie´n
mejora la variante binaria, pero con resul-
tados ma´s modestos. Finalmente, la variante
dependencias, que extrae los verbos median-
te ana´lisis sinta´ctico y es la de mayor com-
plejidad, tuvo el peor desempen˜o, con solo 7
puntos por encima de una clasificacio´n alea-
toria. Esto puede ser atribuible al hecho de
que los textos del corpus, tomados de pa´gi-
nas web, contienen una sintaxis y ortograf´ıa
relajadas propias de los textos de Internet.
Solucionar este problema queda fuera del al-
cance de la presente investigacio´n.
La Tabla 8 muestra los resultados con las
primeras 9 unidades analizadas por orden al-
fabe´tico en el caso de la variante ponderada,
que fue la que produjo mejores resultados.
La primera columna indica la evaluacio´n: 1
si el ensayo es exitoso y 0 si no lo es. La si-
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E d h1 h2 S
1 absolutismo sistema concepto 16.46
ma´quina 8.47
0 acueducto canal institucio´n 11.55
lugar 8.12
0 albahaca planta lugar 14.15
servivo 11.09
1 ametrallador can˜o´n arma 5.56
lugar 2.58
1 asaltante ladro´n humano 11.46
artefacto 8.07
1 caniche perro animal 6.26
artefacto 3.84
1 cencerro campana instr. musical 3.07
ma´quina 2.97
1 chimpance´ mono animal 10.47
prenda 5.75
1 dedo miembro parte cuerpo 11.39
humano 10.92
Tabla 8: Ejemplos de resultados con la va-
riante ponderada
guiente columna presenta el sustantivo obje-
tivo (o), la siguiente el hipero´nimo de primer
nivel (h1) y la siguiente los distintos hipero´ni-
mos de segundo nivel (h2). La u´ltima colum-
na (S) indica el valor obtenido con el ı´ndi-
ce de Jaccard entre el vector de coocurren-
cia del sustantivo objetivo y, en cada caso,
el hipero´nimo de segundo nivel (el valor ma´s
alto se presenta primero). Entre los 26 casos
estudiados hay 22 exitosos, lo que represen-
ta un resultado estad´ısticamente significativo
(p = 0,0005).
5 Conclusiones y trabajo futuro
En este trabajo hemos presentado una pro-
puesta metodolo´gica para desambiguar la re-
lacio´n entre un sustantivo y un hipero´nimo
polise´mico en el contexto de la induccio´n au-
toma´tica de taxonomı´as. El me´todo, fundado
en una medida de similitud distribucional, se
basa en la idea segu´n la cual las palabras que
aparecen en cotextos similares tienden a te-
ner significados similares.
En la propuesta, se han restringido los co-
textos en funcio´n de los verbos con los que
coocurren los sustantivos en estudio, ya que
se trata de una clase abierta de palabras, pero
al mismo tiempo limitada (cerca de 6.000 ver-
bos aparecen con cierta frecuencia en el Es-
TenTen). Esta caracter´ıstica convierte a los
verbos en predictores u´tiles para obtener in-
formacio´n sema´ntica acerca de los sustanti-
vos con los que coocurren, ya que represen-
tan una matriz ma´s manejable que una de
adjetivos o sustantivos.
Adema´s del me´todo ba´sico, hemos ex-
plorado distintas variantes. Utilizamos vec-
tores binarios que indican la coocurrencia
sustantivo-verbo, y tambie´n vectores con va-
lores reales; probamos el uso de simple fre-
cuencia de coocurrencia y luego una medida
de asociacio´n estad´ıstica y, finalmente, hemos
explorado tambie´n la posibilidad de extraer
los verbos por medio de un analizador de de-
pendencias sinta´cticas.
Nuestros resultados permiten concluir que
la mejor variante es la que utiliza vectores
binarios que miden frecuencia de coocurren-
cia sustantivo-verbo, seleccionando los verbos
con una medida de asociacio´n (la variante
ponderado). Creemos que la tasa de e´xito es
remarcable, teniendo en cuenta que se trata
de un me´todo relativamente simple. No exis-
ten, que sepamos, propuestas similares para
la adjudicacio´n de hipero´nimos de segundo
nivel en casos de polisemia.
En cuanto a trabajo futuro, es necesario
continuar introduciendo nuevas variantes me-
todolo´gicas y reproducir los experimentos con
muestras ma´s grandes de datos, ya que esto
permitir´ıa estudiar mejor co´mo afectan a los
resultados las diferencias de frecuencia y de
prototipicidad de cada significado, una varia-
ble que conviene controlar en un disen˜o de
investigacio´n de este tipo (por ejemplo, en el
caso del sustantivo perro, el sentido de ani-
mal tendra´ ma´s peso que el de artefacto).
Tambie´n ser´ıa necesario probar la utilizacio´n
de ventanas oracionales en lugar de venta-
nas de contexto sime´tricas. Otra posibilidad
ser´ıa reproducir el mismo me´todo pero utili-
zando adjetivos o incluso sustantivos en lugar
de verbos. Finalmente, proyectamos reprodu-
cir los experimentos en otras lenguas (france´s,
ingle´s, etc.) en el contexto de nuestro proyec-
to KIND1 de taxonomı´as automatizadas en
varias lenguas.
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