Abstract. Given function f with an absolutely convergent Fourier series,
define the norm of f as
D. Girard has in the special case f (t) = g`e it´, g(z) = z−α 1−αz , 0 < |α| < 1 proved
where F is the hypergeometric function and (2) β = 1 − |α| 1 + |α| .
In our article we provide a generalization of Girard's formula. We study the behavior of f n A as n → ∞ for f of the form e ih(t) , h(t + 2π) = h(t)+2kπ for some integer k, and h is a real, odd and twice continuously differentiable. We show that if h ′′ has no zeros in (0, π), and if it satisfies an additional condition near 0 and near π, then the following asymptotic formula holds: 1 √ n exp(inh) A = " 2 π 
Introduction
Throughout this article h will denote a real-valued function satisfying h(t+2π) = h(t) + 2kπ for some integer k, and such that the Fourier series of exp (ih(t)) = The basic results on the asymptotic behavior of the sequence exp (inh(t)) A as n → ∞ were obtained in 1950's.
The most important of these results is due to A. Beurling and H. Helson: from their theorem in [2] it follows that (1) If exp (inh(t)) A = O(1), n → ∞, then h(t) = at + b where a is an integer and b is a real number. Next in importance are results obtained by J. P. Kahane [4] , we quote the following three:
(2) If h is continuous and piecewise linear, then exp (inh(t)) A = O(log n), n → ∞. (Note that here log n cannot be replaced by a sequence that would tend to infinity slower, since if h(x) = |x| on (−π, π] and h is 2π-periodic, then exp (inh(t)) A = 2 π log n + O(1)) (3) If on an arbitrarily small interval h is twice differentiable with h ′′ ≥ µ > 0 (or h ′′ ≤ −µ < 0), then, for some λ > 0, exp (inh(t)) A ≥ λ √ n. (4) If h is analytic and not a linear function, there exist positive constants λ 1 and λ 2 such that
Working in a different context B. Baishanski [1] has obtained the following result: The results we quoted have important applications and (1) has been greatly generalized (for the generalization of (1) and applications of (1) - (4) see, for example, J. P. Kahane [5] , for an application of (5) see P. Turan [7] ). It may be not without interest to obtain more precise results on the asymptotic behavior of e inh A
. One such result was obtained by the late Denis Girard. He proved [3] : (6) If
Theorems
We generalize Girard's result by the following Theorem 1. Let h be a real, twice continuously differentiable function, h(t+ 2π) = h(t) + 2kπ for some integer k. If, in addition, (1) h ′′ has no zeros on (0, π).
(2) h is odd (3) there exist functions m 0 and m π , positive and increasing on (0, 4c) for some c > 0, and constant C > 0 such that
In the special case when in Theorem 1 the integer k is equal to 0, the result (4) can be strengthened and we have
Theorem 2. If h is a 2π-periodic function satisfying the conditions of Theorem 1, then
as the real variable x tends to ∞.
Remark. If k = 0 in Theorem 1, then exp (ixh(t + 2π)) = exp (ixh(t)) for every real t, unless x = m k for some integer m. Still we could try to interpret exp(ixh(t)) A by restricting the function exp (ixh(t)) to an interval of length 2π, and then extending that restricted function periodically. But whatever restriction we choose, the extension will have jump discontinuities. Therefore its Fourier series will not be absolutely convergent, and therefore for every x such that xk is not an integer, exp(ixh(t)) A = ∞.
Remark. The conditions (1) and (2) play an essential role in our proof, since they imply that if ν n is in the interior of the range of h ′ , then there are exactly two stationary points in the integral a n,ν = 1 2π
and the contributions from these two points combine nicely. Obviously, h is odd if and only if the coefficients a n,ν are real. However, we never use directly the fact that a n,ν are real, neither would our proof be simplified by using the fact directly (indirectly it is reflected in the "nice" matching of contributions from the two stationary points).
Since h ′′ is odd and 2π-periodic, we have that h ′′ (0) = h ′′ (π) = 0 and the condition (3) is a condition on the behavior of h ′′ in a neighbourhood of its zeros. The Notation. We denote by C constants, dependent only on the function h, not always the same constant. Since arguments involving m 0 and m π are similar, it will be sufficient to consider only m 0 , which from now on will be denoted m. We can assume that h ′′ > 0 on (0, π), so h ′ is increasing there from α = h ′ (0) to β = h ′ (π). The inverse function of h ′ will be denoted by ψ. If α < ν n < β, there exists one and only one t n,ν , 0 < t n,ν < π such that h ′ (t n,ν ) = ν n or equivalently ψ ν n = t n,ν . We set M(x) = 1 m(ψ(x)) . Then M is defined and decreasing for α < x < γ, where γ < β and ψ(γ) < 4c. The modulus of continuity of h ′′ will be denoted by ω:
Let Φ(x) denote a function tending to infinity as
. Additional conditions will be imposed on Φ in the course of the proof. Finally, δ n = Φ(n) √ n , and
n . The proof of Theorem 1 will be in five steps. First we show that ν∈En |a n,ν | = O(log n), n → ∞, so that the contribution of the external terms E n , i.e. the terms a n,ν such that ν ∈ (αn + 1, βn − 1) can be ignored in the proof of our formula.
Second, we establish certain properties of h ′′ needed in the following steps. Third, we show that ς∈Pn |a n,ν | = O(1), n → ∞ where P n = {ν : αn + 1 < ν < α n n or β n n < ν < βn − 1}
In the fourth step we use the method of stationary phase to approximate each of the central terms, that is terms a n,ν where ν n ∈ (α n , β n ). Finally, in the last step, we use Lemmas 3 and 4 to approximate the sum of the central terms and, using this approximation together with estimates obtained in previous steps, we prove the Theorem 1. 
Proof. A standard trick is used: the integral is multiplied and divided by iϕ ′ , then the integration by parts leads to the estimate
from which both (a) and (b) follow. f exist. Let a j,n = a + j b−a n , j = 0, . . . , n, and let ξ j,n be such that a j−1,n ≤ ξ j,n ≤ a j,n for j = 1, . . . , n.
If there exists a monotone function
modified by the omission of the initial summand (i.e. the sums b−a n f (ξ j,n ) where the summation index does not run from j = 1 to n but from j = 2 to n) converge to
In particular,
where the sum runs over all integers k such that an + 1 < k < bn.
Remark. In the case when denotes the full equidistant Riemann sum, taken over all k, an < k < bn, (6) may fail to hold. An example where it fails is provided by the function f (x) =
Proof. To show that
Since f is Riemann integrable on [d, b], |f | is bounded there by some constant K = K(ε). Let J = J(n, ε) be defined by the condition a J−1,n ≤ c < a J,n , and let the intervals I = I(ε) and I n = I n (ε) be defined by
We rewrite (7) as
We shall prove the lemma by showing that each of the five summands on the right side of (9) is less than ε for n sufficiently large.
To estimate the first summand, we shall make use of the following notation: If J is an interval, P = {x k , 0 ≤ k ≤ m} a partition of J and f a function on J, then
where P n is the partition of the interval I n = [a J,n , b] consisting of points a j,n ,
Since f is Riemann integrable on I, Ω f, P n , I → 0 as P n → 0. It follows from (10) and (11) that the first summand in (9) is less than ε for large n. The second summand is less than b−a n K(ε), the same holds for the third summand. The fourth summand is less then ε by (8) . The crucial step in the proof is the estimate of the fifth summand.
Since M is monotone decreasing on (a, b] we have, on one hand
and on the other hand
and so b − a n 
The proof is an adaptation of the well known method of Hermann Weyl. Let
and let F denotes the collection of pairs {f, g} such that (f, g) n → (f, g) as n → ∞. We observe that (*) If f is Riemann integrable on J 0 then {f, 1} ∈ F. It is easy to verify that condition (a) can be phrased as (a') {χ J , χ I } ∈ F for any pair of intevals I, J, I ⊂ [0, 1], J ⊂ J 0 and conditions (b) and (c) as
. . , and J any subinterval of J 0 , (c') {f, g} ∈ F for any complex-valued functions f and g, that are Riemannintegrable on J 0 or [0, 1], respectively. It is obvious that (a') and (b') are consequences of (c'), so to prove the equivalence of the three conditions it will be sufficient to show that each of (a') and (b') implies (c'). This will be done in two steps -first we show that (b') implies a condition slightly weaker than (a'), which we denote by (a"), and then we show that (a") implies (c'):
(a") {χ J , χ I } ∈ F for any pair of intervals I, J such that J ⊂ J 0 and that the closure of the interval I lies in the open interval (0, 1). The proof will use the following facts, which are easily established: (**) If {f, ϕ k } ∈ F and ϕ k converge to ϕ uniformly on [0, 1], then {f, ϕ} ∈ F.
(***)' If f ≥ 0 on J 0 and g is real-valued and if, for every ε > 0, there exist functions ϕ 1 and ϕ 2 on [0, 1], ϕ 1 ≤ g ≤ ϕ 2 , such that {f, ϕ 1 } ∈ F, {f, ϕ 2 } ∈ F and 1 0 (ϕ 2 − ϕ 1 ) < ε, then {f, g} ∈ F. (***)" Similarly, if g ≥ 0 and f is real-valued, and if for every ε > 0 there exist functions ϕ 1 and ϕ 2 on J 0 such that ϕ 1 ≤ f ≤ ϕ 2 , {ϕ 1 , g} ∈ F, {ϕ 2 , g} ∈ F and J0 (ϕ 2 − ϕ 1 ) < ε, then {f, g} ∈ F.
We start the proof by observing that (*) and (b') imply that {χ j , T } ∈ F for any trigonometric polynomial T (x) = |ν|≤N c ν e 2πiνx . From (** 1)) , we obtain by (***)' that {χ j , χ I } ∈ F, i.e (a") is proved.
From (*) we get {χ J , 1} ∈ F. Together with (a") this implies that {χ J , ϕ} ∈ F for any step-function ϕ satisfying ϕ(0) = ϕ(1)
(ϕ 2 − ϕ 1 ) < ε. Therefore, using (***)' again, we obtain {χ J , g} ∈ F, and {ϕ, g} ∈ F for ϕ a real-valued step-function on J 0 . In particular this holds for any g non-negative, Riemann-integrable. Using now (***)" we obtain that {f, g} ∈ F for any f and g real-valued, Riemann-integrable, g non-negative. By linearity, the same holds if both f and g are complex-valued. This gives us (c'), which concludes the proof of the lemma. 
where A is an absolute constant.
We shall apply this lemma to the case f (x) = jnϕ
|j| n ρ, the conditions of (*) are satisfied with µ = |j| n ρ. Therefore we obtain from (13) that
where C j and D j are constant depending only on j and the function ϕ. Then, by (12),
as n → ∞, and therefore the condition (b) of Lemma 3 is satisfied.
External Terms
In this section we will provide an estimate for the sum of the external terms, namely
where the external terms E n are the terms where
n . We will provide an estimate for the sum of the terms where ν n ≤ α + 1 n , the estimate for the other case can be obtained in a similar way.
We start by splitting the sum into three parts:
We can easily dismiss the first sum, as it has at most three terms, each less than or equal to one. For the second sum, we will use the following estimate of |a n,ν |:
Applying Lemma 1 part (b) with ϕ(t) = nh(t) − νt we obtain
This gives us estimate
For the third summand we apply Lemma 1 part (a), again with ϕ(t) = nh(t)−νt, but with the interval (a, b) = (−π, π). It is easy to verify that if ν n ≤ α−1, ϕ satisfies the hypothesis of Lemma 1 part (a), and we obtain
Since ϕ ′ is even and monotone on (0, π), we have
which together with (20) gives
which is a constant independent of n.
Then (15) together with (16), (19) and (21) will give us (14).
Some Auxiliary Results on h
′′ and √ h ′′
The function
is also integrable on [α, β]).
To prove this fact, we consider the integral
Making the change of variable u = ψ(t) we get t = h ′ (u), dt = h ′′ (u)du and so
For further reference, we note
Finally, we note that the same change of variable as above (u = ψ(t)) brings another simplification:
h ′′ (u)du.
has also such a majorant: M(t)). 
, we deduce from (22) and (25) that
Similarly, using (23) we obtain
5.4.
In this paragraph we prove the following inequality to which we shall refer repeatedly:
in each of the following cases: (a) 0 < t < ξ < 4c (b) π − 4c < ξ < t < π (c) if δ is any positive number less than c and if 2δ < t < π − 2δ, |ξ − t| < δ. Note that the constant C is (28) does not depend on δ.
To prove the inequality, we will consider each of the three cases.
(a) By monotonicity of m and the inequality m ≤ h
ξ). (b) is analogous to (a).
(c) This case we need to subdivide into three subcases:
, it is sufficient to choose C so that sup I h ′′ < C inf J h ′′ . It remains only to consider the case (c2), because (c3) can be treated the same way. This is the only delicate case, and this is the only place in the proof of the Theorem 1 where we use the assumption (3a), that is
We observe that 0 ≤ t − δ < ξ < t + δ < 3c, and so
Since t − δ < t < 2c, the assumption (3a) gives us m(2(t − δ)) ≤ Cm(t − δ) and from (29) it follows that m(2(t − δ)) ≤ Ch ′′ (ξ). On the other hand, t ≥ 2δ implies t ≤ 2(t − δ), and so m(t) ≤ m(2(t − δ)). Now h ′′ (t) ≤ Cm(t) ≤ Cm(2(t − δ)) ≤ Ch ′′ (ξ), so (28) holds.
Total contribution of periphery terms
We will now prove that (30) ν∈Pn |a n,ν | = O(1), n → ∞.
(We should mention that one of the sets P l n or P r n , or both of them, may be empty). We shall consider only the left peripheral terms, the right periphery terms can be treated similarly.
It will be sufficient to consider the integrals
where αn + 1 < ν < α n n, or equivalently h
For the first summand we use the trivial estimate
To estimate the second summand, we shall apply Lemma 1, part (b). We set ϕ(t) = nh(t) − νt and observe that since h
for some ξ ∈ (t n,ν , 3δ n ). Since t n,ν < 2δ n , we have 3δ n − t n,ν ≥ δ n . On the other hand, by the inequality (28), case (a), since 0 < t n,ν < ξ < 3δ n < 4c, we have
Thus we derive from (33) that
From this estimate and (32) we obtain
The last estimate and (31) imply
.
for some ξ ∈ (0, 2δ n ). Since h ′′ (x) ≤ Cm(x) and m is increasing, we get
Since, on the other hand,
This, together with δ n = Φ(n) √ n , and our choice of Φ(n) which will be made in (55), namely ω(δ n )Φ(n) 4 = 1, gives us
We will now show that the second term on the right hand side of (34) is bounded. Using (3b) we get
That can then be written as 1 n M ν n where the sum runs over ν satisfying h
Since M is decreasing, this sum is less than or equal to
where the last step follows from (22). Thus
From the previous estimates (34), (35) and (36), and the observation (16) that |a n,ν | ≤ |b n,ν | we get
Since similar estimate holds for P r n , we obtain (30).
Central Terms
In this section we show that, for ν ∈ C n , i.e. nα n ≤ ν ≤ nβ n , (37) a n,ν = 2 π
where ρ n,ν = n(h(t n,ν ) − h ′ (t n,ν )t n,ν ) and
We note, in passing, that ρ n,ν = −nh * ν n , where h * is the Legendre transform of the function h, i.e. h * (x) = xψ(x) − h(ψ(x)), ψ being the inverse function of the derivative of h.
We write (39) b n,ν = B n,ν + R Let ϕ(t) = nh(t)−νt, then since h ′ is increasing we have for
for some ξ between t n,ν − δ n and t n,ν . So by part (b) of Lemma 1, and then by case (c) of inequality (28) we obtain
Same type of estimate holds for π tn,ν +δn exp (i(nh(t) − νt)) dt, so we obtain
Now we consider the integral B n,ν defined in (40). Writing
2 (t − t n,ν ) 2 for |t − t n,ν | < δ n and some ξ between t and t n,ν , and using h ′ (t n,ν ) = ν n , we can easily check that
From the last estimate and (43) we obtain that
we get from (47) that
From (39), (44) and (48) we obtain
n,ν , and, by (42), (46) and (49) we get
Since h is odd, a n,ν = 2 Re (b n,ν ) 2π
and, by (50) (52) a n,ν = 2 π
where R n,ν ≤ R n,ν . By summing over the central terms, we obtain
(Here we have used the fact that the number of central terms is (β n − α n )n < Cn.) We observe that
is bounded, since it is positive and smaller than
and the last two summands converge to a finite limit. (Here we appealed to Lemma 2, the conditions in that lemma being satisfied by observations made in sections 5.1 and 5.2) Therefore (54) gives
Choosing δ n so that 1 δn = n 2 ω(δ n )δ 3 n , i.e. choosing Φ n so that (55) ω Φ n √ n Φ 4 n = 1, the past estimate simplifies to
Remark. Since it is a property of a modulus of continuity that there exists C > 0 such that ω(x) > Cx, we obtain from (55) that P hi n = O(n 1/10 ), n → ∞.
Final Step
Taking into account contributions of external (14) and periphery (30) terms, together with (53) and (56) and the last remark, we obtain dx.
Therefore B n,ε → 0 as n → ∞ for any ε > 0, so from (59) we get D n → 0 as n → ∞. This proves (58) and therefore Theorem 1.
Proof of Theorem 2
Proof. Let We shall prove that (1) S(x) is continuous on (1, ∞), and (2) S(nα) → L as n → ∞ for any α real, α = 0. It is a well known fact, obtained by a category argument, that (1) and (2) imply that S(x) → L as the real variable x tends to ∞. Therefore, to prove Theorem 2, it is sufficient to prove (1) and (2) .
Applying If h is 2π-periodic, so is αh, and αh satisfies the conditions of Theorem 1 for all α > 0. So, by Theorem 1, S(n, αh) → L(αh) and we obtain S(nα, h) = 
