A data adaptive spectral analysis method is applied to characterize the unsteady loss generation in the leakage flow of an axial turbine. Unlike conventional spectral analysis, this method adapts a model dataset to the actual data. The method is illustrated from the analysis of the unsteady wall pressures in the labyrinth seal of an axial turbine. Spectra from the method are shown to be in good agreement with conventional spectral estimates. Furthermore, the spectra using the method are obtained with data records that are 16 times shorter than for conventional spectral analysis, indicating that the unsteady processes in turbomachines can be studied with substantially shorter measurement schedules than is presently the norm.
Introduction
The flows in turbomachines are inherently unsteady as it is only possible to have work exchange in the presence of a time-varying pressure field, as shown by Dean [1] :
The unsteadiness within turbines arises due to the relative movement of the rotor and stator blade rows. Turbulence and stochastic processes give rise to random unsteadiness, whereas periodic unsteady phenomena, including waketo-blade interactions, potential field interactions, vortex interactions, and cavity flow interactions occur at the blade passing frequency or its harmonics. Langston [2] and Sieverding [3] referred extensively to secondary flows occurring in turbomachinery and relating them to losses. Mansour et al. [4] verified these loss generation mechanisms after having performed unsteady entropy measurements with the use of his fast response entropy probe in the harsh environment of the turbomachines. The loss mechanisms of these unsteady flow interactions are related to the efficiency of the turbomachinery. It is thus evident that an improved knowledge of the unsteady flow interactions can shed light on novel approaches to improve the efficiency of turbomachinery, as shown by Denton [5] . Making use of unsteady interactions can lead to potential loss generation reduction. Unsteady interactions of rotor inlet cavity and main flows on shrouded turbines can mitigate the adverse effects of the rotor tip passage vortex at its onset [6] . Blade-row interactions and especially the effect of wakes were exploited to control loss generation in ultrahigh-lift low pressure turbines [7] . Mathematical modeling of unsteadiness in turbomachinery flows can be used in order to improve design as well as producing integrated blading and flow path design. Chaluvadi et al. [8] developed a model to quantify vortex transport inside the downstream bladerow breaking down the unsteady loss generated upstream. Behr et al. [9] showed that clocking may impact on loss generation through axial and radial redistribution of low energy fluid while Barmpalias et al. [10] associated the stretching and tilting of the vortex with secondary loss generation.
Spectral analysis is a tool that can be used to quantify unsteady signals. Ullum et al. [11] reported on the onset and identification of the frequency of rotating stall based on the power spectrum analysis of velocity and pressure data in a centrifugal pump. In a completely different area, Chen Li and 2
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Inlet cavity
Closed cavities Exit cavity Figure 1 : Examples of rotor tip labyrinth seal configurations (from Pfau [14] ). Li Ti-Pei [12] studied quasiperiodic oscillations in the X-ray emissions from a star using power spectrum density derived from an autoregressive model instead of the classical Fourier transformation so as to overcome the shortcomings of the latter. The work presented here is focused on the cavity flows that are associated with the rotor tip labyrinth seal, as seen in Figure 1 . The rotor tip gap is required to provide a relative motion between the rotor blade and the casing. However, the associated unsteady cavity flow has a profound effect on the efficiency of the turbine. Pfau et al. [13] made highly resolved, three-dimensional flow measurements of the inlet cavity of a turbine rotor tip labyrinth seal in the two-stage axial research turbine. Additional measurements showed that this labyrinth seal configuration results in a turbine efficiency reduction of about 1.6%. Pfau [14] showed that the gap size has a major effect on turbine losses. Unsteady wall pressure measurements, as shown in Figure 2 , comparing 0.3% and 1.0% gap cases indicate that there is a pronounced change in the cavity pressure distribution.
However, the changes in the pressure distribution could not be clearly discerned from the spectra. This difficulty arises due to the ensemble averaging procedures that are needed to improve the signal-to-noise ratio in Fourier-based power spectra. The objective of the current work is to demonstrate an alternative approach to obtaining spectral estimates. This alternate approach, the maximum entropy method of spectral analysis, has superior resolving power compared with more conventional spectral analysis. The maximum entropy method (MEM) was first introduced by Burg [15] , with his interest being focused on the analysis of geophysical data series. This method was subsequently used in related studies [16, 17] . Burg commented on the better resolution and the more realistic power estimates of the MEM compared to the conventional methods of spectral estimation. Later Ulrych and Clayton [18] reviewed the principles of maximum entropy spectral analysis and the closely related topic of autoregressive time series modeling. Barrodale and Erickson [19, 20] developed an algorithm to solve the underlying least-squares linear prediction problem in maximum entropy spectral analysis. At the same time, Theodoridis and Cooper [21] applied the maximum entropy spectral analysis technique to signals with spectral peaks of finite width and compared their results to that of the conventional Fourier method. They reported that the spectra were smoother and better resolved. Well-defined spectral peaks could be obtained using fewer points. Maximum entropy methods for spectral estimates now have broader acceptance and use in the field of vibration data analysis [22] and even in the textile industry [13] . Morgenstern and Chokani [23] applied MEM for purposes of spectral analysis of pressure signals in hypersonic flows past open cavities and noted that extremely short data lengths are required to yield the spectra.
In general, the method is suited to data with poor signalto-noise ratios and also for extremely short data lengths. In the next section we briefly review conventional methods of spectral analysis and highlight their shortcomings. The formulation of the maximum entropy method of spectral analysis is then outlined, and the results of its application to the unsteady wall pressure measurements of Pfau [14] are presented. Finally, we conclude with a summary of the work.
The Research Facility.
The measurements were performed in the "LISA" two-stage axial research turbine at the Laboratory for Energy Conversion (LEC), ETH Zurich. The turbine inlet temperature is kept constant at 400 K with an accuracy of 0.9 K. A DC generator maintains a constant operating speed of 2700 ± 0.5 RPM (±0.02%). A more detailed description of the test facility is available in Schlienger et al. [24] . The main characteristics of the turbine are summarized in Table 1 . 
TC03 DP TC1 DP Figure 3 : Axial locations of pressure taps in labyrinth groove (a) and pitch-wise averaged wall pressures Cp for 0.3% gap case (TC03 DP) and 1% gap case (TC1 DP) (b) (from Pfau [14] ).
The constant annulus of the turbine and the four blade rows are depicted in Figure 2 . The geometry under investigation is representative of a steam turbine. The unsteady wall measurements performed during this campaign were made at the rotor inlet cavity downstream of the 2nd stator.
Unsteady Wall Pressure Measurements.
The unsteady pressure measurements presented here were acquired at the inlet cavity of the 2nd rotor shown in Figure 3 . Six pressure holes in an axial direction, distanced 2.5 mm apart, were used. The inlet cavity itself has a 25 mm axial wall. The 1st measurement hole is located 15% downstream from the upstream radial wall. The potential to circumferentially clock the cavity ring against the stator permits multimeasurements in the circumferential direction. One stator pitch is thus covered by 23 circumferential measurements.
Conventional Spectral Analysis
The most widely used method of spectral estimation is that based on the use of the fast Fourier transformation. In this approach, if we consider a uniformly sampled time series x n where n = 1, 2, . . . , N, then the estimate of the power spectral density is given as
The index m denotes the discrete frequency, f m , at which the power spectral density is estimated. The FFT approach for spectral estimates is widely used as computationally efficient methods for the determination of (2) have been developed. However, although the FFT technique is widely used, there are several aspects of the technique that limit its reliability. Firstly, the technique assumes that the signal of the sampled time series is a linear series of sine waves. Secondly, the spectral resolution is inversely proportional to the duration of the signal; therefore, for small frequency resolution a long signal is required. Thirdly, the signal is assumed to be stationary-that is the processes generating the signal are assumed to be the same from the beginning through to the end of the analysis period. Furthermore, a window function is required to minimize the leakage in the spectral estimates; this window function distorts the estimates in adjacent frequencies. Finally, when the signal-to-noise ratio of the signal is large, the spectral estimates are unreliable. Alternatively, the Wavelet Transform (WT) may be employed so as to overcome the FFT shortcomings. This would allow for the analysis of signals that have highly concentrated time localized high-frequency components superimposed on longer lived low-frequency components. This feature would allow for feature detection apart from signal noise removal and data compression [25] . The WT has a time window interval width that is inversely proportional to its wave width for all frequencies.
Data Adaptive Spectral Analysis
In an attempt to overcome the aforementioned limitations of FFT conventional spectral analysis method, Burg [15] suggested the maximum entropy method for spectral analysis. Burg's interest was in the analysis of geophysical data series, and in that application it was found that this new method gave better spectral resolution and more realistic estimates of power. The development of the MEM as suggested by Burg is as follows. The entropy of a Gaussian process is given as:
In terms of the auto covariance of the data time series, (3) can be rewritten as
If H is maximized by the use of Lagrange multipliers, subject to the constraint that the spectral estimate is consistent with the known autocovariances, ρ(k), −p < k < p, the solution to the variational problem is Equation (5) is the expression for the spectral estimates obtained from MEM and is equivalent to the estimate derived using the FFT method, shown by (2). The maximizing of (4) results in the rather unfortunately named-in the sense that it is confusing from the perspective of examining loss generation in turbomachines-maximum entropy method for spectral analysis. Van den Bos [26] investigated the duality between the maximum entropy method for spectral analysis and autoregressive representation. If we briefly review this duality, the interpretation of (5) is then clearer. Consider an autoregressive model that is consistent with the measured data:
Note that (6) represents a pth-order model, in which the modeled data x n are determined from a finite number, p, of previous measured data points. Thus, for example, if we have a 4th order model, a linear combination of 4 past values is used to predict each modeled data point, as in Figure 4 . Although we lose data points, in the sense that if N measured data points are available, then only (N-p) modeled data points can be determined, and the modeled data are solely based on known, measured data. The total squared error between the modeled and measured data is given as
The minimization of (7) with respect to the coefficients a 1 , a 2 ,. . . , a p then yields a spectrum of (N-p)-length time series of error, ε n = x n − x n , that is equivalent to that of "white" noise. It is therefore evident from (3) that the uncertainty ε n is maximized, and therefore this maximization yields the most random (i.e., maximum entropy) error between the modeled and measured data. On the other hand, for this maximization (therefore known coefficients a 1 , a 2 , . . . , a p ) (6) represents a time series model that is adapted to the measured data. Thus we prefer to refer to Burg's approach as a data adaptive spectral analysis method.
The basic working equation for the spectral estimates determined using the data adaptive spectral analysis method is given by (5). Barmpalias et al. [10] present an algorithm to determine the coefficients a 1 ,a 2 , . . . , a p and the model constant, P p = P p−1 (1 − a 2 p ), from the measured data. It is pertinent to highlight two salient differences between the spectral estimates from conventional spectral analysis, as shown in (2), and from data adaptive spectral analysis, as in (5) . Firstly in (5) no windowing is used, unlike in (2). Thus (5) is based on actual measured data, whereas (2) is based on measured data that are modified by the windowing procedure. Secondly, in (5) the frequency of the spectral estimate, f , is an independent variable. Thus the spectral resolution in (5) is independent of the sampling frequency and the user chooses the desired spectral resolution. By contrast, in conventional spectral analysis the frequency resolution is the inverse of the duration of the length of the measured data, and therefore in (2) high frequency resolution can only be accomplished by having a long measured signal. Burg [15] has noted that (5) is well suited for short data lengths.
The determination of the order, p, in the time series model, (6) , is of central importance to the data adaptive spectral analysis method. Stated simply, if p is too small, then a smooth spectrum is obtained; on the other hand, if p is too large, then there are spurious peaks in the spectrum. The most commonly used approaches to determine the optimum p involve the final prediction error, Akaike [25] . That is given by
and/or the Akaike [22] information criterion, that is,
The optimum p is determined as the first occurrence of FPE p+1 > FPE p for successively increasing p. This criterion was not found to be reliable in the present work. Instead, as the primary focus in this work is periodic unsteady phenomena and cavity flow interactions that occur at the blade passing frequency, the optimum p is determined as that value for which the FPE first exhibits a local maximum in the region of interest as p is increased. This range is bounded by the occurrence of a smooth spectrum for relatively small p and by spurious peaks in the spectrum when a certain value of p is exceeded. For this application the optimum p was found to be within the range of 200 to 400. As seen in 
Figure 6: The effect of the time series model order, p, see (6), on the spectra predicted using the data adaptive spectral analysis method. Figure 5 , FPE has a local maximum at p = 320, which is then taken as the optimum p.
Results and Discussion
An analysis of the unsteady wall pressure measurements of Pfau [14] is presented to illustrate the data adaptive spectral analysis method. The labyrinth seal configuration consists of 4 cavities with a gap size of 0.1 mm, which corresponds to 1% of blade height. The data are sampled at a rate of 200 kHz. For the present work the data acquired in cavity 1 at the midcircumference station are presented. Figure 6 examines the effect of the time series model order, p, as shown in (6) on the spectra predicted using the data adaptive spectral analysis method. Three different model orders, 100, 200, and 400, are examined. For all three cases, the spectral resolution is 12.2 Hz and the spectra show a dominant peak at the blade passing frequency, 1840 Hz. The optimum value of p is 200, and the corresponding spectrum shows additional peaks at the harmonic frequency and nonlinear interaction frequencies (i.e., subharmonic frequency and difference interaction (fundamental and subharmonic) frequency). For p = 100 (< 200), it can be seen that the spectrum is relatively smooth compared to the spectrum of the optimum p, where, for example, the harmonic frequency is not detected. For p = 400 (> 200), on the other hand, there are many spurious peaks in the spectrum. These results clarify the importance of determining the order of the time series model in the data adaptive spectral analysis method.
The effect of the length of the measured data record, N, on the spectra predicted using the data adaptive spectral analysis method is examined in Figure 7 . Three different data record lengths, 2 10 , 2 11 , and 2 12 , are examined. For each data record length the spectral resolution is specified as 12.2 Hz, and the optimum order of time series model, p, is determined and found to be 198, 225, and 222, respectively, for the three data record lengths. It can be seen that for all three cases, the spectra show essentially the same information. This result shows the ability of the data adaptive spectral analysis method to extract the same spectral information for both long and short data records. It should be noted that there are small differences in the spectral amplitudes. These differences arise since the model constant, (5) is related to the coefficients of the time series model. However, the normalized spectra are indistinguishable, as noted by Burg [15] . Figure 8 compares the power spectral estimates of the data adaptive and conventional methods of spectral analysis. For sake of clarity, the conventional spectral estimates are offset by one decade from the data adaptive spectral estimate. In all three cases, the peak at the blade passing frequency is identified as the most dominant feature of the spectra. In the case where the data record lengths are the same, N = 2 10 , it is evident that the conventional spectral estimate has a relatively poor spectral resolution, 195.2 Hz. Furthermore, in the conventional spectral estimate, no peaks other than that at the blade passing frequency are clearly identified. In order to improve the spectral resolution in the conventional spectral estimate to the spectral resolution, 12.2 Hz, of the data adaptive spectral estimate, the data record length must be increased by a factor 16 to N = 2 14 . The resultant spectrum, as seen in Figure 8 , captures additional peaks in the spectra. However, it is evident that the conventional spectral estimate is noisier. On the other hand, the data adaptive spectral estimate, which is obtained with a shorter data record, yields a smoother spectrum. It is therefore evident that using the data adaptive spectral analysis method, the measurement schedule could be reduced by up to factor 16 in terms of data acquisition, while still being able to extract available information from the spectra.
Concluding Remarks
A data adaptive spectral analysis method, which has previously been used in the analysis of geophysical data series, has been introduced in the context of examining the periodic unsteadiness within turbines. This data adaptive spectral analysis method employs a time series model of measured data. The spectrum of the model's error is the most random (i.e., maximum entropy) that is consistent with measured data. No windows are employed in the determination of the spectral estimates. Spectral estimates are obtained with a data record that is 16 times shorter than that required for Fourier power spectrum estimates. The use of shorter data records has the potential to reduce measurement schedules for measurement test campaigns.
The application of this data adaptive spectral analysis method (maximum entropy method) as employed within the context of this study can be summarized in the following steps for a given number of data points, N.
(1) Calculate the final prediction error, FPE, using (8) as the order of p is increased.
(2) Determine the optimum order of p as the first occurrence of a maximum in FPE, as in Figure 5 .
(3) Calculate the spectrum using (5). 
