Refactorings are program transformations that improve the software structure while preserving the external behaviour. In spite of this very useful property, refactorings can still give rise to structural conflicts when parallel evolutions to the same software are made by different developers. This paper explores this problem of structural evolution conflicts in a formal way by using graph transformation and critical pair analysis. Based on experiments carried out in the graph transformation tool AGG, we show how this formalism can be exploited to detect and resolve refactoring conflicts.
Introduction
Refactoring is a commonly accepted technique to improve the structure of object-oriented software [2] . Nevertheless, there are still a number of problems if we want to apply this technique in a collaborative setting, where different software developers can make changes to the software in parallel.
To illustrate these problems, consider the scenario of a large software development team, where two developers independently decide to refactor the same software. It is possible that these parallel refactorings are incompatible, in the sense that they cannot be combined together. As an example, assume that a Move Variable refactoring and an Encapsulate Variable refactoring are applied in parallel to the same variable in the same class. Both refactorings are clearly in conflict since they cannot be serialised as they both affect the same variable in different incompatible ways. It is also possible that two parallel refactorings can only be combined in a particular order. As an example, assume that a Rename Variable refactoring and an Encapsulate Variable refactoring are applied in parallel to the same variable in the same class. One can decide to rename the variable first, and then encapsulate it, but not the other way round. The reason is that the encapsulation introduces an auxiliary setter and getter method whose names rely on the variable name.
To address the problems illustrated above, we propose to take a formal approach based on graph transformation and critical pair analysis [1, 4, 5] . We will perform a feasibility study using the AGG tool. As such, the contribution of our paper will be twofold:
• to show the feasibility of the technique of critical pair analysis for a new practical application;
• to support refactoring tool developers with a formal means to analyse the consistency of refactoring suites, and to allow them to identify unanticipated dependencies between pairs of refactorings.
The AGG tool
We decided to use the tool AGG (see http://tfs.cs.tu-berlin.de/agg) for our experiments. It is the only graph transformation tool we are aware of that supports critical pair analysis, a crucial ingredient of our approach towards the detection of refactoring conflicts.
Specifying graph transformations
To reason about object-oriented software evolution, we specify object-oriented programs as graphs, that have to respect the constraints specified by a type graph. This type graph acts as an object-oriented metamodel. The metamodel we expressed in AGG is shown in Figure 1 . It expresses the basic objectoriented concepts (such as classes, methods and variables), their attributes (such as name and visibility), and their relationships (such as inheritance, containment and typing) with associated multiplicities. We deliberately decided to use this simple metamodel instead of a full-fledged one, because our goal was to perform a feasibility study. Representative refactorings are expressed as graph transformations using this metamodel. A graph transformation t : G−−→ p(m) H is defined as a pair consisting of a graph transformation rule p : L → R and a match m : L → G. The rule p specifies how its left-hand side (LHS) L has to be transformed into its right-hand side (RHS) R. The match m specifies an occurrence of this LHS in the graph that needs to be transformed. Note that there may be more than one possible match. As shown in [5] , one can easily extend this definition to come to a notion of typed graph transformations that respect the type constraints imposed by the type graph. As a concrete example, the transformation Encapsulate Variable in Figure 2 can be applied to a class containing a variable of a particular type. After the transformation, a setter method and getter method are added to the class, but the rest of the structure is preserved. This is visualised by assigning numbers 1 to 5 to nodes and edges in the LHS and RHS. Nodes and edges that have the same number in the LHS and RHS are preserved by the transformation. All nodes and edges in the RHS that do not have a number assigned (such as the setter and getter method) are newly introduced.
Note that the graphs we use are attributed, i.e., the nodes in the graph may contain attributes whose values may be modified by the transformation. This is for example the case in Figure 2 with the attribute visibility of variable node 1, whose value is modified from public to private.
Another useful feature of AGG is the possibility to specify negative application conditions (NACs) [3] that capture the preconditions of a transformation. These NACs can be considered as a kind of forbidden subgraphs. For example, the NAC No Setter for transformation rule Encapsulate Variable in Figure 2 expresses that the class containing the variable to be refactored must not contain a setter method for this variable, since this method will be added by the transformation. To express this, we need to specify an attribute condition which relates the name of the method in the NAC to the corresponding one in the RHS. The rule Encapsulate Variable contains a second NAC that forbids the existence of a getter method for the variable to be encapsulated. In the left pane, all refactorings specified as graph transformations are listed, together with their NACs. On the right of it, the specification of the Encapsulate Variable refactoring is given as a graph transformation rule with a NAC No Setter, a left-hand side, and a right-hand side. The Attribute Context for the Method attribute name in the bottom panes specifies the additional relation that its value s in the NAC must be equal to "set"+v in the RHS.
Critical pair analysis
Critical pair analysis was first introduced in term rewriting, and has been generalized to graph rewriting later. A critical pair formalises the idea of a minimal example of a potentially conflicting situation. Given two transformations t 1 :
has an asymmetric conflict with t 2 if it can be performed before, but not after t 2 . If the two transformations disable each other in any order, they have a symmetric conflict. The reasons why rule applications can be conflicting are threefold:
(i) One rule application deletes a graph object which is in the match of another rule application.
(ii) One rule application generates graph objects that give rise to a graph structure that is prohibited by a NAC of another rule application.
(iii) One rule application changes attributes being in the match of another rule application.
To find all conflicting rule applications, minimal critical graphs are computed to which rules can be applied in a conflicting way. Basically we consider all overlapping graphs of the left-hand sides of two rules with the obvious matches and analyze these rule applications. All conflicting rule applications thus found are called critical pairs. If one of the rules contains NACs, the overlapping graphs of one LHS with a part of the NAC have to be considered in addition.
AGG supports the critical pair analysis for typed attributed graph transformations. Given a set of graph transformation rules, it computes a table which shows the number of critical pairs for each pair of rules. The number of detected critical pairs for transformation rules can be reduced drastically if there is a type graph with multiplicity constraints (as in Figure 1 ). Upper bounds of the multiplicity constraints are then used to reduce the set of critical pairs by throwing out the meaningless ones. As a concrete example, let us compute the critical pairs between the graph transformation rules Encapsulate Variable (of Figure 2) and Move Method (shown in Figure 3 ). There is a symmetric conflict between both rules, and the number of computed critical pairs in both cases is 2. Figure 4 illustrates this graphically. If we move a method to a class in which we want to encapsulate a variable afterwards, there is a first critical pair that represents the conflict that the name of the method that is moved coincides with the name of the setter method that needs to be introduced by Encapsulate Variable. The second critical pair, which is very similar, represents a name conflict with the getter method.
The other way around, if we first apply the Encapsulate Variable transformation, we get a similar situation. Move Method cannot be applied when the method needs to be moved to the class of the encapsulated variable, and the method name coincides with either the name of the setter method or the name of the getter method.
Specification of refactorings
To be able to detect conflicts between refactorings applied in parallel by different software developers, we specified some representative refactorings identified by Fowler [2] as typed attributed graph transformations. The preconditions of the refactorings were directly expressed as negative application conditions on the graph transformations.
• Encapsulate Variable takes a public variable in a class and replaces it by a private variable with two public accessor methods. One for getting the value of the variable, and one for setting its value. The graph transformation rule for this particular refactoring is shown in Figure 2 ;
• Move Method moves a public method from a class to another class, not necessarily belonging to the same inheritance hierarchy. The graph transformation rule is shown in Figure 3 .
• Move Variable moves a public variable from a class to another class, not necessarily belonging to the same inheritance hierarchy. The graph transformation rule is very similar to the one for Move Method.
• Pull Up Variable moves a public or protected variable from a class to a superclass that resides one level up the inheritance hierarchy. The graph transformation rule is shown in Figure 5 .
• Pull Up Method moves a public or protected method from a class to a superclass that resides one level up the inheritance hierarchy. The graph transformation rule is similar to the one for Pull Up Variable.
• Create Superclass creates an intermediate abstract superclass for a given class. The graph transformation rule is shown in Figure 6 .
• Rename Method changes the name of a method in a class to a new one which is unique within this class. The graph transformation rule is shown in Figure 7 .
• Rename Variable changes the name of a variable in a class to a new one which is unique within this class. The graph transformation rule is similar to the one for Rename Method.
• Rename Class changes the name of a class to a new unique name. The graph transformation rule is similar to the one for Rename Method. One should note that we deliberately did not implement all details of each refactoring in our graph transformations, since it was not our intent to build a full-fledged refactoring tool, but rather to perform a feasibility study that would show that the most important conflicts between parallel refactorings can be detected by critical pair analysis. For example, we decided to restrict Create Superclass, Pull Up Variable and Pull Up Method to a single subclass rather than a set of subclasses. We also did not express all necessary preconditions for each refactoring, as this would only make the analysis more difficult and computation intensive. Although, in theory, these simplifications may lead to false negatives during conflict detection, in practice, it turned out that all of the conflicts we expected to occur were actually detected, as we will show in the next section.
Analysis of refactoring conflicts
We applied the critical pair analysis algorithm of AGG to our selection of 9 representative refactorings. We observed that, for many pairs of refactorings, duplicate critical pairs were reported for the same conflict. We even found some bugs in the initial critical pair analysis algorithm. Therefore, we improved the algorithm so that it reports only those critical pairs that actually correspond to distinct conflicts. The results of this improved algorithm are shown in Figure 8 . All critical pairs can be considered in detail on the AGG Web page. What follows is a detailed discussion of the analysis we performed on the computed critical pairs. A first observation is that parallel applications of the same rule are always in potential conflict. In other words, the diagonal of the critical pair table always contains critical pairs. The reason for this is given below:
(i) Applying Move Variable twice to the same variable means that it should be moved to two different classes which is obviously a conflict. Also, two different variables with the same name cannot be moved to the same class due to the negative application condition. Applying Move Method twice generates similar conflicts as applying Move Variable twice.
(ii) Pull Up Variable is in conflict with itself because it cannot be used to pull up two different variables with the same name to the same class due to the negative application condition. Applying Pull Up Method twice generates similar conflicts as applying Pull Up Variable twice.
(iii) Applying Encapsulate Variable twice generates a conflict because one cannot introduce the same accessor methods twice.
(iv) Create Superclass is in conflict with itself, since the generalization relation between the class for which a new superclass must be created and its current superclass is deleted. Stated differently, the introduction of two new superclasses would give rise to a multiple inheritance hierarchy, which is prohibited by the multiplicities imposed in the type graph of Figure 1 . Another conflict arises if two superclasses with the same name are inserted. It is important to stress here that the number of conflicts that are detected by the algorithm relies on the chosen metamodel as well as on the specification of the refactorings. Since we made some simplifications to both in our feasibility study, the number of detected critical pairs is likely to increase if we would apply it to a more realistic refactoring suite.
Conflict resolution
Critical pairs describe potential conflicts between different rule applications. Often it is possible to show that this critical situation is confluent. Intuitively, this means that the application of one conflicting rule may prohibit the application of the other one, but further transformations may be applied to resolve the conflicting situation. Formally, a critical pair (G → H 1 , G → H 2 ) is confluent if there are transformations (H 1 → X, H 2 → X) that lead to the same result graph X.
In the following, we discuss to which extent the potential conflicts found by critical pair analysis are confluent and can thus be resolved. We performed the conflict resolution analysis manually. It is left to future work to automate this analysis in AGG.
We start with explaining all conflicts due to parallel applications of the same rule:
(i) Moving a variable first to some class and then to another class leads to a conflict that cannot be solved automatically. One of these moves has to be given the priority by the developer. Trying to move different variables with the same name to the same class also results in a critical pair. It can be solved by renaming one of the variables, i.e., applying rule Rename Variable to it, and moving the other variable afterwards. Applying Move Method twice generates similar conflicts as applying Move Variable twice. Thus, conflict solving is similar.
(ii) If two different variables with the same name (but residing in different subclasses) need to be pulled up into the same class, this conflict can be solved by deleting one of the two variables and pulling the other one up. This solution is visualised in Figure 9 . Applying Pull Up Method twice generates similar conflicts as applying Pull Up Variable twice. Thus, conflict solving is similar.
(iii) Applying Encapsulate Variable twice for the same variable needs to be resolved by ignoring one of both rule applications.
(iv) Applying Create Superclass twice leads to conflicts that can be resolved by ignoring one of both rule applications.
(v) Renaming a class twice leads to a conflict that cannot be solved automatically. One of these renamings has to be given the priority by the developer. If two different classes with different names should be renamed using the same name, this also results in a critical pair. It can be solved by manually choosing only one of the two classes to be renamed. Applying Rename Variable or Rename Method twice generates similar conflicts as applying Rename Class twice. Thus, conflict solving is similar. Now, let us see how the symmetric conflicts can be resolved:
(i) Pulling up and moving the same variable is confluent, if the variable is moved to a class that has a superclass. In this case, the variable can still be pulled up after moving. The other way round, the variable can always be moved after pulling it up. If the variable is moved to a class without superclass, the critical pair is not confluent, because the pull up refactoring cannot be performed (due to absence of the superclass 
Related work
In [5] , the formalism of critical pairs was explained and related to the formal property of confluence of typed attributed graph transformations. In [4] , critical pair analysis is used to detect conflicting requirements in independently developed use case models. In [1] , critical pair analysis has been used to increase the efficiency of parsing visual languages by delaying conflicting rules as far as possible. The problem that has been addressed in this paper is a well-known problem in the context of version management, and is referred to as software merging [7] . Two other approaches that rely on graph transformation to tackle the problem of software merging were proposed by Westfechtel [13] and Mens [6] . Like our approach, they attempt to detect structural merge conflicts. The novel contribution of the current paper, however, is the use of critical pair analysis to address this problem.
Refactoring is also a very active research domain [9] . Formal approaches have mainly been used to prove that refactorings preserve the behaviour of the program. Graph transformations have also been used to express refactorings [8, 12] . To our knowledge, no formal attempt has been made to detect conflicts between refactorings applied in parallel.
Discussion
In this paper, we explored the problem of detecting and resolving structural conflicts that arise due to parallel evolution. We expressed refactorings as typed attributed graph transformations with negative application conditions, we used critical pair analysis to detect evolution conflicts, and confluence analysis to resolve the conflicts. From a practical point of view, the feasibility study we performed already provided very useful results. It allowed us to gain insight in the similarities of, and interactions between, different refactorings.
We believe that our approach has a lot of potential, and requires further exploration. For example, our approach may be very beneficial for refactoring tool developers. [11, 10] proposed to combine the detection of "code smells" with a refactoring engine that resolves these smells. For each detected smell, there are typically many different refactorings that can be applied to resolve them [2] , and some of these refactorings may be in conflict. Hence, a critical pair analysis of the possible choices may help the programmer to decide which refactoring to apply.
Another interesting application would be to incorporate conflict resolution strategies (based on confluence analysis) into refactoring tools. Suppose that a user wants to apply two refactorings sequentially, but the second one is not applicable due to a critical pair conflict. Rather than simply refusing to apply the second refactoring, the tool could suggest to perform an automatic resolution of the conflict that enables to apply the second refactoring.
During our experiments with AGG we encountered a number of limitations, which required us to improve the critical pair analysis algorithm. In the new version of AGG that we developed, the preparation of the critical pairs is already quite user-friendly, but there is still a potential for improvement to better understand the critical situations.
Another problem we have to deal with is the presence of false positives and false negatives. In order to reduce the possibility of false negatives, one needs to provide a more complex metamodel and more realistic refactorings. False positives arose because our transformation rules did not take the transitive closure of the specialization hierarchy into account. A straightforward solution would be to add specific transformation rules that compute the transitive closure before actually applying the refactoring rules. An alternative solution would be to use path expressions, but this would be very difficult to implement in AGG due to inherent limitations in the underlying formal approach.
