Let Σ ⊂ R 3 be a smooth compact connected surface without boundary and denote by A its second fundamental form. We prove the existence of a universal constant C such that
Introduction
Let Σ ⊂ R 3 be a smooth surface. A point p of Σ is called umbilical if the principal curvatures of Σ at p are equal. A classical theorem in differential geometry states that if Σ is connected and all points of Σ are umbilical, then either Σ is a subset of a round sphere or it is a subset of a plane. Thus, if Σ is a compact surface without boundary, then Σ must be a round sphere and therefore, its second fundamental form is a constant multiple of the identity.
In the literature, some quantitative versions of this classical rigidity theorem are available. For instance, in [11] , it is proved that if Σ is a closed convex surface and the ratio of its principal curvatures are uniformly close to 1, then Σ is close to a round sphere (see page 493). In [16] , the author proves a similar result replacing the L ∞ condition by some integral versions of it. We refer to Chapter 6 of [12] for a survey of this and other results on convex surfaces which are almost umbilical. More recently, in their investigations on the gradient flow of the Willmore functional, in [8] , the authors show that, without any convexity assumption, if A − tr A 2 Id L 2 is sufficiently small, then Σ flows toward a round sphere (as usual, we denote by A the second fundamental form of Σ).
The main theorem of this paper is the following. Here:
• Id denotes the identity (1, 1)-tensor and the (0, 2)-tensor naturally associated to it; •Å denotes the traceless part of A, i.e., the tensor A − tr A 2 Id; • id : S 2 ⊂ R 3 → R 3 is the standard isometric embedding of the round sphere.
Theorem 1.1. Let Σ ⊂ R 3 denote a smooth compact connected surface without boundary and for convenience normalize the area of Σ by ar(Σ) = 4π. Then,
,
where C is a universal constant. If in addition Å
there exists a conformal parameterization ψ : S 2 → Σ and a vector c Σ ∈ R 3 such that
.
Note that (2) is a very natural estimate, since Å L 2 (Σ) is scaling invariant. Indeed (2) can be easily converted into the following scaleinvariant estimate
where r Σ = ar(Σ) 4π . In order to have the second estimate of Theorem 1.1, it is sufficient to assume Å 2 L 2 ≤ 16π − ε. In this case, C in (3) must be substituted by C(ε), where C(ε) ↑ ∞ as ε ↓ 0.
Remark 1.2.
Consider the conformal parameterization ψ of Theorem 1.1. Let us denote by g the metric of Σ, and by σ the standard metric on S 2 . For the conformal parameterization ψ : S 2 → Σ, we have ψ # g = h 2 σ, where the positive smooth function h is the conformal factor of g in the coordinates induced by ψ. Then, suitably generalizing some arguments of [10] , in [3] we prove that (4) h
for some universal constant C.
In Section 7, we show that these estimates are optimal. More precisely, we construct a sequence of smooth connected compact surfaces Σ n without boundary such that
• Å L p → 0 for every p < 2; • Σ n converges to the union of two spheres with different radii. The starting point for proving Theorem 1.1 is the following observation. Let us fix an orthonormal frame e 1 , e 2 [A 12 ] plus some error terms of type A(∇ e j e k , e l ). Moreover, these error terms can be written as non-linear expressions involvingÅ. IfÅ were identically 0, then tr A would be constant. Roughly speaking, a control onÅ gives some control on the oscillation of tr A = A 11 + A 22 . Thus, ifÅ is small in a C 1 sense, then Σ would be close to a round sphere. This remark was used in [7] to give a definition of center of mass for isolated gravitating systems in General Relativity. In view of our result, one should be able to weaken the hypotheses under which Huisken-Yau's construction is possible.
Structure of the proof.
In our case, the difficulties in getting the bound (2) are considerably increased by the weakness of the right-hand side of (2) and the non-linearity of the error terms of type A(∇ e j e k , e l ). The outline of our proof is the following.
• First, we show that, when Å L 2 is sufficiently small, Σ is a sphere and there exists a good parameterization by a conformal map ψ : S 2 → Σ. By "good", we mean that, after a suitable rescaling, the conformal factor h satisfies uniform L ∞ and W 1,2 bounds (independent of Σ). In order to get these bounds, we derive Hardy space estimates on the Gauss curvature, using some ideas of [10] . This is accomplished in Section 3.
• We then perform the computations outlined above in the coordinate charts naturally induced by ψ. The control on ψ is sufficient to get an L 1 bound on the non-linear error terms. We use this bound and the regularity theory for the Laplacian to prove the existence of a universal constant C such that
where L 2,∞ is the weak Marcinkiewicz space (see Appendix B for the precise definition). This estimate is proved in Proposition 4.1.
• In Section 5, we show that the weak estimate (5) can be improved to the desired stronger estimate (2) . This improvement heavily relies on some algebraic computations which exploit the special structure of the tensor A. The proof uses Hardy space estimates for skew-symmetric quantities and the duality between the Hardy space H 1 and BMO.
• In Section 6, we use (2) and the information derived in the previous sections to prove the existence of a conformal parameterization ψ which satisfies (3). The main difficulty here is due to the action of the conformal group of S 2 . The existence of ψ is proved into two steps: In the first one, we prove that there is a conformal parameterization with conformal factor W 1,2 -close to 1; In the second step, we use the formalism of moving frames to show that this map is W 2,2 -close to a smooth isometric embedding of the standard sphere. 
Laplace operator on the Riemannian manifold Σ Let ψ : Σ → Γ be an immersion and g a metric on Γ. Then, we denote by ψ * g the metric on Σ which is the pull back of g via ψ. That is
A system of coordinates on an open set U ⊂ Σ can be regarded as a smooth diffeomorphism ψ : R 2 ⊃ Ω → U . Hence, writing the metric in these coordinates is equivalent to calculating the pull-back metric ψ * g. In the rest of this paper, we assume that Σ is compact, connected, and without boundary. Moreover, we assume that ar(Σ) = 4π and we set
We will make a frequent use of some elementary relations between differential geometric quantities, in particular, the identities
combined with Gauss-Bonnet Theorem:
Since g(Σ) ≥ 0, by (8) for every c > 0 there exists C > 0 such that
for every Σ with δ ≥ c.
Thus, it suffices to show (2) for δ sufficiently small.
2.2.
Σ is a sphere. In the following lemma, we show that, when δ is sufficiently small, Σ is a sphere. The proof uses well known elementary facts of differential geometry of surfaces. We report it for the reader's convenience.
Proof. Set η := 16π − δ 2 and note that
Hence, g(Σ) is either 0, 1, or 2. Let N : Σ → S 2 be the Gauss map, which to every point x ∈ Σ associates the exterior unit normal to Σ in x. Since A = dN , the area formula gives (10)
Note that N is surjective. Indeed, let ξ ∈ S 2 and consider the largest real number a such that the set Ex := {x ∈ Σ : x · ξ = a} is not empty. For any y ∈ Ex, we have N (x) = ξ.
This implies that #N −1 ({ξ}) ≥ 1 and hence gives |det A| ≥ 4π, which thanks to (9) rules out the possibility g(Σ) = 2. Moreover, if g(Σ) = 1 (i.e., if Σ were a torus), the degree Deg (Σ, S 2 , N) would necessarily be 0, which implies #N −1 ({ξ}) ≥ 2. Hence, (10) and (9) rule out the possibility g(Σ) = 1. This gives g(Σ) = 0 and completes the proof.
q.e.d.
Existence of a good conformal parameterization
In this section, we show that, if δ is sufficiently small, then the surface Σ has a conformal parameterization which enjoys good bounds. 
A classical theorem (see for example [9] ) implies the existence of conformal parameterizations ψ : S 2 → Σ. However, we cannot hope to have the bounds of Proposition 3.2 for all such ψ (due to the action of the conformal group). The choice of a good ψ is based on the following remark (cf. [10] ). If h = e u , then (12)
where ∆ S 2 is the Laplace operator on S 2 and K(x) = K Σ (ψ(x)). If we can bound the norm of the right-hand side of (12) in the Hardy space H 1 , then the proposition follows from the results of Fefferman and Stein [6] (for the definition of H 1 and for a precise statement of the result of [6] needed here, see appendix A). Hence, it suffices to show the existence of a constant C(η) and of a conformal ψ such that Ke 2u
To derive this estimate, we will use some ideas of [10] and the following result of [2] :
Then, there exists a constant c (depending only on n) such that (13) det du
As already pointed out, in order to get the estimates (11), we have to mod out the action of the conformal group of the sphere. This is accomplished in the following Lemma 3.4. Assume that δ 2 < 8π and set η := 8π − δ 2 . Let x 1 , x 2 , and x 3 be standard coordinates on R 3 and set S
for all j ∈ {+, −} and every i ∈ {1, 2, 3}.
Proof. Thanks to Lemma 2.2, Σ is a sphere. Hence, equation (8) 
implies
Denote by e i the vectors of the standard basis of R 3 relative to the system of coordinates x i . For each i, we denote by S i : S 2 → C ∪ {∞} the stereographic projection which maps e i to the origin and the equator {x i = 0} ∩ S 2 onto the unit circle {|z| = 1}. For each r > 0, we define
and r > 0, we denote by
Choose a conformal parameterization ϕ : S 2 → Σ. Note that
By continuity, there exists a t such that
Define ϕ 1 := ϕ • F 1 t and again note that for some τ , we have
σ has the desired properties.
Below, we adopt the following convention. Let α be a 2-form on Σ (resp. on S 2 , on R 2 ), let β be the standard volume form on Σ (resp. on S 2 , on R 2 ), and denote by f the function such that α = f β. If H is any function space, then we write α H for f H . When H = H 1 , i.e., the first Hardy space, the maximal function of f will be sometimes called The proof of the H 1 estimate is based on some arguments of Section 3 of [10] . We first fix some notation. We denote by ω the standard volume form on S 2 . Then, K ω is the pull-back of ω via the map N , that is
in the complex plane via the standard stereographic projection which maps x onto 0.
We will show that there are constants r and C(η) with the following property. For any x ∈ S 2 , there exists a map M :
Step 1. From (i)-(iv) to the H 1 bound. We first prove that the existence of M as the above gives an H 1 bound for (N ) * ω. We make the usual identification S 2 = P 1 (C) and denote by π : C 2 ⊃ S 3 → P 1 (C) the Hopf fibration. Then, Proposition 3.4.3 of [10] implies that M lifts to a map F :
Note that the existence of liftings is guaranteed by condition (iii) (see for example [13] , Chapter 8). If F 1 and F 2 denote the components of F in a standard basis of 2 , where x 1 , x 2 are standard coordinates in R 2 . Hence, we can apply Theorem 3.3 to derive
Let g be the maximal function of M * ω (in the sense of equation (102)). Then
Let f be the maximal function of (N )
where the constant C depends only on r. Since S 2 can be covered with finitely many disks of radius r/2, we find that (N ) * ω H 1 (S 2 ) is bounded by a constant depending on η and r.
Step 2. Construction of M and W −1,2 estimate. We now come to the proof of the existence of constants r and C(η) which satisfy (i)-(iv) above. We first construct an intermediate function ζ : C → S 2 . The constant r is chosen so small that the disk D 2r (x) is contained in one of the half spheres S ± i of Lemma 3.4. Thus,
Using the Fubini-Tonelli Theorem, we can find a ρ ∈ ]r, 2r[ such that
We identify D ρ (x) with D ρ ⊂ C (using the stereographic projection, see the discussion above) and we define ζ : C → S 2 by setting:
Clearly, ζ satisfies (i). We now show that
) is uniformly bounded and by the choice (20). We retain
We now come to the W −1,2 bound. Note that
Thus, S 2 \ ζ(C) has area at least η/4. This means that we can find a closed set E ⊂ S 2 \ ζ(C), with area η/8. Arguing as in the proof of Proposition 3.5.5 of [10] , we can find a 1-form α E on S 2 \ E such that
and
where C is a universal constant. Using α E , one finds
Analogously,
This establishes the W −1,2 bound of (iv) .
Step 3. The existence of M . In this step, we modify ζ so to reach (ii) and (iii), while keeping (i) and upgrading (iv) to (iv). Consider the restriction of ζ to D ρ and define for every regular value x ∈ S 2 its degree deg(ζ, x). Standard arguments give that deg(ζ, x) is constant on the connected components of S 2 \ ζ(∂D ρ ). Thus, by continuity, it can be extended to an integer valued piecewise constant function on S 2 \ ζ(∂D ρ ). Define
The idea is to choose y ∈ U 0 and to take a retraction R :
Thus, M is well defined. From the definition of (23), we clearly have deg(C, S 2 , M) ≡ 0, and thus M satisfies (iii). Moreover, M | D ρ = ζ and M | C\D ρ +1 is constant; hence, M satisfies (i) and (ii). The only difficulty is to choose y and the retraction R so as to achieve the bound (iv).
Clearly, U 0 contains S 2 \ζ(C) and thus ar(U 0 ) ≥ η. Moreover, U 0 is an open set bounded by a subset of the curve γ = ζ(∂D ρ ) = N (∂D ρ (x)), which, in view of (20) has bounded length. Thanks to Lemma C.1, there exists a δ, depending on ar(U 0 ) and length(γ), such that U 0 contains a ball D δ (y). Thus, δ can be chosen bigger than a constant which depends only on η.
Fix such a y and such a δ and define a
which retracts on the antipode y of y. This can be done so that R C 1 depends only on η. Thus,
An analogous estimate holds for dM L 2 . This gives (iv) and completes the proof. q.e.d.
An L 2,∞ estimate for (A − H Id)
In this section, we prove the following.
Proposition 4.1. There exists C > 0 such that, if
(24) ar(Σ) = 4π, and
For the definition and properties of the Marcinkiewicz space L 2,∞ , we refer to Appendix B.
Proof. Below, we will prove the existence of a universal constant C such that, for every Σ with δ 2 ≤ 4π, there exist two conformal parameterizations ϕ + , ϕ − : D 1 → Σ with the following properties:
≤ Cδ for some constants λ ± . We first show how this would give (25). Note that
Subsections 4.1 and 4.2 are devoted to prove the existence of ϕ ± as above. To explain the underlying key idea, we have to set some notation. Let ϕ : D 1 → Σ be a conformal parameterization of ϕ(D 1 ). We denote by x 1 , x 2 a system of orthonormal coordinates in R 2 . Thus, in these conformal coordinates, the metric of Σ is given by h 2 δ ij . We denote by e i ∈ T Σ the unit vectors Potentially, this control will depend in a rather subtle way on the conformal parameterization ϕ. This is not a surprise, since the functions f d and f m depend on ϕ (whereas tr A depends only on the immersion of Σ in R 3 ). In Subsection 4.2, we use the results of Sections 2 and 3 in order to choose ϕ ± which satisfy (a) and (b) and enjoy good bounds. We then show that these bounds and the relation derived in Subsection 4.1 are sufficient to prove (c).
Key calculation.
Let ϕ, e i , A ij , f , f d , and f m be as above. When w is a function, D e i w denotes the Lie derivative of w with respect to e i , whereas we will use the notations ∂ x i w and w i for
If X is a vector field on Σ, then we denote by ∇ e i X the covariant derivative of X with respect to e i . For every (2, 0)-tensor B on Σ, ∇B denotes the usual (3, 0)-tensor given by
We set ∇B ijk = ∇B(e i , e j , e k ) and recall the Codazzi-Mainardi equations:
To Plugging these relations into (27), we get
2 is given by an expression similar to the one of (30). Recall
Denote by R the vector
4.2.
Choice of ϕ ± . Thanks to Lemma 2.2 and Proposition 3.2, Σ is a sphere and there exist a universal constant C and a conformal parameterization ψ :
Clearly, there exist a universal constant C 1 and two conformal parame-
Let us define ϕ + := ψ•ϕ 1 and ϕ − := ψ•ϕ 2 . Clearly, ϕ ± are conformal and for some universal constant C, they satisfy (a) and (b). It remains to show (c). Without loss of generality, we show it for ϕ = ϕ + . We fix a system of orthonormal coordinates x 1 , x 2 in R 2 ⊃ D 1 and we adopt the notation of Subsection 4.1. Thus, in this system of conformal coordinates, the metric g on Σ is given by h 2 δ ij . Set f := tr A as in Subsection 4.1.
Our goal is to bound f − λ L 2,∞ (ϕ(D 1 )) for some λ ∈ R. Since the conformal factor enjoys L ∞ estimates from above and from below, this is equivalent to show that f − λ L 2,∞ (D 1 ) ≤ Cδ. Thus, from now on we work in the Euclidean disk D 1 : in order to achieve our estimate, we use equation (33).
First estimate. Let us denote byŵ the Fourier transform of w and byw the inverse Fourier transform. Moreover, let ξ be the frequency variables. Recall that since ϕ : R 2 → S 2 , the functions f , f m and f d are defined everywhere on R 2 . Let ζ be a smooth cut-off function supported on D 3/2 and such that ϕ = 1 on D 1 . Define f as
By Plancherel theorem, there exists a constant C (which depends on the cut-off function ϕ) such that
Moreover, on the set D 3/2 , we have
Recall the definition of R in (32). By (30), we have
Hence, the estimate (34) gives that R 1 L 1 ≤ Cδ. An analogous estimate holds for R 2 . The locality of convolution, Lemma B.1 and Lemma
Third estimate. Let α := f − f − f . Then, thanks to (33), (35), and (36), α is harmonic on D 3/2 . Moreover, the relations (31) give
Let ||| · ||| D 3/2 be a norm which is controlled by both the L 1 (D 3/2 ) norm and the W 
Proof of the L 2 estimate for A − Id
In the previous section, we have achieved the following: If we define 2H := Σ tr A, then A − HId L 2,∞ ≤ Cδ. The goal of this section is to use this information to prove
In order to do this, we will show that |1 − H 2 | ≤ Cδ 2 . This is sufficient to get (38). Indeed
Integrating (39) and taking into account Σ detA = 4π = ar(Σ) and
this would give (38).
For later purposes, we collect the inequality
which is a direct consequence of the computations above. Moreover, we will make use of the following generalization of Wente's estimate:
there exists a universal constant C such that
Proof. In local charts, thanks to Theorem 3.3, we have the H 1 estimate
in the Euclidean disk D 1 . A finite covering of S 2 with smooth coordinate patches yields
Denote by α the average of α on S 2 . Recalling that dβ ∧dγ = 0, we get
Thus, the duality between H 1 and BM O (see Theorem A.6 and Corollary A.7) gives (42)
Thanks to Lemma B.3, we have |α|
Setting. Using the Gauss-Bonnet formula and the identity 8πH =
Σ tr A, we get that
We denote by N : Σ → S 2 ⊂ R 3 the Gauss map. Fix a conformal map ψ : S 2 → Σ ⊂ R 3 satisfying the requirements of Proposition 3.2 and a conformal map ϕ :
•h 2 and h 2 the conformal factors of Ψ and ψ;
• M and N the maps N • Ψ and N • ψ. Fix an orthonormal system of coordinates y 1 , y 2 , y 3 on R 3 and an orthonormal system x 1 , x 2 on D 1 . If a and b are two vectors of R 3 , then a × b denotes the vector of R 3 which is the standard vector product of a and b.
Algebraic computations.
As a first step, we give some formulae
where Ψ ,x i denotes the map
In equation (44), we make a slight abuse of notation. Indeed
• On the left-hand side, we consider Ψ as a map taking values on Σ. Thus, det dΨ has the usual meaning, since dΨ p is a linear map from T p R 2 → T Ψ(p) Σ.
• On the right-hand side, we consider Ψ as a map taking values on R 3 . We now fix the convention on the wedge product of vectors of R 3 in such a way that
Hence, we can write
Second Computation. The normal M is perpendicular to both M ,x 1 and M ,x 2 . Moreover, the orientation convention which yields (45) gives
Similarly to (44), equation (47) must be understood in the following way:
• On the left-hand side, we consider M as a map taking values on S 2 . Thus, det dM has the usual meaning; • On the right-hand side, we consider M as a map taking values on R 3 . The discussion above gives the equality
Thus, thanks to the conformality of Ψ, we have
Since Ψ is conformal, we have
Thus, we get
Combining (46), (48), and (49), we get
Skew-symmetric quantities.
Consider two smooth maps α, β :
Denote by α i , β i , i ∈ {1, 2, 3} the components of α and β in a system of orthonormal coordinates of R 3 . Then, straightforward computations give the following identity:
where ε ijk is the totally antisymmetric tensor given by
is an even permutation of (1, 2, 3) −1 if (i, j, k) is an odd permutation of (1, 2, 3) 0 otherwise.
Thus, equations (50) and (51) give
is a diffeomorphism, we can use ϕ −1 to pull back the forms on the right-hand side of (52) 
Hence, thanks to the arbitrariness of the conformal map ϕ, the previous equation gives that, for every ζ ∈ C ∞ (S 2 ) which is supported in a set of diameter strictly less than 4π, we have
A partition of unity on S 2 gives
Integrating by parts, we can write
Final estimates. Thanks to Lemma 5.1, we have
Thus, we conclude that
for some universal constant C. Since ψ is conformal and satisfies the bounds given by Proposition 3.2, we have that there exist universal constants
Thus, taking into account (43) and (57), we get
Recalling (40), we conclude
which, by Young's inequality, yields
2 .
and plugging this into (58), we get |1 − H 2 | ≤ C 6 δ 2 , which completes the proof.
Σ is W 2,2 close to a round sphere
To complete the proof of Theorem 1.1, it remains to show the estimate (3), under the assumption that Å 2 L 2 ≤ 8π. The difficulties in getting a conformal ψ satisfying (3) are considerably increased by the action of the conformal group of the sphere. In order to choose ψ, as a first step, we impose the normalization conditions of Lemma 3.4 and we show that these conditions imply that the conformal factor of ψ is W 1,2 -close to 1 (see Subsection 6.1). In a second step, we prove that this, together with the bound on A − Id L 2 (Dρ) implies that ψ is W 2,2 -close to a smooth isometric embedding of S 2 (see Subsections 6.2, and 6.3).
6.1. The conformal factor of ψ is close to 1. Fix ψ as in Lemma 3.4 and Proposition 3.2 and denote by h = e u its conformal factor. The goal of this subsection is to show the existence of a universal constant C such that
To do so, we first show that for δ ↓ 0, the map ψ must converge to a conformal map, in fact a rigid motion in view of the normalizations. Then, we use a linearization of the equation −∆ S 2 u = Ke 2u − 1 to get the optimal estimate. First, we gather all the information acquired in the previous sections (see (12) and Proposition 3.2): u satisfies −∆ S 2 u = Ke 2u − 1 and e 2u = 4π (60)
Step 1. We begin by proving the following statement
Since e 2v is a locally Lipschitz function, thanks to (61), there exists a constant C, independent of u, such that
Assume, by contradiction, that (64) were false. Then, there exist η > 0 and sequences
• e un are the conformal factors of the conformal diffeomorphisms ψ n : S 2 → Σ n ⊂ R 3 ; • (60), (61), (62), and (63) hold (with u n , K n , δ n , Σ n , and A n in place of u, K, δ, Σ, and A);
Thanks to these assumptions, ∆ S 2 u n is a bounded sequence in L 1 . Let D(∆) be the set of functions f ∈ L 1 (S 2 ) with zero average. Recall that ∆ −1 (63) and (62) give that K n − 1 converges to 0 strongly in L 1 . Since e 2un is bounded and converges strongly in L q to e 2u∞ , by the dominated convergence Theorem, we conclude that K n e 2un converges strongly in L 1 to e 2u∞ . Passing to the limit in (60), (61), (62), and (63) we get
From [1] , every solution of (66) is the logarithm of the conformal factor of a conformal diffemorphismψ : S 2 → S 2 . Thus, the normalization condition (67) implies that u ∞ = 0.
Step 2. Consider the space of functions S := { ζ ∞ ≤ C}. Then, we claim the existence of a universal constant C 1 such that
Indeed, set
and consider the space
Note that, if we extend ξ to a 1-homogeneous function ξ on R 3 , we get that ξ is harmonic in R 3 \ {0}. Since ξ is bounded in every ball, 0 is a removable singularity and ξ is an entire harmonic function with linear growth. By the Liouville Theorem, we conclude that ξ is a linear function. Thus, K is the three-dimensional space given by the restriction to S 2 of linear functions of R 3 .
For ζ ∈ S, we denote by P ζ the L 2 -projection of ζ on K and by P ⊥ ζ the L 2 -projection on the orthogonal complement of K. Using Sobolev embeddings, it is easy to check that
Since K has finite dimension, we have
and thus, for some universal constant C 3 , we get
Clearly,
Moreover, since the exponential is a locally Lipschitz function, the bound (71) gives also
Thus, (69) and (73) give (74)
Since P ζ is the restriction of a linear function, it is straightforward to check that
for some universal constant C 8 . This completes the proof of (68).
Step 3. We rewrite the first identity of (60) as
Since u ∞ is bounded by a universal constant (see (61)), we have
for some universal constant C 1 . Moreover,
≤ Cδ, and similarly, from (61), (62), and (63), we get
Hence, applying (68) and collecting all these inequalities, we get
Thanks to the first step, when δ is sufficiently small, we have C 3 u L 2 ≤ 1/2. Plugging this into (78), we get
Step 4. We multiply by u the equation
and we integrate by parts to get
Moreover, |detA − 1| ≤ |κ 1 − 1||κ 2 − 1| + |κ 1 + κ 2 − 2|, and recalling that u ∞ is uniformly bounded, we get:
Recalling (61), (63), and (79), we get
which, together with (79), gives
Since u ∞ is bounded by a universal constant, the fact that the exponential map is locally Lipschitz gives (59). Note that e −2u dψ(e 1 ) × dψ(e 2 ) = N • ψ. Hereby, we fix a system of coordinates in R 3 and we regard the elements of SO (3) as matrices: Thus, according to definition (84), for x ∈ D ρ , Φ(x) is the matrix which has e 1 (x), e 2 (x), and e 1 (x)×e 2 (x) as row vectors. We endow SO (3) with the operator norm and we denote by B · F and by B −1 respectively the matrix product of B and F , and the inverse of B.
We want to show that there exist constants ρ > 0 and C > 0 such that (86) min
Note that the left-hand side of (86) is actually independent of the choice of the frame. Thus, though the estimate is derived for the particular frame of T D ρ chosen above, we would conclude:
• Let (e 1 , e 2 ) be any orthonormal frame and Φ, Ψ as in (84), (85).
Then (86) holds.
An easy covering argument would yield a constant C such that, for some R ∈ SO(3):
For every V and for every frame (e 1 , e 2 ) on T V , (87)
One basic property of moving frames (see for instance vol. 3 of [14] ) is the existence of unique 1-forms with values in skew-symmetric matrices U and W such that
Alternatively, U and W can be regarded as matrices of 1-forms on S 2 . We define the norm of |U x | (for x ∈ D ρ ) as
where |U x (v)| is the operator norm of the matrix U x (v) ∈ M 3×3 . We now come to the proof of (86). Consider Λ := Φ·Ψ −1 and compute
The following Lemma is a standard Poincaré inequality (for the reader's convenience, we report its proof in Appendix D):
Lemma 6.1. There exists a universal constant C such that for some R ∈ SO(3), we have
To complete the proof of (86), it is sufficient to show that there is a universal constant C such that
Let θ 1 , θ 2 be the basis of the cotangent space T * M which is dual to (e 1 , e 2 ). Moreover, recall that • e v is the conformal factor of ϕ :
Since the second fundamental form of the sphere is the identity, we have (see e.g., p. 97 of Volume III of [14] ) 
Thus, it only remains to show that U 12 − W 12 ≤ Cδ. Recall that
e j e 2 , where g is the Riemannian metric on Σ. Thus
Recall that ϕ C 1 is bounded by a universal constant, that e −u −1 L 2 + u W 1,2 ≤ Cδ and u ∞ ≤ C. Hence, we conclude that
Conclusion.
Let us compose ψ with the inverse of the rotation R appearing in (87). By abuse of notation, we denote this map by ψ as well. Then, the previous subsection shows the existence of constants C and ρ such that:
• For every disk D of radius ρ in S 2 there exists a conformal map ϕ such that ϕ C 2 ≤ C and, if we define e i := ∂ x i ϕ/|∂ x i ϕ| and Φ, Ψ as in (84), (85), then:
Hence, we easily get that
where we have also used the fact that U L ∞ depends on ϕ C 1 , which is bounded by a uniform constant (recall the choice of ϕ). Denote by id : S 2 → R 3 the standard embedding of the round sphere in the Euclidean space. Note that (89)
Thus, (since ρ is a fixed constant), by an easy covering argument, we
By the Poincaré inequality, there is a vector c Σ ∈ R 3 such that
It is not difficult to see that (90) and (89) give an estimate on the second derivatives of ψ − (c Σ + id), yielding the desired bound
Indeed fix a system coordinates on R 3 and call ψ k , id k the components of ψ, id. Since ϕ C 2 is bounded by a universal constant, it is sufficient to check
where Ψ jk denotes the jk entry of the matrix Ψ and h is the conformal factor of ϕ. Thus,
Hence, thanks to the uniform bounds on h L ∞ and ∂ x j h L ∞ , the estimates (90) and (89) give (91).
Optimality
In this section, we prove the optimality of Theorem 1.1. 
Proof. The idea of the construction is the following. Let us take two round spheres Σ 1 and Σ 2 of radii 1 and 1/2. Then, we can glue them with a small hyperbolic neck Γ so that the integral Γ |A| p is as small as we want. We now give the details of this construction. The estimate of the quantity Γ |A| p will be simplified by using catenoid necks.
Detailed construction. Consider the family of curves {γ r } known as catenaries, i.e., the graphs of the functions f r : R → R given by
The surface generated by a revolution of γ r around the x-axis is called a catenoid and will be denoted by Γ r . It is well known that catenoids are minimal surfaces (see for instance page 202 of [4] ). Thus, tr A = κ 1 + κ 2 = 0 everywhere on Γ r . Let x, y, z be a system of coordinates in R 3 and assume that the catenoid Γ r is given by |(x, y)| = r cosh z r . For every r > 0, we take:
• A round sphere of radius 1 2 centered at a point (0, 0, z 1 ) with z 1 > 0 and tangent to Γ r in a circle γ 1 r .
• A round sphere of radius 1 centered at a point (0, 0, z 2 ) with z 2 < 0 and tangent to Γ r in a circle γ 2 r . Consider the closed surface Σ r which is made of: • The part of the sphere Σ 1 lying above γ 1 (which we denote by S 2 r ); • The part of the sphere Σ 2 lying below γ 2 (which we denote by S 1 r ); • The portion of catenoid lying between γ 1 and γ 2 (which we denote by T r ). See Fig. 1 below. Step 1. Behavior of Σ r for r ↓ 0. Hence, z i (r) ↓ 0 as r ↓ 0. Moreover, the radius of γ 1 r is r/2, whereas the radius of γ 2 r is √ r. Hence, we conclude that
The surfaces S 1 r and S 2 r converge, respectively, to a sphere S 1 ∞ of radius 1/2 and to a sphere S 2 ∞ of radius 1, (96) which are tangent at (0, 0, 0).
The area of the neck T r converges to 0. (97)
Step 2. Estimates. We now prove that
yields an estimate like (103) also for u.
In Section 5, we use the duality between BMO and H 1 , due to Fefferman.
where f x,r denotes the average of f on B r (x). We can extend the definition to compact surfaces by taking the second supremum among disks of radius smaller than the diameter of Σ.
where C ζ depends only on the kernel ζ ∈ C ∞ c (R n ) which defines f
Again, using local charts and a partition of unity, we get |·| is not a norm. However, it is possible to define a norm · L 2,∞ which endows L 2,∞ of a Banach space structure and such that
see e.g. Section 1.8 of [17] . For the Proof of Proposition 4.1, we need the following two lemmas: 
Proof. Lemma B.3 follows from the Sobolev embedding W 1,1 (S 2 ) → L 2 (S 2 ) and the fact that |u| R 2 and |u| L 2,∞ (R 2 ) are both invariant under the rescalings x → rx. We recall the argument for the reader's convenience.
Using local charts, it suffices to prove
where D 1 is the Euclidean unit disk. Recall that Thus, the proof reduces to the inequality
Clearly, for some universal constant C, we have
Moreover, the Poincaré and Schwartz inequalities give
This completes the proof. q.e.d. Proof. We argue by contradiction. Then, there exist a sequence of open sets U n and a sequence of closed curves γ n such that: 1) lim n len (γ n ) = C 1 > 0 and lim n ar(U n ) = C 2 > 0; 2) For every δ > 0, there exists N such that, for every n > N, U n does not contain any disk of radius δ.
Let us parameterize γ n by arc-length. Then, there is a subsequence, not relabeled, which converges uniformly to a Lipschitz curve γ ∞ . Hence, up to subsequences, U n converges, in the Hausdorff topology, to a closed set U ∞ whose boundary is contained in γ ∞ . Due to 2., the set U ∞ has empty interior and thus ar(U ∞ ) = ar(∂U ∞ ) = 0. But 1. implies that ar(U ∞ ) = C 2 > 0. This is the desired contradiction. q.e.d.
Appendix D. Poincaré inequality for SO(3)-valued maps
Here, we give a proof of Lemma 6.1. We embed SO(3) ⊂ M 3×3 = R 9 and we set Λ = 1 ar(D ρ ) Dρ Λ,
Since the operator norm on M 3×3 is equivalent to the Euclidean norm on R 9 , the Poincaré inequality yields a constant C such that
Note that dist (Λ, SO (3) Thus, there exists a map R ∈ SO(3) such that
empty
