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ABSTRACT 
  
 It has been observed that finite element or finite difference model of order n can 
approximate with fair accuracy less than one-third of the eigenvalues of the underlying 
continuous system corresponding to the low spectrum. The new discrete model, namely 
the spectral conforming model, is developed to predict the eigenvalues of continuous 
systems in both the low and high spectra. 
 The spectral conforming models are developed using an inverse vibration method. 
The classical vibration problem is the direct method. In the direct approach, the 
characteristic behaviors of the system, i.e. frequency response, natural frequency, and 
steady state response are analyzed and predicted from known physical parameters such as 
the geometry information and material properties. In a special case of simple geometry 
and constant material properties of the continuous system, the exact solution can be 
obtained analytically. In the inverse problem, the systems are reconstructed formulating 
the stiffness and mass matrices from known behaviors of vibration. In this dissertation, 
two types of the spectral conforming models are developed using an inverse method that 
fits the frequency responses of the discrete system to those of the continuous system. 
Since the eigenvalues alone cannot determine the discrete system uniquely, the necessary 
requirements divide the models into two categories. The spectral conforming model in 
chapter 3 adopts the fundamental inverse eigenvalue problems for reconstructing the 
chain of a mass-spring system with a prescribed spectra based on the element of a fixed-
free uniform rod. Another spectral conforming model named the persymmetric model is 
developed in chapter 4. In the development of the persymmetric model, the parametric 
 vi
stiffness and mass matrices are formulated with prescribed spectra based on a free-free 
uniform rod. Asymptotic analysis and other useful methods for describing the behaviors 
of the continuous system are employed for the development of the persymmetric models. 
 Several applications are examined showing the advantages of the newly 
developed discrete models. From the speculation of the applications and their results, we 
may conclude that the use of the spectral conforming model is very practical in most 
dynamic problems such as the simulation and control of a continuous system. If the 
problems involve high frequency excitation, it is highly recommended to use the spectral 
conforming model. 
 vii
1. INTRODUCTION 
 
1.1 Background and research motivation  
 It is of great theoretical and practical interest to have discrete models which are 
capable of predicting the dynamic response of a continuous system with fair accuracy. 
While large order finite difference and finite element models can predict the static 
deformation of a structure with an almost perfect accuracy, it has been experienced that 
these models cannot describe appropriately the dynamics of a continuous system, 
especially the one which is associated with excitations in the high frequency range. In the 
work of Boley and Golub (1987), we read: “There are many similarities between the 
matrix problems and the continuous problems, but numerical evidence demonstrates that 
the solution to the matrix problem is not a good approximation to the continuous one”. 
Similarly, Paine, de Hoog and Anderssen (1981) indicated that: “the asymptotic 
behaviour of eigenvalues of the continuous model is different from the one associated 
with the corresponding discrete model”. The essence of the study proposed here is to 
develop a new method for obtaining discrete models that are able to predict accurately the 
dynamic response of a continuous system, including the high frequency range with 
constant accuracy. The new model developed here is named as the spectral conforming 
model.  
 The main idea behind the development of the spectral conforming model is to 
match the Frequency Response Function (FRF) of the discrete model to the FRF of the 
corresponding physical element. Two types of physical elements (fixed-free and free-
free) are introduced. According to the types of elements, two different approaches to 
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develop the new discrete model are discussed in this study. The spectral conforming 
model based on the continuous element having fixed-free boundary condition is 
developed in the chapter 3. Another spectral conforming model based on the element 
having the free-free boundary condition is discussed in chapter 4.  Then, the eigenvalues 
of a non-uniform rod obtained using the spectral conforming model are compared to ones 
using the finite element model. 
 In order to understand the motivation to this work, it is crucial to comprehend the 
meaning of the term different asymptotic behavior of eigenvalues associated with the 
continuous system and its discrete approximating model. This phenomenon is 
demonstrated now by considering the non-uniform axially vibrating rod shown in Figure 
1.1. The rod has length , axial rigidityL ( )xp , and mass per unit length ( )xρ , and it is 
fixed at  and freed to oscillate at0=x Lx = , as shown in the Figure.  
 
)(),( xpxρ
dx
),( txu
L
x
 
 
 
 
Figure 1.1 A non-uniform axially vibrating rod 
 
The axial motion  of the rod at the time t  is governed by the differential equation ( txu , )
 ( ) ⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂
x
uxp
x
= ( ) 2
2
t
ux ∂
∂ρ ,  Lx <<0 , 0 t<    (1.1) 
boundary conditions 
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 , ( ) 0,0 =tu ( ) 0, =∂
∂
x
tLu ,       (1.2) 
and appropriate initial conditions. It is well known that ( )txu ,  is separable,  
 ( ) ( ) txvtxu ωcos, = .        (1.3) 
Substituting (1.3) in (1.1) and (1.2) yields  
 0)( =+′′ vvp λρ ,  Lx <<0 ,      (1.4) 
 ,         (1.5) ( )0 0v = ( ) 0v L′ =
where , and primes denote derivatives with respect to x . The Sturm Liouville 
system (1.4)-(1.5) has eigenvalues 
2ωλ =
kλ  and eigenfunctions ( ) 0≠xvk , . The 
values 
,...3,2,1=k
kk λω =  are the natural frequencies of the rod. If the rod is excited with a 
harmonic excitation of frequency pωω = , where p  is some integer, then the rod will be 
in resonance, i.e., its amplitude of oscillations will increase with time without bound. In 
application, resonance, or near resonance phenomenon, is characterized by large 
amplitude of vibrations, which can cause fatigue and failure.  
 The natural frequencies and mode shapes of the system (1.4)-(1.5) can be 
determined by using the finite difference method. The rod may be divided into n  equally 
spaced elements of length . Denote nLh /= ( )khvvk = , ( )khppk = , and ( )khk ρρ = , 
. Then finite difference approximation using a central difference scheme 
yields 
nk ,...,2,1,0=
 ( )2 1111)( h
vpvppvpvp kkkkkkk
khx
+++−
=
++−≅′′ , nk ,...,2,1= .   (1.6) 
Hence with 
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 kkkhx vv ρρ == ,        (1.7) 
and the boundary conditions 
 ,          (1.8) 00 =v
and 
 01 =−+
h
vv nn ,         (1.9) 
equations (1.4)-(1.5) can be written in the following matrix form 
 ( ) ovMK =− λ ,        (1.10) 
where  
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
−+−
−+−
−+
=
−−
nn
nnnn
pp
pppp
pppp
ppp
h
11
3322
221
1 ???K ,    (1.11) 
 
1
2
0 0
0 0
0 0
0 0 n
h
ρ
ρ
ρ
⎡ ⎤⎢ ⎥⎢= ⎢⎢ ⎥⎣ ⎦
M
?
?
? ?
?
⎥⎥
)
       (1.12) 
and 
 .        (1.13) ( Tnvvv ?21=v
The natural frequencies of the rod can then be determined by solving the generalized 
eigenvalue problem (1.10).  
 The finite element modeling using n  elements of equal length with linear shape 
functions and piecewise uniform element properties, leads similarly to the generalized 
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eigenvalue problem  (1.10) with the stiffness matrix (1.11) and the following mass matrix 
(1.14) 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
+
+
+
=
−−
nn
nnnn
h
ρρ
ρρρρ
ρρρρ
ρρρ
2
22
22
22
6
11
3322
221
???M .  (1.14) 
It is well known that finite difference or finite element models of order n  can 
predict only about  natural frequencies with fair accuracy. In order to demonstrate 
this phenomenon we have approximated the lowest eigenvalues of a uniform rod by the 
finite difference and the finite element models of order 
3/n
20=n . The results, expressed in 
a non-dimensional form of natural frequencies pLkk ρωη = , are plotted in Figure 
1.2(a) together with the exact solution 
( )
2
12 πρωη −=≡ k
p
Lkk , 20,...,2,1=k .     (1.15) 
(b)
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k
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Figure 1.2 Natural frequencies of a vibrating rod: (a) 20 degrees of freedom, 
and (b) 60 degrees of freedom 
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It is apparent that only the first few natural frequencies are estimated using this 
models accurately. Note that increasing the model order n  improves the approximation 
of the low natural frequencies, but still the majority of the natural frequencies are not 
predicted adequately as demonstrated in Figure 1.2(b) for the case where . A 
similar phenomenon holds for other finite element models with more sophisticated shape 
functions of increased complexity. Such models may improve the approximation but will 
not circumvent the difficulty that the estimation error in the high natural frequency is 
significant. Therefore Boley and Golub (1987) have concluded that “There are many 
similarities between the matrix problems and the continuous problems, but numerical 
evidence demonstrates that the solution to the matrix problem is not a good 
approximation to the continuous one”. Paine et al, (1981) came to a similar conclusion, 
stating that “the asymptotic behaviour of eigenvalues of the continuous model is different 
from the one associated with the corresponding discrete model”. 
60=n
The dissertation is organized as follows. The preliminary required knowledge of a 
vibrating system with continuous and discrete systems is presented in chapter 2. The 
concept of the finite element method based on the polynomial shape functions is 
introduced in chapter 2. In chapter 3, the development of the spectral conforming model 
based on an inverse eigenvalue problem is introduced. The main idea to construct the 
element model and the conceptual difference from other traditional element formulation 
is discussed. The method to evaluate the mass and stiffness matrices for the element is 
also explained in chapter 3. In chapter 4, several methods to construct the persymmetric 
model based on the continuous element (a uniform rod is used) which has the free-free 
boundary are discovered. In order to compare the performance of the fixed-free spectral 
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conforming model and the finite element model, a few applications such as state feedback 
control of the continuous system and the simulation of the transient response of an 
airplane wing are presented in chapter 5. Finally, the concluding remarks and summary of 
the intended future works are discussed in chapter 6. 
1.2 Literature review 
 Since the aim of this study is to find a better approximation method to the 
continuous system, it is useful to review briefly the method of finite element which is a 
well known approximation.  
 The idea of finite element method goes way back to the beginning of twenty 
century. In 1908 Walter Ritz had a simple idea based on earlier hints by Rayleigh for the 
numerical solution of boundary value problem that were variationally formulated (Fried 
1979). However the modern development of finite element method was introduced in 
1940s. Hrennikoff (1941) and Mchenry (1943) used one dimensional element, i.e. bar to 
calculate the stresses in continuous solids. Courant (1943) first introduced a piecewise 
interpolation function or shape functions to approximate the solutions subdividing the 
problem with triangular subregions. Argyris and Kelsey (1954) introduced matrix 
structural analysis methods using energy principles. The study of Argyris and Kelsey  
showed the importance of the energy principles in the finite element method. The phrase 
finite element was not yet introduced until 1960. It began to be used by Clough (1960) 
when both triangular and rectangular elements were used for plane stress analysis. Most 
of the finite element works up to early 1960s dealt with small strain and small 
displacement, elastic material behavior, and static loading. The buckling problem was 
discussed by Gallagher and Padlog (1963) for the first time. The problems associated 
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with large displacement nonlinear dynamic behavior, and improved numerical techniques 
for the solution of the resulting system of equations have been considered by Belytschko 
(1976). When the solution to the analytical models do not predict accuracy, it may not be 
surprising that scientists have turned their attention to the modeling method based on the 
experimental results. This area known as model updating concerned the correction of 
finite element models by processing records of dynamic response from test structures. 
The survey paper for the model updating in structural dynamics was published by 
Mottershead (1993) and Friswell in 1993. A combined finite element-transfer matrix was 
developed to predict the transient dynamic analysis of plane and space frame structures 
under harmonic and impulsive excitations by Ohga (1993).  
  Ahmadian et al. (1998) investigated the discretization error in finite element 
method by an inverse method. The error analysis is embedded in finite element 
formulation by an inverse approach. The inverse methods was used by Argyris et al. 
(1980), Bergan et al. (1984) and Simo and Rafai (1990) to enforce constraints, in the 
form of assumed strain modes, on the stiffness formulation to guarantee that the element 
model would pass the patch test. Ahmadian et al. (1998) have expressed the mass and 
stiffness matrices of the finite element model as functions of parameters, and determined 
the best fit between the finite element model and the governing equations defining the 
motion of the system.  In their inverse approaches, we read “mass and stiffness the terms 
are assigned so that the difference between an analytical model and a numerical 
(discrete) one is minimized.”  The study of Ahmadian et al. (1998) is of special interests 
in this dissertation since they adopted the inverse method which is also essential idea in 
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the development of spectral conforming models. Hence their approach will be discussed 
more in detail in section 2.12. 
 A new dynamic finite element formulation for lateral free vibrations was studied 
by Hashemi and Dhatt (1999). In Hashemi's work, the frequency dependent trigonometric 
shape functions were employed to find a simple frequency dependent element stiffness 
matrix which has both mass and stiffness properties. A dynamic system is modeled using 
the time-domain finite element method by Suk and Kim (2002). Birgersson et al. (2003) 
introduced the spectral finite element method and the dynamic stiffness method using 
exponential functions as basis functions. They formulated the frequency dependent 
elements, i.e. frequency -dependent material characteristics and boundary conditions. The 
elements are assembled as in the standard the finite element method while the basis 
functions are exact solutions to the equations of motions.    
 As shown in the brief history, the various approaches have been investigated to 
improve the static and dynamic behaviors of the finite element method over a period of 
half century. Even though the several modified finite element methods have been 
developed, it is noted that the fundamentals of the finite element are based on the 
minimization of Lagrangian.  
 Since the spectral conforming methods are developed based on the inverse 
vibration problems, we now review the previous study of inverse vibration problems. 
 It has become customary to classify problems in Engineering and Physics as 
direct or as inverse problems (Gladwell 1996). In classical vibration problems, if the 
system is given, then the characteristics of the systems are identified. Hence, the solution 
for the vibration problem lead to the eigendata such as eigenvalues and eigenvectors. This 
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is a typical example of direct problem.  However, in the field of inverse eigenvalue 
problems, the vibrating systems are reconstructed from certain natural frequency spectra 
corresponding to different end conditions (Gladwell, 1985). Inverse eigenvalues problems 
related to vibration are relatively a new area in the field of vibration. Such problems were 
initially considered by Gantmakher and Krein (1961). The papers on the related inverse 
eigenvalue problems for band matrices are discussed by de Boor and Golub (1978), Gray 
and Wilson, Hald and Hochstadt (1967). However, there has been very little research on 
the corresponding eigenmode problems, that is, the construction of a vibrating system 
having one or more given principal mode shapes (Gladwell 1985) until early 1980s. The 
researches of the inverse eigenvalue problems were summarized by Gladwell (1986) and 
reviewed in the paper of Boley and Golub (1987), Friedland et al (1987), Chu (1998) and 
Gladwell (1986, 1996). 
 Several papers relating to the reconstruction of discrete vibrating systems have 
been published, i.e., de Boor and Golub (1978), Gladwell (1986, 1996), Movaheddy 
(1995), Ram (1992, 1993, 1994, 2004) and Singh (2002). de Boor and Golub (1978) 
reconstruct  tridiagonal matrix eigenvalue problem using the method for solving a 
form of the inverse Sturm-Liouville problem. Hence the stiffness and mass matrices are 
identified. Ram (1994b) and Gladwell presented that the finite element model for the 
axially vibrating rod based on linear shape function can be reconstructed from one 
eigenvalues and two eigenvectors. The cross-sectional area of a non-uniform axially 
vibrating rod was reconstructed using its mode shapes with unique solution by Ram 
(2004). The reconstruction of the mass and stiffness matrix for transversely vibrating 
beams was studied by Barcilon (1979, 1982) and Singh (2003). In Singh's study (2003), 
N N×
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the continuous system with variable physical parameters are replaced by the continuous 
systems with piecewise uniform physical properties. This leads transcendental eigenvalue 
problems with transcendental matrix elements. Singh developed the numerical method to 
solve the transcendental eigenvalue problem. In addition, some other numerical methods 
for solving inverse eigenvalue problems associated with discrete models have been 
investigated by Friedland (1979), Chu (1992) and Elhay and Ram (1998). 
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2. VIBRATION OF CONTINUOUS AND DISCRETE SYSTEMS 
 
 It is essential to understand the concepts and terminologies that are used in the 
vibration problems before we move to the development of the spectral conforming model. 
For instance, the natural frequencies, the zero frequencies and the frequency response of 
a continuous system, i.e. a uniform rod, are the key idea to develop the spectral 
conforming model. Hence, the useful vibration concepts that are directly related to the 
development of the spectral conforming models will be discussed in this chapter. Not 
only the mathematical development but also the physical meaning of terminologies 
related to vibration will be discussed. The material presented in this chapter will be used 
to develop further theory or models, later on. The several sections describe the dynamic 
characteristics of the system such as poles, zeros, steady state response and transient 
response of an axially vibrating uniform rod. The concept of the finite element model that 
concerns the kinetic and elastic energy of the continuous system is illustrated in the last 
section. The recently improved finite element method is also introduced and the 
development of the model for an axially vibrating rod is summarized at the end of this 
chapter. 
2.1 The natural frequency of a continuous system 
 
Figure 2.1 A free-free uniform rod 
L
( ) ( )xxp ρ,
( )txu ,
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 Consider a uniform axially vibrating rod of length L , axial rigidity ( )xp , and 
mass per unit length ( )xρ  which is free to oscillate at both ends 0=x , Lx = as shown in 
Figure (2.1). The governing equation of motion for the rod at the time, t , is  
 ( ) ( ) 2
2
t
ux
x
uxp
x ∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂ ρ , 0 x L< < , 0 t<     
 (2.1) 
with two boundary conditions 
 ( ) 0,0 =∂
∂
x
tu ,   and ( ) 0, =∂
∂
x
tLu .      (2.2) 
The displacement ( )txu ,  can be separable by using 
 ( ) ( ) txvtxu ωsin, = .        (2.3) 
Substituting (2.3) into (2.1) and (2.2) leads to 
 ( ) ( )( ) ( ) ( )sin sinp x v x t x v x tω λρ ω′′ = −      (2.4) 
sin tω can be cancelled out from (2.4). As a result, the variables ,x t are separated and the 
equation of motion that concerns the variable x is obtained. 
 ( ) 0=+′′ vvp λρ ,   Lx <<0       (2.5) 
and  
 ( ) 00 =′v , ( ) 0' =Lv        (2.6) 
The primes denote derivatives with respect to x . The λ  is called, the eigenvalue or pole 
of a system. 
 2ωλ =          (2.7) 
 The square root of eigenvalue is the natural frequency in vibration problem. Strickly 
speaking, the eigenvalue λ  is different from the natural frequencyω , but these two 
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terminologies may be used as the same physical meaning (the resonance) in a general 
sense. If ( )xp  and ( )xρ  are held constant, the general solution for (2.5) is given as 
 x
p
Cx
p
Cxv ωρωρ cossin)( 21 += .      (2.8) 
From (2.6) and (2.8) it is clear that 01 =C and 
 0sin2 =− LppC ω
ρωρ .       (2.9) 
Discarding the trivial solution 02 =C , the frequency equation of a free-free uniform rod is 
obtained as 
 0sin =L
p
ωρ  ,        (2.10) 
and the natural frequencies are given by solving the frequency equations above 
 πρω iL
p
i 2
=   for ?,2,1,0=i      (2.11) 
and the corresponding eigenvalues are obtained by the relationship in (2.7). 
 
2 2
2i
p i
L
πλ ρ=   for 0,1,2,i = ?      (2.12) 
The natural frequencies in (2.11) could be non-dimensionalized by dividing (2.11) by 
2Lp ρ . For further conveniences, we denote. 
 πρωη i
p
L
ii =≡
2
 for ?,2,1,0=i      (2.13) 
2.2 The zeros of a continuous system 
 There could be some frequencies corresponding to no motion of a certain location 
on the system with harmonic excitation. These frequencies are called the zero frequencies 
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or simply the zeros of the system. Consider the motion of the end of a free-free rod under 
the influence of a harmonic excitation. The frequency of excitation which will make the 
motion of this point, to vanish is a zero of the system. If the motion disappears at one end 
because of the excitation of the frequency, this phenomenon can be alternatively 
substituted by a fixed boundary condition of the rod at the same point. Hence, the zeros 
of the free-free rod are identical to the eigenvalues of the corresponding fixed-free rod. 
We now determine the natural frequencies of the fixed-free rod. 
 
 
Figure 2.2 A fixed-free uniform rod 
 Consider a uniform axially vibrating rod of length L , axial rigidity ( )xp , and mass 
per unit length ( )xρ  which is free to oscillate at Lx =  and fixed at 0=x  as shown in 
Figure 2.2. The governing equation of motion will be similar to (2.1) and it has boundary 
conditions 
 ( )0, 0u t = ,   ( ) 0, =∂
∂
x
tLu .       (2.14) 
Again, ( )txu ,  can be separable by using 
 ( ) ( ) txvtxu ωsin, = .        (2.15) 
Substituting (2.15) into (2.1) and (2.14) leads to 
 ( ) 0=+′′ vvp λρ ,   Lx <<0       (2.16) 
L
( ) ( )xxp ρ,
( )txu ,
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and  
 ( ) 00 =v , ( ) 0' =Lv        (2.17) 
If ( )xp  and ( )xρ  do not change with respect to x , the general solution for (2.16) is  
 x
p
Cx
p
Cxv ρλρλ cossin)( 21 += .      (2.18) 
or  
 x
p
Cx
p
Cxv ωρωρ cossin)( 21 +=       (2.19) 
Substituting (2.18) into (2.16) yields to 02 =C . 
 0cos1 =LppC ω
ρωρ .       (2.20) 
To avoid the trivial solution, 01 =C . The frequency equation in this case is 
 0cos =L
p
ωρ .        (2.21) 
We determine the natural frequencies of the fixed-free rod by solving the frequency 
equation above 
 ( )
22
12
L
pi
i ρ
πω −= ,   for ?,2,1=i  .    (2.22) 
The natural frequencies are expressed in a non-dimensional form as 
 ( )
2
122 πρωη −=≡ i
p
L
ii ,   for ?,2,1=i .     (2.23) 
The eigenvalues are given by the relationship in (2.7). 
 ( )
2
22
4
12
L
pi
i ρ
πλ −= ,   for ?,2,1=i      (2.24) 
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As mentioned before, the natural frequencies of a fixed-free rod in (2.22) can be 
considered as the same physical meaning of the zero frequencies of a free-free rod. 
 2.3 The steady state response of a continuous system 
 The steady state response is a particular harmonic solution of the equation of 
motion. Before we try to find the mathematical solution, it is important to understand the 
physical meaning of it. Let us assume a system that has no damping effect and is excited 
by an external force at a certain frequencyω .  As time goes to infinity, the response of 
the system will be in the steady motion with the frequencyω . In other words, the 
amplitudes of each location will be in the steady states. If we plot the amplitude versus 
the points of interest, it is the steady state response of the vibrating system. The 
displacement corresponding to an external force is given as ( ) ( ), sinu x t v x tω= in (2.3), 
where ( )v x is the steady state. If any excitation frequency is close to the natural 
frequencies, iω ω→ , then the system will be in a resonance and the steady state of the 
particular frequency is called the modeshape, ( )iv x ,of the system. Since there are infinite 
numbers of natural frequencies in a continuous system, there also exist infinite numbers 
of modeshapes corresponding to the eigenvalues. Consider an axially vibrating rod which 
is excited by a harmonic force at the right end. This system is shown in Figure 2.3. 
 
Figure 2.3 A free-free rod with a harmonic excitation 
 
tωsin
L
ρ,p
( )txu ,
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The governing equation of motion for the system is 
 ( ) ( ) 2
2
t
ux
x
uxp
x ∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂ ρ , Lx <<0 , 0 t<     (2.25) 
and the two boundary conditions at the both ends are 
 ( ) 0,0 =∂
∂
x
tu ,            (2.26) 
 ( ) ( ) t
x
tLuxp ωsin, =∂
∂         (2.27) 
where, ( )xp , represents the axial rigidity and ( )xρ  represents mass per unit length. 
 ( ) ( ) ( )xAxExp =         (2.28) 
 ( ) ( ) ( )xAxx ρρ =         (2.29) 
where ( )xE  is Young's modulus, ( )xρ  is density and ( )xA  is cross sectional area. 
The deflection ( )txu ,  can be separable using 
 ( ) ( ) txvtxu ωsin, = .        (2.30) 
Substituting (2.30) into the equation of motion in (2.25) and applying the boundary 
conditions in (2.26) and(2.27), yields to 
 ( ) 0=+′′ vvp λρ ,   Lx <<0       (2.31) 
and  
 ( ) 00' =v ,         (2.32) 
 ( ) ( ) 1' =Lvxp          (2.33) 
Where, 2ωλ = , and primes denote derivatives with respect to x . If ( )xp  and ( )xρ  are 
constant, the general solution for (2.31) is in the form of 
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 x
p
Cx
p
Cxv ρλρλ cossin)( 21 += .      (2.34) 
or 
 x
p
Cx
p
Cxv ωρωρ cossin)( 21 +=       (2.35) 
Substituting (2.35) in (2.32) and (2.33) yields 
 01 =C ,         (2.36) 
 2
1
sin
C
p L
p
ρλρλ
−= , or 2 1
sin
C
p L
p
ρω ρ ω
−=    (2.37) 
By substituting (2.36) and (2.37) into (2.35), we obtain the displacement of the rod which 
satisfies the boundary conditions in(2.32) and (2.33). Hence the steady state is 
 
cos
( )
sin
x
p
v x
p L
p
ρλ
ρλρλ
−
= , or  
cos
( )
sin
x
p
v x
p L
p
ρω
ρρω ω
−
=    (2.38) 
Substituting (2.38) into (2.30) gives the solution for the equation of motion in (2.25). 
 ( ) t
L
p
p
x
p
txu ω
ωρωρ
ωρ
sin
sin
cos
,
−
=       (2.39) 
2.4 The frequency response function of a continuous system 
 Consider a system which is excited by an external force. We are interested in the 
dynamic motion of the system at a specific point. The amplitude of the motion at the 
particular point with respect to frequencies might be plotted.  The relation between the 
amplitude and the frequency is called the frequency response of the continuous system. 
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The governing function that describes the relationship between the input force and output 
amplitude is called the frequency response function of the system. It is essential to 
understand this function since the frequency response function is the main ingredient in 
developing the new discrete model in this study. The several useful frequency response 
functions of a uniform rod are developed in the next three sections. 
2.4.1 Excitations at the boundaries 
Let us focus our observation on the amplitude of the system at any point ox x= of 
the uniform rod. Then, the steady state given in (2.38) becomes the function of 
frequencyω  by substituting ox  into x . This function is called the frequency response 
function (FRF). We denote ( )oi xxh ,,ω  as the frequency response function of a 
continuous system that has an input (external excitation) at ix x= and an output 
(amplitude) at ox x= . Alternatively, the frequency response function ( )oi xxh ,,ω  can be 
shortly expressed as ( ) ,i ox xh ω  Consider the system shown in Figure 2.3. The harmonic 
excitation is applied at Lxi = , then frequency response in (2.38) yields to 
 ( )
cos
, ,
sin
o
o
x
p
h L x
p L
p
ρω
ω ρρω ω
−
= .      (2.40) 
2.4.2 Excitation at internal points 
 Consider a free-free uniform rod of length L , shown in Figure 2.4. Assume p , ρ , 
and A  are constants. The rod is axially excited by a harmonic force at some point 
between both ends.  
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Figure 2.4. A uniform rod with a harmonic force between ends 
 
We divide this uniform rod into two imaginary parts at 1xx = . The governing equation of 
motion for the left part is given as 
 02
1
2
2
1
2
=∂
∂−∂
∂
t
uA
x
up ρ ,  10 xx << , 0 t<     (2.41) 
with boundary condition  
 ( ) 0,01 =∂
∂
x
tu .         (2.42) 
The equation of motion for right side is given as 
 02
2
2
2
2
2
=∂
∂−∂
∂
t
uA
x
up ρ , Lxx <<1 , 0 t<     (2.43) 
with boundary condition 
 ( ) 0,2 =∂
∂
x
tLu          (2.44) 
In addition, there are two matching conditions between the two imaginarily separate rods. 
 ( ) ( )txutxu ,, 2211 =         (2.45) 
and 
 ( ) ( ) t
x
txu
x
txup ωsin,, 1211 =⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂       (2.46) 
By separations of variables using,  
tωsin
1x
L
ρ,p
( )txu ,
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( ) ( ) txtxu ων sin, 11 = ,     ( ) ( ) txtxu ων sin, 22 =     (2.47) 
(2.41) through (2.44) yields 
 ( ) 011 =+′′ vvp λρ ,         10 xx <<       (2.48) 
with a boundary condition 
 0)0(1 =′ν .         (2.49) 
where, 2ωλ = , and primes denote derivatives with respect to x .  
 ( ) 022 =+′′ vvp λρ , Lxx <<1       (2.50) 
with a boundary condition 
 0)(2 =′ Lν .         (2.51) 
The matching conditions in (2.45) and (2.46) yield 
 ( ) ( ) 01211 =− xx νν         (2.52) 
and 
 ( ) ( ) 11211 =′−′ xx νν .        (2.53) 
Since, p  and ρ are constants, the general solution for (2.48) and (2.50) are 
 ( )1 1 2sin cosx C x C x
p p
ρ ρν ω ω= +      (2.54) 
and 
 ( )2 1 2sin cosx D x D x
p p
ρ ρν ω ω= + .     (2.55) 
Substituting (2.54) and (2.55) into four known conditions in (2.49), (2.51), (2.52) and 
(2.53) yields four equations which may be expressed in the matrix form by 
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1
2
1
1 1 1 1
2
1 1 1 1
0 0 0
00 0 cos sin
0
0
sin cos sin cos
1
cos sin cos sin
p
CL L
p p p p C
D
x x x x Dp p p p
x x x x
p p p p p p p p
ρω
ρ ρ ρ ρω ω ω ω
ρ ρ ρ ρω ω ω ω
ρ ρ ρ ρ ρ ρ ρ ρω ω ω ω ω ω ω ω
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎛ ⎞ ⎛ ⎞− ⎜ ⎟ ⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥ =⎜ ⎟ ⎜ ⎟⎢ ⎥− − ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎝ ⎠⎝ ⎠⎢ ⎥⎢ ⎥⎢ ⎥− −⎢ ⎥⎣ ⎦
 (2.56) 
By solving (2.56) for 1C , 2C , 1D , and 2D , we obtain 
 
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝
⎛ +
=
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
1
1
11
2
1
2
1
sin
sintan
0
sintancos
1
x
p
x
p
L
p
x
p
L
p
x
p
p
D
D
C
C
ωρ
ωρωρ
ωρωρωρ
ρω    (2.57) 
Let us assume 1p L Aρ= = = = . By substituting these coefficients in (2.54) and(2.55), 
we obtain the steady state of the rod. 
 ( ) ( ) ( )xvxvxv 21 += ,    for 10 << x    (2.58) 
where, 
 ( ) 11 1cos1 sin cos
tan
xv x x xω ω ωω ω
⎛ ⎞−= +⎜ ⎟⎝ ⎠
, for 10 xx <<    (2.59) 
 ( ) 1 12 cos cossin cos
tan
x xv x x xω ωω ωω ω ω= − − ,  for 11 << xx    (2.60) 
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If the point of measurement ox  locates on the left side of the excitation point 1x , then the 
frequency response function in (2.59) is changed to 
( ) ( )1 1
1
1
, ,
cos1 sin cos
tan
o o
o
h x x v x
x x x
ω
ω ω ωω ω
=
⎛ ⎞−= +⎜ ⎟⎝ ⎠
  for 1ox x<   (2.61) 
and if ox  locates on the right side then  the frequency response function in(2.60) is 
changed to. 
 
( ) ( )2
1 1
, ,
cos cossin cos
tan
i o o
o o
h x x v x
x xx x
ω
ω ωω ωω ω ω
=
= − −  for 1ox x>   (2.62) 
2.4.3 Useful frequency response functions 
 Consider a uniform rod of length 1=L , shown in Figure 2.5. It could be used as a 
unit element to build any complex system. For an example, a continuous rod of length 
2=L  can be made by connecting two unit elements. We are now interested in the points 
of a unit element at both boundaries. If several unit elements are connected, we are also 
interested in the connecting points. Thus, there are ( )1L +  interesting points in the rod of 
length L . Even though there are infinite numbers of points in a uniform rod, we can limit 
the points of observation in this manner. For an example, a uniform rod of length 1L =  in 
Figure 2.5 has two ( )1 1= +  points of interest. The points of interest are numbered and 
shown in Figure 2.5. The number of points of interest will be used as the degree-of-
freedom in the discrete model that will be developed in later chapters. 
Two degree-of-freedom 
The location of discrete masses for 2=n is shown in Figure 2.5. 
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Figure 2.5 A uniform rod for 2=n discrete system. 
  
 The points 1  and 2  locate at 0=x and 1=x . In this case, the four possible 
frequency response functions are available, i.e., ( ), 2, 2h ω , ( ), 1,1h ω , ( ), 2,1h ω ,and 
( ), 1, 2h ω . Since the rod is symmetric in shape, it is reasonable to say that 
( ), 1,1h ω would be identical to ( ), 2, 2h ω . Hence, the two possible frequency responses, 
( ), 2,1h ω and ( ), 2, 2h ω can be obtained using (2.61) 
 ( ) ( ) ( ) ( ) ( )cos 11 1,1,1 , 2, 2 sin 1 cos 1
tan tan
h h
ωω ω ω ωω ω ω ω
⎛ ⎞⋅− −= = + ⋅ ⋅ =⎜ ⎟⎝ ⎠
 (2.63) 
 ( ) ( ) ( ) ( ) ( )cos 11 1,1, 2 , 2,1 sin 1 cos 0
tan sin
h h
ωω ω ω ωω ω ω ω
⎛ ⎞⋅− −= = + ⋅ ⋅ =⎜ ⎟⎝ ⎠
 (2.64) 
The two frequency response functions in non-dimensional form are plotted in Figure 2.6. 
The frequency response functions ( ), 1,1h ω  and ( ), 2, 2h ω are called the collocated 
frequency response functions as the excitation and the measurement take place at the 
same point. On the other hands, the functions ( ), 1, 2h ω  and ( ), 2,1h ω are named as the 
cross-located frequency response functions as the input force and the output 
measurement locate at two opposite ends of the system. 
x
1 2
1=L
 26
Figure 2.6 Frequency response functions for 2=n : (a) ( ), 2, 2h ω , (b) ( ), 2,1h ω  
 
Three degree-of-freedom 
The location of discrete masses for 3=n  is shown in Figure 2.7. 
 
Figure 2.7 A uniform rod for 3=n discrete system. 
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 The three points are located at 0=x , 5.0=x and 1=x . There are nine possible 
frequency response functions. However, by virtue of the symmetry, the number of 
available frequency response functions reduces from nine to four. 
 ( ) ( ) ( ) ( )cos 11 1, 3,1 sin 1 cos 0
tan sin
h
ωω ω ωω ω ω ω
⎛ ⎞⋅− −= + ⋅ ⋅ =⎜ ⎟⎝ ⎠
  (2.65) 
 ( ) ( ) ( )
cos
cos 11 1 2, 3, 2 sin 1 cos
tan 2 sin
h
ω
ωω ω ωω ω ω ω
⎛ ⎞− ⎜ ⎟⎛ ⎞⋅ ⎛ ⎞− ⎝ ⎠= + ⋅ ⋅ =⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠
  (2.66) 
 ( ) ( ) ( ) ( )cos 11 1, 3, 3 sin 1 cos 1
tan tan
h
ωω ω ωω ω ω ω
⎛ ⎞⋅− −= + ⋅ ⋅ =⎜ ⎟⎝ ⎠
   (2.67) 
 ( ) ( )
2cos
cos 11 1 1 2, 2, 2 sin cos
tan 2 2 sin
h
ω
ωω ω ωω ω ω ω
⎛ ⎞− ⎜ ⎟⎛ ⎞⋅ ⎛ ⎞ ⎛ ⎞− ⎝ ⎠= + ⋅ ⋅ =⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
  (2.68) 
Since the points of excitation and measurement are identical, the function ( ), 3, 3h ω is 
the collocated frequency response function. Since the points of excitation and 
measurement are located at the opposite ends of the system, the function ( ), 3,1h ω is the  
cross-located frequency response function. It is interesting to observe in Figure 2.8 that 
the zeros and poles of a collocated frequency response functions interlace. However, 
there are no zero frequencies in the crosslocated frequency response function. In general, 
this phenomenon holds good for higher degrees-of-freedom.  
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Figure 2.8 Frequency response functions for 3=n :(a) ( ), 3,1h ω , (b) ( ), 3, 2h ω , 
   (c) ( ), 3, 3h ω , (d) ( ), 2, 2h ω  
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2.5 The steady state frequency response functions of a discrete system 
 Consider any n degree-of-freedom of discrete system which is excited by a 
harmonic motion shown in Figure 2.9. 
 
Figure 2.9  A n degree-of-freedom of discrete system 
 
If the stiffness and mass matrices are determined for the system, the equation of motion 
in matrix form yields to 
 ti ωsineKxxM =+?? ,        (2.69) 
K is a stiffness matrix and M is a mass  matrix. ie  is i th unit vector, i.e.,  [ ]2 0 1 T=e . 
The displacements given by  
 ( ) tt ωsinvx = ,        (2.70) 
where, v  is a constant vector which is independent on time t .  
 ( )Tnj vvv ??1=v        (2.71) 
Substituting (2.70) into (2.69) gives 
 ( ) ievMK =− 2ω         (2.72) 
The j th element of the constant vector v is given by 
 ( ) iTjjv eMKe 12 −−= ω        (2.73) 
( )tx1 ( )tx j ( )txn
? ?1m nmim1k jk
( )txi
tsin
?im ik
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Denote that jv  is the amplitude response of j th elements of system which is only the 
function of exciting frequency ω . Let us define the frequency response function of any 
discrete system as ijH . Denote that i stands for the i th element which will be under a 
harmonic excitation and j for the j th elements which will be measured the response. 
Hence the frequency response function is given by  
 ( ) ( ) iTjjij vH eMKe 12 −−=≡ ωω       (2.74) 
Since ( )ωijH  is the amplitude change with respect to frequency, the displacement of 
the j th element in the system will be simply obtained by multiplying the input excitation 
tωsin shown in Figure 2.9. 
 ( ) tHtx ijj ωsin=         (2.75) 
2.6 The transient response of a continuous system without external forces 
 We want to find the transient response of a uniform rod without any external force. 
In order to find the unique solution of system, it is necessary to know not only the 
boundary conditions but also the initial conditions. For the motion of an axially moving 
rod, we need to know two initial conditions since it is the second order differential 
equation with respect time. For instances, these initial conditions are the initial 
displacement and the initial velocity of the system. Consider a uniform rod shown in 
Figure 2.1. The equation of motion for the uniform rod is  
( ) ( ) 2
2
t
ux
x
uxp
x ∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂ ρ  for 0 , 0x L t< < <     (2.76) 
and the boundary conditions are given by 
 ( ) 0,0 =∂
∂
x
tu ,    ( ) 0, =∂
∂
x
tLu .       (2.77) 
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( )txu ,  can be separable by 
 ( ) ( )( )tBtAxvtxu ωω cossin, += .      (2.78) 
Substituting (2.78) into equation of motion in (2.76) leads to 
 ( ) 02 =+′′ vvp ρω ,  Lx <<0        (2.79) 
and  
 ( ) 00' =v , ( ) 0' =Lv        (2.80) 
The general form of solution for (2.79) is 
 x
p
Cx
p
Cxv ωρωρ cossin)( 21 += .      (2.81) 
and the derivative (2.81) with respect to x is 
 x
pp
Cx
pp
Cxv ωρωρωρωρ sincos)(' 21 −=     (2.82) 
Applying boundary conditions in (2.80) yields to 
 00)0(' 21 =⋅−= CpCv ω
ρ         (2.83) 
 0sincos)(' 21 =−= LpCLpCLv ω
ρωρ      (2.84) 
By converting (2.83) and (2.84) into matrix form, we have 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
0
0
sincos
01
2
1
C
C
L
p
L
p ???? ????? ??
A
ωρωρ       (2.85) 
The equation in matrix form in (2.85) is the eigenvalue problem. It is possible to find the 
frequency equation by ( )Adet   
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 0sin =L
p
ωρ  ⇒  i i p
L
πω ρ=  for 0,1,2,i = ?    (2.86) 
since 01 =C  and 2C is any arbitrarily number, let 12 =C . Then the mode shape is 
 ( ) cosi iv x xω=  for 0,1,2,i = ?      (2.87) 
The fundamental solutions to satisfy the equations of motion with free-free boundary 
conditions are 
 ( ) ( ), cos sin cosi i i i i iu x t x A t B tω ω ω= +      (2.88) 
It is clear that there is one non-oscillatory mode of motion in (2.88). If the first natural 
frequency 0ω  is zero, the system will move in a certain direction as t increases depending 
on its initial conditions without any oscillatory mode. For this reason, we note that 
fundamental solutions in (2.88) are divided into two parts. In case of 0i = , (2.88) yields 
to 
 ( ) 000 , BtAtxu +=         (2.89) 
and in case of 1,2...i = ,  
 ( ) ( ), cos sin cosi i i i i iu x t x A t B tω ω ω= +      (2.90)  
Since, any combination of these fundamental solutions is also the solution to the equation 
of motion, we add them together in such a way that the resulting sum also agrees to the 
initial conditions.  
 
( ) ( )
( )
0 0
1
0 0
1
, ,
cos sin cos
i
i
i i i i i
i
u x t A t B u x t
A t B x A t B tω ω ω
∞
=
∞
=
= + +
= + + +
∑
∑
   (2.91) 
Assume two initial conditions 
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 ( ) ( )0,0u x x x=         (2.92) 
and 
 
( ) ( )0,0u x v x
t
∂ =
∂
        (2.93) 
Substituting (2.91) into (2.92) and (2.93) yields 
 ( )0 0
1
cosi i
i
B B x x xω∞
=
+ =∑        (2.94) 
 ( )0 0
1
cosi i i
i
A A x v xω ω∞
=
+ =∑        (2.95) 
Since the equations (2.94) and (2.95) are in the form of cosine Fourier series, we easily 
determine the coefficient iA  and iB . 
 ( )0 001 LA v x dxL= ∫         (2.96) 
 ( )0 001 LB x x dxL= ∫         (2.97) 
 ( )002 cosLi i
i
A v x x dx
L
ωω= ∫  ...2,1=n      (2.98) 
 ( )002 cosLi iB x x xdxL ω= ∫  ...2,1=n      (2.99) 
where ( )0x x  and ( )0v x  are the initial displacement and velocity. 
Example 2.1 Find the transient response of a free-free rod of length 1=L  at for 
100 << t  with following initial conditions. Then, plot the transient response. For 
computational conveniences, use 10=n .  Use 1, =ρp  
 ( ),0u x x=           (2.100) 
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( ) ( ),0 sinu x x
t
∂ =
∂
        (2.101) 
Solution 
First we determine the coefficient iA and iB  using given initial conditions. 
 
( ) ( )
( )
0 00
1
0
1
sin 1-cos 1
L
A x v x dx
L
x dx
=
= =
∫
∫
       (2.102) 
 
( ) ( )0 00
1
0
1
1
2
L
B x x x dx
L
x dx
=
= =
∫
∫
       (2.103) 
 
( )
( )
( )
1 1
00 0
2 2
2 2cos sin cos
2 cos1cos 1
1
i i
i
A v x xdx x i xdx
i
i
i i
ω πω π
π
π π
= =
−=
−
∫ ∫
  1,2...i =  (2.104) 
 
( )
( )
1 1
00 0
2 2
2 cos 2 cos
2 cos 1
i iB x x xdx x i xdx
i
i
ω π
π
π
= =
−=
∫ ∫
   1,2...i =  (2.105) 
 The coefficients of solution are listed in Table 2.1. The transient response for 
0 10t< <  is plotted in Figure 2.10. The plot in Figure 2.10 shows the oscillatory motion 
of the free-free uniform rod. The slope in the figure is by virtue of the rigid body mode. 
Physically this means that the rod is expanding and compressing with time t  and is 
continuing to move in one direction at the same time. 
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Table 2.1 Coefficients nA  and nB  for a transient solution 
n  nA  nB  
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
0.4597 
-0.1105 
0 
-0.0037 
-0.0005 
-0.0008 
-0.0001 
-0.0003 
0 
-0.0001 
0 
0.5000 
-0.4052 
0 
-0.0450 
0 
-0.0162 
0 
-0.0083 
0 
-0.0050 
0 
 
 
 
Figure 2.10  The transient response at 1=x  
 
2.7 Transient response of a continuous system with harmonic excitations 
 Consider a uniform rod shown in Figure 2.3. The rod is excited by a harmonic 
force,  sinr tω at the right end of the uniform rod. Since the equation of motion is valid 
0 2 4 6 8 10
0
2
4
6
( )1,u t
t
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for 0 x L< < , we take account of the external excitation in the boundary conditions. The 
equations of motions for the given system is 
 ( ) ( ) 2 2u up x xx x tρ
∂ ∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂ ∂⎝ ⎠ ,   for 0 , 0x L t< < <    (2.106) 
and the boundary conditions are given as 
 ( )0, 0u t
x
∂ =∂ , 
( )0, sinu tp r t
x
ω∂ =∂ .     (2.107) 
The initial conditions are given as 
 ( ) ( )0,0u x x x= , ( ) ( )
2
0
,0u x
v x
t
∂ =∂ .     (2.108) 
Since we have an external force, the solution is divided into two parts. 
 ( ) ( ) ( ), , ,H Pu x t u x t u x t= +        (2.109) 
Note that ( ), Hu x t  is a homogeneous solution and ( ), Pu x t is a particular solution. The 
solutions can be separable by  
 ( ) ( ), sinu x t v x tω=         (2.110) 
and the equations of motion is changed to 
 ( ) ( )22 0v x v xc
ω′′ + =         (2.111) 
where 
 2 pc ρ= .         (2.112) 
The boundary conditions are changed to 
 ( )0 0v′ = , ( ) rv L
p
′ =        (2.113) 
where r is the amplitude of harmonic force. 
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First, we try to find the steady state response of the system. The general solution for 
(2.111) is 
 ( ) 1 2sin cosv x C x C xc c
ω ω= +       (2.114) 
From the boundary conditions in (2.113), 
 ( ) 10 0 0v Cω′ = − =  ⇒  1 0C =       (2.115) 
( ) 20 sin rv L C Lc c p
ω ω′ = − =  ⇒  2
sin
rcC
p L
c
ωω
= −   (2.116) 
we obtain the steady state. 
 ( ) cos
sin
rcv x x
cp L
c
ω
ωω
= −        (2.117) 
Then, the steady state solution response becomes 
 ( ) ( ) cos, sin sin
sin
p
rc x
cu x t v x t t
p L
c
ω
ω ωωω
⎛ ⎞⎜ ⎟= = −⎜ ⎟⎜ ⎟⎝ ⎠
    (2.118) 
From (2.91), we know the homogeneous solution. Hence the superposition of 
homogeneous and particular solution yields to 
 
( ) ( ) ( )
( )0 0
1
, , ,
sin cos cos
cos
sin
sin
H P
i i i i i
i
u x t u x t u x t
A t B A t B t x
rc x
c t
p L
c
ω ω ω
ω
ωωω
∞
=
= +
= + + +
−
∑    (2.119) 
Note that iω  is the natural frequencies of the system. In cases, the frequency of an 
external force approaches to the natural frequencies, iω ω→ , the response will be in 
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resonance. Now we apply the initial conditions to determine the coefficients iA  and iB  in 
the solution. 
 ( ) ( )0 0
1
,0 cosi i
i
u x B B x x xω∞
=
= + =∑       (2.120) 
 ( ) ( )0 0
1
cos,0
cos
sin
i i i
i
rc xu x cA A x v x
t p L
c
ω
ω ω ωω
∞
=
∂ = + − =∂ ∑    (2.121) 
Let define 
 ( ) ( )0 0
cos
sin
rc x
cv x v x
p L
c
ω
ωω
= +?        (2.122) 
Then (2.121) yields to 
 ( )0 0
1
cosn n n
n
A A x v xω ω∞
=
+ =∑ ?        (2.123) 
Since the equations (2.120) and (2.123) are in the form of cosine Fourier series, the 
coefficients are easily determined. 
 ( )0 001 LA v x dxL= ∫ ?         (2.124) 
 ( )0 001 LB x x dxL= ∫         (2.125) 
 ( )002 cosLi i
i
A v x x dx
L
ωω= ∫ ?   1,2...i =     (2.126) 
 ( )002 cosLi iB x x x dxL ω= ∫   1,2...i =     (2.127) 
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2.8 Transient response of a continuous system with non-harmonic excitations
 Consider the uniform rod in Figure 2.1. We want to find the transient responses 
when external force ( )txf ,  is applied to the rod. Then the equation of motion is 
 ( ) ( ) ( )2
2
,u up x x f x t
x x t
ρ⎛ ⎞∂ ∂ ∂− =⎜ ⎟∂ ∂ ∂⎝ ⎠ , for 0 , 0x L t< < <    (2.128) 
and the boundary conditions are 
( ) 0,0 =
∂
∂
x
tu , ( ) 0, =
∂
∂
x
tLu        (2.129) 
and the initial conditions are 
( ) ( )0,0u x x x= ,  ( ) ( )0,0u x v x
t
∂ =
∂
     (2.130) 
 The main idea in this problem is to decompose the external force ( )txf ,  into 
simple component, ( ) ( )i if t v x  
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
0 0 1 1
0
, i i
i i
i
f x t f t v x f t v x f t v x
f t v x
∞
=
= + + + +
=∑
? ?
.   (2.131) 
The equation of motion in (2.128) is divided into two problems; homogeneous and 
particular problems. First we try to solve a homogeneous problem considering the right 
side of (2.128) as zero. 
 ( ) ( ) 2
2
0u up x x
x x t
ρ⎛ ⎞∂ ∂ ∂− =⎜ ⎟∂ ∂ ∂⎝ ⎠       (2.132) 
Note that ( ),f x t  in (2.132) become zeros and ( )xp , ( )xρ  are some constants. Then, the 
modeshapes and the corresponding eigenvalues are given in (2.11) 
 ( ) cosi iv x xω=         (2.133) 
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where 
 i
i p
L
πω ρ=   for 0,1,2,i = ?      (2.134) 
The decomposition of the external forces has the form 
 
( ) ( ) ( ) ( )
( )
( )
0 0 1 1 2 2
0
, cos cos cos
cos
cos
i i
i i
i
f x t f t x f t x f t x
f t x
f t x
ω ω ω
ω
ω∞
=
= + +
+ + +
=∑
? ?    (2.135) 
We merely multiply each side of this equation by xmωcos , ( m , an arbitrary integer) and 
integrate  from zero to L with respect to .x  
( ) ( )
( )
0 0
0
, cos cos cos
2
L L
m i
i
i
m p i pf x t x dx f t x x dx
L L
L f t
π πω ρ ρ
∞
=
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
=
∑∫ ∫
  (2.136) 
Since m is any integer, (2.136) yields to 
 ( ) ( )
0
2 , cos
L
i if t f x t x dx
L
ω= ∫ , 0,1,2,i = ?     (2.137) 
By substituting (2.137) into (2.135), we have 
 
( ) ( ) ( )
( )
0
0
0
,
2 , cos cos
i i
i
L
i i
i
f x t f t v x
f x t x dx x
L
ω ω
∞
=
∞
=
=
⎛ ⎞= ⎜ ⎟⎝ ⎠
∑
∑ ∫
    (2.138) 
If Lp ,,ρ are constants, the equation of motion in (2.128) can be converted using (2.138). 
 
( )
( ) ( )
2 2
2 2
0
,
i i
i
u up f x t
x t
f t v x
ρ
∞
=
∂ ∂− =
∂ ∂
=∑
       (2.139) 
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General solution to (2.139) is given as 
 ( ) ( )
0
, cosi i
i
u x t f t xω∞
=
= ∑        (2.140) 
Substituting (2.140) into (2.139) yields 
 ( ) ( ) ( )2
0 0 0
cos cos cosi i i i i i i
i i i
p f t x f t x f t xω ω ρ ω ω∞ ∞ ∞
= = =
− − =∑ ∑ ∑??  
 ⇒  ( ) ( )2
0
1
cos 0ii i i
i
pf t f t xω ωρ
∞
=
⎛ ⎞⎛ ⎞+⎜ ⎟+ =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ??     (2.141) 
and the initial conditions yields to 
 ( ) ( )0
0
0 cosi i
i
f x x xω∞
=
=∑ ,  ( ) ( )
0
0 cosi i o
i
f x v xω∞
=
=∑ ?   (2.142) 
By separation of variables for (2.141) and(2.142), we obtain the simple initial value 
problem 
 ( ) ( )2 0i i if t f tγ+ =??   0,1,2,i = ?      (2.143) 
where  
 
2
2 1ipωγ ρ
+=          (2.144) 
The dot indicates the derivative with respect to time. A solution for (2.143) is 
( ) sin cosi i i i if t A t B tγ γ= +   for 0,1,2,i = ?    (2.145) 
By substituting (2.145) into (2.140), we have 
 ( ) ( )
0
, sin cos cosi i i i i
i
u x t A t B t xγ γ ω∞
=
= +∑      (2.146) 
From the initial conditions, we obtain 
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 ( ) ( )0
0
,0 cosi i
i
u x B x x xω∞
=
= =∑       (2.147) 
 
( ) ( )0
0
,0
cosi i i
i
u x
A x v x
t
γ ω∞
=
= =
∂ ∑       (2.148) 
Since the equations (2.147) and (2.148) are in the form of cosine Fourier series, we 
determine the coefficients iA , and iB .  
 ( )002 cosLi i
i
A v x x dx
L
ωγ= ∫   0,1,2...i =     (2.149) 
 ( )002 cosLi iB x x x dxL ω= ∫   0,1,2...i =     (2.150) 
Finally the displacement, ( ),u x t in (2.146) is determined. 
2.9. The transient response of a discrete system 
 Consider any n degree-of-freedom of discrete system with two initial conditions; 
the displacements and velocities. The discrete system is shown in Figure 2.11. If the 
stiffness and mass matrices, are given for the system, the equation of motion in matrix 
form is  
 oKxxM =+?? .         (2.151) 
 
Figure 2.11 n degree-of-freedom discrete system with its initial conditions 
 
( )01x ( )0nx
?1m nm1k
( )0ix
( )0ix?
?im ik
( )01x? ( )0nx?
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with the initial displacements and velocities 
 
( )
( )
( )⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
0
0
01
0
n
i
x
x
x
?
?
x ,  
( )
( )
( )⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
0
0
01
0
n
i
x
x
x
?
?
?
?
?
?x       (2.152) 
The eigenvalues and eigenvectors are easily determined from the stiffness and mass 
matrices. Let iλ  and iΦ ,for ni ,,2,1 ?= , be the eigenvalues and eigenvectors of the 
discrete system. Denote the natural frequencies of the system by 2ii ωλ = . The eigenvalue 
matrix is given by 
 [ ]( )nidiag λλλ ??1=Λ       (2.153) 
and the eigenvectors, or mode shapes, are given by 
 [ ]ni ΦΦΦΦ ??1=        (2.154) 
If 0≠iλ  then any solution satisfying the differential equation in (2.151) is given by 
 ( ) tbtat iiiiiii ωω cossin ΦΦx += , for ni ?,,2,1=    (2.155) 
where ia and ib are arbitrary constants which is 0, ≠ii ba . This can be verified by 
substituting (2.155) into(2.151). 
Proof 
In order to prove whether (2.155) is a real solution for(2.151), the solution is simply 
substituted into the differential equations in(2.151). 
 
 
( ) ( )2
2
i id t d t
dt dt
+x xM K  
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( ) ( )
2 2
2 2
sin sin cos cos
sin cos
i i i i i i i i i i i i i i
i i i i i i i i
a t a t b t b t
a t b t
ω ω ω ω ω ω
ω ω ω ω
= − + − +
= − + − =
MΦ KΦ MΦ KΦ
K M Φ K M Φ o
 (2.156) 
(2.156) clearly shows that (2.155) is the solution for the equation of motion.  
 The solution in (2.155) is called the fundamental solution in mathematics and any 
combination of these solutions is also a solution to the same problem, i.e. 
 ( ) ( )∑
=
+=
n
i
iiiiii tbtat
1
cossin ωω ΦΦx       (2.157) 
However, if the system is not constrained at any element of system such as shown in 
Figure 2.11, there is one non-oscillatory mode of motion which is called rigid body 
motion. Since there is no oscillation in this mode, one of eigenvalues yield to 01 =ω .  In 
case of rigid body motion, 01 =ω , (2.156) does not satisfy. 
 
( ) ( )
oKΦ
xKxM
≠=
+
11
1
2
1
2
b
dt
td
dt
td
        (2.158) 
Hence, we conclude that (2.157) is not the general solution for a discrete system of free-
free boundary condition. However we try another solution which is satisfying the 
differential equation in (2.151) with arbitrary constant 1a and 1b .  
 ( ) 11111 ΦΦx btat +=         (2.159) 
Finally we obtain the general solution for differential equations in (2.151) 
 ( ) ( )∑
=
+++=
n
i
iiiiii tbtabtat
2
1111 cossin ωω ΦΦΦΦx     (2.160) 
The coefficients ia and ib  are determined by using the initial conditions in(2.152). First 
we impose the initial displacement into the solution in (2.160). 
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 ( ) ( ) 0
1
0 xΦx ==∑
=
n
i
iib         (2.161) 
The equations in (2.161) is written in matrix form, 
 0xΦb =          (2.162) 
where ( )Tnbbb ?21=b . 
By using the modal matrix,Φ , given in (2.154) and 0x in (2.152), we calculate b . 
 0
1xΦb −=          (2.163) 
The differentiation of (2.160) yields to 
 ( ) ( )∑
=
++=
n
i
iiiiiiii tbtaat
2
11 sincos ωωωω ΦΦΦx?     (2.164) 
By applying the initial velocity, we obtain 
 ( ) ( ) 0
2
110 xΦΦx ?? =+= ∑
=
n
i
iiiaa ω       (2.165) 
(2.165) can be written in the matrix form. 
 0xaΩΦ ?=          (2.166) 
where 
 ( )Tnaaa ?21=a        (2.167) 
 ( )ndiag ωω ,,,1 2 ?=Ω        (2.168) 
From (2.166), we calculate the constant vector a   
 0
11 xΦΩa ?−−=          (2.169) 
By substituting (2.163) and (2.169) into the general solution in (2.160) , we can complete 
the transient response for the discrete system shown in Figure 2.11. The solution in 
matrix form is 
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 ( ) ΦΨbΦΞax +=t         (2.170) 
where 
 ( )tttdiag nωω sin,,sin, 2 ?=Ξ       (2.171) 
 ( )ttdiag nωω cos,,cos,1 2 ?=Ψ       (2.172) 
2.10 The transient response of a discrete system with external forces 
 Consider any n degree-of-freedom of discrete system with initial displacements 
and velocities are harmonically excited by sin tωg . The discrete system is shown in 
Figure 2.12. 
 
 
Figure 2.12 n degree-of-freedom discrete system with external forces. 
 
If the stiffness and mass matrices, are given for the system, the equation of motion in 
matrix form is 
 ( ) ( ) sint t tω+ =Mx Kx g?? .       (2.173) 
with the initial displacements, 0x , and velocities, 0x?  
 
( )
( )
( )⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
0
0
01
0
n
i
x
x
x
?
?
x ,  
( )
( )
( )⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
0
0
01
0
n
i
x
x
x
?
?
?
?
?
?x       (2.174) 
( )tx1 ( )tx2 ( )tx3
( )tf1
? ?
( )tf i ( )tf n
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The eigenvalues,Λ , and eigenvectors, Φ , of the discrete system are given in (2.153) and 
(2.154).  The solution can be obtained by summation of the homogeneous solution and 
particular solution. 
 ( ) ( ) ( )H Pt t t= +x x x         (2.175) 
where ( )P tx  is particular solution of 
 ( ) ( ) sinP Pt t tω+ =Mx Kx g??        (2.176)
and Hx is the general solution that depends on an arbitrary combination of n linearly 
independent functions of the homogeneous problem 
 ( ) ( )H Ht t+ =Mx Kx o??        (2.177)
First, we try a particular solution to (2.176). 
 ( ) sinp t tω=x p         (2.178)
where p is constant vectors. By substituting (2.178) into (2.176)
 2 sin sint tω ω ω− + =Mp Kp 0       (2.179)
sin tω is factored out from (2.179) and we have 
 ( )2ω− + =M K p g         (2.180)
Then the constant vector p is calculated from (2.180) 
 ( ) 12ω −= − +p M K g         (2.181)
The particular solution for (2.176) yields to 
( ) ( ) 12 sinp t tω ω−= − +x M K g       (2.182) 
The solution to homogeneous problem (2.177) is already given in (2.160). By 
superimposing of two solutions, we have the general solution for (2.173) 
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( ) ( ) ( )
( )1 1 1 1
2
sin sin cos
P H
n
i i i i i i
i
t t t
t a t b a t b tω ω ω
=
= +
= + + + +∑
x x x
p Φ Φ Φ Φ
  (2.183) 
Now we impose the initial displacement into (2.183). 
 ( ) 0
1
0
n
i i
i
b
=
= =∑x Φ x         (2.184) 
and the matrix form of  (2.184) is 
 0=Φb x          (2.185) 
where ( )Tnbbb ?21=b . 
We impose the initial velocity into (2.183). 
 ( ) 1 1 0
2
0
n
i i i
i
a aω ω
=
= + + =∑x p Φ Φ x? ?       (2.186) 
(2.186) is written in a matrix form. 
 0ω + =p ΦΩa x?         (2.187) 
where  
 ( )Tnaaa ?21=a        (2.188) 
 ( )21, , , ndiag ω ω=Ω ?        (2.189) 
From (2.185) and (2.187), we obtain the coefficient ia and ib for (2.183). 
 1 0
−=b Φ x          (2.190) 
 ( )1 1 0 ω− −= −a Ω Φ x p?         (2.191) 
Finally we have the solution (2.183) with the coefficients , ,p a b determined by (2.181), 
(2.190), and (2.191). 
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( ) ( ) ( )
( ) ( )sin
steady state transient
t t t
tω
= +
= + +
x x x
p ΦΞa ΦΨb
      (2.192) 
where 
 ( )2,sin , ,sin ndiag t t tω ω=Ξ ?       (2.193) 
 ( )21,cos , ,cos ndiag t tω ω=Ψ ?       (2.194) 
2.11 The finite element model 
 In this section, the finite element model of a vibrating rod is developed. Consider 
an axially vibrating non-uniform rod of length L , which is fixed at 0=x  and free to 
oscillate at Lx = , as shown in Figure 2.13(a). The infinitesimal oscillations of the rod are 
governed by the partial differential equation 
 2
2
t
u
x
up
x ∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂ ρ , Lx <<0 , 0>t       (2.195) 
with boundary conditions 
 ( ) 0,0 =tu , 0
,
=∂
∂
= tLxx
u        (2.196) 
where ( )xpp =  is the axial rigidity, ( )xρρ =  is the mass per unit length of the rod.  
 Consider now a typical element of the rod occupying the interval 21 xxx ≤≤ , as 
shown in Figure 2.13. Obviously the element satisfies (2.195) , which using separation of 
variable, has a particular solution of the form 
( ) ( )∑
=
=
n
i
ii xuttxu
1
sin, φω        (2.197) 
where iu are nodal displacement and ( )xiφ  are appropriate shape functions. The kinetic 
energy for the element is 
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Figure 2.13 A non-uniform axially vibrating rod and its infinitesimal element 
  
 ( )∫ ∑∫
= ==
⎟⎠
⎞⎜⎝
⎛==
2
1
2
1
2
1
2
2
2
sin
2
1 x
xx
n
i
ii
x
xx
dxxutdxuT φρωωρ? ,    (2.198) 
and the potential energy takes the form       
 ( )∫ ∑
= =
⎟⎠
⎞⎜⎝
⎛ ′=
2
1
2
1
sin
2
1 x
xx
n
i
ii dxxuptV φω .      (2.199) 
Hence, the Lagrangian for the element is  
 ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−⎟⎠
⎞⎜⎝
⎛ ′=−= ∫ ∑∫ ∑
= == =
2
1
2
1
2
1
2
2
1
sin
2
1 x
xx
n
i
ii
x
xx
n
i
ii dxxudxxuptTVL φρωφω  (2.200) 
which can be written equivalently in the form 
 ( )MuuKuu TTtL 2sin
2
1 ωω −= ,      (2.201) 
where 
 ( )Tnuuu ?21=u ,       (2.202) 
 [ ]ijk=K , [ ]ijm=M ,        (2.203) 
and where 
( ) , xp ( )xρ
L
qx
ξ
q
??? ???
1x 2x
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 dxpk j
x
x
iij φφ ′′= ∫2
1
,        (2.204) 
and 
 dxm j
x
x
iij φρφ∫= 2
1
.        (2.205) 
In order to minimize the Lagrangian ( )L , we differentiate L  with respect to iu , 
ni ,...,2,1= , and equate the solution to zero by obtaining 
 ( ) 0MuKu
u
=−=∂
∂ 2sin ωωtL ,      (2.206) 
where  
T
nu
L
u
L
u
LL
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
∂
∂=∂
∂ ?
21
ˆ
u
.      (2.207) 
This equation is satisfied for all time t  if and only if 
 0MuKu =− λ ,        (2.208) 
where 2ˆ ωλ = .  
FEM for two degree-of-freedom 
Since the finite element in Figure 2.12(b) is mapped for 211 xqxxx =+≤≤ , we have the 
relationship 
 qxx ξ+= 1   10 ≤≤ ξ .       (2.209) 
If the shape functions are linear and if those are in terms of ξ  
 ( ) ξξφ −=11 ,         (2.210)  
( ) ξξφ =2          (2.211) 
By noting the chain rule 
 52
 
qxx
1
ξ
φξ
ξ
φφ
∂
∂=∂
∂
∂
∂=∂
∂ ⇒  ξqddx =       (2.212) 
Hence, (2.204) and (2.205) in general 
 ( ) ( ) ( ) ( ) ( ) ( )∫∫ ′′=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′′=
1
0
1
0
2
11 ξξφξφξξξφξφξ dp
q
hd
q
pk jijiij ,   (2.213) 
and 
 ( ) ( ) ( ) ξξφξφξρ dqm jiij ∫= 1
0
       (2.214) 
In special case of ( ) ( ) 1== ξρξp , the stiffness and mass matrices are 
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
q
pK , ⎥⎦
⎤⎢⎣
⎡=
21
12
6
qρM       (2.215) 
where Lq =  
FEM for three degree-of-freedom 
Similarly we develop higher order elements. If  we have the relationship 
 qxx ξ+= 1   11 ≤≤− ξ ,       (2.216) 
the shape functions in cubic forms are 
 ( ) ( )1
21
−= ξξξφ         (2.217) 
 ( ) 22 1 ξξφ −=          (2.218) 
 ( ) ( )1
23
+= ξξξφ .        (2.219) 
Then the resulting stiffness and mass matrix from (2.213) and (2.214) are 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
781
8168
187
6q
pK ,        (2.220) 
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
421
2162
124
15
qρM        (2.221) 
where Lq =2  
FEM for four degree-of-freedom 
Similarly we develop higher order elements. If we have the relationship 
 qxx ξ+= 1   30 ≤≤ξ ,       (2.222) 
the shape functions in cubic forms are 
( ) 1
6
11
6
1 23
1 +−+−= ξξξξφ        (2.223) 
 ( ) ξξξξφ 3
2
5
2
1 23
2 +−=        (2.224) 
 ( ) ξξξξφ
2
32
2
1 23
3 −+−=        (2.225) 
 ( ) ξξξξφ
3
1
2
1
6
1 23
4 +−=        (2.226) 
Then the resulting stiffness and mass matrix from (2.213) and (2.214) 
 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−−
−−
=
1481895413
18943229754
54297432189
1354189148
120q
pK      (2.227) 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−−
−−
−
=
128993619
996488136
368164899
193699128
560
qρM       (2.228) 
where Lq =3  
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FEM for five degree-of-freedom 
Similarly we develop higher order elements. If we have the relationship 
 qxx ξ+= 1   22 ≤≤− ξ ,       (2.229) 
the shape functions in forth order polynomial forms are 
 ( ) ξξξξξφ
12
1
24
1
12
1
24
1 234
1 +−−=       (2.230) 
 ( ) ξξξξξφ
3
2
3
2
6
1
6
1 234
2 −++−=       (2.231) 
 ( ) 1
4
5
4
1 24
3 +−= ξξξφ        (2.232) 
 ( ) ξξξξξφ
3
2
3
2
6
1
6
1 234
4 ++−−=       (2.233) 
 ( ) ξξξξξφ
12
1
24
1
12
1
24
1 234
5 −−+=       (2.234) 
Then the resulting stiffness and mass matrix from (2.213) and (2.214) 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−−−
−−
−−−
−−
=
4925684830481472347
6848166401420858881472
30481420822320142083048
1472588814208166406848
3471472304868484925
3780q
pK   (2.235) 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−
−−−−
−
−−
=
58459234811258
5923584768512112
3487683744768348
1125127683584592
58112348592584
2835
qρM     (2.236) 
where qL 4=  
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2.12 The finite element method: mass and stiffness formulation by an inverse  
 method (Ahmadian et al. 1998) 
 
 The newly developed finite element model by Ahmadian et al. in the paper , 
“Minimization of the discretization error in mass and stiffness formulations by an inverse 
method” is introduced briefly. In previous section, polynomials are used for shape 
functions to develop the mass and stiffness matrices. Ahmadian, et al. adopts the inverse 
method and presents the alternative way to formulate the mass and stiffness matrices. In 
this inverse approach, the terms in the shape functions are assigned so that the difference 
between an analytical model and a numerical (discrete) one is minimized and the more 
accurate finite elements of rod, beam and plate are obtained. Since most of interests and 
examples in this dissertation are concerned with an axial vibration, the newly developed 
finite element for an axial problem is introduced. 
 In the development of element mass and stiffness matrices for dynamic problems, 
the displacement solution for the element are assumed based on nodal variables, and the 
mass and stiffness coefficients are then determine by the minimization of Lagrangian. If 
we assume different shape functions then the solution will lead different mass and 
stiffness matrices. Even though we choose different shape functions satisfying certain 
requirements, the solutions of assembled models would converge to the same result as the 
number of elements increase. This means that the choice between different allowable 
shape functions mainly affects the rate of convergence of the solution. 
 The error in the solution of a finite element model can be expressed by a series in 
powers of x∆ , where x∆ is the element characteristic length. The coefficients of this 
series are a linear combination of the terms in the mass and stiffness matrices. The 
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objective of this method is to define the terms in element mass and stiffness matrices by 
minimizing the error in the finite element solution. 
 Consider a uniform rod of length L , density ρ , cross sectional area A and 
Young’s modulus E . The axial displacement is governed by equation of motions 
 
2 2
2 2
0u uEA A
x t
ρ∂ ∂− =
∂ ∂
.        (2.237) 
In general, an element model must meet certain requirements. Consider an element with 
n degree-of-freedom and r rigid-body modes, iφ , 1, ,i r= ? . The mass matrix M is 
symmetric positive definite of rank n  and the stiffness matrix K is symmetric and 
positive semi definite. The rigid body modes of the element, [ ]1 2 TR rφ φ φ=Φ ? , 
form the null space of the stiffness matrix such that 
 0R =KΦ          (2.238) 
If the rigid body modes are defined on the principal co-ordinates of the element then 
 ( )diagTR R xx yy zzm m m I I I=Φ MΦ      (2.239) 
where m is the element mass and xxI , yyI , and zzI are the moments of inertia. Now let us 
consider two degree-freedom-system. The element has one rigid body mode [ ]1 1 1 Tφ = . 
By applying the symmetric consideration and constraints defined in (2.238) and (2.239), 
we obtain the parametric mass and stiffness matrices. 
 
1 1
1 1
k
−⎡ ⎤= ⎢ ⎥−⎣ ⎦K
,  for 0k >      (2.240) 
and 
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1
2
1
2
A x
θ θ
ρ
θ θ
⎡ ⎤−⎢ ⎥⎢ ⎥= ∆ ⎢ ⎥−⎢ ⎥⎣ ⎦
M ,  for 1
4
θ <      (2.241) 
where x∆ is the length of the rod element and k , θ are two parameters with real values. 
The solution in the form of finite element model for (2.237) is given as 
 ( ) ( )( )1 1 1 12 1 2 0i i i i i ik u u u A x u u uρ θ θ θ− + − +− + − + ∆ + − + =?? ?? ?? , 2, ,i n= ?  (2.242) 
where n L x= ∆ is the number of elements. By substituting (2.242) into (2.237) and using 
a Taylor series expansions for 1iu −  and 1iu + , we may have 
 
( ) ( )( )
( )
( )
2 2
2 2
2 1 22
2 1 21
2 0
2 ! 2 1 2 2
i i
m mm
i i
m mm
u uk x A
x t
u ux k x A
m m m x t
ρ
ρ θ
+∞
+=
⎛ ⎞∂ ∂∆ −⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞∂ ∂∆ ∆⎜ ⎟+ − =⎜ ⎟+ + ∂ ∂⎝ ⎠
∑
.   (2.243) 
If x∆ approaches to zero, (2.243) converge to (2.237). When k EA x= ∆ the first term in 
(2.243) represent the governing equation for free vibration of a uniform rod and the 
residual in the second term represents the finite element formulation error. By 
minimization the discrepancy between (2.237) and (2.243), Ahmadian, et al (1998) 
concludes that the best results for a longitudinal vibration of rod is obtained with 
k EA x= ∆  and 1 12θ = . Therefore the new finite element model for an axial vibration is 
 
1 1
1 1
EA
x
−⎡ ⎤= ⎢ ⎥−⎣ ⎦∆
K , 
5 1
1 512
A xρ ⎡ ⎤∆= ⎢ ⎥⎣ ⎦M      (2.244) 
Example 2.2  Consider a uniform rod of 1E A Lρ = = = = which has the free-free 
boundary condition. Estimate the natural frequencies of the rod and compare the results 
obtained by using classical finite element model from the linear shape function and the 
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newly developed finite element model in (2.244). For a convenience, let us call the finite 
element model in (2.215) ‘FEM 1’ and the new finite element ‘FEM2’.  
Solution The analytically obtained natural frequencies are in (2.11). By substituting the 
material properties given in the problem into the equation, we have 
 i iω π= ,  for 0,1,2,i n= ?       (2.245) 
The natural frequencies obtained by the analytical solution, FEM 1 and FEM 2 using 
twenty elements are compared and plotted in Figure 2.14. The predictions of natural 
frequencies in the lower range are improved in the new finite element method. However, 
it still has large discrepancy in higher range of the natural frequencies. 
Figure 2.14 The comparison of natural frequencies of a uniform rod with the free-free 
boundary condition; Analytical results, FEM (linear shape function), and 
FEM (error minimization).  
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3. SPECTRAL CONFORMING MODEL* 
 
3.1 Main idea 
 There is a little variation in a continuous smooth function along a small interval of 
its independent variable.  The basic concept governing discretization of a continuous 
system is in describing the generally changeable parameters of the system as ones with 
simple distributions (e.g. constant, linear, or higher order polynomial) over an element of 
small length. For example the non-uniform rod shown in Figure 1.1 may be approximated 
as a piecewise continuous rod with  uniform parameters  and n ip iρ  within the ith 
element. Finite difference models fit the physical parameters of the continuous system in 
the neighborhood of the elements to the physical parameters of the discrete model. Finite 
element models determine finite dimensional models which fit the kinetic and elastic 
energy of the continuous system. The essential novelty in the spectral conforming model 
introduced here is that the dynamic response of the continuous system is fitted to the 
spectrum of the discrete estimating model.  
 
L
pk =
01 =m 33
Lm ρ=
L
pk =
L
pk =
Lm ρ=2
L
pk =
24
4
π
ρLm =
(a)  (b) (c) (d) (e) 
p,ρ L
 
 
 
 
Figure 3.1 Vibrating rod and its one-degree-of-freedom representing models: (a) 
the continuous rod, (b) a spring model, (c) finite difference model, 
(d) finite element model, (e) spectral conforming model 
 
 
* Used by permission of Journal of Vibration and Control 
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For the sake of clarity, consider the uniform rod of length L , axial rigidity p , and mass 
per unit length ρ , shown in Figure 3.1(a). There are many possible one-degree-of-freedom 
models representing the rod. The simplest of all is a spring of constant , which is shown 
in Figure 3.1(b). The spring’s constant may be chosen to fit the static deflection of the top 
end of the rod due to an applied collocated unit load, i.e.,  
k
 
L
pk = .         (3.1) 
This simple model adequately describes the static behavior of the rod, and may be a 
satisfactory model when dealing with some dynamic problems of slow motion and inertia 
forces of negligible magnitude.  
 
To include the inertia, a one-degree-of-freedom mass-spring system with mass  
Lm ρ=2          (3.2) 
and stiffness , given by (3.1), can be obtained by virtue of the finite difference model 
(1.11)-(1.12) of dimension . This model is shown schematically in Figure 3.1(c). One 
may argue that this is the most logical choice for spring and mass parameters when the 
geometry, rigidity and density of the rod are fitted to the discrete model. 
k
1=n
 A finite element model with 1=n  leads via (1.11)-(1.13) to another mass-spring 
system with mass  
 
33
Lm ρ= ,        (3.3) 
and stiffness  given by (3.1), shown in Figure 3.1(d). Here the kinetic and potential 
energy of the discrete model are the same as in the continuous rod under the approximation 
that the deflection in the rod along its length is linear throughout the motion.  
k
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 To evaluate the performance of these models we compare their dynamic response to the 
response of the continuous rod as follows. Suppose that a harmonic force  
 ( ) ttf ωcos=         (3.4) 
is applied to the upper end of the continuous rod shown in Figure 3.1(a). Then the 
displacement of its end  is given by Lx =
 ( ) ( ) thtLu ωω cos, = ,       (3.5) 
where  
( )
p
L
p
h
ρω
ρωω tan
1= .      (3.6) 
If the force (3.4) is applied to the upper end of the models shown in Figure 3.1(b)-(d) then 
the responses of the models can be expressed in the form 
 ( ) thu ii ωω cos= ,       (3.7) 4,3,2,1=i
with  
11 =h ,          (3.8) 
associated with the spring model,  
222 Lp
Lh ρω−= ,        (3.9) 
corresponding to the finite difference model, and  
 
223 3
3
Lp
Lh ρω−=        (3.10) 
for the finite element model. The function ( )ωh  of the continuous rod, and its 
approximation , , and  are drawn in Figures 3.2(a) through 3.2(c) versus the non-
dimensional frequency 
1h 2h 3h
pL ρωη = . As expected the spring model of Figure 3.1(a) 
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Figure 3.2 Frequency response of the continuous rod and its discrete approximations 
(a) spring model, (b) finite difference model, (c) finite element model,       
(d) spectral conforming model 
 
approximates adequately the dynamics of the continuous rod in the neighborhood of 
0=ω . The finite difference and finite element models approximate the dynamics of the rod 
in larger frequency ranges.  
 We now focus our attention on the spectral conforming model. Its response (3.7) is 
associated with the frequency response function ( )ω4h . Here we impose the spectral 
conditions ( ) ( )ωω hh =4 , for 0=ω  and 2πω = . The first condition 
 implies that ( ) ( ) pLhh /004 == Lpk = . The second condition ( ) ( ) ∞→= 224 ππ hh  
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gives 2/ π=mk . The spectral conforming model has thus a spring of constant  as in 
(3.1) and mass 
k
24
4
πL
pm = .        (3.11) 
This model, shown in Figure 3.1(e), has the response ( )tu4  given by (3.7) where  
222
2
4 4 Lp
Lh ρωπ
π
−= .       (3.12) 
The frequency response ( )η4h  is compared to the response ( )ηh  of the continuous rod in 
Figure 3.2(d). We see from this figure that the spectral conforming model closely predicts 
the dynamic behavior of the rod in the low frequency range, between zero and the lowest 
natural frequency of the rod. This prediction is better than that obtained by the other 
models, shown in Figure 3.2 (a)-(c).  
 This idea can be extended to models of higher order. For example, the uniform rod 
and its two-degree-of-freedom model are shown in Figure 3.3. The four parameters of the 
model, namely , ,  and , are determined by the four spectral constraints 1m 2m 1k 2k
( ) pLh =04 , ( ) ∞→2/4 πh , ( ) 04 =πh  and ( ) ∞→2/34 πh . These conditions yield 
 21 9
16
π
ρLm = , 22 15
64
π
ρLm = , 
L
pk
5
8
1 = , L
pk
3
8
2 = .     (3.13) 
The frequency response of the continuous rod and its second order spectral conforming 
model are shown in Figure 3.4. The spectral conforming model now closely predicts the 
dynamic behavior of the rod in an enlarged frequency range, between zero and the second 
natural frequency of the rod. 
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Figure 3.3 The axially vibrating rod and its two-degree-of-freedom  
model approximation 
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Figure 3.4 The frequency response of a second order spectral conforming model 
   
3.2 Construction of a higher order uniform element 
 We now show how to determine a higher order spectral conforming element 
model. Consider a uniform rod element of length , axial rigidity L p , and mass per unit 
length ρ . The rth order model for this element consists of a chain of r  springs and r  
masses as shown in Figure 3.5. Denote the frequency response of the discrete model by 
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( )ωhˆ . Our objective is to evaluate the mass and stiffness matrices of this model such that 
the following r2  constraints are satisfied, 
  for ( ) ∞→kh ωˆ ( ) ρ
πω p
L
k
k 2
12 −= , rk ,...,2,1= ,   (3.14) 
  for ( ) 0ˆ =kh ω ρ
πω p
L
k
k = , 1,...,2,1 −= rk ,    (3.15) 
and 
 ( )
p
Lh =0ˆ .        (3.16) 
 
 
 
 
 
 
 
1k
2k
1m
2m
3k
rk
rm
Figure 3.5 An rth order spectral conforming element model 
 
Denote 
 ( ) 2
22
4
12
L
pk
k ρ
πλ −= ,  rk ,...,2,1= ,     (3.17) 
 ,2
22
L
pk
k ρ
πµ =  1,...,2,1 −= rk ,      (3.18) 
and 
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p
Ld =  .        (3.19) 
The element model of Figure 3.5 has a diagonal mass matrix 
       (3.20) { rmmmdiag ?21=M }
and a tridiagonal symmetric stiffness matrix 
 .   (3.21) 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
−+−
−+−
−+
=
−−
rr
rrrr
kk
kkkk
kkkk
kkk
11
3322
221
???K
The mathematical problem under consideration is to evaluate  and M K of the form 
(3.20) and (3.21), such that following conditions are met:  
(a) the eigenvalues of MK λ−  are the iλ  prescribed by (3.17),  
(b) the eigenvalues of  are the MK ˆˆ λ− iµ  prescribed by (3.18), where Kˆ  and  
are the  matrices obtained by deleting the rth rows and columns of 
Mˆ
( ) ( 11 −×− rr )
Kˆ  and M  respectively, and  ˆ
(c) the static deflection  given by (3.19) satisfies d
 
 .        (3.22) ∑
=
−=
r
i
ikd
1
1
This problem is similar to the celebrated problem of reconstructing a mass-spring system 
from spectral data, which was first addressed by Gantmakher and Krein (1961). The 
solution presented here is based on the Lanczos method, applied by de Boor and Golub 
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(1978) for reconstructing a tridiagonal matrix from spectral data. A matrix  is first 
defined 
A
2/12/1 −−= KMMA        (3.23) 
where 
{ }2/12/122/112/1 −−−− = rmmmdiag ?M .     (3.24) 
The matrix  is symmetric tridiagonal A
 ,     (3.25) 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
−
−−−
rr
rrr
αβ
βαβ
βαβ
βα
1
112
211
11
???A
with positive diagonal elements jα  and negative off diagonal jβ . Its eigenvalues are 
jλ , . If the last row and column of  are omitted, then the resulting matrix, rj ,...,2,1= A
 ,      (3.26) 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
−−
−−−
12
223
211
11
ˆ
rr
rrr
αβ
βαβ
βαβ
βα
???A
has eigenvalues jµ , 1,...,2,1 −= rj . Denote the spectral decomposition of  by A
 ,         (3.27) VΛAV =
where  is orthogonal V
 ,         (3.28) IVV =T
the matrix  is the identity matrix, and  is diagonal I Λ
  { rdiag }λλλ ?21=Λ .       (3.29) 
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The rth row of  is determined by, (see e.g. de Boley and Golub, 1987 ), V
 
( )
( )∏
∏
≠=
−
=
−
−
= r
jk
k
kj
r
k
kj
rjv
1
1
12
λλ
µλ
, ,     (3.30) rj ,...,2,1=
and the last row of (3.27) can be written componentwise  
        (3.31) 
.,11
2222,11
1111,11
rrrrrrrrr
rrrrr
rrrrr
vvv
vvv
vvv
λαβ
λαβ
λαβ
=+
=+
=+
−−
−−
−−
?
Multiplying the jth equation of (3.31) by  and adding the resulting equations gives  rjv
 ,        (3.32) ∑
=
=
r
j
rjjr v
1
2λα
since  and  by virtue of the orthogonality (3.28). We can 
therefore determine 
1
1
2 =∑ =rj rjv 01 ,1 =∑ = −rj rjjr vv
rα  from (3.30) and (3.32). The following set of equations is then 
obtained from (3.31)  
        (3.33) 
( )
( )
( ) .2 ,12 122
2
2,1
2
1
2
2
2
2
2
1,1
2
1
2
1
2
1
rrrrrrr
rrrr
rrrr
vv
vv
vv
−−
−−
−−
=−
=−
=−
βλα
βλα
βλα
?
Adding the equations in (3.33) gives 
 ( )∑
=
− −−=
r
j
rjjrr v
1
22
1 λαβ ,       (3.34) 
since . Knowing 1
1
2
,1 =∑ = −rj jrv rα  and 1−rβ  the ( )1−r th row of  is obtained from 
(3.31). The other elements of  can then be determined successively for 
V
A
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1,...,2,1 −−= rrj  by following a similar process where jα  and 1−jβ  are determined by 
the set of equations 
 
,,1,11
222,122,11
111,111,11
jrrrjjjrjrjj
jjjjjjj
jjjjjjj
vvvv
vvvv
vvvv
λβαβ
λβαβ
λβαβ
=++
=++
=++
+−−
+−−
+−−
?      (3.35) 
with 00 =β .  
After reconstructing , the matrices A K and  can be found by following the procedure 
below. Denote the 
M
1×r   vector  
 ( T
k
m
111
1
1 ?=q )
)
.       (3.36) 
Multiplying (3.23) by gives qM 2/1
KqMqAM 2/12/1 −= .       (3.37) 
It follows from (3.20), (3.21) and (3.36) that 
 ,        (3.38) 1
2/1 eKqM =−
where . Hence, the vector ( T0011 ?=e y  obtained by solving 
 ,        (3.39) 1eAy =
gives 
 ( Trmmmkm ?211 1=y )
}
,     (3.40) 
by virtue of (3.23), (3.36) and (3.38). Denote 
 ,       (3.41) { ryyydiag ?21=Y
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where  is the jth element of jy y . Then Y  determines  up to the scale factor M
1
2
1 mk ,  
 2
1
2
1 YM
m
k= .        (3.42) 
It thus follows from (3.23) that  
 YAYK
1
2
1
m
k=  .       (3.43) 
Note that at this stage  and  are known. The steady state deflection  is related to 
the flexibility matrix, 
A Y d
n
T
nd eKe
1−= ,        (3.44) 
where  is the nth unit vector. Therefore using (3.43) we have ne
 n
T
nk
md eYAYe 1112
1
1 −−−= ,       (3.45) 
and the scale factor in (3.42) is  
 
dm
k n
T
n eYAYe
111
1
2
1
−−−
= .       (3.46) 
The matrices  and M K  can thus be obtained from (3.42) and (3.43). This process is 
demonstrated by means of an example. 
Example 3.1 With , the equations of motion governing the dynamics of the system 
shown in Figure 3.5 are 
3=r
 .  (3.47) 
⎟⎟
⎟
⎠
⎞
⎜⎜
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⎝
⎛
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⎝
⎛
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−+−
−+
+
⎟⎟
⎟
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⎝
⎛
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
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0
0
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2
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x
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If the third degree-of-freedom of this system is attached rigidly to the ground then the 
equation of motion of the constrained system is 
 .    (3.48) ⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛⎥⎦
⎤⎢⎣
⎡
+−
−++⎟⎟⎠
⎞
⎜⎜⎝
⎛⎥⎦
⎤⎢⎣
⎡
0
0
0
0
2
1
322
221
2
1
2
1
x
x
kkk
kkk
x
x
m
m
??
??
Our objective is to determine the physical parameters , , im ik 3,2,1=i , such that the 
eigenvalues of (3.47) are 
 ρ
πλ 2
2
1 4L
p= , ρ
πλ 2
2
2 4
9
L
p=  and ρ
πλ 2
2
3 4
25
L
p= ,    (3.49) 
the eigenvalues of (3.48) are 
 ρ
πµ 2
2
1 L
p= , ρ
πµ 2
2
2
4
L
p= ,      (3.50) 
and the static deflection of the third degree of freedom in the unconstrained system due to a 
collocated unit load is pL , i.e., 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−+−
−+
1
0
0
0
0
0
0
33
3322
221
pLkk
kkkk
kkk
.      (3.51) 
We first determine the third row of  by using (3.30), V
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15
31 =v , 128
35
32 =v , 128
63
33 =v .     (3.52) 
Then (3.32) gives 
 ρ
πα 2
2
3 4
15
L
p= ,        (3.53) 
and by (3.34) 
 ρ
πβ 2
2
2 4
105
L
p−= .        (3.54) 
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Then the second row of  is determined from (3.31) V
 
16
7
21 =v , 32
3
22 =v , 32
15-23 =v      (3.55) 
In view of the orthogonal relations (3.28), Equation (3.35) for 2=j , gives  
 ρ
πα 2
2
2 4
13
L
p= .        (3.56) 
With , substituting (3.54) through (3.56) in (3.35) yields 2=j
ρ
πβ 2
2
1 4
27
L
p−= ,       (3.57) 
and the first row of  is then V
 
8
21
11 =v , 16
29
12 −=v , 16
10
13 =v .     (3.58) 
It follows from (3.31) and the orthogonal relation (3.28) that 
 ρ
πα 2
2
1 4
7
L
p= ,        (3.59) 
which completes the construction of  A
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
41541050
4105413427
042747
2
2
ρ
π
L
pA     (3.60) 
The vector y  is then obtained from (3.39) 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
25560
548
58
2
2
p
L
π
ρy ,       (3.61) 
and from (3.41) Y
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
2556000
05480
0058
2
2
p
L
π
ρY .     (3.62) 
The scale factor 1
2
1 mk is determined by (3.46) 
ρ
π
3
22
1
2
1
8
5
L
p
m
k = ,        (3.63) 
where by (3.19) pLd = . The stiffness and mass matrices for the spectral conforming 
element are finally found by using (3.32) and (3.33) 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
3013010
301210/13351
0351452
128
L
pK      (3.64) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
900100
0420/10
003151
1024
2π
ρLM      (3.65) 
Note that by (1.11) and (1.12) the stiffness and mass matrices finite difference model of 
order three are 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
110
121
012
3~
L
pK ,  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
100
010
001
3
~ LρΜ ,   (3.66) 
and their finite element counterparts are 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
110
121
012
3
L
pK , 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
210
141
014
18
LρM .    (3.67) 
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Figure 3.6 The frequency response of the continuous rod and its discrete approximation  
 by discrete models: (a) finite difference model, (b) finite elements model,  
 and (c) spectral conforming model 
 
The associated physical parameters of the element are shown in Table 3.1 
 
Table 3.1 The physical parameters of a third order spectral conforming element 
1k  2k  3k  1m  2m  3m  
L
p
63
128  
L
p
35
128  
L
p
30
128  2315
1024
π
ρL
2420
1024
π
ρL  2900
1024
π
ρL  
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The frequency response function of the continuous rod in the interval 100 ≤≤η  and its 
approximations using finite difference, finite element, and spectral conforming models, are 
shown in Figure 3.6. These graphs demonstrate clearly that the spectral conforming model 
gives a significant improved approximation for the frequency range including the first three 
natural frequencies of the rod. 
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4. PERSYMMETRIC MODELS 
 
4.1 Main idea 
 The responses of any given system under the external excitation could be 
described by the transfer function which relates the input force and the output 
displacement. The new discrete model adopts the method, where the transfer functions of 
the discrete model becomes similar to the transfer functions of a underlying small 
element of the continuous system. The uniform rod of the free-free boundary condition is 
considered as the small element of the continuous system. The formulations of the 
stiffness and mass matrices are determined by prescribing the natural frequencies and the 
zero frequencies of the discrete model and appropriately fitting those of the continuous 
counterpart. The new discrete model is supposed to predict the dynamic response of the 
continuous system more accurately. We call the model, namely the persymmetric model. 
The meaning of the persymmetric will be described in detail in the section 4.4. 
 Consider a uniform rod of length L , rigidity p , and density ρ  with a harmonic 
excitation such as shown in Figure 4.1 
 
 
Figure 4.1 A free-free uniform rod with a harmonic excitation 
 
( )txu ,
tωsin
1=L
1== ρp1 2 
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In chapter 2, the frequency response functions are denoted as ( ), ,h input outputω . 
However the short form of notation will be used in this chapter for conveniences. 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
11 1 1
12 1 2
21 2 1
22 2 2
, ,
, ,
, ,
, ,
h h x x
h h x x
h h x x
h h x x
ω ω
ω ω
ω ω
ω ω
=
=
=
=
        (4.1) 
Since a uniform rod is symmetric in shape, the frequency response functions of ( )ω11h  
and ( )ω22h  are supposed to be identical.  In a similar manner, ( )ω12h  and ( )ω21h  are also 
identical. Let us consider 1=== Lpρ  and denote 1 0x =  and 2 1x = . From (2.39) the 
frequency response functions yield to. 
 ( ) ( ) ωω
ωωω
sin
cos
2211
−== hh ,       (4.2) 
 ( ) ( ) ωωωω sin
1
2112
−== hh ,       (4.3) 
The stiffness and mass matrices for two degree-of-freedom can be defined as in (4.4). 
The discrete model may have up to eight unknown parameters in the matrices. 
 ⎥⎦
⎤⎢⎣
⎡=
43
21
kk
kk
K , ⎥⎦
⎤⎢⎣
⎡=
43
21
mm
mm
M .      (4.4) 
The frequency response functions of a discrete model can be described using  (2.73). 
 ( ) ( )
2
4 4
11
k mH
D
ωω ω
−= ,         (4.5) 
( ) ( )
2
2 2
12
k mH
D
ωω ω
− += ,        (4.6) 
( ) ( )
2
3 3
21
k mH
D
ωω ω
− += ,        (4.7) 
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( ) ( )
2
1 1
22
k mH
D
ωω ω
−= ,        (4.8) 
where 
 
( )
( ) ( ) 324121441233243241
2det
kkkkmkmkmkmkmmmm
D
−+−−++−=
−=
ωω
ωω MK
. (4.9) 
Since we want to fit the spectral behaviors of the newly developed model and the 
continuous system similarly, the frequency response functions in (4.5) through (4.8) must 
resemble the frequency responses of a continuous system in (4.2) and (4.3).  By virtue of 
the symmetric shape of the element of the continuous system, the discrete system in (4.4) 
is modified to 
⎥⎦
⎤⎢⎣
⎡=
12
21
kk
kk
K , ⎥⎦
⎤⎢⎣
⎡=
12
21
mm
mm
M ,      (4.10) 
and the frequency response functions in (4.5) through (4.8) are also changed to 
 ( ) ( )
D
mkHH 1
2
1
2211
ωωω −== ,      (4.11) 
 ( ) ( )
D
mkHH 2
2
2
2112
ωωω −== ,      (4.12) 
where 
 ( ) ( ) ( ) 222121122422212 2det kkmkmkmmD −+−+−=−= ωωωω MK   (4.13) 
 It is observed that the matrices of discrete model in (4.10) are symmetric with 
respect to two diagonal directions. If the elements of any matrix are symmetric with 
respect to both diagonal directions, it is called the persymmetric matrix. If the discrete 
mass and stiffness matrices are persymmetric, we call them the persymmetric model. 
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Since the developments of new discrete models in this chapter are based on the uniform 
rod, all discrete models will automatically be in the form of persymmetric matrices.   
 The fixed-free spectral conforming model in chapter 3 satisfies the static 
deflection and spectral conditions of a uniform rod. The spectral conditions of the 
continuous system are also essential to construct the persymmetric model. From 
frequency responses, we can adopt the infinite number of spectral conditions to construct 
the discrete model fitting the curves of frequency responses to the continuous system by 
any possible means. Though there are infinite numbers of spectral points, we employ the 
natural frequencies and the zero frequencies in advance to other points. In order to 
analyze the behaviors of transfer function near natural frequencies (asymptotes), the 
asymptotic analysis is introduced in the following section. If there is no zero frequency in 
the transfer function, we may select any frequency making the amplitude of the transfer 
function close to zero. The tools briefly mentioned above will be explained in more detail 
with a few examples in the following sections. Then, the several approaches to develop 
the persymmetric models will be introduced combining the uses of the methods. 
4.2 Asymptotic analysis 
 Asymptotic analysis allows closer examination of frequency response behavior 
near asymptotes which can be substituted by natural frequencies or poles. This behavior 
which is termed as asymptotic behavior depicts how the function approaches its 
asymptotes. It may be difficult to give a definite answer to the question “What is 
asymptotic analysis?”. However, we may demonstrate the concept by examples.  
Example 4.1 
 Consider three functions which approach infinity as 1→x . 
 80
 ( )
x
xf −= 1
1
1          (4.14) 
 ( ) ( )22 1
1
x
xf −=         (4.15) 
 ( ) x
x
xf 5
1
1
3 +−=         (4.16) 
The plots of these three functions are shown in Figure 4.2. 
Figure 4.2 The asymptotic behaviors of three formulas near 1=x  
 
For an asymptotic analysis, we substitute ε−1  into x . Thus, we have 
 ( ) εεε
1
11
111 =+−=−f        (4.17) 
 ( ) ( ) 222
1
11
11 εεε =+−=−f        (4.18) 
 ( ) εεεεεε
155155
11
113 ≈−+=−++−=−f      (4.19) 
0.6 0.8 1 1.2 1.4
-200
0
200
x
if
1f
2f
3f
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Here ε  is a very small number. The asymptotic results in (4.17) to (4.19) show that ( )xf1  
and ( )xf3  behave similarly as 1→x . However the behavior of ( )xf2  is different. The 
differences are clearly shown in Figure 4.2. The magnitudes of ( )xf1  and ( )xf3  are 
almost identical as x approaches near an asymptote but the magnitude of ( )xf2  is clearly 
different.  Therefore, the asymptotic analysis concludes that ( )xf1  and ( )xf3  behaves in a 
similar fashion. 
Example 4.2 
 Consider two transcendental functions which approach infinity as π→x . 
 1
1
tan
f
x x
−=          (4.20) 
 
xx
f
sin
1
2 =          (4.21) 
The plots of these three functions are shown in Figure 4.3. For an asymptotic analysis, we 
substitute επ −  for x .  
 ( ) ( ) ( )
( )
( ) ( ) πεεπεπ
επ
επεπεπ
1
sin
cos
tan
1
1 ≈−−
−−=−−
−=−f    (4.22) 
( ) ( ) ( ) πεεπεπεπ
1
sin
1
2 ≈−−=−f       (4.23) 
From (4.22) and(4.23) , we deduce that 1f  and 2f  behave similarly near π=x . The 
behaviors are evidently shown in Figure 4.3. 
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Figure 4.3 The asymptotic behaviors of two transcendental functions near π=x  
  
4.3 Diagonalization of stiffness and mass matrices 
Theorem 4.1 
 Let A be symmetric and D  be diagonal with distinct diagonal elements, i.e., 
jjii dd ≠ for all ji ≠ . Then if the product AD  commutes in the sense that  
 DAAD =          (4.24) 
then A is necessarily diagonal. The equation of motion for undamped linear vibratory 
system is 
 oKxxM =+ .         (4.25) 
nn×ℜ∈K and nn×ℜ∈M are symmetric and diagonal matrices. Separation of variable with 
 ( ) ( ) txtx ωsin, vu =         (4.26) 
leads to the eigenvalue problem in matrix form 
 MVΛKV =          (4.27) 
2.4 2.8 3.2 3.6 4
-8
-4
0
4
8
1f
2f
π
if
x
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where 
 [ ]nvvvV "21=  with 1×ℜ∈ niv ni ,,2,1 …=     (4.28) 
and 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
nλ
λ
λ
%
2
1
Λ        (4.29) 
Multiplying (4.27) on the left by TV on either side gives 
 MVΛVKVV TT = .        (4.30) 
Also the transpose of (4.27) yields 
 MΛVKV TT = .        (4.31) 
Since M , K  and Λ are symmetric, the transpose of them gives identical matrices. 
Multiplying (4.31) on the right by V on both sides gives 
 MVΛVKVV TT =         (4.32) 
Define 
 MVVD T=1          (4.33) 
and  
 KVVD T=2 .         (4.34) 
By substituting (4.33) and (4.34) into (4.32), we obtain 
 12 ΛDD =          (4.35) 
By theorem 4.1, (4.33)and (4.34) should be diagonal matrices. By scaling the 
eigenvectors in (4.33) and (4.34) arbitrarily we conclude 
 IMΦΦ =T          (4.36) 
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and 
 ΛKΦΦ =T .         (4.37) 
By solving (4.36) and (4.37) with respect to M  and K , we have 
 1−−= IΦΦM T          (4.38) 
and 
 1−−= ΛΦΦK T         (4.39) 
4.4 The number of unknown parameters in a persymmetric model  
 It was presented that the matrices of the discrete model for a uniform rod has the 
persymmetric condition which means that the stiffness and mass matrices are symmetric 
about both diagonals. The matrices can be considered as two different cases, i.e. for odd 
and even number of degrees-of-freedom. The examples of the odd and the even 
persymmetric matrices are shown in (4.40) and(4.41) . 
 - Odd matrix: 3=n  
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
syma
aa
aaa
asym
aa
aaa
aaa
aaa
aaa
icpersymmetr
3
42
321
1
24
321
123
242
321
A   (4.40) 
 - Even matrix: 4=n  
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
syma
aa
aaa
aaaa
asym
aa
aaa
aaaa
aaaa
aaaa
aaaa
aaaa
icpersymmetr
4
73
752
4321
1
25
375
4321
1234
2563
3652
4321
A  (4.41) 
 It is important to count the number of unknown parameters because it will 
determine the number of algebraic equations required to find unknown parameters in the 
persymmetric model.  The number of variables in the odd persymmetric matrix is given 
by 
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 ( ) ( )
4
112
22
1
1
+=−∑
+
=
ni
n
i
        (4.42)  
and the number of variables in the even persymmetric matrix is given by 
 ( )
4
22
2
1
+=∑
=
nni
n
i
        (4.43) 
Equations of motion for the undamped discrete vibratory system consists of two matrices; 
the mass and stiffness matrices. Thus, the number of unknowns become twice the number 
obtained in (4.42) or (4.43). Therefore, the total number of unknowns for any discrete 
system of the odd degree-of-freedom is 
 ( ) ( )
2
1122
22
1
1
+=−∑
+
=
ni
n
i
        (4.44) 
and of the even degree-of-freedom is 
 ( )
2
222
2
1
+=∑
=
nni
n
i
.        (4.45) 
The persymmetric condition can be also obtained from a modal matrix. In this 
persymmetric modal matrix, the magnitude of the first mode shape is symmetric and the 
second is anti-symmetric. This pattern continues until the last column of a modal matrix. 
In anti-symmetric mode, the bottom half of mode vector is the mirror image of the top 
half but opposite in sign. Another condition for a persymmetric modal matrix is the 
number of sign change from the first to the last mode. There is no sign change in the first 
mode but the number of sign change increases by one from left to right. These 
persymmetric conditions for a modal matrix are clearly shown in Figure 4.4. 
 
 86
                   Figure 4.4 Persymmetric conditions in a modal matrix 
 
We present here the persymmetric modal matrices of two to five degrees-of-freedom. The 
elements of modal matrices iϕ  are real and nonnegative numbers. 
 ⎥⎦
⎤⎢⎣
⎡
−= 21
21
ϕϕ
ϕϕ
Φ         (4.46) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−=
431
52
431
0
ϕϕϕ
ϕϕ
ϕϕϕ
Φ        (4.47) 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−−=
7531
8642
8642
7531
ϕϕϕϕ
ϕϕϕϕ
ϕϕϕϕ
ϕϕϕϕ
Φ       (4.48) 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−
−−
=
119641
1210752
1383
1210752
119641
00
ϕϕϕϕϕ
ϕϕϕϕϕ
ϕϕϕ
ϕϕϕϕϕ
ϕϕϕϕϕ
Φ      (4.49) 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
nnnn
n
φφφ
φφφ
"
###
###
"
21
11211
(1) Magnitudes are symmetric
{ }1               1       0 −n" (3) number of sign changes
{ }"A         SA            S (2) Repeating of symmetric and anti-symmetric 
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 It is observed that the even modal matrix has 22n  variables and the odd matrix 
has ( ) 212 +n  unknowns. In addition, an eigenvalue matrix adds on n  unknown 
eigenvalues. Hence, the total number of unknowns of the odd degree-of-freedom system 
is given as 
 ( )
2
1
2
1 22 +=++ nnn ,        (4.50) 
and the number of unknowns of the even degree-of-freedom system becomes 
 ( )
2
2
2
2 +=+ nnnn .        (4.51) 
Hence, from (4.44), (4.45), (4.50), and (4.51), we come to the conclusion that the 
numbers of unknown parameters are ( ) 21 2+n  for n  odd degree-of-freedom model and 
( ) 22+nn  for n  even degree-of-freedom. From the persymmetric modal matrix, the 
stiffness and mass matrices can be obtained by using (4.38) and(4.39). If the modal 
matrix satisfies the persymmetric condition, the stiffness and mass matrices should be 
automatically persymmetric. If we construct the stiffness and mass matrices using a 
known eigenvalue matrix, the number of unknown parameters is reduced to  
 
2
12 +n ,  for odd case       (4.52) 
and  
 
2
2n    for even case.       (4.53) 
The eigenvalues of the free-free continuous rod of 1p Lρ= = =  are iπ , 0,1,2,i = " . 
The eigenvalues of two degree-of-freedom system is given in the matrix form 
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 ⎥⎦
⎤⎢⎣
⎡= 20
00
πΛ          (4.54) 
By substituting (4.54) into (4.39), we obtain the persymmetric model having two 
unknown elements 1ϕ , 2ϕ .  
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
4 22
2
ϕ
πK         (4.55) 
 ( ) ⎥⎦
⎤⎢⎣
⎡
+−
−+= 2
2
2
1
2
1
2
2
2
1
2
2
2
2
2
1
2
2
2
14
1
ϕϕϕϕ
ϕϕϕϕ
ϕϕM       (4.56) 
The eigenvalues matrix of three degree-of-freedom system is given as 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
2
2
400
00
000
π
πΛ .        (4.57) 
By substituting (4.57) into (4.39), we obtain the persymmetric model having five  
unknown parameters 1ϕ , 2ϕ , 3ϕ , 4ϕ , and 5ϕ . 
 ( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+=
123
242
321
2
4251
2
3
2
4 kkk
kkk
kkk
ϕϕϕϕϕ
πK      (4.58) 
where 
 5421
2
4
2
2
2
3
2
2
2
5
2
11 24 ϕϕϕϕϕϕϕϕϕϕ +++=k  
 23212 8 ϕϕϕ−=k  
 5421
2
4
2
2
2
3
2
2
2
5
2
13 24 ϕϕϕϕϕϕϕϕϕϕ −−+−=k  
 23
2
14 16 ϕϕ=k  
 ( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+=
123
242
321
2
4251
2
34
1
mmm
mmm
mmm
ϕϕϕϕϕM      (4.59) 
where 
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 5421
2
5
2
3
2
4
2
2
2
3
2
2
2
5
2
11 2 ϕϕϕϕϕϕϕϕϕϕϕϕ ++++=m  
 ( )5421232 2 ϕϕϕϕϕ −−=m  
 5421
2
5
2
3
2
4
2
2
2
3
2
2
2
5
2
13 2 ϕϕϕϕϕϕϕϕϕϕϕϕ −+−+−=m  
 ( )2421234 4 ϕϕϕ +=m  
 
4.5 Approach I : Using mass normalized modal matrix 
 Consider a n  degree-of-freedom discrete model for a uniform rod of length L , 
density ρ , rigidity p  with free-free boundary conditions. The eigenvalue matrix is 
 
( ) ⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
22
2
2
2
1
10
00
0
0
π
π
ρ
λ
λ
λ
n
L
p
n
%%Λ .   (4.60) 
The modeshapes corresponding to the eigenvalues are 
 xp
L
iAv ii ρ
πcos=  for ni ",2,1=       (4.61) 
iA  is some positive constant and it can be obtained using mass normalization. 
 1
0
2∫ =L ivρ          (4.62) 
By solving (4.62) with respect to iA , we obtain the amplitudes of modeshapes. 
 
L
Ai ρ
1=   for 0=i       (4.63) 
and 
 
ρπρπρπ
ρπ
ρ pipipi
pi
L
Ai
+⋅
=
sincos
2 . for ni ",2,1=   (4.64) 
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In general, the rigidity p  is much larger than density ρ . Hence (4.64) is simplified to 
 
L
Ai ρ
1=  for i=0        (4.65) 
and 
 
L
Ai ρ
2≈ . for 1,2, ,i n= "       (4.66) 
From iA  in (4.65) and(4.66), we have a modal matrix. 
 
( ) ( )
( ) ( )
( ) ( )⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
⋅⋅
⋅⋅
⋅⋅
=
LL
xx
L
n
ini
n
λλ
λλ
λλ
ρ
cos2cos21
cos2cos21
0cos20cos21
1
2
2
2
"
#%##
"
"
Φ    (4.67) 
where,  
 ( )( ) Ln
ixi 1
1
−
−=   for ni ",2,1=       
and   
 ( )2
221
L
ip
i ρ
πλ −=  for ni ",2,1=   
Example 4.3 
Consider a discrete system of 2=n for a free-free uniform rod of 1=== Lpρ . Find a 
mass-normalized modal matrix.   
Solution  
First we determine the eigenvalues of a free-free rod. The eigenvalues in a matrix form is 
given in (4.60).  
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 ⎥⎦
⎤⎢⎣
⎡= 20
00
πΛ           (4.68)  
The modeshape corresponding to the first eigenvalue is 
 1 1 1cos0v A A= =         (4.69) 
1A  is some positive constant and determined by mass-normalization. 
 1
1
0
2
10
2
1 ∫∫ == AvL ρ  ⇒  11 =A       (4.70) 
The second mode shape 
 xAv πcos22 =  ,        (4.71) 
is mass-normalized by 
 1cos
1
0
22
20
2
2 ∫∫ == xAvL πρ  ⇒ 22 =A      (4.72) 
Finally, the modal matrix for two degree of freedom system becomes 
 
( )
( ) ⎥⎦
⎤⎢⎣
⎡
−=⎥⎦
⎤⎢⎣
⎡
⋅
⋅=
21
21
1
0
21
21
π
π
conAA
conAA
Φ       (4.73) 
In a similar manner, we can obtain the mass normalized modal matrices for 3=n  
 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−
−=
221
201
221
Φ        (4.74) 
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for 4=n  
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−−
=
2221
2
2
1
2
11
2
2
1
2
11
2221
Φ       (4.75) 
for 5=n  
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−−
−
−−
=
22221
21011
20201
21011
22221
Φ .     (4.76) 
 If the eigenvalues and modal matrices are known, the stiffness and mass matrices 
can be easily determined by (4.38) and (4.39) . The modal matrices from (4.73) to (4.76)
satisfy the persymmetric modal conditions shown in Figure 4.4. The persymmetric 
discrete mass and stiffness matrices for higher degree-of-freedom systems are presented 
below. 
Two degree-of-freedom model 
 ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−
−
=
11
11
8
2πK         (4.77) 
 ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
31
13
8
1M          (4.78) 
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Three degree-of-freedom model 
 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−
−−
−
=
110
121
011
4
2πK        (4.79) 
 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−
−
=
721
2122
127
32
1M        (4.80) 
Four degree-of-freedom model 
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−−−
−−−
−−
=
293023
3056242
2245630
323029
72
2πK       (4.81) 
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
−
−
−
=
11221
22042
24202
12211
72
1M       (4.82) 
 
 
 
 
 
 94
 
Five degree-of-freem model 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
+−−−
+−−−−
−−
−−−+−
−−+−
=
912401241
1241882124
081680
1242818124
112401249
16
2πK   (4.83) 
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−−
−
−−
−
−−
=
152221
228442
242842
244282
122215
128
1M       (4.84) 
If we substitute the modal matrices of (4.73) to (4.76) and the mass matrices of (4.78), 
(4.80), (4.82), (4.84) into (4.36), we discover that the results always yields to the identity 
matrices. The sample calculations for the two and three degree-of-freedom model are 
presented for proof. 
 ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡
−⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡
−= 10
01
21
21
31
13
22
11
6
1MΦΦT    (4.85) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−=
100
010
001
221
201
221
721
2122
127
222
202
111
32
1MΦΦT
   (4.86) 
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For this reason, these modal matrices in (4.73) to (4.76) are called mass-normalized 
modal matrices and the discrete models obtained using the modal matrices are called 
mass-normalized model. If the material properties are given as some constants p , ρ  and 
the length as L , the stiffness and mass matrices are transformed to 
 KK
L
p=ˆ ,         (4.87) 
 MM Lρ=ˆ .         (4.88) 
Example 4.4 We consider a uniform rod of length 1=L , constant Young’s modulus of 
elasticity 1=E , cross sectional area, 1A = , constant density 1=ρ . Plot the frequency 
response functions of mass normalized mode for two degree-of-freedom. Then compare 
them to a continuous rod and the finite element model.  
 Figure 4.5 The frequency responses of the continuous rod and its approximation by  
discrete models: (a) collocated, (b) crosslocated. 
 
It is observed that collocated and crosslocated frequency responses of the mass 
normalized model are fitting nicely to those of a continuous rod near both natural 
frequencies, 1 0ω = and 2ω π= .  
0 1 2 3 4
-10
0
10
0 1 2 3 4
-10
0
10
Continuous Rod
Finite Elements Model
Persymmetric Model
Continuous Rod
Finite Elements Model
Persymmetric Model
ω ω
( ) ( )ωω hh , ( ) ( )ωω hh ,
(a) (b)
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4.6 Approach II : Using asymptotic analysis 
 If n degree-of-freedom system is considered, we can immediately identify 
n eigenvalues and 1n −  zeros of a uniform rod. In other words, if n degree-of-freedom 
system is given, 2 1n − conditions are found automatically. It has been expressed 
repeatedly that the aim of this research is to develop the discrete model where the 
dynamic behavior of the discrete model fits the one of the continuous system. Therefore, 
the foremost conditions to formulate the discrete stiffness and the mass matrices should 
be the 2 1n −  spectral conditions. From the spectral conditions, we obtain 2 1n −  
algebraic equations. Then the remaining conditions may be established using the 
asymptotic analyses. We could conduct n asymptotic analyses for every possible 
frequency response function. Let us consider the two degree-of-freedom discrete model. 
Since there are four unknown parameters in the mass and the stiffness matrices, we need 
to have four algebraic equations to solve for four unknown parameters. Three equations 
can be immediately obtained using three spectral conditions, and then the remaining one 
is obtained using an asymptotic analysis. However, one problem arises here. What if 
there are more asymptotic condition than necessary? For example, there are two 
distinctive frequency response functions in a two degree-of-freedom system. Hence, it is 
possible to conduct four asymptotic analyses from the combination of two eigenvalues 
and two frequency response functions. Since we need only one more equation to 
determine the unknown parameters in the two degree-of-freedom model, we should 
choose one asymptotic analysis reasonably. Finally the four unknown parameters of the 
persymmetric stiffness and mass matrices are determined by solving  one possible set of 
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four algebraic equations. If the degree-of-freedom goes higher, the selection of equations 
itself might be a challenging work. 
4.6.1 The two degree-of-freedom model 
 The persymmetric stiffness and mass matrices are given in (4.4) and the frequency 
response functions of a discrete model are in (4.5). This two degree-of-freedom model 
contains four unknown physical parameters, 1k , 2k , 1m  and 2m . Firstly, three algebraic 
equations are obtained using two natural frequencies and one zeros. Then, the remaining 
equation will be obtained from the asymptotic analysis. From two natural frequencies, we 
have 
 ( ) ( ) ( )
2
1 1
11 220 0
0
k mH H
D
ω−= = = −∞       (4.89) 
 ( ) ( ) ( )
2
1 1
11 22
k mH H
D
ωπ π π
−= = = ∞       (4.90) 
 ( ) ( ) ( )
2
2 2
12 210 0
0
k mH H
D
ω−= = = −∞       (4.91) 
( ) ( ) ( )
2
2 2
12 21
k mH H
D
ωπ π π
−= = = −∞       (4.92) 
From (4.89) to(4.92) , we obtain 
 ( ) 00 =D  ⇒  02221 =− kk       (4.93) 
and 
 ( ) 0=πD  ⇒  ( ) ( ) 02 22212112242221 =−+−+− kkmkmkmm ππ . (4.94) 
From zero frequency, we obtain 
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 ( ) 02
2
1
2
1
11 =−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
D
mkH ππ    ⇒  ( ) 02 121 =− mk π    (4.95) 
 Now asymptotic analyses for frequency responses of the continuous model and 
the discrete model are conducted. First, we analyze the asymptotic behaviors for a 
continuous system near the first two natural frequencies. There are two frequency 
response functions for a two degree-of-freedom system such as ( )ω11h  and ( )ω12h  which 
are given in (4.3) and (4.4). A very small numberε  is substituted intoω . Since the higher 
orders of ε  terms are very small enough, they are cancelled out from numerators and 
denominators except the lowest order of ε  terms. By substituting ε  into frequency 
response functions, we have 
( ) 211 1sin
cos
εεε
εε −≈−=h        (4.96) 
( )
212
1
sin
1
εεεε −≈−=h .       (4.97) 
By substituting επ −  into frequency response functions, we have 
( ) ( )( ) ( ) πεεπεπ
επεπ 1
sin
cos
11 ≈−−
−−=−h       (4.98) 
( ) ( ) ( ) πεεπεπεπ
1
sin
1
12 −≈−−
−=−h .     (4.99) 
From above four equations, we discovered the asymptotic behaviors of two frequency 
response functions of a continuous system. When the frequency of excitation approaches 
the first natural frequency, the amplitude response at the ends behaves in a fashion of  
21 ε− . If the frequency approaches the second natural frequency, the response behaves 
in a fashion of 1 πε at point 1 and 1 πε−  at point 2. We now conduct the asymptotic 
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analyses for a discrete model.  By substituting ε  intoω  and noting (4.93) and (4.94) we 
obtain 
 
( ) ( ) ( )
( )
2
1 1
11 2 2 4 2 2 2
1 2 2 2 1 1 1 2
1
2
2 2 1 1
2
2
k mH
m m k m k m k k
k
k m k m
εε ε ε
ε
−=
− + − + −
≈
−
   (4.100) 
 
( ) ( ) ( )
( )
2
2 2
12 2 2 4 2 2 2
1 2 2 2 1 1 1 2
2
2
2 2 1 1
2
2
k mH
m m k m k m k k
k
k m k m
εε ε ε
ε
− +=
− + − + −
−≈
−
   (4.101) 
and by substituting επ −  intoω  and noting (4.93) and (4.94) , we have 
 
( ) ( )( )( ) ( )( )
( ) ( )112222213
1
2
1
2
2
2
1
2
1122
42
2
2
1
1
2
1
11
44
2
mkmkmm
mk
kkmkmkmm
mkH
−−−−
−≈
−+−−+−−
−−=−
πεεπ
π
επεπ
επεπ
  (4.102) 
( ) ( )( )( ) ( )( )
( ) ( )112222213
2
2
2
2
2
2
1
2
1122
42
2
2
1
2
2
2
12
44
2
mkmkmm
k
kkmkmkmm
mkH
−−−−
+−≈
−+−−+−−
−+−=−
πεεπ
π
επεπ
επεπ
  (4.103) 
By relating each four asymptotic analysis of a discrete and continuous system, in (4.96) 
through (4.103), we obtain four algebraic equations from (4.96) and (4.100) 
 ( ) 02 11122 =+− kmkmk ,       (4.104) 
from (4.97) and (4.101) 
( ) 02 21122 =+− kmkmk        (4.105) 
from (4.98) and (4.102) 
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( ) ( ) 044 121112222212 =−+−+− mkmkmkmm ππ     (4.106) 
from (4.99) and (4.103) 
 ( ) ( ) 044 222112222212 =−+−+− mkmkmkmm ππ     (4.107) 
 
In additions to three algebraic equations obtained using spectral conditions in (4.93), 
(4.94) and (4.95), any of equation in (4.104) to (4.107) can be picked to determine 
unknown parameters, 1k , 2k , 1m and 2m .  It is observed that the uses of (4.104) and 
(4.107) give identical results and that (4.106) and (4.107) gives identical results. Finally 
the two possible persymmetric models are found using (4.104) or (4.107)  
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
12
2πK , ⎥⎦
⎤⎢⎣
⎡=
21
12
6
1M ,      (4.108) 
and using (4.105) and (4.106) 
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
8
2πK , ⎥⎦
⎤⎢⎣
⎡=
21
12
4
1M .      (4.109) 
The frequency response function of the continuous rod and its approximations using 
persymmetric models of (4.108) and (4.109) are shown in Figure 4.6 and Figure 4.7. 
 The persymmetric model given in (4.108) was constructed using two natural 
frequencies, one zero frequency and one asymptotic analysis at the first natural frequency. 
Therefore, the frequency responses of the persymmetric model and the continuous system  
in Figure 4.6(a) and 4.6(b) show very accurate matching near the first two natural 
frequencies and at the first zero frequency. In additions the asymptotic behavior of a 
persymmetric model near the first pole is very close to those of a continuous system. In 
the model (4.109), we fitted two natural frequencies, one zero frequency to the 
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continuous system and conducted one asymptotic analysis near the second natural 
frequency. The frequency responses of both the persymmetric model and the continuous 
system in Figure 4.7(c) and 4.7(d) show the accurate matching at two poles and a zero. 
The asymptotic behaviors near the second natural frequency are very similar to the 
continuous system near the second pole such as we expected. 
 
Figure 4.6 The frequency responses of the continuous rod and the persymmetric 
models in (4.108): (a) collocated, (b) crosslocated 
 
Figure 4.7 The frequency response of the continuous rod and the persymmetric 
models in (4.109) : (a) collocated, (b) crosslocated 
 
0 1 2 3 4
-10
0
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0 1 2 3 4
-10
0
10
(a) (b)
( ) ( )ωω Hh ,
ω ω
Continuous Rod
Persymmetric Model
( ) ( )ωω Hh ,
Continuous Rod
Persymmetric Model
0 1 2 3 4
-10
0
10
0 1 2 3 4
-10
0
10
(a) (b)
ωω
( ) ( )ωω Hh ,( ) ( )ωω Hh ,
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 In previous persymmetric model in (4.108) and (4.109), all three spectral data 
were employed remaining only one space for an asymptotic analysis. If we give up the 
use of zero frequency and if we use both equations from asymptotic analyses in (4.104) 
and (4.106),  another persymmetric model can be found. 
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
8
2πK , ⎥⎦
⎤⎢⎣
⎡=
31
13
8
1M .      (4.110) 
It is interesting to observe that the persymmetric model in (4.110) is identical to the mass-
normalized model in (4.77) and (4.78). If the real material properties of the rod, p , ρ , L , 
are given, the stiffness and mass matrices of (4.108), (4.109) and (4.110) are transformed 
to 
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
12
2
L
pπK , ⎥⎦
⎤⎢⎣
⎡=
21
12
6
LρM      (4.111) 
 ⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
8
2
L
pπK , ⎥⎦
⎤⎢⎣
⎡=
21
12
4
LρM      (4.112) 
⎥⎦
⎤⎢⎣
⎡
−
−=
11
11
8
2
L
pπK , ⎥⎦
⎤⎢⎣
⎡=
31
13
8
LρM      (4.113) 
4.6.2 The three degree-of-freedom model 
 Consider a uniform rod of length L , rigidity p , and density ρ  with a harmonic 
excitation such as shown in Figure 4.8. 
 
 
Figure 4.8 A free-free element 
( )txu ,
tωsin
1=L
1== ρp1 2 3 
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Let us define 
 ( ) ( ) ( )113311 ,, xxhhh ωωω == ,        (4.114) 
( ) ( ) ( )213212 ,, xxhhh ωωω == ,       (4.115) 
( ) ( ) ( )313113 ,, xxhhh ωωω == ,       (4.116) 
( ) ( )2222 ,, xxhh ωω =         (4.117) 
Since a uniform rod is symmetric in shape, the frequency response functions of ( )ω11h  
and ( )33h ω  are supposed to be identical.  In a similar manner, ( )ω12h  and ( )31h ω  will be 
identical. Let us consider 1=== Lpρ  and denote 1 0x = , 2 1 2x = and 3 1x = . From 
(2.39) the frequency response functions yield to. 
 ( ) ωω
ωω
sin
cos
11
−=h         (4.118) 
 ( ) ωω
ω
ω
sin
2
cos
12
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
=h         (4.119) 
 ( ) ωωω sin
1
13
−=h         (4.120) 
( ) ωω
ω
ω
sin
2
cos2
22
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
=h         (4.121) 
The persymmetric stiffness and mass matrices of three degree-of-freedom model has 
eight unknown parameters, 1k , 2k , 3k , 4k , 1m , 2m , 3m  and 4m .  
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
123
242
321
kkk
kkk
kkk
K ,  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
123
242
321
mmm
mmm
mmm
M      (4.122) 
The four frequency response functions of the discrete model are 
 ( ) ( ) ( )( )
2 4 2 2
1 4 2 4 1 1 4 2 2 1 4 2
11
2m m m k m k m k m k k k
H
D
ω ωω ω
− + − − + + −=   (4.123) 
( ) ( ) ( ) ( )( ) ( )( )
4 2
2 3 1 1 3 2 3 1 2 2 1 3
12
m m m k k m m m k k k k
H
D
ω ωω ω
− + − − − − −=  (4.124) 
 ( ) ( ) ( )( )
2 4 2 2
2 3 4 2 2 3 4 4 3 2 3 4
13
2m m m k m k m k m k k k
H
D
ω ωω ω
− + − + + + −=  (4.125) 
( ) ( ) ( )( ) ( )( )( )( )
( )
2 2 4 2
3 1 1 3 1 3 1 3 3 1
22
2 2
1 3
m m k k m m k k m m
H
D
k k
D
ω ωω ω
ω
− − − − + − + −=
−+
 (4.126) 
where  
 
( )
( )
2
2 2 2 2 6
2 3 1 2 3 4 1 4
2
2 2 3 2 1 2 1 1 4 3 2 3 3 4 4
2 2 2
1 2 4 3 4 1
2 2
2 3 2 1 4 1 3 4 3 2 3 1 4 2
2 2
2 1 1 2 2 3 4
2 2 2
3 4 1 4 1 2 3
det
2 2
4 4 2 2 2
2
4 2 2 2
2 4
2 2
D
m m m m m m m m
k m m k m m k m m k m k m m
k m k m k m
k k m k k m k k m k m k m
k m k k m k m
k k k k k k k
ω ω
ω
ω
ω
= −
= − + + −
⎛ ⎞− + + −+⎜ ⎟⎜ ⎟− − +⎝ ⎠
⎛ ⎞− − + − −+⎜ ⎟⎜ ⎟+ + +⎝ ⎠
− + − +
K M
2
2k
  (4.127) 
Firstly, five algebraic equations are obtained using three natural frequencies  
 i iω π= ,   for 0,1,2i =       (4.128) 
and two zeros.  
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 ( )
2
12 πµ −= ii , for 2,1=i       (4.129) 
Then, the remaining three equations are obtained from the asymptotic analyses. By 
substituting three natural frequencies into(4.105) , we have 
( ) 01 =ωD  ⇒  022 223221421423 =+−+− kkkkkkkk    (4.130) 
 ( ) 02 =ωD  ⇒  
( )
0
22
42
2224
22
2244
22
2
23
2
214
2
14
2
3
2
4
2
32211
2
24
2
1
3
2
2343141232
4
2
14
2
34
2
21433
2
23411212322
6
4
2
14
2
3
2
213
2
2
=
+−+−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++−
−+−−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−−
++−+
−++−
kkkkkkkk
mkmkkmkmk
mkmkkmkkmkk
mkmkmkmmk
mkmmkmmkmmk
mmmmmmmm
π
π
π
 (4.131) 
 ( ) 03 =ωD  ⇒  
( )( )
( )
( )
0
22
2
42
2224
2
22
2244
222
2
23
2
214
2
14
2
3
2
4
2
32211
2
24
2
1
3
2
2343141232
4
2
14
2
34
2
21433
2
23411212322
6
4
2
14
2
3
2
213
2
2
=
+−+−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++−
−+−−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−−
++−+
−++−
kkkkkkkk
mkmkkmkmk
mkmkkmkkmkk
mkmkmkmmk
mkmmkmmkmmk
mmmmmmmm
π
π
π
. (4.132) 
From the two zero frequencies, we obtain 
 ( )
( ) ( )
02
2
2
2
241
2
224114
4
2
241
111 =
−+⎟⎟⎠
⎞
⎜⎜⎝
⎛+−−+⎟⎟⎠
⎞
⎜⎜⎝
⎛−
=
D
kkkmkmkmkmmm
H
ππ
µ  
⇒  ( ) ( ) 02
416
2
241224114
2
2
241
4
=−++−−+− kkkmkmkmkmmm ππ  (4.133) 
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( )
( ) ( )
02
32
2
3 2
241
2
224114
4
2
241
211 =
−+⎟⎟⎠
⎞
⎜⎜⎝
⎛+−−+⎟⎟⎠
⎞
⎜⎜⎝
⎛−
=
D
kkkmkmkmkmmm
H
ππ
µ  
⇒  ( ) ( ) 02
4
9
16
81 2
241224114
2
2
241
4
=−++−−+− kkkmkmkmkmmm ππ  (4.134) 
 
 Now we analyze the asymptotic behaviors of a uniform rod near the first three 
eigenvalues.  By substituting ε  into frequency response functions 
( ) 211 1sin
cos
εεε
εε −≈−=h ,       (4.135) 
( )
212
1
sin
2
cos
εεε
ε
ε −≈
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=h        (4.136) 
( )
213
1
sin
1
εεεε −≈−=h ,       (4.137) 
( )
2
2
22
1
sin
2
cos
εεε
ε
ε −≈
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=h .       (4.138) 
By substituting επ −  into frequency response functions, 
( ) ( )( ) ( ) πεεπεπ
επεπ 1
sin
cos
11 ≈−−
−−=−h ,     (4.139) 
( ) ( ) ( ) πεεπεπεπ
1
sin
1
13 −≈−−
−=−h      (4.140) 
Note that there is no asymptotic behaviors of ( )ω12h , ( )ω22h  at the second natural 
frequency πω = . By substituting επ −2  into frequency response functions, we obtains 
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( ) ( )( ) ( ) πεεπεπ
επεπ
2
1
2sin2
2cos211 ≈−−
−−=−h      (4.141) 
( ) ( ) ( ) πεεπεπ
επ
επ
2
1
2sin2
2
2cos
212 −≈−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
−=−h      (4.142) 
( ) ( ) ( ) πεεπεπεπ 2
1
2sin2
1213 ≈−−
−=−h      (4.143) 
( ) ( ) ( ) πεεπεπ
επ
επ
2
1
2sin2
2
2cos
2
2
22 ≈−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
−=−h      (4.144) 
We now analyze the asymptotic behaviors of the discrete model. By substituting, ε  into 
frequency response functions, we have 
( ) ( )εε D
kkkH
2
241
11
−≈         (4.145) 
( ) ( )( )εε D
kkkH 31212
−−≈        (4.146) 
 ( ) ( )εε D
kkkH 43
2
2
13
−≈         (4.147) 
( ) ( )εε D
kkH
2
3
2
1
22
−≈         (4.148) 
where 
( ) 2
4
2
32211
2
2
4
2
13
2
2343141232
42
2224 εε ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
−−+−−≈
mkmkkmk
mkmkmkkmkkmkk
D   (4.149) 
By substituting, επ −  into frequency response functions, 
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( ) ( ) ( )( )επ
ππεπ
−
−++−−+−≈−
D
kkkmkmkmkmmmH
2
241
2
224114
42
241
11
2  (4.150) 
 ( ) ( ) ( )( )επ
ππεπ
−
−+++−+−≈−
D
kkkmkmkmkmmmH 43
2
2
2
344322
4
43
2
2
13
2  (4.151) 
where 
 
( ) ( )
επ
επ
επεπ
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
−−+−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−
−++−−
−++−−≈−
4
2
32211
2
2
4
2
13
2
2343141232
2
14
2
34
2
21
433
2
234112123223
4
2
14
2
3
2
213
2
2
5
42
2224
2
2
22244
4
226
mkmkkmk
mkmkmkkmkkmkk
mkmkmk
mmkmkmmkmmkmmk
mmmmmmmmD
 (4.152) 
By substituting, επ −2  into frequency response functions, 
( ) ( ) ( )( )επ
ππεπ
−
−++−−+−=−
2
24162
2
241
2
224114
42
241
11
D
kkkmkmkmkmmmH  (4.153) 
( ) ( ) ( ) ( )( )( )
( )
( )επ
επ
ππεπ
−
−−+
−
−−−+−≈−
2
2
4162
312
2
213231
4
132
12
D
kkk
D
kmmmkkmmmH
  (4.154)
 ( ) ( ) ( )( )επ
ππεπ
−
−+−++−≈−
2
24162 43
2
2
2
223443
4
43
2
2
13
D
kkkmkmkmkmmmH  (4.155) 
( ) ( )( )
( )( ) ( )( )( )
( )επ
π
επ
πεπ
−
−+−+−+−−+
−
−−≈−
2
4                    
2
162
2
3
2
1
2
13313131
42
1
2
3
22
D
kkmmkkmmkk
D
mmH
 (4.156) 
where 
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( ) ( )
επ
επ
επεπ
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
−−+−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−
−++−−
−++−−≈−
4
2
32211
2
2
4
2
13
2
2343141232
2
14
2
34
2
21
433
2
234112123223
4
2
14
2
3
2
213
2
2
5
42
2224
4
2
22244
32
221922
mkmkkmk
mkmkmkkmkkmkk
mkmkmk
mmkmkmmkmmkmmk
mmmmmmmmD
 (4.157) 
Conducting ten asymptotic analyses we obtain ten equations. By relating (4.135) and 
(4.145) gives 
0
42
2224
2
2414
2
32211
2
2
4
2
13
2
2343141232 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−++++
−−+−−
kkkmkmkkmk
mkmkmkkmkkmkk
.   (4.158) 
By relating (4.136) and (4.146) gives 
( ) 042
2224
3124
2
32211
2
2
4
2
13
2
2343141232 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−+++
−−+−−
kkkmkmkkmk
mkmkmkkmkkmkk
.   (4.159) 
By relating (4.137) and (4.147) gives 
0
42
2224
43
2
24
2
32211
2
2
4
2
13
2
2343141232 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−++++
−−+−−
kkkmkmkkmk
mkmkmkkmkkmkk
.   (4.160) 
By relating (4.138) and (4.148) gives 
0
42
2224
2
3
2
14
2
32211
2
2
4
2
13
2
2343141232 =⎟⎟⎠
⎞
⎜⎜⎝
⎛
−++++
−−+−−
kkmkmkkmk
mkmkmkkmkkmkk
.   (4.161) 
By relating (4.139) and (4.150) gives 
( ) ( )
π
ππ 1
ˆ
2 2241
2
224114
42
241 =−++−−+−
D
kkkmkmkmkmmm .  (4.162) 
By relating (4.140) and (4.151) gives 
 ( ) ( ) π
ππ 1
ˆ
2 43
2
2
2
344322
4
43
2
2 −=−+++−+−
D
kkkmkmkmkmmm .  (4.163) 
where 
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( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
−−+−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−
−++−−
−++−−=
4
2
32211
2
2
4
2
13
2
2343141232
2
14
2
34
2
21
433
2
234112123223
4
2
14
2
3
2
213
2
2
5
42
2224
2
2
22244
4
226ˆ
mkmkkmk
mkmkmkkmkkmkk
mkmkmk
mmkmkmmkmmkmmk
mmmmmmmmD
π
π
π
  (4.164) 
By relating  (4.141)  and (4.153) gives 
( ) ( )2 4 2 21 4 2 4 1 1 4 2 2 1 4 216 4 2 1
2
m m m k m k m k m k k k
D
π π
π
− + − − + + − =?   (4.165) 
By relating (4.142) and (4.154) gives 
( ) ( ) ( )( ) ( )
π
ππ
2
1
~
416 312
2
213231
4
132 −=−−−−−+−
D
kkkkmmmkkmmm  (4.166) 
(4.143) and (4.155) gives 
 ( ) ( ) π
ππ
2
1
~
2416 43
2
2
2
223443
4
43
2
2 =−+−++−
D
kkkmkmkmkmmm   (4.167) 
(4.144) and (4.156) gives 
( ) ( )( ) ( )( )( )
π
ππ
2
1
~
416 23
2
1
2
13313131
42
1
2
3
=
−+−+−+−−−−
D
kkmmkkmmkkmm
 (4.168) 
where 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+++
−−+−−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−−
−++−−
−++−−=
4
2
32211
2
2
4
2
13
2
2343141232
2
14
2
34
2
21
433
2
234112123223
4
2
14
2
3
2
213
2
2
5
42
2224
4
2
22244
32
22192~
mkmkkmk
mkmkmkkmkkmkk
mkmkmk
mmkmkmmkmmkmmk
mmmmmmmmD
π
π
π
  (4.169) 
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 Finally we obtained ten algebraic equations from asymptotic analyses. Since we 
have more equations than the number of variables, we need to consider a way to select a 
set of three remaining equations. We could make  a combination of three equations 
obtained by asymptotic analyses at three different natural frequencies, i.e. (4.158) to 
(4.161) from the first natural frequency, (4.162) and (4.163) from the second natural 
frequency, and (4.165) to (4.168) from the third.   
Example 4.5 Consider a continuous rod shown in Figure 4.8. Using the asymptotic 
analyses of  ( )ω12h  and ( )ω22H , find a persymmetric model.  
Solution Five equations from the natural frequencies and zeros are given in (4.130) to 
(4.134). In addition to the five equations, we employ (4.159), (4.162) and (4.166) . By 
solving these eight equations, the stiffness and mass matrices for the elements of a 
persymmetric model are found. 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
=
560950409
504090725040
950405609
22472
2πK      (4.170) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
422912601389
1260110881260
138912604229
22472
1M      (4.171) 
 
If the real material properties of the rod, p , ρ , L , are given, the stiffness and mass 
matrices of (4.170) and (4.171) are transformed to  
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
=
560950409
504090725040
950405609
22472
2
L
pπK      (4.172) 
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
422912601389
1260110881260
138912604229
22472
LρM      (4.173) 
The four frequency responses of the continuous rod and approximation by a discrete 
model of (4.172) and (4.173) are drawn in Figure 4.9(a) through 4.9(d) versus the non 
dimensional frequency pL ρωη = . 
 
Figure 4.9 Frequency responses of the continues rod and the persymmetric model 
in (4.172) and (4.173) 
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Example 4.6 Consider a continuous rod shown in Figure 4.8. Relating the asymptotic 
analyses of  ( )ω22h  and ( )ω22H  at the first three natural frequencies, find a persymmetric 
model.  
Solution Firstly, five equations of spectral conditions in (4.130) to (4.134) are imposed. 
In additions, we use (4.161) , (4.162) and (4.168) to make a set of eight equations. The 
calculated elements of stiffness and mass matrices for the elements of a persymmetric 
model yields to 
 ( ) 1901.2
2312
7048045292
1 ≈−= πk , ( ) 8146.1
289
1031873602
2 −≈−= πk  
 ( ) 2773.0
2312
7016013173 2
3 −≈−= πk , ( ) 4429.3
289
7065336 2
4 ≈−= πk  
 1977.0
2312
703603469
1 ≈−=m ,   ( )( ) 0822.0
578
3707601053
2 ≈−−=m  
 0523.0
2312
703602891
3 −≈−=m , 4264.0
289
702642332
4 ≈−=m  
The stiffness and mass matrices are 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
=
1901.28146.12773.0
8146.14429.38146.1
2773.08146.11901.2
K      (4.174) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
1977.00822.00523.0
0822.04264.00822.0
0523.00822.01977.0
M       (4.175) 
If the real material properties of the rod, p , ρ , L , are given, the stiffness and mass 
matrices of (4.174) and (4.175) are transformed to 
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
=
1901.28146.12773.0
8146.14429.38146.1
2773.08146.11901.2
L
pK      (4.176) 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
1977.00822.00523.0
0822.04264.00822.0
0523.00822.01977.0
LρM      (4.177) 
The four frequency responses of the continuous rod and approximation by a discrete 
model of (4.176) and (4.177) are drawn in Figure 4.10(a) through 4.10(d) versus the non 
dimensional frequency pL ρωη = . 
Figure 4.10 Frequency responses of the continues rod and the persymmetric model 
in (4.176) and (4.177) 
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Several other persymmetric models can be determined by selecting different sets of 
equations. However, it is reasonable to consider the lower natural frequencies in the first 
place because they play an important role in most of dynamic problems. We may 
continue this approach to higher order systems. Then there will be many more 
combinations of equations. In higher order cases, it would be necessary to use numerical 
method to solve the equations. The Newton method to find the multivariable equations is 
presented in Appendix A with an example of two degree-of-freedom discrete model. 
Besides, some difficulties stand in the way to find the persymmetric model. Which 
combination of equations will return the better result? This challenging problem remains 
for the further research. 
4.7 Approach III: Using the smallest amplitudes of frequency responses 
 In some frequency response functions, there is no zero frequency. This always 
happens in the crosslocated frequency response functions, where a measurement and an 
excitation are positioned at two opposite ends of the system. For instance, the amplitude 
of crosslocated frequency response function ( ), 2,1h ω shown in Figure 2.6(b) never 
become zero even though it approaches near zero. Hence it is not possible to use zero 
frequency conditions. Instead it is necessary to select other spectral points to constrain the 
behavior of frequency responses. Among infinite numbers of spectral points between the 
natural frequencies, we choose a specific frequency making the amplitude the smallest. 
4.7.1 Two degree-of-freedom model 
 Consider the continuous rod shown in Figure 4.1. Let us define αω  as the 
frequency where the amplitude of the crosslocated response becomes the smallest. The 
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frequency response function ( )ω12h  in (4.3) are differentiated with respect to ω ,  for 
πω <<0  
 ( ) ( )1cos
cossin
sin
1
22
12
−
+=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ωω
ωωω
ωωωω
ω
d
d
d
dh      (4.178) 
The root of (4.178) is the frequency αω and it is found numerically. 
 02875784.2≈αω ,        (4.179) 
The amplitude of frequency response for the frequency is given by 
 ( ) 54953940.0
sin
1
12 −≈−=
αα
α ωωωh .      (4.180) 
By substituting (4.179) into (4.12), we have 
 ( ) ( ) ( ) αααα
α
α ωωωω
ωω
sin
1
2 22
2
1
2
1122
42
2
2
1
2
2
2
12
−=
−+−+−
−=
kkmkmkmm
mkH . (4.181) 
From (4.181) we obtain an algebraic equation. 
( ) ( ) ( ) 0sin2 2222112242221 =−+−+− mkmkmkmm ααααα ωωωωω   (4.182) 
By solving four equations(4.93), (4.94), (4.95) and (4.182) , we determine the stiffness 
and mass matrices of a persymmetric model. 
 ⎥⎦
⎤⎢⎣
⎡
−
−≈
11
11
14398104.1K ,  ⎥⎦
⎤⎢⎣
⎡≈
21
12
23181902.0M    (4.183) 
The collocated and crosslocated frequency response of the persymmetric model in 
(4.183) are plotted in Figure 4.11(a) and 4.11(b) versus the non dimensional frequency 
pL ρωη = . 
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Figure 4.11 Frequency responses of the continues rod and the persymmetric model 
in (4.183) 
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5. APPLICATIONS 
 Several applications are examined to show the advantages of the spectral 
conforming models developed in chapter 3 and 4. In general, there is no discrete model 
which can describe the static and dynamic behaviors of a continuous system in absolute 
accuracy. For instance, the eigenvalue estimation of the finite element method in low 
spectra is very accurate. For this reason, we may expect that the finite element method 
would show accuracy in the simulation of static analysis.  In reality, the finite element 
method is known as the most powerful analysis tool in the static problems, i.e. stress 
analysis. The finite element model is considerably efficient for structures which are slow 
moving. We can imagine the importance of the understanding of dynamic response of 
skyscrapers caused by earthquakes. Therefore, the understanding of a few lower natural 
frequencies of the skyscraper and the modes-shapes corresponding to the natural 
frequencies are very important. The buckling analysis is another good example to show 
the strength of the finite element modeling. In the buckling problem, only the lowest 
eigenvalue is considered seriously, because the first buckle occurs and there would be no 
second buckle in reality.  
 However there are many situations where the understanding of both low and high 
spectra are important. Imagine the vibrating wing of airplane. The wing structure is 
continuously excited by the high speed of turbine engines. If there is a small device in a 
wing structure, the chances of problem due to higher frequencies is more than that due to 
the lower frequencies. The shape of airplane wing is long and slender. The motion due to 
the first natural frequency may be slow enough to be observed by naked eyes. This slow 
motion can be simulated using the finite element modeling. However the small amplitude 
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vibration caused by the high frequency excitation can not be analyzed properly by the 
finite element model because its prediction of higher spectra is not very accurate (even 
the new finite element model in section 2.12 shows a similar fashion).  In this case, it 
may be reasonable to use the spectral conforming model to control the displacement due 
to high frequency excitation because the eigenvalue prediction of the spectral conforming 
model is better (in the sense of ‘overall accuracy’) than one of the finite element model. 
The displacement is generally expressed as the summation of the combination of 
mode-shapes and eigenvalues. 
( ,u x t )
 ( ) ( ) ( )(
1
, sin co
n
i i i i i i
i
u x t A u x t B u x t )sλ λ
=
= +∑     (5.1) 
where iA , iB  are some constant  coefficients, ( )iu x are the mode-shapes and iλ are 
eigenvalues and n is the size of the discrete system. As shown in (5.1), it is necessary to 
know the all eigenvalues to predict exact displacement. 
 Various examples of using the spectral conforming model to predict eigenvalues 
in overall accuracy are presented in section 5.1 and 5.3. An example to demonstrate the 
dynamic response using the spectral conforming models is introduced in section 5.4. We 
also present the application of the model in vibration control of the continuous system by 
using small-order spectral conforming models. 
 
5.1 Estimating the spectrum of a non-uniform rod using the spectral conforming 
model in chapter 3 
 
 The spectral conforming element provides a powerful tool for approximating the 
natural frequencies and mode-shapes of a non-uniform vibrating rod. Consider for 
example, a small element of length ( )eL  of a non-uniform rod, such as that shown in 
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Figure 5.1(a). If the rod is smooth and the length of the element is small then the material 
properties  and  within the element may be considered constants. This small 
element, amplified in Figure 5.1(b), has the conforming r-degree-of-freedom mass-spring 
model shown in Figure 5.1(c) with eigenvalues  
( )ep ( )eρ
 ( ) ( ) ( )( ) ( )2
22
4
12
ee
e
e
k
L
pk
ρ
πλ −= ,  rk ,...,2,1= ,     (5.2) 
constrained eigenvalues (or zero frequencies) 
 ( )
( )
( ) ( ) ,2
22
ee
e
e
k
L
pk
ρ
πµ =   1,...,2,1 −= rk ,    (5.3) 
and the static deflection 
 ( )
( )
( )e
e
e
p
Ld =  .         (5.4) 
An element mass matrix  and element stiffness matrix ( )eM ( )eK  can be constructed using 
the method of Section 3.2. These matrices can be assembled to form the global mass and 
stiffness matrices for the rod 
 ,        (5.5) ( ) jj
n
j
T
j BMBM ∑
=
=
1
 ,         (5.6) ( ) jj
n
j
T
j BKBK ∑
=
=
1
where  is an jB rnr ×  Boolean mapping matrix 
        (5.7) 
[ ]
elementth                
                       
j
T
rj
↑
= 0I0B ??
and   and ( )jM ( )jK  are the mass and stiffness matrices for the jth element. 
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Figure 5.1 An r-degree-of-freedom element 
 
The natural frequencies and mode-shapes of the non-uniform rod are then determined by 
solving the generalized eigenvalue problem ( )λ− =K M z o . This model estimates the 
 lowest eigenvalues of the underlying continuous system with a uniform accuracy as 
demonstrated by the following example. The longstanding difficulties arising from the 
inconsistency of the discrete model formulation thus disappear when using the spectral 
conforming model. 
r n×
 
Example 5.1 Consider an exponential rod of length, 1=L , constant Young’s modulus of 
elasticity, 1=E , constant density, 1=γ , and variable cross sectional area , as 
shown in Figure 5.2. The rod is fixed at 
xeA =
0=x  and free to oscillate at . Lx =
 121
  
)(),( xxp ρ
L
 
 
 
Figure 5.2 An exponential rod 
 
The axial displacement  of the rod is governed by ),( txu
 
2
2
t
ue
x
ue
x
xx
∂
∂=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂     10 << x      (5.8) 
with boundary conditions 
 , ( ) 0,0 =tu ( ) 0,1 =
∂
∂
x
tu        (5.9) 
The axial displacement is separable ( txu , )
( ) ( ) txvtxu ωcos, =         (5.10) 
Substituting (5.10) into (5.8) and (5.9) yields 
,0=+′+′′ vvv λ ,         (5.11) 
where pL ρωλ 22= . For 41>λ  the general solution of (5.11) is given by 
 
2
14cos
2
14sin 2221
−+−=
−− λλ xeAxeAv
xx
.    (5.12) 
It is easily shown that 0=λ  is not an eigenvalue of the rod, and that all other 
eigenfunctions satisfy for 41>λ . The boundary conditions in (5.9) yield the frequency 
equation for λ  
 122
 14
2
14tan −=− λλ ,       (5.13) 
and mode-shapes 
  
2
14
cos2
−=
−
i
x
i
x
ev
λ
,       (5.14) 
where iλ  is any root of (5.13). The first sixty eigenvalues of the rod were determined by 
finding the roots of (5.13) . They are considered the exact eigenvalues of the problem. 
The natural frequencies which are the square roots of the eigenvalues are shown in Figure 
5.3 as solid circles.  
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Figure 5.3 The natural frequencies of the exponential vibrating rod and 
their estimates 
 
 The eigenvalues of this system have been approximated by using finite 
differences and spectral conforming model. The finite difference model implemented 
 elements of equal length. The spectral conforming model used  elements of 60=n 4=n
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equal length, each of order . Hence, the global matrices in the three approximating 
methods used are of the same dimension 
15=r
6060× . The various results obtained are shown 
in Figure 5.3. As expected the spectral conforming model yields superior overall 
estimation with uniform accuracy for all eigenvalues predicted.  
5.2 State feedback control of a rod using spectral conforming model 
 Another application of the spectral conforming model involves dynamic system 
simulation and control of continuous systems with known spectra (Paine 1984). As an 
example, we consider the state feedback control of a uniform rod with unit parameters 
1==== LAp ρ , shown in Figure 5.4. For simplicity the state feedback law 
 ,         (5.15) ( ) ( )tutf ,12−=
is chosen, where  is the displacement of the right end, so that the control mimics the 
behavior of a spring of constant 
( )tu ,1
2=k , attached to the end 1=x . The closed-loop 
equations of motion for the system are 
 ( ) ⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂
x
uxp
x
= ( ) 2
2
t
ux ∂
∂ρ ,       (5.16) 
and boundary conditions are 
 , ( ) 0,0 =tu ( ) ( )tu
x
tu ,12,1 −=∂
∂ .      (5.17) 
We use a three degrees of freedom discrete model to represent the dynamics of the rod , 
i.e.,  
         (5.18) xeeKxxM T332−=+??
where . Therefore, the poles of the controlled system are determined by 
the spectrum of the generalized eigenvalue problem 
( T1003 =e )
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 ( ) ovMeeK =−+ λT332 .        (5.19) 
 
 
( )tf
x
 
 
Figure 5.4 Feedback control of a uniform axially vibrating rod 
 
Using finite element modeling, the stiffness and mass matrices of the rod are  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
110
121
012
3K ,         (5.20) 
and 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
210
141
014
18
1M .        (5.21) 
While the spectral conforming model gives (see Table 3.1) 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=
3013010
301210/13351
0351452
128K ,       (5.22) 
and 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
900100
0420/10
003151
1024
2πM .      (5.23) 
The three conjugate fundamental poles kijs λ−±= of the controlled rod and their 
discrete approximation by the finite element model and the spectral conforming model of 
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dimension  are shown in Table 5.1. The relative estimation error for the third 
conjugate poles in the finite element model is , whereas the corresponding relative 
estimation error in the spectral conforming model is only .  
3=n
%1.24
%6.4
Table 5.1 The poles of the closed-loop system and their discrete model approximation 
Poles Exact Analytical 
Solution 
Approximation by the 
finite element model 
Approximation by the 
spectral conforming model 
 Value Value Error Value Error 
2,1s  i2889.2±  i3457.2±  2.5% i3036.2±  0.6% 
4,3s  i0870.5±  i7197.5±  12.4% i1593.5±  1.4% 
6,5s  i0962.8±  i0467.10±  24.1% i4725.8±  4.6% 
 
5.3 Estimating the spectrum of a non-uniform rod using the persymmetric models 
 The natural frequencies and mode-shapes of a non-uniform vibrating rod can be 
approximated by using a persymmetric models. Consider a non-uniform rod with a 
typical small element of length ( )eL  shown in Figure 5.5. The elements are not 
constrained at both ends. 
 If the rod is smooth and the length of the element is small enough then the 
material properties ( )eE , ( )eA , and ( )eρ  within the element might be assumed to be 
constants. The small element in Figure 5.5 has a r-degree-of-freedom persymmetric mass 
and stiffness matrices. The global matrices can be assembled by using the persymmetric 
mass matrix  and stiffness matrix ( )eM ( )eK  in the similar manner such as shown in 
section 5.1.can be assembled  using the same Boolean mapping matrices in (5.5), (5.6) 
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L( )eL ( ) ( ) ( )eee AE ,,ρ
 
Figure 5.5 An r-degree-of-freedom element 
 
and (5.7). The natural frequencies and mode-shapes of the free-free non-uniform rod are 
then determined by solving the generalized eigenvalue problem ( ) 0zMK =−λ . The 
estimation of the nr× lowest eigenvalues is presented by examples. 
Example 5.2 Consider the same exponential rod of length 0.5mL = , constant Young’s 
modulus of elasticity 11 22 10 N mE = × , constant density 37800kg mγ = , and variable 
cross sectional area ( ) 2100mxA x e= , as shown in Figure 5.6. The rod is free to oscillate 
at and 0x = x L=  as shown in the Figure 5.6. Estimate the natural frequencies of the 
exponential rod using the persymmetric model in (4.111) and compare the results with 
the natural frequencies obtained using the finite element model. 
x
)(),(),( xAxExρ
100
xe
Lx =
 
Figure 5.6 An exponential rod with free-free boundary 
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 The axial displacement of the rod is governed by (5.8). However it has 
 
),( txu  
different boundary conditions 
( ) 0,0∂ tu ( )0.5,u t∂=
∂x
, 0
x
=
∂
.       (5.24) 
By solving (5.11) using the boundary conditions (5.24), we obtain the frequency equation 
 4 1λ −sin 0
4
λ =         (5.25) 
where  
2
E
γλ ω=          (5.26) 
The eigenvalues of the free-free exponential rod are obtained by solving the frequency 
equation (5.25). 
 
2 216πλ = 1
4
i
i + ,  for 0,1,2,i = ?      (5.27) 
Now, we discover the analytically obtained natural frequencies of the exponential rod 
 
with the practical dimensions and the real material properties of steel. 
( )11 2 22 10 16 11 1 iE πλ × +
2 2
2 2 7800 4
=402.95 16 1  Hz
if
i
π γ π
π
= =
×
+
 for 0,1,2,i = ?    (5.28) 
and mode-shapes 
 2
4 1 4 1
sin 4 1cos
4 4
x− ⎛
i i
i i
x x
v e
λ λλ ⎞− −= + −⎜ ⎟⎜ ⎟⎝ ⎠
.    (5.29) 
The estimated natural frequencies in Hz obtained using the finite element models (classic 
and new) and the persymmetric model in (4.111) are plotted in Figure 5.7 and 5.8 with 
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Figure 5.7 The natural frequencies of the free-free exponential rod and their estimates of 
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1
2
3
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i
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Persymmetric model
 the finite element and persymmetric models 
 
Figure 5.8 The natural frequencies of the free-free exponential rod and their estimates 
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1
2
3
0
510×
( )Hzif
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of the new finite element and persymmetric models 
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the exact solutions given in (5.28). The plot shows that the prediction of natural 
frequencies using the persymmetric model fits the exact solutions better than the ones 
using both the classic and new finite element models throughout the spectra. 
5.4 The transient response of the exponential rod and its approximation using the    
persymmetric model 
 
 An airplane wing is harmonically excited by a turbine engine in the middle of the 
wing. We are interested in the axial motion of the wing at a certain point. The schematic 
diagram is shown in Figure 5.9.  
1L =
1E ρ= =
Jet engine( ) xA x e=
sin tω
x
 
Figure 5.9 The schematic diagram of the exponentially shaped wing 
 
The wing may be simplified as the axially vibrating exponential rod of length, . Let 
us assume the constant Young’s modulus of elasticity 
1=L
1=E , constant density 1ρ =  for 
convenience, such as shown in Figure 5.9. We are interested in the transient response of 
the wing at  for 0 0 . The initial displacement and velocity are given as 1=x .0t< < 3
)         (5.30) ( ) (0,0u x x x x= =
 
( ) ( )0,0 sinu x x v x
t
∂ = =
∂
       (5.31) 
The axial motion of the wing is governed by differential equation 
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2
2
x xu ue e
x x t
∂ ∂ ∂⎛ ⎞ =⎜ ⎟∂ ∂ ∂⎝ ⎠ ,   for 0 x L< <  and 0 t<    (5.32) 
and the boundary conditions are given as 
 ( )0, 0u t
x
∂ =∂ , 
( )1 1, sinu te
x
tω∂ =∂ .      (5.33) 
Since we have an external force, the solution is divided into two parts; the homogeneous 
and the particular solution. 
 ( ) ( ) ( ), , ,H Pu x t u x t u x t= +        (5.34) 
Note that ( ), Hu x t  is a homogeneous solution and ( ), Pu x t is a particular solution. The 
solutions can be brought into separable form by  
 ( ) ( ), siu x t v x tnω=         (5.35) 
and the equations of motion is changed to 
        (5.36) ( ) ( ) ( )2 0v x v x v xω′′ ′+ + =
By separation of variables, the boundary conditions are also changed to 
 ( )0 0v′ = , ( ) 11v e−′ =       (5.37) 
We try to find the steady state response of the system. The general solution for (5.36) 
may be given as 
 ( ) 2 21 2sin cos  
x x
v x C e zx C e zx
− −
= +       (5.38) 
where 
24 1
2
z ω −=  
By applying the boundary conditions, we have 
 ( ) 1 210 2v C z C′ = + = 0         (5.39) 
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 ( ) ( ) ( )( )
1
2
1
1 21 2 cos sin 2 sin cos2
ev C z z z C z z z
−
e−′ = − − + =    (5.40) 
(5.39) and (5.40) can be written in the matrix form 
 
1
2
0
1
2 2
2 cos sin 2 sin cos
C
z
z z z z z z C
e
⎛ ⎞⎛ ⎞⎡ ⎤ ⎜ ⎟⎜ ⎟⎢ ⎜=⎜ ⎟⎢ ⎜⎜ ⎟− − −⎢ ⎥ ⎜ ⎟⎣ ⎦⎝ ⎠ ⎝ ⎠
⎥ ⎟⎥ ⎟ .    (5.41) 
By solving (5.41), we obtain the coefficients  and  of general solution (5.38). 1C 2C
 
1
2
1 2 2
2 24 1 4 1 4 12 sin sin 4 1cos
2 2
eC ω ωω ω
−
=
− −− + −
2
2
ω −   (5.42) 
 
1
22
2 2 2
2 2
4 1
4 1 4 1 4 12 sin sin 4 1cos
2 2
eC ωω ω ωω ω
−− −=
− −− + −
2
2
−   (5.43) 
Then, the steady state response yields 
 ( ) ( ) 2 2 21 24 1 4 1, sin sin cos sin2 2
x
pu x t v x t C x C x e t
ω ωω ω−⎛ ⎞− −= = +⎜ ⎟⎜ ⎟⎝ ⎠
 (5.44) 
where the coefficients and  are given in (5.42) and (5.43). From (2.90) we already 
know the homogeneous solution. Hence the superposition of the homogeneous and the 
particular solution gives the real response of the wing. 
1C 2C
 
( ) ( ) ( )
( )0 0
1
2 2
2
1 2
, , ,
sin cos cos
4 1 4 1sin cos sin
2 2
H P
i i i i i
i
x
u x t u x t u x t
A t B A t B t x
C x C x e
ω ω ω
ω ω tω
∞
=
−
= +
= + + +
⎛ ⎞− −+ +⎜ ⎟⎜ ⎟⎝ ⎠
∑    (5.45) 
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Note that iω  are the natural frequencies of the system. Now we apply the initial 
conditions to determine the coefficients iA  and iB  in the solution (5.45). 
       (5.46) ( ) (0
1
,0 cosi i
i
u x B B x x xω∞
=
= + =∑ )0
 
( )
( )
0
1
2 2
2
1 2
0
,0
cos
4 1 4 1  + sin cos
2 2
i i i
i
x
u x
A A x
t
C x C
v x
ω ω
ω ωω
∞
=
x e
−
∂ = +∂
⎛ ⎞− −+⎜ ⎟⎜ ⎟⎝ ⎠
=
∑
   (5.47) 
Let us define 
 ( ) ( ) 2 2 20 0 1 24 1 4 1sin cos2 2
x
v x v x C x C x eω ωω −⎛ ⎞− −= − +⎜ ⎟⎜ ⎟⎝ ⎠
?   (5.48) 
Then (5.47) yields to 
 ( )0
1
cosi i i
i
0A A x vω ω
∞
=
+ =∑ ? x        (5.49) 
Since the equations (5.46) and (5.49) are in the form of cosine Fourier series, the 
coefficients can be easily determined. The equations to determine the coefficients 0A , 0B , 
iA , iB  are given by (2.123) through (2.126). The exact natural frequencies of exponential 
rod may be given in Example 5.2. The natural frequencies of the wing for this problem 
are given as 
 2 2 1
4
i iω π⎛ ⎞= +⎜ ⎟⎝ ⎠ ,  for 0,1,2,i = ?      (5.50) 
Finally, the displacement of wing at 1x =  is discovered as 
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 ( ) ( ) ( )
( )0 0
1
12 2
2
1 2
1, 1, 1,
sin cos cos
4 1 4 1sin cos sin
2 2
H P
i i i i i
i
u t u t u t
A t B A t B t
C C e
ω ω ω
ω ω tω
∞
=
−
= +
= + + +
⎛ ⎞− −+ +⎜ ⎟⎜ ⎟⎝ ⎠
∑    (5.51) 
The displacement in (5.51) due to the harmonic excitation of 10 , for 0 0  
is plotted in Figure 5.10. The simulated displacements using the discrete models (the 
persymmetric model and the finite model with n
sin 300t .0t< < 3
40= ) are also numerically obtained and 
compared to the analytically obtained displacement. 
 
0 0.01 0.02 0.03
1.00
1.01
1.02
1.03
t
( )1,u t
Analytical
Persymmetric
FEM
Figure 5.10 The simulation of the displacement of the wing at 1x =  
 
In Figure 5.10, the simulated displacement of the persymmetric model shows more 
accurate results than the ones shown by the finite element model. It has been already 
observed that the eigenvalue prediction of the persymmetric model is relatively accurate 
in higher spectra compared to the finite element model (see Example 5.2). Equation (5.1) 
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explains that the simulation of the displacement requires knowing as many eigenvalues as 
possible in all spectra. Since the wing structure is excited by the turbine engine in high 
frequency, it becomes more important to know the eigenvalues at higher frequency for 
the structure. For instance, 300 rad/s equivalent to 2,865 rpm is relatively high frequency. 
In general, the turbine engine runs between 2,000 to 10,000 rpm. Therefore the use of the 
persymmetric models is recommended for the analysis of the structure which is excited 
by a fast rotating machine such as the wing structure with a turbine engine. As time 
passes, the errors in the simulated response are accumulated when an analysis is done 
using the discrete model. In other words, the simulation of displacement for the longer 
period might be meaningless. Therefore, if we want to control the displacement of a 
certain point, the applicable period to simulate the response should be limited in case we 
are concerned about the fast running machinery. 
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6. CONCLUDING REMARKS AND FUTURE WORKS 
 A great amount of effort and research have been made to achieve the techniques 
of the numerical solution of differential equations and their analysis. The numerical 
solution has been also adapted in real engineering problems. The practical applications in 
engineering and mathematical physics that are solvable by the use of numerical method 
include structural analysis, heat transfer, fluid flow, mass transport and electromagnetic 
potential. The most famous numerical approximation is the finite element method. It has 
been widely used in most mathematical and engineering field providing accurate analysis 
and sometimes insight to the better results. Its uses have been dramatically increased with 
the fast growth of the computing power. Our interest has been focused on the dynamic 
behaviors of a continuous system. Therefore, the research to discover an improved 
discrete model for the approximation of the dynamics of a continuous system has been 
made in this study. Two independent types of discrete models have been developed. The 
spectral conforming model is developed in chapter 3 and the persymmetric model is 
introduced in chapter 4. The observations and conclusions for the investigation of two 
models are listed below. 
The spectral conforming model in chapter 3: 
• The discrete model was developed based on the reconstruction of physical 
element such as springs and masses. The resultant stiffness and mass matrices are 
in the form of tridiagonal and diagonal. 
• The comparison of frequency responses between the discrete model and the small 
element of a continuous system was the most important tool to develop a new 
discrete model. 
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• Eigenvalues are the most important ingredient but they alone cannot determine 
the discrete systems uniquely. 
• The higher order stiffness and mass matrices were formulated using Lancoz 
method.  
• The small element in a continuous system that is corresponding to the discrete 
model has fixed-free boundary conditions.  
• The static deflection of a fixed-free element provides one important condition to 
develop the discrete model. The spring constants necessary to formulate the 
stiffness matrix were chosen to fit the static deflection due to an applied 
collocated unit load. 
• The frequency response of the spectral conforming model fits nicely to the 
frequency response of the continuous system. 
• The eigenvalue prediction obtained using the spectral conforming model for the 
non-uniform indicates better results in comparison to the finite difference and the 
finite element models especially in high spectra. Thus the discrepancy in the 
asymptotic behavior of the continuous system and its discrete model, noted by 
Paine et al. (1981) and Paine (1984), have been eliminated with the discrete 
model. 
• The pattern of eigenvalue predictions for the exponential rod, show the step shape 
discontinuity in high spectra. The investigation to discover this phenomenon has 
not been conducted in this study. It remains to be studied furthermore. 
The persymmetric model in chapter 4: 
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• The comparison of frequency responses between the discrete model and the small 
element of a continuous system was the most important tool to develop a new 
discrete model. 
• The small element in a continuous system that is corresponding to the discrete 
model has free-free boundary conditions. 
• The discrete model was developed based on the parametric elements in the 
stiffness and mass matrices.  
• Eigenvalues and zeros are the most important ingredients but they alone cannot 
determine the discrete systems uniquely. 
• The persymmetric condition for the discrete model was discussed and newly 
defined in this study. 
• The stiffness and mass matrices should be in persymmetric conditions. 
• The modal matrix obtained from the discrete model should be in persymmetric 
condition. 
• The models which are developed using the asymptotic matching turned out to be 
identical to the mass-normalized model. 
• The determination of higher order model is a non-linear multivariable problem. It 
is recommended to use numerical method to determine the parameters in the 
discrete model. 
• It is challenging to discover which combination of conditions give the better 
results.  
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• The eigenvalue estimation in high spectra obtained using the persymmetric model 
shows the more accuracy than the ones obtained using both the classic and the 
new finite element models. 
Several applications demonstrated using newly developed discrete models. They 
included vibration control and the simulation of axially vibrating airplane wing etc. 
The observation and conclusions are listed below. 
• In the analysis of eigenvalues of non-uniform rod, the use of spectral 
conforming model and the persymmetric model always give uniform accuracy 
throughout the spectra compared to the finite element model. 
• In active vibration control of a continuous system, which is based on a 
discrete model, inaccuracy associated with the higher-frequency range is of 
great importance since it may destabilize the controlled system. One simple 
application using the spectral conforming model was demonstrated showing 
better prediction and improvement of the behavior of controlled system. 
• One practical application investigated to simulate the transient response of 
airplane wing excited by fast running turbine engine. The simulation of 
transient response demonstrated the better performance of the persymmetric 
model in high frequency. We may conclude that it is recommended to use the 
persymmetric model as the prediction of eigenvalues using the persymmetric 
show more accurate result in higher spectra. 
 
 In this study, we have introduced several approaches to develop the new discrete 
model which we call spectral conforming models based on the inverse eigenvalue 
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problems. Initially, we hoped that the new discrete model would always describe all the 
dynamic behaviors of the continuous system better than the existing numerical 
approximation. In reality, no discrete model has defeated other models entirely. The 
applications of the spectral conforming model demonstrated better performance in high 
spectra. The finite element model performed considerably well in low spectra. It is 
necessary to continue more investigation in the development of the spectral conforming 
model. However, the combination of these models (the finite element model + the 
spectral conforming model) might be the solution for another new discrete model in the 
future. Hopefully!!!! 
 140
REFERENCES 
 
Ahmadian, H., Friswell, M. I., and Mottershead, J. E., “Minimization of the discretization 
error in mass and stiffness formulations by an inverse methods”, International Journal for 
numerical Methods in Engineering, Vol. 41, pp. 371-387, 1998. 
 
Argyris, J. H., “Energy theorems and structural analysis”, Aircraft Engineering, 1954 
 
Argyris, J. H. and Kelsey S., “Energy theorems and structural analysis” Butterworths, 
London, 1960 (collection of papers published in Aircraft Engineering in 1954 and 1955). 
 
Argyris, J. H., Haase, M., and Mlejnek H. P., “On an unconventional, but natural 
formulation of a stiffness matrix”, Comp. Meth. Appl. Mech. Engng., Vol. 22, pp. 1-22, 
1980. 
 
Babuska, I. and Rheinboldt, W.C., “Adaptive approches and reliablity estimations in 
finite element analysis”, Computer Methods in Applied Mecahnics and Engineering, Vol. 
17, pp. 519-540, 1979. 
 
Barcilon, V., “Inverse problem for a vibrating beam”, Z Angew Math Physik, Vol. 27, pp. 
346-358, 1976. 
 
Barcilon, V., “Inverse problems for the vibrating beam in the free-clamped 
configuration”, Phillosophical Transactions of Royal Society London, Series A, 
Mathematical and Physical Sciences, Vol. 304, pp. 211-252, 1982. 
 
Belytschko, T., “A survey of numerical methods and computer programs for dynamic 
structural analysis”, Nuclear Engineering and Design, Vol. 37(1), pp. 23-34, 1976. 
 
Belytschko, T., “Efficient large-scale nonlinear transient analysis by finites elements”, 
International Journal of Numerical Methods in Engineering, Vol. 10(3), pp. 579-596, 
1976. 
 
Bergan, P. G., Nygard, M. K., “Finite elements with increased freedom in choosing shape 
functions”, International Journal of Numerical Method Engineering, Vol 20, pp. 643-663, 
1984. 
 
Birgersson, F., Ferguson, N. S. and Finnveden, S., “Application of the spectral finite 
element method to turbulent boundary layer induced vibration of plates”, Journal of 
Sound and Vibration, Vol. 259(4), pp. 873-891, 2003. 
 
Boley, D. and Golub, G.H., “A survey of matrix eigenvalue problems”, Inverse Problems, 
Vol. 3, pp. 595-622, 1987. 
 
de Boor, C. and Golub, G.H., “The numerically stable reconstruction of a Jacobian matrix 
from its spectral data”, Linear algebra an Its Application, Vol. 21, pp. 245-260, 1978. 
 141
 
Chu, M.T., “Numerical method for inverse singular value problem”, SIAM Journal of 
Numerical Analysis, Vol. 29, pp. 885-903, 1992. 
 
Chu, M. T., “Inverse eigenvalue problems”, SIAM Review, Vol. 40, pp.1-39, 1998. 
 
Clough, R.W., “The finite element method in plane stress analysis”, Proceedings, 
American Society of Civil Engineers, 2nd Conference on Electronic Computation, pp. 
345-378, 1960. 
 
Courant, R., “Variational methods for the solution of problems of equilibrium and 
vibrations”, Bulletin of the American Mathematical Society, Vol. 49, pp. 1-23, 1943. 
 
Farlow, S. J., “Partial differential equations for scientists and engineers”, Dover 
publications, Inc., 1993. 
 
Fried, I., “Numerical solution of differential equations”, Academic Press Inc., 1979. 
 
Friedland, S., “The reconstruction of a symmetric matrix from its spectral data”, Journal 
of Math. Anl. Appl., Vol. 71, pp. 412-422, 1979.  
 
Gantmakher, F.P.  and Krein, M.G.,  “Oscillation matrices and kernels and small 
vibration of mechanical systems”, State Publishing House for Technical-Theoretical 
Literature, Moscow-Leningrad, 1961 (Translation: US Atomic Energy Commission, 
Washington DC). 
 
Gary, L. J. and Wilson, D. G., ibid, Vol. 14, pp. 131, 1976. 
 
Gallagher, R.H. and Padlog, J., “Discrete element approach to structural stability 
analysis”, Journal of the American Institute of Aeronautics and Astronautics, Vol. 1, pp. 
1437-1439, 1963. 
 
Gladwell, G.M.L., “Inverse vibration problems for finite-element models”, Inverse 
problems, Vol. 13, p311-322, 1973. 
 
Gladwell, G.M.L., “The inverse mode problem for lumped-mass system”, Mech. Appl. 
Math., Vol. 39, pp.297-307, 1985. 
 
Gladwell, G.M.L., “Inverse Problems in Vibration”, Marin Nijhoff publishers, First 
Edition, 1986(a). 
 
Gladwell, G.M.L., “Inverse problem in vibration”, Applied Mechanics Review, Vol. 
39(7), 1986(b). 
 
Gladwell, G.M.L., "Inverse problem in vibration-II", Applied Mechanics Review Vol. 
49(10), 1996. 
 142
 
Gladwell G.M.L., “Inverse vibration problems for finite-element models”, Inverse 
problems Vol. 13, p311-322, 1973. 
 
Golub, G. H. and Van Loan, C. F., “Matrix computation”, The Johns Hopkins University 
Press, Third edition, 1996. 
 
Hald, O.H. ibid Vol. 21, pp. 63, 1978. 
 
Hamming, R.W., “Numerical methods for scientists and engineers”, Dover Publications, 
Inc., Second edition, 1973.  
 
Hashemi, S. M., Richard, M. J. and Dhatt, G., "A new Dynamic Finite Element (DFE) 
formulation for lateral free vibrations of Euler-Bernoulli spinning beams using 
trigonometric shape functions", Journal of Sound and Vibration, Vol. 220(4), pp. 601-624, 
1999. 
 
Hochstadt, H., Arch. Math. Vol. 19, pp. 201, 1967. 
 
Hrennikoff, A., “Solution of problems in Elasticity by the frame work method”, Journal 
of Applied Mechanics, Vol. 8(4), pp. 169-175, 1941. 
 
Hurty, W. C. and Rubinstein, M. F., “Dynamics of structures”, Prentice-Hall, Inc., 
Second edition, 1965. 
 
Inman, D.J., “Engineering vibration”, Prentice-Hall Inc., 1994. 
 
Logan, D. "A first course in the finite element method", PWS-KENT Publishing 
Company, 1992. 
 
McHenry, D. “A lattice analogy for the solution of plane stress problems”, Journal of 
Institution of Civil Engineers, Vol. 21, pp. 59-82, 1943. 
 
Meirovitch L., “Principles and techniques of vibrations”, Prentice-Hall Inc., 1997. 
 
Myint-U, T., and Debnath, L. “Partial differential equations for scientists and engineers”, 
North Holland, Third edition, 1987. 
 
 143
Mottershead J. E. and Friswell, M. I., “Model updating in structural dynamics: A survey”, 
Journal of Sound and Vibration, Vol. 167(2), pp.347-375, 1993. 
 
Movahhedy, M., Gladwell, G.M.L. and Ismail, F. “Reconstruction of a mass-spring 
system from spectral data II: experiment”, Inverse Problems in Engineering, Vol. 1, pp. 
315-327, 1995. 
 
Ohga, M. , Shigematsu, T. and Hara, T., “A finite element-transfer matrix method for 
dynamic analysis of frame structures”, Journal of Sound and Vibration, Vol. 167(3), pp. 
401-411, 1993. 
 
Okuma M, “Correction of finite element models using experimental modal data for 
vibration analysis”, Finite elements in Analysis and Design Vol. 14, p153-162, 1993. 
 
Paine, J. W., de Hoog, F. and Anderssen, R.S. “On the correction of finite difference 
eigenvalue approximations for Sturm-Liouville problems”, Computing, Vol. 26, pp.123-
139, 1981. 
 
Paine J., “A numerical method for the inverse Sturm-Liouville problem”, SIAM Journal 
on Scientific and Statistical Computing, Vol. 5(1), pp. 149-156, 1984. 
 
Shim, J.H. and Ram, Y.M., “A Spectral Conforming Model for a Vibrating Rod”, Journal 
of Vibration and Control, Vol. 10, pp.837-859, 2004. 
 
Simo, J. C. and Rifai, M. S., “A class of mixed assumed strain methods and the method 
of incompatible modes”, International Journal of Numerical Method Engineering, Vol. 29. 
pp. 1595-1638, 1990.  
 
Singh, K. V., “The transcendental eigenvalue problem and its applications in system 
identification”, Ph.D. Dissertation, Louisiana State University, 2003. 
 
Singh, K. V. and Ram Y.M., “Transcendental eigenvalue problem and its application”, 
AIAA Journal, Vol. 40(7), 2002. 
 
Suk, J. and Kim, Y., “Modeling of vibrating systems using time-domain finite element 
method”, Journal of Sound and Vibration, Vol. 254(3), pp. 503-521, 2002. 
 
Ram, Y.M., “Inverse eigenvalue problem for a modified vibrating system”, SIAMM 
Journal of Applied Mathematics, Vol. 53, pp. 1762-1775, 1993. 
 
Ram, Y.M., “An inverse mode problem for the continuous model of an axially vibrating 
rod”, ASME Journal of Applied Mechanics, Vol. 61(3), pp. 624-628, 1994(a). 
 
 144
Ram, Y.M. and Gladwell, G.M.L., “Constructing a finite element model of a vibrating 
rod from eigendata”, Journal of Sound and Vibration, Vol. 169(2), pp. 229-238, 1994(b). 
 
Ram, Y.M., “Pole assignment for the vibrating rod”, Quarterly Journal of Mechanics and 
Applied Mathematics, Vol. 51, pp.477-492, 1998. 
 
Ram, Y.M., and Elhay, S., “Constructing the shape of a rod from eigenvalues”, 
Communications in Numerical methods in Engineering, Vol. 14, pp. 597-608, 1998. 
 
Ram, Y.M. and Elishakoff, I., “Reconstructing the cross-sectional area of an axially 
vibrating non-uniform rod from one of its mode shapes”, Proc. Royal Society, Vol. 460, 
pp. 1583-1596, 2004. 
 
Ram, Y.M., “Inverse Problems”, Encyclopedia of Vibration, Academic Press London, pp. 
686-690, 2001. 
 
Thomson, W.T., “Theory of vibration with applications”, Prentice-Hall Inc., Third edition, 
1998. 
 
Yang, B. and Tan, C. A., “Transfer functions of one dimensional distributed parameter 
systems”, Journal of Applied Mechanics, Vol. 59, pp.1009-1014, 1992. 
 
Zienkiewicz, O. C., and Zhu, J. Z., “A simple error estimator and adaptive procedure for 
practical engineering analysis”, International Journal for Numerical Method in 
Engineering, Vol. 24, pp. 337-357, 1987. 
 145
APPENDICES 
 
Appendix A: Solution to the system of multivariable equations 
 The Newton’s method to solve the multivariable equations is discussed with a 
simple example. In chapter 4, the parametric elements of the stiffness and mass matrices 
of two and three degree-of-freedom system are easily calculated. However the degree-of-
freedom become larger, it would be difficult to solve the combination of algebraic 
equations. For this reason, the simple example of Newton method to solve four equations 
for the four independent variables is introduced. In the development of the two degree-of-
freedom persymmetric model, the four equations can be selected from (4.93), (4.94), 
(4.95) and (4.104). For example, the four equations are 
 ( ) 21 1 2 1 2 1 2, , , 2f k k m m k k= −        (A.1) 
 ( ) ( ) ( )2 2 4 2 22 1 2 1 2 1 2 2 2 1 1 1 2, , , 2 2f k k m m m m k m k m k kπ π= − + − + −   (A.2) 
 ( ) ( )23 1 2 1 2 1 1, , , 2f k k m m k mπ= −       (A.3) 
 ( ) (4 1 2 1 2 2 2 1 1 1, , , 2 )f k k m m k m k m k= − +      (A.4) 
The equations are the functions of the independent variables , ,  and . It can be 
expressed in the matrix form 
1k 2k 1m 2m
 [ ]1 2 3 4 Tf f f f=F        (A.5) 
 Jacobian matrix  is defined as ( 1 2 1 2, , ,k k m mJ )
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 1 1 1 1
1 2 1 2
2 2 2 2
1 2 1 2
3 3 3 3
1 2 1 2
4 4 4 4
1 2 1 2
f f f f
k k m m
f f f f
k k m m
f f f f
k k m m
f f f f
k k m m
∂ ∂ ∂ ∂⎡ ⎤⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂= ⎢ ∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦
J ⎥
⎤⎦
⎥
      (A.6) 
Initial guess  is given as 0P
        (A.7) 0 0 0 00 1 2 1 2
T
k k m m⎡= ⎣P
To solve the problem, the following steps can be repeated. 
 
Step 1. Evaluate 
        (A.8) ( )
( )
( )
( )
( )
1 1 2 1 2
2 1 2 1 2
3 1 2 1 2
4 1 2 1 2
, , ,
, , ,
, , ,
, , ,
i i i i
i i i i
i i i i i i
i i i i
f k k m m
f k k m m
f k k m m
f k k m m
⎡ ⎤⎢ ⎥⎢ ⎥⎢= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
F P
The subscript and the superscript i denote the ith evaluation. 
Step 2. Evaluate 
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 ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )
1 1 2 1 2 1 1 2 1 2 1 1 2 1 2 1 1 2 1 2
1 2 1 2
2 1 2 1 2 2 1 2 1 2 2 1 2 1 2 2 1 2 1 2
1 2 1 2
3 1 2 1 2 3 1
1
, , , , , , , , , , , ,
, , , , , , , , , , , ,
, , , ,
i i i i i i i i i i i i i i i i
i i i i i i i i i i i i i i i i
i i i i i i
f k k m m f k k m m f k k m m f k k m m
k k m m
f k k m m f k k m m f k k m m f k k m m
k k m m
f k k m m f k
k
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂= ∂ ∂
∂
J P ( ) ( ) ( )
( ) ( ) ( ) ( )
2 1 2 3 1 2 1 2 3 1 2 1 2
2 1 2
4 1 2 1 2 4 1 2 1 2 4 1 2 1 2 4 1 2 1 2
1 2 1 2
, , , , , , , ,
, , , , , , , , , , , ,
i i i i i i i i i i
i i i i i i i i i i i i i i i i
k m m f k k m m f k k m m
k m m
f k k m m f k k m m f k k m m f k k m m
k k m m
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂⎢ ⎥⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦
i
(A.9) 
By substituting (A.1), (A.2), (A.3) and (A.4) into (A.9), we have 
 ( )
( ) ( )1 22 2 4 2 4 21 1 2 2 1 1 2
2
1 2 1 2
2 2 0 0
2 2 2 2 2 2
1 0 0
4
2 1 2 2 2
i i
i i i i i i i
i
i i i i
k k
k m m k m k m k
m m k k
π π π π π π
π
⎡ ⎤−⎢ ⎥− − − − +⎢ ⎥⎢ ⎥= ⎢ ⎥−⎢ ⎥⎢ ⎥− + −⎢ ⎥⎣ ⎦
J P
2
i
i
i
P
(A.10) 
Step 3. Solve the linear system 
         (A.11) ( ) ( )i ∆ = −J P P F P
 with respect to ∆ . Then we have P
         (A.12) ( ) ( )1 i−∆ = −P J P F P
Step 4. Compute the next point 
          (A.13) 1i i+ = + ∆P P
Step 5. Repeat the process (A.8) through (A.13) until ε∆ <P  
 
 The procedure from Step 1 to Step 5 is programmed using MATLAB.   
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MATLAB Program 
clear all 
k1=0.8; k2=-0.8; m1=0.3; m2=0.3;  % Initial guess 
P=[k1 k2 m1 m2]'; 
ep=1e-8; 
dP=P; 
while max(abs(real(dP))) >ep 
    f1=k1^2-k2^2; 
    f2=(m1^2-m2^2)*pi^4+2*(k2*m2-k1*m1)*pi^2+k1^2-k2^2; 
    f3=k1-(pi/2)^2*m1; 
    f4=2*(k2*m2-k1*m1)+k1; 
    F=[f1 f2 f3 f4]'; 
    J11=2*k1;   
    J12=-2*k2;   
    J13=0;   
    J14=0; 
    J21=-2*pi^2*m1+2*k1; 
    J22=2*m2*pi^2-2*k2; 
    J23=2*m1*pi^4-2*k1*pi^2; 
    J24=-2*m2*pi^4+2*k2*pi^2; 
    J31=1;   
    J32=0;   
    J33=-pi^2/4;    
    J34=0; 
    J41=1-2*m1;  
    J42=2*m2;   
    J43=-2*k1;   
    J44=2*k2; 
    J=[J11 J12 J13 J14;  
       J21 J22 J23 J24; 
       J31 J32 J33 J34;  
       J41 J42 J43 J44]; 
    dP=inv(J)*(-F); 
    P=P+dP; 
    k1=P(1);  
    k2=P(2);  
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    m1=P(3);  
    m2=P(4); 
end 
disp(P) 
 
The result of the MATLAB program converges to 
        (A.14) 
1
2
1
2
0.82246703342411
-0.82246703342411
0.33333333333333
0.16666666666667
k
k
m
m
=
=
=
=
From (A.14), the stiffness and mass matrices are obtained. 
 
1 1
0.82246703342411
1 1
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
K ,  
2 1
0.16666666666667
1 2
⎡ ⎤= ⎢ ⎥⎣ ⎦
M  (A.15) 
Finally, we conclude that the numerically obtained model in (A.15) matches the 
persymmetric model in (4.108) very accurately. 
 
2 1 1
1 112
π −⎡ ⎤= ⎢ ⎥−⎣ ⎦K ,  
2 11
1 26
⎡ ⎤= ⎢ ⎥⎣ ⎦
M       (A.16) 
The higher order persymmetric models can be obtained using the same procedure 
presented From Step 1 to Step 5. 
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