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Abstract
A family of quaternary sequences over Z4 is defined based on the Ding-
Helleseth generalized cyclotomic classes modulo pq for two distinct odd primes
p and q. The linear complexity is determined by computing the defining poly-
nomial of the sequences, which is in fact connected with the discrete Fourier
transform of the sequences. The results show that the sequences possess large
linear complexity and are “good” sequences from the viewpoint of cryptogra-
phy.
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1 Introduction
Pseudo-random sequences with sound pseudo-randomness properties have been widely
used in modern communication systems and cryptography [12, 13]. Cyclotomic and
generalized cyclotomic sequences over finite fields are important pseudorandom se-
quences in stream ciphers due to their sound pseudo-random cryptographic properties
and large linear complexity, such as Legendre sequences, Jacobi sequences, etc. [3–6].
We should mention that most of the generalized cyclotomic sequences are defined over
finite fields F2 or F4 or Fr with r an odd prime( see [3–6,8,16], for example). For the
quaternary sequences over ring Z4, most of the studies are focused on the analysis
1
of their autocorrelation [15, 19, 22] and the analysis of the linear complexity [10] are
rare, especially for the generalized cyclotomic sequences sequences over ring Z4.
Very recently, as a generalization of Jacobi sequences, a family of quaternary
sequences over Z4 with period pq was proposed by Edemskiy [9] and Chen [1], re-
spectively. They determined the linear complexity with different methods. In this
paper, we will propose a similar kind of quaternary sequences over Z4 using the
Ding-Helleseth generalized cyclotomic classes [7].
For cryptographic applications, the linear complexity L((su)) of a N period se-
quence (su) is an important merit factor [2,11,13,18]. It may be defined as the length
of the shortest linear feedback shift register which generates the sequence. The feed-
back function of this shift register can be deduced from the knowledge of just 2L((su))
consecutive digits of the sequence. Thus, it is reasonable to suggest that “good” se-
quences have L((su)) > N/2 from the viewpoint of cryptography [2, 18].
Let p and q be two distinct primes with gcd(p−1, q−1) = 4 and e = (p−1)(q−1)/4.
By the Chinese Remainder Theorem there exists a common primitive root g of both
p and q, and the multiplicative order of g modulo pq is e. There also exists an integer
h satisfyingh ≡ g (mod p) and h ≡ 1 (mod q). Define
Di = {g
4s+ihj (mod pq) : 0 ≤ s < e/4, 0 ≤ j < 4}, 0 ≤ i < 4
and thus, the multiplication subgroup of the residue ring Zpq is Z
∗
pq =
3⋃
i=0
Di. We note
that h4 ∈ D0, since otherwise, we write h
4 ≡ g4s+ihj (mod pq) for some 0 ≤ s < e/4
and 1 ≤ i < 4 and get ge−(4s+i)h4−j = 1 ∈ Di, a contradiction.
Let P = {p, 2p, . . . , (q − 1)p}, Q = {q, 2q, . . . , (p − 1)q}, R = {0}. Then a qua-
ternary sequences (eu) over Z4 of length pq are defined by
eu =


2, if u (mod pq) ∈ Q ∪ R,
0, if u (mod pq) ∈ P,
i, if u (mod pq) ∈ Di, i = 0, 1, 2, 3.
(1)
In Section 2, we will compute the defining polynomial of (eu) in (1) first and then
determine exact values of the linear complexity. The defining polynomial of (eu) can
also help us to give the trace representation of (eu), which we mention in Section
3. In the rest of the paper, we always suppose that the subscript of D is performed
modulo 4.
2 Main Results and Proof
First we introduce the defining pairs of the sequence (su) over Z4 with odd period T .
The group of units of Galois ring GR(4, 4r) of characteristic 4 with 4r many elements,
is GR∗(4, 4r) = G1×G2, where G1 is a cyclic group of order 2
r− 1 and G2 is a group
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of order 2r. Note that any α ∈ GR(4, 4r) can be uniquely represented as
α := α1 + 2α2, α1, α2 ∈ T . (2)
where T = {0} ∪G1. See [21, Ch. 14] for details on the theory of Galois rings.
Let T |(2r − 1) and α ∈ GR(4, 4r) be a primitive T -th root of unity. By [20],
one can see that su =
∑
0≤i<T
ρiα
iu, where ρi =
∑
0≤u<T
suα
−iu (0 ≤ i < T ) is the
(discrete) Fourier transform (DFT) of (su). We call su = G(α
u), u ≥ 0 with G(X) =∑
0≤i<T
ρiX
i ∈ GR(4, 4r)[X ] the defining polynomial of (su) corresponding to α [3–5]
and (G(X), α) a defining pair of (su).
Define
Di(X) =
∑
u∈Di
Xu ∈ Z4[X ]
for i = 0, 1, 2, 3.
From our construction, one can see that p and q satisfy one of q ≡ 1 (mod 8) and
p ≡ 5 (mod 8) or q ≡ 5 (mod 8) and p ≡ 1 (mod 4) since gcd(p− 1, q− 1) = 4. Now
we present the defining polynomial of the sequences as following.
Theorem 1. If q ≡ 1 (mod 8) and p ≡ 5 (mod 8), the defining polynomial G(X) of
(eu) is
G(X) = 2
q−1∑
j=0
Xjp +
3∑
i=0
(ρ− i)Di(X),
where ρ =
3∑
i=1
iDi(β).
Theorem 2. If q ≡ 5 (mod 8) and p ≡ 1 (mod 4), the defining polynomial G(X) of
(eu) is
G(X) = 2
p−1∑
j=0
Xjq + 2
q−1∑
j=1
Xjp +
3∑
i=0
(ρ+ 2− i)Di(X),
where ρ =
3∑
i=1
iDi(β).
To prove Theorems 1 and 2, we need some notations and auxiliary lemmas.
It is easy to see that
uDi := {uv (mod pq) : v ∈ Di} = Di+j
for u ∈ Dj . We note that most of the calculations are performed in the Galois ring
GR(4, 4ℓ) with characteristic four.
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Lemma 1. Let γ ∈ GR(4, 4ℓ) be a primitive pq-th root of unity, then we have
(1). 1 + γp + γ2p + . . .+ γ(q−1)p = 0.
(2). 1 + γq + γ2q + . . .+ γ(p−1)q = 0.
(3).
∑
z∈Z∗pq
γz =
3∑
i=0
Di(γ) = 1.
It is easy to check these results, thus we omit the proof.
Lemma 2. Let γ ∈ GR(4, 4ℓ) be a primitive pq-th root of unity. For 0 ≤ i < 4, we
have
(1). Di(γ
kp) = 0, 0 ≤ k < q.
(2). Di(γ
kq) = 3(q − 1)/4, 1 ≤ k < p.
Proof. (1). Rewrite s = q−1
4
s1 + s2 with 0 ≤ s1 <
p−1
4
and 0 ≤ s2 <
q−1
4
, so from
the definitions of Di, g and h, we have
Di (mod q) = {1, g
4, . . . , g4((q−1)/4−1)} (mod q) := D′,
and each element in D′ appears p− 1 times. So for 0 ≤ k < q we get by Lemma 1(2)
Di(γ
kp) = (p− 1)
∑
j∈D′
γjkp = 0.
(2) Similarly, we have
Di (mod p) = {1, . . . , p− 1} = Z
∗
p,
and each element of Z∗p appears (q − 1)/4 times. So we can get the desired result by
Lemma 1(2). 
Lemma 3. Let 0 ≤ a < 4 and w = g4xhj ∈ D0 for 0 ≤ x < e/4 and 0 ≤ j < 4.
(1). There are exactly q−1
4
many solutions w satisfying ga + w ≡ 0 (mod p).
(2). There are exactly p − 1 many solutions w satisfying ga + w ≡ 0 (mod q) if
4 | (a+ q−1
2
), and no solution otherwise .
(3). There is a solution w satisfying both ga + w ≡ 0 (mod p) and ga + w ≡ 0
(mod q) iff 4|(p−1
2
− q−1
2
− j) and 4 | (a+ q−1
2
). Such solution is unique modulo e/4.
Proof. (1) Since
g4xhj ≡ −ga = g(p−1)/2+a (mod p),
then we have 4x+j ≡ (p−1)/2+a (mod p−1) and hence 4x+j = k(p−1)+(p−1)/2+a
for all 0 ≤ k < (q − 1)/4.
(2). Similarly, we have 4x ≡ (q− 1)/2+ a (mod q− 1) and hence 4x = k(q− 1)+
(q − 1)/2 + a for all 0 ≤ k < (p− 1)/4 and 0 ≤ j < 4.
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For (3), we need to consider the equations{
4x ≡ (p− 1)/2 + a− j (mod p− 1),
4x ≡ (q − 1)/2 + a (mod q − 1).
By [6, Lemma 5] and (2) of this lemma, we get the desired result. 
Below we will calculate the inner product Ci(X) · Cj(X)
T for 0 ≤ i, j < 4, here
Ci(X)
T is defined by the transpose of Ci(X) and
Ci(X) = (Di(X), Di+1(X), Di+2(X), Di+3(X)).
Lemma 4. Let β ∈ GR(4, 4ℓ) be a primitive pq-th root of unity. For any 0 ≤ i, j < 4,
we have
Ci(β) · Cj(β)
T + (q − 1)/4 =
{
1, if i = j,
0, otherwise,
if q ≡ 1 (mod 8) and p ≡ 5 (mod 8), and
Ci(β) · Cj(β)
T + (q − 1)/4 =
{
1, if i ≡ j + 2 (mod 4),
0, otherwise,
if q ≡ 5 (mod 8) and p ≡ 1 (mod 4).
Proof. Since Di = g
iD0 for all 0 ≤ i < 4, we have
Ci(β) · Cj(β)
T =
3∑
k=0
∑
u∈D0
βug
i+k
∑
v∈D0
βvg
j+k
=
3∑
k=0
∑
u∈D0
∑
w∈D0
βug
j+k(gi−j+w) (here v = uw)
=
∑
w∈D0
3∑
k=0
∑
z∈Dj+k
γzw =
∑
w∈D0
3∑
k=0
Dk(γw),
and in the above penultimate equation z = ugj+k, γw = β
gi−j+w. Now we need to
determine ord(γw), and we find that the possible values of ord(γw) are 1, p, q, pq.
Thus,
Ci(β) · Cj(β)
T =
( ∑
w∈D0
ord(γw)=1
+
∑
w∈D0
ord(γw)=p
+
∑
w∈D0
ord(γw)=q
+
∑
w∈D0
ord(γw)=pq
)
.
3∑
k=0
Dk(γw)
We first suppose that q ≡ 1 (mod 8) and p ≡ 5 (mod 8). If ord(γw) = 1, then
gi−j + w ≡ 0 (mod pq). By Lemma 3(3), there is unique w(= g4sht) ∈ D0 satisfying
it iff 4|(p−1
2
− q−1
2
− t) and 4 | ( q−1
2
+ i− j), that is, t = 2 and i = j.
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If ord(γw) = p, then g
i−j +w ≡ 0 (mod q) but gi−j +w 6≡ 0 (mod p). By Lemma
3(2), there are p − 2 many or not any w ∈ D0 satisfying it depending on whether
i = j or not.
Similarly, if ord(γw) = q, then by Lemma 3(1), there are
q−1
4
− 1 or q−1
4
many
w ∈ D0 satisfying it depending on whether t = 2 and i = j hold or not.
So the number of w ∈ D0 satisfying ord(γw) = pq, is
(p−1)(q−1)
4
−( q−1
4
−1)−(p−2)−1
or (p−1)(q−1)
4
− q−1
4
depending on whether i = j or not.
From all the discussion above, we derive
Ci(β) · Cj(β)
T + (q − 1)/4 =
{
1, if i = j,
0, otherwise.
For q ≡ 5 (mod 8) and p ≡ 1 (mod 4), one can get the desired result by Lemma
3(3) in a similar way. 
We are now ready to prove Theorems 1 and 2.
Proof of Theorem 1. If q ≡ 1 (mod 8) and p ≡ 5 (mod 8), we can check that the
defining polynomial G(X) of (eu) is
G(X) = 2
q−1∑
j=0
Xjp +
3∑
i=1
i
(
Ck(β) · C0(X)
T +
q − 1
4
)
= 2
q−1∑
j=0
Xjp +
3∑
i=1
iCi(β) · C0(X)
T.
In fact, for u = kp with 0 ≤ k < q, it follows from Lemma 2 that C0(β
kp) = (0, 0, 0, 0),
thus G(β0) = 2 = e0 and G(β
kp) = 0 = ekp for k 6= 0.
Similarly for u = kq with 1 ≤ k < p, it follows from Lemma 1(2) that C0(β
kq) =
(3(q−1)
4
, 3(q−1)
4
, 3(q−1)
4
, 3(q−1)
4
), so we have G(βkq) = 2 = ekq.
For u ∈ Dk with 0 ≤ k < 4, Lemmas 1 and 4 leads to that G(β
u) = k = eu.
Hence we get eu = G(β
u) for all u ≥ 0.
With the above discussion and simple calculation, one can get the desired results
from the definition of ρ and Lemma 1(3). 
Proof of Theorem 2. If q ≡ 5 (mod 8) and p ≡ 1 (mod 4), similar to the proof of
Theorem 1, one can check that the defining polynomial G(X) of (eu) is
G(X) = 2 + 2
p−1∑
j=0
Xjq + 2
q−1∑
j=0
Xjp + C2(β) · C3(X)
T
+2C2(β) · C2(X)
T + 3C2(β) · C1(X)
T,
thus we can get the desired results after simple calculation. 
Theorems 1 and 2 are essential to the presentation of linear complexity of the
sequences. Thus we have
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Theorem 3. If q ≡ 1 (mod 8) and p ≡ 5 (mod 8), the linear complexity of (eu) is
L((eu)) =
{
q + 3(p− 1)(q − 1)/4, if 2 ∈ D0,
pq − p+ 1, if 2 ∈ D2.
Theorem 4. If q ≡ 5 (mod 8) and p ≡ 1 (mod 4), the linear complexity of (eu) is
L((eu)) = pq.
Proof of Theorem 3. According to the work of Udaya and Siddiqi [20, Theorem 4],
we have that the linear complexity L((eu)) equals the number of nonzero coefficients
of the defining polynomial of (eu). Then the result can be followed from Lemma 5. 
Below, we let b¯ denote the image of the element b ∈ GR(4, 4r) under the natural
epimorphism of the rings GR(4, 4r) and GR(4, 4r) = GR(4, 4r)/2GR(4, 4r).
Define
E(x) =
3∑
i=1
iDi(x),
then it follows from Lemma 1 and the relations of Dl that E(β
k) = E(β) − l for
k ∈ Dl with l = 0, 1, 2, 3. Thus we have E(βk) = D1(β) +D3(β) ∈ Z2 iff 2|l, i.e.,
2 ∈ D0 ∪D2. Moreover, from our selection of p and q, we have that
2 ∈ D0 ∪D2 iff q ≡ 1 (mod 8) and p ≡ 5 (mod 8),
since 2 is a quadratic residue (non-residue) modulo prime q iff q ≡ ±1 (mod 8)
(q ≡ ±5 (mod 8)).
Lemma 5. ρ ∈ Z4 iff 2 ∈ D0.
Proof. Let Hi = Di ∪ Di+2 and Hi(x) =
∑
j∈Hi
xj for i = 0, 1. We will prove the
result with the following steps.
We first prove that if q ≡ 1 (mod 8), then (H0(β))
2 = (0, 0)H0(β) + (0, 1)H1(β)
with (0, 0) = |(H0+1)∩H0| and (0, 1) = |(H0+1)∩H1| are the generalized cyclotomic
numbers of order 2.
Note that
(H0(β))
2 =
∑
u∈H0
∑
t∈H0
βu(t+1).
We have [14, Proposition 9.8.6] that −1 ∈ D0 iff q ≡ 1 (mod 8). One can see that H0
contains (q−1)/2−1 elements such that t+1 ≡ 0 (mod p), and 2(p−1)−1 elements
such that t + 1 ≡ 0 (mod q), respectively, for t 6= −1. It follows from Lemma 2 that
∑
u∈H0
∑
t∈H0,(t+1,pq)>1
βu(t+1) = (
q − 3
2
) · 0 + (2p− 3)
3(q − 1)
2
+
(p− 1)(q − 1)
2
= 0.
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Thus, we have (H0(β))
2 = (0, 0)H0(β) + (0, 1)H1(β).
Second, we prove that Hi(β) ∈ Z4 for i = 0, 1 iff 2 ∈ D0 ∪D2. If Hi(β) ∈ Z4, then
Hi(β) ∈ Z2 and the discussion immediately above the Lemma leads to 2 ∈ D0 ∪D2.
Meanwhile, if 2 ∈ D0 ∪D2, then q ≡ 1 (mod 8). Denote z = H0(β), then by Lemma
1 we have z2 = (0, 2)z + (0, 1)(1 − z), thus we have z2 = z, i.e., z ∈ Z2 since
(0, 0) = (q − 5)(p− 2)/4 and (0, 1) = (q − 1)(p− 2)/4 [6].
Finally, rewrite E(x) = H1(x) + 2(D2(x) + D3(x)), then if E(β) ∈ Z4, we have
H1(β) ∈ Z4 and 2(D2(β) + D3(β)) ∈ 2Z4. If 2 ∈ D2, then we have D2(β
2) +
D3(β
2) = D0(β) +D1(β), thus we have D2(β) +D3(β)
2
= D2(β) +D3(β) + 1, hence
D2(β) +D3(β) 6∈ Z2. A contradiction.
If 2 ∈ D0, we have H1(β) ∈ Z4 and D2(β) +D3(β) ∈ Z2, thus E(β) = ρ ∈ Z4. 
The proof of Theorem 4 is similar to that of Theorem 3, we omit it here.
Theorems 3 and 4 show that the sequence possess large linear complexity and they
are “good” from the view point of cryptography.
3 Final Remarks
It is well known that the trace representation can be computed by applying the (dis-
crete) Fourier transform [17]. Trace functions over Galois rings [19,20] is extensively
applied to producing pseudorandom sequences efficiently and analyzing their pseu-
dorandom properties [13, 15, 20] (see also references therein). The trace function
TRrs(−) from GR(4, 4
r) to GR(4, 4s) (s|r) is defined by
TRrs(α) = Φ
0
s(α) + Φs(α) + . . .+ Φ
r/s−1
s (α),
where Φs(α) = α
2s
1 +2α
2s
2 is the Frobenius automorphism of GR(4, 4
r) over GR(4, 4s)
with order r/s. For more details on trace functions over Galois rings, we refer the
reader to [21].
Below we present the trace representation of (eu) without proof since the proof is
in a similar way as in [1] with the fact that 2 ∈ D0 ∪D2 iff q ≡ 1 (mod 8) and p ≡ 5
(mod 8) and 2 ∈ D1 ∪D3 iff q ≡ 5 (mod 8) and p ≡ 1 (mod 4).
Theorem 5. Let ℓ be the order of 2 modulo pq, ℓp the order of 2 modulo p and ℓq the
order of 2 modulo q. The trace representation of (eu) is
(1) For q ≡ 1 (mod 8) and p ≡ 5 (mod 8),
eu = 2 + 2
q−1
ℓq
−1∑
i=0
TR
ℓq
1 (β
ugip) +
3∑
i=0
(ρ− i)
e
4ℓ/ǫ
−1∑
t=0
3∑
j=0
TRℓǫ(β
ug4t+ihj),
with ǫ = 1 if 2 ∈ D0 and ǫ = 2 if 2 ∈ D2.
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(2) For q ≡ 5 (mod 8) and p ≡ 1 (mod 4),
eu = 2+2
p−1
ℓp
−1∑
i=0
TR
ℓp
1 (β
ugiq)+2
q−1
ℓq
−1∑
i=0
TR
ℓq
1 (β
ugip)+
3∑
i=0
(ρ+2−i)
4e
ℓ
−1∑
t=0
3∑
j=0
TRℓ4(β
ug4t+ihj).
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