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Povzetek
V magistrskem delu smo preucˇili, implementirali in medsebojno primerjali
zaporedne in vzporedne algoritme za urejanje podatkov. Implementirali smo
sedem algoritmov, in sicer bitono urejanje, vecˇkoracˇno bitono urejanje, pri-
lagodljivo bitono urejanje, urejanje z zlivanjem, hitro urejanje, urejanje po
delih in urejanje z vzorci. Zaporedne algoritme smo implementirali na cen-
tralno procesni enoti s pomocˇjo jezika C++, vzporedne pa na graficˇno proce-
sni enoti s pomocˇjo arhitekture CUDA. Nasˇtete implementacije vzporednih
algoritmov smo delno tudi izboljˇsali. Poleg tega smo tudi zagotovili, da lahko
urejajo zaporedja poljubne dolzˇine. Algoritme smo primerjali na zaporedjih
sˇtevil razlicˇnih dolzˇin, porazdeljenih po sˇestih razlicˇnih porazdelitvah, ki so
bila sestavljena iz 32-bitnih sˇtevil, 32-bitnih parov kljucˇ-vrednost, 64-bitnih
sˇtevil in 64-bitnih parov kljucˇ-vrednost. Ugotovili smo, da je med zapore-
dnimi algoritmi najhitrejˇse urejanje po delih, medtem ko je pri vzporednih
algoritmih najhitrejˇse urejanje po delih ali urejanje z zlivanjem (odvisno od
vhodne porazdelitve). Z vzporednimi implementacijami smo dosegli tudi do
157-kratno pohitritev v primerjavi z zaporednimi implementacijami.
Kljucˇne besede
vzporedni algoritmi, primerjava algoritmov, urejanje podatkov, graficˇna kar-
tica, CUDA

Abstract
In this master’s thesis we studied, implemented and compared sequential and
parallel sorting algorithms. We implemented seven algorithms: bitonic sort,
multistep bitonic sort, adaptive bitonic sort, merge sort, quicksort, radix
sort and sample sort. Sequential algorithms were implemented on a central
processing unit using C++, whereas parallel algorithms were implemented
on a graphics processing unit using CUDA architecture. We improved the
above mentioned implementations and adopted them to be able to sort input
sequences of arbitrary length. We compared algorithms on six different input
distributions, which consist of 32-bit numbers, 32-bit key-value pairs, 64-bit
numbers and 64-bit key-value pairs. The results show that radix sort is
the fastest sequential sorting algorithm, whereas radix sort and merge sort
are the fastest parallel algorithms (depending on the input distribution).
With parallel implementations we achieved speedups of up to 157-times in
comparison to sequential implementations.
Keywords
parallel algorithms, algorithm comparison, sorting, graphics card, CUDA

Poglavje 1
Uvod
Algoritmi za urejanje podatkov se uporabljajo v sˇtevilnih problemskih do-
menah, zato je njihova hitra izvedba kljucˇnega pomena. Obstajajo sˇtevilne
zaporedne implementacije algoritmov za urejanje podatkov, ki jih lahko po-
hitrimo s pomocˇjo naprednejˇse strojne opreme. Slabost omenjenega pristopa
je povecˇanje strosˇkov. Poleg tega ni zagotovljeno, da bomo z boljˇso strojno
opremo dosegli zˇeleno stopnjo pohitritve. S pojavom cenovno dostopnih
vzporednih arhitektur (na primer GPE), se trend algoritmov za urejanje po-
datkov seli k vzporednim implementacijam, saj lahko z njimi dosezˇemo vecˇjo
ucˇinkovitost.
Podrocˇje vzporednih algoritmov za urejanje podatkov je zelo aktivno.
Sprva so bili algoritmi na GPE implementirani s pomocˇjo graficˇnih program-
skih vmesnikov kot sta na primer OpenGL in DirectX. Omenjeni program-
ski vmesniki so namenjeni upodabljanju grafike, kar otezˇuje implementa-
cijo splosˇno namenskih vzporednih algoritmov. Poleg tega opisani programi
niso ucˇinkoviti. S pojavom arhitekture CUDA leta 2007 se implementiranje
splosˇno namenskih vzporednih algoritmov v veliki meri poenostavi [9, 30].
V magistrskem delu smo se osredotocˇili na najbolj raziskovane vzpore-
dne algoritme za urejanje podatkov v literaturi. To so hitro urejanje [9],
bitono urejanje [28], prilagodljivo bitono urejanje [29], urejanje po delih [30],
urejanje z zlivanjem [30] in urejanje z vzorci [13]. Vsi nasˇteti algoritmi, z
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izjemo urejanja po delih, temeljijo na primerjavah. Za te algoritme smo se
odlocˇili, ker njihove implementacije na arhitekturi CUDA sˇe niso nikjer pri-
merjane. Poleg tega se v literaturi redko pojavi primerjava med zaporedno
implementacijo na CPE in vzporedno na GPE. Kar nekaj cˇlankov opisuje
primerjavo vzporednih algoritmov na eni ali vecˇ nitih, kar ni ekvivalentno
primerjavi med optimizirano zaporedno in vzporedno implementacijo. Nasˇa
domneva je, da bo za kratke kljucˇe najhitrejˇsi algoritem urejanja po delih.
Pricˇakujemo tudi, da bodo nekateri algoritmi obcˇutljivi na dolocˇene poraz-
delitve vhodnih podatkov. Domnevamo, da bo urejanje po delih pocˇasnejˇse
pri daljˇsih kljucˇih, hitro urejanje bo pocˇasnejˇse pri majhnem sˇtevilu kljucˇev,
urejanje z zlivanjem bo hitrejˇse pri delno urejenih podatkih, itd.
Opisane implementacije vzporednih algoritmov smo delno tudi izboljˇsali.
Za vecˇkoracˇno bitono urejanje smo izdelali postopek za izgradnjo d -koracˇnega
dela, na podlagi katerega smo implementirali tudi d -koracˇne sˇcˇepce.
D-koracˇne sˇcˇepce smo tudi optimizirali z rekurzivnimi funkcijami za branje,
pisanje in primerjanje elementov. Z nasˇtetimi funkcijami smo zagotovili, da
se elementi vedno nahajajo v registrih niti, kar omogocˇa hitrejˇse izvajanje
urejanja. S pomocˇjo optimizirane redukcije [17] in optimizirane komulativne
vsote [33] smo pohitrili delovanje hitrega urejanja [9]. Izboljˇsali smo tudi
postopek iskanja pivotov v hitrem urejanju. Dolocˇili smo jih kot povprecˇje
starega pivota in maksimalne oziroma minimalne vrednosti levega oziroma
desnega podzaporedja, ki ju dobimo po opravljeni delitvi. Zato smo lahko iz
sˇcˇepca za globalno hitro urejanje odstranili redukcijo za iskanje minimuma
in maksimuma. S pomocˇjo komulativne vsote za predikate [18] smo pohitrili
urejanje po delih [30]. Kot smo omenili, je Peters s sodelavci [29] implemen-
tiral vzporedno prilagodljivo bitono urejanje v kombinaciji z vecˇkoracˇnim bi-
tonim urejanjem [28]. V delu nismo implementirali opisanega hibrida, ampak
samostojno prilagodljivo bitono urejanje. S tem smo zˇeleli dosecˇi pravicˇnejˇso
primerjavo med zaporednim in vzporednim prilagodljivim bitonim urejanjem.
Pri urejanju z vzorci [13] smo izdelali tudi preprost in ucˇinkovit postopek za
shranjevanje elementov v sektorje. Za vse algoritme smo tudi zagotovili,
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da lahko urejajo zaporedja poljubne dolzˇine (ne samo vecˇkratnikov potence
sˇtevila 2).
1.1 Sorodna dela
Pred pojavom arhitekture CUDA je za najhitrejˇsi algoritem na GPE ve-
ljal algoritem bitonega urejanja (ang. bitonic sort) [14, 15]. Cederman in
Tsigas [9] sta predlagala prvo konkurencˇno implementacijo hitrega urejanja
(ang. quicksort) na arhitekturi CUDA, ki se je lahko kosala s takratnimi
najhitrejˇsimi algoritmi na GPE. Baraglia s sodelavci [4] predlaga bitono ure-
janje, ki je hitrejˇse od prej omenjenega hitrega urejanja za tabele vecˇje od
8MB. Satish s sodelavci [30] nato implementira za tisti cˇas najhitrejˇse ureja-
nje s primerjavami, tj. urejanje z zlivanjem (ang. merge sort) in najhitrejˇse
urejanje brez primerjav, tj. urejanje po delih (ang. radix sort). Avtorji
navajajo svojo implementacijo urejanja po delih kot najhitrejˇso implemen-
tacijo vzporednega urejanja za tisti cˇas. Leischner s sodelavci [23] predlaga
implementacijo urejanja z vzorci (ang. sample sort), ki je v povprecˇju za
30 % hitrejˇsa od prej omenjenega urejanja z zlivanjem [30]. Satish s so-
delavci [31] izboljˇsa implementacijo urejanja z zlivanjem, ki je do dvakrat
hitrejˇsa od prej omenjenega urejanja z vzorci [23]. Dehne in Zaboli [13] pre-
dlagata robustnejˇse urejanje z vzorci v primerjavi s [23], katerega ucˇinkovitost
je neodvisna od porazdelitve vhodnih podatkov. Merrill in Grimshaw [25]
implementirata urejanje po delih, ki je hitrejˇse od prej omenjenega Satishe-
vega [30] in velja za najhitrejˇse urejanje brez primerjav na GPE. Peters s so-
delavci [28] implementira vecˇkoracˇno bitono urejanje (ang. multistep bitonic
sort), ki velja za takratno najhitrejˇse urejanje s primerjavami. Je priblizˇno
enako ucˇinkovito kot prej omenjeno Satishevo urejanje z zlivanjem [31]. Ka-
sneje implementacijo tudi nadgradijo in ustvarijo hibrid med prej omenjenim
vecˇkoracˇnim [28] in prilagodljivim bitonim urejanjem (ang. adaptive bitonic
sort) [29]. Omenjena implementacija velja za najhitrejˇse vzporedno urejanje
s primerjavami na GPE.
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Poleg urejanja sˇtevil, je aktualno tudi podrocˇje urejanja velikih kolicˇin
podatkov, ki se jih ne da v celoti shraniti v pomnilnik GPE zaradi njihove
obsezˇnosti. Zaradi omenjenega razloga je potrebno podatke razdeliti na vecˇ
delov, dele posamicˇno urediti na GPE in jih ponovno zdruzˇiti na gostite-
lju. Primer takega algoritma predlaga Amirul s sodelavci [3]. Algoritem je
namenjen urejanju velikih kolicˇin nizov dolzˇine 20 znakov.
Izpostaviti velja tudi delo Miˇsic´a in Tomasˇevic´a [26]. Avtorja sta izvedla
primerjavo med Cedermanovim hitrim urejanjem [9], urejanjem z zlivanjem
knjizˇnice Thrust [2] in urejanjem po delih knjizˇnice CUDPP [1]. Algoritma
urejanja z zlivanjem in urejanja po delih temeljita na delu [30], ki je pred-
stavljalo osnovo tudi za nasˇi implementaciji omenjenih urejanj. Ugotovila
sta, da je algoritem urejanje po delih za priblizˇno 45 % hitrejˇsi od ostalih
dveh algoritmov. Urejanje z zlivanjem in hitro urejanje sta podobno hitra,
pri cˇemer je hitro urejanje bolj obcˇutljivo na porazdelitev vhodnih podatkov.
Na podlagi rezultatov magistrskega dela smo napisali tudi cˇlanek z naslo-
vom Comparison of parallel sorting algorithms in ga poslali v objavo v revijo
Concurrency and Computation: Practice and Experience [7]. Za razliko od
ostalih del, predstavljenih v tem poglavju, smo v nasˇem cˇlanku izvedli pri-
merjavo med sedmimi implementacijami vzporednih algoritmov za urejanje
podatkov na sˇtirih tipih vhodnih podatkov.
Poglavje 2
Vzporedno racˇunanje
2.1 Arhitektura CUDA
CUDA (Compute Unified Device Architecture) je programski vmesnik, ki
mocˇno poenostavi implementacijo programov za GPE podjetja Nvidia in
predstavlja razsˇiritev jezika C. Aplikacije so razdeljene na zaporedni pro-
gram, izveden na gostitelju (ang. host) in enega ali vecˇ vzporednih sˇcˇepcev
(ang. kernel), izvedenih na napravi (ang. device). Program na gostitelju
je obicˇajno izveden na CPE, medtem ko so programi na napravi obicˇajno
izvedeni na eni ali vecˇ GPE [11, 30].
Sˇcˇepec je program, ki ga izvajajo niti na napravi. Sestavljen je iz mrezˇe
niti (ang. grid), ki je razdeljena na enega ali vecˇ blokov niti (ang. thread
block). Ob zagonu sˇcˇepca moramo podati dimenzijo mrezˇe (sˇtevilo blokov
niti) in dimenzijo blokov (sˇtevilo niti v blokih) [30].
Na strojnem nivoju so GPE sestavljene iz mnozˇice tokovnih procesorskih
grucˇ (ang. streaming multiprocesor). Te so sestavljeni iz vecˇ tokovnih pro-
cesorjev (ang. streaming processor). Procesorske grucˇe ne izvedejo vseh niti
v bloku naenkrat, ampak jih najprej razdelijo v skupine velikosti 32, imeno-
vane snopi (ang. warp), ki jih nato izvedejo. Niti v istem snopu si delijo
isto ukazno enoto, zaradi cˇesar lahko socˇasno izvajajo ukaze. Opisan nacˇin
izvajanja se imenuje SIMT (ang. single instruction, multiple thread oziroma
5
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slo. en ukaz, vecˇ niti). Slabost opisanega nacˇina izvajanja je, da lahko po-
samezen snop izvaja samo en ukaz naenkrat. Za dober izkoristek strojne
opreme GPE moramo poskrbeti, da niti v snopu izvajajo iste ukaze. Ka-
dar niti istega snopa vsebujejo razlicˇne ukaze, se ti izvedejo zaporedno, kar
imenujemo razhajanje niti (ang. control divergence). Pri tem je potrebno
poudariti, da se snopi v istem bloku niti ne izvajajo socˇasno, kar predsta-
vlja tezˇavo. V sˇtevilnih programih je potrebno zagotoviti, da vse niti istega
bloka dosezˇejo dolocˇeno tocˇko programa, preden nadaljujejo z izvajanjem. V
ta namen nam arhitektura CUDA omogocˇa sinhronizacijo na pregradi (ang.
barrier synchronization). Bloke niti ne moremo medsebojno sinhronizirati,
saj se ti lahko izvedejo v poljubnem vrstnem redu. Globalno sinhronizacijo
med bloki lahko zagotovimo samo z vecˇ zaporednimi klici sˇcˇepcev, zaradi
cˇesar moramo vzporedne algoritme razdeliti na vecˇ sˇcˇepcev [11, 27, 30].
Niti lahko dostopajo do vecˇ vrst pomnilnikov. Vsaka nit ima svoje regi-
stre, ki imajo najmanjˇso zakasnitev dostopa izmed vseh opisanih pomnilni-
kov. Tezˇava je, da ima vsaka nit le nekaj 32-bitnih registrov (od 64 do 255
na trenutno najnovejˇsih GPE). Vsaka procesorska grucˇa vsebuje deljen po-
mnilnik (ang. shared memory), ki ima prav tako zelo majhno zakasnitev. Ta
pomnilnik je zelo majhen (nekaj 10 KB). Niti znotraj istega bloka dostopajo
do istega deljenega pomnilnika, zato lahko z njegovo pomocˇjo medsebojno
komunicirajo, kar je kljucˇno za izvajanje vzporednih programov. Tu je po-
trebno izpostaviti, da lahko prevajalnik optimizira program. Na strojnem
nivoju lahko uporabi registre namesto deljenega pomnilnika, s cˇimer lahko
preprecˇi komunikacijo med nitmi. Kadar eksplicitno zˇelimo, da prevajal-
nik ne izvede omenjene optimizacije, moramo deljen pomnilnik deklarirati s
kljucˇno besedo volatile. Globalni pomnilnik je skupen tako gostitelju kot
tudi napravi in je tipicˇno zelo velik (nekaj GB na danasˇnjih GPE). Z nje-
govo pomocˇjo lahko niti komunicirajo v razlicˇnih blokih oziroma v razlicˇnih
sˇcˇepcih. Njegova slabost je pocˇasnost. Dostope lahko v veliki meri pohi-
trimo, cˇe poskrbimo, da niti dostopajo na zaporedne pomnilniˇske naslove.
Tak nacˇin dostopa imenujemo zaporedni (ang. coalasced) dostop. V tem
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primeru lahko strojna oprema zdruzˇi vecˇ dostopov do globalnega pomnilnika
v kratko transakcijo. Vse niti imajo na voljo tudi skupni konstantni pomnil-
nik, iz katerega lahko samo berejo. Konstantni pomnilnik je veliko manjˇsi od
globalnega pomnilnika (64 KB), vendar je veliko hitrejˇsi [27, 30].
Zaradi socˇasnega izvajanja niti lahko cikli preberi-spremeni-zapiˇsi (ang.
read-modify-write) predstavljajo tezˇavo. To je cikel, v katerem nit prebere
neko vrednost iz dolocˇene pomnilniˇske lokacije, jo spremeni in zapiˇse nazaj
na isto lokacijo. Kadar zˇeli vecˇ niti socˇasno izvesti omenjeni cikel nad isto
pomnilniˇsko lokacijo, lahko pride do nedolocˇenega sinhronizacijskega stanja
(ang. race condition) niti. V ta namen nam arhitektura CUDA omogocˇa
atomarne operacije (ang. atomic operation). Te operacije zagotavljajo, da
lahko trenutna nit v celoti izvede cikel preberi-spremeni-zapiˇsi. Pri tem ne
bo smela nobena druga nit izvajati tega cikla nad isto pomnilniˇsko lokacijo,
dokler trenutna nit ne zakljucˇi cikla [27].
Potrebno je uposˇtevati, da imajo novejˇse GPE zmogljivejˇso in napre-
dnejˇso strojno in programsko opremo, zato imajo posledicˇno tudi novejˇse in
naprednejˇse funkcionalnosti. Za lazˇje sledenje funkcionalnosti razlicˇnih ge-
neracij Nvidia GPE se uporablja notacija racˇunske zmozˇnosti (ang. compute
capability). Razlicˇica racˇunske zmozˇnosti GPE je predstavljena s sˇtevilko
(na primer 1.1, 3.0, itd.). Vse GPE z enako razlicˇico racˇunske zmozˇnosti
imajo enake funkcionalnosti. Vecˇja kot je razlicˇica racˇunske zmozˇnosti, bolj
napredna je GPE [27].
2.2 Vzporedna redukcija
Vzporedna redukcija (ang. parallel reduction) velja za enega temeljnih gra-
dnikov sˇtevilnih vzporednih algoritmov. Na vhodu prejme tabelo vrednosti
in operacijo redukcije. Deluje tako, da najprej inicializira rezultat z iden-
titeto podane operacije redukcije (na primer sesˇtevanje - 0, mnozˇenje - 1).
Nato opravi prehod cˇez vse elemente tabele ter hkrati izvede operacijo re-
dukcije med rezultatom in trenutnim elementom tabele. Operacija redukcije
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Slika 2.1: Redukcija z dvema klicema sˇcˇepcev (prirejeno po [17]).
mora biti komutativna in asociativna, saj lahko prehod po tabeli poteka v
poljubnem vrstnem redu. Poleg tega mora imeti operacija definirano tudi
identiteto. Primeri opisanih operacij so sesˇtevanje, mnozˇenje, minimum in
maksimum [22].
Redukcijo lahko izvedemo tudi vzporedno. Dober primer predstavlja
sˇportni turnir, na katerem sodeluje n ekip. Vse tekme enega kroga tur-
nirja se lahko odigrajo socˇasno. V naslednji krog se uvrsti n
2
ekip, v krog za
tem n
4
itd., dokler na koncu ne dobimo zmagovalca [22].
Slika 2.1 prikazuje primer redukcije nad tabelo dolzˇine 64. Pri tem pred-
postavimo, da lahko vsak blok niti opravi redukcijo nad najvecˇ 8 elementi.
Ugotovimo, da je potrebnih 8 blokov. Vsak blok izvede redukcijo nad svojim
pripadajocˇim kosom vhodnih podatkov dolzˇine 8. Nato mora eden izmed
omenjenih blokov izvesti sˇe redukcijo nad dobljenimi rezultati. Tezˇava je v
tem, da je potrebno sinhronizirati vmesne rezultate posameznih blokov niti,
preden nad njimi ponovimo redukcijo za izracˇun koncˇnega rezultata. Vrstni
red izvajanja blokov niti ni vnaprej dolocˇen. Poleg tega CUDA ne zagotavlja
nobenega mehanizma za sinhronizacijo blokov niti znotraj istega sˇcˇepca. V
ta namen opravimo vecˇ klicev sˇcˇepcev, saj se ti izvajajo zaporedno. V prvem
sˇcˇepcu vsak blok niti shrani rezultat redukcije v tabelo vmesnih rezultatov,
nakar nov sˇcˇepec prebere rezultate in ponovi redukcijo. V splosˇnem opi-
san postopek rekurzivno ponavljamo, dokler ne ostane en sam blok niti, ki
izracˇuna koncˇni rezultat [17].
Sˇtevilo iteracij, potrebnih za izvedbo redukcije tabele dolzˇine n, je enako
O(log n). V prvi oziroma delovno najbolj zahtevni iteraciji je potrebno opra-
viti O(n) operacij redukcije. S p procesorji lahko to izvedemo vzporedno v
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Slika 2.2: Osnovna vzporedna redukcija (prirejeno po [17]).
cˇasu O(n
p
). Cˇasovna zahtevnost vzporedne redukcije je zato enaka:
Tp = O
(
n
p
· log n
)
. (2.1)
Pri dovolj velikem sˇtevilu procesorjev (tj. O(n)) lahko vsako iteracijo izve-
demo v cˇasu O(1). V tem primeru je cˇasovna zahtevnost enaka:
Tn = O(log n). (2.2)
2.2.1 Osnovna vzporedna redukcija
Slika 2.2 prikazuje primer osnovne vzporedne redukcije sesˇtevanja. Kot vi-
dimo, se v vsaki iteraciji razpolovi sˇtevilo aktivnih niti. Prednost opisanega
pristopa je v zelo majhnem razhajanju niti v snopih. Vzemimo za primer
tabelo dolzˇine 128 in blok, ki vsebuje 64 niti. V prvi iteraciji bo aktivnih
vseh 64 niti oziroma dva snopa. V naslednji iteraciji bo en snop aktiven in
en snop neaktiven. Sˇele v tretji iteraciji bo priˇslo do razhajanja niti v prvem
snopu, saj bo 16 niti izvajajo sesˇtevanje, medtem ko ostalih 16 niti sesˇtevanja
ne bo izvajalo. Ugotovimo, da je razhajanje prisotno samo v prvem snopu,
in sicer v zadnjih petih iteracijah redukcije. Poleg tega med samim izvaja-
njem redukcije ne pride do konfliktov pomnilniˇskih bank. Opisan algoritem
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1 // vhodnaTab: vhodna tabela,
2 // izhodnaTab: izhodna tabela.
3 scepecOsnovnaRedukcija(vhodnaTab, izhodnaTab):
4 extern __shared__ sTab[]
5 indeks = blockIdx.x * 2 * blockDim.x + threadIdx.x
6
7 sTab[threadIdx.x] = vhodnaTab[indeks]
8 sTab[threadIdx.x + blockDim.x] = vhodnaTab[indeks + blockDim.x]
9 __syncthreads()
10
11 for (korak = blockDim.x; korak > 0; korak /= 2):
12 if threadIdx.x < korak:
13 sTab[threadIdx.x] += sTab[threadIdx.x + korak]
14 __syncthreads()
15
16 if threadIdx.x == 0: izhodnaTab[blockIdx.x] = sTab[0]
Psevdokoda 2.1: Sˇcˇepec za osnovno vzporedno redukcijo (prirejeno po [17]).
je prikazan v psevdokodi 2.1. Slabost algoritma je v slabi izkoriˇscˇenosti virov
GPE, saj se z vsako iteracijo za polovico zmanjˇsa sˇtevilo aktivnih niti [17, 22].
2.2.2 Vzporedna redukcija z razvitjem zanke
Psevdokoda 2.2 prikazuje vzporedno redukcijo z razvitjem zanke. V osnovni
implementaciji vzporedne redukcije smo ugotovili, da ta slabo izkoriˇscˇa vire
GPE. Za odpravo omenjene tezˇave lahko zdruzˇimo zaporedno in vzporedno
implementacijo. Medtem ko niti berejo elemente iz globalnega pomnilnika,
lahko socˇasno izvajajo operacijo redukcije (vrstice 18 - 21). S tem dosezˇemo,
da so vse niti aktivne vecˇino cˇasa izvajanja sˇcˇepca. Uposˇtevati moramo tudi,
da zanka for zahteva dodatno procesiranje. V prid nam sluzˇi ugotovitev iz
algoritma osnovne redukcije, kjer zadnjih sˇest iteracij redukcije izvede samo
en snop niti. To lahko izkoristimo, kajti v zadnjih sˇestih iteracij ne potrebu-
jemo sinhronizacije niti, saj se niti v istem snopu izvajajo sinhrono. Namesto
zanke for lahko v zadnjih sˇestih iteracijah redukcije uporabimo razvitje zanke
(ang. loop unroll), kot je prikazano v vrsticah 1 - 7. Opisana optimizacija
prihrani delo tudi ostalim snopom, ker jim ni potrebno izvesti zadnjih sˇest
iteracij zanke. Algoritem bi lahko sˇe dodatno pohitrili, cˇe bi izvedli popolno
razvitje zanke oziroma cˇe bi zanko for osnovnega algoritma redukcije po-
polnoma odstranili. V ta namen uposˇtevajmo, da je sˇtevilo niti v bloku
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1 template <velikostBloka> redukcijaSnop(volatile sTab, tid):
2 if velikostBloka >= 64: sTab[tid] += sTab[tid + 32]
3 if velikostBloka >= 32: sTab[tid] += sTab[tid + 16]
4 if velikostBloka >= 16: sTab[tid] += sTabtid + 8]
5 if velikostBloka >= 8: sTab[tid] += sTab[tid + 4]
6 if velikostBloka >= 4: sTab[tid] += sTab[tid + 2]
7 if velikostBloka >= 2: sTab[tid] += sTab[tid + 1]
8
9 // vhodnaTab: vhodna tabela,
10 // izhodnaTab: izhodna tabela,
11 // n: dolz˘ina vhodne tabele.
12 template <velikostBloka> scepecRedukcijaRZ(vhodnaTab, izhodnaTab, n):
13 extern __shared__ sTab[]
14 vsota, tid = 0, threadIdx.x
15 indeks = blockIdx.x * (2 * velikostBloka) + tid
16 velikostMrezeNiti = velikostBloka * 2 * gridDim.x
17
18 for (; indeks < n; i += velikostMrezeNiti):
19 vsota += vhodnaTab[indeks]
20 if indeks + velikostBloka < n:
21 vsota += vhodnaTab[indeks + velikostBloka]
22
23 sTab[tid] = vsota
24 __syncthreads()
25
26 // Podobno kodo uporabimo za vec˘je bloke (512, 1024, 2048, ...)
27 if velikostBloka >= 256 && tid < 128:
28 sTab[tid] += sTab[tid + 128]
29 __syncthreads()
30 if velikostBloka >= 128 && tid < 64:
31 sTab[tid] += sTab[tid + 64]
32 __syncthreads()
33
34 if tid < 32: redukcijaSnop<velikostBloka>(sTab, threadIdx.x)
35 if tid == 0: izhodnaTab[blockIdx.x] = sTab[0]
Psevdokoda 2.2: Sˇcˇepec za vzporedno redukcijo z razvitjem zanke (prirejeno
po [17]).
1 if velBloka == 256: scepecRedukcijaRZ<256><<</*parametri*/>>>(tab1, tab2)
2 if velBloka == 128: scepecRedukcijaRZ<128><<</*parametri*/>>>(tab1, tab2)
3 /* ... zmanjs˘ujemo velikost bloka za faktor 2 */
4 if velBloka == 1: scepecRedukcijaRZ<1><<</*parametri*/>>>(tab1, tab2)
Psevdokoda 2.3: Klic sˇcˇepca za vzporedno redukcijo z razvitjem zanke
(prirejeno po [17]).
navzgor omejeno. Zaradi tega je navzgor omejena tudi velikost kosa tabele,
ki ga lahko naenkrat obdela blok niti. Zaradi opisane omejitve lahko vnaprej
dolocˇimo maksimalno sˇtevilo iteracij redukcije in s tem posledicˇno dosezˇemo
popolno razvitje zanke (vrstice 27 - 32). Omembe vredno je tudi dejstvo, da
velikost bloka niti podamo v parametrih konstrukta template (vrstici 1 in
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1 // vhodTab: vhodna tabela v deljenem pomnilniku,
2 // izhodTab: izhodna tabela v globalnem pomnilniku.
3 template <velikostBloka> optimiziranaRedukcija(volatile vhodTab, izhodTab):
4 indeksSnop = threadIdx.x / warpSize
5 indeksNitiSnop = threadIdx.x & (warpSize - 1)
6 tid = (indeksSnop * 2 * warpSize) + indeksNitiSnop
7
8 redukcijaSnop<velikostBloka>(vhodTab, tid)
9 __syncthreads()
10
11 if indeksNitiSnop == 0: vhodTab[indeksSnop] = vhodTab[tid]
12 __syncthreads()
13
14 if indeksSnop == 0:
15 redukcijaSnop<velikostBloka / 32>(velikostBloka, threadIdx.x)
16 if indeksNitiSnop == 0: izhodTab[blockIdx.x] = vhodTab[0]
Psevdokoda 2.4: Optimizirana vzporedna redukcija (prirejeno po [17]).
12). S pomocˇjo omenjenega konstrukta jezika C++ lahko podajamo para-
metre v cˇasu prevajanja, s cˇimer dosezˇemo dodatno optimizacijo. Cˇeprav je
velikost bloka poznana zˇe v cˇasu prevajanja, jo lahko dinamicˇno izberemo
tudi v cˇasu izvajanja, kot to prikazuje psevdokoda 2.3 [17].
2.2.3 Optimizirana vzporedna redukcija
Slabost algoritma 2.2 je v tem, da se z vsako iteracijo razpolovi sˇtevilo aktiv-
nih niti (vrstice 27 - 32). To pomeni, da algoritem slabo izkoriˇscˇa vire GPE.
Poleg tega je potrebno med vsako iteracijo izvesti sinhronizacijo niti. Nasˇtete
slabosti odpravi algoritem 2.4. Na zacˇetku vsak snop niti izvede redukcijo
na svojem pripadajocˇem kosu tabele dolzˇine 64 (vrstica 8), za kar uporabi
funkcijo redukcijaSnop iz psevdokode 2.2. Ta funkcija izkoriˇscˇa dejstvo
sinhronega izvajanja kode v snopih in zaradi tega ni potrebe po sinhronizaciji
niti na pregradi. Prva nit vsakega snopa shrani rezultat redukcije svojega
pripadajocˇega snopa (vrstica 11). Nato niti prvega snopa izvedejo redukcijo
nad prej shranjenimi rezultati (vrstica 15). Na koncu prva nit v bloku shrani
rezultat redukcije v izhodno tabelo. Opozoriti velja, da lahko niti izvajajo
redukcijo pred izvedbo prikazane funkcije, kot je prikazano v psevdokodi 2.2
v vrsticah 18 - 21 [17].
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2.3 Vzporedna komulativna vsota
Komulativna vsota (ang. comulative sum, prefix sum, scan) je ena izmed
najpogosteje uporabljenih vzporednih operacij. Deluje tako, da na vhodu
prejme tabelo [a0, a1, ..., an−1] in asociativni operator ⊕. Kot rezultat vrne
tabelo dolzˇine n:
[a0, (a0 ⊕ a1), ..., (a0 ⊕ a1 ⊕ ...⊕ an−1)]. (2.3)
Vzemimo za primer tabelo [4, 1, 1, 7, 2, 3]. Komulativna vsota za operacijo
sesˇtevanja je enaka [4, 5, 6, 13, 15, 18]. Kot vidimo, vsak element i vsebuje
vsoto vseh elementov pred i, vkljucˇno z njegovo vrednostjo, kar imenujemo
vkljucˇujocˇa komulativna vsota (ang. inclusive scan) [19].
Velikokrat je zazˇeleno, da komulativna vsota na mestu i vsebuje samo
vsoto vseh elementov pred i. Taksˇno vsoto imenujemo izkljucˇujocˇa komula-
tivna vsota (ang. exclusive scan). Poleg tabele in operatorja ⊕ na vhodu
prejme sˇe identiteto I podanega operatorja. Kot rezultat vrne tabelo:
[I, a0, (a0 ⊕ a1), ..., (a0 ⊕ a1 ⊕ ...⊕ an−2)]. (2.4)
Iz vkljucˇujocˇe komulativne vsote lahko preprosto izpeljemo izkljucˇujocˇo in
obratno. V preostanku poglavja bomo opisovali algoritme izkljucˇujocˇe komu-
lativne vsote, ker se ta v praksi veliko bolj pogosto uporablja. Osredotocˇili
se bomo na komulativne vsote za kratke tabele, ki jih lahko obdela en blok
niti. Za daljˇse tabele smo uporabili knjizˇnico CUDPP (CUDA Data-Parallel
Primitives Library) [1, 19].
Za nadaljnjo analizo je potrebno definicija delovne zahtevnosti (ang. work
complexity). To je sˇtevilo operacij oziroma korakov potrebnih za izvedbo al-
goritma. Pri zaporednih algoritmih sta cˇasovna in delovna zahtevnost vedno
enaki. Zaporedna implementacija ima cˇasovno, prostorsko in delovno zah-
tevnost enako O(n).
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Slika 2.3: Prikaz delovno ucˇinkovite vzporedne komulativne vsote [22].
Za izvedbo vzporedne komulativne vsote tabele dolzˇine n je potrebnih
O(log n) iteracij. V prvi oziroma delovno najbolj zahtevni iteraciji je po-
trebno izvesti O(n) operacij. S p procesorji lahko to izvedemo vzporedno v
cˇasu O(n
p
). Cˇasovna zahtevnost vzporedne komulativne vsote je zato enaka:
Tp = O
(
n
p
· log n
)
. (2.5)
To je tudi cˇasovna zahtevnost vseh algoritmov komulativnih vsot, opisanih
v naslednjih poglavjih. Pri dovolj velikem sˇtevilu procesorjev (tj. O(n)) je
cˇasovna zahtevnost enaka:
Tn = O(log n). (2.6)
2.3.1 Delovno ucˇinkovita vzporedna komulativna vsota
Za delovno ucˇinkovito vzporedno komulativno vsoto mora veljati, da ima
enako delovno zahtevnost kot zaporedna implementacija. To pomeni, da
mora biti komulativna vsota opravljena z O(n) operacijami ⊕. V ta namen
uporabimo vzorec uravnotezˇenih binarnih dreves. V dejanskem algoritmu ta-
bele ne pretvorimo v binarno drevo. Uporabimo samo koncept drevesa, na
podlagi katerega za vsako nit dolocˇimo delo, ki ga mora opraviti. Algoritem
je sestavljen iz dveh faz (slika 2.3) in sicer faza prehoda navzgor (ang. up-
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1 // vhodnaTab: vhodna tabela,
2 // izhodnaTab: izhodna tabela.
3 scepecDelovnoUcikovitaKomVsota(vhodnaTab, izhodnaTab):
4 extern __shared__ sTab[]
5 sTab[threadIdx.x] = vhodnaTab[threadIdx.x]
6 sTab[threadIdx.x + blockDim.x] = vhodnaTab[threadIdx.x + blockDim.x]
7
8 // Faza prehoda navzgor
9 for (korak = 1; korak <= blockDim.x; korak *= 2):
10 indeks = (threadIdx.x + 1) * 2 * korak - 1
11 if indeks < 2 * blockDim.x:
12 sTab[indeks] += sTab[indeks - korak]
13 __syncthreads()
14
15 // Faza prehoda navzdol
16 for (korak = blockDim.x / 2; korak > 0; korak /= 2):
17 __syncthreads()
18 indeks = (threadIdx.x + 1) * 2 * korak - 1
19 if (indeks + korak < 2 * BLOCK_SIZE):
20 sTab[indeks + korak] += sTab[indeks]
21
22 __syncthreads()
23 izhodnaTab[threadIdx.x] = sTab[threadIdx.x]
24 izhodnaTab[threadIdx.x + blockDim.x] = sTab[threadIdx.x + blockDim.x]
Psevdokoda 2.5: Sˇcˇepec delovno ucˇinkovite kom. vsote (prirejeno po [22]).
sweep phase) in faza prehoda navzdol (ang. down-sweep phase). V prvi fazi
algoritma izvedemo prehod iz listov drevesa do korenskega vozliˇscˇa in ob tem
izracˇunamo delne vsote (zgornja polovica slike 2.3). V fazi prehoda navzdol
izvedemo ravno obraten prehod iz korenskega vozliˇscˇa do listov drevesa, pri
cˇemer na podlagi prej dobljenih delnih vsot izracˇunamo komulativno vsoto
(spodnja polovica slike 2.3). Psevdokoda 2.5 prikazuje implementacijo opi-
sanega algoritma. Algoritem opravi 2 · (n− 1) operacij ⊕, torej ima delavno
zahtevnost enako O(n) [19, 22].
Cˇeprav je opisan algoritem delovno ucˇinkovit, ni povsem primeren za
arhitekturo CUDA. Algoritem slabo izkoriˇscˇa vire GPE, saj vecˇino cˇasa deluje
le majhen delezˇ razpolozˇljivih niti. Poleg tega zahteva 2 · log2 n sinhronizacij
niti, kar v veliki meri upocˇasni izvajanje. Opisane slabosti odpravi algoritem
optimizirane komulativne vsote, ki je opisan v naslednjem poglavju [33].
2.3.2 Optimizirana komulativna vsota
Kot smo omenili v poglavju 2.1, se koda na GPE izvaja v skupinah 32 niti in
jo imenujemo snop. Niti si medsebojno delijo ukazno enoto, zato lahko naen-
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1 // sTab: vhodna tabela v deljenem pomnilniku,
2 // vrednost: element tabele, ki ga vsebuje trenutna nit.
3 template <velBloka> komulativnaVsotaSnop(volatile sTab, vrednost):
4 indeks = 2 * threadIdx.x - (threadIdx.x & (warpSize - 1))
5 sTab[indeks] = 0
6 indeks += warpSize
7 sTab[indeks] = vrednost
8
9 if velBloka >= 2: sTab[indeks] += sTab[indeks - 1]
10 if velBloka >= 4: sTab[indeks] += sTab[indeks - 2]
11 if velBloka >= 8: sTab[indeks] += sTab[indeks - 4]
12 if velBloka >= 16: sTab[indeks] += sTab[indeks - 8]
13 if velBloka >= 32: sTab[indeks] += sTab[indeks - 16]
14
15 // Pretvori vkljuc˘ujoc˘o komulativno vsoto v izkljuc˘ujoc˘o
16 return sTab[indeks] - vrednost
Psevdokoda 2.6: Komulativna vsota v snopu (prirejeno po [18, 33]).
krat izvajajo samo en ukaz. Algoritem komulativne vsote lahko prilagodimo
opisanem vzorcu izvajanja.
V ta namen uporabimo algoritem komulativne vsote v snopu (ang. intra-
warp scan), ki je prikazan v psevdokodi 2.6. Spremenljivko warpSize za-
gotovi arhitektura CUDA. Njena vrednost je sˇtevilo niti v snopu oziroma
32 (vrstici 4 in 6). Prednost implementacije je dejstvo, da se niti v snopu
izvajajo sinhrono in pri tem ne potrebujejo sinhronizacije na pregradi. Na-
dalje vsak snop niti obdela podzaporedje dolzˇine 32, zato je potrebnih najvecˇ
pet iteracij za izvedbo komulativne vsote. To pomeni, da lahko uporabimo
razvitje zanke (ang. loop unroll, vrstice 9 - 13). Algoritem zahteva polovico
manj korakov kot algoritem delovno ucˇinkovite komulativne vsote, opisan v
prejˇsnjem poglavju 2.3.1. Velikost bloka niti podamo s pomocˇjo konstrukta
template jezika C++ (vrstica 3), zaradi cˇesar je ta poznana zˇe v cˇasu
prevajanja, kar predstavlja dodatno optimizacijo. Za velikost snopa s = 32
ima prikazan algoritem delovno zahtevnost O(s · log s), kar je vecˇ od opti-
malne delovne zahtevnosti komulativne vsote O(s). Na samo ucˇinkovitost
algoritma to ne vpliva, ker vse niti v snopu izvajajo isti ukaz. Vsak ukaz v
snopu zahteva enak cˇas za izvedbo, ne glede na to, ali ga izvede ena sama
nit ali vse niti snopa [33].
Na podlagi komulativne vsote v snopu lahko izracˇunamo komulativno
vsoto celotnega zaporedja. Algoritem prikazuje psevdokoda 2.7. Na zacˇetku
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1 // vrednost: element tabele, ki ga vsebuje trenutna nit.
2 template <velBloka> optKomulativnaVsota(vrednost):
3 extern __shared__ sTab[]
4 indeksSnop = threadIdx.x / warpSize
5 indeksNitiSnop = threadIdx.x & (warpSize - 1)
6
7 rezultat = komulativnaVsotaSnop<velBloka>(sTab, vrednost)
8 __syncthreads()
9
10 if indeksNitiSnop == warpSize - 1: sTab[indeksSnop] = rezultat + vrednost
11 __syncthreads()
12
13 if indeksSnop == 0:
14 sTab[threadIdx.x] = komulativnaVsotaSnop<velBloka / 32>(
15 sTab, sTab[threadIdx.x]
16 )
17 __syncthreads()
18
19 return rezultat + sTab[indeksSnop]
Psevdokoda 2.7: Optimizirana komulativna vsota (prirejeno po [33]).
vsak snop izvede komulativno vsoto svojega pripadajocˇega odseka tabele,
pri cˇemer vsaka nit shrani svoj rezultat v svoje registre (vrstica 7). Nato
vse zadnje niti v snopih shranijo koncˇni rezultat svoje komulativne vsote
(vrstica 10). Za tem niti prvega snopa izvedejo komulativno vsoto nad
prej shranjenimi vmesnimi rezultati (vrstice 14 - 16). Na koncu vsaka nit
sesˇteje rezultat komulativne vsote svojega pripadajocˇega snopa in vsoto vseh
prejˇsnjih snopov (vrstica 19) [33].
2.3.3 Komulativna vsota za binarne predikate
Nvidia GPE z racˇunsko zmozˇnostjo 2.0 ali vecˇ vsebujejo dva ukaza, ki v veliki
meri pohitrita izracˇun komulativne vsote nad tabelo predikatov z vrednostjo
0 ali 1. Ukaza sta naslednja:
• int popc(int x) - v 32-bitnem sˇtevilu x presˇteje sˇtevilo bitov z
vrednostjo 1,
• int ballot(int p) - vrne 32-bitno sˇtevilo, v katerem ima bit k
vrednost 1 samo v primeru, cˇe je podani predikat p zaporedne niti k
znotraj istega snopa razlicˇen od 0.
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1 // vrednost: element tabele, ki ga vsebuje trenutna nit.
2 tvoriMasko():
3 asm("mov.u32 %0, %lanemask_lt;" : "=r"(maska))
4 return maska
5
6 komVsotaSnopPredikat(predikat):
7 maska = tvoriMasko()
8 glasovi = __ballot(predikat)
9 return __popc(glasovi & maska)
Psevdokoda 2.8: Komulativna vsota v snopu za predikate (prirejeno po [18]).
S pomocˇjo nasˇtetih ukazov lahko vsaka nit ugotovi koliko niti z nizˇjim identi-
fikatorjem v njenem snopu vsebuje predikat z vrednostjo 1. Vsaka nit poklicˇe
ukaz ballot, v katerega vstavi svoj predikat. Nato nad dobljenim rezulta-
tom oziroma glasovi niti poklicˇe ukaz popc, s cˇimer presˇteje sˇtevilo bitov z
vrednostjo 1. S tem pravzaprav dosezˇemo vzporedno redukcijo, kjer vse niti
vsebujejo rezultat redukcije. Izracˇun komulativne vsote predikatov v snopu
zahteva majhno spremembo prikazano v psevdokodi 2.8. Vsaka nit s pomocˇjo
ukaza ballot prejme predikatne bite oziroma glasove vseh niti v snopu,
medtem ko mora presˇteti samo predikate niti z nizˇjim identifikatorjem. V
ta namen moramo za vsako zaporedno nit k v snopu zgraditi masko (vrstice
2 - 4). Ta mora vsebovati vrednost 1 na bitih manjˇsih ali enakih k in na
ostalih bitih vrednost 0. Cˇe je zaporedni indeks niti enak k = 18 (zacˇensˇi
z 0), potem moramo dobiti masko 11111111 11111111 11000000 00000000.
Masko zgradimo s pomocˇjo ukaza v zbirniku (vrstica 3), s cˇimer dosezˇemo
dodatno optimizacijo. Z logicˇno operacijo IN med prej omenjenimi glasovi
in opisano masko (vrstica 9) omejimo glasove samo na niti, ki imajo nizˇji
identifikator kot zaporedna nit k [18].
Na podlagi opisanega algoritma lahko izracˇunamo tudi komulativno vsoto
nad kosom tabele predikatov, ki pripada trenutnemu bloku niti. Potrebna
je le majhna sprememba v psevdokodi 2.7. V vrstici 7 moramo opraviti
klic funkcije komVsotaSnopPredikat iz psevdokode 2.8, kar je tudi edina
potrebna sprememba v algoritmu [18].
Poglavje 3
Bitono urejanje
Bitono urejanje (ang. bitonic sort) je algoritem za urejanje podatkov, ki ga je
zasnoval Ken E. Batcher [5]. Algoritem spada v skupino t.i. mrezˇ za urejanje
podatkov (ang. sorting network). To so algoritmi za urejanje podatkov, ki
izvedejo vnaprej dolocˇeno zaporedje primerjav. Vrstni red, smer in sˇtevilo
primerjav je neodvisno od vhodnih podatkov. To pomeni, da lahko algoritem
predstavimo kot staticˇno mrezˇo primerjalnikov, povezanih s podatkovnimi
linijami. Primerjalnik dobi na vhodu dve sˇtevili (oziroma dve podatkovni
liniji), kateri uredi v vnaprej dolocˇenem vrstnem redu. Mrezˇe za urejanje
podatkov so zaradi opisanih razlogov primerne za implementacije na strojni
opremi in vzporednih arhitekturah (npr. CUDA) [5, 28].
Osnova za delovanje bitonega urejanja je bitono zaporedje. Zaporedje
sˇtevil imenujemo bitono, cˇe je sestavljeno iz dveh obratno urejenih monotono
narasˇcˇajocˇih oziroma padajocˇih podzaporedij. Med bitona zaporedja sˇtejemo
tudi ciklicˇne zamike omenjenih zaporedij (definicija 3.1).
Definicija 3.1 Naj bo E = (e0, e1, ..., en−1) bitono zaporedje dolˇzine n. Za
vsak s ∈ N velja, da je Ss(E) ciklicˇni zamik zaporedja E za s elementov:
Ss(E) = (e((−s mod n)+n) mod n, e(((−s+1) mod n)+n) mod n, ..., (3.1)
e(((−s+(n−1)) mod n)+n) mod n).
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Definicija 3.2 Zaporedje E je bitono, cˇe obstaja tak s ∈ N, da je zaporedje
Ss(E) sestavljeno iz monotono narasˇcˇajocˇega in monotono padajocˇega pod-
zaporedja.
Primer bitonega zaporedja je E = (1, 3, 5, 7, 6, 4, 2, 0). Sestavljeno je iz nepa-
dajocˇega pozdaporedja (1, 3, 5, 7) in nenarasˇcˇujocˇega podzaporedja (6, 4, 2, 0).
Primer bitonega zaporedja sestavljenega iz nenarasˇcˇujocˇega in nato nepa-
dajocˇega zaporedja je F = (6, 4, 2, 0, 1, 3, 5, 7). Za zaporedji E in F prav-
zaprav velja E = S4(F ) oziroma F = S4(E). Kot smo omenili, so ciklicˇni
zamiki bitonih zaporedij za katerokoli vrednost prav tako bitona zaporedja.
Tako je na primer S2(E) = (2, 0, 1, 3, 5, 7, 6, 4) tudi bitono zaporedje.
3.1 Zaporedni algoritem
3.1.1 Bitono zlivanje
Algoritem urejanja bitonega zaporedja se imenuje bitono zlivanje (ang. bito-
nic merge). Za njegovo delovanje na bitonem zaporedju E dolzˇine n defini-
ramo operacijo biton korak [6, 29]:
L(E) = (min(e0, en
2
), min(e1, e(n
2
)+1), ..., min(e(n
2
)−1, en−1)), (3.2)
U(E) = (max(e0, en
2
), max(e1, e(n
2
)+1), ..., max(e(n
2
)−1, en−1)). (3.3)
Izrek 3.1 Za dobljeni podzaporedji L(E) in U(E) veljata naslednji lastnosti:
1. podzaporedji L(E) in U(E) sta bitoni,
2. za vsak element l ∈ L(E) in u ∈ U(E) velja:
l ≤ u. (3.4)
Bitono zaporedje dolzˇine n = 2r lahko zlijemo v r oziroma log2 n korakih.
Kot vidimo iz operacij (3.2) in (3.3) je vsakem koraku potrebnih n
2
operacij
primerjav oziroma zamenjav. Slika 3.1 prikazuje mrezˇo za bitono zlivanje za-
poredja dolzˇine 8. Vodoravne cˇrte predstavljajo sˇtevila v zaporedju, navpicˇne
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Slika 3.1: Mrezˇa za bitono zlivanje (prirejeno po [29]).
pusˇcˇice pa primerjave oziroma zamenjave. Na sliki vidimo, da v zacˇetnem
koraku k = 3 dobimo iz enega bitonega zaporedja dve bitoni podzaporedji
(koraki na sliki so indeksirani v obratnem vrstnem redu zaradi konsistentno-
sti s psevdokodo 3.1, ki prikazuje algoritem bitonega urejanja). V naslednjem
koraku k = 2 dobimo iz dveh podzaporedij sˇtiri podzaporedja. V zadnjem
koraku k = 1 dobimo 8 podzaporedij dolzˇine enega elementa oziroma ure-
jeno zaporedje. Iz opisa algoritma ugotovimo, da v vsakem koraku k dobimo
2(r−k+1) podzaporedij dolzˇine 2k−1. Vidimo tudi, da so v vsakem koraku vsi
elementi podzaporedja p manjˇsi od vseh elementov podzaporedja p + 1 (iz-
rek 3.1). Sklepamo, da za bitono zlivanje velja naslednje rekurzivno razmerje:
bitono zlivanje(E) = (bitono zlivanje(L(E)), bitono zlivanje(U(E))).
Pri tem je potrebno omeniti, da je smer primerjav pri bitonem zlivanju vedno
enaka, kar ne velja za algoritem bitonega urejanja [28, 29].
3.1.2 Bitono urejanje
Z algoritmom bitonega zlivanja lahko uredimo poljubno bitono zaporedje.
Tezˇava v opisanem pristopu je dejstvo, da mora biti vhodno zaporedje bitono.
V ta namen je potreben algoritem bitonega urejanja. Ta deluje tako, da
zaporedje dolzˇine n = 2r uredi v r = log2 n fazah, pri cˇemer v vsaki fazi izvede
algoritem bitonega zlivanja. Slika 3.2 prikazuje mrezˇo za bitono urejanje
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Slika 3.2: Mrezˇa za bitono urejanje (prirejeno po [29]).
zaporedja dolzˇine 8. Na sliki vidimo, da mrezˇo sestavljajo log2 8 = 3 faze
oziroma 3 bitona zlivanja [28].
V poljubnem vhodnem zaporedju E = (e0, e1, ..., en−1) oziroma v fazi
0 so vsa podzaporedja dolzˇine 2 pravzaprav bitona zaporedja:
(e0, e1), (e2, e3), ..., (en−2, en−1).
Omenjena podzaporedja lahko uredimo z bitonim zlivanjem (1. faza bitonega
urejanja). Zagotoviti moramo, da so soda oziroma liha podzaporedja urejena
v obratnem vrstnem redu, s cˇimer dobimo bitona podzaporedja dolzˇine 4 [28]:
(e0, e1, e2, e3), (e4, e5, e6, e7), ..., (en−4, en−3, en−2, en−1).
Enak postopek nadaljujemo v 2. fazi, kjer s pomocˇjo bitonega zlivanja ure-
dimo prej dobljena bitona podzaporedja dolzˇine 4. Pri tem zopet uposˇtevamo,
da morajo biti soda oziroma liha podzaporedja urejena v obratnem vrstnem
redu. S tem dobimo bitona podzaporedja dolzˇine 8. Iz opisa algoritma
ugotovimo, da v vsaki fazi f dobimo n
2f
bitonih podzaporedij dolzˇine 2f .
Ugotovimo tudi, da je v fazi f potrebnih f korakov za zlitje vseh n
2f
bitonih
podzaporedij. Iz opisanega lahko sklepamo, da je zaporedje dolzˇine n = 2r
po r - 1 fazah bitono in po r fazah urejeno [28, 29].
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Slika 3.3: Mrezˇa za normalizirano bitono urejanje (prirejeno po [28]).
3.1.3 Normalizirano bitono urejanje
Navadno bitono urejanje nam omogocˇa urejanje zaporedij, katerih dolzˇina
n je potenca sˇtevila 2 (n = 2r; r ∈ N0). To v praksi predstavlja tezˇavo,
saj imajo zaporedja redko omenjeno dolzˇino. V ta namen lahko razsˇirimo
tabelo do naslednjega vecˇkratnika potence sˇtevila 2. Razsˇirjen del tabele nato
zapolnimo (ang. padding) z maksimalnimi oziroma minimalnimi vrednostmi
(odvisno od smeri urejanja), vendar s tem dodamo nepotrebno delo algoritmu
urejanja. Vzemimo za primer tabelo z dolzˇino 2n + 1. Prej opisani algoritem
bo najprej zapolnil tabelo do dolzˇine 2n+1 in jo nato uredil. To pomeni, da
bo algoritem uredil 2n − 1 odvecˇnih zapolnjenih elementov.
Da bi se izognili nepotrebnemu podaljˇsanju cˇasa izvajanja, smo v nasˇi
implementaciji uporabili normalizirano bitono urejanje (ang. normalized bi-
tonic sort). Njegova prednost je v tem, da nam omogocˇa urejanje zaporedij
poljubne dolzˇine. Poleg tega olajˇsa implementacijo na vzporednih arhitek-
turah, saj je smer primerjav vedno enaka (pri navadnem bitonem urejanju
morajo biti monotona podzaporedja urejena v obratni smeri). Najvecˇja raz-
lika med implementacijo navadnega in normaliziranega bitonega urejanja je
v spremenjenem prvem koraku zlivanja v vseh fazah urejanja. Kot prikazuje
slika 3.3 v rdecˇih okvirjih, so indeksi primerjav oziroma zamenjav zrcaljeni
po sredini podzaporedja [28].
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1 // tabela: vhodna tabela,
2 // n: dolz˘ina vhodne tabele,
3 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
4 zaporednoBitonoUrejanje(tabela, n, s):
5 // Izrac˘una s˘tevilo faz potrebnih za bitono urejanje
6 steviloVsehFaz = log2(nasledjaPotencaStevila2(n))
7
8 // Faze bitonega urejanja
9 for (faza = 1; faza <= steviloVsehFaz; faza++):
10 // Koraki bitonega zlivanja
11 for (korak = faza; korak > 0; korak--):
12 // Velikost bitonih podzaporedij / 2
13 velP = 1 << (korak - 1)
14
15 // S˘tevec primerjav, ki jih je potrebno izvesti v enem koraku zlivanja
16 for (p = 0; p < n / 2; p++):
17 // V prvem koraku vsake faze normaliziranega bitonega urejanja je
18 // potrebno drugac˘no indeksiranje elementov kot v ostalih korakih
19 if faza == korak:
20 indeksEl = (p / velP) * velP + ((velP - 1) - (p % velP))
21 odmik = ((p & (velP - 1)) << 1) + 1
22 else:
23 indeksEl = p
24 odmik = velP
25
26 // Indeksa elementov, katera bosta medsebojno primerjana
27 indeksLevo = (indeksEl << 1) - (indeksEl & (velP - 1))
28 indeksDesno = indeksLevo + odmik
29 if indeksDesno >= n:
30 break
31
32 // Izvede operacijo primerjave oziroma zamenjave
33 primerjajInZamenjaj(tabela[indeksLevo], tabela[indeksDesno], s)
Psevdokoda 3.1: Zaporedno normalizirano bitono urejanje.
3.1.4 Implementacija
Bitono urejanje je rekurziven algoritem. Preizkusili smo rekurzivno in itera-
tivno implementacijo ter se odlocˇili za iterativno, ker se je izkazala za hitrejˇso.
Psevdokoda 3.1 prikazuje implementacijo iterativnega normaliziranega bito-
nega urejanja. Iz psevdokode vidimo, da se v vsaki fazi (vrstice 9 - 33)
bitonega urejanja izvaja bitono zlivanje (vrstice 11 - 33). Pomembni sta tudi
vrstici 20 in 21, v katerih se indeksi primerjanih elementov spremenijo tako,
da se zrcalijo po sredini bitonih podzaporedij (rdecˇi okviri na sliki 3.3). Po-
goj v vrstici 29 je potreben v primeru, ko dolzˇina tabele ni enaka vecˇkratniku
potence sˇtevila 2. Pri tem velja izpostaviti, da je smer primerjav vedno enaka
(spremenljivka s v vrstici 33).
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3.1.5 Cˇasovna zahtevnost
Za izracˇun cˇasovne zahtevnosti bitonega urejanja zaporedja dolzˇine n defini-
ramo funkcijo Ckorak(m). Ta predstavlja sˇtevilo operacij primerjav oziroma
zamenjav, potrebnih za izvedbo enega koraka zlivanja bitonega podzaporedja
dolzˇine m. Sˇtevilo vseh operacij, potrebnih za bitono urejanje zaporedja
dolzˇine n, je zato enako [29]:
logn∑
f=1
f∑
k=1
n
2k
· Ckorak(2k). (3.5)
Prva vsota predstavlja sˇtevilo vseh faz bitonega urejanja, druga vsota pa
sˇtevilo vseh korakov zlivanja v fazi f. Izraz n
2k
predstavlja sˇtevilo vseh bito-
nih podzaporedij v koraku k faze f. V vsakem koraku zlivanja bitonega pod-
zaporedja dolzˇine 2k dobimo podzaporedji L(E) (3.2) in U(E) (3.3), za kar
je potrebnih Ckorak(2
k) = 2
k
2
operacij primerjav oziroma zamenjav. Sˇtevilo
operacij potrebnih za obdelavo vseh n
2k
bitonih podzaporedij v koraku k je
zato enako [29]:
n
2k
· Ckorak(2k) = n
2k
· 2
k
2
=
n
2
. (3.6)
Sˇtevilo vseh operacij primerjav in zamenjav oziroma cˇasovna zahtevnost bi-
tonega urejanja je enaka [29]:
T1 =
logn∑
f=1
f∑
k=1
n
2k
· Ckorak(2k) =
logn∑
f=1
f∑
k=1
n
2
=
logn∑
f=1
f · n
2
= O(n · log2 n). (3.7)
Cˇasovna zahtevnost je enaka O(n · log2 n), kar ni optimalna cˇasovna zahtev-
nost za urejanje s primerjavami (tj. O(n · log n)). Prednost bitonega urejanja
je to, da deluje brez dodatnih pomozˇnih tabel oziroma na mestu (ang. in-
place). Poleg tega zahteva zelo malo komunikacije med procesorji, kar olajˇsa
implementacijo na vzporednih arhitekturah (npr. CUDA) [28].
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3.2 Vzporedni algoritem
3.2.1 Trivialna implementacija
Za trivialno implementacijo vzporednega bitonega urejanja na arhitekturi
CUDA, bi lahko uporabili preprost sˇcˇepec za bitono zlivanje, ki bi izvedel vse
operacije primerjav oziroma zamenjav enega koraka bitonega zlivanja. Celo-
tno bitono urejanje bi bilo sestavljeno iz zaporedja klicev omenjenega sˇcˇepca,
kjer bi vsak klic predstavljal en korak ene faze bitonega urejanja. Vsak sˇcˇepec
bi vseboval n
2
niti (za tabelo dolzˇine n), pri cˇemer bi vsaka nit izvedla eno
operacijo primerjave oziroma zamenjave. Opisana implementacija zelo dobro
izkoristi vire GPE. Vse niti v sˇcˇepcu se lahko izvajajo povsem vzporedno,
saj ni potrebe po zaporednem izvajanju. Poleg tega so pomnilniˇski dostopi
enakomerno porazdeljeni med nitmi. Posamezne niti so tudi enakomerno de-
lovno obremenjene. Slabost opisanega sˇcˇepca je prekomerno dostopanje do
globalnega pomnilnika, kar obcˇutno podaljˇsa cˇas izvajanja algoritma. Vsaka
operacija primerjave zahteva dve operaciji branja iz globalnega pomnilnika
(vsaka nit prebere in primerja 2 elementa). V primeru, da je potrebna zame-
njava elementov, zahteva tudi dve operaciji pisanja v globalni pomnilnik (ob
predpostavki, da nit prebrani vrednosti shrani v svoje registre, s pomocˇjo
katerih izvede zamenjavo vrednosti). Urejanje tabele dolzˇine n = 2f zahteva
f faz, pri cˇemer vsaka faza vsebuje f korakov bitonega zlivanja. Vsak ko-
rak vsebuje n
2
= 2f−1 operacij primerjav oziroma zamenjav. To pomeni, da
trivialna implementacija ob vsakem klicu sˇcˇepca zahteva [28]:
2 · 2f−1 = 2f = n (3.8)
bralnih dostopov globalnega pomnilnika. Skupno sˇtevilo vseh bralnih dosto-
pov potrebnih za celotno urejanje je tako enako:
n ·
f∑
k=1
k = n · f · (1 + f)
2
= n · (log n) · (1 + log n)
2
. (3.9)
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1 // tabela: vhodna tabela,
2 // n: dolz˘ina vhodne tabele,
3 // fazeBU: s˘tevilo faz izvedenih v s˘c˘epcu za bitono urejanje,
4 // korakiLZ: s˘tevilo korakov izvedenih v s˘c˘epcu za lokalno zlivanje,
5 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
6 vzporednoBitonoUrejanje(tabela, n, fazeBU, korakiLZ, s):
7 // Izrac˘una s˘tevilo faz potrebnih za bitono urejanje
8 steviloVsehFaz = log2(nasledjaPotencaStevila2(n))
9
10 // Izvede "fazeBU" faz bitonega urejanja v deljenem pomnilniku
11 scepecBitonoUrejanje(tabela, n, fazeBU, s)
12
13 // Izvedba preostalih faz bitonega urejanja
14 for (faza = fazeBU + 1; faza <= steviloVsehFaz; faza++):
15 // Klici s˘c˘epca za globalno bitono zlivanje (poglavje 3.2.1)
16 for (korak = faza; korak > korakiLZ; korak--):
17 scepecGlobalnoBitonoZlivanje(tabela, n, faza, korak, s)
18
19 // Izvede "korakiLZ" korakov zlivanja v deljenem pomnilniku
20 scepecLokalnoBitonoZlivanje(tabela, n, faza, korakiLZ, s)
Psevdokoda 3.2: Vzporedno normalizirano bitono urejanje na gostitelju.
Sˇtevilo pisanj je lahko manjˇse ali enako (ob predpostavki, da vse niti poleg
primerjave izvedejo tudi zamenjavo) [28].
3.2.2 Optimizirana implementacija
V nasprotju s trivialno implementacijo je potrebno dosecˇi, da za vsak dostop
do globalnega pomnilnika izvedemo vecˇ korakov bitonega zlivanja. V ta
namen potrebujemo veliko hitrejˇsi deljeni pomnilnik. Ob zacˇetku izvajanja
sˇcˇepca morajo niti prenesti podatke iz globalnega v deljeni pomnilnik, nad
katerim morajo nato izvajati operacije primerjav in zamenjav.
Psevdokoda 3.2 prikazuje optimiziran algoritem vzporednega bitonega
urejanja na gostitelju. Kot vidimo iz psevdokode, algoritem na zacˇetku iz-
vede sˇcˇepec za bitono urejanje v deljenem pomnilniku (vrstica 11). V sˇcˇepcu
vsak blok niti izvede fazeBU faz bitonega urejanja, s cˇimer uredi svoj pripa-
dajocˇ podblok velikosti 2fazeBU. Slika 3.4 prikazuje primer, v katerem omenjen
sˇcˇepec izvede dve fazi urejanja. Kot vidimo vsak blok niti (zelena okvirja)
uredi svoj pripadajocˇ podblok dolzˇine sˇtirih elementov. Po izvedbi sˇcˇepca so
urejeni podbloki preveliki, da bi jih lahko shranili v deljen pomnilnik, zato
jih je potrebno zliti na drugacˇen nacˇin.
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Slika 3.4: Klici sˇcˇepcev v optimiziranem bitonem urejanju (prirejeno po [28]).
Kot vidimo iz psevdokode 3.2, se po izvedbi zacˇetnega bitonega urejanja
izvajajo klici sˇcˇepca za globalno bitono zlivanje (vrstici 16 in 17). To je
pravzaprav sˇcˇepec, ki ga opisuje prejˇsnje poglavje 3.2.1. Kot smo omenili,
sˇcˇepec izvaja preveliko sˇtevilo dostopov do globalnega pomnilnika. Iz tega
razloga je potrebno zmanjˇsati sˇtevilo njegovih klicev. Ob podrobnejˇsemu
pregledu slike 3.4 ugotovimo, da se v zadnjih dveh korakih faze 3 (modra
okvirja) zlivata povsem neodvisna podbloka velikosti sˇtiri. Omenjeno dejstvo
lahko izkoristimo, saj lahko take podbloke zlijemo v deljenem pomnilniku s
pomocˇjo sˇcˇepca za lokalno bitono zlivanje. Klice sˇcˇepca za globalno bitono
zlivanje izvajamo toliko cˇasa, dokler niso neodvisni podbloki dovolj majhni,
da jih lahko zlijemo v deljenem pomnilniku s pomocˇjo lokalnega bitonega
zlivanja (vrstica 20). Na sliki 3.4 vidimo, da v sˇcˇepcu za lokalno bitono
zlivanje vsak blok niti (modra okvirja) izvede 2 koraka zlivanja, s cˇimer zlije
svoj pripadajocˇ podblok velikosti sˇtiri. Na ta nacˇin v veliki meri zmanjˇsamo
sˇtevilo dostopov do globalnega pomnilnika. Prednost opisanega algoritma je
tudi v zmanjˇsanju sˇtevila klicev sˇcˇepcev, saj vsak klic zahteva zakasnitev.
Implementacija vseh treh sˇcˇepcev v psevdokodi 3.2 je zelo podobna zapo-
redni implementaciji bitonega urejanja (psevdokoda 3.1). Za izvedbo sˇcˇepcev
bitonega urejanja in lokalnega bitonega zlivanja je potrebno kopirati podatke
iz globalnega v deljeni pomnilnik (oziroma obratno po izvedbi sˇcˇepcev). V
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omenjenih sˇcˇepcih je potrebna tudi sinhronizirati niti med vsakim korakom
zlivanja, ker si morajo koraki slediti zaporedno. V sˇcˇepcu za globalno bi-
tono zlivanje nam ni potrebno izvajati sinhronizacije niti, ker gostitelj izvaja
posamicˇne zaporedne klice sˇcˇepca za vsak korak zlivanja. Implementacija
sˇcˇepcev je podobna tudi za urejanje parov kljucˇ-vrednost. Razlika je le, da
ob vsaki menjavi kljucˇev zamenjamo tudi vrednosti.
Denimo, da zacˇetno bitono urejanje in lokalno bitono zlivanje izvedeta b
faz v deljenem pomnilniku. Pri urejanju tabele dolzˇine n je sˇtevilo dostopov
do globalnega pomnilnika enako (ob uposˇtevanju (3.8)):
n ·
(
1 +
logn∑
f=b+1
(f − b+ 1)
)
= n · (log n− b+ 1) · (log n− b+ 2)
2
. (3.10)
Sˇtevilo 1 pred vsoto predstavlja klic sˇcˇepca za zacˇetno bitono urejanje. Vsota
predstavlja faze bitonega zlivanja po izvedbi zacˇetnega urejanja. Iz vsote
vidimo, da v vsaki fazi zlivanja izvedemo f - b klicev globalnega in en klic
lokalnega zlivanja. Iz opisanega lahko sklepamo, da se ob daljˇsih tabelah
algoritem upocˇasni, kajti sˇtevilo faz lokalnega bitonega zlivanja (v deljenem
pomnilniku) je vedno fiksno tekom celotnega algoritma. To pomeni, da je
potrebno pri daljˇsih tabelah izvesti vecˇ klicev globalnega bitonega zlivanja.
S podaljˇsevanjem tabele se cˇas izvajanja optimizirane implementacije (3.10)
priblizˇuje k cˇasu izvajanja trivialne implementacije (3.9).
3.2.3 Cˇasovna zahtevnost
Kot smo ugotovili iz opisa vzporednega algoritma, lahko niti povsem neodvi-
sno izvajajo primerjave v posameznih korakih bitonega zlivanja. To pomeni,
da jih lahko izvedejo vzporedno. Sˇtevilo operacij primerjav oziroma zame-
njav v enem koraku bitonega zlivanja je enako n
2
(3.6). Sˇtevilo zaporednih
primerjav lahko s p procesorji zmanjˇsamo na:
n
2 · p, (3.11)
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pri cˇemer je n dolzˇina tabele. Nasprotno velja za korake, katerih ne mo-
remo izvajati vzporedno. Najprej moramo dokoncˇati vse primerjave oziroma
zamenjave v trenutnem koraku, sˇele nato lahko izvedemo naslednji korak.
Sˇtevilo korakov oziroma faz v urejanju tako ostane enako. Cˇasovna zahtev-
nost vzporednega bitonega urejanja za p procesorjev je enaka (izpeljano iz
cˇasovne zahtevnosti zaporedne implementacije (3.7)):
Tp =
logn∑
f=1
f∑
k=1
n
2 · p =
logn∑
f=1
f · n
2 · p = O
(
n
p
· log2 n
)
. (3.12)
Ob uporabi O(n) procesorjev dosezˇemo optimalno cˇasovno zahtevnost:
Tn = O(log
2n), (3.13)
Izraz 3.13 pravzaprav predstavlja sˇtevilo vseh korakov zlivanja v vseh fazah
urejanja. Pohitritev vzporedne implementacije za p procesorjev je enaka:
Sp =
T1
Tp
= O
(
n · log2 n
n
p
· log2 n
)
= O(p). (3.14)
Z vzporedno implementacijo dosezˇemo pohitritev za faktor p, kar je idealna
pohitritev. Pohitritev pri optimalnem sˇtevilu procesorjev O(n) je enaka:
Sn =
T1
Tn
= O
(
n · log2 n
log2 n
)
= O(n). (3.15)
Poglavje 4
Vecˇkoracˇno bitono urejanje
Optimizirana vzporedna implementacija bitonega urejanja (poglavje 3.2.2) je
zelo ucˇinkovita za krajˇsa zaporedja. Tezˇava je v tem, da je deljen pomnilnik
majhen oziroma je njegova velikost omejena. Posledicˇno je omejeno tudi
sˇtevilo faz algoritma, ki se izvedejo v sˇcˇepcu za bitono urejanje in sˇcˇepcu za
lokalno bitono zlivanje. Zaradi omenjenega razloga je potrebno pri daljˇsih
zaporedjih opravljati vecˇ klicev globalnega bitonega zlivanja, kar predstavlja
ozko grlo algoritma. Za pohitritev algoritma bi bilo potrebno z enim klicem
omenjenega sˇcˇepca izvesti vecˇ korakov zlivanja. S tem bi zmanjˇsali sˇtevilo
klicev sˇcˇepca in posledicˇno tudi sˇtevilo dostopov do globalnega pomnilnika.
Da bi dosegli zˇeleno, potrebujemo algoritem vecˇkoracˇnega bitonega urejanja
(ang. multistep bitonic sort) [28].
4.1 Zaporedni algoritem
Vecˇkoracˇno bitono urejanje predstavlja kodno optimizacijo za arhitekturo
CUDA. Z njegovo pomocˇjo zmanjˇsamo sˇtevilo klicev sˇcˇepca za globalno bi-
tono zlivanje, in s tem posledicˇno sˇtevilo dostopov do globalnega pomnilnika.
Zaradi omenjenega razloga ta algoritem ne predstavlja izboljˇsave za zapore-
dno urejanje. Implementacija in njegova cˇasovna zahtevnost ostaneta enaki
kot v poglavju 3.1.
31
32 POGLAVJE 4. VECˇKORACˇNO BITONO UREJANJE
Slika 4.1: Delitev stopnje 1 v koraku 3 faze 3 (prirejeno po [28]).
4.2 Vzporedni algoritem
4.2.1 Vecˇkoracˇno bitono zlivanje
Za izvedbo vecˇ korakov zlivanja ob enem dostopu do globalnega pomnilnika
moramo operacije primerjav in zamenjav (s tem posledicˇno tudi elemente
zaporedja) razdeliti v medsebojno neodvisne podmnozˇice. Vsaka nit mora
izvesti svojo pripadajocˇo podmnozˇico primerjav. Zaradi opisane neodvisnosti
niti lahko izvedejo primerjave za vecˇ korakov zlivanja naenkrat. Pri tem tudi
ni potrebe po sinhronizaciji, saj vsaka nit izvaja svojo podmnozˇico primerjav,
neodvisno od ostalih. Za opisan nacˇin delovanja morajo niti prebrati svoje
pripadajocˇe vrednosti v registre. S tem dosezˇemo, da je za vsak klic sˇcˇepca
potrebno samo eno branje oziroma pisanje v globalni pomnilnik.
Slika 4.1 prikazuje delitev (ang. partition) stopnje 1 v koraku 3 faze 3.
Vsaka podmnozˇica operacij primerjav je oznacˇena z drugo barvo. Vidimo,
da vsaka nit prebere in primerja le 2 elementa, kar je enako kot v trivialni
implementaciji ob klicih sˇcˇepca za globalno bitono zlivanje (poglavje 3.2.1).
Slika 4.2 prikazuje delitev stopnje 2 v korakih 3 in 2 faze 3. Na sliki
vidimo, da je delitev sestavljena iz dveh podmnozˇic elementov oziroma pri-
merjav, oznacˇenih z rdecˇo in zeleno barvo. Vsaka podmnozˇica zajema 4
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Slika 4.2: Delitev stopnje 2 v korakih 3 in 2 faze 3 (prirejeno po [28]).
elemente, ki jih obdela ena nit. Posamezna nit lahko znotraj istega klica
sˇcˇepca izvede primerjave za dva koraka, ker so primerjave v koraku 2 odvisne
le od primerjav iste podmnozˇice v koraku 3. Pri tem je potrebno izposta-
viti, da lahko delitev stopnje 1 na sliki 4.1 vzporedno obdelajo 4 niti, delitev
stopnje 2 na sliki 4.2 pa samo 2 niti [28].
4.2.2 Operacija delitve
Naj bo E zaporedje dolzˇine n = 2r. Mnozˇico vseh indeksov zaporedja E
definiramo kot I = {0, 1, ..., n− 1}. Definiramo tudi mnozˇico COEXf,k, ki
vsebuje vse operacije primerjav oziroma zamenjav v koraku k faze f bitonega
zlivanja. Uposˇtevati je potrebno, da je coexf,k(a, b) operacija, kjer sta a in b
komutativna. Iz omenjenega sledi, da je mnozˇica vseh operacij primerjav v
bitonem urejanju zaporedja E je enaka:
COEX =
r⋃
f=1
(
f⋃
k=1
COEXf,k
)
. (4.1)
Definirali bomo tudi operator K(M), ki preslika mnozˇico operacij primerjav
oziroma zamenjav M v mnozˇico indeksov zaporedja, ki jih operacije v mnozˇici
M primerjajo. Obenem definiramo tudi obraten operator Nf,k, ki preslika
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mnozˇico indeksov zaporedja J v mnozˇico operacij primerjav koraka k v fazi
f. Vse operacije v COEXf,k lahko izvedemo vzporedno, ker je vsak element
zaporedja E v koraku k faze f primerjan natanko enkrat. Pri tem moramo
pred izvedbo vsake operacije c ∈ COEXf,k zagotoviti, da sta obe njeni pri-
padajocˇi operaciji v predhodnem koraku Nf,k+1(K({c})) zˇe opravljeni [28].
Definicija 4.1 Delitev P indeksov zaporedja I definiramo kot:
P = {I1, ..., Im} je delitev I ⇔
m⋃
i=1
Ii = I∀i, j ∈ {1, ...,m}, i 6= j : Ii ∩ Ij = ∅.
Delitev P vsebuje disjunktne podmnozˇice indeksov elementov I, kar lahko
vidimo z definicije 4.1. To pomeni, da lahko elemente posamezne podmnozˇice
primerjamo neodvisno od elementov v ostalih podmnozˇicah. Potrebno je
izpostaviti, da delitev P zagotavlja enakomerno porazdelitev pomnilniˇskih
dostopov med niti pri urejanju zaporedja dolzˇine n:
∀J ∈ P : |J | = n|P | . (4.2)
Prav tako zagotavlja enakomerno porazdelitev dela (sˇtevilo primerjav):
∀J ∈ P : |Nf,k(J)| = 1
2
· |J |. (4.3)
Iz enacˇbe (4.3) ugotovimo, da je velikost podmnozˇic operacij primerjav v ko-
raku k faze f za polovico manjˇsa kot velikost podmnozˇic indeksov elementov,
potrebnih za primerjave. Zaradi enacˇb (4.2) in (4.3) velja:
{Nf,k(J) | J ∈ P} je delitev COEXf,k. (4.4)
Iz enacˇbe (4.4) lahko sklepamo, da vse primerjave na indeksih J ∈ P ne vpli-
vajo na elemente, ki niso v J. V nasprotnem primeru bi bilo sˇtevilo operacij
primerjav v delitvi premajhno [28].
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Pomemben konstrukt predstavlja tudi stopnja d delitve P v koraku k
faze f. Definiramo jo kot maksimalno sˇtevilo zaporednih korakov, pri katerih
enacˇbe (4.2), (4.3) in (4.4) sˇe veljajo:
∀a ∈ {1, 2, ..., d} : {Nf,k−a+1(J) | J ∈ P} je delitev COEXf,k−a+1. (4.5)
Splosˇna definicija delitve P stopnje d v koraku k faze f je tako enaka:
P df,k :=
⋃
i∈I
K(Nf,k(K(Nf,k−1(...K(Nf,k−(d−1)({i}))...)))) ; d ≤ k. (4.6)
Na sliki 4.2 smo v koraku 3 uporabili delitev {{0, 2, 4, 6}, {1, 3, 5, 7}}. Ta
nam omogocˇa izvedbo operacij v korakih 3 in 2 faze 3, zato je njena sto-
pnja enaka 2. Ugotovimo, da niti s pomocˇjo delitve P stopnje d, preberejo
n
|P | elementov iz globalnega pomnilnika v svoje registre. Nato nad prebra-
nimi elementi izvajajo operacije primerjav za d zaporednih korakov. Zaradi
medsebojne neodvisnosti med elementi delitve P ni potrebe po medsebojni
sinhronizaciji niti. Z opisanim pristopom zmanjˇsamo sˇtevilo dostopov do
globalnega pomnilnika in sˇtevilo klicev sˇcˇepcev za faktor d [28].
4.2.3 Izgradnja delitve
Pred podrobnejˇsim prikazom izgradnje delitve definiramo dva konstrukta:
• d-koracˇni sˇcˇepec (ang. d-multistep) - sˇcˇepec, ki z enim klicem obdela
vse operacije primerjav in zamenjav delitve stopnje d,
• d-koracˇno delo (ang. d-job) - predstavlja en element (indekse in pri-
padajocˇe operacije) delitve stopnje d oziroma delo, ki ga opravi ena nit
v d-koracˇnem sˇcˇepcu.
Na sliki 4.1 vidimo, da vsaka nit z enokoracˇnim delom obdela dva elementa.
Podoben vzorec vidimo tudi na sliki 4.2, kjer niti z dvokoracˇnim delom ob-
delajo sˇtiri elemente. Ugotovimo, da je sˇtevilo elementov v d-koracˇnem delu
enako 2d, pri cˇemer je sˇtevilo potrebnih primerjav v vsakem koraku enako
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2d−1. Na podlagi ugotovljenega sklepamo, da zaporedje dolzˇine 2r vsebuje
2r−d d-koracˇnih del [28].
Za izgradnjo d-koracˇnega dela smo izracˇunali funkcijo, ki nam za e-to
zaporedno delo v koraku k vrne indeks prvega elementa znotraj dela:
id(e, k, d) =
(⌊ e
2k−d
⌋
· 2k
)
+ e mod 2k−d; d ≤ k. (4.7)
Na podlagi funkcije (4.7) smo definirali e-to d-koracˇno delo:
delo(e, k, d) =
2d−1−1⋃
i=0
{id(e, k, d) + i · 2k−d, id(e, k, d) + i · 2k−d + 2k−1}. (4.8)
Celotno delitev stopnje d oziroma celotno delo v d-koracˇnem sˇcˇepcu na za-
poredju dolzˇine 2r v koraku k smo definirali kot:
delitev(r, k, d) = {delo(e, k, d) | e ∈ [0, 1, ..., 2r−d − 1]}. (4.9)
Ugotovimo, da definiciji d-koracˇnega dela in sˇcˇepca nista odvisni od trenutne
faze bitonega urejanja. Ob gradnji delitve moramo prav tako uposˇtevati, da
stopnja delitve ni vecˇja od trenutnega koraka bitonega zlivanja [28].
Za primer izracˇunajmo delitev stopnje d = 2 v koraku k = 3 za zaporedje
dolzˇine 23 = 8 (r = 3), ki je prikazana na sliki 4.2. Kot vidimo dobimo delitev
sestavljeno iz dveh dvokoracˇnih del {0, 2, 4, 6} in {1, 3, 5, 7}:
delitev(r = 3, k = 3, d = 2)
= {delo(e, k = 3, d = 2) | e ∈ [0, 1]}
=
{
1⋃
i=0
{id(e, k = 3, d = 2) + i · 2, id(e, k = 3, d = 2) + i · 2 + 22} | e ∈ [0, 1]
}
= {{0, 0 + 4} ∪ {0 + 2, 0 + 6}, {1, 1 + 4} ∪ {1 + 2, 1 + 6}}
= {{0, 2, 4, 6}, {1, 3, 5, 7}}
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4.2.4 Implementacija na gostitelju
Psevdokoda 4.1 prikazuje algoritem vecˇkoracˇnega bitonega urejanja stopnje 5
(petkoracˇno bitono urejanje) na gostitelju. Kot vidimo, je implementacija
podobna optimiziranemu bitonemu urejanju (psevdokoda 3.2). Najprej izve-
demo klic sˇcˇepca za bitono urejanje (vrstica 11). Nato v prvem koraku vsake
faze izvedemo klic sˇcˇepca za globalno bitono zlivanje (vrstica 16, opisano v
poglavju 3.2.1). To storimo zaradi normaliziranega bitonega urejanja (po-
glavje 3.1.3), ki v prvem koraku vsake faze uporablja drugacˇen vzorec dosto-
panja do elementov zaporedja kot v ostalih korakih. Za tem pricˇnemo izvajati
klice vecˇkoracˇnih sˇcˇepcev (vrstice 20 - 29), pri cˇemer vedno poskusˇamo klicati
sˇcˇepec najviˇsje mozˇne stopnje. Na koncu vsake faze zlivanja zopet izvedemo
klic sˇcˇepca za lokalno bitono zlivanje (vrstica 32) [28].
Maksimalna stopnja delitve predstavlja zelo pomemben parameter algo-
ritma (v psevdokodi 4.1 je ta enaka 5). Vecˇja kot je stopnja delitve, vecˇ
korakov zlivanja lahko izvede vecˇkoracˇni sˇcˇepec, s cˇimer zmanjˇsamo sˇtevilo
klicev sˇcˇepcev in posledicˇno sˇtevilo dostopov do globalnega pomnilnika. Ob
tem je potrebno uposˇtevati, da stopnja delitve ne sme biti prevelika, kajti
sˇtevilo registrov na nit je omejeno (odvisno od strojne opreme GPE). S tem
je omejeno tudi sˇtevilo elementov, ki jih lahko nit shrani. S povecˇevanjem
stopnje delitve povecˇamo tudi delovno obremenitev niti. S tem zmanjˇsamo
velikost bloka niti v sˇcˇepcu, kar posledicˇno pomeni zmanjˇsanje vzporednosti.
V nasˇi implementaciji je bila maksimalna stopnja delitve enaka 5 [28].
Vzemimo za primer, da zacˇetno bitono urejanje in lokalno bitono zlivanje
izvedeta b faz v deljenem pomnilniku. Ob uposˇtevanju (3.8), je pri urejanju
tabele dolzˇine n z vecˇkoracˇnim algoritmom stopnje d sˇtevilo dostopov do
globalnega pomnilnika enako:
n ·
(
1 +
logn∑
f=b+1
(⌈f − b
d
⌉
+ 1
))
. (4.10)
Ugotovimo, da je sˇtevilo dostopov v primerjavi z optimizirano implementa-
cijo (3.10) priblizˇno za faktor d manjˇse. Vecˇji kot je d, manj dostopov do
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1 // tabela: vhodna tabela,
2 // n: dolz˘ina vhodne tabele,
3 // fazeBU: s˘tevilo faz izvedenih v s˘c˘epcu za bitono urejanje,
4 // korakiLZ: s˘tevilo korakov izvedenih v s˘c˘epcu za lokalno zlivanje,
5 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
6 vzporednoVeckoracnoUrejanje(tabela, n, fazeBU, korakiLZ, s):
7 // Izrac˘una s˘tevilo faz potrebnih za bitono urejanje
8 steviloVsehFaz = log2(nasledjaPotencaStevila2(n))
9
10 // Izvede "fazeBU" faz bitonega urejanja v deljenem pomnilniku
11 scepecBitonoUrejanje(tabela, n, fazeBU, s)
12
13 // Izvedba preostalih faz bitonega urejanja
14 for (faza = fazeBU + 1; faza < steviloVsehFaz; faza++):
15 // Zaradi prve faze normaliziranega bitonega urejanja
16 scepecGlobalnoBitonoZlivanje(tabela, n, faza, s)
17 korak = faza - 1
18
19 // Vec˘korac˘ni s˘c˘epci do stopnje 5
20 for (; korak >= korakiLZ + 5; korak -= 5):
21 petkoracniScepec(tabela, n, korak, s)
22 for (; korak >= korakiLZ + 4; korak -= 4):
23 stirikoracniScepec(tabela, n, korak, s)
24 for (; korak >= korakiLZ + 3; korak -= 3):
25 trikoracniScepec(tabela, n, korak, s)
26 for (; korak >= korakiLZ + 2; korak -= 2):
27 dvokoracniScepec(tabela, n, korak, s)
28 for (; korak >= korakiLZ + 1; korak -= 1):
29 enokoracniScepec(tabela, n, korak, s)
30
31 // Izvede "korakiLZ" korakov zlivanja v deljenem pomnilniku
32 scepecLokalnoBitonoZlivanje(tabela, n, faza, korakiLZ, s)
Psevdokoda 4.1: Vzporedno vecˇkoracˇno bitono urejanje na gostitelju
(prirejeno po [28]).
globalnega pomnilnika je potrebnih. Podobno kot pri optimizirani implemen-
taciji, je sˇtevilo faz v deljenem pomnilniku b fiksno med izvajanjem celotnega
algoritma. To pomeni, da je pri daljˇsih tabelah potrebno opraviti vecˇ klicev
vecˇkoracˇnih sˇcˇepcev. Posledicˇno lahko algoritem postane pocˇasnejˇsi pri zelo
velikih tabelah [28].
4.2.5 Implementacija na napravi
Opisali bomo samo sˇcˇepce za vecˇkoracˇno zlivanje, saj smo delovanje osta-
lih sˇcˇepcev zˇe opisali v poglavju o optimiziranem bitonem urejanje 3.2.2.
Na podlagi funkcije (4.9) smo izdelali n-koracˇne sˇcˇepce. Psevdokoda 4.2
prikazuje primer dvokoracˇnega sˇcˇepca (sˇcˇepci za ostale stopnje delitve so im-
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1 // tabela: vhodna tabela,
2 // n: dolz˘ina vhodne tabele,
3 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
4 dvokorac˘niScepec(tabela, n, korak, s):
5 // Spremenljivke za elemente, katere bo s˘c˘epec urejal
6 el1, el2, el3, el4
7 stopnjaDelitve = 2
8
9 // Globalni indeks niti
10 indeksNiti = blockIdx.x * blockDim.x + threadIdx.x
11 // Indeks prvega elementa, ki ga obdela nit. Izrac˘unamo po (4.7).
12 zacetniIndeks = izracunajZacetniIndeks(indeksNiti, korak, stopnjaDelitve)
13 // S˘tevilo niti, ki obdelajo en podblok
14 stNitiNaPodblok = 1 << (korak - stopnjaDelitve)
15 // Dolz˘ina enega bitonega podbloka znotraj zaporedja
16 dolzinaPodbloka = 1 << (korak - 1)
17
18 preberi4(
19 tabela + zacetniIndeks, tabela + n, stNitiNaPodblok, dolzinaPodbloka, s,
20 el1, el2, el3, el4
21 )
22 primerjajInZamenjaj4(el1, el2, el3, el4)
23 shrani4(
24 tabela + zacetniIndeks, tabela + n, stNitiNaPodblok, dolzinaPodbloka,
25 el1, el2, el3, el4
26 )
Psevdokoda 4.2: Dvokoracˇni sˇcˇepec.
plementirana na podoben nacˇin). Kot vidimo najprej na zacˇetku definiramo
spremenljivke za vse elemente, katere bo sˇcˇepec urejal (vrstica 6). S tem
zagotovimo, da bodo prebrani elementi shranjeni v registrih niti in ne v glo-
balnem pomnilniku. Nato izracˇunamo potrebne parametre za branje oziroma
shranjevanje elementov (vrstice 10 - 16). Elemente preberemo v prej defi-
nirane spremenljivke, jih uredimo in shranimo nazaj v globalni pomnilnik.
Na podoben nacˇin uredimo tudi pare kljucˇ-vrednost. Potrebno je definirati
dvakrat vecˇ spremenljivk, kamor poleg kljucˇev shranimo tudi pripadajocˇe
vrednosti. Nato ob vsaki menjavi kljucˇev zamenjamo tudi vrednosti.
Zaradi uporabe spremenljivk za shranjevanje elementov morajo biti funk-
cije za branje, primerjanje in shranjevanje definirane za razlicˇno sˇtevilo ele-
mentov. Nasˇtete funkcije smo definirali za razlicˇne potence sˇtevila 2. S tem
smo dosegli, da smo lahko funkcijo, definirano za 2n elementov, uporabili pri
definiciji funkcije za 2n+1 elementov. Psevdokoda 4.3 prikazuje funkciji za
branje dveh in sˇtirih elementov (funkcije za shranjevanje smo implementirali
na zelo podoben nacˇin). Kot vidimo, smo v funkciji za branje sˇtirih ele-
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1 // tab: vhodna tabela,
2 // konecTab: kazalec na konec tabele,
3 // dolzinaPodbloka: dolz˘ina enega bitonega podbloka znotraj zaporedja,
4 // elN: spremenljivka, kamor se shrani N-ti element,
5 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
6 preberi2(tab, konecTab, dolzinaPodbloka, el1, el2, s):
7 if (tab < konecTab):
8 el1 = tab[0]
9 else:
10 el1 = s == NARASCAJOCE ? MAKSIMUM : MINIMUM
11
12 if (tab + dolzinaPodbloka < konecTab):
13 el2 = tab[dolzinaPodbloka]
14 else:
15 el2 = s == NARASCAJOCE ? MAKSIMUM : MINIMUM
16
17 // Enaki parametri kot v funkciji preberi2,
18 // stNitiNaPodblok: s˘tevilo niti, ki obdelajo en podblok.
19 preberi4(
20 tab, konecTab, stNitiNaPodblok, dolzinaPodbloka, el1, el2, el3, el4, s
21 ):
22 preberi2(tab, konecTab, dolzinaPodbloka, el1, el2)
23 // Za branje 8 elementov "2 * stNitiNaPodblok", za branje 16 elementov
24 // "4 * stNitiNaPodblok", itd.
25 preberi2(
26 tab + 1 * stNitiNaPodblok, konecTab, dolzinaPodbloka, el3, el4
27 )
Psevdokoda 4.3: Branje dveh in sˇtirih elementov za vecˇkoracˇno urejanje.
mentov izkoristili implementacijo funkcije za branje dveh elementov (vrstice
22 - 27). Funkcije za 8, 16 in vecˇ elementov smo implementirali po enakem
rekurzivnem postopku. V funkciji za branje dveh elementov smo tudi poskr-
beli za primere, ko dolzˇina tabele ni potenca sˇtevila 2. V taksˇnih primerih
bodo nekatere niti prebrale elemente, ki presegajo dolzˇino tabele. Takrat
ne opravimo branja, ampak v spremenljivko shranimo maksimalno oziroma
minimalno vrednost. Vrednost dolocˇimo glede na smer urejanja. Podobno
storimo tudi v funkcijah shranjevanja, v katerih ne shranimo opisanih ele-
mentov. To je tudi edina sprememba, povezana z vecˇkoracˇnimi sˇcˇepci, ki je
potrebna za urejanje tabel, katerih dolzˇina ni vecˇkratnik potence sˇtevila 2.
Izpostaviti velja, da smo implementirali vecˇ razlicˇic prej opisanega algo-
ritma. Elemente smo shranili v deljen pomnilnik namesto v registre in jih
nato urediti, kjer je vsaka nit urejala 2d elementov (d - stopnja delitve). Po-
leg tega smo urejanje v deljenem pomnilniku prilagodili tako, da je vsaka nit
urejala samo dva elementa. Obe opisani razlicˇici sta se izkazali za pocˇasnejˇsi.
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Poskusˇali smo tudi z definicijo lokalne tabele, kjer smo za vsako nit uporabili
drugo instanco tabele. Tezˇava pri opisanem pristopu je odvisnost od preva-
jalnika. Ta na podlagi razlicˇnih parametrov dolocˇi ali se bo definirana tabela
nahajala v registrih niti ali v globalnem pomnilniku [27]. Zaradi omenjenega
razloga ne moremo zagotoviti, da se bo tabela nahajala v registrih. Opisana
implementacija z lokalno tabelo je prav tako delovala pocˇasneje. Pri tem je
potrebno uposˇtevati, da je hitrost izvedbe opisanih razlicˇic urejanja odvisna
od strojne opreme GPE, in sicer od velikosti deljenega pomnilnika, sˇtevila
registrov na nit, hitrosti globalnega pomnilnika, itd.
4.2.6 Cˇasovna zahtevnost
Vecˇkoracˇno bitono urejanje predstavlja kodno optimizacijo za arhitekturo
CUDA. Sam algoritem bitonega urejanja ostane enak. Posledicˇno ostanejo
enake tudi cˇasovne zahtevnosti in pohitritve navedene v poglavju 3.2.3.
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Poglavje 5
Prilagodljivo bitono urejanje
Navadno bitono zlivanje je sestavljeno iz log n korakov (poglavje 3.1.1). Iz
enacˇbe (3.6) vidimo, da je v vsakem koraku potrebnih n
2
operacij primerjav
oziroma zamenjav. Ugotovimo, da je cˇasovna zahtevnost algoritma enaka
O(n · log n). Bitono zlivanje ni cˇasovno optimalno, saj je optimalna cˇasovna
zahtevnost zlivanja dveh zaporedij enaka O(n). Dosegli bi jo, cˇe bi zmanjˇsali
cˇasovno zahtevnost enega koraka zlivanja bitonega podzaporedja dolzˇine m
(m ≤ n) iz O(m) na O(logm). V ta namen potrebujemo algoritem pri-
lagodljivega bitonega urejanja (ang. adaptive bitonic sort), ki lahko dosezˇe
omenjene lastnosti na podlagi dveh principov:
• obstaja podmnozˇica 2n primerjav bitonega zlivanja, na podlagi katerih
lahko dolocˇimo rezultat vseh ostalih primerjav,
• ponavljajocˇ vzorec primerjav in zamenjav bitonega zlivanja lahko iz-
koristimo z uporabo bitonega drevesa (ang. bitonic tree), s pomocˇjo
katerega nadomestimo veliko sˇtevilo zamenjav elementov v tabeli z
majhnim sˇtevilom zamenjav poddreves.
Na podlagi nasˇtetih principov ugotovimo, da operacije primerjav in zamenjav
niso vnaprej dolocˇene, ampak so odvisne od porazdelitve vhodnega zaporedja.
To pomeni, da prilagodljivo bitono urejanje ne spada v skupino mrezˇ za
urejanje podatkov [6, 29].
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Slika 5.1: Razlika med navadnim in prilagodljivim bitonim zlivanjem [29].
5.1 Zaporedni algoritem
5.1.1 Prilagodljivo bitono zlivanje
V poglavju 3.1.1 smo omenili, da bitono zlivanje zaporedja E temelji na
dolocˇitvi podzaporedij L(E) (3.2) in U(E) (3.3), za kateri velja izrek 3.1.
Definirali smo tudi operacijo ciklicˇnega zamika (3.1). Omenjene lastnosti in
operacije predstavljajo osnovo za prilagodljivo bitono urejanje. Za bitono
zaporedje E dolzˇine n = 2r, r ∈ N veljata naslednja izreka [6].
Izrek 5.1 Obstaja tako sˇtevilo q ∈ Z, da za ciklicˇni zamik bitonega zaporedja
Sq(E) = (s0, s1, ..., sn−1) velja:
L(E) = S((−q mod n
2
)+n
2
) mod n
2
(s0, s1, ..., sn
2
−1), (5.1)
U(E) = S((−q mod n
2
)+n
2
) mod n
2
(sn
2
, sn
2
+1, ..., sn−1). (5.2)
Izrek 5.2 Naj bo q tako sˇtevilo q ∈ Z, da veljata enakosti (5.1) in (5.2) ter
t = q mod n
2
. Poleg tega naj velja E = (E0, E1, E2, E3), pri cˇemer je
dolˇzina E0 in E2 enaka t ter dolˇzina E1 in E3 enaka
n
2
− t. Takrat velja:
(L(E), U(E)) = (E0, E3, E2, E1); q <
n
2
, (5.3)
(L(E), U(E)) = (E2, E1, E0, E3); q ≥ n
2
. (5.4)
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Iz izreka 5.1 vidimo, da lahko na podlagi izracˇunane vrednost q dolocˇimo
L(E) in U(E) (opis algoritma za iskanje q sledi v poglavju 5.1.2). To izvedemo
z dvema ciklicˇnima zamikoma za q in -q oziroma z menjavo podzaporedij
E1 in E3 (5.3) ali E0 in E2 (5.4) (odvisno od vrednosti q). Po izracˇunu
vrednosti q ni vecˇ potrebno izvajati nobenih primerjav med elementi. Dokaz
za izreka 5.1 in 5.2 se nahaja v [6]. Pri tem je potrebno uposˇtevati, da
smo uporabili definicijo za ciklicˇni zamik iz [29], ki je drugacˇna kot v [6].
To pomeni, da sta pogoja v enacˇbah (5.3) in (5.4) ravno obratna kot v [6].
Za omenjeno definicijo ciklicˇnega zamika smo se odlocˇili, ker vse nadaljnje
enacˇbe temeljijo na njej.
Na sliki 5.1 vidimo primer razlike med navadnim in prilagodljivim bitonim
zlivanjem. Kot vidimo, navadno bitono zlivanje izvede primerjave med vsemi
elementi, pri cˇemer zamenja samo podbloka 5, 7 in 3, 1. Nasprotno velja
za prilagodljivo bitono zlivanje, ki najprej poiˇscˇe vrednost q = 2. Nato na
podlagi dobljene vrednosti ugotovi, da mora zamenjati podbloka E1 in E3
oziroma 5, 7 in 3, 1 [29].
5.1.2 Algoritem iskanja vrednosti q
Omenili smo, da je cˇasovna zahtevnost koraka prilagodljivega bitonega zli-
vanja enega bitonega podzaporedja dolzˇine m enaka Ckorak = O(logm). To
implicitno dolocˇa, da mora algoritem najti vrednost q z enako ali manjˇso
cˇasovno zahtevnostjo. V ta namen podrobneje preucˇimo bitono zaporedje
enolicˇnih elementov E dolzˇine n = 2r, za katerega zaradi (3.4) velja:
• cˇe je en
2
−1 < en−1, potem velja (5.4) (zamenjamo E0 in E2),
• cˇe je en
2
−1 > en−1, potem velja (5.3) (zamenjamo E1 in E3).
Bitono zlivanje v vsakem koraku izvaja primerjave elementov ei in en
2
+i
bitonega zaporedja (ob pogoju 0 ≤ i < n
2
). Analizirajmo primer, ko drzˇi
postopek (5.4) (za (5.3) veljata ravno obratna pogoja). V tem primeru E0
vsebuje elemente, za katere velja ei > en
2
+i. Nasprotno E1 vsebuje elemente,
za katere velja ei < en
2
+i. Z E0 in E1 sta implicitno dolocˇena tudi E2 in
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1 // tabela: tabela, ki vsebuje bitono zaporedje z ENOLIC˘NIMI elementi,
2 // n: dolz˘ina bitonega zaporedja.
3 najdiQ(tabela, n):
4 // Doloc˘i, katera podbloka bosta zamenjana
5 menjava = tabela[n / 2 - 1] < tabela[n - 1] ? E0_E2 : E1_E3
6 q = n / 4 - 1
7
8 for(inkrement = n / 8; inkrement > 0; inkrement /= 2):
9 if ((menjava == E0_E2) XOR (tabela[i] < tabela[n / 2 + i])):
10 q += inkrement
11 else:
12 q -= inkrement
13
14 return q
Psevdokoda 5.1: Algoritem za iskanje q (prirejeno po [6]).
E3, ki se nahajata
n
2
elementov desno. Sklepamo, da vrednost q pravzaprav
predstavlja indeks meje med E0 in E1. Iz opisanega ugotovimo, da lahko
q najdemo s preprostim binarnim iskanjem, ki ga prikazuje psevdokoda 5.1.
Kot vidimo se algoritem zakljucˇi v log n − 1 korakih. Pri tem mora veljati,
da so elementi zaporedja enolicˇni. V primeru ponavljajocˇih se elementov
so potrebne majhne spremembe v funkciji primerjanja. Kadar sta elementa
enaka, lahko primerjamo (na primer) njuni zacˇetni poziciji v zaporedju [6].
Ugotovili smo, da lahko najdemo vrednost q v cˇasu O(log n). V nasle-
dnjem koraku je potrebno zamenjati elemente E0 in E2 oziroma E1 in E3.
Elementov ne moremo kopirati, saj bi s tem dobili cˇasovno zahtevnost O(n).
V ta namen potrebujemo podatkovno strukturo, ki nam omogocˇa menjave
podblokov v cˇasu O(log n) [6, 29].
5.1.3 Podatkovna struktura bitono drevo
Slika 5.2 prikazuje primer bitonega drevesa. Gre za binarno drevo, v katerem
so elementi v vozliˇscˇih razporejeni v enakem vrstnem redu kot v zaporedju.
Vsako vozliˇscˇe ima vrednost ter kazalca na levo in desno podvozliˇscˇe. Prvih
n − 1 elementov je shranjenih v drevesu viˇsine log n. Zadnji element (na
sliki je to 1) je shranjen v rezervnem vozliˇscˇu. Pozdaporedja E0, E1, E2,
E3 so prikazana s poddrevesi na sliki 5.2. Zamenjave podzaporedij, opisane
v izreku 5.2, lahko dosezˇemo z Ckorak = O(log n) menjavami vrednosti in
kazalcev v bitonem drevesu [6].
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Slika 5.2: Bitono drevo za bitono zaporedje E = (0, 2, 3, 5, 7, 10, 11,
13, 15, 14, 12, 9, 8, 6, 4, 1). Prikazana so tudi podzaporedja uporabljena za
dolocˇitev L(E) in U(E). Vozliˇscˇa, oznacˇena z rdecˇo, so medsebojno primerjana
med izvedbo binarnega iskanja (prirejeno po [6]).
5.1.4 Zaporedna implementacija
Algoritem prilagodljivega bitonega zlivanja deluje zelo podobno kot iskanje
vrednosti q v psevdokodi 5.1. Glavna razlika je v tem, da deluje na strukturi
bitonega drevesa. Koraki premikanja po drevesu so povsem enaki korakom
premikanja po tabeli ob iskanju q, kjer se hkrati izvajajo sˇe menjave vrednosti
vozliˇscˇ in poddreves.
Psevdokoda 5.2 prikazuje algoritem prilagodljivega bitonega zlivanja. Ko-
rensko vozliˇscˇe na zacˇetku vsebuje element n
2
−1, medtem ko rezervno vozliˇscˇe
vsebuje element n − 1. Pred zacˇetkom iskanja v drevesu inicializiramo ka-
zalca na elementa n
4
− 1 (enako kot pri iskanju q) in 3n
4
− 1 (vrstica 10).
Nato poiˇscˇemo mejo med E0 in E1 ter socˇasno izvajamo zamenjave (vrstice
23 - 25). Po izteku zanke dobimo v drevesu podzaporedji L(E) in U(E),
ki ju rekurzivno uredimo (vrstice 31 - 33). Izpostaviti velja, da mora bi-
tono drevo vsebovati enolicˇne elemente. Poleg tega mora biti dolzˇina tabele
enaka vecˇkratniku potence sˇtevila 2. V primeru ponavljajocˇih se elementov
lahko enakosti razresˇimo s primerjanjem zacˇetne pozicije elementov, ki jih
shranimo v vozliˇscˇe poleg vrednosti elementov. Zaradi omenjenega postopka
urejanje parov kljucˇ-vrednost ne zahteva nobenih sprememb v kodi [6].
Algoritem prilagodljivega bitonega urejanja je prakticˇno enak algoritmu
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1 // koren: korensko vozlis˘c˘e bitonega drevesa z enolic˘nimi elementi,
2 // rezerva: rezervno vozlis˘c˘e, katero ni del bitonega drevesa,
3 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
4 prilagodljivoBitonoZlivanje(koren, rezerva, s):
5 // Doloc˘i, katera izmed podblokov E0, E1, E2 in E3 morata biti zamenjana
6 menjava = (koren.v > rezerva.v) XOR (s == NARASCAJOCE) ? E0_E2 : E1_E3
7 if (menjava == E1_E3):
8 zamenjajVrednost(koren, rezerva)
9
10 levoVoz, desnoVoz = koren.levo, koren.desno
11 while (levoVoz != NULL):
12 zamenjajElementa = (levoVoz.v > desnoVoz.v) XOR (s == NARASCAJOCE)
13 // Doloc˘i, v katero smer se bo binarno iskanje nadaljevalo
14 pot = (menjava == E0_E2) XOR zamenjajElementa ? LEVO : DESNO
15
16 // Doloc˘i funkcijo za menjavo ustreznega poddrevesa
17 zamenjajKazalec = (
18 pot == LEVO ? zamenjajKazalecDesno : zamenjajKazalecLevo
19 )
20 // Doloc˘i ustrezno funkcijo za nadaljnje iskanje
21 nadaljujPot = pot == LEVO ? nadaljujPotLevo : nadaljujPotDesno
22
23 if (zamenjajElementa):
24 zamenjajVrednost(levoVoz, desnoVoz)
25 zamenjajKazalec(levoVoz, desnoVoz)
26
27 nadaljujPot(levoVoz)
28 nadaljujPot(desnoVoz)
29
30 // Rekurzivno uredi podzaporedji L(E) in U(E)
31 if (koren.levo != NULL):
32 prilagodljivoBitonoZlivanje(koren.levo, koren, s)
33 prilagodljivoBitonoZlivanje(koren.desno, rezerva, s)
Psevdokoda 5.2: Prilagodljivo bitono zlivanje (prirejeno po [6]).
navadnega bitonega urejanja. Razlika je v tem, da deluje na bitonem drevesu
in uporablja prilagodljivo bitono zlivanje. Prikazan je v psevdokodi 5.3. Kot
vidimo, algoritem rekurzivno izvaja klice funkcije za urejanje, dokler ne pride
do listov drevesa. Takrat izvede menjave vrednosti. Nato rekurzivno klicˇe
funkcijo bitonega zlivanja na vedno vecˇjih poddrevesih, dokler na koncu ne
poklicˇe zlivanja nad celotnim drevesom. Pri tem je potrebno uposˇtevati, da
moramo pred zacˇetkom urejanja zgraditi bitono drevo in ga ob koncu urejanja
spremeniti nazaj v tabelo [6].
Kadar dolzˇina tabele ni enaka potenci sˇtevila 2, je potrebno zgraditi ob-
rezano (ang. pruned) bitono drevo. To so drevesa, v katerih so poddrevesa
brez elementov, predstavljena z enim samim navideznim (ang. dummy) vo-
zliˇscˇem, katerega levi in desni kazalec imata vrednost NULL. Poleg tega so
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potrebne naslednje spremembe v algoritmu [6]:
• klic funkcije prilagodljivoBitonoUrejanje izvedemo samo, ko
korensko vozliˇscˇe ni navidezno,
• klic funkcije prilagodljivoBitonoZlivanje izvedemo samo, ko
korensko vozliˇscˇe ni navidezno,
• kadar je potrebna zamenjava vrednosti navideznega in veljavnega vo-
zliˇscˇa, zamenjamo tudi njuna kazalca levo in desno.
5.1.5 Cˇasovna zahtevnost
V poglavjih 5.1.2 in 5.1.3 smo pokazali, da je cˇasovna zahtevnost izvedbe
enega koraka zlivanja bitonega zaporedja dolzˇine m enaka Ckorak = O(logm).
Pri tem uposˇtevajmo, da je sˇtevilo faz urejanja f in korakov zlivanja k enako
kot pri navadnem bitonem urejanju (3.5). Cˇasovno zahtevnost prilagodlji-
vega bitonega urejanja zaporedja dolzˇine n je enaka [29]:
T1 =
logn∑
f=1
f∑
k=1
n
2k
· Ckorak(2k)
≤ log n ·
(
logn∑
k=1
n
2k
· log 2k
)
= n · log n ·
(
logn∑
k=1
(
1
2
)k
· k
)
= n · log n ·
(
(−1− 1
2
· log n) · (1
2
)
1+logn
+ 1
2
(1
2
)
2
)
= n · log n ·
(
(−2− log n) ·
(
1
2
)logn
+ 2
)
= n · log n ·
(
(−2− log n) · 1
n
+ 2
)
= O(n · log n). (5.5)
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1 // koren: korensko vozlis˘c˘e bitonega drevesa z enolic˘nimi elementi,
2 // rezerva: rezervno vozlis˘c˘e, katero ni del bitonega drevesa,
3 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
4 prilagodljivoBitonoUrejanje(koren, rezerva, s):
5 if ((koren.levo == NULL)):
6 if ((s == NARASCAJOCE) XOR (koren.v < rezerva.v)):
7 zamenjajVrednost(koren, ostanek)
8 return
9
10 prilagodljivoBitonoUrejanje(koren.levo, koren, s)
11 prilagodljivoBitonoUrejanje(koren.desno, rezerva, !s)
12 prilagodljivoBitonoZlivanje(koren, ostanek, s)
Psevdokoda 5.3: Prilagodljivo bitono urejanje (prirejeno po [6]).
Kot vidimo, ima prilagodljivo bitono urejanje optimalno cˇasovno zahtevnost
za urejanje s primerjavami.
5.2 Vzporedni algoritem
V prejˇsnjem poglavju 5.1 smo ugotovili, da prilagodljivo bitono urejanje de-
luje na podlagi bitonih dreves. Vzporedni algoritmi na arhitekturi CUDA
so pogosto implementirani kot hibridni algoritmi. Obicˇajno uporabljajo
drugacˇen algoritem za krajˇsa in za daljˇsa zaporedja. Iz tega razloga bi bilo
potrebno pretvarjanje bitonega drevesa v tabelo in obratno, zato algoritem
ni primeren za arhitekturo CUDA. Potrebno ga je prilagoditi do te mere, da
deluje brez bitonih dreves. V ta namen potrebujemo algoritem bitonega ure-
janja s preureditvijo intervalov (ang. Interval based Rearrangement bitonic
sort) [29].
5.2.1 Bitono zlivanje s preureditvijo intervalov
Algoritem bitonega zlivanja s preureditvijo intervalov deluje podobno kot pri-
lagodljivo bitono zlivanje. Oba algoritma v vsakem koraku zlivanja poiˇscˇeta
vrednost q za vsa bitona podzaporedja. Kot smo omenili v poglavju 5.1.4,
algoritem prilagodljivega bitonega zlivanja med iskanjem vrednosti q vedno
premesti elemente v pomnilniku (oziroma v bitonem drevesu), s cˇimer do-
bimo podzaporedji L(E) (3.2) in U(E) (3.3). Nasprotno pa algoritem bito-
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1 // tabela: tabela elementov,
2 // intervalN: N-ti interval bitonega zaporedja ("o": odmik, "l": dolz˘ina),
3 // indeks: zaporedni indeks elementa za podane intervale.
4 vrniElement(tabela, interval0, interval1, indeks):
5 uporabiInterval0 = indeks >= interval0.l
6 odmik = uporabiInterval0 ? interval1.o : interval0.o
7 indeks -= uporabiInterval0 ? interval0.l : 0
8 indeks -= uporabiInterval0 && indeks >= interval1.l ? interval1.l : 0
9
10 return tabela[odmik + indeks]
Psevdokoda 5.4: Funkcija, ki na podlagi zaporednega indeksa elementa in
obeh intervalov bitonega zaporedja vrne ustrezen element v tabeli (prirejeno
po [29]).
nega zlivanja s preureditvijo intervalov ne izvede nobenih zamenjav v tabeli
elementov, ampak na podlagi vrednosti q dolocˇi intervale tabele elementov,
ki sestavljajo podzaporedji L(E) in U(E). Omenjeni intervali so sestavljeni
iz odmika v tabeli elementov o in dolzˇine l, torej [o, l] [29].
Ne glede na trenutni korak v algoritmu zlivanja lahko vsako bitono zapo-
redje predstavimo z dvema intervaloma. Eden izmed intervalov predstavlja
monotono narasˇcˇajocˇe in drugi monotono padajocˇe zaporedje. Za dostop do
elementov potrebujemo funkcijo, ki preslika intervale v indekse tabele. Im-
plementacija omenjene funkcije je prikazana v psevdokodi 5.4. Kot vidimo
funkcija na podlagi obeh intervalov bitonega zaporedja in zaporednega inde-
ksa iskanega elementa vrne iskan element v tabeli. Iz psevdokode ugotovimo,
da se funkcija izvede v konstantnem cˇasu oziroma v cˇasu O(1) [29].
Slika 5.3 prikazuje primer zlivanja bitonega zaporedja dolzˇine n = 16.
Zacˇetno bitono zaporedje E1,0 predstavimo z intervaloma [0, n
2
] in [n
2
, n
2
]
oziroma v nasˇem primeru [0, 8] in [8, 8]. Nato poiˇscˇemo vrednost q = 5.
Na podlagi prej omenjenih intervalov in vrednosti q izracˇunamo intervala
podzaporedij E2,0 (oziroma L(E)) in E2,1 (oziroma U(E)) (opis algoritma
za izracˇun intervalov sledi v naslednjem poglavju 5.2.3). Dobljene intervale
uporabimo v naslednjem koraku, v katerem za obe zaporedji E2,0 in E2,1
zopet poiˇscˇemo vrednost q, na podlagi katere izracˇunamo intervale bitonih
podzaporedij E3,0, E3,1, E3,2 in E3,3. Na enak nacˇin izracˇunamo sˇe intervale
za bitona podzaporedja dolzˇine 4 in 2 (ni prikazano na sliki 5.3). Izpostaviti
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Slika 5.3: Bitono zlivanje s preureditvijo intervalov (prirejeno po [29]).
je potrebno, da bitono zaporedje E1,0 ostane nespremenjeno med izvajanjem
vseh korakov zlivanja, saj algoritem ne izvaja menjav elementov, ampak samo
izracˇunava intervale. Na koncu na podlagi dobljenih intervalov in s pomocˇjo
funkcije vrniElement preuredimo oziroma zlijemo zaporedje E1,0 [29].
5.2.2 Algoritem iskanja vrednosti q z intervali
Za iskanje vrednosti q v bitonih zaporedjih uporabimo prirejeno razlicˇico
prej opisane funkcije najdiQ (psevdokoda 5.1), ki jo prikazuje psevdo-
koda 5.5. Intervala oziroma monotoni pozdaporedji imata skoraj vedno
razlicˇno dolzˇino, kar nam lahko predstavlja tezˇavo. Da bi se temu izognili,
prilagodimo indeksa za zacˇetek in konec iskanja (vrstici 7 in 8) glede na krajˇse
monotono podzaporedje. S tem dosezˇemo, da smo ob izvajanju iskanja ve-
dno znotraj intervalov podzaporedij. Za dostop do elementov med binarnim
iskanjem uporabljamo funkcijo vrniElement 5.4. Pri tem moramo vedno
podati tudi smer urejanja, ker je zaradi ponavljajocˇih se elementov ne mo-
remo dolocˇiti (opisano v poglavju 5.1.4). Cˇasovna zahtevnost iskanja q z
intervali je enaka O(log n). To pomeni, da je tudi cˇasovna zahtevnost koraka
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1 // tabela: tabela elementov,
2 // intervalN: N-ti interval bitonega zaporedja,
3 // dPolovica: polovica dolz˘ine bitonega zaporedja, v katerem is˘c˘emo q,
4 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
5 najdiQzIntervali(tabela, interval0, interval1, dPolovica, s):
6 // Glede na dolz˘ino intervalov doloc˘i zac˘etni in konc˘ni indeks iskanja.
7 indeksZacetek = interval0.l <= interval1.l ? 0 : dPolovica - interval1.l
8 indeksKonec = interval0.l <= interval1.l ? interval0.l : dPolovica
9
10 while (indeksZacetek < indeksKonec):
11 indeks = indeksZacetek + (indeksKonec - indeksZacetek) / 2
12
13 // Do elementov dostopamo s funkcijo "vrniElement" (psevdokoda 5.4)
14 el0 = vrniElement(tabela, interval0, interval1, indeks)
15 el1 = vrniElement(tabela, interval0, interval1, indeks + dPolovica)
16
17 if ((el0 > el1) XOR s):
18 indeksZacetek = indeks + 1
19 else:
20 indeksZacetek = indeks
21
22 return indeksZacetek
Psevdokoda 5.5: Algoritem za iskanje q z intervali [29].
zlivanja bitonega zaporedja enaka O(log n). Omenjeni trditvi veljata zaradi
prej izpostavljene predpostavke, da lahko vsako bitono zaporedje predsta-
vimo z dvema intervaloma [29].
5.2.3 Tvorjenje intervalov bitonih zaporedij
Bitono zaporedje E dolzˇine n = 2k, k ∈ N lahko predstavimo z intervaloma
[o0, l0] in [o1, l1]. S pomocˇjo prej opisane funkcije najdiQzIntervali 5.5
lahko v cˇasu O(log n) poiˇscˇemo vrednost q, na podlagi katere lahko za zapo-
redje E izracˇunamo podzaporedji:
LE ' [o0,0, l0,0], [o0,1, l0,1], (5.6)
UE ' [o1,0, l1,0], [o1,1, l1,1]. (5.7)
Za zaporedji (5.6) in (5.7) mora veljati, da je njun ciklicˇnim zamik za g, h ∈ N
enak L(E) (3.2) oziroma U(E) (3.3):
L(E) = Sg(LE), (5.8)
U(E) = Sh(UE). (5.9)
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Za zaporedji LE in UE mora prav tako veljati, da ju sestavlja interval z
monotono narasˇcˇajocˇimi in interval z monotono padajocˇimi elementi [29].
Obstaja 6 razlicˇnih tipov bitonih zaporedij dolzˇine n. Urejena zaporedja
v narasˇcˇajocˇem ali padajocˇem vrstnem redu so najbolj trivialna za dolocˇitev
LE in UE. Podzaporedje LE (5.6) enostavno predstavimo z intervalom [o0,
n
2
]
in podzaporedje UE (5.7) z intervalom [o0 +
n
2
, n
2
], kjer uposˇtevamo, da sta
ciklicˇna zamika g (5.8) in h (5.9) enaka 0.
Ostali sˇtirje primeri so sestavljeni iz narasˇcˇajocˇih in padajocˇih podzapo-
redij, pri cˇemer sta podzaporedji razlicˇno dolgi. Podrobneje analizirajmo
primer bitonega zaporedja, prikazanega na sliki 5.4, kjer je prvo podzaporeje
(oziroma interval) monotono narasˇcˇajocˇe in drugo podzaporedje (oziroma in-
terval) monotono padajocˇe, pri cˇemer velja lo ≤ n2 (dokaz za ostale primere
je zelo podoben). Kot vemo, mora za vrednost q v opisanem tipu zaporedij
veljati naslednje [29]:
min(Ei, Ei+n
2
) = Ei; ∀i ∈ {0, 1, ..., q − 1}, (5.10)
min(Ei, Ei+n
2
) = Ei+n
2
; ∀i ∈ {q, q + 1, ..., n
2
− 1}. (5.11)
Dokaz za enacˇbi (5.10) in (5.11) se nahaja v [29]. Na podlagi omenjenih
enacˇb in slike 5.4 lahko zaporedji L(E) in U(E) zapiˇsemo kot:
L(E) = (e0, e1, ..., eq−1, en
2
+q+1, en
2
+q+2, ..., en−1),
U(E) = (en
2
, en
2
+1, ..., en
2
+q−1, eq, eq+1, ..., en
2
−1).
Lahko ju zapiˇsemo tudi kot intervala:
L(E) ' [o0, q], [o1 + (l1 − n
2
) + q,
n
2
− q], (5.12)
U(E) ' [o1 + (l1 − n
2
), q], [o0 + q, l0 − q], [o1, l1 − n
2
]. (5.13)
Kot vidimo, je zaporedje L(E) (5.12) predstavljeno z narasˇcˇajocˇim in nato
s padajocˇim intervalom. Zaporedje U(E) (5.13) je predstavljeno s tremi
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Slika 5.4: Bitono zaporedje sestavljeno iz monotono narasˇcˇajocˇega in mo-
notono padajocˇega podzaporedja, pri cˇemer velja, da je prvo podzaporedje
krajˇse ali enako dolgo kot drugo podzaporedje (prirejeno po [29]).
intervali. Tezˇavo lahko resˇimo s ciklicˇnim zamikom U(E) za l1 − n2 :
UE = Sl1−n2 (U(E))
= (en
2
−(l1−n2 ), en2−(l1−n2 )+1, ..., en2−1, en2 , en2+1, ..., en2+q−1, eq, eq+1, ..., en2−(l1−n2 )−1)
= (el0 , el0+1, ..., en2+q−1, eq, eq+1, ..., el0−1).
Na ta nacˇin lahko zaporedje UE zapiˇsemo samo z dvema intervaloma:
UE ' [o1, q + l1 − n
2
], [o0 + q, l0 − q]. (5.14)
Prikazana predstavitev (5.14) je veljavna prestavitev, saj je prvi interval
monotono padajocˇ in drugi monotono narasˇcˇajocˇ. Tako lahko s pomocˇjo
enacˇb (5.12) in (5.14) dolocˇimo podzaporedji LE in UE [29].
5.2.4 Implementacija na gostitelju
Psevdokoda 5.6 prikazuje implementacijo na gostitelju. Algoritem deluje po-
dobno kot algoritma 3.2 in 4.1. Kadar dolzˇina tabele ni enaka potenci sˇtevila
2, jo moramo glede na smer urejanja najprej zapolniti z minimalnimi ozi-
roma maksimalnimi vrednostmi (vrstica 17). Potem izvedemo klic sˇcˇepca za
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1 // tab: vhodna tabela,
2 // pomTab: pomoz˘na tabela potrebna za bitono zlivanje,
3 // n: dolz˘ina vhodne in pomoz˘ne tabele brez zapolnjenih elementov,
4 // fazeBU: s˘t. faz izvedenih v s˘c˘epcu za bitono urejanje,
5 // korakiLZ: s˘t. korakov izvedenih v s˘c˘epcu za lokalno zlivanje,
6 // korakiII: maks. s˘t. korakov tvorjenja inter. v s˘c˘epcu za inicializacijo,
7 // korakiTI: maks. s˘t. korakov tvorjenja inter. v s˘c˘epcu za obstojec˘e inter.,
8 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
9 vzporUrejanjePI(tab, pomTab, n, fazeBU, korakiLZ, korakiII, korakiTI, s):
10 // Izrac˘una s˘tevilo faz potrebnih za bitono urejanje
11 stFaz = log2(nasledjaPotencaStevila2(n))
12 // Pomoz˘ni tabeli za hranjenje intervalov
13 inter[], interPom[]
14
15 // C˘e dolz˘ina tabel ni enaka potenci s˘tevila 2, s˘c˘epec zapolni preostanek
16 // tabel z min. oziroma maks. vrednostmi (glede na smer urejanja)
17 scepecZapolniTabelo(tab, pomTab, n, s)
18 // Izvede "fazeBU" faz bitonega urejanja v deljenem pomnilniku
19 scepecBitonoUrejanje(tab, n, fazeBU, s)
20
21 // Izvedba preostalih faz bitonega urejanja
22 for (faza = fazeBU + 1; faza < stFaz; faza++):
23 // Doloc˘i zac˘etni in konc˘ni korak tvorjenja intervalov
24 korakZ, korakK = faza, max(korakiLZ, faza - korakiII)
25 scepecInicializirajIntervale(tab, inter, n, stFaz, korakZ, korakK, s)
26
27 // Tvori preostanek intervalov z vec˘ klici s˘c˘epca, saj je s˘tevilo
28 // tvorjenih intervalov na en klic s˘c˘epca omejeno
29 while (korakK > korakiLZ):
30 zamenjajKazalca(inter, interPom)
31 korakZ, korakK = korakK, max(korakiLZ, korakZ - korakiTI);
32 // Prebere obstojec˘e intervale in jih razvije
33 scepecTvoriIntervale(
34 tab, inter, interPom, n, stFaz, faza, korakZ, kokrakK, s
35 )
36
37 // Izvede "korakiLZ" korakov zlivanja v deljenem pomnilniku
38 scepecLokalnoBitonoZlivanje(tab, tabPom, inter, n, faza, korakiLZ, s)
39 zamenjajKazalca(tab, tabPom)
Psevdokoda 5.6: Bitono urejanje s preureditvijo intervalov na gostitelju
(prirejeno po [29]).
bitono urejanje (vrstica 19), ki uredi podzaporedja velikosti 2fazeBU. Omenjen
sˇcˇepec uredi samo originalno tabelo brez zapolnjenih vrednosti, saj se vrsti
red zapolnjenih elementov ne bi spremenil.
Globalno zlivanje izvajamo nad celotno tabelo (tudi nad zapolnjenim de-
lom). Najprej poklicˇemo sˇcˇepec, ki inicializira intervale (vrstica 25). Ome-
njen sˇcˇepec nato razvija inicializirane intervale za nadaljnjih korakiII ko-
rakov oziroma do koraka korakiLZ, ko se zacˇne izvajati lokalno bitono zli-
vanje (vrstica 38). Sˇtevilo tvorjenih intervalov ob enem klicu sˇcˇepca je ome-
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jeno z velikostjo deljenega pomnilnika oziroma s parametroma korakiII
in korakiTI. Pri daljˇsih zaporedjih je zato potrebnih vecˇ klicev sˇcˇepca, ki
razvije obstojecˇe intervale za korakiTI nadaljnjih korakov (vrstice 29 - 35).
Na koncu vsake faze se izvede lokalno bitono zlivanje (vrstica 38). Zlivanje v
deljenem pomnilniku deluje zelo podobno, kot smo opisali v poglavju 3.2.2.
Razlika je le v tem, da niti ob branju elementov iz globalnega pomnilnika
uporabijo funkcijo vrniElement 5.4. S tem dosezˇemo preureditev oziroma
zlivanje podzaporedij, ki so predstavljena z intervali. Lokalnega zlivanja ne
izvajamo nad celotno zapolnjeno tabelo, temvecˇ zgolj samo nad naslednjim
vecˇkratnikom 2faza dolzˇine tabele n. To pomeni, da izvedemo zlivanje nad
celotno zapolnjeno tabelo samo v zadnji fazi.
Pri urejanju parov kljucˇ-vrednost nam v sˇcˇepcih za inicializacijo in tvor-
jenje intervalov ni potrebno dostopati do vrednosti, ker za dolocˇanje inter-
valov zadostujejo kljucˇi. Posledicˇno pride do zelo majhnega padca v hitrosti
delovanja, saj v sˇtevilnih fazah urejanja ne dostopamo do vrednosti. Do-
stopanje do vrednosti je potrebno samo v sˇcˇepcu za zacˇetno bitono urejanje
(vrstica 19) in v sˇcˇepcu za lokalno bitono zlivanje (vrstica 38). Sˇcˇepec za
dodajanje polnila klicˇemo samo nad primarno in pomozˇno tabelo kljucˇev.
5.2.5 Implementacija na napravi
Psevdokoda 5.7 prikazuje sˇcˇepec za inicializacijo intervalov, ki ga poklicˇemo
na zacˇetku vsake faze urejanja f (vrstica 25 v psevdokodi 5.6). Kot vidimo
najprej za vsa bitona podzaporedja p dolzˇine m = 2f tvorimo zacˇetna inter-
vala [p ·m, m
2
] in [p ·m + m
2
, m
2
] (vrstice 14 - 21). Pri tem intervale v lihih
zaporedjih zamenjamo. Kljub temu, [29] ne navajajo potrebe po zamenjavi
lihih intervalov, je bila za nasˇo implementacijo nujno potrebna Ustvarjene
intervale tako razvijamo nadaljnjih (korakZ - 1) - korakK korakov (vrstice
29 - 48). Pri tem v vsakem koraku omejimo sˇtevilo aktivnih niti (vrstici 14
in 30), ki je proporcionalno sˇtevilu novo ustvarjenih intervalov. Za obstojecˇe
intervale najprej poiˇscˇemo vrednost q (vrstice 36 - 38), na podlagi katere
nato tvorimo dva nova intervala (vrstice 42 - 44). Za intervala iz enacˇbe
58 POGLAVJE 5. PRILAGODLJIVO BITONO UREJANJE
1 // tab: vhodna tabela,
2 // intervali: tabela za shranjevanje intervalov,
3 // n: dolz˘ina vhodne tabele,
4 // korakZ: zac˘etni korak zlivanja,
5 // korakK: konc˘ni korak zlivanja,
6 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
7 scepecInicializirajIntervale(tab, intervali, n, korakZ, korakK, s):
8 // Primarna in pomoz˘na tablea za hranjenje intervalov
9 __shared__ lokInter, lokInterPom
10 tx, aktivneNiti = threadIdx.x, n / (1 << korakZ) / gridDim.x
11
12 // Inicializira intervale. S˘c˘epec za tvorjenje intervalov prebere obstojec˘e
13 // intervale iz globalnega pomnilnika.
14 if (threadIdx.x < aktivneNiti):
15 // Izrac˘una velikost enega bitonega podzaporedja in indeks intervala
16 velP, indeksInt = 1 << korakZ, blockIdx.x * blockDim.x + tx
17 // Izrac˘una odmik za nova intervala
18 odmik0, odmik1 = indeksInt * velP, indeksInt * velP + velP / 2
19 // Intervale lihih podzaporedij je potrebno zamenjati
20 odmik0, odmik1 = (indeksInt % 2) == 0 ? odmik0, odmik1 : odmik1, odmik0
21 lokInter[tx] = [[odmik0, velP], [odmik1, velP]]
22
23 __syncthreads()
24 // S˘tevilo intervalov na bitono podzaporedje dolz˘ine "1 << faza". V s˘c˘epcu
25 // za tvorjenje intervalov je ta vrednost enaka "1 << (faza - korakZ)".
26 stInterNaBitPodzap = 1
27
28 // Tvorjenje intervalov od zac˘etnega do konc˘nega koraka
29 for (korak = korakZ - 1; korak >= korakK; korak--):
30 if (tx < aktivneNiti):
31 // Doloc˘i smer urejanja podzaporedja
32 indeksInter = blockIdx.x * aktivneNiti + tx
33 sNarascajoce = s XOR ((indeksInter / stInterNaBitPodzap) & 1)
34
35 // Uporabi funkcijo iz psevdokode 5.1
36 q = najdiQzIntervali(
37 tabela, lokInter[tx][0], lokInter[tx][1], 1 << korak, sNarascajoce
38 )
39
40 // Tvori nova intervala po enac˘bah (5.12) in (5.14). Intervala (5.14)
41 // tvori v OBRATNEM vrstnem redu kot sta navedena v enac˘bi.
42 lokInterPom[2 * tx, 2 * tx + 1] = tvoriIntervala(
43 lokInter[tx], q, 1 << korak
44 )
45
46 stInterNaBitPodzap, aktivneNiti *= 2
47 zamenjajKazalca(lokInter, lokInterPom)
48 __syncthreads()
49
50 shraniVGlobalniPomnilnik(intervali, lokInter, lokInterPom)
Psevdokoda 5.7: Sˇcˇepec za inicializacijo in nadaljnje tvorjenje intervalov.
(5.14) je potrebno poudariti, da ju tvorimo v obratnem vrstnem redu kot sta
zapisana v omenjeni enacˇbi. Cˇlanek [29] zopet ne omenja potrebe po menjavi
intervalov, vendar je bila potrebna za nasˇo implementacijo. Na koncu sˇcˇepca
shranimo intervale v globalni pomnilnik. Sˇcˇepec za tvorjenje intervalov de-
luje zelo podobno (vrstica 33 v psevdokodi 5.6). Razlika je le, da v prvem
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koraku ne inicializira novih intervalov, ampak prebere obstojecˇe intervale iz
globalnega pomnilnika.
5.2.6 Cˇasovna zahtevnost
Pred analizo cˇasovne zahtevnosti je potrebno poudariti, da sta algoritma pri-
lagodljivega bitonega urejanja in bitonega urejanja s preureditvijo intervalov
razlicˇna algoritma, ki temeljita na zelo podobnih idejah.
Pri vzporedni implementaciji smo iskanje vrednosti q (oziroma dolocˇanje
podzaporedij L(E) in U(E)) v istih korakih zlivanja izvajali vzporedno, pri
cˇemer smo korake zlivanja izvajali zaporedno. Sˇtevilo bitonih podzaporedij,
in posledicˇno sˇtevilo iskanj vrednosti q, je odvisno samo od trenutnega koraka
bitonega zlivanja. To pomeni, da se bo tekom izvajanja algoritma vecˇina
iskanj izvajala z veliko mero vzporednosti [29].
Za dolocˇitev cˇasovne zahtevnosti uposˇtevamo, da je sˇtevilo faz f in ko-
rakov k enako kot pri vzporednem bitonem urejanju. To pomeni, da sta
kriticˇni poti obeh algoritmov enaki, saj moramo korake bitonega zlivanja iz-
vajati zaporedno. Kot smo omenili, lahko izvajamo vzporedno le posamezna
iskanja vrednosti q znotraj istega koraka urejanja. Cˇasovna zahtevnost za p
procesorjev je enaka (na podlagi enacˇbe (3.12)):
Tp = O
(
n
p
· log2 n
)
.
Pri dovolj velikem sˇtevilu procesorjev (tj. O(n)) lahko dosezˇemo optimalno
cˇasovno zahtevnost:
Tn = O(log
2 n). (5.15)
Pohitritev vzporedne implementacije za p procesorjev je enaka:
SP =
T1
Tp
= O
(
n · log n
n
p
· log2 n
)
= O
(
p
log n
)
. (5.16)
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Kot vidimo, pohitritev ni idealna. Pohitritev pri O(n) procesorjih je enaka:
Sn =
T1
Tn
= O
(
n · log n
log2 n
)
= O
(
n
log n
)
. (5.17)
Poglavje 6
Urejanje z zlivanjem
Urejanje z zlivanjem (ang. merge sort) temelji na pristopu deli in vladaj
(ang. divide-and-conquer). Algoritmi, implementirani na podlagi omenje-
nega pristopa delujejo tako, da razdelijo probleme na manjˇse podprobleme,
jih resˇijo in nato zdruzˇijo dobljene resˇitve. S tem resˇijo tudi prvoten problem.
Urejanje sledi opisanemu pristopu tako, da vhodno zaporedje najprej razdeli
na manjˇse bloke, jih uredi in na koncu zlije v urejeno zaporedje. Ob uporabi
ustreznega algoritma zlivanja je lahko urejanje tudi stabilno [12, 30].
6.1 Zaporedni algoritem
6.1.1 Algoritem zlivanja
Algoritem zlivanja predstavlja temelj za delovanje urejanja z zlivanjem. Opi-
sali bomo osnovno in v praksi najvecˇkrat uporabljeno razlicˇico zlivanja. Ta
na vhodu prejme dve urejeni zaporedji A in B dolzˇine p in q, kateri zlije v
urejeno zaporedje C dolzˇine p+q. Algoritem v prvem koraku nastavi kazalca
a in b na zacˇetek vhodnih zaporedij A in B. Potem v vsakem koraku zlivanja
i primerja elementa na mestih a in b. V tabelo C na mesto i shrani manjˇsega
izmed primerjanih elementov. V primeru enakih elementov shrani element iz
zaporedja A (ob predpostavki, da se zaporedje A nahaja pred oziroma levo
od B v celotnem zaporedju), kar je tudi kljucˇno za ohranjanje stabilnosti.
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Slika 6.1: Urejanje z zlivanjem zap. (5, 2, 4, 7, 1, 3, 2, 6) (prirejeno po [12]).
Po vsakem koraku premakne ustrezen kazalec a ali b za eno mesto naprej.
V primeru, da pride do konca zaporedja A oziroma B, kopira preostanek za-
poredja B oziroma A v C. Po p+ q korakih zlivanja se algoritem koncˇa. Pri
tem je potrebno poudariti, da je opisan algoritem zlivanja stabilen [12].
6.1.2 Algoritem urejanja
Algoritem najprej razdeli vhodno zaporedje dolzˇine n na bloka dolzˇine n
2
. To
rekurzivno ponavlja, dokler ne dobimo blokov dolzˇine 1, ki so po definiciji
urejena zaporedja. Nato omenjene bloke zlije, s cˇimer dobimo urejene bloke
dolzˇine 2. Postopek ponavlja za urejene bloke dolzˇine 4, 8, itd., dokler v
zadnji fazi zlivanja ne dobimo urejenega zaporedja. Slika 6.1 prikazuje pri-
mer urejanja z zlivanjem. Vhodno zaporedje na zacˇetku razbijemo na bloke
dolzˇine 1, ki jih nato v 3 fazah zlivanja uredimo [12].
6.1.3 Implementacija
Kot smo opisali v prejˇsnjem poglavju, je urejanje z zlivanjem rekurziven algo-
ritem, zaradi cˇesar smo preizkusili rekurzivno in iterativno implementacijo.
Odlocˇili smo se za slednjo, saj se je izkazala za hitrejˇso.
Psevdokoda 6.1 prikazuje implementacijo algoritma. Kot vidimo v vrstici
7, iteriramo cˇez vse velikosti blokov oziroma cˇez vseh log2 n faz urejanja. V
vsaki iteraciji zlijemo vse podbloke (vrstice 9 - 23). Med zlivanjem shranju-
jemo elemente v pomozˇno tabelo tabPom (vrstici 17 in 18). Po opravljenem
zlivanju preverimo, cˇe smo priˇsli do konca levega oziroma desnega bloka. V
6.1. ZAPOREDNI ALGORITEM 63
1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // n: dolz˘ina vhodne in pomoz˘ne tabele,
4 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
5 zaporednoUrejanjeZZlivanjem(tab, tabPom, n, s):
6 // Izvede log2 n faz zlivanja
7 for (velB = 1; velB < n; velB *= 2):
8 // Zlivanje vseh podzaporedij
9 for (p = 0; p < (n - 1) / (2 * velB) + 1; p++):
10 // Zac˘etek in konec levega podzaporedja
11 indeksLZac = p * (2 * velB)
12 indeksLKon = indeksLZac + velB <= n ? indeksLZac + velB : n
13 // Zac˘etek in konec desnega podzaporedja
14 indeksDZac = indeksLZac + velB
15 indeksDKon = indeksDZac + velB <= n ? indeksDZac + velB : n
16
17 while (indeksLZac < indeksLKon && indeksDZac < indeksDKon):
18 // Izvajaj zlivanje, kot je opisano v poglavju 6.1.1
19
20 if (indeksLZac >= indeksLKon && indeksDZac <= IndeksDKon):
21 // Kopiraj iz "tab" v "tabPom" od "indeksDZac" do "IndeksDKon"
22 else:
23 // Kopiraj iz "tab" v "tabPom" od "indeksLZac" do "IndeksLKon"
24
25 zamenjajKazalca(tab, tabPom)
Psevdokoda 6.1: Zaporedno urejanje z zlivanjem.
tem primeru izvedemo kopiranje preostanka desnega oziroma levega bloka
iz tab v tabPom (vrstice 20 - 23). V ta namen smo uporabili funkcijo
std::copy, ki je hitrejˇsa od kopiranja s pomocˇjo zanke. Prikazan algori-
tem urejanja deluje za poljubno dolzˇino tabele in je stabilen.
6.1.4 Cˇasovna zahtevnost
Iz opisa v poglavju 6.1.1 vidimo, da ima zlivanje dveh zaporedij dolzˇine p in
q cˇasovno zahtevnost O(p + q). V vsaki fazi urejanja f dobimo n
2f
urejenih
blokov dolzˇine 2f . Sˇtevilo primerjav in kopiranj v eni fazi urejanja je enako:
n
2f
· 2f = n. (6.1)
Urejanje z zlivanjem zaporedja dolzˇine n = 2r je sestavljeno iz log2 n oziroma
r faz zlivanja, od katerih vsaka zahteva O(n) (6.1) operacij primerjav in
kopiranj. Iz omenjenega sledi, da je cˇasovna zahtevnost enaka:
T1 = O(n · log n). (6.2)
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6.2 Vzporedni algoritem
Urejanje z zlivanjem lahko izvedemo tudi vzporedno. V vsaki fazi urejanja
lahko vzporedno zlijemo pare urejenih blokov, saj so ti medsebojno neodvi-
sni. Opisan nacˇin zlivanja predstavlja tezˇavo, kajti sˇtevilo parov blokov se
razpolovi z vsako fazo urejanja. Kot vidimo na sliki 6.1, imamo v prvi fazi
8 blokov, v drugi 4 in v zadnji samo 2. To predstavlja neizogibno ozko grlo
za vzporedni algoritem. Pohitrimo lahko le algoritem zlivanja, ki ga lahko
izvedemo vzporedno [30].
6.2.1 Osnoven algoritem zlivanja
Algoritem zlivanja zˇelimo optimizirati tako, da bi bilo potrebno v vsaki
fazi urejanja zliti enako sˇtevilo blokov. Na ta nacˇin bi bil algoritem enako
ucˇinkovit v vseh fazah urejanja, ne samo v zgodnjih fazah. Iz tega razloga
potrebujemo algoritem zlivanja z delitvijo na vecˇ podblokov [16]. Pred po-
drobnejˇso analizo algoritma definirajmo rang r (ang. rank) elementa e ure-
jene tabele. To je sˇtevilo elementov v urejeni tabeli, ki so manjˇsi ali enaki
vrednosti elementa e. Slika 6.2 prikazuje delovanje algoritma na dveh ureje-
nih blokih dolzˇine n1 = q1 − p1 + 1 in n2 = q2 − p2 + 1. Najprej dolocˇimo
vzorec e = T [r1] urejenega bloka 0, pri cˇemer je r1 = b (p1+q1)2 c. Sˇtevilo r1 je
pravzaprav rang elementa e. Potem s pomocˇjo binarnega iskanja poiˇscˇemo
rang r2 elementa e v urejenem bloku 1. Blok 0 razdelimo na podbloka A in
B, kjer A vsebuje prvih r1 elementov in B preostanek bloka. Na enak nacˇin
razdelimo tudi blok 1 na podbloka C in D glede na rank r2. Ugotovimo, da so
vsi elementi podblokov A in C manjˇsi ali enaki e, medtem ko so vsi elementi
podblokov B in D vecˇji od e. To pomeni, da lahko podbloka A in C ter B
in D zlijemo neodvisno oziroma vzporedno, pri cˇemer element e vstavimo na
indeks r3 = r1 + (r2 − p2). Opisan algoritem izboljˇsa vzporednost samo za
faktor 2. V splosˇnem moramo pare blokov razbiti na veliko vecˇ podblokov,
zaradi cˇesar moramo uporabiti vecˇ vzorcev. Sˇtevilo podblokov je vedno za 1
vecˇje kot sˇtevilo vzorcev [12, 16, 30].
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Slika 6.2: Zlivanje z delitvijo na dva podbloka (prirejeno po [30]).
6.2.2 Napreden algoritem zlivanja
Cˇe zˇelimo dosecˇi maksimalno ucˇinkovitost urejanja z zlivanjem, moramo pod-
bloke zliti v deljenem pomnilniku. Algoritem zlivanja mora zagotoviti hitro
iskanje vzorcev v blokih. Poleg tega mora zagotoviti, da so vsi podbloki
manjˇsi od velikosti deljenega pomnilnika GPE. Osnovni algoritem, opisan
v prejˇsnjem poglavju, nam ne zagotavlja nasˇtetih lastnosti. Da bi dosegli
zˇeleno, potrebujemo napredni algoritem zlivanja, ki je prikazan na sliki 6.3.
6.2.2.1 Dolocˇanje vzorcev
Podobno kot v osnovnem algoritmu zlivanja najprej izberemo vzorce. Te
dolocˇimo kot vsak M -ti element obeh blokov, pri cˇemer je M manjˇsi od
velikosti deljenega pomnilnika. V nasˇi implementaciji smo za vrednost M
izbrali 256. S tem smo omejili velikost podblokov na 256, zaradi cˇesar jih
lahko zlijemo v deljenem pomnilniku. Na sliki vidimo, da smo iz bloka 0
izbrali vzorca 0 in 20 ter iz bloka 1 vzorca 10 in 50 [30].
6.2.2.2 Dolocˇanje rangov vzorcev
Po dolocˇitvi vzorcev v obeh blokih moramo poiskati njihove range. Rang
vzorcev v njihovem pripadajocˇem bloku je dolocˇen trivialno, ker je enak
indeksu elementa znotraj bloka (ranga vzorcev bloka 0: 1 in 257, ranga
vzorcev bloka 1: 513 in 767). To pomeni, da moramo za oba podbloka
poiskati range vzorcev v nasprotnem bloku [30].
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Z vsako fazo urejanja narasˇcˇa velikost blokov in je zato potrebnih vecˇ
korakov binarnega iskanja za dolocˇitev ranga v nasprotnem bloku. Za po-
hitritev zlivanja je potrebno ucˇinkovitejˇse iskanje ranga. Na zacˇetku tako
najprej shranimo vse vzorce v tabelo vzorcev. Poleg vzorcev shranimo tudi
njihove range v omenjeni tabeli glede na posamezen blok. Na sliki 6.3 so v
levem stolpcu prikazani vzorci (0, 20, 10, 50) in v desnem njihovi rangi glede
na blok (1, 2, 1, 2). Tabelo zlijemo glede na vzorce, s cˇimer dobimo urejeno
zaporedje (0, 10, 20, 50). Pri zlivanju vzorcev izvajamo tudi zamenjave
njihovih pripadajocˇih rangov. S pomocˇjo urejene tabele lahko za vsak vzo-
rec dolocˇimo indeks podbloka nasprotnega bloka, v katerem moramo poiskati
rang vzorca. Dolocˇimo ga kot razliko med rangom vzorca v urejeni tabeli in
rangom vzorca pred urejanjem. Vzemimo za primer vzorec 20, katerega rang
v neurejeni tabeli vzorcev bloka 0 je enak 2. Po zlivanju se njegov rang v
urejeni tabeli vzorcev povecˇa na 3. Iz prej opisane definicije ugotovimo, da
je njegov rang v tabeli vzorcev bloka 1 enak 3 − 2 = 1. To pomeni, da je
vzorec 20 manjˇsi od vseh vzorcev bloka 1, z izjemo vzorca 10. Iz opisanega
sklepamo, da moramo rang vzorca 20 iskati v prvih 256 elementih bloka 1.
Podrobneje analizirajmo tudi vzorec 0 bloka 0, katerega rang je enak 1 tako
v tabeli vzorcev bloka 0 kot tudi v urejeni tabeli vzorcev. Njegov rang v
tabeli vzorcev bloka 1 je zato enak 1−1 = 0. Iz navedenega lahko sklepamo,
da so vsi elementi v bloku 1 vecˇji od omenjenega vzorca. Zaradi tega nam ni
potrebno iskati njegovega ranga, saj je ta zˇe trivialno dolocˇen z 0. Na enak
nacˇin dolocˇimo tudi podbloka v bloku 0 za vzorca 10 in 50. Po dolocˇitvi pod-
blokov v nasprotnem bloku poiˇscˇemo range vzorcev. To storimo s pomocˇjo
binarnega iskanja. S tem v veliki meri pohitrimo iskanje rangov, ker morajo
niti izvesti iskanje v podblokih velikosti M oziroma 256 in ne v celotnem
nasprotnem bloku. Slika 6.3 na desni prikazuje dobljene range vzorcev [30].
6.2.2.3 Dolocˇanje podblokov za zlivanje
S pomocˇjo rangov prikazanih na sliki 6.3 dolocˇimo podbloke bloka 0 in 1, ki
jih moramo zliti. Prikazani so v tabeli 6.1. Kot vidimo, je sˇtevilo podblokov v
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Slika 6.3: Napredno vzporedno zlivanje (prirejeno po [30]).
vsakem bloku enako 5, kar je za 1 vecˇ kot sˇtevilo vzorcev. Obseg posameznega
podbloka dolocˇimo s pomocˇjo dveh zaporednih rangov. Vzemimo za primer
podblok 3 bloka 0. Kot vidimo na sliki 6.3, ima drugi rang bloka 0 vrednost
3 in tretji rang vrednost 257. To pomeni, da podblok 3 vsebuje elemente
3 - 256 bloka 0. Na podoben nacˇin dolocˇimo tudi ostale podbloke. Podbloki
prikazani v tabeli 6.1 tudi potrjujejo prej omenjeno dejstvo, da je njihova
velikosti manjˇsa ali enaka M oziroma 256 [30].
6.2.2.4 Zlivanje podblokov
Algoritem, opisan v poglavju 6.2.1, zliva podbloke zaporedno, kar predsta-
vlja veliko slabost za vzporednost. Zato potrebujemo ucˇinkovitejˇsi algoritem,
prikazan v [10], v katerem lahko vecˇ niti zliva iste pare podblokov. Omenjen
algoritem deluje tako, da vsaka nit izracˇuna rang svojega pripadajocˇega ele-
menta v koncˇni zliti tabeli in ga posledicˇno lahko shrani na pravo mesto
zlite tabele. Rang elementa v zliti tabeli je enak vsoti rangov elementa v
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Podblok Elementi bloka 0 Elementi bloka 1
0 0 -
1 1 - 2 0
2 3 - 256 1 - 4
3 257 - 309 5 - 256
4 310 - 511 257 - 511
... ... ...
Tabela 6.1: Podbloki blokov 0 in 1, ki sta prikazana na sliki 6.3 (prirejeno
po [30]).
obeh podblokih, katera zlivamo. Rang elementa v njegovem pripadajocˇem
podbloku je trivialno dolocˇen, ker je enak njegovem indeksu. To pomeni,
da moramo ponovno poiskati rang elementa v nasprotnem podbloku, kar
storimo z binarnim iskanjem. Potem niti izracˇunajo range v zliti tabeli in
elemente shranijo na ustrezno mesto v globalnem pomnilniku. Velika pred-
nost opisanega postopka je dejstvo, da lahko niti opravljajo binarna iskanja
vzporedno. Pri tem je potrebno omeniti, da so dostopi do pomnilnika med
binarnim iskanjem neporavnani. Zaradi tega moramo zlivanje izvajati v de-
ljenem pomnilniku, ki je veliko hitrejˇsi od globalnega pomnilnika [10, 30].
6.2.3 Implementacija
Psevdokoda 6.2 prikazuje implementacijo vzporednega urejanja z zlivanjem
na gostitelju. V vrstici 13 najprej poklicˇemo sˇcˇepec, ki glede na smer urejanja
zapolni primarno in pomozˇno tabelo z minimalnimi oziroma maksimalnimi
vrednostmi. To je potrebno, kadar dolzˇina tabele ni enaka potenci sˇtevila 2.
Nato poklicˇemo sˇcˇepec, ki uredi podbloke velikosti 2fazeUZ (vrstica 15). Za
ohranjanje stabilnosti urejanja mora biti stabilno tudi urejanje v omenjenem
sˇcˇepcu, zato smo v nasˇem primeru uporabili urejanje z zlivanjem. Ta izvaja
urejanje v deljenem pomnilniku, pri cˇemer bloke zliva s pomocˇjo binarnega
iskanja. Tukaj je potrebno izpostaviti, da sˇcˇepec ne uredi celotne zapolnjene
tabele, temvecˇ uredi le tabelo do naslednjega vecˇkratnika 2fazeUZ dolzˇine ori-
ginalne tabele n, saj se vrstni red zapolnjenih elementov ne bi spremenil.
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // rangi: tabela za hranjenje rangov vzorcev,
4 // fazeUZ: s˘tevilo faz izvedenih v s˘c˘epcu za urejanje z zlivanjem,
5 // n: dolz˘ina vhodne in pomoz˘ne tabele brez zapolnjenih elementov,
6 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
7 vzporednoUrejanjeZZlivanjem(tab, tabPom, fazeUZ, n, s):
8 // Izrac˘una s˘tevilo faz potrebnih za urejanje z zlivanjem
9 steviloVsehFaz = log2(nasledjaPotencaStevila2(n))
10
11 // C˘e dolz˘ina tabel ni enaka potenci s˘tevila 2, s˘c˘epec zapolni preostanek
12 // tabel z minimalno oziroma maksimalno vrednostjo (glede na smer urejanja)
13 scepecZapolniTabelo(tab, pomTab, n, s)
14 // Izvede "fazeUZ" faz urejanja z zlivanjem v deljenem pomnilniku
15 scepecUrejanjeZZlivanjem(tab, n, fazeUZ, s)
16
17 for (faza = fazeUZ + 1; faza < steviloVsehFaz; faza++):
18 zamenjajKazalca(tab, tabPom)
19 kopirajOstanekZaporedja(tab, tabPom, n, faza)
20 scepecDolociRange(tabPom, rangi, n, faza, s)
21 scepecZlijPodbloke(tabPom, tab, rangi, n, faza, s)
Psevdokoda 6.2: Vzporedno urejanje z zlivanjem na gostitelju.
Urejanje v preostalih fazah poteka tako, kot smo opisali v prejˇsnjem po-
glavju 6.2.2 (vrstice 17 - 21). Najprej se izvede sˇcˇepec, ki dolocˇi range podblo-
kov (vrstica 20). Pri tem vsaka nit izvaja binarno iskanje za svoj pripadajocˇi
vzorec. Za iskanje mora vsaka nit izvesti samo log2M = log2 256 = 8 kora-
kov, pri cˇemer je sˇtevilo vzorcev manjˇse kot sˇtevilo elementov tabele. Zato
lahko iskanje izvajamo v globalnem pomnilniku, ker bi v nasprotnem primeru
kopiranje podblokov v deljeni pomnilnik zahtevalo vecˇ cˇasa. V naslednjem
koraku se izvede sˇe sˇcˇepec, ki na podlagi rangov dolocˇi meje podblokov,
ki jih zlije s pomocˇjo binarnega iskanja (vrstica 21). Vsaka nit zopet iz-
vaja binarno iskanje za svoj pripadajocˇi element. Sˇtevilo elementov je veliko
vecˇje kot sˇtevilo vzorcev, kar posledicˇno pomeni veliko vecˇ neporavnanih do-
stopov do pomnilnika med binarnim iskanjem. Iskanje rangov in zlivanje
podblokov moramo zato izvajati v deljenem pomnilniku. Ponavljajocˇi ele-
menti pomenijo tezˇavo pri binarnih iskanjih, kar moramo posebej izpostaviti.
Za ohranjanje stabilnosti moramo v sodih (oziroma lihih) blokih uporabiti
vkljucˇujocˇe (ang. inclusive) binarno iskanje in v lihih (oziroma sodih) blokih
izkljucˇujocˇe (ang. exclusive) binarno iskanje. Kaksˇno vrsto binarnega iska-
nja uporabljamo v posamezni vrsti blokov ni pomembno, pomembno je le,
da uporabljamo isto iskanje (vkljucˇujocˇe ali izkljucˇujocˇe) v vseh podblokih
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Slika 6.4: Zlivanje zaporedja, katerega dolzˇina ni potenca sˇtevila 2.
iste vrste (sodi ali lihi), kjer se mora vrsta binarnega iskanja med sodimi in
lihimi bloki razlikovati [30].
Potrebno je tudi zagotoviti, da urejanje deluje za poljubno dolzˇino zapo-
redja. V ta namen razdelimo vhodno zaporedje na sledecˇa podzaporedja:
• glavni del, kateri ima dolzˇino prejˇsnjega vecˇkratnika potence sˇtevila
2 dolzˇine tabele n oziroma n, kadar je dolzˇina tabele enaka potenci
sˇtevila 2,
• ostanek, katerega dolzˇina je enaka razliki med dolzˇino tabele n in
dolzˇino prej opisanega glavnega dela,
• zapolnjen del, kateri vsebuje minimalne oziroma maksimalne mozˇne
vrednostmi (± ∞, odvisno od smeri urejanja) do naslednjega vecˇkra-
tnika potence sˇtevila 2 dolzˇine zaporedja.
Slika 6.4 prikazuje urejanje tabele dolzˇine 6. Na sliki vidimo, da ima glavni
del dolzˇino 4, ostanek 2 in zapolnjen del prav tako 2. Zelen okvir prikazuje
del zaporedja, v katerem se izvaja zlivanje. Modri okvir prikazuje del zapo-
redja, katerega ne spreminjamo. Kot vidimo, glavni del zlivamo v vseh fazah
urejanja. Nasprotno ostanek dolzˇine d zlivamo samo f = dlog2 de faz, saj
je po f fazah zˇe urejen. Zapolnjen del zlivamo samo v zadnji fazi urejanja
in ob zlivanju ostanka, katerega dolzˇina ni enaka potenci sˇtevila 2. Zlivanje
celotnega zaporedja (vkljucˇno z zapolnjenim delom) izvedemo samo v zadnji
fazi urejanja.
V vsaki fazi zlivanja se elementi zaporedja prenasˇajo med primarnim in
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pomozˇnim pomnilnikom oziroma obratno. Kot smo omenili, se ostanek za-
poredja dolzˇine d ureja samo dlog2 de faz. Zaradi tega se lahko pred izvedbo
zadnje faze zlivanja zgodi, da se glavni del in ostanek nahajata v razlicˇnih
tabelah (primarna in pomozˇna tabela). V tem primeru je potrebna izvedba
funkcije, ki kopira ostanek v tabelo, v kateri se nahaja glavni del (vrstica 19
psevdokode 6.2). Zapolnjenega dela nam ni potrebno kopirati, saj sˇcˇepec v
vrstici 13 doda polnilo obema tabelama.
6.2.4 Cˇasovna zahtevnost
V poglavjih 6.2.2.1 in 6.2.2.2 smo omenili, da moramo najprej poiskati vzorce
in njihove pripadajocˇe range. Vzorce dolocˇimo kot vsak M -ti element zapo-
redja dolzˇine n. Vseh vzorcev v zaporedju je zato O
(
n
M
)
. Njihove range
poiˇscˇemo s pomocˇjo binarnega iskanje v blokih dolzˇine M. Za vsak rang je
zato potrebnih logM korakov binarnega iskanja. Cˇasovna zahtevnost iskanja
rangov vzorcev je zato enaka:
O
( n
M
· logM
)
. (6.3)
Potem je potrebno izvesti zlivanje blokov (poglavje 6.2.2.4). Dolocˇiti moramo
sˇe rang vseh elementov v zliti tabeli. To storimo s pomocˇjo binarnega iska-
nja v blokih dolzˇine O(M), kar za vsak element zahteva O(logM) korakov.
Cˇasovna zahtevnost iskanja rangov vseh elementov tabele je zato enaka:
O (n · logM) . (6.4)
Vidimo, da cˇasovna zahtevnost zlivanja (6.4) prevlada nad cˇasovno zahtev-
nostjo iskanja rangov vzorcev (6.3). Kot smo omenili, lahko binarna iskanja
izvajamo vzporedno, ker so ta medsebojno neodvisna. Vzporedno zlivanje
lahko s p procesorji pohitrimo na:
O
(
n
p
· logM
)
. (6.5)
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Za urejanje zaporedja dolzˇine n = 2f je potrebnih f = log n faz. Faze zlivanja
moramo izvajati zaporedno. Cˇasovna zahtevnost vzporednega urejanja s p
procesorji je enaka:
Tp = O
(
n
p
· log n · logM
)
. (6.6)
Vrednost M je konstanta. Poleg tega je veliko manjˇsa od O(n). Zato jo lahko
odstranimo iz cˇasovne zahtevnosti:
Tp = O
(
n
p
· log n
)
. (6.7)
Z O(n) procesorji lahko cˇasovno zahtevnost zmanjˇsamo na:
Tn = O(log n). (6.8)
Pohitritev vzporedne implementacije za p procesorjev je enaka:
Sp =
T1
Tp
= O
(
n · log n
n
p
· log n
)
= O(p). (6.9)
Vidimo, da je pohitritev (6.9) optimalna, saj je enaka p. Pohitritev pri O(n)
procesorjih je enaka:
Sn =
T1
Tn
= O
(
n · log n
log n
)
= O(n). (6.10)
Poglavje 7
Hitro urejanje
Hitro urejanje (ang. quicksort) velja za enega najucˇinkovitejˇsih algoritmov
za urejanje podatkov. Temelji na paradigmi deli in vladaj (ang. divide-and-
conquer) [12].
• Deli - dolocˇimo pivot, na podlagi katerega razdelimo (ang. partition)
vhodno zaporedje T [p...r] na dve podzaporedji. Po opravljeni delitvi se
mora pivot nahajati na mestu T [q], vsi elementi prvega podzaporedja
T [p...q − 1] morajo biti manjˇsi ali enaki T [q] in vsi elementi drugega
podzaporedja A[q + 1...r] morajo biti vecˇji od T [q].
• Vladaj - z rekurzivnimi klici hitrega urejanja (prejˇsnji korak deli) ure-
dimo podzaporedji T [p...q − 1] in T [q + 1...r].
• Zdruzˇi rezultate - v prejˇsnjem koraku urejamo podzaporedja toliko
cˇasa, dokler ne dobimo podzaporedij dolzˇine 1. S tem uredimo tudi
celotno zaporedje T [p...r], zaradi cˇesar korak zdruzˇevanja ni potreben.
7.1 Zaporedni algoritem
7.1.1 Implementacija
Zaporedni algoritem hitrega urejanja je prostorsko ucˇinkovit, ker za delovanje
ne potrebuje pomozˇnih tabel (ang. in-place). Prikazan je v psevdokodi 7.1.
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1 // tabela: vhodna tabela,
2 // n: dolz˘ina vhodne tabele,
3 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
4 zaporednoHitroUrejanje(tabela, n, s):
5 if (n <= 1):
6 return
7
8 // Razdeli tabelo na elemente manjs˘e in vec˘je od pivota
9 delitev = razdeliTabelo(tabela, n, s)
10 // Rekurzivno uredi dobljeni tabeli
11 zaporednoHitroUrejanje(tabela, delitev, s)
12 zaporednoHitroUrejanje(tabela + delitev + 1, n - delitev - 1, s)
13
14 // Enaki vhodni parametri kot v funkciji zaporednoHitroUrejanje.
15 razdeliTabelo(tabela, n, s):
16 // Doloc˘i indeks pivota (npr. srednji element zaporedja)
17 indeksPivot = dolociIndeksPivota(tabela, n)
18 zamenjajElementa(tabela[indeksPivot], tabela[n - 1])
19
20 // Razdeli tabelo na elemente manjs˘e in vec˘je od pivota
21 for (j = 0, i = 0; j < n - 1; j++):
22 if ((s == NARASCAJOCE) XOR (tabela[j] > tabela[n - 1])):
23 zamenjajElementa(tabela[j], tabela[i])
24 i++
25
26 // Vstavi pivot med levo in desno podzaporedje
27 zamenjajElementa(tabela[i], tabela[n - 1])
28 return i
Psevdokoda 7.1: Zaporedno hitro urejanje (prirejeno po [12]).
Najprej razdelimo tabelo na elemente manjˇse ali vecˇje od pivota (vrstica 9).
Potem dobljeni tabeli rekurzivno uredimo. To ponavljamo, dokler ne dobimo
tabel dolzˇine 1, ki so po definiciji urejene. Veliko vlogo pri ucˇinkovitosti
urejanja igra algoritem razdelitve oziroma izbira pivota (vrstica 17). Obstaja
veliko algoritmov izbire pivota, kot so nakljucˇni element tabele, mediana k
nakljucˇnih elementov tabele, itd. V nasˇi implementaciji smo za vrednost
pivota izbrali mediano prvega, srednjega in zadnjega elementa tabele. Izbrani
pivot vstavimo na zadnjo mesto tabele (vrstica 18). Nato razdelimo tabelo
na elemente manjˇse (levi del tabele) in elemente vecˇje (desni del tabele)
od pivota (vrstice 21 - 24). Po opravljeni delitvi vstavimo pivot med prej
omenjeni podzaporedji (vrstica 27) in vrnemo njegov indeks (vrstica 28) [12].
7.1.2 Cˇasovna zahtevnost
Ucˇinkovitost hitrega urejanja je v veliki meri odvisna od izbire pivot (vr-
stica 17 v psevdokodi 7.1). Cˇasovna zahtevnost delitve tabele dolzˇine n je
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θ(n) (funkcija razdeliTabelo). Najprej preucˇimo najslabsˇi mozˇni primer
delitve. Ta se pripeti, ko za vrednost pivota izberemo minimalno oziroma
maksimalno vrednost. Takrat eno povzaporedje vsebuje n − 1 elementov,
medtem ko je drugo prazno. Predpostavimo, da dobimo najslabsˇo mozˇno de-
litev ob vsakem rekurzivnem klicu (na primer tabela z enakimi vrednostmi).
Izvajanje algoritma lahko zapiˇsemo z rekurzivno enacˇbo [12]:
T (n) = T (n− 1) + T (0) + θ(n). (7.1)
V vrsticah 5 in 6 psevdokode 7.1 vidimo, da se klici T (0) zakljucˇijo v kon-
stantnem cˇasu O(1). Enacˇbo lahko poenostavimo:
T (n) = T (n− 1) + θ(n). (7.2)
S pomocˇjo metode zamenjave (ang. substitution method) lahko dolocˇimo
cˇasovno zahtevnost [12].
T (n) = T (n− 1) + n
= T (n− 2) + (n− 1) + n
= 1 + 2 + ...+ n− 1 + n =
n∑
i=1
i
= O(n2) (7.3)
Preucˇimo sˇe najboljˇsi primer delitve, v katerem dobimo podzaporedji dolzˇine
bn
2
c in dn
2
e − 1. Predpostavimo, da tekom urejanja vedno dobimo najboljˇso
delitev. Izvajanje algoritma lahko zapiˇsemo z rekurzivno enacˇbo:
T (n) = 2T
(n
2
)
+ θ(n). (7.4)
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Po izreku o asimptoticˇnem obnasˇanju resˇitve rekurencˇne enacˇbe (ang. master
theorem) ima rekurzivna enacˇba (7.4) resˇitev [12]:
T (n) = O(n · log n). (7.5)
Povprecˇna cˇasovna zahtevnost hitrega urejanja je veliko blizˇje najboljˇsemu
kot najslabsˇemu primeru delitve. Vzemimo za primer delitev v razmerju 9
proti 1. V tem primeru bo imelo rekurzivno drevo globino log10/9 n = θ(log n).
Ugotovimo, da katerakoli konstantna delitev privede do rekurzivnega drevesa
globine θ(log n), pri cˇemer je zahtevnost v vsakem nivoju drevesa O(n). Skle-
pamo, da je povprecˇna cˇasovna zahtevnost algoritma enaka (formalni dokaz
se nahaja v [12]):
T1 = O(n · log n). (7.6)
7.2 Vzporedni algoritem
Vzporedno hitro urejanje deluje zelo podobno kot zaporedno. Izberemo pivot
in nato izvedemo delitev - vse elemente manjˇse od pivota premaknemo na
levo stran pivota in vse elemente vecˇje od pivota na desno stran. Vzporedni
algoritem je sestavljen iz dveh faz. V prvi fazi algoritma so podzaporedja zelo
dolga, zato jih mora obdelati vecˇ blokov niti. Po dolocˇenem cˇasu (v drugi
fazi) dobimo dovolj veliko sˇtevilo podzaporedij oziroma so podzaporedja do-
volj kratka, da lahko vsak blok niti izvaja delitev nad enim podzaporedjem.
Ko dolzˇina podzaporedja pade pod dolocˇeno mejo, postane operacija delitve
prevecˇ potratna. Iz tega razloga kratka podzaporedja uredimo z bitonim
urejanjem [9].
7.2.1 Delitev v dveh prehodih
V prvi fazi hitrega urejanja mora vecˇ blokov niti razdeliti isto zaporedje.
Tezˇava je v tem, da morajo niti ob opravljanju delitve vedeti, kam v izhodno
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tabelo pisati svoje pripadajocˇe elemente. Mozˇna resˇitev bi bila, cˇe bi ob vsa-
kem branju iz globalnega pomnilnika s pomocˇjo komulativne vsote izracˇunali,
koliko niti zˇeli pisati na levo oziroma desno stran pivota. S tem bi vsaka nit
vedela, da bo x niti z nizˇjim identifikatorjem niti pisalo levo in y niti z nizˇjim
identifikatorjem niti pisalo na desno stran pivota. Glede na vrednost svojega
pripadajocˇega elementa, bi vsaka nit lahko zapisala svoj element na mesto
x+ 1 oziroma n− (y + 1). Opisan pristop je slab, saj operacija komulativne
vsote zahteva veliko cˇasa [9].
Da se izognemo zgoraj opisanim tezˇavam potrebujemo algoritem delitve
v dveh prehodih (ang. two pass partition), prikazan na sliki 7.1. Zaporedje
najprej razdelimo na m enako dolgih podzaporedij (korak a). Dolzˇina podza-
poredij mora biti vecˇkratnik sˇtevila niti v blokih. Nato blokom niti dodelimo
podzaporedja (korak b), nad katerimi izvedejo prvi prehod (korak c). V
prehodu vsaka nit prebere svoje pripadajocˇe elemente in presˇteje, koliko ele-
mentov je manjˇsih oziroma vecˇjih od pivota. Za tem vsak blok niti izracˇuna
lokalno komulativno vsoto nad dobljenimi sˇtevci (korak d). Kot smo omenili,
v prvi fazi urejanja vecˇ blokov niti obdeluje isto zaporedje. Zato je potrebno
opraviti sˇe globalno komulativno vsoto nad rezultati lokalnih vsot (korak e).
Namesto tega lahko uporabimo tudi atomarne operacije (podrobneje v po-
glavju 7.2.3). V drugi fazi algoritma ta korak ni potreben, saj vsak blok
niti obdeluje le eno podzaporedje. Niti na podlagi lokalne in globalne komu-
lativne vsote izracˇunajo, kam morajo zapisovati svoje pripadajocˇe elemente
(korak f ). Nato izvedejo drugi prehod cˇez svoje pripadajocˇe podzaporedje,
pri cˇemer elemente shranijo v izhodno tabelo na levo oziroma desno stran
pivota (korak g). Zadnji blok, ki zakljucˇi s korakom g, na koncu shrani sˇe
pivote (korak h) [9].
Prednost delitve v dveh prehodih je v tem, da komulativno vsoto izracˇunamo
samo enkrat. Poleg tega ni potrebe po sinhronizaciji niti ob vsakem branju
iz globalnega pomnilnika. Kot slabost lahko navedemo, da niti berejo iste
podatke dvakrat, vendar je omenjena slabost veliko manjˇsa od prej nasˇtetih
prednosti.
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Slika 7.1: Delitev v dveh prehodih (prirejeno po [9]).
7.2.2 Implementacija na gostitelju
Kot smo omenili, je algoritem sestavljen iz dveh faz. V prvi fazi so zaporedja
zelo dolga, zaradi cˇesar jih mora obdelati vecˇ blokov niti. To dosezˇemo
s pomocˇjo algoritma globalnega hitrega urejanja. Ko postanejo zaporedja
dovolj kratka (druga faza algoritma) in lahko posamezno zaporedje obdela
en blok niti, uporabimo algoritem lokalnega hitrega urejanje.
Psevdokoda 7.2 prikazuje hitro urejanje na gostitelju. Najprej s pomocˇjo
sˇcˇepca za vzporedno redukcijo poiˇscˇemo minimalno in maksimalno vrednost
zaporedja (vrstica 9). Pri tem smo uporabili implementacijo optimizirane
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // n: dolz˘ina vhodne tabele,
4 // minDolzinaZap: minimalna dolz˘ina zaporedja za globalno hitro urejanje,
5 // velikostBloka: dolz˘ina podzaporedja, katerega obdela en blok niti v s˘c˘epcu
6 // za globalno hitro urejanje.
7 vzporednoHitroUrejanje(tab, tabPom, n, minDolzinaZap, velikostBloka):
8 // Z redukcijo pois˘c˘e minimalno in maksimalno vrednost v zaporedju
9 min, maks = scepecMinMaksRedukcija(tab, tabPom, n)
10 if min == maks: return
11
12 // S˘tevec s˘tevila zaporedij in konstanta maksimalnega s˘tevila zaporedij
13 stZap, maksStZap = 1, (n - 1) / minDolzinaZap + 1
14 // Zaporedja, ki jih mora razdeliti GLOBALNO hitro urejanje
15 globZap = [{zacetek=0, dolzina=n, min=min, maks=maks, smer=PRIM_POM}]
16 // Zaporedja, ki jih mora razdeliti in urediti LOKALNO hitro urejanje
17 lokZap = []
18
19 while globZap != []:
20 // Naprava potrebuje drugac˘ne metapodatke o zaporedjih kot gostitelj
21 zapNaprava, indeksiZapNaprava, indeksBloka = [], [], 0
22
23 for (indeksZap = 0; indeksZap < ||globZap||; indeksZap++):
24 // S˘tevilo blokov niti, ki obdela zaporedje
25 stBlokovNaZap = (globZap[indeksZap].dolzina - 1) / velikostBloka + 1
26 zapNaprava += {
27 globZap[indeksZap], stElManjsihOdPivota=0, stElVecjihOdPivota=0,
28 pivot=(globZap[indeksZap].min + globZap[indeksZap].maks) / 2,
29 maksElManjsiOdPivota=MINIMUM, minElVecjiOdPivota=MAKSIMUM,
30 zacetniIndeksBloka=indeksBloka, stevecBlokovNaZap=stBlokovNaZap
31 }
32
33 // Za vsak blok niti oznac˘i, katero zaporedje mora obdelati
34 for (blok = 0; blok < stBlokovNaZap; blok++):
35 indeksiZapNaprava[indeksBloka++] = indeksZap
36
37 scepecGlobalnoHitroUrejanje(tab, tabPom, zapNaprava, indeksiZapNaprava)
38 globZap = []
39
40 // Na podlagi delitve doloc˘i nova globalna in lokalna zaporedja
41 for z in zapNaprava:
42 // Podzaporedje manjs˘e od pivota - levi del delitve
43 if z.stElManjsihOdPivota > minDolzinaZap && stZap++ < maksStZap:
44 globZap += {
45 zacetek=z.zacetek, dolzina=z.stElManjsihOdPivota, min=z.min,
46 maks=z.maksElManjsiOdPivota, smer=(!z.smer)
47 }
48 else if z.stElManjsihOdPivota > 0:
49 lokZap += // Enako kot globalno zaporedje, le brez "min" in "maks"
50
51 // Podzaporedje vec˘je od pivota - desni del delitve
52 if z.stElVecjihOdPivota > minDolzinaZap && stZap++ < maksStZap:
53 globZap.dodaj({
54 zacetek=z.zacetek + z.dolzina - z.stElVecjihOdPivota,
55 dolzina=z.stElVecjihOdPivota, min=z.minElVecjiOdPivota,
56 maks=z.maks, smer=(!z.smer)
57 })
58 else if zap.stElVecjihOdPivota > 0:
59 lokZap.dodaj(/* Enako kot "globZap", le brez "min" in "maks" */mas)
60
61 if n < minDolzinaZap: lokZap = [{zacetek=0, dozina=n, smer=PRIM_POM}]
62 scepecLokalnoHitroUrejanje(tab, tabPom, lokZap)
Psevdokoda 7.2: Vzporedno hitro urejanje na gostitelju (prirejeno po [9]).
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redukcije, ki je opisana v poglavju 2.2.3. V primeru enakih vrednosti gre za
nicˇelno porazdelitev (vrstica 10). Vrednosti sta potrebni za izracˇun zacˇetnega
pivota celotnega zaporedja. Zelo pomemben parameter algoritma je
minDolzinaZap. Ta predstavlja minimalno dolzˇino zaporedja, ki ga sˇe
lahko obdelamo s sˇcˇepcem za globalno hitro urejanje. Krajˇsa zaporedja
obdelamo z lokalnim hitrim urejanjem. Na podlagi omenjenega parametra
dolocˇimo maksimalno sˇtevilo zaporedij, ki jih lahko tvorimo z globalnim ure-
janjem (vrstica 13). Nato definiramo seznama z metapodatki zaporedij za
globalno in lokalno urejanje. Seznam zaporedij za globalno urejanje vsebuje
celotno vhodno zaporedje (vrstica 15), ki se na zacˇetku nahaja v primarni
tabeli. V ta namen nastavimo smer prenosa podatkov ob izvajanju delitve
na PRIM POM (iz primarne v pomozˇno tabelo). Seznam zaporedij za lokalno
urejanje je na zacˇetku prazen (vrstica 17) [9].
Za tem sledi globalno hitro urejanje (vrstice 19 - 59). Naprava potre-
buje drugacˇne metapodatke o zaporedjih kot gostitelj, zato definiramo nov
seznam metapodatkov zapNaprava (vrstica 21). Pomemben parameter al-
goritma je tudi velikostBloka. Ta predstavlja sˇtevilo elementov, ki jih
lahko obdela en blok niti v sˇcˇepcu za globalno urejanje. Smiselno je, da je
vecˇkratnik sˇtevila niti v bloku. S tem dosezˇemo, da vsaka nit obdela vecˇ
in obenem tudi enako sˇtevilo elementov. S pomocˇjo omenjenega parame-
tra izracˇunamo sˇtevilo blokov niti potrebnih za obdelavo enega zaporedja
(vrstica 25). Za vsako zaporedje na napravi shranimo poleg metapodatkov
potrebnih na gostitelju globZap[indeksZap] sˇe dodatne metapodatke:
• stElManjsihOdPivota oziroma stElVecjihOdPivota - sˇtevca
sˇtevila elementov, ki so manjˇsi oziroma vecˇji od pivota,
• pivot - pivot trenutnega zaporedja, ki ga izracˇunamo kot povprecˇje
minimuma in maksimuma zaporedja [34],
• maksElManjsiOdPivota oziroma minElVecjiOdPivota - najvecˇji
element manjˇsi oziroma najmanjˇsi elementov vecˇji od pivota,
• zacetniIndeksBloka - indeks prvega bloka, ki je zadolzˇen za tre-
nutno zaporedje,
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• stevecBlokovNaZap - sˇtevilo blokov niti, ki obdeluje zaporedje.
Nasˇteti metapodatki (vrstice 26 - 31) so potrebni za izvedbo sˇcˇepca global-
nega urejanja (podrobneje v poglavju 7.2.3.1), in kasneje za tvorjenje novih
zaporedij (vrstice 41 - 59). Definiramo tudi seznam indeksiZapNaprava,
v katerega shranimo indekse zaporedij, ki jih morajo obdelati posamezni bloki
niti (vrstica 21). Omenjen seznam napolnimo v vrsticah 34 in 35.
V naslednjem koraku poklicˇemo sˇcˇepec za globalno urejanje, ki izvede
delitev zaporedij (vrstica 37). Sˇcˇepec poleg tega za vsako zaporedje poiˇscˇe
maksimum elementov manjˇsih oziroma minimum elementov vecˇjih od pivota
in sˇtevilo elementov manjˇsih oziroma vecˇjih od pivota. Slednji par vrednosti
pravzaprav dolocˇa dolzˇino podzaporedij dobljenih s pomocˇjo delitve. Pre-
dolga podzaporedja je potrebno ponovno dodati v seznam za globalno ure-
janje, medtem ko kratka zaporedja dodamo v seznam za lokalno urejanje
(vrstice 41 - 59). Ko dosezˇemo maksimalno sˇtevilo zaporedij za globalno
urejanje, dodamo vsa preostala zaporedja v seznam za lokalno urejanje. Na
tej tocˇki je potrebno omeniti, da v metapodatkih zaporedij za lokalno ureja-
nje ne potrebujemo minimuma in maksimuma zaporedja, saj dolocˇamo pivot
na drugacˇen nacˇin (podrobneje v poglavju 7.2.3.2). Po prvi iteraciji global-
nega urejanja, se bodo vsa novo ustvarjena zaporedja nahajala v pomozˇni
tabeli. Po drugi iteraciji se bodo nova zaporedja nahajala v primarni tabeli,
itd. Iz tega razloga je potrebno vsem novim zaporedjem obrniti smer prenosa
podatkov (vrstici 46 in 56).
Po dolocˇenem sˇtevilu iteracij je seznam zaporedij za globalno hitro ure-
janje prazen. Takrat nad zaporedji izvedemo lokalno hitro urejanje, ki se v
celoti izvede na GPE (vrstica 62) [9].
7.2.3 Implementacija na napravi
7.2.3.1 Globalno hitro urejanje
Psevdokoda 7.3 prikazuje sˇcˇepec za globalno hitro urejanje. Najprej prebe-
remo metapodatke pripadajocˇega zaporedja (vrstica 6). Na podlagi metapo-
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // zaporedja: tabela z metapodatki zaporedij,
4 // indeksiZap: za vsak blok niti vsebuje indeks zap., katerega mora obdelati.
5 scepecGlobalnoHitroUrejanje(tab, tabPom, zaporedja, indeksiZap):
6 zap = zaporedja[indeksiZap[blockIdx.x]]
7 // Izrac˘una meje podzaporedja, katerega obdela trenutni blok niti
8 zacetekPodz, konecPodz = izracunajMejePodzaporedja(zap.zacetniIndeksBloka)
9 lTab, lTabPom = dolociSmerPrenosa(tab, tabPom, zap.smer)
10
11 stManjsih, stVecjih, __shared__ globStManjsih, __shared__ globStVecjih = 0
12 lMin, lMaks = MAKSIMUM, MINIMUM
13
14 for (i = zacetekPodz; i < konecPodz; i += blockDim.x):
15 // Vsaka nit pres˘teje s˘tevilo elementov manjs˘ih oziroma vec˘jih od pivota
16 sStManjsih += lTab[i] < zap.pivot, sStVecjih += lTab[i] > zap.pivot
17 // Is˘c˘emo maks. el. manjs˘i od pivota in min. el. vec˘ji od pivota
18 lMaks = max(lMaks, lTab[i] < zap.pivot ? lTab[i] : MINIMUM)
19 lMin = min(lMin, lTab[i] > zap.pivot ? lTab[i] : MAKSIMUM)
20 __syncthreads()
21
22 // Izvedemo redukcijo nad minimumi in maksimumi vseh niti bloka
23 rMin, rMaks = minRedukcija(lMin), maksRedukcija(lMaks)
24 // S pomoc˘jo atomarnih operacij pois˘c˘emo min. in maks. trenutnega zaporedja
25 if threadIdx.x == 0:
26 atomicMin(zap.minElVecjiOdPivota, rMin)
27 atomicMax(zap.maksElManjsiOdPivota, rMaks)
28 __syncthreads()
29
30 // Komulativna vsota nad s˘tevci s˘t. elementov manjs˘ih oz. vec˘jih od pivota
31 vsotaManjsi, vsotaVecji = komulVsota(stManjsih), komulVsota(stVecjih)
32 __syncthreads()
33
34 // S pomoc˘jo atomarnih operacij izrac˘una globalni odmik za trenutno zap.
35 if threadIdx.x == blockDim.x - 1:
36 globStManjsih = atomicAdd(zap.stElManjsihOdPivota, vsotaManjsi)
37 globStVecjih = atomicAdd(zap.stElVecjihOdPivota, vsotaVecji)
38 __syncthreads()
39
40 // Izvede delitev - shrani elemente na levo in desno stran pivota
41 indeksManjsi = zap.zacetek + globStManjsih + vsotaManjsi - stManjsih
42 indeksVecji = zap.zacetek + zap.dolzina - globStVecjih - vsotaVecji
43
44 for (i = zacetekPodz; i < konecPodz; i += blockDim.x):
45 if lTab[i] < zap.pivot: lTabPom[indeksManjsi++] = lTab[i]
46 if lTab[i] > zap.pivot: lTabPom[indeksVecji++] = lTab[i]
47
48 if threadIdx.x == blockDim.x - 1:
49 stevecBlokovNiti = atomicSub(zap.stevecBlokovNaZap, 1) - 1
50 __syncthreads()
51
52 // Zadnji blok niti zadolz˘en za trenutno zaporedje shrani s˘e pivote
53 if stevecBlokovNiti == 0:
54 indeksPivot = zap.zacetek + zap.stElManjsihOdPivota + threadIdx.x
55 indeksKonec = zap.zacetek + zap.dolzina - zap.stElVecjihOdPivota
56
57 for (; indeksPivot < indeksKonec; indeksPivot += blockDim.x):
58 tabPom[indeksPivot] = zap.pivot
Psevdokoda 7.3: Sˇcˇepec za globalno hitro urejanje (prirejeno po [9]).
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datkov izracˇunamo odsek zaporedja, ki ga mora obdelati trenutni blok niti
(vrstica 8). Glede na smer prenosa podatkov (iz globalnega pomnilnika v
pomozˇni ali obratno) ustrezno nastavimo kazalca na primarno in pomozˇno
tabelo (vrstica 9). Nato niti preberejo vse svoje pripadajocˇe elemente, pri
cˇemer priˇstejejo sˇtevilo elementov manjˇsih oziroma vecˇjih od pivota (vrstice
14 - 19). Obenem vsaka nit tudi shrani maksimum elementov manjˇsih in
minimum elementov vecˇjih od pivota. Za tem s pomocˇjo vzporedne reduk-
cije v deljenem pomnilniku poiˇscˇemo minimum in maksimum celotnega bloka
niti (vrstica 23). To izvedemo s pomocˇjo osnovne vzporedne redukcije opi-
sane v poglavju 2.2.1. Za omenjeno redukcijo smo se odlocˇili, ker za izvedbo
potrebuje samo n
2
niti. To pomeni, da smo lahko minimum in maksimum
poiskali vzporedno. S pomocˇjo atomarnih operacij shranimo dobljeni vre-
dnosti za trenutno zaporedje (vrstice 25 - 27). Nato v deljenem pomnilniku
izracˇunamo komulativno vsoto nad prej omenjenimi sˇtevci elementov manjˇsih
oziroma vecˇjih od pivota (vrstica 31). Za izracˇun uporabimo algoritem op-
timizirane komulativne vsote (poglavje 2.3.2). S pomocˇjo vsote vsaka nit
ugotovi, koliko elementov manjˇsih oziroma vecˇjih od pivota so nasˇle niti z
nizˇjim identifikatorjem. Posledicˇno niti vejo, kam v izhodno tabelo morajo
zapisati svoje elemente ob opravljanju delitve. Opozoriti velja, da vecˇ blokov
niti obdeluje isto zaporedje. Zato morajo niti vedeti, koliko elementov je
bilo manjˇsih oziroma vecˇjih od pivota v blokih, ki so zˇe opravili delitev nad
istim zaporedjem. To izracˇunamo s pomocˇjo atomarnega sesˇtevanja (vrstice
35 - 37). Na podlagi dobljenih vrednosti lahko algoritem za vsako nit dolocˇi
indeks pomozˇne tabele, kamor mora shranjevati elemente manjˇse ali vecˇje
od pivota (vrstici 41 in 42). Nadalje niti opravijo drug prehod cˇez svoje po-
datke, v katerem izvedejo delitev (vrstice 44 - 46). Zadnji blok niti, ki obdela
zaporedje, shrani tudi pivote (vrstice 54 - 58). Pri tem je potrebno poudariti,
da moramo pivote shraniti v koncˇno oziroma pomozˇno tabelo (ne glede na
smer urejanja), saj so ti zˇe urejeni in jih ni vecˇ potrebno prestavljati [9].
Kljucˇ za delovanje opisanega sˇcˇepca so atomarne operacije. V primeru
starejˇsih GPE, ki ne podpirajo atomarnih operacij, je potrebno v vrstici 32
84 POGLAVJE 7. HITRO UREJANJE
Slika 7.2: Postopek za iskanje pivota v prvih treh korakih hitrega urejanja.
zakljucˇiti izvajanje sˇcˇepca. Poleg tega ni potrebno izvesti atomarnega mini-
muma in maksimuma v vrsticah 25 - 27. Pred zakljucˇkom sˇcˇepca moramo
v globalni pomnilnik shraniti minimum in maksimum (vrstica 23) ter rezul-
tata komulativnih vsot sˇtevcev elementov manjˇsih oziroma vecˇjih od pivota
(vrstica 31). Potem poklicˇemo sˇcˇepec, ki nad nasˇtetimi vrednostmi izracˇuna
komulativno vsoto oziroma izvede redukcijo za iskanje minimuma in maksi-
muma. Na koncu poklicˇemo sˇcˇepec za globalno hitro urejanje od vrstice 41
dalje. Pri tem vsak blok niti prebere svoj pripadajocˇ rezultat komulativne
vsote. S tem ugotovi sˇtevilo elementov manjˇsih oziroma vecˇjih od pivota v
blokih niti z nizˇjim identifikatorjem, ki obdelujejo isto zaporedje (v imple-
mentaciji z atomarnimi operacijami to dolocˇimo v vrsticah 35 - 37). Pre-
ostanek sˇcˇepca izvedemo enako, kot prikazuje psevdokoda 7.3. Kot vidimo
moramo v primeru starejˇsih GPE brez podpore atomarnih operacij izvesti
tri klice sˇcˇepcev namesto enega [9].
Kot smo omenili, vrednost pivota vsakega zaporedja dolocˇimo kot pov-
precˇje njegovega minimuma in maksimuma (psevdokoda 7.2, vrstica 28). Za-
radi tega je v sˇcˇepcu za globalno hitro urejanje potrebno poiskati minimum
in maksimum, kar zahteva izvedbo redukcije. Slabost opisanega pristopa je
v tem, da izvedba redukcije zahteva dolocˇen cˇas. V ta namen smo izdelali
ucˇinkovitejˇsi postopek za iskanje pivota, kot to prikazuje slika 7.2. Kot vi-
dimo, zacˇetni pivot P1,1 sˇe vedno izracˇunamo kot povprecˇje minimuma in
maksimuma. Po prvi opravljeni delitvi se vsi elementi manjˇsi od P1,1 naha-
jajo na levi strani P1,1, vecˇji pa na desni. To dejstvo izkoristimo pri izracˇunu
pivotov P2,1 in P2,2 ter pri izracˇunu vseh nadaljnjih pivotov, kot to prika-
zuje slika 7.2. Opisan pristop se pri vecˇini porazdelitvah izkazˇe za priblizˇno
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // zaporedja: tabela z metapodatki zaporedij.
4 scepecLokalnoHitroUrejanje(tab, tabPom, zaporedja):
5 sklad.dodajNaVrhSklada(zaporedja[blockIdx.x])
6
7 while ||sklad|| > 0:
8 __syncthreads()
9 zap = sklad.vrniZgornjiElementSklada()
10 if zap.dolzina <= MEJA_BITONO_UREJANJE:
11 normBitonoUrejanje(zap.smer = PRIM_POM ? tab : tabPom, tabPom, zap)
12 continue
13
14 lTab, lTabPom = dolociSmerPrenosa(tab, tabPom, zap.smer)
15 // Doloc˘i vrednost pivota kot mediano prvega, srednjega in zadnjega el.
16 pivot = dolociPivotMediana(lTab, zap)
17 stManjsih, stVecjih = 0
18
19 // Vsaka nit pres˘teje s˘tevilo elementov manjs˘ih oziroma vec˘jih od pivota
20 for (i = zap.zacetek; i < zap.zacetek + zap.dolzina; i += blockDim.x):
21 sStManjsih += lTab[i] < zap.pivot, sStVecjih += lTab[i] > zap.pivot
22
23 // Komulativna vsota nad s˘tevci s˘t. el. manjs˘ih oz. vec˘jih od pivota
24 vsotaManjsi, vsotaVecji = komulVsota(stManjsih), komulVsota(stVecjih)
25 __syncthreads()
26
27 // Izvede delitev - shrani elemente na levo in desno stran pivota
28 indeksManjsi = zap.zacetek + vsotaManjsi + stManjsih
29 indeksVecji = zap.zacetek + zap.dolzina - vsotaVecji
30 for (i = zap.zacetek; i < zap.zacetek + zap.dolzina; i += blockDim.x):
31 if lTab[i] < zap.pivot: lTabPom[indeksManjsi++] = lTab[i]
32 if lTab[i] > zap.pivot: lTabPom[indeksVecji++] = lTab[i]
33
34 if threadIdx.x == blockDim.x - 1:
35 // Doda na sklad levo in desno zap., pri c˘emer je krajs˘e zap. na vrhu
36 sklad.dodajLevoInDesnoZap(sklad, zap, pivot, vsotaManjsi, vsotaVecji)
37 // Vse niti dobijo s˘tevilo elementov manjs˘ih in vec˘jih od pivota
38 __shared__ pivotManjsi, pivotVecji = vsotaManjsi, vsotaVecji
39 __syncthreads()
40
41 // Shrani pivote v izhodno tabelo
42 indeksPivot = zap.zacetek + pivotManjsi + threadIdx.x
43 indeksKonec = zap.zacetek + zap.dolzina - pivotVecji
44 for (; indeksPivot < indeksKonec; indeksPivot += blockDim.x):
45 tabPom[indeksPivot] = zap.pivot
Psevdokoda 7.4: Sˇcˇepec za lokalno hitro urejanje (prirejeno po [9]).
10 % hitrejˇsega kot iskanje minimuma in maksimuma ob vsakem klicu sˇcˇepca
za globalno hitro urejanje.
7.2.3.2 Lokalno hitro urejanje
Psevdokoda 7.4 prikazuje sˇcˇepec za lokalno hitro urejanje. Kot vidimo, deluje
zelo podobno kot globalno urejanje. Ponovno presˇtejemo sˇtevilo elementov
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manjˇsih oziroma vecˇjih od pivota, izracˇunamo komulativno vsoto nad sˇtevci
ter na koncu elemente in pivote tudi shranimo. Opazimo razliko, da ni vecˇ
potrebe po atomarnem sesˇtevanju za izracˇun globalnega odmika, ker vsako
blok niti obdela samo eno zaporedje. Poleg tega ni vecˇ potrebe po vzporedni
redukciji za iskanje minimuma in maksimuma, saj vrednost pivota dolocˇimo
kot mediano prvega, srednjega in zadnjega elementa (vrstica 16) [9, 34].
Izpostaviti velja, da je hitro urejanje rekurzivni algoritem, v katerem za-
poredja razbijamo na krajˇsa podzaporedja. To pomeni, da bi morali shranje-
vati metapodatke o sˇtevilnih zaporedjih. Zato moramo poskrbeti, da vedno
obdelamo najkrajˇse zaporedje. S tem zagotovimo, da nam ne bo nikoli po-
trebno hraniti vecˇ kot O(log2 n) zaporedij. To dosezˇemo s pomocˇjo sklada.
Ob dodajanju zaporedij na sklad moramo zagotoviti, da je krajˇse zaporedje
na vrhu sklada (vrstica 36) [9, 21, 32].
Hitro urejanje je neucˇinkovito za urejanje kratkih zaporedij. Ko zaporedja
postanejo dovolj kratka, da jih shranimo v deljen pomnilnik, jih lahko ure-
dimo z drugim algoritmom. Odlocˇili smo se za normalizirano bitono urejanje,
ker je zelo ucˇinkovito za urejanje kratkih zaporedij (vrstica 11). Izvedemo
ga v deljenem pomnilniku. Pri tem moramo paziti, da urejeno zaporedje
shranimo v izhodno tabelo (ne glede na smer urejanje), saj je zaporedje zˇe
urejeno. Enako velja tudi za shranjevanje pivotov (vrstice 42 - 45) [9, 21].
7.2.4 Posebnosti implementacije
Zaradi enostavnejˇsega prikaza algoritma smo se v psevdokodah 7.2, 7.3 in 7.4
osredotocˇili samo na prikaz urejanja v narasˇcˇajocˇem vrstnem redu. Za ureja-
nje v padajocˇem vrstnem redu bi morale niti v globalnem in lokalnem hitrem
urejanju shranjevati elemente manjˇse od pivota na desno stran pivota in ele-
mente vecˇje ne levo stran. Tudi bitono urejanje bi moralo urejati v obratnem
vrstnem redu. Poleg tega bi morali v psevdokodi 7.2 zamenjati vrednosti
minimuma in maksimuma med levim in desnim zaporedjem (vrstice 45 in 46
ter 55 in 56).
S shranjevanjem pivotov v sˇcˇepcih za lokalno in globalno hitro urejanje za-
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polnimo praznino med levim in desnim podzaporedjem. Pri tem morajo niti
poznati samo pivot. Nasprotno od tega moramo pri urejanju parov kljucˇ-
vrednost poleg kljucˇev shraniti tudi vrednosti pivotov. Da to dosezˇemo,
potrebujemo pomozˇno tabelo dolzˇine celotnega zaporedja, v katero niti shra-
njujejo vrednosti elementov, katerih kljucˇ je enak pivotu. Ko niti izvajajo
delitev zaporedja, morajo ob tem shranjevati vrednosti pivotov v pomozˇno
tabelo. Za shranjevanje morajo vnaprej poznati sˇtevilo pivotov v njihovih pri-
padajocˇih elementih. Kot vemo vsaka nit presˇteje sˇtevilo elementov manjˇsih
oziroma vecˇjih od pivota. Iz omenjenih sˇtevcev in njihovih komulativnih vsot
lahko za vsako nit ugotovimo, koliko pivotov so nasˇtele niti z nizˇjim identifi-
katorjem. S tem posledicˇno lahko izracˇunamo, kam v pomozˇno tabelo mora
vsaka nit shranjevati vrednosti svojih pivotov. Po opravljeni delitvi lahko
niti shranijo pivote v izhodno tabelo. To storijo tako, da kopirajo vrednosti
pivotov iz pomozˇne v izhodno tabelo. V nasprotju z vrednostmi, kljucˇe samo
shranijo oziroma kopirajo, saj so ti enaki pri vseh pivotih. Opisan algoritem
potrebuje majhno dopolnitev za globalno hitro urejanje, ker vecˇ blokov niti
obdeluje isto zaporedje. Vsak blok niti mora poznati sˇtevilo pivotov v blo-
kih, ki so zˇe obdelali zaporedje. Zato je v metapodatkih vsakega zaporedja
potreben sˇe sˇtevec pivotov. S pomocˇjo atomarnega sesˇtevanja lahko vsak
blok niti povecˇa omenjen sˇtevec (podobno kot povecˇevanje sˇtevca elementov
manjˇsih oziroma vecˇjih od pivota v vrsticah 36 in 37 psevdokode 7.3).
7.2.5 Cˇasovna zahtevnost
Cˇasovna zahtevnost zacˇetne redukcije je enaka O(n
p
· log n) (2.1). Iz staliˇscˇa
cˇasovne zahtevnosti je delo opravljeno v prvi (globalno hitro urejanje) in
drugi (lokalno hitro urejanje) fazi urejanja enako. Vsaka delitev v obeh fa-
zah zahteva dva prehoda cˇez celotno zaporedje dolzˇine n. V prvem prehodu
niti presˇtejejo sˇtevilo elementov manjˇsih oziroma vecˇjih od pivota in nato v
drugem prehodu shranijo podatke na levo oziroma desno stran pivota. Ob
uporabi p procesorjev imata prehoda cˇasovno zahtevnost O(n
p
). Operacije
komulativne vsote ter redukcija za iskanje minimuma in maksimuma niso
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odvisne od n ali p, ampak le od velikosti bloka niti t. Cˇasovna zahtevnost
omenjenih operacij je zato konstantna in je enaka O(log t) oziroma O(1).
Bitono urejanje mora urediti samo zaporedja, ki so krajˇsa od meje m. Ome-
njena meja je odvisna le od velikosti deljenega pomnilnika GPE. V splosˇnem
velja m << n. To pomeni, da cˇasovna zahtevnost bitonega urejanja ni od-
visna od n ali p in je konstantna. Ugotovimo, da je cˇasovna zahtevnost ene
iteracije hitrega urejanja enaka O(n
p
).
V poglavju 7.1.2 smo ugotovili, da je povprecˇna globina rekurzivnega
drevesa oziroma povprecˇno sˇtevilo iteracij hitrega urejanja enako θ(log n).
Iz opisanega lahko sklepamo, da je cˇasovna zahtevnost vzporednega hitrega
urejanja za p procesorjev enaka [9]:
Tp = O
(
n
p
· log n
)
. (7.7)
Z O(n) procesorji lahko cˇasovno zahtevnost zmanjˇsamo na:
Tn = O (log n) . (7.8)
Pohitritev vzporedne implementacije za p procesorjev je enaka:
SP =
T1
Tp
= O
(
n · log n
n
p
· log n
)
= O(p). (7.9)
Kot vidimo, dosezˇemo pohitritev za faktor p, kar je idealna pohitritev. Po-
hitritev pri O(n) procesorjih je enaka:
Sn =
T1
Tn
= O
(
n · log n
log n
)
= O(n). (7.10)
Poglavje 8
Urejanje po delih
Urejanje po delih (ang. radix sort) velja za enega najhitrejˇsih algoritmov
za urejanje. Je tudi edini algoritem v magistrskem delu, ki ne temelji na
primerjavah. To posledicˇno pomeni, da ni genericˇen kot ostali predstavljeni
algoritmi. Ob spremembi podatkovnega tipa (npr. sˇtevila, datumi, besede,
itd.) je potrebno pri ostalih algoritmih le spremeniti funkcijo primerjave,
medtem ko je potrebno pri omenjenem urejanju prilagoditi algoritem [12].
8.1 Zaporedni algoritem
Algoritem urejanja po delih deluje tako, da podatke (sˇtevila, datume, be-
sede, itd.) razdeli na d delov. V primeru sˇtevil, te razdeli na d r -bitnih
sˇtevk. Sˇtevila nato uredi od najmanj do najbolj pomembne sˇtevke. Algori-
tem urejanja sˇtevk mora biti stabilen, ker moramo obdrzˇati vrstni red sˇtevil
s ponavljajocˇimi sˇtevkami. To posledicˇno pomeni, da je tudi algoritem ureja-
nja po delih stabilen. Po d opravljenih prehodih je zaporedje sˇtevil urejeno.
Primer opisanega algoritma je prikazan na sliki 8.1. Sˇtevila najprej uredimo
po zadnji oziroma najmanj pomembni sˇtevki, nato po srednji in na koncu po
prvi oziroma najpomembnejˇsi sˇtevki. Za hitro delovanje algoritma je kljucˇno,
da uporabimo ucˇinkovit algoritem za urejanje sˇtevk. Zato smo se odlocˇili za
urejanje s sˇtetjem (ang. counting sort) [12].
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Slika 8.1: Primer urejanja po delih sedmih trimestnih sˇtevil [12].
8.1.1 Urejanje s sˇtetjem
Urejanje s sˇtetjem deluje na podlagi predpostavke, da je vsak izmed n vho-
dnih elementov celo sˇtevilo (ang. integer) na intervalu med 0 in k. Delovanje
algoritma je prikazano na sliki 8.2.
a) Tabela A dolzˇine n = 8 vsebuje vhodno neurejeno zaporedje nepred-
znacˇenih celih sˇtevil. Vsi elementi zaporedja so manjˇsi ali enaki k = 5.
Tabela C ima dolzˇino k + 1 in vsebuje sˇtevce pojavitev elementov v ta-
beli A. Na primer element 0 se v tabeli A pojavi 2-krat, zato je vrednost
sˇtevca enaka C[0] = 2. Element 1 se ne pojavi v zaporedju, zato je
C[1] = 0, itd. do elementa k.
b) Nad tabelo sˇtevcev C izvedemo algoritem komulativne vsote (opisano v
poglavju 2.3).
c) V tem koraku pricˇnemo polniti izhodno tabelo B. Izberemo zadnji element
tabele A, to je 3. Nato preverimo vrednost sˇtevca v tabeli C na mestu
3, ki ima vrednost C[3] = 7. To pomeni, da moramo sˇtevilo 3 vstaviti na
sedmo mesto tabele B. Nato zmanjˇsamo sˇtevec C[3] za 1.
d) Izberemo predzadnji element tabele A, to je 0. Vrednost sˇtevca v tabeli C
je C[0] = 2, zaradi cˇesar ga vstavimo na drugo mesto tabele B. Na koncu
zopet zmanjˇsamo sˇtevec C[0] za 1.
e) Po enakem postopku vstavimo predpredzadnje sˇtevilo 3 tabele A.
f) Enak postopek ponovimo za ostale elemente.
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Slika 8.2: Primer urejanja s sˇtetjem. A je vhodna tabela, B je izhodna tabela,
C je pomozˇna tabela sˇtevcev pojavitev elementov tabele A [12].
8.1.2 Cˇasovna zahtevnost
Algoritem ureja sˇtevke sˇtevil s pomocˇjo urejanja s sˇtetjem. Podrobneje ana-
lizirajmo urejanje s sˇtetjem za vhodno tabelo dolzˇine n, ki vsebuje elemente
na intervalu [0, k]. Na zacˇetku moramo inicializirati pomozˇno tabelo sˇtevcev
na 0, kar ima cˇasovno zahtevnost θ(k). Presˇtevanje elementov (korak (a) na
sliki 8.2) ima zahtevnost θ(n). Komulativna vsota (korak (b) na sliki 8.2)
ima zahtevnost θ(k). Shranjevanje elementov v izhodno tabelo ima cˇasovno
zahtevnost θ(n). Cˇasovna zahtevnost urejanja je zato enaka [12]:
T1 = O(n+ k). (8.1)
V praksi izvajamo urejanje s sˇtetjem samo takrat, ko velja k = O(n). V tem
primeru je cˇasovna zahtevnost urejanja enaka:
T1 = O(n). (8.2)
Vzemimo za primer tabelo b-bitnih sˇtevil dolzˇine n, ki jo uredimo s
pomocˇjo urejanja po delih. V vsakem prehodu uredimo r -bitne sˇtevke, kar
zahteva d = b
r
prehodov. Vsaka sˇtevka lahko zavzame vrednost na inter-
valu k = 2r. Ob predpostavki, da sˇtevke urejamo s pomocˇjo urejanja s
sˇtetjem (8.1), je cˇasovna zahtevnost urejanja po delih enaka:
T1 = O
((
b
r
)
(n+ 2r)
)
= O(d(n+ k)). (8.3)
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Slika 8.3: Algoritem vzporednega urejanja po delih (prirejeno po [30]).
Kadar velja k = O(n), lahko urejanje po delih izvedemo v linearnem cˇasu.
V splosˇnem zˇelimo izbrati r ≤ b, ki minimizira izraz ( b
r
)(n + 2r). Urejanje
po delih je najprimernejˇse, kadar velja b = O(log n). V tem primeru velja
za poljuben r ≤ b, da je cˇasovna zahtevnost urejanje enaka θ(n), pri cˇemer
optimalno vrednost r dolocˇimo s pomocˇjo testiranja [12].
8.2 Vzporedni algoritem
8.2.1 Implementacija
Vzporedno urejanje po delih deluje na podlagi urejanja s sˇtetjem in sektor-
skega urejanja (ang. bucket sort). Sestavljeno je iz treh korakov:
• urejanje blokov podatkov glede na trenutno r-bitno sˇtevko,
• dolocˇanje velikosti in odmikov sektorjev urejenih blokov,
• urejanje celotne tabele glede na trenutno r-bitno sˇtevko.
Za urejanje b-bitnih sˇtevil po r -bitnih sˇtevkah, je potrebnih d = b
r
iteracij
prej nasˇtetih korakov. V vsaki iteraciji se izvede algoritem, ki je prikazan na
sliki 8.3.
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8.2.1.1 Urejanje blokov podatkov glede na trenutno r-bitno sˇtevko
Algoritem najprej izvede klic sˇcˇepca za urejanje po delih, v katerem vsak blok
niti uredi svoj pripadajocˇ blok podatkov glede na trenutno r -bitno sˇtevko.
Implementacija sˇcˇepca je prikazana v psevdokodi 8.1. Kot vidimo, ureja-
nje poteka v r iteracijah, pri cˇemer v vsaki iteraciji uredimo elemente glede
na trenutni bit oziroma predikat r -bitne sˇtevke (vrstica 20). To storimo
s pomocˇjo urejanja s sˇtetjem. Omenjeno urejanje deluje tako, da za vsak
element tabele poiˇscˇe njegov rang (ang. rank) oziroma njegov indeks v ure-
jeni tabeli. Za izracˇun ranga uporabimo funkcijo najdiRangElementa
(vrstica 2). Ta najprej izracˇuna komulativno vsoto vseh trenutnih predi-
katov (vrstica 4), kar stori s pomocˇjo komulativne vsote za predikate (po-
glavje 2.3.3). Na podlagi vsote vsaka nit ugotovi sˇtevilo vseh niti z nizˇjim
identifikatorjem, ki vsebujejo predikat 1. V naslednjem koraku zadnja nit
v bloku izracˇuna sˇtevilo vseh predikatov z vrednostjo 0 (vrstica 6). Iz
omenjenih vrednosti lahko enostavno dolocˇimo rang vsakega elementa (vr-
stici 9 in 10). Ko poznamo range vseh elementov tabele, jo lahko ure-
dimo. To storimo tako, da vsak element shranimo na indeks njegovega pri-
padajocˇega ranga. Enak postopek ponovimo sˇe na ostalih bitih trenutne
r -bitne sˇtevke [30].
Izkazˇe se, da je sˇcˇepec bolj ucˇinkovit, cˇe ena nit obdela vecˇ elementov. V
tem primeru moramo podati funkciji najdiRangElementa vecˇ predikatov
naenkrat. Pri tem so potrebne spremembe tudi v komulativni vsoti. Klic
funkcije komVsotaSnopPredikat (psevdokoda 2.8) je potrebno opraviti
za vsak predikat, pri cˇemer preostanek funkcije optKomulativnaVsota
ostane enak [30].
8.2.1.2 Dolocˇanje velikosti in odmikov sektorjev urejenih blokov
Sˇtevilo vseh mozˇnih r -bitnih sˇtevk je enako k = 2r. Z urejanjem blokov
podatkov glede na trenutno r -bitno sˇtevko (opisano v prejˇsnjem poglavju)
pravzaprav dosezˇemo, da elemente razporedimo v k sektorjev. Vsi elementi
znotraj istega sektorja imajo isto vrednost trenutne r -bitne sˇtevke [30].
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1 // pred: binarni predikat 0 ali 1.
2 najdiRangElementa(pred):
3 // S˘tevilo niti z niz˘jim identifikatorjem, ki imajo predikat 1
4 stResnicnih = optKomulativnaVsota(pred)
5 if (threadIdx.x == blockDim.x - 1):
6 __shared__ steviloVsehNeresnicnih = blockDim.x - (stResnicnih + pred)
7 __syncthreads()
8
9 if pred: return stResnicnih - 1 + steviloVsehNeresnicnih
10 else: return threadIdx.x - stResnicnih
11
12 // tab: vhodna tabela b-bitnih s˘tevil,
13 // bOdmik: odmik (s˘t. bitov), na katerem se nahaja trenutna r-bitna s˘tevka.
14 scepecUrejanjePoDelih(tab, bOdmik):
15 extern __shared__ sTab[]
16 indeks = blockIdx.x * blockDim.x + threadIdx.x
17 sTab[threadIdx.x] = tab[indeks]
18 __syncthreads()
19
20 for (bit = bOdmik; bit < bOdmik + r; bit++):
21 element = sTab[threadIdx.x]
22 rang = najdiRangElementa((element >> bit) & 1)
23 __syncthreads()
24 sTab[rang] = element
25 __syncthreads()
26
27 tab[indeks] = sTab[threadIdx.x]
Psevdokoda 8.1: Sˇcˇepec za urejanje po delih (prirejeno po [30]).
Slika 8.4: Histogram velikosti sektorjev urejenih blokov (prirejeno po [30]).
Za vsak prej urejen blok izracˇunamo velikost in odmik vsakega izmed k
sektorjev. To storimo tako, da medsebojno primerjamo trenutno r -bitno
sˇtevko sosednjih elementov v urejenih blokih. Na mestih, kjer se sˇtevki
razlikujeta, se nahajajo meje oziroma odmiki sektorjev. Njihovo velikost
izracˇunamo s pomocˇjo razlike med odmiki sosednjih sektorjev. Za vsak ure-
jen blok shranimo dobljene odmike in velikosti [30].
Na podlagi tabele velikosti sektorjev lahko s pomocˇjo izkljucˇujocˇe komu-
lativne vsote enostavno izracˇunamo globalne odmike sektorjev. Za izracˇun
vsote moramo velikosti sektorjev shraniti na ustrezen nacˇin. V prvem delu
tabele morajo biti velikosti sektorja 0 vseh urejenih blokov, potem velikosti
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sektorji 1, itd. vse do zadnjega sektorja k − 1. Slika 8.4 prikazuje opisan
postopek shranjevanja za 16 sektorjev in urejene bloke velikosti 1024. Ko-
mulativno vsoto izracˇunamo s pomocˇjo knjizˇnice CUDPP [1, 30].
8.2.1.3 Urejanje celotne tabele glede na trenutno r-bitno sˇtevko
Na podlagi prej izracˇunanih lokalnih in globalnih odmikov sektorjev, lahko
uredimo celotno tabelo glede na trenutno sˇtevko. Za vsak element tabele, pre-
beremo ustrezen lokalni in globalni odmik, na podlagi katerega izracˇunamo
globalni rang. To storimo tako, da izracˇunamo vsoto globalnega odmika in
identifikatorja niti, od katere odsˇtejemo lokalni odmik. Na koncu enostavno
shranimo element na indeks, ki ga dolocˇa rang [30].
Kot smo omenili, se elementi z isto vrednostjo trenutne r-bitne sˇtevke
nahajajo na zaporednih naslovih oziroma v istih sektorjih urejenih blokov.
Zaradi stabilnosti urejanja s sˇtetjem velja, da bodo zaporedni elementi zno-
traj istega sektorja v urejenem bloku shranjeni na zaporedne naslove v glo-
balnem pomnilniku. Sˇtevilo sektorjev je le k = 2r, r ∈ N0 (po navadi majhno
sˇtevilo, npr. 16). Ob predpostavki, da je velikost urejenih blokov enaka 1024,
je pricˇakovana velikost sektorjev enaka 1024
16
= 64. Iz tega razloga bo velika
vecˇina pisanj v globalni pomnilnik potekala zaporedno. [30].
Za urejanje tabel poljubne dolzˇine je potrebno zapolniti tabelo z mini-
malnimi oziroma maksimalnimi vrednostmi (odvisno od smeri urejanja) do
naslednjega vecˇkratnika velikosti urejenega bloka.
8.2.2 Cˇasovna zahtevnost
Kot smo omenili, je za urejanje b-bitnih sˇtevil po r -bitnih sˇtevkah potreb-
nih d = b
r
prehodov. V vsakem prehodu vsak blok niti najprej uredi svoj
odsek podatkov dolzˇine m glede na trenutno r -bitno sˇtevko. Tako mora
vseh O( n
m
) blokov niti r -krat izracˇunati komulativno vsoto, kar zahteva cˇas
O( nr
mp
·m · logm) = O(nr
p
· logm) (2.5). V naslednjem koraku dolocˇimo lokalne
odmike sektorjev urejenih blokov. Vseh lokalnih sektorjev je O(nk
m
); k = 2r,
zato omenjena operacija zahteva cˇas O( nk
mp
). Komulativna vsota nad veliko-
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stjo lokalnih sektorjev zahteva cˇas O( nk
mp
· log nk
m
) (2.5). V zadnjem koraku
vsaka nit prebere globalni in lokalni odmik za sektor svojega pripadajocˇega
elementa, na podlagi katerih izracˇuna rang elementa v celotni tabeli. Opisan
postopek ima cˇasovno zahtevnost O(n
p
). Ugotovimo, da v vsakem izmed d
prehodov prevlada cˇasovna zahtevnost komulativne vsote. V splosˇnem velja,
da sta m in k veliko manjˇsa od n. Poleg tega sta tudi konstanti neodvisni
od n in p, zato je cˇasovna zahtevnost komulativne vsote enaka O(n
p
· log n).
Cˇasovna zahtevnost urejanja po delih za p procesorjev je zato enaka:
Tp = O
(
d
(
n
p
· log n
))
. (8.4)
V poglavju 8.1.2 smo omenili, da je urejanje po delih smiselno izvajati samo,
kadar velja b = O(log n). V tem primeru velja:
Tp = O
(
n
p
· log n
)
. (8.5)
Z O(n) procesorji lahko cˇasovno zahtevnost zmanjˇsamo na:
Tn = O(log n). (8.6)
Pri izracˇunu pohitritev bomo primerjali cˇasovne zahtevnosti, kadar velja prej
omenjen pogoj b = O(log n), saj je le takrat smiselno uporabljati urejanje po
delih. Pohitritev za p procesorjev je enaka:
Sp =
T1
Tp
=
O(n)
O
(
n
p
· log n
) = O( p
log n
)
. (8.7)
Kot vidimo, pohitritev ni optimalna, ker ni enaka p. Pohitritev pri O(n)
procesorjih je enaka:
Sn =
T1
Tn
=
O(n)
O (log n)
= O
(
n
log n
)
. (8.8)
Poglavje 9
Urejanje z vzorci
9.1 Zaporedni algoritem
9.1.1 Implementacija
Delovanje zaporednega urejanja z vzorci (ang. sample sort) najpreprosteje
opiˇsemo s psevdokodo 9.1. Na zacˇetku preverimo, cˇe je dolzˇina tabele manjˇsa
ali enaka konstanti MEJA UREJANJE (vrstica 6). V tem primeru jo uredimo
z alternativnim urejanjem (vrstica 7). Tukaj velja izpostaviti, da je urejanje
z vzorci stabilno, cˇe je stabilno tudi alternativno urejanje. Zato smo se v
nasˇi implementaciji odlocˇili za urejanje z zlivanjem (poglavje 6), ker je zelo
ucˇinkovito za urejanje krajˇsih zaporedij in je hkrati tudi stabilno. Kadar je
tabela daljˇsa od MEJA UREJANJE, jo razdelimo v sektorje (ang. bucket). Za
sektorje velja, da so vsi elementi v sektorju b manjˇsi od elementov v sektorju
b + 1. Delitev izvedemo tako, da najprej izberemo ST VZORCEV nakljucˇnih
vzorcev in jih uredimo (vrstice 10 - 13). Iz tabele urejenih vzorcev izberemo
ST SEKTORJEV vrednosti, ki bodo predstavljale meje sektorjev (vrstici 16
in 17). Na tem mestu je potrebno poudariti, da je sˇtevilo ST VZORCEV
navadno vecˇkratnik sˇtevila ST SEKTORJEV. Vecˇje kot je razmerje med ome-
njenima konstantama a = ST V ZORCEV
ST SEKTORJEV
, bolj uravnotezˇene bodo velikosti
sektorjev. Pri tem moramo biti pozorni, da razmerje a ni preveliko, ker
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // n: dolz˘ina vhodne in pomoz˘ne tabele,
4 // s: smer urejanja (0: naras˘c˘ajoc˘e, 1: padajoc˘e).
5 zaporednoUrejanjeZVzorci(tab, tabPom, n, s):
6 if n <= MEJA_UREJANJE:
7 urediTabelo(tab, n, s)
8 return
9
10 vzorci = []
11 for (i = 0; i < ST_VZORCEV; i++):
12 vzorci.dodaj(tabela[nakljucnoStevilo(0, n)])
13 urediTabelo(vzorci)
14
15 mejeSektorjev = [], velikostiSektorjev = []
16 for (i = 0; i < ST_VZORCEV; i += ST_VZORCEV / ST_SEKTORJEV):
17 mejeSektorjev.dodaj(vzorci[i])
18 velikostiSektorjev.dodaj(0)
19 velikostiSektorjev.dodaj(0)
20
21 sektorjiElementov = []
22 for (i = 0 ; i < n; i++):
23 sektor = vkljucujoceBinarnoIskanje(mejeSektorjev, tab[i])
24 velikostiSektorjev[sektor]++
25 sektorjiElementov.dodaj(sektor)
26
27 odmikiSektorjev = izkljucujocaKomulativnaVsota(velikostiSektorjev)
28 for (i = 0; i < n; i++):
29 tabPom[odmikiSektorjev[sektorjiElementov[i]]++] = tab[i]
30
31 for (i = 0; i <= ST_SEKTORJEV; i++):
32 odmikPrejsnjega = i > 0 ? odmikiSektorjev[i - 1] : 0
33 velikostSektorja = odmikiSektorjev[i] - odmikPrejsnjega
34 zaporednoUrejanjeZVzorci(
35 tabPom + odmikPrejsnjega, tab + odmikPrejsnjega, velikostSektorja
36 )
Psevdokoda 9.1: Zaporedno urejanje z vzorci (prirejeno po [23]).
bi v taksˇnem primeru urejanje vzorcev potekalo predolgo (vrstica 13). Ob
dolocˇanju mej sektorjev hkrati inicializiramo tabelo njihovih velikosti (vr-
stici 18 in 19). Nato moramo za vsak element v tabeli dolocˇiti, v kateri
sektor spada. To storimo s pomocˇjo vkljucˇujocˇega binarnega iskanja v prej
omenjeni tabeli mej sektorjev (vrstica 23). Socˇasno dolocˇimo tudi njihove ve-
likosti (vrstica 24). Za vsak element si tudi zapomnimo, v kateri sektor spada
(vrstica 25). Nad dobljenimi velikostmi sektorjev izracˇunamo komulativno
vsoto (poglavje 2.3), s cˇimer dolocˇimo njihove odmike (vrstica 27). Na pod-
lagi dobljenih odmikov lahko elemente tudi shranimo v njihove pripadajocˇe
sektorje (vrstici 28 in 29). Nad dobljenimi sektorji rekurzivno poklicˇemo
funkcijo za urejanje z vzorci (vrstice 31 - 36) [23].
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Opisan algoritem je podoben algoritmu hitrega urejanja (poglavje 7).
Razlikuje se v tem, da hitro urejanje razporeja elemente v 2 sektorja (ele-
menta manjˇse ali vecˇje od pivota), medtem ko urejanje z vzorci razporeja
elemente v ST SEKTORJEV sektorjev. V nasprotju s sektorskih urejanjem
(ang. bucket sort) izvede vzorcˇenje v vsaki iteraciji, zaradi cˇesar mu ni po-
trebno vnaprej poznati intervala sˇtevil vhodnega zaporedja. Posledicˇno je
tudi ucˇinkovitejˇse pri urejanju neenakomernih porazdelitev.
9.1.2 Cˇasovna zahtevnost
V vsaki fazi urejanja razdelimo zaporedje na k sektorjev. Alternativno ureja-
nje izvedemo, ko je dolzˇina tabele manjˇsa ali enaka m. Sˇtevilo faz, potrebnih
za razdelitev tabele dolzˇine n v sektorje dolzˇine m, je enako O(logk
n
m
). V
vsaki fazi je potrebno dolocˇiti sektorje in shraniti elemente vanje (psevdo-
koda 9.1), kar ima cˇasovno zahtevnost O(n). Cˇasovna zahtevnost razdelitve
zaporedja v sektorje je zato enaka [23]:
O
(
n · logk
n
m
)
. (9.1)
V naslednjem koraku je potrebno vse sektorje urediti. V nasˇi implementaciji
smo uporabili urejanje z zlivanjem s cˇasovno zahtevnost O(n · log n) (6.2).
Cˇasovna zahtevnost urejanja z vzorci je enaka:
T1 = O
(
n · logk
n
m
+
n
m
·m · logm
)
= O
(
n
(
logk
n
m
+ logm
))
= O(n · log n). (9.2)
9.2 Vzporedni algoritem
9.2.1 Implementacija
V prvem sˇcˇepcu vsak izmed m blokov niti uredi svoj pripadajocˇ odsek podat-
kov dolzˇine k = n
m
. Urejanje odsekov izvedejo s pomocˇjo bitonega urejanja
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Slika 9.1: Histogram velikosti sektorjev urejenih blokov (prirejeno po [13]).
(poglavje 3), saj je ta zelo ucˇinkovit za urejanje kratkih zaporedij. Po opra-
vljenem urejanju izberejo s vzorcev iz svojega urejenega odseka podatkov.
Vzorce izberejo kot vsak k
s
element. Urejene bloke in vzorce shranijo nazaj
v globalni pomnilnik [13].
S pomocˇjo bitonega urejanja uredimo v prejˇsnjem koraku shranjeno tabelo
lokalnih vzorcev. Iz urejene tabele lokalnih vzorcev dolzˇine s ·m izberemo s
globalnih vzorcev, ki bodo sluzˇili kot meje sektorjev. Te izberemo kot vsak
m-ti vzorec tabele urejenih lokalnih vzorcev [13].
V naslednjem sˇcˇepcu vsak izmed m blokov niti prebere globalne vzorce.
S pomocˇjo vkljucˇujocˇega binarnega iskanja poiˇscˇe rang (ang. rank) vseh
vzorcev v svojem pripadajocˇem odseku prej urejenih podatkov. Kot smo
pojasnili v prejˇsnjih poglavjih, je rang elementa e enak sˇtevilu elementov
v urejeni tabeli, ki so manjˇsi ali enaki vrednosti elementa e. Rangi vzor-
cev pravzaprav predstavljajo odmike oziroma meje sektorjev in posledicˇno
dolocˇajo tudi sektorje vsakega urejenega odseka podatkov. Na podlagi od-
mikov sektorjev lahko dolocˇimo njihove velikosti. Izracˇunamo jih kot razliko
med odmiki sosednjih sektorjev. Vsak blok niti nato shrani velikosti svojih
lokalnih sektorjev v globalni pomnilnik [13].
Nad velikostmi lokalnih sektorjev izracˇunamo komulativno vsoto, s cˇimer
dolocˇimo globalne odmike sektorjev. V ta namen moramo velikosti lokalnih
sektorjev shraniti tako, kot to prikazuje slika 9.1. V prvem delu tabele mo-
rajo biti velikosti sektorja 1 vseh urejenih blokov, potem velikosti sektorja
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1 // tab: vhodna tabela,
2 // tabPom: pomoz˘na tabela,
3 // m: dolz˘ina urejenega bloka podatkov vsakega bloka niti,
4 // odmikiS: odmiki sektorjev trenutnega bloka niti,
5 // velikostiS: velikosti sektorjev trenutnega bloka niti.
6 shraniElemente(tab, tabPom, m, odmikiS, velikostiS):
7 aktivneNiti, aktivneNitiPrej, sektor = 0
8 tx, odmik = threadIdx.x, blockIdx.x * m
9
10 while (tx < m):
11 aktivneNiti += velikostiS[sektor]
12 for (;tx < aktivneNiti; tx += blockDim.x):
13 tabPom[odmikiS[sektor] + tx - aktivneNitiPrej] = tab[odmik + tx]
14
15 aktivneNitiPrej = aktivneNiti, sektor++
Psevdokoda 9.2: Funkcija za shranjevanje elementov v sektorje.
2, itd. vse do zadnjega sektorja s. Za izracˇun vsote smo uporabili knjizˇico
CUDPP [1, 13].
V naslednjem koraku smo izdelali sˇcˇepec, v katerem vsak blok niti po-
novno prebere svoj pripadajocˇ blok urejenih podatkov ter svoje pripadajocˇe
velikosti in odmike sektorjev. Na podlagi omenjenih odmikov in velikosti
lahko shrani elemente v globalne sektorje, kar prikazuje psevdokoda 9.2. Vse
niti izvedejo prehod od sektorja 0 do s. V vsaki iteraciji preberejo velikost
trenutnega sektorja (vrstica 11). Nato izvedejo shranjevanje elementov tre-
nutnega sektorja (vrstici 12 in 13) in za tem izvedejo premik na naslednji
sektor (vrstica 14) [13].
Na koncu s pomocˇjo bitonega urejanja uredimo vseh s sektorjev, pri cˇemer
urejanja sektorjev izvajamo zaporedno [13].
9.2.2 Posebnosti implementacije
Najpomembnejˇsi parameter algoritma je sˇtevilo globalnih vzorcev oziroma
sektorjev s. S povecˇevanjem vrednosti s dobimo tudi vecˇje sˇtevilo sektorjev,
ki so posledicˇno krajˇsi. To pomeni veliko prednost, saj je bitono urejanje
najucˇinkovitejˇse pri urejanju kratkih zaporedij. Slabost velike vrednosti s
je veliko sˇtevilo lokalnih vzorcev in posledicˇno njihovo dolgotrajno urejanje.
S testiranjem moramo poiskati tako vrednost s, ki bo omogocˇala najboljˇse
ravnotezˇje prej nasˇtetih prednosti in slabosti [13].
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Opisan algoritem razporejanja elementov v njihove pripadajocˇe sektorje
je stabilen. Za ohranjanje stabilnosti bi bilo potrebno urediti sektorje s sta-
bilnim urejanjem (npr. urejanje z zlivanjem). V nasˇi implementaciji smo za
urejanje sektorjev uporabili bitono urejanje, ki ni stabilno, in zato tudi nasˇa
implementacija urejanja z vzorci ne more biti stabilna.
Pri urejanju parov kljucˇ-vrednost so za dolocˇitev sektorjev potrebni samo
kljucˇi, kar predstavlja veliko prednost, saj s tem zmanjˇsamo sˇtevilo dostopov
do globalnega pomnilnika.
V algoritmu so potrebne majhne spremembe za urejanje tabel poljubnih
dolzˇin. Tabelo je potrebno samo zapolniti z minimalnimi oziroma maksi-
malnimi vrednostmi (odvisno od smeri urejanja) do naslednjega vecˇkratnika
dolzˇine urejenega bloka k = n
m
.
9.2.3 Cˇasovna zahtevnost
Na zacˇetku uredimo bloke podatkov velikosti k = n
m
in uporabimo vzporedno
bitono urejanje. Cˇasovna zahtevnost urejanja je O(n
p
· log2 k) (3.12). Ob tem
shranimo tudi s ·m lokalnih vzorcev, ki jih zopet uredimo z bitonim ureja-
njem. Cˇasovna zahtevnost urejanja vzorcev je O( sm
p
· log2 sm). Dolocˇimo sˇe
globalne vzorce in poiˇscˇemo njihove range v vseh urejenih blokih. Sˇtevilo
globalnih vzorcev je s, sˇtevilo urejenih blokov je m, cˇasovna zahtevnost bi-
narnega iskanja je O(log k). Cˇasovna zahtevnost prej omenjene operacije je
torej O( sm
p
· log k). Ob tem dolocˇimo tudi velikosti sektorjev, nad katerimi iz-
vedemo komulativno vsoto. Cˇasovna zahtevnost komulativne vsote je enaka
O( sm
p
· log sm) (2.5). Nato premaknemo elemente v njihove pripadajocˇe sek-
torje. Kot vidimo iz psevdokode 9.2, mora vsaka nit opraviti prehod cˇez vseh
s sektorjev. Cˇasovna zahtevnost shranjevanje elementov je enaka O(ns
p
). Na
koncu s pomocˇjo bitonega urejanja uredimo vseh s sektorjev, kar ima cˇasovno
zahtevnost (3.12):
O
(
s
n
sp
log2
n
s
)
= O
(
n
p
log2
n
s
)
. (9.3)
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Ugotovimo, da izmed vseh cˇasovnih zahtevnosti prevlada cˇasovna zahtevnost
urejanja s sektorjev. Sˇtevilo s je konstanta in ni povezana z dolzˇino vhodnega
zaporedja n ali sˇtevilom procesorjev p. Poleg tega velja, da je v splosˇnem
zelo majhno sˇtevilo (npr. 32 ali 64). Zato je cˇasovna zahtevnost urejanja z
vzorci enaka:
Tp = O
(
n
p
· log2 n
)
. (9.4)
Z O(n) procesorji lahko cˇasovno zahtevnost zmanjˇsamo na:
Tn = O(log
2n), (9.5)
Pohitritev za p procesorjev je enaka:
Sp =
T1
Tp
= O
(
n · log n
n
p
· log2 n
)
= O
(
p
log n
)
. (9.6)
Kot vidimo pohitritev ni optimalna. Pohitritev pri O(n) procesorjih je enaka:
Sn =
T1
Tn
= O
(
n · log n
log2 n
)
= O
(
n
log n
)
. (9.7)
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Poglavje 10
Primerjava algoritmov
10.1 Testno okolje
Zaporedno racˇunanje smo izvajali na sˇtirijederni CPE Intel Core i7-3770K
frekvence 3.5GHz. Za vzporedno racˇunanje smo uporabili GPE GeForce
GTX670 z 2GB pomnilnika. Algoritme smo preizkusˇali na zaporedjih celih
sˇtevil, porazdeljenih po naslednjih porazdelitvah [20]:
a) enakomerna - nakljucˇna sˇtevila med 0 in 232 − 1 za 32-bitna sˇtevila
oziroma 264 − 1 za 64-bitna sˇtevila,
b) normalna - vsak element je povprecˇje sˇtirih nakljucˇnih sˇtevil,
c) nicˇelna - nakljucˇna konstantna vrednost,
d) delno urejena (ang. bucket) - urejena podzaporedja dolzˇine 1024,
e) urejena - nepadajocˇe urejena nakljucˇna sˇtevila,
f) obratno urejena - nenarasˇcˇajocˇe urejena nakljucˇna sˇtevila.
Slika 10.1 prikazuje vizualizacijo prej nasˇtetih porazdelitev. Za tvorjenje
nakljucˇnih sˇtevil smo uporabili generator Mersenne Twister [24].
Algoritmi so urejali kljucˇe in pare kljucˇ vrednost nepredznacˇenih celih
sˇtevil (ang. unsigned integer). Sˇtevila so bila bodisi 32-bitna ali 64-bitna.
Algoritme smo preizkusˇali na razlicˇnih dolzˇinah vhodnega zaporedja, in sicer
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Slika 10.1: Vizualizacija porazdelitev vhodnih zaporedij (prirejeno po [9]).
od 215 do 225 za 32-bitna sˇtevila oziroma do 224 za 64-bitna sˇtevila. Pre-
izkusˇali smo tudi vmesne dolzˇine zaporedij 2n + 2n−1(med 2n in 2n+1), saj
nekateri algoritmi delujejo hitreje oziroma pocˇasneje pri opisani dolzˇini za-
poredij. Vsako urejanje smo ponovili 50-krat in dobljene cˇase povprecˇili.
Hitrost urejanja smo merili v sˇtevilu milijonov elementov, ki jih algoritem
uredi v eni sekundi (M/s).
Pri vzporednih implementacijah smo uposˇtevali samo cˇas izvajanja ureja-
nja na GPE, pri cˇemer nismo uposˇtevali cˇasa prenosa podatkov iz gostitelja
na napravo in obratno. Za opisan pristop smo se odlocˇili, ker urejanje po-
datkov navadno predstavlja le en korak v zahtevnejˇsih algoritmih. V tem
primeru se podatki zˇe nahajajo na GPE, zato je opisan nacˇin merjenja cˇasa
postal standarden v literaturi [9].
V poglavju 5.1 smo omenili, da zaporedno prilagodljivo bitono urejanje
deluje na podlagi bitonega drevesa. Izgradnja drevesa zahteva veliko cˇasa,
zato bi ta algoritem v praksi uporabili le za urejanje binarnih dreves. To je bil
tudi glavni razlog, da pri merjenju cˇasa nismo uposˇtevali izgradnje drevesa
in pretvarjanja drevesa v tabelo po koncˇanem urejanju.
Na koncu poglavja 7.2.3.1 smo omenili, da smo implementirali dve razlicˇici
sˇcˇepca za globalno hitro urejanje. Prva razlicˇica izvaja redukcijo za is-
kanje minimuma in maksimum ter na podlagi dobljenih vrednosti dolocˇi
pivot. Druga razlicˇica dolocˇi pivot kot povprecˇje starega pivota in mini-
malne oziroma maksimalne vrednosti trenutnega podzaporedja. Nasˇa GPE
ima racˇunsko zmozˇnost 3.0. To pomeni, da ne podpira atomarnega mini-
muma oziroma maksimuma za 64-bitna sˇtevila, ki je potreben za izvedbo
prve razlicˇice. Zaradi pravicˇnejˇse primerjave smo zato preizkusili samo drugo
razlicˇico hitrega urejanja. Poleg tega je druga razlicˇica v vecˇini primerov za
priblizˇno 10 % hitrejˇsa od prve razlicˇice.
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Slika 10.2: Zaporedno urejanje 32-bitnih kljucˇev enakomerne porazdelitve.
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Slika 10.3: Zaporedno urejanje 32-bitnih kljucˇev enakomerne porazdelitve
brez urejanja po delih.
10.2 Rezultati zaporednih urejanj
Podrobneje bomo opisali samo rezultate urejanja enakomerne porazdelitve,
saj v praksi najpogosteje urejamo nakljucˇna sˇtevila. Rezultati urejanj osta-
lih porazdelitev so prikazani v dodatku A. Na osi x so prikazani dvojiˇski
logaritmi dolzˇine zaporedja. Os y prikazuje sˇtevilo milijonov elementov, ki
jih algoritem uredi v eni sekundi (M/s). Opozoriti velja, da zaporednega hi-
trega urejanja nismo preizkusˇali na nicˇelni porazdelitvi, ker ta dosega hitrost
le 0.3 M/s ali manj.
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Slika 10.4: Zaporedno urejanje po delih 32-bitnih kljucˇev enakomerne po-
razdelitve z uporabo 8-bitnih sˇtevk, vzorcˇeno 40-krat med zaporednima
dvojiˇskima celosˇtevilskima logaritmoma dolzˇine zaporedja.
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Slika 10.5: Zaporedno urejanje po delih 32-bitnih kljucˇev enakomerne po-
razdelitve z uporabo 4-bitnih sˇtevk, vzorcˇeno 40-krat med zaporednima
dvojiˇskima celosˇtevilskima logaritmoma dolzˇine zaporedja.
10.2.1 Urejanje 32-bitnih kljucˇev
Slika 10.2 prikazuje graf urejanja enakomerne porazdelitve. Zaradi pregle-
dnosti smo vkljucˇili tudi sliko 10.3, ki ne vsebuje urejanja po delih. Kot
vidimo, je urejanje po delih najhitrejˇse, ker dosega hitrost do 110 M/s. Med
algoritmi, ki delujejo na podlagi primerjav, je najhitrejˇse hitro urejanje. Ure-
janje z zlivanjem in urejanje z vzorci imata podobno hitrost, ker urejanje z
vzorci temelji na urejanju z zlivanjem. Najpocˇasnejˇsa algoritma sta navadno
in prilagodljivo bitono urejanje. Vzrok za nizko hitrost bitonega urejanja je
cˇasovna zahtevnost O(n · log2 n) (3.7). Vzrok za nizko hitrost prilagodljivega
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bitonega urejanja je najverjetneje v tem, da je algoritem rekurziven, zato je
potrebno veliko dodatnega shranjevanja na sklad.
Grafi urejanj ostalih porazdelitev so prikazani na sliki A.1. Kot vidimo, je
v splosˇnem vrsti red urejanj na vseh grafih skoraj enak. Opazimo tudi, da z
daljˇsanjem vhodne tabele pada hitrost urejanj. Grafi enakomerne, normalne
in delno urejene porazdelitve so skoraj popolnoma enaki. Pri nicˇelni, urejeni
in obratno urejeni porazdelitvi algoritmi pridobijo na hitrosti. Izjema je
urejanje po delih, katerega hitrost ostane kvecˇjemu enaka.
Pri urejanju po delih opazimo tudi zanimiv pojav, ki ga lahko vidimo tudi
na vecˇini ostalih grafov zaporednih urejanj. Algoritem je pocˇasnejˇsi pri ureja-
nju zaporedij, katerih dolzˇina je potence sˇtevila 2. Pojav smo tudi podrobneje
preucˇili tako, da smo interval dolzˇine zaporedja med 2n in 2n+1 razdelili na
40 delov. Sliki 10.4 in 10.5 prikazujeta urejanje po delih z 8-bitnimi (upo-
rabljeno tudi na ostalih grafih) in 4-bitnimi sˇtevkami. Kot vidimo, pride do
sˇtevilnih odstopanj v hitrosti urejanja, ne samo pri dolzˇini potence sˇtevila 2.
Odstopanja so veliko bolj izrazita pri urejanju z 8-bitnimi sˇtevkami. To ni
posledica implementacije algoritma, saj je ta povsem enaka za urejanje kate-
rekoli dolzˇine zaporedja. Vzrok najverjetneje lezˇi v strojni opremi. V vsaki
iteraciji se s pomocˇjo urejanja s sˇtetjem izvaja urejanje po trenutni b-bitni
sˇtevki oziroma razporejanje sˇtevil v 2b sektorjev. S 4-bitnimi sˇtevkami do-
bimo 16 sektorjev, medtem ko z 8-bitnimi 256 sektorjev. Zato je pri razpore-
janju v 4-bitne sektorje veliko vecˇja verjetnost, da se bo odsek tabele s pra-
vim sektorjem zˇe nahajal v predpomnilniku in je posledicˇno potrebnih manj
predpomnilniˇskih zamenjav, kot pri urejanju z 8-bitnimi sˇtevkami. Podoben
trend opazimo tudi na nekaterih grafih hitrega urejanja, kar je najverjetneje
posledica algoritma za izbiro pivota.
10.2.2 Urejanje 32-bitnih parov kljucˇ vrednost
Na slikah 10.6 in 10.7 vidimo, da je trend hitrosti urejanj zelo podoben trendu
urejanja 32-bitnih kljucˇev. Podobno velja tudi za ostale porazdelitve, kar
lahko vidimo na sliki A.2. Izpostaviti velja, da je hitrost urejanj manjˇsa
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Slika 10.6: Zaporedno urejanje 32-bitnih parov kljucˇ vrednost enakomerne
porazdelitve.
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Slika 10.7: Zaporedno urejanje 32-bitnih parov kljucˇ vrednost enakomerne
porazdelitve brez urejanja po delih.
kot pri urejanju kljucˇev, ker je potrebno ob vsaki menjavi kljucˇa izvesti tudi
menjavo vrednosti.
10.2.3 Urejanja 64-bitnih kljucˇev
Na sliki 10.8 vidimo, da je razmerje med urejanji zelo podobno kot pri ure-
janju 32-bitnih kljucˇev, pri cˇemer vsa urejanja izgubijo na hitrosti. Hitrost
urejanja najbolj izrazito pade urejanju po delih. Vzrok za izgubo hitrosti
omenjenega algoritma so dvakrat daljˇsi kljucˇi, zaradi cˇesar je potrebnih dva-
krat vecˇ faz urejanja.
Grafi enakomerne, normalne in delno urejene porazdelitve so si ponovno
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Slika 10.8: Zaporedno urejanje 64-bitnih kljucˇev enakomerne porazdelitve.
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Slika 10.9: Zaporedno urejanje 64-bitnih parov kljucˇ vrednost enakomerne
porazdelitve.
podobni (slika A.3). Grafa urejene in obratno urejene porazdelitve sta zelo
podobna grafu 32-bitnih kljucˇev, pri cˇemer vsa urejanja izgubijo na hitrosti.
Kot izjemo bi izpostavili delno urejeno porazdelitev, pri kateri hitro ureja-
nje, urejanje z zlivanjem in urejanje z vzorci pridobijo na hitrosti ob urejanju
tabel dolzˇine 220 ali vecˇ. Opozoriti velja, da urejanje po delih obcˇutno iz-
gubi na hitrosti in postane priblizˇno enako hitro kot urejanje z zlivanjem.
Najpocˇasnejˇsi urejanji sta navadno in prilagodljivo bitono urejanje.
10.2.4 Urejanje 64-bitnih parov kljucˇ vrednost
Graf urejanja 64-bitnih parov kljucˇ vrednost (slika 10.9) je podoben grafu
64-bitnih kljucˇev, pri cˇemer vsem urejanjem pade hitrosti za priblizˇno 25 %.
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Podobno velja tudi za ostale porazdelitve, ki jih vidimo na sliki A.4. Izjema
je urejanje po delih, ki pri nicˇelni, urejeni in obratno urejeni porazdelitvi zelo
malo izgubi na hitrosti in je z izjemo urejene porazdelitve najhitrejˇse.
10.3 Rezultati vzporednih urejanj
Podobno kot v poglavju o rezultatih zaporednih urejanj, smo tudi v tem
poglavju vkljucˇili le grafe enakomerne porazdelitve. Zaradi preglednosti grafi
nicˇelne porazdelitve v prilogi A ne prikazujejo hitrega urejanja, ker to dosega
hitrost do 35.000 M/s. Vzrok za to je dejstvo, da mora algoritem samo
poiskati minimalno in maksimalno vrednost zaporedja.
10.3.1 Urejanje 32-bitnih kljucˇev
Slika 10.10 prikazuje graf urejanja enakomerne porazdelitve. Pri urejanju
zaporedij dolzˇine 219 ali vecˇ, je najhitrejˇse urejanje po delih, ki dosega hi-
trost do 417 M/s. Najpocˇasnejˇse je urejanje z vzorci z maksimalno hitrostjo
142 M/s. Vzrok za njegovo pocˇasno izvajanje je v tem, da se urejanje po-
sameznih sektorjev izvaja zaporedno. Med urejanji s primerjavami sta za
zaporedja dolzˇine 220 ali manj najhitrejˇsa urejanje z zlivanjem in vecˇkoracˇno
bitono urejanje, za daljˇsa zaporedja pa hitro urejanje. Opazimo tudi, da je
vecˇkoracˇno bitono urejanje hitrejˇse od navadnega bitonega urejanja. Enako
velja tudi za prilagodljivo bitono urejanje pri zaporedjih daljˇsih od 220.
Opazimo tudi zanimivost, da z vecˇanjem obsega vhodnih podatkov po-
stanejo zaporedni algoritmi manj ucˇinkoviti, medtem ko postanejo vzpore-
dni bolj ucˇinkoviti. Do opisanega pojava pride najverjetneje zato, ker je pri
zaporednem urejanju zelo dolgih zaporedij potrebno izvajati vecˇ menjav po-
mnilniˇskih blokov v predpomnilniku. Pri krajˇsih zaporedjih je veliko vecˇja
verjetnost, da bomo izvajali menjave elementov zaporedja, ki se zˇe nahajajo
v predpomnilniku, kot pri daljˇsih zaporedjih. Vzporedni algoritmi urejanja
sˇtevil pa postajajo ucˇinkovitejˇsi pri daljˇsih zaporedjih, ker je potrebnega vecˇ
vzporednega procesiranja. V tem primeru pride vzporednost bolj do izraza,
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Slika 10.10: Vzporedno urejanje 32-bitnih kljucˇev enakomerne porazdelitve.
zaradi cˇesar prenosi podatkov med globalnim in deljenim pomnilnikom pri-
dejo manj do izraza.
Slika A.5 prikazuje grafe ostalih porazdelitev. Kot vidimo, so si grafi za
enakomerno, normalno in delno urejeno porazdelitev zelo podobni. Podobna
sta tudi grafa urejene in obratno urejene porazdelitve. Pri nasˇtetih porazde-
litvah vsa urejanja pridobijo na hitrosti. Med algoritmi s primerjavami je pri
nicˇelni, urejeni in obratno urejeni porazdelitvi izrazito najhitrejˇse urejanje
z zlivanjem. Opozoriti velja, da je hitrost prilagodljivega bitonega urejanja
za zaporedja dolzˇine 219 ali vecˇ razmeroma konstantna, medtem ko zacˇne
hitrost navadnega in vecˇkoracˇnega bitonega urejanja pri tej meji padati.
Pri vzporednem urejanju z zlivanjem in vzporednem prilagodljivem bito-
nem urejanju opazimo, da sta hitrejˇsa pri urejanju zaporedij, katerih dolzˇina
je enaka potenci sˇtevila dve. Opisan pojav opazimo pri skoraj vseh poraz-
delitvah, kar lahko vidimo na slikah A.5, A.6, A.7 in A.8. To je posledica
dejstva, da imata algoritma cˇasovno zahtevnejˇso implementacijo za urejanje
zaporedij, katerih dolzˇina ni enaka potenci sˇtevila dve.
10.3.2 Urejanje 32-bitnih parov kljucˇ vrednost
Trend urejanj je podoben kot pri urejanju 32-bitnih kljucˇev (slika 10.11).
Za tabele krajˇse od 220 je najhitrejˇse urejanje z zlivanjem (maksimalna hi-
trost 219 M/s), za daljˇse tabele pa urejanje po delih (maksimalna hitrost
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Slika 10.11: Vzporedno urejanje 32-bitnih parov kljucˇ vrednost enakomerne
porazdelitve.
261 M/s). Opazimo, da urejanje z vzorci ni vecˇ najpocˇasnejˇse za zaporedja
dolzˇine 220 ali vecˇ, saj postane hitrejˇse od navadnega in vecˇkoracˇnega bito-
nega urejanja.
Grafi ostalih porazdelitev so prikazani na sliki A.6. Podobno kot pri zapo-
rednih algoritmih tudi vzporedni algoritmi za urejanje parov kljucˇ vrednost
izgubijo na hitrosti v primerjavi z urejanjem kljucˇev. Med algoritmi, ki ne
temeljijo na primerjavah, je najhitrejˇse urejanje z zlivanjem. Pri nicˇelni,
urejeni in obratno urejeni porazdelitvi je omenjeno urejanje celo hitrejˇse kot
urejanje po delih. Poleg tega postane prilagodljivo bitono urejanje hitrejˇse
od hitrega urejanja, ker pri tvorjenju intervalov dostopa samo do kljucˇev, s
cˇimer se zmanjˇsa kolicˇina prenesenih podatkov iz globalnega pomnilnika med
urejanjem.
10.3.3 Urejanje 64-bitnih kljucˇev
V nasprotju z vzporednim urejanjem 32-bitnih kljucˇev postane urejanje po
delih skoraj najpocˇasnejˇsi algoritem (slika 10.12). Algoritem deluje pocˇasneje,
ker sˇtevila vsebujejo dvakrat vecˇ bitov in potrebuje dvakrat vecˇ faz za ureja-
nje. Za zaporedja krajˇsa od 222, je najhitrejˇse urejanje z zlivanjem (maksi-
malna hitrost 213 M/s), medtem ko je za daljˇsa zaporedja najhitrejˇse hitro
urejanje (maksimalna hitrost 199 M/s).
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Slika 10.12: Vzporedno urejanje 64-bitnih kljucˇev enakomerne porazdelitve.
Iz slike A.7 vidimo, da so si grafi enakomerne, normalne in delno ure-
jene porazdelitve med seboj zelo podobni. V vecˇini primerov je najhitrejˇse
urejanje z zlivanjem. Pricˇakovano velja tudi, da je vecˇkoracˇno bitono ureja-
nje hitrejˇse od navadnega bitonega urejanja. Pri urejanju zaporedij dolzˇine
221 ali manj je v vecˇini primerov najpocˇasnejˇse urejanje z vzorci, pri daljˇsih
zaporedjih pa bitono urejanje.
Pri algoritmu hitrega urejanja delno urejene porazdelitve 64-bitnih kljucˇev
(slika A.7) in 64-bitnih parov kljucˇ-vrednost (slika A.8) opazimo, da hitrost
urejanja mocˇno pade pri zaporedjih dolzˇine 221 ali vecˇ. To je najverjetneje
posledica algoritma za izbiro pivotov, ki izbere pivot kot povprecˇje minimalne
oziroma maksimalne vrednosti zaporedja in starega pivota, zaradi cˇesar lahko
pride do slabe izbire pivota in slabe delitve zaporedja. Algoritem bi zelo ver-
jetno deloval bolje, cˇe bi pivota novih dveh zaporedij dolocˇili kot povprecˇje
minimuma in maksimuma obeh zaporedij (opisano v poglavju 7.2.3.1). Opi-
sane razlicˇice nismo mogli preizkusiti, ker nasˇa GPE ne podpira atomarnega
minimuma oziroma maksimuma za 64-bitna sˇtevila.
10.3.4 Urejanje 64-bitnih parov kljucˇ vrednost
Na sliki 10.13 vidimo, da urejanja izgubijo na hitrosti v primerjavi z vzpo-
rednim urejanjem 64-bitnih kljucˇev. Izrazito najhitrejˇse urejanje je ureja-
nje z zlivanjem, ki dosega hitrosti do 159 M/s. V primerjavi z urejanjem
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Slika 10.13: Vzporedno urejanje 64-bitnih parov kljucˇ vrednost enakomerne
porazdelitve.
64-bitnih kljucˇev postane prilagodljivo bitono urejanje hitrejˇse od hitrega ure-
janja. Razlika med vecˇkoracˇnim in navadnim bitonim urejanjem se zmanjˇsa.
Vzrok za to je najverjetneje posledica omejenega sˇtevila registrov na nit, za-
radi cˇesar mora algoritem izvajati vecˇkoracˇne sˇcˇepce nizˇje stopnje. Precej
zanimivo je dejstvo, da je urejanje z vzorci hitrejˇse od urejanja po delih za
tabele daljˇse od 219.
Podobno kot pri urejanju 64-bitnih kljucˇev, tudi pri urejanju parov kljucˇ
vrednost hitro urejanje mocˇno izgubi na hitrosti, kadar ureja delno urejeno
porazdelitev (obrazlozˇeno v prejˇsnjem poglavju 10.3.3). Prilagodljivo bitono
urejanje postane hitrejˇse od hitrega urejanja pri vseh porazdelitvah (z izjemo
nicˇelne porazdelitve). To je posledica tega, da prilagodljivo bitono urejanje
potrebuje samo kljucˇe za tvorjenje intervalov. Z izjemo nicˇelne porazdelitve
je najhitrejˇse urejanje z zlivanjem. Zanimivo pri vsem tem je tudi podatek,
da urejanje po delih postane v nekaterih primerih celo najpocˇasnejˇse. Pri
nicˇelni in urejeni porazdelitvi velja tudi opozoriti, da postane vecˇkoracˇno
bitono urejanje pocˇasnejˇse od navadnega bitonega urejanja.
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Slika 10.14 prikazuje primerjavo zaporednega in vzporednega urejanja
32-bitnih kljucˇev enakomerne porazdelitve. Kot vidimo, je za zaporedno ure-
janje v splosˇnem najhitrejˇse urejanje po delih, ki dosega hitrosti do 110 M/s.
Med urejanji s primerjavami je najhitrejˇse hitro urejanje (19 M/s pri ena-
komerni porazdelitvi). Pri urejeni porazdelitvi je hitro urejanje v nekaterih
primerih hitrejˇse od urejanja po delih. Izpostaviti velja, da sta urejanje z
zlivanjem in urejanje z vzorci podobno hitra, ker urejanje z vzorci temelji na
urejanju z zlivanjem. Najpocˇasnejˇsa algoritma sta navadno in prilagodljivo
bitono urejanje. Navadno bitono urejanje je pocˇasno zaradi cˇasovne zahtev-
nosti O(n · log2 n). Vzrok za pocˇasnost prilagodljivega bitonega urejanja je
najverjetneje dejstvo, da je algoritem rekurziven.
Pri vzporednih algoritmih rezultati niso tako enotni. Za urejanje 32-bitnih
kljucˇev, je za zaporedja daljˇsa od (priblizˇno) 220, najhitrejˇse urejanje po delih
(do 417 M/s pri enakomerni porazdelitvi), medtem ko je za krajˇsa zaporedja
najhitrejˇse urejanje z zlivanjem (do 248 M/s pri enakomerni porazdelitvi).
Pri urejanju 32-bitnih parov kljucˇ vrednost velja podobno, pri cˇemer ure-
janje z zlivanjem prehiti urejanje po delih ob urejanju nicˇelne, urejene in
obratno urejene porazdelitve. Pri urejanju 64-bitnih kljucˇev in parov kljucˇ
vrednost je v vecˇini primerov najhitrejˇse urejanje z zlivanjem. Izjema je le
nicˇelna porazdelitev, pri kateri je v vseh primerih najhitrejˇse hitro urejanje,
ki dosega hitrosti do 35.000 M/s. Opozoriti velja, da postane urejanje po
delih veliko pocˇasnejˇse, ker je zaradi dvakrat daljˇsih kljucˇev (64-bitnih na-
mesto 32-bitnih) potrebnih dvakrat vecˇ faz urejanja. V vecˇini primerov je
najpocˇasnejˇse urejanje z vzorci, saj pri urejanju 32-bitnih kljucˇev enakomerne
porazdelitve dosega hitrost do 142 M/s. Pricˇakovano je v vecˇini primerov
vecˇkoracˇno bitono urejanje hitrejˇse od navadnega bitonega urejanja.
Izpostaviti velja, da sta urejanje po delih in urejanje z zlivanjem edina
stabilna algoritma, kar pomeni, da ohranjata vrstni red ponavljajocˇih se ele-
mentov. Pri urejanju z vzorcu je stabilna samo zaporedna implementacija.
Vzporedna implementacija ni stabilna, ker je bitono urejanje, uporabljeno za
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Slika 10.14: Primerjava zaporednega (zgoraj) in vzporednega (spodaj) ure-
janja 32-bitnih kljucˇev enakomerne porazdelitve.
urejanje sektorjev, nestabilno.
Na sliki 10.14 opazimo tudi zanimivost, da pri zaporednih algoritmih
z vecˇanjem velikosti vhodnih podatkov ucˇinkovitost algoritmov pada, pri
vzporednih algoritmih pa velja ravno obratno. Do opisanega pojava pride
najverjetneje zato, ker je pri zaporednem urejanju zelo dolgih zaporedij po-
trebno izvajati vecˇ menjav pomnilniˇskih blokov v predpomnilniku kot pri
krajˇsih zaporedjih, kjer je veliko vecˇja verjetnost, da se potrebni elementi zˇe
nahajajo v predpomnilniku. Vzporedni algoritmi urejanja sˇtevil pa posta-
jajo ucˇinkovitejˇsi pri daljˇsih zaporedjih, ker je potrebnega vecˇ vzporednega
procesiranja, zaradi cˇesar prenosi podatkov med globalnim in deljenim po-
mnilnikom pridejo manj do izraza.
Slika 10.15 prikazuje faktorje pohitritve vzporednih implementacij v pri-
merjavi z zaporednimi implementacijami pri urejanju enakomerne porazde-
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Slika 10.15: Pohitritev vzporednih implementacij v primerjavi z zaporednimi
implementacijami pri urejanju enakomerne porazdelitve (os X : dvojiˇski lo-
garitem dolzˇine zaporedja, os Y : faktor pohitritve).
litve. Kot vidimo, dosezˇemo najvecˇjo pohitritev pri prilagodljivem in nava-
dnem bitonem urejanju. Kot smo omenili je urejanje po delih z naskokom
najhitrejˇse zaporedno urejanje, zato z njim dosezˇemo najmanjˇso pohitritev.
Opazimo, da je trend pohitritev zelo podoben pri vseh vhodnih podatkih. V
splosˇnem dosezˇemo najvecˇje pohitritve pri 32-bitnih kljucˇih, najmanjˇse pa
pri 64-bitnih parih kljucˇ vrednost. Najvecˇjo pohitritev dosezˇemo pri prilago-
dljivem bitonem urejanju 32-bitnih kljucˇev, in sicer do 157-kratno pohitritev.
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Podobno velja tudi za navadno bitono urejanje. Do tako velikih pohitritev
pride zaradi tega, ker sta zaporedni implementaciji omenjenih algoritmov
zelo neucˇinkoviti. Cˇe izvzamemo zgoraj navedeni bitoni urejanji, dosezˇemo
najvecˇjo pohitritev pri urejanju z zlivanjem, in sicer do 30-kratno pohitritev.
Opazimo tudi, da faktorji pohitritve narasˇcˇajo z daljˇsanjem vhodnega zapo-
redja. To je posledica zgoraj opisane ugotovitve, da pri zaporednih urejanjih
hitrost pada in pri vzporednih narasˇcˇa.
Pri vseh algoritmih se zaradi povecˇanja velikosti elementov zaporedja (bo-
disi zaradi urejanja parov kljucˇ vrednost ali zaradi prehoda iz 32-bitnih na
64-bitna sˇtevila) zmanjˇsa hitrost urejanj. Padec hitrosti je odvisen od poraz-
delitve, algoritma urejanja in dolzˇine vhodnega zaporedja. Zanimivo dejstvo
je tudi, da je pri krajˇsih tabelah (do dolzˇine priblizˇno 218) zaporedno ureja-
nje po delih hitrejˇse od nekaterih vzporednih algoritmov (npr. od urejanja z
vzorci, urejanja po delih in hitrega urejanja).
Poglavje 11
Zakljucˇek
V magistrskem delu smo preucˇili, implementirali in primerjali zaporedne in
vzporedne implementacije algoritmov za urejanje podatkov, in sicer hitro
urejanje [9], bitono urejanje [28], prilagodljivo bitono urejanje [29], urejanje
po delih [30], urejanje z zlivanjem [30] in urejanje z vzorci [13]. Vsi nasˇteti
algoritmi, z izjemo urejanja po delih, temeljijo na primerjavah. Med vzpore-
dnimi implementacijami se je za najbolj zahtevno izkazalo hitro urejanje, za
najpreprostejˇse pa bitono urejanje. Velike tezˇave smo imeli tudi s tvorjenjem
intervalov pri vzporednem prilagodljivem bitonem urejanju, ker navodila v
cˇlanku [29] niso dovolj podrobna. Ugotovili smo, da so vzporedne implemen-
tacije veliko bolj zahtevne in obsezˇne kot zaporedne.
Med zaporednimi urejanji je v splosˇnem najhitrejˇse urejanje po delih, ki
dosega hitrosti do 110 M/s. Med urejanji s primerjavami je najhitrejˇse hitro
urejanje, ki pri enakomerni porazdelitvi dosega hitrosti do priblizˇno 19 M/s.
Presenetljivo je urejanje po delih najhitrejˇse tudi pri urejanju 64-bitnih sˇtevil.
Pri vzporednih urejanjih rezultati niso tako enotni. Za urejanje 32-bitnih
kljucˇev enakomerne porazdelitve, je za zaporedja daljˇsa od 220, najhitrejˇse
urejanje po delih (do 417 M/s), za krajˇsa zaporedja pa urejanje z zliva-
njem (do 248 M/s). Urejanju po delih pricˇakovano obcˇutno pade hitrost pri
urejanju 64-bitnih vrednosti. Pri urejanju 64-bitnih kljucˇev in parov kljucˇ-
vrednost je v vecˇini primerov najhitrejˇse urejanje z zlivanjem (do 213 M/s).
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Tukaj velja izpostaviti, da sta urejanje po delih in urejanje z zlivanjem edina
stabilna algoritma. To velja tako za zaporedno kot tudi za vzporedno imple-
mentacijo. Pri urejanju z vzorcu je stabilna samo zaporedna implementacija.
S tem smo potrdili nasˇo domnevo, da bo za kratke kljucˇe najhitrejˇsi algo-
ritem urejanja po delih. Pri zaporednih algoritmih to velja celo pri 64-bitnih
sˇtevilih. Potrdili smo tudi domnevo, da bodo nekateri algoritmi obcˇutljivi na
dolocˇene porazdelitve vhodnih podatkov. Tako je na primer zaporedno hitro
urejanje zelo pocˇasno pri nicˇelni porazdelitvi, urejanje z zlivanjem je hitrejˇse
pri delno urejenih zaporedjih, in podobno.
Z vzporednimi implementacijami dosezˇemo pohitritve v primerjavi z za-
porednimi implementacijami. Najvecˇjo pohitritev dosezˇemo pri prilagodlji-
vem in navadnem bitonem urejanju, kjer dosezˇemo do 157-kratno pohitritev.
Do tako velike pohitritve pride zaradi tega, ker sta zaporedni implementa-
ciji omenjenih algoritmov zelo neucˇinkoviti. Prilagodljivo bitono urejanje je
rekurziven algoritem, zaradi cˇesar je potrebno veliko dodatnega pisanja na
sklad. Navadno bitono urejanje ima cˇasovno zahtevnost O(n·log2 n) in je zato
neucˇinkovito. Cˇe izvzamemo omenjeni bitoni urejanji, dosezˇemo najvecˇjo po-
hitritev pri urejanju z zlivanjem, in sicer do 30-kratno pohitritev. Najmanjˇso
pohitritev dosezˇemo pri urejanju po delih, in sicer do 19-kratno pohitritev.
Nasˇi rezultati so delno skladni tudi z rezultati Miˇsic´a in Tomasˇevic´a [26].
Po njunih ugotovitvah je vzporedno urejanje po delih [1] za priblizˇno 45 %
hitrejˇse od urejanja z zlivanjem [2] in hitrega urejanja [9]. Nasˇi rezultati so
podobni za zaporedja dolzˇine priblizˇno 221 ali vecˇ. Pri enakomerni poraz-
delitvi dolzˇine 225 je urejanje po delih za priblizˇno 50 % hitrejˇse od hitrega
urejanja in celo za 90 % hitrejˇse od urejanja z zlivanjem. Nasˇe ugotovitve
se razlikujejo od [26] za zaporedja krajˇsa od 220, kjer je urejanje z zlivanjem
hitrejˇse od urejanja po delih. Pri enakomerni porazdelitvi 32-bitnih kljucˇev
dolzˇine 215 je hitrejˇse celo za 165 %. Poleg tega nasˇi implementaciji urejanja
z zlivanjem in hitrega urejanja nista tako podobno hitri kot v [26]. Njuni
hitrosti sta odvisni od dolzˇine vhodnega zaporedja, porazdelitve in obsega
podatkov (32-bit ali 64-bit, kljucˇ ali kljucˇ-vrednost). V splosˇnem se urejanje
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z zlivanjem izkazˇe za hitrejˇse od hitrega urejanja. Glavni razlog za razliko
med rezultati lezˇi v tem, da sta avtorja [26] uporabila optimizirane implemen-
tacije urejanj iz javno dostopnih knjizˇnic. Poleg tega smo preizkuse izvajali
na novejˇsi in zmogljivejˇsi strojni opremi, pri cˇemer smo urejanja preizkusˇali
na veliko vecˇ razlicˇnih vhodnih zaporedjih kot [26].
Nasˇtete implementacije vzporednih algoritmov smo delno tudi izboljˇsali.
Za vecˇkoracˇno bitono urejanje smo izdelali postopek za izgradnjo d -koracˇnega
dela. Z rekurzivnimi funkcijami za branje, pisanje in primerjanje elementov
smo optimizirali d -koracˇne sˇcˇepce ter s tem zagotovili, da se elementi vedno
nahajajo v registrih niti, kar omogocˇa hitrejˇse izvajanje. S pomocˇjo optimizi-
rane redukcije [17] in optimizirane komulativne vsote [33] smo pohitrili hitro
urejanje [9]. Izboljˇsali smo tudi postopek iskanja pivotov v hitrem urejanju,
ki smo jih dolocˇili kot povprecˇje starega pivota in minimuma oziroma maksi-
muma novega podzaporedja. S pomocˇjo komulativne vsote za predikate [18]
smo pohitrili urejanje po delih [30]. Pri urejanju z vzorci [13] smo izdelali
tudi preprost in ucˇinkovit postopek za shranjevanje elementov v sektorje.
Za vse algoritme smo tudi zagotovili, da lahko urejajo zaporedja poljubne
dolzˇine.
V nadaljnjem delu bi lahko algoritme preizkusili pri urejanju velikih
kolicˇin podatkov, kot je to storil Amirul s sodelavci [3] z urejanjem nizov
dolzˇine 20 znakov. V tem primeru vsak element zaporedja zahteva veliko vecˇ
prostora kot pri urejanju sˇtevil, zaradi cˇesar bi se ucˇinkovitost vzporednih
algoritmov zmanjˇsala. Zelo verjetno bi se tudi mocˇno zmanjˇsala ucˇinkovitost
urejanja po delih, ker nizi zavzamejo veliko vecˇ bitov kot 32-bitna oziroma
64-bitna sˇtevila. Podrobneje bi lahko tudi preucˇili, zakaj pride pri zapore-
dnem urejanju po delih do tako velikih odstopanj v hitrosti urejanja. Za
nadaljnje delo so vse implementacije javno dostopne na [8].
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Dodatek A
Rezultati urejanj
V dodatek smo vkljucˇili rezultate urejanj vseh sˇestih vhodnih porazdelitev, ki
smo jih opisali v poglavju 10.1. V poglavjih 10.2 in 10.3 smo prikazali samo
rezultate urejanja enakomerne porazdelitve. Na osi x se nahajajo dvojiˇski
logaritmi dolzˇine zaporedja. Os y predstavlja hitrost urejanja oziroma sˇtevilo
milijonov elementov, ki jih algoritem lahko uredi v sekundi. Izpostaviti ve-
lja, da grafi zaporednega urejanja nicˇelne porazdelitve ne vsebujejo hitrega
urejanja, ker ta dosega hitrost le do 0.3 M/s. Enako velja tudi za vzporedno
urejanje nicˇelne porazdelitve, pri katerem je hitro urejanje dalecˇ najhitrejˇse
in dosega hitrosti do 35.000 M/s.
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
0
20
40
60
80
100
120
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Enakomerna
0
20
40
60
80
100
120
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Normalna
0
20
40
60
80
100
120
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Delno urejena
0
20
40
60
80
100
120
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Urejena
0
20
40
60
80
100
120
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Obratno urejena
0
10
20
30
40
50
60
70
80
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Ničelna
Slika A.1: Zaporedno urejanje 32-bitnih kljucˇev (os X : dvojiˇski logaritem
dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Enakomerna
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Normalna
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Delno urejena
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Urejena
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Obratno urejena
0
10
20
30
40
50
60
70
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Ničelna
Slika A.2: Zaporedno urejanje 32-bitnih parov kljucˇ vrednost (os X : dvojiˇski
logaritem dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Ničelna
0
10
20
30
40
50
60
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Urejena
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Enakomerna
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Normalna
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Delno urejena
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Obratno urejena
Slika A.3: Zaporedno urejanje 64-bitnih kljucˇev (os X : dvojiˇski logaritem
dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
0
5
10
15
20
25
30
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Urejena
0
5
10
15
20
25
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Ničelna
0
5
10
15
20
25
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Enakomerna
0
5
10
15
20
25
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Normalna
0
5
10
15
20
25
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Delno urejena
0
5
10
15
20
25
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Obratno urejena
Slika A.4: Zaporedno urejanje 64-bitnih parov kljucˇ vrednost (os X : dvojiˇski
logaritem dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
Večkoračno bitono urejanje
0
50
100
150
200
250
300
350
400
450
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Enakomerna
0
50
100
150
200
250
300
350
400
450
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Normalna
0
50
100
150
200
250
300
350
400
450
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Delno urejena
0
50
100
150
200
250
300
350
400
450
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Urejena
0
50
100
150
200
250
300
350
400
450
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Obratno urejena
0
50
100
150
200
250
300
350
400
450
500
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Ničelna
Slika A.5: Vzporedno urejanje 32-bitnih kljucˇev (os X : dvojiˇski logaritem
dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
Večkoračno bitono urejanje
0
50
100
150
200
250
300
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Enakomerna
0
50
100
150
200
250
300
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Normalna
0
50
100
150
200
250
300
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Delno urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Obratno urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5
Ničelna
Slika A.6: Vzporedno urejanje 32-bitnih parov kljucˇ vrednost (os X : dvojiˇski
logaritem dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
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Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
Večkoračno bitono urejanje
0
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1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Enakomerna
0
50
100
150
200
250
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Normalna
0
50
100
150
200
250
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Delno urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Obratno urejena
0
50
100
150
200
250
300
350
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Ničelna
Slika A.7: Vzporedno urejanje 64-bitnih kljucˇev (os X : dvojiˇski logaritem
dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
137
Prilagodljivo bitono urejanje Bitono urejanje Urejanje z zlivanjem
Hitro urejanje Urejanje po delih Urejanje z vzorci
Večkoračno bitono urejanje
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1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
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0
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1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Delno urejena
0
50
100
150
200
250
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Urejena
0
50
100
150
200
250
1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Obratno urejena
0
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200
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1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4
Ničelna
Slika A.8: Vzporedno urejanje 64-bitnih parov kljucˇ vrednost (os X : dvojiˇski
logaritem dolzˇine zaporedja, os Y : hitrost urejanja v M/s).
