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1. INTRODUCTION 
The inclusion principle has been developed by 
Siljak and his co-workers (lkeda et al. 1981) ,(Ikeda 
et nl. 19841l) ,(Siljak 1991). It defines it framework 
for two dynamic systems with different dimen-
sions, in which solutions of t.he system with larger 
dimension includes solutions of the system with 
sma.ller dimension. The condit.ions on complemen-
tary matrices, which an~ presented there , have 
implicit. ( ~haracter ill the sense that it. is difficult 
to sdect. their specific values. In fact only two 
part.icular forms of aggregat.ions and restrictions 
have' heen used for t.11P cont.rol design and numer-
ical computat.ions. Recently, a generalized proce-
d IIn' for select.ion of com p10mentary matrices has 
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been developed as a mean to overcome this draw-
back (Bakule et al. 2000a), (Bakule et al. 2000b), 
(Rossell 1998). However, these results concern 
continuous- time linear time invariant (LTI) sys-
tems. The only results for linear time- varying 
(LTV) systems are given in (Ikeda et al. 1984b). 
Concerning discrete-time LTI systems , only mul-
tirate control systems have been considered in 
(Ito 1998) because the extension from continuous-
time LTI systems to its discrete-time single rate 
counterpart is straightforward. However, this ex-
tension is not straightforward when considering 
LTV systems within the inclusion principle. 
In this paper, it is shown how to extend the 
strategy of generalized selection of complementary 
matrices for the decentralized linear quadratic 
optimal control design of discrete- time LTV sys-
t,(~rns. 
2. PROBLEM FORMULATION 
Consider the optimal control problems as follows : 
min J(x(ko),u(k)) = xT(k,)ITx(k,)+ 
u(k) 
k, -1 
+ L [xT(k)Q*(k)x(k) + uT(k)R*(k)u(k)] , 
s.t. S : x(k + 1) = A(k)x(k) + B(k)u(k) (1) 
and 
m~ J(i(ko),u(k)) =iT(k,)ITi(k,)+ 
k, -1 
+ L [iT(k)Q*(k)i(k) + uT(k)R*(k)u(k)] , 
k=ko 
s.t. 5 : i(k + 1) = A(k)i(k) + B(k)u(k), (2) 
where ko is the initial time, k, is the final time 
and integers k E [ko , ko + 1, ... ,k,]. The vectors 
x(k) E ]Rn, u(k) E ]Rn> and i(k) E ]Rii, u(k) E ]Rm 
are the states and inputs of Sand 5 at time k 
for k E [ko,k,]' respectively. A(k), B(k) , Q*(k), 
R*(k) and A(k) , B(k), Q*(k) , .R*(k) are matri-
ces of appropriate dimensions satisfying standard 
assumptions on the LQ design. Suppose n ~ n. 
x(k) = x (k;x(ko),u(k)), i(k) = i(k;i(ko),u(k)) 
denote the solutions of (1) , (2) for given inputs 
u(k), u(k), respectively. Given an initial time ko, 
an initial state x(ko) and an input signal u(k) 
defined for all k E [ko, k,]' it is well known that 
k-l 
x(k) = cp(k, ko) x(ko) + L cp(k,j + l)B(j)u(j), 
j=ko 
k-l 
i(k) = <I>(k , ko) i(ko) + L <I>(k,j + l)B(j)u(j) 
(3) 
are the unique solutions of the systems (1) and 
(2) , respectively. CP, <I> are discrete-time transition 
matrices (Rugh 1996). Suppose the sum is zero if 
k = ko . Specifically, and only for the ordering of 
arguments corresponding to forward iteration, let 
us denote 
cp(k,j) = A(k - l)A(k - 2) . . . A(j) , k ~ j (4) 
by adopting the convention that an empty product 
is the identity, i.e. cp(k,j) = I if" = j . 
Sand 5 are related by the transformations i(k) = 
Vx(k) , x(k) = Ui(k) , u(k) = Ru(k), u(k) = 
QU(k), where V, U, Rand Q are constant full-
rank matrices of appropriate dimensions. 
Definition 1. We say that a pair (5, J) includes a 
pair (S, J) , that is (5, J) ::) (8, J), if there exist a 
quadruplet of constant matrices (U, V, Q, R) such 
that UV = In, QR = Im and for any initial state 
x(ko) and any fixed u(k) of 8, x(k;x(ko),u(k)) = 
390 
Ui(k;Vx(ko),Ru(k)) for all k E [ko,k,l; and 
J(x(ko),u(k)) = J(Vx(ko),Ru(k)). 
Definition 2. If (5, J) ::) (8, J), then (5, J) is 
called an expansion of (8, J) and (8, J) is a 
contraction of (5, J). 
Definition 3. A control law u(k) = -K(k) i(k) 
for 5 is contractible to the control law u(k) = 
-K(k) x(k) for 8 if the choice i(ko) = Vx(ko) and 
u(k) = RU(k) implies K(k)x(k; x(ko), u(k)) = 
QK(k)i(k; V x(ko ), Ru(k)) for all k E [ko, k,]' any 
initial state x(ko) and any fixed input u(k) of 8. 
Suppose given pairs of matrices (U, V) and (Q, R) . 
Then the matrices A(k) , B(k), IT, Q*(k) , .R*(k) 
and K(k) can be described as 
A(k) = V A(k)U + M(k), 
B(k) = V B(k)Q + N(k), 
- T 
IT = U ITU + M n , 
Q*(k) = UTQ*(k)U + MQ.(k) , 
R*(k) = QT R*(k)Q + N R • (k), 
K(k) = RK(k)U + F(k) , 
(5) 
where M(k), N(k), Mn, MQ' (k) , N R • (k) and 
F(k) are complementary matrices. 
The problem. The specific goals are as follows: (i) 
To derive explicit conditions on complementary 
matrices satisfying (5, J) ::) (8, J) for discrete 
LTV systems including contractibility conditions ; 
(ii) To present a systematic procedure for their 
selection. 
3. MAIN RESULTS 
Agreement: Straightforward proofs are omitted. 
Theorem 4. Consider S, 5 given by (1), (2), re-
spectively. 5 ::) S if and only if 
k-l 
U[<I>(k, ko) i(ko) + L <I>(k,j + l)B(j)u(j)] = 
j=ko 
k-l 
=cp(k,ko)x(ko) + L cp(k,j + l)B(j)u(j) 
(6) 
We must impose some conditions on complemen-
tary matrices by (5) to satisfy (5, J) ::) (8, J) . 
Define for integers r, s E [ko, k, 1 and any square 
matrix M the matrix product M[r, s] as follows: 
M[r, s) = M(r)M(r - 1) ... M(s), r> s (7) 
M[r, s] = M(r), r = s. 
M[r, s) is undefined for r < s. Now, we are ready 
to formulate the inclusion principle for discrete-
time LTV systems in terms of complementary 
matrices. 
Theorem 5. Consider (1) and (2) . (8, i) :> (S, J) 
if and only if 
UM[r , s)V = 0, 
U M(p, q)N(q - I)R = 0, 
VT MQ. (k)V = 0, 
UN(r)R = 0, 
VTMnV=O, 
RTNR·(k)R = ° 
(8) 
hold for all fixed k E [ko, k,)' for all r, s such 
that ko ~ s ~ r ~ k - 1 and all p, q such that 
ko + 1 ~ q ~ p ~ k - 1. 
Proof. By using Definition 1 and Theorem 4, 
we get : 1) U4>(k, ko)Vx(ko) = <J>(k, ko)x(ko) 
and further 2) l:~~~o U4>(k,j + I)E(j)u(j) = 
l:~~~o <J>(k,j + I)B(j)u(j) for all k E [ko, k,) . 
If k = ko, 1) and 2) hold directly. By using 
(5) and from 1) for all fixed k E [ko + 1, k,), 
we obtain UM[r,s)V = ° for all r E [ko, k - 1) 
and all s E [ko, r), i.e. U M[r , s)V = ° for all 
r,s such that ko ~ s ~ r ~ k - 1. By using 
(5), for all fixed k E [ko + 1, k,)' 2) is equivalent 
to U N(r)R = ° and U M(p, q)N(q - I)R = 0, 
for all r E [ko,k - 1] and all p,q such that 
ko + 1 ~ q ~ p ~ k - 1. The remaining con-
ditions can be obtained easily when considering 
J(x(ko),u(k)) = i(Vx(ko) , Ru(k)) . 0 
The following theorems give the conditions on 
complementary matrices to satisfy Definition 3. 
Theorem 6. A control law u(k) = -K(k) x(k) 
for 8 is contractible to the control law u(k) = 
- K(k) x(k) for S if and only if 
QF(k) [4>(k , ko)V x(ko)+ 
k-l 
+ L 4>(k,j + 1) + E(j)ti(j)] = ° (9) 
j=ko 
hold for all fixed k E [ko , k,] . 
Theorem 7. A control law tiCk) = -K(k) x(k) 
for 8 is contractible to the control law u(k) = 
-K(k) x(k) for S if 
QF(k)V = 0, 
QF(k)M[k - 1, r)V = 0, 
QF(k)N(k - I)R = 0, 
QF(k)M[k - l,p]N(p - I)R = ° 
(10) 
hold for all fixed k E [ko, k,), all r E [ko, k -1) and 
all p E [ko + 1, k - 1]. 
Proof. By using E(k) = V B(k)Q + N(k) of (5) , 
Theorem 6 is equivalent to: 1) QF(k)4>(k , ko)V = 
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0, 2) QF(k) l:~~!o 4>(k,j + I)VB(j) = 0, and 
3) QF(k) l:J~!o 4>(k,j + I)N(j)R = 0, for all 
fixed k E [ko, k ,) . If k = ko, only the relation 
QF(ko)V = ° is defined. If QF(k)V = ° and 
QF(k)M[k-l, r)V = 0, for all fixed k E [ko +1, k,) 
and all r E [ko , k - 1), then 1) holds. 1) implies 
2). If QF(k)N(k - I)R = 0 and QF(k)M[k -
l,p]N(P - I)R = 0 for all pE [ko + 1, k - 1), then 
3) holds. 0 
3.1 Expansion-contraction process 
Change of basis. The change of basis in the 
expansion-contraction process introduced in (lkeda 
et al. 1984a),(Siljak 1991) represents 8 in a canon-
ical form. Since the inclusion principle does not 
depend on the specific basis used in the state, 
input and output spaces, we may introduce con-
venient changes of basis in 8 for a prespecified 
purpose (Bakule et at. 2000b), (RossellI998) . The 
expansion-contraction process between Sand 8 
can be illustrated in the form 
S -+ 8 
n( ~ ]RII 










--t 8 -+ S, 
TA 
--'-'-t ]RII ~ ]Rn , (11) 
TB 
-=-t ]Rob ~ ]Rm, 
where S denotes the expanded system in a 
new bases. Given V and R, we define U = 
(VTV)-l V T , Q = (RT R)-l RT as their pseudoin-
verses , respectively. Let us consider 
(12) 
where WA , WB are chosen such that Im W A =Ker 
U, lm WB=Ker Q. By using these transforma-
tions, the conditions Vv = In, vV = (10 g) and 
QR = I m , RQ = (10' g) can be easily verified, 
where V = T;l V = (10 ), V = UTA = (In 0) and 
R = T;lR = (10'), Q = QTB = (I~ 0) . Note 
that the motivating factor for defining TA and TB 
by (12) is the fulfillment of these conditions. They 
play a crucial role in deriving explicit block struc-
tured complementary matrices (with zero blocks) 
including a general strategy for their selection. 
Expansion-contraction in the new basis. Con-
sider the system S partitioned as follows: 
where Aii(k) , Bii(k), i = 1, 2,3, are ni x ni, ni x 
mi matrices, respectively. This structure has been 
adopted as a prototype structure for overlapping 
decompositions (Ikeda et al. 1981),(Ikeda et al. 
1984a),(Ikeda et al. 1984b),(Siljak 1991). 
Define (8, J) as follows: 
I!lin J(x(ko),u(k)) =xT(k,)ITx(k,)+ 
u{k) 
k,-l 
+ L [xT(k)Q*(k)x(k) + uT(k)k*(k)u(k)] , 
k=ko 
S.t. §: ~(k + 1) = A(k) x(k) + B(k) u(k) (14) 
for all k E [ko , k,]' where A(k), B(k), IT, Q*(k) 
and fr (k) are matrices of appropriate dimensions. 
The vectors x(k) and u(k) are defined as x(k) = 
T;lVX(k) = Vx(k) , u(k) = !;;lRu(k) = RU(k). 
Now, the relations between 8 and S are defined 
as A(k) = VA(k)O + M(k), B(k) = VB(k)Q + 
N(k), IT = OTnO + Mn, Q*(k) = OTQ*(k)O + 
MQ o (k) , k*(k) = QT R*(k)Q + NRo (k), where 
new complementary matrices are 
M(k) = T;:l M(k)TA, 
N(k) = T;:lN(k)TB, 
- T 
Mn = TA MnTA, (15) 
- T MQo (k) = TA MQo (k)TA, 
- T 
NRo(k) = TB NRo(k)TB· 
First, we analyze the structure of the matrices 
M(k), N(k) , Mn, MQo(k) and NRo(k) in the 
expanded system. Consider the complementary 
matrices of § in the form M(k) = Mij(k) , 
N(k) = Nij(k) , Mn = Mni;' MQo (k) = 
MQo(k) , NRo(k) = NR~(k) for i,j = 1, ... ,4 , 
.) 1) 
where Mn .. = MnT . , MQ~ . (k) = MQT, (k), 
' 1 )1') ji 
N Ri; (k) = Nk; i (k) and each matrix dimensions 
correspond to (13) . Consider the matrices M(k) = 
(Mu (k) MI2{k)) N(k) _ (~u (k) ~12{k)) Mn = M2dk) M22{k)' - N2dk) N 22{k) , 
( 
Mnll Mn12) - (MQil (k) MQi2 (k)) 
MJ. Mn22 ' MQ' (k) = MQT, (k) M Q, (k) , 12 12 22 
( 
NR' (k) N R , (k)) _ 
NR , (k) = N<l (k) NR~2 (k) , where Mll(k) , 
R12 22 
M22(k) are n x n , n2 x n2 matrices, respectively. 
Nll (k) , N22 (k) are n x m, n2 x m2 matrices, re-
spectively. Mn ll , Mn22 are nxn, n2xn2 matrices, 
respectively. MQil (k) , MQ 22 (k) are n x n, n2 x n2 
matrices, respectively. N Ri 1 (k), N R22 (k) are mxm, 
m2 x m2 matrices, respectively. We need to know 
the form of these submatrices. This is presented 
by the following propositions. 
Proposition 8. Consi<!.er Sand 8 given by (1) 
and (14) satisfying S ~ S, respectively. Then 
M(r) = (M2~(r) ~:~~~~), where (0) denotes a 
null matrix of order n and the other blocks sat-
isfy M 12 (p)M21 (p - 1) = 0 and M12(P)M22[P-
l,j)M2l (j - 1) = 0 for all fixed k E [ko, k,]' all 
r E [ko , k - 1], all p E [ko + l,k - 1] and all 
j E [ko + l ,p - 1]. 
P f D M- (k) (MlI{k) M 12 (k)) C 'd roo. enote = M21 (k) M22(k) . onSl er 
the condition 0 M[r, s]V = 0, for ko :::; s :::; r :::; k-
1 given by Theorem 5. 0 M[ko, ko]V = 0 implies 
Mll(ko) = 0 for k = ko + 1. We obtain Mll(ko) = 
0, Mll(ko+l) = 0 and M12(ko+l)M21(ko) = 0 for 
k = ko + 2. We get Mll (r) = 0 together with the 
conditions Ml2(p)M2l(P-l) = 0, Ml2(p)M22[P-
l,j]M2l (j - 1) = 0 for all r E [ko,k - 1], all 
pE [ko + 1, k - 1) and all j E [ko + 1,p - 1] when 
repeating this process. 0 
Proposition 9. 90nsider S and 8 given by (1) and 
(14) satisfying S ~ S, respectively. Then N(r) = 
( 
0 NI2 {r) ) h (0) . . d 
N 2dr) N22{r) , were IS an nxm matnx an 
the other blocks satisfy Ml2(P)N2I(P-l) = 0 and 
M12 (p)M22 [P - 1, j)N21 (j - 1) = 0 for all fixed 
k E [ko, k, ], all r E [ko, k - 1], all p E [ko + 1, k - 1) 
and all j E [ko + 1,p - 1]. 
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hold for all fixed k E [ko, k,) and all p E [ko + 
l,k -1]. 
Contractibility. The idea is to design a control 
law for § so that it can be contracted and imple-
mented into S. Now, we want to determine the 
conditions under which a control law designed for 
S can be contracted into S in terms of comple-
mentary matrices. 
Denote matrices appearing in the contractibility 
process as follows . The complementary matrix 
F(k) has the form F(k) = (Fij(k)), i,j = 1, .. . , 4, 
where Fll (k) , F22(k), F33(k) and F44(k) are mI x 
nI , m2 x n2, m2 x n2 and m3 x n3 matrices, re-
. I D fi F-(k) - (FI1(k) F12(k)) h specttve y. e ne - F21 (k) F22(k) , were 
Fil (k) and F22(k) are m x nand m2 x n2 matri-
ces, respectively. Similarly, denote the gain matrix 
K(k) = (Kij(k)), i,j = 1,2,3, where Kii(k) are 
mi x ni matrices, respectively. The gain matrix 
K(k) for S h~ the form K(k) = RK(k)U + 
F(k), where k(k) = T;1 K(k)TA and F(k) = 
T- 1 F(k)T
A
• So far we do not know the form of 
the complementary matrix F(k) and the corre-
sponding contractibility conditions . The following 
theorem solves the problem. 
Theorem 11. Consider S and S given by (1) and 
(14) satisfying S :) S, respectively. A control law 
u(k) = -K(k)x(k) for S is contractible _to the 
control law u(k) = -K(k)x(k) of S if F(k) 
( 
0 F12(k)) t· fi 
F2dk) F22(k) sa 1S es 
F12(k)M21 (k - 1) = 0, 
F12(k)N21 (k - 1) = 0, 
F12(k)M22[k - I ,p)M21 (p - 1) = 0, 
F12 (k)M22 [k - I , p)N21 (p - 1) = ° 
(17) 
for all fixed k E [ko, k ,) and all p E [ko + 1, k - 1). 
f S F- (k) (F\1(k) F12(k)) C ·d Proo. uppose = F21 (k) F22(k) . onS1 er 
the conditions by Theorem 7. Only the relation 
Q F (k)V = ° is defined for k = ko . We obtain 
Fll (ko) = 0. QF(k)V = 0, QF(k)M[k-I, r]V = ° 
and QF(k)N(k - I)R = ° give Fll(ko + 1) = 0, 
F12(ko + I)M21(ko) = ° and F1 2(ko + I)N21 (ko) == ° for k = ko + 1, respectively. We obtain Fll (k) = 
0, F12(k)M21 (k - 1) = 0, F12(k)N21 (k - 1) = 0, 
F12(k)M22[k-I,p)M2dp-I) = 0, F12(k)M22[k-
I,p)N21 (p-I) = ° for all fixed k E [ko, k,) and all 
pE [ko + 1, k - 1) when repeating this process for 
all k. 0 
3.2 Selection of complementary matrices 
The above results are general, i.e. they do not 
depend on the selection of the matrices V and R. 
Therefore, they can be applied to any expansion-
contraction process. Specific transformation ma-
trices V and R must be selected to expand a given 
problem (1) when considering the control design. 
We select the following expansion transformation 
matrices: 
X2 (k) and U2 (k) appear in a repeated form in 
x(k) = (xf(k), xf(k), xf(k),xfCk))T and u(k) = 
(uf(k),uf(k),uf(k),ufCk))T by using (18), re-
spectively. The change of basis results in 
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o 0 
!In 2 !/n2 
o 0 (19) 
!/n2 -!/n2 
TB' T;1 have an analogous structure. The follow-
ing theorems present the structure of the com-
plementary matrices M(k), N(k), Mu, MQ.(k), 
NR.(k) and F(k) in the initial bases. 
Theorem 12. Consider S and 8 given by (1) and 
(2), respectively. S :) S if and only if M(r) has 
the following structure: 
and their blocks satisfy 
( M2~~33 ) (p) ( M21 M22+M23 M24 ) (p - 1) == 0, 
(M2~~33 ) (p) ( M22+M33 ) [p - I,j] 
( M21 M22+M23 M24) (j - 1) = 0, 
( M2~~33 ) (p) (N21 N 22 +N23 N24) (P - 1) = 0, 
( M2~~33 ) (P) ( M22+M33 ) [p - I,j] 
(N21 N22+N23 N24) (j - 1) = ° 
(21) 
for all fixed k E [ko,k,]' all r E [ko,k -1), all 
pE [ko + I,k -1) and all j E [ko + I,p-I). The 
matrix N(r) has the same structure as M(r). 
Proof. Consider M(r) = T;1 M(r)TA given by 
(15), where TA and '1.:';1 are given by (19). 
From Proposition 8, Mu(r) = 0. The other 
matrix blocks Mii (r) , i, j = 1, 2 can be identi-
fied from Proposition 8. Consequently, we obtain 
the structure of the complementary matrix M(r) 
given by (20). An analogous procedure holds for 
the matrix N(r) when applying Proposition 9. 
Now, we get (21) when imposing the conditions 
M12(p)M21 (p-I) = 0, M12(p)M22[P-1,j)M21(j-
1) = 0, M12(p)N21 (P-1) = ° and M12(P)M22[P-
I,j)N21 (j - 1) = ° for all fixed k E [ko, k,) , all 
r E [ko,k - 1], all p E [ko + I,k - 1) and all 
j E [ko + I,p - 1) given by Propositions 8 and 
9. 0 
Theorem 13. Consider Sand 8 given by (1) and 
(2), respectively. (8, i) :) (S, J) if the matrices 
Mu, MQ.(k), NR.(k) have the following struc-
ture , respectively: 
and either 
a) M(p) = M23 M24 
o 0) 




b) M() - (g ~~~ :::~~~ g) ( ) p - 0 M32 -M32 0 p, 
o M42 -M42 0 
(
0 NI2 -N12 0) 
N( ) - 0 N n -N22 0 (p) P - 0 N32 -N32 0 
o N42 - N42 0 
hold for all fixed k E [ko, k,] and all p E [ko + 
1, k - 1]. 
Theorem 14. Consider Sand § given by (1) and 
(2) satisfying § :) S , respectively. A control law 
u(k) = -k(k)i;(k) for § is contractible to the 
control law u(k) = -K(k)x(k) of S if F(k) 
( 
0 FI2 -F12 0) 
F21 F22 F23 F24 k satisfies 
- F21 -(F22+F23+ F33) F33 -F24 () 
o F42 -F42 0 
( F2;~:33 ) (k) ( M21 M22+M23 M24 ) (k - 1) = 0, 
( F2;~:33 ) (k) (N21 N22+N23 N24 ) (k - 1) = 0, 
(F2;~:33 ) (k) ( M22+M33 ) [k - 1,p] 
( M21 M 22 +M23 M24 ) (p - 1) = 0, 
( F2;~:33 ) (k) ( M22+M33 ) [k - 1,p] 
(N2 1 Nn+N23 N24 ) (p - 1) = ° 
(22) 
for all fixed k E [ko, k,] and all p E [ko + 1, k - 1]. 
Proof. Consider F(k) = T;;l F(k)TA with T;;l , TA 
given by (19) . Fll (k) = ° and the other matrix 
blocks Fij(k), i,j = 1, 2 can be identified from 
Theorem 11. Thus, we obtain the structure of 
F(k). Further, we get (22) by imposing (17) . 0 
Remark. Choosing Fl2(k) = 0, (F23 + F~3)(k) = ° and F42(k) = ° for all k E [ko , k,] by Theo-
rem 14, then any control law designed for § is 
contractible to S . Moreover, we may identify two 
important cases from (21) as follows: 
394 
a) M 12 (P) = 0, (M23 + M33)(p) = 0, M42(P) = 0, 
b)M21 (P-1)=0 , (M22+M23)(p-1) =0, 
M24 (P - 1) = 0, N 21 (P - 1) = 0 
for all fixed k E [ko , k,] and all p E [ko + 1, k - 1]. 
4. CONCLUSION 
The inclusion principle has been specialized for 
the LQ control design for discrete- time LTV sys-
tems . The strategy of generalized selection of com-
plementary matrices has been developed. Explicit 
conditions on their structure have been proved, 
including conditions on contractibility of con-
trollers . A systematic procedure for the selection 
of complementary matrices is included for a par-
ticular set of expansion/contraction matrices. 
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