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Abstract We propose a general theory of estimating interpolation error for
smooth functions in two and three dimensions. In our theory, the error of in-
terpolation is bound in terms of the diameter of a simplex and a geometric
parameter. In the two-dimensional case, our geometric parameter is equivalent
to the circumradius of a triangle. In the three-dimensional case, our geometric
parameter also represents the flatness of a tetrahedron. Through the introduc-
tion of the geometric parameter, the error estimates newly obtained can be
applied to cases that violate the maximum-angle condition.
Keywords Finite element · Interpolation error estimates · Raviart–Thomas
interpolation · Anisotropic meshes
1 Introduction
It is challenging to construct accurate and efficient finite element schemes
for solving partial differential equations in various domains. Estimations of
interpolation error are important in terms of ensuring the validity of schemes
and their accuracy sometimes depends on geometric conditions of meshes of
the domain. Many studies have imposed the condition of shape regularity to
a family of meshes [7,9,10,12,21]; i.e., triangles or tetrahedra cannot be too
flat in a shape-regular family of triangulations.
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2 Hiroki Ishizaka et al.
In [4], the shape regularity condition was relaxed to the maximum-angle
condition, which refers to the maximum angle of each triangle in meshes being
smaller than a constant <pi. A family of triangulations under the maximum-
angle condition allows the use of anisotropic finite element meshes. Anisotropic
meshes have different mesh sizes in different directions, and the shape regu-
larity assumption on triangulations is no longer valid on these meshes.
The question arises whether the maximum-angle condition can be relaxed
further. The answer was given by [13,14,15,17]; i.e., it is known that the
maximum-angle condition is not necessarily needed to obtain error estimates.
The present paper proposes a general theory of interpolation error esti-
mates for smooth functions that can be applied to, for example, Lagrange,
Hermite, and Crouzeix–Raviart interpolations. For a d-simplex T , we intro-
duce a new geometric parameter HT in Section 3.7 and the error of interpo-
lations is bounded in terms of the diameter hT of T and HT . We emphasize
that we do not impose the shape regularity condition and the maximum-angle
condition for the mesh partition.
Using the new parameter HT , we also propose error estimates for the
Raviart–Thomas interpolation. The Raviart–Thomas interpolation error es-
timates on anisotropic meshes play an important role in first-order Crouzeix–
Raviart finite element analysis. In [2], the interpolation error analysis in the
lowest-order case was given under the maximum-angle condition for triangles
and tetrahedra. In [1], the authors extended the results to the Raviart–Thomas
interpolation with any order in two- and three-dimensional cases.
Meanwhile, in [16], the lowest-order Raviart–Thomas interpolation error
analysis under a condition weaker than the maximum-angle condition was in-
troduced in the two-dimensional case. The analysis was based on the technique
of Babusˇka and Aziz [4]. The technique requires a Poincare´-like inequality on
reference elements. However, it is not easy to deduce the inequality in the
three-dimensional case. To overcome this difficulty, we use the component-wise
stability estimates of the Raviart–Thomas interpolation in reference elements
introduced in [1]. We consequently have the Raviart–Thomas interpolation
error estimates of any order in two- and three-dimensional cases under the
relaxed mesh condition.
The remainder of the paper is organized as follows. Section 2 introduces
notations and basic concepts of the Raviart–Thomas finite element. Section
3 introduces standard positions and the new geometric parameter. Further,
we propose affine mappings and Piola transformations on standard positions
and present the finite element generation. Section 4 proves interpolation error
estimates of smooth functions that can be applied to, for example, Lagrange,
Hermite, and Crouzeix–Raviart interpolations. Section 5 proves the Raviart–
Thomas interpolation error estimate. Our main theorems are presented as
Theorem 2 and Theorem 3.
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2 Preliminaries
2.1 Function Spaces
Let d = 2, 3. Let N0 denote the set of non-negative integers. Let β := (β1, . . . , βd)T ∈
Nd0 be a multi-index. For the multi-index β, let
∂β :=
(
∂
∂x1
)β1
. . .
(
∂
∂xd
)βd
=
∂|β|
∂xβ11 . . . ∂x
βd
d
with |β| := β1 + . . .+ βd.
Let Ω be an open domain of Rd. Let ` be a nonnegative integer and p ∈ R
with 1 ≤ p ≤ ∞. We define the Sobolev space
W `,p(Ω) :=
{
ϕ ∈ Lp(Ω); ∂βϕ ∈ Lp(Ω), 0 ≤ |β| ≤ `} ,
equipped with the norms
‖ϕ‖W `,p(Ω) :=
 ∑
0≤|β|≤`
‖∂βϕ‖pLp(Ω)
1/p if 1 ≤ p<∞,
‖ϕ‖W `,∞(Ω) := max
0≤|β|≤`
(
ess.sup
x∈Ω
|∂βϕ(x)|
)
.
We use the semi-norms
|ϕ|W `,p(Ω) :=
∑
|β|=`
‖∂βϕ‖pLp(Ω)
1/p if 1 ≤ p<∞,
|ϕ|W `,∞(Ω) := max|β|=`
(
ess.sup
x∈Ω
|∂βϕ(x)|
)
.
If p = 2, we use the notation
H`(Ω) := W `,2(Ω).
We set L2(Ω) := H0(Ω). The space H`(Ω) is a Hilbert space equipped with
the scalar product
(ϕ,ψ)H`(Ω) :=
∑
|β|≤`
(∂βϕ, ∂βψ)L2(Ω),
where (·,· )L2(Ω) denotes the L2-inner product, which leads to the norm and
semi-norm
‖ϕ‖H`(Ω) :=
∑
|β|≤`
‖∂βϕ‖2L2(Ω)
1/2 , |ϕ|H`(Ω) :=
∑
|β|=`
‖∂βϕ‖2L2(Ω)
1/2 .
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The dual space ofW `,p(Ω) is defined L(W `,p(Ω);R) and denoted byW `,p(Ω)′.
W `,p(Ω)′ is a Banach space with norm
‖χ‖W `,p(Ω)′ := sup
v∈W `,p(Ω)
|χ(v)|
‖v‖W `,p(Ω)
∀χ ∈W `,p(Ω)′.
For any v = (v1, . . . , vd)
T ∈W `,p(Ω)d, the norm is defined by
‖v‖W `,p(Ω)d :=
(
d∑
i=1
‖vi‖2W `,p(Ω)
)1/2
.
We introduce the function space
H(div;Ω) :=
{
v ∈ L2(Ω)d; div v ∈ L2(Ω)} ,
with the norm
‖v‖H(div;Ω) :=
(
‖v‖2L2(Ω)d + ‖ div v‖2
)1/2
.
Let A be a d× d matrix, and ‖A‖2 denote an operator norm as
‖A‖2 := sup
06=x∈Rd
|Ax|
|x| ,
where |x| := (∑di=1 |xi|2)1/2 for x ∈ Rd.
2.2 Raviart–Thomas Finite Element on Simplices
For any k ∈ N0, let Pk be the space of polynomials with degree at most k.
Pk(D) is spanned by the restriction to D of polynomials in Pk, where D is a
closed domain. Let T be a d-simplex.
Definition 1 The local Raviart–Thomas polynomial space of order k ∈ N0 is
defined by
RT k(T ) := Pk(T )d + xPk(T ), x ∈ Rd. (2.1)
For v ∈ RT k(T ), the local degrees of freedom are given as∫
Fi
v · nFipkds, ∀pk ∈ Pk(Fi), Fi ⊂ ∂T, (2.2)∫
T
v · qk−1dx, ∀qk−1 ∈ Pk−1(T )d. (2.3)
Here, nFi denotes the outer unit normal vector of T on the face Fi. Note that
for k = 0, local degrees of freedom of type (2.3) are violated.
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For the simplicial Raviart–Thomas element in Rd, it holds that
dimRT k(T ) =
{
(k + 1)(k + 3) if d = 2,
1
2 (k + 1)(k + 2)(k + 4) if d = 3.
(2.4)
It is known that the Raviart–Thomas finite element with the local degrees of
freedom in Definition 1 is unisolvent; e.g., see [6, Proposition 2.3.4]. The triple
{T,RT k, Σ} is then a finite element.
We set the domain of the local Raviart–Thomas interpolation as V div(T ) :=
H1(T )d; e.g., see also [12, p. 27].
The local Raviart–Thomas interpolation IRTT : V
div(T )→ RT k(T ) is then
defined as follows. For any v ∈ V div(T ),∫
F
IRTT v · nF pkds =
∫
F
v · nF pkds ∀pk ∈ Pk(F ), F ⊂ ∂T, (2.5)
and if k ≥ 1,∫
T
IRTT v · qk−1dx =
∫
T
v · qk−1dx ∀qk−1 ∈ Pk−1(T )d. (2.6)
Let {T̂ , P̂ , Σ̂} with P̂ := RT k(T̂ ) be the Raviart–Thomas finite element.
Let Φ̂ : Rd → Rd, x := Φ̂(xˆ) := Âxˆ + bˆ be an affine mapping such that T =
Φ̂(T̂ ) with a regular matrix Â ∈ Rd×d and bˆ ∈ Rd. The Piola transformation
Ψ̂ : L2(T̂ )→ L2(T ) is defined by
Ψ̂ : L2(T̂ ) 3 vˆ(xˆ) 7→ v(x) := Ψ̂(vˆ)(x) := 1|det(Â)| Âvˆ(xˆ) ∈ L
2(T ).
The following lemmata introduce the fundamental properties of the Piola
transformation.
Lemma 1 For ϕˆ ∈ H1(T̂ ), vˆ ∈ H(d̂iv; T̂ ), we define ϕ := ϕˆ ◦ Φ̂−1 and
v := Ψ̂(vˆ). Then, ∫
T
div vϕdx =
∫
T̂
d̂ivvˆϕˆdxˆ,∫
T
v · ∇xϕdx =
∫
T̂
vˆ · ∇̂xˆϕˆdxˆ,∫
∂T
v · nTϕds =
∫
∂T̂
vˆ · nˆT̂ ϕˆdsˆ. (2.7)
Here, nT and nˆT̂ are respectively the unit outward normal vectors of T and T̂ .
Proof See, for example, [5, Lemma 3.3]. uunionsq
By applying (2.7), we can prove the invariance of the Raviart–Thomas
interpolation under the Piola transform; e.g., see [5, Lemma 3.4].
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Lemma 2 For vˆ ∈ H1(T̂ )d, we have
IRT
T̂
vˆ = Ψ̂−1IRTT Ψ̂ vˆ.
That is to say, the diagram
H1(T̂ )d
Ψ̂−−−−→ H1(T )d
IRT
T̂
y yIRTT
RT k(T̂ )
Ψ̂−−−−→ RT k(T )
commutes.
3 Standard Positions and Reference Elements
This section introduces the Jacobian matrix proposed in [17] for the three-
dimensional case and that proposed in [14,15,20] for the two-dimensional case.
Let us first define a diagonal matrix Â(d) as
Â(d) := diag(α1, . . . , αd), αi ∈ R. (3.1)
3.1 Two-dimensional case
Let T̂ ⊂ R2 be the reference triangle with vertices xˆ1 := (0, 0)T , xˆ2 := (1, 0)T ,
and xˆ3 := (0, 1)
T .
Let T˜(2) be the family of triangles
T˜ = Â(2)(T̂ ),
with vertices x˜1 := (0, 0)
T , x˜2 := (α1, 0)
T , and x˜3 := (0, α2)
T .
We next define the regular matrices A˜ ∈ R2×2 by
A˜ :=
(
1 s
0 t
)
, (3.2)
with parameters
s2 + t2 = 1, t>0.
For T˜ ∈ T˜(2), let T(2) be the family of triangles
T = A˜(T˜ ),
with vertices x1 := (0, 0)
T , x2 := (α1, 0)
T , x3 := (α2s, α2t)
T . We then have
α1 = |x1 − x2|>0, α2 = |x1 − x3|>0.
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3.2 Three-dimensional cases
There are two three-dimensional cases
Let T̂1 and T̂2 be reference tetrahedrons with the following vertices.
(i) T̂1 has the vertices xˆ1 := (0, 0, 0)
T , xˆ2 := (1, 0, 0)
T , xˆ3 := (0, 1, 0)
T .xˆ4 :=
(0, 0, 1)T ,
(ii) T̂2 has the vertices xˆ1 := (0, 0, 0)
T , xˆ2 := (1, 0, 0)
T , xˆ3 := (1, 1, 0)
T .xˆ4 :=
(0, 0, 1)T .
Let T˜
(3)
i , i = 1, 2, be the family of triangles
T˜i = Â
(3)(T̂i), i = 1, 2
with vertices
(i) x˜1 := (0, 0, 0)
T , x˜2 := (α1, 0, 0)
T , x˜3 := (0, α2, 0)
T , and x˜4 := (0, 0, α3)
T ,
(ii) x˜1 := (0, 0, 0)
T , x˜2 := (α1, 0, 0)
T , x˜3 := (α1, α2, 0)
T , and x˜4 := (0, 0, α3)
T .
We next define the regular matrices A˜1, A˜2 ∈ R3×3 by
A˜1 :=
1 s1 s210 t1 s22
0 0 t2
 , A˜2 :=
1 −s1 s210 t1 s22
0 0 t2
 (3.3)
with parameters{
s21 + t
2
1 = 1, s1>0, t1>0, α2s1 ≤ α1/2,
s221 + s
2
22 + t
2
2 = 1, t2>0, α3s21 ≤ α1/2.
For T˜i ∈ T˜(3)i , i = 1, 2, let T(3)i , i = 1, 2 be the family of triangles
Ti = A˜i(T˜i), i = 1, 2
with vertices
x1 := (0, 0, 0)
T , x2 := (α1, 0, 0)
T , x4 := (α3s21, α3s22, α3t2)
T ,{
x3 := (α2s1, α2t1, 0)
T for the case (i),
x3 := (α1 − α2s1, α2t1, 0)T for the case (ii).
We then have α1 = |x1 − x2|>0, α3 = |x1 − x4|>0, and
α2 =
{
|x1 − x3|>0 for the case (i),
|x2 − x3|>0 for the case (ii).
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3.3 Standard Positions
In what follows, we impose conditions for T ∈ T(2) in the two-dimensional case
and T ∈ T(3)1 ∪ T(3)2 =: T(3) in the three-dimensional case.
Condition 1 (Case that d = 2) Let T ∈ T(2) with vertices xi (i = 1, . . . , 3)
introduced in Section 3.1. We assume that x2x3 is the longest edge of T ; i.e.,
hT := |x2−x3|. Recall that α1 = |x1−x2| and α2 = |x1−x3|. We then assume
that α2 ≤ α1. Note that α1 = O(hT ).
Condition 2 (Case that d = 3) Let T ∈ T(3) with vertices xi (i = 1, . . . , 4)
introduced in Section 3.2. Let Li (1 ≤ i ≤ 6) be edges of T . We denote by Lmin
the edge of T with minimum length; i.e., |Lmin| = min1≤i≤6 |Li|. Among the
four edges that share an end point with Lmin, we take the longest edge L
(min)
max .
Let x1 and x2 be end points of the edge L
(min)
max . We thus have
α1 = |L(min)max | = |x1 − x2|.
Consider cutting R3 with the plane that contains the midpoint of the edge
L
(min)
max and is perpendicular to the vector x1 − x2. We then have two cases:
(Type i) x3 and x4 belong to the same half-space;
(Type ii) x3 and x4 belong to different half-spaces.
In each case, we respectively set
(Type i) x1 and x3 as the end points of Lmin, that is α2 = |x1 − x3|;
(Type ii) x2 and x3 as the end points of Lmin, that is α2 = |x2 − x3|.
Finally, recall that α3 = |x1− x4|. Note that we implicitly assume that x1 and
x4 belong to the same half space. Also note that α3 ≤ 2α1 and α1 = O(hT ),
where hT denotes the diameter of T .
Each d-simplex is congruent to the unique T ∈ T(d) satisfying Condition
1 or Condition 2. T is therefore called the standard position of the d-simplex.
See Figure 1 and 2.
3.4 Affine Mappings and Piola Transforms
The present paper adopts the following affine mappings and Piola transforma-
tions.
Definition 2 Let T ∈ T(d) satisfy Condition 1 or Condition 2. Let T˜ , and
T̂ ⊂ Rd be the simplices defined in Sections 3.1 and 3.2. That is to say,
T˜ = Φ̂(T̂ ), T = Φ˜(T˜ ) with x˜ := Φ̂(xˆ) := Â(d)xˆ, x := Φ˜(x˜) := A˜x˜.
We define the affine mapping Φ : Rd → Rd by
Φ := Φ˜ ◦ Φ̂ : Rd → Rd, x := Φ(xˆ) := Axˆ, A := A˜Â(d). (3.4)
Let Ψ̂ : L2(T̂ ) → L2(T˜ ) and Ψ˜ : L2(T˜ ) → L2(T ) be the Piola transforma-
tions with respect to Â(d) and A˜, respectively. We define Ψ : L2(T̂ ) → L2(T )
by Ψ := Ψ˜ ◦ Ψ̂ , which is the Piola transformation with respect to A.
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Fig. 1 Standard position of Type i in R3
Fig. 2 Standard position of Type ii in R3
3.5 Finite Element Generation on Standard Positions
We follow the procedure described in [12, Section 1.4.1 and 1.2.1].
For the reference element T̂ defined in Sections 3.1 and 3.2, let {T̂ , P̂ , Σ̂}
be a fixed reference finite element, where P̂ is a vector space of functions
pˆ : T̂ → Rn for some positive integer n (typically n = 1 or n = d) and Σ̂ is a
set of n0 linear forms {χˆ1, . . . , χˆn0} such that
P̂ 3 pˆ 7→ (χˆ1(pˆ), . . . , χˆn0(pˆ))T ∈ Rn0
is bijective; i.e., Σ̂ is a basis for L(P̂ ;R). Further, we denote by {θˆ1, . . . , θˆn0}
in P̂ the local (Rn-valued) shape functions such that
χˆi(θˆj) = δij , 1 ≤ i, j ≤ n0.
Let V (T̂ ) be a normed vector space of functions vˆ : T̂ → Rn such that
P̂ ⊂ V (T̂ ) and the linear forms {χˆ1, . . . , χˆn0} can be extended to V (T̂ )′. The
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local interpolation operator IT̂ is then defined by
IT̂ : V (T̂ ) 3 vˆ 7→
n0∑
i=1
χˆi(vˆ)θˆi ∈ P̂ . (3.5)
Let Φ, Φ˜, and Φ̂ be the affine mappings defined in (3.4). For T = Φ˜(T˜ ) =
Φ˜ ◦ Φ̂(T̂ ), we first define a Banach space V (T ) of Rn-valued functions that is
the counterpart of V (T̂ ) and define a linear bijection mapping by
ψT := ψT̂ ◦ ψT˜ : V (T ) 3 v 7→ vˆ := ψT (v) := v ◦ Φ ∈ V (T̂ ),
with two linear bijection mappings:
ψT˜ : V (T ) 3 v 7→ v˜ := ψT˜ (v) := v ◦ Φ˜ ∈ V (T˜ ),
ψT̂ : V (T˜ ) 3 v˜ 7→ vˆ := ψT̂ (v˜) := v˜ ◦ Φ̂ ∈ V (T̂ ).
Furthermore, the triple {T˜ , P˜ , Σ˜} is defined by
T˜ = Φ̂(T̂ );
P˜ = {ψ−1
T̂
(pˆ); pˆ ∈ P̂};
Σ˜ = {{χ˜i}1≤i≤n0 ; χ˜i = χˆi(ψT̂ (p˜)),∀p˜ ∈ P˜ , χˆi ∈ Σ̂},
while the triple {T, P,Σ} is defined by
T = Φ˜(T˜ );
P = {ψ−1
T˜
(p˜); p˜ ∈ P˜};
Σ = {{χi}1≤i≤n0 ; χi = χ˜i(ψT˜ (p)),∀p ∈ P, χ˜i ∈ Σ˜}.
{T˜ , P˜ , Σ˜} and {T, P,Σ} are then finite elements. The local shape functions
are θ˜i = ψ
−1
T̂
(θˆi) and θi = ψ
−1
T˜
(θ˜i), 1 ≤ i ≤ n0, and the associated local
interpolation operators are respectively defined by
IT˜ : V (T˜ ) 3 v˜ 7→ IT˜ v˜ :=
n0∑
i=1
χ˜i(v˜)θ˜i ∈ P˜ , (3.6)
IT : V (T ) 3 v 7→ IT v :=
n0∑
i=1
χi(v)θi ∈ P. (3.7)
Proposition 1 The diagrams
V (T ) V (T˜ ) V (T̂ )
P P˜ P̂
ψT˜
IT IT˜
ψT̂
IT̂
ψT˜ ψT̂
commute.
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Proof See [12, Proposition 1.62]. uunionsq
Example 1 Let {T̂ , P̂ , Σ̂} be a finite element.
1. For the Lagrange finite element of degree k, we set V (T̂ ) := C0(T̂ ).
2. For the Hermite finite element, we set V (T̂ ) := C1(T̂ ).
3. For the Crouzeix–Raviart finite element with k = 1, we set V (T̂ ) :=
W 1,1(T̂ ).
3.6 Raviart–Thomas Finite Element on Standard Positions
For the reference element T̂ defined in Section 3.1 and 3.2, let {T̂ , RT k(T̂ ), Σ̂}
be the Raviart–Thomas finite element with k ∈ N0. Let Φ, Φ˜, and Φ̂ be the
affine mappings defined in (3.4). Let Ψ , Ψ˜ , and Ψ̂ be the Piola transformations
defined in Definition 2.
We then define {T˜ , RT k(T˜ ), Σ˜} and {T,RT k(T ), Σ} by
T˜ = Φ̂(T̂ );
RT k(T˜ ) = {Ψ̂(pˆ); pˆ ∈ RT k(T̂ )};
Σ˜ = {{χ˜i}1≤i≤n0 ; χ˜i = χˆi(Ψ̂−1(p˜)),∀p˜ ∈ RT k(T˜ ), χˆi ∈ Σ̂};
and 
T = Φ˜(T˜ );
RT k(T ) = {Ψ˜(p˜); p˜ ∈ RT k(T˜ )};
Σ = {{χi}1≤i≤n0 ; χi = χ˜i(Ψ˜−1(p)),∀p ∈ RT k(T ), χ˜i ∈ Σ˜}.
{T˜ , RT k(T˜ ), Σ˜} and {T,RT k(T ), Σ} are then the Raviart–Thomas finite ele-
ments. Furthermore, let
IRT
T˜
: V div(T˜ )→ RT k(T˜ ) (3.8)
and
IRTT : V
div(T )→ RT k(T ) (3.9)
be the associated local Raviart–Thomas interpolation defined in (2.5) and
(2.6), respectively.
3.7 Parameter HT and Mesh
We first propose a new parameter HT .
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Definition 3 Let T ∈ T(d) satisfy Condition 1 or Condition 2. Furthermore,
let α1, . . . , αd be defined in Condition 1 or Condition 2. We then define the
parameter HT as
HT :=
∏d
i=1 αi
|T | hT ,
where hT := diam(T ) = maxx1,x2∈T |x1 − x2|.
In the sequel of this paper, the interpolation errors are bounded in terms
of HT and hT . However, the parameters HT0 and H proposed below might be
more convenient for the practical computation of finite element methods.
We assume that Ω ⊂ Rd is a bounded polyhedral domain. Let Th = {T0}
be a simplicial mesh of Ω, made up of closed d-simplices, such as
Ω =
⋃
T0∈Th
T0,
with h := maxT0∈Th hT0 , where hT0 := diam(T0). We assume that each face
of any d-simplex T1 in Th is either a subset of the boundary ∂Ω or a face
of another d-simplex T2 in Th. That is, Th is a simplicial mesh of Ω without
hanging nodes.
Definition 4 Let any simplex T0 ∈ Th be transformed into T satisfying Con-
dition 1 in the two-dimensional case or Condition 2 in the three-dimensional
case through appropriate rotation, translation, and mirror imaging. We define
the parameter HT0 as
HT0 :=
h2T0
|T0| min1≤i≤3 |Li| if d = 2,
where Li (i = 1, 2, 3) denotes edges of the triangle T0. Further, we define the
parameter HT0 as
HT0 :=
h2T0
|T0| min1≤i,j≤6,i6=j |Li||Lj | if d = 3,
where Li (i = 1, . . . , 6) denotes edges of the tetrahedra T0. Here, |T0| denotes
the measure of T0. Furthermore, we set
H := H(h) := max
T0∈Th
HT0 .
We practically impose the following assumption.
Assumption 1 We assume that {Th}h>0 is a sequence of triangulations of
Ω such that
lim
h→0
H(h) = 0.
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Lemma 3 Let any simplex T0 ∈ Th be transformed into the standard position
T satisfying Condition 1 in the two-dimensional case or Condition 2 in the
three-dimensional case through appropriate rotation, translation, and mirror
imaging. Then, there exist positive constants c1 and c2 such that
c1HT0 ≤ HT ≤ c2HT0 .
Furthermore, in the two-dimensional case, HT0 is equivalent to the circumra-
dius of T0. Furthermore, the condition HT0/hT0<∞ implies the semiregularity
condition [18], which is equivalent to the maximum-angle condition.
Note that the length of all edges of a simplex and measure of the simplex
does not change by the transformation.
Proof We consider for each dimension, d = 2, 3.
Two-dimensional case
Let Li (i = 1, 2, 3) denote edges of the triangle T0 with |L1| ≤ |L2| ≤ |L3|. It
obviously holds that α2 = |L1| and hT = |L3| = hT0 . Because α2 ≤ α1<2hT
and hT<α1 + α2 ≤ 2α1 for the triangle 4x1x2x3, it holds that
1
2
hT0 =
1
2
hT<α1 = |L2|<2hT = 2hT0 .
Thus, we have
1
2
HT0 =
1
2
|L1|
|T0|h
2
T0<HT =
α1α2
|T | hT<2
|L1|
|T0|h
2
T0 = 2HT0 .
Furthermore, it holds that
2R2 = 2
|L1||L2||L3|
4|T0| <HT0 =
|L1|
|T0|h
2
T0<8
|L1||L2||L3|
4|T0| = 8R2,
where R2 denotes the circumradius of T0.
Set the angle between the segments x1x2 and x1x3 by θmax. Furthermore,
we set t := sin θmax. By construct of the standard position in the two-
dimensional case, the angle θmax is the maximum angle of T . It is easily
proven that the maximum angle condition, i.e., there exists a constant
δmax ∈ (0, pi) such that
θmax ≤ δmax
is equivalent to the condition
HT
hT
=
α1α2
|T | =
2
t
=
2
sin θmax
<∞,
e.g., see [18]. This implies that the maximum angle condition on T0 ∈ Th
is equivalent to the condition
HT0
hT0
<∞.
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Three-dimensional case
Let Li (i = 1, . . . , 6) denote edges of the triangle T0 with |L1| ≤ |L2| ≤
· · · ≤ |L6|. It obviously holds that α2 = |L1| and hT = |L6| = hT0 . We
consider for each type of the standard position introduced in Section 3.3.
(Type i) We set α4 := |x3 − x4|, α5 := |x2 − x4|, and α6 := |x2 − x3|.
Because α1 = |L(min)max | = |x1 − x2| is the longest edge among the four
edges that share an end point with L1, it holds that
α2 ≤ min{α3, α4, α6} ≤ max{α3, α4, α6} ≤ α1. (3.10)
Because x1 and x4 belong to the same half-space for the triangle4x1x2x4,
it holds that {
α3 ≤ α5 ≤ α1 = hT or
α3 ≤ α1 ≤ α5 = hT .
Thus, we have{
α3 ≤ α5 ≤ α1 = hT or
α3 ≤ α1 ≤ hT<2α1, 12hT<α1 ≤ hT .
Because α3 ≤ α5, the length of the edge L2 is equal to the one of α3,
α4, or α6.
Assume that |L2| = α3. We then have
1
2
HT0 =
1
2
|L1||L2|
|T0| h
2
T0<HT =
α1α2α3
|T | hT ≤
|L1||L2|
|T0| h
2
T0 = HT0 .
Assume that |L2| = α4. We consider the triangle 4x1x3x4. From the
assumption, we have α2 ≤ α4 ≤ α3 and 12α3<α4 ≤ α3. We then obtain
1
2
HT0 =
1
2
|L1||L2|
|T0| h
2
T0<HT =
α1α2α3
|T | hT<2
|L1||L2|
|T0| h
2
T0 = 2HT0 .
Assume that |L2| = α6. We consider the triangle 4x1x2x3. Because x1
and x3 belong to the same half-space for the triangle 4x1x2x3, it holds
that α2 ≤ α6 ≤ α1 and 12α1<α6 ≤ α1. From (3.10), we have
1
2
α3 ≤ 1
2
α1<α6 ≤ α1.
Because α6 ≤ α3, we then obtain
1
2
HT0 =
1
2
|L1||L2|
|T0| h
2
T0<HT =
α1α2α3
|T | hT<2
|L1||L2|
|T0| h
2
T0 = 2HT0 .
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(Type ii) We set α4 := |x3 − x4|, α5 := |x2 − x4|, and α6 := |x1 − x3|.
Because α1 = |L(min)max | = |x1 − x2| is the longest edge among the four
edges that share an end point with L1, it holds that
α2 ≤ min{α4, α5, α6} ≤ max{α4, α5, α6} ≤ α1. (3.11)
Because x1 and x4 belong to the same half-space for the triangle4x1x2x4
and (3.11), it holds that
α3 ≤ α5 ≤ α1.
This implies that α1 = hT . Therefore, the length of the edge L2 is equal
to the one of α3, α4, or α6.
Assume that |L2| = α3. We then have
HT =
α1α2α3
|T | hT =
|L1||L2|
|T0| h
2
T0 = HT0 .
Assume that |L2| = α4. For the triangle 4x2x3x4, we have
α2 ≤ α4 ≤ α5<2α4.
Because α3 ≤ α5 and α4 ≤ α3, it holds that
HT0 =
|L1||L2|
|T0| h
2
T0 ≤ HT =
α1α2α3
|T | hT<2
|L1||L2|
|T0| h
2
T0 = 2HT0 .
Assume that |L2| = α6. We have α1<α2 + α6<2α6 for the triangle
4x1x2x3. Therefore, since α6 ≤ α3 ≤ α1, we obtain
HT0 =
|L1||L2|
|T0| h
2
T0 ≤ HT =
α1α2α3
|T | hT<2
|L1||L2|
|T0| h
2
T0 = 2HT0 .
uunionsq
Remark 1 Let {Th} be decompositions of a polyhedral into tetrahedra. For any
Th ∈ {Th}, let any simplex T0 ∈ Th be transformed into the standard position
T satisfying Condition 2 in the three-dimensional case through appropriate
rotation, translation, and mirror imaging.
We conjecture that the maximum angle condition on T0 ∈ Th (see [19]) is
equivalent to the (semiregular) condition that there exists a positive constant
CSR0 such that
HT0
hT0
≤ CSR0 . (3.12)
We here present a geometric condition which satisfies HT /hT ≤ CSR on the
standard positions in the three-dimensional case.
We denote by ϕT the angle between the base 4x1x2x3 of T and the segment
x1x4. Let θ1 ≤ θ2 ≤ θ3 be angles of the base of T . Assume that there exists a
constant θ<pi such that
θ3 ≤ θ, (3.13)
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and there exists constants ϕ1 and ϕ2 with 0<ϕ1 ≤ ϕ2<pi such that
ϕ1 ≤ ϕT ≤ ϕ2, (3.14)
it then holds that there exists a positive constant CSR such that
HT
hT
≤ CSR.
Recall that there are two types’ standard position, (Type i) or (Type ii).
We denote by θT
(Type i) the angle between the segments x1x2 and x1x3 or
(Type ii) the angle between the segments x2x1 and x2x3.
We set t1 := sin θT and t2 := sinϕT .
From (3.13), it holds that pi3 ≤ θ3 and
θ2, θ3 ∈
[
pi − θ
2
, θ
]
.
The angle θT is not the minimum angle of the base of T because α2 is the
minimum edge of T . The angle θ is then either θ2 or θ3. Therefore, we have
θT ∈
[
pi − θ
2
, θ
]
.
From this, we have
M1 := min
{
sin
pi − θ
2
, sin θ
}
≤ sin θT .
Furthermore, from (3.14), we have
M2 := min {sinϕ1, sinϕ2} ≤ sinϕT .
We then conclude
HT
hT
=
α1α2α3
|T | =
6
t1t2
=
6
sin θT sinϕT
≤ 6
M1M2
<∞,
where |T | = 16α1α2α3t1t2.
Especially, the standard position T with θT = ϕT =
pi
2 satisfies both the
maximum angle condition and HT /hT ≤ CSR. On other cases, we need further
investigation and we leave them for future work.
Remark 2 In [17], the projected circumradius RT0 of a tetrahedron T0 is pro-
posed as a geometric parameter for the three-dimensional case. The parameter
HT0 that we here propose is much simpler than RT0 . We conjecture that HT0
is equivalent to RT0 .
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4 Interpolation Error Estimates of Smooth Functions
This section proposes interpolation error estimates of smooth functions.
We first give an estimate related to the diagonal matrix (3.1) adopting the
Babusˇka–Aziz technique [4].
Lemma 4 Let 1 ≤ p ≤ ∞ and k ≥ 0. Let ` be such that 0 ≤ ` ≤ k. Let
ϕˆ ∈Wm,p(T̂ ) and ψˆ ∈W `+1,p(T̂ ). It then holds that, for all m ∈ {0, . . . , `+1},
|ϕ˜|Wm,p(T˜ )
|ψ˜|W `+1,p(T˜ )
≤ max
1≤i≤d
{α`+1−mi }
 ∑
|β|=m
‖∂β(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
1/p
×
 ∑
|δ|=`+1−m
∑
|β|=m
‖∂δ∂β(α−β11 · · ·α−βdd ψˆ)‖pLp(T̂ )
−1/p ,
(4.1)
with ϕ˜ := ϕˆ ◦ Φ̂−1 and ψ˜ := ψˆ ◦ Φ̂−1.
Proof Let β, γ and δ be multi-indices with |β| = m, |γ| = ` + 1 and |δ| =
`+ 1−m.
We first have, from xˆj = α
−1
j x˜j , that
∂βϕ˜ = α−β11 · · ·α−βdd ∂βϕˆ.
If 1 ≤ p<∞, through a change in variable, we obtain
|ϕ˜|p
Wm,p(T˜ )
=
∑
|β|=m
‖∂βϕ˜‖p
Lp(T˜ )
= |det(Â(d))|
∑
|β|=m
‖∂β(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ ).
We similarly have
|ψ˜|p
W `+1,p(T˜ )
=
∑
|γ|=`+1
‖∂γψ˜‖p
Lp(T˜ )
=
∑
|δ|=`+1−m
∑
|β|=m
‖∂δ∂βψ˜‖p
Lp(T˜ )
= |det(Â(d))|
∑
|δ|=`+1−m
∑
|β|=m
(α−δ1−β11 · · ·α−δd−βdd )p‖∂δ∂βψˆ‖pLp(T̂ )
≥ |det(Â(d))| min
1≤i≤d
{α−|δ|pi }
∑
|δ|=`+1−m
∑
|β|=m
‖∂δ∂β(α−β11 · · ·α−βdd ψˆ)‖pLp(T̂ ).
When p =∞, a proof can be made by analogous argument. uunionsq
18 Hiroki Ishizaka et al.
We next give estimates relating to the matrix (3.2) and (3.3). To this end,
we use the fact that if ATA is a positive definite matrix in Rd×d, the spectral
norm of the matrix ATA is the largest eigenvalue of ATA; i.e.,
‖A‖2 =
(
λmax(A
TA)
)1/2
= σmax(A),
where λmax(A) and σmax(A) are respectively the largest eigenvalues and sin-
gular values of A.
Lemma 5 Let 1 ≤ p ≤ ∞ and k ≥ 0. Let ` be such that 0 ≤ ` ≤ k. Let
ϕˆ ∈Wm,p(T˜ ) and ψˆ ∈W `+1,p(T˜ ). It then holds that, for all m ∈ {0, . . . , `+1},
|ϕ|Wm,p(T )
|ψ|W `+1,p(T )
≤ CA,d
(
HT
hT
)m |ϕ˜|Wm,p(T˜ )
|ψ˜|W `+1,p(T˜ )
, (4.2)
with ϕ := ϕ˜◦ Φ˜−1 and ψ := ψ˜ ◦ Φ˜−1. Here, CA,2 := √2`+1−mCsc, and CA,3 :=
2`+1
3m C
sc, where Csc is a constant independent of T and T˜ .
Proof Using the standard estimates in [12, Lemma 1.101], we easily get
|ϕ|Wm,p(T )
|ψ|W `+1,p(T )
≤ Csc
(
‖A˜‖2‖A˜−1‖2
)m
‖A˜‖`+1−m2
|ϕ˜|Wm,p(T˜ )
|ψ˜|W `+1,p(T˜ )
. (4.3)
Two-dimensional case
Let A˜ be introduced in (3.2). From
A˜T A˜ =
(
1 s
s 1
)
, A˜−1A˜−T =
1
t2
(
1 −s
−s 1
)
,
we have
‖A˜‖2 = λmax(A˜T A˜)1/2 ≤ (1 + |s|)1/2 ≤
√
2, (4.4)
and
‖A˜‖2‖A˜−1‖2 = λmax(A˜T A˜)1/2λmax(A˜−1A˜−T )1/2 ≤ 2
t
=
α1α2
|T | , (4.5)
where we used the fact that |T | = 12α1α2t.
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Three-dimensional case
The matrices A˜1 and A˜2 introduced in (3.3) can be decomposed as A˜1 = M˜0M˜1
and A˜2 = M˜0M˜2 with
M˜0 :=
1 0 s210 1 s22
0 0 t2
 , M˜1 :=
1 s1 00 t1 0
0 0 1
 , M˜2 :=
1 −s1 00 t1 0
0 0 1
 .
The eigenvalues of M˜T2 M˜2 coincide with those of M˜
T
1 M˜1, and we may therefore
suppose without loss of generality that we have Case (i).
We have the inequalities
‖A˜1‖2 = λmax(A˜T1 A˜1)1/2 ≤ λmax(M˜T0 M˜0)1/2λmax(M˜T1 M˜1)1/2
≤
(
1 +
√
s221 + s
2
22
)1/2
(1 + |s1|)1/2 ≤ 2, (4.6)
and
‖A˜1‖2‖A˜−11 ‖2 = λmax(A˜T1 A˜1)1/2λmax(A˜−11 A˜−T1 )1/2
≤
(
1 +
√
s221 + s
2
22
)
(1 + |s1|)
t1t2
≤ 4
t1t2
=
2
3
α1α2α3
|T | , (4.7)
where we used the fact that |T | = 16α1α2α3t1t2.
Therefore, (4.2) follows from (4.3), (4.4), and (4.5) if d = 2 and from (4.3),
(4.6), and (4.7) if d = 3. uunionsq
To give local interpolation error estimates, we use the inequality given in
[11, Theorem 1.1] which is a variant of the Bramble–Hilbert lemma; see also
[9,22].
Theorem 1 Let D ⊂ Rd be a bounded convex domain. Let ϕ ∈Wm,p(D) with
m ∈ N and 1 ≤ p ≤ ∞. There exists a polynomial η ∈ Pm−1 such that
|ϕ− η|Wk,p(D) ≤ CBH(d,m) diam(D)m−k|ϕ|Wm,p(D), k = 0, 1, . . . ,m.
(4.8)
Remark 3 In [9, Lemma 4.3.8], the Bramble–Hilbert lemma is given as follows.
Let B be a ball in D ⊂ Rd such that D is star-shaped with respect to B and
its radius r> 12rmax, where rmax := sup{r : D is star-shaped with respect to a
ball of radius r}. Let ϕ ∈ Wm,p(D) with m ∈ N and 1 ≤ p ≤ ∞. There exists
a polynomial η ∈ Pm−1 such that
|ϕ− η|Wk,p(D) ≤ CBH(d,m, γ) diam(D)m−k|ϕ|Wm,p(D), k = 0, 1, . . . ,m.
Here, γ is called the chunkiness parameter of D, which is defined by
γ :=
diam(D)
rmax
.
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The main drawback is that the constant CBH(d,m, γ) depends on the chunki-
ness parameter. Meanwhile, the constant CBH(d,m) of the estimate (4.8) does
not depend on the geometric parameter γ.
Remark 4 For general Sobolev spaces Wm,p(Ω), the upper bounds on the con-
stant CBH(d,m) are not given, as far as we know. However, when p = 2, the
following result has been obtained by Verfu¨rth [22].
Let D ⊂ Rd be a bounded convex domain. Let ϕ ∈ Hm(D) with m ∈ N.
There exists a polynomial η ∈ Pm−1 such that
|ϕ− η|Hk(D) ≤ CBH(d, k,m) diam(D)m−k|ϕ|Hm(D), k = 0, 1, . . . ,m− 1.
Verfu¨rth has given upper bounds on the constants in the estimates such that
CBH(d, k,m) ≤ pik−m
(
d+ k − 1
k
)1/2 {(m− k)!}1/2
{[m−kd ]!}d/2 ,
where [x] denotes the largest integer less than or equal to x.
As an example, let us consider the case d = 3, k = 1, and m = 2. We then
have
CBH(3, 1, 2) ≤
√
3
pi
,
thus on the standard reference element T̂ introduced in Section 3.2, we obtain
|ϕˆ− ηˆ|H1(T̂ ) ≤
√
6
pi
|ϕˆ|H2(T̂ ) ∀ϕˆ ∈ H2(T̂ ),
becase diam(T̂ ) =
√
2.
From Theorem 1, we have the following estimates.
Theorem 2 Let {T̂ , P̂ , Σ̂} be a finite element with normed vector space V (T̂ ).
Let 1 ≤ p ≤ ∞ and assume that there exists a nonnegative integer k such that
Pk ⊂ P̂ ⊂W k+1,p(T̂ ) ⊂ V (T̂ ). (4.9)
Let ` (0 ≤ ` ≤ k) be such that W `+1,p(T̂ ) ⊂ V (T̂ ) with continuous embedding.
Let Φ be an affine mapping defined in (3.4) and let IT be the local interpolation
operator on T defined in (3.7). It then holds that for arbitrary m ∈ {0, . . . , `+
1},
|ϕ− ITϕ|Wm,p(T ) ≤ CI
(
HT
hT
)m
h`+1−mT |ϕ|W `+1,p(T ), (4.10)
for any ϕ ∈ W `+1,p(T ). Here, CI := CA,dCBH diam(T̂ )`+1−m{(` + 1)CS} is
a positive constant independent of T , where CS is the constant appearing in
the proof and CBH := CBH(d, `) is the constant appearing in Theorem 1.
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Proof Let ϕˆ ∈W `+1,p(T̂ ). Let IT˜ and IT̂ be the local interpolation operator
on T˜ and T̂ defined in (3.5) and (3.6), respectively. From (4.2), we have
|ϕ− ITϕ|Wm,p(T )
|ϕ|W `+1,p(T )
≤ CA,d
(
HT
hT
)m |ϕ˜− IT˜ ϕ˜|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
. (4.11)
Because 0 ≤ ` ≤ k, P` ⊂ Pk ⊂ P˜ . Therefore, for any η˜ ∈ P`, we have IT˜ η˜ = η˜.
This means that P` is invariant under IT˜ . Using the triangle inequality, we
have
|ϕ˜− IT˜ ϕ˜|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
≤
|ϕ˜− η˜|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
+
|IT˜ (η˜ − ϕ˜)|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
.
Let β, γ and δ be multi-indices with |β| = m, |γ| = `+1 and |δ| = `+1−m.
Then, using the inequality (4.1), we have
|ϕ˜− η˜|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
≤ h`+1−mT
 ∑
|β|=m
‖∂β(α−β11 · · ·α−βdd (ϕˆ− ηˆ))‖pLp(T̂ )
1/p
×
 ∑
|γ|=`+1
‖∂γ(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
−1/p .
We thus apply Theorem 1 to obtain
h`+1−mT inf
ηˆ∈P`(T̂ )
 ∑
|β|=m
‖∂β(α−β11 · · ·α−βdd (ϕˆ− ηˆ))‖pLp(T̂ )
1/p
×
 ∑
|γ|=`+1
‖∂γ(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
−1/p
≤ h`+1−mT CBH(d, `) diam(T̂ )`+1−m.
For any vˆ ∈ V (T̂ ), it holds that
α−β11 · · ·α−βdd IT̂ vˆ = IT̂ (α−β11 · · ·α−βdd vˆ),
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and  ∑
|β|=m
‖∂β(α−β11 · · ·α−βdd IT̂ vˆ)‖pLp(T̂ )
1/p
= |IT̂ (α−β11 · · ·α−βdd vˆ)|Wm,p(T̂ )
≤
n0∑
i=1
|χˆi(α−β11 · · ·α−βdd vˆ)||θˆi|Wm,p(T̂ )
≤
n0∑
i=1
‖χˆi‖W `,p(Ω)′‖α−β11 · · ·α−βdd vˆ‖W `+1,p(T̂ )|θˆi|Wm,p(T̂ )
≤ CS‖α−β11 · · ·α−βdd vˆ‖W `+1,p(T̂ ),
where CS := n0 max1≤i≤n0 ‖χˆi‖W `,p(Ω)′ |θˆi|Wm,p(T̂ ).
Therefore, from the above inequality and inequality (4.1), we have
|IT˜ (ϕ˜− η˜)|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
≤ h`+1−mT
 ∑
|β|=m
‖∂β(α−β11 · · ·α−βdd IT̂ (ϕˆ− ηˆ))‖pLp(T̂ )
1/p
×
 ∑
|γ|=`+1
‖∂γ(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
−1/p
≤ CSh`+1−mT
`+1∑
j=1
|α−β11 · · ·α−βdd (ϕˆ− ηˆ)|pW j,p(T̂ )
1/p
×
 ∑
|γ|=`+1
‖∂γ(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
−1/p .
We apply Theorem 1 to obtain
CSh`+1−mT inf
ηˆ∈P`(T̂ )
`+1∑
j=1
|α−β11 · · ·α−βdd (ϕˆ− ηˆ)|pW j,p(T̂ )
1/p
×
 ∑
|γ|=`+1
‖∂γ(α−β11 · · ·α−βdd ϕˆ)‖pLp(T̂ )
−1/p
≤ (`+ 1)CSCBH(d, `) diam(T̂ )`+1−mh`+1−mT .
We thus have
|ϕ˜− IT˜ ϕ˜|Wm,p(T˜ )
|ϕ˜|W `+1,p(T˜ )
≤ CBH diam(T̂ )`+1−m{1 + (`+ 1)CS}h`+1−mT . (4.12)
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We conclude from (4.11) and (4.12) that
|ϕ− ITϕ|Wm,p(T )
|ϕ|W `+1,p(T )
≤ CA,dCBH diam(T̂ )`+1−m{1 + (`+ 1)CS}
(
HT
hT
)m
h`+1−mT .
uunionsq
Example 2 As the examples in [12, Example 1.106], we get local interpolation
error estimates for a Lagrange finite element of degree k, a more general finite
element, and the Crouzeix–Raviart finite element with k = 1.
1. For a Lagrange finite element of degree k, we set V (T̂ ) := C0(T̂ ). The
condition on ` in Theorem 2 is dp − 1<` ≤ k because W `+1,p(T̂ ) ⊂ C0(T̂ )
if `+ 1>dp according to the Sobolev imbedding theorem.
2. For a general finite element with V (T̂ ) := Ct(T̂ ) and t ∈ N. The condition
on ` in Theorem 2 is dp − 1 + t<` ≤ k. When t = 1, there is a Hermite
finite element.
3. For the Crouzeix–Raviart finite element with k = 1, we set V (T̂ ) :=
W 1,1(T̂ ). The condition on ` in Theorem 2 is 0 ≤ ` ≤ 1.
Remark 5 We consider optimality of the estimates. Let T ⊂ R3 be the simplex
with vertices x1 := (0, 0, 0)
T , x2 := (s, 0, 0)
T , x3 := (s/2, s
ε, 0)T , and x4 :=
(0, 0, s)T (1<ε<2), and 0<s<1, s ∈ R. Let
ϕ(x, y, z) := x2 +
1
4
y2 + z2.
Let ILT : C0(T )→ P1 be the local Lagrange interpolation operator. We set
ILT ϕ(x, y, z) := ax+ by + cz + d,
where a, b, c, d ∈ R. For any nodes P of T , since ILT ϕ(P ) = ϕ(P ), we have
ILT ϕ(x, y, z) = sx−
1
4
(s2−ε − sε)y + sz.
Thus, it holds that
(ϕ− ILT ϕ)(x, y, z) = x2 +
1
4
y2 + z2 − sx+ 1
4
(s2−ε − sε)y − sz,
Therefore, we have
|ϕ− ILT ϕ|W 1,∞(T )
|ϕ|W 2,∞(T ) =
1
4 (s
2−ε + sε)
2
=: IT .
By simple calculation, we have
IT
HT
=
s4 + s2+2ε
48
√
2s3
√
( s2 )
2 + s2ε
≥ s
4 + s2+2ε
24
√
10s4
≥ s
4
24
√
10s4
=
1
24
√
10
.
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Here, we used
HT =
6
√
2s3
√
( s2 )
2 + s2ε
s2+ε
.
We conclude that
|ϕ− ILT ϕ|W 1,∞(T ) ≥
1
24
√
10
HT |ϕ|W 2,∞(T ).
Therefore, the parameter HT is optimal.
5 Raviart–Thomas Interpolation Error Estimates
This section proposes error analysis for the Raviart–Thomas interpolation of
arbitrary order k ∈ N0.
5.1 Preliminaries of Error Estimates
We first give estimates relating to the diagonal matrix (3.1).
Lemma 6 Let ` be such that 0 ≤ ` ≤ k. It holds that, for any vˆ = (vˆ1, . . . , vˆd)T ∈
L2(T̂ )d with v˜ = (v˜1, . . . , v˜d)
T := Ψ̂ vˆ and wˆ = (wˆ1, . . . , wˆd)
T ∈ H`+1(T̂ )d with
w˜ = (w˜1, . . . , w˜d)
T := Ψ̂ wˆ,
‖v˜‖L2(T˜ )d
|w˜|H`+1(T˜ )d
≤ max
1≤i≤d
{α`+1i }
(∑d
i=1 α
2
i ‖vˆi‖2L2(T̂ )
)1/2
(∑d
i=1 α
2
i |wˆi|2H`+1(T̂ )
)1/2 . (5.1)
Proof From the definition of the Piola transformation, for i = 1, . . . , d,
w˜i(x˜) =
1
|det(Â(d))|
d∑
j=1
[Â(d)]ijwˆj(xˆ) =
1
|det(Â(d))|αiwˆi(xˆ).
Let β be a multi-index with |β| = `+ 1. We then have
∂βw˜i(x˜) =
1
|det(Â(d))|αi(∂
βwˆi)α
−β1
1 · · ·α−βdd .
We here used xˆj = α
−1
j x˜j .
For any v˜ ∈ L2(T˜ )d, from the definition of the Piola transformation, we
have
‖v˜‖2
L2(T˜ )d
=
1
|det(Â(d))| ‖Â
(d)vˆ‖2
L2(T˜ )d
=
1
|det(Â(d))|
d∑
i=1
α2i ‖vˆi‖2L2(T̂ ).
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Meanwhile, we have, for any w˜ ∈ H`+1(T˜ )d,
|w˜|2
H`+1(T˜ )d
=
d∑
i=1
|w˜i|2H`+1(T˜ ) =
d∑
i=1
∑
|β|=`+1
‖∂βw˜i‖2L2(T˜ )
=
1
|det(Â(d))|
d∑
i=1
α2i
∑
|β|=`+1
(α−β11 · · ·α−βdd )2‖∂βwˆi‖2L2(T̂ )
≥ 1|det(Â(d))| min1≤j≤d{α
−2|β|
j }
d∑
i=1
α2i
∑
|β|=`+1
‖∂βwˆi‖2L2(T̂ ).
These inequalities conclude (5.1). uunionsq
We next give estimates relating to the matrices (3.2) and (3.3).
Lemma 7 Let ` be such that 0 ≤ ` ≤ k. For any v˜ ∈ L2(T˜ )d with v := Ψ˜ v˜
and w˜ ∈ H`+1(T˜ )d with w := Ψ˜ w˜, we have
‖v‖L2(T )d
|w|H`+1(T )d
≤ CP,dHT
hT
‖v˜‖L2(T˜ )d
|w˜|H`+1(T˜ )d
, (5.2)
where CP,2 := 2
`+1
2 Cvec, and CP,3 := 2
`+2
3 C
vec, where Cvec is a constant
independent of T and T˜ .
Proof Using the standard estimates in [12, Lemma 1.113], we easily get
‖v‖L2(T )d
|w|H`+1(T )d
≤ Cvec
(
‖A˜‖2‖A˜−1‖2
)
‖A˜‖`+12
‖v˜‖L2(T˜ )d
|w˜|H`+1(T˜ )d
, d = 2, 3. (5.3)
Therefore, (5.2) follows from (5.3), (4.4), and (4.5) if d = 2 and from (5.3),
(4.6), and (4.7) if d = 3. uunionsq
5.2 Component-wise Stability of the Raviart–Thomas Interpolation on the
Reference Element
This subsection introduces the component-wise stability for the Raviart–Thomas
interpolation of any order of functions in H1(T̂ )d. To this end, we follow [1];
see also [2].
We first introduce component-wise stability estimates in the reference ele-
ment T̂ = conv{0, e1, . . . , ed}. Here, e1, . . . , ed ∈ Rd are the canonical basis.
Lemma 8 For k ∈ N0, there exists a constant C(i)1 (k), i = 1, . . . , d such that,
for all uˆ = (uˆ1, . . . , uˆd)
T ∈ H1(T̂ )d,
‖(IRT
T̂
uˆ)i‖L2(T̂ ) ≤ C(i)1 (k)
(
‖uˆi‖H1(T̂ ) + ‖ div uˆ‖L2(T̂ )
)
, i = 1, . . . , d. (5.4)
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Proof The proof is given in [1, Lemma 3.3] for the case d = 3. The estimate
in the case d = 2 can be proved analogously. uunionsq
We next give component-wise stability estimates in the reference element
T̂ = conv{0, e1, e1 + e2, e3}.
Lemma 9 For k ∈ N0, there exists a constant C(i)2 (k), i = 1, 2, 3 such that,
for all uˆ = (uˆ1, uˆ2, uˆ3)
T ∈ H1(T̂ )3,
‖(IRT
T̂
uˆ)i‖L2(T̂ ) ≤ C(i)2 (k)
‖uˆi‖H1(T̂ ) + 3∑
j=1,j 6=i
∥∥∥∥∂uˆj∂xˆj
∥∥∥∥
L2(T̂ )
 , i = 1, 2, 3.
(5.5)
Proof The proof is given in [1, Lemma 4.3]. We remark that our reference
element in this case is different from that in [1, Lemma 4.3]. However, the
proof can be made by analogous argument. uunionsq
5.3 Raviart–Thomas Interpolation Error Estimates
Theorem 3 For k ∈ N0, let {T,RT k(T ), Σ} be the Raviart–Thomas finite
element and IRTT the local interpolation operator defined in (3.8). Let ` be
such that 0 ≤ ` ≤ k. We then have the estimates
‖IRTT v − v‖L2(T )d ≤ CRTI HTh`T |v|H`+1(T )d ∀v ∈ H`+1(T )d. (5.6)
Here, CRTI := C
P,dC(T̂ , d, `, k) is a positive constant independent of T while
CP,d is the constant appearing in Lemma 7.
Proof Let vˆ ∈ H`+1(T̂ ). Let IRT
T˜
and IRT
T̂
respectively be the local interpo-
lation operators on T˜ and T̂ defined by (3.7), (2.5), and (2.6). From (5.2), we
have
‖IRTT v − v‖L2(T )d
|v|H`+1(T )d
≤ CP,dHT
hT
‖IRT
T˜
v˜ − v˜‖L2(T˜ )d
|v˜|H`+1(T˜ )d
. (5.7)
If q˜ ∈ P`(T˜ )d ⊂ RT k(T˜ ), we have IRT
T˜
q˜ = q˜. We therefore obtain, for any
q˜ ∈ P`(T˜ )d,
‖IRT
T˜
v˜ − v˜‖L2(T˜ )d
|v˜|H`+1(T˜ )d
≤
‖IRT
T˜
(v˜ − q˜)‖L2(T˜ )d
|v˜|H`+1(T˜ )d
+
‖q˜ − v˜‖L2(T˜ )d
|v˜|H`+1(T˜ )d
.
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Using inequality (5.1), the component-wise stability (5.4) and (5.5), we
have
‖IRT
T˜
(v˜ − q˜)‖L2(T˜ )d
|v˜|H`+1(T˜ )d
≤ h`+1T
(∑d
i=1 α
2
i ‖{IRTT̂ (vˆ − qˆ)}i‖2L2(T̂ )
)1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2
≤ C(k)h`+1T
(∑d
i=1 α
2
i
{
‖(vˆ − qˆ)i‖2H1(T̂ ) +
∑d
j=1
∥∥∥∂(vˆ−qˆ)j∂xˆj ∥∥∥L2(T̂ )
})1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2 .
By applying Theorem 1, we obtain
C(k)h`+1T inf
qˆ∈P`(T̂ )d
(∑d
i=1 α
2
i
{
‖(vˆ − qˆ)i‖2H1(T̂ ) +
∑d
j=1
∥∥∥∂(vˆ−qˆ)j∂xˆj ∥∥∥L2(T̂ )
})1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2
≤ C(T̂ , d, `, k)h`+1T
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2 .
Furthermore, using inequality (5.1), we have
‖q˜ − v˜‖L2(T˜ )d
|v˜|H`+1(T˜ )d
≤ h`+1T
(∑d
i=1 α
2
i ‖qˆi − vˆi‖2L2(T̂ )
)1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2 .
We apply Theorem 1 to obtain
h`+1T inf
qˆ∈P`(T̂ )d
(∑d
i=1 α
2
i ‖qˆi − vˆi‖2L2(T̂ )
)1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2
≤ C(T̂ , d, `)h`+1T
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2
(∑d
i=1 α
2
i |vˆi|2H`+1(T̂ )
)1/2 .
We thus have
‖IRT
T˜
v˜ − v˜‖L2(T˜ )d
|v˜|H`+1(T˜ )d
≤ C(T̂ , d, `, k)h`+1T . (5.8)
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We conclude from (5.7) and (5.8) that
‖IRTT v − v‖L2(T )d
|v|H`+1(T )d
≤ CP,dC(T̂ , d, `.k)h`+1T .
uunionsq
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