In this paper, an optimal allocation problem (APQ) with a quadratic objective function, a total resource constraint and an upper and lower bound constraint is considered. The APQ is a very basic and simple model but it can serve as a sub problem in the solution of the generalized allocation problem.
Introduction
The allocation problem to be considered in this paper. which we shall call the APQ. is to minimize the quadratic objective function (1) F(x) = l: fi (xi) == L (ai+bixi)x i iE:M iEM subject to (2) where The APQ is a very basic and simple model but it can serve as a subproblem in the solution of the generalized allocation or transportation problems which have quadratic objective functions. From the standpoint of the mathematical programming theory. the APQ is a strictly convex separable programming problem Furthermore, the APQ itself is an important problem in electrical power network systems. The problem of how to dispatch the load for each generator to minimize the generation cost under the constraint of each generator output limitation is called the economic load dispatch problem (ELD). [2] The ELD is the same as the APQ and is one of the most basic problem for power dispatch operations.
As mentioned above, the APQ is a worthwhile problem to study in detail.
In this paper, we would like to consider the algorithm for solving the APQ.
Although we can apply general quadratic programming algorithms to the APQ, we will apply the Lagrange relaxation method to the APQ. We can take the advantage of the problem structure, sinc,~, there is only one complicating constraint in the sense that the problem 'Nould be much easier if it were not present. [3] For example, Wolfe's method EoI' the quadratic programming problems uses the simplex method to solve the syst,~m of equations with complementary condi tions which represents the Kuhn-Tuck·cr' s condi tions as applied to quadratic programming problems. [4] But our approach should lead us to a simple result that we only solve an equation wiLl one variable. So even small computers may be used to implement the algorithms.
In section 2, we obtain an explicit 'cxpression of the dual function associated with the APQ by applying the Lagrange relaxation method. In section 3, we derive some properties of the derivative of the dual function. Algorithm using these properties are described in s,~c tion 4. Remarks for implementing the algorithms and computational results are shown in section 5 and section 6, respec ti vely. 
Preliminary
In this section the Lagrange relaxation method is applied to the APQ as preliminary to the following sections Define the Lagrange function L(X,A) associated with the APQ and lts dual function D(A) as follows. (3) or (4) L
Let X denote A maximizing D(A), then an XEC minimizing (4) for A = X is an optimal solution for the problem, and is denoted x. It can be shown (6) D(X) = F(x) unless D(X) = 00, in which case the problem is infeasible. Feasibility, however, can be easily checked by whether L 1.~B~ L d. holds or not.
Since the Lagrange function L(X,A) is separable, the xsC minimizing the L(X,A) is given by 
Thus the following equation (15) is obtained on referring to (7).
Let 0(1..) be the left hand side of (15) and define the linear function 0 0 (A) by deleting the brackets in the right hand of (15), i. e. ,
]. {l, ... ,m}, and bi>O, we have kO>k j ,
Then we have L,=a 3. (Illustrated in Fi.g. 1)
Lemma 3.
Q.E.D.
If a<l3, th':!n there exis ts a single subin terval r k = la, SJ such tha t In order to test the relative efficiency of the algorithms, 200 randomly generated problems were solved by each algorithm. The results are shown in Figure 2 and Table 1 . Figure 2 shows the computer times in milli-seconds and Table 1 shows the number of searched subintervals in algorithms SS and HB.
The following observations were made on their performance: Summarizing the comparisons of the algorithms, it can be seen that algorithm HB is efficient when the APQ must be solved for many data sets of coefficients or constants. On the other hand, algorithm SS is useful for problems when only the right hand quantity B is changed. .,. 
