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Abstract
This dissertation is cumulative and encompasses three self-contained research
articles. These essays share one common theme: the probability that a given
stochastic process crosses a certain boundary function, namely the boundary
crossing probability, and the related financial and statistical applications.
In the first paper, we propose a new Monte Carlo method to price a type of
barrier option called the Parisian option by simulating the first and last hitting
time of the barrier. This research work aims at filling the gap in the literature
on pricing of Parisian options with general curved boundaries while providing
accurate results compared to the other Monte Carlo techniques available in the
literature. Some numerical examples are presented for illustration.
The second paper proposes a Monte Carlo method for analyzing the sensitivity
of boundary crossing probabilities of the Brownian motion to small changes of the
boundary. Only for few boundaries the sensitivities can be computed in closed
form. We propose an efficient Monte Carlo procedure for general boundaries and
provide upper bounds for the bias and the simulation error.
The third paper focuses on the inverse first-passage-times. The inverse first-
passage-time problem deals with finding the boundary given the distribution of
hitting times. Instead of a known distribution, we are given a sample of first
hitting times and we propose and analyze estimators of the boundary. Firstly,
we consider the empirical estimator and prove that it is strongly consistent and
derive (an upper bound of) its asymptotic convergence rate. Secondly, we pro-
vide a Bayes estimator based on an approximate likelihood function. Monte Carlo
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experiments suggest that the empirical estimator is simple, computationally man-
ageable and outperforms the alternative procedure considered in this paper.
Keywords: Adaptive control variable, Bayes estimator, boundary crossing prob-
abilities, empirical estimator, exotic option pricing, first hitting time, inverse first
passage times, Monte Carlo simulation, Parisian options, Parisian times, pertur-
bation of the boundary, sensitivity analysis.
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Kurzfassung
Diese Dissertation ist kumulativ und umfasst drei eigensta¨ndige wissenschaftliche
Artikel. Diese Aufsa¨tze haben ein gemeinsames Thema: die Wahrscheinlichkeit,
dass ein bestimmter stochastischer Prozess eine bestimmte Grenzfunktion u¨ber-
schreitet und die damit verbundenen finanziellen und statistischen Anwendungen.
Im ersten Artikel wird eine neue Monte-Carlo-Methode vorgeschlagen, um
eine Art von Barriere-Option zu bewerten, die als Pariser Option bezeichnet wird.
Dies wird durch die Simulation der ersten und letzten Trefferzeit erreicht. Diese
Forschungsarbeit zielt darauf ab, die Lu¨cke in der Literatur u¨ber die Preisgestal-
tung von Pariser Optionen mit allgemein gekru¨mmten Grenzen zu schließen und
gleichzeitig genaue Ergebnisse im Vergleich zu den anderen in der Literatur ver-
fu¨gbaren Monte-Carlo-Techniken zu liefern. Zur Veranschaulichung werden einige
numerische Beispiele vorgestellt.
Die zweite wissenschaftliche Abhandlung stellt eine Monte-Carlo-Methode zur
Analyse der Sensitivita¨t der Grenzu¨berschreitungswahrscheinlichkeiten von einer
Brownschen Bewegung bei kleinen A¨nderungen der Grenze vor. Nur fu¨r wenige
Grenzen ko¨nnen die Sensitivita¨ten explizit berechnet werden. Wir schlagen ein
effizientes Monte-Carlo-Verfahren fu¨r allgemeine Grenzen vor und leiten Ober-
grenzen fu¨r die Verzerrung und den Simulationsfehler her.
Die dritte wissenschaftliche Abhandlung konzentriert sich auf die inversen
First-Passage-Zeiten. Inverse First-Passage-Zeiten behandeln das Problem, bei
gegebener Verteilung der Trefferzeiten die Grenze zu finden. Anstelle einer
bekannten Verteilung gehen wir von einer Stichprobe der ersten Trefferzeiten aus
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und schlagen Scha¨tzer der Grenze vor und analysieren diese. Als Ausgangspunkt
betrachten wir den empirischen Scha¨tzer und beweisen, dass er stark konsistent
ist und leiten (eine obere Grenze) seiner asymptotischen Konvergenzrate her.
Zweitens stellen wir einen Bayes-Scha¨tzer vor, der auf einer approximativen
Likelihood-Funktion basiert. Monte-Carlo-Experimente deuten darauf hin, dass
der empirische Scha¨tzer einfach, rechnerisch handhabbar ist und die in diesem
Artikel betrachteten alternativen Verfahren u¨bertrifft.
Schlagwo¨rter: Adaptive Kontrollvariable, Bayesscher Scha¨tzer, em-
pirischer Scha¨tzer, erste Trefferzeit, exotische Optionspreise, Grenzu¨berschre-
itungswahrscheinlichkeiten, inverse First-Passage-Zeit, Monte-Carlo-Simulation,
Pariser Optionen, die Pariser Zeit, Sensitivita¨tsanalyse, Sto¨rung der Grenzfunk-
tion.
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Chapter 1
Introduction
Events are often triggered when a stochastic process reaches a specified site (or set
of sites) at a specified time. This phenomenon has been studied extensively in the
literature and it occurs in many scientific disciplines including finance, economics,
statistics, biology, engineering, medicine etc. More specifically, in quantitative
finance the default of a firm can be thought of as a boundary crossing when the
value of debt exceeds the firm value. The evaluation of barrier options, which
are financial instruments whose payoff depends on whether or not the underlying
price process crosses the barrier level, is another field where boundary crossing
probabilities are involved. Apart from these financial settings, the boundary
crossing probabilities often appear in different areas of statistics. The distribution
of the one-sample Kolmogorov-Smirnov statistic which is the first passage time of
the process defined as the difference between the empirical and true distribution of
a random sample, to a constant boundary, the CUSUM-procedure for structural
change in the fluctuation test framework are some of these areas.
There are three underlying components to this phenomenon: the underlying
stochastic process, the boundary (or threshold, barrier) and the time scale. Spe-
cial attention is given to computing the boundary crossing probabilities (BCP) or
to deriving the distribution of hitting times of the boundary. In this thesis, the
certain relationships between these components are discussed. Firstly, the hit-
ting times of a general boundary under the Black-Scholes setting are investigated.
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Secondly, the sensitivity analysis of crossing probabilities with a perturbation of
the boundary is discussed. Finally, the unknown boundary is to be found when
the only available information is a sample of hitting times.
To be more precise, let (Wt)t≥0 be a standard Brownian motion starting at
W0 = 0 and b : R+ → R be a real function with b(0) > 0. The first passage time
(FPT) of W over b is defined as
τb = inf{t ≥ 0 | Wt ≥ b(t)}.
The corresponding boundary crossing probabilities (BCP) are
P (b;T ) = P (Wt ≥ b(t) for a t ∈ [0, T ]),
Note that P (b;T ) = P (τb ≤ T ) and the FPT density
fb(t) =
dP (τb ≤ t)
dt
,
for t > 0.
Explicit analytical solutions to boundary crossing probabilities exist only for
very few boundaries. The results of the BCP for a Brownian motion and a linear
boundary has been known since the beginning of the last century and it follows
as
P (b;T ) = 1− Φ
(
α + βt√
t
)
+ exp(−2αβ)Φ
(
βt− α√
t
)
with b(t) = α + βt, fb(t) =
α
t3/2
φ
(
α+βt√
t
)
for α ≥ 0, β ∈ R.
The two-sided linear boundary problem was studied in Doob (1949) and
Anderson (1960). Several authors have considered how to obtain the BCP
with a square-root boundary. Breiman (1967) studied boundaries of the form
b(t) = a
√
t, while Sato (1977) provided an asymptotic evaluation of the BCP with
b(t) = a
√
1 + t for some constant a. Salminen (1988) worked with b(t) =
√
d+ t
where d is constant.
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Another parametric family of one-sided boundaries, for which the FPT density
has the following explicit form
fb(t) =
1
t3/2
(
φ
(
bdan(t)√
t
)
− β
2
φ
(
bdan(t)− α√
t
))
,
is the so-called“Daniels boundaries”, b(t) = α
2
− t
α
log
(
β
2
+
√
β2
4
+ γe−α2/t
)
where
α > 0, β ≥ 0 and γ > −β2/4. The BCP can be calculated very easily for these
functions by using the method of images (for details, see Daniels (1969)).
Some of these boundaries will later be considered when providing a com-
parative performance analysis between the method developed in this thesis and
other available techniques. On the other hand, for general boundaries, one has
to apply numerical methods which give approximate solutions, some of which
are based on integral equations (Durbin and Williams (1992), Sacerdote and
Tomassetti (1996)), Girsanov transformation (Salminen (1988), Novikov et al.
(1999)), Monte Carlo (MC) simulation by piecewise linear approximation (Wang
and Po¨tzelberger (1997)).
Among these techniques MC simulation will be considered when BCP has to
be estimated for a general curved boundary. MC methods have a reputation of
being slow. In the case of valuing the financial derivatives by the MC method,
generating paths of the underlying process is usually required and this might lead
to a significantly increased computation time. Additionally, the ordinary MC
estimator converges at a rather slow rate. In order to improve this rate and to
increase the efficiency of the MC simulation by reducing the variance of estimates,
the adaptive control variate method can be employed and will be discussed in this
dissertation.
The reason why MC methods started to become more popular, especially
among the practitioners, is probably the ease with its implementation. Especially
for the valuation of exotic financial contracts, MC methods can be directly applied
from the contract’s term sheet without the necessity of any further mathematical
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formulations. This is particularly useful when there is no closed form solution
existing to certain problems. The improvement of parallel computing techniques,
involvement of multi-core computers in the industry and the academia, and the
adaptability of MC methods to multi-threading started to remove the skepticism
about the efficiency of Monte Carlo simulations.
Apart from this general introduction each chapter represents one article. Sec-
tion 1.1 gives insights from each research work.
1.1 Overview of Research Work
The following section provides a brief overview of the research articles included
in this dissertation:
Chapter 2: Adaptive Monte Carlo approach for pricing
Parisian options with general boundaries
First such application is in option pricing, specifically in exotic barrier option
pricing. A standard barrier option is an option that pays off like a standard call
or put with a given strike price in cases where a predefined barrier is hit or not.
A Parisian option is a type of barrier option which can only be exercised if the
underlying value process not only reaches a predefined barrier level but remains
for a certain prescribed time (so-called window period) below (or above) this level.
In this paper, we propose a new Monte Carlo method to price Parisian op-
tions. The main advantage of this approach is that it allows for the pricing of
Parisian options with general curved boundaries. This approach also enables a
direct simulation of the Parisian time, namely the first time when a Parisian con-
tract is triggered. Furthermore, we employ an adaptive control variable method
to improve the accuracy of the Monte Carlo simulation. Finally, we present nu-
merical examples and show that our method produces good simulation results
compared to the existing Monte Carlo methods.
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Chapter 3: Sensitivity of boundary crossing probabilities
of the Brownian motion
The paper analyzes the sensitivity of boundary crossing probabilities of the Brow-
nian motion to perturbations of the boundary. The first- and second-order sensi-
tivities, i.e. the directional derivatives of the probability, are derived. Except in
cases where boundary crossing probabilities for the Brownian bridge are given in
closed form, the sensitivities have to be computed numerically. We propose an
efficient Monte Carlo procedure.
Chapter 4: On the Empirical Estimator of the Boundary
in Inverse First-Exit Problems
First-exit problems for the Brownian motion (W (t)) or general diffusion pro-
cesses, have important applications. Given a boundary b(t), the distribution of
the first-exit time τ has to be computed, in most cases numerically. In the inverse
first-passage-time problems, the distribution of τ is given and the boundary b has
to be found. The boundary and the density of τ satisfy a Volterra integral equa-
tion. Again numerical methods approximate the solution b for given distribution
of τ . We propose and analyze estimators of b for a given sample τ1, . . . , τn of
first-exit times. The first estimator, the empirical estimator, is the solution of a
stochastic version of the Volterra equation. We prove that it is strongly consistent
and derive (an upper bound of) its asymptotics convergence rate. Finally this
estimator is compared to a Bayesian estimator, which is based on an approxi-
mate likelihood function. Monte Carlo experiments suggests that the empirical
estimator is simple, computationally manageable and outperforms the alternative
procedure considered in this paper.
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Chapter 2
Adaptive Monte Carlo Approach
For Pricing Parisian Options
With General Boundaries
6
2.1 Introduction
A Parisian option is a type of barrier option which can only be exercised if the
underlying value process not only reaches a predefined barrier level but remains
for a certain prescribed time (so-called window period) below (or above) this level.
One of the financial motivations behind the introduction of the Parisian options
is that it is less expensive than the corresponding knock-out option with same
characteristics. In addition, it is less sensitive to market manipulations than the
standard barrier option, as the short-term price movements of the underlying
value process can not activate a Parisian option.
The Parisian feature appears in various fields in finance. The valuation of
recallable convertible bonds is one of the applications. Gauthier (2002) shows
how the Parisian optionality can be used in real option theory. Other applications
in credit risk and life insurance can be found in Moraux (2002) and Chen and
Suchanecki (2007), respectively.
Closed form solutions for the value of Parisian contracts do not exist. Chesney
et al. (1997), who introduced Parisian options, derived closed form expressions
for the Laplace transform of the price of Parisian contracts. Bernard et al. (2005)
and Chen and Suchanecki (2011) develop inverse Laplace transform methods. In
order to price Parisian options, Haber et al. (1999) and Zhu and Chen (2013) use
a partial differential equation approach. Avellaneda and Wu (1999) use lattice
methods, while Costabile (2002) uses binomial trees for counting the number of
trajectories that satisfy the Parisian constraint and then compute the price using
a binomial algorithm based on the Cox-Ross-Rubinstein model. Dassios and
Lim (2013) obtain a recursive solution for the density function of the one-sided
Parisian stopping time by solving a Volterra integral equation of the first kind
and propose a procedure for pricing Parisian options. Later, the authors extend
their work to the two-sided case (Dassios and Lim, 2017).
In this article, we focus on the Monte Carlo (MC) simulation as a means of
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pricing Parisian options and propose a new MC method which can be used to price
Parisian options with general curved boundaries. Although there is a large litera-
ture on Parisian option pricing, not much attention has been put on an exhaustive
study about the Parisian options with non-constant deterministic boundaries be-
fore. The only exception, to our knowledge, is the paper by Costabile (2002),
who evaluated a Parisian exchange option with an exponential boundary. In this
context, this paper aims to fill this gap. The other contribution of this paper is
to incorporate the adaptive control variable method (see, for instance, (see, for
instance, Po¨tzelberger, 2012) into the Parisian option pricing. This, in particular,
increases the efficiency of MC simulation by reducing the variance of estimates.
Another contribution of our method is to develop an algorithm that can be used
to simulate the Parisian time directly. Finally, for comparison purposes we run
a simulation analysis to assess the accuracy of the price estimates obtained by
the existing MC methods in the literature (Bernard and Boyle, 2011; Anderluh,
2008).
In general, there are some difficulties which appear in the MC simulation.
Firstly, there is no explicit density or distribution function of the Parisian time,
the first time when a Parisian contract is activated (or deactivated). In order to
determine the starting point of an excursion below the boundary level, the last
hitting time of the boundary has to be simulated. Since the last hitting time is
not a stopping time, we can not use standard tools, such as the strong Markov
property, which constitutes the second difficulty. To tackle these difficulties, we
condition on the discrete sample paths and reverse the time in the intervals where
a crossing occurs and where the last hitting time needs to be determined.
There exist many types of Parisian options. The contracts can be calls, puts
or an even more general payoff, up or down, and they can also be in or out.
Another variation is due to two different ways of measuring the time spent above
or below a boundary level. It can be measured in a consecutive or cumulative
way. In the former case, the measurement of the time period is reset to zero
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every time the process hits the boundary and in the latter case, the total time
spent beyond the boundary is considered. In this paper, we consider consecutive
type contracts. For the purpose of simplicity, the down-and-in call option case
is reviewed throughout this article. Note that one can easily modify our method
for other cases.
The content of this article is as follows. In Section 2.2, we first give the
definitions and introduce the notation. Then in Section 2.3, we review the existing
MC methods to price Parisian options. In Section 2.4, the adaptive MC method
is introduced. Finally, a numerical example which compares the performance of
these methods is presented in Section 2.5. Section 2.6 concludes.
2.2 Underlying Setting
Let S = {St, t ≥ 0} denote the price of the underlying asset defined on the
probability space (Ω,F ,P) with filtration {Ft}t≥0, and be given by:
St = S0e
σ(ηt+Bt) (2.1)
where B is a standard Brownian motion under P, σ > 0 is the volatility,
η =
1
σ
(
r − σ
2
2
)
, (2.2)
and r > 0 the risk-free interest rate.
We consider a down-and-in Parisian call option with underlying asset S, ma-
turity T , strike price K and barrier level L ≤ S0. The holder of the option receives
a positive payoff only if the process S stays below the barrier level L for time
which is longer than H (the window period). Then, the arbitrage-free price of a
down-and-in Parisian contract (PDIC) is
PDIC(S0, L,K, T ) = e
−rTE[(ST −K)+1{TLH≤T}], (2.3)
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where TLH is defined by
TLH = inf{t ≥ 0 : St < L ∧ (t− ΓLt ) ≥ H} (2.4)
and ΓLt = sup{s ≤ t : Ss = L}, the last time before t that S equals L. In what
follows, for the ease of notation, we write PDIC(L) since the other parameters
S0, K and T are held fixed throughout the paper. By Girsanov’s theorem, a new
probability measure Q can be introduced such that the process W = {Wt =
ηt+Bt, t ≥ 0 } is a Q-Brownian motion. The Radon-Nikodym derivative is then
given by
dQ
dP
= eηWt−η
2T/2. (2.5)
Now, we can represent PDIC(L) under Q-dynamics,
PDIC(L) = e−rTEQ[eηWT−η2T/2(S0eσWT −K)+1{T lH≤T}], (2.6)
where
l :=
1
σ
ln
(
L
S0
)
, (2.7)
T lH = inf{t ≥ 0 : Wt < l ∧ (t− γlt) ≥ H} (2.8)
and γlt = sup{s ≤ t : Ws = l}. It is clear that γLt = ΓLt and T lH = TLH .
In the more general framework, the fair price of an option with a path-
dependent payoff function f(ST ) and a general curved boundary b(t) is computed
by
e−rTE[f(ST )1{T bH≤T}], (2.9)
where T bH is defined by
T bH = inf{t ≥ 0 : St < b(t) ∧ (t− Γbt) ≥ H}, (2.10)
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and Γbt = sup{s ≤ t : Ss = b(s)}.
2.3 Review of Existing Monte Carlo Methods
After the introduction of definitions and notations, we now review three different
Monte Carlo methods in this section: the naive approach, the method proposed
by Bernard and Boyle (2011), and the method developed by Anderluh (2008).
While the first two methods are based on path generation of the underlying asset
price S, hitting times are simulated in the Anderluh’s method. These methods
consider the Parisian option pricing under the constant boundary assumption.
Later, we show how our method can be modified for a general payoff function
and curved boundaries. In Section 2.5, these methods are compared based on
their accuracies and their mean squared errors (MSE).
2.3.1 The Naive MC Method
We follow the same notation of Bernard and Boyle (2011) to describe the naive
MC method for pricing Parisian options. Let t0 = 0, t1 = ∆, . . . , tm = m∆ = T .
For the sake of simplicity, we assume that the window period H is a multiple of
∆, H = ω∆, for ω ∈ N.
We generate n discrete paths of the asset price process by
Si+1 = Sie
(r−σ2/2)∆+σ√∆Zi , (2.11)
where (Zi)1≤i≤m is a sequence of independent, identically distributed standard
normal variables. PDIC can then be approximated by a discrete PDIC in the
following way
PDICd(L) = e−rT
1
n
n∑
j=1
[(SjT −K)+1{TL,dH ≤T}], (2.12)
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where, the discrete Parisian time TL,dH is given by
TL,dH = inf{i ∈ {ω, . . . ,m} : ∀j ∈ {0, . . . , (ω − 1)}, Si−j < L}. (2.13)
Since the asset price process is assumed to be monitored continuously, the
naive approach introduces a bias. The paths, which satisfy the discrete Parisian
condition, may not satisfy the continuous Parisian condition and therefore the
naive method results in an overestimated Parisian price.
2.3.2 The MC Method of Bernard and Boyle (BB)
Anderluh and van der Weide (2004) state that the Parisian option can be approx-
imated by using a standard barrier option with a modified barrier:
PDIC(L) ≈ DIC(L∗), (2.14)
where L∗ := Le−σ
√
He(−Hm
2/2)
√
pi/2 and DIC denotes the price of the standard down
and in barrier call. The idea behind this approximation is as follows. Clearly,
0 ≤ PDIC(L) < DIC(L) and by decreasing the barrier level L, one can find
a level L∗ such that the standard barrier option and the Parisian option have
the same price. Later, Bernard and Boyle (2011) point out that, although this
approximation does not work well for large values of H, it can be a suitable
control variable to derive an algorithm for pricing discretely monitored Parisian
options due to high correlation with PDIC.
Let XP (L1) be the discounted payoff of a Parisian option with a barrier L1
and XB(L2) be the discounted payoff of a standard barrier option with a barrier
L2. Let Xˆ
P = 1
n
∑n
i=1X
P
i and Xˆ
B = 1
n
∑n
i=1X
B
i be the MC estimates of the
payoffs of the Parisian option and the barrier option, respectively. Bernard and
Boyle (2011) use the following MC estimator:
XˆP (L1) + β
∗(DICd − XˆB(L2)), (2.15)
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where DICd, the discretely monitored standard barrier option, is used as a control
variable and β∗ is chosen to minimize the variance of the estimator. Similar to
the naive method, prices obtained by the BB approach will be higher than those
of continuously monitored Parisian options.
2.3.3 The MC Method of Anderluh
In this part, for the sake of completeness, we give the detailed review of the
method introduced in Anderluh (2008). Apart from the difficulties that appear
in the simulation process, there exists another issue due to the local behavior
of Brownian motion: the path has infinitely many zeros in every neighbourhood
of the first hitting time of the process. In order to overcome these difficulties,
Anderluh (2008) uses the simulation of the hitting times as a means of evaluation
of the Parisian contracts rather than the simulation of sample paths. Since the
Parisian times do not have an explicit density or distribution function, Parisian
hitting times are approximated by the hitting times of shifted constant levels. To
be more precise, let τ lH := inf{t > T lH : Wt = l}. Using conditioning and the
strong Markov property gives
PDIC(L) = e−(r+η
2/2)TEQ[eηWT (S0eσWT −K)+1{T lH≤T}]
= e−(r+η
2/2)TEQ[1{τ lH≤T}e
ηW
τl
HEQ[eη(WT−WτlH )(S0eσWT −K)+|Fτ lH ]]
= eηlEQ[1{τ lH≤T}e
−(r+η2/2)TEQ[eη(WT−WτlH )(Leσ(WT−WτlH ) −K)+|Fτ lH ]]
= eηlEQ[1{τ lH≤T}e
−(r+η2/2)τ lHe−(r+η
2/2)(T−τ lH)EQ[eηWt(LeσWt −K)+]t=T−τ lH ]
= eηlEQ[1{τ lH≤T}e
−(r+ η2
2
)τ lHBSC(L, T − τ lH)], (2.16)
where BSC(L, T − τ lH) is the value of a vanilla call option with maturity T − τ lH
and initial asset price L. Under the assumption that the strike price K is above
the barrier L, the following fact is used in the second line
{ST > K} ∩ {T lH ≤ T} = {ST > K} ∩ {τ lH ≤ T} a.s..
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In order to approximate τ lH ,  > 0 is fixed and the barrier level L is shifted to
the level L −  with the corresponding transformed level l′ = 1/σ ln(L−
S0
). Let
F0,l′ denote the distribution of the first hitting time of W hitting l
′
starting in
0. A sample, say τ1, is generated from F0,l′ . Then τ2 is sampled from Fl′ ,l.
The stationarity and the symmetry of the standard Brownian motion assure that
Fl′ ,l = Fl,l′ = F0,(l′−l). At this point, if τ1 + τ2 ≥ T , the PDIC becomes worthless
since the asset price path stays below the strike price at maturity. If τ1 + τ2 ≤ T ,
then τ2 is checked. The sample is kept if τ2 > H, as the Parisian constraint
is satisfied. If τ2 < H, another hitting time, τ3, is simulated from Fl,l′ . This
continues until either the option expires worthless (the sample is thrown away),
or the Parisian constraint is satisfied (the sample is kept).
For the simulation of the hitting times, the inverse distribution function of
the hitting time of the level l by a standard Brownian motion is needed. Since
F0,l(t) = 2Φ
(
l√
t
)
, the inverse distribution function is then F−10,l (y) =
(
l
Φ−1(y/2)
)2
.
We can now easily obtain samples from the distribution described by F0,l.
The choice of  plays a crucial role. The computational time increases for
smaller values of . On the other hand, for larger values of , more sample paths
which do not hit the barrier level L−  but stay below the barrier L for a longer
time which exceeds the window period H are ignored.
2.4 Adaptive Monte Carlo Method
We already mentioned about the lack of an exhaustive study about the Parisian
options with non-constant deterministic boundaries, with the exception of Costa-
bile (2002), who evaluated a Parisian exchange option with an exponential bound-
ary. The most important contribution of our paper is to develop a MC method to
value Parisian options with more general curved boundary b(t). In Section 2.4.1,
we first explain our method under the constant boundary condition. In Section
2.4.2, we approximate any given boundary by piecewise linear boundaries and
extend the method introduced in the first part to this general case. Finally in
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Section 2.4.3, we introduce an adaptive control variable to enhance the quality of
MC estimates obtained in the first two subsections.
2.4.1 Constant Boundary
In this part, we propose an alternative Monte Carlo method to estimate Parisian
times T lH for a constant boundary level l. Then, by using the estimated times
and the valuation formula in Equation (2.3), we derive the fair price of a Parisian
contract.
The main goal of our method is to determine Brownian excursions whose
length is longer than H. In order to determine these excursions, we need to find
for each excursion, the first and the last time when the process hits the barrier
level. We show below how to obtain these random times.
To ease the explanation, we categorize the interval types. An interval is said
to be a crossing-interval if a crossing occurs in it. An interval is said to be active
or inactive if both endpoints are below or above the boundary, respectively. The
method we propose consists of the following steps:
(4.1.1) We first generate n discrete Brownian motion paths of size m,
(W jt1 , . . . ,W
j
tm) for j = 1, . . . , n.
(4.1.2) By conditioning on the values at the gridpoints, we obtain Brownian
bridges for each interval.
(4.1.3) Under the assumption that H = ω∆, for ω ∈ N \ {0}, we only consider
the blocks of active-intervals, that is of length at least ω − 1. All other
blocks clearly do not fulfill the Parisian constraint.
(4.1.4) For each crossing-interval whose left endpoint is above (below) the bound-
ary level and right endpoint is below (above) the boundary level, we gen-
erate a last (first) hitting time.
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(4.1.5) For each block that satisfies Step 3, and each active-interval [ts−1, ts] in
this block, we generate additional random variables Ys ∈ {0, 1} such that
P (Ys = 1) = 1− exp
(
− 2
∆
(l −Ws−1)(l −Ws)
)
. (2.17)
Equation (2.17) is related to the boundary crossing probabilities of the
Brownian bridge. If Ys = 1 for all active-intervals in the block, the process
W is known to lie below the boundary level not only at the gridpoints
but also in between the gridpoints.
(4.1.6) For each active-interval with Ys = 0, we generate both the first and the
last hitting time.
(4.1.7) We check whether there is any excursion of length longer than H.
In order to generate the first and the last hitting times, we take a closer look
at the distribution of first hitting time of the Brownian bridge that is mentioned
in Step 2. The distribution of a Brownian bridge at time t ∈ [ts−1, ts] is
Wt|{Wts−1 = ws−1,Wts = ws} ∼ N(µt, σ2t ), (2.18)
where
µt =
ws−1(ts − t) + ws(t− ts−1)
ts − ts−1 , (2.19)
σ2t =
(ts − t)(t− ts−1)
ts − ts−1 . (2.20)
Let τ be the first hitting time, τ = inf{t ∈ (ts−1, ts) | Wt = l}. We consider the
following four cases.
Case 1. Wts−1 = ws−1 < l and Wts = ws > l (crossing-interval).
Case 2. Wts−1 = ws−1 > l and Wts = ws < l (crossing-interval).
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Case 3. Wts−1 = ws−1 < l, Wts = ws < l and given that there is a crossing
(active-interval).
Case 4. Wts−1 = ws−1 > l, Wts = ws > l and given that there is a crossing
(inactive-interval).
Proposition 2.4.1. Let Fws−1,wsτ (t) be the distribution function of τ . Then
Fws−1,wsτ (t) can be derived for each of these cases in the following way:
Fws−1,wsτ (t) =

1− Φ
(
l−µt
σt
)
+ exp(−ct/σ2t )Φ
(
l−νt
σt
)
, if Case 1 holds,
Φ
(
l−µt
σt
)
+ exp(−ct/σ2t )− exp(−ct/σ2t )Φ
(
l−νt
σt
)
, if Case 2 holds,
1−
 Φ( l−βtσt )exp(et/σ2t )− Φ( l−γtσt )exp(dt/σ2t )
exp
(
− 2
ts−ts−1 (l−ws−1)(l−ws)
)
 , if Case 3 holds,
1−
 (1−Φ( l−βtσt ))exp(et/σ2t ) −(1−Φ( l−γtσt ))exp(dt/σ2t )
exp
(
− 2
ts−ts−1 (l−ws−1)(l−ws)
)
 , if Case 4 holds,
(2.21)
where
at =
2σ2t (ws−1 − bm(ts−1))
(t− ts−1) ,
νt = µt − at,
ct =
2σ2t (ws−1 − bm(ts−1))
(t− ts−1) (µt − bm(t))−
2σ4t (ws−1 − bm(ts−1))2
(t− ts−1))2 ,
dt =
2σ2t (ws − bm(ts))
(ts − t) ,
βt = µt − dt,
γt = µt − (at + dt),
et = dt(µt − bm(ts−1))− d
2
t
2
,
ft = (at + dt)(µt − bm(t))− (at + dt)
2
2
,
and Φ is the cumulative distribution function of a standard normal distribution.
(The proof of Proposition 2.4.1 is skipped, but may be obtained from the author.)
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In Step 4, we aim at obtaining a sample of last hitting times for each crossing-
interval, where Case 2 holds. In order to achieve this goal, we time-reverse the
Brownian bridge that is defined in this interval. The time-reversed process is
again a Brownian bridge. However, now Case 1 needs to be considered. By using
Equation (2.21), we can obtain a sample. For a crossing interval, where Case 1
holds, we are interested in obtaining a right endpoint for the excursion. Therefore,
we generate a first hitting time by using Equation (2.21).
In Step 6, the sample path stays below the boundary in the endpoints. How-
ever, it makes a crossing in between the endpoints. Therefore, we want to have
both the first and the last hitting time. Equation (2.21) in Case 3 is used to
generate a first hitting time. After the first hit, in the remaining time, we are
interested in the last hitting time. To obtain a sample, we time-reverse the Brow-
nian bridge defined at the remaining time, and obtain the first hitting time of
this reversed process.
To draw samples for the first hitting times from the distribution Fws−1,wsτ
given in Equation (2.21), we generate a random number u from the uniform
distribution in the interval [0, 1]. Then, (Fws−1,wsτ )
−1(u) is taken as a sample. To
draw samples for last hitting times, after the time-reversal (1− Fws,ws−1τ )−1(u) is
taken as a sample.
Once we have generated the first and last hitting times for the excursions, we
can now check whether there is an excursion that satisfies the Parisian constraint.
After following Steps 1– 7, we have the Parisian times (T lH)j=1,...,n. Then we get
the following price estimate for a Parisian contract, denoted by P̂DIC(L), by
using the valuation formula in Equation (2.3),
P̂DIC(L) = e−rT
1
n
n∑
j=1
[eηW
j
T−η2T/2(S0eσW
j
T −K)+1{T lH≤T}]. (2.22)
18
2.4.2 Approximation by Piecewise Linear Boundaries
In this section, we extend the method developed in Section 2.4.1 to more general
curved boundary b(t).
We first approximate b(t) by a piecewise linear function bm(t) on the partition
t1, . . . , tm. We proceed in a similar way as in Section 2.4.1. Since this time we
are interested in the hitting times of a linear boundary, but not of a constant
boundary l, the distribution function in Equation (2.21) needs to be modified.
Let τm be the first hitting time τm = inf{t ∈ (ts−1, ts) | Wt = bm(t)}. We
again consider four cases.
Case 5. Wts−1 = ws−1 < bm(ts−1) and Wts = ws > bm(ts) (crossing-interval).
Case 6. Wts−1 = ws−1 > bm(ts−1) and Wts = ws < bm(ts) (crossing-interval).
Case 7. Wts−1 = ws−1 < bm(ts−1), Wts = ws < bm(ts) and given that there is a
crossing (active-interval).
Case 8. Wts−1 = ws−1 > bm(ts−1), Wts = ws > bm(ts) and given that there is a
crossing (inactive-interval).
Proposition 2.4.2. Let Fws−1,wsτm (t) be the distribution function of τm. Similar
to Proposition 2.4.1, Fws−1,wsτm (t) can be derived for each of these cases in the
following way:
Fws−1,wsτm (t) =

1− Φ
(
bm(t)−µt
σt
)
+ exp(−ct/σ2t )Φ
(
bm(t)−νt
σt
)
, if Case 5 holds.
Φ
(
bm(t)−µt
σt
)
+ exp
(
−ct
σ2t
)
− exp
(
−ct
σ2t
)
Φ
(
bm(t)−νt
σt
)
, if Case 6 holds.
1−
 Φ( bm(t)−βtσt )exp(et/σ2t ) −Φ( bm(t)−γtσt )exp(ft/σ2t )
exp
(
− 2
ts−ts−1 (bm(ts−1)−ws−1)(bm(ts)−ws)
)
 , if Case 7 holds.
1−
 (1−Φ( bm(t)−βtσt ))exp(et/σ2t ) −(1−Φ( bm(t)−γtσt ))exp(ft/σ2t )
exp
(
− 2
ts−ts−1 (bm(ts−1)−ws−1)(bm(ts)−ws)
)
 , if Case 8 holds.
(2.23)
where
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at =
2σ2t (ws−1 − bm(ts−1))
(t− ts−1) ,
νt = µt − at,
ct =
2σ2t (ws−1 − bm(ts−1))
(t− ts−1) (µt − bm(t))−
2σ4t (ws−1 − bm(ts−1))2
(t− ts−1))2 ,
dt =
2σ2t (ws − bm(ts))
(ts − t) ,
βt = µt − dt,
γt = µt − (at + dt),
et = dt(µt − bm(ts−1))− d
2
t
2
,
ft = (at + dt)(µt − bm(t))− (at + dt)
2
2
.
(The proof of Proposition 2.4.2 is skipped, but may be obtained from the author.)
Note that the boundary crossing probabilities given in Equation (2.17) are
replaced by the following probabilities
P (Ys = 1) = 1− exp
(
− 2
∆
(bm(ts−1)−Ws−1)(bm(ts)−Ws)
)
. (2.24)
Similarly to what is explained in Section 2.4.1, we now follow Steps 1 – 7, and
obtain the Parisian times (T lH)j=1,...,n. Again by using the valuation formula in
Equation (2.3), we estimate the price of a Parisian contract.
Let PDIC(bm) denote the fair price of Parisian contract with the approxi-
mating boundary bm and let P̂DIC(bm) denote the corresponding MC estimator.
Then we have the following error
PDIC(b)− P̂DIC(bm) = PDIC(b)− PDIC(bm) + PDIC(bm)− P̂DIC(bm).
Here PDIC(b) − PDIC(bm) is the bias introduced due to the approximation
of the boundary and PDIC(bm) − P̂DIC(bm) corresponds to the standard MC
20
error. A slight modification of Theorem (2.2) in Po¨tzelberger (2012) suggests
that the bias decreases at a rate of O(1/m) provided that the boundary b is twice
continuously differentiable. The next section focuses on the variance reduction in
order to improve the accuracy of the estimator obtained in the current section.
2.4.3 Adaptive Control Variable
In this section, we introduce an adaptive control variable to enhance the quality
of MC estimates obtained in Subsections 2.4.1 and 2.4.2. We use mean squared
errors (MSE) as an assessment criteria for MC methods. Empirical studies sug-
gest that the bias introduced in the simulations is rather small compared to the
variance. For this reason, we focus on reducing the variance of the simulation to
increase the efficiency of Monte Carlo estimates obtained from (2.22). We apply
the adaptive control variable method as it is used in Po¨tzelberger (2012). In
this method, instead of using a control variable with a known expectation, we
introduce a control variable whose expectation has to be simulated. In the stan-
dard control variable approach, if E[g] has to be estimated, one estimates instead
g∗ = g − β(h − E[h]) with Var[g∗] < Var[g] for a suitably chosen constant β.
The variable h is called a control variable and its expectation can be computed
analytically. On the other hand, in the adaptive control variable approach, we
choose h in such a way that it is less difficult to estimate E[h] than to estimate
E[g]. We now provide some details about the method.
Let ti = T · i/m1, i = 0, 1, · · · ,m1, be a uniform partition on the interval [0, T ].
We choose a number m2 such that, for simplification purposes, m1 is a multiple
of m2, m1 = m2α. Let boundary b be approximated by the piecewise linear
boundaries bm1 and bm2 . Suppose that gm denotes a simulation of a discounted
payoff of a Parisian option with m many discrete points. As a control variable, we
choose gm2 and then, generate n2 discrete Brownian paths defined on the uniform
partition (tiα), i = 0, 1, · · · ,m2 to estimate its expectation, E[gm2 ] := P̂DIC(bm2)
via (2.22).
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In the next step, we generate n1 discrete Brownian paths (W
j
t1 , . . . ,W
j
tm1
),
j = 1, . . . , n1. For each generated path, the outcome of the j-th simulation using
adaptive control variable is
gjm1 − β(gjm2 − P̂DIC(bm2)), (2.25)
where β is a constant, gjm1 and g
j
m2
are obtained by (2.22).
Then by taking the expectation of (2.25), we get the following price estimate
of a Parisian contract:
P̂DIC
cv
(bm1) =
n1∑
j=1
gjm1 − β∗(gjm2 − P̂DIC(bm2))
n1
, (2.26)
where β∗ is chosen optimally to reduce the variance of the estimator, namely
β∗ =
Cov(gm1 , gm2)
Var(gm1)
. (2.27)
In the adaptive method, our computational budget, denoted by N , which is
the total number of Gaussian (univariate) random variables generated, is shared
equally between the estimation of P̂DIC
cv
(bm1) and P̂DIC(bm2). Hence, we choose
m1,m2, n1, n2 such that N/2 = m1n1 = m2n2. Since we use the same paths for
estimating the discounted payoffs for gm1 and gm2 , the correlation between these
two variables is high, which results in a significant variance reduction.
2.5 Numerical Example
We now provide numerical examples to illustrate how the adaptive MC method
performs compared to the methods explained in Section 2.3. In this comparison,
we use the same number of Gaussian random numbers, N for each method. In
the naive, BB and adaptive MC methods, N is the product of the partition length
and the number of discrete paths generated, while in the Anderluh’s method, N
is the number of simulated hitting times.
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In the following, we first provide the simulation results for a constant bound-
ary case. Then the simulation outcomes of the adaptive MC method with an
exponential boundary is shown.
2.5.1 Constant Boundary
Table 2.1 gives the parameters used in this section. Note that the window period,
H and the initial asset price value S0 are not held constant. In order to create a
benchmark, we use the prices obtained by an inverse Laplace transform method
(see Bernard et al., 2005, exhibit 4). These prices are given in Table 2.2 for
different values of H and S0.
Table 2.1: Data.
K L σ r T
95 90 20% 5% 1 Year
Table 2.2: Benchmark prices for constant boundary.
S0/H 1 day 2 weeks 3 months
92 4.6966 2.4776 0.4458
100 2.0893 0.9951 0.1353
Table 2.3: The adaptive MC estimates and MSE (in parentheses).
S0/H 1 day 2 weeks 3 months
92 4.6902 2.4896 0.4520
(5.41× 10−3) (3.84× 10−3) (8.30× 10−5)
100 2.0848 0.9945 0.1381
(2.04× 10−3) (8.08× 10−5) (1.63× 10−4)
The prices in Table 2.3 are obtained by our adaptive MC method. In these
computations, the 1-year time interval is divided into 250 steps, with each step
representing a day and the number of paths generated is 3 × 105. Results show
that prices are close to those given in Table 2.2. Additionally, mean squared
errors are given in the parentheses. Table 2.3 shows that the prices of the down-
in Parisian call decrease as the window period H increases and the adaptive
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MC method provides more accurate results as the difference between S0 and L
increases (second row).
Table 2.4: Comparison of the price estimates obtained by the naive MC, the
MC method of Boyle and Bernard (BB), the MC method of Anderluh (A) and
the adaptive MC method (AMC). MSE are given in parentheses.
Method N = 104 N = 105 N = 106
Naive 1.0436 1.0473 1.0560
(2.53× 10−3) (2.74× 10−3) (3.71× 10−3)
BB 1.0534 1.0556 1.0551
(3.44× 10−3) (3.66× 10−3) (3.61× 10−3)
A 0.9972 0.9886 0.9937
(1.95× 10−4) (5.63× 10−5) (3.23× 10−6)
AMC 0.9935 0.9932 0.9961
(2.13× 10−4) (2.16× 10−5) (2.67× 10−6)
Table 2.4 summarizes the simulation results for the four different Monte Carlo
methods explained in Section 2.3 for different numbers of N . For Anderluh’s
method,  is taken to be 0.5 and for the remaining methods, 1-year time interval
is divided into 250 steps. From these results we see that the naive and BB
method introduce significant biases as expected. We also see that Anderluh’s
and the adaptive MC methods produce very close estimates, though the most
accurate price estimates are achieved by the adaptive MC method. In terms of
MSE, Anderluh’s method is better for N = 104, but for larger sample sizes, the
adaptive MC methods outperforms the other methods. We conclude this section
by stating that although the main advantage of the adaptive MC methods is to
price Parisian options with more general curve boundaries, our method performs
also well for the constant boundary.
2.5.2 Exponential Boundary
In this section, we consider an exponential boundary b(t) = 90e−0.1t for t ∈ [0, T ],
where T is finite. For a window period equal to zero, the Parisian down-and-in
call reduces to a standard down-and-in barrier option with b(t) for which a closed
form solution exists. Knowing this solution enables us to assess the performance
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of the proposed adaptive control MC method in the case of curved boundary. The
fair price of a down-and-in barrier call, for b(t0) ≤ S0, is
DIC(S0, b(t), K, T ) = e
−rTE[(ST −K)+1{T b≤T}], (2.28)
where T b is given by,
T b = inf{t ≥ 0 : St < b(t)}. (2.29)
By defining S˜t :=
St
bt
, we can rewrite (2.28) in the following way:
DIC(S0, b(t), K, T ) = e
−(r+0.1)T b(T )E
[(
S˜t − K
b(T )
)+
1{T 1≤T}
]
= e−(r+0.1)T b(T )DIC(S˜0, 1, K/b(T ), T ),
where T 1 = inf{t ≥ 0 : St
b(t)
= S˜t < 1}.
In the case of a window period greater than zero, there is no available analyt-
ical solution for pricing Parisian options with an exponential boundary. In order
to provide a benchmark, we generate N = 1010 random variables to obtain the
Parisian prices with the adaptive control MC method. Table 2.5 summarizes the
corresponding simulation results.
Table 2.5: Benchmark prices for b(t) = 90e−0.1t.
S0/H 0 days 1 day 3 months
92 4.7094 3.8774 0.2022
100 1.4297 1.1351 0.0400
The benchmark prices presented in Table 2.5 are then used to compute MSE
for the estimates obtained by generating N = 107, 108, 109 random variables.
Table 2.6 lists these MSE and the prices of Parisian options corresponding to
various window periods. The last row exhibits the numerical results obtained by
Costabile (2002) for comparison purposes. The first column, where H is taken
to be zero, presents the price of a standard barrier option in which analytical
values are known explicitly. This case gives us a chance to evaluate the perfor-
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Table 2.6: The MC estimates and MSE (in parentheses) for exponential
boundary.
S0 = 92 S0 = 100
0 days 1 day 3 months 0 days 1 day 3 months
N = 107 4.6158 3.9394 0.2192 1.3964 1.1424 0.0431
(9.08× 10−3) (4.32× 10−3) (3.1× 10−4) (1.18× 10−3) (1.68× 10−4) (1.34× 10−5)
N = 108 4.6787 3.8685 0.1991 1.4106 1.1346 0.0394
(9.84× 10−4) (1.30× 10−4) (1.10× 10−5) (3.75× 10−4) (1.43× 10−6) (4.46× 10−7)
N = 109 4.7122 3.8822 0.2043 1.4275 1.1376 0.0394
(1.24× 10−5) (2.84× 10−5) (4.78× 10−6) (5.97× 10−6) (1.78× 10−5) (7.65× 10−7)
Costabile 4.3941 3.5399 0.2075 1.4143 1.1114 0.0457
mance of Costabile (2002) and the adaptive MC method. For S0 = 92, the result
of Costabile’s method seems to deviate from the analytical solution, while the
adaptive MC method provides more accurate results. In the case of S0 = 100,
Costabile’s method performs better but nevertheless it is outperformed by the
adaptive MC method. When the number of MC simulations increases, we ob-
serve a fast convergence of the estimates obtained by the adaptive MC to the
benchmark prices.
2.6 Conclusion
In this paper, we proposed a new MC method for pricing Parisian options. The
main contribution of this new method is that it can be used to price Parisian
options not only with constant boundaries but also with more general boundaries.
In this aspect, this method is more flexible compared to the other methods for
calculating Parisian prices where a constant boundary assumption is required.
One can easily adapt this method to value other options with more complicated
path-dependent payoffs. Another contribution is to enable simulating Parisian
times directly.
The difficulties, such as not having an explicit density or distribution function
of the Parisian time and the last hitting not being a stopping time, arise in the MC
simulation. In order to deal with these problems, we developed a method based
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on simulating the last hitting time by the time-reversion of the Brownian bridge.
Furthermore, the adaptive control variable technique improves the convergence
of the MC estimator. Finally, numerical examples are provided to assess the
accuracy of the estimates obtained by different methods.
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Chapter 3
Sensitivity of Boundary Crossing
Probabilities of the Brownian
Motion
This article has been accepted for publication in the January 2019 issue of Monte
Carlo Methods and Applications:
Sercan Gu¨r and Klaus Po¨tzelberger. Sensitivity of boundary crossing probabil-
ities of the Brownian motion. Monte Carlo Methods and Applications, 25(1):
75–83, 2019. doi10.1515/mcma-2019-2031.
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3.1 Introduction
This paper proposes a Monte Carlo method for analyzing the sensitivity of bound-
ary crossing probabilities (BCP) of the Brownian motion (BM) to small changes
of the boundary. We define first- and second-order sensitivities as the directional
derivatives of the probability of a standard Brownian motion crossing a perturbed
boundary.
Applications of the results are the analysis of local alternatives for certain sta-
tistical tests, such as CUSUM-procedures, the sensitivity of financial derivatives
with payoffs including a barrier component and credit risk models, with default
modelled by a value process crossing some boundary.
More precisely, consider a testing problem, that is either exactly or asymp-
totically equivalent to the following: A process (Xt)0≤t≤T , such as cumulated
residuals, is distributed, under a null hypothesis, as a standard Brownian motion
H0 : (Xt)0≤t≤T ∼ (Wt)0≤t≤T . Under the alternative hypothesis, it is distributed
as a Brownian motion with drift H1 : (Xt)0≤t≤T ∼ (Wt + g(t))0≤t≤T , with T some
specified time horizon. For given significance level α, a boundary b(t) is chosen,
such that P (Wt ≥ b(t) for at least one t ≤ T ) = α. The power of the test is then
P (Wt+g(t) ≥ b(t) for at least one t ≤ T ). It is convenient to express the power as
a function of the boundary, i.e. Π(g) = P (Wt ≥ b(t)−g(t) for at least one t ≤ T ).
The analysis of local alternatives chooses g(t) = h(t), with h fixed and  small,
i.e. it considers directional derivatives of the mapping Π.
In the financial applications, we have a process (St)0≤t≤T , which is the un-
derlying in the case of a barrier option or the value of a company in the credit
risk application. The payoff of the barrier option depends on whether (St) has
crossed a specified barrier b(t). The company defaults, if its value crosses below
the boundary b(t). Again, we are interested in the sensitivity of the price of the
barrier option or the probability of default, or possibly the price of derivatives
on an underlying with credit risk, with respect to small changes either of the
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boundary b(t) or the drift of (St).
The findings of this paper can be viewed as a supplement to work on approx-
imation rates of boundary crossing probabilities, such as presented by Borovkov
and Novikov (2005), Novikov et al. (1999), Wang and Po¨tzelberger (1997), Wang
and Po¨tzelberger (2007), Po¨tzelberger and Wang (2001), Po¨tzelberger (2012).
We tend to borrow the well-established notation from the theory of statistical
hypothesis testing.
In Section 3.2 we give a precise definition of the problem and derive the so-
called first- and second-order sensitivities. Only for few boundaries the boundary
crossing probabilities are given in closed form and only for these boundaries the
sensitivities can be given in closed form. Section 3.3 provides results for linear
boundaries. Section 3.4 proposes Monte Carlo methods for estimating the first-
and second-order characteristics. The methods are based on adaptive control vari-
ables, a variance reduction technique, especially promising for estimating bound-
ary crossing probabilities, introduced in Po¨tzelberger (2012). Upper bounds for
the bias and the simulation error are given. Section 3.5 presents results and
discussion on numerical experiments.
3.2 Local Alternatives
Let (Wt)t≥0 be a standard Brownian motion starting from 0, T > 0 a fixed time-
horizon, b(t) a real function, the boundary, satisfying b(0) > 0. Let N(b) =
{∃t ≤ T such that Wt ≥ b(t)} denote the event of crossing the boundary in the
interval [0, T ], and let P (N(b)) be the probability that (Wt) touches or crosses
the boundary b. P (N(b)) is the level of the test and we abbreviate it by α. Let
H =
{
h | ∃h′ ∈ L2[0, T ] with h(t) =
∫ t
0
h′(s)ds
}
and let 〈. .〉 and ‖.‖ denote the inner product and the norm on L2[0, T ]. We are
interested in P (N(b − h)), with h ∈ H and  > 0 small. The pair (h, ) defines
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a local alternative in the sense that under (h, ), (Wt) is a Brownian motion with
drift ( h(t)). The power of the test at (h, ) is thus P (N(b −  h)). Applying
Girsanov’s transformation gives
P (N(b−  h)) = E
(
IN(b) exp
(

∫ T
0
h′(t)dWt − 
2
2
‖h′‖2
))
. (3.1)
The mapping  7→ P (N(b −  h)) is infinitely often differentiable. We define the
first- and the second-order sensitivities
γ(h′) = − ∂
∂
P (N(b−  h)) |=0
= E
(
IN(b)
∫ T
0
h′(t)dWt
)
,
κ(h′, h′) =
∂2
∂2
P (N(b−  h)) |=0
= E
(
IN(b)
(∫ T
0
h′(t)dWt
)2)
− α‖h′‖2.
Note that γ : L2[0, T ] → R is a bounded linear functional. The Riesz represen-
tation theorem implies the existence of g(t) ∈ L2[0, T ], such that γ(h′) = 〈g, h′〉.
This function g is called the gradient. It is the direction in L2[0, T ] with steepest
ascent of the power function. Let
G(t) =
∫ t
0
g(s) ds (3.2)
Then
γ(h′) =
∫ T
0
g(s)h′(s) ds =
∫ t
0
g(s) ds = G(t)
and
∫ T
0
h′(s)dWs = Wt show that
G(t) = E(IN(b)Wt). (3.3)
G is called the integrated gradient. It is the direction, in H, of steepest as-
cent of the power. Note that the power function changes significantly in a one-
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dimensional direction only, i.e. in the subspace generated by the gradient g.
Properties of G or g are called the first-order properties. Let
κ(h′1, h
′
2) = E
(
IN(b)
∫ T
0
h′1(t)dWt
∫ T
0
h′2(t)dWt
)
− α〈h′1, h′2〉. (3.4)
Note that κ is a bounded and symmetric bilinear form on L2[0, T ], κ(h′1, h
′
1) +
α‖h′1‖2 is positive. There exists a self-adjoint operator A : L2[0, T ] → L2[0, T ],
such that
κ(h′1, h
′
2) =
∫ T
0
h′1(s)A(h
′
2)(s) ds.
We call properties of A second-order properties. Second-order properties are
useful mainly for checking the quality of the linear approximation to the power
function, provided by the first-order properties, but are considered less important.
Of interest are spectral properties of A, i.e. more or less the eigenvalues and the
eigenfunctions of A.
The spectrum of A is bounded, it is a subset of [−α, 1−α], thus second- order
properties cannot matter too much. The bilinear form κ is in the general case
neither positive definite nor negative definite. This is indicated by the fact that
 7→ P (N(b− h)) is a bounded function, with limits 0 and 1. It should be convex
or concave on certain intervals. If the interesting case is a small level α, intuition
suggests that it is convex near  = 0 and therefore the spectrum of A should have
also positive elements. Of main interest is the maximum of the spectrum, i.e.
λ∗b = max{κ(h′, h′) | ‖h′‖ = 1}. (3.5)
Section 3.4 proposes an upper bound to λ∗b that is easily computable and holds
for all boundaries if α is given. Monte Carlo simulation suggests that this bound
is rather tight.
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3.3 First-Order Sensitivities for Linear Bound-
aries
In the case of a linear boundary b(t) = β0 + β1 t, β0 > 0, G can be computed in
closed form. Let T = 1. Then Wt | (W1 = y) ∼ N(ty, σ2(t)), with σ2(t) = t(1−t).
We have, since E(Wt) = 0,
G(t) = E(IN(b)Wt)
= −E(IN(b)cWt)
= −
∫ b(1)
−∞
∫ b(t)
−∞
x
(
1− e−2b(0)(b(t)−x)/t) (1− e−2(b(t)−x)(b(1)−y)/(1−t))
×φty,σ2(t)(x)φ(y) dx dy.
We define for a, b, u, v, w,
A(a, b, u, v, w) =
∫ a
−∞
∫ b
−∞
xe−(ux+vy+wxy)φty,σ2(t)(x)φ(y) dx dy. (3.6)
Only the cases w = 0 and w = 2/(1− t) are relevant. Let
A(a, b, u, v,+) = A(a, b, u, v, 0), (3.7)
A(a, b, u, v,−) = A(a, b, u, v, 2/(1− t)). (3.8)
Then
G(t) = e−2b(0)b(t)/tA(b(1), b(t),−2b(0)/t, 0,+)
+ e−2b(1)b(t)/(1−t)A(b(1), b(t),−2b(1)/(1− t),−2b(t)/(1− t),−)
− e−2b(t)(b(0)/t+b(1)/(1−t))
×A(b(1), b(t),−2(b(0)/t+ b(1)/(1− t)),−2b(t)/(1− t),−)
− A(b(1), b(t), 0, 0,+).
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Computation gives
A(a, b, u, v,±) = ev2/2+u2t/2±uvt
{
−√tφ
(
b+ t(u± v)√
t
)
Φ
(
a+ v ∓ b− tv√
1− t
)
− t(u± v)
∫ a+v±ut
−∞
φ(s)Φ
(
b+ t(u± v)∓ ts
σ(t)
)
ds
∓ tφ(a+ v ± ut)Φ
(
b+ tu∓ at− ut2
σ(t)
)}
. (3.9)
3.4 Monte Carlo Estimation
The Monte Carlo approach to estimate is an adaption of the method proposed in
Po¨tzelberger (2012) for estimating first exit times. A discrete Brownian motion
(Wti)
m
i=0 on a grid ti = Ti/m is generated. The naive approach would estimate
functionals such as G(t) by the corresponding empirical versions. This naive
approach is discredited by its huge bias. The problem has to be regularized. We
approximate the boundary b by a polygonal boundary bm, which is linear on the
intervals [ti−1, ti].
To estimate G(t) for t = tj ∈ {0, t1, . . . , T}, we approximate b by bm and
estimate G(t) by the mean of n independent copies of
Gm(t) = Wtνm(Wt1 , . . . ,Wtm), (3.10)
with
νm(wt1 , . . . , wtm) = 1−
m∏
i=1
(
1− exp
{
− 2
∆ti
(bm(ti−1)− wii−1)(bm(ti)− wti)
})
×I{wti<bm(ti)}. (3.11)
Note that P (N(bm)) = E(νm), νm(Wt1 , . . . ,Wtm) = E(IN(bm) | (Wt1 , . . . ,Wtm))
and thus
G(t; bm) := E(IN(bm)Wt) = E(Wtνm(Wt1 , . . . ,Wtm)) = E(Gm(t)). (3.12)
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3.4.1 Bias
Let for  > 0
∆(; b) = E(IN(b)∩N(b+)c) (3.13)
denote the difference |P (b)− P (b+ )| of the boundary crossing probabilities for
the boundary b and the shifted boundary b + . Estimates of ∆(; b) are given
in Po¨tzelberger (2012). These estimates imply that for twice differentiable b,
|P (b)−P (bm)|, the difference of the boundary crossing probabilities for b and its
approximating polygon bm is of order O(1/m
2).
Let
∆G(; t, b) = E(WtIN(b)∩N(b+)c),
∆Gm(t; b) = |E(Gm(t))−G(t)|.
Proposition 3.4.1. We have
∆G(; t, b) ≤ (b(t) + )∆(; b) (3.14)
If b is twice differentiable on [0, T ], then a constant c1 exists, such that
∆Gm(b) ≤
c1
m2
. (3.15)
Proof. Estimate (3.14) follows from the definition of G(t):
∆G(; t, b) = E(WtIN(b)∩N(b+)c) ≤ E((b(t) + )IN(b)∩N(b+)c) = (b(t) + )∆(; b).
.
Remark 1. Upper bounds for the constant c1 in (3.15) can be derived from the
corresponding estimate of ∆(; b) given in Po¨tzelberger (2012). Useful is the in-
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equality
∆(; b) ≤ 
(
2b′∞P (N(b)) +
2√
T
φ(b(T )/
√
T )
)
, (3.16)
where b′∞ is the Lipschitz constant of b and φ the p.d.f. of the standard normal
distribution.
3.4.2 Simulation Error
We assume that T = 1 and that b is twice differentiable on [0, 1].
Let (Wt)
(j), j = 1, . . . , n be n independent copies of (Wt) and define G
(j)
m (t) =
νm(W
j)W jt . We estimate G(t) by
Gˆm,n(t) =
n∑
j=1
G
(j)
m (t)
n
. (3.17)
The generation of n discrete paths, each of length m, requires M = nm
univariate Gaussian random variables. Note that the bias G(t, bm) − G(t) is of
order 1/m2, uniformly in t and m. For fixed t, the mean squared error is of order
(∆Gm(t; b))
2 + c2
m
N
= c1
1
m4
+ c2
m
N
≈ 1
N4/5
if m  N1/5 and n  N4/5.
To derive a uniform bound on the simulation error, i.e. on
sup
t∈[0,T ],m∈N
|Gˆm,n(t)−G(t; bm)|,
we define
F = {Gm(t) | t ∈ [0, T ],m ∈ N}.
Then F is a Donsker-class, i.e. the empirical process Gn
f 7→ Gn(f) =
√
n(EPn(f)− EP (f))
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converges weakly to a Brownian bridge G. Note that G is a centered and Gaussian
process, with covariance
(f1, f2) 7→ EP (f1f2)− EP (f1)EP (f2).
Let (Xf )f∈F be a centered Gaussian process with continuous paths. Define
σ2F = sup
f∈F
Var(Xf )
‖X‖ = sup
f∈F
|Xf |.
The inequality of TIS-Borell, cf. Adler (1990) gives
P (‖X‖ > λ) ≤ 2e− 12 (λ−E(‖X‖))2/σ2F .
Dudley’s inequality implies that there is a constant K, independent of b, such
that E(‖X‖) ≤ K.
Combining the two inequalities we get
Proposition 3.4.2. There exist constants K > 0 and λ0 ≥ 0 such that for
λ ≥ λ0, (
sup
m,t
|Gˆ(t; bm)−G(t; bm)| > λ
)
≤ 2e−
n
2σ2F
(λ−K)2
. (3.18)
Moreover, the uniform mean squared error is bounded by
MSE = E
(
sup
t∈[0,T ],m∈N
(Gˆm,n(t)−G(t))2
)
≤ c1
m2
+
m
N
(4σ2F + 4Kσ
2
F), (3.19)
which is of order O(1/N4/5) for m  N1/5 and n  N4/5.
3.4.3 Adaptive Control
The method of adaptive control variables, described in Po¨tzelberger (2012), im-
proves the convergence rate of the Monte Carlo estimator, especially when ap-
plied to boundary crossing problems. Let m1,m2 ∈ N, with d = m1/m2 ∈ N.
37
Let Ti = {j T/mi | j = 0, . . . ,mi}. Note that T2 ⊆ T1. For a given discrete
path (Wtj)tj∈T1 of the Brownian motion and the corresponding Gm1(t), the con-
trol variable is Gm2(t), computed from (Wtj)tj∈T2 . Note that E(Gm2(t)) has to be
estimated with an independent sample. When m2 is small, compared to m1, the
additional estimation error is small and combined with the reduction of variance
by the control variable leads to an improved rate of the MSE.
Let N = N1 + N2, N1 = m1n1, N2 = m2n2. Generate n1 independent copies
(G
(j)
m1(t), G
(j)
m2(t)), j = 1, . . . , n1 of (Gm1(t), Gm2(t)) and, independently, n2 inde-
pendent copies G
(c,j)
m2 (t), j = 1, . . . , n2 of Gm2(t). Define
Gˆcm2,n2 =
1
n2
n2∑
j=1
G(c,j)m2 (t), (3.20)
Gˆm1,m2,n1,n2 =
1
n1
n1∑
j=1
(
G(j)m1(t)−G(j)m2(t)
)− Gˆcm2,n2 . (3.21)
Proposition 3.4.3. Let 0 < γ < 1 and N1 = γN , N2 = (1 − γ)N . Then, if
m1  N3/13, m2  N1/13,
E
(
sup
t∈[0,T ]
|Gˆm1,m2,n1,n2 −G(t)|2
)
= O
(
1
N12/13
)
(3.22)
Controlling the control variables again leads to iterated control variables. For
instance, one further control variable would give a MSE of order N28/29. However,
the advantage is relevant only for huge N .
3.4.4 Second-Order Properties
Let κ be defined by (3.4) and λ∗b by (3.5). In most cases only the magnitude of
λ∗b is of interest. Note that −α ≤ λ∗b ≤ 1 − α. Let p > 1 and 1/p + 1/q = 1.
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Ho¨lder’s inequality gives for ‖h′‖ = 1 and Z ∼ N(0, 1),
E
(
(IN(b) − α)
(∫ T
0
h′(s)dWs
)2)
= E
(
(IN(b) − α)
((∫ T
0
h′(s)dWs
)2
− 1
))
≤ E (|IN(b) − α|q)1/q E(
∣∣∣∣∣
(∫ T
0
h′(s)dWs
)2
− 1
∣∣∣∣∣
p)1/p
= ((1− α)qα + αq(1− α))1/q E (|Z2 − 1|p)1/p .
Moreover, p = 2 gives λ∗∗ = min{√2α(1− α), 1 − α}. If the upper bound is
minimized, in our case numerically, we call it λ∗. Both estimates are independent
of the boundary b.
Estimation of λˆb by Monte Carlo simulation is demanding. An orthonormal
basis (qn)
∞
n=0 for L
2[0, T ], for instance shifted Legendre polynomials, is chosen.
Then κ(qn, qm) is simulated for n,m ≤ n˜, n˜ large. Finally the singular value
decomposition of the matrix (κ(qn, qm)) is computed. Estimates of upper bounds
for both the bias and the simulation error are possible.
We remark that Monte Carlo simulation suggests that the estimates λ∗ and
even λ∗∗ are rather tight. Table 3.1 gives typical simulated λˆb for a linear bound-
ary, λ∗ and λ∗∗ (λˆb with simulation errors):
α λˆb λ
∗ λ∗∗
0.05 0.234 0.296 0.308
0.1 0.338 0.423 0.424
0.5 0.49 0.484 0.5
Table 3.1: MC estimators and upper bounds of λ∗b
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3.5 Numerical Examples
The following boundaries are considered for the estimation of G(t):
b1(t) = 0.062,
b2(t) = 0.24− t,
b3(t) = 4t+ 0.006,
b4(t) = 1/24− t/12 log(1/4 + (1/16 + 1/2 exp(−1/144t))1/2).
For a linear boundary
b(t) = β0 + β1t
with β0 > 0, it is well known that
P (Wt ≥ b(t), for some t ∈ [0, T ]) = Φ
(
β0 + β1T√
T
)
− Φ
(
β1T − β0√
T
)
e−2β0β1 .
The boundary crossing probability for Daniels boundary b4(t) can be computed
analytically (see Durbin (1971)). The linear boundaries b1(t), b2(t), b3(t) and
boundary b4(t) are chosen such that the probability that (Wt) touches or crosses
each of these boundaries, which is set to be equal to α, is 0.05.
The boundaries, for which G(t) may be computed analytically, allows to assess
the accuracy of the estimators. Figures 3.1 and 3.2 illustrate the comparison of
analytical solution for G(t) with MC estimates obtained by (3.12) and (3.21). In
order to provide a benchmark for b4, N = 10
9 random variables are generated to
obtain G(t) with the adaptive control MC method.
Table 3.2 provides the uniform upper bound for mean squared error as stated
in Proposition 3.4.2 for 4 different boundaries. The MSE was estimated by com-
puting 500 repetitions for N = 107.
Finally, let us remark on the choice of the boundary b. In the financial appli-
cations the boundary b is given and the interest is perhaps focused on changing
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(a) b1(t) = 0.062.
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(b) b2(t) = 0.24− t.
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Figure 3.1: Monte Carlo estimators of G(t) with No CV and 1 CV for
constant and linear decreasing boundaries.
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(c) b3(t) = 0.006 + 4t.
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Figure 3.2: Monte Carlo estimators of G(t) with No CV and 1 CV for linear
increasing and Daniels boundaries.
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K σ2F MSE
b1(t) 0.279 0.024 1.23× 10−6
b2(t) 0.361 0.048 2.62× 10−6
b3(t) 0.116 0.003 1.52× 10−7
b4(t) 0.264 0.019 9.53× 10−7
Table 3.2: The analysis of simulation error. K is a constant such that
E(‖Gˆm,n(t)−G(t; bm)‖) ≤ K and σ2F = supt,mVar(Gˆm,n(t)−G(t; bm)).
the drift of the process efficiently in order to reduce the probability of default.
In models such as the Black-Scholes model, changing the drift is equivalent to
changing the barrier. Similarly, when pricing barrier options, a perturbation of
the drift and its implication for the risk of the derivative is analyzed.
In the statistical context the level α is fixed, but the boundary b can be chosen.
The choice of such boundaries, for instance for CUSUM-tests has been discussed,
see for instance Zeileis (2004). The main issue is here to choose a boundary that
has power for certain alternatives of interest. Besides considering the aspect of
power, the distribution of the exit time, i.e. the time when the null is rejected,
can be of importance. For instance early rejection could be desirable. This is an
inverse problem, given the alternative or the distribution of the exit time, find
the corresponding boundary.
In the context of local alternatives, it is tempting to identify for a given local
alternative the boundary for which it is the integrated gradient. The following
example shows however, that this does in general not give the solution of the
inverse problem.
Let boundaries bi, bj with gradients gi, gj, i, j = 1, 2, 3, 4, be given. We say
that bj dominates bi of first-order if
1
‖gi‖〈gi, gj〉 > ‖gi‖.
It follows, that for small deviations in direction Gi the test based on bj has more
power in direction of Gi that the test based on bi.
The following (4 × 4) matrix gives the results for α = 0.05 and boundaries
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b1, . . . , b4, with b1 constant, b2 linear decreasing, b3 linear increasing and b4 Daniels
boundary.
(
1
‖gi‖〈gi, gj〉
)
i,j
=

0.0797 0.0907 0.0230 0.0664
0.0756 0.0955 0.0164 0.0644
0.0626 0.0536 0.0292 0.0494
0.0637 0.0741 0.0174 0.0831

(3.23)
It can be seen from (3.23) that the increasing boundary b3 (row 3) is dominated
by the other boundaries. The decreasing boundary b2 (column 2) dominates b1
and b3.
3.6 Conclusion
The first- and second-order sensitivities are defined as directional derivatives of
the boundary crossing probabilities with respect to changes of the boundary.
The paper estimates these sensitivities, especially the first-order sensitivity, by
a Monte Carlo integration. For the second-order sensitivities a general upper
bound for the maximal eigenvalue of the corresponding self-adjoint operator is
derived. Variance reduction by adaptive control variables is proposed. Numerical
examples show the accuracy of the estimates and the efficiency of the variance
reduction.
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Chapter 4
On the Empirical Estimator of
the Boundary in Inverse
First-Exit Problems
45
4.1 Introduction
The analysis of first-passage problems of diffusion processes and especially of the
Brownian motion is a rich field in applied probability with important applications
for instance in statistics, e.g. sequential analysis and change-point problems or in
mathematical finance, e.g. the pricing of barrier options. Let (W (t))t≥0 denote
a standard Brownian motion, i.e. a Gaussian process with continuous paths,
W (0) = 0, E(W (t)) = 0 and E(W (s)W (t)) = s ∧ t. Let b : [0,∞)→ R denote a
function with b(0) ≥ 0, the upper boundary. Define the first-exit time
τ = inf{t > 0 | W (t) ≥ b(t)}. (4.1)
τ is a stopping time. Denote the distribution of τ by F . Given regularity con-
ditions, F is absolutely continuous with a density f , which is continuous and
strictly positive on (0,∞).
The direct first-passage-time problem identifies F for given b. The inverse
problem computes b for given F or f . For both problems an extensive literature
exists. Since for only few boundaries the distribution F of τ can be computed
in closed form, numerical procedures, approximate solutions of corresponding
partial differential equations, or Monte Carlo are necessary. For details we refer
to Durbin (1971), Lerche (1986), Novikov et al. (1999), Po¨tzelberger and Wang
(2001) or Salminen (1988).
Inverse problems are often based on a Volterra Integral equation, the so-called
master equation, for which (b, F ) are a solution. Let z ≥ b(t). Then
Φ¯
(
z√
t
)
=
∫ t
0
Φ¯
(
z − b(u)√
t− u
)
dF (u), (4.2)
with Φ¯ = 1−Φ the survival function of the standard normal distribution. z = b(t)
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and the differentiation of (4.2) in z = b(t) give
Φ¯
(
b(t)√
t
)
=
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dF (u), (4.3)
φ
(
b(t)√
t
)
1√
t
=
∫ t
0
φ
(
b(t)− b(u)√
t− u
)
1√
t− u dF (u). (4.4)
See Zucca and Sacerdote (2009), Peskir (2002) or Abundo (2015) for thorough
discussion of the inverse problem.
If f is given, an approximation of b(t) on {ti | ti = hi} is the solution of the
system of equations
Φ¯
(
b(ti)√
ti
)
=
i∑
j=1
Φ¯
(
b(ti)− b(tj)√
ti − tj
)
f(tj)h, (i = 1, . . . , n). (4.5)
In this paper we analyze the statistical inverse first-passage-time problem:
Given a sample τ1, . . . , τn of independent first-exit times, estimate the unknown
boundary b(t) by an estimator bˆn(t). We propose the empirical estimator, which
is the solution of (4.2), when F is replaced by the empirical distribution Fˆn.
In Section 2 we prove that the empirical estimator is strongly consistent with
rate o((log n+ η log log n)1/2n−1/2) for every η > 1/2, uniformly on t ∈ [0, T ], for
all T > 0.
We compare the performance of the empirical estimator to an approximate
conditional likelihood method, in our case a Bayes estimator. The approximate
conditional likelihood is the density of the first-exit time τ , when the boundary b is
approximated by a piecewise linear boundary bm, i.e. a boundary that is linear on
intervals [ti−1, ti], with 0 = t0 < t1 < · · · tm = T a partition of [0, T ]. For bm, the
density of τ , given W (t1), . . . ,W (tm), can be computed in closed form. In Section
3 we compute this approximate and conditional density. Section 4 concludes with
the results of Monte Carlo experiments for the empirical estimator and a Bayes
estimator derived from the approximate likelihood.
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4.2 Empirical Estimator
Let τ1, . . . , τn be an i.i.d. sample of first-exit times corresponding to the boundary
b. Note that τi = ∞ if the Brownian motion never crosses the boundary b. We
denote its empirical distribution by Fˆn. The empirical estimator b˜n(t) of the
boundary b(t) is the solution of
Φ¯
(
b˜n(t)√
t
)
=
∫ t
0
Φ¯
(
b˜n(t)− b˜n(u)√
t− u
)
dFˆn(u). (4.6)
The empirical estimator is consistent. Equation (4.6) has a solution for all
t. However, it is convenient to solve a corresponding system of equations at the
sample.
Let τ(1) ≤ τ(2) ≤ · · · ≤ τ(n) denote the order statistics of the sample. Note
that for finite order statistics τ(i), τ(i) < τ(i+1) a.s.
We define the estimator bˆn at τ(i), i.e. bˆn(τ(1)), . . . , bˆn(τ(n)), as the solution of
Φ¯
(
bˆn(τ(1))√
τ(1)
)
=
1
2n
Φ¯
(
bˆn(τ(k))√
τ(k)
)
=
k−1∑
i=1
Φ¯
(
bˆn(τ(k))− bˆn(τ(i))√
τ(k) − τ(i)
)
1
n
.
In case not all τi are finite, we define bˆn(∞) = ∞. For t 6∈ {τ1, . . . , τn} we
interpolate bˆn(t) linearly.
Theorem 4.2.1. Let b be continuously differentiable with b(0) > 0. The empirical
estimator is strongly consistent: Let for η > 1/2, n = (log n+η log log n)
1/2n−1/2.
Then for all 0 < T ,
P
(
lim
n→∞
sup
θ≤T
|bˆn(θ)− b(θ)|/n = 0
)
. (4.7)
Proof. The empirical estimator can be considered as a discretization scheme of
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the master equation with the order statistics τ(i) as random knots.
Zucca and Sacerdote (2009) proved the consistency of the Euler scheme for
the (deterministic) master equation. We follow their lines, with the necessary
modifications indicated. Define for T > 0 fixed and knots 0 = t0 < t1 < · · · tn = T
the solution of the Euler scheme (4.5) by b∗(tk) and the local consistency error by
δ(h, tk) =
∫ tk
0
Φ¯
(
b(tk)− b(u)√
tk − u
)
dF (u)−
∑
1≤j<k
Φ¯
(
b(tk)− b(tj)√
tk − tj
)
(F (tj)−F (tj−1)),
with h = max1≤j<k(tj− tj−1). The proof of Theorem 6.2. in Zucca and Sacerdote
(2009) shows that there is a constant c˜ > 0 (depending on b and T only), such
that for all i,
|b(tk)− b∗(tk)| ≤ c˜δ(h, tk).
Define for θ > 0,
Zj(θ) = Φ¯
(
b(θ)− b(τj)√
θ − τj
)
I[0,θ](τj)
and
δn(θ) =
∫ tk
0
Φ¯
(
b(θ)− b(u)√
θ − u
)
dF (u)−
∑
τj≤θ
Φ¯
(
b(θ)− b(τj)√
θ − τj
)
1
n
=
∑
j≤n
(E(Zj(θ))− Zj(θ)).
Since |Zj(θ)| ≤ 1 for all j, Hoeffding’s inequality gives for all  > 0,
P (|δn(θ)| > ) ≤ 2e−2n2 .
For n = (log n+ η log log n)
1/2n−1/2 we get for fixed θ,
P (|δn(θ)| > n) ≤ 1
n2 log n1+2η
.
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Define θk,n =
kT
n
. Then
P ( max
1≤k≤n
|δn(θk,n)| > n) ≤ 1
n log n1+2η
. (4.8)
For θ < T define k(θ) = bθn/T c. Then θk(θ),n ≤ θ < θk(θ)+1,n. Recall that the
density f is bounded on [0, T ]. We have
sup
θ≤T
|δn(θ)− δn(θk(θ),n)| ≤ max
k≤n
max{F ([θk,n, θk+1,n]), Fˆn([θk,n, θk+1,n])}
≤ max{O
(
1
n
)
+ max
k≤n
Fˆ ([θk,n, θk+1,n])}
≤ O
(
1
n
)
+O
(
1
n log n1+2η
)
= O
(
1
n log n1+2η
)
.
With (4.8) this gives, for a constant c >, depending on T and b only,
P
(
sup
θ≤T
|δn(θ)| > n
)
≤ c
n log n1+2η
.
The Theorem of Borel-Cantelli implies (4.7). 
Remark. In case of censoring at T , the empirical estimator is still consistent,
if a consistent estimator of F (T ) is available. If this estimator is even strongly
consistent with rate ′n, then the empirical estimator is strongly consistent with
rate ′n ∨ n, with n defined in Theorem 1.
Let us briefly comment on the asymptotic distribution of the residuals (ˆn(t))
defined as
ˆn(t) =
√
n(bˆn(t)− b(t)). (4.9)
Denote by Uˆn(t) the empirical process
Uˆn(t) =
√
n(Fˆn(t)− F (t)).
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(Uˆn(t)) ⇒ (UF (t)), with (UF (t)) a Brownian bridge, a Gaussian process with
continuous paths, E(U(t)) = 0 and Cov(U(s), U(t)) = F (s∧t)−F (s)F (t). There
are processes (Uˆ∗n) and a Brownian bridge (U
F∗) with the same distributions as
(Uˆn) and (U
F ), such that with probability 1, ‖Uˆ∗n − UF∗‖ → 0 (see Shorack and
Wellner, 2009). To simplify the exposition, and since we are interested in the
asymptotic distribution of the residuals only, we may assume that a.s. ‖Uˆn −
UF‖ → 0.
We have
Φ¯
(
b(t) + n−1/2ˆn(t)√
t
)
=
∫ t
0
Φ¯
(
b(t)− b(s) + n−1/2(ˆn(t)− ˆn(u))√
t− u
)
dF (u)
+
1√
n
∫ t
0
Φ¯
(
b(t)− b(s) + n−1/2(ˆn(t)− ˆn(u))√
t− u
)
dUˆn(u),
Φ¯
(
b(t)√
t
)
− φ
(
b(t)√
t
)
ˆn(t)√
n
√
t
=
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dF (u)
+
1√
n
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dUˆn(u)
− 1√
n
∫ t
0
φ
(
b(t)− b(u)√
t− u
)
ˆn(t)− ˆn(u)√
t− u dF (u) + o
(
1√
n
)
.
Therefore
φ
(
b(t)√
t
)
ˆn(t)√
t
=
∫ t
0
φ
(
b(t)− b(u)√
t− u
)
ˆn(t)− ˆn(u)√
t− u dF (u)
−
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dUˆn(u) + o(1).
Assume that for all t, ˆn(t) would converge to a limit (t). The process ((t))
would solve
φ
(
b(t)√
t
)
(t)√
t
=
∫ t
0
φ
(
b(t)− b(u)√
t− u
)
(t)− (u)√
t− u dF (u)
−
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dUF (u).
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With (4.4), ((t)) would solve the stochastic linear Abel integral equation
∫ t
0
φ
(
b(t)− b(u)√
t− u
)
(u)√
t− udF (u) = −
∫ t
0
Φ¯
(
b(t)− b(u)√
t− u
)
dUF (u). (4.10)
However, there is no“classical”solution ((t)) of (4.10). To see this, let b(t) = b
be constant. Recall that the density f of τ is continuous and bounded. Then
Equation (4.10) is
∫ t
0
(u)f(u)√
t− u du = −
√
pi
2
UF (t). (4.11)
Applying the Abel transform, (see Gorenflo and Vessella, 1991), we get
∫ t
0
(u)f(u) du = Ht := − 1√
2pi
∫ t
0
UF (u)√
t− u du. (4.12)
The process (Ht) is a Gaussian process with E(Ht) = 0 and for s ≤ t,
K(s, t) = Cov(Hs, Ht) = 2
∫ s
0
(√
s− u
t− u +
√
t− u
s− u
)
F (u) du− g(s)g(t), (4.13)
with
g(s) =
∫ s
0
1√
s− uF (u) du.
Remark. 1. If
∫ t
0
(u)f(u) du would be of bounded variation with (t)f(t) =
d
dt
Ht, then
Var((t)f(t)) =
∂2
∂s ∂t
K(s, t) |t=s
=
∫ s
0
1√
(s− u)(t− u)f(v) du− g
′(s)g′(t)
=
∫ t
0
1
t− uf(u) du−
(∫ t
0
1√
t− uf(u) du
)2
=∞.
2. Note that Le´vy’s theorem on the modulus of continuity implies that the Brow-
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nian bridge UF has modulus of continuity
√
2h log(1/h), i.e. almost surely
lim
h→0+
sup
|s|≤h
|UF (t+ s)− UF (t)|√
2h log(1/h)
= 1.
It follows that the modulus of continuity of (Ht) is ch
√
log(1/h), with c > 0 a
constant.
Proposition 4.2.2. Let b(t) be constant. The process
(∫ t
0
ˆn(u) dF (u)
)
of inte-
grated weighted residuals converges in distribution to the centered Gaussian pro-
cess (Ht) defined by (4.12).
4.3 Approximate Likelihood
For piecewise linear boundaries the following conditional boundary crossing prob-
ability allows the computation of an approximate conditional likelihood function.
Let bm be continuous and linear on intervals [ti, ti+1], where 0 = t0 < t1 < · · · tm =
T <∞. Let τm denote the corresponding first-exit time and Wm = (W (ti))i≤m a
discrete Brownian motion and wm = (w1, . . . , wm) ∈ Rm. Wang and Po¨tzelberger
(1997) prove that
P (τm > T ) = E(νm(W (t1), . . . ,W (tm), T )), (4.14)
with
νm(w1, . . . , wm, T ) =
m∏
i=1
(
1− exp
{
−2(bm(ti−1)− wi−1)(bm(ti)− wi)
∆ti
})
I{wi<bm(ti)}.
(4.15)
Let f(t | bm) denote the density of τm, the first-exit time for the boundary bm
and f(t | bm, wm) is the conditional density of τm | (Wm = wm). Then
f(t | bm) = E(f(t | bm,Wm)).
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Proposition 4.3.1. Define for given td: tu = td+1 and ∆ = tu − td. Let
µt =
wd(tu − t) + wu(t− tu)
∆
, σ2t =
(tu − t)(t− td)
∆
. (4.16)
1. For td < t < tu and wu ≥ b(tu), define
ηt = µt +
2(b(td)− wd)(tu − t)
∆
, c =
4(b(tu)− wu)(b(td)− wd)
∆
. (4.17)
Then
f(t | bm, wm) = νm−1(w1, . . . , wd, td) (4.18)
φ
(
bm(t)− µt
σt
)
∆1/2(b(td)− wd)
(tu − t)1/2(t− td)3/2 (4.19)
2. For td < t < tu and wu < b(tu), define
ηt = µt +
2(b(tu)− wu)(t− td)
∆
, c =
4(b(tu)− wu)(b(td)− wd)
∆
,
θt = µt +
2(b(tu)− wu)(t− td)
∆
+
2(b(td)− wd)(tu − t)
∆
.
Then f(t | bm, wm) = νm−1(w1, . . . , wd, td) g(t | bm, wm),
g(t | bm, wm) = φ
(
bm(t)− ηt
σt
)(
∆1/2(b(td)− wd)
2(tu − t)1/2(t− td)3/2 +
∆1/2(b(tu)− wu)
2(tu − t)3/2(t− td)1/2
)
+ exp
[
2(b(td)− wd)(b(tu)− wu)
∆
]
φ
(
bm(t)− θt
σt
)
×
(
∆1/2(b(td)− wd)
2(tu − t)1/2(t− td)3/2 −
∆1/2(b(tu)− wu)
2(tu − t)3/2(t− td)1/2
)
(4.20)
Proof. Let τm = t ∈ [td, tu]. Conditional on W (td) = wd and W (tu) = wu,
(W (s))td≤s≤tu is a Brownian bridge, for which the crossing probabilities are given
in closed form. The conditional distribution of W (t) is Gaussian with parameters
(4.16). To compute P (τm > t | τm ∈ [td, tu]), condition on W (t) = v with
v < b(t). There is no crossing in [td, t] and a crossing in [t, tu]. Note that in case
W (tu) ≥ b(tu) the latter conditional probability is 1. Taking expectation w.r.t.
54
W (t) and finally the derivative w.r.t. t gives (4.17) and (4.20). 
Approximate likelihood inference replaces the exact likelihood function by the
approximate, i.e. the boundary b is approximated by a piecewise linear boundary
bm. Estimates for errors, especially on |P (τ > t) − P (τm > t)| are derived
in Borovkov and Novikov (2005), Po¨tzelberger (2012), Po¨tzelberger and Wang
(2001) and Zucca and Sacerdote (2009), among others.
4.4 Monte Carlo Experiments
Monte Carlo simulation experiments were performed to evaluate the performance
of the empirical estimator for finite sample sizes. Since for the Bayes estimator no
theoretical result on its properties are available, the Monte Carlo experiments can
indicate whether likelihood-based methods have the potential to outperform the
empirical estimator. Four boundaries - a constant boundary, a linear increasing,
a linear decreasing and a Daniel’s boundary - for which the first-exit time distri-
bution is known in closed form, were estimated on [0, T ] with T = 1. The fifth
boundary corresponds to exponentially distributed first-exit times (see Abundo,
2015).
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Figure 4.1: Empirical estimator, n = 103
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n = 102 n = 103 n = 104
Constant 0.0280 0.00528 0.000644
Linear (Inc.) 0.0083 0.00328 0.000534
Daniels 0.0145 0.00232 0.000393
Linear (Dec.) 0.0216 0.00388 0.000790
Exp. FPT Den. 0.0266 0.00382 0.000480
Table 4.1: Empirical estimator: MISE for K = 100 replications
The results for the empirical estimator are given in Figure 4.1. The mean-
integrated-squared errors reported in Table 4.1 and Table 4.2 are an estimate of∫ T
0
(bˆn(t) − b(t))2 dt. For the empirical estimator K = 100 samples of first-exit
times of size n were generated. For each sample
n∑
i=1
(bˆn(τ(i))− b(τ(i)))2(τ(i) − τ(i−1)) (4.21)
(with τ(0) = 0) was computed. The MISE is the mean over these K = 100
samples.
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Figure 4.2: Bayes estimator, n = 103
The performance of the empirical estimator was compared to an approximate
Bayes estimator: Let ti = Ti/m. The boundary b(t) is approximated by bm(t),
which is linear on the intervals [ti−1, ti]. For parameter b = (b(0), b(t1), . . . , b(tm))
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n = 102 n = 103
Constant 0.0409 0.0174
Linear (Inc.) 0.0698 0.0148
Daniels 0.0379 0.0252
Linear (Dec.) 0.0443 0.0107
Exp. FPT Den. 0.0532 0.0262
Table 4.2: Bayes - posterior mean: MISE for K = 100 replications
and w = (w1, . . . , wm) ∈ Rm, the conditional approximate density of τi is
given by (4.19) (if wu ≥ b(tu)), (4.20) (if wu < b(tu)) or (4.15) (if τ ≥
T ). The product of these conditional approximate likelihoods is denoted by
L(b,w1, . . . ,wn, τ1, . . . , τn). The problem can be formulated as a latent space
model with a suitably chosen prior for the parameter b. The Bayes estimator is
the posterior mean of a sample of parameters b generated through an Markov
Chain Monte Carlo scheme:
• Parameter: b.
• Data: A sample of i.i.d. first hitting times τ = (τ1, . . . , τn).
• Latent state space: W1, . . . ,Wn.
• Prior: We assume that the slopes of b follow a random walk with the double
gamma shrinkage prior on the process variances, (see Bitto and Fru¨hwirth-
Schnatter, 2019)
dti =
bm(ti+1)− bm(ti)
ti+1 − ti ,
dti = dti−1 + ti ,
ti ∼ N (0, θ2j ),
θ2j , ∼ G(0.5, 0.5/ξ2)
ξ2 ∼ G(aξ, aξκ2).
• Computational details: The estimation is performed in JAGS (see Plummer,
2015) and the results shown are based on one chain, burn-in 5000, 10000
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iterations with a thinning of 10 and hyperparameters aξ = 0.1, κ2 = 1.
Results are given in Figure 4.2 and Table 4.2. The MISE in Table 4.2 is
defined analogously to the case of the empirical estimator, with (4.21) replaced
by
n∑
i=1
(bˆn(ti)− b(ti))2(ti − ti−1). (4.22)
Remark and Conclusions. The computation of the empirical estimator is
straightforward and in negligible time. A tight upper bound for its asymptotic
error is available. The Bayes estimator based on the approximate likelihood
could incorporate prior knowledge and has its potential if the class of boundaries
can be parametrized by a finite-dimensional parameter. In the nonparametric
case, the numerical experiments revealed drawbacks, at least compared to the
empirical estimator. The computation was costly, considering time. The study
was performed on 10 nodes using a cluster of workstations. Each node on the
cluster has 2 six core Intel Xeon X5670 @ 2.93 GHz processor and was used for
one boundary with a given n. The execution times are around 7 minutes and 2
hours 20 minutes for the Bayesian estimator (while they are only around 1 second
and 9 seconds for the empirical estimator) with n = 102, n = 103 respectively.
As can be seen in Figure 4.2, in all cases considered the Bayes estimator showed
a strong positive bias. This bias should be a result of the data-augmentation pro-
cedure. Note that the discrete Brownian motion is always below the boundary up
to the observed exit-time. Then, conditional on the n discrete Brownian motions,
the newly sampled boundary is above all these discrete Brownian motions, which
have not crossed the boundary up to t. These findings do not depend on the
chosen prior. Alternative priors, such as (discrete) Ornstein-Uhlenbeck processes
have been considered with qualitatively the same result.
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Appendix A: Distribution Function of
the First Hitting Time of the Brownian
Bridge
We recall that to determine Brownian excursions whose length is longer than H,
we need to simulate the first and the last times when the underlying asset price
process hits the barrier for each excursion. After the discrete Brownian motion
paths are generated, by conditioning on the grid points, we obtain Brownian
bridges for each interval. Therefore, we focus on the distribution of first hitting
time of the Brownian bridge. In order to obtain a sample of last hitting time for
a crossing-interval, we then time-reverse the Brownian bridge and generate a first
hitting time.
The distribution of a Brownian bridge is the following:
Wt|{Wt0 = w0,Wt1 = w1} ∼ N(µt, σ2t ),
where
µt =
w0(t1 − t) + w1(t− t0)
t1 − t0 ,
σ2t =
(t1 − t)(t− t0)
t1 − t0 .
Let b(t) be a linear function for t ∈ [t0, t1] and τ the first hitting time
τ = inf{t ∈ (t0, t1) | Wt = b(t)}.
Proposition A.0.1. Let Fw0,w1τ be the distribution function of the first hitting
time, τ , of the Brownian bridge to the boundary b(t).
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(a) If Wt0 = w0 < b(t0) and Wt1 = w1 > b(t1), then
Fw0,w1τ (t) = 1− Φ
(
b(t)− µt
σt
)
+ exp(−ct/σ2t )Φ
(
b(t)− νt
σt
)
. (A.1)
(b) If Wt0 = w0 > b(t0) and Wt1 = w1 < b(t1), then
Fw0,w1τ (t) = Φ
(
b(t)− µt
σt
)
+ exp(−ct/σ2t )− exp(−ct/σ2t )Φ
(
b(t)− νt
σt
)
.
(A.2)
(c) If Wt0 = w0 < b(t0) and Wt1 = w1 < b(t1), then
Fw0,w1τ (t) = 1−
 Φ
(
b(t)−βt
σt
)
exp(et/σ2t )
− Φ
(
b(t)−γt
σt
)
exp(ft/σ2t )
exp
(
− 2
t1−t0 (b(t0)− w0)(b(t1)− w1)
)
 . (A.3)
(d) If Wt0 = w0 > b(t0) and Wt1 = w1 > b(t1), then
Fw0,w1τ (t) = 1−

(
1−Φ
(
b(t)−βt
σt
))
exp(et/σ2t )
−
(
1−Φ
(
b(t)−γt
σt
))
exp(ft/σ2t )
exp
(
− 2
t1−t0 (b(t0)− w0)(b(t1)− w1)
)
 , (A.4)
where
at =
2σ2t (w0 − b(t0))
(t− t0) ,
νt = µt − at,
ct =
2σ2t (w0 − b(t0))
(t− t0) (µt − b(t))−
2σ4t (w0 − b(t0))2
(t− t0)2 ,
dt =
2σ2t (w1 − b(t1))
(t1 − t) ,
βt = µt − dt,
γt = µt − (at + dt),
et = dt(µt − b(t))− d
2
t
2
,
ft = (at + dt)(µt − b(t))− (at + dt)
2
2
,
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φ is the density function of a normal distribution with σ2t , µt and Φ is the cumu-
lative distribution function of a standard normal distribution.
Proof. (a)
1− Fw0,w1τ (t) = P (τ > t)
= P (Wt < b(t) and Wu < b(u) for all u ∈ [t0, t])
=
∫ b(t)
−∞
P (Wu < b(u) for all u ∈ [t0, t]|Wt = y)φµt,σ2t (y)dy
=
∫ b(t)
−∞
(
1− exp
(
− 2
t− t0 (w0 − b(t0))(y − b(t))
))
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
= Φ
(
b(t)− µt
σt
)
− exp (−ct/σ2t )Φ(b(t)− νtσt
)
where at, νt, ct are defined above. The equation (A.1) then follows directly.
(b)
1− Fw0,w1τ (t) = P (τ > t)
= P (Wt > b(t) and Wu > b(u) for all u ∈ [t0, t])
=
∫ ∞
b(t)
P (Wu > b(u) for all u ∈ [t0, t]|Wt = y)φµt,σ2t (y)dy
=
∫ ∞
b(t)
(
1− exp
(
− 2
t− t0 (w0 − b(t0))(y − b(t))
))
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
= 1− Φ
(
b(t)− µt
σt
)
− exp(−ct/σ2t )
(
1− Φ
(
b(t)− νt
σt
))
Then we have the equation (A.2).
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(c)
1− Fw0,w1τ (t) = P (τ > t|τ ≤ t1)
=
P (no crossing in [t0, t], crossings in [t, t1])
P (crossing in [t0, t1])
=
∫ b(t)
−∞
P (no crossing in [t0, t]|Wt = y)P (crossings in [t, t1]|Wt = y)
P (crossing in [t0, t1])
φµt,σ2t (y)dy
=
∫ b(t)
−∞
(
1− exp
(
−2(b(t)−y)(b(t0)−w0)
t−t0
))(
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
))
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
)
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
=
∫ b(t)
−∞
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
)
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
) 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
−
∫ b(t)
−∞
exp
(
−2(b(t)−y)(b(t0)−w0)
t−t0
)
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
)
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
)
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
=
Φ
(
b(t)−νt
σt
)
exp(ct/σ2t )
− Φ
(
b(t)−γt
σt
)
exp(ft/σ2t )
exp
(
− 2
t1−t0 (b(t0)− w0)(b(t1)− w1)
)
where dt, βt, γt and et are defined as above. The equation (A.3) follows.
62
(d) Finally,
1− Fw0,w1τ (t) = P (τ > t|τ ≤ t1)
=
P (no crossing in [t0, t], crossings in [t, t1])
P (crossing in [t0, t1])
=
∫ ∞
b(t)
P (no crossing in [t0, t]|Wt = y)P (crossings in [t, t1]|Wt = y)
P (crossing in [t0, t1])
φµt,σ2t (y)dy
=
∫ ∞
b(t)
(
1− exp
(
−2(b(t)−y)(b(t0)−w0)
t−t0
))(
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
))
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
)
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
=
∫ ∞
b(t)
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
)
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
) 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
−
∫ ∞
b(t)
exp
(
−2(b(t)−y)(b(t0)−w0)
t−t0
)
exp
(
−2(b(t)−y)(b(t1)−w1)
t1−t
)
exp
(
−2(b(t0)−w0)(b(t1)−w1)
t1−t0
)
× 1√
2piσ2t
exp
(
− 1
2σ2t
(y − µt)2
)
dy
=
Φ
(
b(t)−νt
σt
)
exp(ct/σ2t )
− Φ
(
b(t)−γt
σt
)
exp(ft/σ2t )
exp
(
− 2
t1−t0 (b(t0)− w0)(b(t1)− w1)
)
Therefore we have the equation (A.4) which completes the proof.
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