In this article we give two explicit families of automorphisms of degree ≤ 3 of the affine 3-space A 3 such that each automorphism of degree ≤ 3 of A 3 is a member of one of these families up to composition of affine automorphisms at the source and target; this shows in particular that all of them are tame. As an application, we give the list of all dynamical degrees of automorphisms of degree ≤ 3 of A 3 ; this is a set of 3 integers and 9 quadratic integers. Moreover, we also describe up to compositions with affine automorphisms for n ≥ 1 all morphisms A 3 → A n of degree ≤ 3 with the property that the preimage of every affine hyperplane in A n is isomorphic to A 2 .
Introduction
1.1. The results. In this text, we fix an algebraically closed field k of any characteristic. We denote by A n or sometimes A n k the affine n-space over k. Every morphism f : A n → A m is given by A n f −→ A m (x 1 , . . . , x m ) −→ (f 1 (x 1 , . . . , x n ), . . . , f m (x 1 , . . . , x n )) for polynomials f 1 , . . . , f m ∈ k[x 1 , . . . , x n ]. If n = 3, we often use x, y, z instead of x 1 , x 2 , x 3 as coordinates. For simplicity we denote the above morphism sometimes by f = (f 1 , . . . , f m ). For a morphism f = (f 1 , . . . , f n ) : A n → A m we denote by deg(f ) its degree which is by definition equal to the maximum of the degrees deg(f 1 ), . . . , deg(f n ).
Let Aut k (A n ) be the group of all automorphisms of A n over k. In the last decades, there has been done a lot of research on this group Aut k (A n ), see e.g. the survey [vdE00] . There are two prominent subgroups of Aut k (A n ), namely the group of affine automorphisms Aff k (A n ) = (f 1 , . . . , f n ) ∈ Aut k (A n ) f i ∈ k[x 1 , . . . , x n ] and deg(f i ) = 1 for all i = 1, . . . , n and the group of triangular automorphisms
. , x n ] for all i = 1, . . . , n .
The subgroup generated by Aff k (A n ) and Triang k (A n ) inside Aut k (A n ) is called the group of tame automorphisms and we denote it by Tame k (A n ). In case n = 1, all automorphisms of A 1 are tame (in fact they are affine) and for n = 2 it is proven by Jung and van der Kulk [Jun42, vdK53] that all automorphisms of A 2 are tame. Since a long time it was conjectured that the famous Nagata-automorphism (x − 2y(zx + y 2 ) − z(zx + y 2 ) 2 , y + z(zx + y 2 ), z) ∈ Aut k (A 3 )
is non-tame, until Shestakov and Umirbaev gave fifteen years ago an affirmative answer if char(k) = 0, see [SU04] . It is still an open problem whether Tame k (A n ) = Aut k (A n ) for n ≥ 4 and when char(k) = 0 also for n = 3. It is conjectured by Rusek [Rus88] that all automorphisms of A n of degree 2 are tame. If n = 3 and k = C, Fornaes and Wu [FsW98] classified all automorphisms of A 3 C of degree 2 up to conjugation by affine automorphisms and it turned out that all of them are triangular up to composition of affine automorphisms at the source and target. For n = 4 and k = R, Meisters and Olech [MO91] and for n = 5 and k = C, Sun [Sun14] gave affirmative answers to Rusek's conjecture.
Motivated by these investigations of the tame automorphisms in Aut k (A n ), we study in this paper automorphisms of A 3 of degree 3. For this let us introduce the following equivalence relation: f, g ∈ Aut k (A n ) are equivalent if there exist α, β ∈ Aff k (A n ) such that f = α • g • β. The main theorem of this article is the following description of degree 3 automorphisms of A 3 :
Theorem 1 (see Theorem 3). Each automorphism of A 3 of degree ≤ 3 is either equivalent to a triangular automorphism or to an automorphism of the form ( * ) (x + yz + za(x, z), y + a(x, z) + r(z), z) ∈ Aut k (A 3 )
where a ∈ k[x, z] \ k[z] is homogeneous of degree 2 and r ∈ k[z] is of degree ≤ 3.
In fact we prove that none of the automorphisms of ( * ) is equivalent to a triangular automorphism, see Proposition 3.9.4.
Theorem 1 implies in particular that all automorphisms of degree ≤ 3 of A 3 are tame, see Corollary 3.9.5.
As an other application of Theorem 1 we compute all dynamical degrees of automorphisms of degree ≤ 3. Recall, that the dynamical degree of an automorphism f ∈ Aut(A n ) is defined by
satisfies 1 ≤ λ(f ) ≤ deg(f ) and is invariant under conjugation (in Aut(A n ) but also in the bigger group Bir(A n ) of birational transformations of A n ). It gives information about the iteration of the automorphism f . The dynamical degree of an automorphism of A 2 is always an integer, and all possible integers are possible, by simply taking (x, y) → (y, x + y d ), for each d ≥ 1. The set of dynamical degrees of automorphisms of A 3 is still quite mysterious. In 2001, K. Maegawa proved that the set of dynamical degrees of all automorphisms of A 3 C of degree 2 is equal to {1, √ 2, (1 + √ 5)/2, 2} [Mae01, Theorem 3.1]. This also holds for each field (Theorem 2 below). Recently, we proved that for each d ≥ 1 and each ground field k, the set of all dynamical degrees of automorphisms of A 3 k of degree ≤ d that are equivalent to a triangular automorphism is The most interesting number in the above list is (3 + √ 5)/2. It is the dynamical degree of f = (y + xz, z, x + z(y + xz)) ∈ Aut(A 3 k ), for each field k. It follows from [BvS19a, Theorem 1] that λ(f ) = (3 + √ 5)/2 is not the dynamical degree of an automorphism of A 3 that is equivalent (over k or over its algebraic closure k = k) to a triangular automorphism, of any degree, see [BvS19a, Example 4.4.6] . The fact that all dynamical degrees above arise essentially follows from [BvS19a] , the main contribution of this text to Theorem 2 is to show that we cannot get more dynamical degrees. Theorem 2 implies that every dynamical degree of an element of Aut(A 3 ) of degree 2 is also the dynamical degree of an element of Aut(A 3 ) of degree 3, contrary to the case of dimension 2 (an element of Aut(A 2 ) of degree 3 has dynamical degree equal to either 1 or 3).
1.2.
Outline of the article. In order to classify all automorphisms of degree ≤ 3 up to equivalence we study first degree 3 polynomials in k[x, y, z] that define the affine plane A 2 in A 3 in Section 2. The closure in P 3 of such a hypersurface in A 3 is singular, so the polynomial has the form xp + q for some p, q ∈ k[y, z] up to an affine automorphism, see Corollary 2.1.2. These polynomials were studied by Sathaye [Sat76] for fields with char(k) = 0 and by Russell [Rus76] for all fields and it turns out that all of them are variables of k[x, y, z], i.e. there are polynomials g, h ∈ k[x, y, z] with k[xp + q, g, h] = k[x, y, z], see also Propositions 2.2.2, 2.2.3 and Corollary 2.2.4 for more detailed informations. We then give a description of all such hypersurfaces up to affine automorphisms (Proposition 2.3.5). As the polynomials of degree 3 of the form xp + q correspond to cubic hypersurfaces of A 3 whose closures in P 3 are singular at [0 : 1 : 0 : 0] (Lemma 2.1.1), it is also useful to classify them up to affine automorphisms that fix this point; this is done in Proposition 2.3.4, where a bigger list is given. Corollary 2.3.7 then corresponds to the case where we focus on a line at infinity instead of a point.
Then we investigate these hypersurfaces in families in Section 3. The best suited notion for us is the following: a morphism f : A d → A n is called an affine linear system of affine spaces if the preimage of each affine hyperplane of A n is isomorphic to A d−1 , see Definition 3.2.1. In case d = 3, we say that f is in standard form if f = (xp 1 + q 1 , . . . , xp n + q n ) for some polynomials p i , q i ∈ k[y, z]. An affine linear system of affine spaces g : A 3 → A n of degree 3 is equivalent to one in standard form if and only if for general affine hyperplanes H ⊂ A 3 the closures of g −1 (H) in P 3 have a common singularity, see Lemma 2.1.1. Two affine linear systems of affine spaces f, g : A d → A n are called equivalent if there are α ∈ Aff k (A n ) and
The key point in the proof of Theorems 1 and 3 is to show that each affine linear system of affine spaces A 3 → A 3 of degree ≤ 3 is equivalent to one in standard form, see Proposition 3.6.1.
In Section 3.9, we give a description of all affine linear systems of affine spaces A 3 → A n of degree ≤ 3 which implies Theorem 1. In fact we show:
Theorem 3. Every affine linear system of affine spaces A 3 → A n of degree ≤ 3 is equivalent to an element of the following eleven families.
• variables of k[x, y, z]:
(1) x + r 2 (y, z) + r 3 (y, z) where r i ∈ k[y, z] is homogeneous of degree i;
(2) xy + yr 2 (y, z) + z where r 2 ∈ k[y, z] \ k[y] is homogeneous of degree 2;
(3) xy 2 + y(z 2 + az + b) + z where a, b ∈ k.
• trivial A 1 -fibrations:
(4) (x + p 2 (y, z) + p 3 (y, z), y + q 2 z 2 + q 3 z 3 ) where p i ∈ k[y, z] is homogeneous of degree i and q 2 , q 3 ∈ k; (5) (yz + za 2 (x, z) + x, y + a 2 (x, z)
is homogeneous of degree 2 and r i ∈ k; (6) (yz + za 2 (x, z) + x, z) where a 2 ∈ k[x, z] \ k[z] is homogeneous of degree 2; (7) (xy 2 + y(z 2 + az + b) + z, y) where a, b ∈ k.
• non-trivial A 1 -fibrations:
(8) (x + z 2 + y 3 , y + x 2 ) where char(k) = 2; (9) (x + z 2 + y 3 , z + x 3 ) where char(k) = 3.
• automorphisms of A 3 :
(10) (x + p 2 (y, z) + p 3 (y, z), y + q 2 z 2 + q 3 z 3 , z) where p i ∈ k[y, z] is homogeneous of degree i and q 2 , q 3 ∈ k; (11) (yz + za 2 (x, z) + x, y + a 2 (x, z) + r 2 z 2 + r 3 z 3 , z) where a 2 ∈ k[x, z] \ k[z] is homogeneous of degree 2 and r 2 , r 3 ∈ k.
The proof of Theorem 3 is given towards the end of Section 3.9. All the eleven cases in our list are in fact pairwise non-equivalent, see Proposition 3.9.4. For n = 1 and k = C, Ohta gave in [Oht99, Theorem 1] a list of all possibilities for affine linear systems of affine spaces A 3 → A 1 of degree ≤ 3, together with a description of the curve at infinity. This corresponds then to a refined list of the items (1)-(2)-(3) of Theorem 3. Note that the fact that each affine linear system A 3 → A 1 of affine spaces of degree ≤ 3 is equivalent to one of the items (1)-(2)-(3) is proven in Proposition 2.3.5 below, and is thus the very first part of our study. Moreover, Ohta gave in [Oht01, Theorem 2] and [Oht09, Theorem 2] lists of all possible affine linear systems A 3 → A 1 of affine spaces of degree 4 in case the closure of the corresponding hypersurface in P 3 is normal. In particular, he proves that all of them are variables of A 3 .
Let us give the connection of our results to the Jacobian conjecture. Recall that an endomorphism f ∈ End k (A n ) has a constant non-zero Jacobian determinant det(Jac(f )) ∈ k * if and only if for all affine hyperplanes H ⊂ A n the preimage f −1 (H) is a smooth hypersurface of A n , see Lemma 3.2.4. Thus for all f ∈ End k (A n ) we have the following implications
f is an affine linear system of affine spaces =⇒ det(Jac(f )) ∈ k * .
For fields with char(k) = 0, the Jacobian conjecture asserts that the implications are equivalences. For n = 3, Vistoli proved the Jacobian conjecture in case f ∈ End k (A 3 ) has degree 3, see [Vis99] . For fields with char(k) = p > 0, the last implication is certainly not an equivalence, take e.g. (x 1 +x p 1 , x 2 , . . . , x n ) ∈ End k (A n ). However, Theorem 3 shows that in case n = 3 and f ∈ End k (A 3 ) is of degree ≤ 3, the first implication is an equivalence.
It is also worth to mention that in case n = 2, there are affine linear systems of affine spaces A 3 → A n of degree ≤ 3 that are not trivial A 3−n -fibrations (and thus they are even not locally trivial A 1 -fibrations in the étale topology, see Proposition 3.4.3), contrary to the cases n = 1 and n = 3. In fact, an affine linear system of affine spaces A 3 → A n of degree ≤ 3 is a trivial A 3−n -fibration if and only if it is equivalent to a linear system in standard form, see Corollary 3.9.2.
In the last Section, we then compute the dynamical degree of all automorphisms of A 3 of degree ≤ 3 by using the technique introduced in [BvS19a] and we prove Theorem 2 at the end of this section.
We denote for each d ≥ 0 by k[x 1 , . . . , x n ] d the vector space of homogeneous polynomials of degree d in the variables x 1 , . . . , x n . By convention, the zero polynomial will be assumed to be homogeneous of any degree d ≥ 0 (even if it has degree −∞). (1) f = xp + q for some polynomials p, q ∈ k[y, z].
Hypersurfaces of
(2) The closure X in P 3 has multiplicity ≥ d − 1 at the point [0 : 1 : 0 : 0].
Proof.
and that X is given by F in P 3 . The multiplicity of X, or equivalently of F , at the point [0 : 1 : 0 : 0] is the smallest integer m ≥ 0 such that F m is not zero. Hence, this multiplicity m satisfies m ≥ d − 1 if and only F = xF d−1 + F d , which corresponds to ask that f = xf d−1 + f d .
(1) If d = 3, then the closure X in P 3 is singular.
(2) Up to an affine coordinate change, X is given by xp + q = 0 for polynomials p, q ∈ k[y, z] with max(deg(p) + 1, deg(q)) = d.
(1): If X is a smooth cubic hypersurface of P 3 , then X is the blow-up of P 2 in 6 points and thus Pic(X) ≃ Z 7 . However, since X \ X has at most 3 irreducible components Pic(X) is not trivial, so X cannot be isomorphic to A 2 .
(2): There exists a point in X ⊂ P 3 having multiplicity ≥ d − 1: this is clear if d ≤ 2 and follows from (1) if d = 3. Applying an affine automorphism of A 3 , we can assume that this point is [0 : 1 : 0 : 0], and the result then follows from Lemma 2.1.1.
Remark 2.1.3. Corollary 2.1.2(1) is also true for d ≥ 4: IfX is smooth, then it is a K3-surface in case d = 4 and of general type in case d > 4. In both situations X is not rational.
Corollary 2.1.2(2) is false for d ≥ 4: Consider the hypersurface X in A 3 which is given by f := z + (x + yz) 2 · y d−4 = 0. Note that X is isomorphic to A 2 , since f is the first component of the composition ϕ 2 • ϕ 1 of the automorphisms
and
Note that the closure X in P 3 is singular only along the lines w = y = 0 and w = z = 0 and that the multiplicity at each of these points is ≤ d − 2. In particular, by Lemma 2.1.1 there is no affine coordinate change of A 3 such that X is given by xp + q = 0 for p, q ∈ k[y, z].
2.2.
Hypersurfaces of A 3 of degree 1 in one variable. Motivated by Corollary 2.1.2, this section is devoted to the study of hypersurfaces X ⊂ A 3 given by xp(y, z) + q(y, z) = 0 for some polynomials p, q ∈ k[y, z] where p = 0. Note that the projection A 3 → A 2 , (x, y, z) → (y, z) restricts to a birational morphism X → A 2 , which is an isomorphism on the open subsets where p = 0.
The following result generalises [BFH19, Theorem 1(2)], which is the case where the 1-dimensional schemes C, D are integral. We use for this the tools developed in [BFH19] (especially [BFH19, Proposition 3.16]). In the sequel we denote for any closed subscheme Z ⊂ A n the associated reduced scheme by Z red . Proposition 2.2.1. Let C, D be two closed 1-dimensional subschemes of A 2 and let ϕ be an isomorphism of the complements
If C red is a disjoint union of curves isomorphic to A 1 , then D red is isomorphic to C red . If moreover ϕ does not extend to an automorphism of A 2 , then there exist α, β ∈ Aut(A 2 ) and two polynomials p, q ∈ k[y] such that
This implies that p and q have the same number of roots (counted without multiplicity) in k.
Proof. If ϕ extends to an automorphism of A 2 , the result holds. So we may assume that ϕ does not extend to an automorphism of A 2 . We denote by C 1 , . . . , C r the irreducible components of C; these are disjoint and isomorphic to A 1 by assumption.
As usual, we view A 2 as a an open subset of P 2 via the standard embedding A 2 ֒→ P 2 , (x, y) → [1 : x : y] and denote byφ : P 2 P 2 the extension of ϕ via this embedding. As ϕ is an isomorphism A 2 \ C ∼ −→ A 2 \ D, the birational mapφ restricts to an isomorphism
where the closure is here taken in P 2 and where L ∞ = P 2 \ A 2 is the line at infinity.
Denoting by Jφ ⊂ P 2 and Jφ−1 ⊂ P 2 the union of the closed curves of P 2 contracted byφ andφ −1 , [BFH19, Proposition 2.3] implies that Jφ ⊂ P 2 and Jφ−1 ⊂ P 2 have the same number of irreducible components and thatφ restricts to
In particular, the number of irreducible components of C and D (and of their closures) is the same, equal to r ≥ 1.
We now prove that there exist i ∈ {1, . . . , r} and α ∈ Aut(A 2 ) such that α(C i ) is the line y = 0 (as C i ≃ A 1 , this is for instance always true if char(k) = 0 by the Abyhankar-Moh-Suzuki theorem, but we will not use this result here, and do the general case where char(k) is arbitrary). For each i ∈ {1, . . . , r} we have C i ≃ A 1 , and [BFH19, Proposition 3.16] gives the existence of an element of Aut(A 2 ) that sends C i onto the line y = 0 as soon as there is a birational map P 2 P 2 that contracts C i (and maybe some other curves) onto a point. Hence, we only need to consider the case where no one of the curves C 1 , . . . , C r is contracted byφ. This implies that Jφ is either empty or equal to L ∞ . Let
If Jφ is empty, thenφ is an automorphism of P 2 , so R = ϕ * (L ∞ ) is a line as well. In both cases,φ restricts to an isomorphism A 2 = P 2 \ L ∞ ∼ −→ P 2 \ R. Note that R = L ∞ , as otherwise ϕ would extend to an automorphism of A 2 . Hence,φ * (L ∞ ) is one of the curves C i . The extension of any automorphism of A 2 that is not affine gives a birational map ψ : P 2 P 2 that contracts L ∞ onto a point, so ψ •φ is a birational map P 2 P 2 that contracts C i onto a point. Using again the result cited before, this gives the existence of α ∈ Aut(A 2 ) such that α(C i ) is the line y = 0.
We may assume that i = 1. Applying the desired automorphism α, we may further assume that C 1 is given by y = 0. Since the other curves C 2 , . . . , C r are isomorphic to A 1 and disjoint from C 1 , there are r − 1 distinct a 2 , . . . , a r ∈ k * such that C i is given by y = a i for i = 2, . . . , r. Indeed, the restriction of the morphism (x, y) → y gives an invertible function on C i ≃ A 1 , which has to be constant. In particular, C = Spec(k[x, y]/(p)) for a polynomial p ∈ k[y].
For each λ ∈ k with p(λ) = 0, let E λ ⊂ A 2 be the closed curve which is given by y = λ. Thus E λ is isomorphic to A 1 and disjoint from C 1 , . . . , C r . The image F λ = ϕ(E λ ) is then a closed curve in A 2 \ D that is isomorphic to A 1 . In particular, F λ is closed in A 2 and disjoint form D 1 , . . . , D r . Let λ 0 ∈ k be fixed with p(λ 0 ) = 0. The composition ofφ −1 with the birational map (x, y) → (x · (y − λ 0 ), y) gives a birational map P 2 P 2 that contracts the closure of F λ0 . Hence, using again [BFH19, Proposition 3.16], there exists β ∈ Aut(A 2 ) such that β(F λ0 ) is given by y = 0. After applying the automorphism β at the target, we may assume that F λ0 is given by y = 0. As (x, y) → y is an invertible function on A 2 \ F λ0 , for each λ ∈ k with p(λ) = 0 the curve F λ ≃ A 1 is given by y = λ ′ for some λ ′ ∈ k. Hence, each of the curves D i is disjoint from infinitely many lines of the form y = λ ′ , so there is q ∈ k[y] with D = Spec(k[x, y]/(q)).
Proposition 2.2.1 allows us to provide information on the polynomial p of hypersurfaces given by xp + q = 0 in A 3 . The following result is due to Russell [Rus76, Theorem 2.3]; for the sake of completeness we insert the short proof.
is isomorphic to A 2 and such that p ∈ k. Then, the irreducible components of F p are disjoint and isomorphic to A 1 , where F p = Spec(k[y, z]/(p)).
Moreover, there is an automorphism of k[y, z] that sends p onto an element of k[y].
Proof. Note that the morphism ϕ : X → A 2 , (x, y, z) → (y, z) restricts to an isomorphism
Since X is by assumption irreducible, it follows that xp + q is an irreducible polynomial and thus p, q have no non-trivial common factor in k[y, z]. In particular, Spec(k[y, z]/(p, q)) red consists of a finite number of points and the irreducible components of X p are disjoint and isomorphic to A 1 . Proposition 2.2.1 implies that (F p ) red and (X p ) red are isomorphic. Since p ∈ k we get F p = ∅ and thus X p = ∅. 
where a 1 , . . . , a r ∈ k are the r distinct roots of p. Then the following statements are equivalent:
(1) X = Spec(k[x, y, z]/(f )) is isomorphic to A 2 ;
(2) There exists ϕ ∈ Aut k (k[x, y, z]) such that ϕ(x) = f and ϕ(y) = y;
(3) There exist a ∈ k[y, z], r 0 , r 1 ∈ k[y] with deg(r i ) < r for i = 0, 1 such that r 1 (a i ) = 0 for each i ∈ {1, . . . , r} and q(y, z) = ap + zr 1 + r 0 .
(1) ⇒ (2): This is done in [Rus76, Theorem 2.3], see also [Sat76] for the case char(k) = 0.
(2) ⇒ (1): The automorphism ϕ corresponds to an automorphism of A 3 that sends X onto Spec(k[x, y, z]/(x)) ≃ A 2 .
(1) ⇒ (3): We consider the morphism π : X → A 1 given by (x, y, z) → y. Then, outside of {a 1 , . . . , a r }, π is a trivial A 1 -bundle. If X is isomorphic to A 2 , then each fibre of π needs to be isomorphic to A 1 (this follows for instance from [Gan11, Theorem 4.12]). We write q(y, z) = d j=0 z j (q jp + r j ), with q j , r j ∈ k[y] and deg(r j ) < r = deg(p) for each j.
For each i ∈ {1, . . . , r}, the fibre of π over a i is Spec(k[x, z]/(q(a i , z))), so q(a i , z) is a polynomial of degree 1 in z (as each fibre of π is isomorphic to A 1 ). This implies that r j (a i ) = 0 for each j ≥ 2 and that r 1 (a i ) = 0. As deg(r j ) < r, we obtain that r j = 0 for j ≥ 2. This gives (3) with a = d j=0 z j q j .
(3) ⇒ (1): As already mentioned, the morphism π : X → A 1 is a trivial A 1bundle over U = A 1 \ {a 1 , . . . , a r }. In particular, the generic fibre of π is isomorphic to A 1 k(y) and the fibres of π over points lying in U are isomorphic to A 1 k . Using (3), we get that for each i, the fibre π −1 (a i ) = Spec(k[x, z]/(zr 1 (a i ) + r 0 (a i ))) is iso- 
Proof. If f is a variable of k[x, y, z], then Spec(k[x, y, z]/(f − λ)) ≃ A 2 for each λ ∈ k, and thus in particular for λ = 0. Conversely, we suppose that Spec(k[x, y, z]/(f )) is isomorphic to A 2 , and prove that f is a variable. 
Proof. Suppose first that deg(p) ≤ 0, which is equivalent to p ∈ k. We obtain
, which implies that deg(q) = 1. Indeed, deg(q) ≥ 1 since q ∈ k and deg(q) > 1 is impossible, as the degree of any element of k[q] is a multiple of deg(q).
If deg(p) = 1, the result holds, so we may assume that deg(p) ≥ 2. It remains to see that deg(p) < deg(q) − 1. We then consider the closed embedding f : A 1 ֒→ A 2 given by t → (p(t), q(t)), which extends to a morphismf : P 1 → P 2 given by
are homogeneous polynomials of degree d. The image Γ =f (P 1 ) is a closed curve of P 2 that is rational and smooth outside of Proof. Let p, q ∈ k[t] be such that t → (p(t), q(t)) is an isomorphism A 1 → C defined over k. The polynomials p, q satisfy then k[p, q] = k[t]. After applying an affine automorphism of A 2 , we may assume that deg(p) < deg(q). By Lemma 2.3.1, we obtain 1 ∈ {deg(p), deg(q)}.
We first assume that deg(q) = 1, which implies that deg(p) < 1, so p ∈ k. After applying an affine automorphism of A 2 , we get p = 0 and q = t, so the curve C is given by x = 0.
We then assume that deg(p) = 1. After applying an automorphism of A 1 , we may assume that p = t. Hence, C is given by y − q(x) = 0. After applying the automorphism (x, y) → (y, x), the equation is x − q(y) = 0. By using an automorphism of the form (x, y) → (x + ay + b, y) for some a, b ∈ k, we may assume that q has no constant or linear term. for some p, q ∈ k[y, z] with p = 0 and deg(p) ≤ 3. If the surface Spec(k[x, y, z]/(f )) is isomorphic to A 2 , then after applying an affine automorphism on y and z, one of the following cases hold:
(1) p ∈ k[y] has degree ≤ 3;
(2) p = y + r(z) for some r ∈ k[z] of degree 2 or 3.
Proof. If p ∈ k, then we are in case (1). We may thus assume that p ∈ k. By Proposition 2.2.2, the irreducible components of F p = Spec(k[y, z]/(p)) are disjoint and isomorphic to A 1 .
We use the embedding A 2 ֒→ P 2 , (y, z) → [1 : y : z] and denote by L ∞ = P 2 \ A 2 the line at infinity.
If the irreducible components of F p are lines, then they have to pass through the same point in L ∞ . After applying an affine automorphism, we may assume that the point is [0 : 0 : 1], which implies that p ∈ k[y].
It remains to study the case where at least one irreducible component has degree ≥ 2. This component corresponds to an irreducible curve C ⊂ A 2 of degree d ∈ {2, 3} whose closure C in P 2 is again an irreducible curve of degree d.
By Corollary 2.3.2, we may apply an affine automorphism and assume that C is the zero locus of y + r(z) for some polynomial r of degree d. If F p is equal to C, then p = y + r(z) (up to some constant which can be removed by an affine automorphism). Otherwise, as F p has degree ≤ 3, we get that F p is reduced, and it is the disjoint union of the degree 2 curve C with some line. But there is no such line in A 2 : by Bézout's theorem, the closure of the line in P 2 would be tangent to the conic C at the point at infinity of C, impossible as already L ∞ is tangent to C at that point. (1) f = y + s(z) for some polynomial s ∈ k[z] of degree ≤ 3;
(2) f = x(y + z 2 ) + z;
(3) f = x + r 2 (y, z) + r 3 (y, z) for some homogeneous r i ∈ k[y, z] of degree i;
(4) f = xy + yr 2 (y, z) + z for a homogeneous polynomial r 2 ∈ k[y, z] of degree 2;
(5) f = xy 2 + ys(z) + z for a polynomial s ∈ k[z] of degree ≤ 2;
(6) f = xy(y + 1) + s(y)z + t(y) for some polynomials s, t ∈ k[y] of degree ≤ 1 with s(0)s(−1) = 0.
Proof. If p = 0,
which implies that Spec(k[y, z]/(f )) ≃ A 1 . By Corollary 2.3.2, we may apply an affine automorphism on y and z in order to be in case (1). We may thus assume in the sequel that p = 0. According to Lemma 2.3.3, we only need to consider the following two cases: either p ∈ k[y] or p = y + r(z) for some r ∈ k[z] of degree 2.
Suppose first that p = y + r(z) for some r ∈ k[z] of degree 2. By using the (non-affine) automorphism (x, y, z) → (x, y − r(z), z) of A 3 , we get where s = a(y + r, z) ∈ k[y, z]. As deg(r) = 2, we obtain that deg(s) ≤ 1. Hence, after applying the affine automorphism (x, y, z) → (x−s(y, z), y, z), we may assume that f is equal to x(y + r(z)) + λz + µ. Using the affine automorphism (x, y, z) → (x, y, λ −1 (z − µ)), we obtain x(y + r ′ (z)) + z for some r ′ = 2 i=0 µ i z 2 ∈ k[z] of degree 2. After replacing y with y − µ 0 − µ 1 z we get x(y + µ 2 z 2 ) + z. We then apply (x, y, z) → (µ −1 2 x, µ 2 y, z) in order to be in case (2). It remains to consider the case where p ∈ k[y]. We distinguish the different cases:
If p ∈ k * , we may assume that p = 1 and after applying (x, y, z) → (x − q 0 − q 1 (y, z)) we are in case (3), where q 0 , q 1 ∈ k[y, z] are the constant and linear part of q, respectively.
If p has one single root, we may assume that p = y i for some i ∈ {1, 2}. Then, Proposition 2.2.3 shows that q(y, z) = ay + λz + µ for some a ∈ k[y, z], λ ∈ k * and µ ∈ k. After applying the affine automorphism (x, y, z) → (x, y, λ −1 (z − µ)) we may assume that λ = 1 and µ = 0.
If i = 1, then f = xy + yr(y, z) + z for some polynomial r of degree ≤ 2. Let r 1 , r 0 ∈ k[y, z] be the homogeneous parts of degree 1 and degree 0 of r, respectively. We may apply the affine automorphism (x, y, z) → (x − r 1 (y, z) − r 0 , y, z) and thus we may assume that r is homogeneous of degree 2. Hence, we are in case (4).
If i = 2, then f = xy 2 + yr(y, z) + z for some polynomial r of degree ≤ 2. Now, after applying a suitable affine automorphism of the form (x, y, z) → (x − b(y, z), y, z) we may assume that r ∈ k[z] and thus we are in case (5).
We then assume that p has two distinct roots. We may assume that p = y(y + 1). Proposition 2.2.3 shows that q(y, z) = ay(y + 1) + sz + t for some a ∈ k[y, z] of degree ≤ 1, and some s, t ∈ k[y] of degree ≤ 1 with s(0) = 0, s(−1) = 0. After applying (x, y, z) → (x − a(y, z), y, z) we are in case (6).
Proposition 2.3.5 (Hypersurfaces isomorphic to A 2 of degree ≤ 3). Let f ∈ k[x, y, z] be an irreducible polynomial of degree ≤ 3. If the surface Spec(k[x, y, z]/(f )) is isomorphic to A 2 , then there is α ∈ Aff(A 3 ), such that one of the following cases occur:
Moreover, if f ∈ k[x, y, z] is one of the polynomials from cases (3)-(6) of Proposition 2.3.4, then we may in addition assume that α * (y) ∈ k[y].
Proof. By Corollary 2.1.2 we may assume that f = xp + q for some p, q ∈ k[y, z] with deg(p) ≤ 2 and deg(q) ≤ 3. We go through the different cases of Proposition 2.3.4.
(1): We exchange x, y and get f = x + s(z) and then we replace x with x + a + bz for some a, b ∈ k in order to be in case A).
(2): We exchange x, y and get f = y(x + z 2 ) + z = xy + yz 2 + z which is a subcase of B).
(3) and (4) directly give A) and B), except if we are in case (4) with r 2 ∈ k[y], in which case we exchange x, z in order to be in case A).
(5): We have f = xy 2 + ys(z) + z for some polynomial s of degree ≤ 2. We distinguish three cases:
If deg(s) ≤ 0, we have s ∈ k. After the coordinate change (x, y, z) → (x, y, z−sy) and the exchange of x, z we are in case A).
If deg(s) = 1, we have f = xy 2 + y(az + b) + z for some a ∈ k * and b ∈ k. We replace x, y, z with a(az + b), (y − 1)/a, x and obtain xy + yr 2 (y, z) + z where r 2 = yz + uy + vz + w for some u, v, w ∈ k. After replacing x with x − uy − vz − w, we may assume that r 2 is homogeneous and still not in k[y]; this gives B).
If deg(s) = 2 we apply a homothety in x and y, and obtain C). (6):
We exchange x and z and get f = xs(y) + y(y + 1)z + t(y) for some polynomials s, t ∈ k[y] of degree ≤ 1 with s(0)s(−1) = 0. If s ∈ k, then s = 0 and after applying (x, y, z) → (s −1 (x − t(y)), y, z) we are in case A). Otherwise, we replace s(y) with y and get xy
: then we exchange x and z in order to be in case A).
Moreover, in cases (3)-(6) we see that the constructed affine coordinate change maps k[y] onto itself. This shows the last statement.
In the next corollary, we list several properties of the closure in P 3 of a hypersurface in A 3 of degree 3 which is isomorphic to A 2 .
(1) If f 3 defines a conic Γ and a tangent line L in P 2 , then the singular locus of X ⊂ P 3 equals the point (Γ ∩ L) red . Is the next sentence needed? It seems only used in Lemma ??, which is maybe obsolete, so in this case I suggest to remove it. Moreover, if this point is [0 : 1 : 0 : 0], then there exist s, q ∈ k[y, z] of degree 1 and 3, respectively, with f = xs 2 + q.
(2) If f 3 defines one line (with multiplicity 3) in P 2 , then f 2 is either zero or defines some lines in P 2 and all the lines given by f 3 and f 2 have a point in P 2 in common. Moreover, the singular locus of X ⊂ P 3 is given by
(3) If f 3 neither defines a conic and a tangent line in P 2 , nor one line in P 2 , then f 3 defines several lines in P 2 and all these lines pass through the same point q ∈ P 2 . Moreover, q lies in the singular locus of X ⊂ P 3 .
Proof. Applying an affine automorphism, we are in one of the three cases A)-B)-C) of Proposition 2.3.5. The affine automorphism induces an automorphisms of the plane at infinity and thus an isomorphism between the curve in P 2 given by f 3 = 0 and respectively r 3 (y, z) = 0, yr 2 (y, z) = 0 and y(xy + z 2 ) = 0 where r i ∈ k[y, z] is homogeneous of degree i for i = 1, 2. We thus obtain two cases for f 3 = 0, namely a conic and a tangent line (1), or a set of lines through the same point: (2)-(3). The distinction between (2) and (3) corresponds to ask whether the lines are all the same or not. We study the three cases separately.
(1): Here we are in Case C) of Proposition 2.3.5. There exist thus ψ ∈ Aff(A 3 ) and a, b ∈ k with f = ψ * (g) where g = xy 2 + y( 
is equal to zero if and only if
Since the intersection of H = 0 with the plane w = 0 at infinity only consists of the line w = y = 0, the singular locus of H = 0 is equal to w = y = r 2 (y, z) = 0 (where k has any characteristic). Note that this singular locus is mapped via ψ −1 onto w = s = r 2 (s, t) + 3δs 2 = 0 and thus the second claim follows.
(3): The first claim directly follows from Proposition 2.3.5 and we may assume (after an affine automorphism) that f is as in case A) or in case B). In both cases the common intersection point of the lines defined by f 3 is [0 : 1 : 0 : 0] which is a singularity of X ⊂ P 3 by Lemma 2.1.1.
be an irreducible polynomial of degree 3 such that the hypersurface X = V A 3 (f ) is isomorphic to A 2 and such that the closure of X in P 3 contains the line w = y = 0. After applying an affine automorphism of A 3 that preserves the line w = y = 0, we obtain one of the following cases:
Proof. There exists an affine automorphism that sends f onto a g ∈ k[x, y, z] wich is one of the polynomials from Proposition 2.3.5. We then look at the image ℓ of the line w = y = 0 in the plane at infinity H ∞ = {[w : x : y : z] ∈ P 3 | w = 0} and apply an affine automorphism to send it back to w = y = 0.
In case A), g = x + r 2 (y, z) + r 3 (y, z) for some homogeneous r i ∈ k[y, z] of degree i. As deg(g) = 3, we get r 3 = 0, and the line ℓ is given by p 1 (y, z) = 0 for some homogeneous polynomial p 1 ∈ k[y, z] of degree 1 that divides r 3 . We apply an element of GL 2 (k) acting on y, z and obtain a).
In case B), g = xy + yr 2 (y, z)+ z for a homogeneous polynomial r 2 ∈ k[y, z]\ k[y] of degree 2. The line ℓ is given by p 1 (y, z) = 0 for some homogeneous polynomial p 1 ∈ k[y, z] of degree 1 that divides yr 2 (y, z). If ℓ is the line y = 0 we get b). Otherwise, the line is αy + βz with β = 0 and g = xy + y(αy + βz)s 1 (y, z) + z for some homogeneous degree 1 polynomial s 1 ∈ k[y, z] \ {0}. We apply a linear coordinate change and send αy + βz and y respectively to y and z; this sends z onto γy + δz with γ ∈ k * , δ ∈ k, and sends g onto xz + yzs ′ 1 (y, z) + γy + δz for some homogeneous degree 1 polynomial s ′ 1 ∈ k[y, z] \ {0}. We replace y with γ −1 y and get c).
In case C), g = xy 2 + y(z 2 + az + b) + z for some a, b, ∈ k and thus the line ℓ is y = 0. Hence we obtain d).
be an irreducible polynomial of degree 2 and assume that X = Spec(k[x, y, z]/(f )) is isomorphic to A 2 . Then, after applying an affine automorphism, one of the following cases occur:
(1) f = x + y 2 ;
(2) f = x + yz.
Proof. Since f is of degree 2, it follows from Proposition 2.3.5 that f is equal to x + r 2 (y, z) for a non-zero homogeneous polynomial of degree 2 up to an affine automorphism. Depending whether r 2 (y, z) = 0 has one ore two zeros in P 1 we are in case (1) and case (2), respectively.
Families of cubic hypersurfaces of A 3 , all isomorphic to A 2
In this section, we study families of cubic hypersurfaces of A 3 that are isomorphic to A 2 . In order to to this we begin with linear systems on P 2 .
3.1. Linear systems on P 2 . To study families of hypersurfaces of A 3 , it is natural too look at the behaviour at infinity. We will then need the following simple results:
be two homogeneous polynomials of degree d ≥ 1 without common factor. The following are equivalent:
(1) The polynomial λf + µg is divisible by a linear factor, for all λ, µ ∈ k.
(2) The polynomial λf + g is divisible by a linear factor, for infinitely many
Proof. Observe that the subset R d ⊂ k[x, y, z] d of elements that are divisible by a linear factor is closed. Indeed,
is a closed subset of P 1 . Thus it is infinite if and only if it is the whole P 1 . This gives the equivalence (1) ⇔ (2).
Let us prove (3) ⇒ (1). As f and g have no common factor, s, t are linearly independent. We apply a linear coordinate change and may assume that s = x and t = y. Now, it is enough to remark that every homogeneous polynomial of k[x, y] is a product of linear factors. It remains to prove (1) ⇒ (3). We prove this by induction on d = deg(f ) = deg(g). The case where d = 1 holds by choosing s = f and t = g. We consider the dominant rational map η :
, then a general fibre of η is irreducible [FOV99, Theorem 3.3.17, page 105] (but not necessarily reduced). After replacing f, g with another basis of kf ⊕ kg, we may thus assume that the zero locus of f and g are irreducible curves in P 2 . The assumption (1) implies that two linear factors
is a proper algebraic field extension. Hence, we may decompose η as η = ν • η ′ , where ν : P 1 → P 1 is a finite morphism which is not an isomorphism and η ′ :
As infinitely many fibres of η contain lines, the same holds for η ′ , so (2) holds for a and b. By induction, we find two homogeneous linear polynomials
be a vector subspace such that the gcd of all elements of V is 1, and such that each element of V is divisible by a linear factor. Then, one of the following holds:
(1) There are two linear polynomials
(2) The degree d is a power of char(k) = p > 0, and Lemma 3.1.3. Assume that char(k) = 2 and let g 1 , . . . , g n ∈ k[x, y] 2 , such that kg 1 + · · · + kg n = kx 2 ⊕ ky 2 . If s ≥ 0 and h 1 , . . . , h n ∈ k[x, y] s are such that i λ i g i and i λ i h i have a common non-zero linear factor for all (λ 1 , . . . , λ n ) ∈ k n , then either h i = 0 for all i or s ≥ 2 and there exists h ∈ k[x, y] s−2 \ {0} with h i = hg i for all i.
Proof. Note that n ≥ 2. After a linear coordinate change in x, y and after replacing h 1 , . . . , h n and g 1 , . . . , g n with certain linear combinations we may assume that g 1 = x 2 and g i = y 2 for all i = 2, . . . , n. For each i ∈ {2, . . . , n} and each α, β ∈ k, (αx + βy) 2 = α 2 g 1 + β 2 g i and α 2 h 1 + β 2 h i have a common non-zero linear factor, so αx + βy divides α 2 h 1 + β 2 h i , which means that α 2 h 1 (β, α) + β 2 h i (β, α) = 0. As this last equation is true for all α, β ∈ k, the polynomial y 2 h 1 + x 2 h i is zero. We get a polynomialh i such that h 1 =h i x 2 and h i =h i y 2 . The equality h 1 =h i x 2 yields thath i is independent of i, so writing h = h i gives the result.
Lemma 3.1.4. Assume that char(k) > 0 and denote by φ : P 2 → P 2 the Frobenius endomorphism.
(
Proof. We will only prove (1), as (2) follows from it by choosing A to be the matrix obtained from B by taking the p-th power of each entry. We then have to show that
and obtain Γ = π 1 (M ), where π 1 : M → PGL 3 is the first projection. Moreover, the second projection π 2 : M → P 2 is a locally trivial P -bundle, where P is the parabolic subgroup of PGL 3 that fixes [0 : 0 : 1]. Note that P is irreducible and dim P = 6. In particular, M is irreducible of dimension 8, and thus Γ = π 1 (M ) is also irreducible. As π 1 is proper, we get that Γ is closed in PGL 3 and thus we only have to show that dim Γ = 8.
is open in M , it has dimension 8, so the same holds for U and then for Γ. We may then assume that a smooth point A ∈ Γ exists such that
where T A (·) denotes the tangent space at A. To do this, let us take an element S ∈ PGL 3 that sends v 1 and v 2 respectively onto p 1 = [1 : 0 : 0] and p 2 = [0 : 1 : 0]. The automorphism
3.2. Affine linear systems of affine spaces. It turns out that the following definition is very useful for us:
We say that a morphism
is an affine linear system of affine spaces if for each λ 0 ∈ k and each (λ 1 , . . . , λ n ) ∈ k n \ {0} the polynomial λ 0 + λ 1 f 1 + . . . + λ n f n is not constant and the corresponding hypersurface in A d is isomorphic to A d−1 . This is equivalent to say that the preimage of every affine linear hypersurface in A n under the morphism
We call two affine linear systems of affine spaces (f 1 , . . . , f n ), (g 1 , . . . , g n ) :
then we say that f is a linear system of affine spaces. Hence, every affine linear system of affine spaces is a linear system of affine spaces.
Remark 3.2.2. Every automorphism f : A n → A n is an affine linear system of affine spaces and two automorphisms f, g : A n → A n are equivalent, if they are the same up to affine automorphisms at the source and target.
Next, we list some basic properties of affine linear systems of affine spaces.
(1) If f = (f 1 , . . . , f n ) is an affine linear system of affine spaces and if f i,1 denotes the homogeneous part of f i of degree 1 for i = 1, . . . , n, then f 1,1 , . . . , f n,1 are linearly independent over k in k[x 1 , . . . , x d ] 1 . In particular, n ≤ d.
(2) Assume that f is an affine linear system of affine spaces. Then for all 
(2): This follows directly from the definition.
(3): If f is surjective, then the statement is clear. If f is not surjective, then the image of f is contained in an affine linear hypersurface in A n and thus f is not an affine linear system of affine spaces.
( 
Then the determinant of the Jacobian of f lies in k * if and only if the preimage of each affine linear hypersurface under f is a smooth hypersurface in A n .
Proof. The determinant of the Jacobian of f does not lie in k * if and only if there exist λ 1 , . . . , λ n ∈ k, not all equal to zero, and there is a point a ∈ A n such that n i=0 λ i ∂f i ∂x j (a) = 0 for each j = 1, . . . , n .
However, this last condition is equivalent to the existence of some λ 0 ∈ k and some
In the next Proposition, we study affine linear systems of affine spaces A 2 → A 2 of degree ≤ 3 up to affine automorphisms at the source and target. Proof. By Corollary 2.3.2, we may assume after an affine coordinate change in (x, y)
The determinant of the Jacobian of (x, f 2 (x − q, y)) = f • ψ is a non-zero constant (due to Lemma 3.2.3(7)) and it is equal to the y-derivative of f 2 (x − q, y). Hence, f 2 (x − q, y) = ay + p(x) for some a ∈ k * and p ∈ k[x], i.e. f 2 = ay + p(x + q).
After scaling f 2 we may assume a = 1. If deg(q) ≤ 1, then ψ ∈ Aff(A 2 ) and since f • ψ = (x, y + p(x)), the result follows after conjugation with (x, y) → (y, x).
and since ϕ • f = (x + q(y), y), the result holds.
3.3. Linear systems of affine spaces of degree 3 with a conic in the base locus. In this subsection we study linear systems f : A 3 → A n of degree 3 such that the rational map P 3 P n which extends f contains a conic in the base locus. In fact, this study will be important in order to prove that every automorphism of degree 3 of A 3 can be brought into standard form (Proposition 3.6.1 below). As explained in the introduction, we say that an affine linear system of affine spaces f : A 3 → A n is in standard form if f = (xp 1 +q 1 , . . . , xp n +q n ) for some polynomials . . , f n ) : A 3 → A n is a linear system of affine spaces of degree 3 such that there is a homogeneous irreducible polynomial of degree 2 that divides the homogeneous parts of degree 3 of f 1 , . . . , f n . Then f is equivalent to a linear system of affine spaces in standard form.
Proof. For i = 1, . . . , n, we write
Applying an automorphism of A n we may assume that f i,3 = 0 for each i. By assumption, there is an irreducible conic Γ ⊂ P 2 that is contained in the zero locus of f i,3 , for each i ∈ {1, . . . , n}. Moreover, for each i, f i defines an A 2 inside A 3 , so the polynomial f i,3 defines in P 2 the conic Γ and a tangent line to that conic in a point q i and the closure in P 2 of the hypersurface given by f i is singular at q i (see Corollary 2.3.6). If all the points q 1 , . . . , q n are the same, we can assume that these are [1 : 0 : 0], and obtain the result by Lemma 2.1.1. We thus assume that two of the q i 's are distinct and derive a contradiction. We may assume that q 1 = q 2 by applying a permutation of A n . Applying automorphisms of A 3 , we may moreover assume that f 1 = xy 2 + y(z 2 + az + b) + z for some a, b ∈ k (see Proposition 2.3.5). Hence, q 1 = [1 : 0 : 0], Γ is the conic xy + z 2 = 0 and q 2 ∈ Γ \ {q 1 }, so q 2 = [−ξ 2 : 1 : ξ] for some ξ ∈ k. Replacing f 2 with f 2 λ for some λ ∈ k * , we obtain
For each µ ∈ k, the polynomial f 2 + µ 2 f 1 defines a hypersurface X µ ⊂ A 3 and its homogeneous part of degree 3 is (x−ξ 2 y+µ 2 y+2ξz)(xy+z 2 ). By Corollary 2.3.6(1), the line ℓ µ given by x − ξ 2 y + µ 2 y + 2ξz is tangent at Γ. Choosing µ = ξ when ξ = 0 and choosing µ = 1 when ξ = 0 gives char(k) = 2. We may then replace f 2 with f 2 + ξ 2 f 1 and assume that ξ = 0. The point of tangency of Γ and ℓ µ is then
Suppose first that f 1,2 = f 2,2 = 0. We obtain
for some α, β, γ, δ ∈ k. The polynomial f 2 + γ 2 f 1 = (x + γ 2 y)(xy + z 2 ) + αx + (β + bγ 2 )y +δ defines an A 2 , so the same holds when we replace x and z with x+γ 2 y, z + γy respectively, hence for the polynomial x(xy + z 2 ) + αx + (β + (b + α)γ 2 )y + δ, impossible by Proposition 2.2.3 (applied to the polynomial obtained by exchanging x and y).
We now assume that f 1,2 and f 2,2 are not both zero. There is an affine automorphism of A 3 that sends f 2 + µ 2 f 1 onto h = xy 2 + y(z 2 + cz + d) + z for some c, d ∈ k (Proposition 2.3.5). Thus, f 2 + µ 2 f 1 is obtained by applying an element of GL 3 (k)
where h ′ i ∈ k[x, y, z] i and h ′ 3 = y(xy + z 2 ), h ′ 2 = ε 1 y 2 + cyz + ε 2 z 2 are both singular at [1 : 0 : 0], the homogeneous part of degree 2 of f 2 + µ 2 f 1 is singular at p µ .
As f 1,2 and f 2,2 are not both zero and the set {p µ | µ ∈ k} is not contained in a line, there is no linear factor that divides both f 1,2 and f 2,2 . However, as f 2,2 +µ 2 f 1,2 is divisible by a linear factor for each µ ∈ k,there exist s, t ∈ k[x, y, z] 1 such that f 1,2 , f 2,2 ∈ k[s, t](Lemma 3.1.1). Remembering that f 1,2 = ayz, we prove first that a = 0. Indeed, otherwise k[s, t] = k[y, z] and f 2,2 + µ 2 f 1,2 ∈ k[y, z] is singular at p µ so is a multiple of (µy + z) 2 = µ 2 y 2 + z 2 , impossible as it contains yz for infinitely many µ. Now that a = 0 is proven, the polynomial f 2,2 + µ 2 f 1,2 = f 2,2 is singular at each point p µ , so f 2,2 = 0, in contradiction with the above assumption.
3.4. Affine linear systems in characteristic 2 and 3. Recall the following terminology. A morphism f : Y → X is an A 1 -fibration if each closed fiber is (schematically) isomorphic to A 1 . We moreover say that the A 1 -fibration f is locally trivial in the Zariski (respectively étale) topology if for each x ∈ X there is an open neighbourhood U ⊂ X of x (respectively a finite étale morphism U → U ′ onto an open neighbourhood U ′ of x in X) such that the fiber product U × X Y → U is isomorphic to U × A 1 over U . The A 1 -fibration is then trivial if one can choose U to be X.
An A 1 -bundle is then simply an A 1 -fibration that is locally trivial in the Zariski topology.
We now give two examples of linear systems of affine spaces of degree 3 that are not equivalent to linear systems in standard form. Then, π = (f, g) : A 3 → A 2 is an affine linear system of affine spaces, which is not equivalent to an affine linear system in standard form. Moreover, π is an A 1fibration that is not trivial.
Proof. If λ = 0, then λ 2 f + g = λ 2 x + y + (x + λz) 2 + λ 2 y 3 defines an A 2 in A 3 , since the linear polynomials λ 2 x + y, x + λz and y are linearly independent in k[x, y, z] 1 . On the other hand, both f and g define an A 2 in A 3 as well. This implies that π = (f, g) : A 3 → A 2 is a linear system of affine spaces and thus an affine linear system of affine spaces by Lemma 3.2.3(4).
Let X, Y ⊂ P 3 be the closures of the hypersurfaces in A 3 which are given by f and f + g, respectively. By Corollary 2.3.6(2) the singular locus of X is equal to [0 : 1 : 0 : 0] and the singular locus of Y is equal to [0 : 1 : 0 : 1]. In particular, X, Y have no common singularity and thus, π is not equivalent to an affine linear system in standard form by Lemma 2.1.1.
It remains to see that all closed fibres of π are isomorphic to A 1 but that π is not a trivial A 1 -bundle. To simplify the situation, we apply some non-affine automorphisms at the source and the target. We first apply (x, y + x 2 , z) (at the source) to get (x + z 2 + (y + x 2 ) 3 , y). Applying (x + y 3 , y) at the target and (x, y, z + x 3 + xy) at the source gives
The fibre over a point (x 0 , y 0 ) with y 0 = 0 is isomorphic to A 1 , via its projection onto z. The fibre over a point (x 0 , y 0 ) ∈ A 2 with y 0 = 0 is isomorphic to A 1 , as one can apply z → z + √ y 0 x 2 to reduce to the previous case. It remains to see that φ is not a trivial A 1 -fibration. Assume the converse for contradiction. Hence, there exists ϕ = (ϕ 1 , ϕ 2 , ϕ 3 ) ∈ Aut(A 3 ) such that φ • ϕ(x, y, z) = (x, y). In particular, ϕ 2 = y and thus Then, π = (f, g) : A 3 → A 2 is an affine linear system of affine spaces, which is not equivalent to an affine linear system in standard form. Moreover, π is an A 1fibration that is not trivial.
Proof. For each λ ∈ k, the polynomial f + λ 3 g = λ 3 z + x + z 2 + (y + λx) 3 defines an A 2 in A 3 : replacing y with y − λx and x with x − λ 3 z gives x + z 2 + y 3 . On the other hand, g also defines an A 2 in A 3 . This implies that π = (f, g) : A 3 → A 2 is a linear system of affine spaces and thus an affine linear system of affine spaces by Lemma 3.2.3(4).
Let X, Y ⊂ P 3 be the closures of the hypersurfaces of A 3 which are given by f and g, respectively. Then the singular locus of X is only the point [0 : 1 : 0 : 0] and the singular locus of Y is the line w = x = 0, by Corollary 2.3.6(2)). Hence, (f, g) is not equivalent to an affine linear system in standard form (see Lemma 2.1.1).
It remains to see that all closed fibres of π are isomorphic to A 1 but that π is not a trivial A 1 -fibration. To simplify the situation, we apply some non-affine automorphisms at the source and the target. We first apply (x, y − x 2 , z − x 3 ) (at the source) to get (x + y 3 + z 2 + x 3 z, z), then apply (x − y 2 , y) at the target to obtain φ = (x + y 3 + x 3 z, z) : A 3 → A 2 . By Proposition 2.2.3(3), the polynomial y + z 3 + y 3 x does not define an A 2 in A 3 , so the preimage of x = 0 by φ is not isomorphic to A 2 ; hence φ is not a trivial A 1 -fibration. However, the fibre over a point (x 0 , y 0 ) with y 0 = 0 is isomorphic to A 1 , via its projection onto y. The fibre over a point (x 0 , y 0 ) ∈ A 2 with y 0 = 0 is isomorphic to A 2 , as one can apply y → y − 3 √ y 0 x to reduce to the previous case.
The following strong result about A 1 fibrations over A 2 is classical and follows from the application of several powerful results. We remind the proof with the appropriate references for the sake of completeness. Proof. Let f : A 3 → A 2 be a locally trivial A 1 -bundle in the étale topology. Let p be a (not necessarily closed) point of A 2 . By assumption, there is an étale morphism U → X and a point p ′ ∈ U that is mapped onto p. Let κ and κ ′ be the residue fields of p and p ′ , respectively. As U → X is étale, the induced field extension κ ′ ⊃ κ is separable. Let R be the coordinate ring of the fiber over p of f : A 3 → A 2 . By assumption R ⊗ κ κ ′ is a polynomial ring in one variable over κ ′ and thus the same holds for R over κ, see [Rus70, Lemma 1.1]. Hence, each (not necessarily closed) fiber of f is isomorphic to A 1 over its residue field. Therefore, f is a locally trivial A 1 -fibration in the Zariski topology [KM78, Theorem 1] and hence a trivial Proof. If ℓ 1 , ℓ 2 , ℓ 3 are linearly independent, we may apply an element of GL 3 (k) and assume that ℓ 1 = x, ℓ 2 = y, ℓ 3 = z. Thus, an A 2 in A 3 . Otherwise, we may assume that ℓ 1 = ax + by, ℓ 2 = x, ℓ 3 = y, so the hypersurface of A 3 given by
is the curve given by ax + by + x 2 + y 3 = 0. It remains to see that Γ is not isomorphic to A 1 (by the positive answer to Zariski's Cancellation Problem, see [AHE72, Corollary 2.8]). Indeed, the closure of Γ in P 2 would otherwise be an irreducible curve singular at infinity, which is here not the case. (f 1,3 , . . . , f n,3 ) = ky 3 and span k (f 1,2 , . . . , f n,2 , y 2 ) = kx 2 + ky 2 + kz 2 .
Then, n = 2 and f is equivalent to the linear system (x + z 2 + y 3 , y + x 2 ) of Lemma 3.4.1.
Proof. As span k (f 1,2 , . . . , f n,2 , y 2 ) = kx 2 + ky 2 + kz 2 , we have n ≥ 2. Applying a linear automorphism of A n , we may assume that f 1,3 = y 3 and that f i,3 = 0 for i ≥ 2. We may moreover assume that span k (f 1,2 , f 2,2 , y 2 ) = kx 2 + ky 2 + kz 2 by possibly adding multiples of f i , i ≥ 2 to f 1 and then permuting the f i , i ≥ 2. Hence, f 1,2 = ℓ 2 1 + αy 2 and f 2,2 = ℓ 2 2 + βy 2 , where ℓ 1 , ℓ 2 ∈ k[x, z] 1 are linearly independent and α, β ∈ k. Applying a linear automorphism at the source that fixes y, we may reduce to the case where f 1,2 = z 2 and f 2,2 = x 2 . We may moreover assume that f i,0 = 0 for each i, by applying a translation at the target.
We then choose a, b, c, d ∈ k such that f 1,1 = ax + bz mod ky and f 2,1 = cx + dz mod ky. For each λ ∈ k, the polynomial f 1 + λ 2 f 2 = ((a + λ 2 c)x + (b + λ 2 d)z + ζy) + (z + λx) 2 + y 3 defines an A 2 in A 3 (where ζ ∈ k depends on λ). This implies that ((a + λ 2 c)x + (b + λ 2 d)z + ζy), y and z + λx are linearly independent (Lemma 3.4.4), and thus that (a + λ 2 c) + (b + λ 2 d)λ = 0. As this is true for all λ, we obtain a = 0 and b = c = d = 0, so f 1 = ax + ξy + z 2 + y 3 and f 2 = νy + x 2 for some ξ, ν ∈ k. As f 2 defines an A 2 in A 3 , we have ν = 0. Applying x → √ νx at the source and replacing f 2 by ν −1 f 2 , we may assume that ν = 1. We then replace f 1 with f 1 + ξf 2 and z with z + √ ξx to assume ξ = 0. This gives (f 1 , f 2 ) = (ax + z 2 + y 3 , y + x 2 ). After replacing x, y, z with µx, µ 2 y, µ 3 z at the source where µ ∈ k is chosen with µ 5 = a and after replacing f 1 , f 2 with f 1 /µ 6 , f 2 /µ 2 , respectively, we may assume further that a = 1. This achieves the proof if n = 2.
It remains to see that n ≥ 3 leads to a contradiction. We add a multiple of f 2 to f 3 and may assume that f 3,2 is equal to ε 2 y 2 + τ 2 z 2 = (εy + τ z) 2 for some ε, τ ∈ k. For each λ ∈ k, the polynomial λ 2 f 1 +f 2 +f 3 = (λ 2 x+y+f 3,1 )+(x+εy+(λ+τ )z) 2 +λ 2 y 3 defines an A 2 in A 3 . Hence, for each λ ∈ k * , the polynomials λ 2 x + y + f 3,1 , x + εy + (λ + τ )z and y are linearly independent (Lemma 3.4.4). Writing f 3,1 = αx + βz + γy, with α, β, γ ∈ k, the polynomials (λ 2 + α)x + βz and x + (λ + τ )z are linearly independent, so 0 = (λ 2 + α)(λ + τ ) + β = λ 3 + λ 2 τ + λα + (ατ + β), for each λ ∈ k * . Hence, α = τ = β = 0, which yields f 3 ∈ k[y]. As f 3 defines an A 2 , we obtain f 3 = γy with γ ∈ k * . But then f 2 + γ −1 f 3 = x 2 does not define an A 2 , contradiction.
Lemma 3.4.6. Assume that char(k) = 3, let f 1 , . . . , f n ∈ k[x, y, z] of degree ≤ 3 such that f = (f 1 , . . . , f n ) : A 3 → A n is an affine linear system of affine spaces and that the linear span of the homogeneous parts of degree 3 of the f 1 , . . . , f n is a subspace of dimension ≥ 2 of kx 3 ⊕ ky 3 ⊕ kz 3 . Then either f is equivalent to a linear system in standard form or n = 2 and f is equivalent to the linear system (x + z 2 + y 3 , z + x 3 ) in Lemma 3.4.2.
Proof. Let f i,j ∈ k[x, y, z] be the homogeneous part of degree j of f i for i = 1, . . . , n, and let us define V j = span k (f 1,j , . . . , f n,j ) ⊆ k[x, y, z] j for each j. By assumption, V 3 ⊆ kx 3 ⊕ ky 3 ⊕ kz 3 , so λ i f i,3 is a third power for all (λ 1 , . . . , λ n ) ∈ k n . We may moreover assume that V 0 = 0 by applying a translation at the target.
It follows from Corollary 2.3.6(2) that for each (λ 1 , . . . , λ n ) ∈ k n such that λ i f i,3 = 0 (which is true for a general (λ 1 , . . . , λ n )), the polynomial λ i f i,2 is either zero or defines a conic in P 2 that is singular on a point of the triple line defined by λ i f i,3 . Suppose first that gcd(V 2 ) = 1, and thus that dim V 2 ≥ 2. Lemma 3.1.2 gives two polynomials s, t ∈ k[x, y, z] 1 such that V 2 ⊆ k[s, t]. Changing coordinates on A 3 , we may assume that s = y and t = z. For general (λ 1 , . . . , λ n ) ∈ k n the polynomial λ i f i,2 is only singular at the point p = [1 : 0 : 0] ∈ P 2 (as char(k) = 2), which is on the triple line defined by λ i f i,3 . This implies that V 3 ⊆ ky 3 ⊕ kz 3 , so f is a linear system in standard form.
We may now assume that a linear polynomial h ∈ k[x, y, z] 1 divides each element of V 2 . Applying an element of GL 3 at the source, we may thus assume that h = z. If a point p ∈ P 2 is such that all elements of V 2 and V 3 vanish at p, we apply an element of GL 3 at the source to assume p = [1 : 0 : 0] and obtain that f is in standard form. Hence, we may assume that the elements of V 3 do not share a common zero on the line z = 0.
We now prove that z 2 divides f i,2 for each i ∈ {1, . . . , n}. We suppose the converse to derive a contradiction. Applying a general element of GL n at the target, we obtain that f 1,2 is not a multiple of z 2 and that f 1,3 and f 2,3 do not share a common zero on the line z = 0. Choosing ℓ 1 , ℓ 2 ∈ k[x, y, z] 1 such that f 1,3 = ℓ 3 1 and f 1,3 = ℓ 3 1 , the elements ℓ 1 , ℓ 2 , z are linearly independent. We may thus apply an element of GL 3 and assume that f 1,3 = x 3 and f 2,3 = y 3 . We write f 1,2 = z(ax + by + cz) f 2,2 = zg for some a, b, c ∈ k with a, b not both equal to zero and g ∈ k[x, y, z] 1 . For each λ ∈ k, the polynomial f 1 + λ 3 f 2 defines an A 2 in A 3 and as f 1,3 + λ 3 f 2,3 = (x+ λy) 3 , the polynomial f 1,2 + λ 3 f 2,2 = z(ax+ by + cz + λ 3 g) is singular at a point p λ of the line x + λy = 0 (Corollary 2.3.6(2)). This yields p λ = [−λ : 1 : 0], and thus −λa + b + λ 3 g(−λ, 1, 0) = 0. This being true for each λ, we get a = b = 0, giving the desired contradiction.
We now show that dim(V 3 ) = 2. If dim(V 3 ) = 3, we may assume (f 1,3 , f 2,3 , f 3,3 ) = (x 3 , y 3 , z 3 ). By Lemma 3.1.4, there exists (λ 1 , λ 2 , λ 3 ) = (0, 0, 0) and ε = 0 such that λ 3 i f i,1 = εℓ 1 , where ℓ 1 = λ 1 x + λ 2 y + λ 3 z. Hence, the polynomial λ 3 i f i is equal to εℓ 1 + νz 2 + (ℓ 1 ) 3 for some ν ∈ k and does not define an A 2 in A 3 : it is reducible if ν = 0 or if z and ℓ 1 are collinear, and otherwise does not define and A 2 by Lemma 3.4.4. Now that dim(V 3 ) = 2 and that the elements of V 3 do not share a common zero point on z = 0, we may apply an element of GL 3 that fixes z to get V 3 = kx 3 + ky 3 . Moreover, V 2 = kz 2 (as otherwise V 2 = {0} would give a linear system in standard form after exchanging x and z). We apply an element of GL n at the target and assume that f 1,2 = z 2 and f 1,3 = 0. We then add to f 2 a linear combination of the other f i and assume that f 2,2 = 0 and that f 2,3 is not a multiple of f 1,3 . Applying again at the source an element of GL 3 that fixes z, we obtain f 1,3 = y 3 , f 2,3 = x 3 . We get α, β, γ, δ, ε, ζ ∈ k such that
For each λ ∈ k, the polynomial f 1 + λ 3 f 3 defines an A 2 in A 3 . This implies that (α + λ 3 δ)x + (β + λ 3 ε)y + (γ + λ 3 ζ)z, z and y + λx are linearly independent (Lemma 3.4.4). Hence, λ(β + λ 3 ε) − (α + λ 3 δ) = 0. This being true for each λ, we obtain β = δ = ε = 0 and α = 0. Hence f 1 = αx + γz + z 2 + y 3 , f 2 = ζz + x 3 , with αζ = 0. Replacing f 1 with f 1 −(γ/ζ)·f 2 and replacing y with y+κx where κ 3 = γ/ζ, we may assume that γ = 0. It remains then to choose ξ ∈ k * with α 3 ζ = ξ 15 , to replace x, y, z with ξ 6 /αx, ξ 2 y, ξ 3 z at the source and f 1 , f 2 with f 1 /ξ 6 , f 2 α 3 /ξ 18 at the target, to obtain
Thus, f is the linear system of affine spaces in Lemma 3.4.2 if n = 2. It remains to see that n ≥ 3 yields a contradiction. Adding to f 3 a linear combination of f 1 , f 2 we obtain that f 3,3 = 0. This gives f 3 = αx + βy + γz + θz 2 with α, β, γ, θ ∈ k. Replacing f 3 by a multiple, we may assume that α = −1 and θ = −1. For each λ ∈ k, the polynomial f 1 +λ 3 f 2 +f 3 = (1+α)x+βy +(γ +λ 3 )z +(1+θ)z 2 +(y +λx) 3 defines an A 2 in A 3 , so y + λx, z, (1 + α)x + βy + (γ + λ 3 )z are linearly independent (Lemma 3.4.4). This implies that βλ−(1+α) = 0. As this is true for each λ, we get β = 0. But then the linear parts of f 1 , f 2 , f 3 are linearly dependent, contradicting Lemma 3.2.3(1).
3.5.
Linear systems of affine spaces of degree 3 with a line in the base locus. In the following lemma we give necessary conditions for a polynomial of degree ≤ 3 such that it defines an A 2 in A 3 and this hypersurface contains in its closure in P 3 a specific line.
Lemma 3.5.1. Let F ∈ k[w, x, y, z] be a homogeneous polynomial of degree 3 such that f = F (1, x, y, z) satisfies Spec(k[x, y, z]/(f )) ≃ A 2 and such that F (0, x, 0, z) = 0. Write F as
where a 2 , b 2 ∈ k[x, z] are homogeneous of degree 2, c 1 , d 1 , e 1 ∈ k[x, z] are homogeneous of degree 1 and F 3 ∈ k[w, y] is homogeneous of degree 3. Then:
(1) The polynomial b 2 ∈ k[x, z] is a square;
(2) The polynomials a 2 , b 2 ∈ k[x, z] have a common linear factor;
(3) If b 2 = 0, then a 2 , e 1 ∈ k[x, z] have a common linear factor; (4) If b 2 = e 1 = 0 and a 2 is a square, then the polynomials a 2 , d 1 ∈ k[x, z] have a common linear factor; (5) If a 2 = b 2 = d 1 = e 1 = 0 and deg(f ) ≥ 2, then c 1 = 0.
Under the additional assumption that deg(f ) = 3, we have:
(6) If b 2 = e 1 = 0, then the polynomial a 2 ∈ k[x, z] is a square; (7) If b 2 = e 1 = 0 and (a 2 , d 1 ) = (0, 0), then gcd(a 2 , c 1 , d 1 ) = 1; (8) If a 2 is not a square, then b 2 = 0 or e 1 = 0;
Proof. The fact that F (0, x, 0, z) = 0 implies that F can be written in the above form. Note that F = F 1 + F 2 + F 3 , where F 1 = wa 2 (x, z) + yb 2 (x, z), F 2 = w 2 c 1 (x, z) + wyd 1 (x, z) + y 2 e 1 (x, z) and F 3 are homogeneous in w, y of degree 1, 2 and 3, respectively. It remains to see that the above eight assertions hold.
First, we assume that w divides F . Then deg(f ) < 3 and b 2 = e 1 = 0, so (1), (2) and (3) hold. If in addition a 2 is a square and if a 2 and d 1 would have no common non-zero linear factor, then the homogeneous part of f of degree 2 would be f 2 = a 2 + y(d 1 + λy) for some λ ∈ k. As a 2 is a square, we may apply a linear coordinate change in x, z and assume that a 2 = x 2 . We then write d 1 = d 1,0 x + d 1,1 z with d 1,0 , d 1,1 ∈ k, and obtain f 2 = x 2 + d 1,0 yx + y(λy + d 1,1 z) .
Since d 1,1 = 0, the polynomial f 2 ∈ k[x, y, z] is irreducible (e.g. by the Eisenstein criterion) which contradicts Proposition 2.3.5 and therefore (4) holds. If a 2 = d 1 = 0 and deg(f ) ≥ 2, then c 1 = 0, since otherwise f ∈ k[y] would not be irreducible. Hence, (5) holds.
We may now assume that w does not divide F , which implies that deg(f ) = 3.
We observe that the group of affine automorphisms G ⊂ Aff(A 3 ) ⊂ Aut(P 3 ) which preserve the line L = [w : x : y : z] ∈ P 3 | w = y = 0 is generated by the following two subgroups: Indeed, this follows from the facts that the action of G on L gives a group homomorphism G → Aut(L) ≃ PGL 2 (k) that is surjective on G 1 , and that the kernel is generated by G 2 and the homotheties of G 1 . The fact that all assertions (1)-(8) hold is preserved under elements of G 1 and G 2 . We may thus assume that f is of the form given in Corollary 2.3.7 and we check that the assertions (1)-(8) are satisfied.
In case a), (a 2 , b 2 , c 1 , d 1 , e 1 ) = (λz 2 , µz 2 , x, εz, νz) for some λ, µ, ν, ε ∈ k. In case b), (a 2 , b 2 , c 1 , d 1 , e 1 ) = (0, µz 2 , z, x, νz) for some µ, ν ∈ k. In case c), f = xz + yz(λy + µz) + y + δz where λ, µ, δ ∈ k and (λ, µ) = (0, 0), so (a 2 , b 2 , c 1 , d 1 , e 1 ) = (xz, µz 2 , δz, 0, λz).
In case d), f = xy 2 + y(z 2 + az + b) + z for some a, b ∈ k, so (a 2 , b 2 , c 1 , d 1 , e 1 ) = (0, z 2 , z, az, x).
In each case, b 2 is a square, and there is a linear factor that divides a 2 , b 2 and a linear factor that divides a 2 , e 1 . Moreover, a 2 is not a square only in case c) and thus b 2 or e 1 is non-zero. This shows that (1), (2), (3) and (8) are satisfied. The equalities a 2 = b 2 = d 1 = e 1 = 0 are only possible in case a), where c 1 = x = 0, thus (5) is satisfied. The equalities b 2 = e 1 = 0 are only possible in the cases a) and b); and then a 2 , d 1 have a common non-zero linear factor, a 2 is a square, and if (a 2 , d 1 ) = (0, 0), then gcd(a 2 , c 1 , d 1 ) = 1. Thus (4), (6) and (7) are satisfied.
Proposition 3.5.2. Let f 1 , . . . , f n ∈ k[x, y, z] be polynomials and assume that f = (f 1 , . . . , f n ) : A 3 → A n is an affine linear system of affine spaces of degree 3 such that y divides the homogeneous parts of degree 3 of f 1 , . . . , f n . Then, the following hold:
(i) Either f is equivalent to a linear system of affine spaces in standard form, or char(k) = 2 and f is equivalent to (x + z 2 + y 3 , y + x 2 ) : A 3 → A 2 .
(ii) Writing the homogeneous part of degree 3 of f i as y(η i y 2 + ye i,1 + b i,2 ) where η i ∈ k and e i,1 , b i,2 ∈ k[x, z] are homogeneous of degree 1 and 2, the polynomials b 1,2 , . . . , b n,2 are collinear.
Proof. For each i we denote by F i ∈ k[w, x, y, z] a homogeneous polynomial of degree 3 such that f i = F i (1, x, y, z) and write it as
y] is homogeneous of degree 3, and the following hold for all (λ 1 , . . . , λ n ) ∈ k n (see Lemma 3.5.1):
(1) 1 (x, z) have a common non-zero linear factor; (4) If λ i b i,2 (x, z) = λ i e i,1 (x, z) = 0 and λ i a i,2 (x, z) is a square, then λ i a i,2 (x, z), λ i d i,1 (x, z) have a common non-zero linear factor; and if deg( λ i f i ) = 3, then:
(8) If λ i a i,2 (x, z) is not a square, then λ i b i,2 (x, z) = 0 or λ i e i,1 (x, z) = 0. We distinguish, whether all b i,2 are collinear (case (A)) or not (case (B)). It turns out that in fact case (B) cannot occur, which proves (ii).
(A): Any two b i,2 are collinear: After applying an element of GL 2 (k) on x, z, we may assume that z 2 divides all b i,2 by assertion (1). If z divides each a i,2 , the point [0 : 1 : 0 : 0] will be singular for each F i , so f is in standard form. We may thus assume that there is j such that z does not divide a j,2 . Assertion (2) then implies that b i,2 = 0 for each i.
If a linear factor divides all a i,2 , we apply an element of GL 2 on x, z and assume that z divides all a i,2 , giving again that f is in a standard form. We then assume that no linear factor divides all a i,2 . In particular, dim span k (a 1,2 , . . . , a n,2 ) ≥ 2.
We assume that each λ i a i,2 is a square, which implies that char(k) = 2 and span k (a 1,2 , . . . , a n,2 ) = kx 2 ⊕ kz 2 . By assertion (3), we can apply Lemma 3.1.3 in order to get e i,1 = 0 for each i = 1, . . . , n. Then, by assertion (4) we can apply Lemma 3.1.3 once again and get d i,1 = 0 for i = 1, . . . , n. Hence, the result follows from Lemma 3.4.5.
We now assume that λ i a i,2 is not a square for general (λ 1 , . . . , λ n ) ∈ k n . Assertion (8) implies that λ i e i,1 is a non-zero linear polynomial for general (λ 1 , . . . , λ n ) ∈ k n , which then needs to divide λ i a i,2 by Assertion (3). As no linear factor divides all a i,2 , we may apply a general element of GL n at the target and may assume that a 1,2 and a 2,2 have no common factor, and the same holds for e 1,1 and e 2,1 . We then apply GL 2 on x, z at the source to get e 1,1 = x and e 2,1 = z.
We get a 1,2 = x(αx + βz), a 2,2 = z(γx + δz) for some α, β, γ, δ ∈ k. For each λ ∈ k, the polynomial e 1,1 + λe 2,1 = x + λz divides a 1,2 + λa 2,2 = αx 2 + (β + λγ)xz + δλz 2 , so replacing x = λ and z = −1 gives 0 = λ 2 (α − γ) + (δ − β)λ. This being true for all λ, we obtain α = γ and β = δ, contradicting the fact that a 1,2 and a 2,2 have no common factor.
(B): It remains to suppose that not all b i,2 , i = 1, . . . , n are collinear and to derive a contradiction. Since by assertion (1) each λ i b i,2 is a square, we get char(k) = 2. After applying a linear automorphism at the target, we may assume that b 1,2 = z 2 and b 2,2 = x 2 . According to (2), we can apply Lemma 3.1.3 and get a ∈ k with a 1,2 = az 2 , a 2,2 = ax 2 . Replacing y with y + a at the source, we may assume a = 0. This gives f 1 = yz 2 + αx + βz + ε and f 2 = yx 2 + γx + δz + ν where α, β, γ, δ, ε, ν ∈ k[y] (the first four of degree ≤ 2 and the last two of degree ≤ 3). For each λ ∈ k, the polynomial f 1 + λ 2 f 2 = y(z + λx) 2 + (α + λ 2 γ)x + (β + λ 2 δ)z + ε + λ 2 ν defines an A 2 in A 3 . Replacing z with z + λx, the polynomial
Suppose first that p λ ∈ k[y] \ k for a general λ ∈ k. In this case, we may apply Proposition 2.2.3: writing R λ = xp λ (y) + q λ (y, z) with q λ ∈ k[y, z], the polynomial q λ (y 0 , z) ∈ k[z] is of degree 1 for each root y 0 ∈ k of p λ . As the coefficient of z 2 in q λ (y, z) is y, we find that 0 is the only possible root of p λ (y), and in fact is a root for a general λ, as we assumed p λ ∈ k[y] \ k. Applying the above argument with i = 0 implies that α 0 = β 0 = γ 0 = δ 0 = 0, but then, for each λ ∈ k the polynomial β + λ 2 δ is zero at y = 0, so q λ (0, z) ∈ k[z] is not of degree 1.
The last case is when p λ ∈ k for each λ ∈ k. This implies (again by the above argument) that α i = β i = γ i = δ i = 0 for each i ≥ 1, so α, β, γ, δ ∈ k. We have δ = 0, since otherwise f 2 ∈ k[x, y] would define in A x,y a curve with two points at infinity. There exists thus λ ∈ k such that p λ = 0, so R λ does not define an A 2 (it belongs to k[y, z] and the curve that it defines in A 2 y,z has two points at infinity).
Reduction to affine linear systems of affine spaces in standard form.
Proposition 3.6.1. Let n ≥ 1 and let f 1 , . . . , f n ∈ k[x, y, z] be polynomials of degree ≤ 3 such that f = (f 1 , . . . , f n ) : A 3 → A n is a linear system of affine spaces. Then either f is equivalent to a linear system of affine spaces in standard form, or f is equivalent to one of the following linear systems of affine spaces:
Remark 3.6.2. The families of linear systems of affine spaces in (1) and (2) from Proposition 3.6.1 are the linear systems of affine spaces from Lemmata 3.4.1 and 3.4.2.
In particular, the linear systems of affine spaces in (1) and (2) are all non-equivalent to linear systems of affine spaces in standard form.
Proof of Proposition 3.6.1. If n = 1, the result follows from Corollary 2.1.2, so we will assume that n ≥ 2. By Lemma 3.2.3(1), we get n ≤ 3. Let d = deg(f ). Since the statement holds when d = 1, we assume d ∈ {2, 3}. Let f i,j ∈ k[x, y, z] be the homogeneous part of degree j of f i for i = 1, . . . , n, and let us define V j = span k (f 1,j , . . . , f n,j ) ⊆ k[x, y, z] j for each j ≤ d.
First, we consider the case d = 2. Due to Corollary 2.3.8, each element in V 2 is reducible and due to Lemma 3.1.2 one of the following cases occur:
In the first case we may assume that h = y and in the second case we may assume that (s, t) = (y, z), so f is in standard form in both cases. If we are in the last case, then n = 3 and we may assume that f 1,2 = x 2 , f 2,2 = y 2 , f 3,2 = z 2 . Due to Lemma 3.1.4 there exists (λ 1 , λ 2 , λ 3 ) = (0, 0, 0) and ε = 0 such that λ 2 i f i,1 = ε(λ 1 x + λ 2 y + λ 3 z) and hence we get a contradiction to the irreducibility of λ 2 i f i . It remains to do the case where d = 3. If a linear factor or an irreducible polynomial of degree 2 divides all elements of V 3 , the result follows respectively from Proposition 3.5.2 (after applying an element of GL 3 at the source) and Proposition 3.3.1. By Corollary 2.3.6, no element of V 3 is irreducible, so we may assume that gcd(V 3 ) = 1. In particular, dim V 3 ≥ 2.
If each element of V 3 is a third power, then char(k) = 3 and the result follows from Lemma 3.4.6. Thus we may assume that a general element in V 3 is not a third power. Now, Lemma 3.1.2 implies that there exist linearly independent s, t ∈ k[x, y, z] 1 such that V 3 ⊂ k[s, t]. We may assume that (s, t) = (y, z). As a general element of V 3 is not a third power, then by Corollary 2.3.6(3) the closure of the cubic λ i f i = 0 in P 3 has a singularity at [0 : 1 : 0 : 0] for general (λ 1 , . . . , λ n ) ∈ k n and thus f is in standard form.
Corollary 3.6.3. Let 1 ≤ n ≤ 3 and let f 1 , . . . , f n ∈ k[x, y, z] be polynomials of degree ≤ 3 such that f = (f 1 , . . . , f n ) : A 3 → A n is a trivial A 3−n -bundle. Then f is equivalent to a linear system of affine spaces in standard form.
Proof. This follows directly from Proposition 3.6.1, since the linear systems of affine spaces from Lemma 3.4.1 and Lemma 3.4.2 are not trivial A 1 -bundles.
Study of affine linear systems of affine spaces
Towards the description of the automorphisms of degree ≤ 3, we study in this subsection certain affine linear systems of affine spaces (f 1 , f 2 ) :
Lemma 3.7.1. For i = 1, 2, let p i , q i ∈ k[y, z] such that (xp 1 + q 1 , xp 2 + q 2 ) is a linear system of affine spaces. Then, k[p 1 , p 2 ] = k[y, z], i.e. (p 1 , p 2 ) : A 2 → A 2 is not an automorphism.
Proof. If k[p 1 , p 2 ] = k[y, z], then we apply a (possibly non-affine) automorphism of k[y, z] and may assume that p 1 = y, p 2 = z. We choose α, β, γ, δ, ε, τ ∈ k such that q 1 (y, z) = αy +βz +ε mod (y 2 , yz, z 2 ) , q 2 (y, z) = γy +δz +τ mod (y 2 , yz, z 2 ) .
Proposition 2.2.3 implies that q 1 (0, z) ∈ k[z] and q 2 (y, 0) ∈ k[y] have degree 1, so β, γ ∈ k * . For each λ ∈ k, the polynomial in (xy + q 1 ) − λ(xz + q 2 ) = x(y − λz) + (q 1 − λq 2 ) ∈ k[x, y, z] defines an A 2 in A 3 . Replacing y with y + λz, the polynomial
is of degree 1, for each λ ∈ k. However,
and as γ = 0, there is λ ∈ k such that the coefficient of z of R λ (0, 0, z) is zero, contradiction.
Lemma 3.7.2. For i = 1, 2, let p i ∈ k[y] and q i ∈ k[y, z] and assume that f = (f 1 , f 2 ) = (xp 1 + q 1 , xp 2 + q 2 ) : A 3 → A 2 is an affine linear system of affine spaces. Then the following holds:
(1) If p 1 and p 2 have a common root, then they are linearly dependent.
(2) If p 1 ∈ k and p 2 = 0, then q 2 ∈ k[y] and deg(q 2 ) = 1. Proof. By assumption for each (λ, µ) = (0, 0), the equation λf 1 + µf 2 = x(λp 1 + µp 2 ) + λq 1 + µq 2 = 0 defines an A 2 in A 3 . Hence, by Proposition 2.2.3, for each y 0 ∈ k the following holds:
if λp 1 (y 0 ) + µp 2 (y 0 ) = 0 and λp 1 + µp 2 = 0, ( * ) then the degree of λq 1 (y 0 , z) + µq 2 (y 0 , z) ∈ k[z] is 1 .
We will use this fact constantly, when we consider the cases (1)-(5).
(1): After an affine coordinate change in y, we may assume that y divides p 1 and p 2 . By Proposition 2.2.3 it follows that q i (0, z) is a polynomial of degree 1 in z for i = 1, 2. Hence there exists µ ∈ k such that q 1 (0, z) − µq 2 (0, z) is constant. This, together with ( * ), implies that p 1 = µp 2 .
(2): Since p 1 ∈ k, there exists γ ∈ k with p 1 (γ) = 0. After applying an affine coordinate change in y, we may assume that γ = 0. By ( * ), the degree of q 1 (0, z) + µq 2 (0, z) ∈ k[z] is 1 for each µ ∈ k, so q 2 (0, z) ∈ k. Hence, y divides q 2 − q 2 (0, 0) in k[y, z]. Since q 2 − q 2 (0, 0) = 0 defines an A 2 in A 3 , the polynomial q 2 − q 2 (0, 0) is irreducible and thus q 2 = αy + q 2 (0, 0) for some α ∈ k * .
(3): Choosing (λ, µ) = (1, −η) for some η ∈ k, we get λp 1 + µp 2 = y − η. Thus by ( * ), the degree of the polynomial
is 1 for each η ∈ k. This implies that a(η, z) − q 2 (η, z) ∈ k[η].
(4)(i): Choosing (λ, µ) = (1, −η 2 ), we get λp 1 + µp 2 = (y − η)(y + η). By ( * ) it follows that for all η ∈ k the degree of
is 1, i.e. ηs(z) + z − η 2 q 2 (η, z) = αz + β for some α ∈ k * and β ∈ k[η]. In order to use
we write β = β 0 + ηβ 1 + η 2 β 2 where β 0 , β 1 ∈ k, β 2 ∈ k[η] and get (z, 0, ηs(z), −η 2 q 2 (η, z)) = (αz, β 0 , ηβ 1 , η 2 β 2 ) ,
(4)(ii): We now choose (λ, µ) = (1 + η, −η 2 ) for some η ∈ k and obtain λp 1 + µp 2 = (1 + η)y 2 − η 2 (y + 1) = (y − η)((1 + η)y + η) .
Due to ( * ), for all η ∈ k the degree of the polynomial
is 1. Writing this polynomial as above as αz Due to ( * ), for all η ∈ k, the degree of
is 1. This implies that the polynomial
is of the form αz + β for some α ∈ k * and β ∈ k[η]. When we write q 2 = i≥0 q 2,i (y)z i for q 2,i ∈ k[y], we obtain q 2,i = 0 for each i ≥ 2 (as h has degree 1 in z) and s(y) − y(y + 1)q 2,1 (y) ∈ k * . As deg(s) ≤ 1, this yields q 2,1 = 0, and then s(y) ∈ k * . Moreover, q 2 = q 2,0 (y) ∈ k[y].
Lemma 3.7.3. Let p, q ∈ k[y, z] such that deg(p) ≤ 1 and deg(q) ≤ 3. Assume that (x(y + z 2 ) + z, xp + q) : A 3 → A 2 is an affine linear system of affine spaces. Then p ∈ k , q = a · (y + z 2 ) + b for some a, b ∈ k and (p, a) = (0, 0) .
Proof. Suppose first that p ∈ k. When we write r = q(y − z 2 , z) ∈ k[y, z], we obtain q = r(y + z 2 , z). For each λ ∈ k, the polynomial
defines an A 2 in A 3 , so the same holds for xy+z−λr(y+λp, z). By Proposition 2.2.3, the polynomial z − λr(λp, z) ∈ k[z] is of degree 1 for each λ ∈ k. This implies that the polynomial r(λp, z) ∈ k[λ, z] lies in k[λ]. As p ∈ k, either p = 0 and r(y, z) ∈ k[y] or p = 0 and r(y, z) ∈ k + yk[y, z]. The first case yields q ∈ k[y + z 2 ], so q = a · (y + z 2 ) + b for some a, b ∈ k, since deg q ≤ 3. In the second case, we write b = q(0, 0) and obtain that q − b is irreducible, as it defines the preimage of the hyperplane y = b. Hence, r(y, z) − b ∈ yk[y, z] is irreducible, so equal to ay for some a ∈ k * . As before we get q = a · (y + z 2 ) + b. In both cases (p, a) = (0, 0).
It remains to see that p ∈ k is impossible. We write p = ay + bz + c for some (a, b) ∈ k 2 \ {(0, 0)} and c ∈ k. If a = 0, then b = 0 which yields k[y + z 2 , p] = k[y + z 2 , z] = k[y, z], impossible by Lemma 3.7.1. We may thus assume that a = 1. We write q = r + z + µ, with µ ∈ k and r ∈ k[y, z] such that r(0, 0) = 0. For each λ ∈ k, the polynomial
defines an A 2 in A 3 , so the same holds for xy+z+(1−λ)·r(y−λz 2 +(λ−1)(bz+c), z). We again apply Proposition 2.2.3, and find that z + (1 − λ) · r(−λz 2 + (λ − 1)(bz + c), z) ∈ k[z] is of degree 1 for each λ ∈ k, so the polynomial
is an element of k[λ] (independent of z). If r(y, z) ∈ k, then d := deg y (r) ≥ 1 and we may write r = r 0 (z) + r 1 (z)y + . . . + r d (z)y d where r d = 0. Thus we get
Hence r(y, z) ∈ k, so r = r(0, 0) = 0. This proves that q = z + µ. But this is impossible, as the zero locus of the polynomial
3.8. Linear systems of affine spaces of degree ≤ 3 in standard form. We start with a lemma, which lists the possibilities for the polynomials p 1 , . . . , p n in case of a linear system of affine spaces A 3 → A n of degree ≤ 3 in standard from where the polynomials p 1 , . . . , p n lie in k[y].
Lemma 3.8.1. Let n ≥ 1 and let p i ∈ k[y], q i ∈ k[y, z] for i = 1, . . . , n such that f = (f 1 , . . . , f n ) = (xp 1 + q 1 , . . . , xp n + q n ) : A 3 → A n is a linear system of affine spaces of degree ≤ 3. Let us assume that V := span k {p 1 , . . . , p n } ⊆ span k {1, y, y 2 } .
Then, up to affine coordinate changes in y at the source, one of the following cases holds:
case n V (1) 2 or 3 k(y + 1) ⊕ ky 2 (2) 2 or 3 k ⊕ ky 2 (3) 2 or 3 k ⊕ ky(y + 1) (4) 2 or 3 k ⊕ ky (5) 1 , 2 or 3 k (6) 1 or 2 kp where p ∈ {0, y, y 2 , y(y + 1)}
Proof. We first prove that ky ⊕ ky 2 is not contained in V . Indeed, we could then assume that p 1 = y and p 2 = y 2 , but then (f 1 , f 2 ) is not a linear system of affine spaces by Lemma 3.7.2(1). This proves in particular that dim V ≤ 2. Suppose now that dim V ≤ 1. If n ≤ 2, we are in case (5) or (6) up to an affine coordinate change in y. If n = 3 and V = k, we obtain case (5). We then prove that n = 3 and V = k is impossible. Indeed, otherwise, there is y 0 ∈ k with p i (y 0 ) = 0 for i = 1, 2, 3 and the Jacobian of f would be non-invertible in all points (x, y 0 , z), which contradicts Lemma 3.2.3(7).
We may now assume that dim V = 2, so n ∈ {2, 3}. After a reordering of f 1 , . . . , f n , we get V = kp 1 ⊕ kp 2 . If deg(p i ) ≤ 1 for i = 1, 2 we are in case (4). After a possible exchange of f 1 , f 2 we may assume that deg(p 2 ) = 2. After adding a certain multiple of f 2 to f 1 we may assume that deg(p 1 ) ∈ {0, 1}. If deg(p 1 ) = 0, then after an affine coordinate change in y at the source, we are in case (2) or (3) depending on whether p 2 is a square or not. If deg(p 1 ) = 1, then we may assume after an affine coordinate change in y at the source that p 1 = y and p 2 = a 2 y 2 + by + c 2 for a, b, c ∈ k with ac = 0 (indeed, 0 is not a common root of p 1 , p 2 , as they are linearly independent, see Lemma 3.7.2(1)). After adding −(2ac + b)f 1 to f 2 we obtain p 2 = (ay − c) 2 . Thus after the coordinate change y → c a (y + 1) we get p 2 = c 2 y 2 , p 1 = c a (y + 1) and thus we are in case (1). Remark 3.8.2. If char(k) = 2, then in case (2) of Lemma 3.8.1, one gets V = k ⊕ k(y + 1 2 ) 2 . Thus after the coordinate change y → y − 1 2 we are in case (3). In the case of a linear system of affine spaces of degree 3 of A 3 in standard form such that one component is of the form x(y + z 2 ) + z, the remaining components are almost determined, up to affine automorphisms at the target:
Lemma 3.8.3. Let n ∈ {2, 3} and let p i , q i ∈ k[y, z] for i = 1, . . . , n such that f = (f 1 , . . . , f n ) = (x(y + z 2 ) + z, xp 2 + q 2 , . . . , xp n + q n ) is a linear system of affine spaces of degree 3. Then, up to an affine coordinate change at the target we have:
(1) n = 2 and f = (x(y + z 2 ) + z, a(y + z 2 ) + bx) for (a, b) ∈ k 2 \ {0} or (2) n = 3 and f = (x(y + z 2 ) + z, y + z 2 , x).
Proof. For i = 2, . . . , n, let p i,2 , q i,3 ∈ k[y, z] be the homogeneous parts of degree 2 and 3 of p i and q i , respectively. We now prove that p i,2 is divisible by z 2 for each i ∈ {2, . . . , n}. If q i,3 = 0, this follows from Proposition 3.5.2(ii), applied to the linear system (f 1 (y, x, z), f i (y, x, z)). Now, assume q i,3 = 0 and that p i,2 is not a multiple of z 2 to derive a contradiction. Since for each λ ∈ k the polynomial λf 1 + f i = x(λ(y + z 2 ) + p i ) + (λz + q i ) defines an A 2 in A 3 , we get that for general λ ∈ k the polynomial λ(y + z 2 ) + p i ∈ k[y, z] defines a disjoint union of curves in A 2 which are isomorphic to A 1 (see Proposition 2.2.2). In particular, for general (and thus for all) λ ∈ k, the polynomial λz 2 + p i,2 is a square. Since p i,2 is not a multiple of z 2 we get that char(k) = 2 and for general λ ∈ k, the polynomials λz 2 + p i,2 and q i,3 in k[y, z] have no common non-zero linear factor (remember that q i,3 = 0). This implies that the homogeneous part of degree 3 of λf 1 + f i , which is equal to x(λz 2 + p i,2 ) + q i,3 , is irreducible for general λ ∈ k and thus λf 1 + f i does not define an A 2 in A 3 (see Proposition 2.3.5), contradiction.
For each i ∈ {2, . . . , n}, we may now add multiples of f 1 to f i and assume that deg(p i ) ≤ 1. Lemma 3.7.3 implies that p i ∈ k and gives the existence of a i , b i ∈ k such that f i = xp i + a i (y + z 2 ) + b i and (p i , a i ) = (0, 0) . After applying a translation at the target, we may assume that b i = 0. If n = 2, then we are in case (1). Hence, we assume n = 3. Since f 2 and f 3 are linearly independent, it follows that p 2 a 3 − p 3 a 2 = 0; thus after a linear coordinate change in y, z at the target, we may assume that a 2 p 2 a 3 p 3 = 1 0 0 1 .
This proves the lemma.
. . , f n ) : A 3 → A n is a linear system of affine spaces, then one may apply affine automorphisms at the target and source and reduce to the case where p 1 , . . . , p n ∈ k[y] (and still have q 1 , . . . , q n ∈ k[y, z]).
Proof. Assume first that deg(p i ) ≤ 1 for all i. Lemma 3.7.1 implies that no two of the linear parts of p 1 , . . . , p n are linearly independent, so we reduce to the case p i ∈ k[y] for all i by applying an automorphism on y, z.
Applying a permutation at the target we may now assume that deg(p 1 ) = 2.
If p 1 is irreducible, we apply an affine coordinate change at the source that fixes [0 : 1 : 0 : 0] and obtain one of the cases of Proposition 2.3.4 for f 1 . The action of this on p 1 corresponds to the action of an affine automorphism on y, z and thus does not change the fact that p 1 is irreducible; it thus gives Case (2) of Proposition 2.3.4, namely f 1 = x(y + z 2 ) + z. We apply Lemma 3.8.3 and obtain two possible cases. Exchanging x and y at the source gives the result.
We may now assume that for each (λ 1 , . . . , λ n ) ∈ k n \ {0}, the polynomial λ 1 p 1 + . . . + λ n p n is reducible if it has degree 2. Indeed, otherwise we reduce to the previous case by applying an affine automorphism at the target.
We may moreover assume that deg(p i ) = 2 for each i ∈ {1, . . . , n} by adding multiples of p 1 to the p i for i ≥ 2.
Let p i,j ∈ k[y, z] be the homogeneous part of degree j of p i for i = 1, . . . , n, j = 0, 1, 2. Let V = span k (p 1,2 , . . . , p n,2 ). Applying Proposition 2.3.4 to each linear combination λ i f i , we see that each element of V is a square. If dim(V ) = 1, then applying a linear automorphism on y, z, we get p i,2 ∈ ky 2 for each i ∈ {1, . . . , n}. For each i, the polynomial p i ∈ k[y, z] is reducible, so p i ∈ k[y] as desired.
It remains to see that dim(V ) ≥ 2 leads to a contradiction. As every element of V is a square, we get char(k) = 2 and V = ky 2 + kz 2 . For each (λ 1 , . . . , λ n ) ∈ k n , the polynomial x λ i p i,2 + λ i q i,3 is reducible as it is the homogeneous part of degree 3 of λ i f i (Corollary 2.3.6), so λ i p i,2 and λ i q i,3 have a common linear factor. Hence, we may apply Lemma 3.1.3 to p 1,2 , . . . , p n,2 and q 1,3 , . . . , q n,3 and get h ∈ k[y, z] 1 with q i,3 = hp i,2 for i = 1, . . . , n. After applying the linear automorphism (x − h, y, z) at the source, we reduce to the case where q i,3 = 0 for i = 1, . . . , n. The vector space generated by the homogeneous parts of degree 3 of f 1 , . . . , f n is then equal to kxy 2 + kxz 2 . This is impossible, as Proposition 3.5.2(ii) applied to (f 1 (y, x, z), . . . , f n (y, x, z)) shows.
3.9. The proof of Theorem 3. In this section, we give a description of all linear systems A 3 → A n of degree ≤ 3 up to composition of affine automorphisms at the source and target and prove in particular Theorem 3. 
. . , f n ) : A 3 → A n is a linear system of affine spaces, then n ≤ 3 and f is equivalent to (g 1 , . . . , g n ) : A 3 → A n with one of the following possibilities: Proof. Using Lemma 3.8.4, we may assume that p i ∈ k[y] for all i. We then apply Lemma 3.8.1, and may assume that p 3 = 0 if n = 3 and that (p 1 , p 2 ) is in one of the following cases:
(1) (y 2 , y + 1) (4) (y, 1) (2) (y 2 , 1) (5) (1, 0) (3) (y(y + 1), 1) (6) (p, 0) with p ∈ {0, y, y 2 , y(y + 1)} and n = 2
We now go through the different cases. In Cases (1)-(4), if n = 3 then f 3 = q 3 is an element of k[y] of degree 1. This follows from Lemma 3.7.2(2) applied to (f 1 , f 3 ), as p 3 = 0 and p 1 ∈ k[y] \ k. One can then, if one needs, replace f 3 with αf 3 + β for some α, β ∈ k, α = 0 and obtain f 3 = y.
In Cases (1)-(2), p 1 = y 2 . There is α ∈ Aff(A 3 ) that fixes [0 : 1 : 0 : 0] such that α * (f 1 ) is one of the cases of Proposition 2.3.4. As α * (y 2 ) is the coefficient of x in α * (f 1 ) up to non-zero scalars, we obtain that α * (f 1 ) is the polynomial of Case (5) in Proposition 2.3.4 and α * (y) ∈ k[y], so we reduce to the case where p 1 = y 2 and q 1 = ys(z) + z for some s ∈ k[z] of degree ≤ 2.
(1): Here p 2 = y + 1, so Lemma 3.7.2(4) (ii) shows that s(z) = −z + µ and q 2 = −z + r(y) where µ ∈ k and r ∈ k[y] has degre ≤ 3. After performing (x, y, z) → (x, y, z + µ) at the source and adding constants at the target we may assume µ = 0. Hence, (f 1 , f 2 ) = (xy 2 − zy + z, x(y + 1) − z + r(y)) .
We apply (x, y, z) → (z, y + 1, −x) at the source and get (f 1 , f 2 ) = (xy + yz(y + 2) + z, x + z(y + 2) + r(y + 1)) .
This gives case (ii) if n = 2. If n = 3, then f 3 is still an element of k[y] of degree 1 and we can then assume f 3 = y to obtain Case (ii).
(2): Here p 2 = 1, so f 2 = x + q 2 (y, z) and if n = 3, then f 3 ∈ k[y] is of degree 1, so we may assume f 3 = y. Lemma 3.7.2(4)(i) gives q 2 ∈ k[y] and s ∈ k, thus after a permutation of x, y, z at the source we are in case (i).
(3): Here p 1 = y(y + 1), so q 1 = a(y, z)y(y + 1) + s(y)z + t(y) for polynomials a ∈ k[y, z], s, t ∈ k[z] of degree ≤ 1 with s(0)s(−1) = 0 (Proposition 2.2.3). Replacing x with x − a(y, z), we may assume that a = 0. Lemma 3.7.2(5) then implies that s(y) ∈ k * and q 2 (y, z) ∈ k[y]. Hence, (f 1 , f 2 ) = (xy(y + 1) + sz + t(y), x + q 2 (y)) and if n = 3, we may assume f 3 = y. After a permutation of x, y, z at the source and a rescaling of f 1 , we are in case (i).
(4): Here p 1 = y, so q 1 =ã(y, z)y + αz + β whereã ∈ k[y, z], α ∈ k * and β ∈ k (Proposition 2.2.3). Replacing z with α −1 (z − β), we get f 1 = xy + a(y, z)y + z for some a ∈ k[y, z]. By Lemma 3.7.2(3) there is r(y) ∈ k[y] with f 2 = x+a(y, z)+r(y). Hence, we are in case (ii).
(5): If n = 2, then according to Lemma 2.3.2 we may apply an affine automorphism in (y, z) at the source in order to get f 2 = q 2 = y + q(z) and thus we are in case (i). If n = 3, then f = (x + q 1 , q 2 , q 3 ). Since A 3 → A 2 , (x, y, z) → (q 2 (y, z), q 3 (y, z)) is an affine linear system of affine spaces, by Lemma 3.2.3(6) the same holds for (q 2 , q 3 ) : A 2 → A 2 . By Proposition 3.2.5, we get up to affine automorphisms in y, z at the source and target that (q 2 , q 3 ) = (y + q(z), z) for some q ∈ k[z] and thus we are again in case (i).
(6): Assume first that p = 0. Then by Proposition 3.2.5 we may assume that f = (y + q(z), z) for some q ∈ k[z]. After replacing y with x and z with y we are in case (i). In all other cases p ∈ k[y] \ k and by Lemma 3.7.2(2) we get that f 2 is a polynomial of degree 1 in k[y]. By Proposition 2.3.4 there is α ∈ Aff(A 3 ) that fixes [0 : 1 : 0 : 0] such that α * (f 1 ) is one of the polynomials in the cases (1)-(6) of Proposition 2.3.4. Since up to scalars, α * (p) is the factor of x in α * (f 1 ) (when we consider it as a polynomial in x over k[y, z]) and since p ∈ {y, y 2 , y(y +1)}, it follows that α * (f 1 ) belongs to one of the Cases (4)-(6) of Proposition 2.3.4 and α * (y) ∈ k[y]. In particular, α * (f 2 ) is a polynomial of degree 1 in y. Proposition 2.3.5 then gives β ∈ Aff(A 3 ) such that β * (y) ∈ k[y] and such that β * (f 1 ) is one of the polynomials in cases A), B) or C) of Proposition 2.3.5. As β * (f 2 ) is again a polynomial of degree 1 in k[y], we may replace it with y and get cases (i), (iii) or (iv).
As an immediate consequence we get Corollary 3.9.2. Let n ≥ 1 and let f : A 3 → A n be a linear system of affine spaces of degree ≤ 3. Then f is equivalent to a linear system of affine spaces in standard form if and only if f is a trivial A 3−n bundle. Moreover, the latter condition is satisfied if char(k) ∈ {2, 3}.
Proof. If f : A 3 → A n is a trivial A 3−n -bundle, then f is equivalent to a linear system of affine spaces in standard form by Corollary 3.6.3. Conversely, we assume that f is a linear system of affine spaces in standard form and prove that f is a trivial A 3−n -bundle. If n = 1, then f is a variable of k[x, y, z] (Corollary 2.2.4), so it defines a trivial A 2 -bundle. If n ≥ 2, we go through the four cases of Proposition 3.9.1. In case (i) and (ii), the morphism (g 1 , g 2 , g 3 ) : A 3 → A 3 defines an automorphism and in case (iii) and (iv), Proposition 2.2.3(2) gives the existence of g 3 ∈ k[x, y, z] such that (g 1 , g 2 , g 3 ) ∈ Aut(A 3 ). The second claim follows from Proposition 3.6.1.
We now come to the proof of our description of linear systems of affine spaces A 3 → A n of degree ≤ 3:
Proof of Theorem 3. Let f 1 , . . . , f n ∈ k[x, y, z] such that f = (f 1 , . . . , f n ) : A 3 → A n is a linear system of affine spaces of degree ≤ 3. If f : A 3 → A n is not a trivial A 3−n -bundle, then by Corollary 3.9.2 and Proposition 3.6.1, we are in cases (8) or (9). Thus we may assume that f : A 3 → A n is a trivial A 3−n -bundle. If n = 1, this means that f = f 1 is a variable, and the description of f follows from Proposition 2.3.5. We may then assume that n ≥ 2, that f is in in standard form (applying again Corollary 3.9.2) and then go through the different cases of Proposition 3.9.1:
Since deg(f ) ≤ 3, we may write p = 3 i=0 p i (y, z) and q(z) = 3 i=0 q i z i where p i ∈ k[y, z] is homogeneous of degree i and q i ∈ k. After applying a translation at the target we may assume that p 0 = 0 and q 0 = 0. After composing f with the automorphism (x − p 1 (y − q 1 z, z), y − q 1 z, z) at the source we are either in case (4) or (10).
(ii) and (iii): There exist a ∈ k[y, z] of degree ≤ 2 and r ∈ k[y] of degree ≤ 3 such that g = (xy + ya(y, z) + z, x + a(y, z) + r(y), y) satisfies: f is either equal to g, or f is equal to π • g where π : A 3 → A 2 is one of the projections (x, y, z) → (x, z) or (x, y, z) → (x, y). Write r(y) = r 0 + r 1 y + r 2 y 2 + r 3 y 3 and a = a 0 + a 1 (y, z)+ a 2 (y, z)
where r i ∈ k and a i ∈ k[y, z] is homogeneous of degree i. After adding constants at the target, we may assume r 0 = 0. After applying (x − a 0 − a 1 (y, z), y, z) at the source, we may further assume that a = a 2 is homogeneous of degree 2. After applying the permutation of the coordinates (x, y, z) → (y, z, x) at the source, we have replaced g with g = (yz + za 2 (z, x) + x, y + a 2 (z, x) + r 1 z + r 2 z 2 + r 3 z 3 , z).
If a 2 (z, x) ∈ k[z] and f 2 = z, then after applying (x, y − r 1 z, z) at the source we are in case (4) or case (10). If a 2 (z, x) ∈ k[z] and f 2 = z, then after exchanging y and z at the source we are again in case (4). Thus we may assume that a 2 (z, x) ∈ k[z]. If n = 2, then we are in case (5) or (6) and if n = 3, then we are in case (11) after applying (x, y − r 1 z, z) at the target.
(iv): This is case (7).
Next, we will show that the cases in Theorem 3 are all pairwise non-equivalent. For this we need the following lemma. Proof. If f or g is a non-trivial A 1 -fibration, then both are. As char(k) = 2 in (8) and char(k) = 3 in (9), we obtain (k) = (l) =(8) or k = l =(9). We may now assume that (k) and (l) are both contained in one of the sets {(1), (2), (3)}, {(4), (5), (6), (7)} or {(9), (10), (11)}.
We write f = (f 1 , . . . , f n ) and g = (g 1 , . . . , g n ).
Assume that f 1 = xy 2 + y(z 2 + az + b) + z for some a, b ∈ k, i.e. (k) ∈ {(3), (7)}. Then for general (λ 1 , . . . , λ n ), the homogeneous part of degree 3 of λ i f i does not factor into linear polynomials. This has to be the same for the homogeneous part of degree 3 of λ i g i , so (k) = (l) ∈ {(3), (7)} by inspecting the cases that are different from (3), (7). The same holds when (l) ∈ {(3), (7)}, so we may exclude these two cases.
Assume now that f 1 = x + r 2 (y, z) + r 3 (y, z) for homogeneous polynomials r 2 , r 3 ∈ k[y, z] of degree 2 and 3, respectively, i.e. (k) ∈ {(1), (4), (10)}. For each (λ 1 , . . . , λ n ), the polynomial λ i f i is equal to λx + p(y, z) for some λ ∈ k and p ∈ k[y, z]. Lemma 3.9.3 implies that g 1 is not equivalent to xy + ya 2 (y, z) + z for some a 2 ∈ k[y, z] \ k[y], homogeneous of degree 2, so (l) / ∈ {(2), (5), (6), (11)}. This yields (k) = (l) ∈ {(1), (4), (10)}. As before, we may now exclude the cases (1), (4) and (10).
It remains to see that (k) =(5) and (l) =(6) are not equivalent. We take homogeneous polynomials a 2 , b 2 ∈ k[x, z] \ k[z] of degree 2 and r 1 , r 2 , r 3 ∈ k such that f = (f 1 , f 2 ) = (yz + za 2 (x, z) + x, y + a 2 (x, z) + r 1 z + r 2 z 2 + r 3 z 3 ) g = (g 1 , g 2 ) = (yz + zb 2 (x, z) + x, z) .
and prove that f, g are not equivalent. For i = 1, 2, denote by f i,3 , g i,3 ∈ k[x, y, z] the homogeneous part of degree 3 of f i and g i , respectively. If r 3 = 0, then f 1,3 , f 2,3 are linearly independent as a 2 ∈ k[z], but g 1,3 , g 2,3 are not, so f and g are not equivalent. If r 3 = 0, as a 2 ∈ k[z], we get that deg(λ 1 f 1 + λ 2 f 2 ) ∈ {2, 3} for each (λ 1 , λ 2 ) = (0, 0). As deg(g 2 ) = 1, f and g are not equivalent. 4.1. Affine-triangular automorphisms. We say that an element f ∈ Aut(A n ) is affine-triangular if f = α • τ , where α ∈ Aff(A n ) is an affine automorphism and τ ∈ Triang k (A n ) is a triangular automorphism. Note that an element g ∈ Aut(A n ) is equivalent to a triangular automorphism if and only if it is conjugate to an affinetriangular automorphism by an affine automorphism. The dynamical degrees of affine-triangular automorphisms of A 3 can be computed, using a simple algorithm described in [BvS19a] . In particular, one has the following result. 
Moreover, for all a, b, c ∈ N such that λ = a+ √ a 2 +4bc 2 = 0, the dynamical degree of the automorphism (z + x a y b , y + x c , x) is equal to λ.
Corollary 4.1.2. For each d ≥ 1 and each field k, let us denote by Λ d,k ⊂ R the set of dynamical degrees of all automorphisms of A 3 k of degree d. We then have
Moreover, if f ∈ Aut(A 3 k ) is conjugated in Aut(A 3 k ) to an affine triangular automorphism of degree ≤ 3 (where k is a fixed algebraic closure of k), then
Proof. Let us write
This gives then
to an affine triangular automorphism of degree ≤ d, then Theorem 4.1.1 implies that λ(f ) ∈ L d . In particular, Λ 1,k ⊆ L 1 and Λ 2,k ⊆ L 2 , as every element of Aut(A 3 k ) of degree ≤ 2 is equivalent to a triangular automorphism and is thus conjugate in Aut(A 3 k ) to an affine triangular automorphism (Theorem 3).
It remains to see that L d ⊆ Λ i,k for d = 1, 2, 3, by giving explicit examples. For d = 1, we simply take the identity. For d ∈ {2, 3}, we use elements of the form f a,b,c = (z + x a y b , y + x c , x) ∈ Aut(A 3 k ) whose dynamical degrees are equal to λ(f a,b,c ) = (a + √ a 2 + 4bc)/2 when this number is not zero (Theorem 4.1.1).
For d = 2, we use f 1,0,2 , f 0,1,2 , f 1,1,1 and f 1,1,2 , which all have degree 2 and dynamical degrees 1, √ 2, (1 + √ 5)/2, 2 respectively. For d = 3, we first use f 1,0,3 , f 0,1,3 , f 2,0,3 , f 1,1,3 , f 2,1,1 , f 0,2,3 , f 1,2,2 , f 2,1,2 and f 0,3,3 which all have degree 3 and dynamical degrees 1, √ 3, 2, (1 + √ 13)/2, 1 + √ 2, √ 6, (1 + √ 17)/2, 1 + √ 3 and 3, respectively. In order to obtain the values √ 2 and (1 + √ 5)/2, we conjugate f 0,1,2 = (z + y, y + x 2 , x) and f 1,1,1 = (z + xy, y + x, x) by (x, y+z 3 , z) and (x, y+z 2 , z), respectively, to get two automorphisms of A 3 of degree 3 having dynamical degree equal to to λ(f 0,1,2 ) = √ 2 and λ(f 1,1,1 ) = (1 + √ 5)/2, respectively.
4.2.
List of dynamical degrees of all automorphisms of degree 3. An automorphism f ∈ Aut(A n ) is called algebraically stable, if deg(f r ) = deg(f ) r for all r > 0. In this case, λ(f ) = deg(f ). Now, let ι : A n → P n be the standard embedding, i.e. ι(x 1 , . . . , x n ) = [1 : x 1 : · · · : x n ]. Note that f is algebraically stable, if and only if the extension of f to a birational mapf : P n P n via ι satisfies the following:f r maps the hyperplane at infinity H ∞ = P n \ ι(A n ) not into the base locus off for each r > 0.
The computation of the dynamical degrees in Theorem 2 is heavily based on the results of [BvS19a] . Let us recall the notations and results that we need here.
Definition 4.2.1. Let µ = (µ 1 , . . . , µ n ) ∈ (R ≥0 ) n and r ∈ R ≥0 . For a polynomial p = p i1,...,in x i1 1 · · · x in n ∈ k[x 1 , . . . , x n ] (where p i1,...,in ∈ k) its µ-homogeneous part of degree r is the polynomial i1µ1+...+inµn=r p i1,...,in x i1 1 · · · x in n ∈ k[x 1 , . . . , x n ] .
For each p ∈ k[x 1 , . . . , x n ] \ {0}, we define deg µ (p) to be the maximum of the real numbers r ∈ R ≥0 such that the µ-homogeneous part of degree r of p is non-zero. We then set deg µ (0) = −∞.
Definition 4.2.2. Let f = (f 1 , . . . , f n ) ∈ Aut(A n ) and let µ = (µ 1 , . . . , µ n ) ∈ (R ≥0 ) n . We define the µ-degree of f by
In particular, deg µ (f ) = ∞ if the above set is empty. If θ = deg µ (f ) < ∞, then for each i ∈ {1, . . . , n}, let g i ∈ k[x 1 , . . . , x n ] be the µ-homogeneous part of degree θµ i of f i . Then g = (g 1 , . . . , g n ) ∈ End(A n ) is called the µ-leading part of f . Otherwise, either f is algebraically stable (in which case λ(f ) = 3) or f is conjugate by an element of Aut(A 3 ) to an affine-triangular automorphism of degree ≤ 3, or we can conjugate f by an affine automorphism and reduce to one of the following cases:
(1) deg(r) = 3, α * (x) ∈ k[z] and the coefficient of z 3 in f 3 is zero;
(2) deg(r) ≤ 2, α * (y) ∈ k[z] and α * (z) ∈ k[y, z];
(3) deg(r) ≤ 2, α * (y) ∈ k[z], α * (x) ∈ k[y, z] and a 2 = 0;
(4) deg(r) ≤ 2, α * (x) ∈ k[z], α * (y) ∈ k[y, z], a 1 = 0 and a 2 = 0. Moreover, the dynamical degree of any f in the above cases is given as follows:
(1) λ(f ) = 1 + √ 2 if a 1 = 0; (1 + √ 13)/2 if a 1 = 0. If deg x (a) = 1, then deg x,y (f r ) = 1 for each r ≥ 1, so λ(f ) = 1. We then suppose that deg x (a) = 2 and prove that λ(f ) = 2. Choosing µ = (1, 1, 0), we find deg x,y (p) = deg µ (p) for each p ∈ k[x, y, z]. As za(x, z) and a(x, z) are k-linearly independent, one finds deg µ (f 1 ) = deg µ (f 2 ) = 2 and deg µ (f 3 ) = 0. Hence, deg µ (f ) = 2 and the µ-leading part of f is g = (g 1 , g 2 , g 3 ), where g 3 = f 3 ∈ k * z + k and g 1 , g 2 ∈ (kx 2 z + kx 2 ) \ {0}. This implies by induction on r that no component of g r is zero, for each r ≥ 1, which implies that lim r→∞ deg µ (f r ) 1 r = 2 [BvS19a, Lemma 2.6.1(5)]. This gives λ(f ) = 2.
We may thus assume that α * (z) ∈ k[z] in the sequel. We denote by f , g ∈ Bir(P 3 ) and α, τ ∈ Aut(P 3 ) the extensions of f, g and α, τ , via the standard embedding A 3 ֒→ P 3 , (x, y, z) → [1 : x : y : z] and denote as usual by H ∞ the hyperplane P 3 \ A 3 given by w = 0 where w, x, y, z denote the homogeneous coordinates of P 3 . Denoting by f i,j the homogeneous part of f i of degree j, the restriction of f to H ∞ is given by [0 : x : y : z] → [0 : f 1,3 (x, y, z) : f 2,3 (x, y, z) : f 3,3 (x, y, z)].
(B) Suppose now that deg(r) = 3. This implies that span k (f 1,3 , f 2,3 , f 3,3 ) ⊂ k[x, z] 3 has dimension 2. Hence, the image by f of H ∞ is a line ℓ ⊂ H ∞ (as (a 0 , a 1 ) = (0, 0)) and the base-locus of f is the line ℓ z ⊂ H ∞ given by z = 0. As g(H ∞ ) is the line ℓ z and as α * (z) ∈ k[z], the line ℓ = α(ℓ z ) ⊂ H ∞ satisfies ℓ = ℓ z . If f restricts to a dominant rational map ℓ ℓ, then f is algebraically stable, and the same holds if f (ℓ \ ℓ z ) is a point of ℓ \ ℓ z . We may thus assume that f (ℓ \ ℓ z ) = ℓ ∩ ℓ z ∈ H ∞ . The fact that f (ℓ \ ℓ z ) and thus also g(ℓ \ ℓ z ) is a point implies that ℓ = α(ℓ z ) passes through the point [0 : 0 : 1 : 0] and thus ℓ is given by x = µz for some µ ∈ k. We may conjugate f with κ = (x − µz, y, z) ∈ Aff(A 3 ) (this replaces α with κ • α and g with g • κ −1 so does not change the form of g) and assume that µ = 0.
Since f (ℓ \ ℓ z ) = ℓ ∩ ℓ z = [0 : 0 : 1 : 0], the coefficient of z 3 of f 3 (and of f 1 ) is equal to zero. As α(ℓ z ) is the line x = 0, we get α * (x) ∈ k[z]. We are thus in Case (1).
(C): We may now assume that deg(r) < 3 (and still α * (z) ∈ k[z]). We write α = (α 11 x + α 12 y + α 13 z + β 1 , α 21 x + α 22 y + α 23 z + β 2 , α 31 x + α 32 y + α 33 z + β 3 )
where α ij ∈ k and β i ∈ k for all i, j ∈ {1, 2, 3}. As deg(r) < 3 the vector space span k (f 1,3 , f 2,3 , f 3,3 ) ⊂ k[x, z] 3 has dimension 1. The image of H ∞ by f is the point q = [0 : α 11 : α 21 : α 31 ] ∈ H ∞ and the base-locus of f is the union of three lines (maybe with multiplicity). If q is not in the base-locus, then f is algebraic stable. We may thus assume that f i,3 (q) = 0 for each i. We distinguish the possible cases, depending on whether α 11 and α 31 are zero or not. (C1): Assume first that α 11 = α 31 = 0. As α * (z) ∈ k[z], we get α 32 = 0. Conjugating by κ = (x − α 12 /α 32 z, y, z) (this replaces α with κ • α and g with g • κ −1 so does not change the form of g), we may assume that α 12 = 0.
As We see that h is affine-triangular of degree ≤ 3 and thus f is conjugate to an affine triangular automorphism of degree ≤ 3. (C2): Assume now that α 11 = 0 and α 31 = 0. The equality α 31 = 0 corresponds to α * (z) ∈ k[y, z]. As α * (z) ∈ k[z], we have α 32 = 0. Conjugating by κ = (x, y − α 21 /α 11 x, z) we may assume that α 21 = 0 (as before, this replaces g with g • κ −1 and thus does not change the form of g). We then conjugate by (x, y − α 22 /α 32 z, z) and may assume that α 22 = 0, so α * (y) ∈ k[z]. We are thus in Case (2).
(C3): Assume now that α 31 = 0. Conjugating by κ = (x − α 11 /α 31 z, y − α 21 /α 31 z, z), we may assume that α 11 = α 21 = 0, so α * (x), α * (y) ∈ k[y, z] and q = [0 : 0 : 0 : 1]. As f 3,3 (q) = 0 and as the coefficient of x in α * (z) is non-zero, we get a 2 = 0. If α 12 = 0, we conjugate by (x, y − α 22 /α 12 x, z) and may assume that α 22 = 0, so α * (y) ∈ k[z], giving Case (3). If α 12 = 0 and a 1 = 0, we get Case (4). We may thus assume that α 11 = α 12 = α 21 = 0 and a 1 = a 2 = 0. This gives α * (x) ∈ k[z], α * (y) ∈ k[y, z] and a(x, z) = a 0 x 2 + a 3 x + a 4 z, with a 0 = 0. is such that h 1 ∈ k[z], h 2 ∈ k[y, z] and h 3 ∈ k[x, y, z] are of degree ≤ 2. Hence, f is conjugate by an element of Aut(A 3 ) to an affine-triangular automorphism of degree ≤ 2. We now compute the dynamical degrees in the different cases.
(1): We have deg(r) = 3, α * (x) ∈ k[z] and the coefficient of z 3 in f 3 is zero. This gives f 1 = f 1,0 + f 1,1 ∈ k[z] and implies that the coefficient of z 3 in f 2 is not zero. Let θ be in the open intervall (2, 3) and choose µ = (1, 3, θ). The µ-degree of z 3 is bigger than any other monomial that occurs in f 1 , f 2 or f 3 , as θ > 2. We get deg µ (f 1 ) = θ, deg µ (f 2 ) = 3θ, with µ-leading parts equal to ζ 1 z and ζ 2 z 3 for some ζ 1 , ζ 2 ∈ k * , respectively. As the coefficient of z 3 in f 3 is zero, the monomial yz occurs in f 3 . Hence, the µ-leading part of f 3 belongs to (kyz + kxz 2 ) \ {0}. Indeed, as deg µ (y) > deg µ (z) > deg µ (x), deg µ (yz) = 3 + θ is the biggest µ-degree of the monomials of degree ≤ 2 appearing in f ; moreover deg µ (yz) > deg µ (x 2 z) = 2 + θ.
If a 1 = 0, the coefficient of xz 2 in f 3 is not zero, so t ∈ kxz 2 (since θ > 2). We choose θ = 1 + √ 2 and observe that θ 2 = 2θ + 1. Thus we obtain deg µ (f ) = θ, with µ-leading part g = (ζ 1 z, ζ 2 z 3 , ζ 3 xz 2 ), where ζ 3 ∈ k * .
If a 1 = 0, then t ∈ kyz. We choose θ = (1 + √ 13)/2 and observe that θ 2 = θ + 3. Thus we obtain deg µ (f ) = θ, with µ-leading part g = (ζ 1 z, ζ 2 z 3 , ζ 3 yz), where ζ 3 ∈ k * .
As g is monomial, we have g r = 0 for each r ≥ 1, so λ(f ) is equal to θ in both cases (Proposition 4.2.3).
(2): We have deg(r) ≤ 2, α * (y) ∈ k[z] and α * (z) ∈ k[y, z]. This gives f 1 = f 1,0 + f 1,1 + f 1,2 + ζ 1 z(a 0 x 2 + a 1 xz + a 2 z 2 ), f 2 = f 2,0 + ζ 2 z, f 3 = f 3,0 + f 3,1 + ζ 3 (a 0 x 2 + a 1 xz) + ε 3 z 2 , of degree ≤ 3.
Case a r f ∈ Aut(A 3 ) λ(f ) xz 0 (x + yz + xz 2 , y + xz, z) 1 x 2 0 (x + yz + x 2 z, y + x 2 , z) 2 xz z 3 (x + yz + xz 2 , z, y + xz + z 3 ) 3 (1) xz z 3 (z, y + xz + z 3 , x + yz + xz 2 ) 1 + √ 2 (1) x 2 z 3 (z, y + x 2 + z 3 , x + yz + x 2 z) (1 + √ 13)/2 (2) x 2 0 (x + yz + zx 2 , z, y + 
, 1+
√ 3, 3} and that for each f ∈ Aut(A 3 k ) which is conjugated in Aut(A 3 k ) to an affine triangular automorphism of degree ≤ 3 (where k is a fixed algebraic closure of k), we have λ(f ) ∈ L 3 .
Moreover, the element (y + xz, z, x + z(y + xz)) ∈ Aut(A 3 k ) has dynamical degree (3 + √ 5)/2 (follows from Proposition 4.2.4 as it belongs to Case (3) with a 1 = 0 and ε = 0, see also Example 4.2.5).
It remains then to see that each element f ∈ Aut(A 3 k ) of degree 3 has a dynamical degree which is either equal to (3 + √ 5)/2 or belongs to L 3 . By Theorem 3, f is conjugate in Aut(A 3 k ) either to an affine-triangular automorphism or to f = α • (yz + za(x, z) + x, y + a(x, z) + r(z), z) where a ∈ k[x, z] \ k[z] is homogeneous of degree 2 and r ∈ k[z] is of degree ≤ 3. In the first case, λ(f ) ∈ L 3 by Corollary 4.1.2. In the second case, Proposition 4.2.4 shows that either λ(f ) = (3 + √ 5)/2 or λ(f ) ∈ L 3 . This achieves the proof.
