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Abstract. In many dynamic gas-phase reaction processes, there is great interest to measure the 
distribution of minor constituents, i.e. < 10-3 by volume (1000 ppm). One such case is the after-
treatment of automotive gasoline engine exhaust by catalytic conversion, where a characteristic 
challenge is to image the distribution of 10 ppm (average) of carbon monoxide (CO) at 1000 
frames per second across a 50 mm diameter exhaust pipe; this particular problem has been pursued 
as a case study. In this paper, we present a novel electronic scheme that achieves the required 
measurement of around 10-3 absorption with 10-4 precision at kHz bandwidth. This was not 
previously achievable with any known technology. We call the new scheme Auto-Digital Gain 
Balancing (Auto-DGB). It is amenable to replication for many simultaneous measurement 
channels, and it permits simultaneous measurement of multiple species, in some circumstances. 
Experimental demonstrations are presented in the near-IR. In single scans of a tunable diode laser, 
measurements of both CO and CO2 have been achieved with 20 dB signal-to-noise ratio (SNR) at 
peak absorption. This work paves the way for chemical species tomography (CST) of minor 
constituents in many dynamic gas-phase systems. 
 
Keywords Chemical, species, tomography, minor, infra-red, absorption, detection, low-noise, high-speed, Auto- 
Digital Gain Balancing 
 
 
1. Introduction 
High-speed Chemical Species Tomography (CST) has been demonstrated for hydrocarbon (HC) fuel 
mixing with air in various laboratory set-ups (Hindle et al., 2001; Wright et al. 2005a; Terzija et al.  
2008), and inside the combustion chamber of one cylinder of a multi-cylinder production engine (Wright 
et al. 2010). The HC fuel is present at concentrations of several per cent, at which level the use of the 
weak near-infrared absorption feature of large HC molecules at 1700nm is adequate for tomography. 
Moreover, the 1700nm absorption feature of such large HC molecules is very broad and un-structured, 
allowing the use of fixed-wavelength laser sources. Due to environmental, legislative and economic 
pressures on vehicle and fuel manufacturers (Stone, 1999), there is great interest to study the interaction 
of combustion exhaust constituents with catalytic after-treatment systems, the species of interest including 
unburned HC, NOx and CO. However, these are all present typically at minor concentrations, i.e. <1000 
parts per million by volume (ppm). The understanding of converter effectiveness is hampered by lack of 
knowledge of the flow pattern and of the distribution of minor constituents before and after catalytic 
treatment (Schweich 1990; Koltsakis and Stamatelos 1997). The currently established technology for 
measurement of these species in automotive product R&D entails extractive sampling for subsequent 
analysis. This approach does not provide spatial resolution, although various developments (Sutela et al., 
1999; Kayes and Hochgreb, 1996) have enabled intra-cycle temporal resolution. For a truly in-situ 
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tomographic imaging solution in a 50 mm diameter cross-section, with similar temporal resolution, it is 
necessary to use the much stronger fundamental absorption lines available in the mid-infrared. We have 
previously studied CO as a test case (Pal et al., 2008a) at an average concentration of 10 ppm over the 
exhaust cross-section, showing that: 
 
(1) the critical properties of the light source are satisfied by Quantum Cascade Lasers (QCLs); 
(2) commercially available mid-IR optics can provide a suitable CST system; but   
(3) for adequate image reconstruction, we must improve upon previous single-pass spectroscopic 
absorption measurement technology, by an order of magnitude, to yield absorption precision of 
typically 2x10-4 for measurement of CO absorption of around 2x10-3 at 1kHz bandwidth.  
 
This paper addresses (3) above and demonstrates a novel measurement technique, Auto-DGB, which 
satisfies the requirement, as suggested in (Pal et al., 2008b). Moreover, the new Auto-DGB technique 
demonstrated here has been designed for a multi-channel CST system, promising a realistic prospect of 
imaging such low concentrations at frame rates around 1,000 frames per second. 
 
Several authors have studied sensitive spectroscopic measurement in the mid-IR, including measurement 
of NO, CO and other molecules. The Noise-Equivalent Sensitivity (NES) of such measurements is 
defined as the absorbance level that is equal to the noise level (i.e. SNR=1), divided by the square root of 
the measurement bandwidth, B, and it is given in units of absorbance per (Hz)½. For CO, the best previous 
NES performance is given as 5x10-6 per (Hz)½ with bandwidth 10 Hz, maximum among all (Wehe et al., 
2003); requirement (3) above is equivalent to a NES value of 3x10-6 per (Hz)½, with bandwidth 1 kHz.  
 
The noise sources of major concern in this type of spectroscopic measurement are gas baseline 
fluctuations, laser noise, detector noise, noise due to optical interference effects (“fringes”), electronic 
noise and electronic baseline drift (So et al. 2006). To achieve noise reduction, two measurement 
techniques have been most prominent in the literature: balanced ratiometric detection (BRD) and 
wavelength modulation spectroscopy (WMS). The BRD technique cancels laser intensity noise by using a 
two-beam approach, whereby one beam undergoes absorption in the measurement subject, and one is 
measured directly to provide a reference signal. BRD has been implemented in analogue form (Hobbs 
1990, 1997, Allen et al. 1995, Sonnenfroh and Allen 1996, Sonnenfroh et al. 2001) and in digital form 
(Hafiz and Ozanyan 2007). The sensitivity is highest for nearly-balanced photocurrents, and the detection 
limit is shot-noise-limited, although it cannot eliminate phase noise effects (Hobbs 1997). Optical fringes 
can be a significant part of the measurement signal and ultimately limit the performance. BRD is severely 
bandwidth-limited, ultimately by the wavelength scan-rate of the source laser. Allen et al. (1995) and 
Sonnenfroh and Allen (1996) used BRD for sensitive detection in the visible and near-IR ranges, 
achieving NES 1.6 x 10-6 per (Hz)½ with bandwidth 0.1 Hz, as discussed in section 4. 
  
Digital implementation of BRD (i.e. DBD) has been reported by Hafiz and Ozanyan (2007), digitizing the 
signal and reference voltages directly at the output of the preamplifiers. The reference signal, VR, and 
absorption signal, VS, are given by: 
( , ) ( , )R R RV t F GI t        (1) 
( , ) ( , ) ( , )S S SV t F GT t I t        (2) 
where,  
I(,t) is the time-varying incident laser intensity and  is the optical output frequency of the laser, 
FR and FS are, respectively, the fraction of the laser output intensity that is directed along the 
reference and absorption paths,  
G is the optical-electrical gain of the detection system, 
T(,t) is the transmission through the absorbing medium, and 
R and S are offsets of the detection systems introduced by dark current, stray light falling on 
the detector, and the preamplifier. 
 
DBD requires reference calibration to find the balancing factor BF=FS/FR by removing the absorbing 
object. If the offsets are measured and subtracted from the measured voltages, then 
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( , ) 1
( , )
( , )
S S
R R
V t
T t
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




      (3) 
To avoid the requirement to measure offsets, Hafiz and Ozanyan (2007) introduced a modulated light 
source and used window-averaged mean differentials of the reference and the absorption signal, also 
helping to remove the phase dependence. They did not specify the measurement sensitivity achieved.  
 
Tunable Diode Laser Absorption Spectroscopy (TDLAS) is the most commonly used technique for 
sensitive gas detection, and is based on scanning the laser output wavelength through an absorption 
feature of the target gas. This form of TDLAS is often referred to as Direct Absorption Spectroscopy 
(DAS), and is achieved by applying a current ramp to drive the laser. In light of the requirements of 
sensitive detection for minor species, DAS is incapable of reaching the required low detection limit due to 
various noise sources, but it allows all computations such as baseline fit and Voigt profile fit, if required. 
A major disadvantage of DAS is that the dynamic range of the analog-to-digital converter (ADC) is 
wasted on the sloping background and on the signal offset, if the absorption signal is small. It also 
requires interpolation of the background across the absorption feature, which is susceptible to errors from 
stray absorption and nonlinearity produced by the optical set-up. BRD has the advantage of dynamic 
balancing but its commercial analogue version is very expensive for use in multiple paths in a 
tomography system (Hafiz and Ozanyan 2007). Custom-made analogue versions require highly matched 
photodiodes and transistor pairs in the balancing circuitry for signal and reference, which is not essential 
in the digital case. Top of the range commercially available analogue balancing has a limited bandwidth 
of 125 kHz, and limited flexibility and performance (Hafiz and Ozanyan 2007). The DBD method 
introduced by Hafiz and Ozanyan (2007) is limited by balancing factor calibration as noted above, and it 
has similar limitations as for DAS, viz. decrease in dynamic range of the ADC. Wavelength-dependent 
optical effects that are not in common mode introduce significant error in measurement. 
 
WMS is another form of TDLAS used for narrow absorption features, where modulation of the laser 
output power and wavelength is applied by modulating the laser driving current (with frequency f) . 
Detectability is improved by operating at sufficiently high frequency to effectively eliminate flicker (1/f) 
noise and by lowering the noise-bandwidth through lock-in detection. The WMS signal is dependent on 
the curvature of the spectral feature instead of the absolute absorption, and is less sensitive to variations in 
the incident laser intensity (Liu et al 2004). In WMS there is no simple resemblance of the demodulated 
signal (either at f or at 2f) to the absorption feature lineshape, and the optimal values of f and the 
modulation amplitude depend on the absorption feature. The background signal arises from laser non-
linear intensity variation and interference fringes and the bandwidth is dependent on the cut-off frequency 
of the lock-in amplifier. An extensive review of WMS is given by Kluczynski (1999, 2001a, 2001b, 
2001c). In general, the 2-f signal provides better sensitivity.  The WMS characteristic is very much 
dependent on the absorption feature which is in turn dependent on pressure and temperature. Using 2-f 
WMS, Wang et al (2000a) achieved CO sensitivity of 0.1 ppm-m at 2.5 Hz bandwidth, equivalent to NES 
1.3x10-6 per (Hz)½. This technique requires a wide wavelength scan of the laser to include the entire 
spectrum of the absorption feature. Being complex, it requires a great deal of memory and computation 
capacity for multi-path implementation. Dynamic calibration and optimization of the instrument 
parameters are also very difficult to implement.  
 
In summary, none of the previously established techniques is able to achieve sensitive detection, high 
bandwidth and tomographic application. In this paper, the novel technique of Auto-DGB is proposed, 
based on a new form of balancing implemented in the digital domain. It is equally applicable both for 
operation with dc laser current drive, and dc with ac modulation of the laser current. The principle and 
mathematical analysis of Auto-DGB, and a thorough simulation of its performance, are presented in 
Section 2. In Section 3, an experimental demonstration of the new technique is reported. Discussion and 
comparison with other authors are presented in Section 4, and conclusions are given in Section 5.         
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Figure 1: Schematic diagram of the Auto-DGB technique 
 
2. Auto-Digital Gain Balancing 
 
2.1. Principle 
Figure 1 shows a schematic diagram of the principle of Auto-DGB.  The resulting voltage signal of the 
reference channel is amplified or attenuated using an amplifier with gain selected by a controller with a 
negative feedback in such a way that the difference output of the two channels becomes zero. Therefore, 
the absorption signal is encoded within the gain when balance is achieved, i.e. the “balance gain”. The 
ratio of the balance gain at the peak wavelength of the absorption feature to that at the wings (i.e. without 
any absorption by the species of interest) provides the exact transmission factor. The same circuit can be 
implemented both with dc optical intensity as well as an ac modulated signal. In the latter case, the 
moving average of the difference signal is fed back to the controller, and a lock-in amplifier is applied to 
the difference signal to implement WMS.  
 
2.2. Mathematical analysis 
To model Auto-DGB, equations (1) and (2) are modified by introducing laser noise, e(t), as an additive 
component to the laser intensity. For transmission through combustion exhaust (neglecting nitrogen): 
 ( , ) ( , ) ( )R R RV t F G I t e t         (4) 
 
2 2
( , ) ( , ) ( , ) ( , ) ( , ) ( )S S CO CO H O SV t F GT t T t T t I t e t         (5) 
where the total transmission factor, T(,t) in equs. (2) and (3), is split into multiplicative components for 
each of the species CO, CO2 and H2O. If offsets R and S are measured separately and subtracted, then 
the difference voltage VD can be formed, taking account of  the gain factor, (,t), applied to VR, as 
follows: 
   ( , ) ( , ) ( , ) ( , )D R R S SV t t V t V t           (6) 
By varying (,t) to achieve balance, i.e. VD(,t) = 0, then, analogous to equation (3), we obtain: 
2 2
( , )
( , ) ( , ) ( , ) ( , )
( , )
S S S
CO CO H O
R R R
V t F
t T t T t T t
V t F

   


  
   (7) 
The ratio FS/FR = BF appears, as in equation (3). In Auto-DGB, however, BF can be eliminated by taking 
the ratio of the balance gains at two different optical frequencies, 1 and 2: 
2 2
2 2
1 1 11
2 2 2 2
( , ) ( , ) ( , )( , )
( , ) ( , ) ( , ) ( , )
CO CO H O
CO CO H O
T t T t T tt
t T t T t T t
  
   


     (8) 
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In TDLAS, the optical frequency scan is performed in about 1 ms, during which the exhaust composition 
can be assumed constant and the transmission of each constituent will only depend on , thus yielding: 
2 2
2 2
1 1 11
2 2 2 2
( ) ( ) ( )( )
( ) ( ) ( ) ( )
CO CO H O
CO CO H O
T T T
T T T
  
   


      (9) 
If 1 is chosen to be at the peak absorption point of the selected absorption feature of CO, and  2 at the 
wing of the absorption line, i.e. TCO(2) = 1, and if the transmission values for CO2 and H2O are the same 
at both 1 and 2 , then the balance gain ratio is the transmission value of CO at 1, since equation (9) 
becomes: 
1
1
2
( )
( )
( )
COT





       (10) 
Even in the case where absorption due to CO2 and H2O are significant, one can still isolate and measure 
absorption due to CO. Just as in BRD, the laser noise is removed, but BF is eliminated. This has been 
made possible by fast adjustment of the gain () to balance the difference voltage VD to zero. Hence, the 
method is named Auto-Digital Gain Balancing. 
 
2.3. Implementation with WMS and PSD  
In conjunction with Auto-DGB it is possible to apply WMS and Phase Sensitive Detection (PSD). To 
achieve PSD (often called “lock-in detection”), a suitable sinusoidal modulation of the laser source is 
applied at a high frequency, f; typically, the resultant absorption signal is then multiplied by the 
modulation  signal and/or its harmonic at 2f, both in phase and in quadrature, and the  dc component is 
then selected by a filter, to yield both the magnitude and phase difference of the sinusoids, including the 
effects of the absorption features. The lock-in detection scheme of the difference signal of the Auto-DGB 
technique is shown in Figure 1. The theory of WMS in Auto-DGB can be found in Pal (2009). The drive 
current of the laser diode has two components – a dc component and an ac modulation component. The 
laser frequency (t), in cm-1, varies in the same manner as the current and it is assumed that the frequency 
modulation (FM) amplitude is linearly related to the current modulation amplitude. The variation of the 
laser intensity is considered nonlinear with respect to the injection current (Kluczynski et al. 2001a and Li 
et al. 2006) and is given by 
,0 ,1 1 ,2 2( , , ) ( ) 1 ( )cos(2 ) ( )cos(2 2 )L c a L c L a L aI t I i ft i ft                 (11) 
where IL,0(c) is the laser centre power, iL,1 and iL,2 are the linear (1f) and nonlinear (2f) intensity 
modulation (IM) amplitudes normalised to IL,0(c), respectively, 1 is the FM/IM phase shift, and 2 is the 
phase shift of the nonlinear IM with respect to FM. Typical characteristics of the Specdilas laser (from 
datasheet) used in the experimental work discussed in section 3 below are best-fitted to the equation 
2
,0 ( ) 0.0304 383.69 1212596.5L c c cI          mW.  
 
The k-th harmonic of the output signal of the lock-in amplifier Sk(c,a) is mathematically analogous to 
the k-th Fourier component of the time-dependent photodiode signal. For 2-f detection, the photodiode 
signal is multiplied with a sinusoidal reference signal cos(22ft-k). The spectral absorbance, () is a 
periodic even function of 2ft (Li et al. 2006) and can be expanded as a Fourier cosine series given by: 
 
00
( ) ( cos(2 )) ( , ) cos(2 )
L
c a k c a
k
k x dx ft H kft       


         (12) 
where Hk is the corresponding set of Fourier coefficients. For optically thin samples, ()<<1, the 
fractional transmission of a monochromatic signal, T according to the Beer Lambert Law and assuming 
no scattering, is given by:  
 ( )( , , ) ( , , )* ( , , )* ( , , )* 1 ( )c a L c a L c a L c aS t I t T I t e I t
 
         
        (13) 
The output signal of the 1-f and 2-f lock-ins, in-phase and quadrature, have been given by (Li et al. 2006). 
The 2-f signal is dependent on five Fourier components (H0, H1, H2, H3, H4) and two phase shifts, 1 and 
2, due to the nonlinear amplitude of IM, iL,2. Though the value of iL,2 is small, its contribution to the 2-f 
output signal is comparable to the absorption-based signal in the case of absorption by a minor species 
over a short pathlength. The dependence on H0 and H4 can be eliminated if iL,2 =0. It is possible to isolate 
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the Residual Amplitude Modulation (RAM), i.e. the signal due to the nonlinear term of the laser intensity 
modulation, for the case where there is no absorption. It is evident that RAM makes a significant 
contribution when sensitive measurement is desired.  
Although some phase difference,  , will be introduced between the two channels by the electronics and 
and the phase delay of the control loop, for the sake of simplicity it is assumed that 0  , giving:  
( , , ) ( , , )R c a R L c a RV t F GI t      (14) 
( , , ) ( , , ) ( , , )S c a S L c a c a SV t F GI t T t        (15) 
The moving average of these signals for an integral number of periods of the modulation frequency 
produces the following equations, where the cosine terms vanish: 
.0( ) ( )R c R L c RV F GI        (16) 
 
 
.0
.0 0
( , ) ( ) 1 ( cos(2 ))
( ) 1 ( , )
S c a S L c c a S
S L c c a S
V F GI ft
F GI H
      
  
   
  
   (17) 
where ( , )c a    is the average value of absorbance, (c,a). From equ. (12), ( , )c a    is replaced by 
the fundamental Fourier coefficient. From equ. (7), and using equs. (16) and (17), we obtain: 
 0
( , )
( , ) 1 ( , )
( )
S c a S S
c a c a
R c R R
V F
H
V F
 
   


   

   (18) 
The instantaneous difference signal from (14) and (15), via equ. (6), and using  from equ.(18), is:
   
   0
( , , ) ( , ) ( , , ) ( , , )
( , , ) 1 ( , ) ( , , )
D c a c a R c a R S c a S
S L c a c a c a
V t V t V t
F GI t H T t
       
     
    
    
 (19) 
Assuming 0  , then replacing T from equ. (13) yields: 
,0
1
( , , ) ( , , ) ( , )cos(2 )D c a S L c a k c a
k
V t F GI t H kft      


         (20) 
Comparing equs. (12) and (20), the 2-f lock-in signal will be obtained by eliminating the term 
 01 ( , )c aH   . The 2-f component of the difference signal from PSD is given by: 
,0 ,1 4
,2 2 1 3 1, ,2 2,( )cos cos
2 2 2
S L Leven
D f R L R
F GI i H
V H H H i 
 
     
 
  (21) 
,0 ,1 4
,2 1 3 1, ,2 2,( )sin sin
2 2 2
S L Lodd
D f R L R
F GI i H
V H H i 
 
   
 
   (22) 
where 1,R and 2,R are the corresponding phase shifts to 1 and 2 for the reference and absorption 
signal. 
The absolute magnitude of the 2-f signal is given by: 
2 2
,2 ,2 ,2( ) ( )
even odd
D f D f D fV V V       (23) 
If equs. (21) and (22) are compared with the conventional WMS signals (Li et al. 2006), then it is found 
that: 
 
(i) There is no RAM signal present in the Auto-DGB output; 
(ii) Since the nonlinear IM term iL,2 is very small and the (1+H0) term is not present in the 
coefficient of the iL,2 term as compared to general 2f-WMS, H4 dependency can be neglected 
and the asymmetry terms are only dependent on H1 and H3, odd terms of the absorption. 
Since H1 and H3 are zero at the peak absorption frequency, the peak absorption will be 
unaffected. 
(iii) The peak value of the demodulated 2-f signal varies with the laser intensity, which can be 
eliminated after normalisation with 1-f signal (Li et al. 2006). The same can be achieved even 
for the difference signal of Auto-DGB.  
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As described earlier, the dependence on the offsets can be eliminated by measuring them separately and 
subtracting  ( , )c a R S     from the difference signal. At every instant of time, the measured  at 
the previous instant is used to evaluate the offset term. If the difference signals are measured with 
different known attenuation factors while keeping the laser drive current below threshold, then: 
,1 1O R SV          (24a) 
,2 2O R SV          (24b) 
Solving equs. (24a) and (24b), we obtain: 
,1 ,2
1 2
O O
R
V V
 
 
    and    
2 ,1 1 ,2
1 2
O O
S
V V 
 
 
    (25) 
The above sequence of operations is shown schematically in figure 2. 
 
2.4. Simulation 
Auto-DGB has been simulated using Simulink where several components were implemented as shown in 
figure 2, using measured characteristics of appropriate laser sources (intensity and wavelength vs. 
injection current). The laser linewidth (FWHM) was set to 0.00033 cm-1 (10 MHz) for both the 
spectroscopic DFB laser Specdilas-D (used in Near-IR experiments below) and a CW QCL (for mid-IR). 
A Lorentzian distribution of the laser power was assumed at the centre optical frequency. The laser 
central frequency was scanned over the entire spectral range in 1 ms. 
  
Two types of scheme were tried, one with a smooth ramp scan of laser frequency, and another with 
discrete steps. Since the ramp signal is dynamic, its performance is based on the time delay from the PI 
(Proportional Integral) controller, the averaging process and the low pass filter. Hence, a perfect match of 
their characteristics is required in order to reduce artefacts. For the discrete step approach, if a sufficient 
period of time is allowed in every step, then actual readings would be expected in each step without the 
delay introduced by other parts of the circuit. These two different simulation results are required to match 
each other for validating the performance of all other components. For near-IR the current scan was 40 
mA and for mid-IR the scan was 120 mA to cover the desired absorption spectral ranges. 
 
 
Figure 2: Schematic diagram of Auto-DGB for simulation 
 
For implementation of the 2f-WMS technique, a modulation sinusoid of different amplitude was added to 
the centre frequency ramp scan. In both cases – normal Auto-DGB and Auto-DGB with 2f-WMS -  the 
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difference signal between the attenuated reference signal and the absorption signal is averaged over 
integral multiples of the period of the modulation waveform. This difference is used as the feedback 
signal, which is then free from the modulated signal. A PI controller takes this feedback signal as 
measurement input and tries to set it to zero, i.e. the setpoint is zero, as shown in figure 2. The PI 
controller varies the gain of the reference channel so that the dc part of the difference signal is zero. The 
integral term (I) of the controller is implemented in digital format by adding the errors (setpoint - input 
signal) together and multiplying with an integral constant. A saturation function is added after the adder 
of the P (proportional) and I terms so that there is a maximum or minimum value in case this term 
exceeds the saturation value. Normal Auto-DGB is obtained from the ratio of the gains at the peak 
absorption wavelength and at the wing of the absorption feature.  
 
In 2f-WMS, a PSD scheme was implemented on the difference signal, VD, to get the 2-f signal. After 
multiplying VD with the cosine and sine of twice the modulation frequency, a low-pass filter was 
implemented by a moving-window average for a length of signal equivalent to an integral multiple of the 
modulation time period so that the modulation frequency term and its harmonics would be eliminated. 
Therefore, the dc signal outputs after filtration was the in-phase and quadrature terms of 2f-WMS.  
 
Simulation has been performed for two CO absorption regions, about 2169.5 cm-1 in the mid-IR and about 
6330.5 cm-1 in the near-IR (Rothman, 1996, 2005; Pal et al., 2008a), to evaluate the performance of the 
electronic scheme. In both cases, the laser linewidth was convoluted with the absorption feature. For 
brevity, only the mid-IR simulation results are presented in this sub-section. As shown in Figure 3(a), the 
laser frequency 1 was scanned in steps of 0.02 cm-1 through the R(6) absorption feature of CO; in 
between every step change of 1, the current was set to a value that shifts the diode laser optical output 
to 2, fixed at 2169.5926 cm-1, where the absorption due to CO2 and H2O is the same as that at the peak 
of the R(6) transition (Pal et al. 2008b). Sinusoidal modulation was not applied. 
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Figure 3: Simulation of the Auto-DGB scheme: (a) the scanning and reference steps as a function of 
time, with a reference wavenumber of 2169.596 cm-1; (b) the gain ratio output at every step of 
wavenumber. 
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The absorption is measured at 1 via the balance gain ( ); it is then measured at the reference 
wavelength, 2, to obtain (2).  The waveform in Figure 3(b) (subject to noise, as discussed below) 
shows, for each step of 1, the ratio of balance gain values between1 and 2. Thus, the effect of 
absorption baseline is removed dynamically via eqn. (9). Figure 3(b) shows that the peak CO absorption 
is reached at 2169.2 cm-1. The simulated full scan took around 0.6 ms for a total scan of about 1.25 cm-1. 
This demonstrates that the Auto-DGB scheme achieves a spectral absorption measurement. Another peak 
is observed at 2170.2 cm-1 which is due to CO2. In this way, Auto-DGB can measure multiple species 
present in the sample. In the simulation, a random band-limited noise of flat power spectral density (PSD) 
10-11W/Hz has been added both for the common-mode as well as the individual channels with a sampling 
time of 0.1s. These noise characteristics then show up in the noise level of the gain ratio in figure 3(b). 
Common mode noise is cancelled totally in this technique. Therefore, by selecting electronic components 
that yield low individual channel (uncorrelated) noise, and by selecting components with good 
discrimination in setting the gain values of the Auto-DGB scheme, it is clear from figure 3 that excellent 
SNR of absorption measurement is promised. Similarly, if two lines of a single species are scanned, e.g. 
CO2, then the temperature of the sample gas can be estimated (Liu 2006). 
 
Extensive simulations were performed in the near-IR region. The laser frequency range was scanned by 
using a ramp current, with and without fast sinusoidal modulation.  In this case, the low pass filters are 
realised by a 256-sample moving average, i.e. four cycles for 156.25 KHz modulation and 10 MS/s 
sampling rate. The simulation investigated the effect of modulation amplitude and other parameters, e.g. 
the effect of averaging, the integral action of the controller and the low pass filter, and the laser linewidth. 
The combination of these effects is called the instrument function, and it convolves with the absorption 
feature lineshape to reduce the absorption peak. Modulation amplitude 2mA (~0.02 cm-1) was found to 
maximize the 2-f WMS signal under conditions relevant to the experimental tests in Section 3.  
 
The simulations confirmed that Auto-DGB has the following benefits for minor species applications: 
• Common-mode optoelectronic noise effects (additive and multiplicative) are eliminated, as are 
baseline fluctuations and the sloping background of intensity. 
• It eliminates the calibration requirement for the balance factor. 
• It eliminates the need for RAM measurement.  
• The method is reconfigurable and versatile, enabling optimization of modulation conditions. 
• Electronic offsets, and offsets arising from stray light, can be eliminated. 
• The dynamic range of the measurement is enhanced in an iterative manner by amplification as the 
difference signal is measured and zeroed during the PI process. 
 
3. Implementation and Demonstration of Auto-DGB 
   
3.1. Experimental set-up 
The first demonstration of Auto-DGB was carried out in the near-IR, since the demands of the optical set-
up are much simpler than for the mid-IR. The absorption strengths are orders of magnitude lower than in 
the mid-IR, but this can be overcome by using higher concentrations of the target species. A near-IR laser 
diode (Specdilas D type) was mounted on a laser mount TCLD-M9, equipped with a temperature sensor 
(AD 590) and a Thermo-Electric Cooler (TEC). The TEC and diode injection current were driven by a 
Thorlabs laser controller (ITC510). The overall arrangement is shown in figure 4. The beam was launched 
with a collimating lens (Thorlabs C240TME-C) with 8 mm focal length and 0.5 numerical aperture (NA). 
InGaAs PIN photodiodes were used (Hamamatsu G8370-81). 
 
Optical alignment is critical for perfect balance so that the baseline of the Auto-DGB measurement is 
constant throughout the scan, and was achieved by maximizing the detector signal whilst the alignment 
was adjusted. The laser source was extensively calibrated (Pal, 2009). Two modes of Auto-DGB were 
tested, one with a current ramp and no fast modulation, and the other with a 156.25 kHz sinusoidal 
modulation superimposed on the current ramp. Both of these were superimposed on a dc current of about 
74 mA set by the laser driver to maintain the laser diode above threshold. The 1ms current ramp scanned 
the laser output wavelength over a range of 0.3 nm (~1.2 cm-1). The modulation amplitude was set at 2.5 
mA, driven by an 11-bit Direct Digital Synthesiser (DDS), as discussed in sub-section 2.3.  
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3.2. Electronics 
Figure 5 shows the electronic scheme to implement Auto-DGB. The laser source is driven by signals 
generated by a DDS coded on the Field Programmable Gate Array (FPGA). Each photodetector feeds into 
a variant of the low-noise transimpedance amplifier of Wright et al. (2005b). The reference signal is 
amplified  using a  multiplying  Digital-to-Analog  Convertor  (MDAC)  to achieve zero  difference signal 
 
Figure 4: Schematic view of the experimental set-up for the ADGB demonstration. 
 
 
Figure 5: Schematic view of electronic implementation of the Auto-DGB technique. 
 
(with respect to the absorbed signal) at the output of the downstream instrumentation amplifier. The 
amplified difference signal is digitized by an ADC ADS1610 and then stored in the FPGA for processing, 
including moving-average filtering and PI control, as discussed in sub-section 2.4, to generate a control 
signal, which is an MDAC gain code. The reference signal amplitude is maintained at twice that of the 
absorbed signal so that the MDAC is in the middle of its range. Therefore, the transmission signal is 
encoded in the MDAC gain but amplified with the digital range of the MDAC and the splitting ratio FS/FR 
(see equ. (7)). The amplification term is eliminated by ratioing the MDAC gain code at different laser 
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frequencies as discussed in sub-section 2.3 (see equ. (9)). The drift and dc errors can be eliminated by 
measuring the zero-absorption signals and applying equ. (18) periodically. 
 
The stability and settling time of the control loop are important and are set by proper selection of the 
proportional gain and integral constant of the PI controller. The stored signal in the FPGA can be 
processed for 1-f or 2-f PSD, as in WMS. We note that Barrass et al. (2004) and Zhu and Cassidy (1995) 
reported systems which applied WMS to the difference output of an analogue BRD instrument. 
 
Figure 6: Schematic diagram of the balancing circuit 
 
The balancing circuit, shown in Figure 6, is the main component of the Auto-DGB technique. The 16-bit 
MDAC (AD5546) is of parallel-input, current-output design, and its output is converted to voltage by an 
I-to-V converter with feedback resistance, RFB, that is internally matched for minimum gain error. The 
FET-input op-amp AD8610 is chosen for this purpose, for its high input impedance and great precision. 
The AD8610’s input offset voltage is multiplied by the variable noise gain arising due to the code-
dependent output resistance of the MDAC. There will be a step change in the output voltage if the noise 
gain changes between two adjacent digital inputs, requiring that the input offset voltage of the op-amp 
should be a fraction of the LSB of the DAC. The AD8610/8620 has very low bias current of 2pA and 
offset voltage of 45 V at 25º C (Analog Devices datasheet). Though the offset voltage is equivalent to 1 
LSB of DAC input, the AD8610/8620 is chosen for its ultralow-noise performance. Output voltage noise 
is dominated by RFB. A detailed noise analysis for the MDAC is available in an application report 
(Noxon, 2006). The non-linearity error has a maximum value ±2 LSB, but for very small change of 
digital codes, it generates linearity error of ±0.2 LSB. In the experiments reported here, the code change is 
very small as the absorption level is very low. If the gain error for the internally matched feedback 
resistor is considered zero, the gain error at the output is dependent only on the non-linearity error which 
is equivalent to an absorption value of ±3.10-5 for ±0.2 LSB. 
 
A compensation capacitor of 10 pF is added in parallel to RFB to smooth the current signal when the 
MDAC code changes, to avoid gain peaking and ringing at the I-to-V converter output. The digital input 
of the MDAC is updated at 10 MHz for feedback control so that the two channels balance each other, 
yielding zero dc output. The multiplying bandwidth is 4 MHz for attenuation level within -36 dB for 
unipolar operation. Since the change in signal for subsequent digital inputs is low, the update rate of 10 
MHz is very well maintained. To balance the phase in the absorption channel also, another AD8610 is 
used. The outputs of the AD8610s are fed to the fast-settling INA110, with a gain set at 100 so that the -
3dB bandwidth (470 kHz) was comfortably greater than twice the modulation frequency. Input bias and 
offset currents are 20 and 2 pA, respectively, and they are measured at regular intervals by using the relay 
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at the input of the INA110, and subtracted dynamically in the rest of the cycle during actual measurement. 
For stable PID output, a low-pass filter was used (-3dB at 341 kHz). 
 
3.2. Experimental demonstrations 
The ultimate validation of Auto-DGB is to measure the known concentrations of target gases, in mixtures 
with known concentrations of other constituents. Three experiments were performed: two with reference 
gas cells 150mm long, at pressures of 200 torr CO2 in one case and 600 torr CO in the other, and the third 
with a custom-built absorption cell filled with 20% CO, 24% CO2 and 56% N2 at atmospheric pressure. 
The results presented below are for one absorption line each for CO2 (6330.818 cm-1) and CO (6330.163 
cm-1). The reference optical frequencies used in the Auto-DGB process for the three experiments are 
6330.41 cm-1, 6329.6 cm-1 and 6331.0 cm-1, respectively, and chosen to be in the absorption baseline in 
each case. Where applied, sinusoidal modulation was at 156.25 kHz, with current amplitude 2.5 mA. 
Experimental measurements are compared with (a) calculations based on spectroscopy using the 
HITRAN database (Rothman et al. 1996, 2005), incorporating temperature, pressure, line broadening, 
etc., and (b) the effects of the instrument function, using the simulation procedure described in sub-
section 2.4, incorporating the spectroscopic calculations. In all cases, measurement precision of the peak 
absorption is assessed by calculating its standard deviation for a randomly selected set of 100 consecutive 
scans. 
 
3.2.1.  CO2 without sinusoidal modulation. Figure 7 shows the Auto-DGB measurement of the CO2 
absorption line, with peak absorption of 0.0123 relative to transmission of almost 1 at the extremes of the 
scan range. It also shows a number of local maxima in the wings of the peak absorption, which are 
measurement artefacts. The expected absorption profile, with and without the instrument function, is 
included. The peak of the measured absorption is about 71% of that calculated from the spectral database 
alone, i.e. case (a) above; this is to be compared with 82% when the instrument function is included, i.e. 
case (b) above. In the latter case, there is good agreement between measurement and simulation 
concerning the laser frequency position of peak absorption, whereas the measured position is shifted 
slightly relative to the purely spectral calculation. The shift is an artefact due to the PI controller 
behaviour. The standard deviation of peak measured absorption is 0.000156.  
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Figure 7: Auto-DGB transmission measurement for CO2 using a current ramp, compared with the 
calculated result from the spectroscopic database, with and without the instrument function. 
 
3.2.2. CO2 with sinusoidal modulation. The Auto-DGB measurement yields peak absorption value 
0.0120, agreeing well with the result found in 3.2.1. Measurement artefacts are reduced, compared to 
those in 3.2.1, because averaging of both WM and IM signals at feedback reduces the steepness of the 
control input. The standard deviation at peak absorption is 0.000128. The 2-f PSD process was applied to 
the difference signal of the Auto-DGB technique but no improvement in precision was observed. 
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3.2.3.  CO without sinusoidal modulation. Figure 8 shows the measured transmission scan through the 
CO absorption line. The peak absorption in this case is 0.0210, i.e. 88% of that calculated in case (a) 
above, and 92% in case (b). The oscillations observed at the lower optical frequency region of the scan 
range are less dominant compared to CO2 because the CO line at 600 torr is wider than the CO2 line at 
200 torr. The 100 consecutive scans from a randomly selected period are shown, overlaid, in Figure 9. 
They yield a standard deviation of 0.00011 for the peak absorption. 
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Figure 8: Auto-DGB transmission measurement 
for CO using a current ramp, compared with the 
expected result calculated from the spectroscopic 
database, with and without the instrument 
function. 
Figure 9: One hundred consecutive Auto-DGB 
scans of CO absorption, superimposed. 
 
 
3.2.4.  CO with sinusoidal modulation. In this case, the peak value of the absorption is 0.0183 which is 
78% of that from calculation (a). As observed for CO2, the sinusoidal modulation decreases the 
measurement artefacts. The peak absorption value was found to have a standard deviation of 0.00014. 
The 2-f PSD technique was also applied, but the result obtained was no more precise. 
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Figure 10: Auto-DGB transmission measurement for 20% CO, 24% CO2 and 56% N2 (164 mm cell 
and 1.2 bar pressure at 296 K) using a current ramp, compared with the expected result calculated  
from the spectroscopic database, with and without the instrument function. 
 
3.2.5. 20% CO, 24% CO2 and 56% N2, without sinusoidal modulation. Interference fringes obtained 
with this absorption cell were minimised by aligning the beam off-axis with respect to the cell. Figure 10 
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shows a single Auto-DGB transmission scan through both of the chosen absorption features of CO and 
CO2. The CO and CO2 absorption peaks are clearly resolved in the same 1ms scan. 
 
The peak absorption measurements are 0.0052 and 0.0055 for CO2 and CO respectively, which are 90% 
and 95%, respectively, of the calculated values from case (a), reflecting the different linewidths. 
Incorporating the instrument function results in an almost perfect match between simulated peak 
absorbance and the measured value. The standard deviations calculated for the two peaks of CO2 and CO 
are 0.000161 and 0.000215, respectively. In terms of relative precision, these results are better than the 
target level by a factor of about 3, which is equal to the increased path length in the experiment, relative 
to the target application. The standard deviation for the CO2 peak is the same as that obtained in sub-
section 3.2.1. The standard deviation for the CO peak is higher than that obtained in sub-section 3.2.3; the 
reason may be the relatively smaller absorption peak and the noise associated with the optical fringes. 
Sinusoidal modulation was tried in this case, but a significant WMS peak was not observable in the 
signal. The simulation also showed that the WMS signal for the CO and CO2 mixture is one order of 
magnitude smaller than the signal for CO. 
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Figure 11: (a) A comparison of peak and 
integrated absorption for different concentrations 
of CO and CO2 
Figure 11: (b) The deviations of peak and 
integrated absorption from linear fit for 
different concentrations of CO and CO2 
 
3.2.6. Experiments with three different combinations of concentrations of CO & CO2. The same cell as 
used in section 3.2.5 was filled with three different mixtures at 1.2 bar and at 296 K: 10% CO, 12% CO2 , 
78% N2; 20% CO, 24% CO2 , 56% N2; and 40% CO, 48% CO2 , 12% N2. The peak absorption and 
integrated absorption results for CO and CO2 are plotted in figure 11(a), showing that the CO2 absorption 
spectrum is wider than that of CO as is evident from figure 10. The peak absorption value from the 
experimental absorption curve is 0.006 lower than that from the theoretical absorption curve both for CO 
and CO2.  
 
The graph in figure 11(a) shows that the absorptions, both peak and integrated, vary linearly with 
concentration of CO and CO2. Figure 11(b) shows the deviation of the absorption values from the linear 
fit. One of the important criteria to gauge the quality of the Auto-DGB process is the difference between 
the theoretical peak absorption value and the measured one. The Auto-DGB integrated absorption results 
are closer to the theoretical values for absorption lines of higher linewidth. This is encouraging for 
measurements of higher linewidth near atmospheric pressure, as in the case for combustion exhaust. 
 
4. Discussion 
Table 1 shows a comparison among different methods and their detection limits (with associated 
bandwidths) achieved by different groups. The NES calculated for CO using the simplest implementation 
of Auto-DGB, i.e. without sinusoidal modulation (subsection 3.2.3), is obtained from the standard 
deviation value of CO absorption, 0.00011. For 2-f WMS, the equivalent absorptions for the minimum 
detection limits of concentrations equivalent to noise are cited. The averaging time for the WMS 
technique is very high, preventing its use for high-bandwidth measurement. 
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Methods References Species NES (absorbance 
Hz-1/2) 
Averaging 
time (s) 
Direct absorption Wang et al (2000) CO 1 x 10-4 0.1  
BRD Allen et al (1995)  N2O 1.6 x 10-6 10  
Wehe et al (2003) CO 5 x 10-6 0.01  
So et al (2006)  CO 1 x 10-3 1  
2-f WMS 
 
Weber et al (2002)  NO 1.2 x 10-4 50  
Andersson et al (2007) O2 4.5 x 10-5 20  
Wang et al (2000)  CO 1.3 x 10-6 0.4  
Auto-DGB  CO 3.6 x 10-6 0.001  
 
Table 1: A comparison of the NES and averaging time obtained by different groups, using 
different measurement techniques 
 
The NES achieved by the BRD technique is equivalent to that of our measurement. (In the case of Allen 
et al. (1995), the value quoted here takes proper account of their stated bandwidth.) However, the 
instruments used for BRD operate with typical bandwidth of order 1 Hz. Though NES is calculated taking 
the bandwidth into account, it does not mean that instruments of the same NES can operate at the same 
bandwidth.  
 
The measurement artefacts observed in the wings of the measured spectra using Auto-DGB (e.g. Figures 
7, 8) merit further work, given their apparent magnitude. Their source remains to be determined, but one 
possibility is that they arise from interaction between the time constants of the PI feedback control and the 
transfer function of the measurement system. They are thought to be more prominent in the CO2 
absorption spectrum (e.g. Figure 7) compared to CO (e.g. Figure 8) because of the narrow line-width of 
the former, which results in a fast decrease in the absorption as the laser is scanned through the feature. 
 
It is clearly seen that the Auto-DGB technique can produce the target precision for CO at 1 kHz 
measurement bandwidth. 
 
5. Conclusions 
The new technique of Auto-Digital Gain Balancing has been presented. Auto-DGB is a radical extension 
of the concept of balanced detection (for noise reduction). It uses a digital balancing technique where the 
balance is expressed in the gain applied by a feed-back loop. The gain is applied to the error signal of the 
balance, and since it is applied by a multiplying DAC whose gain range can be refined in every iteration, 
the degree of balance is limited by electronic noise effects, rather than optical noise effects. The above 
approach represents a step-change in measurement science. 
 
Auto-DGB has been applied for several measurements of absorption lines of CO and CO2.  Even without 
any further noise reduction mechanisms, Auto-DGB shows the capability to achieve the target sensitivity 
(precision 0.0001) in CO absorption over a 50mm pathlength, at kHz bandwidths. In some 
demonstrations, the laser scan range included a CO2 absorption line, and Auto-DGB provided 
measurements of both species in a single scan. From the experimental results in section 3, it is clear that 
further analysis of complete lineshapes would improve the Auto-DGB results further. 
 
It is important to explore further the use of techniques such as lock-in measurement, and the robust 
engineering design of a multi-channel system. The electronic scheme for Auto-DGB is, in principle, 
readily replicated for many measurement channels. The same measurement scheme is to be extended to 
the mid-IR range using QCL for achieving 10 ppm measurement. The remaining requirement, therefore, 
to enable implementation of a tomographic beam array to meet the specification, is to define a viable mid-
IR optics system. 
 
Auto-DGB will have many other applications, including the measurement of very weak absorbers at high 
concentrations. One such case is O2, simultaneous imaging of which with hydrocarbon fuel would enable 
direct imaging of air-fuel ratio in combustion systems.  
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