Let *S^f be the space of all analytic sequences, those complex sequences a for which there is a positive number r such that 2 a nV n converges. Those linear transformations from Sf to Suf which have matrix representations are characterized in terms of various spaces and topologies associated with *Ssf. An example is given of a linear transformation from J&f to Sf which has no matrix representation.
Louise Raphael [8] characterizes the matrix transformations from s^ to sf. She makes use of the following: if q > 0, A q is the subspace of s/ to which a belongs only in case {\a n \ ί *}*=<> is a bounded sequence, and ||α|| g denotes the least number less than no term of that bounded sequence. If q > 0, {A q , \\ ||J is a complete normed linear space. (See also, I. Heller [5] , I. M. Sheffer [10, Th. 6, p. 177] , and the more fundamental work of Karl Zeller [12] .)
Following M β G. Haplanov [4] and V. Ganapathy Iyer [3] , S q denotes the subset of s*f to which a belongs provided that Σ a n z n converges for | z \ < q, and, if 0 < p < q, N p (a) denotes XΓ=o I oc k \ p k for each a in S q . If q > p > 0, {S q , N p } is a normed linear space (not complete).
In [11] the author characterizes those linear transformations from S 1 to Si which have matrix representations. We continue here in much the same spirit. If q > 0 and a = {a n }ζ =Q is a sequence of sequences in Szf and / is a sequence of analytic functions such that if n is a nonnegative integer and | z \ < q then /•(«) = Σ and / converges uniformly with limit 0 on each closed subset of the (open) disc with center 0 and radius q, then a is said to have limit 0 analytically relative to q. A sequence has limit 0 analytically if it has limit 0 analytically relative to some positive number.
We recall some fundamental notions from G. Kothe and 0. Toeplitz [7] about sequence spaces:
Suppose that λ is a linear sequence space, λ* (sometimes called the dual or α-dual of λ) is the collection of all complex sequences y such that Σ I Vn%n I converges for each x in λ. If x is in λ and y is in λ*, A subset X of the sequence space λ is bounded in X if for each u in λ* there is a number m such that if x is in X then | Q(x, u) \ S m. If F is a transformation from X to λ, the adjoint i* 7 * of F is the relation to which the ordered pair {x, y) belongs only in the case that
for each z in λ.
Let i? be the space of all entire sequences, those complex sequences which are coefficient sequences for power-series expansions of entire functions, i? = J^* and ^* = Jϊf. The matrix transformations from g 7 to ^ have been characterized by H. I. Brown [1] and, in another manner, by K. Chandrasekhara Rao [2] .
THEOREM. Let L be a linear transformation from s/ to sf. These statements are equivalent.
(1) L has a matrix representation. So there is a member α of j^ such that if 6 is in £ then \b k \^a k , k = 0,1, ....
LEMMA 2. If a is a sequence of sequences in jzf, then these are equivalent:
(1) a has limit 0 analytically. (2) a has limit 0 m
Proof. Suppose that a has limit 0 analytically (relative to q). Then a has limit 0 in S q (see [ Proof. By [11, Theorem 1] this is true if r = R -1. Suppose that, for each positive number p, t(p) is the function from «jy to jy such that if a is in s>f and w is a nonnegative integer then t{ρ)(a) n = α^, so that, if 0 < g < <o, t(p) maps {AS^, iV ff } continuously onto {Si, N qίP }.
Let L' be the continuous linear transformation from
U has a matrix representation, so L has a matrix representation. 
If a is in S r , then a is in A p and \\a\\ p^Np (a) .
The proof is straight-forward and omitted.
Proof of Theorem. 1 «-> 2. That statements (1) and (2) 3'->1. That statement 3' implies that statement (1) is true is evident from part 4 of Karl Zeller's theorem in [12] .
2 «-> 6. That statements (2) and (6) are equivalent is a consequence of Lemma 0. One might also use Theorems A and B (of [7] ) and [7, Satz 4, p. 206] .
2^7. That statements (2) and (7) are equivalent is evident from Lemma 2.
3 -> 5. Suppose that 0 < p < r. Let q be a positive number such that L maps {A p , \\ \\ p } continuously into {A q , \\ ||J. Let K be a positive number such that if x is in A p then || L(x) \\ q <: K \\ x || p . Let P be a number between 0 and q. Then, by Lemma One can add to the seven statements in the theorem by taking other combinations of these spaces and notions. I have presented those which seem most interesting. L is a linear transformation from A to A (indeed to the constant sequences) and, since V cannot be represented by a sequence, L has no matrix representation.
The author is indebted to Albert Wilansky for his encouragement on this project.
