Computational complexity is a characteristic of almost all Lesk-based algorithms for word sense disambiguation (WSD). In this paper, we address this issue by developing a simple and optimized variant of the algorithm using topic composition in documents based on the theory underlying topic models. The knowledge resource adopted is the English WordNet enriched with linguistic knowledge from Wikipedia and Semcor corpus. Besides the algorithm's e ciency, we also evaluate its e ectiveness using two datasets; a general domain dataset and domain-speci c dataset. The algorithm achieves a superior performance on the general domain dataset and superior performance for knowledge-based techniques on the domain-speci c dataset.
Introduction
The computational complexity associated with most word sense disambiguation algorithms is one of the major reasons why they are not being fully employed in most reallife applications. Agirre and Edmonds [1] identi ed three major approaches to word sense disambiguation; supervised, unsupervised and knowledge-based approaches. Supervised approaches rely on hand-tagged examples on which algorithms are trained and are known for their superior performance over unsupervised and knowledge-based approaches. However, they require large amount of training data which must be repeated for speci c cases each time they are required. Training is also rigorous and time consuming. Unsupervised approaches, on the other hand, are self-reliant without the use of hand-tagged examples. The rigour involved in developing training set and the need for repetition for di erent cases make supervised approaches unappealing for several real-life applications such as text categorization, information retrieval, machine translation among others. Knowledge-based approaches primarily use dictionaries, thesauri, and lexical knowledge resources for word sense disambiguation without the need for any corpus evidence as applicable in supervised approaches. Knowledge-based techniques include graphbased methods which rely on the interconnection of semantic networks available in several lexical resources and overlap-based methods popularly called Lesk-based algorithms which originated from the original Lesk algorithm [2] . Lesk-based algorithms rely on the overlap of words between the de nitions of a target word and words in context in order to determine the sense of the target word.
Algorithms based on the original Lesk algorithm are a popular and e ective family of knowledge-based techniques for word sense disambiguation. Several algorithms based on the original Lesk algorithm have been developed over the years, including the adapted version which initiated the adjustability of the algorithm to ne-grained lexical resources such as the WordNet. These algorithms are generally known to be computationally costly because of the combinatorial growth of comparisons required of the several candidate senses associated with polysemous words available in di erent lexical resources. However, the variants of the algorithm that have been proposed over the years focused majorly on improving its e ectiveness rather than improving its e ciency. A simpli ed variant of the algorithm attempts to solve the combinatorial explosion of Lesk-based algorithms by computing overlaps between the de nition of candidate senses of the target word and the context words, it however, does not take into account the de nitions of the senses of the context words. In agreement with [3] , de nitions are an important component in determining the meanings of words since they make distinctions more clear among polysemous words through a description of each of the senses of a word. This makes the simpli ed Lesk algorithm prone to poor coverage and consequently poor recall as a result of information sparsity. The main advantage of our algorithm is that it takes sense description into account and computes similarity for each candidate sense in a single operation. That is, for an n number of senses belonging to a target word, there are exactly n number of comparisons. This kind of growth rate in algorithm analysis is linear, in contrast to the exponential growth of comparisons required of the other variants of the Lesk algorithm with the exception of the simpli ed Lesk.
In our algorithm, instead of combinatorial comparisons among candidate senses, we model the algorithm as a topic-document relationship based on the theory of topic models. The main idea underlying our algorithm stems from distributional hypothesis [4] on which Lesk-based algorithms generally rely. The hypothesis states that words are similar if they appear in similar contexts. The main theoretical footing on which our work stands is that assuming the linguistic information of all the context words made available by lexical resources are modeled as a document, and the ones provided by each of the candidate senses of the target word as topics based on the theory underlying topic models, then if the distributional hypothesis is valid, then the topic representing the correct sense of the target word should have the highest topic composition in the document. Due to the information sparsity problem predominant in overlap-based methods, we follow the work of [5] which enriches glosses of candidate senses in WordNet with additional knowledge by extending them with their corresponding wikipedia de nitions obtained from BabelNet. We further enrich our algorithm with corpus knowledge from the Semcor corpus [6] . The organization of the paper is as follows: Section 2 discusses related work. We describe the optimized Lesk-based algorithm using topic composition in Section 3. Section 4 evaluates and discusses the results while Section 5 concludes the paper.
Related work
Our algorithm relies on the original Lesk algorithm [2] and its variants. Cowie et al. [7] presented a variation of the original Lesk algorithm called simulated annealing. In their work, they designated a function E that re ects the combination of word senses in a given text whose minimum should correspond to the correct choice of word senses. For a given combination of senses, all corresponding de nitions from a lexicon are collected, and each word appearing at least once in these de nitions receives a score equal to its number of occurrences. Adding all these scores together gives the redundancy of the text. The E function is then de ned as the inverse of redundancy. The goal is to nd a combination of senses that minimizes this function. To this end, an initial combination of senses is determined, and then several iterations are performed, where the sense of a random word in the text is replaced with a di erent sense, and the new selection is considered as correct only if it reduces the value of the function E. The iterations stop when there is no change in the con guration of senses. The algorithm is still complex computationally as it involves traversing a multi-path graph looking for shortest route to destination.
The Adapted Lesk algorithm [8] adjusts the original Lesk algorithm to a lexical resource, the English WordNet, by computing maximum overlap between glosses of candidate senses belonging to a target word and glosses of candidate senses of context words including the semantic relations in a combinatorial fashion based on prior tagged part-of-speech as discussed in [9] . In their work, a limited window size of the context words was used by considering only the immediate words before and after the target word. The algorithm takes as input an instance in which the target word occurs, and produces the sense for the word based on information about it and a few immediately surrounding content context words. The choice of sense is nally determined based on the maximum score achieved by computing the cumulative scores obtained from individual combinations of several candidate senses. Kilgarri and Rosenzweig [10] in a simpli ed algorithm use only the context words in isolation to compute similarity among candidate senses of the target words without recourse to the de nitions of senses of the target words. Ponzetto and Navigli [5] developed an extended version of the Lesk algorithm through enrichment of glosses of WordNet senses with corresponding Wikipedia de nitions by using exhaustively all words in the context window of a target word. They achieved this by rst mapping WordNet senses with corresponding Wikipedia terms. Their algorithm shows signi cant improvement in performance over the use of WordNet glosses in isolation. Basile et al. [3] in a similar fashion developed another version based on the distributional semantic model using BabelNet such that the algorithm can use all or part of the context words. Each sense in BabelNet is enriched with semantic relations using the "getRelatedMap" available in BabelNet API. In other works, Ayetiran et al. [11] & Ayetiran and Boella [12] developed a hybrid algorithm which combines a variant of the Lesk algorithm with the Jiang & Conrath similarity measure [13] . The main crux of their work is the resolution of con ict in cases where their Lesk-based algorithm and the Jiang & Conrath measure chose con icting senses. This was done by computing similarity between the glosses of the con icting senses and the content context words in the text.
Our algorithm is more closely related to the simplied Lesk algorithm [10] but leverages on the importance of word sense de nitions using topic composition. Like other variants of the Lesk algorithm with the exception of the simpli ed Lesk, we use glosses of senses belonging to the content context words using the distributional hypothesis and the theory underlying topic models as a foundation. It also enriches WordNet glosses with Wikipedia de nitions and corpus knowledge in the Semcor corpus. In a sense, our algorithm uses corpus information and statistics indirectly since the SemCor corpus contains these two properties.
Optimizing an adaptation of the Lesk algorithm
We mentioned in Section 1 that the combinatorial explosion in variants of the Lesk algorithm is a result of the polysemous nature of some words, each represented by candidate senses within the lexical resources used for word sense disambiguation. The methodology we devised consists of three phases. First, we build documents from linguistic information derived for the context words in the lexical resources and the corpus. Secondly, we build topics from linguistic information derived from the candidate senses of the target words. Finally, we obtain the composition of each topic in a document, each represented by the candidate senses of the target word. Section 3.3 to section 3.5 provide a detailed description of these phases.
. Knowledge resources -WordNet. WordNet [14] is a manually-constructed lexical knowledge system. The basic object in WordNet is a set of synonyms called a synset. 
. Topic models and composition
Topic models [16] [17] [18] [19] [20] provide a powerful tool for analyzing large text collections by representing them as a low dimensional set of topics. They are based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words. A topic model is a generative model for documents; it speci es a simple probabilistic procedure by which documents can be derived. Each topic is a multinomial distribution over words and the highest probability words summarize the subjects in the document collection.The major strengths of topic models are dimensionality reduction and thematic semantic information extraction. Topic models have been applied in di erent areas including text categorization, word sense disambiguation, information retrieval, sentiment analysis, data mining, document summarization etc. The combination of probabilities in a topic gives the topic weight. Interpretability of individual topics provided by their probability distribution over words which depicts a cluster of correlated words is a major distinct advantage of representing the documents with probabilistic topics over a purely spatial representation. In other words, topic models reveal the subject of discussion in documents, for instance in communications like e-mail, tweets etc. A generative model for documents is based on simple probabilistic sampling rules that describe how words in documents might be generated on the basis of latent variables. When tting a generative model for a collection, the goal is to nd the best set of random variables that can explain the observed words in the documents. The generative process does not make any assumptions about the order of words as they appear in documents. The only information relevant to the model is the number of times words appear in the documents. This is known as the bag-of-words model, and is common in many statistical models of language including latent semantic indexing (LSI) and probabilistic latent semantic indexing (pLSI). However, word order information in some cases might contain important clues to the content of a document. Blei et al. [16] introduced an extension of the topic model that is sensitive to word order and automatically learns the syntactic as well as semantic factors that guide word choice.
Probabilistic models use the same idea as generative models; that a document is a mixture of topics, with a slightly di erent statistical assumptions. Let us take P(z) to be the probability distribution over topics z in a particular document and P(w|z) to be the probability distribution over words w in a topic given a set of topics z. Each word w i in a document is generated by rst sampling a topic from the topic distribution and then choosing a word from the topic-word distribution, where i refers to the ith word token. We denote P(z i = j) as the probability that the jth topic was sampled for the ith word token and P(w i |z i = j) as the probability of word w i under topic j. The model speci es distribution over words within a document as presented in equation 1:
where T is the number of topics, P(w i |z i = j) refer to the multinomial distribution over words at index i(i > ) for topic j and P(z i = j) is the multinomial distribution over topics for document d. Let us take D to be a document collection consisting of several documents with each document d consisting of Nw word tokens where N is the total number of word tokens, that is, N = Nw. The parameters P(w i |z i = j) and P(z i = j) respectively, indicate which words are important for which topic and which topics are important for a particular document.
. Document development
A document is developed at each sentence level in which a target word occurs. Let us consider a text T containing sentences of size m, T = s , s , ...., s m and each sentence, s i ∈ T containing words W of size n, W = w , w ....., w n .
A word w i ∈ W is designated to be disambiguated (target word) and all other words w j ∈ W, j ≠ i are designated as the context words. In the rst stage of the document development, the glosses of all the synsets of all the content context words, together with synsets that are semantically related in WordNet which includes synonyms, hypernyms, hyponyms, meronyms, holonyms, antonyms etc.,¹ are harvested to form the rst initial document for that context using a context window ². In the second stage, we lookup BabelNet for the corresponding wikipedia definitions of the WordNet senses (including that of their semantic relations) which we have used in the rst stage to enrich the document with more linguistic information and from which the second initial document is derived. In the third stage, the third initial document is developed by harvesting all the sentences where the main synsets of each of the content context words appear in the Semcor corpus. A raw document is generated through the accumulation of all the initial documents built at each of the development stages as presented in equation 2.
where d is the derived raw document from the accumulation of the component documents and d i are the component documents and n = , the total number of knowledge sources. The raw document is a bag of words resulting from the accumulation of the linguistic information from the di erent sources. The nal document is a set of words derived from the bag of words. Therefore, for a target word, there is a single nal document d = {w , w , ....., w j } obtained from the initial bag of words representation of the document.
1 Note that Banerjee and Pedersen (2003) recommend that all the relations may not be helpful and that optimum choice of relations for usage depends on the speci c application. However, in this particular application, we need the glosses of all the relations to a word sense in order to fully characterize the word sense since the accumulation of the glosses of these relations is what is required to build the topics and documents since full characterization is required to compute the topic composition in a document that has been built using the theory of topic models. In fact, using speci c relations results in inferior performance.
2 The context window in this case is the whole sentence.
. Topic development
Topic development follows a similar fashion as obtainable in the document development phase. However, it is built at the word sense level of each target word. Equation 3 shows the accumulation of the initial topics from the 3 knowledge sources.
where t is the derived nal topic and t i are the component topics and n = , the total number of knowledge sources. The raw topics are also a bag of words derived from the 3 knowledge sources from which a set of words is derived to form intermediate topics. 
. Computing topic composition in the documents
The proportion of topic composition in the document can be computed using any document similarity method but we found cosine similarity most appropriate since it normalizes the di erent lengths of the topics. In this case, after normal document processing on both topics and the documents, such as stopwords removal and normalization which includes stemming, the topic composition (similarity) is computed using the cosine similarity between each of the nal topics and documents using equation 4.
where cosθ is the cosine similarity between t and d, t.d is the dot product and ||t|| and ||d|| are the vector lengths of t and d, respectively. 
Evaluation
In order to see how e ective our optimized Lesk algorithm is, we carry out experiments on two datasets; a general domain dataset and a domain-speci c dataset. For the general domain experiment, we use the English dataset of SemEval 2013 multilingual word sense disambiguation. The domain-speci c experiment uses the English dataset of SemEval 2010 all-words word sense disambiguation on speci c domain. We then compare the results of our algorithm, each with the state-of-the-art systems that participated in both tasks.
. Evaluation on general domain word sense disambiguation
The SemEval 2013 multilingual word sense disambiguation [21] presented tasks in English, French, German, Italian and Spanish. It used ne-grained sense distinctions for scoring systems.The dataset is tagged with both WordNet and BabelNet sense inventories. We experimented with the English dataset since our lexical resources and corpus are in English. In Table 1 , we present the results of the optimized Lesk and a reproduction of the simpli ed Lesk ⁴ on the dataset. Table 2 juxtaposes the result of the optimized Lesk with that of participating systems. 4 By "simpli ed Lesk" we refer to the algorithm in (Kilgari and Rosenzweig, 2010) which is an improved variant of the original Lesk algorithm (Lesk, 1986 ) that has been chosen for comparison because it is the only one having the same time complexity with the hereby proposed new variant of the Lesk algorithm. 
. Evaluation on domain-speci c word sense disambiguation
The SemEval 2010 all-words word sense disambiguation on a speci c domain [22] was proposed as a result of new challenges posed by domain portability and NLP components. Tasks were organized in English, Chinese, Dutch and Italian. We deal with the English dataset since our knowledge resources are in English. Prior to this task, all available tasks on a speci c domain use lexicalsample dataset. The exercise also scores systems using ne-grained sense distinctions. Agirre et al. [22] identify the issues speci c domains pose to WSD systems: the context in which the senses occur might change; di erent domains involve di erent sense distributions and prevailing senses, some words tend to occur in fewer senses in particular domains, the context of the senses might change, and new senses and terms might be involved. They further revealed that both supervised and knowledge-based systems are a ected by these issues: while the former suffer from di erent context and sense priors, the latter suffers from lack of coverage of domain-related words and information. Therefore, domain-speci c word sense disambiguation presents an entirely new scenario in evaluation of word sense disambiguation systems. The SemEval 2010 all-words domain speci c WSD had both supervised and knowledge-based systems' participation. First, we present the results of our system and a reproduction of the simplied Lesk in Table 3 . Table 4 shows a juxtaposition of the performance of our algorithm and participating systems.
. Discussion of results
First, we discuss the results obtained from our algorithm in relation to a reproduction of simpli ed Lesk which is a variant of Lesk-based family of algorithms. This is in view of the fact that the two algorithms have the same complexity in terms of running time. Results from the evaluations on the two datasets show a consistent superior performance of our algorithm over the simpli ed Lesk algorithm. The simpli ed Lesk is the only variant of Lesk-based algorithms which attempts to resolve the computational complexity as major obstacle a ecting the applications of this family of algorithms in real-life applications. However, it considers only the information provided by the context of the word being disambiguated. Results from our experiments con rm the existing knowledge of its e ect on performance as a result of the information sparsity problem [10] . Real-life applications of word sense disambiguation need to exploit the bene ts provided by knowledge-based techniques due to the comparable minimal e ort required for their development, generality of usage and reusability. However, while considering the e ciency which these techniques o er, there is also the need for adequate balance with e ectiveness to cater for the overall goal of these applications. Comparisons among our system and other systems for the SemEval 2013 multilingual WSD task show that our system outperforms other systems in all the 3 evaluation metrics with a score of 0.663, 0.657 and 0.660 for precision, recall and F1 respectively. Furthermore, on the SemEval 2010 domain-speci c task, it achieves superior performance among the knowledge-based techniques and the best performance on verbs along with the IIITH2-d.r.l.ppr.05 system with a recall of 0.478. The main evaluation metric for the task is recall. For the participating systems, recall measure is accompanied by a 95% con dence interval using bootstrap resampling to check the statistical signi cance between ranked systems if there is no overlap in con dence intervals. In all, about 29 systems participated in the domain-speci c task in which a supervised system, CFILT-2 [23] achieves the overall best performance with a precision and recall of 0.570 and 0.555 ±0.024 respectively.
Conclusion
Real-life applications which require unequivocalness in texts have not fully taken the advantages of knowledgebased techniques for word sense disambiguation. These advantages include generality, comparable minimal development e ort and reusability when compared with supervised techniques. One of the main reason for this is the computational complexity involved in implementing knowledge-based algorithms. In this work, we investigate the optimization of the computational complexity associated with a popuplar and e ective knowledge-based algorithm -the Lesk-based algorithm. Our investigation reveals that the complexity can be greatly reduced while at the same time achieving high performance. Furthermore, we show that using this algorithm, linguistic knowledge can be enriched with corpus knowledge from annotated cor- 
