Numerical modelling of soot formation is conducted for an axisymmetric, laminar, coflow diffusion ethylene-air flame by two different methods to investigate the effect of flame preheating. The first method cannot account for the preheating effect, while the second one can. A detailed gas-phase reaction mechanism and complex thermal and transport properties are used. The fully coupled elliptic equations are solved. A simple two-equation soot model is used to model the soot process coupled with detailed gas-phase chemistry. The numerical results are compared with experimental data and indicate that the flame preheating effect has a significant influence on the prediction of soot yields. Both methods give reasonable flame temperature and soot volume fraction distributions. However, quantitatively the second method results in improved flame temperatures and soot volume fractions, especially in the region near the fuel inlet, although the maximum flame temperatures from both methods are slightly lower than that from the experiment.
Introduction
Soot is a by-product of incomplete hydrocarbon combustion. The detrimental effect of soot on human health is a current concern and various restrictions are being placed on soot emissions from various sources. From an operational point of view, soot formation is not desired in most combustion devices. Therefore, a quantitative understanding of soot inception, growth and oxidation mechanisms and the ability to model these processes are critical to the development of strategies to control soot emissions.
Two-dimensional axisymmetric, laminar diffusion flames are the typical flames that have been widely used to investigate soot formation and other flame characteristics. Numerous experiments have been conducted in the last century and several numerical studies have appeared in the past decade for these flames. An important step to exactly model this kind of flame is the specification of appropriate boundary conditions. Unfortunately, it is usually difficult to know the exact inlet temperature and velocity profiles due to the flame preheating caused by heat transfer from the flame base to the burner nozzle and both fuel and air streams. This preheating effect was, in general, neglected and instead uniform inlet temperature and velocity were specified by most investigators [1] [2] [3] [4] . In the modelling of soot formation in a coflow, laminar diffusion flame, Smooke et al [5] raised both fuel and air inlet temperatures by 120 K, since they found that the flame temperatures were underpredicted by about 100-150 K when the preheating was not accounted for. In order to minimize the uncertainty of inlet conditions, McEnally et al [6] modelled a lifted flame by specifying the room temperature as inlet temperatures for both air and fuel streams, and a parabolic velocity profile for the fuel stream and a uniform velocity distribution for the air stream. However, most experiments were conducted for burner stabilized flames. In the modelling of soot formation of a coflow, laminar ethylene-air diffusion flame [7] , we found that the temperatures in the lower centreline region were significantly underpredicted, even though we increased both the fuel and air inlet temperatures by 40 K to account for the flame preheating and a parabolic velocity profile was specified for the fuel stream.
Apparently, difficulties exist for specifying an appropriate inlet boundary condition for the simulation of this kind of flame. Although the prediction results can be improved by raising both fuel and air inlet temperatures to a certain extent, it is usually hard to know the exact value by which it is to be raised. Moreover, the extents of preheating of fuel and air streams may be different due to different flow rates, and thus their inlet temperatures are generally different. Thirdly, the inlet velocity profiles of both the fuel and air streams may be neither the general shapes of fully developed laminar flows in a round pipe and a concentric space nor uniform distributions, due to the preheating.
In this paper, we numerically model a two-dimensional axisymmetric laminar ethyleneair diffusion flame by two different methods of dealing with the inlet conditions to identify the effect of flame preheating on the numerical results, especially on the soot formation process. The first method employed is similar to those used by most previous investigators, and thus cannot accurately account for the influence of preheating. In the second method, we extend the simulation domain into the fuel nozzle a certain distance, and therefore the flame preheating effect can be accounted for by simulation itself. Computationally, we employ the primitive variable method in which the fully elliptic governing equations are solved with detailed gas-phase chemistry and complex thermal and transport properties. A simplified soot model is used to simulate soot formation in the flame. The effects of soot inception, growth and oxidation on gas-phase chemistry are taken into account. The radiation heat loss is accounted for by the discrete ordinate method coupled to an SNBCK-based wide-band model for radiative properties of CO, CO 2 , H 2 O and soot. The results are compared to those obtained in our laboratory by Gülder et al [8] .
Numerical methods

Flame configuration
The investigated flame is a coflow, laminar ethylene-air diffusion flame in which a cylindrical fuel (ethylene) stream is surrounded by a coflowing air jet. We use two methods of dealing with the inlet conditions to simulate this flame. In the simulation by the first method (simulation 1), the computational domain covers an area from 0 to 3.0 cm in the radial direction and from 0 to 11.0 cm in the axial direction. It has been checked by a sensitivity calculation that this computational domain is enough and thus the boundary location does not influence the simulation results. The inflow boundary (z = 0) corresponds to the region immediately above the fuel nozzle exit. A uniform velocity of 3.54 cm s −1 is used for the region from r = 0 to 0.545 cm (fuel nozzle exit) at z = 0, and that of 62.52 cm s −1 is used for the region from r = 0.64 to 3.0 cm (air nozzle exit) at z = 0. The inlet temperatures of both fuel and air streams are 300 K. For the region from r = 0.545 to 0.64 cm at z = 0, a solid wall boundary condition is used. Symmetric and free-slip boundary conditions are used for r = 0 and r = 3.0 cm, respectively. At z= 11.0 cm, a zero-gradient outlet boundary condition is employed.
In the second simulation (simulation 2), the above computational domain is extended into the fuel nozzle a certain distance where the nozzle wall temperature approximately reaches room temperature, so that part of the fuel nozzle is included in the simulation domain. This extended distance is 4 cm in the present simulation. The boundary conditions are the same as those in simulation 1, except that the inlet of the domain is moved to z = −4 cm. By specifying a linear temperature distribution (with values of 300 and 403 K at z = −4 and 0 cm, respectively) along the axis direction for the solid wall of the fuel nozzle according to the experimental measurements of Gülder et al [9] , the conduction and convection heat transfer from the wall of the fuel nozzle and flame base to both fuel and air streams is taken into account. The radiation heat transfer from the nozzle wall is neglected, since the wall temperature is very low (400 K). Figure 1 shows the burner configuration and calculation domains for the two simulations.
Gas-phase equations
In cylindrical coordinates (r, z), the governing equations for the gas phase are [10] as follows. 
Continuity:
Energy:
Gas species:
u and v are the velocities in the axial (z) and radial (r) directions, respectively, T the temperature of the mixture, ρ the density of the mixture (soot and gas), W k the molecular weight of the kth gas species, λ the mixture thermal conductivity, c p the specific heat of the mixture under constant pressure, c pk the specific heat of the kth gas species under constant pressure and ω k the mole production rate of the kth gas species per unit volume. It should be pointed out that the production rates of gas species include the contribution due to soot inception, surface growth and oxidation (see the next section). Quantity h k denotes the specific enthalpy of the kth gas species, g z the gravitational acceleration in the z direction, µ the viscosity of the mixture, Y k the mass fraction of the kth gas species, V kr and V kz the diffusion velocities of the kth gas species in the r and z directions and KK the total gas-phase species number. The quantities with subscript KK + 1 correspond to those of soot. As an approximation, the thermal properties, obtained from JANAF thermochemical tables [11] , of graphite are used to represent those of soot. The last term on the right-hand side of equation (4) is the source term due to radiation heat transfer. It is obtained by the discrete ordinate method coupled to an SNBCK-based wideband model for properties of CO, CO 2 , H 2 O and soot. The model is formulated by lumping successive 20 narrow-bands (bandwidth 25 cm −1 ) to form a wide-band of 500 cm −1 , based on the band-lumping strategy described in [12] . A total of 20 wide-bands are considered in the calculation to cover the infrared spectrum between 150 and 9100 cm −1 . At each wideband, the blackbody radiation intensity and the absorption coefficient of soot are calculated at the band centre. The absorption coefficients of the gas mixture containing CO, CO 2 and H 2 O at the Gauss quadrature points within each wide-band are obtained using the method similar to the SNBCK technique in [13] . The approximate Malkmus band method based on the expressions in the optically thin limit described by Liu et al [14] is used to treat the gas mixture as a single radiating gas. The two-point Gauss quadrature is employed in the present calculations to reduce the computing time while maintaining accuracy based on the findings in [15] . The model parameters of the statistical narrow-band model for CO, CO 2 and H 2 O are those compiled recently by Soufiani and Taine [16] based on line-by-line calculations. The spectral absorption coefficient of soot is obtained by Rayleigh's theory for small particles and the refractive index of soot due to Dalzell and Sarofim [17] , and it turns out to be about 5.5f v /λ (where f v is the soot volume fraction and λ the wavelength).
The diffusion velocity is written as
where V T kx i is the thermal diffusion velocity in the x i direction for the kth gas species and V cx i is the correction diffusion velocity used to ensure that the net diffusive flux of all gas species and soot is zero [18] in the x i direction. In the current simulation, only the thermal diffusion velocities of the H 2 and H species are accounted for by [18] 
while those of all other gas species are set as zero. QuantityD k is related to the binary diffusion coefficients through the relation
where k is the thermal diffusion ratio of the kth species, X k is the mole fraction of the kth species and D jk is the binary diffusion coefficient.
Soot model
Modelling soot formation in practical combustion systems is an extremely challenging problem. Although some detailed kinetic models of soot inception, growth and oxidation have been derived, such as those in [19] [20] [21] , it is currently still very difficult and time consuming to implement this kind of model to the simulations of multidimensional combustion systems. The applicability of purely empirical soot models is questionable under conditions different from those under which they were originally formulated. Based on some semi-empirical assumptions, Smooke et al [5] and McEnally et al [6] used the sectional model to simulate the soot formation process. In addition to the momentum, energy and gas species conservation equations, several soot section equations (usually more than ten) need to be solved. Leung et al [22] and Fairweather et al [23] also conducted simulations of soot formation by a simplified two-equation soot model based on similar semi-empirical assumptions. Except those of gasphase governing equations, only two additional equations need to be solved for the soot process in this model. Therefore, it is used in this paper. Two transport equations are solved for soot mass fraction and number density, respectively. They are
where Y s is the soot mass fraction and N is the soot number density defined as the particle number per unit mass of mixture. Quantities V T ,r and V T ,z are the particle thermophoretic velocities in the r and z directions, respectively. They are obtained by [24] V T ,x i = −0.55 µ ρT
The source term S m in equation (9) accounts for the contributions of soot nucleation (ω n ), surface growth (ω g ) and oxidation (ω O ). Therefore,
The model developed by Leung et al [22] and Fairweather et al [23] is used to obtain the three terms on the right-hand side of equation (12) . It assumes the chemical reactions for nucleation and surface growth, respectively, as
with the reaction rates given as
where f (A s ) denotes the functional dependence on soot surface area per unit volume. In this paper, we simply assume that the functional dependence is linear, i.e. f (A s ) = A s , which means that surface growth has a linear dependence on soot particle surface area. The oxidation processes are very important for accurate predictions of soot in flames. The oxidation occurs primarily as a result of attack by molecular oxygen (O 2 ) and the OH radical. The radical O also contributes to soot oxidation in some regions [25] . We, therefore, account for the soot oxidation by O 2 , OH and O, and assume the following reactions:
The reaction rates for these three reactions are obtained by
where X OH and X O denote the mole fractions of OH and O, and ϕ OH and ϕ O are the collision efficiencies for OH and O attack on soot particles. The collision efficiency of OH is treated as that described by Kennedy et al [26] , who accounted for the variation of the collision efficiency of OH with time by assuming a linear relation between the collision efficiency and a dimensionless distance from the fuel nozzle exit. A collision efficiency of 0.5 for radical O attack on the particles is used [27] . All the reaction rate constants, k i (i = 1, . . . , 5), are given in table 1. The source term S N in equation (10) accounts for the soot nucleation and agglomeration, and is calculated as
where N A is Avogadro's number (6.022 × 10 26 particles kmol −1 ), C min is the number of carbon atoms in the incipient carbon particle (9 × 10 4 ), κ is the Boltzmann constant (1.38 × 10 −23 J K −1 ), ρ C(S) is the soot density (1800 kg m −3 ) and C a is the agglomeration rate constant for which a value of 3.0 [23] is used.
Numerical model
The governing equations are discretized using the control volume method. The SIMPLE numerical scheme [28] is used to deal with the pressure and velocity coupling. The diffusion and convective terms in the conservation equations are respectively discretized by the central and upwind difference methods. The discretized equations of gas species, soot mass fraction and soot number density are solved in a fully-coupled fashion on every grid to speed up the convergence process [29] , while those of momentum, energy and pressure correction are solved using the TDMA method.
The computational meshes used in the two simulations are shown in figure 2. Totally 104 × 70 and 114 × 71 non-uniform grids are used for the two simulations, respectively. Finer grids are placed in the primary reaction zone and near the fuel nozzle inlet region. It has been checked that the further increase of grid number does not significantly influence the simulation results. The chemical reaction mechanism used is essentially from GRI-Mech 3.0 [30] , with the removal of all the reactions and species related to NO X formation. The revised reaction scheme consists of 36 species and 219 reactions. All the thermal and transport properties are obtained by using the database of GRI-Mech 3.0 [30] and the algorithms given in [18, 31] . Figure 3 illustrates the velocity and temperature profiles at the nozzle exit obtained by simulation 2. The velocity profile of simulation 1 at z = 0 (specified) is also shown for comparison. Since both fuel and air streams obtain energy from the fuel nozzle and flame base, their temperatures are higher than room temperature (300 K), and the velocity profiles are different from those of fully developed flows in a round pipe and a concentric space. The average temperatures of fuel and air streams at the nozzle exit from simulation 2 are respectively 131 and 29 K higher than room temperature. Therefore, applying the same temperature increase for both air and fuel streams to account for the preheating is not appropriate.
Results and discussions
Velocity and temperature profiles at the nozzle exit
In the boundary layers next to the fuel nozzle, both fuel and air stream temperatures are significantly increased. Their values are even higher than the nozzle temperature at z = 0 (403 K). Therefore, both fuel and air streams obtain energy directly from the flame at z = 0. The temperatures of the air stream are higher than those of the fuel stream in the boundary layers, since the position of the flame base is located at the outside of the fuel nozzle (as we shall discuss below). However, due to the higher flow rate of the air stream compared to the fuel stream, the preheated region of the air stream is only limited to a narrow layer, while that of the fuel stream is extended to the centre of the fuel nozzle. Therefore, the predicted average temperature of the fuel stream is much higher than that of the air stream.
The velocity profile of the fuel stream obtained by simulation 2 at the nozzle exit is neither the general parabolic shape of a fully-developed flow in a round pipe nor a uniform distribution. It gradually increases with increasing radius, except in the boundary layer next to the wall. The velocities of simulation 2 are higher than those of simulation 1 at z = 0, except in the centreline region and the narrow boundary layer next to the fuel nozzle. Apparently, these are due to the preheating. For the air stream, velocity increases quickly to a constant value with increasing radial distance from the outside of the fuel nozzle. Figure 4 shows the radial velocity profiles along the axial direction at r = 0.545 which is the inner radius of the fuel nozzle. It illustrates that in simulation 1, air convects to the centreline region faster than in simulation 2 at lower axial heights. This is caused by the uniform velocity distribution of the air stream and the lower inlet fuel stream velocity in simulation 1. Although the velocity data are not available from the experiments of [8] , the flame base positions (see the discussion in the next section) predicted by the two simulations show that this result is qualitatively reasonable. As a result, axial velocities of simulation 1 soon become higher than those of simulation 2 in the centreline region once z is greater than 0, as shown in figure 5 , although axial velocities of the fuel stream of simulation 1 are lower than those of simulation 2 in most regions at z = 0. Figure 5 shows that axial velocities of simulation 2 are higher than those of simulation 1 in the centreline region once z becomes greater than 1 mm.
Velocity profiles above the nozzle exit
Since velocity affects the residence time, the differences of velocity profiles between two simulations may affect the flame temperature and soot predictions.
Flame temperatures
The flame temperatures predicted by the two simulations and those measured by Gülder et al [8] , using CARS, are shown in figure 6 . Figure 7 gives the radial temperature profiles at two axial heights. It can be seen that both simulations capture the general feature of the flame, i.e. the temperature profiles have a maximum in the annular region of the lower part of the flame, and these maximum temperature contours do not converge to the axis in the upper part of the flame. This is due to the radiation cooling by soot, since a significant amount of soot exists in the upper part of the flame (see the result below). However, quantitatively simulation 2 (with the extended calculation domain) provides an improved result, especially for the lower part of the flame. First, the predicted temperatures by simulation 2 in the region immediately above the fuel nozzle are higher than those predicted by simulation 1. The temperature on the centreline at 2 mm height above the fuel nozzle exit is about 574 K, which is quite close to the value of 595 K from the experiment [8] at the same position, while simulation 1 gives a much lower value (477 K) at that location. Secondly, the radius of the flame base predicted by simulation 2 is closer to that obtained by the experiment, while simulation 1 underpredicts this value. This is the result of different velocity and temperature profiles at the nozzle exit in the two simulations. The higher temperatures at the nozzle exit increase the axial velocities of the fuel stream at z = 0 in simulation 2. The higher axial velocities of the fuel stream and the lower axial velocities of the air stream in the boundary layer next to the outside surface of the fuel nozzle for simulation 2 allow the fuel to move outwards along the radial direction, as shown by the radial velocity profiles at the lower axial positions in figure 4 . Finally, we also observe that the annular region of higher temperatures predicted by simulation 2 is broader than that of simulation 1, although it is still narrower than the experiment. Since soot is usually formed in the lower part of the flame, we can expect that these differences may result in different soot volume fractions for the two simulations.
For the upper half of the flame, both simulations give similar temperatures, which are lower than the experimental result. This may be caused by the simplification of the soot model. As indicated by Sunderland and Faeth [32] , soot nucleation is a complex process involving polycyclic aromatic hydrocarbons (PAH) that eventually become visible soot particles, although it can be empirically correlated with C 2 H 2 concentration alone, as expressed by (R1). Moreover, not only C 2 H 2 but also some other species may contribute to the soot surface growth process, which can be described by the effects of various species on active sites and parallel channels [32] [33] [34] . The simplifications in the current soot model need to be improved in the future simulation to account for the complex soot inception and surface growth processes.
The peak flame temperature obtained by simulation 2 is only 7 K higher than that by simulation 1, since different soot volume fractions are obtained in the two simulations.
Soot volume fraction
Figures 8 and 9 depict soot volume fractions from the experiment [8] and the two simulations. Again, although both simulations capture the general features of soot in the flame, simulation 2 provides a more reasonable quantitative result. The peak soot volume fraction from simulation 2 (7.2 ppm) is higher than that (6.2 ppm) from simulation 1 and closer to that (8.0 ppm) from the experiment. Moreover, simulation 2 gives improved prediction in the centreline region.
The reason why simulation 2 provides a more reasonable result can be explained by the distributions of temperature and the mass fractions of acetylene from the two simulations. Figure 10 shows the mass fractions of acetylene predicted by the two simulations.
As discussed above, the temperatures in the lower centreline region are raised and the axial velocities there are lower in simulation 2. These cause the centreline fuel to decompose earlier in simulation 2. Meanwhile, since the flame base (the reaction zone in the lowest region) moves further away from the centreline in simulation 2, the fuel conversion region becomes wider. In figure 10 , one can observe that acetylene is formed earlier in the centreline region, and the annular region with higher acetylene concentration is slightly wider in simulation 2. Consequently, soot inception and growth time increase in simulation 2, and therefore finally the soot yields increase. We can therefore conclude that flame preheating results in a significant change in the prediction of soot yields.
Conclusions
An axisymmetric, laminar, coflow diffusion ethylene-air flame has been modelled by two different methods to deal with the inlet boundary conditions. The first method cannot accurately account for the influence of flame preheating, while the second one can.
The results show that the influence of flame preheating is important for the prediction of the soot formation process. Although both simulations capture the general feature of the flame, simulation 2 (which accounts for the influence of flame preheating) gives improved quantitative results compared to simulation 1. The peak soot volume fraction obtained by simulation 2 is about 1 ppm higher than that obtained by simulation 1 and is closer to the measured value. The soot volume fraction prediction of the centreline region is improved by simulation 2. The use of equal temperature increase for the fuel and air streams was found to be inappropriate. The velocity profiles of the fuel and air streams at the nozzle exit are neither the general profiles of fully developed flows in a round pipe and a concentric space nor uniform distributions.
