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Abstract 
 
 
 Atomically thin, semiconducting transition metal dichalogenides (TMDs), a special class 
of layered semiconductors, that can be shaped as a perfect two dimensional material, have 
garnered a lot of attention owing to their fascinating electronic properties which are achievable at 
the extreme nanoscale. In contrast to graphene, the most celebrated two-dimensional (2D) 
material thus far; TMDs exhibit a direct band gap in the monolayer regime. The presence of a 
non-zero bandgap along with the broken inversion symmetry in the monolayer limit brands 
semiconducting TMDs as the perfect candidate for future optoelectronic and valleytronics-based 
device application. These remarkable discoveries demand exploration of different materials that 
possess similar properties alike TMDs. Recently, III-VI layered semiconducting materials 
(example: InSe, GaSe etc.) have also emerged as potential materials for optical device based 
applications as, similar to TMDs, they can be shaped into a perfect two-dimensional form as well 
as possess a sizable band gap in their nano-regime. The perfect 2D character in layered materials 
cause enhancement of strong Coulomb interaction. As a result, excitons, a coulomb bound 
quasiparticle made of electron-hole pair, dominate the optical properties near the bandgap. The 
basis of development for future optoelectronic-based devices requires accurate characterization 
of the essential properties of excitons. Two fundamental parameters that characterize the 
quantum dynamics of excitons are: a) the dephasing rate, 𝛾, which represents the coherence loss 
due to the interaction of the excitons with their environment (for example- phonons, impurities, 
other excitons, etc.) and b) excited state population decay rate arising from radiative and non-
x 
 
radiative relaxation processes. The dephasing rate is representative of the time scale over which 
excitons can be coherently manipulated, therefore accurately probing the source of exciton 
decoherence is crucial for understanding the basic unexplored science as well as creating 
technological developments. The dephasing dynamics in semiconductors typically occur in the 
picosecond to femtosecond timescale, thus the use of ultrafast laser spectroscopy is a potential 
route to probe such excitonic responses.  
The focus of this dissertation is two-fold: firstly, to develop the necessary instrumentation 
to accurately probe the aforementioned parameters and secondly, to explore the quantum 
dynamics and the underlying many-body interactions in different layered semiconducting 
materials.  A custom-built multidimensional optical non-linear spectrometer was developed in 
order to perform two-dimensional spectroscopic (2DFT) measurements. The advantages of this 
technique are multifaceted compared to regular one-dimensional and non-linear incoherent 
techniques. 2DFT technique is based on an enhanced version of Four wave mixing experiments. 
This powerful tool is capable of identifying the resonant coupling, probing the coherent 
pathways, unambiguously extracting the homogeneous linewidth in the presence of 
inhomogeneity and decomposing a complex spectra into real and imaginary parts. It is not 
possible to uncover such crucial features by employing one dimensional non-linear technique. 
 Monolayers as well as bulk TMDs and group III-VI bulk layered materials are explored 
in this dissertation. The exciton quantum dynamics is explored with three pulse four-wave 
mixing whereas the phase sensitive measurements are obtained by employing two-dimensional 
Fourier transform spectroscopy. Temperature and excitation density dependent 2DFT 
experiments unfold the information associated with the many-body interactions in the layered 
semiconducting samples. 
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Chapter 1 
Introduction:  Basics of Layered Semiconductors 
 
The groundbreaking discovery of graphene [1, 2] has generated a wealth of interest in layered 
semiconducting materials that attributes unique optical and electronic properties. Layered 
materials possess strong in-plane and weak out-of-plane van der Waals interaction allowing for 
the mechanical exfoliation to generate a two-dimensional layer of unit cell thickness. Although 
layered materials have been around for long time, the recent discovery of the monolayer direct 
band gap MoS2 [3] has reignited an interest in layered semiconducting materials. With this 
seminal work by Mak et el. a new class of material have emerged known as layered transition-
metal dichalcogenides (TMDs) such as MoS2, MoSe2, WS2, WSe2 that possess several unique 
and desirable properties. For example, semiconducting monolayer-TMDs possess a direct 
semiconductor bandgap (in contrast to graphene), a potentially useful property for optoelectronic 
and switching circuit applications. In addition, their broken inversion symmetry, along with 
strong spin-orbit coupling, generates a novel form of spin-valley locking and valley specific 
optical selection rules (i.e. specific points and valleys in the Brillouin zone can be selectively 
addressed with circularly polarized light). These fascinating properties open up a new avenue to 
explore spin and valley physics in these new two-dimensional (2D) materials. Considering the 
successful implementation of monolayer TMDs in nanoelectronic device fabrication, it is logical 
to explore more and new classes of layered materials that consist of different bandgap and 
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electronic structure. Group III-VI layered semiconducting materials are another class of 
promising layered materials that possess direct band gap even in the bulk regime, and have 
already shown their potential in building efficient photodetectors, thus demanding more 
attention. 
       This chapter will review the basics of layered semiconducting materials, including the lattice 
and electronic structure. We will start our discussion with TMDs, followed by a brief discussion 
on III-VI semiconductors. Section 1.3 will highlight on the sample fabrication technique. 
Followed by the sample preparation, a brief review of currently ongoing linear and nonlinear 
spectroscopic studies on various layered materials is presented in Section 1.4. Although much 
pioneering work has been completed thus far using simple linear and incoherent non-linear 
techniques, there are several basic parameters that are still unknown, such as homogeneous 
linewidth, exciton-exciton interaction and exciton-phonon interaction strength etc. It is important 
and absolutely necessary to probe such parameters accurately in order to develop new generation 
devices. The concept of two-dimensional spectroscopy is introduced in Section 1.5; that is 
capable of overcoming the limitations of incoherent non-linear techniques as well as probing 
aforementioned parameters successfully. The chapter closes with an outline of this dissertation. 
 
1.1 Transition metal dichalcogenides: 
Transition metal dichalcogenides (TMD) are relatively a new class of material that is being 
heavily investigated presently owing to their fascinating properties, which are only achievable on 
the extreme nano-scale. Transition metal atoms possess d-electrons in their outer shell which 
plays an important role in determining the TMD properties. Each transition metal (M) makes 
covalent bonds with two chalcogen atoms (X) and that provides the generic formula of TMDs as 
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Figure 1.1: Periodic table representing the transition metal (red border) and the chalcogen (blue 
border) atoms. The transition metal atoms shaded with green and chalcogen atoms shaded with 
yellow represent the elements of the TMD compounds that can be shaped into monolayers.  
 
MX2. Bulk MX2 is built of X-M-X layers, where each layers are coupled by weak van dar Waals 
force in the Z direction [4-7], therefore they can be easily cleaved into a few to monolayer thick 
samples using different exfoliation techniques [2,8-11]. 
    A periodic table is shown in Figure 1.1 where the atoms bordered by the red line represent the 
transitions metal atoms whereas the atoms highlighted by the blue line are the chalcogen atoms. 
However not all the materials outlined here form atomically thin layer. Transition metal atoms 
from group IV through VII (highlighted by green) that bond with the chalcogen atoms including 
Se, Te and S can be transformed into monolayer samples. The properties of 2D TMDs can be 
changed by varying the number of outer shell d-electrons of the transition metal atoms, for 
example: TiS2 is an insulator, whereas TaS2 is a metal and MoS2 is a semiconductor. This thesis 
work explores three different types of semiconducting TMDs, namely MoS2, MoSe2 and WSe2, 
in order to study their nonlinear optical properties. Structurally these MX2 materials are very  
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Figure 1.2: Different structural polytypes of MX2: 2H (trigonal prismatic coordination, 
hexagonal symmetry, two layers per repeat unit), 3R (trigonal prismatic coordination, 
rhombohedral symmetry, three layers per repeat unit) and 1T (octahedral coordination, tetragonal 
symmetry, one layer per repeat unit) [reproduced from Ref. 129]. Copyright permission has been 
included in Appendix A1. 
 
similar. Figure 1.2 shows three different polytopes:  a) 2H (trigonal prismatic coordination, 
hexagonal symmetry, two layers per repeat unit), b) 3R (trigonal prismatic coordination, 
rhombohedral symmetry, three layers per repeat unit) and 1T (octahedral coordination, tetragonal 
symmetry, one layer per repeat unit). All measurements of this thesis were done using 2H 
polytopes of MoX2 and WX2 samples. 
 
1.1.1 Electronic structure: 
The band structures of layered TMDs are now well understood and verified by theoretical [12-
18] and experimental measurements [19-23]. In general Molybdenum (Mo) and Tungsten (W) 
based dichalcogenides (example: MoS2, MoSe2, WS2, WSe2 etc.) are semiconducting and 
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possess similar electronic structure. In bulk, the transition at Г-point is indirect. In contrast when 
reduced to the monolayer limit the indirect transition changes to a direct gap transition [24-29]. 
We will discuss one of the representative semiconducting MX2, MoS2. According to theoretical 
models the bandwidth of the d-orbital is determined by two factors: a) splitting of the d-orbital 
caused by the crystal field of the trigonal prismatic structure and b) sp-d hybridization between 
Mo-S sp and Mo-d orbitals [30-37]. Figure 1.3 shows the band structure of both bulk and 
monolayer MoS2, using the quasiparticle self-consistent GW (QSGW) method [38]. The states at 
the valance band at the top of the Г point mainly originate from the linear combination of Mo- 
dz
2
 and S-pz orbitals, whereas at the K point in the valance band maxima, the states constitute a 
major contribution of Mo- dx2-y2, dxy orbitals and a minor contribution from px and py orbitals of S 
atom [39,40]. In the bulk regime, the valance band maximum is located at the Г point whereas 
the conduction band minimum is located between K and Г pint, thus bulk MoS2 acts as an 
indirect bandgap semiconductor. The size of the indirect gap is about 1.3 eV. In contrast the 
smallest direct gap in bulk MoS2 is found at the K point and quantified with the value of 1.8eV. 
Kν1 and Kν2, as shown in Figure 1.3, represent the splitting of the valance band that originates 
form interlayer and spin-orbit coupling [41]. For MoS2 this splitting is measured as ~180 meV.           
The indirect band structure scenario changes drastically when the material is thinned down to the 
monolayer limit. Due to quantum confinement, the indirect gap size starts increasing much more 
rapidly in contrast to the direct gap, as confirmed by several first principle calculations [36-38, 
42]. As a result, the indirect gap is lifted by larger amount in energy compared to relatively 
unchanged direct gap, thus MoS2 undergoes an indirect-to-direct gap transition. Both the valance 
band minima and conduction band maxima get shifted to the K point. 
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Figure 1.3: Electronic band structure of (a) bulk and (b) monolayer MoS2 developed by 
employing QSGW calculations [figure reproduced from Ref. 38]. Copyright permission has been 
included in Appendix A2. 
 
 
Similar transition is expected from all other semiconducting TMDs, as they possess similar 
lattice structure analogous to MoS2. A brief band-gap summary of semiconducting MX2 
materials is provided in table 1.1 for both the bulk and monolayer regime. 
                       Table 1.1: Band-gap summaries of MoX2 and WX2 (X: S, Se and Te) 
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In addition, it is important to focus on the Kν1 and Kν2 splitting in the monolayer limit shown in 
figure 1.3, which originates from spin-orbit interaction. For monolayer MoS2 the value is 
measured about 150 meV [46]. Such spin degeneracy at the top of the valance band in monolayer 
semiconducting TMDs opens up a new window to manipulate carrier’s spin and valley (maxima 
and minimas in the first Brillouin zone) degree of freedom for next generation valleytronics 
device applications. Table 1.2 summaries the spin-orbit splitting size for various monolayer 
TMD materials.  
                Table 1.2: Spin-orbit split size in monolayer MoX2 and WX2 (X: S,Se) (Ref. 46) 
                    
1.1.2 Special features in monolayer regime: 
1.1.2.1 Strong Coulomb interaction: 
Due to quantum confinement, the dielectric screening is greatly reduced in monolayer TMDs, 
thus results in very strong Coulomb interaction [18,36,38] and could be almost one order of 
magnitude higher than the conventional quantum well system [47,48] with the same carrier 
density. As a result, the optical transitions are dominated by excitons, an electron and hole bound 
quasiparticle. Furthermore, strong in-plane confinement and enhanced coulomb interaction 
results in tightly bound excitons within monolayer TMDs where the binding energy is estimated 
to be in the order of few hundreds meV [19,38], and is thus clearly observable at room 
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temperature. The strong Coulomb interaction also allows for the observation of neutral and 
charged exciton complexes known as the bi-exciton and trion. 
  
1.1.2.2 Spin-orbit and valley interaction: 
Group VI TMDs demonstrate strong spin-orbit coupling at the K-point in the first Brillouin zone, 
which leads to splitting of the bands discussed before. In addition, monolayer TMDs lacks 
inversion symmetry, as shown is Figure 1.4, unlike graphene and bilayer (or even number of 
layers) TMDs. 
        
Figure 1.4: Two dimensional hexagonal TMD MX2, consists of two planes of X= S, Se atoms 
separated by a single plane of M= Mo, W atoms. [ reproduced from Ref. 130]. Copyright 
permission has been included in Appendix A3. 
 
 
The combination of broken inversion symmetry and strong spin splitting in the valence band 
opens up a new possibility to control the spin and valleys in monolayer TMDs [40, 46]. This 
special feature is absent in graphene because of its centrosymmetric nature, as well as weak spin-
orbit interaction [49, 50]. The lifted spin degeneracy, along with the time-reversal symmetry, 
implies that the valley and spin of the valence bands are inherently coupled in group IV 
monolayer TMDs. Thus, the spin and valley index gets locked to each other at the band edges. 
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As a result, spin can be selectively excited through valley optical selection rule. Circularly 
polarized light, with a certain helicity (left or right), can selectively probe individual valleys (K 
or K'). Additionally, due to large spin splitting of the valance band in the momentum space, both 
intervalley and intravalley scatterings are strongly suppressed, thus the spin and valley 
polarization induced by a circularly polarized light is expected to be long lived [51]. The 
confinement of carriers into a specific valley in 𝐾-space through optical excitation with a certain 
helicity possesses the potential to generate a new pathway towards valleytronic based devices 
[52-56].   
 
1.2 Group III-VI layered semiconductors: 
With successful application of layered TMDs in the field of photodetecting and nanoelectronic 
devices, it is natural to extend the effort to find the structural and optical properties into other 
layered semiconductors. In this context, group III-VI layered chalcogenides can be considered 
interesting as they demonstrate a direct gap even in bulk and the electronic and optical properties 
are unexplored in the nanoscale. InSe and GaSe possess a bandgap of 1.3eV [57] and 2 eV [58] 
respectively in bulk. Both GaSe and InSe crystallize as in four different polytypes, [59, 60] 
namely β,γ,δ, and ε polytypes depending on the stacking of the layers. Figure 1.5 shows the unit 
cell of layered GaSe and InSe, for two different structures, ε-polytype and γ-polytype 
respectively. Each GaSe (InSe) layer consists of four monoatomic sheets composed of covalently 
bonded Se-Ga-Ga-Se (Se-In-In-Se) atoms. Bulk GaSe is relatively popular as it has already 
demonstrated some interesting non-linear optical properties [61-63]. A thickness-dependent blue 
shift is reported in the absorption edge in few to monolayer thick GaSe sample [64]. Analogous 
to monolayer TMDs, recently Late et. al., [65] have already demonstrated and fabricated field 
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effect transistors made of monolayer GaSe. On the other hand, a handful of work has been done 
on bulk InSe demonstrating its optical properties [61, 62], and the possibility of producing high 
quality thin film [66] and its application in Li-batteries [67]. In addition, the electronic structures 
of InSe get modified under pressure [68, 69]. Similar to GaSe, a blue shift in the absorption 
spectra due to the confinement effect is also reported in InSe flakes [70]. Both GaSe and InSe 
flakes, produced by mechanical exfoliation, have been applied successfully in the development 
of photodetectors with great quantum efficiency and responsivity [71, 72]. Initial interesting 
results have made III-VI semiconductors a good candidate for future optical studies.  
 
                       
Figure 1.5: (a) Crystal structure of the ε-GaSe, where the unit cell extends over two layers bound 
through van der Waals interaction along the c-axis. (b) Crystal structure of γ–rhombohedral InSe, 
where the unit cell extends over three layers bound through van der Waals interaction along the c 
axis. 
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1.3 Sample fabrication: 
In order to characterize the fundamental properties of layered materials, high quality sample 
fabrication is absolutely essential. Currently the fabrication technique is broadly divided into two 
basic approaches: top-down exfoliation and the bottom-up synthesis technique.  
The most common technique that has been employed by far to produce bulk samples of 
submicron thickness as well as monolayer thick samples is mechanical exfoliation using simple 
scotch tape [2, 3, 73-77] analogues to the graphene fabrication method. As layered materials are 
bound by a weak van der Waals force, thus it’s very convenient to peel off the layers from the 
corresponding bulk structure. This method results in very high quality samples without the 
presence of any impurities or defects and has been used to probe the fundamental properties 
[3,19,74,75]. This method is also suitable for device fabrication [78-81]. Depending on the 
application, a wide variety of substrates, for example: oxide coated silicon substrate [3], fused 
quartz, flexible PMMA plastic film [82] polycarbonate [83] etc. can be used to house such 
exfoliated samples. Even though many pioneering discoveries have been reported using 
mechanically exfoliated samples, this method is limited by its low yield and non-repeatability. 
       An alternative to this method could be chemical exfoliation in order to create the large 
production of nano-sheets [84, 85]. There are two broadly adopted methods for chemical 
exfoliation, namely: a) ion-based liquid exfoliation [11, 86-90] and b) ultrasonic exfoliation in 
liquid [91-94]. In ion based exfoliation, powdered layer materials are dissolved into a lithium ion 
solution. During this process, the Li ion penetrates into the interlayer space, which is commonly 
known as intercalation. Upon lithium intercalation, water is introduced into the system that 
induces reaction between lithium and water. The reaction produces a high volume of H2 gas and 
initiates the separation between bundled layers. In the direct ultra-sonication technique, bulk 
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crystals are dissolved into organic solvents that are adsorbed by the nano-sheets and prevent the 
materials from aggregation. Both methods provide high yield compared to the scotch tape based 
mechanical exfoliation technique. In spite of being advantageous in terms of yield, chemical 
exfoliation has some serious drawbacks. In chemical exfoliation especially, the ion-based 
exfoliation technique tends to change the electronic and optical properties of layered materials. 
In contrast to the top-down approach, bottom-up synthesis techniques that include chemical 
vapor deposition (CVD) [95-99], PVD [100] and epitaxial growth [101,102] have proven to be 
more promising in synthesizing uniform large area samples. Among the bottom up techniques, 
CVD has proven to be most popular. Well-developed CVD technique, along with advanced 
transfer techniques, has paved new pathways towards wafer-scale growth and device fabrication, 
and is thus potentially fruitful towards commercial application [103-105].   
 
1.4 Linear and non-linear optical studies in layered semiconductors: 
 
The key requirement of developing next generation robust optoelectronic and valleytronics 
devices lies in the ability to selectively excite and control carriers. Early work of Zeng et al. 
demonstrated Photoluminescence form monolayer TMDs under circularly polarized excitation 
with a certain helicity [106]. The result indicates the possibility of achieving valley-polarization, 
thus promising application for valley-based electronic and optoelectronic devices. Later work of 
Cao et al. took this a step further and showed 50% valley-polarization in monolayer MoS2, by 
employing helicity-resolved Photoluminescence experiment [107]. Finally Mak et. al were able 
to demonstrate complete valley polarization using helicity-resolved PL. Similar results were 
shown for other TMDs as well. In addition to valley polarization, excitonic lifetimes are also 
measured by employing time-resolved PL experiments. Lagarde et al. have successfully 
measured the excitonic lifetime of approximately 4 ps in monolayer MoS2 [108]. 
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Similar to the linear optical spectroscopic technique, many important pioneering results were 
achieved by employing ultrafast non-linear spectroscopic techniques. Employing the helicity- 
resolved ultrafast pump probe technique, Wang et al. demonstrated that valley polarization is 
preserved for several picoseconds [109]. Recently, many new studies have been conducted using 
non-linear spectroscopies to obtain information regarding spin, valley and carrier dynamics of 
TMDs [110-115], yet there is much scope to learn more. 
Following the same path of TMDs, important discoveries regarding non-linear properties have 
started recently in III-VI layered materials as well. Tahara et al. has investigated the non-
Markovian dephasing in layered GaSe using a time and spectrally resolved four wave mixing 
experiment [116]. The emitted photon echo signal exhibits narrowing when the time delay 
between first two incident pulses is increased. Such narrowing is indicative of the transition from 
non-Markovian to Markovian dynamics. Recently, time-integrated FWM experiments reveal 
excitonic dephasing time and the population lifetime in layered semiconducting InSe [117].  
Despite of several pioneering discoveries using linear and non-linear techniques, still much 
information remained unknown, for example: the effect of many body interactions that 
influences the carrier dynamics in these materials (such as: excitation induced dephasing, 
electron-phonon interaction etc.). In addition, modern development of next generation 
optoelectronics devices relies on knowing the fundamental properties of excitons, such as the 
intrinsic homogeneous linewidth of excitons etc. Two-dimensional coherent spectroscopy is a 
potential tool that can successfully probe such parameters. 
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1.5 Two dimensional coherent spectroscopy of layered semiconductors: 
Optical two dimensional coherent spectroscopy is an enhanced version of three pulse FWM 
technique that can be employed to obtain microscopic information related to the coherent 
dynamics of semiconductor and semiconducting nanomaterials, impossible to achieve by linear 
and simple non-linear techniques [118]. In order to achieve the non-linear response from a 
sample, resulting from light matter interaction, an ultrashort (femtosecond) laser pulse is used to 
excite the electronic transitions. Depending on the band-structure of the samples, it is possible to 
excite multiple transitions at a time. Results demonstrated complicated dynamics originating 
from quantum mechanical coupling between the energy states or oscillatory quantum beats 
caused by polarization interference [119]. One dimensional non-linear spectroscopy techniques, 
such as pump-probe spectroscopy or four-wave mixing, are incapable of separating such 
electronic transitions. Often one dimensional non-linear spectroscopies exhibit similar outcomes 
for very different physical phenomena. For example: consider two systems representing: a) two 
independent two-level system and b) a system where the ground state is coupled. With regular 
FWM it is impossible to distinguish this two aforementioned systems where as 2D coherent 
spectroscopy can easily recognize the coupling. Details on this are provided in chapter 2. In 
addition, the many-body interaction, such as exciton-phonon interaction [117,120], excitation 
induced dephasing [121], excitation induced shift [122], local field [123] and biexcitonic [124] 
contribution can also be successfully probed using 2DFT that is not possible to accomplish using 
regular non-linear and incoherent spectroscopies. 
The two-dimensional Fourier transform spectroscopy (2DFT) has been developed on the basis of 
the seminal discovery of multidimensional nuclear magnetic resonance [125] and it is now 
available for both infrared and optical regime. The advantage of 2DFT is multifaceted. This 
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powerful technique is capable of coherently tracking the phase evolution of the emitted signal, 
and this provides the complete information (both amplitude and phase) associated with the 
complex signal. In addition, congested one-dimensional spectra can be unfolded into two 
dimensions, opening up the possibility of distinguishing the coupling between resonances and 
distinctively probing the quantum mechanical pathways (details provided in chapter 2). Non-
collinear box geometry is employed to develop the instrumentation as just by changing the time 
ordering of the incoming incident pulses variety of 2D spectra representative of different 
physical phenomenon can be generated. In the presence of moderate inhomogeneity, originating 
from the defects and dislocations in samples, the homogeneous linewidths are often masked by 
the inhomogeneity. 2DFT unambiguously separates the homogenous linewidth from the 
inhomogeneity. This technique has been implemented by employing a multidimensional optical 
non-linear spectrometer (MONSTR) [126,127]. The development and working principle of  
MONSTR apparatus is the subject of chapter 3. In this dissertation, 2DFT is applied to both 
TMDs and III-VI layered semiconductors. The experiments outlined in chapter 4 of this 
dissertation represent the first implementation of 2DFT on layered semiconducting materials 
(InSe) and provides insightful information regarding the many-body interactions. Furthermore, 
this was applied to GaSe and WSe2 bulk samples. Upon achieving a 2D-map, cross-diagonal 
slices of the spectra at a particular emission frequency provide a measure of the homogeneous 
linewidth [128], whereas diagonal slices contains the information of system inhomogeneity.  
In order to obtain the information regarding the electron-phonon interaction, 2DFT spectra is 
collected as a function of temperature starting from the lowest temperature at 5K (up to 60K). At 
each temperature, the homogeneous linewidths are obtained. Exciton-phonon interaction can lead 
to efficient excitonic dephasing, which reflects through changes of the cross-diagonal profile of 
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temperature dependent 2DFT measurements. The homogeneous linewidths as a function of 
temperature are then plotted. The resulting data is fitted to a theoretical model in order to extract 
the information regarding the electron-phonon coupling strength and the temperature 
independent homogeneous linewidth.  
The excitation-density dependent 2DFT experiment provides the invaluable information 
regarding excitation induced dephasing (EID). A data-set of homogeneous linewidth as a 
function of excitation density at low temperature (5K) is plotted and fitted with a theoretical 
model. This fitting extracts the information regarding the exciton-exciton interaction parameter, 
as well as the excitation density independent homogeneous linewidth. 
1.6 Thesis outline: 
This thesis focuses on revealing the exciton dynamics and the many-body interaction presented 
in several layered semiconducting materials both for bulk and monolayer regime using coherent 
nonlinear optical spectroscopy. In chapter 2, the basic physics behind the development of two- 
dimensional spectroscopy was discussed. The chapter begins with the basics of three pulses four 
wave mixing (FWM) and different types of FWM, followed by the concept outline of the non-
linear response function, the optical Bloch Equation and the Feynman diagrams, required to 
generate the theoretical framework of two dimensional Fourier transform spectroscopy (2DFT). 
Upon developing the basic concepts, the theory of 2DFT is introduced and the advantage of this 
powerful tool is demonstrated. Chapter 3 concentrates on the technical aspects of the 
experimental implementation of 2DFT technique. The development and the concept of a 
continuously tunable multidimensional nonlinear optical spectrometer (MONSTR) will be 
presented. Chapter 4, 5 and 6 exhibit the experimental results obtained by employing coherent 
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spectroscopies (FWM and 2DFT) using the MONSTR instrument. Chapter 4 presents the results 
obtained from bulk InSe crystals. The mechanism of excitonic dephasing for this particular III-
VI semiconducting system is discussed. Chapter 5 focuses on another III-VI system, bulk GaSe. 
The formation of biexcitons and coherent coupling present in bulk GaSe is explored using 2DFT. 
Chapter 6 focuses on TMDs, exploring both the bulk and monolayer semiconducting samples. 
The topic of discussion revolves around how electron-phonon interaction influences optical 
coherence in bulk and monolayer TMDs. Chapter 7 concludes the dissertation with an outline of 
future direction. 
 
 
 
 
 
 
 
 
 
 
 
 
18 
 
1.7 References: chapter 1 
1) Novoselov, K.S., et al., “Two-dimensional gas of massless Dirac fermions in graphene”, 
Nature, 438, 197-200 (2005) 
 
2) Novoselov, K.S., et al., “Two-Dimensional Atomic Crystals”. Proceedings of the National 
Academy of Sciences of the United States of America, 2005. 102(30): p.10451-10453. 
 
3) Mak, K.F., et al., “Atomically thin MoS2: a new direct-gap semiconductor”, Physical Review 
Letters, 105,136805, (2010) 
 
4) Mattheiss, L. F. “Band Structures of Transition-Metal-Dichalcogenide Layer Compounds”, 
Physical Review B 8, 3719,(1973).  
 
5) Coehoorn, R. et al. “Electronic structure of MoSe2 , MoS2 , and WSe2. I. Bandstructure 
calculations and photoelectron spectroscopy”, Physical Review B 35, 6195, (1987). 
 
6) Bromley, R. A., Murray, R. B. & Yoffe, A. D. “Chemical bonding and structure in layered 
transition metal dichalcogenides”, Solid State Communications, 11, 1369 (1972).  
 
7) Böker, T. et al. “Band structure of MoS2, MoSe2, and α-MoTe2: Angle-resolved 
photoelectron spectroscopy and ab initio calculations”, Physical Review B, 64, 235305 
(2001). 
 
8)  Frindt, R. F., “Single Crystals of MoS2 Several Molecular Layers Thick”, Journal of Applied 
Physics 37, 1928, (1966). 
 
 
9) Divigalpitiya, W. M. et al. “Inclusion Systems of Organic Molecules in Restacked Single-
Layer Molybdenum Disulfide”, Science 246, 369371 (1989) 
 
10) Yang, D. et al.“Structure of single-molecular-layer MoS2”, Physical Review B 43, 12053 
(1991). 
 
11) Joensen. P et al. “Single-layer MoS2”. Materials Research Bulletin 21, 457 (1986) 
 
12)  Kuc, A. et al., “Influence of quantum confinement on the electronic structure of the 
transition metal sulfide TS2”. Physical Review B, 83,245213 (2011). 
 
13) Kobayashi, K. et al. “ Electronic structure and scanning-tunneling microscopy image of 
molybdenum dichalcogenide surfaces”, Physical Review B, 51, 17085 (1995)  
 
14) Li, T. et al., “Electronic Properties of MoS2 Nanoparticles”, The Journal of Physical 
Chemistry C, 111, 16192 (2007)  
 
 
19 
 
 
15) Leitao, L., et al., “Performance Limits of Monolayer Transition Metal Dichalcogenide 
Transistors. Electron Devices”, IEEE Transactions on, 58, 3042 (2011)  
 
16) Ding, Y., et al., “First principles study of structural, vibrational and electronic properties of 
graphene-like MX2 (M=Mo, Nb, W, Ta; X=S, Se, Te) monolayers”, Physica B: Condensed 
Matter, 406, 2254 (2011)  
 
17) Ataca, C. H. et al. “Stable, Single-Layer MX2 Transition-Metal Oxides and Dichalcogenides 
in a Honeycomb-Like Structure”, The Journal of Physical Chemistry C, 116, 8983 (2012)  
 
18) Lebègue, S. et al. “Electronic structure of two-dimensional crystals from \textit{ab initio} 
theory”, Physical Review B, 79, 115409 (2009) 
 
19) Splendiani, A., et al., “Emerging photoluminescence in monolayer MoS2”  Nano letters, 10, 
1271(2010) 
 
20) Frindt, R.F., “The optical properties of single crystals of WSe2 and MoTe2”, Journal of 
Physics and Chemistry of Solids, 24, 1107 (1963)  
 
21) Frindt, R.F. et al. “Physical Properties of Layer Structures: OpticalProperties and 
Photoconductivity of Thin Crystals of Molybdenum Disulphide”, Proceedings of the Royal 
Society of London A: Mathematical, Physical and Engineering Sciences, 273, 69 (1963)  
 
22) Kam, K.K. et al. “Detailed photocurrent spectroscopy of the semiconducting group VIB 
transition metal dichalcogenides”, The Journal of Physical Chemistry, 86, 463 (1982.)  
 
23) Bollinger, M.V., et al., “One-Dimensional Metallic Edge States in MoS2” Physical Review 
Letters, 87, 196803 (2001)  
 
24) Castro-Neto, A.H., “Charge Density Wave, Superconductivity, and Anomalous Metallic 
Behavior in 2D Transition Metal Dichalcogenides”, Physical Review Letters, 86, 4382 
(2001.)  
 
25) Liu, K.-K., et al., “Growth of Large-Area and Highly Crystalline MoS2 Thin Layers on 
Insulating Substrates”, Nano Letters, 121538 (2012)  
 
26) Balendhran, S., et al., “Atomically thin layers of MoS2 via a two-step thermal evaporation-
exfoliation method”, Nanoscale, 4, 461(2012)  
 
27) Shi, Y., et al., “Van der Waals Epitaxy of MoS2 Layers Using Graphene As Growth 
Templates”, Nano Letters, 12, 2784 (2012)  
 
28) Peng, Y., et al., “Hydrothermal Synthesis of MoS2 and Its Pressure-Related Crystallization”, 
Journal of Solid State Chemistry, 159, 170 (2001)  
 
 
 
20 
 
29) Peng, Y., et al., “Hydrothermal Synthesis and Characterization of Single Molecular-Layer 
MoS2 and MoSe2, Chemistry Letters, 30, 772 (2001) 
 
30) Bromley, R. A., et al. “The band structures of some transition metal dichalcogenides. III. 
Group VIA: trigonal prism materials”, Journal of Physics C: Solid State Physics 5, 759 
(1972).  
 
31) Kasowski, R. V. “Band Structure of MoS2 and NbS2”, Physical Review Letters 30, 1175 
(1973).  
 
32) Mattheiss, L. F. “Energy Bands for 2H-NbSe2 and 2H-MoS2”, Physical Review Letters 30, 
784, (1973).  
 
33) Mattheiss, L. F. “Band Structures of Transition-Metal-Dichalcogenide Layer Compounds” 
Physical Review B 8, 3719 (1973).  
 
34) Coehoorn, R. et al. “Electronic structure of MoSe2 , MoS2 , and WSe2. I. Bandstructure 
calculations and photoelectron spectroscopy. Physical Review B35, 6195 (1987). 
 
35) Coehoorn, R.et al., “Electronic structure of MoSe2 and WSe2” . II. The nature of the optical 
band gaps. Phys. Rev. B 35, 6203  (1987). 
 
36) Li, T. et al., “Electronic Properties of MoS2 Nanoparticles”, The Journal of Physical 
Chemistry C 111, 16192 (2007).  
 
37) Lebegue, S. et al. “Electronic structure of two-dimensional crystals from ab initio theory”, 
Physical Review B 79, 115409 (2009). 
 
38) Cheiwchanchamnangij, T. & Lambrecht, W. R. L. “Quasiparticle band structure calculation 
of monolayer, bilayer, and bulk MoS2”,. Physical Review B  85, 205302 (2012). 
 
39) Coehoorn, R., et al. “Electronic structure of MoSe2 and WSe2  II. The nature of the optical 
band gaps”, Phys. Rev. B 35, 6203-6206 (1987) 
 
40) Cao, T. et al. “Valley-selective circular dichroism of monolayer molybdenum disulphide”, 
Nat Commun 3, 887 (2012). 
 
41) Zhao. W. et al. “Evolution of electronic structure in atomically thin sheets of WS2 and WSe2 
” ACS Nano, 7, 791, (2013) 
 
42) Zhu, Z. Yet al., “Giant spin-orbit-induced spin splitting in two-dimensional transition-metal 
dichalcogenide semiconductors”, Physical Review B 84, 153402 (2011). 
 
43) Kam, K. K. & Parkinson, B. A. “Detailed photocurrent spectroscopy of the semiconducting 
group-VI transition-metal dichalcogenides” J. Phys. Chem. 86, 463 (1982).  
 
 
 
21 
 
44) Liu, L.et al. “Performance limits of monolayer transition metal dichalcogenide transistors”, 
IEEE Trans. Electron Devices 58, 3042,(2011).  
 
45) Gmelin Handbook of Inorganic and Organometallic Chemistry, Vol. B7. (Springer, 1995).  
 
46) Xiao, D. et al. “ Coupled Spin and Valley Physics in Monolayers of MoS2 and Other Group-
VI Dichalcogenides”, Physical Review Letters 108, 196802 (2012) 
 
47) Spivak, B., et al. “Transport in strongly correlated two dimensional electron fluids”, Reviews 
of Modern Physics 82, 1743-1766 (2010).  
 
48) Mak, K. F. et al. “Tightly bound trions in monolayer MoS2” . Nat Mater 12, 207 (2013). 
 
49) Min, H. et al. “Intrinsic and Rashba spin-orbit interactions in graphene sheets”,Physical 
Review B 74, 165310 (2006).  
 
50) Yao, Y., et al. “Spin-orbit gap of graphene: First-principles calculations” Physical Review B 
75, 041401 (2007). 
 
51)  Song, Y. and H. Dery, “Transport Theory of Monolayer Transition-Metal Dichalcogenides 
through Symmetry. Physical Review Letters, 111, 026601 (2013) 
 
52) Rycerz, A., et al. “Valley filter and valley valve in graphene. Nat Phys, 3, 172 (2007)  
 
53) Xiao, D., W. Yao, and Q. Niu, Valley-Contrasting Physics in Graphene: Magnetic Moment 
and Topological Transport. Physical Review Letters, 99, 236809 (2007) 
 
54) Yao, W., et al. “Valley-dependent optoelectronics from inversion symmetry breaking” 
Physical Review B, 77, 235406 (2008) 
 
55) Bishop, N.C., et al., “Valley Polarization and Susceptibility of Composite Fermions around a 
Filling Factor ν=3/2” Physical Review Letters, 98,266404 (2007) 
 
 
56) Shkolnikov, Y.P., et al., “Valley Splitting of AlAs Two-Dimensional Electrons in a 
Perpendicular Magnetic Field”  Physical Review Letters, 89 226805 (2002) 
 
57) Camassel, J et al. “Excitonic absorption edge of indium selenide”, Phys. Rev. B 17,4718-
4725 (1978) 
 
58) Gauthier, M et al.”Optical properties of Gallium Selenide under high pressure”, Phys. Rev. 
B, 40, 3837 (1989) 
 
59) K. Maschke and F. Levy, in Crystal and Solid State Physics, edited by S. Flugge, Landolt-B ¨ 
ornstein, New Series, Group III (Springer-Verlag, Berlin, 1983), Vol. 17.   
 
 
 
22 
 
60) A. Kuhn et al. “Crystal structure and interatomic distances in GaSe” Phys. Status Solidi A 
31, 469 (1975) 
  
61) Bringuier, E. et al. “Optical second-harmonic generation in lossy media: Application to GaSe 
and InSe”, Phys. Rev. B 49, 16971 (1994)  
 
62) Segura, A. et al. “Strong optical nonlinearities in gallium andindium selenides related to 
inter-valence-band transitions induced by light pulses”, Phys. Rev. B, 56, 4075 (1997)  
 
63) Ferrer-Roca, C. et al. “Light-induced transmission nonlinearities in gallium selenide” J. Appl. 
Phys. ,85, 3780 (1999) 
 
64) Rybkovskiy, D. V et al. “Size-induced effects in gallium selenide electronic structure: The 
influence of interlayer interactions”, Phys. Rev.B, 84, 085314 (2011) 
 
65) Late, D. J et al. “GaS and GaSe ultrathin layer transistors”, Adv. Mater. 24,3549 (2012) 
 
66) Sánchez-Royo, J. F et al. “Optical and photovoltaic properties of indium selenide thin films 
prepared by van der Waals epitaxy”, J. Appl. Phys. 90,2818 (2001) 
 
67) Julien, C. and Balkanski, M. “Thin-film growth and structure for solid-state batteries”, Appl. 
Surf. Sci. 1991, 48-49, 1-11 
 
68) Manjón, F.J et al. “Experimental and theoretical study of band structure of InSe and  In1-x Ga 
xSe (x<0.2) under high pressure. Phys. Rev. B 63, 125330 (2001) 
 
69) Errandonea, D et al. “Crystal symmetry and pressure effects on the valence band structure of 
γ-InSe and ϵ-GaSe: Transport measurements and electronic structure calculations”, Phys. 
Rev. B  71,125206 (2001) 
 
70) Mudd, G. W.; “ Tuning the bandgap of exfoliated InSe nanosheets by quantum confinement” 
Adv. Mater. 25, 5714 (2013) 
 
71) Hu, P.A. et al. “Synthesis of few-layer GaSe nanosheets for high performance 
photodetectors” ACS Nano, 6, 5988 (2012)  
 
72) Lei, S. et al. “Evolution of the electronicand structure and efficient photo-detection in atomic 
layers of InSe” ACS Nano  8, 1263 (2014) 
  
73) Alem, N., et al., “Atomically thin hexagonal boron nitride probed by ultrahigh resolution 
Transmission electron microscopy,” Physical Review B, 80,155425,(2009) 
 
74) Lee, C., et al., “Anomalous Lattice Vibrations of Single- and Few-Layer MoS2,”ACS Nano, 
4, 2695 (2010)  
 
75) Bertolazzi, S. et al.“Stretching and Breaking of Ultrathin MoS2,”ACS Nano, 5,9703 (2011)  
 
 
23 
 
 
76) Radisavljevic. B. et al., “Single-layer MoS2 transistors,” Nat Nano, 6,147 (2011) 
 
77) Radisavljevic, B. et al. “Integrated Circuits and Logic Operations Based on Single-Layer 
MoS2,” ACS Nano, 5, 9934 (2011) 
 
78) Ayari, A., et al., “Realization and electrical characterization of ultrathin crystals of layered 
transition-metal dichalcogenides” Journal of Applied Physics,101, 014507, (2007)  
 
79) Yin, Z., et al., “Single-Layer MoS2 Phototransistors” ACS Nano, 6, 7480 (2011) 
 
80) Feng, J., et al., “Giant Moisture Responsiveness of VS2 Ultrathin Nanosheets for Novel 
Touchless Positioning Interface”, Advanced Materials, 24,1969 (2012) 
 
81) Zhang, Y., et al., “Ambipolar MoS2 Thin Flake Transistors”, Nano Letters, 12, 1136 (2012.) 
 
82) He, K., et al. “Demonstration of Continuous Electronic Structure Tuning via Strain in 
Atomically Thin MoS2”,NanoLetters 13, 2931 (2013) 
 
83) Conley, H. J. et al. “Bandgap Engineering of Strained Monolayer and Bilayer MoS2”, Nano 
Letters, 13,3626 (2013) 
 
84) Nicolosi, V., et al. “Liquid Exfoliation of Layered Materials” Science 340, 6139 (2013).  
 
85) Chhowalla, M. et al. “The chemistry of two-dimensional layered transition metal 
dichalcogenide nanosheets”, Nat Chem 5, 263 (2013) 
 
86) Bissessur, R. et al.,“Toward Pillared Layered Metal Sulfides.Intercalation of the 
Chalcogenide Clusters Co6Q8(PR3)6 (Q = S, Se, and Te and R = Alkyl) into MoS2. Chemistry 
of Materials, 8, 318 (1996)  
 
87) Osada, M. and T. Sasaki, “Exfoliated oxide nano-sheets: new solution to nanoelectronics” 
Journal of Materials Chemistry, 19, 2503 (2009) 
 
88) Eda, G., et al., Photoluminescence from Chemically Exfoliated MoS2. Nano Letters, 
11,5111(2011) 
 
89) Zeng, Z., et al., “Single-Layer Semiconducting Nanosheets: High-Yield Preparation and 
Device Fabrication”, Angewandte Chemie International Edition, 50, 11093 (2011)  
 
90) Dines, M.B. et al. “Lithium intercalation via n-Butyllithium of the layered transition metal 
dichalcogenides” Materials Research Bulletin, 10, 287 (1975) 
 
91) Coleman, J.N., et al., Two-Dimensional Nanosheets Produced by Liquid Exfoliation of 
Layered Materials. Science, 331, 568 (2011)  
 
 
 
24 
 
92) Smith, R.J., et al., “Large-Scale Exfoliation of Inorganic Layered Compounds in Aqueous 
Surfactant Solutions” Advanced Materials, 23, 3944 (2011)  
 
93) Zhou, K.-G., et al., A Mixed-Solvent Strategy for Efficient Exfoliation of Inorganic 
Graphene Analogues. Angewandte Chemie International Edition, 50, 10839 (2011)  
 
94) May, P., et al., “Role of Solubility Parameters in Understanding the Steric Stabilization of 
Exfoliated Two-Dimensional Nanosheets by Adsorbed Polymers” The Journal of Physical 
Chemistry C, 116, 11393 (2012) 
 
95) Gutiérrez, H.R., et al., “Extraordinary Room-Temperature Photoluminescence in Triangular 
WS2 Monolayers”, Nano Letters, 13, 3447 (2012) 
 
96) Perea-López, N., et al., “Photosensor Device Based on Few-Layered WS2 Films”,Advanced 
Functional Materials, 2013. 23(44): p. 5511-5517.  
 
97) Elías, A.L., et al., “Controlled Synthesis and Transfer of Large-Area WS2 Sheets:From 
Single Layer to Few Layers” ACS Nano, 7, 5235 (2013)  
 
98) Berkdemir, A., et al., “Identification of individual and few layers of WS2 using Raman 
Spectroscopy. Scientific Reports, 3, 1755 (2013) 
 
99) Huang, J.-K., et al., “Large-area synthesis of highly crystalline WSe2 monolayers and device 
applications. ACS nano, 8, 923 (2013)  
 
100) Wu, S., et al., Vapor–Solid Growth of High Optical Quality MoS2 Monolayers with Near-
Unity Valley Polarization. ACS Nano, 7,2768 (2013) 
 
101) Lin, Y.-C., et al., “Atomically Thin Heterostructures based on Single-Layer Tungsten 
Diselenide and Graphene”, Nano letters, 14 , 6936  (2014) 
 
102)  Saidi, W.A., “Van der Waals epitaxial growth of transition metal dichalcogenides on 
pristine and N-doped graphene”, Crystal Growth & Design, 14,4920 (2014) 
 
103) Wu, Y. “State-of-the-art graphene high-frequency electronics” Nano Lett. 12, 30623067 
(2012). 
 
104) Wu, Y. “High-frequency, scaled graphene transistors on diamond-like carbon”, Nature 
472, 74-78 (2011).  
 
105) Lin, Y. M., “Wafer-scale graphene integrated circuit” Science 332, 1294 (2011). 
 
106) Zeng, H., et al., “Valley polarization in MoS2 monolayers by optical pumping”, Nat 
Nano, 7, 490 (2012).  
 
 
 
25 
 
107) Cao, T., et al., Valley-selective circular dichroism of monolayer molybdenum disulphide. 
Nature communications, 3, 887 (2012) 
 
108) Lagarde, D., et al., “Carrier and polarization dynamics in monolayer MoS2”, Physical 
review letters, 112, 047401 (2014) 
 
109) Wang, Q., et al., “Valley Carrier Dynamics in Monolayer Molybdenum Disulfide from 
Helicity-Resolved Ultrafast Pump–Probe Spectroscopy”, ACS Nano, 7, 11087 (2013) 
 
110) S. Dal et al. “Ultrafast valley relaxation dynamics in monolayer MoS2 probed by 
nonequilibrium optical techniques”, Phys. Rev B 92, 235425 (2015) 
 
111) C.R. Zhu et. al. “Exciton valley dynamics probed by Kerr rotation in WSe2 monolayers”, 
Phys. Rev. B 90, 161302(R) (2014) 
 
112) Plechinger. G et al. “Time-resolved Kerr rotation spectroscopy of valley dynamics in 
single-layer MoS2”  arXiv 1404.7674.v3 
 
113) Yang.L. et al., “Long-lived nanosecond spin relaxation and spin coherence of electrons in 
monolayer MoS2 and WS2” Nat Phys, 11 , 830, (2015) 
 
114) Sie.E.J. et al.  “Valley selective optical stark effect in monolayer WS2, Nature Materials 
14, 290–294 (2015) 
 
115) Lui.C.U., “Trion-Induced Negative Photoconductivity in Monolayer MoS2 Phys. Rev 
Lett., 113, 166801 (2014) 
 
116) Tahara.H. et al. “Non-Markovian dynamics of spectral narrowing for excitons in the 
layered semiconductor Gase  observed using optical four wave mixing spectroscopy”Phys. 
Rev. Lett, 107,037402, (2011) 
 
117) Dey.P et al. “Mechanism f excitonic dephasing in layered InSe crystals” Phys. Rev. B, 
89, 125128 (2014) 
 
118) Cundiff, S.T., et al., “Optical 2-D Fourier transform spectroscopy of excitons in 
semiconductor nanostructures. Selected Topics in Quantum Electronics”, IEEE Journal of, 
18, 318 (2012) 
 
119) Koch, M., et al.,”Quantum beats versus polarization interference: An experimental 
distinction”, Physical review letters, 69, 3631 (1992)  
 
120) Dey.P et al. “Biexciton formation and exciton coherent coupling in layered GaSe” The 
journal of Chem. Phys. 142, 212422, (2015) 
 
 
26 
 
 
121) Wang, H., et al., “Transient nonlinear optical response from excitation induced dephasing 
in GaAs” Physical review letters, 71, 1261 (1993)  
 
122) Shacklette, J. and S.T. Cundiff, “Nonperturbative transient four-wave-mixing line shapes 
due to excitation-induced shift and excitation-induced dephasing”,. JOSA B,20, 764 (2003)  
 
123) Wegener, M., et al., “Line shape of time-resolved four-wave mixing”, Physical         
Review A, 42, 5675 (1990) 
 
124) Bott, K., et al, “Influence of exciton-exciton interactions on the coherent optical response 
in GaAs quantum wells”, Physical Review B,  48, 17418 (1993) 
 
125) Ernst, R.R., G. Bodenhausen, and A. Wokaun, “Principles of nuclear magnetic resonance 
in one and two dimensions” 1991. 
 
126) Dey.P. et. al, “Continuously tunable optical multidimensional Fourier-transform 
spectrometer”Rev. Sci. Instrum. 84, 023107 (2013). 
 
127) Bristow.A.D. et al., “A Versatile Ultra-Stable Platform for Optical Multidimensional 
Fourier-Transform Spectroscopy”, Rev. Sci. Instrum. 80, 073108 (2009). 
 
128) Siemens, M.E., et al.,“Resonance lineshapes in two-dimensional Fouriertransform 
spectroscopy. Optics express, 18, 17699 (2010.) 
 
129) Wang, Q. H. et al.,“Electronics and optoelectronics of two-dimensional transition metal 
dichalcogenides. Nat Nano 7, 699 (2012) 
 
130) Zeng.H and Cui.X, “An optical spectroscopic study on two dimensional group VI 
transition metal dichalcogenides”, Chem. Soc. Rev. 44, 2629 (2015) 
 
27 
 
 
 
 
Chapter 2 
Two Dimensional Fourier Transform Spectroscopy 
 
The two-dimensional Fourier transform spectroscopy (2DFT) has been proven to be a powerful 
spectroscopic tool to probe the electronic, optical and vibrionic properties of various complex 
materials, including the semiconductor quantum well [1-3], quantum dot [4-10], atomic vapors 
[11-14], chemical and biological molecules [15-21], and liquids [22,23]. The multidimensional 
Fourier transform spectroscopy was first implemented in Ernst group in 1976 [24].  The outcome 
was immediately appreciated as that contained valuable information, not available through 
conventional NMR [25], such as cross peaks that revealed vibrational coupling between adjacent 
chemical bonds and spin coupling and transfer in molecules. Due to this groundbreaking work, 
soon multidimensional spectroscopy was soon extended into microwave frequency spectroscopy 
[26, 27], 2D Raman spectroscopy of atomic vapors [28, 29] and 2D infrared (IR) spectroscopy 
[30,31].In the infrared regime, this technique is capable of exploring the vibronic resonances that 
elucidates the structure and coherent dynamics of molecules [32,33,65]. Over the past decade 
2DFT concepts have been implemented in optical regime using ultrashort intense laser pulses 
[34], which provides valuable information regarding electronic properties [4], exciton dephasing 
and relaxation dynamics [5,6], exciton-exciton coherent coupling [7], 𝜒5optical nonlinearities 
[8], exciton-biexciton correlated broadening [9] and exciton fine-structure [10] in 
semiconducting materials. In contrast to conventional one dimensional non-linear technique or 
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non-Fourier transform techniques, 2DFT proves advantageous as it tracks the phase evolution of 
the non-linear response of the system with respect to two time delays. Preservation of phase 
information throughout the experiment is crucial for applying the Fourier transform with respect 
to the time delays in order to produce a correlation map where the absorption and emission 
frequency axis are coupled. As a result, the congested one dimensional spectrum is unfolded into 
two correlated frequency dimensions, allowing researchers to probe and isolate the coherent 
pathways, coupling between resonances and unambiguously separating the homogeneous 
linewidth from the inhomogeneity present in a system. Furthermore, the knowledge of the 
accurate phase allows researchers to separate the real and imaginary parts of the signal, thus the 
complete information of a complex signal which is impossible to obtain through magnitude 
measurement can be revealed. In this thesis 2DFT is employed to discover the dephasing 
mechanism, population relaxation and many body interactions of bulk and single-atomic-layer 
thick semiconducting layered materials. 
This chapter encompasses the basic theory and principles required to develop the concepts of 
2DFT. Section 2.1 discusses the basics of the Four wave mixing experiment. Section 2.2 
introduces the concepts of the non-linear response function and its relationship with third order 
non-linear polarization. The optical Bloch equation formalism is discussed in Section 2.3 in 
order to build the equation of motions by employing the density matrix operator. The 
diagrammatic representation of the equation of motion is depicted in details in Section 2.4 
through the Feynman diagram approach. Using all aforementioned concepts, a theoretical 
framework of 2DFT technique is developed in Section 2.5, and finally, the advantages of this 
powerful tool over one-dimensional spectroscopy techniques are demonstrated in Section 2.6. 
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2.1 Four wave mixing (FWM): 
Due to light matter interaction, the polarization (P) induced in the sample is expressed through 
the Taylor series expansion provided in equation 2.1., where 𝜒(𝑖) represents the ith order 
susceptibility and E symbolizes the electric field provided by the ultrashort laser pulses. The first 
term signifies the absorption term. For non-centrosymmetric samples, it can be shown that the 
even-order terms in the Taylor series are zero [35]. The first nonlinear non-zero term is then 
provided by the third term in the series. 
 𝑃 =  𝜒(1). 𝐸 + 𝜒(2). 𝐸2 + 𝜒(3). 𝐸3 … …. (2.1) 
 
This third order non-linear response can be probed by employing the three-pulse four wave 
mixing (FWM) technique. In a basic FWM technique, three pulses, A*,B, C, of similar 
frequencies with wave-vectors, kA, kB and kC respectively, interact to generate a nonlinear 
response in the phase-matching direction kS. A* is considered as a conjugate pulse, as detecting 
the signal along kS direction requires one of the three pulse to be a conjugate pulse irrespective of 
the time ordering of the pulses. A polarization (i.e. a coherent superposition between the ground 
and excited states) is induced in the sample as the first pulse interacts with the sample. After a 
certain time delay τ, the second pulse B is imparted on the sample that converts the polarization 
into population, where the population amplitude depends on the relative phase of pulse B and 
polarization created by pulse A* across the sample at zero delay. The population is maximum 
(minimum) when the two fields interfere constructively (destructively) and forms a dynamic 
grating with a spatial period kB – kA. After a certain time delay T, the third pulse C interacts with 
the sample and diffracts off from the grating with a phase matching direction kS = - kA +kB +kC, 
known as a four wave mixing signal. The outcome of a FWM experiment depends both on pulse 
30 
 
ordering as well as pulse delays. Since polarization is induced by pulse A*, varying the τ delay, 
with a zero or constant T delay, the polarization dynamics or dephasing information can be 
achieved. After pulse B imparts on the sample, the system goes into a population state, thus by 
scanning the T delay (keeping a constant τ delay) the incoherent population relaxation can be 
probed. A detailed discussion on different pulse ordering is presented in the context of two 
dimensional Fourier transform spectroscopy in Section 2.5. 
2.1.1Time integrated FWM: 
The schematic of a general time integrated FWM is shown in Figure 2.1. This thesis work relies  
 
 
Figure 2.1:  A generic schematic diagram of three pulse FWM generation in the box geometry. 
L1 and L2 represent the focusing and collimating lenses. A slow detector is used for time 
integrated FWM (TI-FWM) signal detection, whereas the signal is dispersed into a spectrometer 
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to obtain the spectrally resolved (SR-FWM). The signal is up-converted with a time delayed 
reference pulse in a non-linear crystal (NLC) to extract the time-resolved (TR-FWM) 
information. 
 
on box geometry in order to generate the incident pulses. A femtosecond laser pulse is divided 
into four pulses (the procedure and instrumentation will be discussed in detail in chapter 3), 
where each of them is located at the corners of a one inch square box. Out of these four pulses, 
three of them contribute to the FWM signal where the fourth pulse is used as reference beam to 
produce spectral interferometry as discussed in detail in the next chapter. The main advantage of 
this technique is that the pulse delays and time ordering can be altered without changing the 
direction of the signal. The time integrated FWM (TI-FWM) signal is recorded by varying the τ 
or T delay and can be expressed as: 
                                           
𝑆𝑇𝐼(𝜏, 𝑇) ∝  ∫ |𝑃
(3)(𝜏, 𝑇, 𝑡)|
2
𝑑𝑡
∞
0
 (2.2) 
 
𝑃(3)(𝜏, 𝑇, 𝑡) represents the macroscopic third order polarization. If the excitation pulses are 
approximated as infinitely short pulses then equation 2.2 can be expressed as [36]: 
                                           𝑆𝑇𝐼(𝜏, 𝑇) ∝  𝛳(𝜏)𝛳(𝑇). 𝑒
−2𝛾𝜏𝑒−Г𝑔𝑟𝑇  (2.3) 
 
Where ϴ(t) is the Heaviside step function, γ is the homogeneous linewidth and Гgr represents the 
grating decay rate. In an inhomogeneously broadened system, the oscillators in the ensemble 
possess different resonance frequencies. As a result, polarization created by the first pulse 
dephases more rapidly. In such systems, the TI-FWM can be expressed as: 
                                           𝑆𝑇𝐼(𝜏, 𝑇) ∝  𝛳(𝜏)𝛳(𝑇). 𝑒
−4𝛾𝑝ℎ𝜏𝑒−Г𝑔𝑟𝑇  (2.4) 
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This thesis work has heavily employed the TI-FWM technique to probe the exciton dynamics of 
layered (both monolayer and bulk samples) semiconducting materials, characterized by two 
fundamental parameters. Firstly, excited state population relaxation rate Г (inversely 
proportional to excitonic lifetime T1) arises from radiative and non-radiative relaxation 
processes. The second parameter is the dephasing rate γ (inversely proportional to the dephasing 
time T2) of the coherent superposition of sample ground |𝑔⟩ state and excitonic excited state |𝑒⟩ 
[66]. The homogeneous linewidth of an excitonic resonance can be deduced from the dephasing 
rate. Furthermore, the homogeneous linewidth and the population relaxation are related through 
the equation: 
 
𝛾 =
Г
2
+ 𝛾∗ (2.5) 
  
where 𝛾∗ represents the pure dephasing process [37]. The TI-FWM decays as exp(-2τ/T2) where 
T2 is the dephasing time related to the homogeneous linewidth as  γ = 2ħ/T2 [38].  
2.1.2 Other FWM techniques: 
The FWM signal can also be obtained by spectrally dispersing the complex field into a grating 
spectrometer where the signal is measured in frequency domain using a multichannel CCD 
detector. The mathematical form of the SR-FWM is given as: 
 
𝑆𝑆𝑅(𝜏, 𝑇, 𝜔𝑡) ∝  ∫ |𝑃
(3)(𝜏, 𝑇, 𝑡)|
2
. 𝑒𝑖𝜔𝑡𝑡𝑑𝑡
∞
−∞
 
 
(2.6) 
𝜔𝑡 represents the emission frequency of the signal. This SR-FWM signal is interfered with a 
time delayed reference pulse, known a heterodyne technique. If the reference pulse is well 
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characterized then, by employing Fourier analysis, it is possible to obtain complete information 
of a complex FWM signal [39] (i.e. both amplitude and phase information).  
In time-resolved FWM (TR-FWM) measurement, the complex field is up-converted using a 
time-delayed reference pulse of the same frequency in a nonlinear crystal. The measured signal 
can be represented as: 
 
𝑆𝑇𝑅(𝜏, 𝑇, 𝑡) ∝  ∫ |𝑃
(3)(𝜏, 𝑇, 𝑡′)|
2
. |𝐸𝑟𝑒𝑓(𝑡 − 𝑡
′)|
2
𝑑𝑡′
∞
−∞
 
 
(2.7) 
where 𝐸𝑟𝑒𝑓(𝑡) is the reference pulse. 
As depicted in Figure 2.1, FWM experiments are generally performed in transmission mode. 
This could be problematic in situations where the sample substrates are either absorptive or 
opaque at the wavelengths under consideration, thus requiring substrate removal that could 
possibly introduce strain within the region of interest in the sample. To overcome such 
hindrances, reflection geometry is suitable in which the incident beams comes from one direction 
and the diffracted signal is collected from the backward direction, as first demonstrated by 
Honald et al. [40]. 
 
2.2 Non-linear response function: 
As a result of light-matter interaction, a microscopic polarization is induced when a sequence of 
n-pulses interact with a sample. The microscopic electronic coupling and dynamics of the system 
is correlated to the polarization via multidimensional non-linear response function [41]. This 
thesis concentrates on three pulse four-wave mixing, thus we will limit our discussion to n=3 
pulses and up to the third order non-linear response function (𝑅(3)). The pulse sequence in a 
typical FWM experiment is depicted in Figure. 2.2, where three pulses with wave-vectors 𝒌𝑨 , 
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𝒌𝑩 and 𝒌𝑪 arrive and interact with the systems at times 𝑡𝐴, 𝑡𝐵 and 𝑡𝐶, (where 𝑡𝐶 > 𝑡𝐵> 𝑡𝐴). The 
time delay associated between the first and second pulse is 𝑡𝐵- 𝑡𝐴 = τ and second and third pulse 
is 𝑡𝐶- 𝑡𝐵 = T. The non-linear third order signal generates after all three pulses interact with the 
system.  
 
                                            
Figure 2.2: Sequence of ultrashort femtosecond excitation pulses in a three pulse four wave 
mixing experiment. kA, kB and kC represent the wave vectors of the first, second and the third 
pulse respectively. The time delay between first and second pulse is given by τ and second and 
third pulse is given by T. The signal is measured at t=ts. 
 
The electric field associated with each incoming pulse can be specified as: 
 
 𝑬𝑗(𝒓, 𝑡) =  [𝜀𝑗
+(𝑡)𝑒𝑖(𝒌𝒋.𝒓−𝜔𝑗𝑡) +  𝜀𝑗
−(𝑡)𝑒−𝑖(𝒌𝒋.𝒓−𝜔𝑗𝑡)]𝑒?̂? (2.8) 
  
𝑘𝑗, 𝜔𝑗 and 𝑒?̂?  represents the wave vector, frequency and unit polarization vector of the 𝑗
𝑡ℎ pulse 
(j = A*, B, C) respectively. 𝜀𝑗
+ and 𝜀𝑗
−( =(𝜀𝑗
+)∗ ) represents the positive and negative component 
of the slowly varying pulse envelop. The sequence of these three pulses can be expressed in a 
compact form: 
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 𝑬𝑗(𝒓, 𝑡) = ∑ 𝑬𝑗(𝒓, 𝑡 − 𝑡𝑗)
𝑗
 (2.9) 
The third order microscopic polarization induced [42] in the sample due the interaction of three 
pulses has a form: 
 
 
𝑃(3)(𝒓, 𝑡𝐴, 𝑡𝐵, 𝑡𝐶) =  ∫ ∫ ∫ 𝑅
(3)(𝑡𝐴
′ , 𝑡𝐵
′ , 𝑡𝐶
′ )
∞
0
∞
0
∞
0
. 𝐸𝐴(𝑟, 𝑡𝐴
′ − 𝑡𝐴). 𝐸𝐵(𝑟, 𝑡𝐵
′ − 𝑡𝐵).  (2.10) 
             𝐸𝐶(𝑟, 𝑡𝐶
′ − 𝑡𝐶)𝑑𝑡𝐴
′ 𝑑𝑡𝐵
′ 𝑑𝑡𝐶
′  
where 𝑅(3)(𝑡𝐴
′ , 𝑡𝐵
′ , 𝑡𝐶
′ ) is the third order non-linear response function. In general the nth order 
response 𝑅(𝑛), can be expressed as a combination of (n+1) order correlation functions in the 
dipole operator [42, 67], For example: 
 
𝑅(1)(𝑡𝐴) =  
𝑖
ħ
 〈[µ(𝑡𝐴), µ(0)]〉 (2.11) 
   
 
𝑅(2)(𝑡𝐴, 𝑡𝐵) = (
𝑖
ħ
)2〈[µ(𝑡𝐴 + 𝑡𝐵), [µ(𝑡𝐴), µ(0)]]〉 (2.12) 
   
 
𝑅(3)(𝑡𝐴, 𝑡𝐵, 𝑡𝐶) = (
𝑖
ħ
)3 〈[µ(𝑡𝐴 + 𝑡𝐵 + 𝑡𝐶), [µ(𝑡𝐴 + 𝑡𝐵), [µ(𝑡𝐴), µ(0)]]]〉 (2.13) 
 
and so forth. The time evolution of the dipole operator is provided by the Hamiltonian of the 
system in the absence of any external applied field. The time duration of the incoming pulses that 
generates the FWM signal is in the order of femtoseconds which is much shorter than the time 
scale of system dynamics as well as the pulse delays. In such limit of impulsive excitation, the 
pulses can be treated as a delta function and the expression of the microscopic polarization, 
provided in equation 2.10, can be modified as Ref. 43: 
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𝑃(3)(𝒓, 𝑡, 𝑡𝐴, 𝑡𝐵, 𝑡𝐶)
= 𝑅(3)(𝑡𝐴, 𝑡𝐵, 𝑡𝐶). 𝜀𝐴
±𝜀𝐵
±𝜀𝐶  
± 𝑒𝑖(±𝒌𝐴±𝒌𝐵±𝒌𝐶).𝑟. 𝑒−𝑖(±𝝎𝐴±𝝎𝐵±𝝎𝐶).𝑡. 𝑒𝑖(±𝝎𝐴±𝝎𝐵±𝝎𝐶).𝑡𝐶 .  
(2.14) 
           𝑒𝑖(±𝝎𝐴±𝝎𝐵).𝑡𝐵 . 𝑒𝑖(±𝝎𝐴).𝑡𝐴        
Equation 2.14 includes eight possible combinations of three pulses interacting with the system 
that contributes to the polarization. Once the 𝑃(3) term is inserted into the Maxwell’s equation as 
a source term, each contribution generates a distinct FWM signal in one of the possible phase 
matching directions of 𝒌𝑆 =  ±𝒌𝐴 ± 𝒌𝐵 ± 𝒌𝐶. In order to form the population grating, and thus 
producing the signal in the phase-matched direction, the sample dimension must be larger than 
the wavelength of the excitation pulse. Among the eight possible 𝒌𝑆 wave vectors, four of them 
are independent as 𝒌𝑆 and -𝒌𝑆 correspond to complex conjugate contributions, thus does not 
attribute to any unique process compared to their complex counterparts. Four independent phase 
matching wave vector combinations are: (a) 𝒌𝑆,𝐼 =  −𝒌𝐴 + 𝒌𝐵 + 𝒌𝐶, (b) 𝒌𝑆,𝐼𝐼 =  𝒌𝐴 − 𝒌𝐵 + 𝒌𝐶 , 
(c) 𝒌𝑆,𝐼𝐼𝐼 =  𝒌𝐴 + 𝒌𝐵 − 𝒌𝐶 and (d)  𝒌𝑆,𝐼𝑉 =  𝒌𝐴 + 𝒌𝐵 + 𝒌𝐶. The emission frequencies associated 
with each wave vectors are: ωSI =  −ωA + ωB + ωC; ωSII =  ωA − ωB + ωC;  ωSIII =  ωA +
ωB − ωC and ωSIV = ωA + ωB + ωC, respectively. Each case provides information about a 
unique physical process; for example 𝒌𝑆,𝐼 represents the rephrasing signal where as 𝒌𝑆,𝐼𝐼 
expresses the non-rephrasing case (discussed in section 2.5). Analogous to the electric field in 
equation 2.9, microscopic polarization can also be expressed in a compact form: 
 
𝑃(3)(𝒓, 𝑡, 𝑡𝐴, 𝑡𝐵, 𝑡𝐶) = ∑ 𝑝𝑠(𝑡𝐴, 𝑡𝐵, 𝑡𝐶). 𝑒
𝑖(𝑘𝑠.𝑟 − 𝜔𝑠𝑡) + 𝑐. 𝑐
𝐼𝑉
𝑆=𝐼
 (2.15) 
 
For s = I, II, III and IV the mathematical expression for 𝑝𝑠(𝑡𝐴, 𝑡𝐵, 𝑡𝐶) takes the form: 
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    𝑝𝐼 (𝑡𝐴, 𝑡𝐵 , 𝑡𝐶)              
=  𝑅𝐼
(3)(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶). 𝜀𝐴
−𝜀𝐵
+𝜀𝐶  
+ 𝑒𝑖(−𝝎𝐴+𝝎𝐵+𝝎𝐶).𝑡𝐶𝑒𝑖(−𝝎𝐴+𝝎𝐵).𝑡𝐵 . 𝑒𝑖(−𝝎𝐴).𝑡𝐴 
(2.16) 
 
 𝑝𝐼𝐼(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶)
=  𝑅𝐼𝐼
(3)(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶). 𝜀𝐴
+𝜀𝐵
−𝜀𝐶  
+ 𝑒𝑖(𝝎𝐴−𝝎𝐵+𝝎𝐶).𝑡𝐶𝑒𝑖(𝝎𝐴−𝝎𝐵).𝑡𝐵 . 𝑒𝑖(𝝎𝐴).𝑡𝐴 
(2.17) 
 
 𝑝𝐼𝐼𝐼(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶)
=  𝑅𝐼𝐼𝐼
(3)(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶). 𝜀𝐴
+𝜀𝐵
+𝜀𝐶  
− 𝑒𝑖(𝝎𝐴+𝝎𝐵−𝝎𝐶).𝑡𝐶𝑒𝑖(𝝎𝐴+𝝎𝐵).𝑡𝐵 . 𝑒𝑖(𝝎𝐴).𝑡𝐴 
(2.18) 
 
 
 
 
 𝑝𝐼𝑉 = (𝑡𝐴, 𝑡𝐵 , 𝑡𝐶)
=  𝑅𝐼𝑉
(3)(𝑡𝐴, 𝑡𝐵 , 𝑡𝐶). 𝜀𝐴
+𝜀𝐵
+𝜀𝐶  
+ 𝑒𝑖(𝝎𝐴+𝝎𝐵+𝝎𝐶).𝑡𝐶𝑒𝑖(𝝎𝐴+𝝎𝐵).𝑡𝐵 . 𝑒𝑖(𝝎𝐴).𝑡𝐴 
(2.19) 
 
Equation 2.19, associated with the signal 𝒌𝑆,𝐼𝑉, is neglected within rotating wave vector 
approximation [43]. The third-order polarization for every distinct signal direction is achieved by 
employing sum-over-states expression of the non-linear response function and can be 
diagrammatically represented using the Feynman diagram. Before introducing the concept and 
basic rules of Feynman diagram, it is helpful to first discuss about the optical Bloch Equation 
and density matrix operator, used to develop the equation of motion that represents the coherent 
light matter interaction in atomic systems. 
2.3 Optical Bloch equation: 
The optical Bloch equation is employed to analyze and interpret the coherent optical response of 
a two-level system using equation of motion. In quantum mechanics the time evolution of a 
material system and associated observable properties are characterized by using the Schrodinger 
equation. In order to obtain statistical details of a quantum system, it is convenient to employ the 
density matrix formalism. The density matrix operator is defined as: 
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 𝜌(𝑡) ≡ |𝜓𝑛(𝑡)⟩⟨𝜓𝑛(𝑡)| (2.20) 
 
where |𝜓𝑛(𝑡)⟩ is the wave function of the quantum system and can be mathematically 
represented as: 
 |𝜓𝑛(𝑡)⟩ =  ∑ 𝑎𝑖(𝑡)|𝜙𝑖⟩
𝑖
 (2.21) 
 
In this equation, 𝑎𝑖(𝑡) is the time dependent coefficient and |𝜙𝑖⟩ represents the basis states. For a 
certain state |𝜓𝑛(𝑡)⟩, the elements of the density matrix 𝜌𝑛𝑚 = 𝑎𝑛
∗  (𝑡)𝑎𝑚(𝑡) indicates the 
probability of the system to be found in a particular physical state. The diagonal elements 
𝜌𝑛𝑛 = |𝑎𝑛(𝑡)|
2 provide the probability of the system being found in an eigenstate ‘n’ and 
referred as population density. The off-diagonal elements, 𝜌𝑛𝑚  (𝑛 ≠ 𝑚) indicates the probability 
of the coherent superposition between two states, ‘n’ and ‘m’. For a two level system with 
ground and excited states described as  |1⟩ and  |2⟩ respectively, the density matrix can 
expressed as: 
 
𝜌 =  (
𝜌11 𝜌12
𝜌21 𝜌22
) = (
𝑎1𝑎1
∗ 𝑎1𝑎2
∗
𝑎2𝑎1
∗ 𝑎2𝑎2
∗) (2.22) 
 
The diagonal elements 𝜌11 =  |𝑎1|
2 and 𝜌22 =  |𝑎2|
2 express the population density of the 
ground and excited states respectively where as  𝜌12 = 𝑎1𝑎2
∗ =  𝜌21
∗  are representative of the 
coherent superposition between states |1⟩ and |2⟩, which is proportional to the dipole moment 
𝜇12 of the transition from the ground state to the excited state. A statistical ensemble of two level 
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systems can be represented by a mixed density matrix, achieved by summing over the pure 
matrices (in equation 2.22), weighted by their corresponding probabilities. 
The equation of motion for the density matrix can be derived from Schrodinger equation of a 
wave function described as:   
  
?̇? =  −
𝑖
ħ
[𝐻, 𝜌] (2.23) 
 
In equation 2.23, [𝐻, 𝜌] = 𝐻. 𝜌 − 𝜌𝐻 and H is the Hamiltonian of the simple two level system 
expressed as: 
 
𝐻 = 𝐻0 + 𝑉 =  (
𝐸1 𝑉12
𝑉21 𝐸2
)   (2.24) 
 
where 𝐻0 describes the free particle Hamiltonian with associated eigen-energies 𝐸1 =  ħ𝜔1 and 
𝐸2 =  ħ𝜔2 for 2 levels. The light-matter interaction in the system is characterized by V, denoted 
as interaction Hamiltonian and expressed as: 𝑉 = 𝑉12 = 𝑉21 =  −𝜇12. 𝐸(𝑡), where 𝐸(𝑡) is the 
light electric field vector. Equation 2.23 does not include any decays or relaxation and can be 
added phenomenologically. The density matrix elements of the modified equation of motion can 
be written as [37]: 
              
?̇?𝑛𝑚 = − 
𝑖
ħ
∑(𝐻𝑛𝑙𝜌𝑙𝑚 −  𝜌𝑛𝑙𝐻𝑙𝑚) −  Г𝑛𝑚𝜌𝑛𝑚
𝑙
 (2.25) 
 
where Г𝑛𝑚 describes the associated decay rate, expressed as: 
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Г𝑛𝑚 =  
1
2
(𝛾𝑛 + 𝛾𝑚) +  𝛾𝑛𝑚
𝑝ℎ
 (2.26) 
 
where 𝛾𝑛 and 𝛾𝑚 is the decay associated with state n & m respectively and  𝛾𝑛𝑚
𝑝ℎ
 is denoted as the  
pure dephasing rate (𝛾𝑛𝑚
𝑝ℎ
= 0 for n=m ). Equation 2.25 refers to the generalized version of the 
optical Bloch equation (OBE) that basically describes the time evolution of the density matrix. 
For a two level system, the OBE can be written as: 
 
?̇?11 = −𝛾1𝜌11 +
𝑖
ħ
𝜇12𝐸(𝑡)(𝜌12 − 𝜌21)  
 
 
?̇?22 = −𝛾2𝜌22 +
𝑖
ħ
𝜇12𝐸(𝑡)(𝜌12 − 𝜌21)  
 
 
?̇?12 = −Г12𝜌11 + 𝑖𝜔0𝜌12 −
𝑖
ħ
𝜇12𝐸(𝑡)(𝜌22 − 𝜌11) (2.27) 
 
where 𝜔0 =  𝜔2 − 𝜔1. In order to model the contributions from many body interactions, such as: 
excitation-induced dephasing (EID), excitation-induced shift (EIS), and local field correlations 
(LFC), OBEs need to be modified further phenomenologically. The detailed discussions of the 
numerical solution of these modified OBEs are presented in Ref. 44. 
2.4 Double sided Feynman diagrams: 
In perturbation theory, the time evolution of density matrix elements can be diagrammatically 
represented by double sided Feynman diagrams. Feynman diagrams have capabilities of carrying 
the complete information of a nonlinear light-matter interaction, including the time ordering of 
the incident pulses. Each diagram represents a distinct coherent pathway in Liouville space.    
The double-sided Feynman diagram consists of some basic rules [41]. The representation begins 
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with two vertically parallel lines that correspond to the density matrix operator. The left (right) 
vertical line denotes the ket (bra) and time increases vertically upward. The incident electric field 
(femtosecond laser pulse) is represented by the arrows and the light-matter interaction is denoted 
by the vertex of the arrow, touching either with the left or right vertical line. The state of the 
density matrix changes due to the interaction of the field with the system, depicted in the 
schematic 2.3. The state above (below) the vertex represents the state of the density matrix after 
(before) the interaction takes place. The arrow pointing towards right indicates that the light field 
possesses a mathematical form of 𝐸𝑗𝑒
(𝑖𝑘𝑗𝑟−𝑖𝜔𝑗𝑡) whereas an arrow pointing towards the left 
implies a conjugate field with a form 𝐸𝑗
∗𝑒(−𝑖𝑘𝑗𝑟+𝑖𝜔𝑗𝑡). An arrow incoming (outgoing) towards 
(from) any of the vertical lines means photon absorption (photon emission). With absorption 
(emission), the system drifts from lower (higher) energy to higher (lower) energy state. The 
resultant wave vector is achieved by summing over all individual interacting fields. The sign of a 
diagram depends on the number of interacting fields with the bra, shown as the right vertical line, 
where each interaction introduces a negative sign. For n such interactions on the bra, the sign of 
the Feynman diagram is expressed as(−1)𝑛. Interaction of the vertexes with the ket (left vertical 
line) always introduces a positive sign. Figure 2.3 represents a set of Feynman diagrams with a 
simple system consists of a ground state|𝑔⟩, two single excited states |𝑒⟩ and |𝑒′⟩ respectively 
and a doubly excited state, |𝑓⟩ . With three incident electric fields, the third order perturbation 
can be probed. Group (a), (b) and (c) represents the Feynman diagrams in the phase matched 
directions, 𝒌𝑆𝐼 , 𝒌𝑆𝐼𝐼 and 𝒌𝑆𝐼𝐼𝐼 ,  respectively.    
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Figure 2.3: Double sided Feynman diagram representing the three pulse four wave mixing signal  
emitted along the phase matching directions:  (a) kS= -kA+kB+kC , (b) kS= kB-kA+kC ,(c) kS= 
kB+kC-kA (d) excited and doubly excited state. 
 
 
Furthermore, each case has several possible combinations that produce similar resultant wave 
vectors. For example, 𝒌𝑆𝐼  has three different combinations depicted as (i), (ii) and (iii). In 
diagram (i), the conjugate pulse acts first in the −𝒌𝐴  direction and takes the system to an excited 
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state |𝑒⟩. The change in the density matrix state due to light-matter interaction depends on the 
dipole moment and the energy separation between two states. After a time delay τ the second 
pulse with wave vector 𝒌𝐵 interacts and takes the system back to the ground state. The vertex of 
wave vector 𝒌𝐵 is going away from the bra (right vertical line) and indicates emission. The third 
field arrives after the time delay T and excites the system again into the state of |𝑒′⟩. Finally, the 
system goes back to the ground state by emitting the FWM signal, in 𝒌𝑆𝐼 direction 
This time evolution of the density matrix can be expressed mathematically [43] through the 
equation: 
 
 𝜌(𝜏, 𝑇, 𝑡)
=  (
𝑖
ħ
)
3
 ∑(𝝁𝑔𝑒. 𝒆1̂
𝑒 𝑒′
)(𝝁𝑒𝑔. 𝒆2̂)(𝝁𝑔𝑒′ . 𝒆3̂)(𝝁𝑒′𝑔. 𝒆4̂)𝑒
(𝑖𝜔𝑒𝑔−Г𝑒𝑔)𝜏𝑒−Г𝑔𝑔𝑇𝑒
−(𝑖𝜔
𝑒′𝑔
−Г
𝑒′𝑔
)𝑡
 
(2.28) 
 
where 𝝁𝑖𝑗 is the dipole moment (𝑖, 𝑗 = 𝑔, 𝑒, 𝑒
′and𝑓). Additionally, 𝜔𝑖𝑗 ≡  𝜔𝑖 − 𝜔𝑗 and  Г𝑖𝑗 is the 
decay rate (either dephasing or population decay). 
Analogous to diagram (i), the time evolution of the density matrix can also be expressed 
diagrammatically for diagram (ii) and (iii). Once all the possible combinations are 
mathematically expressed (e.g: three possible cases for 𝒌𝑆𝐼), the non-linear response function is 
obtained through the addition of all the contributions with the proper sign. For 𝒌𝑆𝐼  the 
corresponding response function can be expressed as [43]: 
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𝑅𝐼
(3)
=  (
𝑖
ħ
)
3
 ∑(𝝁𝑔𝑒. 𝒆1̂
𝑒 𝑒′
)(𝝁𝑒𝑔. 𝒆2̂)(𝝁𝑔𝑒′ . 𝒆3̂)(𝝁𝑒′𝑔. 𝒆4̂)𝑒
(𝑖𝜔𝑒𝑔−Г𝑒𝑔)𝜏𝑒−Г𝑔𝑔𝑇𝑒
−(𝑖𝜔
𝑒′𝑔
+Г
𝑒′𝑔
)𝑡
+ ∑(𝝁𝑔𝑒 . 𝒆1̂
𝑒 𝑒′
)(𝝁𝑔𝑒′. 𝒆2̂)(𝝁𝑒𝑔. 𝒆3̂)(𝝁𝑒′𝑔. 𝒆4̂)𝑒
(𝑖𝜔𝑒𝑔−Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑒′𝑒+Г𝑒′𝑒)𝑇𝑒
−(𝑖𝜔
𝑒′𝑔
+Г
𝑒′𝑔
)𝑡
− ∑(𝝁𝑔𝑒 . 𝒆1̂
𝑒 𝑒′
)(𝝁𝑔𝑒′. 𝒆2̂)(𝝁𝑒′𝑓. 𝒆3̂)(𝝁𝑓𝑒. 𝒆4̂)𝑒
(𝑖𝜔𝑒𝑔−Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑒′𝑒+Г𝑒′𝑒)𝑇𝑒−(𝑖𝜔𝑓𝑒−Г𝑓𝑒)𝑡 
                                                                                                                                                                                
                                                                                                                                               (2.29) 
 
 
The second and the third term represent the contribution for diagram (ii) and (iii). The sign of the 
first two expressions are positive, as there are two interactions with the bra (thus sign: (-1)
2
 = 1). 
The third term consists of a negative sign, as there is one interaction with the bra. The response 
functions 𝑅𝐼𝐼
(3)
 and 𝑅𝐼𝐼𝐼
(3)
 can be obtained similarly from the Feynman diagrams of group (b) and 
(c), respectively, and expressed as: 
𝑅𝐼𝐼
(3)
=  (
𝑖
ħ
)
3
 ∑(𝝁𝑔𝑒. 𝒆1̂
𝑒 𝑒′
)(𝝁𝑔𝑒′. 𝒆2̂)(𝝁𝑒′𝑔. 𝒆3̂)(𝝁𝑒𝑔. 𝒆4̂)𝑒
−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑒𝑒′+Г𝑒′𝑒)𝑇𝑒−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝑡
+ ∑(𝝁𝑔𝑒 . 𝒆1̂
𝑒 𝑒′
)(𝝁𝑒𝑔. 𝒆2̂)(𝝁𝑔𝑒′ . 𝒆3̂)(𝝁𝑒′𝑔. 𝒆4̂)𝑒
−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝜏𝑒−(Г𝑔𝑔)𝑇𝑒−(𝑖𝜔𝑒′𝑔+Г𝑒′𝑔)𝑡
− ∑(𝝁𝑔𝑒 . 𝒆1̂
𝑒 𝑒′
)(𝝁𝑔𝑒′. 𝒆2̂)(𝝁𝑒𝑓 . 𝒆3̂)(𝝁𝑓𝑒′ . 𝒆4̂)𝑒
−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑒𝑒′−Г𝑒𝑒′)𝑇𝑒
−(𝑖𝜔
𝑓𝑒′
+Г
𝑓𝑒′
)𝑡
 
                                                                                                                                                (2.30) 
𝑅𝐼𝐼𝐼
(3)
=  (
𝑖
ħ
)
3
 ∑ (𝝁𝑔𝑒. 𝒆1̂
𝑒 𝑒′𝑓
)(𝝁𝑒𝑓 . 𝒆2̂)(𝝁𝑓𝑒′. 𝒆3̂)(𝝁𝑒′𝑔. 𝒆4̂)𝑒
−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑓𝑔+Г𝑓𝑔)𝑇𝑒
−(𝑖𝜔
𝑒′𝑔
+Г
𝑒′𝑔
)𝑡
− ∑(𝝁𝑔𝑒 . 𝒆1̂
𝑒 𝑒′
)(𝝁𝑒𝑓 . 𝒆2̂)(𝝁𝑔𝑒′ . 𝒆3̂)(𝝁𝑓𝑒′ . 𝒆4̂)𝑒
−(𝑖𝜔𝑒𝑔+Г𝑒𝑔)𝜏𝑒−(𝑖𝜔𝑓𝑔+Г𝑓𝑔)𝑇𝑒
−(𝑖𝜔
𝑓𝑒′
+Г
𝑓𝑒′
)𝑡
 
                                                                                                                                                 (2.31) 
This thesis only concentrates on resultant fields that generates in the 𝒌𝑆𝐼 direction, thus on 
concentrating on the response function 𝑅𝐼
(3)
. Upon determining the expression of the response 
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function, the expression in equation 2.29 can be inserted in equation 2.14 to obtain the 
macroscopic polarization term. This acts as a source term in the Maxwell’s equation that is used 
to calculate the FWM signal. The spectrally resolved FWM field can be expressed in terms of 
macroscopic polarization, as seen below: 
 
𝐸(𝜏, 𝑇, 𝜔𝑡) =  
𝐿
2 𝑛(𝜔𝑡)𝑐𝜖0
 𝑖𝜔𝑡𝑃
(3)(𝜏, 𝑇, 𝜔𝑡) (2.32) 
 
where L is the sample thickness, 𝑛(𝜔𝑡) denotes the frequency dependent refractive index, c and 
𝜖0 represents the speed of light and the free space permittivity respectively. It has to be noted 
that equation 2.32 is only relevant if the absorption and propagation effect in the sample are 
ignored. 
 
2.5 Two dimensional Fourier transform spectroscopy (2DFT): 
The two-dimensional Fourier transform spectroscopy (2DFT) is an enhanced version of transient 
FWM, where phase information is preserved throughout the experiment and detailed information 
of the complex FWM field is achieved. In order to obtain the phase evolution, the pulse delays 
are stepped with sub-optical-cycle interferometric precision and the FWM field is retrieved via 
spectral interferometry, known as heterodyne detection. The implementation of the 2DFT set up 
has been discussed in the next chapter. It is the process of phase stabilization that makes 2DFT 
measurements challenging. Several phase stabilization techniques have been reported so far, 
including common-path optics [45-47], pulse-shaping methods [48,49], non-interferometric 
spectral intensity measurements [50], spectral phase calibration procedures [51] and active phase 
stabilization using a reference laser and feedback electronics [52,53]. 
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Figure 2.4: Four phase-stabilized linearly polarized beams obtained from multi-dimensional 
optical nonlinear spectrometer (MONSTR) instrument (described in chapter 3) are focused on 
the sample, which is held in the cryostat. A portion of the laser pulse has been split off and co-
linearly recombined with the FWM signal for heterodyne detection. The combined beams are 
dispersed in the spectrometer resulting in the spectral interferogram. 
 
As shown in Figure 2.4, 2DFT spectroscopy is based on a three pulse four wave mixing in box 
geometry. The main advantage of using box geometry is that the pulse ordering and delays can 
be varied without changing the direction of the detected signal. Figure 2.5 shows different 
possible pulse ordering that is representative of different physical phenomena. Consider the case 
depicted in Figure 2.5(a), where the third order non-linear signal is detected in the phase matched 
direction:  𝒌𝑆𝐼 =  −𝒌𝐴 + 𝒌𝐵 + 𝒌𝐶 . This transient FWM signal is interfered with a time delayed 
reference pulse and their spectral interferogram is dispersed into a multichannel CCD. The 
procedure of extracting the complex FWM from the interferogram is discussed in detail in the 
next chapter. The output of a 2DFT experiment produces a two-dimensional map where two 
frequency axis are correlated. For 𝒌𝑆𝐼 , time delay τ and signal evolution time t are Fourier 
transformed where two frequency axis 𝜔𝜏 (absorption frequency) and 𝜔𝑡 (emission frequency) 
are correlated. Equation 2.32 expresses the FWM field 𝐸(𝜏, 𝑇, 𝜔𝑡) as a function of τ, T and 𝜔𝑡. 
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During the experiment, 𝜏 delay is scanned with interferometric precision while maintaining the 
phase stability between the first two pulses as well as the signal and reference pulse with active 
phase stabilization (discussed in chapter 3). 𝐸(𝜏, 𝑇, 𝜔𝑡) is Fourier transformed with respect to τ 
in order to produce a 2D map: 
 
𝑆𝐼(𝜔𝜏, 𝑇, 𝜔𝑡) = ∫ 𝐸(𝜏, 𝑇, 𝜔𝑡)𝑒
𝑖𝜔𝜏𝜏𝑑𝜏
∞
−∞
 (2.33) 
 
T axis remained fixed during the experiment. Similarly T axis can be scanned for a fixed τ to 
achieve a 2D spectrum to obtain a complex FWM amplitude  𝑆𝐼(𝜏, 𝜔𝑇 , 𝜔𝑡). As shown in 
equation 2.33, a 2D spectrum 𝑆𝐼(𝜔𝜏, 𝑇, 𝜔𝑡) produces a correlation map between absorption and 
emission frequencies by monitoring the coherent phase evolution of the third order polarization 
during the evolution period τ and emission period t (separated by a waiting time T). To realize, 
why coherently tracking the phase information of signal is crucial, consider a particular quantum 
pathway with excitation and emission transition frequencies 𝜔𝑛𝑚 and 𝜔𝑛𝑙 respectively. If the 
generated FWM signal follows the direction  𝒌𝑆𝐼 =  −𝒌𝐴 + 𝒌𝐵 + 𝒌𝐶 , for 𝑆𝐼(𝜔𝜏, 𝑇, 𝜔𝑡) scan, the 
signal field can be written as [54]: 
 
 𝑆(𝜏, 𝑡) = 𝐷(𝜏, 𝑇, 𝑡)𝜇𝑛𝑚
2 𝜇𝑛𝑙
2 𝑒𝑖(𝜔𝑛𝑚𝜏−𝜔𝑛𝑙𝑡) (2.34) 
 
in which 𝜇𝑛𝑚 and  𝜇𝑛𝑙 represent the transition dipole moments associated with the excitation and 
emission. 𝐷(𝜏, 𝑇, 𝑡) contains all the information regarding the processes between second and 
third pulses as well as the decay dynamics and parameters. It is obvious from equation 2.34 that 
the phase evolution between the first two pulses results in a constant overall phase in the emitted 
FWM field [54] , i.e the phase remains constant when the evolution (𝜏) and emission (t) time are 
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varied. Therefore, if the phase of the emitted FWM signal is coherently tracked, it is possible to 
simultaneously determine the frequencies of the excitation and emission transitions. Using the 
Fourier transformation, the time domain data is converted into a frequency domain and the 
correlation between the excitation (absorption) and emission frequencies are displayed in a 2D 
map. Coherently tracking the signal phase is indeed experimentally challenging but can be 
achieved by varying the delay between excitation pulses with sub-optical-cycle precision. Details 
on this procedure are provided in chapter 3. 
   The coherent phase evolution is dependent on the pulse ordering of the excitation pulses as 
shown in Figure 2.5. Figure 2.5 (a) represents the case of phase evolution expressed in equation 
2.34. In this particular case, the conjugate pulse acts first and generates a coherent superposition 
between ground and excited states. The ensemble of oscillators in the system dephase during the 
evolution time τ . As discussed earlier, the second pulse converts the coherence into a population 
of ground state and excited states and, therefore no phase relationship is maintained during this 
time interval T.      The third pulse generates a conjugate phase evolution during the emission 
time t, result in the oscillators reversing their phase. As a result, the population is again 
converted into coherence (i.e again coherent superposition between ground and excited state is 
generated). A photon-echo signal is generated with a delay τ after the third pulse interacts with 
the system [55]. This is known as the “rephrasing” excitation sequence. Due to the conjugated 
phase evolution during the excitation and emission, the sign of the absorption and emission 
frequency axis is opposite. The emission frequency axis is usually chosen as positive, and, as a 
result, the absorption axis is negative.  
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              Figure 2.5: Possible time ordering of the pulses for two-dimensional spectroscopy  
Instead of the conjugate pulse, if pulse B acts first into the system followed by pulse A* and C, 
as depicted in figure 2.5(c), then the phase evolution of the emitted field is depicted as: 
 
Axis 2 
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 𝑆(𝜏, 𝑡) = 𝐷(𝜏, 𝑇, 𝑡)𝜇𝑛𝑚
2 𝜇𝑛𝑙
2 𝑒−𝑖(𝜔𝑛𝑚𝜏+𝜔𝑛𝑙𝑡) (2.35) 
 
This result indicates that there is no phase conjugation is occurring for this process, thus, is 
denoted as the “non-rephasing” excitation process. As there is no phase conjugation in the non-
rephasing pathaway, the 2D spectrum appears in the upper right quadrant of (𝜔𝜏 , 𝜔𝑡) plane and 
both axis are therefore associated with a positive sign. The evolution time τ is positive for a 
rephrasing scan whereas for non-rephasing case τ is negative [52]. 
Instead of a τ-axis scan one can employ a T-axis scan and achieve a 2D map in (𝜔𝑇 , 𝜔𝑡) plane, 
referred as 𝑆𝐼(𝜏, 𝜔𝑇 , 𝜔𝑡) and 𝑆𝐼𝐼𝐼(𝜏, 𝜔𝑇 , 𝜔𝑡) scans depicted in figure 2.5(b) and 2.5(d) 
respectively. 𝑆𝐼(𝜏, 𝜔𝑇 , 𝜔𝑡) is known as zero quantum scan where the pulse sequence is similar to 
the rephrasing pulse sequence. A photon echo signal still emits at a time delay τ after the third 
pulse interacts with the sample, but a population dynamics is now probed instead of dephasing. 
𝑆𝐼𝐼𝐼(𝜏, 𝜔𝑇 , 𝜔𝑡) is referred as two quantum scan where the conjugate pulse arrives at the end and 
used to probe the two exciton correlation [56]. All the experiments demonstrated in this thesis 
have employed the “rephasing” excitation scheme. 
 
2.6 Advantages of 2DFT: 
2.6.1 Identification of resonant coupling: 
In a 2D spectrum individual resonances emerge as diagonal  peaks, whereas the coupling 
between the resonances appear as off-diagonal peaks and can be used as a tool to  probe the 
microscopic information regarding the level scheme as well as the different coupling between the 
resonances in the system. In order to achieve an intuitive understanding, how a 2D spectra is 
interpreted, consider a system of two independent two-level system that consists two individual 
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transitions with frequencies, 𝜔1 and 𝜔2, where (𝜔2 > 𝜔1). Figure 2.6 represents 3 different 
possibilities of coupling. Figure 2.6(a) depicts a system with two independent transitions at 𝜔1 
and 𝜔2. Two diagonal peaks appear at (𝜔𝑡 =  𝜔1 , 𝜔𝜏 =  −𝜔1) and (𝜔2, − 𝜔2). Each peak is 
identified by two co-ordinates (𝜔𝑡, 𝜔𝜏) representative of the emission (𝜔𝑡) and absorption (𝜔𝜏) 
frequencies respectively. As discussed earlier, the absorption-axis possesses a negative sign for 
the rephrasing pathway. Figure 2.6(b) showcases a system where both transitions share a 
common ground state but two separate excited states. This indicates that the both states are 
coupled here and the coupling can be directly probed from a 2D map. In addition to the 
independent resonance peaks in the diagonal, two off-diagonal peaks appear at frequencies 
(𝜔1, −𝜔2) and (𝜔2, −𝜔1). Figure 2.6(a) and 2.6(b) clearly differentiates whether it is two 
independent transitions from two two-level systems or coupled transitions originating from a 
three level system. Furthermore a 2D spectrum can also probe the incoherent relaxation 
mechanisms shown in figure 2.6(c). This particular case represents a non-radiative relaxation 
from the higher energy state to the lower energy state, i.e. the absorption and emission 
frequencies for this relaxation pathway are 𝜔2 and 𝜔1 respectively. This relaxation mechanism 
appears as an off-diagonal peak with the coordinate (𝜔1, −𝜔2).  If the transition of the relaxation 
pathway occurs from lower to higher energy states, one should expect a cross peak at (𝜔2, −𝜔1) 
and the (𝜔1, −𝜔2) peak will be absent.These three cases prove the superiority of two-
dimensional spectroscopy over one dimensional spectroscopy (linear absorption, 
photoluminescence etc.) as the one dimensional techniques would produce the same result for 
these three different level transition schemes. 
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Figure 2.6: Schematic diagrams of the simulated 2D-rephrasing spectra for three different 
energy-level schemes. 𝜔𝜏 and 𝜔𝑡 represent the absorption and emission frequencies. (a) two 
independent two level system and the corresponding 2D-spectrum exhibiting two uncoupled 
resonance peaks; (b) A three level system with a shard ground state. The 2D-spectrum exhibits 
two additional off-diagonal peak along with the diagonal peaks; (c) two independent two level 
system that are coupled through an incoherent population relaxation from higher energy to lower 
energy state. The corresponding 2D spectrum has only one off-diagonal peak along with two 
resonance peaks. 
 
             In addition to identifying the resonant coupling, the bi-excitonic contributions can also 
be successfully probed from the 2D spectrum.Chapter 5 shows the bi-excitonic contribution in 
bulk GaSe [57]. Such systems can be modeled as a four level system with one ground state, two 
excited states and one mixed state, or a doubly excited state. Such four level systems can be 
generated by mapping two independent two-level systems through a Hilbert space 
transformation. The energy of the mixed state is the combined sum over the transition energies of 
two excited states [58]. The mixed state is shifted down energetically by an amount equal to the 
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bi-exciton binding energy (for a bound two exciton states). The peak corresponding to the bi-
excitons appears red shifted in the emission axes with respect to the diagonal peak that 
correspond resonance. The presence of such peaks is discussed in detail in Chapter 5. 
Furthermore, the interaction between the resonances with exciton continuum states can be 
probed successfully in a 2D spectrum. An example of this will be presented in chapter 4 while 
discussing the 2D spectrum of bulk InSe samples. 
 
2.6.2 Probing the coherent pathways: 
An important feature of two-dimensional Fourier transform spectroscopy is the ability to probe 
the contribution of various coherent pathways in Liouville space. To illustrate this, let’s consider 
a three level system as shown in Figure 2.7 with a common ground state |𝑔⟩ and two excited 
states, |𝑒1⟩ and |𝑒2⟩, with transition frequencies 𝜔1 and 𝜔2 respectively ( 𝜔2 > 𝜔1 ). For 
simplicity the doubly excited energy level schemes are not included. The coherent pathways that 
are contributing in two-dimensional rephrasing spectra, are represented using Feynman 
diagrams, as exhibited in Figure 2.7. Eight possible Feynman diagrams are presented, wherein 
diagrams (1), (2), (5), (6) represent similar pathways as the system resides in the ground state 
during the wait time (T). On the other-hand (3), (4), (7), (8) possess similarities as the system 
resides in the excited state during the wait time (T). 𝜔1 represents the absorption and emission 
frequencies for pathways (1) and (3) whereas pathways (2) and (4) occur at similar frequency 
𝜔2. As a result, two diagonal peaks on the 2D map at (𝜔1, −𝜔1) and (𝜔2, −𝜔2) arise from the 
contributions of pathaways (1)+(3) and (2)+(4) respectively, are shown in Figure 2.8. For rest of 
the coherent pathways, absorption and emission frequencies are different and their contributions    
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                       Figure 2.7: Probing coherent pathways employing 2D-spectrum 
 
are reflected as off-diagonal peaks in the 2D spectrum. The cross peak at (𝜔1, −𝜔2) arises from 
the contribution of pathways (5) and (7), while (6) and (8) are responsible for the cross peak at  
 (𝜔2, −𝜔1). Probing and isolating the coherent pathways is a major advantage of two-
dimensional spectroscopy over one dimensional non-linear techniques. For example, in a regular 
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one-dimensional SR-FWM, which is basically the projection of the 2D spectrum on the emission 
axis, both resonance and coupling will be mixed up. For this particular case SR-FWM will show 
two peaks at 𝜔1 and 𝜔2. The contribution from pathways (1), (3),(5) and (7) will be associated 
with 𝜔1 while 𝜔2 arises from (2),(4),(6) and (8). Therefore unfolding the contributions in two 
dimensions is apparent.  
 
2.6.3 Unambiguously extracting the homogeneous linewidths: 
Most of the semiconductor samples possess inhomogeneity originating from defect, dislocation 
and size distribution, which often masks the homogeneous characteristics of the sample. 
Therefore, it is crucially important to distinguish the homogeneous and inhomogeneous 
linewidths. Several non-linear spectroscopy techniques, such as TR-FWM and TI-FWM [59] are 
available to study the linewidth broadening mechanisms. The decay of TI-FWM signal as a 
function of time can be connected to the homogeneous linewidth [38] in the presence of 
inhomogeneity, as was discussed in Section 2.1. Obtaining accurate measurement, however, 
becomes challenging for samples with moderate inhomogeneity. In a rephrasing scan, TR-FWM 
can be employed to extract the homogeneous and inhomogeneous linewidths separately. The 
linewidth of the emitted photon echo signal can be correlated with the accurate measurement of 
inhomogeneity whereas the signal decay, with respect to the τ delay, measures the homogeneous 
linewidth. However the photon echo might not be well resolved in the presence of many-body 
interactions in the system. Furthermore, quantum beating, originating from degenerate 
resonances, can also distort the TR-FWM signal [60, 61]. 
2D spectroscopy, however, is capable of overcoming the aforementioned hindrances. In fact, a 
quick look into a 2D diagram provides qualitative information regarding the homogeneous and  
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Figure 2.8: Simulated 2D-spectrum representing a resonance obtained from a two level system. 
The cross-diagonal width marked with yellow arrows represents the homogeneous linewidth 
whereas the linewidth associated with the diagonal, marked with red arrows represent the 
inhomogeneity present in the system. 
 
inhomogeneous broadening. As depicted in Figure 2.8, the cross-diagonal peak width of the 
resonance (marked with yellow arrows) is correlated with the homogeneous linewidth, whereas 
the peak width along the diagonal (marked with red arrows) is associated with the 
inhomogeneous linewidth. Previous works have shown that the diagonal and cross-diagonal line 
widths are coupled [62, 63], thus obtaining accurate quantitative information of the 
corresponding linewidths are not trivial, however it is possible to decouple the line-widths of a 
two-dimensional spectrum by employing an analytical solution to the optical Bloch equation 
[63]. Using Fourier transformation, a signal can be achieved within both the time and frequency 
domain. Applying the Projection Slice Theorem of Fourier transforms [64], a correlation 
between the slice line cuts in the time domain and line-cuts in the frequency domain can be 
established. 
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Chapter 3 
 
 
Experimental Implementation: A Continuously Tunable Optical 
Multidimensional Fourier Transform Spectrometer 
 
Partial content of this chapter has been published in “Dey. P. et al., Review of Scientific 
Instruments, 84, 023107, Copyright (2013), AIP Publishing LLC”. Copyright permission is 
included in Appendix B. 
 
The optical multidimensional Fourier-transform spectroscopy requires subwavelength stability, 
and two primary methods of implementation exist; 1) passive stabilization that requires 
construction of common paths using optical elements [1-3] and 2) active stabilization by 
employing feedback loops for compensating the effects of mechanical drift. [4-12]. In addition, 
the use of diffractive optics elements in order to create spatially separated pulses [1, 2, 13] as 
well as pulse shapers for varying time and phase of the individual pulses [14,1-3, 5, 6, 15, 16], 
have also been reported from previously developed schemes. 
    A Multidimensional Optical Nonlinear spectrometer (MONSTR) is a robust, ultra-stable 
platform that possesses three sets of folded Michelson interferometers which can be actively 
phase-stabilized. The set-up is based on nonlinear excitation scheme where a phase stabilized 
reference pulse is used for heterodyne detection of the induced signal. Four identical laser pulses  
in a box geometry are generated as output and so it is possible to vary the time delays between 
the pulses arbitrarily while maintaining the phase stability. Such an arrangement is ideal for 
performing coherent optical experiments. The MONSTR set up became popular in the last few 
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years for its capability to perform two-dimensional Fourier transform (2DFT) spectroscopic 
experiments on several materials, such as: semiconductor quantum wells, [11, 17–19] colloidal 
quantum dots, [20] and atomic gases. [21,22]. This set-up is based on a three-pulse FWM 
technique where the fourth pulse is used as a phase-stable reference pulse.  
     This chapter will discuss the development of the MONSTR set-up in detail, as well as offer 
reports on overcoming some important limitations stemming from the original design of the 
MONSTR apparatus [12]. The set-up is a closed and sturdy platform, which is advantageous 
because it provides high stability while performing coherent experiments. In addition, it 
maintains the optical alignment inside the apparatus over long period of time. 
     In the original design, the tunbility was limited as the set-up was developed with optical 
components that possess a narrow spectral range. In order to achieve broad range tunability we 
have incorporated modifications in the internal optics and have used broadband-coated and 
wedged beam splitters and compensator plates. By incorporating these changes in combination 
with modifications to the beam path, we have achieved continuous tunability from 520-1100 nm 
without the requirement of changing any internal optical components. A wavelength range 
between 520-720 nm is crucially important for conducting research with biological molecules 
[12, 23-35]. A 488.5 nm single longitudinal mode metrology laser is used to ensure phase 
stability while performing experiments in this wavelength range. The choice of this shorter 
wavelength metrology laser further increased the phase stability of the system compared to the 
usual 632.8 nm HeNe laser. Finally, a simple method has been developed for performing 
experiments in the reflection geometry where active phase stabilization is achieved between the 
signal and the reference beam by using a metrology laser of appropriate wavelength that 
collinearly propagates with the signal and the reference beam (details in Section 3.3.2).  
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Figure 3.1: A two dimensional Fourier transform spectroscopy set-up with active interferometric 
phase stabilization. The MONSTR setup produces four phase stabilized femtosecond ultrafast 
laser beams. Three of them are used to produce FWM signal whereas the fourth beam is used as 
a reference pulse. The reference and signal are spectrally interfered in order to achieve 
information of the amplitude and phase of the complex FWM field. Active phase stabilization is 
achieved by monitoring the interference fringe produced from continuous wave metrology laser 
that collinearly propagates with the femtosecond pulse. A 488.5 nanometer single longitudinal 
mode blue laser is used as the metrology laser for experiments between the spectral range 
between 520-720 nm. For the spectral range above 720 nm, a 632.8 nm HeNe single longitudinal 
mode laser acts as a metrology laser. An external interferometer is required to maintain the phase 
stability between signal and reference pulse. (DCM: Dichroic mirrors; PZT: Piezo-electric 
transducer;  L1: Focusing lens;  L2: Collimation lens; BS: Beam Splitter ) 
 
 
Figure 3.1 depicts the experimental setup in the transmission mode. The apparatus consists of a 
nested and folded Michaelson interferometer which generates four phase stabilized beams as 
output. The phase stabilization procedure is discussed in detail in section 3.1.  
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3.1 Active interferometric phase stabilization with a broad range of tunability: 
The active phase stabilization procedure requires four femtosecond laser pulses as an excitation 
source used in the original design [12]. The delay and the time ordering of those pulses can be 
varied arbitrarily, as shown in the figure 3.2. 
              
Figure 3.2: A Schematic exhibits nested Michaelson interferometers where collinearly 
propagating femtosecond laser pulse along with a continuous wave (CW) laser serve as inputs. A 
50:50 beam-splitter (BS1) splits the fields in equal power which propagates in the two arms of an 
interferometer. Each interferometer arm consists of another beam-splitter (BS2 and BS3) to 
transform each arm into another interferometer. As a result four output beams A*, B, C and 
reference are generated that exit through a long-pass dichroic mirrors (DCMs). The CW laser 
reflects back from the DCM and produces interference fringes. This fringe serves as an error 
signal and fed as an input into the servo loop filter.  
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A mode-locked Ti:Sapphire MIRA 900 (pumped by a 10W and 532 nm Verdi Laser) oscillator is 
used as the source of femtosecond excitation. The wavelength of the oscillator is tunable 
between 720-920 nm. The repetition rate is 76 MHz and the pulse duration is in between 130-
150 fs. For visible and infrared excitation, an APE optical parametric oscillator (OPO) is 
employed. The OPO is pumped by the MIRA 900 oscillator. The combination of the oscillator 
and OPO is capable of covering a wavelength range from 500-1500 nm. The center wavelength 
of the excitation pulse is tuned depending on the sample bandgap under consideration. The 
femtosecond pulse is combined with a continuous wave (CW) metrology laser that collinearly 
propagates with the fs-pulse and acts as an input into the MONSTR set-up. The MONSTR set-up 
can be perceived as a nested Michaelson interferometer represented in the schematic diagram in 
Figure 3.2.  The input lasers are split by a 50:50 beam-splitter (BS) so that fields of equal power 
are propagating in the two arms of an interferometer. In order to ensure tunability over wide 
spectral range, broadband-coated beam splitters are used which divide the beam nearly 50% over 
a wavelength range between 350 nm and 1100 nm. More importantly, a 30 arc min wedge on the 
back surface assures that the back reﬂection diverges with respect to the front surface. In the 
absence of the wedge in the back surface, careful antireﬂection coating is needed. If the back 
surface is not antireﬂection coated, the back reﬂections generate undesired interferences of the 
metrology laser, which affects the error signals and the phase stability of the setup. Therefore, 
the antireﬂection coating of the back surface would have to match the spectral range of the front 
surface coating. The wedged beam splitters provide clean error signals without the need for  the 
antireﬂection coating of the back surface, which greatly simpliﬁes the requirements on the 
employed optics. Each arm of the interferometer in the schematic diagram 3.2 is also 
transformed into an interferometer; so that four femtosecond laser excitation can be generated 
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from one single beam. A long-pass dichroic mirror (DCM) is placed at the end of each of the 
four arms. The femtosecond excitation pulse transmits through the DCM while the metrology 
CW laser reflects back from the DCM. The reflected CW laser beams recombine and leave the 
opposite port of the beam splitters. The interference generated between pulse pairs A*-B, C-Ref 
and all four beams together are used as error signals. These three sets of error signals 
(interference patterns) are imparted into three photodiodes. The signals detected by the 
photodiodes are used as an input for servo feedback electronics. The optical path-length can be 
perturbed by any sort of mechanical drifts, such as, instabilities in optical components, air-
current etc. thus, produces drifts in the interference fringe with respect to the zero-crossover 
reference point.  This deviation acts as an error signal and is fed into the servo loop filter. The 
output of the servo loop filter is connected to a piezoelectric (PZT) controller. The output of the 
PZT controller compensates the error signal by adjusting the voltage of piezoelectric transducers 
that are connected to the back of the mirror in the interferometric arm. There are total three 
mirrors with piezoelectric transducer attached that are used for compensating the error signals 
generated from, a) A*-B, b) C-Ref and c) all four beams together. During the data collection 
process, the delay stages are engaged via a computer-controlled interface in order to stabilize all 
four pulses and their corresponding delays. After the data acquisition at a certain delay, the delay 
stages are disengaged in order to move the scanning pulse. Upon completion of movement, the 
scanning stages are engaged again to acquire data. This iterative process continues until the full 
scan length is covered.  
The schematic depicted in Figure 3.2 is implemented into a continuously tunable MONSTR. The 
MONSTR consists of two decks, a top-deck and a bottom-deck. Each deck is milled from cast-
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aluminum plates to install the delay stages and necessary optical elements to form an 
interferometer, shown in Figure 3.3.  
 
 
Figure 3.3:  Schematic of two decks of the MONSTR setup. The interferometer in the bottom 
generated output beams C and reference while the top deck produce beams A* and B. Four delay 
stages, A, B, C and X are employed to create the pulse ordering and delays. Stage A and B are 
responsible for scanning pulse B and A* respectively and creating the necessary pulse delays. 
Stage X moves both pulse C and reference with respect to top deck. The delay between pulses C 
and reference is controlled by stage C. Upon aligning both decks separately the top deck is 
flipped and fastened over the bottom deck to complete the MONSTR assembly. 
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(BS: Beam-splitter; CP: Compensator plate; PZT: Piezo-electric tranducer; P1: periscope mirror 
at the bottom deck that sends the laser pulses to the top deck; P2: periscope mirror at the top 
deck that receives the laser pulses from the bottom deck;  DCM: dichroic mirror) 
 
The top-deck forms an interferometer between pulse A* and B while the bottom-deck provides 
an interferometer between pulse C and reference. Once two interferometers are formed 
separately, the top-deck is flipped upside down and fastened over the bottom-deck. An additional 
interferometer is formed from this two-deck assembly, providing the interference between all 
four beams. This is described as a “between-deck” (or inter-deck). Four delay stages, A, B, C 
and X, are employed in order to create the pulse delay during an experiment. Stages A, B and C 
are identical and capable of 5 cm of travel while the long delay stage X travels 20 cm. Stage A 
and B are responsible for scanning pulse B and A*, respectively, and for generating the 
necessary delays between them where as stage X moves pulse C and reference with respect to 
top deck. The delay between pulses C and reference is controlled by stage C. Each deck is 
aligned separately so that the output provides two ultrashort fs pulses that are horizontally apart 
by 1 inch from each other. Upon completion of the full MONSTR assembly, the gap between the 
optics assemblies between two decks are about 5 cm and generates an output of four beams at 
each corner of a 1 inch square box. A CAD drawing of the compact MONSTR assembly is 
shown in Figure 3.4. A long pass 2 inch dichroic mirror is placed at the output path so that fs 
pulses can transmit through and the CW metrology laser reflects back into the MONSTR in order 
to complete the interferometer. Three interference fringes exits from the opposite side of the 
entrance side are shown in the Figure 3.3. The interference generated by pulse A*- B and C-
reference are categorized as top-deck and bottom-deck fringes respectively, whereas the 
interference among all four beams is denoted as between-deck fringe. 
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Figure 3.4: CAD drawing of the MONSTR assembly. Reproduced from P.Dey et al., Review of 
Scientific Instruments 84,023107, (2013)  
 
Upon achieving the fringes, each interferometer arm is dithered to confirm stable PZT driving. 
During the dithering process, each piezo transducer is modulated with a 10V sine wave and the 
response is monitored on a 100 MHz four-channel oscilloscope. 4 volt peak-to-peak amplitude is 
considered ideal for the dithering response. Once a smooth, symmetric response is obtained, the 
servo loop offset is adjusted so that dithering oscillates symmetrically with respect to 0 V. This 
procedure is repeated for all three decks in the order of bottom, top and between decks 
respectively. An additional external interferometer is shown in Figure 3.1. This interferometer is 
built to maintain the phase stability between signal and reference pulses. This is discussed in 
detail in Section 3.3. The sample within the cryostat is left outside the interferometric loop and 
any phase changes due to the cryostat drifts are not compensated by the PZT of the external 
interferometer. However, by using a sturdy mounting of the cryostat, such drifts have been 
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eliminated and therefore the experimental data is not affected. The whole experimental set up is 
built on an air-floated optical table and housed inside a plexi-glass box to circumvent the 
ambient vibration and influence of air-currents.  
3.2 Four-wave mixing generation:                                                                      
Femtosecond pulses, in a box geometry, produced from the ultra-stable MONSTR set-up are 
employed to generate the three-pulse four wave mixing signal in-order to probe the non-linear 
(third order) response from the sample. A polarizer assembly is placed right after the output of 
the MONSTR (Figure 3.1).  This assembly is composed of four sets of quarter wave plates, 
linear polarizer and half wave plates that have been used for generating different polarization 
where the polarization of each pulse can be modified independently. This is particularly 
important because probing a certain coherent pathway, originating from the dipole selection 
rules, requires the ability of adjusting the polarization of each beam independently. After the 
beams pass through the polarizer assembly, they are imparted on a two-inch diameter plano-
convex lens (L1 in Figure 3.1), in-order to focus the beams on to the sample. FWM generation 
requires only three beams so the fourth beam is blocked with a beam blocker. Three pulses, 𝐴∗, 
𝐵 and 𝐶 with wave vectors 𝒌𝐴 , 𝒌𝐵 and 𝒌𝐶 are focused on the sample where the diameter of the 
focal spot varies between 80-100 µm. The FWM signal emerged in the phase matched direction 
𝒌𝑆 =  −𝒌𝐴 + 𝒌𝐵 + 𝒌𝐶  , the direction of the fourth corner. As mentioned before, specific types of 
2D spectra (example: rephrasing, non-rephasing etc.) can be generated by changing the pulse 
ordering as well as selecting specific scanning axis. The advantage of the box geometry is that 
the direction of the FWM signal remains fixed irrespective of different time-ordering and scan 
delays. As the signal follows the same direction of the fourth (blocked) beam, the alignment 
starts with the fourth beam that acts as a tracer beam. Once the tracer is aligned properly to the 
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spectrometer, it is blocked. This tracer beam is later enrouted using a beam-splitter and used as a 
reference pulse for spectral interferometry, as discussed in Section 3.3. In order to probe the 
FWM response, it is crucially important to have the precise information regarding the exact 
timing of each pulse. After the pulses pass through the focusing lens, the beams are partially 
reflected using a two inch window, shown in Figure 3.8, to create a replica focus that is imaged 
onto a CCD [36]. Depending on the angle of the interfering pulses, horizontal vertical and 
diagonal spatial interference patterns can be imaged on to the CCD. When all four pulses are 
imparted on the sample at precisely at same time, it generates a checkerboard pattern as shown in 
Figure 3.5(d) 
            
Figure 3.5: Spatial interference pattern between a) 𝐴∗-𝐵, b) 𝐴∗-𝐶 and c) 𝐶-𝑅𝑒𝑓. d) A checker-
board pattern is generated when all four beams interfere at time zero.  
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Figure 3.6: Field correlation between pulses A* and B, where pulse B(stage A) is scanned ±30 
µm keeping A* fixed, from its approximate time zero value. Employing the least-square fitting, 
accurate time zero position is obtained. 
 
To probe the time zero position, field correlation scans are performed by taking into account one 
pair of pulses at a time. As one pulse is scanned, the other remains fixed. This result a double 
Gaussian envelop, obtained by integrating the fringe intensity over the scan range. The 
experimentally obtained field correlation is then fit to a sinusoidal function with a double 
Gaussian envelop. The time delay associated with the peak amplitude is taken as a zero delay 
(time-zero) value between two pulses. This procedure starts with the top deck keeping pulse A* 
fixed and scanning pulse B (stage A). Upon achieving the time zero value between A* and B, 
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pulse C (stage X) is scanned with respect to pulse A* and the time-zero value is obtained for C. 
Finally keeping pulse C fixed, the reference pulse (Stage C) is scanned to obtain the time zero 
value for reference and therefore, of all four pulses gets set to their respective time-zero 
positions. The samples are placed in a cold finger liquid helium flow cryostat (microstat) for 
experiments in the transmission (reflection) mode. An optical chopper is employed to modulate 
two beams (pulse A* and C) with two different frequencies, ΩA and ΩC. The differences between 
the two frequencies are fed to a lock-in-amplifier as a reference frequency known as ΩR = ΩA - 
ΩC. Using a slow detector, the FWM signal is detected at the reference frequency of ΩR. As the 
TIFWM signal is generated with the interaction of three incident pulses, the signal should 
disappear if one of the beam (especially the unmodulated beam) is blocked. This can be used as a 
quick check to confirm the presence of the signal. The strength of the FWM signal is sample 
dependent. GaAs samples [18] exhibit TIFWM with high signal to noise ratio and SRFWM 
signal at zero delay. On the contrary, quantum dots [20] and transition metal dichalcogenides 
[37] possess a much broader excitonic linewidth and are often buried under scattered light. To 
overcome such situations, the FWM signal amplitude and phase is measured by employing two-
dimensional Fourier transform spectral interferometry [38-40]. 
 
3.3   Fourier transform spectral interferometry: 
The implementation of the 2DFT requires heterodyne detection of the FWM signal, which is 
achieved by collinearly combining it with a split off reference beam. The reference beam acts as 
a local oscillator whose amplitude and phase is well characterized. This reference pulse is 
recombined with the FWM signal using a beam splitter that is shown in Figure 3.1 (transmission 
geometry) and in Figure 3.8 (reflection geometry). In addition to the three interferometers inside 
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of the MONSTR set-up, an additional external interferometer is necessary as the FWM and the 
reference follow a different path. The pulse delay between the reference and signal is adjusted by 
using a translation stage in the reference path where the delay has been created manually. The 
spectral interferogram between the signal and reference, commonly known as heterodyne 
detection, are dispersed into a 0.75 meter imaging spectrometer and are detected by a 
thermoelectrically cooled CCD detector.  
The signal-reference spectral interferogram can be expressed as [41]: 
 |𝐸𝑠(𝜔𝑡) + 𝐸𝑅(𝜔𝑡)|
2 = |𝐸𝑠(𝜔𝑡)|
2+|𝐸𝑅(𝜔𝑡)|
2 + 2𝑅𝑒{𝐸𝑠(𝜔𝑡)𝐸𝑅
∗ (𝜔𝑡)} (3.1) 
 
Where 𝐸𝑠(𝜔𝑡) and 𝐸𝑅(𝜔𝑡) are the signal and reference electric fields respectively. The first two 
terms in the right hand side of equation 3.1 represents the power spectra of FWM and reference 
whereas the third term is the interferometric term shown in Figure 3.7 and represented as : 
 𝑆(𝜔𝑡) =  2𝑅𝑒{𝐸𝑠(𝜔𝑡)𝐸𝑅
∗ (𝜔𝑡)} (3.2) 
 
By subtracting the FWM and reference power spectra the term in equation 3.2 can be isolated. 
An inverse Fourier transform𝐹−1: 
 𝑆(𝑡) =  𝐹−1{𝑆(𝜔𝑡)} = 𝑓(𝑡 − 𝛿𝑡) (3.3) 
 
 reveals the FWM peak in real time, where 𝛿𝑡 is the delay time between signal and reference. A 
Heaviside window function 𝛳(𝑡 − 𝛿𝑡) is used to filter out the unnecessary noise associated with 
the signal.  Post filtering, the signal is Fourier transformed again to express the signal into the 
frequency domain. It is then multiplied by a phase factor, exp(𝑖𝜔𝑡𝛿𝑡), in order to remove the 
phase associated with the signal-reference delay. This term is then divided by reference 
amplitude term to retrieve the complex FWM field [41], expressed as: 
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𝐸𝑠(𝜔𝑡) =
𝐹{𝛳(𝑡 − 𝛿𝑡) ∗ 𝐹−1{𝑆(𝜔𝑡)}}𝑒
𝑖𝜔𝑡𝛿𝑡
𝐸𝑅
∗ (𝜔𝑡)
 (3.4) 
        
The extracted amplitude and phase for GaSe sample is shown in Figure 3.7. This procedure is 
only applicable when phase of the reference pulse is constant with respect to 𝜔𝑡. This thesis has 
only dealt with situation where the phase of the reference pulse always remained fixed. 
 
Figure 3.7: (a) Reference (black) and heterodyne signal (red). Heterodyne signal from bulk GaSe 
is generated by interfering the FWM and reference, for the excitation pulses resonant with bulk 
GaSe sample. (b) The interference term is isolated by subtracting the signal and reference power 
spectra from Eqn. 3.1 and its mathematical form is depicted in equation 3.2. (c) The retrieved 
FWM spectral amplitude and (d) retrieved phase of the complex FWM signal. 
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If the phase of the reference pulse varies as a function of 𝜔𝑡, one need to characterize the beam 
as described in Ref. 42 before performing spectral interferometry between reference and signal. 
 
3.3.1 All optical global phase retrieval: 
The third order non-linear response function of a material is correlated through the global phase 
of the system and is independent from the phases associated with the spectral interferometry as 
well as the incident excitation pulses. The real and imaginary parts of a complex FWM signal 
can be separately retrieved from the global phase [43]. Ref. 36 describes the detailed method of 
obtaining the global phase, where the full phase associated with the third order nonlinear 
response from the sample is expressed as: 
 𝜙𝐺𝑙𝑜𝑏𝑎𝑙 = 𝜙𝑃(3) =  𝜙𝑆𝑅 −  𝜙𝐶𝐴𝑀 − 𝜙𝑇𝑅 (3.5) 
 
where 𝜙𝑆𝑅 is the phase extracted from the spectral interferogram between signal and reference, 
as shown  in Figure 3.7(d). In order to retrieve  𝜙𝐶𝐴𝑀 , the interference patterns from the top and 
bottom deck (shown in Figure 3.5(a) and 3.5(c)) obtained from the replica focus is integrated. 
𝜙𝐶𝐴𝑀 represents the phase difference of the integrated interference pattern between bottom and 
top deck. 𝜙𝑇𝑅 is achieved similarly as 𝜙𝑆𝑅 is obtained. The only difference found in this situation 
is that the interferometry is generated between tracer and reference beam. Spectrally resolved 
transient absorption (SRTA) can also be employed to retrieve the phase by mimicking the 
excitation condition in pump-probe geometry. The significant advantage to all-optical technique 
over SRTA is that this technique can be successfully applied in cases of low power excitation, 
cross-linearly polarized excitation [44], and few virtual-echo techniques [45] where SRTA is not 
applicable. 
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3.3.2   Performing 2DFT experiment in reflection geometry: 
For several materials, substrate removal is not a plausible option as it could give rise to 
numerous difficulties. For example: removing substrate could distort the incoming beam and 
substrates could be either opaque or absorbing. In such situations, it is beneficial to work with 
reflection geometry. A well-defined phase relationship needs to be maintained between two 
beams (FWM signal and reference beam) in order to produce meaningful 2DFT data from the 
spectral interferrograms. To fulfill phase stability, the path difference between FWM and 
reference are maintained with subwavelength precision. We developed a simple method, 
compared to previously developed schemes [12], in order to achieve active phase stabilization. In 
several cases the reference beam precedes the excitation pulses. As a result, it cannot be reflected 
as it would act as a “pre-excitation”. This creates an obstacle to uncover the actual underlying 
physics form a material. Figure 3.8 demonstrates the top-view schematic of the FWM and 
reference beam path. A portion of the reference beam is split off and collinearly recombined with 
the FWM signal to achieve heterodyne detection. In addition, the sample is placed in a way such 
that the angle between the sample and the output beams from the MONSTR is slightly off from 
being perpendicular to each other. As a result, the incident excitation pulses and the reflected 
FWM signal follow different directions, thus making them easily separable from each other. A 
portion of the metrology laser is co-propagated along the same path as the reference and FWM. 
An additional interferometer is formed between the signal and reference using proper beam 
splitters. The obtained interference fringe is fed into a photodiode that monitors and drift in the 
beam path. One mirror in the reference path is placed on a piezoelectric transducer, which is 
responsible for correcting the drifts during the data acquisition process. This method is much 
simpler instead of using excitation beam “C” and the reference beam (discussed in details in Ref. 
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12), as it discards the need of coupling very weak beams (~µW power) into a single mode fiber. 
Therefore, our process of maintaining phase stabilization is straightforward, less time consuming 
and independent of the power of the excitation beams, that signiﬁcantly simpliﬁes the 
implementation of 2DFT measurements at low excitation power densities.  
 
                            
 
Figure 3.8: Top view of the external 2DFT setup. In order to maintain phase stability between the 
FWM signal and the reference beam. A metrology laser collinearly propagates with FWM and 
reference. The metrology laser light is reﬂected back by dichroic mirrors and the interference 
pattern is detected with the photodiode. Any mechanical drifts are compensated using a 
piezoelectric transducer driven by high speed loop ﬁlter. (PD: Photodiode, BS: Beam-splitter, 
DCM: Dichroic mirror, PZT: piezoelectric transducer) 
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3.3.3   2DFT in the 520 nm–700 nm spectral range: 
 
Continuous tunability in the spectral range between 520 nm -720 nm is achieved by employing a 
488.5 nm single longitudinal mode metrology laser. As the metrology laser is required to 
propagate through the MONSTR set-up, several meters of coherence length are needed to obtain 
measurable interference fringes at the diagnostic port. To serve our purpose, Coherent Sapphire 
488-20 is used as it has a tendency to run single longitudinal mode. Ref. 46 provides a thorough 
description of the working details of Sapphire 488. The only components that need to be replaced 
while using a 488.5 nm laser instead of 632.8 nm conventional HeNe laser, are the two inch 
diameter long pass DCM at the output port of the MONSTR block from where the fs laser pulses 
are transmitted (see Figure 3.8) and beam splitters are used in the external loop.  
                               
Figure 3.9: The error signals from the “top-deck,” “between-deck,” and “bottom-deck” 
interferometers recorded for approximately 10 minutes with and without active stabilization. The 
active stabilization was achieved using the 488.5 nm single longitudinal mode laser. The “top 
deck” error signal is only shown here. The measured mean interferometer displacement is ±1.62 
nm for “top” and “bottom deck,” and ±1.55 nm for the “between deck,” respectively. 
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Figure 3.9 exhibits all the error signals obtained by using the 488.5 nm metrology laser. These 
error signals represent the drifts in the interferometric arms of the MONSTR (bottom, top and 
between/inter deck) that are recorded with photodiodes at the diagnostic port. An error signal 
from the top deck over the period of 10 minutes is recorded when the feedback loops are 
disengaged (see Figure 3.9). As a result, drifts in the path length occur and change the phase 
relationship between excitation beams. By engaging active phase stabilization, the error signals 
can be held at 0V. An offset of 1 volt between the bottom and inter deck, as well as the top and 
inter deck are purposefully generated so that the performance of the respective decks are clearly 
visible. The standard deviation of the variation in locked signal is equivalent to ~2nm of motion 
which corresponds to a phase stabilization of λ/100 up to λ/400. In the 2DFT technique, the 
experimental data is obtained by recording the spectral interferograms while scanning one time 
delay (either τ or T). For example, in SI technique, τ delay is scanned with interferometric 
precision in order to collect the data. As the emission is already in frequency domain (ωt), a 2D 
map can be obtained through Fourier transforming the τ delay. In order to perform proper 
Fourier transformation, accurate stepping along τ delay is essential. This requirement is fulfilled 
by the metrology laser. The data is collected in the multiples of the laser wavelength fraction of 
λ/4, where λ/4 corresponds to one full fringe in the error signal and λ corresponds to 488.5 nm. 
As mentioned in Section 3.1, piezoelectric transducers operated by the loop-filters are 
responsible for accurate stepping with < λ/100 precision. The resolution of our delay stages are 
~1 nm, which produces increased errors over longer stepping distances and results unequal step 
sizes. This requires error correction either after every step or after every λ/4 (depending on the 
step size) to achieve a meaningful Fourier transformation. Figure 3.10(a) and (b) shows the error 
signals when the τ delay is scanned. For the first case, (3.10(a)) error signals are read and 
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corrected after every laser fringe (i.e λ/4 step) whereas for 3.10(b) corrections have been applied 
after a full λ stepping. Needless to say, λ/4 stepping is more accurate but takes a much longer 
time to complete the data acquisition. An output coupler is used in front of the metrology laser to 
prevent back reflected light from the internal optics of the MONSTR that could potentially create 
disturbance in the operation of the metrology laser.  The data collection procedure is exhibited in 
the form of a flow chart shown in Figure 3.11. The same procedure and algorithm is followed for 
data collection both in transmission and reflection mode. 
 
    
Figure 3.10: (a) and (b) The “top-deck” error signal during scan. In (a) the correction due to the 
stepping inaccuracy of the delay stages has been applied after every laser fringe (after 488.5/4 
nm), whereas in (b) the correction is applied after four fringes (after 488.5 nm) 
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Figure 3.11: Flow chart of the data acquisition. In order to ensure identical steps during the scan, 
the error signals are read and the correction distance in nm is calculated. The calculation of the 
correction distance d and sign is straightforward based on the deviation of the error voltage from 
zero, the sign, and the initial voltage slope. The correction distance is applied to the next step of 
the delay stages to ensure that the stepping error never surpasses λ/16. Larger errors in the 
stepping of the delay stages can cause the feedback loop ﬁlters and PZTs to skip an entire fringe. 
 
 
3.4 Results:  
Figure 3.12 shows the results obtained from our custom-made MONSTR set-up. Two different 
samples, (a) CdSe/ZnSe core/shell colloidal quantum dots and (b) GaAs four quantum well are 
chosen for this purpose in order to demonstrate tunability. In both cases, a rephrasing scan (SI) is 
performed and experimental data is obtained through the reflection geometry scheme. The 
core/shell quantum dot samples are prepared using the drop-cast method; the 2DFT results are 
demonstrated in Figure 3.12(a). A 488.5 nm single longitudinal mode laser is used to assure 
interferometric accuracy during the scan. A dichroic high-pass filter, with a cut-off wavelength at 
505 nm, is used that transmitted the fs pulse and reflected the metrology laser. The real part of 
the 2DFT spectra is exhibited here, showing that the system is inhomogeneously broadened and 
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that the inhomogeneity is possibly originating from the size distribution of the colloidal quantum 
dots. The cross diagonal line profile provides the information regarding homogeneous linewidth. 
In this particular case, the homogeneous broadening is determined by the phonon assisted 
dephasing of the excitons. Recent studies have reported much longer no-phonon dephasing 
associated with much narrower homogeneous broadening [47]. This requires scanning the τ axis 
for very long delay. We haven’t made any attempt to resolve the no-phonon line.  
      In order to demonstrate that reflection mode experiments are applicable for wavelengths 
above 720 nm, results were obtained from a GaAs four quantum well. The real part of the 2DFT 
data is shown in figure 3.12(a). A 632.8 nm HeNe laser is employed to maintain the 
interferometric accuracy during data acquisition. Although substrate removal is possible for 
GaAs quantum wells, the mechanical and chemical etching process develops random strains in 
the quantum well layers; therefore the system becomes inhomogeneously broadened. The 
diagonal line profile provides information of inhomogeneity of the sample. 
            
 
Figure 3.12. (a) The real part of 2DFT spectra from CdSe/ZnS core/shell colloidal quantum dots 
at 4.5 K using an excitation density of 0.5 mW per excitation beam. (b) The real part of 2DFT 
spectra from GaAs quantum wells at 4.5 K using an excitation density of 100 µW per excitation 
beam.    
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A supremely narrow diagonal line width of the 2DFT spectra (~1 meV) indicates great quality of 
sample. The quality of the sample remained intact as any substrate removal was not performed. 
 
3.5 Conclusion: 
 
In conclusion, we have successfully implemented two crucial advancements into the original 
design [12] of the multidimensional optical nonlinear spectrometer set-up (MONSTR). Firstly, 
our set-up is capable of performing experiments over a large spectral range (520-1100 nm) 
without needing to change the internal optics in the apparatus. This is essential as the advantage 
of MONSTR is based on its sturdy construction and reduced degrees of freedom. A 488.5 nm 
metrology laser has been used successfully to maintain the phase stability for performing two 
dimensional spectroscopic experiments in the wavelength range between 520-720 nm. This 
spectral range is significant for studying biological molecules. Secondly, a simple modified 
external set-up was developed to perform experiment in reflection geometry without changing 
the data collection algorithm as used in transmission geometry. This particular experimental 
scheme is advantageous where substrate removal is not a plausible option. 
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Chapter 4 
 
Mechanism of Excitonic Dephasing in Layered InSe Crystals 
 
 
The content of this chapter has been published in “Dey. P. et al., Phys. Rev. B, American 
Physical Society 89, 125128, Copyright (2014)”  
 
The quantum dynamics of excitons in single crystalline bulk Indium Selenide (InSe) sample are 
explored upon employing non-linear coherent optical spectroscopy techniques. A thorough 
picture of excitonic dephasing and lifetime are obtained by using three pulse four-wave mixing. 
Two dimensional Fourier transform spectroscopy (2DFT) uncovered the coherent contributions 
from the excitation of the continuum states. The many body interactions in the system are probed 
through temperature and excitation density dependent 2DFT experiments. Temperature 
dependence of the homogenous linewidth of the main resonant peak provides crucial information 
regarding exciton-phonon interaction. The exciton scattering cross section, as well as the low 
temperature limit of the homogeneous linewidth is obtained by fitting a theoretical model to the 
experimental data. The Ab-initio theoretical calculation reveals that an out-of-plane phonon-
mode is responsible for the linewidth broadening as a function of temperature. Excitation density 
dependent 2DFT results exhibit the presence of a strong excitation induced dephasing that is 
originating from exciton-exciton scattering.   
 
4.1 Introduction: 
 
The celebrated discovery of graphene [1] has attracted a great deal of attention in academia as 
well as in the direction of high performance device fabrication. This one atom thick carbon 
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material ignited the research for materials that can be made perfectly two-dimensional. In spite 
of having several fascinating properties, including ultrahigh carrier mobility [2-4] and superior 
mechanical [5-7] strength, the lack of a direct energy band-gap makes it difficult to use graphene 
in switching circuits and logic electronics application. Recent discovery of monolayer transition 
metal dichalcogenides has been suggested as an alternative owing to the fact that these materials 
possess a sizable direct band-gap in a perfectly two dimensional state [8]. This generated a 
wealth of interest in device fabrication using monolayer TMD based materials [9-10]. 
Furthermore, atomically thin TMDs possess intrinsic inversion symmetry breaking, leading to a 
coupled valley that can be spin-polarized with incident excitation of a particular helicity [11-17]. 
Therefore, it can potentially be used in the building of quantum information devices. With these 
new advancements, it becomes important to explore new layered materials that could exhibit 
higher carrier mobilities as well as different band-gap sizes. With the presence of van dar Waals 
stacking, similar to TMDs, it is possible to fabricate two dimensional monolayer samples from 
III-VI layered semiconductors that could be used in developing new field effect transistors. InSe 
could possibly become an important candidate for this purpose, as this material demonstrates a 
direct band gap in near infrared wavelength range, possesses high chemical stability and the p- 
and n- type doping could be manipulated. Recently, group III–VI chalcogenides have exhibited 
interesting excitonic dynamics, including the non-Markovian memory effects observed in GaSe, 
resulting from exciton-phonon interactions [18]. However, exciton dynamics in the InSe layered 
crystals remained rather unexplored. This chapter will present a series of coherent measurement 
using time integrated four wave mixing and 2DFT techniques in order to obtain a detailed 
understanding of exciton dynamics in bulk InSe crystals.  
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4.2 Sample and experiment: 
Among several different polytopes, varies based on the stacking sequences, bulk InSe belongs to 
a rhombohedral layered phase and is recognized as γ–InSe, belonging to the space group R3m. 
Figure 4.1 represents the primitive unit cell of γ -rhombohedral InSe, containing three layers. 
Each individual layer consists of four closely packed, covalently bound, monoatomic sheets in 
the sequence Se-In-In-Se. Within each plane, atoms form hexagons, interacting by weak van der 
Waals forces among the layers. High-quality γ -InSe crystals were grown using the Bridgman 
method from a nonstoichiometric melt, In1.03Se0.97. The crystals were undoped, exhibiting 
unintentional n-type conductivity with a majority of carrier concentration in the 10
14
 cm
−3 
range. 
To begin with the bulk, flakes were peeled off from as single crystalline γ –InSe sample and 
glued with crystal bond into a flat silica substrate. The sample is then thinned down to submicron 
thickness via mechanically exfoliation using scotch tape. Figure 4.1(b) represents an optical 
microscopic image of the sample after exfoliation. All the experimental data was collected from 
a ∼0.6-μm-thick region. It is worthy to note that both crystal bond and the substrate are optically 
transparent at the experimental regime, and therefore have no effect on the experimental 
spectroscopic results.  
          γ -InSe is a direct band-gap semiconductor with a band gap at the Z point of the Brillouin 
zone [19]. In the bulk regime, the reported value energy band-gap at low temperature is ∼1.3 eV 
that corresponds to a wavelength is equivalent to ∼ 931 nm. The resonant excitation is achieved 
by tuning a standard oscillator that provides ∼130 fs laser pulses with a 76 MHz repetition rate. 
Our MONSTR set-up was employed to perform coherent time resolved experiments. The basic 
experimental techniques used and their implementation are discussed in detail in Chapter 2 and 3 
respectively. The sample was placed in a cold finger cryostat in order to perform low  
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Figure 4.1: (a) Crystal structure of γ –rhombohedral InSe, where the unit cell extends over three 
layers bound through van der Waals interaction along the c axis. (b) Optical microscopy image 
of the InSe sample.  
 
temperature measurement so that the phonon vibrations could be minimized. 
 
4.3 Results and discussion:  
 
Several efforts have already been made to reveal a detailed picture of the electronic properties of 
bulk InSe [19-26]. Even though the electronic structure possesses a direct gap, experimental 
studies exhibited modification in the electronic structure in InSe under external pressure as the 
material undergoes to a transition from direct to indirect band gap [24]. The valance band 
maximum and the conduction band minimum are believed to possess Г1 and Г2 symmetry 
respectively. In contrast, the symmetry of the dipole operator for light polarized perpendicular to 
the c axis belongs toГ3, thus the fundamental transition of Г1 →  Г2 should be dipole forbidden. 
This only becomes allowable through a weak spin-orbit interaction in the double-group 
representation, with relatively low oscillator strength [19]. It is challenging to probe the non-
linear response through time-resolved spectroscopy for systems with low oscillator strength. 
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Absorption studies reveal the presence of free excitons with binding energy ~14.5 meV. The 
Bohr radius of free excitons was estimated to be 50 Ǻ, which corresponds to a real-space 
extension over three unit cells of the γ polytype [19, 27].  
        Figure 4.2 represents the time integrated four wave mixing spectra revealing the excitonic 
dephasing and excitonic lifetimes respectively. The time-integrated FWM decays as exp(−2τ/T2), 
where T2 is the dephasing time and is related to homogeneous linewidth according to γ = 2ħ/T2 
[28]. The dephasing information is obtained by scanning the τ axis where the T axis is 
maintained with a constant value. Figure 4.2(a) exhibits the dephasing spectra at T= 0, which 
decayed exponentially with T2 ~ 1.4 ps. An initial rapid decay, followed by a rapid recovery, has 
been observed and has been attributed to the destructive interference of the 1s exciton with the 
continuum states [29, 30].  
 
 
Figure 4.2: (a) Time-integrated FWM data at 5K. (b) Population decay of excitons at 5K. Filled 
(blue) circles and squares are experimental data, whereas the solid (red) line is the exponential 
fit, respectively. 
 
This experimentally obtained dephasing time is comparable with earlier measurements in other 
III-VI layered semiconductors [31]. The dephasing measurements were done for several fixed T 
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delays but the dephasing time remained fixed. The information of excitonic lifetime is achieved 
by scanning T axis while keeping the τ axis fixed. A theoretical single exponential fit is 
employed to unveil the excitonic lifetime, which was discovered to be T1 ~ 1.2 ns. This value is 
relatively larger compared to previously estimated values [32]. Due to this long population time 
for the excitons, the dephasing time remained constant in various T values. The dephasing time 
T2 could be approximated as pure dephasing time T2* as it is much shorter compared to the 
population time. 
 
4.3.1 2DFT spectroscopy: 
 
Figure 4.3(a)-(c) represents the 2DFT spectra obtained from bulk InSe. Each figure contains four 
segments where each of the segments is represented by same energy scale. The top left part 
shows three different spectra: (i) The absorption spectra collected from a large area of the sample 
(represented with the red dashed line) using a white light source, (ii) The laser excitation spectra 
(solid black line) and (iii) The absorption spectra collected from the region of the sample form 
where the 2DFT experimental data were obtained using the laser excitation. The absorption 
obtained via laser source is much narrower compared to the large area absorption. This is 
because, obtaining data form a smaller region removes the thickness variation. The bottom left 
and bottom right part represents the amplitude and the real part of the complex signal amplitude. 
The real part is obtained by employing the method explained in Ref. 33. The top right figure 
represents the spectrally resolved four wave mixing signal obtained from the samples. Let’s start 
our discussion from Figure 4.3(a). The data is collected in resonant condition. In addition to the 
1s excitonic resonance shown as peak A, a weaker elongated peak labeled as B, appears below 
the diagonal in the 2D map. In order to uncover the origin of peak 2DFT experiments were  
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Figure 4.3: (a–c) 2DFT spectra from the ∼0.6-μm-thick InSe crystal for resonant, high-energy, 
and low-energy excitation, respectively. Bottom left: Amplitudes. Bottom right: Real part of the 
complex amplitude. Peak A corresponds to the 1s exciton resonance, whereas peak B is stronger 
for high-energy excitation. Top left: 1s exciton absorption peak [dashed red line] as obtained 
from the entire sample, 1s exciton peak [solid blue line] obtained from the region of the sample 
where 2DFT experiments were performed, and laser excitation spectra (solid black line). Top 
right: Corresponding spectrally resolved FWM data. (d) Spectrally resolved FWM for all three 
excitations are shown together for comparison. 
 
performed in two off-resonant conditions. Figure 4.3(b) exhibits the case where the incident laser 
pulse energy is higher than the resonant energy. Surprisingly, this strengthens the intensity of 
peak B at about half of the intensity of 1s excitonic resonance peak A. In contrast, peak B almost 
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vanishes completely when the excitation laser in tuned towards lower energies as shown in 
Figure 4.3(c). This indicates that peak B is likely originating from coherent excitation of 
continuum states. The projection of the real part of the 2DFT spectra on 𝜔𝑡 axis provides 
information about whether the line shapes are absorptive, emissive or dispersive. This 2D 
projection is also compared with the data obtained from differential absorption. The emissive 
line shape confirms the presence of continuum states. 
     The elongation of the peak B vertically, and the appearance below the diagonal, are both the 
result of excitation induced dephasing [34]. The spectrally resolved FWM is shown in Fig. 4(d) 
for the three excitation conditions. A small many-body induced renormalization shift toward 
lower energies can be observed as the excitation energy is shifted toward the continuum [35]. 
Furthermore, charged carriers are efficient at dephasing excitons. As a result, a modest line 
broadening is also observed when the continuum states are excited.  
 
4.3.2 Temperature dependent homogeneous linewidth: 
 
Exciton-phonon interaction is one of the leading causes of efficient excitonic dephasing. In order 
to probe the effect of such many body interactions, temperature dependent measurements need to 
be employed. Several 2DFT spectra are obtained as a function of temperature. By taking the 
cross diagonal profile cut, the homogeneous linewidths are obtained from each spectrum and 
then plotted as a function of temperature as shown in Figure 4.4(a). It is believed that both 
acoustic and optical phonon influence the linewidth broadening; acoustic phonons dominates at 
low temperature, whereas the effect of optical phonon becomes pronounced in higher 
temperature (~ 40K and above). In previous works, where the exciton-phonon interactions were 
explored in semiconductor quantum wells, it was reported that both acoustic and optical phonon 
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contributions need to be included while performing theoretical fitting [36]. The first term in Eq. 
(4.1) symbolizes the temperature independent homogeneous linewidth where the second term 
correspond the contribution form elastic acoustic phonon which gives rise to linear temperature 
independence. The associated fitting parameter “a” is representative of acoustic phonon 
scattering coefficient. The third term includes the optical phonon contribution that is associated 
with the average optical phonon with frequency Ω. The fitting using Eq. (4.1) reproduces well 
with the experimentally measured linewidths.  
 
𝛾 = 𝛾∗ + 𝑎𝑇 +
𝑏
[𝑒𝑥𝑝 (
ħ𝛺
𝑘𝑇) − 1]
 (4.1) 
 
Previous temperature dependent absorption studies revealed there is a strong interaction with a 
14-meV phonon [19]. The existence of a dominant 14 meV (113 cm
−1
) phonon mode is clearly 
supported by our fitting results and is chosen as the average phonon frequency Ω. The theoretical 
fitting exhibited in Figure 4(a) leads to a = 26 μeV/K. In addition, optical phonon scattering 
cross section b = 6.1 meV of excitons was also retrieved. Finally, the temperature-independent 
dephasing leads to the offset of the curve at 0 K and is γ∗ ∼ 0.8 meV.                    
          In order to provide theoretical validation to our experimentally determined dominant 
phonon mode, total energy calculations were performed within the framework of the density 
functional theory and the projector-augmented wave method, as implemented in the Vienna ab 
initio simulation package [37-42]. Figure 4.4(c) exhibits the calculated partial density of states 
(DOS). The contribution from “In” and “Se” atoms are represented through the black solid and 
red dashed line respectively in the figure. The contribution to the phonon density of states for 
energies below 14 meV is dominated by “In” atoms whereas for energies higher than 20 meV 
most of the contributions to the DOS evolve form “Se”. The contributions from each of the 
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atoms are equally shared only in the energy range between 14-18 meV, thus supports our 
experimental observation. A close examination of the phonon energies at the Г point reveals a 
mode at 15.8 meV with an A1 irreducible representation, which corresponds to the vibration of 
the Indium layer moving against the Selenium layer as shown in Fig. 4.4(b). Except for this 
particular energy, no other phonon mode can be found in this energy range at the Г point, thus 
only out-of-plane vibration of the Indium and Selenium atoms are responsible for the observed 
excitonic dephasing. The energy value obtained from this calculation is in agreement with earlier 
phonon dispersion calculations and Raman scattering measurements which have identified the A1 
phonon mode at 115.8±0.6 cm
-1
 [43]. Additionally, previous studies have proven that, in the A1 
phonon mode, the layers move against each other in the opposite direction. 
  
4.3.3 Excitation-induced dephasing: 
 
Exciton-exciton and exciton-carrier scattering is a common source that gives rise to efficient 
excitonic dephasing even at low temperatures [44]. In order to investigate the role of excitation-
induced effects in bulk InSe crystals, 2DFT experiments are performed over a range of excitation 
powers between 1.68 μJ/cm2 to 0.084 μJ/cm2  (per beam) which are used to excite the sample. 
The homogeneous linewidths are observed to get broader as a function of the increasing incident 
excitation power. This fact indicates strong excitation-induced broadening. Previous works in 
GaAs quantum well reported that excitation-induced dephasing is enhanced as a result of 
reducing the dimensions, in comparison to the bulk crystals [45]. Strong exciton-exciton 
scattering-induced dephasing is common in nanomaterials as a result of the reduced 
dimensionality and has also been observed in single-walled semiconducting carbon nanotubes 
[46]. Analogous to the temperature dependent 2DFT method, the homogeneous linewidths are 
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measured by using the cross-diagonal linewidth profile of the 2DFT spectra and the obtained 
linewidths are plotted as a function of excitation density in Figure 4.4(d). The experimental data 
is then fitted using the known linear dependence: 
 𝛾 = 𝛾∗ + 𝛽𝑛𝑥 (4.2) 
 
      
   
 
Figure 4.4: (a) Temperature dependence of the excitonic homogeneous linewidth. Filled (blue) 
squares are the experimentally measured linewidths, whereas the solid (red) line is the fitting 
using Eq. (6.1). (b)The calculated phonon mode corresponding to the out-of-plane vibration, 
where In and Se atoms vibrate against each other. (c) Partial phonon density of states calculated 
ab-initio, showing that the low-frequency phonons originate predominantly from the heavier In 
atom, whereas the higher frequency phonons originate from the lighter Se atom. Between 14 and 
18 meV the contributions to the phonons from both atoms are almost equal. The out-of-plane 
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phonon mode thought to efficiently scatter excitons in InSe is denoted by the (blue) arrow. (d) 
Excitation density dependence of the homogeneous linewidth. Filled (blue) squares are the 
experimentally measured linewidths, whereas the solid (red) line is the linear fit. 
 
where 𝛾∗ is the density independent homogeneous width and 𝛽 is the exciton-exciton and 
exciton-carrier scattering coefficient, and 𝑛𝑥 is the excitation density [28,45,46]. The residual 
excitation density-independent linewidth obtained from the theoretical fitting is given as γ∗ ∼ 0.8 
meV. The strong excitation-induced dephasing observed could be the combined effect of 
predominantly exciton-exciton scattering and, to a lesser extent, scattering by the continuum free 
carriers.  
 
4.4 Conclusion 
 
In conclusion, we have carefully measured the dephasing of excitons in the layered material, 
InSe. The dephasing time, T2, was measured to be ∼1.4 ps. The excitons exhibit the long 
population lifetime, T1, of 1.2 ns, in agreement with only weakly allowed transitions. Strong 
excitation induced dephasing due to exciton-exciton and exciton-carrier scattering was also 
observed. Furthermore, based on the present temperature-dependent 2DFT measurements and 
previous absorption spectroscopy data, a dominant, likely out-of-plane, 113–116 cm−1 phonon 
mode was identified, leading to efficient excitonic dephasing. The presence of a phonon mode at 
this energy is in agreement with previous studies and was confirmed by Ab-initio calculations of 
the phonon DOS. At the low temperature and low excitation density limit, a residual ∼0.8 meV 
homogeneous linewidth was determined. 
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Chapter 5 
 
 
Biexciton Formation and Exciton Coherent Coupling in Layered GaSe 
 
 
The content of this chapter has been published in “Dey. P. et al., Journal of Chemical Physics, 
142,212422, Copyright (2015), AIP Publishing LLC” Copyright permission is included in 
Appendix C. 
 
The structure of the 1s excitonic ground state, along with the associated optical responses in 
layered GaSe bulk crystals, are probed by linear absorption and non-linear two dimensional 
Fourier transform (2DFT) spectroscopy. The absorption spectroscopy reveals a doublet structure, 
representing the splitting of the excitonic ground state into singlet and triplet states. The 2DFT 
spectra, acquired with co-linearly polarized light exhibit the presence of an extra peak in 
combination with the doublet structure. This extra cross-peak evolves as a result of coherent 
energy transfer between the singlet and the triplet states. Excitation with cross-linear polarization 
uncovers a new peak possibly originating from bound biexitons. Although biexcitonic effects are 
thought to be strong in this material, only moderate contributions from bound biexciton creation 
can be observed with a binding energy of ∼2 meV. The polarization dependent experimental 
results are well reproduced by simulation using the optical Bloch equation for a four-level 
system. The many body interactions were included phenomenologically in the simulation. 
Temperature dependent absorption and 2DFT measurements, combined with state-of-the-art “Ab 
initio” theoretical calculations of the phonon spectra, indicate strong interaction with the out-of-
plane 𝐴1
′   phonon mode. The presence of strong excitation induced dephasing was revealed by 
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excitation density dependent 2DFT measurements which provide the excitation density 
independent homogeneous linewidth. 
5.1 Introduction: 
Bulk GaSe is one of the most popular layered semiconductors belonging to the III-VI family. In 
such layered materials, the crystal structure is highly anisotropic and consists of covalently 
bonded atomic layers that are bound by weak van der Waals interactions. The two-dimensional 
layers of GaSe are composed of gallium and selenium atoms at opposite corners of the hexagons. 
The ε-polytype, crystal structure consists of two layers, wherein each layer possesses eight atoms 
in the unit cell and the resulting crystal belongs to the 𝐷3ℎ
1  space group [1].
 
Early experiments, in 
combination with band-structure calculations, concluded that the direct and indirect gap energies 
are very close at ambient pressure and at room temperature [2].
 
Furthermore, time-resolved 
spectroscopy has provided important insights into the carrier dynamics in GaSe. The relaxation 
of high energy carriers and the formation of exciton in GaSe were studied by time-resolved 
photoluminescence techniques [3]. These studies observed a faster relaxation in the sub-
picosecond time scale due to Fröhlich interaction of carriers with the longitudinal optical E′ 
phonons and a slower component that is caused by deformation potential interaction with the 
nonpolar optical 𝐴1
′  phonons. Furthermore, theoretical studies, Hall mobility, and absorption 
measurements have suggested that the electron-phonon interactions in GaSe are primarily caused 
by the deformation potential coupling to the 𝐴1
′   phonon mode of ∼16.7 meV [4-8]. 
More recently, bulk GaSe has been studied using time-integrated, time-resolved, and spectrally 
resolved four wave mixing (FWM) experiments. Time integrated FWM was employed to probe 
the dephasing dynamics. Assuming the echo behavior the homogeneous linewidth can be 
deduced. Previous studies has also reported such echo behavior using time resolved FWM, 
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which originates as a result of inhomogeneous broadening in the system due to a stacking 
disorder in the system. Compared to the estimated homogeneous linewidth in layered GaSe, 
substantial inhomogeneous broadening was observed [9].Combined studies of time-resolved and 
spectrally-resolved FWM have observed non-Markovian dynamics resulting from electron-
phonon interactions [10-12].
 
Recently, GaSe was also predicted to belong to a new class of 
topological insulator [13]. These unusual electronic properties make GaSe interesting both for 
theoretical investigations and potential applications in semiconducting devices. 
   In this present study, we have observed coherent energy transfer between two sub-states of the 
ground state excitonic resonance. After careful consideration of other possibilities, the doublet 
structure observed is assigned to the splitting of the excitonic ground spin states due to exchange 
interactions. Polarization-dependent 2DFT spectra reveal a new peak originating from the bound 
biexciton. The relative strength of the biexciton peak suggests only moderate biexciton creation.  
The biexcitn binding energy of ~2meV is estimated from experimentally measured 2DFT 
spectra. Simulation of the 2DFT spectra using the optical Bloch equations for a four-level system 
reproduces the experimental data well and confirms coherent energy transfer between the two 
excitonic fine structure components induced by many-body interactions. Furthermore, detailed 
temperature dependent absorption and 2DFT measurements, when combined with “Ab initio” 
phonon calculations, provide important insights into the electron-phonon interactions. In 
particular, we identify the 𝐴1
′   mode as the dominant phonon responsible for excitonic dephasing 
in this material. The “zero-Kelvin” band gap renormalization energy can be estimated from the 
energy shift of the band gap as a function of temperature. Excitation density dependent 
measurements reveal excitation induced dephasing (EID) likely due to exciton-exciton 
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scattering. The residual homogeneous linewidth of the excitonic resonance limited by low 
excitation density and low temperature is measured: ∼0.61 meV. 
 
 
5.2 Sample and experimental technique: 
 
The coherent response of semiconductors is directly related to both the electronic structure of the 
excitonic ground state and the many-body interactions taking place. Three pulse FWM was 
employed to obtain the dephasing and population time as discussed in Chapter 2 and 3. Enhanced 
understanding of the coherent dynamics of semiconductors and semiconductor nanomaterials can 
be obtained by using multidimensional Fourier-transform spectroscopy. In the present 2DFT 
experiments, the FWM signal field is recorded during the time delays τ and t simultaneously, and 
the phase information is preserved. The Fourier transform with respect to these two time delays 
produces a two-dimensional map in frequency domain where the 𝜔𝜏 (absorption) and 𝜔𝑡  
(emission) axis are correlated. All experimental measurements were performed using our 
custom-built MONSTR instrument, as described in Chapter 3. In the present time resolved study, 
∼130 fs laser pulses at 76 MHz repetition rate are provided by an oscillator. The light generated 
by the oscillator is used to pump an optical parametric oscillator (OPO), which splits the 
frequency of the pumping oscillator into signal and idler. The desired excitation wavelength of 
587.6 nm for the experiments is provided by the intracavity second harmonic of the signal. The 
cavity length of the OPO is actively stabilized in order to provide a stable laser power. The 2DFT 
setup that is used to perform measurements at these wavelengths was recently developed and a 
detailed description can be found in Chapter 3 [14, 15]. High quality undoped ε-GaSe crystals 
were grown using the Bridgman method. The primitive unit cell of ε−GaSe contains two layers, 
each consisting of four closely packed, covalently bound, monoatomic sheets in the sequence 
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Se–Ga–Ga–Se. Within each plane, atoms form hexagons interacting by weak van der Waals 
forces between the layers, which is illustrated in Figure 5.1(a). The ε-GaSe crystals exhibited p-
type conductivity with a majority of the carrier concentration in the (1 − 5) × 1013 cm−3 range. 
The sample used in the present study is exfoliated down to sub-micron thickness. The optical 
microscopic image of the sample is shown in Figure 5.1(b). The data is collected from a ∼0.9 μm 
thick region. Absorption spectra are collected using a FTIR spectrometer. 
 
                                     
Figure 5.1: (a) Crystal structure of the ε−GaSe, where the unit cell extends over two layers bound 
through van der Waals interaction along the c-axis. The laser excitation shown is perpendicular 
to the covalently bound layers or parallel to the c-axis. (b) Optical microscopic image of the 
sample. All nonlinear spectroscopic data were collected from a ∼0.9 μm thick region. 
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5.3 Results and discussion: 
5.3.1 Electronic structure of the excitonic ground state: 
     
Figure 5.2: (a) Absorption spectra at 5 K of the 1s exciton from a large area of the sample. The 
overall linewidth is comparable to the values reported in the literature. The shoulder at lower 
energy indicates the presence of two transitions. (b) Absorption spectra at 5 K of the 1s exciton 
from a region of the sample with 0.9 μm uniform thickness. The same area was used in the 2DFT 
measurements. Two separate peaks are observed at 2.11067 eV and 2.11435 eV, with equal 
FWHM of 2.7 meV. Two Gaussian lines were used to fit the individual components (blue), 
whereas the red line is the addition of the two Gaussian lines and the black line is the 
experimental data. 
 
The absorption measurement acquired from high quality bulk GaSe reveals a doublet structure in 
the excitonic ground state, as shown in Figure 5.2. Figure 5.2 (a) represents the case where the 
data is collected from a large sample area with a white light source using a FTIR spectrometer. A 
doublet is marginally resolved in the spectra. The linewidth is dominated by inhomogeneous 
broadening, which possibly originates from a stacking disorder and varying thickness of the 
sample. The linewidth for both peaks are ~ 6.5 eV, which is similar to previously reported data 
[9]. The doublet structure is far well resolved when the absorption data has been obtained from a 
much smaller region of uniform thickness by employing an ultrashort laser pulse (Figure 5.2 (b)). 
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The thickness is estimated using the absorption coefficient measured in Ref. 16 and is found to 
be 0.9 µm. The linewidths are much narrower (~2.7 meV), as thickness variation and stacking 
disorder gets omitted. The energy separation between two peaks is measured as ~3.7 meV.  
          Several potential mechanisms could be responsible for the observed doublet fine structure: 
(i) During the crystal growth there could be mixing of different polytopes (ε- and γ-) that could 
coexist in the crystal where the excitonic transitions are slightly shifted in energy for different 
polytypes [17] ; (ii) for bulk GaSe, the direct band gap and an indirect band gap are very close in 
energy at ambient pressure [18], therefore the doublet structure could originate from direct and 
indirect excitonic transitions; (iii) finally, imposing an assumption that band mixing induced by 
the spin-orbit coupling is relatively weak, exchange interaction could cause a splitting of the 
ground state into a singlet and triplet state. Previous studies have reported that mixing of ε-and γ- 
polytypes will cause an energy shift of the exciton smaller than ∼0.2 meV [19], therefore we can 
rule out the possibility of polytype mixing.  
     In order to further investigate the origin of the doublet structure, we have performed 
polarization dependent two-dimensional Fourier transform spectroscopic measurements at low 
temperature (5K). Figure 5.3(b) exhibits the 2DFT result by using co-linearly polarized 
excitation; (XXXX) that correspond to the polarization of pulses of A∗, B, C, and detection, 
respectively. For comparison, the absorption spectra (in Figure 5.3(a)) and Figure 5.3 (b) are 
plotted in same energy scale. Peak A and B energetically coincide with the high and low energy 
absorption peak respectively. The appearance of peak B along the diagonal in the 2DFT spectra 
excludes biexciton formation as the origin of this resonance, since the biexciton peak is expected 
to appear off-diagonal [20]. Biexciton effects are predicted to be strong in this material, and the 
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energy of the separation of peak B from the resonance A scales reasonably well with the exciton 
binding energy [21].  
  
                           
Figure 5.3: (a) Red line is the absorption spectrum of the 1s exciton from the 0.9 μm uniform 
region of the sample. Black line is the excitation laser spectrum. (b) Magnitude and (c) real part 
of the 2DFT spectra of the GaSe 1s exciton using co-linearly (XXXX) polarized excitation. The 
polarizations correspond to A∗, B, C, and detection, respectively. Diagonal peaks are labeled as 
A and B, where A corresponds to the main 1s exciton peak, whereas B corresponds to the weaker 
low energy peak observed in the absorption spectra. The weak cross-peak in the 2DFT spectra 
above the diagonal is labeled as C. (d) Schematic of the transitions taking place. (e) Magnitude 
and (f) real part of the 2DFT spectra of the GaSe 1s exciton using cross-linearly (XYYX) 
polarized excitation. The polarizations correspond to A∗, B, C, and detection, respectively. Using 
the cross-polarized sequence the diagonal peaks are suppressed, revealing the existence of an off-
diagonal peak, labeled as D. 
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Therefore, it is evident that the 2DFT technique is superior when compared to other linear and 
non-linear techniques for discriminating biexcitonic features from resonences. In addition to 
peak A and B, a third cross peak C is visible that appears between peak A and B. The position of 
peak C indicates that the resonances A and B are correlated, thus it’s unlikely that the doublet 
structure visible in absorption studies are originating from different polytypes. The appearance of 
peak C suggests the presence of coherent energy transfer between the A and B excitons, 
mediated by many-body interactions.  
Two methods were employed to obtain the absolute phase of the FWM signal: (a) the absolute 
phase was retrieved by following the method described in Ref. 22 and (b) The projection of the 
real part of the complex FWM signal on the 𝜔𝑡 axis is compared with the differential absorption 
data. This allows the accuracy of the retrieved phase to be determined [23]. Figure 5.3(c) and 
5.3(f) exhibits the real parts and demonstrate dispersive line-shapes. A cross polarized excitation 
scheme (XYYX) is used to enhance the biexcitonic contribution present in the system, where 
XYYX correspond to A∗, B, C, and detection, respectively. Figure 5.3 (e) represents the 2DFT 
spectra collected with cross-polarized excitation. Varying from the previous observation, peak A 
looks significantly weaker whereas peak B is too weak to be observed. As a result, the cross peak 
C disappeared. A new peak marked as D has emerged towards the lower energy in the 𝜔𝑡 axis. 
The separation between A and D was measured ~ 2meV. This suggests that peak D represents 
biexcitons. Although very strong biexcitonic effects were thought to be present in GaSe, the 
strength of peak D indicates the creation of moderate biexcitons with binding energy ~2 meV. 
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Figure 5.4: (a)-(c) Magnitude and (d)-(f) real part of the 2DFT spectra of the GaSe 1s exciton 
using co-linearly (XXXX) polarized excitation at different temperatures, (a) and (d) at 5 K, (b) 
and (e) at 20 K, and (c) and (f) at 40 K. Peaks B and C become weaker with increasing 
temperature. All peaks shift towards lower energy with increasing temperature as a result of the 
band gap renormalization. 
 
In order to probe the relaxation pathway between resonances A and B, temperature dependent 
2DFT spectra (with collinearly polarized excitation scheme) was collected for three different 
temperatures (5K, 20K and 40 K), as shown in Figure 5.4. As discussed in Chapter 2, a major 
advantage of 2DFT lies in its capability of unambiguously extracting the accurate information of 
homogeneous linewidth in the presence inhomogeneity. The line profile along the diagonal 
(marked with dashed line in Figures 5.4(a)-5.4(f)) provides the information of the  
inhomogeneous linewidth, whereas the cross-diagonal profile reflects the homogeneous 
linewidth [24]. As a result of enhanced electron-phonon interaction, the homogeneous linewidth 
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of a system increases as a function of increasing temperature. Furthermore the resonances shift 
toward lower energies as the energy gap of the system shifts with increasing temperature. 
As temperature rises from 5K to 20K (Figure 5.4(b)), the change in the intensity ratio between 
peaks A and B are evident. Peak B becomes much weaker compared to peak A, but all three 
peaks (A, B and C) are still visible. As shown in figure 5.4(c), Peak B and C completely 
disappeared at 40K. The only dominant peak at this temperature is peak A, which shifted both in  
𝜔𝑡 and 𝜔𝜏 energy axis as a result of the temperature change. The fact that peak B vanishes with 
increasing temperature indicates the rate phonon scattering of excitons is higher in peak B than 
peak A. 
        Another reason for peak B being less intense compared to peak A could possibly because 
peak B represents an indirect gap transition. However indirect transition possesses very weakly 
intense peaks as the process from indirect to direct transition requires momentum conserving 
phonons. The strength of peak B achieved from the absorption spectra is at least 25% with 
respect to the dominant peak B. Furthermore, previous absorption and photoluminescence study 
in γ−GaSe revealed [16] the minimum energy separation between direct and indirect transition in 
this material is at least 6 meV. The presence of impurity further increases the energy separation. 
Recent studies of the electronic structure of GaSe at high pressure indicate a much larger energy 
difference between the direct and indirect band gaps [2, 25], thus, an indirect to direct band gap 
relaxation is rather unlikely. 
         Finally, the exchange interaction can give rise to a doublet structure, one singlet and one 
triplet component. The doublet character is well preserved as the band mixing originating from 
spin-orbit coupling is relatively weak [18]. Previous absorption studies have also reported similar 
substructures in both ε- and γ- polytypes [16, 18]. Following the assignment of Ref. 16 and Ref. 
117 
 
18, the singlet state, E
(1s)(Γ4), is associated with peak A whereas the triplet state E
(1s)(Γ6) is 
associated with peak B. In comparison to previously observed results the size of the energy 
splitting is relatively larger. This could occur possibly because the energy splitting is dependent 
on the strength of the spin-orbit coupling that gets affected by the mixture of ε- and γ- polytypes 
in GaSe. Additionally the singlet and triplet state assignment supports the fact that both peak A 
and B are originating from a direct gap transition and belong to the same center. Therefore, peak 
A and peak B are assigned to singlet state, E
(1s)(Γ4), and triplet state , E
(1s)(Γ6), of the direct 
exciton respectively. 
  
5.3.2 Simulation of the 2DFT spectra using the optical Bloch equations: 
In order to further understand the process through which peak C is originated, we employ a 
phenomenological model to simulate the coupling between the singlet and triplet excitation 
states. Taking the advantage of the Hilbert space transformation, one can directly map two 
independent two-level systems into a four-level system, without making any assumption 
regarding the coupling between exciton resonances (demonstrated in Figure 5.5(a)). The 
advantage of using a four-level system over two independent two-level system is, one can 
include the many-body interactions phenomenologically in a four-level system. States |?̅?⟩, |𝑋𝐵̅̅̅̅ ⟩ 
and |𝑋𝐴̅̅ ̅⟩ represents the crystal ground state before optical excitation, the triplet and the singlet 
excited states respectively, whereas |𝑋𝐴𝐵̅̅ ̅̅ ̅⟩ symbolizes simultaneous excitations from singlet and 
triplet states. The optical Bloch equation connects the density matrix elements to the coherent 
nonlinear signal. Therefore, it is possible to describe the system dynamics, such as dephasing and 
population relaxation, by using density matrix elements. Figure 5.3(b)-5.3(e) shows the 
simulated two dimensional spectra achieved by solving the optical Bloch equation purterbatively 
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up to the third order. The transitions (|?̅?⟩ ↔ |𝑋𝐴̅̅ ̅⟩) and (|?̅?⟩ ↔ |𝑋𝐵̅̅̅̅ ⟩) contributes to the first order 
in perturbation theory. Once these lower transitions are excited, (|𝑋𝐴̅̅ ̅⟩↔ |𝑋𝐴𝐵̅̅ ̅̅ ̅⟩) and (|𝑋𝐵̅̅̅̅ ⟩↔ 
|𝑋𝐴𝐵̅̅ ̅̅ ̅⟩) transitions contribute to the third order perturbation. Therefore, the type and strength of 
the interactions depend on the electronic and optical properties of the upper transitions, (|𝑋𝐴̅̅ ̅⟩↔ 
|𝑋𝐴𝐵̅̅ ̅̅ ̅⟩) and (|𝑋𝐵̅̅̅̅ ⟩↔ |𝑋𝐴𝐵̅̅ ̅̅ ̅⟩) [26]. Here we have taken into account the effects of excitation-
induced energy shift (EIS) and excitation-induced dephasing (EID), and are included 
phenomenologically in the optical Bloch equation. Employing a shift, EIS effects are modeled by 
breaking the energy equivalence of the lower and upper transitions in the four-level system. This 
is achieved by introducing a shift, ΔAB, in state|𝑋𝐴𝐵̅̅ ̅̅ ̅⟩. EID effects are included by increasing the 
dephasing rate of the upper state transition with respect to the lower state transition. This 
phenomenological technique has been applied successfully to different systems, including double 
quantum wells [27], modulation doped quantum wells [28], transition metal dichalcogenides [29] 
and modeling biexciton effects in quantum dots.[30, 31].  
    Our simulation show the singlet and triplet states of 1s excitonic ground state in bulk GaSe are 
coherently coupled via EIS and EID effects. Figure 5.5(b) and 5.5(c) displays the simulated 
absolute value and real part of the 2DFT spectra using collinearly polarized excitation. 
Experimentally measured homogeneous linewidth, inhomogeneous linewidth and relative 
magnitudes from absolute value spectrum and the positive/negative amplitudes from the real part 
spectrum are incorporated as input parameters in the simulation. Additionally doubly excited 
states are representative of either two singlet excitons or two triplet excitons and are also 
included to reproduce the dispersive lineshapes of peak A and B, as obtained from the real part 
of the 2DFT spectrum. Ref. 28 and the references therein discuss the calculation in details. The 
experimental results in figures 5.3(b) and 5.3(c) are reproduced by including ΔAB ≅ 0.1 meV 
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(EIS) and 𝛾𝐴𝐵′ ≅ 2𝛾𝐵 (EID), where 𝛾𝐴𝐵′ and 𝛾𝐵 are the respective dephasing rates for (|𝑋𝐵̅̅̅̅ ⟩↔ 
|𝑋𝐴𝐵̅̅ ̅̅ ̅⟩) and (|?̅?⟩ ↔ |𝑋𝐵̅̅̅̅ ⟩) transitions.  
                                
Figure 5.5: (a) Level scheme describing the excitonic system: two independent two-level systems 
are coupled to a four-level system through a Hilbert space transformation. Simulations using the 
optical Bloch equations, where many-body effects such EID and EIS are included 
phenomenologically. (b) Magnitude and (c) real part of the 2DFT spectra of the GaSe 1s exciton 
using co-linearly (XXXX) polarized excitation. The polarizations correspond to A∗, B, C, and 
detection, respectively. (d) Magnitude and (e) real part of the 2DFT spectra of the GaSe 1s 
exciton using cross-linearly (XYYX) polarized excitation. The polarizations correspond to A∗, B, 
C, and detection, respectively. 
 
The incorporation of the EIS effect produces two off-diagonal cross peaks, both above and below 
the dashed line of the 2DFT spectra. EID effect is included in order to model the low 
experimentally observed asymmetry. The presence of peak C and the absence of the cross peak 
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below the diagonal indicate that excitation of lower-energy triplet excitons causes additional pure 
dephasing of singlet excitons through triplet-singlet many-body interaction. All the experimental 
results were obtained at T=0. Therefore it can be deduced that if there is any incoherent energy 
transfer, it has to occur within the pulse duration. However this is unlikely and can be ruled out. 
We can conclude that the energy transfer between singlet and triplet states occur coherently as 
they are coherently coupled. This coherent coupling can be further investigated by performing 
two quantum experiments by keeping the τ delay fixed while scanning the T delay [32]. 
In order to examine the interaction between two excitons, simulations are performed to 
reproduce the experimental results for cross-linearly polarized pulse excitation scheme, as 
exhibited in figure 5.3(e) and 5.3(f). The simulated spectra shown in figure 5.5(d) and 5.5(e) are 
obtained by employing the same energy level diagram shown in Figure 5.5(a). The two 
independent many-body contributions can be included in the energy scheme by using linearly 
polarized dipole selection rules. One of them originates from the bound biexciton (peak D) 
which is red-shifted along the ħ𝜔𝑡 axis by the biexciton binding energy of ∼2 meV. The second 
term represents the scattering state of two interacting singlet excitons and gives rise to peak A on 
the diagonal of the 2DFT spectrum. 
 
5.3.3 Electron-phonon interactions:  
Detailed information regarding electron-phonon interaction in a system can be probed by 
monitoring the energy shift of the electronic band gap as a function of temperature. Temperature- 
dependent absorption provides both energy shift as well as the linewidth broadening of the 
excitonic resonances as a result of electron-phonon interaction [33]. The renormalization of the 
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electron with energy 𝐸𝑘
𝑜 and wave vector k is caused by the electron-phonon interactions can be 
written as: 
 𝐸𝑘 = 𝐸𝑘
𝑜 + ∆𝐾
𝐷𝑊 +  ∆𝐾
𝑆𝐸 + 𝑖𝛾𝑘 (5.1) 
 
where ∆𝐾
𝐷𝑊 symbolizes the Debye-Waller term and is responsible for energy shift. The 
combination of third and fourth term together represents the complex self-energy, where the real 
part,∆𝐾
𝑆𝐸, contributes to the energy shift and the imaginary part,  𝛾𝑘, is responsible for the 
linewidth broadening of the electronic states [34-37]. The accurate assessment of both Debye-
Waller and self-energy contributions are challenging, thus approximate models are required. 
Figure 5.6(a) exhibits a plot of energy shift of the exciton resonance as a function of increasing 
temperature. The black squares are the experimental data points whereas the red line signifies the 
theoretical fitting. The fitting procedure was performed using the approximate model as 
demonstrated in Ref. 37: 
𝐸𝑔 = 𝐸0 − 𝐸1[2 (exp (
Θ
𝑘𝑇
 ) − 1)
−1
+ 1] (5.2) 
 
where E0 and E1 are fitting parameters, whereas Θ is an average phonon energy. E0 and E1 
correspond to the unrenormalized “bare” band gap and the “zero-Kelvin” renormalization 
energy, respectively if the accurate average phonon energy is known [38]. However, a 
determination of exact average phonon energy is difficult. Instead of using average phonon 
energy, it is common to use the energy of a dominant phonon. 
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Figure 5.6: (a) Energy position of the exciton as a function of temperature obtained from 
absorption spectra reflecting the temperature dependence of the band gap. The black squares are 
the experimentally measured energy positions, whereas the red line is the fitting using Eq. (5.2). 
(b) The linewidth of the exciton obtained from absorption spectra as a function of temperature. 
The black squares are experimentally measured widths whereas the red line is the fit using Eq. 
(5.3). (c) Purely homogeneous linewidths obtained from the cross-diagonal profiles of the 2DFT 
spectra as a function of temperature. Black squares are the experimental data, whereas the red 
line is a linear fit which takes into account scattering with acoustic phonons. (d) Partial phonon 
density of states calculated “ab initio.” The blue line corresponds to the Ga atom contribution to 
the phonon DOS, whereas the red is the Se atom contribution. (e) The calculated out-of-plane 𝐴1
′  
phonon mode. 
 
By employing Θ = 16.6 meV that correspond to a 𝐴1
′  phonon mode, E0 = 2.1596 eV and E1 = 
47.2 meV, excellent fitting was achieved. In addition to energy shift linewidth broadening occurs 
as a function of temperature. Figure 5.6 (b) shows the plot from experimentally obtained 
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linewidths as a function of temperature. At low temperatures, acoustic phonon scattering 
contributes more into the linewidth broadening whereas optical phonon becomes dominant at 
higher temperatures typically above 50K. 
 The theoretical fit was performed according to: 
 
𝛾 =  𝛾𝐼 + 𝑎𝑇 +
𝑏
exp (Θ 𝑘𝑇) − 1⁄
 (5.3) 
 
where 𝛾𝐼, a and b represents the temperature independent inhomogeneous broadening, acaustic 
phonon scattering coefficient and optical phonon scattering coefficient respectively. The 
temperature independent homogeneous broadening term γ∗ is neglected as it is much smaller than 
𝛾𝐼 .As the inhomogeneous broadening is dominant at the low temperature the linear term “aT” 
has also been neglected. Using same phonon frequency Θ = 16.6 meV, an excellent fitting is 
obtained by taking the inhomogeneous contribution linewidth 𝛾𝐼 ∼ 6.5 meV. The optical phonon 
scattering parameter b = 8.92 meV is obtained from this theoretical fitting. In order to investigate 
the contribution from acoustic phonons temperature dependent 2DFT data were obtained. It was 
not possible to obtain data form GaSe crystals above 40K. The homogeneous linewidths were 
plotted by taking the cross diagonal profile from each 2DFT maps. Figure 5.6(c) corresponds to 
the plot of homogeneous linewidth with temperature. The experimental data was fitted with the 
linear equation: γ = γ∗ + aT. The fitting reveals the temperature independent homogeneous 
linewidth, γ∗ = 0.74 meV, and an acoustic phonon scattering coefficient, a ∼ 20 μeV /K. 
      In order to probe the predominant phonon mode responsible for excitonic dephasing, total 
energy calculations were performed using a Vienna “ab initio” simulation package (VASP) [39-
44].We have used a plane-wave energy cutoff of 620 eV in order to ensure high precision in our 
calculations. The exchange and correlation energy was described within the generalized gradient 
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approximation in the Perdew-Burke-Ernzerhof functional [44]. The Monkhorst-Pack schemewas 
employed for the Brillouin-zone integrations, with a mesh of 12 × 12 × 3 for the hexagonal setup 
with 8 atoms per unit cell [45]. In the configuration study, GaSe is composed of a series of layers 
with strong van der Waals interactions along the c axis. In order to account for these forces, we 
have used the proposed van der Waals functional, as described in Ref. 46 and implemented by 
VASP in Ref. 47. The optimized ground state corresponds to a crystal structure with 
𝑃6̅𝑚2 symmetry (space group 187) and has cell parameters of a = 3.72 Å and c = 15.13 Å (the 
primitive cell has only 4 atoms per unit cell). 
          In the equilibrium configuration, the forces are less than 3 meV/ Å per atom along each of 
the cell directions. The calculation of the dynamical matrix using the direct force constant 
approach (or supercell method), as implemented in the Phonopy code with a 3 × 3 × 3 supercell, 
requires highly converging results on forces [48]. The construction of the dynamical matrix at 
the Γ point is performed by using separate calculations of the forces, in which a fixed 
displacement from the equilibrium position of the atoms within the unit cell is considered. The 
symmetry reduces the number of such independent distortions to 8 independent displacements in 
the 8 atom unit cell. The calculated partial phonon density of states (DOS) is shown in Figure 
5.6(d). A close examination of the phonon energies at the Γ point reveals a mode at 16.6 meV 
with a 𝐴1
′  irreducible representation, which corresponds to the vibration of the Ga and Se layers 
moving against each other as shown in Figure 5.6(e). At the Γ point, no other phonon mode can 
be found in this energy range, which indicates that this is the only out-of-plane vibration of the 
Ga and Se atoms that dominates the exciton-phonon interactions. The amplitude of the 𝐴1
′  
vibration is almost the same for Ga and Se atoms, which implies that the layers are moving 
almost rigidly with respect to each other. 
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5.3.4 Excitation induced dephasing: 
 
                                           
Figure 5.7: Homogeneous linewidths of the exciton obtained from cross-diagonal fits of the 
2DFT spectra as a function of excitation density. Black squares are the experimental values, 
whereas the red line is a linear fit.  
 
Another source of homogeneous linewidth broadening originates from excitation induces effects, 
for example: exciton-exciton and exciton-carrier scattering. [49]. Excitation density dependent 
2DFT experiments for excitation power range between 0.58 μJ/cm2 to 2.1 μJ/cm2 were 
performed to gain information regarding the limiting homogeneous linewidth in our sample at a 
low temperature (5K). The homogeneous linewidths were obtained by taking the cross diagonal 
line profile. Linewidth broadening was observed with increasing excitation power indicating the 
excitation induced broadening effects. As previous studies have demonstrated, excitation induced 
dephasing is enhanced in GaSe quantum wells [50] and semiconducting single wall carbon 
nanotubes [51] as a result of reduced dimensionality. Figure 5.7 exhibits the plot of 
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homogeneous linewidth as a function of excitation density. The data is fitted using a known 
linear dependence, γ = γ∗ + βnx, where γ∗ represents the density independent homogeneous 
linewidth at low temperature, β symbolizes the exciton-exciton and exciton-carrier scattering 
coefficient whereas nx the excitation density [50-52]. Using the aforementioned fitting equation, 
we obtained a residual excitation density independent homogeneous linewidth γ∗ of ∼0.61 meV.        
 
5.4 Conclusion:  
In summary, a combined linear and 2DFT spectroscopy studies reveal a doublet structure in the 
1s excitonic ground state in layered bulk GaSe. Out of several possibilities, the origin of the 
doublet was assigned to a splitting of the excitonic ground state into the E(1s)(Γ4) singlet (peak 
A) and E
(1s)(Γ6) triplet (peak B).  2DFT spectra reveal a cross peak between the two resonance 
peaks A and B that originates due to coherent energy transfer from the triplet to singlet state. A 
2DFT spectroscopy in a cross-polarized excitation scheme reveals a new peak likely originating 
from biexcitons. Employing the Optical Bloch equation, where many-body effects are included 
phenomenologically, simulations were performed in order to reproduce the experimental 2DFT 
spectra. Only moderate contributions from biexciton creation could be observed although strong 
biexcitonic effects are thought to be present in this material. The biexciton binding energy was 
measured from the experimental data to be ∼2 meV. The presence of strongly interacting out-of-
plane 𝐴1
′  phonon mode is confirmed by ab theoretical calculations. Finally, excitation induced 
dephasing is observed by performing excitation density dependent 2DFT measurements, wherein 
the excitation density independent homogeneous linewidth of the excitons in bulk GaSe is 
measured as ∼0.61 meV. 
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Chapter 6 
 
 
Optical Coherence in Atomic Monolayer Transition Metal Dichalcogenides 
Limited by Electron-Phonon Interactions 
 
The content of this chapter has been accepted for publication in “Dey. P. et al., Phys. Rev. Lett., 
American Physical Society, Forthcoming (2016)” 
 
This chapter illustrates a thorough investigation on excitonic dephasing of three Mo and W based 
dichelcogenides (namely, MoS2, MoSe2 and WSe2, both in bulk and monolayer form) in order to 
unfold the key factors that control the optical coherence in these materials. Results obtained from 
three pulse four wave mixing, temperature dependent absorption and `Ab-initio’ theoretical 
calculations reveals that electron-phonon interaction is responsible for the fast dephasing in these 
aforementioned materials. The excitonic dephasing time varies slightly in bulk compared to its 
monolayer counterpart. This fact rules out the possibility that material imperfection is one of the 
prime factors influencing the fast dephasing process in monolayer samples. Temperature 
dependent absorption spectroscopy was employed to study the electronic band gap shift and 
excitonic linewidth broadening in bulk samples. The results reveal strong interaction with E' and 
E" phonon modes.  
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6.1     Introduciton: 
The layered transition metal dichalcogenides, commonly known as TMDs, have been attracting a 
lot of attention resulting from their fascinating physical properties that are achievable at the 
extreme nanoscale. Owing to the fact that TMDs can be transformed into a perfect two-
dimensional system, along with the presence of a sizable band-gap in the visible and near-
infrared regime, TMDs are established as one of the most sought after materials for their 
applications for transistors, photodiodes, sensors [1-11], and, more recently, as single photon 
sources [12-15]. Additionally, efforts have been made recently to develop TMD-based quantum 
computation devices, which require preservation of the optical coherence in these materials [16, 
17]. Therefore, it is crucial to develop a proper understanding concerning the key parameters that 
influence the optical coherence in monolayer TMDs. 
  As a bulk material, TMDs possesses an indirect bandgap; thus, optical responses are rather 
poor. However, when reduced to atomic monolayer, they transition to direct band gap materials, 
leading to greatly enhanced emission [1]. When excited with photons, electrons from the valance 
band are excited to the conduction band. The Coulomb interaction between a negatively charged 
electron and a positively charged hole forms neutral quasi-particles known as excitons. The 
optical properties in a semiconductor are determined by excitons, thus understanding their 
fundamental properties, such as coherence loss or dephasing and population decay are crucial for 
next generation optoelectronic device applications [18]. As monolayer TMDs demonstrate a 
direct band-gap, therefore, direct excitons dominate the optical properties near the band edge. 
Phonons play an important role in determining the optical coherence and lifetime of direct 
excitons through electron-phonon interactions [19]. In a material system, the inhomogeneous 
linewidth of excitons depend on the material imperfections, such as defects and dislocations; 
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thus, by improving the material quality, inhomogeneity can be greatly reduced. In contrast, 
excitonic homogeneous linewidths are affected by the fundamental interactions taking place in 
the system that could potentially place limitations on the material system. Electron-phonon 
interaction is one such fundamental many-body interaction that often determines the optical 
properties of materials and can be a limiting factor for many applications. The primary focus of 
our study is to advocate and unfold how fundamental interactions limit the homogeneous 
linewidth of exciton. Three representative TMDs, MoS2, MoSe2 and WSe2, both in atomically 
thick layer and bulk form, are employed for this purpose. As excitonic coherence is correlated 
with the homogeneous linewidth of the system, understanding the processes that leads to 
dephasing (coherence loss) is important to probe the key limiting factors [20]. In order to 
develop proper understanding of the dephasing mechanism, both experimental (linear and non-
linear) and theoretical studies are employed. 
     The dephasing dynamics are measured via time-integrated four-wave mixing. Data obtained 
from monolayer MoS2, MoSe2 and WSe2 is demonstrative of very fast dephasing. Additionally, 
the dephasing rate is also obtained from high quality WSe2 crystals. Surprisingly, the dephasing 
rate in bulk WSe2 crystals turned out to be very similar with its monolayer counterpart. This 
result indicates that sample imperfections originating from either mechanical exfoliation or 
choice of substrate are not the key factors for the observed fast dephasing. Therefore, the limiting 
mechanism is likely intrinsic. Temperature and excitation density dependent dephasing 
measurement done on monolayer MoS2 reveal a residual homogeneous excitonic linewidth for 
MoS2 of ~4.5 meV. This high value of homogeneous linewidth indicates temperature, i.e., 
electron-phonon interaction is the key factor that limits the optical coherence in TMDs. In order 
to probe the particular phonon mode, which is responsible for the electron-phonon interaction, 
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temperature-dependent absorption measurements are performed. The band-gap energy shift and 
linewidth broadening in bulk MoS2, MoSe2 and WSe2 crystals are measured to obtain the 
dominant phonon energies. To support our experimental data, state-of-the-art ‘Ab-initio’ 
calculations of the phonon energies and density of states are performed which reveal E' and E" 
phonon modes. The calculated phonon density of states in monolayer and bulk samples gives rise 
to almost indistinguishable results. These calculated out-of-plane phonon modes, interact with 
the electronic states and cause efficient dephasing in both bulk and monolayer TMDs. 
 
6.2 Experiment: 
Three-pulse four-wave mixing (FWM) technique is employed to measure the excitonic 
dephasing and excitonic lifetime directly. Three consecutive laser pulses excite the sample 
separated by two time delays τ and T. By maintaining the time delay T fixed and scanning τ in a 
time-integrated FWM experiment the dephasing time T2 can be measured. The dephasing time T2 
is related to the homogeneous linewidth by a simple relationship: 𝛾 = 2ħ 𝑇2
⁄ . Both monolayer 
and bulk samples are prepared using mechanical exfoliation. Monolayers are identified via 
optical microscopy. Figure 6.1 represents two monolayer samples MoSe2 and WSe2 respectively. 
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Figure 6.1: Optical micrograph of monolayer TMD samples of a) MoSe2 and b) WSe2 prepared 
by mechanical exfoliation. The thickness can be measured by employing atomic force 
microscopy in-order to confirm the presence of monolayer. 
 
6.3   Results and discussion: 
 
The time-integrated FWM measurements are shown in Figure 6.2. The dephasing time T2 has 
been measured for atomic monolayers of MoS2, WSe2 and MoSe2 to be 200 fs, 279 fs, and 394 fs  
respectively, showing a rapid decay for all the materials. Furthermore, we were able to measure 
the dephasing of direct excitons in bulk WSe2 shown in Figure 6.2(d) despite of the bulk material 
being an indirect band gap semiconductor. The dephasing time of 422 fs increased little in the 
bulk material as compared to the atomic monolayer WSe2. As atomic monolayer samples are 
exfoliated from bulk samples and are suspended on quartz substrates, defects could be introduced 
during the exfoliation process and the effect of the substrate could perhaps change the excitonic 
properties of the atomic monolayer samples. In bulk crystals, direct excitons are thought to have 
a lower binding energy than monolayers [21-25] and most excitons are well shielded from the 
substrate. The two-dimensional atomic layers deeper under the surface layers should not have 
sustained any mechanical damage through exfoliation. However, similar dephasing rate observed 
in bulk and atomic monolayer WSe2 suggest that it is caused by underlying intrinsic effects 
which are shared by both bulk and monolayer samples. 
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Figure 6.2: Time-integrated FWM of atomic monolayers (a) MoS2 (b) MoSe2 and (c) WSe2. (d) 
Time-integrated FWM of the direct excitons in bulk WSe2. The black symbols are the 
experimental data whereas the red line is the single exponential fit. 
 
     By maintaining the time delay τ = 0 ps fixed and scanning the time delay T the FWM 
intensity decays according to the population time T1. The population decay time of excitons in 
the WSe2 crystal was measured to decay very rapidly at ~3 ps. The rapid decay of the population 
is expected due to the large excitonic oscillator strength obtained from the absorption 
measurements. The rapid initial decay is followed by much longer decay time of ~100 ps likely 
due to trapped excitons at impurities or defects. The data are shown in Figure 6.3(a). The 
temperature dependence of the homogeneous linewidth for atomic monolayer MoS2 is shown in 
Figure 6.3(b) where the homogeneous linewidth increases very rapidly with temperature. At 
temperatures higher than 40 K, it exceeds our ability to measure it. The scattering rate of 
excitons with acoustic phonons at low temperature is described by a linear relationship  𝛾 =
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 𝛾∗ +  𝑎𝑇, where 𝛾∗ is the temperature independent broadening originating from other sources. 
The linear fit leads to an acoustic phonon scattering coefficient a ~ 45 µeV/K, which is large and 
indicates strong electron-phonon interactions. Furthermore, the excitation density dependence of 
the homogeneous linewidth γ is shown in Figure 6.3 (c), exhibits some excitation induced 
dephasing [26]. However, at the limit of `zero' excitation power, the residual homogeneous 
linewidth, independent of excitation density is ~ 4.5 meV. In order to obtain a quantitative 
understanding of the electron-phonon interaction in TMDs, we carefully measure the energy shift 
of the electronic band gap with temperature. Temperature dependent absorption spectra of the 
excitons provide the energy shift of the band gap with temperature and also the temperature 
broadening of the excitonic resonance. These effects result from electron-phonon interactions 
[27-31].     
 
Figure 6.3: (a) Time-integrated FWM intensity as a function of population time T. The black line 
is the experimental data whereas the red line is the double exponential fit with time constants of 
~3ps and ~100 ps. (b) Temperature dependence of the homogeneous linewidth for atomic 
monolayer MoS2. Squares are the measured values whereas the red line is the linear fit. (c) 
Excitation density dependence of the homogeneous linewidth for atomic monolayer MoS2. Black 
squares are the measured values whereas the red line is the linear fit. 
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The energy shift of the exciton resonance with temperature for bulk MoS2, MoSe2, and WSe2 
obtained from the absorption spectra are shown in Figure 6.4 (a-c), where the black squares are 
the experimental data and the red lines are the theoretical fit. The fitting procedure was 
performed using the approximate model introduced in Ref. 31: 
 
𝐸𝑔 = 𝐸0  −  𝐸1 [2(exp (
θ
𝑘𝑇
) −1)−1 + 1] (6.1) 
where E0 and E1 are the fitting parameters, whereas Ɵ is either a dominant phonon or an average 
phonon energy. The absorption spectra of the excitons in TMDs at low temperature are 
predominantly inhomogeneously broadened. The inhomogeneous broadening is due not only to 
intrinsic material imperfections but in bulk samples also due to varying thickness as result of the 
sample preparation. However, as the temperature rises, the phonon scattering leads to observable 
broadening since the line shapes are a convolution of homogeneous and inhomogeneous 
contributions. The linewidths of the exciton absorption spectra as a function of temperature for 
MoSe2 and WSe2 are plotted in Figure 6.4 (e-f), where the black squares are the experimental 
data and the red line is the theoretical fit. The theoretical fit was performed according to: 
 
𝛾 = 𝛾𝐼 +
𝑏
exp(𝜃 𝑘𝑇⁄ ) − 1
 (6.2) 
 
where 𝛾𝐼 is the temperature independent inhomogeneous broadening. Both the energy shift and 
broadening of the excitonic resonance can be fitted simultaneously by using a phonon energy Ɵ 
= 22.1, 16.3 and 15.5 meV for MoS2, WSe2, and MoSe2, respectively. In order to be able to 
identify the phonon energies and gain a deeper understanding of the dephasing mechanism, we 
performed state-of-the-art “Ab-initio” calculations of the phonon spectra and phonon DOS for 
bulk and atomic monolayer TMDs [32-41]. The phonon DOS for MoS2, WSe2, and MoSe2 are 
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shown in Figure 6.4 (g-i), where the blue arrows marks the energies of the Ɵ phonons obtained 
from the fitting of the experimental data. Clear peaks in the phonon DOS can be observed at 
these energies.  
 
 
Figure 6.4: (a) Temperature dependence of the electronic band gap for bulk (a) MoS2, (b) WSe2, 
and (c) MoSe2. The black squares are the experimental values whereas the red line is the fitting 
using equation (6.1). Linewidth broadening of the direct excitons in bulk (e) MoSe2 and (f) 
WSe2. The black squares are the experimental values whereas the red line is the fitting using 
equation (6.2) (d) Schematic of the E' and E" phonon modes which are a result of the fittings. 
Calculated phonon density of states for bulk (g) MoS2, (h) MoSe2, and (i) WSe2. The blue arrows 
indicate the phonon energies used in the fittings. 
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The calculations also reveal two phonon modes at these energies corresponding to the E' and E" 
representation. The calculated phonon energies are 23.3 (E') meV and 23.5 (E") meV for MoS2, 
12.6 (E') and 15.8 (E") for WSe2, and 15.8 meV (E') and 17.7 meV (E") for MoSe2 and a 
schematic of the vibration for both modes is shown in Figure 6.4 (d). These energies are very 
close to the observed phonon energies. However, the two modes are energetically very close 
which makes it difficult to distinguish them experimentally. 
We further proceed by examining the temperature dependence of the excitionic resonance and 
the electronic band gap for MoS2 atomic mononlayer. The experimental data together with the 
fits are shown in Figure 6.5(a) and 6.5(b) respectively. The same phonon energy has been used in 
the fitting procedure as used for the bulk MoS2 crystal, leading to very good agreement with the 
experimental data. The calculated phonon DOS for MoS2, WSe2, and MoSe2 atomic monolayer 
is shown in Figure 6.5c-e. The phonon DOS show very similar structure in particular around the 
E' and E" phonon modes. In Figure 6.5(f) the phonon DOS is shown for both, WSe2 atomic 
monolayer and bulk crystal for comparison. There is very minimal difference between the two 
spectra, indicating that the exciton-phonon interactions are expected to be very similar. This is 
well in agreement with the comparable exciton dephasing rates observed in atomic monolayer 
and bulk. The increased quantum confinement in atomic monolayer TMDs would lead to even 
stronger exciton scattering by phonons and as a result to even faster dephasing, which is in 
agreement with the experimental observation. 
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Figure 6.5: (a) Temperature broadening of the direct excitons for monolayer MoS2.(b) 
Temperature dependence of the electronic band gap in monolayer MoS2. Calculated phonon 
density of states for atomic monolayer (c) MoS2, (d) MoSe2, and (e)WSe2. (f) Comparison of the 
calculated phonon density of states for atomic monolayer and bulk WSe2. 
 
6.4 Summary: 
In summary, a detailed study of the dephasing mechanism of free direct excitons in bulk and 
monolayer TMD samples is presented. In spite of different confinement and exciton binding 
energies, the dephasing time is observed to be very similar in both bulk and monolayer samples. 
Temperature and excitation density-dependent dephasing in monolayer samples reveal that 
electron-phonon interactions are responsible for the rapid dephasing, therefore resulting in a 
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large homogeneous linewidth within the material system. Electron-phonon interactions in bulk 
are studied with temperature-dependent absorption by measuring the energy shift on the 
electronic band gap and linewidth broadening of the direct excitons as the temperature changes. 
The experimental data are fitted using a well-developed theoretical model in order to obtain the 
dominant phonon energies. State-of-the-art Ab-initio calculations of the phonon energies and 
phonon DOS pinpointed these phonon energies as the E' and E" phonon modes, which are 
thought to cause the rapid dephasing in TMDs. The calculated phonon DOS in bulk and atomic 
monolayer are strikingly similar, which is well in agreement with the similar dephasing rates 
observed in both material systems. 
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Chapter 7 
Conclusion and Future Direction 
 
The development of next generation optoelectronics and photo-detecting devices requires a solid 
understanding of the fundamental properties of excitons, a Coulomb force-bound quasiparticle 
that governs the optical properties near the fundamental gap of a direct band-gap semiconductor. 
Monolayer semiconducting transition metal chalcogenides have recently garnered a lot of 
attention due to their multifaceted, fascinating properties. They have exhibited exceptionally 
high exciton binding energies [1, 2] and, thus, excitons do not dissociate even in room 
temperature. This fact makes monolayer TMDs a great candidate for optoelectronic device 
applications. In addition, several recent and seminal works have explored other esoteric 
properties of monolayer TMDs, including non-hydrogenic exciton Rydberg series [1,3], coupled 
spin and valley degrees of freedom [4,5] as well as spin and valley dynamics [6-10]. In spite of 
these aforementioned groundbreaking works, much remains unknown in understanding and 
learning the basic properties of excitons. The quantum dynamics of excitons relies on two basic 
and fundamental parameters: a) excited state population decay time T1 (or the population 
relaxation rate Г) and b) dephasing time T2 that defines the homogeneous linewidth of an exciton 
resonance. Understanding and quantifying these basic parameters is crucial for technological 
applications as well as basic scientific research. 
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                The focus of this dissertation is two-fold. Firstly, to develop necessary instrumentation 
that is required to probe the exciton dynamics to obtain the fundamental parameters with 
precision measurement. Secondly, this dissertation explores different layered materials in 
addition to TMDs that could possibly pave a similar pathway as TMDs in terms of technological 
applications. An ultra-stable continuously tunable multidimensional optical nonlinear 
spectrometer (MONSTR) is developed with a spectral range 520-1100 nm in order to perform 
two-dimensional Fourier transform spectroscopic (2DFT) measurements. Achieving the broad 
spectral range is an important milestone as this not only allows for the exploration of a variety of 
semiconducting materials with different bandgaps but also demonstrates that the advantage of the 
MONSTR apparatus that lays in the sturdy construction and reduced degrees of freedom. In 
addition, the MONSTR set-up is capable of performing experimental measurements in the 
reflection mode that is extremely beneficial for samples where substrate removal is not viable. 
             The exciton dynamics and many-body interactions in bulk III-VI layered semiconductors 
(InSe and GaSe) and transition metal dichalcogenides (MoS2, MoSe2, WSe2) of both bulk and 
monolayer form are probed. The dephasing dynamics and population lifetimes in these materials 
are revealed by three pulse four wave mixing, whereas the structure of excitonic ground state, 
homogeneous linewidths and many-body interactions associated with these materials are 
obtained by using 2DFT technique (detailed in Chapter 2 and 3). We have probed the electron-
phonon interactions by measuring the homogeneous linewidth as a function of temperature that 
provides the temperature independent homogeneous linewidth, as well as the quantitative 
information of both acoustic and optical phonon scattering parameters. The information related 
to excitation induced dephasing is revealed by measuring the homogeneous linewidth with 
various excitation densities of the incident laser beam. The homogeneous linewidths are plotted 
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as a function of excitation densities and the theoretical fitting uncovers the information regarding 
the exciton-exciton and exciton-carrier scattering coefficient along with the excitation density 
independent homogeneous linewidth.  
              2DFT spectroscopy in bulk InSe revealed an elongated energy peak along 𝜔𝜏 axis, in 
addition to the excitonic resonance peak. The strength of this additional peak is highly dependent 
on the incident excitation energy. This phenomenon indicates that the additional peak possibly 
originates from coherent excitation of continuum states. In contrast to bulk InSe, the ground state 
of layered GaSe exhibited a doublet structure where two distinct peaks can be observed through 
absorption and 2DFT measurements. This structure is assigned to a splitting of the excitonic 
ground state into singlet and triplet energy states. The cross peak between the two main 
resonances observed in the two-dimensional map reveals coherent energy transfer from the 
triplet to the singlet state. The power of the 2DFT technique is clearly evident here as such cross 
peaks would be very difficult to probe using one-dimensional linear and incoherent nonlinear 
techniques. Finally, nonlinear optical studies in bulk and monolayer TMDs reveal that electron-
phonon interaction limits the optical coherence and were supported by theoretical ‘Ab-initio’ 
calculation. 
 
7.1 Future direction: 
Even though important experimental results from different material systems have been obtained 
in this dissertation by employing the MONSTR set-up, several new avenues still remain 
unexplored. One important step would be exploring the fundamental excitonic properties of 
different two dimensional materials. In terms of a perfect two-dimensional, stable 
semiconducting material that possess a direct bandgap and could attribute to optics based 
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technologies, the choices are currently limited within MoS2, MoSe2, WS2 and WSe2. Recent 
theoretical calculations have reported a type-II band alignment in heterojunctions that emerges 
from W and Mo based dichalcogenides [11-13]. This has been recently verified by experimental 
results [14]. Compared to conventional semiconductors, the Coulomb binding energy is much 
stronger in two-dimensional TMDs. This fact provides a possibility of forming interlayer 
excitonic states in van der Waals bound heterobilayers, which are bound electrons and holes that 
are localized in different layers [15]. This observation opens a new avenue to explore these 
interlayer excitons for new opportunities in device fabrication. Bilayer WS2-MoS2, WSe2-WS2, 
WSe2-MoSe2 are ideal candidates for this purpose as these systems display a direct gap, 
analogous to their monolayer counterparts. Exploring the quantum dynamics of such interlayer 
excitons using our existing set up could possibly open a new avenue towards the understanding 
of the basic physics associated with these interlayer excitons which could possibly be used as 
potential candidates in order to create future technological developments. 
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