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Abstraci 
This project has encompassed efforts in two separate veins: on the one hand, the acquiring of 
highly accurate model equations of the Boussinesq-type, and on the other hand, the theoretical 
and practical work in implementing such equations in the form of conventional numerical models, 
with obvious potential for applications to the realm of numerical modelling in coastal engineering. 
The derivation and analysis of several forms of higher-order in dispersion and nonlineanty 
Boussinesq-type equations have been undertaken, obtaining and investigating the properties of 
a new and generalised class ofBoussinesq-type equations. The equations emerge from a study of 
arbitrarily higher-order Boussinesq-type equations in several customary choices of velocity 
variables. In doing so, a generalised horizontal velocity variable is defined corresponding t o  
optimal properties, in the sense of the Pade-approximants of the fully-dispersive, fully-nonlinear 
starting point of the derivations. A Pade [4/4], fully-nonlinear, version of these equations is 
expanded on for a detailed investigation with respect t o  the errors intrinsic t o  the reduction of the 
dimensionality from three to two, as well as the theoretical and practical aspects of a viable and 
efficient numerical solution. 
Two Boussinesq-type models have been devised and tested in the course of this project. The first 
model is customised to the solution of higher-order Boussinesq equations, formulated in terms 
ofthe horizontal volume-flux vector. The second model is desienated for the solution of higher- 
., 
order Boussinesq-type equations, formulated in terms of the horizontal velocity at an a r b i t r q  
depth vector. Vanous discretisation techniques and grid definitions have been considered in this 
endeavour, undertaking a detailed analy& of the selected discretisation methods. The analysis 
categonses the errors of the semidiscretised and the fully-discretisd equations into the categories 
of spurious dispersion and spurious difision. In particular, issues of numerical wave refraction 
and numencal wave blocking are introduced and addressed in the contexts of the relevant model 
discretisations. 
The successful application of the models to the simulation of the underlying phenomena in regards 
to the propagation of surface waves over a fully-submerged trapezoidal bar sheds light on the 
extended scope of application of such equations l models, rendering the early lower-order 
Boussinesq-type equations inappropriate for the simulation of the whole range of the phenomena. 
The utilised higher-order equations demonstrated that with a relatively minor increase in the 
computational cost and algorithm complexity, a fairly major increase in the accuracy of the 
ernulation of the phenomena is realizable. These tests also provided a venue for the practical 
investigation ofthe linear and nonlinear properties of the numencal models in the sense of the type 
of discretisations. Similarly, the applications to the propagation over the focusing bathymetry of 
Whalin (1971) was a similarvenue for the assessment, in two horizontal dimensions, of the scope 
of the employed equations l models. 
Resume 
Dette projekt har hafi fnlgende formål: For det fnrste at etablere et overblik over state-of -the- 
art Boussinesq formuleringer for vandbnlger. For det andet at udvikle nye og mere niajagtige 
b j e re  ordens ligninger med speciel fokus på dispersive og ikke-lineære egenskaber. For det 
tredje at studere state-of -the-art numeriske algoritmer samt at implementere udvalgte 
Boussinesq ligninger. For det fjerde at anvende den udviklede model på et studie af diverse 
ulinezre bnlgeprocesser. 
I studiet er der udledt og analyseret flere former for hnjere-ordens Boussinesq ligninger 
formuleret i forskellige hastighedsvariable. Ud over de konventionelle variable såsom 
hastigheden ved bunden, ved overfladen, eller hastigheden i et arbitrært niveau er der også 
blevet anvendt en generaliseret hastighedsvariabel med det formål at optimere ligningernes 
egenskaber vedrnrende linezr dispersion og ikke-lineær transformation. 
To Boussinesq-type modeller er blevet implementeret og afprnvet i Inbet af dette projekt. Den 
fnrste model er tilpasset Insningen afhnjere-ordens Boussinesq ligninger formuleret ud fra den 
horisontale volumen-flux vektor. Den anden model bruges til Insningen af hnjere-ordens 
Boussinesq-type ligninger formuleret ud fra den horisontale hastighedsvektor i et arbitrært 
niveau. Adskillige diskretiseringsteknikker og netdefinitioner er blevet vurderet i denne proces 
idet en detaljeret analyse er foretaget for udvalgte diskretiseringsmetoder. Analysen 
kategoriserer fejlene ved delvis diskretiserede og fuldt diskretiserede ligninger og inddeler dem 
i grupper for fejlagtig dispersion og fejlagtig diffusion. Specielt er emner inden for numerisk 
belgerefraktion og numerisk bnlgeblokering blevet undersagt i forbindelse med de relevante 
modeldiskretiseringer. 
Anvendelsen af modellerne til simulering af de underliggende fænomener ved udbredelsen af 
overfladebalger over en undersnisk trapezformet revle kaster lys over det udvidede 
anvendelsesområde af sådanne ligninger/modeller. Herved påvises også utilstrækkeligheden 
ved de tidlige lavere-ordens Boussinesq-type ligninger til simulering af det fulde spektrum af 
fænomener. De anvendte hniere-orden ligninger har vivist. at man ved en relativt lille forngelse 
- 
af computertiden og algoritmekompleksiteten kan opnå en del starre nnjagtighed i simuleringen 
affænomeneme. Testknrslerne gav også mulighed for en praktisk undersngelse af modellemes 
lineære og ikke-lineære egenskaber for denne type diskretisering. Ligeledes har undersngelsen 
af balgeudbredelse over en fokuserende bathymetri (Whalin 1971) givet mulighed for at 
vurdere anvendelsen af ligningerne/modellerne i to horisontale dimensioner. 
List of Symbols 
Spatial discretisation matrix, as defined by the method of lines. 
Spatial discretisation matrix, as defined by the method of lines. 
Rearranged spatial discretisation matrix, as defined by the method of lines. 
Spatial discretisation matrix, as defined by the method of lines. 
Rearranged spatial discretisation matrix, as defined by the method of lines. 
A dispersion parameter given by ih, introduced by Nwogu (93) 
Amplitude of the linear wave 
Amplitude of the second-order bound wave 
Amplitude of the second-order bound wave from Stoke's theory 
Amplitude of the second-order bound wave from Boussinesq-type equations 
A charactenstic wave amplitude 
An interpretation parameter for the generalised horizontal velocity variable 
A dispersion parameter, introduced by Madsen er al. (91) 
An interpretation parameter for the generalised horizontal velocity variable 
Phase velocity 
Linear phase celerity from Stoke's theory 
Linear phase celerity from Boussinesq-type equations 
Phase velocity of the fully-discretised system 
Group velocity 
Courant number: (ghl"" (At/Ax) 
Phase velocity of the semidiscretised system 
An interpretation parameter for the generalised horizontal velocity variable 
Denominator of its quotient argument 
Total water depth, as measured from the sea-bed 
An interpretation parameter for the generalised horizontal velocity variable 
The vector of dependent variables in the method of lines solution of PDEs. 
j 
k 
k 
k, 
k, 
I, 
1," 
N 
N /  l 
N, 
n 
I' 
Pude [n/m/. 
e (1, y. 11 
Q 
QRh, N, Cr) 
Denotes the terms which were time-integrated different than F terms. 
The Froude number 
The RHS matrix, as defined by the method of lines. 
The modified RHS matrix, as defined by the method of lines. 
Gravitational acceleration 
Interpretation ( constant ) coefficient ofthe p' terms, always taken to be unity. 
Interpretation polynomial for the order p' accurate Boussinesq-type equations 
Interpretation polynomial for the order p' accurate Boussinesq-type equations 
Interpretation polynomial for the order p6 accurate Boussinesq-type equations 
Interpretation polynomial for the order p' accurate Boussinesq-type equations 
The waveheight 
The Heaviside's step function 
Still Water Level, measured from the sea-bed 
A characteristic water depth 
Function returning the imaginary part of its argument 
The x-direction index, or elsewhere in the thesis, the x-direction index 
The wavenumber vector ( k,, k, ) 
The norm of the k,  or elsewhere in the thesis, the y-direction index 
The x-axis wavenumber 
The y-axis wavenumber 
The wavelenght 
A characteristic wavelenght 
Number of points per wavelenght: L / A r  
Numerator of the quotient argument 
Number of points per period: I ' / A t  
Summation index or a general integer value used to denote the ordering 
The x-direction component of the flux vector Q 
Pade-approximant operator; t1 and m denote orders of numerator and denominator 
Horizontal flux vector ( P, Q ) 
The y-direction component of the flux vector Q 
The ratio ofthe celenties of the fully-discretised system to the continuous system 
Quotient of linear phase celerity errors, the square of the ratio of C,,, C, 
Quotient of second order bound wave amplitude errors, ratio of al BOUSS / STOKE 0 1  
The variable defined by (6.17) 
Function retuming the real part of its argument 
Relaxation parameter of PC1 iteration 
Defined as the ration of C,;% 
Wave period 
The time coordinate 
The horizontal depth-averaged velocity vector, components ( U, V )  
The horizontal velocity vector, components ( u,v ) 
The horizontal velocity vector at the sea-bed 
The horizontal velocity at the still water level vector 
The horizontal velocity at an arbitrary water level vector ( 4 f ) 
The generalised horizontal velocity ( u,v, ) 
Summation weights 
Summation weights 
The first horizontal coordinate of the Cartesian system 
The second horizontal coordinate of the Cartesian system 
The vertical coordinate ofthe Cartesian system 
The arbitrary depth corresponding to the level of G(x,y,t) 
The free parameter in the generalised multi-step predictor of O(AtJ) 
The free parameter in the generalised multi-step corrector of O(At4) 
The dispersion enhancement parameter to obtain the Pade [4/4] relation 
The shoaling enhancement parameter to minimise errors in a mean square sense 
The dispersion enhancement parameter to obtain the Pade [414] relation. 
The shoaling enhancement parameter to minimise errors in a mean square sense 
The time-step of the time integration 
Thex-direction spatial increment, separating two points of the same type, e.g. q's. 
They-direction spatial increment, seperating two points of the same type, e.g. 7's. 
d/& temporal differentiation operator 
d/&, spatial differentiation operator 
d/& spatial differentiation operator 
The Dirac's Delta function 
The discrete operator to replace d, 
The discrete operator to replace 4 
The discrete operator to replace d, 
Dispersion enhancement parameter to obtain the Pade [4/4] dispersion. 
Shoaling enhancement parameter to minimise errors in a mean square sense 
The linear and nonlinear terms of the order p" in the momentum equations 
The nonlinearity parameter 
Spunous diffusion of the hil-discretisation. 
The free surface elevation, measured from the still water level 
The phase function 
An eigenvalue of the continuous Boussinesq-type equations 
The terms to the power of E" in r,, 
An eigenvalue of the semidiscretised Boussinesq-type equations 
The velocity-potential function 
The coefficients of velocity potential function expansion in powers of z 
Honzontal velocity potential at the sea-bed 
An eigenvalue of the fully-discretised Boussinesq-type equations 
Honzontal velocity potential at the still water level 
Depth-averaged velocity potential 
Horizontal velocity potential at an arbitrary depth 
Generalised horizontal velocity potential 
Angular frequency 
Dispersion parameter 
A generalised function of the vertical coordinate 
The expression to the RHS of o denotes the definition of the term on the LHS 
The honzontal gradient operator ( C?/&, d/6,!~ ) 
Fourier transform operator 
- vii - 
List of Abbreviations 
fa, a*) 
ID 
2D or 2DH 
3D 
AB 
ABn 
ABM 
ABMn 
ADI 
AM 
AMn 
AU 
CFD 
DHI 
FFT 
ICCH 
IHE 
KdV 
KP 
MOL 
ODE 
PCI 
PDE 
SWE 
SWL 
Generalised multi-step, predictor-corrector numerical integration 
In one honzontal dimension 
In two horizontal dimensions 
In three dimensions 
Adams-Bashforth explicit numencal integration 
nth-order AB 
Adams-Bashforth-Moulton, predictor-corrector numerical integration 
nth-order ABM 
Alternative Direction Implicit algorithm 
Adams-Moulton implicit numencal integration 
nth-order AM 
Aalborg University 
Computational Fluid Dynamics 
Danish Hydraulic Institute 
Fast Fourier Transform 
International Research Centre for Computational Hydrodynamics 
International Institute for Infrastnictural, Hydraulics & Environmental Engineering 
Korteweg-de Vries equations 
Kadomtsev-Petviashvili equations 
Method Of Lines 
Ordinaty Differential Equations 
Predictor-Corrector-Iteration integration 
Partial Differential Equations 
Shallow Water Equations 
Still Water Level 
- viii - 
TABLE OF CONTENTS 
PREFACE 
ABSTRACT 
RESUME (ABSTRACT IN DANISH) 
LIST OFSYMBOLS 
LIST OFABBREVIATIONS 
TABLE OF CONTENTS 
Chapter I 
General Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . .  1 
. . . . .  1 . 1 The definition of the modelling problem . . . . . . .  1 
1 . 2 Boussinesq-type equations in modelling practise . . . .  . . .  3 
1 . 3 The desired scope of Boussinesq-type numerical models . . . . . . . . . . . . . . .  6 
1 . 4 Introduction to the thesis . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . .  8 
Chapter 2 
Boussinesq theoiy . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . .  2 . 1 Introduction to Boussinesq theory 
. . . .  2 . 2 Milestones in Boussinesq theory 
2 . 2 . 1 Frequency Dispersion . . . .  . . . . .  
. . . . . . . . . . . . . . . . . . .  . 2 2 . 2  Linear Shoaling 
2 . 2 . 3 Nonlinear properties . . . . . . . . . . . . . . .  
2 . 3 Derivation methods for Boussinesq-type equations 
2 . 4 Derivation by expansion of the velocity-potential 
2 . 5 Analysis methods for Boussinesq-type equations 
L'hapter 3 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Further developments in Boussinesq iheoy 39 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3  . 1 Introduction 39  
3  . 2 Arbitrarily higher-order constant depth Boussinesq-type equations revisited 41 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . 2 .  1 Sea-bed potential 4 2  
3  . 2 . 2  SWL potential . . . . . . . . . .  . . . . . . . . . . . . . . . . . . .  45 
. . . . . . . . . . . . . . . . . . . .  3  . 2 . 3  Depth-averaged potential . . . .  4 7  
3 . 2 . 4 Arbitrary-depth potential . . .  . . . . . . . . . . . . . . . . . . . . . . .  48 
. . . . . . . . . . . . . . . . . . . . . . . . . .  3  . 3  Generalised horizontal potential function 53 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . 3 .  1 Pade-approach 54 
. . . . . . . . . . . . . . . . . . .  3  . 3  . 2  Strongly higher-order kinematics approach 57 
. . . . . . . . . . . .  . . 3  3  3  Interpretation of the generalised horizontal potential 62 
. . . . . . . .  3  . 4 Strongly higher-order, fully-nonlinear, Boussinesq-type equations 63 
. . . .  3.4.  1 Bound wave analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . .  67 
. . . .  3 . 4 . 2  Inclusion of slope terms . . . . . . . . . . . . . . . . . . . . . .  70 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 . 4 . 3  Further enhancements 71 
. . .  3  . 5 Numerical issues - Evolution towards an efficient quasi-3D flow solver 72 
Chapier 4 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  Boussinesq-type numerical models (Part I )  76 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . 1 Introduction 76 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . 2  Essentials of Boussinesq-type models 76 
4  . 2 . 1 Spatial discretisations . . . . . . . . . . . . . . . .  . 78 
4  . 2 . 2  Temporal discretisations . . . . . . . . . . . . . . . . . .  . 79 
4 . 2 . 3  Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . .  . 80 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 .2 .  4 Solution algorithms 80 
. . . . . . . . . . . . . . . . . . .  4 . 3  A survey of some existing Boussinesq-type models 82 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 . 4 A Boussinesq-type model in fluxes 95 
. . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . .  4.4. l Governing equations : 96 
4 . 4 . 2  The spatial and temporal discretisations . . . . . . . . . . . . . . . . . . . .  9 9  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 4 . 3  Boundary conditions 105 
A 4 . 4 Recommended future modifications and applications of this model . 107 
Chapter j 
Boussinesq-type numerical models (Part I l )  
5 . 1 Introduction . . . . . . . . . . . . . . . . . .  
5 . 2 Spatial discretisations . . . .  
5 . 3 Temporal discretisations . . .  
S . 4 Boundary conditions . . . . . . . . .  
S . 5 Initial model validation tests: . . 
Chapter 6 
. . . . .  Analysis of time-domain Boussinesq-iype models . . . .  130 
. . . . .  6 . 1 Introduction . . . . . . . . . . . . . . . . . . . . . .  130 
. . . . .  6 . 2 Stability issues and results . . . .  131 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . 6 3 Continuous equations 133 
. . . . . . . . . . . . . . . . . .  . 6 4 Semidiscretised equations ( spatial discretisations ) 138 
6 . 4 . 1 Operator-correspondences for continuous and discrete domains . . .  138 
. . . . . . . . . .  6 . 4 . 2 Numerical refraction ( anisotropy ) in two-dirnensions 146 
. . . . . . . . . . . . . . . . . . . . . . .  6 . 4 . 3 Numerical wave-blocking / reflection 147 
. . . . . . . . . . . . . . .  . 6 5 Fully-discretised equations ( temporal discretisations ) 148 
. . . . . . . . . . . . . . . . . . . . . . . . .  6 . 5 . 1 The O(At2) trapezoidal integration 149 
6 . 5 . 2 The O(At4) ABM predictor-corrector-iteration ( converged ) . . .  151 
. . . . . . . . . .  6 . 5 . 3 The O(At4) ABM predictor-corrector ( no iterations ) 153 
. . . . . . . . . . . . . . . . . . . . . . .  6 . 5 . 4 Numerical wave-blocking / reflection 155 
6 . 6 Numerical aspects of wave-current ( physical ) blocking simulations . . .  157 
6 7 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . 158 
Chapter 7 
Wave transformations over a submerged bar 
7 . 1 Introduction . . . . . . . . . . . . . . . . . . .  
. . .  7 . 2 Literature review 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 . 3 Expenmental data 162 
. . . . . . . . . . . . . . . . . . . . . .  7 . 4 Simulations via the model formulated in fluxes 165 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 .4 .  1 Case (A) 166 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 .4 .  2 Case (C) 168 
. . . .  7 . 5 Simulations via the model formulated in velocity at an arbitrary depth 169 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5. 1 Case (A) 169 
. . .  7 . 5 . 2 Case (C) . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . .  171 
 kapt ter 8 
. . . . . . . . . . . . . . . . .  Nonlinear refractiond~@action over Whalin's topogrnphy 174 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 . 1 Introduction 174 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 . 2  Literature review 174 
. . . . . . .  . . . . . . . . . . .  8 . 3 Whalin's experiments . . . . . . . . . .  176 
. . . . . . .  8 . 4 Simulations of Whalin's expenments . . . . . . . . . . . . . .  176 
. . .  8 .4 .  1 T= l (s) case . . . . . . . . . . . . . . . . . . . . . . .  177 
. . .  8 . 4 . 2  T= 2 (s) case . . . . . . . . . . . . . . . . . . . . . . .  179 
Chapter 9 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Discussion and conclusions 181 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9 . 1 Boussinesq-type equations 181 
. . . . . . . . . . .  . . . . . . . . . . . .  9 . 2 Boussinesq-type models . . .  183 
Appendix ( A  )r  
Derrvaiion of the Operator-correspondences for continuous and discrete domains 1 85 
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Chapter 1 
General Introduction 
This chapter defines the overall research problem and states the project objectives. As a prelude, 
a bnef motivational discussion provides the necessaq context for formulating the overall problem. 
In doing so, the corresponding modelling problem is further scrutinised to pin-point the diverse 
range of the  ensuing issues which need be addressed in order to realise the project objectives. 
1. 1 The definition of the modelling problem 
In its entirety, a grand overall agenda is defined by the simulation of multi-directional, 
nonlinear, irregular waves, and their transformations, such as shoaling, wave-wave interactions 
and wave-current interactions. Moreover, inside the surf zone, the wave-breaking related 
phenomena naturally play a major role. In this project, the research problem is inspired by this 
agenda and corresponds to establishing a sound frame-work, by means of a mathematicall 
numerical model, towards realising the above ideal. 
From a physical perspective, the direct numerical solution of the Euler's fully three- 
dimensional ( 3 0 )  equations to simulate incompressible, inviscid flow; which may be coined 'exact' 
in comparison to the more idealised reductions thereof, provides the relatively more complete 
physical descriptions of the flow fields. However, the advent of such 3 0  models, and their 
anticipated future wide-spread affordability ( rather distant future for computationally intensive 
applications ) aoes not discourage the developments of approximate theories, derived via 
assuming relative orders of magnitude for physical quantities, in effect, accentuating certain flow 
features over the decidedly less significant ones. 
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A prominent example of one such theoiy is provided by the generalisations in Boussinesq 
fheory for water-waves. The last 15-20 years have witnessed a great deal of progress in terms of 
Boussinesq-type equations and their related solution algorithms. Nowadays, it has generally 
become accepted that Boussinesq-type equations can be successfully applied in simulation of all 
significant wave-transformation phenomena. In practise, some reservations may have existed 
about the degree ofthe accuracy which needs be compromised for the shorter wave region of the 
spectrum. This is unavoidable by virtue of elirninating the vertical coordinate in obtaining a two 
horizontal dimensions (2DH) formulation. Recent developments, manifested in higher-order 
Boussinesq equations, and other specific enhancement techniques can significantly curb-out the 
inherent short wave hitations and thus aiieviate such reservations for applications in engineering 
practise. This on-going process is seen to  still maintain the characteristic computational edge 
associated with the reduction of the dimensionality. 
The research problem considered here may best be categorised as a modelling problem 
under the general heading of 'Boussinesq modelling. Such a practise entails two predominant 
development tracks, both with profound significance for the practical fate of Boussinesq 
modelling as a whole. On the one hand, one track corresponds to ' deriving continuous 
Boussinesq equations with improved accuracy ', and on the other hand, another track leads to ' 
a discretised version of the aforementioned equations '. Evidently, these two tasks can become 
interrelated as explained as follows. The development phase of the equations should also consider 
the feasibility of their optimal numerical solution and the numerical solution provides the final 
verdict on wether or not a different set of equations should be pursued instead. This practical 
assessment is also necessary in order to optimise the computational advantages of Boussinesq 
modelling over the fully 3 0  alternative. A broad schematic of the different stages in Boussinesq 
modelling is provided in fig. i .  1 .  This figure emphasises the course followed in the evolution of 
these models. The arrows suggest how the information from each stage helps in a feed-back loop 
to enhance the overall model. 
This particular project originally commenced with the main emphasis being placed on 
developing models based on recent, most advanced set of equations, with the prime objective of 
testing such enhanced, higher-order Boussinesq-type equations. This process obviously also relies 
to a certain degree on the numerical analysis and model-verification considerations in order to 
distinguish the spurious phenomena from the physical properties associated with the equations. 
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In the course of the project, however, some research was canied out to investigate the 
means oftheimprovements of the equations. As a result, research was canied out in both veins: 
Firstly, numerical modelling ( theoretical and practical model considerations ) and secondly, the 
derivation and anaiysis of improved equations. New outcomes emerged in both senses even 
though the major part of the project time was allocated specifically to the former topic tasks. 
Developments in the latter topic came in during the final phases of the project and are still on- 
going. That is partly the reason why these latest sets are not numericallv solved in the course of 
this project. 
In line with the initial project goals, namely to focus on model development, testing and 
analysis, two specific types of Boussinesq type models were developed, tested and analysed. The 
account of these developments and related results corresponds to chapters 4 to 8. 
This chapter continues as follows. Firstly, intrinsic short wave limitations in Boussinesq 
theory are indicated as relevant to the derivation and analysis of all Boussinesq-type equations. 
Secondly, the desired scope ofthe solution is used to justify the general choices made throughout 
the whole project, as relevant to the model development and numerical issues. 
1. 2 Boussinesq-type equations in modelling practise 
In modelling practise, the main obstacle to the more predominant use of Boussinesq-type 
equations has invariably been due to the inherent depth-integration and the associated limitations 
this imposes on both frequency and amplitude dispersion properties. 
Frequency dispersion is the most critical limitation, and as described in further detail in 
chapter 2, much progress has been made in improving this cmcial limitation. Frequency dispersion 
is of paramount importance in both linear and nonlinear senses. 
As Boussinesq equations are capable of including quadratic and higher-order nonlinear 
terms, it is possible t o  sirnulate both bound and free propagation modes ( as well as all phase- 
averaged quantities such as radiation stresses etc. ) The energy interactions between these modes 
and the resulting modulation patterns are heavily influenced also by the accuracy of the dispersion 
relation as well as the nonlinear terms. Therefore, the linear dispersion improvements can come 
to have a direct beanng on the nonlinear characteristics. 
The quaiity of the bound waves simulation is also influenced by the order of nonlinearity 
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which is retained in the equations. Fully-nonlinear Boussinesq equations, derived following the 
Serre like approach, make no explicit assumptions about the nonlinearity. These incorporate a 
significantly increased number of terms, compared to assuming the nonlinearity and dispersion as 
being ofthe same order. Ln a nonlinear sense, this retention of maximal nonlineanty allowable by 
the order of dispersion corresponds to an improved quality of bound wave simulation. Traditional 
Boussinesq equations, known to be applicable to weakly dispersive, weakly nonlinear situations 
correspond to assuming similar order of the dispersion and nonlinearity. Such an assumption is 
strictly speaking superfluous, but it has been applied presumably as ,t does result in reducing the 
number of the noniinear terms in the formulation. 
In comparative terms, it is much more straight-forward to improve the characteristics in 
a linear sense. The optimisation of the noniinear properties is naturally rather more elusive. A 
suggestion is made in this regard in chapter 3. 
It deserves mention, that not all means of irnprovements in frequency dispersion 
necessardy improve the bound wave properties. It is important to seek an improvement in linear 
properties which also results in a more adequate representation of the bound wave energy. 
For an uneven sea-bed, it becomes vital to properly account for the shoaling behaviour. 
Analogous to the flat bed case, linear shoaling improvements take precedence over nonlinear 
shoaling enhancements. It becomes increasingly more inconspicuous how to improve the 
equations for an uneven bed particularly so in a nonlinear sense. 
As for a flat sea-bed, the linear Stoke's theory can give a target result for the shoaling, 
though optimising the shoaling, and energy-flux considerations are more complicated tlian 
optimising frequency dispersion. This is because the target result is more obvious for an even sea- 
bed. Over a steep slope, the definition of group velocity ( taken for an even sea-bed ) to assess 
the shoaling gradient, becomes conceivably more violated theoretically, though this may not be 
a problem in practise.' 
What was stated earlier about the relationship between improving consistently the linear 
I I! is remarked, that in fomal tems, the usual notion of group velocig ( c, = &J/& ) is well- 
dejned only in the context of vanishing (physical/ numerical) diffusion, which is restrrctive to 
an even sea-bed, as the slope terms ure difjsive. In practise, ;n most engineering disciplines 
where dzfision arises, it is informative to look at the group velocity expressions in the Iimiting 
case of weak diffusion. 
A studv ofenhanced, higher-order Boussinesq-type equations and their numerical solution 5 
terms in favour of correspondingly expected improvements in nonlinear properties quite 
conceivably holds tme for an uneven sea-bed. 
AU in all, it does follow that it is desirable to improve all properties consistently for shorter 
waves. Preferably, the same means of improvement for all properties, so far as possible, results 
in a more coherent end-result than using different means of improvements for each separate 
property. In essence, this motivated the approach taken up in chapter 3. In this approach, a 
strongiy higher-order formulation is undertaken, while the horizontal velocity variables are no 
longer the traditional ones ( e.g. depth averaged, or SWL velocity etc. ), but are defined through 
setting the higher order derivative terms to vanish. The underlying idea is that if the vertical 
description of the flow is a strongly higher-order polynomial ( e.g. an O( ' )  polynomial describing 
the vertical profile instead of a lower-order O(4 polynomial ), then by derivation rnethod it stands 
to reason that everything ( linear and nonlinear properties ) would improve automatically. More 
on this will be given in chapter 3. 
Two main features associated with Boussinesq equations were predominantly excluded 
in the present treatment. Partly, this was to avoid any possible overlap with two other projects at 
ICCH. In the spirit of cooperation, the computer codes, designated in the course of this project 
were readily made available for the following projects. 
The physical aspects of wave-current interactions ( e.g. the Doppler shift in case of 
ambient currents ) using Boussinesq equations were studied in a separate project, utilising a model 
from this project. For present purposes, it suffices here to mention that the equations derived 
specifically for wave-current interactions turn out to be a subset of the hlly-nonlinear equations 
where no explicit assumption between the magnitudes of the nonlinearity and dispersion 
parameters are made. Therefore, the fully-nonlinear model may be used in related simulations 
where wave-current interactions are of interest. 
The wave-breaking related phenomena have been extensively studied in the past at ICCH. 
This on-going project, has used an earlier Boussinesq model augmented with wave-breaking 
capability in order to simulate the surf zone phenomena with excellent results. Improvements of 
the equations for the longer as well as the shorter waves, as pursued here, do have positive 
ramifications also for the surf-zone applications. An obvious example is provided by improved 
shoaling properties near the breaking point, to be inferred from the inclusion of higher-order 
nonlinear slope terms. Therefore, the two developed models, after the inclusion of breaking, rnay 
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be utilised in the surf-zone applications. 
To sum up, Boussinesq equations are capable of simulating all ph~sical  features which can 
be expected from the non-reduced 3D problem. The main point to note is that the quality of this 
gets gradually poorer eventually in greater depths. In mathematical terms, this is to be expected 
from the application of a power-series expansion which approximates the verticai structure ofthe 
velocities in a gradual sense rather than in a mean sense which is the case for example as for 
trigonometric series. 
The above was a synopsis of some of the issues, arising in a judicious approach to 
Boussinesq-type equations in modelling. Although, going to higher orders in dispersion ( with 
proper horizontai velocity variables ) does generally result in improving all properties, it may still 
desirable to devise specific means of improving the linear and nonlinear characteristics separately 
for computational reasons. These computational aspects are described in some detail in the next 
section. 
1. 3 The desired scope of Boussinesq-type numerical models 
The desired scope of the solution determines the major underlying numerical rnodelling 
choices. For exarnple, the spatial and temporal discretisation operators, and also the formulation 
of the boundaries are selected out of these considerations. 
The above introduction to general Boussinesq equations issues does suggest that a certain 
degree of generality andlor flexibility has to be incorporated in the model, as there may always be 
a shift in the interest to yet mother set of equations with better properties. In practise, this implies 
that instead of aiming for the most cost-effective solution to a particular set of equations, one has 
to aim for generality in case of a conflict between generality and eficiency considerations. For 
example, the final set of the equations which was numerically solved by the author, was only 
known to him in the last half of the three years PhD project. Due to the flexibility of the selected 
approach dso the set of the equations, derived by the author, as in chapter 3, may be solved by 
utilising the same numencal model with minor modifications. 
Another choice is provided by the possibility of solving the equations directly in velocity 
potential, or  velocities. As rnomentum equations in both directions are mathernatically dual 
relations with respect to the x and y axes, there is a good case to be made for advocating the 
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solution of a two-equation model ( solving two PDEs for dependent variable pair of velocity 
potential and surface elevation, solving an energy equation instead of two-momentum equations 
) with a reduced algebraic operation count. but extensions of Boussinesq equations into the 
surf-zone by incorporating breaking, the type of which may or may not introduce vorticity into 
the equations and force departure with the concept of potential flow altogether, serve as 
deterrents for a simpler model. Hence, the three equations system consisting of one continuity 
and two momentum equations is solved. 
As stated earlier, the modehg requirements of the present project include the possibility 
of simulating the irregular, multi-directional, nonlinear waves in two horizontal dimensions. The 
irregulanty of the wave-field, where a large number of free modes ( say 50 to 100 ) are 
interacting, favours a time-domain solution of the equations, instead of a frequency-domain 
solution ( using Founer modes and solving in wave-number domain ) which may prove more 
efficient for a reduced number of free modes. 
To preserve the hl1 directionality of the wave-field the ful1 set of the equations, as 
opposed to parabolic reductions of the equations, are utilised in modelling. The latter approach 
would have reduced the computational overhead, but it would have also compromised the 
applicational generality. 
Irregular geometnes are also to be treatable for future more practical applications to actual 
geometries such as harbours and so forth. This is essential, if the intended fate of the model should 
include both research and eventual consultancy applications. This also influences the choice of the 
spatial discretisations, as many higher-order discretisations require mappings for such irregular 
geometries. 
It is desirable to devise a model which performs better for shorter waves. Related 
developments ofBoussinesq theory result that fifth-derivatives may be allowed in the equations. 
Hence, the chosen discretisation technique should allow the fifih derivatives to exist in the model 
without specific necessary measures in the model so far as possible. Equally importantly, the 
nurnerical aspects of the presence of higher-derivatives should be studied by analysing the 
discretisations. Different spatial discretisation techniques were initially considered. 
The discretisation methods which seek a global approximation to a hnction in tems of 
an onhoriormal set of basis hnctions ( e. g. with polynornjal basis hnctions as in finite-elements 
) are known to have accuracy problems for situations where higher denvatives exist in the 
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project. Primarily, the main emphasis is placed on the following main features in the presentation. 
Firstly, the fundamental aspects of 'Boussinesq modelling' are elucidated. Secondly, the 
unprecedented portion of the results are elaborated. 
In practise, Boussinesq modellig draws upon knowledge from a number of mathematical, 
physical, numencal and software engineenng disciplines. In the interest of brevity, it is not 
intended t o  discuss aU related matters in the same level of detail. Instead, the present compendium 
predominantly deals with those issues which are quintessential and most critical in Boussinesq 
modelling. 
The remainder of this thesis is structured as follows: 
Chapter 2 presents the basic concepts such as the derivation methods and analysis 
techniques for Boussinesq-type equations. In particular, an outline of the derivation procedure for 
the Boussinesq-type equations corresponding to the two numerical models as in chapters 4 and 
5 is given. 
Chapter 3 emphasises an outline of the derivation of a new class Boussinesq-type 
equations, as denved by the author, utilising the concept of the 'generalised velocity'. This chapter 
includes a promising new approach to improve both linear and nonlinear properties by an astute 
choice of the honzontal velocity potential. As the resulting equations are under further 
generalisations, the emphasis is placed on illustrating the concept of the generalised horizontal 
potential. A particular set based on this concept is given, with excellent linear and nonlinear 
properties and decidedly devoid of higher than fiffh-derivatives. In order to further improve the 
nonlinear properties, a specific approach is also suggested. A discussion pertaining to the 
numencal issues for the solution ofthese specific sets of equations is given for comparison to the 
two models which have been devised in the course of this project. 
Chapter 4 is comprised of the description of the numerical model developed as a 
generalisation of the existing Mike21 numerical scheme, to solve a set of enhanced, higher order 
Boussinesq-type equations in depth-integrated velocities. This chapter begins with a brief 
introduction to the Mike21 scheme and the ADI solution method in two spatial dimensions. An 
analytical perspective is provided for the decoupling process, and the possibilities of higher order 
discretisations andlor higher-order denvatives are studied. The resulting model is elaborated. The 
model represents improvements in two sense: Firstly, this model provided the first instance of 
improved results for Pade [4/4] celerity, and optimised shoaling in ID. Secondly, it is the first 
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known documented instance of fifih-derivatives in Boussinesq type models. In conclusion, the 
means of further improvements of this model are suggested. 
Chapter j is composed of the description of the numerical model developed to solve the 
enhanced, higher order Boussinesq equations in velocity at an arbitrary depth variable. This model 
has been successfulty applied in both ID and 2DH. The model represents improvements in two 
senses. Firstly, it is the manifestation of the first instance of application of a Pade [414] celerity 
and optimised shoaling model in 2DH. Secondly, this model is of higher than the usual second- 
order accuracy in Space and time discretisation increments. Preliminary venfication tests are 
described prior to the specific test ensemble in chapters 7 and 8. A note comprised of a collection 
of remarks on the practical development aspects concludes this chapter. 
Chapter 6 includes the necessary numerical analysis for the two models in chapters 4 and 
5 .  In Boussinesq modeiling practise, it is important to distinguish between the physical properties 
and spurious phenomena To this end, it is essential to analyse both the continuous and discrete 
systems of equations. Such an analysis is performed for a number of different Boussinesq-type 
equations and discretisation techniques of various orders. Though, similar matenal exists for the 
case of Shaiiow Water Equations ( SWE ), there is an absence of related material on Boussinesq 
modelling. It is aimed to quantise the spurious errors into the categories of diffusion ( ie. stabilityl 
anenuation issues ), phase-velocity ( e g .  numerical refraction ), group velocity ( e.g. numerical 
wave blockingi reflection ), and shoaling errors. 
Chapter 7 is concerned with the wave transformations over a submerged bar. This 
provides an interesting fomm to bring together issues from the derivation and analysis of the 
equations andalso physical consideration as to the phenomena which occur in such a process. It 
can also be a rather stringent test for model properties such as stability and accuracy. 
Chapter 8 is devoted to the nonlinear refraction-diffraction over Whalin's topography 
These tests are well used in model evaluation, and provide the necessary 2DH tests for the 
equations and the model. As in chapter 7, the equations are evaluated against measurements and 
the instances of the earlier models and the numerical aspects are evaluated by varying the 
discretisation parameters. 
Chapter 9 consists of the conclusions and the discussion ofthe new results. The discussion 
concludes with a number of recommendations for future activities in relation to this project. 
Fig 1 . 1  Schematic of Boussinesq modelling processes 

Chapter 2 
Boussinesq theory 
2. 1 Introduction to  Boussinesq theory 
In 1872, Boussinesq presented a set of ( Boussinesq ) equations which incorporated weak 
nonlinearity and weak dispersion to the lowest orders in both parameters. Nowadays, numerous 
other equations are often classiied as Boussinesq-rype or Boussinesq-like, partly to emphasis the 
same intrinsic assumption of the theory, and partly to pay homage to Boussinesq's pioneering 
contnbution. The theory describing this class of equations constitutes the generalised Boussinesq 
fheory. 
The vast number of possibilities in the formulation of Boussinesq-type equations, 
motivates a discussion of the essential unifying assumption defining the generalised Boussinesq 
theory: 
Boussinesq theory, as an approximate theory reducible from Euler's ( 3D ) equations, is 
known to sacrifice the dispersivig ( in both linear and nonlinear senses ) of the wave-field in 
greater water depths. This inherent limitation of the dispersion implies that the equations are 
theoretically expected to detoriate in deeper water and eventually cease to be applicable at a 
certain threshold, determined by the relative water-depth. 
All properties of the non-reduced problem are represented in the reduced formulation, 
while the accuracy of this representation becomes sensitive to the relative magnitudes of the 
wave-length and the water-depth. 
In Boussinesq theory, the intrinsic approximation of the dispersion relation is a 
consequence of an idealised representation of vertical structure of the velocity-potential. This 
12 Chapter 2) Boussinesq theory 
deviates from the exact function in a gradual sense ( e.g. via power-series approximation ) In 
other words, the fundamental reducing assumption may be equivalently restated as the incognito 
representation of the vertical characteristics ( the so-called cross-space. not essentially of 
wavelike nature ) of the flow in the formulation. In essence, this decouples the so-called 
propagaiion-quce from the cross-space. Therefore, using power-series distinguishes Boussinesq- 
type equations fiom an altogether diierent class of equations may approximate in the mean sense 
( e.g. via tngonometric-senes approximation ). 
In return for this reduction of dimensionality, the corresponding Boussinesq models 
become relatively more tenable for engineering practise. Even so, Boussinesq rnodels were not 
until recently economically viable in most engineering consultancy practises. However, the 
growing interest in this topic has lead to major theoretical improvements, particularly in the last 
5-10 years. 
In the denvation and analysis of Boussinesq-type equations, the concepts of a nonlinear 
parameter ( E = a /ho  ) and a dispersion parameter ( ,u = hdL, ) are utilised. It has to be 
emphasised that in the derivation, the dispersion parameter needs to be assumed smal1 enough in 
rnagnitude ( ,u << I ), while it is not necessary to make any assumptions regarding the 
relationship between the dispersion parameter and the nonlinearity parameter. This may be 
referred to as the Serre (fully-ilonlinear ) alternative in the derivation of Boussinesq equations. 
This chapter introduces some ofthe main basic concepts in Boussinesq theory for water 
waves To this end, a condensed literature review accounts for the earlier developments in 
Boussinesq theory to-date as in section 2.2. This is followed by a discussion of the general 
derivation methods as in section 2.3. In particular, the derivation and analysis of the governing 
equations of the numencal rnodels ( as described in chapters 4 and 5 ) are given in sections 2.3 
and 2.5. 
2. 2 Milestones in Boussinesq theory 
Boussinesq's (1  872) original derivation corresponded to assuming the nonlinearity and the 
dispersion parameters as to be of the same order of magnitude, and retaining the lowesi ord er.^ 
of both parameters. Hence, the associated product tenns were considered of higher-order and thus 
were neglected. These original Boussinesq-equations were restricted to an even ( horizontal) 
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sea-bed. 
The assumption about the nonlinearity and dispersion being of the same order is actually 
superfluous in the derivation. as already demonstrated by Serre (1953) and Su and Gardner 
(1969). In fact, the only limitation imposed on the nonlinearity in generalised Boussinesq theory 
is an implicit one caused by the tmncation of the dispersion parameter at a specific order. 
Peregine's (1967) derivation was correctly extended to an uneven sea-bedin two spatral 
d~mensiom. Two sets of equations were given in terms of the velocity at the SWL and the depth- 
averaged velocity vanables. In the literature, these equations have also been referred to as the 
classical Boussinesq equations. 
Abbott et al. (1984) presented a set of equations, formulated in depth-integrated velocities 
which are otherwise similar to the equations given by Peregrine (1967). This transformation from 
depth-averaged velocity to depth-integrated velocity was performed to linearise the continuity 
equation, considered a relatively advantageous format for a better conservation of mass in the 
sense of the PDEs, and also in the sense of the numerical scheme. This concern is rooted in the 
fact that the lack ofmass conservation can have drastic consequences for the model simulations. 
In general, the choice of the depth-averaged or depth-integrated velocity has been 
traditionally preferred because the continuity equation corresponds to an exact statement of the 
conservation of mass. However, these equations are not an exactformulation of the conservation 
of mass which would depend on which orders in ( p, E ) the flux-vector is truncated in the 
derivation. Thus, a relationship between the conservation of mass and the proper representation 
of the dispersion relation may easily be conjectured. 
Although, the requirement of mass conservation is to be of course heeded, it is imponant 
to realise [hat in both continuous/ discrete senses, one is dealing with a coupled set ofPDEs, or 
a cozrpled set of ensuing difference equations, and all properties depend on both continuity and 
momentum equations. For instance, in a coupled set of two PDEs. if one equation is exact and 
the other one is accurate up to a given order, the overall system is therefore accurate to the same 
order ofthe inexact equation. Hence, it is a fallacy to assume that the mass is exactly conserved 
with any Boussinesq-type equation, as characteristically all properties ( except for energy in the 
case of an even sea-bed, and in some cases the energy-flux in the case of an uneven bed ) are 
conserved to a certain order in p. That is why, the inspection of the mass ( continuity ) equation 
is not by itself conclusive enough in assessing the conservation of mass of the system. For 
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instance, an example is provided by the unstable Dingemans (73) equations where the continuity 
equation is an exact statement, and leads to a different wave equation than other equations in 
fluxes, for example, Madsen et al.'s (91) equations, both having the same continuity equation. 
The oniy advantage in a linearised or compact continuity equation is if it corresponds to 
a better numerical conservation of mass with the particular choice of the discretisation scheme. 
In practise, there does not seem to be an ovenvhelming ment in making the continuity equation 
as compact as possible, as the continuity and momentum equations are solved as a coupled system 
of difference equations, where the above arguments for PDEs holds. This was in fact seen to be 
the case with the numencai models of chapters 4 and 5, where the mass loss is insignificant. 
However, the linear or compact form of the continuity equation may be exploited 
computationally, for example by using an explicit time integration scheme. From computational 
considerations, there is no reduction in the computational overhead in lineansing the continuity 
equation if it is treated implicitly ( via an AD1 algotithm as in Abbott et al. (1984) ) in the same 
manner as the noniinear momentum equations. 
Recent major developments in Boussinesq theory are discussed as follows, based on the 
particular properties which they improve: 
2. 2. 1 Frequencv Disversion: 
Improved Frequency dispersion is of paramount importance for both linear and nonlinear 
properties. Dispersion quality decides the practical cut-off point in the application range of the 
equations. In order to reaiize improved dispersion ( to the limit allowed by the highest derivative 
retained in the fornulation for a given order in p ), Witting (1984) advocated Padé-like dispersion 
relations for Boussinesq-type equations. This approach corresponds indeed to improved frequency 
dispersion, without introducing higher denvatives than non-Pade, traditional equations The Pade 
technique permits obtaining the same quality of the dispersion with lower-order derivatives ( 
potentially significant for numerical solution, leading to simpler algorithms ) than by directly 
bnnging the derivation to higher-orders in p a in a conventional sense of the derivation approach. 
Madsen et al. (91) and Madsen and Sarensen (92), pioneered the consistent derivation and 
( 2DH)  numencal solution of a Pade [2/2] set of equations in depth-integrated velocities. Their 
technique was based on addiig terms ofthe order which was neglected in derivation ( borrowing 
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from higher-order rerms ) to the unmodified equations, with the outcome that in deeper water 
these tems become important enough to steer the behaviour. This so-called steenng is achieved 
with the tuning of the O(1) or less kee parameters enabling the optimisation process to take place. 
This technique is theoretically sound ( not heuristic but formal ), and similar modifications have 
been used in the past for K#-type equations. Additionally, their contnbution included an analysis 
of the different earlier Boussinesq-type equations, and investigated the dispersion relation for the 
traditional choices ofthe hoxizontal velocity-variables. This was important to stress that different 
choices of the velocity variable resulted in different dispersion properties. 
Nwogu (93) presented a set of Boussinesq-type equations, where the concept ofparticle 
velocity at  an arbifrary depth was introduced and used in obtaining the same Pade [2/2] improved 
dispersion without Madsen et al. (91) technique. This contnbution is also significant, as it utilises 
to some extent the possible degree of choice available in the horizontal velocities, in order to 
improve the dispersion properties. The realisation that the choice of the velocity variable in itself 
is rather arbitrary, leading to diierent properties ( e. g. different dispersion relations and so-forth 
), motivated the search for the optimal choice of the function to denote the horizontal velocity 
variables. 
For this purpose, Schaffer and Madsen (95) have introduced the concept of the 
generalised velocity-variable to show that the Pade [2/2] Nwogu equations are actually higher- 
order as these are Oh? accurate ( for mild slopes ). Partly, this has inspired the investigations as 
in chapter 3, to generalise Nwogu's equations to an O(pL) accurate set of equations. 
Pade [4/4] dispersion has been achieved by Schder and Madsen (99 ,  Madsen et al. (96), 
Gobbi and Kirby (97), and Madsen and Schaffer (97) using vanous formulations. 
As shown by Schaffer and Madsen (99 ,  this may be achieved utilising no higher-than 
third-derivatives, ifthe enhancement technique of Madsen et al. (91) is combined with the concept 
of the arbitrary-velocity. The main difference is that in Schaffer and Madsen this technique is used 
on both contiuity and momentum equations, instead of the momentum equation alone. Notably, 
these equations are derived only 0(p2) accurate while the quality of dispersioncorresponds to 
higher-order in p derivations. This dispersion, as it will be seen later corresponds to an O(,*) 
derivation. 
Alternatively, as derived by Madsen et al. (96) and Madsen and Schaffer (97), O(/? 
depth-averaged velocity equations ( including fifth-derivatives ) may also provide the same Pade 
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[4/4] dispersion. This is achieved by application of Madsen et al. (91) technique to these 
equations, which also remove the singulanty in the dispersion relation that othenvise would have 
rendered the higher-order equations unstable. 
Gobbi and Kirby (97) used the weighted sum of two arbitrary-velocities to achieve the 
same dispersion relation. Generalisations of this approach enable the injection of more free 
parameters into the equations, occumng say for the weighted sum of velocities for n-different 
locations. 
In essence, all these methods of enhancements utilise a number of degrees of Sreedom 
provided by optimisation parameters ( through Madsen et al. (91) technique, or a weighted sum 
of particle velocities at two verticai locations ) to tune the dispersion to the apriori known target 
dispersion. 
In chapter 3, the Pade [4/4] dispersion relation is seen to correspond directfy to the 
generalisation of Nwogu's equations to O(p?. This is achieved as a consequence of setting 
higher-derivatives ( seventh and ninth order ) to zero in the O(p8) accurate descnption of the 
verticai expansion. This is an alternative way of getting the correct parameter values for enhanced 
dispersion in this approach. As a minor note, this dispersion is also exacrly Pade [4/4], as the 
coefficients are rational numbers and not square-root values obtained in comparison to the exact 
Padé [4/4] celerity. 
A direct generalisation to still improve the equations would be as follows: Combine the 
equations from chapter 3 ( generalised Nwogu equations via generalised variable ) and the 
Schaffer and Madsen (95) technique to get Pade [8/8] dispersion in much the same way as 
Schaffer and Madsen (95). In terms of the accuracy, the following table illustrates the accuracy 
OS the phase celenty OS the equations corresponding to different Pade dispersion. The accuracy 
is gauged relative to the exact linear dispersion, provided by Stoke's linear theory: 
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Table 2.1. The relation between Pude-approximants and the orders ofaccuracy. 
Pude qpe ofdrspersion-relation 
Pude ( I / O /  
Pude (1/2] 
Pude [U41 
Pude (8181 
The Pade [2/0] ( Taylor series ) corresponds to the lower-order equations in SWL velocity. 
Pade [Ol21 corresponds to the lower-order equations in depth-averaged velocity. 
It is seen from table 2.1 that, in general, the order ofthe accuracy of the Padbapproximant 
is provided by the sum of the orders on the numerator and the denorninator. For example, Pade 
[6/6] would be O(@h)'y accurate, and so-forth. 
Fig. 2.1 compares the Pade celenties associated with Boussinesq-type equations, 
normalised by the Stoke's linear celenty, to demonstrate the accuracy for higher wavenumbers. 
Letting CzB0, and CzSTom = g Tanh (7ch)/k to respectively denote the square of the Boussinesq 
type equations phase celenty and the square of the Stoke's linear phase celenty, it is possible to 
define R, (W) = CzB0, 1 CZSTOKó. . Plots of R,  (kb) yield a measure of the linear dispersion errors 
Accurac.~ order relative to: gk tanhkh) 
of(kh12) 
0 f m d )  
0f(kh)? 
O(Fhl'0) 
of each of the equations. 
Finally, it is remarked that the group velocity is also improved via improving the dispersion 
property, but the resulting improvements in the group velocity are to a lesser extent because it is 
given by the derivative of the Pade-approximated function. 
2. 2. 2 Linear Shoalinp: 
Linear shoaling is af fundamental importance out of energy considerations: 
In essence, the linear shoaling gradient is obtained by taking the Fourier transforms of the 
mass and momenturn equations, where the elevation and velocity-variables are no longer in phase, 
as for the case of an uneven bed. In 1992. Madsen and Snrensen analysed the linear shoaling 
gradient of Boussinesq type equations. Their method allows the derivation of a shoaling-gradient 
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directly from the equations. This shoaling gradient is then optimised relative to the gradient 
obtained diectly from the Stoke's linear theory. In cases where a wave-equation, in one variable, 
is untenable ( e g .  Nwogu (93) equations in velocity at an arbitrary depth ), Schaffer and Madsen 
(95) introduced a modified ( essentially the same concept ) means of obtaining the shoaling 
gradient of the equations. 
The enhancement technique originally introduced by Madsen et al. (91) and Madsen and 
Ssrensen (92), with its later applications in Schaffer and Madsen (95) and Madsen and Schaffer 
(97) ailows for sunultaneous achievement ofPade dispersion relation and also optimised shoaling 
(chosen) in a mean-square sense ( relative to the gradient ). 
Recently, there has been an increased interest in investigating the shoaling properties and 
their improvements. Beji and Nadaoka (96) denve an enhanced set of lower-order Boussinesq 
equations by a dierent  means ofborrowing from the higher-order terms. Although, the algebraic 
briefness of their approach is quite remarkable, in mathematical terms the formality and 
consistency of the derivation are the same as Madsen and Ssrensen (92). In fact, the equations 
given by Beji and Nadaoka are a special case of the enhanced lower-order equations given by 
Schaffer and Madsen (95) with a different choice of the shoaling parameters. 
In Beji and Nadaoka, the conservation of energy-flux is used as a cnterion to derive 
shoaling gradients of Boussinesq equations. They have postulated that the two gradients 
corresponding to the equations 'must' agree for the consistency of the derivation. This has been 
discussed in Schaffer and Madsen (97), but it sufices here to mention that it would be intriguing 
indeed, if the energy flux was exactly conserved ( as in Beji and Nadaoka ) while all other 
properties are conserved to an order ( set by the tmncation of the vertical expansion ) On a flat 
bed, energy is exactly conserved for all Boussinesq-type equations, but for uneven sea-bed, the 
group velocity is no longer exact. In deeper water, all Pade dispersion relations overestimate the 
phase and group velocities monotonically and to conserve energy-flux, the surface-elevations 
would become underestimated, as a,' (, is a conserved quantity. 
The final verdict on this matter is likely to be provided through investigatirig the nonlinear 
shoaling. Analogous to the dispersion improvements, linear shoaling improvements may have a 
positive or negative effect on the noniinear shoaling properties. Whether which type of the slope 
terms is most appropnate is to be also inferred from nonlinear shoaling properties. 
Furthermore, the coinciding of the gradients from the two approaches does not result in 
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better shoaiiig compared to the exact gradient, for a range of kh in [0,3], where as it does for kh 
in [0,1.5]. Over a wide kh range, the shoaling of SchaEer and Madsen (95) equations are much 
closer to the target values, although the energy-flux is not exactly conserved, but to the order 
permissable by the equations Care is to be taken in judging the shoaling quality, as it is necessary 
to look at a wide range which is utilised in modelling practise. It is also not enough to look at the 
orders from Taylor expansions of the exact and approximated quantities, as this can be misleading. 
In fact, it is the highest powers of the wave number (kb) which are dominant in deeper water, and 
govern shoaling. 
As Nwogu (93) equations are derived without borrowing from higher order terms, it is 
of interest to investigate their shoaling properties. Although, the gradients from the two different 
approaches do not coincide ( ie. does not seem a must for consistency ), Nwogu (93) equations 
have excellent shoaling charactenstics up to a good range in kh. The deviation from the exact 
gradient is seen to be monotonic. 
In comparing the linear shoaling of the equations to the exact result ( obtained from 
Stoke's theory ), the following point is also notable. Unlike the case of linear dispersion where the 
target result was really exact, the energy-flux target result ( as formulated by a;C, ) is not exact, 
particularly for steeper slopes. For an uneven sea-bed, the energy is not conserved due to the 
shoaling and this implies that the group velocity is not well-defined in its usual sense any more. 
This may not be so important for less steeper slopes, but while optimising and considering 
percentages of errors, it must be noted that the errors may be over or under-estimated where the 
original definition of C, becomes more violated. 
For shoaling, an 'exact' target would result in lesser ambiguity in regards to the effects of 
linear shoaling manipulations on the nonlinear shoaling. That is why, it may be worthwhile to try 
to bypass group-velocity considerations and compare the linear shoaling properties to the linear 
system comprised ofthe Laplace's equation, sea-bed boundary condition and the linearised free- 
surface boundary conditions. Remarkably, the shoaling approximation in Boussinesq theory is 
embedded in the vertical expansion of the velocity potential, as obtained fromthe sea-bed and 
Laplace's equations. 
If the dispersion andl or shoaling properties become really unacceptable in the higher 
wave-number region of the spectmm, this would cause a significant problem in numerical 
modelling, as there are oilen spurious high wave-numbers present in the model ( of the same order 
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of magnitude as determined by the gnd resolution ), which may affect the overall simulation. 
Hence, the limiting behaviour for higher kh values must still be acceptable in practise. This 
motivates Boussinesq-type equations where all properties deviate monotonically, or very 
gradually, from the exact values. 
2.  2. 3 Nonlinear nrooerties: 
Evidently, the nonlinear characteristics are the hardest to optimise. A means of achieving 
this inherently is by ensuring a well-behaved horizontal velocity-variable, as otherwise the 
consequence could be both serious linear andlor nonlinear instability. For instance, the case of 
SWL velocity, as in Van der Houwen et al. (95) is an example of nonlinear instability in the 
equations being rooted in the choice of the velocity variable. The proper honzontal variable is only 
a fist step, and much more can be achieved ( utilising the good linear dispersion behaviour in the 
energy-transfer to higher harmonics ) by retaining the maximal nonlineanty allowed by the 
dispersion order of the equations ( e.g. Serre (1953), Wei et al. ( 99 ,  and Madsen and Schaffer 
(97) ). This is ofvery important consequences for improving the nonlinear behaviour. Furthermore 
a consistent enhancement of linear properties as for example in Madsen and Schaffer (97) may 
result in enhancements of nonlinear properties. 
The strongly higher-order, fully nonlinear equations derived as in chapter 3 could have 
excellent nonlinear properties. An additional improvement method of the nonlinear terms is also 
given in chapter 3, though this second method is mainly included for engineering purposes and 
is not so rigorous. 
In the case of nonlinear shoaling, the absence of a straight-forward analytical tool impiies 
that a consistent derivation is possibly the easiest way to improve this. In practise, comparison to 
Laboratory experiments can help provide a suitable assessment of this property. 
It is useful to stress further that for modelling use, the equations are unavoidably going 
ro have more tangible errors for higher wavenumbers, but it is much more preferable to 
underestimate the higher wavenumber ( specially spurious modes ) shoaling and nonlinear 
properties, as a large overestimation for the limiting case of high wavenumbers could prove 
catastrophic to the quality of the simulation. 
In the above, a brief account was given of the developments and key areas of importance 
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improvements is made to conciude this section. It is the author's belief that Boussinesq-type 
equations stiii 'more' valid ( than what is given in chapters 2 and 3 ) for an arbitrury water depth 
are a realisable target, though such was not undertaken in the present project beyond the possible 
generalisation ofthe theory as in chapter 3. Future developments may result that both linear and 
nonlinear properties may eventually become so enhanced that Boussinesq-type models may 
actually compete more severely with the three-dimensional models also in the greater water 
depths. It is envisaged, that a possible key to this would be in a more optimally-accurate 
representation of the vertical structure through appropnate mathematical means. 
In the next section, the different possible derivation methods for Boussinesq-type 
equations are outlined and their relative ments are compared. 
2.3 Derivation methods for Boussinesq-type equations 
This section deals with the general derivation techniques for Boussinesq-type equations. 
In the interest of brevity, solely the main issues are to be outlined here, and references are 
provided for more detailed elucidations. 
At the onstart, it is emphasised that there exist a number of derivation methods which may 
yield the same end-results, under irrotational, non-dissipative fluid assumptions. Mainly, these 
methods can be cited as follows: 
1) Integration of the Euler's equations approach. 
2 )  Approximation of the Hamiltonian approach. 
3) Expansion of the velocity potential approach. 
In the first approach ( e g .  Peregrine (1967), Dingemans (1973), and Nwogu ( 1  993), Chen 
et al. (1997) ), the conservation of mass and momentum equations ( Euler's equations ) are 
integrated over the total water depth, in order to obtain Boussinesq-type equations. 
In the second approach ( eg.  Mooiman (1991) and Mooiman and Verboom (1992) ), the 
Hamiltonian of the exact ( fully nonlinear, fully dispersive ) system is approximated to obtain 
Boussinesq-type equations. An advantage of this method is that the equations are obtained 
through approximating certain features of the system's Hamiltonian which are known and decided 
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a priori, before any analysis of the derived equations. In comparison, a judicious interpretation of 
the nature of the approximations in the first and third approaches can also provide a good deal of 
insight into the properties ofthe equations, but arguably not as obvious as in the second approach. 
However, this approach does not seem to lead to improved Boussinesq equations which can not 
be othenvise obtained. 
The third approach ( e g .  Mei (1983), Chen and Liu (1995), Wei et al. (1995), Madsen 
and Schaffer (1997), and the equations in the next chapter ) provides a novel alternative, in that 
it involves considerably less algebra than the first approach. This approach may be used t o  derive 
the equations, solved as accounted for in the subsequent chapters of this thesis. Another 
advantage ofthis approach is that the equations may be recasted into different horizontal velocity 
variables with relative ease. As a find argument for this approach, it is the relative ease with which 
Serre-type ( fully-nonlinear ) equations are derived, just by relaxing an additional assumption of 
dp2 = O(1). 
In the next section, this approach is schematically outlined and the interested reader is 
referred to Dingemans (95) for further details on the different derivation methods. However, in 
terms of the end-result there does not seem to appear, by the charactenstics of the resulting 
equations, that any of the derivation methods directly yields equations with considerably better 
properties than the rest ofthe rnethods. 
2. 4 Derivation by expansion of the velocity-potential 
This section deals with the outline of this particular type of derivation. Ernphasis is placed 
on defining and interpreting the problem and the necessary assumptions are listed. The detailed 
mathematicall algebraic manipulations are not included. The detailed description of this derivation 
method may be found in Madsen and Schaffer (97). 
The main purpose is to present the derivation of the equations which are numerically 
solved as in chapters 4 and 5. In addition, this derivation method is examined further in chapter 
3, for possible generalisation purposes. 
The problem may be defined as follows. Assume a Cartesian coordinate system, such that 
the origin is located at the still water level ( SWL ), and the position vector is denoted by the (x , ,  
y :  z )  3-tuple values, with z' pointing verticaily upwards. Domain boundaries are defined by the 
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free surface at z,= q'(x; y ;  t ?  and the sea-bed at z'= - h' (x ' ,y ï .  
The scaling to the non-dimensionalised ( without primes ) variables may be achieved by 
rhe use oftwo different length scales ( a characteristic water depth (h,,) for the vertical axis, and 
a characteristic wave-length (L,) for the horizontal axes ), and a characteristics amplitude (a,). 
Thus the two important pararneters indicating the dispersion ( p= hdL,) and the nonlinearity ( 
E= adh, ) are to be recognised in this context. 
The problem is idealised by assuming an irrotational, incompressible fluid ( allowing a 
velocity potential to exist ), and hence the mathematical system describing this fluid is comprised 
of the Laplace's equation with appropnate boundq  conditions at the sea-bed and the free-surface 
as follows: 
where 0 (x,y,z,t) and Vrespectively denote the velocity potential function and the horizontal 
gradient operator ( d/&, d/@ ). 
In this approach, the derivation steps in going from the above system to Boussinesq-type 
equations are as follows: 
(i) Expansion of the velocity-potential in tenns of a power-series polynomial in z. 
(ii) Obtaining the momentum ( in SWL velocity vector ) equations from the expansion. 
(iii) Obtaining the continuity ( in SWL velocity vector ) equation from the expansion. 
(iv) Reformulation of the equations in terms ofthe desired velocity-vector. 
(v) Enhancement of the equations by borrowing from higher-order terms. 
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Exoansion o f  the velocitv-ootential in terms o f  a nower-series nolvnomial in r: 
As hinted by its name, the key issue in this approach is the expansion of the velocity 
potential in a power series in z. with the coefficients to be determined in the derivation. 
Alternatively, due to the ordering of the problem, the same resulting vertical expansion rnay be 
achieved by an alternative expansion utilising a power series in p'. The chosen vertical expansion 
is as follows: 
where @"I functions denote the coefficients of the above power-series expansion, and the 
parenthesis emphasis that it is not to the powers of n. Such an expansion may be used in the 
system of the equations comprised of the Laplace's equation and the associated sea-bed boundary 
condition ( equations (2.1) and (2.2) ) to obtain a canonical form for the @')functions, with no 
additional assumptions. Lower-order Boussinesq theory ( classical ) utilises the O(?), or 
equivalently accurate expansion, while the conventional higher-order theories are O(z4), 
or equivaiently O k d )  accurate. Strongly higher-order Boussinesq-type equations, as pursued in 
the next chapter, are obviously of yet higher-orders. 
In practise, the Boussinesq theory's so-cailed long-wave assurnption is born out of the 
truncation ofthis expansion at an even order n. It is noted that this truncation does not have any 
- 
explicit implication on the nonlinearity of the problem, but its effect is implicit through ignoring 
all of the amplitude-dispersion terms of higher-orders ( > n ) in p. 
It is by virtue of the postulated power-series expansion that the equations are obtained 
formulated in terms ofthe velocity at the SWL vector. Analysis of the equations in this choice of 
variable determines that this is not a good choice leading to instabilities of the equations, and it 
is preferable to transform to another velocity variable, at a later stage. 
It is important to realise that two linear equations ( ie. no E terms yet ) are enough to 
obtain the unknown coefficients. Some implications of this will be investigated further in the next 
chapter. Having obtained the expression of the velocity-potential, one can envisage the problem 
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additional assumption to simplify and reduce the number of the terms. This corresponds to 
worsening of the representation of the energy transfer to bound waves while from numerical 
considerations, not much overhead is addedwith a suitable algorithm. Therefore, it is preferred 
to keep all the nonlinear terms d o w e d  by the retained order of dispersion. This interesting issue, 
has been investigated in Madsen and Schaffer (97) derivation and analysis of higher-order 
Boussinesq equations. 
Two sets of equations denved with and without this assumption are Nwogu (93) and Wei 
et al. (95), which have the same linear properties but the latter of the two is much better in terms 
of the bound wave solutions, and the deviations in deeper water are desirably monotonic and it 
stands to reason that this more gradual deviation from the desired result is a feature of the fully 
nonlinear derivations. 
This fully-nonlinear approach is condoned here, also for a number of additional reasons. 
Because Chen et al. (97) equations, derived specifically for the incorporation of wave-current 
interactions are a subset of Madsen and SchiHer (97), it proves that the incorporation of these 
nonlinear terms ensures the desired wave-current behaviour, and for example the correct Doppler 
shiff. 
In numerical modelling, the addition of these higher-order nonlinear terms may require 
Further iterations in the numencal scheme but this inclusion does not usually necessitate a radically 
different numerical approach. Therefore, it is considered worthwhile also from a modelling 
perspective to retain these traditionally higher-order terms. 
Reformzrlation -f the equations in terms o f  the desired velocip-vectori 
At this stage in derivation, the equations may be written in a 'preferred' velocity-variable. 
It is known, as in Madsen et al. (1991), th8t at the same order o f p ,  the equations may have quite 
different linear and nonlinear properties, and these properties may be improved by an astute choice 
of the velocity-variable. Two cases are considered here, namely the depth-averaged velocity and 
the particle velocity at an arbitrary-depth possibilities: 
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Depth-averaged, ( or depth-integrated ) formulations are sometimes preferred, as the 
continuity equation does not come to inciude third and higher denvatives. Therefore, one equation 
is compact and easy to solve numencally. This would be an advantageous fact, only if it is utilised 
in the choice of the numerical scheme. However, it is sometimes over-emphasised that these 
formulations are inherently better, because the continuity equation would only have been exact 
correspondig to taking the exact flux-vector. Similar to aii other properties of the equations, such 
as dispersion etc., the mass conservation in both continuous and discrete senses is to be inferred 
from analysing the system comprised of both the mass and momentum equations together. 
Now, the set of the higher-order equations, denved as above, may be rewritten in 
depth-averaged velocity vector, as SWL velocity vector is an undesirable variable in both linear 
( poor dispersion1 instability ) and nonlinear senses ( poor dispersion1 instability ). 
The depth-averaged velocity is defined by the following integral: 
This definition may be used to establish a relation between the SWL ( 2 ) and depth- 
averaged velocity ( U ) variables in the power-series expansion of the potential ( ie. by the 
integration of the expansion relation ) The resulting relation gives U in terrns of ri up to a certain 
order in p ( which is p' accurate for this higher-order development ) The method of Succes.sive 
approximaf~ons tarting from the lowest order in p', is used to invert this relation to obtain ri in 
terms of U, up to the same order in p ,  ie. tmncated at p6. 
The resulting relation of 2 in terms af  U enables rewriting of the Boussinesq-type 
equations in terms of U, by direct substitution, to obtain the following continuity and momentum 
equations: 
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where 
In the above compact form, both r, and A,, are there t o  group terms according to the powers 
of p' and E, with the foliowing convention: Fm denotes aU of the linear and nonlinear terms which 
constitute the p" terms of the equations. These terms may be grouped into the powers of E, t o  
point out the type of the nonlinear terms. This is achieved by defining Am to correspond to the 
c? terms in r,. In the above, the superscnpt I stands for this particular formulation of Boussinesq 
type equations. 
The above equations include ful1 nonlinearity permitted by the order of the dispersion 
parameter. It is observed that for terms, the highest possible nonlinearity is given by the terms 
to the third powers of E, while for p4terms, the highest possible nonlinearity is given by the terms 
to the iifih powers of E. Furthermore, P denotes linear terms, E quadratic terms, 2 cubic terms 
and so-on. The p4 terms come to include fifth-order denvatives. 
The equations (2.8) to (2.1 1)  contain the Dingemans' (73) and Peregrine's (67) equations 
as specific reductions, respectively corresponding to neglecting terms above the orders of O( p J , ~  
p2 ) and O( p<€ )). 
It is important to appreciate that at the same order of accuracy in p, the changing of the 
velocity variable from i to U has already resulted in changing the linear and nonlinear properties. 
The equations in the present form still leave much to be desired in terms of the linear and 
nonlinear properties, and are enhanced as in the final derivation step (v) 
Particle velocity at an arbitraty-depth equations: 
In order to transfonn the O(p2) equations from the SWL velocity into the arbitrary depth 
velocity formulation, the procedure is rather similar to the previous case. The established vertical 
structure relation is used to give the arbitrary-depth velocity ( u )  in terms of i. The relation is 
inverted by successive approximations, to get i in terms of the arbitrary depth velocity. This 
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procedure is much the same as obtaining i in terms of U. 
The continuity and momentum equations in terms of uare as follows, in a condensed form: 
where 
and I h  and Amn retain their earlier interpretation, noting that the superscripts II and III 
respectively refer to  the present continuity and momentum equations. 
These equations, including only terms of order /J*, and all of the nonlinear terms allowed 
to that order (2p2), results in the equations of Wei et al. (95), which include the Nwogu (93) 
equations as a subset with an additional /J% = O(IJ assumption. Nwogu (93) equations were 
subjected to improved linear properties as in Madsen and Schaffer (97), where through their 
enhancement technique the Pade [4/4] celerity was achieved and optimised shoaling compared to 
the gradient ofMadsen and Snrensen (92) became possible. In a rather improved way, where the 
enhancement technique includes also the nonlinear E terms, the equations are enhanced to get 
enhanced Pade 14/41, shoaling, and nonlinear properties, as in the next step. 
lyl Enhancement ?f the equations hv horrowin~ from hipher-order terms: 
Bepth-averaged velocity equations: 
Rather intnguingly, even the linear subset of the higher-order equations in U ( eyn.s 2.8- 
2.11  ) is unstable due to the dispersion relation becoming complex-valued for finite kh values. This 
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can be seen from the analysis ofthe dispersion relation. This instability is rather surprising, as the 
same choice of the velocity variable (U) for the lower-order equations is considered a reasonably 
well-behaved choice for both linear and nonlinear properties in comparison to other options like 
the SKZ or sea-bed velocity variables. This instability of the equations translates into catastrophic 
numerical instability and renders corresponding numerical models useless, as elaborated on in 
chapter 6. 
However, this instability may be removed by the application of the technique introduced 
by Madsen and Schaffer (97) for improving predominantly the linear dispersion and shoaling 
properties, as well as nonlinear properties. T e m s  of the orders neglected in the derivation are 
added to the momentum equation. The procedure is illustrated for an even sea-bed in the 
following manner: Firstly, the momentum equation (2.9) is tmncated omitting the O(p4) terms. 
The gradient operator is applied twice to this and the result is multiplied by a,,u2h2, where a, is 
a free ( dispersion enhancement ) parameter of O(1). This gives: 
Secondly, the momentum equation (2.9) is truncated omitting O($)  t ems  and the gradient 
operator is applied four times and the result is multiplied by p,p4h4, where 0, is a free ( dispersion 
enhancement ) parameter of O f l ) .  This yields: 
The original momentum equation (2.9) is modified by subtracting (2.16) and adding (2.17) . 
to it, which yields the enhanced set of higher-order equations, tmncated at 0 ( p ?  The theoretical 
justification for this procedure is provided from the exact formulation of Laplace's problem: it is 
evident that only even powers o f p  come into the formulations and the application of the gradient 
operator corresponds to an ordenng effect with respect to p. 
The procedure for an uneven sea-bed is similar, and can be found in Madsen and Schaffer 
(97). In essence, it is noted that this technique significantly enhances the equations, removing the 
singulanty and also allowing the Pade [4/4] celerity to be achieved by tuning the two parameters 
a, and p,. The linear shoaling may also be improved in a similar application of this technique for 
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an uneven sea-bed. The inclusion of the nonlinear (t) terms results in some irnprovements of the 
bound wave energy, as it is more consistent to retain these terms than just taking the linear terms 
in the enhancement. It is remarked that this modification requires a theoretical reinterpretation of 
the meaning of the velocity variable than previous to this modification. 
The conceptual means of arriving at this type of enhancement are not unique and it is also 
possible to try to improve the linear properties by looking at a dispersion relation ( in the wave- 
number domain ), as a determinant. Hence, operator-correspondence may be used to rewrite this 
dispersion relation into a number of different possible matrices ( ie. Boussinesq-type equations 
in Fourier-domain ). This is what Dingemans (94) calls a heuristic or 'back-door' derivation 
method, where the linear properties in wave-number domain are used to get a coupled set of linear 
PDEs for the uneven bottom and then the classical lower-order nonlinear t ems  are added to this 
system to include a weak measure of nonlinearity. 
Reverting to the equations, the improvement technique results in the enhanced, higher- 
order equations in U. These equations are stated in a similarly compact form, as follows: 
where the superscript ( * ) denotes the rnodified dispersion terms. In present form of ( 2.18-2.19 
), it is possible to achieve Pade [4/4] celerity. This is achieved with the following choice of the 
parameters: 
a ,  = 119 and p, = 11945. 
The expanded version of these equations for the case of an uneven sea-bed involves a 
considerable number of terms that are embedded in the above very brief formulation, as each Tm 
or k group ofterms involves a number of mixed spatial and time derivatives. The overall order 
of the denvatives is limited to fifth in this derivation. Further details on these equations are given 
in Madsen and Schaf£er (97) and because the model in chapter 4 solved a transformed version of 
the ful1 set, ie. essentially a subset of the uneven sea-bed equations in depth-integrated velocities 
( fluxes ), fbrther details on U formulation are omitted. It suffices to include the values of the 
enhancement parameters which are responsible for minimised shoaling errors in a mean square 
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sense: 
a? = 0. I46488 and ,O2 - 0.00798359. 
In  chapter 4, a better idea of the number and the type of the terms involved is given after 
transformation from U to Q, where 
is used to rewrite the equations. This enables adapting the ( 2DH )Mike 21 solution system, 
developed at the Danish Hydraulic Institute ( DHI ), as in Abbott et al. (84) and Madsen et al. 
(91), t o  solve the resulting enhanced higher-order system of equations by modifying only the 
momentum difference-equation of the numerical scheme. 
The enhanced, higher-order equations represent significant linear and nonlinear 
improvements over previous Boussinesq equations, yet it is possible to attain nearly the same 
accuracy with a formulation in particle velocity at a specific depth without the presence of any 
derivatives higher than third in both equations, where both the momentum and continuity 
equations have to include third derivatives. These equations are the foundation for the model as 
in chapter 5. 
The enhancement of these equations is to be performed for 150th the continuity and 
momentum equations While the idea is essentially the same, the procedure is as follows: 
Firstly, both equations ( 2. I2 - 2.13 ) are tmncated at O(p2), followed by the double 
application ofthe gradient operator. The result is multiplied by the following coeficient consisting 
of p'h' and two O(I) free dispersion enhancement parameters ( a,, P, ), as before: 
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The above expressions may be subtracted from the corresponding equations ( 2.12 - 2. 13 
) to consistently obtain the enhanced equations. The resulting set of equations achieves the Pade 
[4/4] dispersion relation. 
The procedure for an uneven bed is similar, and can be found in Madsen and Schaffer (96). 
To enhance both the dispersion and shoaling, four parameters ( P,, P,, a,, a2 ) are utilised in the 
enhancement technique. The additional parameters P ,  and a, are used to minimise the shoaling 
errors in a mean square sense. 
Hence, for an uneven sea-bed, the continuity equation is stated as: 
, while the associated flux vector Q is defined as: 
The momentum equations are formulated in the following compact form: 
where the A's may be expanded as follows: 
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In a nut-shell, the above equations can obtain a phase celerity, which is a Pade [4/4] 
approximation ofthe Stoke's linear dispersion relation ( see jg .  2.1 ), as well as optimised linear 
shoaling and improvements in nonlinear properties ( see jg .  2.2 ). These improvements are the 
consequence ofthe application of the enhancement technique to the so-cailed yufiy nonlinear' set 
of equations of ( 2.12-2. I3 ) The technique allows for the optimal choices of some introduced 
free parameters to enhance linear dispersion and shoaling. 
The physical significance ofthe free parameters in the governing equations ( a, P,, P,, a,, 
a, ) are as follows: a= ?ih:  was introduced by Nwogu (93), due to the location of the arbitrary- 
velocity, and dl the other four parameters were introduced by Madsen and Schaffer (97), via their 
enhancement technique. The recommended, optimal parameter values yielding: Pade [4/4] 
celerity, optimised shoaling, and enhanced nonlinearity; are as follows: 
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The numerical values of the parameters involving square-roots are as follows: 
Additionally, it is reminded that the equations of Wei et al. (95) and Nwogu (93) may be obtained 
as two well-known special cases of the above set of equations and the model in chapter 5 is 
configured to allow the selection of the most notable subsets of equations, which may now be 
intercompared using the same numencal model. 
The equations of Wei et al. (95) are obtained via setting all P , ,  P, , a, and q to zero, 
while retaining all other nonlinear terms ( their fully-nonlinear model ) Furthermore, the choice 
of o - - I  + 1 1 6  , or numencally a = -0.553, gives the Pade [2/2] celenty. Nwogu (93) equations 
result from setting, in Wei et al. (95), all higher-order nonlinear terms t o  zero. 
2. 5 Analysis methods for Boussinesq-iype equations 
In principle, all analysis methods which are applicable to nonlinear, dispersive PDEs may 
also be applied to Boussinesq-type equations. Here, a passing mention is made of some essential 
means of analysis for the most important properties. In particular, Fourier decornposition 
techniques provide considerable information in regards to the equations which can not be deduced 
directly from the order of the equations In chapter 6, the details of the analysis for both the 
continuous and discretised Boussinesq-type equations ( ie. corresponding nitmerical models ) are 
provided. 
In the following, some methods for investigating the anaiytical properties of the governing 
equations are presented, as well as relevant plots. 
Linear dispersion 
This property can be observed by looking at the linear subset of the equations. and using 
operator-correspondence relations to transform the equations to Fourier-domain. The determinant 
ofsuch a system yields the dispersion relation. Some exarnples of obtaining the linear dispersion 
for both continuous and discrete equations are given in chapter 6. The Pade [4/4] dispersion, as 
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correspondiig to the two sets of the governing equations ( in depth-integrated and arbitrary-depth 
velocities ) is shown, as in fig. 2. I. 
Linear shoaling 
In pnnciple, operator-correspondence still holds and may be used. However, following the 
method of Madsen and Sarensen (92) ( via a corresponding wave-equation ) and Schaffer and 
Madsen (95) ( independent from a wave-equation ), a linear shoaling gradient may be derived for 
the subset of the equations, containing only linear h, slope-terms in the analysis. The relative 
accuracy of the shoaling of the two governing sets of equations compared to the expected 
shoaiing from Stoke's theoiy are excellent and very simiiar to the accuracy of the dispersion in the 
kh range of [O,  61, which was used in the shoaling optimisation. 
Bound waves anaiysis 
Using a Stoke's type Fourier-expansion, assuming ( E << I, and p arbitrary ) in the 
expansion, where for present purposes the expansion is truncated at O($) ( ie. investigating the 
second-order solution ), it is possible to write: 
where B(x,ij stands for the phase function, as given by: B =  wi - kr. Only in the context of (2.30), 
U may be interpreted as the particular velocity-variable corresponding to any set of equations of 
interest. The subscripts I and 2 respectively denote the linear and the second-order bound 
amplitudes of the surface elevation and velocity. 
Hence, it is possible to compare the values of a' from the equations and the Stoke's 
second-order theory, in order to investigate the deep water behaviour of the equations Aithough, 
this anaiysis only considers superhannonics of regular waves, it is ofien a very good indication of 
the nonlinear properties of the equations in a general sense. Fig. 2.2 shows the second-order 
solution of the equations relative to the Stoke's second-order theory. Letting a~O1'SS  and a:T0m 
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to respectively denote the Boussinesq type equations second-order bound wave amplitude and 
the Stoke's second order bound wave amplitude, it is possible to defme R, fih) = a~OUSS 1 a;T0m. 
Plots of R, @h) yield a measure of relative errors of each of the equations. 
In modelling, this type of expansions can also provide the necessary nonlinear boundary 
conditions for the wide-stencilled ( ie. more than 2 points wide ) finite-differenced schemes, as 
described in chapters 4 and 5. 
Considenng a bichromatic systeq it is also possible to  use essentially the same technique 
to study both super- and subharmonics. These plots are given in   ad sen and Schaffer (97). 
The subject of triad-interactions may be studied by denving evolution equations for the 
Fourier-amplitudes, where a different orthonormal basis than Cos(nB), namely en' is used. 
Obviously, the previous analysis becomes a special case of this analysis where only bound waves 
are ailowed to exist. The procedure for deriving these evolution equations from Boussinesq-type 
equations is iiiustrated in Madsen and S~rensen (93). This type of evolution equations can provide 
considerable insight into the triad interactions problem. 
These and similar evolution equations for other Boussinesq-type equations may be used 
as the starting point ( ie. the underlying deterministic model ) in derivation of stochastic triad- 
interactions models ( e.g. Eldeberky & Battjes (96), and Kofoed-Hansen & Rasmussen (97) ), 
with different levels of possible refinement. Once these stochastic models are extended to two- 
diiensions, they could becorne applicable to wind-wave models in order to  extend these into the 
more shallow depths. 
In shallow-water, soliton solutions of Boussin*..? equations and their pertaining 
interactions can also provide another indication of the nonlinear properties. Thus, the constant- 
phase solutions and soliton solutions ( where the nonlinearity and dispersion balance each other 
) corresponding to the integrable systems of Boussinesq-type equations may be pursued to further 
determine the nonlinear properties in shallow water, particularly for higher Ursel numbers. 
In conclusion, an up-to-date and condensed literature review penaining to the derivation 
and analysis of Boussinesq-type equations has been provided. Different means of the derivation 
and anaiysis o f  Boussinesq-type equations are introduced and discussed. The derivation and the 
second order bound wave analysis related to the governing equations of the models as in chapters 
J and 5 have been given. 
Fig. 2. I :  Plots of R, (kh), where R, is defined as ihe raiio of ihe square of ihe particular Padi 
celeriq to the square of ihe Stoke S linear celerily: 
CZs, = gh Tanh(kh)/(kh). 
(1): P d  [2/0] celeriw CzB0, = gh Padé [2/0]{ Tanh @)/@h) } 
(2): Padé [2/2] celerity: C$, = gh Padé [2/2]{ Tanh (M)/@) } 
(3): Padé [4/4] celerily: CzB0, = gh Podé [4/4]{ Tanh @)/@h) } 
(4): Padé [8/8] celerily: CL, = gh Pode [8/8]{ Tanh (M)/@h) } 
2.2 (a) 
Fig. 2.2: Plots of R, m), where R, is definedas ihe ratio of rhe pmtrcular second-order bound 
ro the Sroke s second order bound wave ampiitude: wme ampiirude (a2  
a2mX?: = a:/(2h) W> Coth (M) (3 CO& @h) - I ). 
2.2 (a) 
(I): Peregnne ' (1967) equationr. 
(2): Dingemans' (1973) epationr. 
(3): Madsen and Schaffer's (1997) equations ( in  depth-averaged velociry ) 
(I): Muogu's (1993) equationr. 
(2): Wei er. al. 'r (1995) equations. 
(3): Madsen und Scwer ' s  (1997) epations I in particie velocity at an arbitrtwy 
deph ). 
Chapter 3 
Further developments in Boussinesq theory 
3. 1 Introduction 
This chapter consists of certain generalisations which may be considered new developments in the 
Boussinesq theory for water waves. New sets of Boussinesq-type equations with higher-order 
Pade dispersion, and significantly improved nonlinear properties are derived and analysed. The 
approach taken is a general one, leading to a class of equations with superlative linear and 
nonlinear properties. ' 
In the preceding chapters, the main underlying issues in the generalised Boussinesq theory 
were outlined. Evidently, more accurate Boussinesq type equations may be derived by bringing 
the derivation procedure to higher-orders in p, in accordance with the following additional means 
of improvement: 
( I )  The optimal choice of the horizontalpotential function: 
Crucial for all linear and nonlinear properties: 
A Padé-spe variable is proven to be the optimal choice. 
This chapter focuses primarily on the derivation and analysis of new equations, however, 
the equations derived and analysed in chapter 2 serve as ihe governing equations of fhe 
numerical models in fhe subsequent chapters 4 and 5. Hence, ihis chapfer can be viewed as an 
isolated chapter, which may also be readjust prior to the final chapter on conclusions. 
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(2) Retaining all nonlinear terms permissible by the order of the dispersion: 
Improves the nonlinear properties for both eveniuneven sea-bed. 
+ Corrects the Doppler-shift in the presence of an ambient current 
(3) The enhancement technique of borrowing from higher-order terms: 
Improves linear properties considerably for eveniuneven sea-bed. 
+ Improves also the nonlinear properties. 
where, these three means are listed in the order of whichever derivation stage they are applied in. 
Further possible means of improvements are also quite conceivable, but they would deviate 
considerably further from the theory defined in chapter 2. 
The main isme ofthis chapter is determining the optimal horizontal potential function as 
in (I), while (2) and (3) are also taken up in the discussion. It will be seen later that the optimal 
choice as in (l), aiso results in the possibility of strongly higher-order N I  p equations ( ie. orders 
way beyond ,u4), where higher-order derivatives are forced to vanish. 
Hence, two separate tracks of derivation, one based on the Pade-approximants concept 
and the other one based on seeking strongly higher-order equations ( with the precondition of 
setting higher-derivatives to zero ), yield the same end-result equations This comparison of the 
two methods leads to a clear relationship between the order of the polynomial representing the 
vertical profile and the accuracy of the dispersion relation of the equations. 
In other words, the objective of this chapter may be restated as the derivation of 
8oussinesq-type equations with the following characteristics: 
( I )  Strongly higher-order in p : 
This class of equations are t ~ n c a t e d  at O(pio), O(pi4), O(pl'), and so- 
forth. The dispersion relation automatically becomes a Pade-approximant 
of the exact function. 
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(2) Fully-nonlinear in E : 
All nonlinear terms allowed by the order of p are retained 
( ie. no assumed relation between p and E ) 
(3) Leading to further enhancements: 
These equations may become further enhanced following the Madsen and 
Schaffer (97) enhancement technique to have yet higher-order Pade 
dispersion, and optimised shoaling properties. Hence, the improvements 
in step (I) do not hinder additional improvements to be obtained from 
steps (2) and (3). 
The organisation of this chapter is as follows: 
in section 3. 2, the selected derivation method is revisited with a view to show the general 
form of the equations, for each conventional choice of the horizontal velocity variable. 
In section 3. 3. the concept of a generalised horizontal potential is approached from two 
different perspectives. This concept is utilised to obtain optimal properties. 
In section 3. 4, possible sets of equations, resulting from the concept of the generalised 
horizontal potential, are given and analysed. 
In section 3. 5, certain numerical aspects pertaining to the solution of these equations are 
considered. 
3. 2 Arbitrarily higher-order, constant depth Roussinesq-type equations revisited 
This section consists of providing general expressions for Boussinesq-type equations 
accurate to O(pn), where n is an arbitrary even integer. It is possible to rewrite all such 
expressions for various conventional choices of the horizontal velocity-vanables into a unified 
form, which is valid to any desired order of p. 
Much can be gained from looking at this general form, solely considering an even sea-bed, 
and it becomes possible to arrive at the general velocity variable of the next section ( used in the 
derivation of equations with superlative properties in both linear and nonlinear senses ) by 
inspecting the general form of the arbitrarily higher-order Boussinesq-type equations. 
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In general, the linear and nonlinear properties of Boussinesq-type equations depend on the 
following two factors: 
( I )  The choice of the horizontal potentialfunction. 
(2) The order of accuracy in the dispersion parameter p 
Hence, it is instructive to establish a clear idea of the properties of higher-order 
Boussinesq-type equations as a function of the different choices of the horizontal potential 
function, for arbitrarily higher-orders of p. 
In particular, the stability of Boussinesq-type equations may not be taken for granted. It 
is known that certain combinations of the choice of the horizontal potential and certain orders in 
p lead to instabilities in linear andlor nonlinear senses. This property can be investigated from the 
phase celerities of the general forms. 
In the following, so-called canonical forms of Boussinesq-type equations ( up to an 
arbitrary order in p ) are established. In the present treatment, the equations are formulated in 
terms of trigonometric functions of the horizontal gradient operator i7 Such a form is 
conceptually advantageous as well as being remarkably compact. An earlier example of this type 
of approach to the formulation of water wave equations is provided by Dommermuth and Yue 
(87). Moreover, the equations are classified by whichever horizontal potential function is used in 
their derivations. 
3. 2. 1 Sea-hed ootential: 
The unreduced ( 3 0 )  problem is formulated as follows: 
. + v ~  .. = O - h < r < e v  
* = o , z = - h  
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In the derivation of the Boussinesq-type equations, it is more straightforward to use the depth- 
integrated conservation of mass equation to obtain the continuity equation instead of using the 
free surface boundary condition (3.4). The depth-integrated conservation of mass equation is 
formulated as follows: 
In the derivation method. the following expansion of the velocity-potential is assumed: 
where theexpansion (3.6) is made about the sea-bed level. The Q("' coeficients are obtained by 
using the two constraints provided by the equations (3.1) and (3.2).  This procedure results in the 
following compact result, valid for arbitrarily higher orders of ,u. 
where. @, is defined by c$, (x,y,t) A @ (x,y,-h,t). In essence, a n  infinite power series sum is 
conveniently replaced by a trigonometric function which is equivalent to the same sum. This 
compact notation is preferred throughout this treatment 
Notably, the relation (3.7) is an exact relation with no added assumptions relative to the 
fully-dispersive formulation of (3. l )  and (3.2). 
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To obtain Boussinesq-type equations ( ie. via power-series in V ), the operator Taylor [.l 
may be used to indicate the tmncation of the expansion (3.7) at a desired order n: 
where for a iinite even integer n, the relation (3.8) is no longer exact and therefore the dispersivity 
of the unreduced problem is compromised. 
The corresponding Boussinesq-type equations are obtained as follows: The continuity 
equation is obtained by vertically integrating (3.7) ( or the tmncated relation (3 .8)  ) with respect 
to z over the whole fluid domain, as indicated by the equation (3.5). The momentum equation is 
obtained by using (3.7), and its z derivative, in the Bernoulli equation of (3.3), followed by the 
application of the gradient operator ( V ) to obtain the correspondiig momentum equations. 
In order to maintain a degree of simplicity and compactness in the presentation, the 
equations are given letting ( E- O ), omitting the nonlinear terms in the mass and momentum 
equations This is however not necessary, as in all cases considered in this section, the 
corresponding expansions of the velocity potential in the respective velocity variables are valid 
irrespective of the value of E, and their straight-forward application in the derivation procedure 
can yield the form of the nonlinear terms in the mass and momentum equations. 
The continuity and momentum equations corresponding to (3 .7 )  are thus given by: 
where u,(x,y,t) is the horizontal velocity vector at the sea-bed ( ie. u, o V@, ), and the Taylor- 
series of the above trigonometric hnctions give the sea-bed velocity equations, up to a desired 
order in p. It is noted that Vdenotes both the horizontal gradient operator ( in a vector sense ) 
and the corresponding norm ( in a scalar sense ), in the appropriate contexts. 
For investigating the linear properties, the operator-correspondence ( V - t i k, d/df - i 
w ) holds, where k is the norm of the horizontal wave-number vector and w is the angular 
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frequency. Invoking this operator-correspondence in the relation (3.7), the familiar Cosh vertical 
variation ( as Cos(ik) - Cosh(7r) ), from the linear Stoke's theory ( or Airy's theory ) is 
recognised. Reassunngly, the relation (3.7) is seen to be in accordance with the linear Stoke's 
theory when transformed into the wavenumber domain. 
Similarly, the phase-celerity relation of the continuity and momentum equations is given 
by a rational function as follows: 
2 TuyIor [Sinh (!&)Ih l 
C'0uss h T q b r  [Cosh (h)] 
where (3.10) is obtained using operator correspondences ( V - i k, d/dl - i w ) in (3.8) and (3.9). 
For instance, the Oh? accurate equations correspond to the Taylor expansions, where 
n= 6, resulting in the following dispersion relation: 
Similarly, for the phase celerity of the accurate equations neglect the (kh)' terrns in (3.1 l )  
For the phase celerity of the accurate equations, also disregard the (kh)' terms in (3. l 1). 
3. 2. 7 SWI* potential: 
Notably, equation (3.7) presents a compact means of obtaining the relation between 9, 
and all other possible velocity variables. In this case, 6 (x,y,i) is the horizontal velocity potential 
at the still water level, defined by: 
relating the SWL potential to the sea-bed potential. Hence, it is possible to obtain the inverse 
relation by inverting (3.12): 
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This expression may alternatively be obtained by the successive-approximations inversion 
of the previous relation. This illustrates another advantage of using the form of trigonometric 
functions of the horizontal gradient operator, as successive approximations are no longer 
necessary and the procedure is more or less done by inspection, for the case of an even sea-bed. 
Using (3.13) in (3.7), the resulting vertical distribution becomes: 
Cos ( p ( z + h ) V )  O(x,y,z,t) = Toylor I 4 (x.y,t) Cos ( ~ h v )  
Hence, the continuity and momentum equations may be written, using (3.14) in the 
equations (3.5) and (3.3), similar to the case of the sea-bed velocity equations, yielding: 
where ii (x,y,r) vector stands for the horizontal velocity at the still water level ( ie. ii o V 6). 
Thus, the phase-celerity relation of the equations (315)  and (3.16) is obtained using 
operator correspondences ( V - i k. d / a  - r w ). 
2 Csouss - h Taylor [ Tonh (!&)l!& ] 
For instance, the O(pO) accurate equations correspond to the Taylor expansions. where 
n= G, resulting in the following dispersion relation: 
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Similarly, for the phase celenty of the O(p4) accurate equations neglect the fihJ6 term in (3.18). 
For the phase celerity of the O(p9 accurate equations, also disregard the fkh)' term in (3.1 X). 
The depth-averaged potential 6 (x,y,t) is defined by: 
Equation (3.7) rnay be used in (3.19) to obtain, for E vanishing: 
The equation (3.20) may be inverted to obtain 4, in terms of : 
Using (3 21) in (3.7), the vertical distribution becomes: 
Sin ( p h V )  
Similarly, the continuity and momentum equations may be wntten as before, by the substitution 
of(3.22) into (3.5) and (3.3): 
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where U (x,y,t/ denotes the depth-averaged velocity vector, defined by U (x,y,I) A V ;  
The phase-celerity relation of the equations (3.23) and (3.24) is obtained by the same operator- 
correspondence method: 
2 1 
CBOW h Taylor [Cotmh (kh)kh ] 
For instance, the O('? accurate equations correspond to the Taylor expansions, where 
n= 6, resulting in the following dispersion relation: 
S i a r l y ,  for the phase celerity of the O('? accurate equations neglect the term in (3.26). 
For the phase celerity of the O(p9 accurate equations, also disregard the (7~h)~ term in (3.26). 
The arbitrary-depth potential I$ (x,y,t) is defined by: 
4 o @(x,y,i,r) = Tuylor [Cos ( p ( h + i ) V ) ] .  @6(x>y,f) 
where i is the ( arbitrary ) depth at which I$ is taken. The equation (3.27) may be inverted to 
obtain e, in terms of I$ : 
+ b  = Taylor 1 
Cos (g (h+ i )V)  
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Using (3.28) in (3.7), the vertical distribution becomes: 
Cos ( p ( z + h ) V )  
* (x,y,z , t )  = T q l o r  l 4, i x ~ , t )  Cos ( p ( i + h ) V )  
Similarly, the corresponding continuity and momentum equations may be obtained by using (3 29) 
in (3.5) and (3.3): 
Sin ( p h V )  
q t  + v .  l u = o p v c o s  i p h ( l  + n ) V )  
Cos @ h V )  u ,  V,, = O 
Cos ( p h ( l + a ) V )  
where a is defined by a o ih, and C(x,y,gl, which is the vector of the horizontal particle velocity 
at an arbitrary water level, is defined by fi(x,y,t) o V 6. 
The phase-celenty relation of these equations is given by the same operator- 
correspondence method as the earlier cases: 
y 2 .  h  T q i o r  [Sinh (kh )l(Cosh (h ( l  + a  ) ) H  ) ] 
T q l o r  [Cosh (kh)lCosh ( H (  l +a))] 
For instance, the 0(p6) accurate equations correspond to the Taylor expansions, where 
n= 6, resulting in the following dispersion relation: 
1 .  -+ l ( 1 . 0 ) ~  ~ ( 1 . ~ ) ~  I  ( l  l ( 1 . 0 ) ~  6 1 [ 1 + 0 ) ~ )  
2 120 12 24 1 5040 240 144 720 (M )" 
Caom-h 
1 .  ---.-.P 1  (l+o)'  5 [ 1 . 0 ) ~  6 1 ( 1 + a ) ~  
24 720 48 48 720 
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Similarly, for the phase celerity of the O(p4) accurate equations neglect the @hl6 terms in (3.33). 
For the phase celerity ofthe 0(p2) accurate equations, also disregard the @h)' terms in (3.33). 
It is remarked that for the 0(p2) equations, with the choice of ( n - - I  + ~/fi = -0.553 
) in (3.33), a Pade [2/2] of Tanh@h)/kh is obtained: 
So, because the dispersion is a Pade [2/2], it corresponds to an O(pdJ accurate set of equations, 
as the phase celerity is in agreement with C2,,, ( where CzSTom Tanh@h)/k ) up to and 
including t e m s  of O((kh)dJ: 
where the Taylor expansions in (3.34) and (3 3 5 )  are given including 0* terms for reference to 
other equations phase celenties. 
However, higher-order Pade approximations ( ie. Pade [4/4] and higher ) are not 
obtainable with the velocity variable at an arbitrav location, through any specific values of a. as 
evident from (3.33). 
In what has been presented so far, the forms of Boussinesq type equations and an 
indication of their associated properties, manifested in the respective dispersion relations, have 
been given. Obviously, it is of interest to identtfy the optimal approach ( ie. set of equations ) from 
the above options, if possible, however, it will be shown later that none of the above mentioned 
choices are particularly optimal in the linear and nonlinear senses. 
The optimality criteria are defined as follows: 
( I )  Stability ( preferably for all real, positive kh values ). 
(2) A gradual, or monotonic error, whilst moving into greater depths 
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(3) Minimised order of the highest necessary derivative for best properties. 
(4) Prospects of a feasible, and efficient, numerical approach. 
The means of investigating the linear stability and accuracy of various Boussinesq-type 
equations is illustrated taking the specific example of the equations (3.15) and (3.16): From an 
implernentation point of view, the SWL velocity-potential is an attractive choice as the resulting 
momentum equations do not involve any third or higher-order derivatives in a linear sense. 
Furthennore, the momentum equations do not include tenns which are mixtures of time and Space 
derivatives either. Hence, unlike other choices, it would not be required t o  invert matrices for the 
numerical time-integration of the equations, resulting in the prospect of a much faster algorithm. 
The pursuit of the denvation of the equations in SWL velocity variable results in the 
equations where the dispersion relation of these equations, derived to O(pn), is an O(FhJn) 
accurate truncation ofthe Taylor-senes ofthe exact dispersion relation from Stoke's linear theory, 
as evident from relations (3.17) and (3.18). For example, consider the equations derived in this 
variable and tnincated at requinng seventh-denvatives in the continuity equation. Therefore 
these acquire the phase celerity which is accurate up to and including O(fih)6) as in (3.18). 
From stability considerations, the has to be positive-definite ( ie. positive and non- 
zero for all real kh values ). Hence, the negative sign in the phase celerity of Boussinesq-type 
equations ( for example in (3.17) and (3.18) ) is undesirable, as the equations may become thereby 
unstable ( manifested in a complex-valued dispersion relation ), for one or more real values of kb. 
This could have drastic consequences in most practical applications. where from physical 
considerations, the range of wavenumbers does not include any of the kh values leading to 
instabilities. By virtue of discretisation, spurious wave-numbers ( also the kb values leading to 
singularities ) exist in the numerical computations and may drive the model unstable. Therefore, 
this type of ( linear ) instability is definitely most undesirable in practise, for any wavenumber. 
In mathematical physics literature, this type of instability has lead to the terminology of 
'good' ( ie. stable ) and 'bad'( ie. unstable ) Boussinesq type equations. Equations corresponding 
to other choices of the velocity-variables may also exhibit this type of instability, which is rooted 
in the alternating signs of the Taylor expansion of the odd functions Tanhfih) and S i n h w .  
Therefore, it is preferable, from stability and accuracy considerations, to use a different choice of 
the velocity-variable to eradicate the alternating signs feature of the phase celerity. 
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In comparison to other choices arising from various Taylor approximations, Pade [dn] 
type of approximations ( where n is an even integer ), are characteristically nonsingular ( ie. no 
altemating signs in the dispersion relation ), and optimal in terms of requiring comparatively lower 
order derivatives for acquiring higher-order dispersion. Furthermore, properties of these equations 
are also monotonic in deviating from the exact results, and readily lead to viable numerical 
solutions. In the next section a systematic derivation method for obtaining the velocity variable 
corresponding to any Pade [nln] set of equations is provided. 
In order to graphicaily confinn this point, a comparison is made of the dispersion quality 
of the O(p6j accurate SWL velocity equations (3.15) and (3.16) ( ie. the phase velocity (3.18) ) 
and the Pade [2/2] dispersioq obtainable with velocity at an arbitrary depth equations (3.30) and 
(3.31) (ie. thephasevelocity(3.34)): It is also noted that, the O(p6j equations (3.15) and (3.16) 
have to include seventh order derivatives whiie the Pade [2/2] version of (3.30) and (3.3 1) include 
not higher than third order derivatives. Formaliy, it may be expected that because the former case 
is O(07 accurate and the latter case is O((?h)d) accurate, that (3.18) should be more accurate 
than (3.34). Fig. 3.1 compares these two celerities, normalised by Airy's celerity, to plot R, O 
= C2Bous~C2mKE. Not only the Pade [2/2] case is clearly much more accurate, the SWL velocity 
equations eventually become unstable, manifested in a negative C2,,, value. 
From this example, two related inferences may thus be drawn: 
( I )  The formal order of the accuracy in terms of kh or p is not a decisive 
factor regarding the accuracy of a set of equations. 
(2) As well as being computationally attractive ( ie. lower order derivatives 
for same accuracy ), Pade-approximant equations are also preferable out 
ofphysical considerations, because the deviations from the exact function 
CZs, are monotonic, and linear instabilities are eradicated. 
In the next section, generalised velocity-vanables, yielding higher-order Pade-approximant 
equations are formdy treated. Prior to that, this section concludes with recasting all of the above 
classes of continuity and momentum equations, with different possible choices of the velocity 
variable, into the following unified form: 
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where u, denotes the vector of the generalised horizontal velocity variable. p is a function used 
throughout this manuscnpt in order to correspond to the unified f o n  of vanous Boussinesq-type 
equations or to the unified detinition of the horizontal velocity ( potential ) variable All previous 
equations are obtainable from (3.36) and (3.37), with the function p(, h 9 taking the following 
forms: 
Sea-bed choice 
S112 choice 
Depth-averaged choice 
- Arbitrarv-velocity choice (3.38) 
The phase-velocity associated with (3.36) and (3 .37)  is therefore given by. 
,z = h T&r[Sinh (!ih)p(kh)lkh] 
Tnyiar [Cosh (kh)pikh)] 
The following conclusion is drawn from the earlier material: In principle, all of the above 
Boussinesq-type equations are obtained by approximating the operator Tan(p h q, into the ratio 
of two polynomials in p hV The momentum equation provides the denominator and the 
continuity equation provides the numerator of the approximating quotient. This realisation is 
pivotal to seeking a Pade-approximant type of horizontal potential function, as in the next section. 
3. 3 Generalised horizontal potential function 
Two tracks of derivation yield the same end-result venical profile polynomial expansions 
and therefore the same sets of equations. The first method seeks the venical profile expansion 
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corresponding to the Pade approximation of the operator Tan(p h 9, and the second method 
seeks strongly higher-order Boussinesq-type equations with the precondition of forcing higher- 
order linear denvatives to vanish in the vertical profile expansion. 
This approach is inspired by the foiiowing realization: All Boussinesq-type equations have 
been shown in the previous section to correspond to quotient approximations of a Tan(p h o) 
operator, where two coupled ( continuity and momentum ) equations provide the numerator and 
the denominator o f  such a quotient. Hence, invoking the Pade concept, one could derive Pade- 
type equations, expecting to obtain a higher accuracy, where the corresponding continuity and 
momentum equations are to be formulated as follows: 
where, N denotes the numerator and D the denominator of the Pade [nln] quotient. The dispersion 
relation is optimally obtained as: 
C Z = h Pode [nln]  . (Tanh (Wl )lkh ) 
This approach is. in essence, what Witting (1984) advocated, yet instead of calling the 
velocity variable a 'psuedo-velociiy', the term 'generalised velocity' is preferred as a clear relation 
stating <P(x,y,z,t) in terms of the generalised variable and z-polynomials is established to an 
arbitranly higher-order. 
As the Pade [nlnl-approximant of Tan(p h 9 operater is used in the derivations, some 
important examples of these are given below: 
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The numerator and the denominator of the above relations actually yield the linear forms 
of the continuity and rnomentum equations, respectively. The Pade [616] and Pade [8/8] equations 
are not given in their final form includins the nonlinear terms, in this manuscript. However, the 
vertical profile expansion, derived at a later stage in this rnanuscript, is equally valid for any Pade 
[dn ]  set of equations, for an arbitrary even integer n. Notably, these higher-order Pade 
expressions ( ie. n= 6 , and n= 8 ) are given because the pivotal issue of the derivation of 
Boussinesq-type equations is the derivation of the vertical expansion. Having established the 
former, what remains is a straightfonvard substitution of the general formula to obtain any Pade 
[nln] equation, though this substitution was not undertaken presently beyond the Pade [4/4] 
equations. 
The expansions for Tanbfih)/k are similar to  (3.43) to (3.46), except all signs in the 
numerators and the denominators are positive, and the expressions are therefore positive-definite 
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and thereby stable for all kh. 
The establishment of a general vertical expansion for this Pade-approximant variable is 
very attractive, as it leads to the derivation of arbitrarily higher-order ( with the inclusion of the 
nonlinear terms ) Boussinesq-type equations. The derivation of this vertical stmcture relation 
permits calling this variable a 'generalised velocity' variable, where the kinematics relation 
provides the physical context, and for Pade [4/4] and beyond the definition does not correspond 
to the earlier definitions of the velocity variables. 
The corresponding kuiematics relation can be detived in a number of ways. For example, 
the comparison of the SWI, equations ( (3.15) and (3.16), tmncated at O( ,u2"+' ) ) and the 
generalised velocity equations ( equations (3.40) and (3.41) ), leads to a relation between ( = 
V 4) and u, ( = V+, ), which may be rewritten as the following relation between 4 and $, : 
Hence, the vertical expansion corresponding to the generalised (Pade-type) velocity 
variable may be obtained from substituting (3 47)  into (3.14): 
Ton ( ~ h v )  in,or j c o s  i p c ~ h ) v ) ] D b  [ n h ]  [ ) ]+g+o (P2'") 
Cos ( p h V )  P V  (3.48) 
where it is intended that the O(p2") Taylor expansion of the first expression in the brackets 
becomes multiplied by the denominator of the Pade expansion of the second expression. The 
relation (3.48) holds irrespective of the value ofthe even integer n. 
It deserves mention that for all practical purposes, except for the algebraic manipulations 
which ensue from the substitution of (3.48) into the depth-integrated continuity (3.5) and the 
Bernoulli equations (3.3), to get Boussinesq-type continuity and momenturri equations, the 
derrvation is virtuallyfinished with establishing G(x,y,z,t) variation. That is to say, the main 
issue of Boussinesq-type equations is proposing an optimal expansion of the potential function 
in terms of a suitable choice of the horizontal potential function. With that established, what 
remains is a mere direct substitution procedure, which is the same for all Boussinesq-type 
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equations iriespective of the choice of the velocity variable. 
The importance of the above relation is to be emphasised, as it is a canonical expression, 
defining the vertical expansion in terms of the generalised velocity, up to any order in p. For 
example, the above is a compact statement for the Pade [2/2] ( ie. Nwogu (93) ), and the Pade 
[4/4] ( ie. next section ) equations. 
The Pade [4/4] version of the above is rederived via a different approach and the expanded 
out version will also be given by the equations (3.56) to (3.59) in connection with (3.49). 
The briehess of the general equation (3.48), containing all Pade expansions, is actually 
rather remarkable. The arbitrariness of the order n ( for Pade [nin] developments ; b'even integer 
n ) can be actually useful in modelling practise, as suggested in section 3.5. 
In addition, it is emphasised that the kinematics expressed in (3.48) may be used to derive 
fully-nonlinear Boussinesq-type equations, as the relation is valid independent of the magnitude 
of E. 
In order to obtain the expansion for different n integer values, the corresponding Pade- 
approximants as listed in equation (3.43) to (3.46) may be used. 
The same kinematics relation, as from (3.48), may be obtained by the following alternative 
polynomial derivation. 
3. 3. 2 Stronr[v hipher-order kinematics quroach: 
The term strongly higher-order, distinguishes the higher-order 0/p1) accurate equations 
from 0h"jccurate equations, where r1 is an even number greater than 4. 
In this derivation, it is intended to force the higher-derivatives occurring in a generalised 
vertical expansion of the velocity potential to vanish by a judicious choice of a generalised 
horizontal potential function. 
As a specific example, the linear terms containing seventh and ninth-order derivatives are 
set to zero, in a general expansion which is truncated at O(piO). 
Standard derivation obtains the kinematics relation by compromising the ful1 linear 
dispersivis: capsulated in the Laplace and sea-bed equations, to a specific extent in a z-polynomial 
relation of a given order in p. 
In general, the polynomial coefficients are set by the interpretation of the horizontal 
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potential function, and it is therefore possible to define a generalised horizontal potential function 
by assurning unknown coefficients of diierent powers of z in the expansion polynomials. In a way, 
this is solving the reverse problem, where the Laplace and sea-bed relations are used to acquire 
the best interpretation of the horizontal potential function, for a particular set of the interpretation 
parameters. 
Such a method, coined the polynomials of unknown coefficients' method, is also possible 
for an uneven sea-bed. For illustration purposes, it is easier to consider an even bed, with 
reverting to an uneven bed later in the discussion of the equations. 
For an even sea-bed, the following general expansion, accurate to and including O(@) 
tems, is assumed: 
In the above, no assumption is made regarding the interpretation of the horizontal 
potential which will be determined through determining the coefficients af  g, g,, g,, g,, and g, 
polynomials. 
It follows that a pennissable choice of the polynomials is as follows: 
g, is a constant, g, is a quadratic in z, g, is fourth-order in z, g, is sixth-order in z, and g, 
is eighth-order in z. The application of the Laplace and sea-bed equations to this postulated 
relation fixes the coefficients to a certain extent, leaving only four degrees of freedom. It is 
remarked that for present developments, g, is taken as unity, as it does not effect the dispersion. 
The following system results from the application of the Laplace and sea-bed conditions: 
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The above constitutes the most general accurate representation of the velocity 
potential expansion ( with this ' polynomials of undetermined coeficients ' approach ), with the 
free parameters u., b., c., and d.  to be set so as to optimise the final equations, and the 
interpretation of the horizontal velocity potential is through this specific set of values, which 
allows recovering all other earlier choices of the horizontal velocity potential. 
In order to optimise the properties, one set of criteria could be given by requinng all of 
the seventh and ninth derivatives to vanish from the linear terms. 
For the momentum equations (3.3), this is equivalent to imposing g,(O) = O ( for seventh- 
derivatives to vanish ), and g,(O) = O ( for ninth-derivatives to vanish ). 
For the depth-integrated continuity equation (3.9, it is similarly required that: 
and, 
[i g,(z)& =o 
( 3 . 5 5 )  
This set of criteria are rnet for the following choice ofthe ' interpretation pararneters ' 
The expressions for the generalised polynomiais becorne as follows: 
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This is identical to the result embedded in equation (3.48) for the Pade [4/4] generalised 
velocity The above relations lead to an 0(p8) accurate set of equations, where the linear subset 
of the equations does not include any higher than fifih-derivatives. 
This polynomials approach not only provides an alternative derivation method to what was 
performed for the equation (3.48), but aiso has an additional purpose: It indicates the direct 
relationship between the order of the accuracy of the polynomial which represents the vertical 
profile of the horizontai velocity and the order of the accuracy of the dispersion relation. It 
becomes clear that a Pade [nln] set of equations corresponds to an O(?) accurate kinematics 
expression, as well as the possiblity of a fully-nonlinear, 0(p2") accurate set of equations. This 
may seem even intuitive in retrospect, but a glance at some earlier existing material suggests that 
this relationship, not only was not as clearly stated, but also the existence of it was not at all 
assumed. 
The generalised horizontal potential expansion may now be used to get the Boussinesq 
rnornentum and continuity equations in much the same way as the standard procedure for the 
expansion of the velocity-potential approach. 
The equations are O(p9 accurate, and the resulting dispersion relation is similarly O((khj8) 
accurate which is actually identical to the Pade [4/4] dispersion relation of section 3.3.1. 
Similarly, it may therefore be postulated that the following pattern holds, also in agreement 
with the compact formulation of (3.47): 
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which also provides a quick means of transforming the equations derived in 6 to equations in the 
generalised ( Pade ) velocity variable +,. Aithough, high denvatives are unavoidable using 
generalised horizontal potential, it is possible with the same highest permissible order of 
derivatives to gain much higher accuracy in p than with the conventional choices of the velocity 
potential. It follows that going from a p" to p"" accurate equations ( ie. one step higher in the 
hierarchy ) requires an increase by two of the highest derivatives for conventional derivations. 
Generalised velocity allows a much better gain for similar derivative orders. 
In general, with the generalised potential concept, it is possible to obtain an 0(p2") 
accurate set of equation, with allowing no higher than (n+[)-th-order denvatives in the linear 
equations, which is clearly more of a gain, for higher integer n values. 
For exarnple, the O(p'3 accurate set of equations ( with this generalised velocity concept 
) is indeed possible with allowing no higher than seventh-derivatives in linear terms, and the 
resulting dispersion relation becomes a Pade [6/6] approximation of the Stoke's linear dispersion. 
Notably, allproperties ( linear and nonlinear ) are funher improved for shoner waves, goirig to 
higher-orders with this approach. For comparison, seventh denvatives also appear in the 
conventional O(,? accurate equations. 
The 0(''9 accurate set of equations is not of tremendous practical interest presently, 
because of the unavoidable presence of seventh-derivatives, and optimal numerical solution 
algonthms for this class of equations are yet to be devised. Section 3.6 suggests some means of 
following this pursuit. 
As a special case of the above theos: it is an interesting way of interpreting Nwosu (93),  
and Wei et al. (95) equations, by their Pade [2/2] equations being analogous to postulating an 
O(,') accurate general expansion as above, where fifth derivatives are set to vanish. The 
difference of the two aforementioned equations lies in their difference of the order of the nonlinear 
terms retained in the denvations. As the expansion is OfP4) accurate, to have a truly fully- 
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nonlinear model, Wei et al. should have included the O(p4t;i terms, as well as the O(p1e) terms. 
Nwogu's equations neglect also the p'c terms. 
It is noted that the definitions ofthe generalised-velocity ( for Pade-approximant approach 
) and the velocity at a specific depth coincide, for O(p7 ( Pade [2/2] ) accurate case. 
Viewing the present approach as a direct generalisation of Nwogu (93), and Wei e! al. 
( 9 9 ,  it is no longer possibte to choose a certain depth to correspond to  O(p8) ( Pade [414] ) 
accurate case, and in general for Pade [dn],  for n > 2. 
3. 3. 3 Interoretation o f  the r ener al is ed horizontal ootential: 
In the former section, the relation expressing <P(x,y,z,t) as a function of the generalised 
horizontal potential was established. It is instmctive to  seek further interpretation of the physical 
significance of this variable alone. This may be tned by defining the generalised honzontal 
potential as follows: 
where p(z) is a general function defining the generalised potential. The traditional choices of the 
honzontal potential have been show,  in SchaEer and Madsen (95), to be represented by different 
p functions. The interpretation of the generalised potential ( as defined here to get Pade- 
approximants ) is not unique and may be obtained by the following type of the function p : 
where w, and w, are the weights in the weighted sums of the above, and p is written as a 
summation of Dirac's delta functions ( ie. weighted sum of arbitras. velocities ) and Heaviside's 
step functions ( ie. weighted sum of integration over specified vertical ranges ). 
Using the above definition, it becomes possible to obtain a set of nonlinear equations, 
where the weights and the i, and 4 values may be solved for. 
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The detads ofths method are omitted here, as for modelling endeavours, there is no real 
necessity to establish this interpretation. However, such would give further insight regarding 
generalised Boussinesq theory. 
Returning to the present equations, only four degrees of freedom (u.,  b., c,, and d.) were 
available and these were used up in order to make the highest linear derivatives vanish. Therefore, 
in retaining all noniinear terms allowed by the O(p8) dispersion ( an 0(p8) accurate fully-nonlinear 
set ), there are higher derivatives ( e.g. nonlinear terms involving sixth-derivatives ) to be 
expected. 
For the 0(pT accurate equations, the nonlinear properties are much improved by a fully- 
nonlinear derivation, as in Wei et al. (95) which are considerably better and the error of their 
nonlinear properties increases monotonically for shorter waves, than is the case with Nwogu's 
equations. 
In the present approach, embedded in the improvements of the vertical kinematics 
expression, and the resulting improved dispersion relation, are also direct improvements for the 
nonlinear properties, as no magnitude needs to be explicitly assumed for E in the derivation, 
following the original idea by Serre (53) which was also used in Wei et al. (95) for Pade [2/2] 
equations. The only limitation on E is implicit by virtue of truncating p. 
3. 4 Strongly higher-order, fully-nonlinear, Boussinesq-type equations 
In its simplest, the kinematics expansion of the velocity potential rnay be used to obtain 
a two equation model, as suggested in Wei et al. (95), in terms ofthe horizontal potential and TI. 
Alternatively, the gradient operator rnay be applied to the Bernoulli equation in order to obtain 
two momentum equations, favouring a formulation in horizontal velocities instead of the velocity 
potential. 
Such a three equation system is preferred, also for the following reason: Boussinesq 
theory, rnay be augmented to account for wave-breaking, by a number of means. Some of these, 
require the departure with the concept of the velocity potential, as the flow can no longer be 
considered irrotational. However, a two equation model would be economically more attractive 
under most circumstances where the concept of the velocity potential is still valid. The three 
equations system, corresponding to the generalised variable of the previous section, are given in 
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the vector form. 
Once again, the derivation is based on using the appropriate expansion of the velocity 
potential to obtain the continuity and momentum equations. The general equation of (3.48) may 
be used, taking the special case of Pade [4/4]. Equivalently, the expansion (3.49) with the 
interpretation functions set as in (3.56) to (3.59) may be used. 
Hence, the continuity equation is given, as before, by: 
where the Q vector correspond'ing to the chosen velocity potential expansion is given as follows: 
Similarly, the momentum equations are given by using the expansion in (3.3), followed by the 
application of the gradient operator: 
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where the r's, grouping terms with different powers ofp, are given as: 
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, and r, is given by: 
where all the powers of e are retained ( ie. a fully-nonlinear version ) in the above system of 
equations. 
As proven in the previous section, there are no linear terms in this system above the order 
of p4. These fully-nonlinear set of equations possess very attractive nonlinear properties. 
However, for numencai solution ofthe equations in this form, we may decide to allow only fifth- 
derivatives in the formulation. This would lead to a neglect of all the O@€), a i~d  higher-order 
terms ( ie. the whole set without r, and r, defines the 'truncate$ equations ). In effect, this is 
trading off some nonlinear accuracy for avoiding the ( considerable ) computational overhead of 
these higher-order nonlinear terms. 
Such a tmncated version ofthe above has aiso an interesting interpretation: It is the direct 
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Pade 14/41 generalisation of the Wei et al. (95)'s fully nonlinear equations. However, both 'fully- 
nonlinear' equations ( Pade [2/2] or Pade 14\41 ) neglect some higher-order nonlinear terms. 
Other assumptions about the relation of E and p are possible, as in the traditional theory, 
it is assumed that up2 = O(l), ie. a neglect of 0(p2E) terms occurs in the weakly nonlinear; 
weakly dispersive theory. This assumption corresponds to the case of the dispersion and 
nonlinearity balancing each other out, ie. occurrence of Solitary wave solutions which may 
possess Soliton or near-Soliton properties. 
3. 4. I Bound wave anulvsis: 
The method of analysis is a Stoke's type Fourier expansion to investigate the 
superharmonics of regular waves. For the second-order bound wave analysis, the expansion is 
truncated beyond the E terms, and all higher powers of e are neglected. The analysis does not 
require any assumptions about the magnitude of p.:  
where the subscripts I and 2 in (3.73) denote the linear and the second order solutions 
respectively. Furthermore, the analysis of the ID version is sufficient, by virtue of dealing with 
an isotropic system for propagation in all horizontal directions. 
The target value for the comparison of the amplitude of the second order bound wave is 
provided by the Stoke's second-order theory: 
For a later reference, the Taylor expansion of the above is as follows: 
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and for a similar comparison the Pade [616] of the exact expression of (3.74) is: 
The untmncated ID version of the system of equations, comprised of (3.66) to (3.72), 
where only E terms are retained in the analysis, are as follows: 
and, 
v2h U g , t * ~ x + ~ U g U g , x + - [ - 9 ~ 1 )  II + S E A U  U . 
9  g.n z.1 z.= 4huz,,-9eq ~ ~ , ~ - 4 ~ h u  z  u z.=]* 
p4h 
- 1 4 9  567 ~ h u ~ , _ u ~ , ~ + 6 3  E qXug,-- 54  hrrp ,x1rz ,m*9h~g,om*63 E '1 uz,,+9 E h  II II g z,-l * 
p6h 
+- j -3q  u  
2835 X s-- 3 ~ U g . - + I S h ~ g , m ~ g , r m - 1 7  ~ U ~ , ~ I I ~ , -  + 3 h u  z.x II g,-] • 
p8h 
*-[8u II 10 2 59535 L- g.--711g.m1'g,nim] O ( P  .E  ) 
The truncated version may be analysed by omitting the p%nd p5onlinear terms in the 
above momentum equation (3.78), while the continuity equation is unchanged. 
From analysing the bound wave solution, by substituting (3.73) into (3.77) & (3.78) and 
grouping the E terms together, the Taylor series of the bound wave amplitude corresponding to 
the untmncated equations (3.77) & (3.78) are as follows: 
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which is O((kh)6) accurate compared to expansion of the exact solution in (3.75). 
Similarly, for the truncated version of (3.77) & (3.78), the Taylor series of the bound wave 
amplitude becomes: 
which is O((kh)4) accurate compared to expansion of the exact solution in (3.75) 
Fig. 3. 2 compares the amplitude of the second-order bound wave solutions for the 
equations (3.77) & (3.78), for both the unttuncated and truncated versions, and also the Pade 
[6/6] function, as in (3.76), to the Stoke's second-order theory reference function, as in (3.74). 
Plots of R, @h) ,where R, (kh) = alouss / a:" yield a measure of the relative errors of each 
ofthe equations, and also similarly the Pade [6/6] errors relative to the target function of (3.74). 
Both sets of equations ( the truncated and untmncated versions o f  (3.77) & (3.78) ) are 
highly accurate, while there is expectedly higher accuracy in the case of the untmncated version. 
It is noted that even the truncated set has better nonlinear properties than the equations in chapter 
2, as conjectured from the formal orders of magnitude, a hypothesis further supported by the 
comparison of the second-order bound wave solutions given in chapter 2, to the present 
equations. 
The discussion of numencal issues, as in the next section, points out that the solution of 
the truncated set, derived in this chapter. would have a similar computational overhead to that of 
the other earlier Pade [4/4] equations corresponding to the models of chapters 4 and 5. 
Fig. 3.2 also compares the Pade [6/6] of the exact solution ( ) from Stoke's theory 
to both cases corresponding to (3.77) & (3.78). It is seen that the untruncated version is better 
than this Pade-approximant, while the truncated version is worse. The Pade [8/8] of the exact 
function is better than both cases. This comparison indicates that for the second order bound wave 
amplitude, the accuracy ofthe equations (3.77) & (3.78) is not to be gauged solely by the orders 
of accuracy in kb of the respective Taylor series expansions: For example, although the 
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untmncated set is only accurate up to and including the terms of the order this accuracy is 
seen to be higher than a Pade [6/6] of the exact a,SroKE, and slightly worse than of a Pade [8/8]. 
This suggests that the noniinear accuracy is higher than what would be inferred from companng 
Taylor-series coe5cients. For the mentioned sets of equations, the plots suggest that the nonlinear 
properties are also of the same level of accuracy as would be expected from similar Pade 
approximants of the Stoke's bound wave solutions. 
The above points to a greater coherency between both the linear and the nonlinear 
properties of the generaiised velocity equations in comparison to other earlier sets of equations. 
It is seen for the new equations that the second-order bound wave solution is quite accurate up 
to a kh value of 6. Similarly, the dispersion is also quite accurate for kh vaiues up to 6. In 
comparison, other sets of equations where the dispersion is a Pade [4/4], having used a different 
velocity variable, correspond to a similarly accurate bound wave solution for kh values up to 3, 
which is rather incoherent with respect to the accuracy of the linear properties. 
Thus, it is conjectured that as the equations are not derived for a better representation of 
the superharmonics than the subhannonics, the same level of improvement in noniinear properties 
is expected to occur for the subharmonics. Furthermore, third and higher-order bound wave 
solutions are also expected to improve in a similar manner due to the coherency of the method 
manifested in retaining all the linear and nonlinear terms up to and including the terms of order 
Oh8). Even the tmncated set corresponds also to a higher-order interpretation of the magnitude 
of the nonlineanty parameter E. and is also of higher-order formal accuracy which can be inferred 
from the relation (3.80). 
3. 4. 2 Inclusion o f  s l o ~ e  terms: 
The detailed form of the slope terms will not be reported here. However, the means of the 
derivation of the slope tems is illustrated. 
The Pade approach may be modified where the product of h and G: no longer commutes, 
and the relative order is to be noted. 
The polynomiais approach may be modified, where the objective becomes the 
determination of the relative weights of the terms such as V' u and V' @u), for even n. 
A simple means ofthe derivation of slope tems is through the chosen interpretation of the 
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generalised velocity. Having the generalised velocity as a weighted sum of n velocities at >z 
diferent arbitrary levels, it is a matter of straightforward algebraic manipulations to get the slope 
terms for the generalised velocity kinematics relation from the already known slope terms of the 
arbitrary-velocity kinematics relation. The inclusion of these terms further adds to the algebraic 
details which are presently omitted here. 
Clearly, this method also allows for the existence of free parameters for shoaling 
enhancements, which may be used to optimise shoaling with respect to the gradient from Airy's 
theory as in Madsen et al. (92) and SchaEer and Madsen (95). 
It seems that the optimisation of shoaling over a range is the proper approach in 
modelling, but matching the orders of the Taylor-expansions leads to so-caiied energy-flux 
conserving equations which have a comparatively limited shoaling region by looking at 
corresponding shoaling gradients. 
3. 4. 3 Further enhancements: 
Further enhancement ofthis class of equations is possible by the method used in Schaffer 
and Madsen (95) and Madsen and Schaffer (97). The application of their technique ( perturbing 
the original equations through the addition of higher-order terms than are retained in the equations 
) can change all properties, predominantly, change the linear properties for the better. For the 
Pade-approximant velocity-variable class of the equations, this technique has the potential to 
double the Pade accuracy of the linear dispersion relation ( ie. Padé [n/n] - Pade [2n/2n/ ) and 
optimise the linear shoaling relative to the shoaling gradient from the fully dispersive linear theory. 
Even though, in this treatment the choice ofthe velocity variable was the main focus, this 
type of enhancements ( ie. by virtue of perturbations of the free surface boundary conditions ) can 
effectively lead to any dispersion relation for any choice ofthe velocity variable. This is a quite 
useful technique, despite being predominantly intended for the enhancement of the linear 
properties. 
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3. 5 Numerical issues - Evolution towards an efiicient quasi-3D flow solver 
This section is mainly compnsed of a discussion of some strategic aspects relating to the 
nurnencal solution ofthe derived class of the generalised-velocity ( Pade-type ) equations. It will 
be suggested that the class of equations derived in the previous sections can be utilised to devise 
an accurate and efficient quasi-3D solver, requiring only tridiagonal solvers, or alternatively, 
general banded-matriw solvers. The term quasi-3D indicates that with the choice of higher-order 
Pade-type equations, the vertical ( cross propagation ) Space and hence the dispersion quality, for 
higher wavenumbers, is much lesser compromised. 
From efficiency considerations, it is not deemed cost-effective to  maintain the p6e and 
higher-order nonlinear t e r n  in the equations (3 66) to (3.72) for modelling purposes, particularly 
in the case of the momentum equations. Two reasons are briefly cited: Firstly, the increased order 
of the denvatives ( where the linear subset of the equations does not benefit from the higher than 
fifth-order denvatives ), and secondly, the presence of the mixed higher-order time-space 
derivative terms. 
Although, it should be mentioned that the numerical solution of these higher-order t ems  
is possible, as for example, with a combination of the extrapolation1 iteration integration method, 
which is used for the so-called cross-terms as explained in later chapters, a different approach is 
preferred here where the so-called tmncated versions of the equations are numerically solved. 
Focusing on the truncated set of equations, neglecting p6e and higher-order nonlinear 
terms, the resulting equations are still of a relatively higher-order formal accuracy than similar 
earlier equations. For the sake of companson, the case of the enhanced, velocity at an arbitrary 
depth equations of chapter 2 is considered: These achieved Pade [4/4] dispersion without higher 
than third-order derivatives, but significantly for computational purposes, these equations require 
the inversion of tridiagonal matrices for both the continuity and momentum equations. The 
recommended version of the equations in this chapter only requires the inversion of a matrix in 
the momentum equation. 
This matrix originates from a fourth-order spatial derivative, and rnay be solved by a 
pentadiagonal solver. However, the same matrix can be inverted by one iteration of a tridiagonal 
solver ( with changing the coefficients of the tn-diagonal solver ) This rneans that the costs of the 
numerical solution of the equations in chapter 2 ( with matrix inversion in all momentum and 
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continuity equations ) is quite comparable to the nonlinearly more accurate equations of this 
chapter ( with matrix inversion only in the momentum equation ) For practical purposes, the 
considerable labour of implementing the numencal model as a computer code would be 
comparable for the both cases of the equations in chapter 2 and 3. 
Numerical analysis, as performed in chapter 6, suggests that with finite-difference 
approximations it is fairly easy to allow the fifih-order derivatives ( or even higher-order 
derivatives ) to exist in the numerical models. Fifih and higher-order derivatives may occur in the 
numerical models, and it is oniy the treatment at the boundaries which needs specific 
consideration, provided that the waveform is sufficiently smooth so that the higher-order 
derivatives are mathematically meaningful even in a continuous serise. 
The ratio of the discretisation truncation errors to the physical terms is typically 
proportional to the parameter W(Ax)", where n rises with the order of the derivative. In practise, 
h/(Ax) has to be always greater than unity, which combined with the choice of uniform spatial 
gnds implies sigrilficantly larger than unity h/(Ax) values in the deeper regions of the simulations. 
Hence, in deeper regions, this parameter of ment rapidly increases, and the increased numencal 
accuracy actually corresponds to the ( deep ) region where the higher-order derivatives are of 
most physical importance. 
In chapter 6, Founer analysis is used to provide a quantitative picture of this dependence 
of the quality of the simulation on the resolution, and the conclusions drawn from the relevant 
equations and plots rnay be interpreted using h/(Ax) or alternatively, L:(Ax) parameters. L being 
the wavelength and Ax the spatial discrerisation increment, in order to investigate the effect of the 
resolution. 
Generally in numerical modelling, higher order derivatives are typically shunned, also 
because ofthe anticipated problems at the boundaries, and in particular the incoming boundaries 
Fominately, unlike the advection-diffusion cases, higher-order boundanes are not a problem for 
wave propagation simulations, where assuming a flat bed for a few gnd points, analytical solutions 
to the equations can provide the higher-order boundaiy conditions, corresponding to the presence 
of higher derivatives. 
In General, higher-order Pade-type equations have been denved and the recipe for any 
Pade [nln] ( for arbitrary n ) development of Boussinesq-type equations is provided in this 
chapter. Hence, contemplating the numencal solutions of similar Pade [6/6], and Pade [8/8] 
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equations, leads to a proposal for a u d e d  model associated with this class of generalised velocity 
Boussinesq-type equations. 
As a thought experiment, a hypothetical knob is considered, which can be adjusted to get 
the desired accuracy in any depth. In our case, this knob is set by choosing a particular Padé [nln] 
set of equations. The central-differencing of derivatives leads to banded matrices which may be 
solved via banded matrix solvers or iterative tridiagonal solvers. In any case, the computational 
cost of the corresponding equations may be roughly comprehended as follows: 
Table 3. 1: The relation between rhe Pade [n@ equarions and the anticipated computational 
cost. 
Pade (n/n] of CZmm 
2 
4 
6 
8 
n 
In devising a practical model, it may prove worthwhile to divide the overall region of 
simulation into a number of subdomains, each corresponding to solving a set of Pade [nln] 
equations with different orders of n, as necessary for that particular region. Hence, it can be 
Order of accuracy in p 
4 
8 
I 2  
16 
2n 
chosen apriori how many iterations are necessary in each sub-domain of the simulated domain, 
fridiagonal solver iterations 
o 
I 
2 
3 
n/2-l 
iftridiagonal solvers are to be chosen. In practise, engineering judgement can provide an educated 
guess of how many iterations of the tridiagonal solver are necessary, depending on the shortest 
waves which are thought to exist in that subdomain. Hence, a variable equation model ( the same 
equation every time, but possibly a different set of equations for the neighbouring sub-domains 
) is preferred in effect 
in SD simulations, the momentum equations contain cross terms which may be treated in 
much the same way as they were incorporated in the numencal schemes of the subsequent 
chapters 4 and 5. In principle, after the coeflicients for the arbitrary Pade [nln] equations are 
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Fig. 3.1: Plots ofR, (M), where R, o C*B,uS~C2s,om, is defined as the ratio of the square of the 
particular celerig C2,,, to the square of the Stoke S linear celeriy: 
C2s, = h Tanh(kh)k. 
(I ) :  C2,,, as defined by the equation (3.18). 
(2): C2,,, as defined by the equation (3.34). 
R2 (Mi) 
Comparison o£ Bound wave amplitudes 
Fig. 3.2: Plots of R, m), where R, A a"uSS is defined as the ratio of the pmicular 
second-order bound wave amplitude ( u p m s )  to the Stoke s second order bound wave amplitude 
a2"OKE = 0:/(2h) kh Coth (M) (3 Cotp (kh) - I ). 
(l): a,BOUSS corre~ponding ro the unnuncated version of the equations (3.77) & (3.78). 
(2): aloLXS corresponding to the truncated equations version of the (3.77) & (3.78). 
(3): P& [6/6] approximant of the exactfinction a,? 
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established, the same integration schemes as the rest of the thesis may be applied for numerical 
solution. 
The applicational scope of such a model is theoretically i i i ted by the degree of the depth- 
integration and the resulting loss of the details of the vertical stmcture ( ie. the representation of 
the cross-space ), however, it is possible to use simulation results to reconstnict the assumed 
vertical kinematics relation of the equations, if such vertical details are desired in modelling. 
To sum-up, Boussinesq-type equations corresponding to the conventional velocity- 
vaiable choices and the proposed concept of the generalised velocity variable have been derived 
in this chapter, up to an arbitrary order in the dispersion parameter. Stability and the accuracy 
properties of these equations may be inferred from the denved formulations for any given choice 
of the velocity variable and for any given order of the dispersion parameter. New sets of 
Boussinesq equations are derived and analysed. Although, the equations are given fully ( ie. 
including the nonlinear terms ) for only two Pade [4/4] sets of equations with significantly 
improved nonlinear properties, the recipe for the derivation of any Pade [nln] equations, and an 
easy means of including the relevant slope terms have been provided. A discussion of the 
numencal solution of this class of equations, elaborating on the anticipated modelling scope, has 
also been provided. 
Finally, this chapter is concluded with the following note: It deserves mention, that the 
developments presented in this chapter are still under on-going generalisations ( ie. improvements 
in both linear and nonlinear senses ) to obtain yet better equations, more accurate for higher 
wavenumbers. Nonetheless, for present purposes, these further generalisations are omitted not 
to deviate extensively from the main body of the theory described in the chapters 2 and 3, as well 
as to maintain the emphasis on the numerical models and their results, as described in the 
remainder of this thesis. 
Chapter 4 
Boussinesq-type numerical models ( Part I ) 
4. 1 Introduction 
rhis is the lirst of two chapters on the topic of time-domain Boussinesq-type numencal models. 
This chapter ( part I ) is composed of the following material: 
In section 4.1, the quintessential aspects of numencal Boussinesq-type models are bnefly 
discussed, providing some necessary background for the description of the two different 
Bouss'mesq-type numencal models which were developed and tested in the course of this project. 
In section 4.2, a literature review pertaining to the existing Boussinesq-type models is 
provided, illustrating the state of the modelling art previous to  and concurrent with this project. 
Fimally, in section 4.3, the first of the two aforementioned numerical models is described 
in detail. Of particular interest, are the incorporation of higher-order denvatives ( ie. higher than 
third order ), and also the discretisations of the higher-order nonlinear terms in the model. 
4. 2 Essentials of Boussiiiesq-type models 
This section stnves to introduce the essentiai aspects of Boussinesq-type models in a 
nutshell. Notably, this chapter is not intended to serve as a compendium on the vast topic 
encompassing the theoricai aspects of the numerical solution of PDEs  Therefore a basic degree 
of familiarity with the subject has been assumed. In other words, instead of attempting to describe 
all related first principles, the Boussinesq modelling issues are the focal point of interest. 
It is conceptually usehl to think of the procedure followed in the numerical solution of 
PDEs via the method of semi-discretisation, also known as the method oflines. Various stages 
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of this procedure are sequentiaily as follows: 
(I) Spatiai discretisations 
(2) Temporal discretisations 
(3) Boundary conditions 
(4) Solution algorithms 
It deserves mention that in the context of most industriai models, the method of lines 
concept is a mere idealisation of the discretisation procedures. In practise, different discretisations 
are ofien used for the same differentiation operators in diierent terms to gain computational 
advantages. For example, this deviation is exercised otten for the cross-terms in the momentum 
( Boussinesq-type ) equations, using different time integration for the cross-terms than the rest 
of the terms. 
in particular, the time-domain solution of higher-order Boussinesq-type equations requires 
specific consideration in regards to three issues which influence the selection from the numerous 
possible options in the above four categories. These three features of Boussinesq-type equations 
are as follows: 
(0 Presence of higher-order spatial derivatives ( third and higher-order ) in 
the equations. These derivatives arise from the higher-order linear and 
nonlinear dispersive terms. The presence of higher-order spatial 
derivatives particularly influences the choice of the spatial discretisations. 
(2) Presence of the so called cross-terms, involving mixed spatial and 
temporal derivatives, ie. typically (q,. ) operators. Physically, these 
terms are responsible for the isotropy of the propagation properties at an 
angle to both the x and y axes The presence of the cross-terms particularly 
infiuences the choice ofthe solution algonthm. 
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(3) Presence of quadratic, cubic and even higher-order nonlinear terms. These 
arise due to allowing higher powers of E in the derivations. This 
particularly infiuences the selection of the solution algonthm. 
Following is a compact description of the above-mentioned solution procedure, as 
influenced by the above stated particular features of Boussinesq-type equations. 
4. 2. 1 S~atial  discrefisations: 
In the method of limes solution theory ofPDEs, it is assumed that the system of PDEs may 
be written in the form: 
where, F denotes the vector consisting of the dependent variables. In Boussinesq modelling, F 
typically consists of three elements: Two velocity-variables for propagation along the x and y 
directions and the free surface elevation 7 The matrices A ,  and A? are 3 by 3 matrices, 
corresponding to two momentum equations and a continuity equation, where the elements of the 
matnces consist of the spatial-derivative operators. 
The spatial discretisation stage of the solution procedure is analogous to replacing all of 
the spatial-differentiation operators ( ie. d/dx and d/& ) in A ,  and A' with their discrete 
counterpart operators ( ie. 6, and 6, ) which are accurate to certain orders in the discretisation 
increments ( ie. Ax and dy ) Therefore, the resulting system is said to have been serni- 
discrettsed. 
As discussed in chapter l ,  solely finite-differences were considered in the implementation 
phase, partry because of the existence of higher-order derivatives and partly because of the 
considerable wealth of experience with using finite-differences for solving Boussinesq-type 
equations. Furthermore, central-differences ( ie. symmetric discretisation stencils ) are preferred 
to sided-ddference.~ ( ie. asymmetric discretisation stencils ), as the latter operators can cause 
instability, while the former operators are known to be energy-conservative. More on the 
theoretical properties of the particular spatial operators may be found in chapter 6. 
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Central-differencing operators, replacing ( d/& ) may be characterised as follows: The 
order of accuracy is given by O(Ax'), where n is an even, natural number, and the size of the 
corresponding discretisation stencil is n points wide, where the respective points are separated 
from each other by a distance of Ax. The specific formulae are not given here, as these are easily 
denvable for a specific choice ofthe spatiai grid. For example, different formulae are used for the 
cases of uniform staggered and non-staggered gnds. 
The semi-discretisation procedure requires the definition of a gnd to denote the discrete 
pointwise values of the variables. For example, Arakawa grids ( A  to D)  are mentioned which are 
four diierent types of grids with extended use in general in CFD and in particular in the numencal 
solution of SWE. The Arakawa-A grid is non-staggered, while B, C, and D types are all different 
staggered arrangements. In practise, the most popular choice of the staggered gnd has been by 
far the Arakawa-C grid ( as depicted infig. 4. I ). 
The choice of the order of accuracy r? when selecting an O(Ar;l order operator depends 
on the largest permissible width of the computationai stencil. In practise, the overall width is fixed 
by the discretisation of the highest order derivatives which are allowed to exist in the formulation 
and naturally require the most number of points in the computational stencil. 
4. 2. 2 Temooral discre~isations: 
This stage ofthe solution procedure corresponds to the replacement of the time-derivative 
in the equation (4.1) with a discrete operator which is accurate to a desired order n in (At)". 
where Ar is the time-increment. This replacement completes the discretisation procedure where 
all operators in the resulting system are discrete operators defined on a discrete grid. The resulting 
system of algebraic equations is also known as a system of difference equations. 
As to the selection of the discrete operator, there are a wide variety of different time- 
integration techniques which are described and analysed in the ODE solution texts. 
In broad terms, numencal integration techniques may be classified into explicit and implicit 
categones. Furthermore, these integration schemes may also be classified into multi-stage ( e.g. 
Runge-Kutta ) or multi-step ( e.g. Adams-Bashforth or Adams-Moulton ) type of integration 
schemes. In practise, the multi-step formulae are computationally preferred to multi-stage 
formulae, when a lot of spatiai denvatives occur in the formulation, as the latter become relatively 
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inefficient. 
Predictor-corrector schemes provide an alternative class of integration methods where 
there may be iteration of the corrector until convergence, a number of iterations, or no iterations 
at all. Lambert (73) describes and analyses these schemes in great length. A particular 
characteristic of these schemes is that the nonlinear terms need not be treated any differently than 
the linear terms. 
Even though, the models inthis thesis included only first-order time-derivatives, not 
always the same integration operator was used to replace the (a .), in order to aim for more 
efficiency. This is normal practise in CFD. where different discretisations are used in the interest 
of efficiency. 
For example, in solving Boussinesq equations, the cross-tems in the momenturn equations 
have traditionally been discretised differently in time than the rest of the terms, in order to arrive 
at tridiagonal matrices ( no side-bands ) in the solution stage. 
4. 2. 3 Rotindan> condilions: 
In practise, it is clearly essential for sirnulations of wave propagation phenomena to 
complete the discretisation processes at the boundaries of the finite grid. Most importantly, it is 
required to provide wave-maker, fully-reflecting, and open-boundaries. In certain cases, partially- 
reflecting boundaries and/ or moving boundaries need be formulated. 
The treatment of boundaq conditions is descnbed in the context of the individual models 
After systems of difference equations have been obtained from the &Il-discretisation af 
the problem, efficient solution algorithm(s) to solve this algebraic system are required. These 
range diversely, including the approaches of direct solution, Alternating Direction Implicit (ABI). 
and Predictor-Corrector-Iteration (I(,'l) algorithms. In effect, the selection of the solution strategy 
is guided by comparing the computational eficiency of each of the above approaches. In the 
following, a very broad overview of the different possibilities is provided. 
The direct solution of the system of difference equations, without any factorisations, is 
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ofien not the most economical means of solving the algebraic system. It is generally preferred to 
factorise the multidimensional system into a de-facto sequence of dimensionally decoupled 
subsystems. This factorisation may imply that banded matrices ( tridiagonal ) are to be inverted 
instead of general sparse matrices which ofien correspond to the direct solution of the equations. 
The altemating-direction implicit algorithm ( ADI ), may be viewed as a factorisation of 
the origuial matrix ofthe operators into two ( or more ) operators. Typically, these factorisations 
seek to keep aU d& type terms in one matrix and all d/+ type terms in mother matrix in a two- 
matrix factorisation4. It is clear that such a factorisation, achievable with relative ease for SWE, 
is not so straightfonvard with the presence ofthe cross tenns in the momentum ( Boussinesq-type 
) equations. Hence, this method is particularly useful for SWZ solution. Furthermore, additional 
nonlinear terms in higher-order Boussinesq-type equations may require iterations which could 
ultimately result in the computationai cost of the factorised system being comparable to that of 
algorithms with direct iterative solution of the unfactorised equations. 
Predictor-corrector-iteration (PCI) schemes iterate the corrector stage until convergence 
of the solution to the fully-implicit scheme corresponding to the corrector, and hence may be 
viewed as an alternative method of solving the fully implicit scheme which corresponded to the 
corrector stage ofPC. In other words, the stability and accuracy properties of a PCI scheme are 
identical to those of the implicit scheme which defines the corrector of PCI. 
In Boussinesq-type models, the residue of the iteration depends not only on the standard 
PCI scheme, but aiso on the special treatments ofthe cross-terms. Furthermore, the residue is also 
dependent on the relative magnitude of the nonlinear terms. In practise, this could lead to the 
scheme requiring iterations due to the basic predictor-corrector arrangement, the time-derivatives 
which are treated differently, or owing to the prevalent nonlinearity. 
J A hund-writterr report, by the author, I S  avarlable of analysing the ADI as a factorisatiotr 
of the original system (matrix), but as the new model was not tested in 20,  the report is trot of 
direct relevance. 
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4. 3 A suwey of some existing Boussinesq-type models 
This section provides a chronological review, tracing the developments of various 
Boussiiesq-type models. These developments are two-fold, manifested in terms of the goveming 
equations and the algorithmic structure ofthe models. For present purposes, the interest is mainly 
confined to time-domain models, where the unreduced two-dimensional versions of governing 
equations are nurnerically integrated in time. 
Owing to the absence of a review, spanning most of the past i d  present Boussinesq-type 
models, a fairly detailed description is provided in this manuscript of the main features of the 
considered models. 
In order to provide a time-eame for the developments, the dates of the derivations of the 
original Boussinesq equations are recalled: In 1872, Boussinesq presented a one dimensional 
version of what are nowadays known as the classical Boussinesq equations. In 1953, Serre 
derived a fully-noniiiear alternative of Boussinesq-type equations, where an arbitrary order of the 
nonlineanty parameter was assumed. 
The unidiiectional propagation assumption can reduce Boussinesq-type equations to KdV- 
type equations, which have historically been the subject of extensive analytical and numerical 
studies as far back as 1895, in modelling weakly nonlinear, weakly dispersive waves. 
In the mid 1960s, the numerical solutions of one-dimensional Boussinesq-type equations 
were reported. As one of the first known examples, Peregrine (1966) compared numerical 
solutions of the classical Boussinesq equations and a KdV-reduction of them (unidirectional), for 
application to undular bores. 
By the late 1970.7, the numerical solution of two-dimensional Boussinesq-type equations 
were actively pursued, with the pioneering example of Abbott and his team of colleagues. 
Peregrine 1966 and 1967: 
The governing equations, also known as the classical Boussinesq equations. were 
formulated in the depth-averaged velocity variable. 
Peregrine (1966) descnbes two models which were based on the solution of the one 
dimensional classical Boussinesq equations and their corresponding KdV reduction The classical 
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equations of continuity and momentum were manipulated, with the constraint of unidirectional 
propagation to obtain a KdV-type equation, formulated solely in the depth-averaged velocity. 
This KdV-type equation and the original Boussinesq equations were both numerically 
solved innon-dimensional form, to compute the surface elevation and the velocity in modelling 
undular bores. 
Ali spatiai discretisations were made via second-order central-differencing discretisation 
on a collocated uniform grid. 
The time-integration of the KdV-type equation consisted of a 'nearly' second order Adams- 
Modton (alias trapezoidal )I integration, where all the terms were to be centred halfway between 
the known (n) and the unknown level (n+/),  in order to obtain new values of velocities from the 
already known ones. The second-order accuracy was only nearly achieved, because the noniinear 
convective term was not centred and was discretised only to the first order of accuracy in time. 
The time-integration of the Boussinesq equations consisted of the following. Initially a 
first-order-in-time extrapolation of an explicit discretisation of the continuity equation to estimate 
the surface elevation at the unknown level. These extrapolated values of the free-surface elevation 
were plugged into a nearly second-order, implicit, Adams-Moulton integration of the momentum 
equation to obtain the velocity values at unknown level, requiring a tridiagonal matrix inversion. 
Resulting vaiues were subsequently used in an explicit, first-order-in-time, corrector 
continuity equation to improve the earlier estimation of the free surface elevation. In practise, the 
non-centering of the  gravity term resulted in a smal1 set-down when shoaling, removed if At is 
uncharacteristically fine. 
This problem has also been labelled as numerical gravity within Computational 
Hydrodynamics, e.g. by Abbott (1984), as the first order truncation errors ofthe nonlinear term 
act analogous t o  an erroneous gravity term which adversely affects the proper shoaling. The 
Courant number of unity was used by Peregrine in simulating his undular bores test cases. 
Peregrine (1967), included the derivation of the two-dimensional, classical Boussinesq 
equations in the depth-averaged velocities, yet the one-dimensional descent o €  the equations was 
only solved numerically, by the same discretisation method as in Peregrine (1966). 
In Computational Hydraulics, the above temporal integration. coupled with second order 
central diflerencing on a collocaredgrid is celebratedly referred to as Preissman scheme (alias 
box scheme), emphasising the contributions of Preissman lo the fieid. 
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Somehow later, a number of similar models, based on the classical Boussinesq and the 
related KdV-type equations were descnbed by Madsen and Mei (1969), and Benjamin, Bona and 
Mahony (1972). 
Abbott et al. (1973) and (1978): 
Abbott et a1.k (1978) contribution on Boussinesq modelling was the continuation of 
Abbott et al. (1973). descnbing a two-dimensional model for the long wave equations, referred 
to as System 21 'Jupiter'. 
Abbott et al. (1973) mentions some of the earlier developments in the subject of two- 
dimensional (2D) modelling of SWE. and in contrast to some earlier 2 0 ,  SWE models where 
iterative solvers were used, the computational overhead was reduced by using factorisation 
algonthms ( ie. operator-splitting/ ADI).  
Abbott, Petersen and Skovgaard (1978). presented a 2D solution of the classical 
Boussinesq equations, based on the generalisation of their earlier SWE model. The velocity 
vanables for numencal solution were the volume fluxes ( depth-integrated velocities ) and the 
equations were obtained from Peregrine's (1967) derivation, by reformulating from depth- 
averaged velocities into fluxes, and neglecting some higher-order terms in the reformulation 
process. 
Second order central-differencing was used to discretise all the (first order) spatial 
denvatives. Temporal-integration was achieved for the first and second order time derivatives, 
through centering all terms at level n, in time, using levels n-I, n, and ni l .  This was a modified 
version of the Preissman box method, where three time-levels were introduced instead of two 
levels to solve the equations centred at n instead for (n+ s). 
McCowan (1978) also presented a model based on the one dimensional descent of the 
same set of equations, with the same modified Preissman scheme. Further publications show that, 
for reasons to do with stability particularly in two-dimensional test cases, this time-integration and 
the solution algonthm was changed in favour of an alternative time-integration technique. 
The solution of the resulting system of equations in two dimensions corresponded to a 
large matrix for the whole system, which was to be decoupled for an efficient solution, into x and 
Y direction sweeps. An Alternative Direction Algorithm (ADI), factorised the initial matrix of the 
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problem into two matrices corresponding to x and y sweeps, with a second-order factorisation 
error term comparable to other spatial discretisation error terms. The resulting matrices were 
tridiagonai in both directions and were solved by the double-sweep algorithm. 
Abbott et al. noted that the second order truncation enors of the discretisation of the first 
derivatives may become comparable to the dispersive terms in the governing equations. This 
problemwas critical for the accuracy of the model, as (WAx)' was reduced, with the pathological 
case of i! being less than unity, defining the worst accuracy scenario. 
They used the long wave approximation, to refornulate the truncation error of spatial 
derivatives into temporal derivative terms, and using the three time levels of the model, they 
subtracted the tnincation errors to improve the accuracy. This model was tested for both regular 
and irregular waves. 
Madsen and Warren's (1984) contribution, provided a good set of engineering test cases 
in two dimensions, and focused on the verification of the model of Abbott et al. (1978) for 
shoaling, refraction, diffraction, and reflection, against respective theories. 
Afew ofthe ( at the time ) contemporary finite-elements models are also cited here, out 
of comparative interest: 
Goring (1978) used linear finite-elements in Space and trapezoida16 integration in time. 
In Alexander and Morris ( 1  979), a Finite-element solution of KdV equation was given, 
and Whinther (1980) proved the convergence of Cl-Galerkin method for KdV-equations. 
In Hauguel (l980), the governing equations were Serre (1953) equations. The equations 
were rewritten in fluxes, and in a compact form in terms of total derivatives. 
The time integration used second-order fractioned-steps factorisation, and was the 
rnodification of the earlier tidal wave model. 
The convective terms ofthe rnomentum equation were computed first, followed by all the 
other terms. The convective terms were discretised using a third order scheme, based upon the 
6 Although the terms 'trapezoidai' and 'trapezium' seem to have the reverse meanings in US 
and lJK English. here trpezoidal denotes hvo parallel sides and trapezium no parallel sides, in 
the corresponding quadrilateral. 
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method of characteristics, and had been fitted to the calculation of the total derivatives in 
momentum equations. 
The equations were solved aAer projection along the relevant characteristics. The 
wavemaker boundary required both the elevation and flux time-series, where the flux values were 
obtained through the application of the linearised fonn of the characteristics, similar to the 
Sornmerfeld's (1949) radiation condition for formulating open boundaries, but with the addition 
of a forcing term, causing the waves to propagate into the computational domain. This 
wavemaker boundary fornulation used the linear celerity of waves and was hence best suited to 
regular waves. 
A similar radiation-condition at the ( absorbing ) open boundary was used, modified to 
allow partial reflections to occur7 
In Jensen (1983) PhD thesis, Boussinesq-type equations were analysed in both continuous 
and discrete ( by applying finite-differences ) forns. 
Abboit et al. (1984): 
In Abbon, McCowan, and Warren's (1984), the same Boussinesq equation as in 1978 was 
solved. 
The spatial discretisation were performed on a space-staggered Arakawa-C grid where 
the computational stencil was three points wide. This paper addressed the correct temporal 
treatment of the gravity tems. If the nonlinear gravity term was discretised only to the first order 
in time, then the tmncation error associated with the discretisation acts like a numerical gravity 
term, and the end-result was shoaling-falsification 
The time-integration scheme used two time-levels to time-centre all derivatives. Two time 
levels were sufficient as there were no second order time derivatives in the governing equations 
nor in the back-substituted tmncation errors. The two-dimensional equations were solved by a 
factorisation of the original system into an ADI. The flux variable in the y-direction was time- 
staggered by half a time-step witli respect to the flux in the x-direction and the free surface 
'For fhe sake of comparison, aparallel example of the application of the frnite-elements to 
modelling weakly nonlinear, weakly dispersive waves, based on KdV equations, is provided by 
Sanz-Serna and Christi (1981). 
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elevation. 
Furthermore, partial corrections were made for the tmncation errors, correcting the 
scheme for some of the AD1 factorisation tmncation errors. Abbott, McCowan and Warren 
(198 1) presented linear accuracyl stability analysis as well as a tmncation error analysis of the 
numencal scheme. 
The numerical gravity problem was avoided by a second-order in time estimation of the 
nonlimear gravity temi, usiig the coniiuity equation for an auxiliary extrapolation of the surface- 
elevations. A number of one-dimensional test cases, in regards to the effects of the tmncation 
errors and their subtraction were given for the propagation of Cnoidal and Solitary waves. 
Schaper and Zielke (1984): 
The governing equations were the classical Boussinesq equations in fluxes. A one- 
dimensional model is described, which had been under generalisation to two-dimensions. In ID, 
after the equations were rewritten, invoking the long-wave approximations, in an algorithmically 
preferred format ( ie. three points wide in space and two time-levels ), these were discretised via 
the same generalised box method, to centre all denvatives. 
The boundaries were treated differently, using second-order in space sided-differences at 
both incoming and outgoing boundaries. The practise of using down-stream values to compute 
the derivatives, has however known dubious stability properties and is therefore unpopular. 
Fully and partially absorbing boundaries, as well as wavemaker boundaries were 
implemented as in Hauguel (1980). 
In order to time centre the nonlinear terms in the box method, an extrapolation based on 
the Taylor series expansions in At was used which is different from the extrapolation used by 
Abbott and colleagues. Simulations were provided of solitary and cnoidal wave propagation, and 
irregular waves ( from a Jonswap spectmm ) transformations. 
Katapodes (1 98 7): 
In Katapodes (1987), the governing equations were the classical, two-dimensional, 
Boussinesq equations ( depth-averaged velocities choice ), formulated in non-dimensional 
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vanables, and excluding the bed slope terms. 
A finite-element method, usiig linear chapeau functions for interpolation was used for the 
spatial discretisations. 
Arguing that smal1 time-steps were necessary out of physical considerations, an explicit 
time-integration was favoured instead of an implicit algorithm. 
The model included an absorption mechanism. Test cases were given for bores, and 
solitary waves. 
Smallman er al. (1987): 
In Smallman, Matsoukis, Cooper and Bowers (1987), classical two dimensional 
Boussinesq equations, formulated in terms of the depth-averaged velocities, in water of constant 
depth were numerically solved. A particular objective was to describe the effects of the set-down 
beneath wave groups which was significant in the assessment of the movements of large moored 
vessels in harbours, and sediment transport. 
The equations were discretised on a space staggered grid, by means of second-order 
central-differencing. The time integration, to centre all terms in time, was peiformed in a time- 
staggering arrangement, where both depth-averaged velocities (at the same level) are staggered 
half a time-step with respect to the surface elevation values. 
Generalisation of the time integration method of their earlier tidal model was abandoned 
in favour of a predictor-corrector method. 
The predictor stage solved the difference equations neglectinc all the dispersive terrns. 
Thus, the computed values ;f the depth-averaged velocities were used to make a first 
approxirnation of the dispersive terms in the corrector stage which included all the terms in the 
rnomentum equations. The corrector was repeated til1 convergence was achieved, typically 
requiring about six iterations. The linear stability condition of this model was violated as the 
Courant nurnbers exceeded one over the square-root of two. 
Absorption was tried with both radiation boundary conditions for longer waves and 
sponge-layer method of Larsen and Dancy (1983) best suited to shorter waves. Model 
simulations. such as, rectangular breakwater-difiaction were included. In principle, bed-slope 
terms rnay also be treated in such a model. 
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Rygg (1988): 
Rygg (1988) solved the two-dimensional, classical Boussinesq equations formulated in 
depth-averaged velocity variables. 
The spatial discretisation was second-order central-differencing, on a space-staggered 
Arakawa-C Cartesian gnd. 
The x and y velocities were computed at the same time-level which was staggered half a 
time step relative to the surface elevation points. Temporal integration of the system was based 
on the same second-order centenng of all terms, employing a two-levels scheme. 
The solution of the original coupled system of difference equations, was camed out by 
a predictor-corrector-iteration method for the continuity equation, and similarly a line-by-line 
iteration method for the momentum equations. Firstly, the known values of the surface elevation, 
and the velocities were used to explicitly predict the surface elevation values at the next time step. 
The new surface elevation values at known and predicted levels, plus the known values 
of the velocities (specified, staggered halfway between the known and the unknown levels) were 
plugged into the corrector equation to obtain corrected values of the surface elevation. This 
typically took one iteration of the corrector, for convergence. 
Momentum equations were to be centred, half a time step higher than the continuity 
equation. I t  was emphasised that the solution of the momentum equations was stable only for 
implicit schemes. and numencal analysis corresponds to an upper bound of unity for the Courant 
number. 
The solution algonthrn for the momentum equations consisted of a four-steps line-by-line 
iteration that also used the new surface elevation values. Two steps corresponded to each 
momentum equation which were solved sequentially and the initial values to be iterated on were 
obtained from the integration of the linear, nondispersive reduction of the equations. The first 
iteration on the x-direction depth-averaged velocity was comprised of the following two steps: 
Firstly, using the unknown values ofthe x-diiection velocity in all terms, where there were 
no denvatives with respect to y-axis, and for all other x-velocity and y-velocity terms substitute 
known values. The solution of this system corresponded to solving a set of tndiagonal equation 
matrices. 
Secondly, the unknown values of the x-direction velocity were used, in all terms, where 
90 Chapter 4) Bousstnesq-type numerical models (Part I )  
there are no derivatives with respect to the x-mis, and for other x-velocity the values from the first 
step and for the y-velocity t e m s  the old values are used. Similar set of tridiagonal matrices, this 
time for a perpendicular sweep to the first step, were inverted to obtain the first line-by-line 
iteration of the new x-velocity value. halogously,  two steps were taken to obtain the first 
iteration of the y-velocity value in momentum-y equation. The convergence of the line-by-line 
iteration was accelerated by defining relaxation factors in each step. Typically, the momentum 
iterations converged afier three iterations. The model was second order in time and Space. 
Specific details ofthe numericai model and initial model tests were given in Pedersen and 
Rygg (1987). Rygg (1987) presented simulations for the so-called topographical lens problem of 
Whalin's (1971) experiment. 
Drago's ( 1991, in Italian ) thesis described a numerical model for solving the two- 
dimensional classical Boussinesq equations ( in depth-averaged velocities ), augmented with the 
empiricai wave-breaking relation of Raichlen & Papanicolau (1988). The model also solved a one- 
dimensional fully-nonlinear version ( Serre equations ). 
The spatial-grid, and the time-axis were both staggered as in Rygg ( 1  988). 
The continuity equation was solved fully explicitly, overall first-order in time, due to the 
presence of nonlinear ( flux ) terms which were not centred, in the staggered arrangement. 
The momentum equations were solved together in a semi-implicit algorithm, through 
operator-splitting in three stages: 
Firstly, the gravity terms in both momentum equations provided the first estimation of the 
new velocities with an explicit relation. 
The second stage obtained the second estimate by also considering the convective terms. 
This stage lead to inverting large matrices ( not simply banded ), including both x and y direction 
velocity values. 
The last stage, consisted of including the dispersive terms ( and higher-order nonlinear 
terms for Serre equations, in one dimension ), and also the truncation-error correction terms 
similar to Abbott et al. (1984). The solution uf this system in the third stage also corresponded 
to the same type of matrix inversion as in the second stage. Iterative solvers, were used in stages 
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2 and 3 t o  solve the non-banded, linear systems. 
Formulation ofthe radiation boundaries as in Hauguel (1980) for wavemaker boundaries, 
total and partial absorption was camed out. Larsen and Dancy (1983) type sponse layer 
absorption was also included for shorter waves. 
System 21 model and its generalisations as in Madsen and Smensen (92): 
The work of Abbott and his colleagues lead to the design of a model, constituting a part 
of the Mike 21 programs of the Danish Hydraulic Institute. 
The goveming equations, were initially the classical Boussinesq equations in fluxes, 
however Madsen, Murray and S~rensen (1991), and Madsen and Snrensen (1992), modified the 
original numerical model to solve modified equations with Pade [2/2] linear dispersion and 
enhanced linear shoaling properties. Schaffer, Madsen and Deigaard (1993) included wave 
breaking description, based on the surface roller concept in that model. 
The spatial discretisation is performed on a space-staggered Arakawa-C grid. First order 
and second order ( Quadrature upstream ) sided-differencing for the convective terms are 
implemented. For classical equations, one-point boundary data which is either the time-series of 
the free surface elevation q or alternatively the flux P is to be provided at the boundaries. The 
introduction of the  enhancement terms to improve the linear properties resulted in the inclusion 
of third-order spatial derivatives in each of the momentum equation, which in turn necessitated 
the specification of two-points boundary data in case of either of flux or elevation boundaries. 
Madsen and S~rensen (1993) used a Stoke's type Fourier-series expansion to solve their proposed 
Boussinesq-type equations for the case of a flat bed, considering both regular and irregular waves. 
For the formulation offlux boundaries, the time series ofthe slope of the surface elevation is used, 
while for an elevation boundary the curvature of the surface elevation is to be given. The temporal 
integration is the second order trapozoidum method, with the flux in the y-direction being time- 
staggered by half a time-step with respect to the surface elevation and x-direction flux that were 
both specified at the same level on the time axis. This means that the momentum equation in y- 
direction is to be time-centred and solved at a level halfway between the level of the momentum-x 
and the continuityequations. The solution method consists of factorising the system into an AD1 
with second-order truncation errors resulting from the factorisation, where the integration 
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operator for the surface elevation is slitted into two operators to introduce an auxiliary (n+%) 
level. The solution algorithm consists therefore of decomposed sweeps along the x and y 
directions, where tridiagonal matnces are inverted by the double-sweep method. The time 
centenng treatment of the noniinear gravity terms was obtained through an extrapolation using 
the continuity equation, as in Abbott et al. (1984), in preference to time-centenng by iteration. 
The time-centering of the linear cross terms, which contain mixed denvatives in all x, y and 
t variables is done via linear second order in time extrapolations which restnct the time step from 
stability considerations but this restriction was seen to be relatively laxer than the restnction 
placed by accuracy for a first order in time, back centenng of the same terms. In the latter case, 
the first order truncation error simply destroys the propagation properties unless time resolution 
is kept pretty high, which is normally undesirable for an implicit scheme. 
The third-order denvatives of the surface elevation introduced in the momentum equations 
werc time centred by using the values fiom the two extrapolations of the continuity equations, one 
extrapolation per momentum equation. Madsen et al. (1991) also consider implicit treatment of 
the new surface elevation terms, but in one dimension, the matnces are no longer tndiagonal and 
momentum operator becomes seven points wide and costlier; while in two dimensions the 
existence of mixed derivatives in terms with respect to both x and y implies that decoupling of the 
system into an ADI becomes unattractive. Alternatively, Iteration method is said to corresponds 
to a higher computational overhead. 
The resulting model, due to the extrapolations of the continuity equation, requires Courant 
numbers of around one-half in deeper water, indicating a doubly ( or better ) resolved waves in 
penod than in wavelength. This can be seen as follows: The shallow water celerity (gh)'" provides 
an upper bound on the magnitude of the celerity L/T, irnplying that the C,  value ( C, o (gh)'" 
At/Ax ) is the upper bound on the magnitude of the product (L'Ax)  ( At/T). 
The model improves on standard second order accuracy by introducing a form of 
truncation error corrections for first derivatives. Madsen et al. (1990), and Madsen and Ssrensen 
(1992) provide related sirnulations to investigate the dispersion, shoaling, and nonlinear 
diffraction-refraction phenomena. 
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Banl/amali (1993): 
In Banijamali's MSc thesis, a three time-level scheme for the classical Boussinesq equations 
is provided. The scheme is extremely accurate as it is psuedo fourth-order in both the spatial and 
temporal coordinates. The high accuracy was achieved by truncation-error subtraction, which 
loses some of its advantages for the increased number of linear and nonlinear t ems  of higher- 
order equations. 
The main idea of the scheme was the reformulation of the spatial truncation errors as 
temporal truncation errors in the three level scheme and their subsequent subtraction. An 
advantage of this method is the compactness of the spatiai discretisation stencil relative to the 
higher accuracy. A disadvantage is the rather ad-hoc truncation error subtraction procedure, 
which adversely eKects the stability. 
The scheme was analysed and the stability was found quite reasonable. The test cases for 
Cnoidal waves and solitary waves were successfully simulated with the model and a particular 
AD1 factorisation of the scheme in 2D was suggested and implemented. The 2D testing of this 
model was not undertaken after the initial stability tests. In the course of the PhD project, the 
uncertainty about the final form of the equations, plus the increasing numbers of linear and 
nonlinear terms deterred further developments of this model which can be highly accurate for 
simpler Boussinesq-type equations. 
Nwogu (1993): 
Nwogu (1993) utilised the arbitrariness ofthe choice ofthe velocity variables to formulate 
a lower-order Boussinesq model, truncated at the same traditional dispersion order, but with the 
Pade [2/2] linear dispersion, as in Madsen et al. (1991), via choosing the velocities at a level fairly 
near the mean water depth. This formulation introduces third derivatives in the continuity as well 
as the momentum equation. This set of equations is actually a subset of the equations which were 
formulated in terms of the velocity at an arbitrary-depth variable in chapter 2. 
The spatial discretisation was performed via second-order, central differencing on a 
collocated Cartesian g id .  The numencal scheme to solve the two-dimensional equations, was 
improved second-order in time: ie. centering in time and Space all the discretisations of the 
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constitutive differential terms. A line-by-line predictor-corrector-iteration type of scheme was 
used as the solution method. The temporal integration of the equation system was done in three 
stages. The fist stage for the continuity equation was an explicit prediction based on using known 
values for all spatial derivatives. For the momentum equations. predictor stage involved 
tridiagonal matrix inversions for x and y directions, which arose from the mixed time and Space 
derivatives. In the second stage, the spatial denvatives were evaluated at the predicted level ( 
fonvard in time ) to obtain the first corrections. This corresponded to tridiagonal matrix 
inversions, again only for the momentum equations. In the third stage ( iterated ), it was chosen 
to centre all derivatives in time, via a different corrector, where instead of the usual assumption 
that the spatial derivatives, at the unknown level, may be approximated with the latest known 
values, the system was made more implicit by evaluating the new time-level values by the 
inversion of matrices, also for the continuity equation that otherwise did not require such a 
treatment. Also, at this stage, the truncation errors of the first denvatives were back-substituted 
into the model 
The treatment of nonlinear terms in both continuity and momentum did not become of 
higher-order from this vanation of predictor-corrector. It is assumed that the reason for this 
variation was to improve the stability which was reduced by the truncation error correction. The 
wavemaker boundaries were based on the linear Fourier solution of the governing equations. 
Sommerfeld's (1949) radiation boundary condition was implemented. Test cases for regular and 
irregular waves, also Whalin's ( 1  971) experiment were simulated. 
N q i  ut~d Nadaoka (1991) 
The governing equations are Boussinesq-type equations in depth-averaged velocities, 
where a technique similar to Madsen et al. (1991) is applied to obtain a Pade [Z121 linear 
dispersion celerity with respect to the Airy celerity. 
The spatial discretisation is performed by central differencing on a Cartesian collocated 
g i d .  The temporal integration is a three-level, second-order in time scheme, the so-called leap- 
frog scheme The continuity equation may be discretised as in a standard leap-frog scheme, by 
(explicitly) formulating nonlinear terms and evaluating the new values of the surface elevation 
from two known levels values, without inversion of matrices. The centre of the scheme at level 
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n instead of (n+%) automaticaily centres (explicitly) the convective terms and the surface 
elevation terms added to momentum equations which are responsible for the improved linear 
dispersion, however it still reniains to decouple the system with respect to the linear cross terms, 
in velocities. This is done through iteration where latest known values of the y-velocity are used 
in the momentum equation to obtain the x-velocity and vice-versa. The resulting system for the 
momentum equations is a line-by-line iteration corresponding to the x and y sweeps. The typical 
Courant number is unity, and the irrotationality condition reformulates the convective terms. The 
iterations necessary for convergence are one to two iterations. First and second order radiation 
boundary conditions are denved and implemented. The spatial discretisation of the spatial terms 
is second order sided (upstream) differencing, and second order centred in time. The higher order 
condition performs better in simulations. The order of scheme is second order in space and time 
and no provision is made for the tmncation errors of first denvatives. The simulations for a ring 
test to investigate isotropy in the sense of the differential and difference equations, and Whalin's 
expenment are provided. 
The above consisted of a review of the examples of existing Boussinesq-type models. 
Another notable example is provided by Wei et al. (96) approach which has inspired the numericai 
model of chapter 5, however the latter incorporates certain generalisations and modifications in 
regards to the discretisations and the boundaries formulation. 
4. 4 A Boussinesq-iype model in fluxes 
This section describes the first of the two Boussinesq-type numerical models devised and 
tested in the course ofthis project. It was decided to describe the first model as a part of chapter 
4 while the whole of chapter 5 is devoted to the description of the second model. Even though, 
the model of chapter 4 is the earliest known instance of the solution of Pade [4/4] equations, 
including fifih-order derivatives, more interest is currently vested in the model of chapter 5 which 
was created from the scratch and venfied in both ID and ZD. Moreover, the governing equations 
ofthe second model are more accurate in a nonlinear sense and the corresponding discretisations 
are aiso of a relatively higher accuracy than in the first model. Even so, the model described in this 
section could be hrther improved in the hture with respect to the goveming equations and the 
accuracy of the scheme to increase its range of application. 
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J. J. I Governin~ . eauations . 
The model is based on a set of enhanced, higher-order Boussinesq-type equations, 
corresponding to the compact representation given in chapter 2 ( ie. the depth-averaged set of 
equations ). In this section, some further detail is deemed necessaiy, elaborating on the propenies 
of the goveming equations. 
As evident from chapter 2, via the enhancement technique of Madsen and Schaffer (97), 
it was possible to achieve a ( nonsingular ) Padé [4/4] approximation of the Stoke's linear 
dispersion, ie. linear dispersion still in agreement with linear Stoke's theory well beyond the 
traditional deep water threshold of kh = 3. excellent all the way up t o  kh = 6. By the same 
techque,  the linear shoaling property was also enhanced for the same wavenumber range of kh 
values up to 6, minimising the shoaling errors in a mean squared sense. 
The goveming equations for this model may be reduced to the Dingemans' (1973) 
equation. In Boussinesq's (1872) derivation, the dispersion parameter p was retained to the 
leadiig order in pi while higher-order in dispersion derivations additionally incorporate the O(p7 
t e m s  to increase the applicabliliy of the equations from an asymptotic point of view. Particularly, 
it is expected to obtain higher-accuracy for higher wavenumbers. Dingemans (1973) presented 
the first known instance of higher-order in dispersion Boussinesq-type equations In 1973, 
Dingemans presented higher-order equations which were derived for one-dimensional 
propagation, and formulated in two choices of the velocity variables: the velocity at the SWI- and 
the depth-averaged velociiy. Neither an analysis of these equations, nor suggestions regarding the 
numerical solution of these equations were provided in his contribution. 
Dingemans' (1973) equations included higher-order nonlinear terms of the order ep? In 
the derivation, it was assumed that the nonlinearity parameter (e) was of the same order of 
magnitude as the dispersion parameter (p2), and as the equations were tmncated at ()(p6) the 
nonlinear terms were consistently tmncated at O(p4t). This assumption ( ie. O( up") -; I ) has 
iraditionaily been used in deriving Boussinesq type equations, even though this is not an essential 
assumption of the theory and serves mainly to reduce the number of the nonlinear terms. 
The goveming equations of this model adopt the same assumption of equal orders of the 
nonlinearity and dispersion, and as the equations are accurate, the equations come to 
incorporate also the higher-order nonlinear terms of the order ( E , ? .  Hence, the equations are 
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nonlinearly tmncated at the order (EP?. 
The anaiysis of the linear dispersion of Dingemans' (1973) equations shows that for a kh 
value of 4.19, the dispersion relation becomes complex vaiued, rendenng the equations unstable. 
Moreover, Founer anaiysis of corresponding diierence equations shows that the instability of the 
goveming equations poses major problems aiso for obtaining a stable numencal discretisation, for 
any kh vaiue. This singularity in the dispersion relation is removed via perturbing the equations 
and seeking a Pade [4/4] approximant ofthe exact dispersion, as in Madsen and Schaffer (97). 
Abbott (1978) chose the depth-integrated velocities ( vol&e fluxes ) to obtain a linear, 
compact continuity equation which was preferred for conservation of mass. 
The equations of chapter 2 were thus reformulated from the depth-averaged velocity 
variables into flux vanables prior to the discretisation. The reformulated form in fluxes, as given 
in Madsen (1994, ICCH intemal notes ), corresponds to retaining the dispersive terms of up to 
and including the order O($') in the derivation, under the assumption of equal orders of 
nonlinearity and dispersion. As the testing of the model was undertaken only for the one- 
dimensional model, the presentation of the goveming equations is restricted to ID. 
The goveming continuity equation is as follows: 
ri, -P, = o  
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and the corresponding momentum equation is as follows 
= o 
where h. r1 and P denote the SWL. the free-surface elevation and the depth-integrated velocity in 
the x-direction, respectively. The optimisation parameters a, ,a, ,  P, and P, serve to tune the 
model for enhanced dispersion and shoaling properties. 
Researching the relevant literature points to a lack of precedences for the numerical 
solution of the higher-order in dispersion Boussinesq-type equations There was little, if any, 
account in the literature in regards to plausible means of solving higher order in dispersion and 
nonlineanty Boussinesq-type equations This lack is partly due to the equations including fifth- 
order denvatives, in either continuity or momentum equations or both, which may have 
discouraged earlier attempts at their solution. Furthermore, discretisation theones are often 
developed to favour continuous formulations with the order of the denvatives kept as low as 
possible, even at the expense oftransforming to a larger system of partial differential equations 
to lower the permissible order of the denvatives. 
Intuitively, formulations including higher-derivatives may be assumed to require unusually 
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high resolutions out of stability and convergence considerations. This is not necessarily true ( as 
analysed in chapter 6 ), however this supposition may have deterred previous attempts at the 
numericai solution of higher-order Boussinesq equations. For example, Katapodes (1986) chose 
to develop a one-dimensional model, based on Digemans' (1973) equations, for simulating bores 
where the mh-derivative 0hO) terms were dropped with no theoretical justification, but the 0/p' 
E)  terms where retained, stating that the numerical solution ofthe whole higher-order in dispersion 
equations requires a 'rather major effort'. This increased difficulty was partly because in 
Katapodes (1 986), the choice of the spatial discretisation was finite-elements. 
4. 4. 2 The suatial and ternuoral discretisations: 
In order to solve the above higher-order equations, the numerical scheme, described in 
Madsen and Sarensen (1992), was mo&ed to incorporate all ofthe additional higher-order linear 
and nonlinear terms of the equations (4.2) and (4.3). 
With this choice of scheme, an ovewiew of the discretisation of the system of equations 
can be provided as follows: A11 spatial discretisations are performed on a rectangular, staggered 
grid ( ie. the Arakawa-C @d ), by means of second-order ( ie. O(A2) ) central differencing. The 
temporal integration is performed by centring all of the spatial and temporal derivative terms 
halfway ( ie. a t  (n+1/2)-th level ) between the known (re. n-th level ) time-level and the unknown 
( ie. (n+/)-th level ) time-level which is aiso known as the box method or the trapezoidal method 
of numerical integration. Instead of iterating for the nonlinear terms, it is decided to linearise these 
tems as shown in their respective contexts. The discussion of the 2D modifications of the scheme 
in the next section provides some insight on the time-staggeredness feature of the 2D scheme. 
The proper time-centring of the nonlinear gravity term in the momentum equat~on is 
necessaty to avoid the so-caiied numericai gravity caused by the first-order ( ie. O(At) ) truncation 
errors. This centering requires an additional extrapolation of the surface elevations by using the 
continuity equation, as described in Abbott et al. (1984). The extrapolated values of the surface 
elevation at the level ( n+I/2 ) are denoted by (q*) and the corresponding total depth (d*) is 
defined by: d* 4 q* + h. 
Furthermore, in order to avoid the adverse effects of the tmncation error tems on the 
higher-order dispersive terms of the equations, the truncation errors which are of a similar 
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mathematical form to the dispersion terms of the equations are reformulated approximately and 
back-substituted into the scheme, thereby achieving a higher-order accuracy of the discretised 
equations, as elaborated by Abbott et al. (1981). 
The time-integration of the continuity equations may be demonstrated as follows: 
Similarly, the time-integration of all of the momentum equation terms, with the exception of the 
higher-order nonlinear terms, is illustrated as follows: 
The detailed descnption of the augmentation of the additional higher-order terms to the 
original scheme is as follows: Firstly, the terms responsible for obtaining the higher-order 
dispersion are discussed. These are fifth-order derivative teers  P, and 7, in the momentum 
equation. Considering the P,, term, this is analogous to the U-, teer  in the Dingemans' (1973) 
higher-order equations. At a first glance, it may seem that the most straight formard time- 
integration of this higher-order term, which is expected to be only significant for higher 
wavenumbers, is a second order in time, explicit extrapolation utilising the last two known time- 
levels. However, subsequent model test runs and also Founer analysis of the difference equations 
with this type of extrapolation for P,, confirm that the extrapolation of this term causes 
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instability. It deserves mention, that a similar extrapolation for the lower-order tenn P, results 
also in instability, attesting the logic of using an implicit time-integration for both P, and P, 
terms. Such explicit discretisation of this term is unstable regardless of the stability of the 
goveming equations. 
The implicit inclusion of the P, in the box scheme does not result in a stable numerical 
model without the presence ofthe q*- term which actually stabilizes the govenllng equations. 
This is because the governing equations have to be stable as a precondition for the stability of the 
numericalscheme. This instabiity is further studied in chapter 6 by numencal analysis and model 
runs In short, all singularities have to be removed from the dispersion relation of the goveming 
equations as a prequisit for numencal instabdity. This instability would be so severe that even the 
round-off errors of the computation can be sufficiently amplified to cause rapid blow-ups in the 
simulations of a calm channel closed at both ends. Of course, the channel at the static state serves 
merely as  a pathological test-case to study the instability. 
The implicit treatment of P, , with the q& term present, is stable, as the 
conesponding PDEs are stable as required, and the chosen implicit discretisation is also stable. 
In algorithmic terms, such an implicit, time-centred treatment of the P, term necessitates an 
inversion of a pentadiagonal matrix, which has a higher overhead than solving the tndiagonal 
matrix associated with the unmodified scheme. To invert the pentadiagonal matrix, Guassian 
techniques are used. 
Evidently, the implicit treatment of the free surface elevation term 17"+"2- = ( rl"+', 
+ q"-) is of course stable, however this practise corresponds to yet an additional increase in the 
computational overhead, particularly in two-dimensions where the cross-derivative terms in 
surface elevation have to be present in the equations and are to be similarly time-centred. 
Alternatively, the extrapolated values of the surface elevation at the (n+ %)-th level ( q* 
/ from the auxiiiary extrapolation, which were computed initially to time-centre the gravity terms, 
may be used to explicitly time-centre the srirface elevation term. There is no additional 
computational overhead nor a further reduction of the stable range of Courantnumbers with this 
explicit implementation of the surface elevation terms. Some reduction of the range of stable 
Courant numbers has already resulted with using the extrapolated values in the first place, which 
is not considered severe as accuracy considerations also require an upper limit on the Courant 
number which is observed if the permissible Courant numbers do not exceed unity. 
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The discretisation of the higher-order bed-slope terms is similar to the discretisation of the 
higher-order dispersion terms. The physicai effects of the bed-slope terms are quite different than 
those of the dispersion terms as the bed-slope terms are diffisive in nature, and are responsible 
for modelling the correct waveheight for propagation over an uneven bottom and avoiding the 
problem of shoaiing falsification. However, the bed-slope terms are quite similar in their 
mathematicai form to the dispersive terms, with the bed-slope terms having one spatial derivative 
less than the corresponding dispersion terms. The same discretisation is therefore used for the 
bed-slope terms: The surface elevation tems are time-centred explicitly using the extrapolated 
vaiues of the surface-elevations and the flux terms are incorporate implicitly, as for the dispersion 
terms. 
Preliminary test cases were simulated such as linear waves propagating into deeper water 
with the results confirming the attainment of the Pade [4/4] linear dispersion and enhanced 
shoaling of the model. As expected theoretically, the Pade [4/4] dispersion proves a substantial 
improvement over the Pade [Y21 dispersion in practise. As linear dispersion is a cntical property 
which delimits the wavenumber range of applicability in both linear and nonlinear senses, it is 
believed that with a minimal addition of the computationai overhead, the modified model is of 
much higher accuracy for higher wavenumbers. 
Simulations of the wave transformation processes during passage over a submerged 
trapezoidal bar, manifested in the release of the free waves specially on the downward slope of 
the bar serve also as a cntical test for linear dispersion, as higher wavenumbers are inevitable after 
crossing the bar. To correctly model the waveforms all free components, particularly those 
present in the 'deep' region downstream from the bar, need to attain the correct phase celerity. 
Related phenomena to this process are further discussed in chapter 7. 
The issues of stability and convergence, particularly owing to the presence of higher-order 
denvatives need to be addressed from theoretical and practical points of view. The results of the 
Fourier analysis ( in chapter 6 ) shun reservations about requiring very high resolutions for 
stability and convergence. Similarly, the conclusion from tmncation error analysis may be 
summarised as follows: the magnitude of the parameter W x j  dictates the accuracy of the 
discretisation. Already, it was pointed out by Abbott (1984) that if this ratio becomes less than 
unity, the tmncation errors of the Iower-order denvatives become comparable to the dispersive 
terms of the equations. 
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For the third-order derivative terms, the relative magnitude of the actual terms to the 
truncation error t e r n  is proportional to (Wdx)', while for the fifih-order derivatives. the relative 
magnitude of the actual terms to the truncation error terms is proportional to (WAx)'. So. the 
phase plots of the Founer analysis, comparing the ratio of the dispersion relation of difference 
equations to the dispersion relation of the dierential equations, do not forecast a requirement for 
higher resolutions in the presence of the fifth-order derivatives, provided WAx) is greater than 
unity which is almost always the case in practise. Furthermore, the magnitude of the higher-order 
derivative terms grows in deeper water, where the ratio of (Wdx)  rises as h is increased and Ax 
is kept fixed in the uniform grid which reduces spurious dispersion caused by the truncation 
errors. 
It follows that with using central-differencing in space, the hypothetical cases of still 
higher-order equations including yet higher order-derivatives ( e.g. seventh-order ), may be 
discretised by the same method because the effect of the truncation errors of lower-order 
derivatives on these terms would correspond to s t i  higher powers of the ( h a % )  parameter (e.g. 
( h / d ~ ) ~ ) .  Even so, to justi@ the computational overhead of widening the computational stencil, 
quite a major improvement of the equations is thought to be necessary. 
From a computational point of view, the discretisation of the spatial derivatives on the 
space staggered g id  o f j g  4.1. corresponds to the inversion of a matrix, every second row being 
the continuity operator, with the intermediate row being the momentum equation, or vice-versa, 
depending on the choice of flux or surface elevation boundaries. The continuity equation involves 
discretisation of first derivatives to second-order and as such is a three points wide difference- 
operator for this particular d d  choice. The momentum difference-operator was also three points 
wide which are efficiently solved by the double sweep routine, however the modified operator, 
including the discretisation of the higher-order derivative P, becomes wider. The resulting 
operator is nine points wide with the surface elevation points ( implicit ones ) being the same as 
the old operator, only requiring new flux grid points. The inctusion of the surface elevation terms 
implicitly would have resulted in an eleven point wide operator, but for generalisation to two 
spatial directions, it makes computational sense to treat these terms explicitly. 
The discretisation ofthe convective terms is as in Madsen and S~rensen (1992), which is 
second-order in space ( central ) and second order in time. Other alternatives, for example, 
upstream-differencing such as the first order or the second order (quadrature) upstreaming may 
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be considered. It is also possible to consider fourth-order central-differencing ( possible with the 
larger computational stencil of the modified momentum equation ) to discard the oscillations 
problem associated with the second-order central differencing of the convective terms, known to 
occur whenever appreciable gradients are present in simulations of convective dominated flows. 
The discretised momentum equation also included additional higher-order nonlinear terms, 
discretisation of which are explained next. 
Discretisation of ihe higher-order nonlinear ierms 
In principle, increased prevalent nonlinearity in simulations may justi% the computational 
overhead of iterating on aii nonlinear terms to heed stab'ity and accuracy requirements. For lower 
Courant numbers of around I/2. it is assumed that iteration is not cmcial, even though this 
assumption is not as valid for simulations of highly steep waves. 
Hence, it is required to linearise the nonlinear terms in order to incorporate them in the 
non-iterative numerical scheme. Such appropriate time centring of the higher-order nonlinear 
terms is achieved as follows. Firstly, the time-centering of the following term is considered: 
Evidently, the above has a 7, term which is not so easy to centre in time in the momentum 
difference equation. This problem was remedied in (4.6) by invoking the continuity equation to 
reforrnulate once again. 
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Finally the form on the RHS may be centred at ( n+ % ) via the following discretisation: 
Next, the time-centenng of the remaining nonlinear terms is considered as follows: 
, and 
4. 4. 3 Boundan, conditions: 
Obviously, the treatment of the higher-order incident boundaries ( wave-maker boundaries 
) requires specific considerations, particularly because of using central-differences to discretise 
the higher-order spatial derivatives. A mere neglect of the higher order terms at.the boundary is 
not acceptable and would lead to a loss of accuracy everywhere inside the computational domain. 
Particularly, this practise is not condoned as in many applications the incident boundary is 
typically located in the deeper part of the modelling area, where the effects of the higher-order 
terms on the dispersion may not be neglected. 
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Sided-diEerencing treatment ofthese higher-order terms does not lead to a stable scheme 
as numerical ( negative ) diffusion associated with this approach derives the model unstable. 
Alternatively, higher-order boundary conditions were provided by solving the equations, assuming 
a flat bed at the boundaries, for regular and irregular waves, as in Madsen and S~rensen (1993). 
A Stoke's-type Fourier senes expansion was used in the constant-depth Boussinesq-type 
equations, deriving the noniinear boundary conditions, up to the third-order. The existing software 
modules for regular waves were modified to apply to this particular set of governing equations 
and were aiso further generaiised, providing additional time-series items at the wave-maker 
boundary, needed due to the presence of higher-order denvatives. 
In fact, the appropriate representation of the magnitude of the nonlinearity is also of high 
importance, as any misrnatch of the noniiiearity at the boundary leads to the release of kee waves 
and the envelope of such a solution on a flat bed resembles a snake-like zigzag motion. An 
analogous process occurs in physical wave flumes under similar conditions which has been the 
subject of a number of theoretical expositions. For a theoretical treatment of this release of 
spurious free waves in numerical Boussinesq wave flumes Madsen and Snrensen (1993) may be 
consulted. 
The central-differencing discretisation of all the terms in the equations requires the 
specification of Fourier series solutions for the following four items: P, P,, q,.and q, time-series 
are needed at the boundaries, for this specific choice ofthe Arakawa-C grid. Notably, P, and r7, 
time-series are the new boundary items, necessary to treat the higher order in dispersion terms. 
From physicai considerations, the incorporation ofthe fully-reflecting boundary conditions 
corresponds to a straightfonvard setting of the flux ( P ) to zero at the boundary This is the 
necessary and sufficient condition of fuU internal-reflection for a stationary, non-transmitting wall. 
However, the numerical scheme, owing to the selected type of discretisation, requires additional 
numerical boundary conditions to the discretise higher-order terms at the boundary Sided- 
differencing, ie. up-winding of the higher-order derivatives may be used at the down-stream 
closed boundary. This practise is stable as the discretisation error is dissiparive ( positive diffusion 
'. 
Formulation ofthe open boundanes ( also known as absorbing boundaries ) provides the 
necessary closure for a finite-domain representation of an infinite-domain propagation problem. 
In this case, the incorporation of open boundanes was achieved as follows: The sponge-layer 
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attenuation technique, as in Larsen and Dancy (1983), was tested in combination with the new 
model and was found to be as effective in the presence of all additional higher-order linear and 
nonlinear terms of the modified model. For example, this particular type of open boundaries 
representation was applied in obtaining the so-called bar-test simulations of chapter 7. 
4. 4. 4 Recommended filfure modi:fications and ao~lications o f  thi.? model: 
This chapter concludes with certain suggestions in regards to the possible future 
modifications and applications of the developed computer model: 
Even though, a ID description of the model was given in this manuscnpt, most of the 
t e m s  in the respective 2 0  equations are actually implemented in the corresponding code. Hence, 
as a next logical step, the model could be venfied in 2 0  as the t e m s  describing the propagation 
in the y-direction are treated numencally in a similar manner to the terms describing the 
propagation in the x-direction. Moreover, the same second-order (A?) temporal extrapolation 
which was used for the lower-order cross terms may also be used for the higher-order cross terms. 
This extrapolation reduces the upper-limit on the Courant numbers for stable model mns, but such 
a restnction is not so undesirable as the typical operating Courant numbers are kept low ( around 
Il2 ) from accuracy considerations. Additionally, the remaining higher-order nonlinear terms may 
also be incorporated in the model to correspond to the fully-nonlinear version of the governing 
equations, as suggested in chapter 2, dispensing with the O(ub'j = 1 assumption. 
In particular, the following feature of the corresponding 2 D  scheme is to be noted. In the 
original scheme for Madsen and Serrensen (1992) equations, the time-level for the flux in y- 
direction is staggered ( by half a time-step, ;e. by At12 ) in time with respect to the time-level of 
the elevation and the flux in x-direction. This time-staggering of the flux in y-direction is not very 
suitable for allowing iterations into the scheme. Owing to the presence of higher-order nonlinear 
terms, iterations may be required and it may thus be preferable to revert to a non-time-staggered 
AD1 of the same trapezoidal scheme to fascillitate iterations. In Abbott (92), a discussion of a 
number of such alternative ADI is provided. 
The time-integration scheme may be generalised as a further enhancement of the model. 
A higher-order, multi-step ( where an TI-step scheme by definition incorporates TI-/ time-levels ) 
time-integration ( e.g the three-step O( At4) Adams-Moulton ) may be incorporated as an AD1 
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scheme to generalise the present O( A f  ) trapezoidal integration. The factorisation of the 
integration into an ADI scheme is not necessarily limited to 2-level schemes ( e.g. trapezoidal ) 
kom stabiity considerations. In fact, the stability of any ADI is simply determined by the form of 
the tmncation errors associated with the AD1 factorisation ( where the effect of AD1 factorisation 
is introducing spurious dispersion or spurious d i i s i o n  ). Hence, it is perfectly possible, using the 
right factorisation, to avoiding negative d i a s i o n  and hence instability. Hence, it is possible to 
formulate any stable time-integration scheme into a stable AD1 solution algorithm with the right 
factorisation. 
Moreover, the present model can be adapted to solve the equations formulated in the 
depth-averaged velocities directly instead of solving the transformed version of the equations in 
the depth-integrated velocities. In general, any other set of equations with a different choice of 
the velocity variable may be solved with the present numerical scheme, if line-by-line iteration is 
performed along thex and y axes. This generality emphasises that the present scheme may still be 
adapted further to other possible sets of goveming equations, i€ such is considered astute from 
accuracy and efficiency considerations. 
In chapter 6. a number of relevant spatial and temporal discretisation techniques ( 
including those of the present model ) are compared for their stability and accuracy propetties, 
and in particular, the two discretisation schemes descnbed in chapters J and 5 are intercompared. 
In short, the analysis provides a clear quantitative picture of the different spurious properties of 
each of the discretisation choices. 
Respective model runs while using the same computer for both models can provide a clear 
indication of the computational overhead associated with each of the two coded rnodels of 
chapters 4 and 5. Present% the optimisation of the computer code based on the scheme of chapter 
j is not yet completed to a sufficient degree to provide a final verdict on the issue of the relative 
computational costs of the aforementioned models. It suffices to state that in most simulations 
the respective computational speeds are o f the  same order of magnitude, quantified in terrns of 
the number of minutes used up by the CPlL whenever iterations are not an influencing feature of 
the simulations provided by the computer code corresponding to chapter 5. 
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Chapter 5 
Boussinesq-type numerical models ( Part II ) 
5. 1 Introduction 
This chapter is devoted to the description of the second Boussinesq-type numencal model, as 
developed and tested in the course of this project 
The goveming equations of the model are the Pade [4/4] in dispersion, optimised shoaling, 
and fully-nonlinear Boussinesq-type equations, fonnulated in the velocity at an arbitrary-depth 
variable. These goveniing equations are stated by the equations (2.23) to (2.29), in chapter 2. The 
equations aiso contain the Wei et al.'s (95) and Nwogu's (93) sets of equations as special cases, 
obtainable by accordingly omitting certain groups of tenns. 
In order to provide an o v e ~ e w  of the discretisation of the PDEs, the concept of the 
method oflines (MOL) is invoked. As customary in this method, a suitable spatial gnd is selected 
to define the discrete values. On this grid, the continuous differentiation operators ( re. d, =d/&, 
and d, =d-j,) are replaced by discrete differencing operators ( ie. d, and 6, ), and the system of 
PDEs is thereby said to have been serni-discretised. Ful1 discretisation is obtained by replacing the 
time integration operator ( d, =CYa ) with a discrete operator ( d,), resulting in a system of 
difference-equations. Such a system of algebraic equations can lead to a time-marching algorithm 
for determining the unknown time-series values of the dependent variables. 
The particular discretisation procedure of this model is described as follows. In fact, the 
selected discretisation operators are similar to those chosen by Wei er al. (95), with certain 
enhancements and modifications, such as the type of the chosen grid, the numerical time- 
integration fonnulae, and the treatment of the computational domain boundaries. Furthermore, 
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the goveming equations of this model incorporate an additional group of terrns in companson to 
Wei et al. (95). Further details on these and other aspects of the model are provided in the 
subsequent sections. 
This chapter is organised as follows: In the next section, the spatial discretisations are 
descnbed. In section 5.3, the temporal discretisations are reported. In section 5.4. the treatment 
of the boundary conditions is explained. Finally, in section 5.5, the initial model validation tests 
are provided. 
5 . 2  Spatial discretisations 
Fistly, all continuous dependent variable functions ( ie. the surface-elevation 17 (x,y,t) and 
the velocity-variables C(x,y,r) ) are to be replaced by pointwise values on a spatial gnd, with its 
own characteristic relative arrangements of the discrete values. In this case, the selected gird is 
the Arakawa-C staggered grid, as illustrated in fig.4.f. This grid choice is preferable in 
comparison to the non-staggered g i d  option, as supported by the accuracy analysis in chapter 6. 
Secondly, all spatial denvatives are to be replaced by certain selected discrete counterparts 
on the chosen g id .  In practise, for spatial discretisations the interest is mainly confined to central- 
differences of vanous orders. Evidently, an issue which deserves particular attention is the 
simultaneous presence of thxd-order and first-order spatial derivatives in the governing equations. 
This feature of the equations implies that appropriate care has to be taken so that the o ( A X )  
truncation errors of the second-order central-differencing of the first-order derivatives do not 
degrade the nurnencal solution by their presence and their significant relative magnitude. This loss 
of accuracy can occur as the tmncation error tenns of first-order derivatives and the dispersion 
terms of the equations are both third-order derivatives of similar shape. Hence, a higher-order 
discretisation is to be used for the first-order derivatives to eliminate the adverse effects of the 
O ( A 2 )  tmncation errors. 
The O ( A 4  truncation errors of the first derivatives are not present at all, if all first-order 
denvatives are discretised usingfourth-order O(Axd)  central-differencing, while the second and 
third-order derivatives are to be discretised by second-order central differencing, via the relevant 
formulae for the Arakawa-C gnd. This cornbination of the second and fourth-order central- 
differencing corresponds to a significant gain in accuracy in comparison to using only second- 
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order discretisations for all derivatives. This improvement in accuracy is quantised and plotted in 
chapter 6. 
Furthermore, the accuracy of the two types of spatial discretisations was compared by 
using the computer code. For the purpose of companson, the model is configured to allow two 
modes of spatial discretisations which are the pure second-order and the combined second and 
fourth-order ( ie. higher-order ) spatial discretisations. Practical investigations of spatial 
convergence venfies that for the higher-order case the residue of the spatial discretisation errors 
( compared to the 'exact' solution with an extremely fine mesh ) vanishes much more rapidly with 
improving the resolution, than is the case with second-order discretisations. This higher accuracy 
of the combined second and fourih-order discretisation was also significant for the simulations of 
propagation over a submerged bar and the Whalin's bathymetry, as in chapters 7 and 8. 
Alternatively, fourth-order discretisation of all of the denvatives ( ie. the third-order as 
well as the first-order denvatives ) would obviously become still more accurate but this is not 
recommended for the present set of equations for two reasons: Firstly, this practise has the 
undesirable side-effect of further widening the overall computational stencil which in turn 
complicates the formulation ofthe domain boundaries. Secondly, the analysis of chapter 6 predicts 
a relatively smaller gain in accuracy with using fourth-order discretisations for all derivatives than 
what was obtained by using the combined higher-order discretisation instead of pure second-order 
with no additional computational overhead. 
However, ifthe goveming equations of the model are further generalised to include fiflh- 
order spatial derivatives in the continuity andlor momentum equations, then the first-order 
denvatives should be discretised to the siah-order O(ilx6), the third derivatives to fourth-order, 
and the fifih derivatives to the second-order, to eradicates the effects of the O ( A 5 )  and O(AxJ) 
tmncation-errors on the fifih-order derivatives of the governing equations. As before, this kind 
of combination does not require an increase in the size of the computational stencil associated 
with the pure second-order discretisation of all terms. Hence, there is no increase of the 
computational overhead associated with this kind of combination. An example of an alternative 
set of Boussinesq-type equations, including fifih-order denvatives, is provided by the set of 
equations solved in chapter 4, or the different sets of equations which were derived in chapter 3. 
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5. 3 Temporal discretisations 
Afler spatial discretisations are performed, the time-derivatives are to be similarly replaced 
by discrete operators to allow numerical integration. In the case of this algorithm, different 
discrete representations of d, are used in different terms, due to the particular choice of the 
solution algorithm. This disparity in representing d, , deviating from the standard notion ofMOL, 
motivates a condensed overview of all stages of this algonthm. 
As customaiy in the MOL, the system of equations is written as: 
where F = ( F"), P, F3) )' = (q, G )l, and G = ( G('), G", Gf3) )', with the superscripts t and 
( I ] ,  for i=l, 2 or 3, respectively denoting the transpose operation and the i-:h element of a vector. 
Furthermore, A, and A, are 3x3 matrices, where the i-fh row is denoted by the superscnpt (i), and 
the element of the matrix at the i-th row and j-ih column is similarly characterised by the 
superscnpt (ij). The spatial operators of the semidiscretised system of equations are accordingly 
placed into A, and A, pendiig on whether or not the spatial terms are multiplied by a d, operator. 
In the format of (5. l), the operator d, is only allowed in F, as the temporal-derivatives are to be 
separated from the spatial terms. As the equations are nonlinear, both A ,  and A, become a 
function of F. 
In ODE solution texts, the temporal-integration fomulae are given corresponding to the 
foliowing representation of (5.1): 
Hence, instead of time-stepping on the variables in F, the auxiliary-variables in ( A ,  F) 
are time-stepped on. The computational implications of this are investigated by observing the 
vector ( A ,  F) = (A," F ,  A," F ,  A / ) F  )'. As the F vector is the desired solution, afier the 
unknown values of ( A," F )"+j are obtained by aiiy chosen time-integration, these must be 
inverted to anive at ( PJ"" In practise, this inversion is accomplished by solving the algebraic 
system of equations, ensued from replacing the spatial discretisation operators in A,@) by 
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corresponding discrete central-differencing relations. 
The non-dimensionalised goveming equations (2.23) to (2.29) are rewritten in dimensional 
form in the fonnat of (5.2) ,  where the gravitational acceleration g appears in the dimensional 
equations. In the fouowing presentation, it is assumed that all the spatial derivatives are replaced 
by their discrete counterparts. 
Firstly, The continuity equation, given by (2.23) & (2.24),  is considered, corresponding 
to the first row of (5.2) .  The (A,"F), term is as follows: 
where the continuity equation implies A,"." = A  I('J' = O . E ven though, A," corresponds to a 
diagonal matrix, the simultaneous presence of x and y derivatives in (5 .3 )  implies that the system 
is not dimensiondy decoupled. In order to emphasis the arrangements of the x and y derivatives, 
the relation (5.3) is rewritten replacing Vby ( d, d, )' : 
In ID, obtaining rl"" values from (A,"." 7 )"'l corresponds to an inversion of a time-invariant 
tridiagonal matrix but the 2D system is no longer simply banded, but sparse. 
The G" term is as follows: 
It is noted in (5 .5 )  that the elements A,",", A,",", and A,(',-" are all non-zero 
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Secondly, The momentum equations, given by (2.25) to (2.29), are considered, 
correspondiig to the remaining two rows in (5.2). The ( (A,"F),, (A,"F), )' terms are as follows: 
where the momentum equations irnply A,@," = A,"." = O. However, as A,@." and A p J  are 
nonzero, A," and A,'*) are not in the diagonal form. This irnplies that the resulting algebraic 
systems are not simply banded are therefore not solvable by banded-matrix solvers. The (A,"F), 
terms are expanded out to show the arrangement of the x and y denvatives: 
The (i" and C;'.' terms corresponding to (5.6) are given as follows 
where the superscnpt « co~csponds to the original tcrms with all time-derivative terms rcmoved. 
It is possible to solve the system of equations represented by A ,  directly, without any 
reshuffling oftems. However, owing to the simultaneous occurrence o f x  and y-direction spatial 
discretisation operators in each row ofA,, a sparse algebraic system of equations is to be inverted 
for obtaining each element of F. Some standard means of the solution of such linear systems are 
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I.U factorisations. and iteration, the type of which may be Jacobi, or Guass-Seidel. 
In order to simplify the solution algorithm, A, can be simplified such that each of the 
variables in F of the resulting system can be solved by an inversion of a simply banded matrix. 
which in this case is tridiagonal. This process leads to the following reformulated system of 
equations: 
where A,* results fromAI, atler some terms in A, are shifted to A,, resulting in A,* which comes 
t o  include time-derivatives. In the system of (5.9), A,* is obtained by exclusively retaining one 
type of spatial diierencing operators in each row ofA,. ie. either 6, and its higher-order products 
G,, or altematively G, and its higher-order products G,,,,, are solely permitted in each row ofA,*. 
Therefore, operators of the mixed-derivatives type 6y,.yx,,,  as occurring in the momentum 
equations, or the Laplacian type operator ( 6,,, + 6,, ), as present in the continuity equation, are 
to be moved into A,*. In effect, instead ofA,, A,' is used computationally which is to ideally 
resembles the I matrix as much as possible. The extent of rtrmissible idealisation ofA,' is to be 
determined by the effects of the regrouping procedure on the stability of the resulting system of 
(5.9). 
In the following, this regrouping of terms is explained in the context of each of the 
governing equations. In relation (5.4). both v,, and rl,, terms are simultaneously present as a 
consequence of the application of Madsen & Schaffer (97) technique. The rearrangement is 
performed by Ala1," retaining oniy the x-derivative terms ofA,",", with the y-derivative terms of 
A,"." being placed in G*". Altematively, the arrangement of tlie x and y derivatives in and 
(;*'lJ could be reversed, corresponding to a solution of a tridiagonal system in they-direction 
instead of the x-direction. In practise, this grouping can alternate every second time-step. Only 
the first case is illustrated: 
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It is also possible to retain solely q in AlN1', and move all x and y derivatives from A," to AZN'), 
ie. treating all directions of propagation by the same method of temporal-integration. 
In the rnomentum equations, the isotropy of the linear and nonlinear propagation 
properties at an angle to the x and y axis requires the presence of mixed-derivative terms in both 
x and y-direction momentum equations. These linear and nonlinear terms, involving the operator 
( d,,,,), are often referred to as cross terms. As evident from (5.6) and (5.7), the presence of 
these terms has the side-effect of complicating a dimensional decoupling of the problem. Owing 
to cross term, the applications of Alternative-Direction Implicit Algorithms (ADI), used 
extensively for 2 0  SWE. no longer provide a straightfonvard and accurate decoupling procedure, 
even for lower-order Boussinesq-type equations. The necessity for a special treatment of the cross 
terms partly attests why 2 0  Boussinesq-type models are far fewer than ID ones. For higher-order 
in dispersion and nonlinearity equations, the number ofterms, the orders of the product terms, and 
the orders of the derivatives have to increase, also for the cross terms, firther complicating any 
algorithm-decoupling process. The presence of higher-order cross terms is one of the motivating 
factors for performing iterations in the chosen integration scheme. 
As momentum equations are mathematically dual relations, it suffices to descnbe the 
shifting of terms for a single rnomentum equation ( the x-direction ): 
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In effect, A,* has two sigmficant properties: Firstly, it is a diagonal matrix, and secondly, 
each element includes x-denvatives exclusively ory-denvatives exclusively, ie. it is dimensionally- 
decoupled. Furthermore, the regrouping suggested by (5.12) & (5.13) is such that it was decided 
to make A,* linear, even though it was possible to retain some of the nonlinear terms of A,, and 
A2, inAI* and still only need to solve a tridiagonal matrix. This lineansation ofA,*, resulting in 
time-invariant coefficients, can be made computationally benefitable in the solution algonthrn. The 
characteristics of the linear systems corresponding to A, and A," are elucidated byflg. 5.1. 
In the reformulated system of (5.9), it remains to discuss the particular discretisations of 
d, which is done differently for ( A,*F ), than the time-derivative t ems  in A,*. Firstly, the 
treatment of ( A,*F), is discussed as follows. The computer model has been equipped with both 
second-order O ( A ~ )  and higher than second-order discretisations and the latter is mainly 
explained. Higher-order discretisations of ( AI*F ), may be performed by a mullistep type of 
integration ( e .g  the explicit Adams-Bashforth (AB) or the implicit Adams-Moulton (AM) ), 
where several known time-levels, n. n-I, ..., are used in the formulae yielding the values at the 
unknown time-level n+I,  or alternatively, by a multistage type of integration ( e.g. Runge-Kutta 
), where only one known time-level is utilised, but the spatial denvatives are to be recomputed 
several times corresponding to the different stages of the computation. In this case, multi-step 
formulae are preferred to multi-stage formulae, because the former approach is more 
computationally efficient in comparison to the latter approach, if a large number of spatial 
discretisation terms are present in the governing equations, as characterised by A, or by A,*. 
A predictor-corrector-iteration (PC0 scheme is preferred for ( A,*F ), , where the 
predictor provides the initial guess, and the corrector stage is iterated on until a predesignated 
rneasure of convergence is reached. In general, with predictor-corrector schemes one may decide 
whether or not to iterate on the corrector stage, iterate for a predetermined number of times, or 
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iterate until convergence of the corrector to the implicit formula which was adapted to the 
predictor-corrector algorithm. An advantage of PC1 is that the converged solution is that of an 
implicit scheme, but the application of the predictor turns the corrector formula into an explicit 
formula which is easier to evaluate. The latter approach is also preferable for the system of (5 .9 ) ,  
as no special linearisation of the nonlinear terms is necessary and these are incorporated into the 
scheme similar to the linear t e n s .  Moreover, iteration is also desirable in situations with prevalent 
nonlinearity and also because of the special treatment of the reshuffled terms in 2D. Notably, if 
convergence ofthe corrector is achieved, the stability and accuracy properties of the final scheme 
are identical to that of the implicit scheme corresponding to the corrector stage, and the properties 
of the predictor step are insignificant. In contrast, the properties of the predictor and corrector 
stages are to be analysed together if convergence is not reached after several iterations, or in case 
no iterations at all are performed. This is further elaborated on in chapter 6. 
Two well-known multi-step integration formulae, which can be used in the predictor- 
corrector mode, are the Adams-Bashforth-Moulton (ABM), and the Backward-digerencing 
formulae (BDF). In comparison to the ABMformulae, the BDF are more stable but less accurate, 
as ABM formulae have an algebraically smaller tmncation-error for the same order of accuracy 
in A t .  However, higher-order ABM formulae are less stable than BDF, particularly for 
applications to mathematically stiff situations. Formally, the mathematical notion of stiffness is 
detined in terms of the relative magnitudes of the eigenvalues of the Jacobian. In practise, 
mathematical stifkess corresponds to the simultaneous occurrence of very different time-scales 
in the simulation. Furthermore, increasing the order II  ofABM corresponds to a reduction of the 
stable range of Courant numbers which in turn results in most higher-order ABM formulae being 
weakly unstable. The notion of weak instability is formally defined to occur if the stability locus 
of the time integration formulae in the complex domain only includes the origin and no other 
segments of the imaginary a i s .  In chapter 6, this weak instability is further addressed. 
The computer code is configured to optionally use either of the following higher-order, 
PCI integration modes: The fourth-order ABM, or alternatively, the fourth-order generalised 
multi-step formulae, also know as the (@,a*) formulae. These are explained as follows: 
An n-th order ABM (ABMn), is by definition comprised of an ( ri-l )-th-order AB 
predictor, followed by an n-th-order AM corrector It is remarkable that even if no iterations are 
performed, the overall formal order of accuracy is still fourth-order. Hence, the iteration serves 
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to change the algebraic form of the tmncation-errors and not their order in At. For ABMJ, the 
expiicit third-order O(Ar') AB predictor formula, customised to the system of (5 .9) ,  is given by: 
and, the implicit fourth-order O ( A f ' )  AMcorrector formula is similarly given by: 
To improve on the properties of the ABM formulae, generalised multi-step fonnulae are denved. 
A free parameter a, in the generalised predictor formulae, can be used to control the accuracy and 
the stability of the predictor formula. Similarly, a free parameter a* can be used to control the 
properties of the corrector formula. For predictor-corrector schemes, a and a* are to be tuned 
together for the overall scheme, and not separately. For PC1 schemes, only a * is really significant 
for the overall properties of the converged system. 
The third-order generalised predictor fonnula, containing (5.14) as a special case, is as 
follows: 
where coefficientsp,(a). p,(a), andp,(a) are chosen based on a to obtain a third order relation. 
This procedure involves a Taylor-series expansion of (5.16),  where all discrete values are 
expanded with respect to the level n+1/2. In the resulting expansion, the relation (5 .4)  may be 
used to eliminate Gterms in favour of F terms. In order to force the O ( A t ) ,  and O(dt2)  terms to 
zero for the O(Ar') relation of (5 .7) ,  constraints are provided on p, , p, , and p, to uniquely 
determine these three coefficients as a function ofthe degree of freedom a. 
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Likewise, the fourth-order generalised corrector formula, containing (5.15) as a special 
case. is as follows: 
where coefficients c,(a*), cda*), c,(a*), and c,(a*) are chosen similarly, based on a *  to obtain 
a fourth-order relation. As a special case, with the choice of a and a *  both being equal to unity, 
the formulae (5.16) & (5.17) reduce to the ABMformulae (5.14) & (5.15). 
These generdised predictor-corrector fonnulae were derived and analysed in Zlatev et 
al. (84), where the a and a *  parameters were set to increase, by almost a factor of two, the stable 
range of the Courant numbers for the numerical simulation of advection-dominated flows. In 
general, a and a *  can be tuned to Control the size and shape of the stability locus in the complex 
plane and thereby ensure a larger range of stable Courant numbers corresponding to the particular 
set of eigenvalues of a specific system of spatidly-discretised equations. In effect, it is possible 
to customise the integration formulae to a particular system of equations. 
In order to optimise the free parameters, the spurious diffusion and dispersion of the 
discretised system have been investigated analytically, as a function of the free parameters. It 
follows that the largest permissible Courant number (C,), where C, o (gh)'" At/Ax , may be 
almost doubled by a specific choice of a and a*, from stability considerations. For wave 
propagation simulations, the accuracy can often be a more stringent requirement than stability, 
and this has discouraged operating C, values near the elongated stability limit. The typical C, 
values are discussed after the description of the algorithm is completed. 
To evaluate the predictor formulae (5.14) or (5.16), it is required to have estimations of 
G., at time-levels n, n-l, and n-2. The evaluation of G' is represented by the product G' =A,* F, 
for each of the three required time-levels. Furthermore, as G' includes time-derivatives, these are 
also to be estimated at each time-level. Because all time-derivatives in G' are treated identically, 
it is possible to denote any time-derivative term in G' byf; 
The approximations off; at t= nAi, (n-l) At and (n-2)At are achieved by the following 
second-order formulae: 
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In practise, the previous time-step evaluation of F vaiues can provide the G' values at levels n, 
n-l, and n-2, for the evaluation ofF". This implies that the above recomputations of parts of G' 
may actually be skipped, using the G' values computed and stored from the previous time-step. 
After the predictor formulae are applied, F" has to be obtained from ( A,*F )"'j by 
applying the double-sweep algorithm to solve the algebraic system comprised of tridiagonal 
matrices, for each of the continuity and momentum equations. 
The evaluation of the corrector formulae, by (5. 15) or (5.1 7), requires estimations of G', 
at time-levels & l .  n, n-l, andn-2. Hence,Jis to be approximated at t= (n+l)At, nAl, (n-!)AI, 
and (n-2) Al, using the predicted n + l  values in the following third-order forrnulae: 
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For the first application of the corrector, G."" vaiues are to be computed by the predicted F" 
values. This application of the predicted vaiues, effectively tums the implicit AMformula into an 
explicit formula. 
For the known levels, n, n-I, and n-2, only the terms involving time-denvatives in G' are 
to be recomputed, as it was chosen to update their values by the predicted values. The remaining 
terms in G' which are solely spatial denvatives are unaitered and are used from the previously 
stored quantities. Similar to the predictor stage, G' vaiues at n, n-I, and n-2 may be used 
directly, without any updating, as stored @om the previous time-step. So, equation (5.21) may be 
the only required evaluation off;, and not the updating procedure as represented by (5.21) to 
(5.24). 
In the corrector stage, obtaining the new P ' f r o r n  the corrected vaiues of ( A,*F)"" is 
by a process identicai to the case of the predictor stage. The corrector is iterated until the 
convergence criterion is satisfied. For each iteration of the corrector, the latest corrected F" is 
used to obtain G'"". 
Relaxation is implemented for the iterated F+' vaiues. The absence of any relaxation, or 
an improper value of the relaxation parameter can lead to divergence The relaxation on F" 
values is as follows: At every i-th iteration of the corrector, the latest corrected F,"" is relaxed 
to = rF:+' i- (I-r) F)+,"+', where F,.,"" is the second-latest corrected Fi'from the (i-[)-f/? 
iteration. The relaxation parameter (r)  is case-sensitive because iterations are for standard PCI, 
the nonlinear terms, and the special treatment off; terms. Typically, r is taken around 0.8. 
After each iteration of the corrector, the latest F,"" and the second-latest F,.,"" values 
are compared for investigating the convergence of the iterations. The computer code is equipped 
to examine two residues, namely a local and a global residue, representing the difference between 
y' and F,~,"". For localised variations, the two sets ofvalues are compared at each grid-point, 
defining a residue: 11 F,"" - Fj.,"+' 1 1 1 F .  For global variations, the sum of the numerator of 
the local critenon is divided by the sum of the denominator of the local criterion, where the 
summation is over all gnd-points. The quantity 11 Fil may be evaluated from definition I l  Fil o ( 
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F1~2+~)2+Fc"2)1'2,  or, as in Wei el al. (95), by looking at three separate cnteria, based on the 
absolute values of each element of F. The former is preferred here as it is based on the norm of 
the iteration vector. At least, in 2 0  simulations, it is more physically meaningful to work with II 
6 1, instead ofthe absolute vaiues of each component of U Theoretically, to define convergence 
the residues are to be zero. In practise, these values are taken in the range [lo", l o 4 ]  No single 
value is suggested here as this depends on the simulation characteristics. Choosing too large a 
value may result in divergente, owing to an accumulation of iteration errors over several time- 
steps. 
In order to provide further insight into the implemented scheme, the operating Courant 
numbers (C,) are discussed. In general, both accuracy and stability place upper-limits on the time- 
step, and therefore the value of C, The analysis of temporal properties, which are also dependent 
on the spatial grid, are provided in chapter 6. Accurate and stable model runs with the ABM4 
scheme require that C, is lirnited to less than 0.5. The poor stability ofABM4 option ( ie. its weak 
instability and the stiff instability features ), as elaborated on in chapter 6, motivates the alternative 
use of either ABM2, or the fourth-order generalised multistep PCI, all of which are more stable 
than ABM4 The stability limiting vaiue for the generalisc2d fourth-order multi-step is almost 
double than that of ABM4 Theory and practise suggest that using a lower-order ABM has no 
tangible effect on the accuracy achievable by ABM4, when operating with C', values less than 0.5. 
This is explicable, as there are only first-order time-derivatives in the equations, and there is no 
need for higher-order temporal discretisation, unlike the case which was made for advocating 
higher-order spatial discretisations. The accuracy and stability properties are modified by the 
third-order treatment off, which also makes the overall combination of third and fourth orders 
discretisations third-order. 
Before delving into the formulation of the boundary conditions, the computation of the 
first two time-steps of the fourth-order multi-step schemes are discussed. In case of hot-starting 
from a previous siiulation, it should be noted that three known time-levels are to be stored in the 
code to start-off the multistep scheme. In case of cold-starting the scheme with only one known 
time-level available, the algonthm switches to second-order versions of the predictor-corrector 
formulae ( ie. ABM2 ) for the first two time-steps. 
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5. 4 Boundary conditions 
It remains to descnbe the implementation of the wave-maker boundaries, closed 
boundaries and open-boundaries forming other integral aspects of any wave propagation model. 
The incorporation of the wavemaker boundanes is as follows: Assuming a flat-bed and 
weakly noniinear waves, a Stoke's Srpe Fauner-series expansion may be used in Boussinesq-type 
equations, similar to Madsen and Snrensen (93), to provide the higher-order in dispersion and 
nonlinem boundary conditions. A boundary module was devised, incorporating both the linear 
and the second-order solutions for regular incident waves, to provide the necessary time-senes 
at the boundary. 
The number and type of the of necessary time-series at the boundazy depends from a 
numerical point of view on the width of the discretisation stencil which is a function of the order 
of the chosen central-differencing operator and also the highest-order of the spatial-derivatives 
ofthe goveming equations. The set of boundary conditions are not unique with the precondition 
of a well-posed boundary. For example, a consistent set of four conditions to formulate wave- 
maker boundaries are the velocity at an arbitrary depth, the curvature of this velocity, the slope 
of surface elevation and the curvature of surface elevation. The slope and curvature time-series 
provide the numerical conditions for higher-order denvatives. 
The slope and curvature time-series are obtained by standard Fourier techniques, as 
suggested above. A disadvantage of the above approach is the inaccuracy of obtaining higher 
order denvatives, specially the third and higher-orders, by using Fourier technique. In principle, 
this depreciates the accuracy for a wider computational stencil associated with the presence of 
higher-order derivatives in the equations or due to higher-order central differencing. 
The correct specification of nonlineanty at the boundary is also of high importance. A 
mismatch in the nonlinearity, resulting in the release of bound waves as free waves, is manifested 
in the modulation of the envelope of the surface-elevation and the velocity values, occurring for 
an even sea-bed. This is already detectable in the time-domain, but this example of triad- 
interactions can also be studied by observations in the Fourier-domain. To ensure proper 
specification of the boundary conditions, a prerequisite for all the tests in this maniiscript was 
sirnulating the incident wave conditions on a flat bed. In all cases, the second order solution was 
sufficient, as confmnable by the envelope plots and the FFT plots for the case of an even sea-bed. 
A study of enhunced higherdrder Boussinesq-type equafions and their numerical solution 125 
As an alternative, instead of providing the derivatives at the boundaries, it was tested to 
speciS. the actual velocity and elevation time-series, at all the points outside the computational 
domain ( ie. j= -1,-2... ), with good results. This procedure has the advantage that the accuracy 
at the boundary does not depend on the order of the derivatives of the governing equations, as 
no denvatives are necessary at the boundary. The continuous boundary-value problem requires 
denvatives at the boundary, but the discrete boundary-value problem requires a range of pointwise 
values over a couple of nodes. 
Two further alternative formulations are to be discouraged: The sided-differencing of 
higher-order derivatives at the wavemaker is numencally unstable in this characteristically 
hyperbolic system, and opting for lower-order discretisations at the boundaries relative to the 
inside of the domain reduces the formal overall accuracy. It is a well-known fact from numerical 
anaiysis that the boundary may be specified at most one order less accurate than within the domain 
to retain the higher order of accuracy. In practise, it may occur that the boundary does not require 
to be as higher-order as inside the domain for two particular cases: If the boundary is located in 
shaUow water, the boundaq may be specified lower-order in dispersion, or altematively, if fairly 
linear conditions prevail at the boundary, it suffices to use linear Fourier-series solutions of the 
equations. 
It is remarked that the above fornulation of the wavemaker boundaries assumes that the 
incident waves at the boundary are initially parallel to one of the axes. This implies that the 
component of the velocity normal to the propagational direction is zero. In general, the for 
specification of oblique waves at the wavemaker boundary, both horizontal velocities are nonzero 
and are to be specified to provide a well-posed boundary specification, as is also the case with the 
SWE models. 
The appiication of the boundaries to the internal region is initiated by a sofc-start 
procedure to eliminate spurious shock waves which could othenvise result. These may eventually 
be partially reflected back and forth between the wavemaker and the open boundaries. The soft- 
start is particularly necessary for test cases with more nonlinear boundary conditions. A Cosine 
trigonometri function is used here to gradually apply the boundary conditions to their ful1 values, 
over a chosen number of periods. 
The incorporation of closed boundnries in the model is as follows: According to the 
Lagrangian condition for a non-accelerating boundary quoted in Witting (1984), total-reflection 
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from a stationary wall coincides with the setting of the arbitrary-veiocity and the elevation- 
gradient normal to the wall to zero at the boundary. In the numerical model, to set the flux normal 
to the boundary to zero corresponding to no net mass transport through the boundary, the ahove 
two constraints are imposed. However, the presence of higher-order denvatives in the flux 
expression which need to be discretised in the vicinity of the boundary implies that the discrete 
system is not well-posed until appropriate approximations are provided to the higher-denvatives 
which may be discretised, in this case, by sided-differencing which is stable when using upwave 
values to fonnulate the derivatives. 
In 2D propagation, analogous to the case of SWE models, the gradient normal to the wall 
of the velocity parallel to the boundary, e.g. v, for propagation in x-direction, needs to be 
specified. The no-slip condition sets the velocity to zero, e.g. v= O while the full-slip condition 
reformulates by irrotationality uy - ;=. 6, and specifies another gradient, e.g. u,. For 
Boussinesq-type equations, the irrotationality condition has been used t o  reformulate also the 
higher denvatives, e.g higher derivatives of v,, at the b o u n d a ~ .  
Practically, closed boundaries could be tested by simulations to investigate any mass 
leakage to/ from the boundary. Two such instances are by a seiche-type test defined by a 
sinusoidal initial condition in a ID channel with two closed boundaries; or in 2 0 ,  by a cone-test 
with an initial, Guassian distribution with closed adjacent boundaries. 
The inclusion of absorbing (openi iadiafing) boundaries is performed by adapting the 
sponge layer concept oflarsen and Dancy (83) to this code. Initially, the coeficients derived for 
a Boussinesq-type model in fluxes were applied in the present model with good results. This is 
rather remarkable, as the choice of the sponge values are influenced by two factors. Firstly, the 
form of Boussinesq-type equations on the one hand, and secondly, the type of the numerical 
scheme on the other hand. In the present case, both were different from the original application 
ofthe technique. The successful application of sponge-layer technique is explicable, as the optimal 
choice of the sponge pararneters is case-speciijc for any model, dependent on the nonlinearity and 
the Courant number, and onginally a linear analysis was the basis of recommendation of sponge- 
values in Larsen and Dancy. 
The formulation of the attenuation regime in the PC1 scheme is as follows: After the 
convergence cnteria are satisfied, the principle dependent variables, namely elevation and 
velocities, are attenuated once. In this manner the undesirable dependence of attenuation regime 
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on the number of iterations is eradicated. Less successful attenuation regimes were also tned out, 
such as attenuating velocities alone, or elevations alone. Another example of such trial variation 
of dampening procedure was the doubly dampening of higher-order terms: As well as attenuating 
the dependent velocities, higher-order terms were also dampened directly to zero, with the 
theoretical justification that these terms are of higher-orders and hence less significant in 
magnitude. This dampening procedure is not recommended as it results in the release of shock 
waves due to doubly dampening. 
Alternative methods may be also incorporated: The radiation boundary-conditions, of 
various orders, may be implemented ( most effective for longer waves ) which has been applied 
in many earlier numencal models. The goveming ( momentum ) equations may also be modified 
in a number of ways to inject dampening into the model. To simplify the discussion, consider only 
the modifications for the x-direction momentum equation, with a similar process for the y- 
direction. A means of doing this is by adding dissipation tenns of the form ( -w(x) [$u/% 
+d'u/w ] ) to the equations ( n always even and usually, n= 2 ), to emulate the effects of the 
viscous terms which appear in the Navier-Stokes equations. Hence, these may be referred to as 
numerical viscosify tenns. The w(x) function is the spatial weights of the viscosity term which 
gradually subtracts out the energy. 
A second means of implementing dissipation into the equations is provided by terms like 
( -w@) u ), also known as the Newtonian coolingtenns from thermodynamics applications. In this 
case, the weight is set to depend also on the frequency of the wave. which is to be darnpened. 
Therefore, this method is mostly suited to regular waves. 
It is notable that the strategies of sponge-layer, radiation-boundaries, numerical viscosity 
and Newtonian cooling are not at all exclusive, and it is possible to cornbine the strategies to 
obtain an open boundary to absorb both long and short waves better than the application of 
specific techniques. For example, Wei et al. (99, combine the radiation boundary conditions with 
the viscous and cooling terms to enhance the absorption, and Chen (97), borrowing the computer 
code, described in this chapter, combines the radiation boundary condition with the sponge-layer, 
to better absorb the longer waves ( current ) for wave-current simulations. In both examples, the 
radiation boundaiy is meant for the longer waves and the other method(s) for the shorter waves. 
According to Wei et al. (95) the width of the dampening region has to be around 3 
wavelengths. In the cases of using the sponge-layer on its own, it was possible to obtain the same 
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or better dampening efficiency in most test cases tried in this thesis. 
Finally, it is suggested here that the higher-order KdV equations corresponding to the 
Boussinesq-type equations be used in simulating open boundanes. KciV equations describe 
unidiiectional propagation, exactly as Boussinesq-type equations, in the sense of dispersion and 
noniinearity. These KdVequations may be denved in 2 0 ,  and used to formulate a 'natural' open 
boundary for Boussinesq-type equations. In the implementation phase, these would be rather 
similar to the setting of the velocity to a determined value ( instead of zero ), in much the same 
way as implementing higher-order radiation conditions. This is believed to tremendously reduce 
the necessay width of the dampening region, as the boundary formulation matches exactly the 
noniinearity and the dispersion of the intemal region. The produced effect is analogous to using 
radiation boundary conditions for SWE. which are a more natural boundary condition for non- 
dispersive flow. 
5.5 Initial model validation tests: 
A number of tests were performed initially to assess the model development at various 
stages. Firstly, the model was tested to ensure that it can maintain both static and steady states. 
The standing wave test, based on a channel with a wavemaker-boundary at one end and 
a closed-boundary at mother end, was simulated to test the formulation of the closed boundaries. 
The general result ofthese tests was that fully-reflecting boundary conditions were appropriately 
implemented and the integrity of the computer code is of an acceptably high level. 
The following other tests are presented. 
Open houndaries tests: 
The simulation of open boundaries was tested in general with a channel with a wave-rnaker 
boundary at one end, and an open-boundary at the other end. The purpose was to test the 
suitability and efficiency ofthe sponge-layer for its incorporation in the present numerical model. 
Fig. 5.2 includes one such test. Although, the absorption properties are dependent on both the 
dispersion and nonlinearity, the fairly linear case is seen to quite efficiently absorbed. 
5 1  (a): The system corresponding to A, 
5.1  (b): The system corresponding to A,* 
\ 
; F = [U] i ::: l 
Fig. 5.1: 7he comparison of the linear system enmedfrom A, and A,*. Note, the brackets denote 
the barrded sub~stems which correspond to the central dijerencing operators. 
o \ 
o ; F = [ u ]  
[A; '~"] ,  i::; 
Fig. 5.2: A typical erample of the successfuI application of the sponge-layer open b o u n h ~  
concept to the present set of equations i numerical scheme. 
Fig. 5.3: An example of a cone rest to investigate the presence of the cross terms / numerrcal 
anisotropy. 
Fig. 5.4: Elevation contours obtainedfrom the Pude [2/2] subsets of the models in chapters 4 
and 5. 
5.4 (a): From the model of chapter 4 
5.4 (b): From the model of chapter 5 
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Cone fests: 
A cone-test can provide a good means of testing the isotropy of the model at different 
resolutions, implementation ofthe cross-tems, and the treatment of the closed boundaries. In this 
case, a closed 2 0  basin is considered and an initial surface elevation is imposed, defined by the 
relation: 
As x, and y, denote the lengths of the basin, this in effect locates the crest of the initial Guassian 
wave form at the centre of the basin. The evolution of the resulting wave-form is axisymmetnc 
about the origin ofthe Guassian hill. Fig. 5.3 provides the simulation of such a test. The presence 
of the cross-terms is manifested in the symmetry of the plot. 
Diffracfion tests: 
The earlier 2D tests included a diffraction test, primarily to assess the stability of the 
algorithm, its implementation and the boundaries. The case of a single, fully-reflecting breakwater 
was considered. The incident wave of ( T= 8 s, HI= 2m ) was applied. The depth of the harbour 
was taken to be 10 m. One such simulation is provided infig. 5.4. The results particularly 
demonstrated the stability of the model in 2D. 
It is noted that these test cases are not intended to provide a physically rooted 
phenomenological explanation for diffraction but solely to ascribe further to the stability and 
general soundness of the computer code. In order to assess the quality of the simulated diffraction, 
the results could be compared to Sommerfeld's equations, but such was not an objective of these 
earlier test cases. 
Chapter 6 
Analysis of time-domain Boussinesq-type models 
6. 1 Introduction 
In Boussinesq modelling practise, it is important to distinguish between the physical properties 
and spurious phenomena. To this end, it is essential to analyse both the continuous and discrete 
systems of equations. In this chapter. such an analysis is performed for a number of different 
Boussinesq-type equations and discretisation techniques of various orders. Though, similar work 
exists for the case of S E ,  there is an absence of related material on the topicof Boussinesq 
rnodelling. It is airned to quantise the spurious errors into the categories of diffusion ( ie. stabilityl 
attenuation issues ), phase-velocity ( e.g. numerical refraction ), and group-velocity errors ( e.g. 
nurnerical wave blocking/ reflection ). 
The analysis covers a broad range of Boussinesq-type equations with phase-celerities 
including the classical ( prior to utilising Pade approxirnants ), Pade [2 /2 ] ,  Pade [4/4] ceierity 
types. Different types of finite difference discretisations are analysed. Based on derived operator 
correspondence relations ( between the continuous and discrete systems ), the discretised systems 
are analysed in two spatial dimensions. It is shown that even the stability of Boussinesq-type 
equations in a continuous sense is not to be taken for granted and this instability translates into 
numerical instability, as exernplified by the higher-order in dispersion equations formulated in 
terrns of the depth-averaged velocity. Issues related to allowing fifth-derivatives in the 
formulations are addressed. 
Numerical refraction on a flat bed ( anisotropy ) is also investigated. Behaviour of 
underresolved waves. ie. their possible blockage and reflection solely due to the grid is studied, 
in the contexts of both staggered and non-staggered grids. Different second and fourth-order 
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hily-implicit, and predictor-corrector, time-integration schemes are compared for their stability 
and accuracy properties. 
This chapter is organised as follows: In the next section, general stability issues and related 
results arepresented. In section 6.3, the analysis results of the continuous fornulations are given. 
Spurious phenomena are quantified in two stages to attribute them separately to the spatial and 
temporal discretisations: Firstly, the spatial discretisations are anaiysed, as in section 6.4. and 
secondly, the analysis ofthe overall discretisations, afler discretisation in time, are given in section 
6.5. In section 6.6, the numencal phenomena, in the simulations of wave-blocking by an ambient 
opposing current are explained. Finaily, in section 6.7, a general summary of the results is 
provided. 
6 .  2 Stability issues and results 
Undoubtedly, stability of a continuousl discrete representation is a precondition in 
applications to numerical wave-modellig. The type of stability analysis applied here corresponds 
to the bounded input, bounded output (BIBO) stability crilerion. This involves an eigenvalue 
problem with the location of the eigenvalues in the complex-plane defining the stability criteria. 
There are established general critena for the stability of a continuous or discrete system 
of equations, quotable from the theory of Numerical analysis 1 Control-theory. Avoiding 
derivations, these may be postulated as follows: For the case of the continuous or the 
semidiscretised equations, where the i-ih eigenvalue is respectively denoted by ( 4 ) or ( 2, ), if 
all of the system eigenvalues lie on the imaginary-axis ( ie. Re (AJ=O or Re ( A  J = O ; V i ), no 
diffusion ( of physicali spurious origins ) is present, and the energy of the system is exactly 
conserved. If an eigenvalue lies on the LHS of the Imaginary axis ( ie. Re (AJ < O or Re (A) < 
O ), dissipation results in the attenuation ofthe energy and the system is by definition stable and 
dampened. This dissipation may have physical ( e.g. by virtue of including friction terms ) or 
spurious ( e.g by virtue of backward-differencing or time-integration ). If the eigenvalues lie on 
the XHS of the imaginary axis, energy is injected into the system, corresponding to negative- 
diffusion. This injection of energy may have physical ( e.g. due to bed-dope terns ) or spurious 
( e.g. due to forward-differencing or time-integration ) sources. The growth of energy can become 
synonymous with instability if it is an accumulative phenomenon for a discretised system of 
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equations. 
For the&I@-dscretlsed system, obtained afier discretising the temporal derivatives, the 
stabiity cnterion becomes as foliows: AU ofthe eigenvalues of the fully-discretised system, where 
the i-ih eigenvalue is denoted ( +i ), are to  lie within the unit disk in the complex plane ( ie. /+i 
1 s I ; V i ) This condition is essentially the mapping of the earlier stability condition for the 
cont'muous and serni-discretised equations ( ie. Re (AJ c O or Re (AS s O ; V i ), where the entire 
imaginary-axis is mapped unto the unit circle, the LHS of the imaginary axis unto the unit disk, 
and the RHS ofthe imaginary unto all of the remaining area outside of the unit disk. As a result, 
every time-integration formula corresponds to a panicular stability locus on the complex plane, 
withe the locus plotted as a function of A, corresponding to the spectral-radius of the fully- 
discretised system ( ie. l@,/ : Mur(/+i /) = f@,/ ; V i ) being contained in the unit disk. 
The application af the eigenvalue cntena to the equations may be demonstrated by writing 
the linear system of equations in the MOL format: A, F,= A, F, where F is the vector of 
dependent variables; and A, and A, represent matrices, elernents of which consist of spatial- 
derivative or spatiai-differencing operators. Next, the system is rewntten as F, = (A i lA , )  F =A 
F. In this format, the eigenvalues of A correspond to A, or A, Furthermore, if F,is replaced by 
a formula in terms of F" , F ,.... for full-discretisation, the eigenvalues of the resulting system are 
denoted by +i. In the next sections, various cases corresponding to F, = A F a r e  considered for 
their particular propenies. This section terminates with two general stability results for the 
stability of the continuous and semidiscretised equations: 
Firstly, the continuous case is considered: Due to the entirely dispersive ( ie. no diffusion 
) nature of the continuous equations on an even sea-bed, the following general structure is 
obtained for A, and A,, for all Boussinesq-type equations: A,  is a diagonal matrix ( with real- 
valued elements in the Fourier-domain ), and A, is an anti-diagonal matrix ( with fully-imaginary 
elements in the Founer-domain ) Hence, to maintain the energy conservation, all eigenvalues (4) 
of A, where A A A;' A,, are to necessarily lie on the imaginary-axis. For all Boussinesq-type 
equations, A, =*i w, where w is the angular-f requen~~.~ 
8 Contiriuous Boussinesq-type equations allow isotropic propagation ir1 any direction on the 
horizontal plane, and hvo eigenvalues with opposite signs indicate the different senses of 
propagation along any direction. Therefore, it suffices to consider on(y fhe posifive sigiz, 
corresponding to the propagation in the positive sense, e.g from rhe LHS lo the RHS uf the x- 
mis. 
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Therefore, the stability condition is equivalent to requiring w to be located on the real- 
axis, which corresponds to w2 being positive-definite, ie. by definition positive valued and non- 
zero for alivaiues ofthe wavenumber (k). In other words, the formal notion of stability coincides 
with the rather intuitiverequirement of a positive-definite phase-celerity (C), defined by c o o lk .  
This consiitutes the first general stability result, applicable to the continuous equations. In the 
subsequent section, an example is provided of an unstable set of higher-arder equations. 
Sexondly, the semi-discretised system, obtainable by replacing all of  the spatial derivatives 
by centraLdifference operators of arbitrary order O(Ar"). where n is any even integer, are 
considered: Central-differences of any order correspond to (anti-) symmetnc coefficients of the 
discretisations, which in tum, cause the overall semidiscretisation to be amplitude-conservative 
( ie. Re (Ab= 0, V i ). Hence, the second general stability result states that provided the 
continuous equations are stable and amplitude-conservative ( ie. the first general requirement is 
fulfilled ), any central-differencing semidiscretisation ( ie. by symmetric-operators ) of the 
equations is also stable and amplitude-conservative. Sided-differencing operators are difisive, 
while another example of amplitude-conserving operators is provided by the Fourier-series 
application in the ( psuedo-) spectrai semidiscretisation methods. 
6 . 3  Continuous equations 
Boussinesq-type equations differ considerably in their stability and accuracy propenies, 
by virtue ofthe choice ofthe velocity-variable, and by the orders in the dispersion and nonlinearity 
parameters where these equations are tmncated at, as indicated in chapter 3. As a nile, the 
stability of a continuous set of equations, in both linear and nonlinear senses, may not be taken 
for granted, and is not deducible from the ordering information of the equations. 
Five sets of Boussinesq-type equations, formulated in different velocity-variable choices 
and corresponding to different dispersion relations ( ie. enhanced Pade-approximants and classical 
) are considered in this treatment. The linear properties of these equations may be analysed via 
assuming the well-known operator-correspondences: For spatial derivatives, in 2 0 ,  the 
correspondence ( V- i k ) holds, where k is the horizontal wavenumber vector. The norm of k 
is given by k2= k;+k;, where k, and k: are the wavenumbers in the x and y directions, 
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respectively. In ID, the reduced relation is ( d/& - i  k ), k denoting the ID wavenumber. For 
temporal denvatives the relation ( d/& - i w ) holds, transforming from the time-domain to the 
Founer-domain. All continuous Boussinesq-type equations are isotropic for an even sea-bed, as 
refraction only occurs for an uneven sea-bed. Therefore, it suffices to look at the ID phase- 
velocities: 
Dingemans (73) equations: 
( depth-integrated1 averagedformulation ) 
The above equations are the first reported instance of higher-order in dispersion 
Boussiiesq-type equations, where the equations are rewntten from the depth-averaged velocities 
into depth-integrated velocities, corresponding to the model of chapter 4. 
The phase-velocity is obtained as: 
In (6.3), the phase-celerity relation becomes complex-valued ( corresponding to the 
equations becoming unstable ) for kh ,:- 4 /P. 
It will be shown that the instability of the continuous equations is catastrophic for any 
discretisations, as it translates into numerical instability for ull kh vulue.~, rendering the numer~cal 
model untenable for all practical purposes. 
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(2) Madsen and Sehazer (97) equations: 
(depth-integrated/averaged formulation ) 
The phase-velocity is obtained as: 
where the square o f  the above celerity is the Pade [4/4] approximation of Stoke's c2 = gh 
tanh&)/@h), obtained with respect to the kh parameter. In these equations, the non-cingulamess 
Pade-approximant dispersion relations effectively ensures the stability of the continuous 
formulation. 
As the equations include fifih-order spatial denvatives, it is of interest to investigate 
whether or not an increased resolution is needed for this enhanced quality of dispersion, as 
performed in the next section. 
3 & ( j 9  Madien et al. (91) equations, and Peregrine (67) equations: 
( depth-integrated/averagedformulation j
To distinguish the hvo sets of equations represented by the dispersion parameter B= 1/15 
(Padé (2/2/)  or B= O (Classical equations). Ihe.se ure separately referred to as the sets (3) and 
(4). 
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i l l  + V . Q  = O (6.8) 
The phase-velocity is obtained as: 
for (3), B is set to 1/15 . 
which is corresponding to the Pade [2/2] approximation of Stoke's theory, corresponding to 
Madsen et al. (92) and Nwogu (93). For (d), B is set to zero: 
which is the classical expression of C. corresponding to Peregrine (67) 
Madsen and Schaffer (9 7) equations: 
(arbiirary-velocity formulntior2) 
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The phase-velocity is obtained as: 
where the above enhancement parameters ( a's and p's ) may be tuned to achieve the Pade [414] 
celenty identical to set (2). Actually, (6.14) may be viewed as a factorisation of each of the two 
(kh)'-th order polynomials in the numerator and denominator of (6.6) into the product of two 
(kh)'-th order polynomials. 
The above sets of equations (I) to (5) can be remarkably different in terms of their 
accuracy, as observed by comparing their celerities to the exact linear celerity. Fig. 6.1 provides 
a comparison ofthe errors, intnnsic to the 'depth-averaging' procedure in obtaining Boussinesq- 
type equations, by the plots of R,"' o C,uss'C,. Remarkably, Pade-approximant celerities 
provide sigiuficant improvements over the classical celerity, particularly for the case of Pade [4/4] 
equations. 
Group velocity ( C,) is defined as: C,= do/&. It can be obtained directly from the 
dispersion relation ofBoussinesq-type equations, however the corresponding expressions are not 
necessary here. As Pade-approximants are applied to the operator w-' as a function of kh. the 
accuracy of dw/& aiso improves sigmficantly in comparison to the classical equations. However, 
all Pade or non-Pade Boussinesq-type equations, group velocity errors ( relative to Stoke's theory 
) become larger than phase velocity errors with increasing kh. For Eoussinesq-type equations with 
Pade-approximant dispersion, both the phase velocity and group velocity become gradually and 
monotonically overestimated for higher kh values. 
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6 .  4 Semidiscretised equations ( spatial discretisations ) 
Semidiscretised equations are defined as the spatially discretised equations, prior to 
temporal discretisations. A practical interpretation of semidiscretisation errors is provided by the 
limiting case o f  C, = (gh)"' (Al/Ax) - 0. where the overall discretisation errors reduce to the 
semidiscretisation errors. 
In practice, in most wave propagation simulations, typical Courant numbers are kept less 
than unity ( ie. better resolved in time than in space ), and the spatial discretisation errors are oflen 
the dominant source of errors in companson to time-discretisation errors. Moreover, a main 
reason why spatial errors are the main source of errors, is the characteristic presence of higher- 
order spatial derivatives but only first-order time-derivatives in Boussinesq-type equations. 
The analysis of the semidiscretised equations is performed for the cases of pure second- 
order, and higher-order central differencing. Furthermore, the relevance of the choice of the 
spatial grid is also discussed with respect to the accuracy. Grid definition infiuences the 
appropnate operator-correspondences. Similar to the case of continuous equations, operator 
correspondences ( in transforming to the wavenumber domain ) exist also for the semidiscrete 
case, which may be used to simplify the analysis. 
6. -1. I O~erator-corresuondences for continuozrs anda'iscrefe domains: 
In 2 0 ,  isotropy is no longer a feature of semidiscretised equations for finite resolutions 
of the grid. Therefore, the equations are analysed firstly in I D  followed by the analysis of 
numerical refraction in 2D. 
The relevant operator-correspondences between the continuous and discrete domains are 
listed in table 6.1, derivation of which are omitted here. For derivation from first principles 
appendix ( A  ) rnay be viewed.I0 
10 The discretisation increment Ax may be nondimensionalised by L or h. In thejirst case. N== 
LIAx and in the second case h/dx  describe fhe resolution. For SWE, /t  has been customary lo 
trse the former option, in demonstrating the spurrous dispersiveness of the discretisations. 
A sturfv ojenhanced higher-order Boussinesq-!ype equationi and their numerical solution 139 
Table 6.1: Operator-correspondences between (d/& ) and its Centraliiifferences 
approximations, for the Arakawa-C grid Notably, !his rable applies to the dispersive terms. 
The order of Central-differences : 
0 ( A  X) 
0 (4x3 
0 ( A X ~ )  
where Sinc(x) s Sin(x)/x, is the Cardinal function relating continuous and discrete Founer 
transforms, and N 4 L/Ax is the number of points per wavelength 
Therefore, for the dispersive t e n s ,  G/&" - ( i k  Sinc(nN) )', provides the mapping into 
the Founer-domain with the choice of second-order differencing. Fig. 6.2  includes a plot of 
Sinc(n+Y), which corresponds to the second-order discretisation celerity of the SWE. In addition, 
the corresponding group velocity is given in the same figure. For cornpanson, the corresponding 
phase and group velocities for the case of a non-staggered ( alias collocated or Arakawa-A ) grid 
is also included. 
Forthe non-staggered grid, the optimal accuracy of the staggered arrangement is lost, as 
the former corresponds to the number of points per wavelength (U) being haived in the above 
relations. For example, the second-order operator correspondence for a non-staggered grid is a 
multiplication by ik  Sinc(Zn/?V) for the collocated grid. 
Due to  the staggering arrangement of the Arakawa-C grid. the bed-slope terms have a 
different type of operator-correspondence, given by: d'/% - ( i k  Sinc(n/ifl )"-l ik Sinc(2z'Nj j .  The 
bed-slope terms are not included in the analysis, but it is noted that a higher-resolution than 
necessaty for the dispersive terms may be necessary for slope terms. However, this relation is still 
more accurate than for the case of the non-staggered case. 
In 20, where the so-cded cross-tens ( ie. d"% d',/@V type of terms ) are present in the 
equations to ensure isotropic propagation at an angle to the axes, the operator-correspondences 
are identical for the staggered-grid, ie. table 6. l applies also to the cross-terms. This is used in 
plotting numerical refraction plots. 
Based on the above correspondences, it is possible to write-off the corresponding 
expressions in much the same manner as for the continuous equations. 
The operator conesponduig to ( 32~ ) for the Arakawa-C gnd : 
ik Sinc(n/N) 
ik (gi8 Sinc(7imr) - 1/8 Sinc(3 n/N) ) 
ik ( 75/65/64 Sinc(nN) - 2511 28 Sinc(3 n/N) + 3/128 Sinc(5 n/?$)) 
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For illustration purposes, it is customaiy to define r,@, N) o C/C= o jo, as the quotient 
representing spatial discretisation errors. r, is only a function of the kh-value and the number of 
points per wavelength (N). r, can be thought of as representing the errors of the overall scheme 
in the limit of Courant number (C,) approaching zero, where all time-integration errors diminish, 
ie. r,&, w o Q(kh, N, Cr) 1 Cr - 0, where Qfih, N, Cr) is the ratio of the celerity of the fully- 
discretised system to the celerity of the continuous system. 
In general, the celerity of any semidiscretised system either underestimates or 
overestimates the celerity ofthe continuous system, owing to the liniteness of the resolution. Such 
celerity errors are as if the discrete propagation medium was stiffened or loosened-up relative to 
the continuous propagation medium. It is characteristic of using central-differences, that the 
semidiscrete celerity always underestimates the continuous celenty. For the fully-discretised case, 
the temporal discretisation errors naturally iduence the discrete celerity to such a level that the 
discrete celerity may overestimate while the semidiscrete celerity underestimates, and vice-versa, 
depending on the chosen time-integration formula. 
Dingemans (73) equations. 
The O (AicZJ semidiscretised phase-velocity becomes: 
As show earlier, the case of Dingemans (73) equations exemplifies the instability of the 
continuous equations ( for kb= 4.19 ) This causes the instability of the semidiscretised and 
therefore the overall discretisation ( ie. the model of chapter 4, using trapezoidal integration ) In 
general, the instability of the continuous problem results in the instability of most of its related 
discretisations. 
This instability was studied by both numerical analysis and numerical experiments for a 
seemingly trivial case. Experiments were based on an undisturbed channel with two closed 
boundaries where the static state ( ie. all values of dependent variables being zero ) is the expected 
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result for a stable discretisation. The experiments consisted of varying the values of Ax ( with Ar 
= O  ), for a h e d  depth h and making model runs. The outcome of the experiments was static for 
lower WAx vaiues, but the simulations rapidly blew-up whenever h/dx  was equal to, or exceeded 
2. I .  
Even though the system was static and there were no excitations, owing to presence of 
the parasitic, rounding error waves ( minuscule values which are non-zero because of the finite- 
storage/ accuracy of digital computers ) become exponentially amplified at every time-step at a 
rate govemed by the instability. Thus, this elementary test is practical in assessing the stability of 
a difference-equation system. 
The instability can be investigated by rewnting the celerity as a function of MAX: 
where as well as c?'&- i k Sinc(zN), we have equivaiently used d/& - i 2 /Ax Sin(zN). The 
above celeriiy becomes singular at 2 h/dx  Sin(nN)= 4.19. The minimum value of h / d x  such that 
the instability occurs is given by h/Ax= 2.1, corresponding to N= 2. This implies that for h/Ax 
above or equal to 2.1, the model is unstable for any kind of wave simulations no matter how high 
the spatial resolution. In fact, the higher the resolution is, the more rapid becomes the instability. 
Furthermore, the kh value of the cornputed wave which was amplified to blow-up was ( 
irrespective of Ax value ) always kh= 4.19. The model is obviously useless unless stabilised by 
introducing some form of dissipation which should not be there in the first place, as all stable 
Boussinesq-type equations predict an exact conservation of energy on an even sea-bed. 
Further information regarding this instability may be obtained by rewriting the 
denominator (R2)  of the celerity expression in terms of Siric functions, as before: 
The stability condition is for the above to be positive and non-zero. From the plots of the 
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above expression (fig. 6.3 ), it is possible to see that the minimum value of the kh such that 
instabiity happens is the kh such that the Sinc function is a maximum ( Sinc(ir/N) -1, as N goes 
to inlinity ). The plots infig. 6.3 illustrate the behaviour: 
The Contour-plot of' the denominator as a function of kh at vanous N= { j ,  10,30.50] 
shows that as the Nvaiue is increased the denominator becomes negative at a lower kh value with 
the lowest possible kh value being kh= 4.19. Actually, the plot shows that the cases of N = j0 and 
N = 30 are superimposed on each other as the Nvalue is 5 on the LHS contour and 50, 30 on the 
RHS. 
The Contour-plot of the denominator as a function of N at various kh= j3.6, 3.8. 4.0, 4.2 
] shows that the denominator value becomes negative for 4.2 and not for lower kh values. 
Findy, the three-dimensional plot ofthe denominator clearly shows that as N approaches 
infinity, the interception on the kh-axis approaches 4.19. This value is obtained as for N going to 
infinity the RI reduces to the denominator of the anaiytical equation and its root is kh= 4.19. 
Madren and Schafler (9 7) equations. 
The O (AI?) semidiscretised phase-velocity becomes: 
(W1 Sinc j n l ~ ) ) ~  (W1 Sinc ( n l ~ ) ) "  
I"(" m Sinc(n1N) C' -- 
k 3 (W1 Sinc j n l ~ ) ) '  (W1 Sinc j n / N ~ ) ~  
where the above celerity was obtained via retaining fifih-order derivatives in the formulation. It 
is of interest to compare the two sets equations with Pade [414] celerity, as the set (2) includes 
fifth-order derivatives and the highest derivatives in set (5 )  are third-order. This comparison 
would assess whether or not the fifih-derivatives formulations, require higher resolutions than the 
third-denvatives formulations, as in set (5). This can be of interest, also in assessing the required 
( additional ) resolution for formulations with higher than fifih derivatives. 
Fig. 6.4, shows two plots of the r,(kh,N)= Ct1C function, showing the dependence of the 
discretisation error function on the variables kh and N.  It is noted that around 10 points per 
wavelength are necessary to achieve convergence with these equations. The accuracy of the 
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discretisation is seen to improve with increasing the wavenumbers, particularly so for the lesser 
resolved waves. 
Madsen et al. (91) equations. 
The O ( A 2 )  semidiscretised phase-velocity becomes: 
l +B(kh Sinc ( n l ~ ) ) ~  
Although, this set of equations corresponds to a subset of the model equations of chapter 4, this 
set is also included here, as the discretisation errors associated with the Boussinesq terms have 
never been presented before. 
Fig. 6.5 shows two plots of the r,fih,N) function for the case (3): Similarly, around 10 
points perwavelength are necessary and the accuracy ofthe discretisation is seen to improve with 
increasing the wavenumbers, particularly so for the lesser resolved waves. 
Fig. 6.6 plots ofr,(kh,N) illustrate s i d a r  trends with respect to kh and Nfor the case (4). 
Madsen and Schafler (97) equations 
The O (dg) semidiscretised phase-velocity becomes: 
1 gh [ l  +a,(kh~inc(nlN))~][l+(---a+ P,) (kh ~ i n r  ( n l ~ ) ) ~ ]  
C;Sinc ( a l N )  3 
[ i + ( a , - a ) ( ~ ~ i n c ( ~ l ~ ) ~ l [ 1 + ~ ~ ( k h S i n c ( r r l ~ ) ) ~ ]  
where it is assumed that the coefficients are set, as before, to obtain a Pade [414] relation. 
The comparison of set (5) expression (6.20) to  set (2) expression (6.18) yields an 
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interesting result: Notably, the same expression is obtained ( with third denvatives in the 
formulation only ) for the celerity as in (21, including fifth-order denvatives in the momentum 
equation and with the compact continuity equation. This is remarkable, as intuitively it may be 
expected that the formulation with fifih-order denvatives requires a higher resolution for the same 
numerical accuracy. However, it is observed that with second-order discretisations the numencal 
celerity errors depend solely on the overall sum of the sizes of rhe continuity and momentum 
spatial discretisation stencils, and not on how this sum is divided into two parts to represent a 
continuity and a momenhtm equation. In other words, the comparison of (6.18) & (6.20) 
indicates that choosing a compact continuity equation and an elaborate momentum equation 
would be the same as distnbuting the dispersive tenns more evenly into the two equations. 
Provided the continuous celerity is unchanged in such a reformulation, so will be the discrete 
celenty. 
This result suggests that contrary to the general preference to rewnte fonnulations prior 
to numerical solution to minimise the order ofthe highest-denvatives, the discretisation errors are 
identical, with second-order discretisations of the equations. 
It is also noted that the O(A2)  discrete celerity of Pade[4/4] equations may in effect be 
thought of as having been obtained directly ( in Founer-domain ) from a Pade[4/4] approximation 
of the discrete oz. where 0 2 =  g k Sinc(z1N) tanh(kh Sinc(z/w), ie. a possible discrete 
representation of Stoke's linear dispersion. The expression of c2 is hence O( (khSinc(ir/N)') 
accurate by virtue of being a Fade [4/4]. 
Hence, it may prove worihwhile to investigate the synthesis of the difference equations 
directly from performing Pade approximation of various representations of Stoke's linear 
dispersion relation in the discrete domain, instead of the conventional derivation procedure of 
Pade approximating in the continuous domain, followed by the discretisation of the resulting 
equations. 
The comparison of the numerical celerity plots sheds light on another interesting fact. In 
tems of converging to the continuous celerity ( neglecting how this relates to the Stoke's celerity 
to focus on numencs ), it is observed that the classical equations ( set (4) ) require the least 
resolution for the same level of accuracy. Even though, Pade [414] celerity ( sets (2) and (5) ) 
requires more denvatives and possibly higher-order denvatives than Pade [2/2] ( set (3) ), the 
numencal Pade [414] celerity converges faster than the numencal Pade [2/2] celerity. Therefore, 
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the needed resolution is a function of the variation of the continuous celerity with kh, and the 
orders and the numbers of the denvatives do not play any direct role. 
Higher-order discretisations: 
Inhigher-order central differencing, as in the model of chapter 5, the first derivatives are 
discretised to fourth-order accuracy, and the rest of the denvatives to second order, without 
increasingthe size ofthe computational stencil associated with pure second-order discretisation. 
By utilising both operator-correspondences, correspondig to the second and fourth order 
discretisations for appropnate derivatives, the following higher-order semidiscretised phase- 
velocity is obtained: 
= d g h  J [ I  +(a,-  a ) (kh Sinc ( ~ I N ) ) ' ]  [ l  +P,(& Sinc  IN))'] 
where S= 9/8 Sinc(n/?f)-I Sinc(3dN). 
The above discretisation is remarkably accurate, specially as the size of the stencil ( ie. the 
computational overhead ) is unchanged. The comparison to the pure O(Ax4) semidiscretisation 
celerity suggests that the higher-order celerity of equation (6.21) is quite close to the pure founh- 
order celerity. 
Fig. 6.7 illustrates r, for both cases of the pure second-order and (6.21). Clearly, the 
higher-order discretisation is seen to be much more accurate than the pure second-order. In 
comparison, the higher-order discretisation requires about 5 points per wavelength to converge. 
A higher-order discretisation ofthe set (2) is proposed and. compared to (6.21): It is noted 
that (6.21) does not conespond to the set (2), with the discretisation to sixth-order of the first 
derivatives, fourth-order discretisation of the third derivatives and second-order discretisation of 
the fifth denvatives in the momentum equation, and second-order discretisation of the continuity 
equation (ie. not changing the original stencil ) The (621) expression is slightly more accurate 
than this discretisation, which in turn is more accurate than pure second-order. 
In higher-order discretisation, unlike the earlier case of pure second order, there is a 
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difference between how the overall stencil is divided between equations In other words, this 
means that for SWE, the combination of the discretisations to the sixth-order and second-order 
for the two first derivatives is different in accuracy than two fourth-order discretisations of these 
derivatives, the latter being more accurate. 
6. 3. 2 Numerical refraction /anisotrouv) in two-dimensions 
Finite resolution causes preferred directions of propagation (anisotropy ), hence the term 
numerical ( spurious ) refraction. This phenomenon has been studied for the case of SWE, and it 
is of interest to explore it for Boussinesq-type equations. 
In 2 0 ,  the operator-correspondences between the continuous and discrete systems are 
quite similar as before. 
Firstly, considering the continuous equations, The following relations hold: 
d/& - ik, and  d/ó3, - ;k,. 
In order to obtain 2 0  celerities. let K= k,-'+k: in the 2 0  celerity relations from the above 
operator-correspondences; ie. k,= k Cos(@ and k?= k Sin(@, where Odenotes the angle between 
the propagation direction and the x-axis. As a result, because Boussinesq-type equations are 
isotropic in the continuous sense, the 2D celerity is identical to just replacing k by k in the IB 
relations to get the 2D relations. 
Secondly, considering the semidiscrete equations and assuming a square grid ( it. d x  = 
Ay ), for computational convenience, the following relations hold : 
where N = U A x  - L a y ,  where I. is now rneasured along the specific oblique angle of 
propagation. Hence, it is possible to wnte-down the celerity relations by the operator- 
correspondence: 
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Notably, the above correspondence aliows plotting the celenties as polar-plots in 8, as a function 
of N, and kh. 
Fig. 6.8. consists of four Merent polar plots of r,@h. N) for four different wavenumbers. 
It is noted that the propagation at 45 degrees is actually the most accurate direction of the 
propagation. This s p e  ofbehaviour is a characteristic of the application of central differences on 
a square grid. In mathematical terms, it can be proven that O = 45 " is the value minimising the 
difference between the term in the brackets in (6.24) and unity, for a fixed Nvalue. Furthermore, 
similar to  the I D  case, the higher wave-numbers indirectly contnbute to the improved accuracy 
of the celerity of the sernidiscretisation. 
6. 4. 3 Numerical wave-blockind reflecfion 
The group velocity is examined to investigate grid related numerical blocking and / or 
reflection near the Nyquist resolution limit of N= 2. The sign of the group velocity can be 
examined by looking at the plots ofIm(A(7chh, NN)). 
Generdy, it is known ( as for example, from studying the far-field conditions, as in Karni 
(94) ) that approaching the Nyquist limit, it is plausible to numencally block the discrete waves 
( ie. C,= O ) or numencally reflect the discrete waves ( ie. C, changing sign ), depending on the 
grid definition and chosen discretisation operators. The plots of Im(A) as a function of N are 
instmctive as to the sign ofthe group velocity: ifthe slope ofIm(A(kh, ,v) curve is negative, it 
corresponds to a positive group velocity (C,) and if the slope is positive, it corresponds to a 
negative group velocity (C,). This is seen as follows: C, o dIm(A)/&, and additionally, we have: 
N= Id!Ax= 27r/(kAx), hence using chain mle it results that C,= dIm(A)/&= dIm(A)/dN dN/&= 
(slope of the plof ) dN/&. Obviously, dV/& is a negative quantity and therefore the dope of 
JIm(AFh, N)), N) curve is proportional to -C,. 
Fig. 6.9 incorporates the plots of lm(A(kh, N)). These plots predict numerical wave- 
blocking at the Nyquist limit of N=2 ( for kh=O ), where group velocity becomes zero ( for the 
staggered grid case). This behaviour is grid dependent, as the choice of a collocated grid results 
in numencal blocking to already occur at N= 4, and numerical reflection at N=2 which may be 
undesirable in practical simulations. 
lt is of importance that increasing the kh value from zero has the effect of shifting the 
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location of inflection point ( du/& = O ) to the LHS of the plot, where there is eventually no 
blocking at the Nyquist limit as seen in the plot of kh= 3. As before, the same plots can be 
interpreted differently by multiplying a factor of 2 by h! to apply to the collocated grid. 
6. 5 Fully-discretised equations ( temporal diseretisations ) 
This section concems the analysis of different discrete operators, replacing the time 
derivatives in the equations to arrive at a fully discretised system o£ equations. 
Both implicit and predictor-corrector-( iteration ) schemes are analysed. It is noted that 
if the corrector is assumed to have been iterated to convergence, the stability and accuracy 
properties of the scheme are exactly those of the implicit corrector on its own. In other words, 
predictor-corrector-iteration schemes may be considered as just an algorithmic means of solving 
the implicit corrector scheme, regardless of any properties of the predictor, which provides the 
initial guess. Detaded proof ofthis may be found in Lambert (70). Three cases of time-integration 
are of main interest with respect to the aforementioned numerical models: 
( I )  The O(di) rrapezoidai integration ( alias second-order Adams-Moulton ) which 
is used in the model of chapter I. In principle, this analysis also applies to the 
model of chapter 5, where the correspondiig second-order coefficients are chosen 
and it is iterated until convergence. 
(2) The O(At4) Adams-Bashforth-Moulton predictor-corrector-iteration ( until 
convergence to the fourth-order Adams-Moulton ) which is used in the numerical 
model of chapter 5. 
3 The O(AP) Adams-Bashforth-Moulton predictor-corrector ( no iterations ) which 
may also be used in the numerical model of chapter j. 
Any chosen time-integration technique corresponds to a stability locus ( for example, for 
O ( A e  trapezoidal method it becomes the whole complex plane ) on the complex plane. By 
looking at whether the eigenvalues of the spatial discretisation ( ie. its modal Spectrum A's ) are 
included in this locus, the maximum allowable A t  in the model, depending on the combination of 
the chosen spatial and temporal integration techniques, rnay be inferred. 
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The time-integration operator decides the overall spurious diffusion and spurious 
dispersion properties of the discretised equations. For instance, it is possible for the spatial 
discretisations on its own to  predict waves slowing-down for inadequate resolutions, but for the 
overall discretisations to predict a speeding-up, or vice-versa. Hence, analysis of the overall 
discretisation is instmctive as it helps distinguish features of spatial and temporal discretisationc. 
The main idea correspondiig to the trapezoidai scheme is centring all spatial and temporal 
discretisations in Space and time. This scheme d iers  from the box scheme of Preisman's, as it uses 
a staggered gid. In the context of 2D-horizontal modeiiing, this scheme is also known as Abbott- 
Ionescu scheme, after its original applications to the cases of SWE and the classical Boussinesq 
equations. 
For analysis purposes, the system of equations is written as: F, = G = AF, aiso known as 
the modalequation, incorporating the eigenvalues of the semidiscretied system. This procedure 
allows obtaining the characteristic polynomial in terms of the product AAt, which can be thought 
of as generaiised Courant number for the dispersive system. 
The O(A?) trapezoidal time discretisation ( alias second-order Adams-Moulton ) is given 
as follows: 
Using the modal equation, it is possible to obtain the following characteristic polynomial: 
hence + is given by: 
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The necessq condition of stability is satisfied if i 41 is less than or equal to unity In this 
case the stability condition has a clear interpretation: if A Iies on the imaginary axis in the complex 
plane (corresponding to a red vaiued dispersion relation), then the numerator and denominator 
are complex-conjugates and hence I+/=1. In case of A. having a non-zero real part ( corresponding 
to a singular dispersion relation ) )$/>l, the scheme is either dissipative or unconditionally 
unstable. 
For any stable Boussinesq-type equations ( in a continuous sense ), the above scheme is 
therefore stable and non-dissipative with zero spurious diffision. 
Discrete celenty of the overall discretisation is defined by: C/ = L+/(k  At). Phase- 
portraits (Q) are the plots of the ratio ofthe discrete celerity to the continuous celenty, with unity 
as the target value, as in Banijamali (94).11 
The expressions for Q are plotted in terms of C,, N, and kh. Either N or A may represent 
the dependence on Ax, and C,= (gh)'"A~Ax, or N, = T/A! represent the dependence on Af. To 
investigate the rapidness of convergence upon the continuous celerity as a function of C,, N and 
k, Q is plotted: 
1) Fig. 6.10: Plots of Q= Q (N), keeping C, and kh, ;.e. k, constant, represent the 
dependence of the convergence on successively making the space and time 
resolutions finer while keeping the ratio of A!/Ax a constant given by the water 
depth. ( for a fixed wavelength ) 
Interpretation of the plots: As N increases, both Ax and A! are reduced and the 
wave is better resolved in time and space and hence Q improves rapidly. 
2 )  Fig. 6.11: Plots of Q ;  Q (CJ, keeping N and k constant, would represent the 
dependence of the convergence on successively making the time step finer ( 
reducing At ie. reducing C,) while as N and k are constants, therefore Ax is fixed. 
The interpretation of the plots the dependence of the convergence on A t being 
reduced is elucidated, fixing dx  and k. As C, decreases At decreases and hence 
' l  A detailed infernal report on lhe full-discretisatiot~ errors of Pude [-li41 equations was 
submitted by the aufhor in 1994, a! ICCH This detailed report provides furtherfirs! princip le.^, 
and di t ional  plots comparing the classical, Pade /2/2J and Pade [4/4/ difference equal~ons, 
as well as discussing the instabilify of Dingemans' (77) equation. 
A s tu4  of enhanced, higher+rder Boussinesq-t)(pe equations and their numerical solution 151 
a better sampling of the period and a better Q. 
3) Fig. 6.12: Plots of Q= Q (kh) keeping C, and N constant represent the 
dependence of convergence on the following regime: as N= Zn/(kAx) and kh 
varies while N is a constant, therefore the product kAx is kept a constant ( a 
certain, fixed spatial resolution taken, or altematively as k increases ( L  decreases 
) Ax is reduced to maintain the same resolution of the wavelength ). As C, is kept 
a constant therefore the ratio At/dx is kept a constant ( as Ax is reduced 
proportionately to L being reduced, keeping C, a constant implies reducing At. 
The interpretation of the plots: As the wave number increases ( wave length 
decreases ), the same spatial resolution is employed but At is also reduced i e .  a 
h e r  time step taken which contributes to the better Q value ( closer to unity ) at 
higher k values. 
6. 5. 2 The OfAt4J ABMpredictor-corrector-ileration f conver~ed 1 
The predictor-conector-iteration scheme is identical to the corrector on its own, if the 
iterations are assumed to have converged. Therefore the stability and accuracy of the scheme may 
be studied by writing down the fourth order corrector: 
A t F("") = F n + - [ 9 ~ ( ' * ' ) + 1 9 ~ * - 5 ~ n ~ ' + ~ " ~ 2 ] + ~ ( ~ ~ 4 )  
24 (628) 
Using the modal equation, it is possible to rewrite the above equation in terms of the 
eigenvalues of the semidiscretised system, and obtain the following characteristics polynomial: 
The above is a cubic with three roots, however only one of these three ( +, ) is the 
pnnciple rooi ( as 4, approaches unity as At - O ), and the other two roots ( 4, and 4,) are called 
spurious ( as 4, or Q>, approach zero as At - O ). 
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The spunous roots exist whenever there are more than two time-levels in the numerical 
scheme As the fourth-order scheme utilises four time-levels ( ie. a so-called three-step method 
), two spunous modes anse which tend to vanish for lower Courant numbers. It is oflen the 
spunous roots which rapidly rise for higher Courant numbers and eventually violate the stability 
condition. Therefore, as the number ofthe time-levels and the associated spunous roots increase, 
oflen the stability region of the time-integration is seen to reduce. In general, an implication of the 
spunous roots in multistep ( ie. more than two levels ) methods is a more severe upper limit on 
the Courant number, for increased stability and accuracy. 
The principle root approaches unity for lower Courant numbers. This is to be expected, 
as explained as follows: An exact ( not numencal ) solution to the differential equation: F, = G 
= AF, is F = e ( ie. taken over one time-step r= At ) which approaches 1 as A t -  O. Most ( 
discrete ) numencal integration operators are actually different Pade-approximants of the exact 
exponential function ( e.g. the trapezoidal integration relation of (6.27) is actually a Pade [lll], 
in AAt, of the exact e " l ) .  It is thus expected that the principle root follows the exact function, 
also when reducing the Courant number. 
A side-result of this analysis is the overall order ofthe accuracy of the scheme. Comparing 
the Taylor expansions of @, to e gives the fonnal order of accuracy: 
and 
and the scheme is therefore O((Af,J4) accurate. 
In this time-rnarching, there is diffusion introduced for higher Courant numbers due to the 
choice of the time-integration procedure. Spurious diffusion is defined as: €q = '+\/Af - I .  
Amplitude-portrait plots are plots of j+l/At with the target value of unity. 
For increasing Courant numbers, the norm of the principle root falls in magnitude while 
the magnitude of the norm of a spurious root grows, eventually the spurious root becomes the 
spectral radius and exceeding unity, deems the scheme unstable. 
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Fig. 6.13 shows the growth of the spurious root for this scheme, as a function of the 
Courant number. Already at C, = 0. I, the spurious root has become the spectral radius, and 
gradually rises above unity. This type of integration is known to be weakly unstable for advective 
or dispersive problems, therefore alternative integration is also suggested. 
6. 5. 3 7he OlAt4) ABMuredictor-corrector f no iterations 1 
The predictor-corrector equations are as follows for the predictor and corrector stages: 
and 
Using the modal equation, it is possibie to rewnte the above as follows: 
with the characteristic polynomial being given as: 
The above is a cubic polynomial with three roots, where ( +, ) is the principle root ( as 
+,/At - O is 1 ), and the other two roots ( +, and 6,) are spurious 
Comparing the Taylor expansions of +, to e "I gives the formal order of accuracy: 
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and 
and the scheme is therefore O((At)y accurate, even though no iterations were performed. 
Furthermore, it is s h o w  that this method has a larger truncation error than the previous method 
which was iterated until convergence. 
The n e c e s s q  condition of stability is satisfied if the spectral-norm of the matrix ( ie. 
largest norm of all eigenvalues ) is less than or equal to unity. In this case the stability condition 
becomes ( 2 C,m, = 1.17 - C,m, = 0.585 ). This is a stability criterion and not an accuracy 
criterion. This limit exists, as after the Courant number of 0.5, one of the spurious roots rises 
abmptly, driving the scheme unstable at the maximum Courant number. Hence, Courant numbers 
are limited to around 0.5, for achieving the high accuracy associated with a fourth-order scheme 
to be obtained. 
In this time-marching, there is d i s i o n  introduced for higher Courant numbers due to the 
choice of the time-integration procedure. Spurious diffusion is defined as: E ,  = l+(/Af - 1. 
Amplitude-portrait plots are plots of l<Pi/Alwith the target value ofunity. Similar to the previous 
scheme, this is also a weakly unstable scheme. The mechanism of instability is much the same, 
although the rise of the spurious root occurs at higher Courant numbers in this case. Having 
already established a larger truncation error for this scheme, it follows that the advantage of the 
iteration to convergence is a gain in the accuracy and not really a gain in stability properties. 
The question arises, whether the increased accuracy is actually useful in practise, given the 
fact that the last two integration methods are weakly unstable. .Therefore, the three integration 
schemes are compared as follows: 
The fourth-order discretisation has naturally a better accuracy than the second-order 
discretisation, while a smaller range of stability. fig. 6.14 illustrates that for the stable range of 
the schemes, there is little difference in accuracy, confirming that higher-order spatial 
discretisation is more important than higher order temporal discretisation for Boussinesq 
equations. The relative difference in accuracy between a fourth order and a second order temporal 
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integration scheme is rather negligible in comparison to the case of spatial discretisations, 
particularly for the range of C,values where the fourth order scheme is stable. The plot shows that 
prevalent underresolution in space is many times more cntical than the time integration errors. 
As an alternative, a generalised multistep time-integration is also used in the model of 
chapter 5, to obtain a larger stability region. The integration procedure uses fonnulae in terms of 
free parameters LX and a* for a chosen order of accuracy. The choice of a and a* being both 
equal to unity yields the standard ABMformulae while any other choice gives different stability 
and accuracy properties. In the case of varying the two parameters, numerical analysis results and 
resulting model mns show that the range of stabity may be almost doubled by a particular choice 
of parameters. 
The properties of the time-integration ( its stability locus, and accuracy ) are therefore 
dependent on the choice of the two parameters. In order to  illustrate the gain in the stability 
margin, a plot corresponding to the stability locus of the fourth-order ABMand the generalised 
fourth-order predictor-corrector is given inJg 6.15. 
As another alternative, it has been noted that higher-order temporal discretisation is 
actually not critical for Boussinesq-type equations, therefore a lower-order time-integration like 
the second order or third order ABM ( both are considerably more stable than the fourth order ) 
may be used. Even though, the third-order scheme has also a spurious root, it is not weakly 
unstable. 
6. 5. 4 Numerical wave-blockin~/reflection 
Similar to the case of semidiscretisations, the phase functions predict numerical wave- 
blocking at the Nyquist limit ofN=2, where group velocity becomes zero ( for the staggered grid 
case ) The time integration does not change the nature of the tehaviour as discussed in section 
6.4.3, but it may inject 1 subtract some energy into 1 from the system. 
In practise, it often suEces to perform a detailed linear analysis of the discretisation 
characteristics, and if the nonlinear properties of the continuous equations are well-behaved, 
nonlinear properties such as stability are mostly deducible by practical applications of the 
computer-model to nonlinear test cases. However, some means of the extensions of the analysis 
to investigate nonlinear properties are discussed, prior to describing the numerical aspects of 
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wave-current simulations. 
Nonlinear stability 
Analogous to the linear stability, the noniiiear stability of Boussinesq-type equations may 
not be taken for granted. An example, where the continuous equations are unstable in a nonlinear 
sense, is analysed in Van der Houwen et al. (91). The governing equations ( to the leading-orders 
in both dispersion and noniineanty ) which were formulated in terms of the velocity at the SWL, 
are unstable for even smal vaiues of the noniinearity parameter (E), and this instability translated 
into numericai instability for the discretised system, requinng special stabilising techniques. This 
nonlinear-instability was analysed by the method of frozen coefficients ( ie. locally freeze the 
coefficients in the noniinear system to obtain a linearized system ) and found unstable for kh 
values still in the shailow water range. Numerical stabilization was achieved by adding artificial 
numencd diffusion, and thereby actudy deviating f?om the original continuous formulation. After 
stabilisation, the nurnerical system was still prone to noniinear instability above moderate kh 
values. Investigations, as in chapter 3. suggest that this choice of the velocity-variable is 
parhcularly unattractive &om stability considerations and all other linear and nonlinear properties. 
In retrospect, with a more suitable set of equations in the first place, neither the instability of the 
continuous equations, nor the subsequent effort to stabilize the model would have been relevant. 
The method of the nonlinear bound wave analysis of the equations, as in chapters Z and 
3. can be used to a certain extent to assess the nonlinear stability in a continuous sense. The 
second-order bound wave amplitude a> has to be positive-definite for nonlinear stability If the a' 
value is indeed finite and positive, the equations may be assumed reasonably well-behaved in a 
nonlinear sense. Similarly to the linear case, if the continuous equations are stable, this would 
suggest that any central-differencing discretisation is expected to follow suit. This is practically 
confirmed by the simulations provided by the computer codes of chapters 4 and 5. 
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6. 6 Numerical aspects of wave-current ( physical ) blocking simulations 
In this section, the results of the above anaiysis are applied to the identification of the 
numericai aspects present in the simulations of an ambient, opposing current's blocking action on 
surface gravity waves. 
As mentioned earlier, the model of chapter 5 may be used in simulation of wave-current 
interactions. Fig 6.16 shows one such simulation with the following specifications: The 
monochromatic surface gravity wave ( T = 1.2 s ) is gradually shortened and eventually blocked 
by the action of an opposing current ( Fr = - 0.26 ). The discretisation specifications are Ax = 
0.02 m and At = 0.005 s, and the blocking location is at the depth of h = -0.32 m. 
A detailed descnption of the physicai wave-blocking aspects is given in Chen (97) and 
Madsen and S c M e r  (97). The opposing current causes a gradual shortening of the surface waves 
and the blocking location ( ie. C, - O ) corresponds to quite steep surface elevation and velocity 
slopes. In nature, wave-breaking would dissipate the energy and regulate the steepness. 
Two particular numencal aspects are common in such simulations: 
Fistly, as the surface wave is graduaily shortened, the phase and group velocities of the 
( underresolved in space ) wave become reduced, out of physical considerations and also because 
of any prevaient underresolution. Dampening may be simultaneously present for higher Courant 
numbers because of the time-integration. 
Under such conditions, if the waves are poorly resolved in space and well resolved in time 
the spunous dampening disappears while the grid causes the computed waves to gradually slow- 
d o m  by virtue ofthe coarse resolution, before the actuai blocking action of the current. Hence, 
the spatiai resolution should be quite high to avoid spurious effects which act similar to the action 
of the current. In effect, the requirement of high spatial resolution implies that the time-step has 
to be appropriately reduced to keep the Courant number reasonably smal1 for stability and 
accuracy.12 
Secondly, it is known that central-differencing approximations of steep gradients or 
discontinuities result in generation of short-wave ( typically of the order of 2 points per 
" Eflectively, what occurs is rather reminiscent of the fur-field region of the sirnulutions 
employinga non-uniform grid In the case of a non-uniform grid, the fur-field ofien corresponds 
to a coarser resolution, and i? hm been investiguted that as the wavespropagate into this region 
they m q  eventually be blocke&refecred by virtue of worsening resolution. 
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wavelength ), spurious oscillation packets. The motion of these short wave packets is governed 
by the numerical celerity, which could slow-down, block or even reverse their propagation 
direction ( reflection only for non-staggered grid ), depending on the choice of the gnd. However, 
the analysis shows that with the choice of the discretisation technique, there is no such risk for 
shorter waves, however, there is still a spurious slowing down of the celerity. 
In the model of chapter 5, these spurious waves are seen to be rather damped, and are 
more or less stationary. Controlled dissipation is attractive in comparison to the nondissipative 
schemes, such as trapezoidal integration ( as in chapter 4 ), where the spurious oscillations are not 
dampened, these may cause the model to blow up for similar simulations. In general, controlled 
dampening is a desirable feature to dampen the underresolved high frequency waves to avoid 
aiiasing. 
In comparison of the grid types, for a non-staggered grid, these spurious effects can 
become more severe than the staggered grid, as vouched for by the analysis. 
6. 7 Discussion and conclusions 
Several conclusions from analysing the continuous and discrete Boussinesq-type equations 
are emphasised in the following itemised format: 
( I )  First and foremost, the stability of the continuous Boussinesq-type equations may 
not be taken for granted. This stability is the precondition for the stability of the 
discretised Boussinesq-type equations. With the choice of central-differences of 
an arbitraiy order O ( A e ,  for any even integer n. if the continuous equations are 
stable, it follows, so are the spatially discretised equations. 
(2) The existence ofthe fiRh and even higher-order derivatives in the equations does 
not necessarily require an increase in the resolution, as the resolution is actually 
dictated by the celerity of the continuous equation and not the highest-order of 
derivatives which were necessary to achieve this celerity. For example, the 
expressions (6.18) & (6.20), corresponding to O ( 2 )  discretisation of Pade [414] 
celerities are identical, irrespective of the necessary presence of higher-order 
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Fig. 6.10 (b): Plots of the full-discrerisation errors: Q(U) = Cf/Cftrng kb & C,, using O(Ar') 
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central dgerences and O(Ar') trapezordal inregration, for the set (2) and set (5) equations. 
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Fig. 6.11 (5): Plots of thefull-discretisation errors: Q(C,) = C,/Cfiring kh & N ,  using O(A2)  
central dijerences and O(A?) trapezoidal inregration, for the set (3) equations. 
Fig. 6.11 (c): Plots ofthefull-discretisation errors: Q(C,) = C,/Cfiring kh & N ,  using O(A9) 
central differences and O(Atf) trapezoidal integration, for the set (4) equations. 
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Fig. 6.12 (6): Plots of the full-discrerisation errors: Qph) = Cf/Cjxing N &  C, using O(AX) 
central d~erences and O(Ati) trapezoidal integration, for the set (3) equations. 
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Fig. 6.13: The weak instabiliv of the AM4 iliustrated by the sudden growth of magnitude of a 
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temporal integration. 
Q I C r )  
Q ( C r 1  compared f o r  2nd 6 4 t h  o r d e r :  kh= O ,  N= 2 
Fig. 6.14. Plots ofQ&, N,  CJ = C,& comparing the OfA?) and the OfA?) ti~me-imegmio>i. 
lhe vstem analysed corre~potuis to rhe set (2) / (5) equations, discretised using 0fA.13) central 
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Fig. 6.15: A plot illustrafing the influence of the parameters a and a* on the shape of the 
stabiliiy locus. The dotted line represenis ihe sfanahrd ABM3 predicfor correcfor while the 
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Fig. 6.16: Simulation of wave-biocking by the action of an opposing ambient current, obtained 
from the model of chapter 5. 
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derivatives for the case represented by (6.18). 
(3) In comparison to the SWE, where solely the discrete celerity is dispersive. both 
continuous and discrete celerities are dispersive for Boussinesq-type equations. 
Ironically, as the kit value increases and the equations deviate further from the 
exact dispersion relation, the agreement between the continuous and discrete 
celenties becomes generally better for a given resolution (N). 
(4) The polar plots of the celerity, as a function of N and kh, suggest that the 
propagation at an angle of 45 degrees is more accurate than propagation parallel 
to the axes. In 20,  the phase-velocity errors diminish for increasing the kh value, 
while keeping N constant. 
(5) Three time-integration schemes were analysed: It is concluded that for the stable1 
acnirate ranges ofthe O(Af) integration options, there is relatively a smaller gain 
in using the O(Af) rather than the O(A?), as the majority of discretisation errors 
stem from the spatial discretisations. 
Chapter 7 
Wave transformations over a submerged bar 
7. 1 Introduction 
This chapter incorporates the numerical simulations of surface wave propagation over a fully 
submerged, trapezoidal shaped bar. In addition, a phenomenological description is included, 
pertaining to the energy interactions occurring between the constituent spectral components of 
the ensuing waveforms. Actually, the purpose of such, so-cailed, bar tests is twofold: Firstly, bar 
tests provide a judicious means of evaluating the underlying equations in simulating the relevant 
physical phenomena such as the amplification of the bound harmonics during the shoaling 
process, the release of bound waves as free waves, and the interactions of the bound and free 
modes. Secondly, such tests provide a rigorous means of testing the numerical properties of the 
model such as the nonlinear stability and accuracy of the discretisations. 
A subject closely related to the numerical simulations presented here is that of the triad 
interactions of water waves in shallow and intermediate water depths. The Korteweg-De Vries 
~ 
-(KdV) and Boussinesq-type equations can be used to derive evolution equations describing the 
energy partition amongst the different spectral harmonics in the study of this topic. Some 
examples of such approaches using Boussinesq-type equations are as in Freilich & Guza (1984) 
and Madsen & Snrensen (1993). Evidently, the apparent lac'k of an analytical tool with no 
additional assumptions to study the general triad interactions problem, specifically for highly 
nonlinear situations, has motivated a numencal approach to the topic. The convergence of Stoke's 
type Fourier expansions, used in deriving equations for the evolution of spectral amplitudes, is 
formaily lirnited by thevaiue ofthe Stoke's parameter ( ~ / h ) i ( k h ) ~ ,  where a is the amplitude, h the 
still water depth and k the wave-number. Evidently, this parameter is a ratio of the nonlinearity 
A stu+ of enhanced, higherdrder Boussinesq-&ve equations and their numerical solutio~i 161 
to dispersion like the Ursell number. As the interactions between the harmonics increase in their 
vigour with the growth ofthe Stoke's parameter, numencal simulations wouid provide insight into 
the triad interactions mechanism whenever the analytical expansions no longer apply. In the 
present context, the ratio of the nonlinearity to dispersion can be represented by (~:p?) ,  where E 
and p are the nonlinearity and the dispersion parameters. 
This chapter is structured as follows: In the next section, a condensed literature review 
ofprevious bar-test simulations is presented; followed by a description of the relevant aspects of 
the utilised experimental data in section 7.3. The bar test results obtained from the first numerical 
model (as  descnbed in chapter 4 ) are provided in section 7.4. Finally, the simulations obtained 
from the second model ( as descnbed in chapter 5 ) are presented in section 7.5. 
7. t Literature review 
Both anaiytical and, more recently, numencai approaches have been followed to study the 
range of ensuing phenomena in propagation of surface waves over bar-like, or shelf-like regions. 
Some instances of eadier material, are Johnson et al. (1951), and Jolas (1960), who 
pioneered the study of wave propagation over a submerged shelf and the resulting transfer of 
energy of the incident waveforms into higher frequency components. Subsequently, field 
measurements in the nearshore regions with bar-like bathymetnes, as for example in Byrne (1969), 
Dingemans (1989), and Young (1989), have caused further experimental, analytical, and 
numencal interest in the topic. 
Previous bar test simulations. also utilising Boussinesq-type equations, are available, with 
varying degrees of success: For example, Beji and Battjes (1994) compared simulations based on 
finite-difference solutions of the ( classical ) Peregine's (1967) Boussinesq equations, and the Beji 
and Battjes (1991) Pade [2/2] extension of the classical equations. derived via a variant of the 
Madsen et al's (1991) technique, to the Beji and Battjes (1993) experimental data. 
Dingemans (1994) compared the simulations based on several lower-order Boussinesq- 
type equations, with classical or Pade [212] dispersion relations, to the results of a Hamiltonian 
model with exact linear properties, and also a boundary-element solution of the fully-nonlinear, 
fully-dispersive potential-flow problem, as well as to the experimental data. 
Ohyama et al. (1995), using a trapezoidal bar with different side-slopes than in Beji and 
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Battjes (1993), compared the simulations from the following three numencal models to their 
experimental data: A fully nonlinear, fully dispersive potential flow (30) solver with a boundary 
element discretisation, a second-order solution of the exact potential flow theory based on a 
Stoke's-type velocity potential expansion, and a Boussinesq-type model based on Nwogu's (1993) 
equations. The unreduced (30) potential flow solutions served as target solutions with the 
Stoke's type expansion and Boussinesq-type theones each being expected to converge to the exact 
potential theory for the limiting case of longer1 shorter wave propagation, respectively. Ohyama 
et al. (1995) concluded that the second-order Stoke's theory solution is inadequate for bar tests 
applications because it is unable to predict the energy transfer to higher harmonics. In contrast, 
Boussinesq-type equations proved quite applicable in simulation of the whole range of 
phenomena. However, based on the results from Nwogu's (1993) equations, Ohyama et al. ( l  995) 
also concluded that Boussinesq-type equations noticeably overestimate the energy transfer to all 
bound superharmonics. It will be shown via the results reported in this manuscript that the 
overestimation of bound wave amplitudes is not an inherent feature of Boussinesq theory. In 
general, the intrinsic depth-integration of the theory can lead to an over- or underestimation error 
beyond a certain wavenumber threshold, depending on several factors, such as the order of the 
nonlinearity retained in the equations or the choice ofthe horizontal velocity variable. 
7. 3 Experimental data 
Experimental investigations, utilising fully submerged trapezoidal bars, have been 
performed, allowing the comparison ofthe expenmental data to numerical simulations. Thorkilsen 
etal. (1991), Liberatore and Petti (1991), Smith and Kraus (1992) and Ohyama et al. (1995) are 
some notable cases of such expenments, including both regular and irregular incident wave tests. 
Beji and Battjes's (1993) and Luth et al.'s (1994) experiments are of main interest here, 
the relevant aspects of which are described as follows: Luth et a l ' s  (1994) experiments used a 
similar trapezoidal bar as in Beji and Battjes' (1993) experiments, but the former experiments were 
performed with a linear scale of two relative to the latter. The experimental data used in the 
present comparison to numerical simulations is the Luth et a l ' s  (1994) data set, scaled by /;'Z to 
correspond to the original bar geometry of Beji and Battjes (1993). A detailed description of the 
experimental procedure may be found in Luth et al. (1994), and it suffices here to mention that 
A s t u 4  ofenhanced, higherarder Boussinesq-@pe equations and their nurnerical solution 163 
the experiments utilised second-order generation of the incident waves at the wavemaker 
boundary. Asideeom a linear scale of two, the following additional differences between the two 
experirnental set-ups of Beji and Battjes (1993) and Luth et al. (1994) are notable: Firstly, the 
length of the flume, and the number of the measurement stations are different because the latter 
experiments extended the flume-length, adding two additional surface-elevation recording 
stations. Secondly, an active wave absorption mechanism was used by Luth et al. (1994), in 
difference to a sloping beach in Beji and Battjes (1993). Lastly, it is remarked that Luth et al.'s 
(1994) experiments incorporated two thin side edges at both ends of the trapezoidal bar. 
Simulations as in the subsequent sections verified that the presence of the thin edges is immaterial 
to the waveforms before and after the bar. 
The scaied topography corresponding to the Luth et al.'s (1994) experiments, used in the 
numencai simulations, is as infig. 7.1. The upward-slope of (1120) is fairly mild to minimise the 
reflections from it, and the downward slope of (f/fO) is rather steep to accelerate the release of 
the bound waves as i?ee waves Table 7. f lists the scaled locations of the surface elevation 
recording stations, with the x-axis origin being located at the wavemaker boundary: 
Table 7 1: The (scaled) recording stations corresponding to Luth et al's (1994) experiments. 
Three sets of data are available corresponding to three different cases of regular incident 
waves, namely, sets (A), (B) and (C). In the present comparison, the case (B) is excluded, as it 
involves wave-breaking and its proper comparison awaits the inclusion of wave-breaking in the 
present models. Case (A) exemplifies the case of fairly linear, fairly long incident waves, while 
case (C) exemplifies shorter, more nonlinear, incident waves. For each case, the same boundary 
conditions were applied twice because only six measurement probes could be utilised at any given 
time. To ensure the same boundary conditions were applied, a starting station was taken common 
to both applications of the same boundary conditions. The boundary conditions were applied 
through a sofi-start procedure which was not exactly identical for each application of the 
boundary conditions. This implied that one subset ofthe data with six items had to be time-shifted 
with respect to the other subset, such that the time-series were in phase for the common station. 
Locarion iizmeiers: x = 2.0 4.0 5.7 10.5 13.5 12.5 14.5 15.7 17.3 19.0 21.0 
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The incident wave specifications and simulated boundary conditions for cases (A) and (C) 
are listed in table 7.2: 
Tabie 7.2: Cases (A) and (C), as in the second and third row. respecnvely: Wave specificanons. and 
boundary conditions as compuredfrom rhe underlying Baussinesq-rype equations of chapter j. 
In the above q, and rl, are the first and second-order mplitudes, and U, and U, are the first 
and second-order velocities, and E = qjh and p = WL yield typical values of the nonlinearity and 
T (S) 
2.02 
1.01 
dispersion parmeters at the wavernaker boundary. The value of dp2, which is proportional to the 
p' 
0.012 
0.0723 
Ursel nurnber, indicating the strength of the triad interactions. For the case (A), the value of dp2 
becomes 2.08 at the generation boundary. For the case (C}, the value of dp2 is 0.71 at the 
generation boundary, ie. 2.93 times smaller than case (A). Similarly, values can be obtained for 
the parameter (up2) on the top of the bar, where E may be adjusted after linear shoaling 
corrections. On the top of the bar, the strength of the energy interactions is enhanced by 
decreasing p' and rising dp2. 
For the case (A), the incident wave specifications suggest that predominantly the linear 
properries, namely dispersion and shoaling, are the critical factors in deciding the quality of the 
simulations. Particularly, in the relatively deeper region downwave from the bar, higher-order 
dispersion is essential to simulate the propagation of the free high wavenumber modes, if the 
E 
0.025 
0.0513 
waveforms are to be simulated accurately. As the incident wave is fairly long, i t  is instructive to 
fi2 (m/s/ 
0.0017 
0.0008 
compare a set ofPade [2/2] equations, representing a significant improvement of linear dispersion 
relative to non-Pade equations, to a Pade [4/4] set of equations. This is of interest, as previous 
comparisons by Dingemans' (1994), comparing the classical and Pade [2/2] lower-order 
Boussinesq-type equations, showed acceptable ageement between the experimental and simulated 
waveforms with Pade [2/2] dispersion until the downward slope of the bar where the 
discrepancies between the simulations and experimental data became noticeable, indicating that 
more accurate dispersion was necessary to sirnulate the waveforms downwave from the bar. 
H (m) 
0.02 
0.041 
kh 
0.67 
1.69 
L (m) 
3.74 
1.49 
q, (m) 
0.01 
0.0205 
q2 (m) 
0.0006 
0.0014 
U, (m/s) 
0.045 
0.0652 
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Hence, a comparison of the simulations was perfoned based on the Pade [2/2] Madsen and 
Sarensen's (1992) equations and the Pade [4/4] model equations, as formulated in chapter 4. 
Moreover, the simulations based on the Pade [2/2] Nwogu's (1993) equations were compared to 
the new Pade [4/4] model equations, as specified in chapter 5. 
For the case (C), the incident wave specifications correspond to shorter, more nonlinear 
waves, suggesiing that the retention of the higher-order nonlinear terms becomes more important 
here, while linear properties are even more crucial than for the case (A). The incident wave is 8 
times steeper than the case (A), and higher-order nonlinear terms, in the relative order: E $ ,  
, and zp2, with the emphasis being on the €p2 terms, are expectedly more significant for the case 
(C) than the case (A) as suggested by the values of E and p2at the wavemaker boundary. A close 
comparison with an Euler solver's simulations, as in Mayer et al. (1 997), conf~rms that in the case 
(C) the experimental data does not acquire the quasi-steady state by the end of the duration of the 
experiments which was around 43 seconds. 
A FFTof the experimental data was performed, the results of which are demonstrated in 
Jig. 7.1, suggesting that the energy interactions on the top of the bar are quite different for the 
cases (A) and (C). In the case (A), a rapid fall in the primary's amplitude was observed, 
accompanied by a sharp rise in the amplitudes of the three superharmonics, such that the second 
harmonic's amplitude overtook the primary's amplitude after the bar. It is remarkable that all the 
four harmonics become of comparable magnitude downwave from the bar. 
In the case (C), a relatively less vigorous pattern of energy interactions between the 
primary and the superhannonics was observed. This behaviour is supported by the lower kh value 
of the incident wave as well as the lower ratio of the nonlinearity to dispersion ( op2 ) on top of 
the bar, in comparison to the case (A). After the bar, the energy interactions are almost entirely 
amongst the primary and the second harmonic in this case, while in the case (A) the interactions 
involve also the third harmonic. 
7. 4 Simulations via the model formulated in fluxes. 
This section compares the simulations, obtained from the model of chapter 4, to the 
experimental data, as well as the results of a Hamiltonian model. The governing equations of the 
Hamiltonian model are described by Radder (1992), and the numerical solution is discussed in 
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Otta and Dingemans (1994). 
As the Boussinesq-type model of chapter 4 is based on an essentially second-order in 
Space discretisation with partial corrections for the truncation errors, it requires a fine spatial-step 
of Au = I (cm) in order to achieve convergence upon the continuous equations. For the chosen 
O ( A t )  trapezoidal scheme, the accuracv requirements on the temporal step are more stringent 
than the stability requirements, as At = 2.5 (ms) is used in the simulations, corresponding to a 
maxirnum Courant number of around a half 
The model enables the comparison of a range of Boussinesq-type equations, formulated 
and solved in volume-fluxes, as in table 7 3: 
Table 7.3.- The hriefdescripiiot~ «fthe eguatioti.~, clpplicahle i0 //le har-tesi simirlatiot1.s plois. 
where in table 7.3. MS92 is an abbreviation for the Madsen and Sorensen ( I  992) equations 
Comments 
Classical iti: 
dispersion, shoaling, nonlit~earrQ 
Also equivalent to MS92 ; B= O 
- 
Pade (2/2/ in dispersion 
Optimised linear shoaling 
Optimised dispersion over a kh range 
- 
Higher-order. Pade/.l/.l/ dispersron 
Opirmised litiear shocrlitig 
Higher-order rti riowlitiear~~~ 
Notation 
(i) 
(ii) 
(iii) 
(;vi 
7. 4. I (ase  (A): 
Equations 
Abbott et al. (1984) 
MS92 ; R= 1/15 
MS92 ; B= 1/20 
chapter 4 ; equaiions (4.2) <t? (4.3) 
I n j g  7.2, the simulated surface elevations time-series, corresponding to the four sets of 
equations in table 7.3, are compared to the experimental data at two locations: x 19.9 <C 21.0 
(m)  which are the last two stations in the experiments. An additional case of the Madsen and 
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S~rensen (1992) equations with the dispersion parameter B set to 1/20 is considered, as this value 
of B corresponds to higher accuracy over a limited range of kh values than that of B = 1/15. 
However, over the entire kh range, the 1/15 value is preferable. 
Fig. 7.2 plots suggest that the Pade [2/2] equations ( as in set (ii) ) are inadequate while 
the classical equations ( as in set (i) ) are definitely applied out of their range, with the 
discrepancies being understandably most severe downwave from the bar where free high 
wavenumber modes propagate according to the dispersion relation. The value of B= 1/20 ( as 
in set (iii) ) is seen to result in more accurate simulations of this case relative to set (ii). However, 
unlike Pade-type approximations, the resulting error with respect to the exact dispersion is not 
monotonic for set (iii), implying that over a wider kh span, the Pade option is expected to perform 
better. The set (iv) equations provide by far the most accurate predictions among all the sets in 
table 7.3. The high accuracy of the dispersion results in accurate relative phase celenties for 
different harmonics. This is manifested in correct computed waveforms at the stations after the 
bar. This fact is charactenstic of all the tests presented here: The higher-order dispersion ofPade 
[4/4] models is a precondition for significantly more accurate waveforms. Furthermore, the 
optimisation ofthe linear shoaling ensures highiy accurate waveheights wherever linear shoaling 
is predominant. 
Siulations from the Hamiltonian model, incorporating exact linear properties ( dispersion 
and shoaling ) and a similar type of nonlinear terms as retained in lower-order Boussinesq-type 
equations, are compared to the four sets of Boussinesq-type equations, as infrg. 7.3. Notabiy, as 
the nonlinear terms retained in the Hamiltonian model correspond to lower-order nonlinear terms 
in Boussinesq-type equations, the set ( I V )  simulations were redone without the dispersive 
nonlinear termc ( ie. no O( €,u2 ) terms ) for this companson. The location x= 23.0 (m), which is 
not in the expenmentai set-up, is also considered in the numerical simulations because it is further 
away from the bar and the simulated waveforms with limited dispersion become more erroneous. 
It deserves mention that the Hamiltonian model corresponds to a much higher computational 
overhead than Boussinesq-type models. The comparison points out that the Pade [4/4] linear 
dispersion and the optimised shoaling for set (;v) is quite adequate in ensuring virtually exact 
linear properties in the whole kh range corresponding to this experiment. Because the sofi-start 
procedure of the Hamiltonian model was unknown, the quasi-steady results of the Boussinesq- 
type model are shified for comparison to the last two penods of the Hamiltonian model. 
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Therefore, a different time-window is used in the comparisons to the Hamiltonian model. 
7. 4. 2 Case 1 Q  
For the case (C), corresponding to 8 times steeper incident waves than the case (A), the 
results of the set (IV) equations are no longer as encouraging, in comparison to the highly accurate 
results of case (A). As coniinned in the next section by excellent predictions of a different Pade 
[414] model, this inaccuracy is essentially rooted in the nonlinear properties of the set (iv) 
equations. The quadratic nonlinear terms are the most important type o f  the nonlinear terms for 
bar test simulations. In the transition from the depth-averaged to the depth-integrated velocity, 
it is conjectured that the representation of the nonlinearity has been somehow compromised, 
perhaps by an inconsistency in the transformation of variables, resulting in a misrepresentaion of 
the quadratic nonlinear tenns. These equations are supposed to adhere t o  the assumption of the 
nonlinearity and dispersion being of the same order, implying that all O(E,U? terms should be 
retained in the model. Other quadratic terms, ie. the O(E,LIO) terms, may augment the model for 
enhancing of the quality of energy interactions in the deeper downwave regions of the simulations. 
Cubic ( e.g. 0(dp7 terms ), and higher-order product terms, corresponding to much larger spatial 
scales for their effects, are insignificant in comparison the quadratic terms for bar tests 
simulations. 
fig. 7.4  plots compare the simulated and the experimental waveforms for the last eight 
measurement stations. Six additional stations, not included in the presentation of case (A), are - --- 
considered, as for case (A) ,  most Boussinesq-type equations gave reasonably close results for 
earlier stations. However,fig. 7.4 shows that because the waveheights are incorrect an top of the 
bar. shoaling must have been incorrectly represented. As the linear shoaling is optimised, it is 
suggested that the nonlinear shoaling may have been somewhat misrepresented in the model. 
Certainly, this removes any expectations of agreements in the further downwave stations after the 
release ofthe bound modes as free modes. However, these further stations are also included out 
of pathological interest. 
Flg. 7.5 plots compare theI:FTof the simulated time-series from the equations of sets (i), 
(i[) and (iv) to those of the experimental data at the final stations. All three simulated cases 
significantly overestimate the first harmonic of the experimental data. This trend particularly 
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worsens for the last few measurement stations. The second and third harmonics are predominantly 
underestimated by all simulated results. Remarkably, the predictions of the evolution of the 
harmonic amptitudes from set (iv) are not reaiiy better than those of set (i;), even though the linear 
and nonlinear properties are supposedly of a higher-order of accuracy in the former set of 
equations relative to the latter. 
7. 5 Simulations via the model formulated in velocity a t  an arbitrary depth 
This section discusses the simulations provided by the application of the model in chapter 
5. The Discretisation pararneters were determined from both practical and theoretical 
considerations. Model test mns and the analysis of the discretised system implied that for both 
cases (A) and (C), the mesh of Ax = 5 (cm), At = 8 (ms), leadmg to a maxirnum Courant number 
of around 0.34, was adequate for vimidy eradicating discretisation errors. Hence, the resolution 
of the prirnary wave for the case (A) is 74 points per wavelength, and 252 points per period. In 
comparison, pure second order discretisation schemes require at least a resolution of Ax = I cm 
( ie. 370 points per primary wavelength ) to converge. The resolution for case (C) becomes as 
follows: The primary wave is resolved with 29 points per wavelength and IOI points per period. 
A high temporal resolution is required for the linear and nonlinear stability properties of the 
founh-order ABM, limiting the time-step more severely than accuracy considerations. Both the 
second order ABM, and the fourth-order generalised multistep schemes, have also been applied 
to simulate this case, permitting a doubling of the quoted time-step with similarly accurate results. 
For the case (A), the comparisons of the simulated time-series of the surface elevations, 
corresponding to the unreduced model equations, and the Nwogu's (1993) subset of the 
unreduced model equations, are cornpared to the experimental data at the last six measurement 
stations, as infig. 7.6. In general, it is endemic of the bar tests that Pade [Z121 dispersion of 
Nwogu's (1993) equations leaves much to be desired, particularly as it is inaccurate in sirnulating 
the relative phase celerities of the higher harmonics, after their release downwave from the bar, 
and thereby leads to inaccurate waveforms. An idea can be provided of the required range of 
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accuracy of the equations by the kh values of the free second to fourth harmonics, as computed 
from the model equations, which are: kh= 1.69, 3.55 and 6.19. Hence, to reproduce correct 
waveforms, the correctness of the phase celerity for higher kh values is absolutely essential. The 
simulations utilising Pade [4/4] dispersion correspond to a higher level of accuracy for the relative 
phase celerities of the different harmonics, embodied in the correctness of the computed 
waveforms, particularly at the more challenging stations after the end of the bar. 
Characteristically, the higher-order, Pade [4/4] dispersion is seen to significantly improve the 
quality of the simulations. 
To confim the hypothesis that the correctness ofthe linear properties is the main prequisit 
for realistic simulations in this case, the simulations were redone with two other notable 
reductions of the model equations: Firstly, using the equations of Schaffer and Madsen (1995), 
where only a subset ofthe quadratic terms is retained. Secondly, using the equations of Wei et al. 
(1995), which are the fully-nonlinear version of Nwogu (1993). In both cases, the differences 
were not at aU major and the plots are therefore not included here, comparing Nwogu (1993) to 
Wei etal. (1995), and Schaffer and Madsen (1995) to the unreduced model equations of chapter 
S. 
FFTanalyses ofthe simulated surface elevations were performed for all points along the 
numencal flume. Fig. 7.7, illustrates the evolution of the harmonic amplitudes for the simulations 
based on the unreduced set of equations of chapter 5, Nwogu's equations, and the experimental 
data. These plots of the harmonic amplitudes give an indication of the energy distribution in the 
different harmonics, and are therefore useful in investigating shoaling and nonlinear energy 
interactions, though not directly applicable to investigating phase celerity errors. A clear 
overestimation of the higher harmonic amplitudes is evident for the choice of Nwogu's (1993) 
equations, as deducible from the time-series and the harmonic amplitude plots. This 
overestimation can be related to the plots of the bound wave amplitudes in chapter 2: Here, the 
primary wave specifications would correspond to a kh value of around 0.32 on the top of the bar, 
which may be used to qualitatively relate the overestimation by Nwogu's (1 993) equations of the 
amplitude of the second harmonic to the plot of the second-order bound wave amplitude of 
.Nwogu's equations, as in chapter 2. 
Generally, the choice of the velocity at an arbitrary depth, for Nwogu (1993) and Wei et 
al. (1995) equations, leads to the overestimation of the higher harmonic amplitudes. This is 
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particularly more severe for Nwogu (1993) equations. which are lower-order in the nonlinearity, 
derived under the classical assumptions of smal1 E, and E of the same order as p', in contrast to 
the fully-nonlinear possibility. In addition. for Wei er al.'s (1995) equations, the overestimation 
of the nonlineanty is more monotonic than Nwogu's ( 1  993) equations. 
Infig. 7.7, the FFT plots of the experimental data and the simulations show a pattern of 
oscillations in the primary component, prior to the bar which is due to reflections. As the 
simulation of open boundaries was tested separately, this reflection is attributed entirely to that 
from the inclined face of the bar. This oscillation is absent in the case (C) which is due to the 
application of a shorter incident wave, which is less influenced by the slope of the bar, and a!so 
more absorbable by the sponge layer in the case of the numerical model, and by the active 
absorption in the case ofthe expenments. During the shoaling region ( 6-12 m ) all the harmonics 
graduaiiy gain in their energy as expected theoretically. The agreement between the results of the 
unreduced model equations and the experimental data is excellent for all of the four harmonics 
on the top of the bar. 
In the earlier applications of Boussinesq-type models to this bar test, where the equations 
were more limited in dispersion, the waveforms downslope the bar and beyond the bar were quite 
inaccurate. Harmonic amplitude plots, being primarily energy descriptors, confirm that in the 
relatively deeper region, the transfer of energy, as govemed by the dispersion relation ( re. via the 
phase-mismatch between the bound and free modes ), is inaccurate for poorer classical and also 
Pade [2/2] dispersion. Reassuringly, the founh harmonic is apparently still within the range of 
accuracy of the model, despite the high kb value of the free fourth harmonic after the bar. 
Both, FFTand time-series plots confirm the overestimation resulting with Nwogu ( 1  993) 
equations of higher harmonics, relative to both Madsen and Schaffer (1996) equations and the 
experimental data. There is also a slight overestimation of the second and the third harmonics in 
the results with the unreduced equations, relative to the experimental data. However, the trend 
of overestimation is seen not to worsen successively for higher harmonics On the contrary, the 
fourth harmonic amplitude displays still an acceptable agreement to that of the experimental data. 
7. 5. 2 Case /C): 
The simulated surface elevation time-series, for the unreduced governing equations and 
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the Nwogu (1993) subset of these, are compared to the experimental data for the last six 
measurement stations, as infig. 7.8. In this case, the kh values of the free second to fourth 
harmonics are as follows: 6.19, 11.98 and 17.46. The comparison confims that the Pade [2/2] 
in dispersion Nwogu (1993) equations are applied clearly out of their range of accuracy. 
Simulations based on the unreduced equations result in computed waveforms of a high degree of 
conformity with respect to the experimental data. In the case (C), Nwogu's equations yield 
expectedly worse results than in case (A), which is mainly due to the waves getting shorter, and 
partly due to the waves getting more nonlinear. Obviously, as the longer incident wave of the case 
(A) required Pade [4/4] for achieving correct waveforms, the shorter incident wave of the case 
(C) requires Pade [4/4], at the very least. Similarly, the enhancements of shortwave nonlinearity, 
as embodied by the unreduced equations, is of paramount importance for this test, more so than 
for the case ( A ) .  
The FFT harmonic amplitudes plots along the numerical flume are as in $g. 7.9, 
comparing the simulations to expenmental data. For case (C), primary wave specifications would 
resuit in a kh value of 0.673 on top of the bar which may be used in relating Fourier series bound 
wave solutions and the FFT plots. It is generally true that the pattern of discrepancies seen in 
Nwogu (93) equations for case (A), is recurrent here more strongly. 
The simulations based on the unreduced equations are in very acceptable agreement with 
the experiments. It is observed that the accuracy of the simulated fourth harmonic amplitudes, as 
compared to that of the experimental data, gets expectediy worse for higher kh values. In 
comparison to the case (A), in the case (C) the region downwave from the bar corresponds to 
greater kh values, and the accuracy of the simulated third and fourth harmonics is naturally seen 
to worsen. 
For the cases (A) and (C:). the computed steady-state. surface-elevations envelope-plots, 
as plotted over one period, are as in fig. 7.10. These plots provide an oveiview of the 
transformations over the entire length of the numerical flume. Furthermore, the plots emphasis 
the different transfonnation of the waveforms downwave the bar, attesting to different modes of 
energy interactions. Due to this difference, the case IC) envelope resembles a bichromatic wave 
system, while the case (A) envelope looks more irregular. 
To sum-up, bar tests inspect model capabilities in a number of ways: First of all, linear and 
nonlinear shoaling have to be correct to obtain the correct waveheights on the top of the bar. The 
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of the experimental dala, the solid lines represent the simulated values based on the unreduced 
model equations, and the dotied lines speclfy the simulated values based on the Nwopr (1993) 
subset of model equations. 
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shallow region on the top of the bar is most interesting from the triad interactions point of view, 
requiring correct quadratic nonlinearities to simulate the mixture of the bound and free modes. 
After the bound waves are released downwave from the bar, as the reduced nonlinearity no-longer 
can sustain the bound wave solutions ofthe equations, the prediction of the celerity of the ensued 
free high wavenumber modes necessitates a highly accurate representation of dispersion. 
By virtue of these bar tests comparisons, it can be construed that Pade [2/2] dispersion, 
which is an O(@h)4) accurate expression with respect to the Stoke's linear dispersion relation, is 
insufficient in emulating the energy interactions as governed by the phase mismatch between the 
free and bound modes. Furthermore, the propagation of the free higher wavenumber modes is 
beyond the accurate range ofPade [2/2] celenty in contrast, the Pade [4/4] celerity of the present 
model equations, which is O ( 0 B )  accurate, enables a much improved representation of the 
dispersion phenomenon, required from both the linear and nonlinear considerations. Moreover, 
the enhancement of the shortwave nonlinearity, as manifested by the retention of the O($) 
terms, is also of importance for an even sea-bed as well as for nonlinear shoaling. The 
optimisation ofthe linear slope terms aims to avoid the falsification of the waveheights on the top 
ofthe bar, as well as influencing the magnitude of the waveheights during the propagation from 
the top ofthe bar towards the downwave toe of the bar. 
Chapter 8 
Nonlinear refraetion-diffraction over Whalin's topography 
B. 1 Introduction 
This chapter is primanly concerned with the applications of the model of chapter 5 to the 
simulations of Whalin's (1971) expenments. Such a comparison to Whalin's experimental data 
is an increasingly well-documented means of model validation, useful in the verification of wave 
transformation properties in both linear and nonlinear senses. 
This chapter is structured as follows: In the next section, a condensed literature review 
is provided, pertaining to the previous applications of vanous wave transformation models to the 
simulation of Whalin's expenments. In section 8.3, certain relevant aspects of the experiments are 
discussed, and finally, in section 8.4, the simulations based on the model equations (2.23) to 
(2.29) are elaborated on. 
8. 2 Literature review 
Lozano and Liu (1980) presented results for Whalin's experiments based on the linear 
wave theory. Subsequently, Liu and Tsay (1984) provided the first numerical simulations of 
Whalin's experiments for the 7'- I (s), and T-- 2 (s) incident wave cases. Their model was based 
on the nonlinear Schrodinger equations capable of describing the evolution of the amplitudes of 
unidirectional, second-order Stoke's waves dunng propagation over mild bathymetries The major 
shortcoming of their model was the limitation to lower Ursel numbers, implying that the case of 
the case of T - 3 (s) incident wave could not be treated properly with this approach 
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The first application ofBoussinesq-type equations to this problem was by Liu et  al. (1985) 
who presented results of a frequency domain model, based on two possible sets of equations: A 
parabolic approximation of Peregrine's ( 1  967) classical Boussinesq equations, and alternatively, 
a modified version of Kadomtsev & Petviashvili (KP) equations, both derived for a mild slope. 
They presented results only for the T= 3 (s) case, owing to the limitations of their equations for 
intermediate and deep water waves. Rygg (1988) presented direct ( ie. without any parabolic 
approximations ), time-domain solutions of Peregnne's (1 967) equations His model could yield 
acceptable results for T=3 (s), and T=2 (s)  cases, but was limited by the limitation of the 
governing equations from properly simulating the T=l (s) case. 
Madsen and Serensen (1992) were the first to present reasonably accurate simulations for 
the whole range of T=l, 2. and 3 (s) incident waves with a single Boussinesq-type model. Their 
model was based on a direct, time-domain solution of the proposed, Pade [2/2] in dispersion and 
enhanced shoaling Boussinesq-type equations, formulated in depth-integrated velocities. The 
improvements of linear dispersion and shoaling for higher kh values allowed the first application 
of Boussinesq-type equations to the case of T = f (s). 
Other Pade [2/2] in dispersion models, based on several other choices of the velocity 
vanable, have been subsequently applied to this problem: Nwogu (1994) included the simulation 
of the T= I (s) incident wave with a time-domain, predictor-corrector model based on his 
equations, formulated in velocity at an arbitrary depth. Beji and Nadaoka (1996) provided 
simulations for the case of T= I (s) with their time-domain model, based on an enhancement of 
Peregrine's (1969) equations, in terms of depth-averaged velocities. 
An example ofthe application of the nonlinear mild-slope models to this problem may be 
found in Kaihatu and Kirby (1995), where a nonlinear mild-slope model was developed to the 
cases ofthe T= 2, and 3 (s), excluding the case of T- I (s). 
All of the above Boussinesq-type models were based on equations which were at best 
Pade [2/2] in dispersion. Present model equations, as in chapter 5, are Pade [4/4] in dispersion and 
enhanced in the sense oflinear shoaling, implying significant increase of the accuracy of the linear 
properties for higher kh values. Additionally, the equations are fully-nonlinear, which particularly 
implies that as all quadratic terms ( ie. both €and ep2 terms ) are included in the present equations 
the nonlinear properties are expectedly more accurate for higher kh values. 
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8.  3 Whalin's experiments 
Whaiin's experimental topography consisted of a focusing semicircular shoal, defined by 
the following relation: 
(Osyi 6.096 ) 
with the x and y spatial axes given in meters. This bathymetry is depicted infig. 8. I. This choice 
of bathymetzy was infiuenced by the desire to obtain a rapid convergence of orthogonals, minimise 
the influence of the sidewalls, and attain a sufficient water depth to minimise viscous dissipation 
at the bottom. However, around 3% maximum wave dissipation was reported by Whalin, 
attributed to the viscous boundaty layers along the sidewalls and at the bottom of the wave tank. 
Hence, if numerical models are used to simulate the propagation of longer-waves and viscosity 
is entirely unaccounted for in the model, the simulations may exhibit a slight overestimation of the 
harmonic amplitudes relative to the experimental data. 
Whalin recorded the first three harmonics amplitudes of surface elevations along the 
centre-line of the bathymetry The incident waves at the wavemaker boundary were linear 
sinusoidal waves of three specific penods ( T- I, 2, and 3 (s) ), with several waveheights allowed 
with each choice of period A general scatter exists in the data, which judging by the simulations, 
is not necessarily of physical origins. 
d. 4 Sirnulations of Whalin's experiments 
The model, as described in chapter 5, was used for simulating the Whalin's experiments. 
Simulation results for both cases of T-  I, and 2 (s) incident waves are presented. 
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8. 4. 1 T= I Is) case: 
For the sake of discussion, the case of T= I (s), H= 0.039 (m) incident wave is primarily 
considered. By the intnnsic limitation of the linear and nonlinear dispersion in Boussinesq theory, 
T= l (s) is actually the most critical of the three cases to sirnulate by a Boussinesq-type model. 
Following the experiments, the boundary conditions were applied linearly to the computational 
domain, as follows: 
Table 8.1. Incident wave specijcations as computedfrom the governing equations. 
From table 8.1, the ratio of nonlineanty to dispersion may be represented by ( dp2) = 0.46, at the 
boundary. The Pade[414] dispersion of the governing equations suggests that the kh value of the 
primary wave changes from 1.92 at the toe of the shoal, to 0.87 on top of the shoal. 
The discretisation parameters were chosen as follows: A r -  AF 0.1524 (m),  and AF 0.01 
(s). A spatial resolution of around l 0  points per wavelength of the primary is adequate for 
computations of the amplitudes of the first and the second harmonics. The relatively fine time- 
increment is to ensure the accuracy of time-integration for the linear and nonlinear terms. The 
simulation was obtained by mnning the model for around 80 (s), prior to performing the FFTon 
the surface elevations. This length of time was sufficient for the first three free modes to arrive 
on the top of the shoal. Furthermore, afier this time span any undesirable reflections from the 
sponge-layer would have been detectable. 
Fig. 8.2 compares the simulated harmonic amplitudes, based on the unreduced model 
equations, to those of the experimental data. A remarkable agreement is obse~ved in the 
companson of the experimental data to the simulation results for all three harmonic amplitudes. 
In particular, the evolution of the second harmonic amplitude is closely mimicked by the 
simulations. Notable in both the experimental data and the simulations is the presence of an 
undulation feature. Owing to the existence of a general scatter, the experimental data are not 
conclusive enough by themselves to justify that the undulations are of a physical origin. The 
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simulated evolution of the second-order amplitude is in remarkable agreement with the 
expenmental data, confirming that the undulations are indeed of physical origins. The undulations 
in the simulated second-order amplitude are qualitatively similar t o  those observed by Madsen and 
S0rensen (1992), however, in the present case the undulations are much more closely emulated 
by the computations. As suggested by Madsen and Ssrensen (1992), the undulations are due to 
the simultaneous existence of the free and bound modes: Free and bound modes differ, as the 
propagation of the free modes is governed by the dispersion relation and the bound rnodes 
propagate phase-locked to the primary. Over a two-dimensional topography such as this one, the 
overall effect is different propagation celerities and directions for free and bound waves. The 
second order free wave, corresponding to a kh value of 2.49 at the top of the shoal, is much less 
influenced by the depth contours than the bound wave, corresponding to a kh value OS 1.74 at 
the top of the shoal, which propagates phase-locked to the prirnary towards the focal zone. 
The lack of this undulation feature in most previous models is explainable: By virtue of 
incorporating quadratic nonlinearities, Boussinesq-type models are capable o f  simulating both 
bound and free modes of propagation. In the absence of appropriate type of nonlinear interactions 
terms, other models are not able to detect the undulations simply because the coexistence of 
bound and free waves is not permitted by the equations. For instance, Schrodinger-type models, 
incorporating solely cubic type a f  nonlinearities, are unable to simulate free waves and therefore 
can not come to represent the interaction phenomenon. 
The near perfect agreement in simulating the evolution OS the second-order harmonic 
would not have been conceivable without the high accuracy of the linear dispersion. As 
reconfimed by the bar tests sirnulations, triad interactions are strongly dependent on the phase- 
mismatch between the bound and free waves, which in turn is governed by the linear dispersion 
relation. Hence, a main source OS the enhancements in the simulations is once again the Pade [414] 
dispersion of the equations which is cntical for both linear and nonlinear transformations. .4nother 
cmcial feature is the presence of the dispersive quadratic terms ( ie. the higher-order (q2) terms 
) in the equations, which are also essential for an accurate simulation of the magnitude of the 
higher-order harmonics. In conclusion, the enhancements of the linear terms and the retention of 
higher-order quadratic nonlineanties in the equations are the responsible factors in enhancing the 
quality of such nonlinear refraction-diffraction simulations. 
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R. 4. 2 T= 2 /si case: 
Fig. 8.3 compares the simulations to the experimental data for the case of the T= 2.0 (s), 
H= 0.015 (m) incident wave. Remarkably, the undulations feature is absent in this case, as the 
longer the incident wave is, the less tangible becomes the dispanty in the velocities of the bound 
and free modes. 
Compared to the experimental data, a slight overestimation of the computed second-order 
harmonic amplitude is observed. However, previous simulations by the KP model of Liu et al. 
(1985) and the nonlinear mild-slope model of Kaihatu and Kirby (1995) reafiirm this 
overestimation ofthe second harmonic amplitude. Notably, the peak corresponding to the second- 
order amplitude ofthe former model is slightly higher than that of the latter model which predicts 
a slighter overestimation of the experimental data. 
This high degree of conformity of the results for the KP model using the non-dispersive 
Green's law shoaling mechanism, the nonlinear mild-slope equipped with fully dispersive shoaling 
mechanism, and the Boussinesq-type equations with partially dispersive shoaling mechanism, 
suggests that the degree of the dispersiveness in modelling shoaling has a less significant effect 
on the maxima of harmonic amplitudes than the degree of nonlinearity. 
Similarly, for the simulated third harmonic there is a degree of overestimation relative to 
the experimental data. Not unlike the second-order case, the simulated maximum is in an 
extremely close agreement with that of Kaihatu and Kirby (1995), and the spatial evolution 
patterns of the third harmonics are almost identical for the Boussinesq and mild-slope models 
here. This would motivate a closer comparison of the two models, particularly in simulating 
shorter waves, but no mild-slope simulations for the case of T= I (s) incident wave were given, 
as the nonlinear mild-slope model could not be reliably applied to the T- I (s) case, according to 
Kaihatu and Kirby ( 1  995). 
The implications ofthe high accuracy in the above simulations of the nonlinear refraction- 
diffraction phenomena are twofold: Firstly, the significant improvements in the accuracy is a 
manifestation ofthe important features of Pade [4/4] dispersion, enhanced linear shoaling, and the 
presence of higher-order nonlinear terms. Secondly, the results are also of use in assessing the 
spurious aspects ofthe two-dimensional numerical model. Reassuringly, no numerical anisotropy 
effects, ie. refraction by virtue of the finite resolution, are detectable. As the integration of the 
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time-derivative terms was performed by two different integration formulae, the absence of any 
prevalent numerical anisotropy indicates that at the given resolution the fully-discretised set of 
equations has converged reasonably well upon the continuous set of equations. 
Fig. 8. l : Whalxn's bafhymehy of a focusing shoal. 
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Flg. 8.2 : For the case uf T= I (s), the comparison of the evolution of thejrst  ihree harmonic 
amplitudes along the centreline of %lin's b a t m e h y :  The markers denote ihe diprised values 
from Wmlin's (1971) experimental data; and the solid lines represent ihe simulated volues. 
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Fig 8.3 : For the case of T= 2 (s), the comparison of fhe evolution of thefirst three harmonic 
mplifudes along the centreline of WhaIin's baihymetry: The markers denote fhe digitised values 
from Whalin's (1971) experimental &fa; and fhe solid lines represent the s~mulated values. 

Chapter 9 
Discussion and conclusions 
In the course of the undertaken project, various aspects of the application of Boussinesq-type 
equations in the simulation of surface wave propagation have been investigated, both in theoiy 
and in practise. This has led to a number of original theoretical developments, as well as the 
advent oftwo new computer models with respective findings. The results of this project may be 
broadly classiied into two subtopics, comprised of the theory of Boussinesq-type equations, and 
the theoretical 1 practicai issues related to the numerical solution of the continuous formulations. 
9. 1 Boussinesq type equations 
The main outcomes in relation to Boussinesq theory may be itemised as follows: 
(1) As evident from chapter 2, the sought aAer Pade [4/4] dispersion is achievable by 
two fomulationswith or without fifth-order derivatives. This is possible, as each 
of the founh-order polynomials in the numerator and the denominator portions of 
the Pade [4/4] quotient ( ie. corresponding to fifih-order derivatives in the 
equations ) are factorisable into two quadratic polynomials, each corresponding 
to third-order derivatives in the equations. 
(2) As presented in chapter 3, Boussinesq-type equations ( as formulated in the 
velocity variables such as the velocity at an arbitrary level, and the depth-averaged 
velocity ) rnay be written arbitrurily accurate up to any order p", by casting the 
equations in terms of trigonometric functions of the horizontal gradient operator 
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( V). For the sake of compactness and simplicity, this was performed for an even 
sea-bed. These generic forms may be used to systematically study the linear and 
nonlinear properties of various possibilities. 
(3) Boussinesq-type equations, may also be recasted into a unified form, 
incorporating all of the above possibilities. The unified form confirms that all 
Boussinesq-type equations strive to approximate the operator Tun ( p  h V) by 
means of a quotient comprised of two polynomials. This is a linear consequence 
of approximating @z(x,y,z,t) at z= € r ]  in terms of @(x,y,z,  at z= ~ 7 7 .  The 
numerator and the denominator polynomials are provided by the continuity and 
momentum equations. This can serve as the underlying motivation for advocating 
Pade-approximants, which provide the most monotonic approximation, in a 
quotient sense, to the unapproximated function. 
(4) The stability of Boussinesq-type equations may not be taken for granted, neither 
in a iiiear nor in a nonlinear sense; for an even or an uneven sea-bed. The stability 
depends on the choice of the particular horizontal velocity-variable, and also on 
the orders at which the equations are tmncated at. This has prompted the search 
for the optimal choice of the velocity vaiable, because the general accuracy of the 
equations for higher wave-numbers, is also dependent on the mentioned factors, 
as well as the stability. 
(5) The search for the optimal velocity variable led to a velocity variable which is 
optimal in the sense of hofh linear and nonlinear properties. The corresponding 
equations are equally accurate in both linear and nonlinear senses: The equations 
are Pade [tdn] ( le. linearly accurate to and including O (@h)'" ) and to and 
including O(@'") ie. for other nonlinear terms ) accurate. This leads to 
tremendous improvements of the nonlinear properties in general. These equations 
are characteristically stable in both linear and nonlinear senses and deviate from 
the Stoke's theoty predictions in a gradual, monotonic mode. 
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(6) A clear relationship between the order of the kinematics polynomial, describing 
the variation of the velocities with respect to the vertical-coordinate, and the 
formal order of the accuracy of the equations was construed: For Pade [tzln] 
equations, the correspondii polynomial is accurate up to and including the terms 
of the order O(?"). For instance, the Pade [4/4] case corresponds to O 
accurate terms and O(') accurate description of the verticai profile. 
(7) To minimise the order and number of derivatives in the equations, it is possible to 
pursue subsets of the equations which are nonlinear tmncations of the O (p8) 
equations, with some degree of loss of accuracy which are still more accurate than 
other Pade [4/4] equations. One such set was considered with excellent nonlinear 
properties after the tmncation, cornpared to the other types of Pade [4/4] 
equations. 
9. 2 Boussinesq type models 
Two computer models have been developed and tested, solving higher-order in dispersion 
and nonlineanty Boussinesq-type equations. A general means of analysing the discretisation 
operators has been used to investigate the various resulting difference-equations. Notably, the 
specific conclusions, forrnerly stated in chapters 4, 5, 6, 7 and 8, are not repeated here, as these 
were most appropriate in their own respective contexts. However. a number of the findings are 
selectively ernphasised, as follows: 
( I )  Numerical models rnay include the fifth-order derivatives of higher-order 
equations, with this inclusion not necessarily requiring a much higher 
computational overhead ( ie. model execution times ), while endowing the model 
with considerable additional accuracy. Although the model mn-times are specific 
to the particular CPU units used, the general speed of model execution, which is 
not constant when iterative schemes are used, can be actually cornparable to the 
earlier rnodels, say for instance to the Boussinesq module of the Mike 21 software 
package which is based on a relatively less complex set of model equations. 
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(2) The type of the numencal discretisation to choose fiorn, should seek a local 
approximation to the denvatives instead of a global approximation, using values 
over the whole domain, as the latter are not optimally suited to higher-order 
derivatives. 
(3) The spurious errors are identical for the two type of Pade [4/4] equations, with 
or without the fifth-order derivatives, if second-order central-differencing 
operators are used. For the described higher-order dflerencing, the expressions 
are no longer identical, though both are considerably more accurate than second- 
order diierencing. 
(4) The successful applications to the demanding cases of wave-transformations over 
a submerged bar and nonlinear refraction-difiaction serve a twofold purpose: On 
the one hand, these ven$ the high quality ofthe equations and on the other hand, 
they vouch for the integrity of the developed models. The inclusion of higher- 
order linear dispersion and higher-order nonlinear tenns ( particularly the ep2 
terms ) result in significant improvements in the quality of the simulations. 
Finally, this chapter ends with two suggestions, supplementing those made forrnerly in the 
course of this manuscript, for achieving yet extended model capabilities and model veritication: 
(1) An appropriate means of wave-breaking may he incorporated into the models, 
allow~ng the'application of the model in simulation of the surf zone phenomena. 
(2) Several additional test cases may be performed to assess further the effects of the 
higher order linear and nonlinear terms in the model equations. These test cases 
may include highly nonlinear waves over an even sea-bed to investigate the so- 
called side-band instability of Stoke's waves, or soliton interactions in shallow 
water to investigate the soliton properties of the equations. 
Appendix ( A ): 
Derivation of the Operator-correspondences for continuous 
and discrete domains. 
In this appendix, the operator-correspondences between the continuous and discrete domains are 
derived for application to chapter 6. To illustrate the method, the derivation starts from the first 
principles, elucidating the first principles for the terms in the discretised system of chapter 4. 
To start 0% the operator-correspondence is dependent on the following factors: 
( I )  the type of the grid ( ie. staggered or collocated possibilities ) 
(2) the type of the operator ( ie. explicit or implicit ) 
(3) the order of the differencing operator ( e.g. O(dxL), O(Ax7 etc. ). 
The derivation of the relation is illustrated in ful1 detail for the second-order central 
differencing on a cartesian grid of Arakawa-C type ( ie. the chosen grid for the models, as infig. 
4. l ). 
This grid choice is ofken used in CFD, and in the context of Boussinesq equations, it 
corresponds to an improved accuracy in comparison to the collocated grid possibility. 
Results of similar derivations of the operator-correspondence are also included also for 
the non-staggered grid, and for the fourth-order differencing operator, by a similar derivation 
procedure. 
The analysis ofthe discrete system of equations is analogous to what is customary for the 
continuous system of equations, with the component of Fourier series as follows: 
where is the complex angular frequency of dimensions ( radiansls ), such that Re( P )  is the 
discrete angular fiequency and I m ( P )  is a measure of the spunous amplitude deformation ( which 
does not exist for the stable continuous equations on a flat bed ). F denotes the vector comprised 
of the elevation and the velocity vanables, and F* denotes the initial norm of F In this manner 
it is allowed for both spurious diffusion ( arising from the imaginary part of P being non-zero ) 
and spunous dispersion ( ansing from the real part of P being different than the continuous 
angular frequency ). Furthermore, we put: @ = e' ' l ,  to represent time marching. 
The terminology related to the concepts of numencal diffusion and dispersion is bnefly 
explained in the present context. Numerical ( spunous ) diffusion, is said to  anse if the imaginary 
part of p is nonzero: if it is positive ( +ve diffusion ), it results in a dampened ( or amplitude 
dissipating ) scheme, if it is negative ( -ve diffusion ), it results in instability. If it is zero the 
scheme is said to be zero-dissipative or amplitude-conservative. Clearly, this concept is related 
to the conservation of the total energy of the numencal scheme and the Parseval's norm of the 
Fourier series. Numerical ( spurious ) dispersion, is said to anse if the real part of P is different 
than the continuous angular frequency. 
Firstly, the spatial discretisation operators are considered before any temporal 
discretisation operators. The mechanics of the substitution of the above Fourier cornponent into 
the difference equations is simplified for the higher-order derivatives if the linearity assumption 
is used to formulate the result in terms of the lower derivatives, as to be illustrated in a step by 
step fashion. 
For the selected relative arrangement of the velocity variable and the surface elevation 
points on the chosen grid,,fig. 4.1 may be viewed 
To this end, Consider the odd q derivatives in the x-direction momenturn equation of 
chapter 4 ( ie. q, q- and q-), and the substitution of the Fourier series component in q,, for 
O ( A 2 )  discretisation. Letting Ydenote the substitution of the Fourier series component in the 
corresponding difference equation and f l q , ]  to denote the substitution of the Fourier-series 
component in the discretisation of the t), term, where 
then it foliows: 
because of the linearity of the operator. 
As the centre ofdifrencing-operator for the momentum equation is at the (P,) point, the 
numerical phase-shift is measured, for all momentum tems ( P  or 7 lerms), relative to the (P, 
) point, as opposed to an ( rl,) point." 
It further follows that: 
where c7[11] denotes the substitution of the Fourier component for (q) at the point P, 
From substituting equation (4) into equation (3), it is obtained: 
Furthermore, from 
For the Continuig equaiion discreiisaiions, because of the definition of the staggered-grid, 
ihe centre of the dgferencing-operator is an (7) point. 
it follows: 
where Sinc(x) = Sin(x)/x, is the Whittaker's Cardinal function. Evidently, the difference between 
the continuous and discrete operator-correspondences is a multiplication by the Sinc function. 
Additionally, a remark is made in regards to the choice of the variable to represent the spatial 
resolution: it is possible to nondimensionalise Ax by L ( ie. use N= L/Ax ) or alternatively 
nondiiensionalise Ax by h ( ie. use h/Ax ), and even though the first possibility is taken here in 
line with the more popular choice of the notation, it is also possible to use W A x  instead. 
Similarly, for the higher-order odd derivatives of q it follows that for m = l ,  3 : 
as the denvatives are discretised by central differencing. From the linearity of the operator T i t  
follows that: 
, [[s]] = (A x)2 +S [-i a x m  ,., - [u),
yet again by lineanty: 
from De Moivre's identity 
i e  -ie 
e - e  - 2Cose , 
and the tngnometric identity 
Sin 2e - I - C o s 2 8  
2 
the relation is simplified to : 
the relations k= 27dL and N= I J d x  may be used to rewrite the result as: 
The above correspondence ( due to the definition of the staggered grid ) also holds for the odd 
( general ) velocity-variable ( such as u and P ) derivatives, in formulations where these exist in 
the continuity equation ( u,, u, and u=). 
In the above, we have considered odd derivatives ( in dispersion t ems  ) only, and the 
result is: 
(T/% - (ik Sinc(zBy))" 
For even derivatives ( in shoaling terms ), a similar result is: 
(T/&? - (ik Sinc(zBV))"-' (ik Sinc(2 d)) 
Consider the even derivatives of the velocity variable in the momentum equation ( such 
as P, and P,): The term P, may be discretised as 
and substituting the Fourier series component results in: 
It can similarly be seen that: 
for m=2,3. The same steps as earlier are followed to obtain: 
-4 Sin 2 II [(-),] = 1 (w2 ''l 1 9 [[z)] - -k2Siflc 2(g)F[[e],] N ar " 
The above correspondence also holds for the even-order q derivatives ( q, and q,), in the 
continuity equation. In the above, we have considered even derivatives ( in dispersion terms ) 
only, and the result is: 
(6/Z - (ik Sinc(z/N))" 
For odd derivatives (in shoaiing temis), a similar result is: 
(d"/# - fik Sinc(irN))"" (ik Sinc(2 z/N)) 
The above derived relations, constitute a short-cut in the sense that the Fourier-series 
component is not substituted into each term of the corresponding difference-relation ( which for 
the central differencing of higher derivatives has Binomial-series related coefficients ), but the 
lineanty ofthe operator is used to simplie the process considerably for higher order derivatives. 
It is concluded that for all of the ( dispersion ) derivatives considered so far. we have that: 
is the transfonnation to discrete domain for O(A2)  discretisation. A side-result of the above is 
that because Ndepends on k, any discretisation of a non-dispersive set of equations ( for example 
S W )  becomes dispersive by virtue of discretisation. However, for Boussinesq-type equations, 
the dispersiveness is a feature of both the continuous and discrete formulations. 
This relation also depends on the choice of the grid. For the case of a nonstaggered grid 
a similar derivation results in the O(A2)  correspondence: 
Thus, staggering practise corresponds to doubling the number of points per wavelength compared 
to the nonstaggered case. 
Sirmlarly, the O(Ax7 and O(Ax6) discretisation operators on the staggered grid yield the 
following relations: 
k - k (9/8 Sinc(nN)-118 Sinc(3 niN)) 
and 
Above relations are used to write the numerical celerity results by inspection. 
For a later application to the 6111-discretisation stage, the time dependency of the 
discretised derivatives is aiso discussed: obviously, the variable @ is defined to denote in Fourier 
Space, the image of the time-shifiing operator by one Q t  in time-domain. Subsequently, a direct 
wnting-off of the time-integration relations is possible. For example, the Im~licit, trapezoidal, 
Central differencing ofthe (q, PJ'is achieved by taking the value at the ntl level and subtracting 
from it the vaiue at the n level and dividing the result by Af.  Letting Ydenote the substitution of 
the Fourier series component in the corresponding discrete representation. we observe by linearity 
that 
holds. Again by linearity, we obtain the following: 
i.e. again the multiplication by: 
represents the derivative with respect to t. 
The so called centring in time of the x-derivatives implies that the values at levels I I  and 
n+f are averaged together. By the same logic as above, it is possible to represent this centring 
in time by multiplication by: 
It is understood that in order to centre in time, for all spatial derivatives that exist, this 
is to be multiplied by the given expression for the spatial derivative. 
For further reference, we remark that an e-t, Central differencing, pending on whether 
a centred or a back-centred fomulation in time are opted for, clearly gives different operator- 
correspondence results: For example, an explicit fomulation for any general hnction F, may 
fonulate  F, as follows: 
Alternatively, a back-centred formulation may be given as: 
Therefore, different treatrnents of the spatial derivatives in the time domain results in 
different multiplication factors in Founer domain. 
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