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Abstract
Using a purely probabilistic argument, we prove the global well-posedness of multidimen-
sional superquadratic backward stochastic differential equations (BSDEs) without Markovian
assumption. The key technique is the interplay between the local well-posedness of fully coupled
path-dependent forward backward stochastic differential equations (FBSDEs) and backward it-
erations of the superquadratic BSDE. The superquadratic BSDE studied in this article includes
quadratic BSDEs appear in stochastic differential game and price impact model. We also study
the well-posedness of superquadratic FBSDEs and FBSDEs with measurable coefficients using
the corresponding BSDE results. Our result also provides the well-posedness of a system of path-
dependent quasilinear partial differential equations where the nonlinearity has superquadratic
growth in the gradient of the solution.
Key words: BSDE, Multidimensional Quadratic BSDE, path-dependent FBSDE, FBSDE with
measurable coefficients, Girsanov Theorem, Lipschitz functional, Path-dependent PDE
1 Introduction
Let (Ω,F ,P) be a filtered probability space with an n-dimensional Brownian motion W and its
Brownian filtration FW =
(FWt )t≥0. Let Ξ be a Rd-valued FWT -measurable random variable and
F : Ω × [0, T ] × Rd × Rd×n → Rd be a jointly measurable function that can be approximated by
f(s, y, z)+zg(s, y, z) for a pair of jointly measurable functions (f, g) : Ω×[0, T ]×Rd×Rd×n → Rd×Rn.
In this article, we study the existence and uniqueness of solution (Y, Z) for backward stochastic
differential equations (BSDEs) with the terminal condition Ξ and the driver F :
Yt = Ξ+
∫ T
t
F (s, Ys, Zs)ds−
∫ T
t
ZsdWs. (1.1)
Using a purely probabilistic method, we prove the existence and uniqueness of solutions when
g(s, y, z) is Lipschitz in y and superquadratic in z and either 1) f(s, y, z) is uniformly Lipschitz in
(y, z) or 2) f i(s, y, z) = f˜ i(s, y, z) + ai|zi|2 for bounded functions f˜ i(s, y, z) which is uniformly Lips-
chitz in (y, z) and constants ai for i = 1, 2, ..., d. In particular, we establish global well-posedness
results for a new class of non-Markovian1 multidimensional quadratic BSDEs which appears in
stochastic differential game [14, 5] and price impact model [23].
1A BSDE is called Markovian if the randomness of Ξ and F (s, y, z) is given by XT and Xs, respectively, where X is a
solution of a forward stochastic differential equation. The case is also known as a decoupled forward-backward stochastic
differential equation. In this case, the solution Yt can be written as a function of t and Xt, and therefore, it becomes
Markov process.
1
Compact PDE BSDE
Embedding
Sobolev Ladyzenskya and Uraltseva [25] Delarue [10]
Cheridito and Nam [7]
Ho¨lder Bensoussan and Frehse [2] Xing and Zˇitkovic´[37]
Table 1: Well-posedness of PDE and the corresponding Markovian BSDE.
In the early days, Bismut [3] studied BSDE as a dual problem in stochastic optimization. Since
Pardoux and Peng [32] proved the well-posedness using contraction mapping theorem for the case
where F (s, y, z) is Lipschitz in (y, z), BSDE has been studied extensively and used in many differ-
ent contexts in financial mathematics and stochastic analysis. On the other hand, when d = 1,
using the comparison principle and monotone stability argument, Kobylanski [22] showed the
well-posedness of (1.1) when Ξ is bounded and F (s, y, z) has quadratic growth in z. For these two
cases, multidimensional Lipschitz BSDE and one-dimensional quadratic BSDE, mathematicians
generalized the well-posedness by weakening various assumptions. In particular, one-dimensional
superquadratic BSDE has been studied as well: see [11, 6]. In contrast, when d > 1 and F (s, y, z)
has quadratic growth in z, the problem is known to be notoriously hard as neither contraction
mapping theorem nor comparison principle works: see [19]. Understanding multidimensional
quadratic BSDE is essential in various topics such as the stochastic differential game, endoge-
neous Radner equilibrium, and Γ-martingale on a manifold. As a result, Peng [34] announced it
as a major open problem in the theory of BSDE.
Even though a multidimensional quadratic BSDE does not always admit a solution as seen
in [16], the global existence of solutions for non-Markovian quadratic BSDEs are obtained under
strong assumptions: for example, the well-poseness is obtained under the “smallness” of coeffi-
cients 2 (e.g. [36, 23, 30, 21]) or F is “diagonally” quadratic in z (e.g. [20])3. Cheridito and Nam [8]
also provided an existence result using Krasnoselskii fixed point theorem when F is a functional
of (Y, Z) and quadratic nonlinearity of F stems from the law of Z.
On the contrary, the well-posedness results of Markovian BSDE with regular coefficients were
established under quite general assumptions. For example, Xing and Zˇitkovic´ recently proved
the well-posedness under Lyapunov assumption on F in [37]. The result was remarkable since it
includes the well-posedness results for most of multidimensional quadratic Markovian BSDEs in
the literature.
It is natural to ask whether [37] can be extended to the non-Markovian framework. However,
this is not obvious at all. The reason is that, at the fundamental level, the generalized Feynman-
Kac theorem established by Pardoux and Peng [33] says a Markovian BSDE is essentially a partial
differential equation (PDE), and the domain of the PDE solution is of finite dimension. Since the
domain of solution function is of finite dimension, using the compact embedding of Sobolev space or
Ho¨lder space, one can use fixed point theorem based on compactness (e.g. Arzela-Ascoli theorem)
to obtain an existence result for the corresponding PDE. The technique in [37] is parallel to those
of the corresponding PDE. With appropriate analysis, the well-posedness result on the PDE can
be translated into that of the corresponding BSDE: see Table 1.
When a BSDE is non-Markovian, it corresponds to a path-dependent PDE (PPDE) as seen in
[35]. The domain of solution for PPDE is not locally compact because it is a space of paths defined
on time interval [0, T ]. Therefore, one cannot use those results from the PDE theory (compactness
embedding argument). The natural idea is to partition the time interval [0, T ] and approximate
the original BSDE by Markovian BSDEs. In order for the Markovian approximations to converge
to a solution, one needs a certain type of stability. This direction of research was done in [4] for one
2Here, the smallness of coefficients means smallness of Ξ, F , their variance, or their Malliavin derivatives.
3There exists C such that F i(s, y, z) = f(s, y, z) + h(s, y, zi) where f is bounded Lipschitz and h is quadratic in zi.
2
dimensional case (d = 1). Recently, using a similar technique, various well-posedness results have
been established by Harter and Richou [17] when the BMO-norm for the solutions of localized
BSDEs are uniformly bounded and small enough.
The main contributions of this article are the following:
• We provide novel global existence and uniqueness of bounded solutions for non-Markovian
multidimensional BSDEs where the drivers F (s, y, z) have superquadratic growth in z and
coefficients are Lipschitz with respect to W without assuming “smallness” or “diagonality”
of coefficients: see Theorem 4.5, Theorem 4.64, and Theorem 4.8. In Section 5, we provide
some sufficient conditions for the BSDE coefficients to be Lipschitz with respect to W when
the randomness of the coefficients is generated by a SDE or a reflected SDE. The results
extend [7] to the non-Markovian framework. In the context of the PDE theory, using the
Feynman-Kac type results on (1.1), our results corresponds to purely probabilistic proof for
the well-posedness of PPDE
Dtu(t, ω) + 1
2
∇ωωu(t, ω) + f(t, ω, u,∇ωu) +∇ug(t, ω, u,∇ωu) = 0
u(T, ω) = ξ(ω)
whereDt is horizontal derivative and∇ω and∇ωω is the first- and second-order vertial deriva-
tive in functional Itoˆ calculus. It is a path-dependent superquadratic generalizations of La-
dyzenskya and Uraltseva’s work (Theorem 7.7.1, [25]).
• We propose probabilistic methods to solve BSDE using (path-dependent) FBSDE and to solve
(path-dependent) FBSDE using BSDE using Girsanov transform: see Proposition 4.1 and
Section 6. Since Girsanov transform usually yields only weak solution, we studied sufficient
conditions that the transform gives strong solution. In particular, we are able to provide
simple results on the well-posedness of FBSDEs with measurable coefficients and FBSDEs
with superquadratic coefficients: see Theorem 6.2, Corollary 6.4 and Corollary 6.6. Such
FBSDEs have been studied in various literature: see [27, 24, 26].
• We developed a novel technique to construct a solution of BSDE based on the interplay be-
tween local well-posedness of a FBSDE with Lipschitz coefficients and backward extension
of the solution of the corresponding quadratic BSDE: see Theorem 4.4.
The structure of the article is as follows. In Section 2, we introduce notations and definitions
used throughout the article. The local existence and uniqueness of solution for path-dependent
FBSDE and useful estimates on the solution are studied in Section 3. In Section 4, we establish
the global existence and uniqueness of bounded solution for BSDE when f(s, ω, y, z) and g(s, ω, y, z)
are Lipschitz in (y, z) (Theorem 4.4). Then the result is extended to the cases where F (s, y, z)
is locally Lipschitz in z (Theorem 4.5), the coefficients ξ(ω), f(s, ω, y, z), g(s, ω, y, z) are no longer
Lipschitz in ω (Theorem 4.6), or F has diagonally quadratic term in z (Theorem 4.8). Section 5
is devoted to find sufficient conditions for coefficients of BSDE to be Lipschitz with respect to W
when the randomness is generated by solutions of SDEs and SDEs with reflection. In Section
6, we discuss about solving FBSDE using the BSDE result we obtained in Section 4. In the last
section, Section 7, we briefly discuss the relationship between the well-posedness of BSDE we
studied in the article and the well-posedness of a system of path-dependent quasilinear PDEs. In
the Appendix, we review preliminary results on BSDE such as the L2-stability, when F (s, y, z) is
Lipschitz in (y, z).
2 Notations and Definitions
Let us introduce notations used in this article. Let (Ω,F ,P) be a filtered probability space with an
n-dimensional P-Brownian motionW . We will consider Ω as the collection of continuous functions
4This theorem studies the case where the coefficients may be irregular
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from [0, T ] to Rn and, for ω ∈ Ω, we will use the canonical representationWt(ω) = ωt. The filtration
F
W = (FWt )t≥0 is the filtration generated by W and augmented. More generally, we will denote
F
X = (FXt )t≥0 for the filtration generated by a stochastic process X and augmented. If not stated
otherwise, whenever the (in)equality of random variables is used, it is understood in the almost
sure sense, and often writing “ almost surely” is omitted. We will denote ith row of a matrix x by
xi and the transpose of x as x⊺. For a matrix x, we define Frobenius norm |x| :=
√
Tr(xx⊺). Any
d-dimensional vector will be considered as d by 1 matrix. On the space C([0, T ];Rn), we endow
the sup norm, that is, ‖ω‖sup := sup0≤t≤T |ωt|. For notational convenience, we denote EtX :=
E
[
X | FWt
]
for a random variable X .
2.1 Path operations
For a stochastic process (Xt)t≥0 and 0 ≤ a ≤ b, we denote X[a,b] be the path of (X(t∧b)∨a)t≥0. For
two continuous path (ωt)t≥0 and (ω
′
t)t≥0 with ωu = ω
′
u, we denote
(ω[0,u] ⊗ ω′[u,v])t = ωt1t≤u + ω′t1u<t≤v + ω′v1t>v.
2.2 Spaces of stochastic processes
Let X be a space of vectors or matrices. Typically, X will be Rd,Rd×n, or Rn. Then we define the
following spaces.
• C([0, T ];Rn): The collection of continuous functions from [0, T ] to Rn. We endow the sup norm
‖ω‖sup := supt∈[0,T ] |ωt|.
• D([0, T ];Rn): The collection of ca`dla`g functions from [0, T ] to Rn. We endow the sup norm
‖ω‖sup := supt∈[0,T ] |ωt|.
• Lp(X ): The collection of X -valued random variables X with
‖X‖p := (E|X |p)1/p if p <∞
‖X‖∞ := ess sup
ω∈Ω
|X(ω)|
• Sp[a,b](X ): The collection of X -valued continuous adapted processes X with
‖X‖
S
p
[a,b]
:=
∥∥∥∥∥ sups∈[a,b] |Xs|
∥∥∥∥∥
p
<∞
We denote Sp(X ) := Sp[0,T ](X ).
• Hp[a,b](X ): The collection of X -valued predictable processes X with
‖X‖
H
p
[a,b]
:=
∥∥∥∥∥∥
(∫ b
a
|Xs|2ds
)1/2∥∥∥∥∥∥
p
<∞
‖X‖
HBMO
[a,b]
:= sup
τ∈T
(
Eτ
∫ T
τ
|Xs|2ds
)1/2
<∞
where T is the collection of stopping times with values in [a, b]. We denoteHp(X ) := Hp[0,T ](X )
and HBMO(X ) := HBMO[0,T ] (X ).
When X is obvious from the context, we will omit it and denote Lp, Sp[a,b],Hp[a,b] and so on.
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2.3 Backward Stochastic Differential Equation
Let Ξ be FWT -measurable Rd-valued random variable and F : Ω× [0, T ]×Rd×Rd×n → Rd is jointly
measurable function such that F (·, y, z) is progressively measurable for any (y, z) ∈ Rd × Rd×n.
The BSDE(Ξ, F ) is an equation
Yt = Ξ +
∫ T
t
F (s, Ys, Zs)ds−
∫ T
t
ZsdWs
and its solution is a pair of adapted processes (Y, Z). We call Ξ a terminal condition and F a driver
of the BSDE.
3 FBSDE on small time interval
In this section, we will prove the existence of local solution for fully-coupled path-dependent for-
ward backward stochastic differential equation (FBSDE) with Lipschitz generator. In particular,
we will show the existence of decoupling field k : [0, T ]× C([0, T ];Rm) → Rd which is measurable
with respect to Borel σ-algebra induced by norm ‖(t, x)‖ := |t| + ‖x‖sup. As a result, we will show
the solution of FBSDE is adapted to the filtration generated by forward process.
We will make the following assumptions. Let Cg, C,M and K be positive constants.
(H1) ξ : C([0, T ];Rm)→ Rd satisfies
|ξ(x)|2 ≤ C
|ξ(x) − ξ(x′)|2 ≤ K ‖x− x′‖2sup
for all x, x′ ∈ C([0, T ];Rm).
(H2) σ : [0, T ]× C([0, T ];Rm)→ Rm×n satisfies
– For any (t, x, v) ∈ [0, T ]× C([0, T ];Rm)× Rn,
1
M
≤ v⊺(σσ⊺)(t, x)v ≤M
– supt∈[0,T ] |σ(t, x)− σ(t, x′)| ≤ C
∥∥∥x[0,t] − x′[0,t]∥∥∥
sup
(H3) f : [0, T ]× C([0, T ];Rm)× Rd × Rd×n → Rd satisfies
– f(·, ·, 0, 0) is progressively measurable and ∣∣f(s, x[0,s], 0, 0)∣∣2 ≤ C for all (s, x) ∈ [0, T ] ×
C([0, T ];Rm).
– For all s ∈ [0, T ] and (x, y, z), (x′, y′, z′) ∈ C([0, T ];Rm)× Rd × Rd×n,
|f(s, x, y, z)− f(s, x′, y′, z′)|2 ≤ C
(
sup
r∈[0,s]
|xr − x′r|2 + |y − y′|2 + |z − z′|2
)
(H4) g : [0, T ]× C([0, T ];Rm)× Rd × Rd×n → Rm satisfies
– g(·, ·, 0, 0) is progressively measurable and
∣∣g(s, x[0,s], 0, 0)∣∣2 ≤ C for all (s, x) ∈ [0, T ] ×
C([0, T ];Rn).
– For all s ∈ [0, T ] and (x, y, z), (x′, y′, z′) ∈ C([0, T ];Rn)× Rd × Rd×n,
|g(s, x, y, z)− g(s, x, y′, z′)|2 ≤ Cg
(
sup
r∈[0,s]
|xr − x′r |2 + |y − y′|2 + |z − z′|2
)
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The following proposition provides the local existence and uniqueness of solution for path-dependent
FBSDE, which is similar to [18].
Proposition 3.1. Assume (H1)–(H3). Let ε > 0 be small enough so that
Cg
(
6e2(C+1)ε (K + Cε) + 1
)
(ε+ 1) ε < 1
For any u ∈ [T − ε, T ] and x ∈ C([0, T ];Rm), the following FBSDE
dX
u,x[0,u]
t = g(t, x[0,u] ⊗X
u,x[0,u]
[u,t] , Y
u,x[0,u]
t , Z
u,x[0,u]
t )dt+ σ(t, x[0,u] ⊗X
u,x[0,u]
[u,t] )dWt
dY
u,x[0,u]
t = −f(t, x[0,u] ⊗X
u,x[0,u]
[u,t] , Y
u,x[0,u]
t , Z
u,x[0,u]
t )dt+ Z
u,x[0,u]
t dWt
X
u,x[0,u]
u = xu
Y
u,x[0,u]
T = ξ(x[0,u] ⊗X
u,x[0,u]
[u,T ] )
(3.2)
has a unique solution
(Xu,x[0,u] , Y u,x[0,u] , Zu,x[0,u]) ∈ S2[u,T ] × S2[u,T ] ×H2[u,T ].
Moreover,
(Y u,x[0,u] , Zu,x[0,u]) ∈ S∞ ×HBMO.
Proof. Let us fix u ∈ [T − ε, T ] and x ∈ C([0, T ];Rn). On space B := S2[u,T ] × S2[u,T ] ×H2[u,T ], define a
map φ : (P,Q,R)→ (X,Y, Z) such that (X,Y, Z) is the solution of
dXt = g(t, x[0,u] ⊗ P[u,t], Qt, Rt)dt+ σ(t, x[0,u] ⊗ P[u,t])dWt
dYt = −f(t, x[0,u] ⊗X[u,t], Yt, Zt) + ZtdWt
Xu = xu
YT = ξ(x[0,u] ⊗X[u,T ]).
It is straight forward to check (X,Y, Z) ∈ B. As a result, if we can show that φ is a contraction map,
we can conclude the existence and uniqueness of solution from contraction mapping theorem.
Let φ(P,Q,R) = (X,Y, Z) and φ(P ′, Q′, R′) = (X ′, Y ′, Z ′). Then, for t ≥ u,
E sup
t∈[u,T ]
|Xt −X ′t|2 ≤ E sup
t∈[u,T ]
∣∣∣∣
∫ t
u
g(s, x[0,u] ⊗ P[u,s], Qs, Rs)− g(s, x[0,u] ⊗ P ′[u,s], Q′s, R′s)ds
∣∣∣∣
2
≤ (T − u)E
∫ T
u
∣∣∣g(s, x[0,u] ⊗ P[u,s], Qs, Rs)− g(s, x[0,u] ⊗ P ′[u,s], Q′s, R′s)∣∣∣2 ds
≤ CgεE
∫ T
u
(
sup
r∈[u,s]
|Pr − P ′r|2 + |Qs −Q′s|2 + |Rs −R′s|2
)
ds
≤ Cgε
(
ε ‖P − P ′‖2
S2
[u,T ]
+ ε ‖Q−Q′‖2
S2
[u,T ]
+ ‖R−R′‖2
H2
[u,T ]
)
≤ Cg(ε+ 1)ε
(
‖P − P ′‖2
S2
[u,T ]
+ ‖Q−Q′‖2
S2
[u,T ]
+ ‖R−R′‖2
H2
[u,T ]
)
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On the other hand, from Proposition .4, we have
‖Y − Y ′‖2
S2
[u,T ]
+ ‖Z − Z ′‖2
H2
[u,T ]
≤ 6e2(C+1)(T−u)
(
E
∣∣∣ξ (x[0,u] ⊗X[u,T ])− ξ (x[0,u] ⊗X ′[u,T ])∣∣∣2
+E
∫ T
u
∣∣∣f(s, x[0,u] ⊗X[u,s], Y ′s , Z ′s)− f(s, x[0,u] ⊗X ′[u,s], Y ′s , Z ′s)∣∣∣2 ds
)
≤ 6e2(C+1)(T−u)
(
KE sup
s∈[u,T ]
|Xs −X ′s|2 + CE
∫ T
u
sup
r∈[u,s]
|Xr −X ′r|2 ds
)
≤ 6e2(C+1)ε (K + Cε) ‖X −X ′‖2
S2
[u,T ]
Therefore,
‖X −X ′‖2
S2
[u,T ]
+ ‖Y − Y ′‖2
S2
[u,T ]
+ ‖Z − Z ′‖2
H2
[u,T ]
≤ C˜
(
‖P − P ′‖2
S2
[u,T ]
+ ‖Q−Q′‖2
S2
[u,T ]
+ ‖R −R′‖2
H2
[u,T ]
)
where C˜ = Cg
(
6e2(C+1)ε (K + Cε) + 1
)
(ε+ 1) ε < 1. Therefore, φ is a contraction.
In order to conserve the filtration under Girsanov transform in the next section, we need (Y, Z)
to be adapted to the filtration generated by the forward process. If this is the case, there must
be measurable functions k and r such that Y
u,x[0,u]
t = k(t,X
u,x[0,u]
[0,t] ) and Z
u,x[0,u]
t = r(t,X
u,x[0,u]
[0,t] ).
The next proposition claims k(u, x) := Y
u,x[0,u]
u satisfies the property and proves it is a continuous
function. Moreover, it states that k(u, x) is Lipschitz with respect to x which will play important
role in estimating the bound of Z.
Proposition 3.2. Assume (H1)–(H3). Let ε > 0 be small enough so that
max(8e2(C+1)ε+4Cgε
2
(K + Cε)Cgε, Cg
(
6e2(C+1)ε (K + Cε) + 1
)
(ε+ 1) ε) < 1.
Then, for u ∈ [T − ε, T ], (3.2) has a unique solution (Y u,x[0,u] , Zu,x[0,u]) and
k : [0, T ]× C([0, T ];Rn)→ Rd
(u, x) 7→ Y u,x[0,u]u
is continuous with respect to the norm ‖(t, ω)‖ := |t|+ ‖ω‖sup. In addition, we have
Y
u,x[0,u]
t = k(t,X
u,x[0,u]
[0,t] )
and
|k(u, x)− k(u, x′)|2 ≤ ρFB(T − u) sup
s∈[0,u]
|xs − x′s|2
for ρFB(x) := (K + Cx) exp(2(C + 1)x+ 4Cgx
2).
Proof. First of all, note that the solution of (3.2) exists uniquely. Therefore, we have
Y
u,x[0,u]
t = Y
t,x[0,u]⊗X
u,x[0,u]
[u,t]
t = k(t, x[0,u] ⊗Xu,x[0,u][u,t] ) = k(t,X
u,x[0,u]
[0,t] ).
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Now, let us show k is continuous. Let T − ε ≤ u ≤ u′ ≤ T and x, x′ ∈ C([0, T ];Rn). Note that
|k(u, x)− k(u′, x′)| =
∥∥∥∥Y u,x[0,u]u − Y u′,x′[0,u′]u′
∥∥∥∥
2
≤
∥∥Y u,x[0,u]u − Y u,x[0,u]u′ ∥∥2 +
∥∥∥∥Y u,x[0,u]u′ − Y u′,x′[0,u′]u′
∥∥∥∥
2
.
Since Y u,x[0,u] is a continuous process, we only need to estimate
∥∥∥∥Y u,x[0,u]u′ − Y u′,x′[0,u′]u′
∥∥∥∥
2
with respect
to |u− u′|+ ‖x− x′‖sup. For simplicity, let us denote
(X,Y, Z) =
(
x[0,u] ⊗Xu,x[0,u][u,T ] , Y u,x[0,u] , Zu,x[0,u]
)
(X ′, Y ′, Z ′) =
(
x′[0,u′] ⊗X
u′,x′
[0,u′]
[u,T ] , Y
u′,x′
[0,u′] , Zu
′,x′
[0,u′]
)
.
Then, for t ≥ u′,
‖X −X ′‖2
S2
[0,t]
= E sup
s∈[0,t]
∣∣∣∣xs∧u +
(∫ s
u
g(r,X[0,r], Yr, Zr)ds+Ws −Wu
)
1s≥u − x′s∧u′
−
(∫ s
u′
g(r,X ′[0,r], Y
′
r , Z
′
r)ds+Ws −Wu′
)
1s≥u′
∣∣∣∣
2
≤ Emax (A1, A2, A3)
where
A1 := sup
s∈[0,u]
|xs − x′s|2
A2 := sup
s∈(u,u′]
∣∣∣∣xu +
∫ s
u
g(r,X[0,r], Yr, Zr)dr +Ws −Wu − x′s
∣∣∣∣
2
A3 := sup
s∈(u′,t]
∣∣∣∣∣xu +
∫ u′
u
g(r,X[0,r], Yr, Zr)dr − x′u′
+
∫ s
u′
(
g(r,X[0,r], Yr, Zr)− g(r,X ′[0,r], Y ′r , Z ′r)
)
dr +Wu′ −Wu
∣∣∣∣
2
Since
A2 ≤ 3 sup
s∈(u,u′]
|xu − x′s|2 + 3 sup
s∈(u,u′]
∣∣∣∣
∫ s
u
g(r,X[0,r], Yr, Zr)dr
∣∣∣∣
2
+ 3 sup
s∈(u,u′]
|Ws −Wu|2
A3 ≤ 4 |xu − x′u′ |2 + 4
∣∣∣∣∣
∫ u′
u
g(r,X[0,r], Yr, Zr)dr
∣∣∣∣∣
2
+ 4 sup
s∈(u′,t]
∣∣∣∣
∫ s
u′
(
g(r,X[0,r], Yr, Zr)− g(r,X ′[0,r], Y ′r , Z ′r)
)
dr
∣∣∣∣
2
+ 4 |Wu′ −Wu|2 ,
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we have
‖X −X ′‖2
S2
[0,t]
≤ sup
s∈[0,u]
|xs − x′s|2 + 4 sup
s∈(u,u′]
|x′u − x′s|2 + 4E sup
s∈(u,u′]
∣∣∣∣
∫ s
u
g(r,X[0,r], Yr, Zr)dr
∣∣∣∣
2
+ 4E sup
s∈(u,u′]
|Ws −Wu|2 + 4E sup
s∈(u′,t]
∣∣∣∣
∫ s
u′
(
g(r,X[0,r], Yr, Zr)− g(r,X ′[0,r], Y ′r , Z ′r)
)
dr
∣∣∣∣
2
Note that
E sup
s∈(u,u′]
∣∣∣∣
∫ s
u
g(r,X[0,r], Yr, Zr)dr
∣∣∣∣
2
≤ 2(u′ − u)
(
C + Cg ‖Y ‖2H2
[u,u′]
+ Cg ‖Z‖2H2
[u,u′]
)
and
E sup
s∈(u′,t]
∣∣∣∣
∫ s
u′
(
g(r,X[0,r], Yr, Zr)− g(r,X ′[0,r], Y ′r , Z ′r)
)
dr
∣∣∣∣
2
≤ (t− u′)E
∫ t
u′
∣∣∣g(r,X[0,r], Yr, Zr)− g(r,X ′[0,r], Y ′r , Z ′r)∣∣∣2 dr
≤ Cg(t− u′)
(∫ t
u′
‖X −X ′‖2
S2
[0,r]
dr + ‖Y − Y ′‖2
H2
[u′,t]
+ ‖Z − Z ′‖2
H2
[u′,t]
)
.
Therefore, since E sups∈(u,u′] |Ws −Wu|2 ≤ 4(u′ − u) by Doob’s martingale inequality, we have
‖X −X ′‖2
S2
[0,t]
≤ sup
s∈[0,u]
|xs − x′s|2 + 4 sup
s∈(u,u′]
|x′u − x′s|2 + 4(u′ − u)
+ 8C(u′ − u)
(
C + Cg ‖Y ‖2H2
[u,u′]
+ Cg ‖Z‖2H2
[u,u′]
)
+ 4Cg(t− u′)
(∫ t
u′
‖X −X ′‖2
S2
[0,r]
dr + ‖Y − Y ′‖2
H2
[u′,t]
+ ‖Z − Z ′‖2
H2
[u′,t]
)
.
Let
A(u, u′, x, x′) := sup
s∈[0,u]
|xs − x′s|2 + 4 sup
s∈(u,u′]
|x′u − x′s|2 + 4(u′ − u)
+ 8C(u′ − u)
(
C + Cg ‖Y ‖2H2
[u,u′]
+ Cg ‖Z‖2H2
[u,u′]
)
Then,
‖X −X ′‖2
S2
[0,t]
≤ A(u, u′, x, x′) + 4Cg(T − u′)
(
‖Y − Y ′‖2
H2
[u′,T ]
+ ‖Z − Z ′‖2
H2
[u′,T ]
)
+ 4Cg(T − u′)
∫ t
u′
‖X −X ′‖2
S2
[0,s]
ds
and from Gronwall’s inequality, for all t ∈ [u′, T ],
‖X −X ′‖2
S2
[0,t]
≤
(
A(u, u′, x, x′) + 4Cg(T − u′)
(
‖Y − Y ′‖2
H2
[u′,T ]
+ ‖Z − Z ′‖2
H2
[u′,T ]
))
e4Cg(T−u
′)2
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Moreover, we can easily see that ‖X −X ′‖2
S2
[0,t]
≤ A(u, u′, x, x′) if t ≤ u′. On the other hand, by
Proposition .4, we have
2 ‖Yu′ − Y ′u′‖22 + ‖Y − Y ′‖
2
H2
[u′,T ]
+ ‖Z − Z ′‖2
H2
[u′,T ]
≤ 2eb(T−u′)E
[∣∣∣ξ(x[0,u] ⊗X[u,T ])− ξ(x′[0,u′] ⊗X ′[u′,T ])∣∣∣2
+
∫ T
u′
∣∣∣f(s, x[0,u] ⊗X[u,s], Y ′s , Z ′s)− f(s, x′[0,u] ⊗X ′[u,s], Y ′s , Z ′s)∣∣∣2 ds
]
≤ 2eb(T−u′)
(
K ‖X −X ′‖2
S2
[0,T ]
+ C
∫ T
u′
‖X −X ′‖2
S2
[0,s]
ds
)
≤ 2eb(T−u′)(K + C(T − u′)) ‖X −X ′‖2
S2
[0,T ]
≤ 2eb(T−u′)+4Cg(T−u′)2(K + C(T − u′))
[
A(u, u′, x, x′)
+ 4Cg(T − u′)
(
‖Y − Y ′‖2
H
2
[u′,T ]
+ ‖Z − Z ′‖2
H
2
[u′,T ]
)]
where b = 2(C+1). Since 8ebε+4Cgε
2
(K+Cε)Cgε < 1 and T−u′ < ε, by substracting ‖Y − Y ′‖2H2
[u′,T ]
+
‖Z − Z ′‖2
H2
[u′,T ]
from both side of above inequality, we have
‖Yu′ − Y ′u′‖22 ≤ eb(T−u
′)+4Cg(T−u
′)2(K + C(T − u′))A(u, u′, x, x′).
Since A(u, u′, x, x′) → 0 as |u − u′| + ‖x− x′‖sup → 0, we know k(u, x) is continuous. In particular,
since A(u, u, x, x′) = sups∈[0,u] |xs − x′s|2, the second claim is proved.
The next proposition shows the adaptedness of Zu,x[0,u] with respect to the filtration generated
by the forward process Xu,x[0,u] . The argument is analogous to Corollary 2.4 of [7].
Proposition 3.3. Assume the conditions and notations in Proposition 3.1 and Proposition 3.2.
Then, for u ∈ [T−ε, T ], the process Y u,x[0,u] is FXu,x[0,u] -adapted and Zu,x[0,u] is FXu,x[0,u] -predictable.
Proof. From Proposition 3.2, we have Y
u,x[0,u]
t = k(t,X
u,x
[0,t]). Therefore, Y
u,x[0,u] is FX
u,x[0,u]
-adapted.
On the other hand, since we know (Xu,x[0,u] , Y u,x[0,u] , Zu,x[0,u]) ∈ S2 × S∞ ×HBMO from Proposi-
tion 3.1, there exists a constant C˜ such that, for any stopping time τ bounded by T ,
Eτ
∫ T
τ
|g(s,Xu,x[0,u] , Y u,x[0,u] , Zu,x[0,u])|2 ds
≤ 2CT + 2CEτ
∫ T
τ
|Y u,x[0,u]s |2 + |Zu,x[0,u]s |2ds
≤ 2CT + 2CT ‖Y u,x[0,u]‖2
S∞
+ 2C ‖Zu,x[0,u]‖2
HBMO
≤ C˜.
Therefore,
∫
g(s,Xu,x[0,u] , Y u,x[0,u] , Zu,x[0,u])⊺dWs is a BMOmartingale. Then, the Girsanov theorem
tells us that Xu,x[0,u] a Brownian motion under P˜ where
dP˜
dP
= exp
(
−
∫ T
0
g(s,Xu,x[0,u] , Ys, Zs)
⊺dWs − 1
2
∫ T
0
|g(s,Xu,x[0,u] , Ys, Zs)|2ds
)
Note that Y u,x[0,u] is a continuous FW -semimartingale. By Stricker’s theorem, it is also a contin-
uous semimartingale with respect to the filtration FX
u,x[0,u] ⊂ FW . In particular, it has a unique
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canonical (FX
u,x[0,u]
, P˜)-semimartingale decomposition Y
u,x[0,u]
t = Y
u,x[0,u]
u +Mt +At, whereM is a
continuous (FX
u,x[0,u]
, P˜)-local martingale and A a finite variation process with M0 = A0 = 0. By
the martingale representation theorem, Mt can be written as Mt =
∫ t
0 HsdX
u,x[0,u]
s for a unique
F
X
u,x[0,u]
-predictable process H . But since Xu,x[0,u] is an FW -Brownian motion under P˜, Y
u,x[0,u]
t =
Y
u,x[0,u]
u +Mt +At is also a canonical (F
W , P˜)-semimartingale decomposition of Y u,x[0,u] . It follows
that Zu,x[0,u] = H , and therefore, Zu,x[0,u] is FX
u,x[0,u]
-predictable.
4 Global Well-posedness of Quadratic and Superquadratic
BSDE
By generalizing Theorem 2.1 in [7] to non-Markovian setting, we can change the measure on the
FBSDE to transform it to a quadratic BSDE. This proves the local existence and uniqueness of
solution for quadratic BSDE. Note that the local existence and uniqueness is not surprising as the
terminal condition and the driver is regular with respect to the perturbation of Brownian motion:
see [29, 24] for multidimensional BSDE with terminal condition which has bounded Malliavin
derivative. On the other hand, representation of Yt = k(t,W[0,t]) where k(t, ω) is Lipschitz in ω
is unexpected as it cannot be derived from analyzing (Malliavin) differentiated BSDE. This is
possible because Girsanov transform removes superlinearity of BSDE driver and the coefficients
of resulting FBSDE are Lipschitz.
Proposition 4.1. Assume (H1)–(H3). Let u ∈ [T − ε, T ] for ε > 0 small enough so that
max
(
8e2(C+1)ε+4Cgε
2
(K + Cε)Cgε, Cg
(
6e2(C+1)ε (K + Cε) + 1
)
(ε+ 1) ε
)
< 1.
Then, for each x ∈ C([0, T ];Rn), the BSDE
Y xT = ξ(x[0,u] ⊗W[u,T ])
dY xs = −
(
f(s, x[0,u] ⊗W[u,s], Y xs , Zxs ) + Zxs g(s, x[0,u] ⊗W[u,s], Y xs , Zxs )
)
ds+ Zxs dWs
(4.3)
has a unique solution (Y x, Zx) ∈ S2[u,T ] × H2[u,T ] such that Y and Z are bounded almost surely.
Moreover, there is a continuous and bounded function k : [0, T ]× C([0, T ];Rn)→ Rd such that
Y xt = k(t, x[0,u] ⊗W[u,t]).
In particular,
|Y xu − Y x
′
u |2 =
∣∣∣k(u, x[0,u])− k(u, x′[0,u])∣∣∣2 ≤ ρFB(T − u) sup
s∈[0,u]
|xs − x′s|2
|Zxs |2 ≤ ρFB(T − s)
where ρFB(x) := (K + Cx) exp(2(C + 1)x+ 4Cgx
2).
Remark 4.2. Let us clarify the existence and uniqueness statement in order to avoid confusion.
The existence of solution is proved in the space of S2[u,T ](R
d) × H2[u,T ](Rd×n). The uniqueness is
established in the space S2[u,T ] × Z where Z is the collection of Rd×n-valued predictable processes Z
with
ess sup
(t,ω)∈[u,T ]×Ω
|Zxt (ω)| <∞.
For such unique solution Y x and Zx, we have
sup
t∈[u,T ]
ess sup
ω∈Ω
|Y xt (ω)|+ ess sup
(t,ω)∈[u,T ]×Ω
|Zxt (ω)| <∞.
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Remark 4.3. The uniqueness of solution for FBSDE (3.2) in S2[u,T ] × S2[u,T ] × H2[u,T ] does not imply
the uniqueness of solution for BSDE (4.3) in S2[u,T ] × H2[u,T ], as we construct the solution of BSDE
from the FBSDE solution.
Proof. Let (P,Q,R) be the solution of FBSDE (3.2) which is uniquely determined by Proposition
3.1 and Q ∈ S∞ and R ∈ HBMO First of all, since
∥∥g(s, x[0,u] ⊗ P[u,s], Qs, Rs)∥∥2HBMO = sup
τ∈T
Eτ
∫ T
τ
∣∣g(s, x[0,u] ⊗ P[u,s], Qs, Rs)∣∣2 ds
≤ 2C + 2Cg sup
τ∈T
Eτ
∫ T
τ
(|Qs|2 + |Rs|2) ds
≤ 2C + 2Cg + T ‖Q‖2S∞ + ‖R‖2HBMO
<∞
Therefore,
∫ ·
0
g(s, x[0,u] ⊗ P[u,s], Qs, Rs)⊺dWs is a BMO martingale and therefore, P is a Brownian
motion under P˜ where
dP˜
dP
= E
(
−
∫ ·
0
g(s, x[0,u] ⊗ P[u,s], Qs, Rs)⊺dWs
)
T
.
Here, E is Dole´ans-Dade’s stochastic exponential. If we apply Girsanov transform to (3.2), we get
QT = ξ(x[0,u] ⊗ P[u,T ])
dQs = −
(
f(s, x[0,u] ⊗ P[u,s], Qs, Rs) +Rsg(t, x[0,u] ⊗ P[u,s], Qs, Rs)
)
ds+RsdPs.
(4.4)
From Proposition 3.2 and 3.3, there exist continuous function k : [0, T ] × C([0, T ];Rn) → Rd and
predictable function r : [0, T ]× C([0, T ];Rn)→ Rd×n such that
Qs = k(s, x[0,u] ⊗ P[u,s]) and Rs = r(s, x[0,u] ⊗ P[u,s])
and k(s, ω) is Lipschitz in ω. Since BSDE (4.4) holds pathwise,
Y xs = k(s, x[0,u] ⊗W[u,s]) and Zxs = r(s, x[0,u] ⊗W[u,s])
is a solution of BSDE (4.3). In particular, by Proposition 3.2 and Theorem 7.7.1 of [1], we have
|Zxs | = |∇WY xt | = |∇W k(s, x[0,u] ⊗W[u,s])| ≤
√
ρFB(T − s)
where ∇W is the vertical derivative in functional Itoˆ calculus. Therefore, Zx is bounded. This
proves the existence of bounded solution (Y x, Zx). On the other hand, assume (Y, Z) and (Y ′, Z ′)
are both bounded solutions of (4.3). Then, let M be the uniform bound for both Z and Z ′ and let
LM be a localizer
LM (z) :=
Mz
max(M, |z|)
Then, (Y, Z) and (Y ′, Z ′) are both solution of BSDE with terminal condition ξ(x[0,u] ⊗W[u,T ]) and
the driver F where
F (s, y, z) := f(s, x[0,u] ⊗W[u,s], y, LM(z)) + LM (z)g(t, x[0,u] ⊗W[u,s], y, LM(z)).
Since F (s, y, z) is Lipschitz in (y, z), by Proposition .4, the solution is unique and therefore, (Y, Z) =
(Y ′, Z ′).
The extension of the local solution to global solution can be achieved by partitioning [0, T ], and
repeating the FBSDE-measure-change technique.
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Theorem 4.4. Assume (H1)–(H3). Then, the BSDE
Yt = ξ(W[0,T ]) +
∫ T
t
(
f(s,W[0,s], Ys, Zs) + Zsg(s,W[0,s], Ys, Zs)
)
ds−
∫ T
t
ZsdWs (4.5)
has a unique solution (Y, Z) such that Y and Z are bounded in the sense of Remark 4.2 for u = 0.
In particular, there is a continuous and bounded function k : [0, T ]× C([0, T ];Rn) → Rd such that
Yt = k(t,W[0,t]) and ∣∣∣k(t, x[0,t])− k(t, x′[0,t])∣∣∣2 ≤ ρ(T − t) sup
s∈[0,t]
|xs − x′s|2 (4.6)
where
ρ(x) =
(
K +
C
2(C + 1)
)
e2(C+1)x − C
2(C + 1)
.
In addition,
|Zt| ≤
√
ρ(T − t), dt⊗ dP-almost everywhere.
Proof. For
R :=
(
K +
C
2(C + 1)
)
exp(4(C + 1)T + 4CgT
2),
let N ≥ 2 be large enough integer so that δ := T/N is small enough to satisfy
max
(
8e2(C+1)δ+4Cgδ
2
(R+ Cδ)Cgδ, Cg
(
6e2(C+1)δ (R+ Cδ) + 1
)
(δ + 1) δ
)
< 1.
Let us define a sequence (KNj )j≥0 by
KNj := (K
N
j−1 + Cδ)e
2(C+1)δ+4Cgδ
2
and KN0 := K.
Then, for all j ≤ N , we know
KNj = e
2(C+1)jδ+4Cgjδ
2
(
K +
Cδe2(C+1)δ+4Cgδ
2
e2(C+1)δ+4Cgδ
2 − 1
)
− Cδe
2(C+1)δ+4Cgδ
2
e2(C+1)δ+4Cgδ
2 − 1
≤ e2(C+1)jδ+4Cgjδ2
(
K +
C
2(C + 1)
e2(C+1)δ+4Cgδ
2
)
.
Here, we used e2(C+1)δ+4Cδ
2 − 1 ≥ 2(C + 1)δ. Moreover, since N2 ≥ N + 1, we have
KNj ≤ e2(C+1)(N+1)δ+4Cg(N+1)δ
2
(
K +
C
2(C + 1)
)
≤ e2(C+1)(2N)δ+4Cg(Nδ)2
(
K +
C
2(C + 1)
)
≤ R.
From Proposition 4.1, we can conclude that the BSDE, conditioned on FWT−δ, has a unique solution
(Y, Z) on [T − δ, T ]. Moreover, there is a continuous function ξT−δ : C([0, T − δ];Rn)→ Rd such that
YT−δ = ξT−δ(W[0,T−δ]) and
|ξT−δ(x)− ξT−δ(x′)|2 ≤ KN1 sup
s∈[0,T−δ]
|xs − x′s|2
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for all x, x′ ∈ C([0, T − δ];Rn). Therefore, we can apply Proposition 4.1 again on [T − 2δ, T −
δ]. The BSDE has a unique solution on [T − 2δ, T − δ] conditioned on FWT−2δ, and get YT−2δ =
ξT−2δ(W[0,T−2δ]) for some ξT−2δ : C([0, T − 2δ];Rn)→ Rd with
|ξT−2δ(x)− ξT−2δ(x′)|2 ≤ KN2 sup
s∈[0,T−2δ]
|xs − x′s|2
for all x, x′ ∈ C([0, T−2δ];Rn). The procedure can be repeated to 0 and thus we proved the existence
and uniqueness of solution. The existence of a continuous and bounded function k is automatically
follows from Proposition 4.1.
On the other hand, since limN→∞ e
4CgN(T/N)
2
= 1 and
lim
N→∞
C(T/N)e2(C+1)(T/N)+4Cg(T/N)
2
e2(C+1)(T/N)+4Cg(T/N)
2 − 1 =
C
2(C + 1)
,
we get
lim
N→∞
KNN = e
2(C+1)T
(
K +
C
2(C + 1)
)
− C
2(C + 1)
.
As a result, we have (4.6) by changing T to any number in [0, T ] and using the same argument.
In order to get the uniform bound of Z, consider the following BSDE:
Yt = ξ(W[0,T ]) +
∫ T
t
(
f(s,W[0,s], Ys, Zs) + L(Zs)g(s,W[0,s], Ys, L(Zs))
)
ds−
∫ T
t
ZsdWs (4.7)
Here, L is a localization operator on Rd×n defined by
L(z) :=
√
Rz
max(
√
R, |z|) .
Then, the BSDE (4.7) has a Lipschitz driver with bounded terminal condition. As in Proposition
4.1, by Theorem 7.7.1 of [1], we have
|Zt| = |∇WYt| = |∇W k(t,W[0,t])| ≤
√
ρ(T − t) ≤
√
R
where ∇W is the vertical derivative in functional Itoˆ calculus. Since |Zt| ≤
√
R, (Y, Z) is the
solution of the original BSDE (4.5).
Note that ρ in the previous theorem does not depend on the Lipschitz coefficient Cg of g. We
can exploit it to obtain the existence and uniqueness of solutions for superquadratic BSDE.
Theorem 4.5. Assume (H1)–(H2). In addition, assume the following condition: There exist positive
constants C and an increasing function l : R+ → R+,
(H3’) g : [0, T ]× C([0, T ];Rn)× Rd × Rd×n → Rn satisfies
– g(·, ·, 0, 0) is progressively measurable and
∣∣g(s, x[0,s], 0, 0)∣∣2 ≤ C for all (s, x) ∈ [0, T ] ×
C([0, T ];Rn).
– For all s ∈ [0, T ] and (ω, y, z), (ω′, y′, z′) ∈ C([0, T ];Rn)× Rd × Rd×n,
|g(s, ω, y, z)− g(s, ω, y′, z′)|2 ≤ l(|z|+ |z′|)
(
sup
r∈[0,s]
|ωr − ω′r|2 + |y − y′|2 + |z − z′|2
)
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Then, the BSDE
Yt = ξ(W[0,T ]) +
∫ T
t
(
f(s,W[0,s], Ys, Zs) + Zsg(s,W[0,s], Ys, Zs)
)
ds−
∫ T
t
ZsdWs (4.8)
has a unique solution (Y, Z) such that Y and Z are bounded in the sense of Remark 4.2 for u = 0.
In particular, there is a continuous and bounded function k : [0, T ]× C([0, T ];Rn) → Rd such that
Yt = k(t,W[0,t]) and ∣∣∣k(t, x[0,t])− k(t, x′[0,t])∣∣∣2 ≤ ρ(T − t) sup
s∈[0,t]
|xs − x′s|2 (4.9)
where
ρ(x) =
(
K +
C
2(C + 1)
)
e2(C+1)x − C
2(C + 1)
.
In addition,
|Zt| ≤
√
ρ(T − t), dt⊗ dP-almost everywhere.
Proof. Let localizer be
L(z) :=
√
ρ(T )z
max(
√
ρ(T ), |z|)
where ρ is defined as in Theorem 4.4. Consider
Yt = ξ(W[0,T ]) +
∫ T
t
(
f(s,W[0,s], Ys, Zs) + L(Zs)g(s,W[0,s], Ys, L(Zs))
)
ds−
∫ T
t
ZsdWs.
The above BSDE satisfies the condition of Theorem 4.4 with Cg := l(2
√
ρ(T )). Therefore, we have
|Zt| ≤
√
ρ(T − t), dt⊗ dP-almost everywhere,
and therefore, (Y, Z) is also the solution for the original unlocalized superquadratic BSDE.
Using results in [36], we can slightly generalize the regularity conditions in (H1)–(H3) with
respect to ω.
Theorem 4.6. Let Cy and Cz be positive constants. Assume that ξ : C([0, T ];R
n) → Rd and F :
[0, T ]× C([0, T ];Rn)× Rd × Rd×n → Rd satisfy the following conditions:
• There are ξ¯, f, g satisfying (H1)–(H3), and for all (ω, y, z) ∈ C([0, T ];Rn)× Rd × Rd×n,
|ξ(ω)− ξ¯(ω)|+
∫ T
0
|F (s, ω, y, z)− f(s, ω, y, z)− zg(s, ω, y, z)|ds < min
(
1
256β
,C2z
)
where β = max
(
C2yT,C
2
z
)
.
• F (t, y, z) is twice continuously differentiable with
|∂yF (t, ω, y, z)| ≤ Cy, |∂zF (t, ω, y, z)| ≤ Cy + Cz|z|
|∂yyF (t, ω, y, z)| ≤ C2y , |∂yzF (t, ω, y, z)| ≤ CyCz , |∂zzF (t, ω, y, z)| ≤ C2z
for all (t, y, z) ∈ [0, T ]× C([0, T ];Rn)× Rd × Rd×n.
Then, BSDE(ξ(W[0,T ]), F (·,W[0,·],·,·)) has a solution in S∞ ×HBMO.
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Remark 4.7. In (H1)–(H3), the coefficients depends on the path ω in Lipschitz sense. Note that
Sb :=
{
ξ(W[0,T ]) : |ξ(ω)− ξ(ω′)| ≤ K ‖ω − ω′‖sup for some K
}
is dense in L2:see Section 1.1.2 of [31]. Therefore, the regularity conditions on ξ and F in Theorem
4.6 is weak. However, we do not have uniqueness in this theorem.
Proof of Theorem 4.6. Let (Y¯ , Z¯) be the solution of BSDE(ξ¯, F¯ ) where
F¯ (s, y, z) := f(s,W[0,s], y, z) + zg(s,W[0,s], y, z).
Then, consider the following BSDEs:
Pt = δξ +
∫ T
t
F (s, Ps + Y¯s, Qs + Z¯s)− F¯ (s, Y¯s, Z¯s)ds−
∫ T
t
QsdWs (4.10)
for δξ := ξ(W[0,T ])−ξ¯(W[0,T ]). Then, (4.10) has a unique solution (P,Q) ∈ S∞×HBMO by Proposition
1 of [36]. Since the bounded pair of processes (Y¯ , Z¯) solves BSDE(ξ(W[0,T ]), F¯ ), (Y, Z) := (P+Y¯ , Q+
Z¯) ∈ S∞ ×HBMO solves BSDE(ξ(W[0,T ]), F (·,W[0,·],·,·)).
Now let us consider the case where the driver has diagonally quadratic term.
Theorem 4.8. Assume (H1)–(H2) and (H3’). Moreover, assume that there exists a positive constant
C¯ such that |f(s, ω, y, z)| ≤ C¯. Let G = (G1, G2, · · · , Gd)⊺ be
Gi(s, y, z) = f i(s,W[0,s], y, z) + z
ig(s,W[0,s], y, z) + a
i|zi|2
for a = (a1, a2, ..., ad)⊺ ∈ Rd with ai 6= 0 for each i = 1, 2, ..., d. Then, the BSDE(ξ(W[0,T ]), G) has a
unique solution (Y, Z) such that Y and Z are bounded in the sense of Remark 4.2 for u = 0.
Proof. We are trying to solve
Y it = ξ
i(W[0,T ]) +
∫ T
t
f i(s,W[0,s], Ys, Zs) + Z
i
sg(s,W[0,s], Ys, Zs) + a
i|Zis|2ds−
∫
ZisdWs.
If we apply Itoˆ formula to e2a
iYt , we get
Y˜ it = ξ˜
i(W[0,T ]) +
∫ T
t
F˜ i(s, Y˜s, Z˜s)ds−
∫ T
t
Z˜isdWs (4.11)
where
ξ˜i := e2a
iξi(W[0,T ])
F˜ i(s, y, z) := 2aiyif i
(
s,W[0,s],
(
log yj
2aj
)
j=1,2,··· ,d
,
(
zj
2ajyj
)
j=1,2,··· ,d
)
+ zig
(
s,W[0,s],
(
log yj
2aj
)
j=1,2,··· ,d
,
(
zj
2ajyj
)
j=1,2,··· ,d
)
.
In order to solve (4.11), for M := C + C¯T , let us define localized driver F (s, y, z) := F˜ (s, LM (y), z)
where
(LM (y))
i =


yi if yi ∈ [e−2aiM , e2aiM ]
e−2a
iM if yi ≤ e−2aiM
e2a
iM if yi ≥ e2aiM
.
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Then, ξ˜ and F satisfies (H1)–(H2) and (H3’), and therefore, BSDE(ξ˜(W[0,T ]), F ) has a unique
bounded solution (Y¯ , Z¯). If one can show Y¯t ∈ [e−2aiM , e2aiM ] for all t for some M , then (Y¯ , Z¯)
is the unique bounded solution of (4.11), and the (Y, Z) can be obtained by
Y it =
1
2ai
log Y¯ it and Z
i
t =
Z¯it
2aiY¯ it
.
Consider Girsanov transform that makes
dW˜ := dW − g
(
s,W[0,s],
(
log(LM (Y¯ ))
j
2aj
)
j=1,2,··· ,d
,
(
Z¯j
2aj (¯LM (Y¯ ))j
)
j=1,2,··· ,d
)
a P˜-Brownian motion. Then, (Y¯ , Z¯) satisfies
Y¯ it = ξ˜
i
+
∫ T
t
2ai(LM (Y¯s))
if i
(
s,W[0,s],
(
log(LM (Y¯s))
j
2aj
)
j=1,2,··· ,d
,
(
Z¯j
2aj(LM (Y¯s))j
)
j=1,2,··· ,d
)
ds
−
∫ T
t
Z¯isdW˜s.
(4.12)
One can consider above equation as one dimensional BSDE with terminal condition ξ˜i and driver
H(s, y, z) := 2aiPM (y)f
i
(
s,W[0,s],
(
log(LM (Y¯s))
j
2aj
)
j=1,2,··· ,d
,
(
Z¯j
2aj(LM (Y¯s))j
)
j=1,2,··· ,d
)
where
PM (y) =


y if y ∈ [e−2aiM , e2aiM ]
e−2a
iM if y ≤ e−2aiM
e2a
iM if y ≥ e2aiM
and the driving Brownian motion is W˜ . Then we can compare BSDE(ξ˜i, H) (4.12) with
U¯t = e
2aiC +
∫ T
t
2aiC¯PM (U¯s)ds−
∫ T
t
V¯sdW˜s
U t = e
−2aiC −
∫ T
t
2aiC¯PM (Us)ds−
∫ T
t
V sdW˜s.
By the comparison principle [15, Theorem 2.2]5, we have
U t ≤ Y¯ it ≤ U¯t
for all t ∈ [0, T ] almost surely. Note that
U¯t = e
2aiC+2aiC¯(T−t) and U t = e
−2aiC−2aiC¯(T−t).
Since we have Y¯ it ∈ [e−2a
iMi , e2a
iMi ] for all t almost surely, the theorem is proved.
5Strictly speaking, (4.12) is driven by W˜ . But since the solutions exist for all three BSDEs, we can use the exactly the
same proof in [15, Proposition 2.2 and Theorem 2.2] to establish comparison result.
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5 Lipschitz Property of SDE Solution
In application, we often encounter BSDE
Yt = ξ(Φ[0,T ]) +
∫ T
t
F (s,Φ[0,s], Ys, Zs)ds−
∫ T
t
ZsdWs (5.13)
where Φ is given by a unique solution of stochastic differential equation. In this section, we will
provide different sets of sufficient conditions for Φ being Lipschitz with respect to the W so that
we can apply our main results Theorem 4.4–4.8 in the previous section.
Proposition 5.1. Let M be a semimartingale with paths in D([0, T ];Rn). Let σf : [0, T ] → Rm×n
be a bounded differentiable function with bounded derivative and bf : [0, T ] × C([0, T ];Rm) ×
D([0, T ];Rn)→ Rm be jointly measurable. Assume that there exists a constant Cf such that
|bf(t, x,m)− bf (t, x′,m′)| ≤ Cf
(
sup
s∈[0,t]
|xs − x′s|+ sup
s∈[0,t]
|ms −m′s|
)
|bf (t, 0,m)| ≤ Cf
for all t ∈ [0, T ], x, x′ ∈ C([0, T ];Rm), and m,m′ ∈ D([0, T ];Rn). Let Φ be the unique solution of
dΦt = bf (t,Φ[0,t],M[0,t])dt+ σf (t)dMt, Φ0 ∈ Rm. (5.14)
Then, there exists a constant L such that map φ :M 7→ Φ satisfies Lipschitz property, that is,
sup
s∈[0,t]
|φ(M)s(ω)− φ(M)s(ω′)| ≤ L sup
s∈[0,t]
|Ms(ω)−Ms(ω′)|
for all t ∈ [0, T ], ω, ω′ ∈ Ω.
Proof. First of all, note that the SDE (5.14) has a unique solution by the classical Picard iteration
argument. Without losing generality, we can assume |σf (t)| + T |σ′f (t)| ≤ Cf for all t ∈ [0, T ]. Let
Nt :=
∫ t
0 σf (s)dMs. Then, since
Nt = σf (t)Mt −
∫ t
0
Msσ
′
f (s)ds,
we have
sup
s∈[0,t]
|Ns(ω)−Ns(ω′)| ≤ Cf sup
s∈[0,t]
|Ms(ω)−Ms(ω′)|
for almost every ω, ω′ ∈ Ω. Therefore,
|Φt(ω)− Φt(ω′)| ≤ Cf
∫ t
0
sup
u∈[0,s]
|Φu(ω)− Φu(ω)|+ sup
u∈[0,s]
|Mu(ω)−Mu(ω′)| ds
+ sup
s∈[0,t]
|Ns(ω)−Ns(ω′)|
≤ Cf
∫ t
0
sup
u∈[0,s]
|Φu(ω)− Φu(ω)| ds+ Cf (1 + T ) sup
s∈[0,t]
|Ms(ω)−Ms(ω′)| .
Typical application of Gronwall’s inequality gives
sup
s∈[0,t]
|Φs(ω)− Φs(ω)| ≤ Cf (1 + T )eCfT sup
s∈[0,t]
|Ms(ω)−Ms(ω′)|
and it proves the claim with L = Cf (1 + T )e
CfT .
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Example 5.2. The simplest example that makes Φ Lipschitz with respect to theW is that
dΦt = bf (Φt)dt+ σf (t)dWt, Φ0 ∈ Rm
where bf : R
m → Rm is Lipschitz function and σf is a bounded differentiable function with bounded
derivative. In this case, (5.13) is a decoupled FBSDE.
In addition, one may consider the reflection of above process. Let G := ∩Ni=1Gi where each Gi is
a closed half space in Rm. Assume G has nonempty interior. Define inward normals to G at x ∈ ∂G
as
n(x) = {γ : |γ| = 1, 〈γ, x− y〉 ≤ 0, ∀y ∈ G} .
If x ∈ ∂G and I(x) := {i : x ∈ ∂Gi} = {j}, let n(x) = nj . Also, for vectors {vi, i = 1, 2, ..., N} such
that 〈vi, ni〉 > 0 and |vi| = 1, define the reflection direction v(x) at x ∈ ∂G
v(x) :=
{
vi if I(x) = {i} for some i{
γ =
∑
i∈I(x) αivi : αi ≥ 0, |γ| = 1
}
otherwise
.
Assume the following conditions:
(i) There exists a compact, convex set B with 0 ∈ int(B) such that if d(z) denotes the set of
inward normals to B at z ∈ ∂B, the for i = 1, 2, ..., N ,
z ∈ ∂B, |〈z, ni〉| < 1 =⇒ 〈d, vi〉 = 0
for all d ∈ d(z).
(ii) There exists pi : Rn → G such that if y ∈ G, then pi(y) = y and if y /∈ G, then pi(y) ∈ ∂G, and
y − pi(y) = αγ for some α ≤ 0 and γ ∈ v(pi(y)).
(iii) For every x ∈ ∂G, there is n ∈ n(x) such that 〈v, n〉 > 0 for all v ∈ v(x)
Remark 5.3. The condition (i) and (ii) is satisfied automatically if vi = ni for all i = 1, 2, ...N . On
the other hand, if there exist positive constants ai such that
ai 〈ni, vi〉 >
∑
j 6=i
|〈ni, vj〉|
for all i = 1, 2, ..., N , then condition (i) is satisfied. If G is a convex cone with vertex at the origin,
v(x) = Dn(x) for D ∈ Rm×m, and 〈n,Dn〉 ≥ a > 0 for some a for all n ∈ n(0), then the condition (ii)
is satisfied. (Theorem 2.1 and 3.1 of [12])
Let Γ be the Skorokhod mapping, that is, for Φ ∈ D([0, T ] : Rn) with Φ0 = Γ(Φ0) ∈ G,
• Γ(Φ)t ∈ G for all t;
• Ψ := Γ(Φt)− Φ has finite total variation on [0, T ] and∫ t
0
1{Γ(Φ)s /∈∂G}d|Ψ|(s) = 0
where |Ψ|(t) is the total variation of Ψ on [0, t]; and
• there exists measurable γ : [0, T ]→ Rn such that γ(s) ∈ v(Γ(Φ)s) and Ψt =
∫ t
0
γ(s)d|Ψ|(s).
Due to Theorem 3.4 of [12], Γ is well-defined for D([0, T ];Rn).
Proposition 5.4. Let φ be the mapping in Proposition 5.1. Then both φ ◦ Γ and Γ ◦ φ are Lipschitz
with respect to sup norm.
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Proof. The statement is immediate from Theorem 2.2 of [12].
Proposition 5.5. Let σf and bf satisfy the conditions in Proposition 5.1. Then, the following SDE
with reflection
dΦt = bf (t,Φ[0,t],W[0,t])dt+ σf (t)dWt + v(Φt)dlt,Φ0 ∈ G (5.15)
has a unique solution (Φ, l), and moreover, Φ is Lipschitz with respect toW .
Proof. Note that
dηt = bf (t, (Γη)[0,t],W[0,t])dt+ σf (t)dWt (5.16)
has a unique solution since Γ is Lipschitz: see Theorem 3.4 of [12]. Let Φ = Γη, Ψ = Φ − η, and
ls := |Ψ|(s). Then, by definition of Γ, there exists measurable γ : [0, T ]→ Rn such that γ(s) ∈ v(Φs)
and
Φt − ηt =
∫ t
0
γ(s)dls.
Therefore, (Φ, l) solves (5.15). On the other hand, if (Φ˜, l˜) is also a solution to (5.15), then for
η˜t := Φ˜0 +
∫ t
0
bf(s, Φ˜[0,s],W[0,s])ds+
∫ t
0
σf (s)dWs,
it is easy to check Φ˜ = Γη˜. Therefore, η˜ is also a solution for (5.16), and the uniqueness gives us
η˜ = η. Therefore, (Φ˜, l˜) = (Φ, l) and the uniqueness is proven.
Since η in (5.16) is Lipschitz with respect toW and Γ is Lipschitz due to Theorem 2.2 of [12], Φ
is Lipschitz with respect toW .
Example 5.6. If M is a one dimensional reflected Brownian motion on [a, b] withM0 ∈ [a, b], then
for bf and σf satisfying the conditions in Example 5.2, Φ defined by
dΦt = bf (Φt)dt+ σf (t)dMt, Φ0 ∈ Rm
is Lipschitz with respect toW .
6 Solving FBSDE via BSDE
We solved quadratic BSDE by solving FBSDE. Sometimes, it is possible to solve FBSDE using
BSDE using Girsanov transform.
Theorem 6.1. Let Yt = y(t,W[0,t]) and Zt = z(t,W[0,t]) be a solution of the BSDE
Yt = ξ(W[0,T ]) +
∫ T
t
f(s,W[0,s], Ys, Zs) + Zsg(s,W[0,s], Ys, Zs)ds−
∫ T
t
ZsdWs. (6.17)
Assume that the SDE
dPt = g(t, P[0,t], y(t, P[0,t]), z(t, P[0,t]))ds+ dWt; P0 = 0 (6.18)
has a unique (strong) solution P and that
g(·, P[0,·], y(·, P[0,·]), z(·, P[0,·])) ∈ HBMO.
Then, FBSDE
dPt = g(s, P[0,s], Qs, Rs)ds+ dWs, P0 = 0
dQs = −f(s, P[0,s], Qs, Rs)ds+RsdWs QT = ξ(P[0,T ])
(6.19)
has a solution Qs = y(s, P[0,s]), Rs = z(s, P[0,s]).
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Proof. The proof is straightforward. Since (6.17) is satisfied pathwise sense and P is a Brownian
motion under P˜ given by
dP˜
dP
= E
(
−
∫ ·
0
g(s, P[0,s], y(s, P[0,s]), z(s, P[0,s]))
⊺dWs
)
T
,
the following equation holds:
Yt = ξ(P[0,T ]) +
∫ T
t
f(s, P[0,s], y(s, P[0,s]), z(s, P[0,s])) + Zsg(s, P[0,s],y(s, P[0,s]), z(s, P[0,s]))ds
−
∫ T
t
z(s, P[0,s])dPs.
This implies
Wt = Pt −
∫ t
0
g(s, P[0,s], y(s, P[0,s]), z(s, P[0,s]))ds
Yt = ξ(P[0,T ]) +
∫ T
t
f(s, P[0,s], y(s, P[0,s]), z(s, P[0,s]))ds−
∫ T
t
z(s, P[0,s])dWs.
Therefore, (P, y(·, P[0,·]), z(·, P[0,·])) is a solution of (6.19).
In previous sections, we have identified a sufficient conditions such that Y and Z are bounded.
This implies that the path functional y and z can be chosen so that they are bounded. If the
function g is locally bounded, then
g(·, P[0,·], y(·, P[0,·]), z(·, P[0,·])) ∈ HBMO.
On the other hand, it is not easy to verify whether there exists a unique solution for (6.18) since y
and z are not explicit. We know that (6.18) has aweak solution via Girsanov theorem. However, the
existence of strong solution is not guaranteed: Under our conditions (H1)–(H3) or (H1)–(H2)–(H3’),
we do have Lipschitz of g(t, ω, y, z) and y(t, ω) with respect to ω, but we don’t have Lipschitzness
of z. If (6.18) has only weak solution, it implies P is not FW -adapted and this is not the solution
we seek for. However, if the BSDE is Markovian with g(·, P[0,·], y(·, P[0,·]), z(·, P[0,·])) bounded, then
(6.18) has a unique strong solution.
Theorem 6.2. Consider measurable functions ξ : Rn → Rd, f : [0, T ]× Rn × Rd × Rd×n → Rd, and
g : [0, T ]× Rn × Rd × Rd×n → Rn satisfying the following conditions:
• ξ(WT ) ∈ L2 and f(·,Ws, 0, 0) ∈ H2
• There exists a constant C such that
|f(t,Wt, y, z) + zg(t,Wt, y, z)− f(t,Wt, y′, z′)− z′g(t,Wt, y′, z′)| ≤ C (|y − y′|+ |z − z′|)
Let (Y, Z) ∈ S2 ×H2 be the solution of BSDE
Yt = ξ(WT ) +
∫ T
t
f(s,Ws, Ys, Zs) + Zsg(s,Ws, Ys, Zs)ds−
∫ T
t
ZsdWs.
Assume that there exists a constant C such that |g(·,Ws, Ys, Zs)| ≤ C. Then, FBSDE
dPt = g(s, Ps, Qs, Rs)ds+ dWs, P0 = 0
dQs = −f(s, Ps, Qs, Rs)ds+RsdWs QT = ξ(PT )
(6.20)
has a unique solution (P,Q,R) ∈ S2 × S2 ×H2.
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Proof. By Theorem 4.1 of [15] there exist measurable functions y and z such that Yt = y(t,Wt) and
Zt = z(t,Wt). Then, the SDE
dPt = g(t,Wt, y(t,Wt), z(t,Wt)) + dWt, P0 = 0
has a unique strong solution by [28]. Therefore, the application of Theorem 6.1 proves the exis-
tence. If there are two different solutions for the FBSDE, then there are two different solutions
for the BSDE by the argument in the proof of Theorem 4.4. Since it contradicts the uniqueness of
BSDE, it proves the uniqueness of solution for FBSDE.
Remark 6.3. Note that f(t, x, y, z) and g(t, x, y, z)may not be continuous with respect to x but only
measurable. Therefore, the above argument provide simple proof for recent paper [27] of Luo et al.
and the corresponding quasilinear PDEs with measurable coefficients.
Corollary 6.4. Assume (H1)–(H2)–(H3’) and that ξ(ω) and (f, g)(s, ω, y, z) depend only on ωT and
ωs, respectively. Then, for FBSDE
dXs = g(s,Xs, Ys, Zs)ds+ dWs; X0 = 0
dYs = −f(s,Xs, Ys, Zs)ds+ ZsdWs; YT = ξ(XT )
has a unique solution (X,Y, Z) ∈ S2 × S2 ×H2 such that Y and Z are bounded.
Proof. By localizing z-argument of zg(s, ω, y, z) with the bound of Z for
Yt = ξ(WT ) +
∫ T
t
f(s,Ws, Ys, Zs) + Zsg(s,Ws, Ys, Zs)ds−
∫ T
t
ZsdWs,
the above BSDE can be considered as BSDE with Lipschitz driver. Then, we can apply Theorem
6.2.
Remark 6.5. When g satisfies (H3), the well-posedness of above FBSDE is also proved by Delarue
[10] using the result of Ladyzenskya and Uraltseva [25]. Here, we used probabilistic argument.
Corollary 6.6. Let n = 1. Assume (H1)–(H2)–(H3’) and that ξ(ω) and (f, g)(s, ω, y, z) depend only
on ωT and ωs, respectively. Moreover, assume that there exists a positive constant C¯ such that
|f(s, ω, y, z)| ≤ C¯. Let a = (a1, a2, ..., ad)⊺ ∈ Rd with ai 6= 0 for each i = 1, 2, ..., d. Then, for FBSDE
dXs = g(s,Xs, Ys, Zs)ds+ dWs; X0 = 0
dY is = −
(
f i(s,Xs, Ys, Zs) + a
i|Zis|2
)
ds+ ZisdWs; i = 1, 2, ..., d YT = ξ(XT )
has a unique solution (X,Y, Z) ∈ S2 × S2 ×H2. In particular, Y and Z are bounded.
Proof. Similar to the proof of previous corollary.
7 Relationship with Path-dependent PDEs
It is now well-known that BSDE is essentially path-dependent PDE (PPDE): see [35]. Under the
notion of functional Itoˆ calculus, our BSDE corresponds to the following PPDE.
Dtu(t, ω) + 1
2
∇ωωu(t, ω) + f(t, ω, u,∇ωu) +∇ug(t, ω, u,∇ωu) = 0 with u(T, ω) = ξ(ω). (7.21)
Here, Dt is horizontal derivative and ∇ω and ∇ωω is the first- and second-order vertial derivative
in functional Itoˆ calculus: see [1, 35] for the definitions and theories. In particular, our well-
posedness result provide the well-posedness of (7.21). Using the notation used in [13], we have the
following theorem.
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Theorem 7.1. Assume the conditions in Theorem 4.5 and let k(t, x) be the function that makes
Yt = k(t,W[0,t]) for solution Y of (4.8). If k ∈ C1,2b (Λ), then k is the classical solution of (7.21).
Proof. In Theorem 4.5, the solution (Y, Z) are both bounded. Therefore, Assumption 4.2 of [13] is
satisfied. Therefore, by Proposition 5.1 of the same paper, we prove the claim.
Remark 7.2. The condition k ∈ C1,2b (Λ) requires additional assumptions on the higher order regu-
larity of ξ, f, g with respect to the perturbation of Brownian motion. We refer the readers to [35] for
sufficient conditions.
Remark 7.3. It is noteworthy that we already have k ∈ C0,1b (Λ). Moreover, since Y is a semimartin-
gale, we actually have more regularity for k as one can expect from [9] for k(t,Wt). However, to the
best of author’s knowledge, the problem is still open for path-dependent case.
Preliminary Results on BSDE
In this article, we used the following L2-stability result on BSDE with Lipschitz driver. The result
is well-known as one can see from [15]. We present here for readers’ convenience.
Proposition .4. For a given positive constant C, let P be the collection of (Ξ, F ) where
• Ξ is a Rd-valued FWT -measurable random variable bounded by
√
C.
• F : Ω× [0, T ]× Rd × Rd×n → Rd satisfies the following conditions:
– F (·, 0, 0) is progressively measurable.
– For every s ∈ [0, T ], (y, z), (y′, z′) ∈ Rd × Rd×n,
|F (s, 0, 0)|2 ≤ C
|F (s, y, z)− F (s, y′, z′)|2 ≤ C(|y − y′|2 + |z − z′|2).
Then, for any (Ξ, F ), (Ξ′, F ′) ∈ P , BSDE(Ξ, F ) andBSDE(Ξ′, F ′) have unique solutions (Y, Z), (Y ′, Z ′) ∈
S
2×H2, respectively, and moreover, (Y, Z), (Y ′, Z ′) ∈ S∞×HBMO. In addition, for δY = Y −Y ′, δZ =
Z − Z ′, δΞ = Ξ− Ξ′, and δFs = F (s, Y ′s , Z ′s)− F ′(s, Y ′s , Z ′s), we have
2 ‖δYt‖22 + ‖δY ‖2H2
[t,T ]
+ ‖δZ‖2
H2
[t,T ]
≤ 2eb(T−t)
(
‖δΞ‖22 + ‖δF‖2H2
[t,T ]
)
(.22)
‖δY ‖2
S2
[t,T ]
+ ‖δZ‖2
H2
[t,T ]
≤ 6eb(T−t)
(
‖δΞ‖22 + ‖δF‖2H2
[t,T ]
)
(.23)
where b = 2(C + 1).
Proof. It is well-known that there exists a unique solution (Y, Z) ∈ S2 ×H2 of BSDE6
Yt = Ξ+
∫ T
t
F (s, Ys, Zs)ds−
∫ T
t
ZsdWs.
If we can show that Y ∈ S∞ and Z ∈ HBMO under our condition, we prove our first claim for the
existence and uniqueness. By applying Itoˆ formula to eat|Yt|2 for a = 4C + 12 , we get
eat|Yt|2 = eaT |ξ|2 +
∫ T
t
eas
(
2Y ⊺s F (s, Ys, Zs)− a|Ys|2 − |Zs|2
)
ds+
∫ T
t
2easY ⊺s ZsdWs
≤ eaT
(
C +
T
2
)
+
∫ T
t
eas
(
−1
2
|Zs|2
)
ds+
∫ T
t
2easY ⊺s ZsdWs
6see [15, Theorem 5.1]
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since
2Y ⊺s F (s, Ys, Zs) ≤ 4C|Ys|2 +
1
4C
|F (s, Ys, Zs)|2
≤ 4C|Ys|2 + 1
4C
(
2|F (s, 0, 0)|2 + 2 |F (s, Ys, Zs)− f(s, 0, 0)|2
)
≤
(
4C +
1
2
)
|Ys|2 + 1
2
+
1
2
|Zs|2.
Therefore,
|Yt|2 + 1
2
∫ T
t
|Zs|2ds ≤ ea(T−t)
(
C +
T
2
)
+
∫ T
t
2ea(s−t)Y ⊺s ZsdWs
Note that
∫ ·
t 2e
a(s−t)Y ⊺s ZsdWs is a martingale since
E sup
t≤s≤T
∣∣∣∣
∫ s
t
2ea(u−t)Y ⊺u ZudWu
∣∣∣∣
≤ 2eaT/2E
√∫ T
0
|Y ⊺u Zu|2du ≤ eaT/2E
(
sup
0≤t≤T
|Yt|2 +
∫ T
0
|Zt|2dt
)
<∞.
If we take conditional expectation Et on both side,
|Yt|2 + 1
2
Et
∫ T
t
|Zs|2ds ≤ eaT
(
C +
T
2
)
.
Since above inequality holds for any t almost surely, we have (Y, Z) ∈ S∞×HBMO. Using the same
argument, we can show the existence of a unique solution (Y ′, Z ′) ∈ S∞ ×HBMO.
On the other hand, we have
δYt = δΞ +
∫ T
t
(F (s, Ys, Zs)− F (s, Y ′s , Z ′s) + δFs) ds−
∫ T
t
δZsdWs.
If we apply Itoˆ formula to ebs|δYs|2 for b = 2C + 2,
ebt|δYt|2 = ebT |δΞ|2 +
∫ T
t
ebs
(
2δY ⊺s (F (s, Ys, Zs)− F (s, Y ′s , Z ′s) + δFs)− b|δYs|2 − |δZs|2
)
ds
−
∫ T
t
ebsδY ⊺s δZsdWs
≤ ebT |δΞ|2 +
∫ T
t
ebs
(
|δFs|2 − 1
2
|δYs|2 − 1
2
|δZs|2
)
ds−
∫ T
t
ebsδY ⊺s δZsdWs
since
2δY ⊺s (F (s, Ys, Zs)− F (s, Y ′s , Z ′s) + δFs)
≤ 2C|δYs|2 + 1
2C
|F (s, Ys, Zs)− F (s, Y ′s , Z ′s)|2 + |δYs|2 + |δFs|2
≤
(
2C +
3
2
)
|δYs|2 + 1
2
|δZs|2 + |δFs|2.
Note that
∫ ·
t
ebsδY ⊺s δZsdWs is a martingale by the same argument above. If we take Et and rear-
range the inequality, we get
ebt|δYt|2 + 1
2
Et
∫ T
t
ebs|δYs|2ds+ 1
2
Et
∫ T
t
ebs|δZs|2ds ≤ ebTEt|δΞ|2 + Et
∫ T
t
ebs|δFs|2ds.
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Therefore,
2 |δYt|2 + Et
∫ T
t
|δYs|2ds+ Et
∫ T
t
|δZs|2ds ≤ 2eb(T−t)
(
Et|δΞ|2 + Et
∫ T
t
|δFs|2ds
)
.
Moreover, since |δYt|2 ≤ eb(T−t)
(
Et|δΞ|2 + Et
∫ T
t
|δFs|2ds
)
E sup
s∈[t,T ]
|δYs|2 + E
∫ T
t
|δZs|2ds
≤ eb(T−t)
(
E sup
s∈[t,T ]
(
Es|δΞ|2 + Es
∫ T
t
|δFs|2ds
)
+ 2E
[
|δΞ|2 +
∫ T
t
|δFs|2ds
])
≤ 6eb(T−t)E
[
|δΞ|2 +
∫ T
t
|δFs|2ds
]
by Doob’s martingale inequality.
References
[1] V. Bally, L. Caramellino, and R. Cont. Stochastic integration by parts and functional Itoˆ
calculus. Springer, 2016.
[2] A. Bensoussan and J. Frehse. Smooth solutions of systems of quasilinear parabolic equations.
ESAIM: Control, Optimisation and Calculus of Variations, 8:169–193, 2002.
[3] J.-M. Bismut. Conjugate convex functions in optimal stochastic control. Journal of Mathe-
matical Analysis and Applications, 44(2):384–404, 1973.
[4] P. Briand and R. Elie. A simple constructive approach to quadratic bsdes with or without
delay. Stochastic processes and their applications, 123(8):2921–2939, 2013.
[5] R. Carmona. Lectures on BSDEs, stochastic control, and stochastic differential games with
financial applications, volume 1. SIAM, 2016.
[6] P. Cheridito and K. Nam. Bsdes with terminal conditions that have boundedmalliavin deriva-
tive. Journal of Functional Analysis, 266(3):1257–1285, 2014.
[7] P. Cheridito and K. Nam. Multidimensional quadratic and subquadratic bsdes with special
structure. Stochastics An International Journal of Probability and Stochastic Processes, 87
(5):871–884, 2015.
[8] P. Cheridito and K. Nam. Bses, bsdes and fixed-point problems. The Annals of Probability,
45(6A):3795–3828, 2017.
[9] R. Chitashvili and M. Mania. On functions transforming a wiener process into a semimartin-
gale. Probability theory and related fields, 109(1):57–76, 1997.
[10] F. Delarue. On the existence and uniqueness of solutions to fbsdes in a non-degenerate case.
Stochastic processes and their applications, 99(2):209–286, 2002.
[11] F. Delbaen, Y. Hu, and X. Bao. Backward sdes with superquadratic growth. Probability
Theory and Related Fields, 150(1-2):145–192, 2011.
25
[12] P. Dupuis and H. Ishii. On lipschitz continuity of the solution mapping to the skorokhod
problem, with applications. Stochastics and Stochastic Reports, 35(1):31–62, 1991. doi: 10.
1080/17442509108833688.
[13] I. Ekren, C. Keller, N. Touzi, J. Zhang, et al. On viscosity solutions of path dependent pdes.
The Annals of Probability, 42(1):204–236, 2014.
[14] N. El-Karoui and S. Hamade`ne. Bsdes and risk-sensitive control, zero-sum and nonzero-sum
game problems of stochastic functional differential equations. Stochastic Processes and their
Applications, 107(1):145–169, 2003.
[15] N. El Karoui, S. Peng, and M. C. Quenez. Backward stochastic differential equations in
finance. Mathematical finance, 7(1):1–71, 1997.
[16] C. Frei and G. Dos Reis. A financial market with interacting investors: does an equilibrium
exist? Mathematics and financial economics, 4(3):161–182, 2011.
[17] J. Harter and A. Richou. A stability approach for solving multidimensional quadratic bsdes.
Electronic Journal of Probability, 24, 2019.
[18] K. Hu. The wellposedness of path-dependent multidimensional forward-backward sde. arXiv
preprint arXiv:1908.09208, 2019.
[19] Y. Hu and S. Peng. On the comparison theorem for multidimensional bsdes. Comptes Rendus
Mathematique, 343(2):135–140, 2006.
[20] Y. Hu and S. Tang. Multi-dimensional backward stochastic differential equations of diago-
nally quadratic generators. Stochastic Processes and their Applications, 126(4):1066–1086,
2016.
[21] A. Jamneshan, M. Kupper, and P. Luo. Multidimensional quadratic bsdes with separated
generators. Electronic Communications in Probability, 22, 2017.
[22] M. Kobylanski. Backward stochastic differential equations and partial differential equations
with quadratic growth. The Annals of Probability, 28(2):558–602, 2000.
[23] D. Kramkov and S. Pulido. A system of quadratic bsdes arising in a price impact model. The
Annals of Applied Probability, 26(2):794–817, 2016.
[24] M. Kupper, P. Luo, and L. Tangpi. Multidimensional markovian fbsdes with super-quadratic
growth. Stochastic Processes and their Applications, 129(3):902–923, 2019.
[25] O. A. Ladyzhenskaia and N. N. Uraltseva. Linear and quasilinear elliptic equations [by] Olga
A. Ladyzhenskaya and Nina N. Uraltseva. Translated by Scripta Technica. Translation editor:
Leon Ehrenpreis. Academic Press New York, 1968.
[26] P. Luo and L. Tangpi. Solvability of coupled fbsdes with diagonally quadratic generators.
Stochastics and Dynamics, 17(06):1750043, 2017.
[27] P. Luo, O. Menoukeu-Pamen, and L. Tangpi. Strong solutions of forward-backward stochastic
differential equations with measurable coefficients. 2020.
[28] O. Menoukeu-Pamen and S. E. Mohammed. Flows for singular stochastic differential equa-
tions with unbounded drifts. Journal of Functional Analysis, 277(5):1269–1333, 2019.
[29] K. Nam. Backward stochastic differential equations with superlinear drivers. 2014.
[30] K. Nam. Locally lipschitz bsde driven by a continuous martingale: path-derivative approach.
arXiv preprint arXiv:1606.03836, 2017.
26
[31] D. Nualart. The Malliavin calculus and related topics, volume 1995. Springer, 2006.
[32] E. Pardoux and S. Peng. Adapted solution of a backward stochastic differential equation.
Systems & Control Letters, 14(1):55–61, 1990.
[33] E´. Pardoux and S. Peng. Backward doubly stochastic differential equations and systems of
quasilinear spdes. Probability Theory and Related Fields, 98(2):209–227, 1994.
[34] S. Peng. Open problems on backward stochastic differential equations. In Control of dis-
tributed parameter and stochastic systems, pages 265–273. Springer, 1999.
[35] S. Peng and F. Wang. Bsde, path-dependent pde and nonlinear feynman-kac formula. Science
China Mathematics, 59(1):19–36, 2016.
[36] R. Tevzadze. Solvability of backward stochastic differential equations with quadratic growth.
Stochastic processes and their Applications, 118(3):503–515, 2008.
[37] H. Xing and G. Zˇitkovic´. A class of globally solvable markovian quadratic bsde systems and
applications. The Annals of Probability, 46(1):491–550, 2018.
27
