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ABSTRACT
We develop clustering procedures for healthcare trajectories based on a continuous-time hidden
Markov model and a generalized linear observation model. Specifically, we carry out Bayesian
nonparametric inference for a Dirichlet process mixture model, and utilize restricted Gibbs sampling
split-merge proposals to achieve inference using Markov chain Monte Carlo. In our analysis on a
large Canadian cohort of subjects suffering from chronic obstructive pulmonary disease, a three-
cluster model is chosen, and the inferred Markov transition rate matrix in each cluster suggests
that each cluster has its own transition characteristics and observation process, and that patients
are more likely to stay in more severe disease states.
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1 Introduction
Healthcare systems typically have access to large volumes of data in the form of electronic health
records which allow the study of subject-specific longitudinal trajectories. In principle, this allows
for the management of chronic diseases in addition to the emergent health conditions that are a more
standard point of focus. Typically, health records are only updated when a subject interacts with
the provider, resulting in irregularly spaced longitudinal observations, and patterns of interactions
that vary from subject to subject. Such data enable dynamic monitoring of the underlying health
state process that governs the observations, but this latent process is not observed directly, and
so inferential methods are needed to ascertain disease progression. The statistical analysis of such
data, especially when the cohort is large and observations are frequent, is complex. Luo et al.
(2018) developed a Bayesian continuous-time hidden Markov model (HMM) using generalized
linear models and incorporating multiple time-dependent covariates that allowed individualization
of the stochastic properties of the trajectories. If the cohort is assumed homogeneous with respect
to the stochastic properties of the latent model, a common continuous-time model may be fitted to
the entire data set. However, it is plausible that the study base comprises different sub-cohorts that
have distinct stochastic properties. In this paper, we develop model-based clustering procedures
to cluster individuals according to their sub-cohort, and to study the pattern in each cluster,
based on mixture model formulations. Specifically, an infinite mixture model based on a Dirichlet
process formulation is proposed. We demonstrate the computational feasibility of the model, first
on simulated data, and then for a large real healthcare surveillance dataset.
Clustering longitudinal data using discrete HMMs has been proposed by Panuccio et al. (2002)
and Bicego et al. (2003) used model-based and similarity-based approaches, respectively, but these
methods are suitable for small scale problems because calculating the distance matrix based on
the likelihood of HMMs is computationally intensive. Smyth (1997) proposed a likelihood-based
distance matrix of observed sequences using a hierarchical clustering approach, and Jebara et al.
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(2007) used a spectral clustering method with a probability kernel. Crayen et al. (2012) applied a
mixture latent Markov model for clustering dynamics in mood regulation.
Many of these methods may be classified as model-based clustering procedures, where clustering
is achieved by consideration of parametric likelihood- or density-based calculations. Determining
the number of clusters in model-based clustering is often achieved using information criteria, such
as AIC or BIC. The problem can also be addressed using Bayesian nonparametric procedures,
specifically procedures using Dirichlet process models, which allow the number of clusters to be
inferred during the analysis. These models are often termed infinite mixture models, where a
prior is placed on the space of discrete random measures, and where the models are limiting
versions of exchangeable finite mixture models. Dirichlet process models are now widely used in
density estimation and clustering, with implementation via Markov chain Monte Carlo (MCMC)
sampling approaches (Escobar and West, 1995; MacEachern and Mu¨ller, 1998). For example,
Beal et al. (2002) used the theory of Dirichlet processes and extended HMMs with a countably
infinite number of hidden states to study the transition dynamics of biological sequence data.
There is an extensive literature on computational techniques for Dirichlet processes. Methods
based on Gibbs sampling can be implemented with conjugate prior distributions (Escobar, 1994;
West et al., 1994; Escobar and West, 1995; Bush and MacEachern, 1996; Neal, 2000). Simple
Gibbs sampling can be slow when clusters a large volume of data as the conditional probability
has to be calculated sequentially, and it is non-trivial to parallelize. This limitation of the simple
Gibbs sampler using Po´lya urn schemes has motivated a rich literature on MCMC algorithms for
Dirichlet process mixture models which partially address the inherently sequential nature of the
updates. In particular, a split-merge MCMC sampling scheme (Green and Richardson, 2001; Jain
and Neal, 2004, 2007) is considered to perform more efficiently than the simple Gibbs sampler
using Po´lya urn schemes. Celeux et al. (2000) noted that the standard MCMC sampler tends to
stay within the neighborhood of the local mode. As a consequence, it is less likely to move to a
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new mixture component even with well-separated components because of the low probability of
moving to an intermediate state: updating a group of subjects simultaneously may resolve this
problem. Green and Richardson (2001) introduced a split-merge update under the reversible jump
MCMC framework, and they also showed how to construct the split proposal. Subsequently, Jain
and Neal (2004, 2007) extended this to a Metropolis-Hastings (MH) sampling scheme with split-
merge updates for Dirichlet process mixture models: the extended approach suggested splitting
the component in a deterministic manner by employing restricted Gibbs sampling, which would
increase the probability of forming a new component.
In this paper, we develop Dirichlet process mixture model-based clustering approaches for
longitudinal observations that are typically found in electronic health records. In Section 2, we
review the development of a continuous time HMM/generalized linear model (CTHMM-GLM) for
non-equidistant longitudinal data. Section 3 presents infinite mixture model-based clustering for
the CTHMM-GLM with fully Bayesian inference via MCMC using restricted Gibbs sampling split-
merge proposals. Simulations to examine the performance of model-based clustering are presented
in Section 4. We present the results from applying this method to a chronic obstructive pulmonary
disease (COPD) cohort in Section 5, and discuss these results in Section 6.
2 The CTHMM-GLM model
We presume that, for a single individual, a sequence {O1, . . . , OT} of health status-related variables
is observed at time points {τ1, . . . , τT}. A latent process {Xs} (s ∈ R+), representing the health
status for a condition of interest, is assumed to be a continuous-time Markov chain (CTMC) with
parameters (pi,Q), where pi is the initial distribution and Q is the infinitesimal generator, taking
values on the finite state space {1, 2, . . . , K}. The assumption of a finite state space for the latent
health status process is justified in many real cases, such as the real example we study in this paper,
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and corresponds to conceptual stages in the progression of the underlying disease process. However,
given limits in knowledge, such discrete models are undoubtedly an approximation in general. The
observation process O |Xs, B is presumed to follow an Exponential Family (B,Xs), and B is the
coefficient matrix containing the GLM coefficients for each latent state. Luo et al. (2018) developed
likelihood and Bayesian inference procedures for this model using expectation-maximization (EM)
algorithm and MCMC approaches (the Supplement gives details of the likelihood construction and
the Bayesian hierarchical model). Observations are indexed using an integer index (that is, Ot), and
the latent process using a continuous-valued index (that is, Xτt). The following diagram provides
a schematic of the presumed data generating structure for one subject.
1 2 3 2 1
τ1 = 0 τ2 τ3 τ4 τ5 τT
O1 O2O3 O4 O5 OT
s
Os
Xs
In this diagram, outcome Os is observed at s = τt, t = 1, . . . , T . The underlying health trajectory
determines that the subject begins in state 1, then progresses through states 2,3,2 etc. until
finally reverting to state 1 after the final observation. Observations are made at times that do not
coincide with the transition times between states, and ∆t = τt+1 − τt records the interval between
observations Oτt+1 and Oτt . In this paper, we assume that the measurement process itself (that is,
the collection of times τt, t = 1, . . . , T ) is not informative about the system either in its hidden or
observed components. This assumption is discussed at the conclusion of the paper.
The general principle behind model-based clustering is to cluster individuals based on the
component model parameters that determine the mixture form. The basic formulation of the model
envisages that the population is composed of distinct sub-populations each with distinct stochastic
properties. In the case of the CTHMM-GLM formulation, this corresponds to each subpopulation
having a potentially different component of parameter Θ = (pi,Q,B). The estimated Q matrix
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for each cluster will provide a subpopulation-level summary for the transition properties in that
cluster, and will allow comparisons within and between clusters.
Let M be the number of clusters (subpopulations), and for the moment presume that M is
finite. Individual n = 1, 2, . . . , N in the study is presumed to be a member of a cluster labelled
1, 2, . . . ,M , where $m = P (Cn = m) is the prior probability that individual n is in cluster m,
and where
M∑
m=1
$M = 1. Let Cn be the cluster membership indicator for individual n. We then
have Cn ∼ Multinomial ($1, . . . , $M), Xn |Θ, Cn ∼ CTMC
(
pi(Cn), Q(Cn)
)
and On |Xn,Θ, Cn ∼
Exponential Family
(
B(Cn)
)
. The likelihood for subject n is written as
L (Cn, On, Xn,Θ) =
M∏
m=1
[
$mL
(
On, Xn
∣∣Cn = m,Θ(m) )]1(Cn=m)
where 1 (Cn = m) is the indicator function. A subject is assigned to cluster m if the probability
P (Cn = m |On, Xn,Θ) =
$mL
(
On, Xn
∣∣Cn = m,Θ(m) )
M∑
l=1
$lL (On, Xn |Cn = l,Θ(l) )
. (1)
is largest. The latent states Xn and parameters Θ must be inferred from the observed data.
Inference procedures for hidden Markov models are well-established, although the continuous-
time case is less studied, and harder to implement especially for large data sets. The EM and
MCMC procedures of Luo et al. (2018) for the one-component CTHMM-GLM can be extended to
the M -component case; a summary is given in the Supplement. If the model consists of M compo-
nents with K latent states in each component, then the model can be viewed as a CTHMM-GLM
with K ×M states. Let at,k = P(Xτt = k|O; Θ) and bt,k,j = P(Xτt = k,Xτt+1 = j|O; Θ), calculated
using the forward-backward algorithm by Baum and Eagon (1967); Baum and Sell (1968) (see the
Supplement for detailed calculations), and reweighted based on its corresponding probability of
cluster membership at each EM or MCMC iteration. The reweighted at,k and bt,k,j are then used
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to update Q, B and pi, with Q a block diagonal matrix with diagonal blocks Q1, . . . , Qm, . . . , QM ,
where Qm is K × K infinitesimal generator matrix for cluster m (m = 1, . . . ,M). Cluster mem-
bership is then decided according to the posterior probability defined in (1).
3 Clustering via Dirichlet Process mixtures
A Dirichlet Process (DP) mixture model-based approach to clustering for the CTHMM-GLM is
constructed by extending the previous model. In the Dirichlet process model, for m = 1, 2, . . .,
Θ˜m ∼ G0 represent the cluster ‘centers’ and $m = vm
∏
k<m vk cluster ‘weights’, where the cluster-
specific model parameters Θ˜m =
{
pim, Q˜m, B˜m
}
and vm ∼ Beta(1, α) for some α > 0 and distri-
bution G0. We then assume Θn ∼ G (.), where
G (Θn) =
∞∑
m=1
$m1(Θn = Θ˜m).
We then have that cluster label Cn = m if Θn = Θ˜m. Within cluster m, Xn |Θn, Cn = m ∼
CTMC(pim, Q˜m), and On |Xn,Θn, Cn = m ∼ Exponential Family(B˜m). In our model, if a priori
pi ∼ Dirichlet (α1, . . . , αK), and for the off diagonal elements in Q˜, q˜lm ∼ Gamma (alm, bl) for
1 ≤ l 6= m ≤ K, the model is conjugate with the HMM likelihood, which simplifies computation.
3.1 Split-merge MCMC algorithm
Inference for the DP mixture model is often carried out using MCMC (Escobar and West, 1995;
MacEachern and Mu¨ller, 1998; Neal, 2000; Jain and Neal, 2004, 2007). Specifically, Jain and Neal
(2004) introduced a split-merge MCMC approach, which allows a subset of cluster labels to be
updated at each iteration, to improve on standard Gibbs sampling. We will use a split-merge
approach (Jain and Neal, 2004) alongside a standard Gibbs sampler scheme to obtain the posterior
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samples. For simplicity, we first focus on the case where the observation model is an intercept-only
model or the time-varying covariates are categorical only, and use the original parameterization
θ in the exponential family instead of B. The algorithm proceeds as follows, with superscript
i = 0, 1, . . . denoting iteration number.
• Initialization: Randomly sample cluster label C0 from {1, . . . ,M0} for each subject, where
M0 is an arbitrary positive integer with |C0| = M0. Starting with initial values pi0C0 , Q0C0 ,
θ0C0 and φ
0
C0 , compute an,t,k and bn,t,k,j using the forward-backward algorithm.
• Update latent state indicators: For each n and t, generate the random vector Sin,t from
the multinomial distribution with the parameter set ain,t = (a
i
n,t,1, . . . , a
i
n,t,K) where Sn,t =
(Sn,t,1, . . . , Sn,t,K)
> is an indicator random vector with Sn,t,k = 1 if Xτt = k and 0 otherwise.
• Simulate the path of the latent process: The path simulation follows in two steps. First,
draw the current and next state (Xn,τn,t andXn,τn,t+1) from a multinomial distribution with the
parameter matrix bn,t,k,j, then simulateNn,l,m (∆n,t) andRn,l (∆n,t) from the Markov processes
with infinitesimal generator Qi−1Cn through the intervals [τn,t, τn,t+1) initiated at Xn,τn,t and end
point Xn,τn,t+1 sampled previously with current label C
i−1.
• Update C by Gibbs sampler: A standard Gibbs sampler strategy updates the subject-
specific cluster labels in a cycle according to a Po´lya urn scheme (Neal, 1992; MacEachern,
1994; MacEachern and Mu¨ller, 1998). Assume current iteration i−1 consists of Ci−11 , . . . , Ci−1N ,
as well as the component parameters Θi−1. To update the cluster label for individual n, if
M−n denotes the number of distinct labels for individuals excluding individual n, and draw
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Cin from
P (Cn = j |C−n ) ∝

N−n,j
N − 1 + α
∫
Ln (Θ) dH−n,j (Θ) j = 1, . . . ,M−n
α
N − 1 + α
∫
Ln (Θ) dG0 (Θ) for new label M−n + 1
(2)
where Ln (Θ) is the likelihood contribution for individual n (see (6) below for details), H−n,j is
the posterior distribution of Θ based on the prior G0 and all subjects m 6= n with Cm = j, and
N−n,j =
∑
m6=n
1 (Cm = j). This ‘collapsed’ Gibbs sampler leaves the Markov chain consisting
of only the labels C: conditional on the labels, the parameters themselves can be updated.
• Update C by split-merge (Jain and Neal, 2004): Denote by M i−1 the number of
clusters in the current label configuration. Select two distinct subjects d and e and denote
their cluster labels jd = C
i−1
d and je = C
i−1
e .
1. Let M = {f : f 6= d, e, but Ci−1f = jd or Ci−1f = je} ⊆ {1, 2, . . . , N}.
2. Define the launch state, Cl by running a Gibbs sampler scan restricted to the labels of
subjects f ∈M.
(i) If jd 6= je: for f ∈ M, the conditional probability P (Cf = j |C−f ) for j ∈ {jd, je}
is given by
P (Cf = j |C−f ) =
N−f,j
∫
Lf (Θ) dH−f,j (Θ)
N−f,jd
∫
Lf (Θ) dH−f,jd (Θ) +N−f,je
∫
Lf (Θ) dH−f,je (Θ)
(3)
where N−f,j =
∑
m 6=f
1 (Cm = j), Lf (Θ) is defined in (6) for subject f . H−f,j (Θ) is
the posterior distribution of Θ based on the prior G0 and subjects g ∈ M∪ {d, e}
but g 6= f , such that their labels Cg = j.
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(ii) If jd = je: for f ∈M, the conditional probability P (Cf = j |C−f ) for j ∈ {je,M i−1+
1} is calculated in the same fashion in (3), but amended to reflect the two types
of probability in equation (2). The value M i−1 + 1 is a new component label, not
represented in the current label set.
3. Split-merge step:
(i) If jd = je, propose a split configuration, C
split.
– Set Csplitd = M
i−1 + 1 and Csplite = C
i−1
e = je.
– For f /∈ M, let Csplitf = Ci−1f ; for f ∈ M, set Csplitf by performing one more
Po´lya urn scan from the launch state.
– Perform a MH update with acceptance probability a
(
Csplit,Ci−1
)
. If the pro-
posal is accepted, then set Ci = Csplit; if rejected, set Ci = Ci−1.
(ii) If jd 6= je, propose the merge configuration, Cmerge.
– Set Cmerged = C
merge
e = C
i−1
e = je.
– For f ∈M, set Cmergef = je; for f /∈M, let Cmergef = Ci−1f .
– Perform a MH update with acceptance probability a (Cmerge,Ci−1). If the pro-
posal is accepted, then set Ci = Cmerge; if rejected, set Ci = Ci−1.
The acceptance probability for this proposal is computed in the following subsection.
• Update the component parameters θ, Q and pi : Assume that Ci = {Ci1, . . . , CiN}.
1. Update Q: Update the Nl,m (∆n,t) and Rl (∆n,t) from the updated label component
generator QC , and then q
i
l,m|C associated with component C from a Gamma distribution
with shape parameter ΛCl,m and rate parameter Υ
C
l where
ΛCl,m =
∑
n:Cin=C
Tn∑
t=1
Nl,m (∆n,t) + alm Υ
C
l =
∑
n:Cin=C
Tn∑
t=1
Rl (∆n,t) + bl
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2. Update θ: For prior pi0 (θ), generate the θ
i
C from the conditional posterior distribution
using only the individuals with cluster label C via a Gibbs/MH step.
3. Update pi: For conjugate Dirichlet (α1, . . . , αK) prior, sample pi
i
C from Dirichlet condi-
tional posterior distribution with parameters (
∑
n:Cin=C
Sin,1,1 +α1, . . . ,
∑
n:Cin=C
Sin,1,K +αK)
3.2 Acceptance probability for the split-merge proposal
The acceptance probability for the proposal to update C takes the form
a (C∗,C) = min
{
1,
q (C |C∗ )
q (C∗ |C)
pi0 (C
∗)
pi0 (C)
L (C∗)
L (C)
}
(4)
where q (C∗ |C) is the proposed transition probability for the move from C to C∗, pi0 (C) and L (C)
are the prior and likelihood of label C respectively. The prior distribution of C is the product over
the distinct C ∈ {C1, . . . , Cn}. Therefore, for the split-merge move pair
pi0
(
Csplit
)
pi0 (C)
= α
(
NCsplitd
− 1
)
!
(
NCsplite − 1
)
!
(NCd − 1)!
pi0 (C
merge)
pi0 (C)
=
1
α
(
NCmerged − 1
)
!
(NCd − 1)! (NCe − 1)!
where Nj denotes the count of the number of subjects with label j in the original, split or merged
configurations.
As there is only one way to assign all k ∈ S into one component, then the proposal density
q (Cmerge |C) = q (C ∣∣Csplit ) = 1. For q (Csplit |C), the probability is the product of transition
probabilities from the last launch state Cl to the final proposed state Csplit, i.e., q
(
Csplit |C) =∏
k∈S P
(
Csplitk |C−k
)
which is calculated by the final Po´lya urn scan in the split update in (3).
Each time, the Ck is incrementally modified during the Po´lya urn scan and the updated Ck is used
in the subsequent restricted Gibbs sampling computation.
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Given the current labels for f ∈M∪ {d, e}, the likelihood contribution is given by
L (Cf ) =
∏
f :Cf=jd
∫
Lf (Θ) dHf,jd (Θ)×
∏
f :Cf=je
∫
Lf (Θ) dHf,je (Θ) (5)
where Hf,j is the posterior distribution of Θ based on G0 and all subjects such that their label
Cg = j but g < f . As parameters θ, pi and Q are separable in Lf (Θ), it can be written
Lf (Θ) =
Tf∏
t=1
K∏
k=1
f (Of,t |Sf,t,k )Sf,t,k
K∏
k=1
pi
Sf,1,k
k
Tf∏
t=1
∏
l 6=m
L (qlm |∆f,t ) (6)
In the split step, the likelihood of the split label is calculated by
L
(
Csplitf
)
=
∏
f :Csplitf =C
split
d
∫
Lf (Θ) dHf,Csplitd (Θ)×
∏
f :Csplitf =je
∫
Lf (Θ) dHf,je (Θ)
where Ls,split (qlm |∆f,t ) = ql,mN
s,split
l,m (∆f,t)e(−ql,mR
s,split
l (∆f,t)) (s = d, e). N e,splitl,m (∆f,t), R
e,split
l (∆f,t)
are simulated from the Markov jump processes step-by-step with infinitesimal generator Qe,split
through the intervals [τn,t, τn,t+1) initiated at Xτn,t and end point Xτn,t+1 respectively and each entry
in Qe,split is generated from a Gamma distribution with shape parameter Λjel,m and rate parameter
Υjel . Similarly, N
d,split
l,m (∆f,t) , R
d,split
l (∆f,t) are sampled associated with Q
d,split where each entry
in Qd,split is sampled from a Gamma distribution with shape parameter Λ
Csplitd
l,m and rate parameter
Υ
Csplitd
l . If the split step is accepted, Q
d,split and Qe,split will be used to update Q.
For the merge step, the likelihood of the merge label is calculated by
L (Cmerge) =
∏
f :Cmergef =je
∫
Lf (Θ) dHf,je (Θ)
where Le,merge (qlm |∆f,t ) = ql,mN
e,merge
l,m (∆f,t)e(−ql,mR
e,merge
l (∆n,t)). N e,mergel,m (∆f,t), R
e,merge
l (∆f,t) are
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simulated associated with Qe,merge where each entry in Qe,merge is sampled from a Gamma distri-
bution with shape parameter Λjel,m and rate parameter Υ
je
l . The term q (C |Cmerge ) is the product
of the transition probabilities from the last launch state to the original ‘split’ state, but there is
no actual sampling step since the ‘split’ states are already known. However, the newly sampled
latent process, N e,mergel,m (∆f,t), R
e,merge
l (∆f,t), is used to calculate q (C |Cmerge ). If the merge step
is accepted, Qe,merge will be carried into the next step when updating Q.
3.3 Illustration: Poisson model
We illustrate the calculations for a Poisson outcome model, assuming that there are no covariates
that influence the outcome model or the latent model. Suppose Ot |Xτt = k ∼ Poisson (θk) and
observe a collection of data o = {on,t} for n = 1, . . . , N, t = 1, . . . , n, giving the following complete
data log-likelihood in terms of the latent state indicator random vectors {Sk}Kk=1:
`(Θ) =
N∑
n=1
Tn∑
t=1
K∑
k=1
Sn,t,k (on,t log θk − log on,t!− θk) +
N∑
n=1
K∑
k=1
Sn,1,k log (pik) (7)
+
N∑
n=1
Tn−1∑
t=1
K∑
k=1
K∑
j=1
Sn,t,kSn,t+1,jp
k,j
n,t
where pk,jn,t is the probability of transition from state k to state j in the interval ∆n,t = τn,t+1− τn,t.
pk,jn,t =
K∑
l=1
∑
m 6=l
Nk,jn,l,m (∆n,t) qlm − exp
{
qlmR
k,j
n,l (∆n,t)
}
.
If pi ∼ Dirichlet (α1, . . . , αK), q˜lm ∼ Gamma (alm, bl) for 1 ≤ l 6= m ≤ K and θ˜k ∼ Gamma (ak, bk)
independently, then we have a conjugate model, and the integrals defining the split and merge
probabilities are analytically tractable; we can integrate out the model parameters separately. To
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update Cf via intermediate Gibbs sampling, a new value of Cf is drawn from (3).
Outcome model parameters: For θk (k = 1, . . . , K), given latent state indicators, since this is
a conjugate Poisson-Gamma model, H−f,C (θk) ∼ Gamma(a′k, b′k) where
a′k = ak +
∑
n 6=f :Cn=C
∑
t:Sn,t,k=1
on,t b
′
k = bk +
∑
n6=f :Cn=C
Tn∑
t=1
Sn,t,k.
Therefore,
Lθk (Cf = j |C−f ) :=
∫
L (θk) dH−f,j (θk) =
Γ
( ∑
t:Sf,t,k=1
of,t + a
′
k
)
(
Tf∑
t=1
Sf,t,k + b′k
) ∑
t:Sf,t,k=1
of,t+a
′
k
× (b
′
k)
a′k
Γ (a′k)×
∏
t:Sf,t,k=1
of,t!
CTMC initial state parameters: For pi, H−f,j (pi) ∼ Dirichlet (α′1, . . . , α′K), where α′k = αk +∑
n6=f :Cn=j
Sn,1,k. Then,
Lpi (Cf = j |C−f ) :=
∫
L (pi) dH−f,j (pi) =
K∏
k=1
Γ (Sn,1,k + α
′
k)
Γ
(
K∑
k=1
Sn,1,k + α′k
) × Γ
(
K∑
k=1
α′k
)
K∏
k=1
Γ (α′k)
CTMC transition model parameters: For the components qlm of Q, given Nlm (τ) and Rl (τ),
H−f,C (qlm) ∼ Gamma(a′lm, b′lm), where
a′lm =
∑
n 6=f :Cn=C
Tn∑
t=1
Nl,m (∆n,t) + alm b
′
l =
∑
n 6=f :Cn=C
Tn∑
t=1
Rl (∆n,t) + bl.
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Then,
Lqlm (Cf = j |C−f ) :=
∫
L (qlm) dH−f,j (qlm) =
Γ
(
Tf∑
t=1
Nl,m (∆f,t) + a
′
lm
)
(
Tf∑
t=1
Rl (∆f,t) + b′k
) Tf∑
t=1
Nl,m(∆f,t)+a′lm
× (b
′
l)
a′lm
Γ (a′lm)
.
Therefore,
∫
Lf (Θ) dH−f,j (Θ) =
K∏
k=1
Lθk (Cf = j |C−f )× Lpi (Cf = j |C−f )×
∏
1≤l 6=m≤K
Lqlm (Cf = j |C−f )
and the probability in (3) readily computed.
The Metropolis-Hastings acceptance probability in (4) also involves calculating the marginal
likelihood of the cluster membership, L (C) in (5). The integral parts can be calculated in the
same fashion above and the only difference is to change H−f,j to Hf,j. Specifically,
Hf,j (θk) ∼ Gamma
ak + ∑
n<f :Cn=j
∑
t:Sn,t,k=1
on,t, bk +
∑
n<f :Cn=j
Tn∑
t=1
Sn,t,k

Hf,j (pi) ∼ Dirichlet
(
α1 +
∑
n<f :Cn=j
Sn,1,1, . . . , αK +
∑
n<f :Cn=j
Sn,1,K
)
Hf,j (qlm) ∼ Gamma
( ∑
n<f :Cn=j
Tn∑
t=1
Nl,m (∆n,t) + alm,
∑
n<f :Cn=j
Tn∑
t=1
Rl (∆n,t) + bl
)
Note: a similar conjugate approach can be used if factor predictors are incorporated into the
models for the outcome or the transition infinitesimal generator - see Section 6.
15
4 Simulated Examples
4.1 Example 1
In this example, a three-cluster CTHMM-GLM is considered, with each cluster having three latent
states and specification
Q1 =

−2.5 2.0 0.5
0.5 −1.5 1.0
0.1 0.9 −1
 Q2 =

−1.20 1.00 0.20
1.40 −1.50 0.10
0.05 0.20 −0.25
 Q3 =

−0.50 0.49 0.01
0.25 −0.30 0.05
0.01 0.10 −0.11

(8)
with associated coefficient matrices
• Gaussian case: B1 = (−4, 0, 5), B2 = (−5.5, 0.5, 5.5), B3 = (−5, 1, 4.8).
• Poisson case: B1 = (−2, 1.2, 3), B2 = (−1, 1, 2.5), B3 = (−1.5, 1.1, 2.8).
The initial distributions for three clusters are pi1 = (0.5, 0.4, 0.1)
>, pi2 = (0.3, 0.5, 0.2)
> and pi3 =
(0.45, 0.45, 0.1)>. The variance in the Gaussian case is set to be 1. In the split-merge Gibbs
sampler, the intermediate restricted sampling scanned three times before performing the actual
split or merge update. We initiate the model with one cluster. Data are generated by constructing
the continuous Markov chain from the generator Qi for cluster i = 1, 2, 3, a continuous-time
realization {Xs, 0 ≤ s ≤ 15}, and uniformly extracted T − 1 time points between 0 and 15. Data
are generated with 1000 subjects for each cluster.
Results are shown in Table 1 (an extended version is given in the Supplement), and are based
on the three-cluster iterations taken from a total of 2000 iterations. The cluster membership is
assigned to the subject according to its posterior mode conditional on the three-cluster iterations.
In all cases, the posterior modal number of clusters was three, especially when T = 50, 100 there
were over 90% of iterations with the three-cluster model. When T = 30 for Normal case, there were
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23.70% and 14.85% of two and four clusters respectively, while for Poisson case, 43.40% of iterations
were four clusters. In general, restricted Gibbs sampling using split-merge proposals performed
well. The norm differences in parameters between true values and the posterior means were small,
and misclassification rates were not dramatic. It was more difficult to cluster trajectories, and
the misclassification rate increased, as sample size decreased, and the Gaussian cases had higher
misclassification rates than the Poisson cases.
Table 1: Example 1: Inference for simulated data with three clusters and three latent states.
Gaussian Poisson
T = 30 T = 50 T = 100 T = 30 T = 50 T = 100
% 3-cluster iterations 59.65% 99.25% 99.75% 56.40% 93.05% 98.25%
Misclassification rate 20.97% 19.16% 12.9% 14.10% 6.53% 2.40%
4.2 Example 2
In this example, the data are generated with different infinitesimal generators in each cluster in
but with other parameters B and pi with the same configuration in Cluster 1 from Example 1. The
observation process is taken to be the Gaussian distribution only. Data are generated with 1000
subjects in each cluster with 3000 subjects in total. The restricted Gibbs sampling procedure with
split-merge proposals (with five intermediate Gibbs steps) for component parameters Q only was
implemented (see Supplement for the algorithm).
Results for this simulation are shown in Table 2 with an extended version in the Supplement:
again, results presented are conditional on three-cluster iterations with total 2000 iterations. As
this is a more difficult clustering problem, the percentage of 3-cluster iterations decreased compared
to the previous example. However, posterior modes of the number of clusters were still 3 in most
cases except when σ = 2. In that case, the posterior distribution of the number of clusters was
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more spread and the mode was 4-cluster no matter when T = 50 or T = 100. For σ = 0.5, there
were 17.05% and 7.05% of total iterations with four clusters for T = 50 and 100 respectively, while
for σ = 1, there were 4.10% and 44.35% iterations with four clusters respectively as there were
more observations to support a new cluster for T = 100. When σ = 2, the posterior distribution
of the number of clusters was more spread, and the mode was four clusters for T = 50 or T = 100.
For T = 50, 18.15%, 38.25% and 6.05% of iteration were two, four and five clusters respectively.
Moreover, 80.30% of iterations were four-cluster models where T = 100, σ = 2, giving a strong
evidence of more clusters when data were generated with a large variance. When conditioning on
3-cluster iterations, the results for this case were satisfactory and the misclassification rate was not
dramatic when T = 100. The misclassification rate for T = 50 and σ = 2 is around 40%, but the
posterior mean estimates were still fairly close to the true values. This example illustrates that
separating clusters via Q is relatively more challenging than for the other parameters.
Table 2: Example 2: Simulation study with three clusters using DP mixture models. Each cluster
has three latent states, the same B and pi parameters, but different Q matrices.
σ = 0.5 σ = 1 σ = 2
T = 50 T = 100 T = 50 T = 100 T = 50 T = 100
% 3-cluster iterations 80.90% 92.80% 95.75% 50.05% 37.40% 11.60%
% Misclassification 19.20% 11.90% 22.13% 13.03% 41.13% 23.63%
4.3 Example 3
In this example, in a three-cluster model, we add a three level, time-varying factor covariate
Z1 ∼ Multinomial (1; 1/4, 1/4, 1/2) at each observation time point to modify the outcome model,
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with coefficient matrices
B1 =

−2 1.2 3
−0.3 0 0
0.5 −0.1 −0.1
 B2 =

−1 1 2.5
0.4 −0.2 −0.5
−0.1 0 −0.4
 B3 =

−1.5 1.1 2.8
1 0.1 −0.1
−0.5 0.1 −0.5

Parameters Q and pi are as in Example 1. The observation process is taken to be the Poisson
distribution. Data are generated with 300, 500, 200 subjects in Cluster 1,2,3 respectively with 1000
subjects in total. The intermediate restricted Gibbs sampling scanned twice before performing the
actual split or merge update.
Results summarizing the three-cluster iterations for this example are shown in Table 3 (full
version in the Supplement). We observed similar results in terms of misclassification rates for the
Poisson cases in Example 1. As we have more parameters in this case, the posterior distribution of
the number of clusters was more dispersed (see plots in the Supplement). For T = 30, the number
of clusters fluctuated between three and four clusters, with 37.2% and 56.8% of total iterations
respectively. When T increases to 50 and 100, the mode becomes three with less posterior variation
observed – for T = 50, 100, only 13.55% and 2.95% of 2000 iterations had four clusters respectively.
For T = 100, there were a few iterations with more than five-clusters initially, but the number of
clusters soon stabilized at three.
Table 3: Example 3: Simulation study with three clusters using Dirichlet Process Mixture Models
with one factor time-varying covariate. Each cluster has three latent states and the observation
process is generated from Poisson distribution.
T = 30 T = 50 T = 100
% 3-cluster iterations 37.20% 85.05% 95.60%
% Misclassification 11.50% 6.20% 2.90%
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5 Application: health surveillance of COPD patients
Our real example relates to healthcare surveillance for the chronic condition COPD in greater
Montreal, Que´bec, Canada. In 1998, a 25% random sample was drawn from the registry of the
Re´gie de l’assurance maladie du Que´bec (RAMQ, the Que´bec provincial health authority) with a
residential postal code in the census metropolitan area of Montreal. At the start of every following
year, 25% of those who were born in, or moved to, Montreal within the previous year were sampled
to maintain a representative cohort. Follow-up ended when people died or changed their residential
address to outside of Montreal. This administrative database includes outpatient diagnoses and
procedures submitted through RAMQ billing claims, and procedures and diagnoses from inpatient
claims. All data are linked through an anonymized version of the RAMQ number.
Using established case-definitions based on diagnostic codes (Blais et al., 2014; Lix et al.,
2018), 76,888 COPD patients were enrolled with an incident event occurring after a minimum
of two years at risk with no events. Patients were followed from January 1998, starting from the
time of their first diagnosis, until December 2014. Physicians only observed these patients during
medical visits, which occurred when patients chose to interact with the healthcare system, and
at which information, including the number of prescribed medications, is collected. However, as
this information was only available for patients with drug insurance, we restrict the cohort to
patients over 65 years old with COPD, as prescription data are available for all of these patients.
In our analysis, the outcome observations are the number of prescribed medications at the time
when patients visited the physician: these are modelled using a Poisson model. In addition, the
types of healthcare utilization at each visit were also recorded: hospitalization (HOSP), specialist
visit (SPEC), general practitioner visit (GP) and emergency department visit (ER). We randomly
selected 1000 patients with at least fifty observations to demonstrate the feasibility of clustering
trajectories. In the analysis, the number of states in each cluster was fixed to four to match the
convention in the COPD literature (GOLD Executive Committee, 2017) where the states are termed
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mild, moderate, severe and very severe. We fit the model with parameters Q, θHOSP, θSPEC, θGP,
θER and pi in each cluster, where θU (U = HOSP, SPEC, GP, ER) represents the mean parameter
indicating the number of drugs prescribed in the Poisson distribution for each healthcare utilization.
The analysis was initiated as a one-cluster model. Restricted Gibbs sampling with split-merge
proposals was used for inference, with two intermediate sampling scans prior to performing the
split-merge update. The prior distribution for off-diagonal elements of Q is Gamma(20, 500), chosen
with consideration for plausible holding and transition times within each state (some sensitivity
analysis is presented in the Supplement).
We present results based on 2000 MCMC samples with 100 burn-in iterations after initialization
using results from the EM algorithm fit of the model. The mode of the posterior distribution of the
number of clusters is 3. The trace plots were checked and convergence confirmed conditional on
three-cluster iterations (1615 out of 2000 iterations). The Supplement gives details of the effective
sample sizes of the posterior samples for Q and B in each cluster: these were satisfactory. The
results presented are conditional on three-cluster iterations. Parameters θHOSP, θSPEC, θGP and θER
are converted to a contrast (relative-risk) parameterization in each cluster. The posterior mean
of the exponential of the coefficients for the three-cluster model with the number of patients in
each cluster are shown in Table 4. The number of drugs across different healthcare utilizations is
around the same within each states; however, Cluster 3 has on average greater number of drugs
prescribed. Cluster 3 is the largest cluster.
Due to the data structure, with different start times and observations times for each subject,
and the latent nature of the modelled process, it is challenging to demonstrate the clustering of
individual trajectories by using conventional plotting of longitudinal curves so other summaries
must suffice. Figure 1 shows posterior mean transition patterns over 5 years for the three clusters.
For State 1, patients in Clusters 1 and 3 are least and most likely to hold in State 1 respectively.
For State 2, all the clusters have a similar transition pattern. In State 3, patients in Cluster 1
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Figure 1: COPD data analysis: DP mixture model, transition probability over time for three
clusters
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have a relatively higher probability transition to State 4 compared to other clusters. Cluster 1 has
notably different patterns from other clusters: patients tend to exit State 1 rapidly but are more
likely to transition from State 4. It is believed that those patients are likely in a progression from
the middle to the end stage COPD.
The transition probabilities in Figure 1 reveal some but not all of the differences between
clusters in terms of transition properties. Figure 2 is a plot of the real component of the three
(non-trivial) eigenvalues computed by spectral decomposition of the posterior sampled Q values
in the three clusters. The plot makes it clear that although Clusters 2 and 3 are similar, Cluster
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1 is distinct. This evidence, coupled with the differences in outcome response levels indicated by
the results in Table 4 – Cluster 3 has on average a greater number of drugs prescribed, indicating
that patients in Cluster 3 have more severe health condition than those in Cluster 2 – confirms the
presence of population substructure.
Figure 2: COPD data analysis: DP mixture model, pair plots of real component of eigenvalues of
posterior samples for Q. Black, red and green represent Clusters 1,2,3 respectively.
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6 Discussion
We have constructed model-based clustering procedures for longitudinal health data to group
subjects into meaningful subpopulations based on their entire health trajectories. We implemented
Bayesian nonparametric clustering, which facilitates Bayesian inference for the number of clusters
as well as the cluster parameters. The methodology was applied to a healthcare administrative
database. The inferred Markov transition rate matrices suggest that each cluster has its own
transition characteristics and observation process, and that patients are more likely to stay in more
severe states. The posterior distribution for the cluster labels was computed by Gibbs sampling via
Po´lya urn schemes (Neal, 2000) and more efficient split-merge updates by Jain and Neal (2004).
Simulation studies demonstrated that by employing the restricted Gibbs sampling with split-merge
proposals, DP mixture models can identify the correct number of clusters and sample the target
posterior distribution. Only the conjugate DP mixture case was explored in this paper; for handling
the non-conjugate case, an auxiliary variable method (Neal (2000), Algorithm 8) or non-conjugate
split-merge proposals (Jain and Neal, 2007) could be used. This would allow us to incorporate
continuous time-varying covariates in the observation process and baseline covariates of general
form in Q. Alternatively, if log-linear specifications are used in latent and observation models, an
approximate conjugate analysis can be carried out using Gaussian approximations. In our analysis,
the number of states in each cluster was the same with other clusters because the new cluster is
splitting from an existing cluster. However, as the number of states can also be a parameter in the
DP mixture formulation, allowing the number of states and clusters to be inferred.
We have investigated prior sensitivity of the DP mixture formulation. Focussing on the number
of clusters, the DP precision parameter α and the prior distribution on the component specific
parameters both influence the number of inferred clusters – this is inevitable in the context of
the inherently unsupervised learning problem to which model-based clustering corresponds. For
example, a more precise prior on the components of Q will encourage more clusters for the same
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observed data: some illustration of this is given in the Supplementary Material. However, we notice
that although the number of clusters sometimes does increase, the additional clusters typically have
few members and take a longer time to be selected and merged.
In this paper we have not addressed issues of informative dropout. In principle, dropout can be
handled using standard Bayesian missing data procedures once a suitable missingness mechanism
has been proposed, although the specification of a realistic model may be challenging to construct.
For the COPD data, however, the influence of informative dropout is likely to be minimal, as the
principal cause of dropout is subjects leaving the province, which mainly affects younger subjects.
Censoring due to death of the subject can be handled within the framework of the latent HMM
by the inclusion of an absorbing state: however, information on time of death is not available in
our real data set as the cohort contains only data on interactions with the healthcare system. This
could be addressed by linking the RAMQ data to provincial death records.
One assumption that the model makes is that the sequence of observation times τt, t = 1, . . . , T
is not informative about the underlying health trajectory or the outcome process. The model
could be extended to account for informative observation times by introducing a further stochastic
process, for example an inhomogeneous Poisson process with rate dependent on the latent HMM.
Such an assumption would complicate the computation and be inhibitive for large data sets, but
would still be feasible in principle.
In our illustrative analyses, we have examined cohort sizes of 1000, but this could be scaled
to much larger cohorts with increased computing capability. An analysis of a much larger RAMQ
post-65 years old cohort was carried out in Luo et al. (2018) assuming no population substructure.
Extending our model-based clustering to this larger setting is the goal of ongoing research: the
main computational obstacle is the imputation of the latent process which is needed to facilitate
all aspects of the likelihood calculation, and this may be in part overcome by parallelization of the
individual likelihood calculations.
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Table 4: COPD data – DP mixture model analysis: exponential of coefficients for the three cluster
Poisson model with 95% credible intervals
in relative-risk parameterization with ER as the baseline group.
Predictor State 1 State 2 State 3 State 4
Cluster 1
Intercept
0.24 2.62 5.86 9.14
(0.14,0.45) (2.31,3.10) (5.43,6.26) (8.51,10.25)
GP
2.82 0.95 0.99 0.96
(0.79,7.55) (0.89,1.01) (0.96,1.03) (0.93,0.98)
(N = 334)
HOSP
1.20 0.99 0.93 0.99
(0.78,1.84) (0.82,1.14) (0.87,1.02) (0.92,1.02)
SEPC
2.31 0.98 0.99 0.95
(0.54,6.63) (0.89,1.08) (0.92,1.04) (0.91,0.99)
Cluster 2
Intercept
0.29 2.76 6.04 9.49
(0.13,0.46) (2.31,3.14) (5.43,6.55) (8.51,10.29)
GP
1.86 0.95 0.99 0.95
(0.79,7.06) (0.89,1.02) (0.96,1.04) (0.93,0.98)
(N = 199)
HOSP
1.22 0.95 0.95 0.97
(0.78,1.84) (0.82,1.13) (0.86,1.03) (0.92,1.02)
SEPC
1.49 0.97 0.98 0.95
(0.55,6.11) (0.89,1.07) (0.92,1.04) (0.91,0.99)
Cluster 3
Intercept
0.00 3.66 6.13 11.20
(0.00,0.01) (3.52,3.80) (5.96,6.30) (11.01,11.39)
GP
0.33 1.05 0.99 0.99
(0.07,1.69) (1.01,1.09) (0.96,1.02) (0.97,1.01)
(N = 467)
HOSP
1.54 0.99 0.97 0.96
(0.27,9.14) (0.92,1.05) (0.93,1.01) (0.93.1.00)
SEPC
0.64 1.01 1.01 0.98
(0.10,4.08) (0.96,1.06) (0.98,1.05) (0.96,1.01)
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Supplementary Materials for “Bayesian Nonparametric Clus-
tering of Continuous-Time Hidden Markov Models for Health
Trajectories
A The CTHMM-GLM Model
This section outlines the formulation of Luo et al. (2018).
A.1 A continuous-time hidden Markov model
Using standard arguments based on the Chapman–Kolmogorov and Kolmogorov equations, the
transition probability from state i to j in the time interval of length ∆t = τt+1 − τt between
observation times t and t+ 1 takes the form
pij (∆t) = P
(
Xτt+1 = j |Xτt = i, τt+1 − τt = ∆t
)
= expm (∆tQ)(ij) (9)
where t = 1, . . . , T − 1, Q = (qij) for 1 ≤ i, j ≤ K is the infinitesimal generator for the continuous-
time Markov process {Xs}, and expm (A) is the matrix exponential of matrix A. The initial state
distribution pi for {Xs} is pii = P (X0 = i) for i = 1, . . . , K.
A.2 Observation model
The observation process assumes that the observed data are drawn from an exponential family
conditional on the hidden state. Specifically, given Xτt = k, observation Ot is independent of the
other observed data, with f (Ot|Xτt = k) = exp {(Otθt,k − b(θt,k))/φ2 + c(Ot, φ)}. If there are time-
varying explanatory variables Z ∈ RD, a GLM with link function specified as g(u(θt,k)) = Zt>βk
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can be adopted, where u(θt,k) = E (Ot |Xτt = k ) and βk is a coefficient vector for state k. If
St = (St,1, . . . , St,K)
> is an indicator random vector with St,k = 1 if Xτt = k and 0 otherwise, then
using coefficient matrix, B = (βd,k) for d = 1, . . . , D and k = 1, . . . , K, the linear predictor can be
rewritten as g(u(θt,k)) = Z
>
t BSt.
A.3 Likelihood
If there are N subjects, let On,t (t = 1, . . . , Tn) be the t
th observation for subject n with the
associated observation time τn,t. The model is parameterized by Θ = {qij, 1 ≤ i, j ≤ K, pi,B, φ}.
For any individual, as {Xs} is a Markov process with infinitesimal generator Q, if {Xs} has been
observed continuously in the time interval [0, τ ], the likelihood function of Q is
K∏
l=1
∏
m6=l
ql,m
Nl,m(τ) exp (−ql,mRl (τ))
where Nl,m(τ) is the number of transitions from state l to state m in the time interval [0, τ ] and
Rl (τ) is the total time that the process has spent in state l in [0, τ ],
Rl(τ) =
∫ τ
0
1(Xs = l) ds
Note that the quantities Nl,m (τ) are unobserved, but can be computed given a realization of the
latent process on [0, τ ]. The complete data likelihood derived from {On} and {Xn,τn} can be
factorized L(Θ) ≡ L(O,X|Θ) = L(X|Θ)L(O|X,Θ) where O = {On,t} and X = {Xn,τn,t} for
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n = 1, . . . , N, t = 1, . . . , Tn and
L(O|X,Θ) =
N∏
n=1
Tn∏
t=1
f
(
On,t
∣∣Xn,τn,t )
L(X|Θ) =
N∏
n=1
piXn,0
(
Tn−1∏
t=1
K∏
l=1
∏
m6=l
q
Nn,l,m(∆n,t)
n,l,m exp (−qn,l,mRn,l (∆n,t))
)
The log-likelihood written in terms of the latent state indicator random vectors {Sk}Kk=1 is
`(Θ) =
N∑
n=1
Tn∑
t=1
K∑
k=1
Sn,t,k log f (On,t |Sn,t,k ) +
N∑
n=1
K∑
k=1
Sn,1,k log (pik) (10)
+
N∑
n=1
Tn−1∑
t=1
K∑
k=1
K∑
j=1
Sn,t,kSn,t+1,jp
k,j
n,t
where
pk,jn,t =
K∑
l=1
∑
m 6=l
Nk,jn,l,m (∆n,t) qlm − exp
{
qlmR
k,j
n,l (∆n,t)
}
.
records the probability of transition from state k to state j in the interval ∆n,t = τn,t+1 − τn,t.
Inference for this one-component CTHMM-GLM can be drawn using the EM algorithm or a
fully Bayesian analysis. For detains about inference for this model, see Luo et al. (2018).
A.4 Definition of an,t,k and bn,t,k,j
For 1 ≤ k ≤ K, let
an,t,k = E[Sn,t,k|O; Θ] = P(Sn,t,k = 1|O; Θ) =
K∑
j=1
bn,t,k,j
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say, where bn,t,k,j = P(Sn,t,k = Sn,t+1,j = 1|O; Θ). The (an,t,k, bn,t,k,j) can be obtained by the
forward-backward algorithm (Baum and Eagon, 1967; Baum and Sell, 1968). The forward variable
αn,t,k is defined as αn,t,k = P
(
On,1, . . . , On,t, Xn,τn,t = k
)
. Let O
(t)
n = (On,1, . . . , On,t). Then
P (On,1 , . . . , On,t, Xn,τn,t = k
)
= P
(
On,t
∣∣∣Xn,τn,t = k,O(t−1)n )P(O(t−1)n , Xn,τn,t = k)
= f
(
On,t
∣∣Xn,τn,t = k )× K∑
i=1
P
(
O(t−1)n , Xn,τn,t = k,Xn,τn,t−1 = i
)
= f
(
On,t
∣∣Xn,τn,t = k ) K∑
i=1
P
(
O(t−1)n , Xn,τn,t−1 = i
)
P
(
Xn,τn,t = k
∣∣Xn,τn,t−1 = i)
= f
(
On,t
∣∣Xn,τn,t = k )× K∑
i=1
αn,t−1,ipn,ik (∆n,t−1)
The initial value αn,1,k = pik × f
(
On,1
∣∣Xn,τn,1 = k). The backward variable γn,t,k is defined as
γn,t,k = P
(
On,T , . . . , On,t+1
∣∣Xτn,t = k). Let ←−O (t)n = (On,T , . . . , On,t+1). Then
P (On,T , . . . , On,t+1
∣∣Xτn,t = k ) = K∑
i=1
P
(←−
O (t)n , Xτn,t+1 = i
∣∣Xτn,t = k)
=
K∑
i=1
P
(←−
O (t)n
∣∣Xτn,t+1 = i,Xτn,t = k)× P (Xτn,t+1 = i ∣∣Xτn,t = k )
=
K∑
i=1
P
(
On,t+1
∣∣Xτn,t+1 = i)P(←−O (t+1)n ∣∣Xτn,t+1 = i)× pn,ki (∆n,t)
=
K∑
i=1
f
(
On,t+1
∣∣Xτn,t+1 = i)× γn,t+1,ipn,ki (∆n,t)
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The first backward value γn,T,k is initialized to 1 for all n and k. Then, for t = 1, . . . , Tn − 1,
bn,t,k,j = P (Sn,t,k = Sn,t+1,j = 1 |O ). Define −→O (t)n = (On,t, . . . , On,T ). Then
bn,t,k,j = P
(
Xn,τn,t = k,Xn,τn,t+1 = j |O
)
=
P
(
Xn,τn,t = k,Xn,τn,t+1 = j,
−→
O
(1)
n
)
K∑
j=1
K∑
k=1
P
(
Xn,τn,t = k,Xn,τn,t+1 = j,
−→
O
(1)
n
)
=
P
(−→
O
(t+1)
n , Xn,τn,t+1 = j
∣∣∣Xn,τn,t = k,O(t)n )P(Xn,τn,t = k,O(t)n )
K∑
l=1
K∑
m=1
P
(−→
O
(t+1)
n , Xn,τn,t+1 = l
∣∣∣Xn,τn,t = m,O(t)n )P(Xn,τn,t = m,O(t)n )
=
f
(
On,t+1
∣∣Xn,τn,t+1 = j )× γn,t+1,j × pn,kj (∆n,t)αn,t,k
K∑
l=1
K∑
m=1
f
(
On,t+1
∣∣Xn,τn,t+1 = l)× γn,t+1,l × pn,mj (∆n,t)αn,t,m
with an,t,k =
K∑
j=1
bn,t,k,j . For t = Tn,
an,Tn,k = P
(
Xτn,Tn = k |O
)
=
P
(
Xτn,Tn = k,O
(Tn)
n
)
K∑
j=1
P
(
Xτn,Tn = j, O
(Tn)
n
) = αn,Tn,kK∑
j=1
αn,Tn,j
.
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B Split-Merge Proposals for the Conjugate Dirichlet Pro-
cess Mixture Model with Component Parameter Q
We now propose an algorithm to cluster individual trajectories via the DP mixture for the CTHMM-
GLM with component parameters Q.
• Initialization: Randomly sample cluster label C0 from {1, . . . ,M0} for each subject, where
M0 is an arbitrary positive integer with |C0| = M0. Starting with initial values pi0, Q0C0 , θ0
and φ0, compute an,t,k and bn,t,k,j using the forward-backward algorithm.
• Update latent state indicators: For each n and t, generate the random vector Sin,t from
the multinomial distribution with the parameter set ain,t = (a
i
n,t,1, . . . , a
i
n,t,K) where Sn,t =
(Sn,t,1, . . . , Sn,t,K)
> is an indicator random vector with Sn,t,k = 1 if Xτt = k and 0 otherwise.
• Update B and φ: Sample coefficient matrix Bi and scale parameter φi given Sin,t via the
MH algorithm as their conditional posterior distributions are not of standard form.
• Update pi: Under prior Dirichlet (α1, . . . , αK), sample pii from a Dirichlet distribution with
parameters (
N∑
n=1
Sin,1,1 + α1, . . . ,
N∑
n=1
Sin,1,K + αK
)
• Simulate the path for the latent process:
– Sample the current state and next state (Xn,τn,t and Xn,τn,t+1) from a multinomial dis-
tribution with the parameter matrix bn,t,k,j.
– Simulate Nn,l,m (∆n,t) and Rn,l (∆n,t) from the Markov jump processes step-by-step with
infinitesimal generator Qi−1Cn through the intervals [τn,t, τn,t+1) initiated at Xn,τn,t and end
point Xn,τn,t+1 sampled previously with current label C
i−1.
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• Update C by Gibbs sampler: A standard Gibbs sampler strategy updates the subject-
specific cluster labels in a cycle according to a Po´lya urn scheme (Neal, 1992; MacEachern,
1994; MacEachern and Mu¨ller, 1998). Assume current iteration i−1 consists of Ci−11 , . . . , Ci−1N ,
as well as the component parameters Qi−1. To update the cluster label for individual n, if
M−n denotes the number of distinct labels for individuals excluding individual n, and draw
Cin from
P (Cn = j |C−n ) ∝

N−n,j
N − 1 + α
∫ ∏
l 6=m
Tn∏
t=1
L (qlm |∆n,t ) dH−n,j (qlm) j = 1, . . . ,M−n
α
N − 1 + α
∫ ∏
l 6=m
Tn∏
t=1
L (qlm |∆n,t ) dG0 (qlm) for new label M−n + 1
(11)
where L (qlm |∆n,t ) is the likelihood contribution of qlm for individual n at tth observation,
H−n,j (qlm) is the posterior distribution of qlm based on the prior G0 (qlm) and all subjects
m 6= n with Cm = j, and N−n,j =
∑
m6=n
1 (Cm = j). If G0 (qlm) is a conjugate prior, i.e.,
Gamma distributed, these quantities can be calculated analytically.
• Update label C by split-merge: Denote by M i−1 the number of clusters in the current
label configuration. Select two distinct subjects d and e and denote their cluster labels
jd = C
i−1
d and je = C
i−1
e .
1. Let M = {f : f 6= d, e, but Ci−1f = jd or Ci−1f = je} ⊆ {1, 2, . . . , N}.
2. Define the launch state, Cl by running a Gibbs sampler scan restricted to the labels of
subjects f ∈M.
(i) If jd 6= je: for f ∈ M, the conditional probability P (Cf = j |C−f ) for j ∈ {jd, je}
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is given by
N−f,j
∫ ∏
l 6=m
Tf∏
t=1
L (qlm |∆f,t ) dH−f,j (qlm)
N−f,jd
∫ ∏
l 6=m
Tf∏
t=1
L (qlm |∆f,t ) dH−f,jd (qlm) +N−f,je
∫ ∏
l 6=m
Tf∏
t=1
L (qlm |∆f,t ) dH−f,je (qlm)
where N−f,j =
∑
m6=f
1 (Cm = j), L (qlm |∆f,t ) = ql,mNl,m(∆f,t)e(−ql,mRl(∆n,t)) and where
H−f,j (qlm) denotes the posterior distribution of qlm based on the prior G0 and
subjects g ∈M∪ {d, e} but g 6= f such that Cg = j.
(ii) If jd = je: for f ∈M, the conditional probability P (Cf = j |C−f ) for j ∈ {je,M i−1+
1} is calculated in the same fashion, but amended to reflect the two types of proba-
bility in equation (11). The value M i−1+1 is a new component label, not represented
in the current label set.
3. Split-merge step:
(i) If subjects d and e are in the same mixture component, i.e., Ci−1d = C
i−1
e , propose
the split procedure, Csplit.
– Set Csplitd = M
i−1 + 1 and Csplite = C
i−1
e = je.
– For f /∈M, let Csplitf = Ci−1f ; for f ∈M, modify Csplitf by performing one more
Po´lya urn scan from the launch state label C lf .
– Perform the MH update with acceptance probability a
(
Csplit,Ci−1
)
. If the
proposal is accepted, then set Ci = Csplit; if rejected, set Ci = Ci−1.
(ii) If subjects d and e are in different mixture components, i.e., Ci−1d 6= Ci−1e , propose
the merge procedure, Cmerge.
– Set Cmerged = C
merge
e = C
i−1
e = je.
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– For f ∈M, let Cmergef = Ci−1e ; for f /∈M, let Cmergef = Ci−1f .
– Perform the MH update with acceptance probability a (Cmerge,Ci−1). If the
proposal is accepted, then set Ci = Cmerge; if rejected, set Ci = Ci−1.
• Update the component parameter Q: For all C in Ci = {Ci1, . . . , CiN}, update Nl,m (∆n,t)
and Rl (∆n,t) from the updated label component generator QC (obtained when calculating
a (C∗,Ci−1)). Then qil,m|C associated with component C is generated from a Gamma distri-
bution with shape parameter ΛCl,m and rate parameter Υ
C
l .
In terms of calculating the acceptance probability, the procedure is the same as the general algo-
rithm except for the likelihood ratio. In the general algorithm, the likelihood of the component
parameter Q is based on the unobserved Markov process, namely, Nl,m (∆n,t) and Rl (∆n,t). There-
fore, when calculating the likelihood ratio for split-merge procedures, the unobserved Markov
process should be modified as well. The likelihood of the current label for f ∈M∪ {d, e} is
L (Cf ) =
∏
f :Cf=jd
∫ ∏
l 6=m
Tf∏
t=1
L (qlm |∆f,t ))dH−f,jd (qlm)×
∏
f :Cf=je
∫ ∏
l 6=m
Tf∏
t=1
L (qlm |∆f,t ) dH−f,je (qlm)
where Nl,m (∆f,t) and Rl (∆f,t) are generated from the previous step. In the split step, the likelihood
of the split label is calculated by
L
(
Csplitf
)
=
∏
f :Csplitf =C
split
d
∫ ∏
l 6=m
Tf∏
t=1
Ld,split (qlm |∆f,t ) dH−f,Csplitd (qlm)
×
∏
f :Csplitf =je
∫ ∏
l 6=m
Tf∏
t=1
Le,split (qlm |∆f,t ) dH−f,je (qlm)
where
Ls,split (qlm |∆f,t ) = ql,mN
s,split
l,m (∆f,t)e(−ql,mR
s,split
l (∆f,t)) s = d, e
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and N e,splitl,m (∆f,t), R
e,split
l (∆f,t) are simulated from the Markov jump processes step-by-step with
infinitesimal generator Qe,split through the intervals [τn,t, τn,t+1) initiated at Xτn,t and end point
Xτn,t+1 respectively and each entry in Q
e,split is generated from a Gamma distribution with shape
parameter Λjel,m and rate parameter Υ
je
l . Similarly, N
d,split
l,m (∆f,t) , R
d,split
l (∆f,t) are sampled asso-
ciated with Qd,split where each entry in Qd,split is sampled from a Gamma distribution with shape
parameter Λ
Csplitd
l,m and rate parameter Υ
Csplitd
l .
If the split step is accepted, Qd,split and Qe,split will be carried into the next step to update Q.
Similarly in the merge step, the likelihood of the merge label is calculated by
L (Cmergef ) = ∏
f :Cmergef =je
∫ ∏
l 6=m
Tf∏
t=1
Le,merge (qlm |∆f,t ) dH−f,je (qlm)
where Le,merge (qlm |∆f,t ) = ql,mN
e,merge
l,m (∆f,t)e(−ql,mR
e,merge
l (∆n,t)) and N e,mergel,m (∆f,t), R
e,merge
l (∆f,t) are
simulated associated with Qe,merge where each entry in Qe,merge is sampled from a Gamma distri-
bution with shape parameter Λjel,m and rate parameter Υ
je
l .
If the merge step is accepted, Qe,merge will be carried into the next step when updating Q.
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C Simulation Results
The following results demonstrate that the algorithm successfully recovers the simulating parame-
ters in the posterior distributions. In each case, the posterior mean was used to calculate the norm
difference from the true values.
C.1 Example 1
Table 5: Example 1: Inference for simulated data with three clusters and three latent states.
Gaussian Poisson
T = 30 T = 50 T = 100 T = 30 T = 50 T = 100
‖pi1 − pˆi1‖ 0.04 0.02 0.02 0.04 0.02 0.04∥∥∥B1 − Bˆ1∥∥∥ 0.47 0.43 0.41 0.22 0.08 0.04∥∥∥Q1 − Qˆ1∥∥∥ 0.79 0.60 0.37 1.37 0.44 0.22
‖pi2 − pˆi2‖ 0.04 0.03 0.02 0.05 0.04 0.01∥∥∥B2 − Bˆ2∥∥∥ 0.37 0.44 0.28 0.02 0.01 0.02∥∥∥Q2 − Qˆ2∥∥∥ 0.59 0.58 0.27 0.88 0.45 0.17
‖pi3 − pˆi3‖ 0.02 0.01 0.02 0.03 0.03 0.03∥∥∥B3 − Bˆ3∥∥∥ 0.58 0.31 0.25 0.12 0.03 0.02∥∥∥Q3 − Qˆ3∥∥∥ 0.34 0.25 0.09 0.30 0.12 0.16
% of 3-cluster iterations 59.65% 99.25% 99.75% 56.40% 93.05% 98.25%
Misclassification rate 20.97% 19.16% 12.9% 14.10% 6.53% 2.40%
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C.2 Example 2
Table 6: Example 2: Simulation study with three clusters using DP mixture models. Each cluster
has three latent states, the same B and pi parameters, but different Q matrices.
σ = 0.5 σ = 1 σ = 2
T = 50 T = 100 T = 50 T = 100 T = 50 T = 100
‖pi − pˆi‖ 0.01 0.02 0.01 0.03 0.01 0.03∥∥∥B − Bˆ∥∥∥ 0.02 0.00 0.02 0.02 0.05 0.02∥∥∥Q1 − Qˆ1∥∥∥ 0.32 0.25 0.51 0.23 0.81 0.74∥∥∥Q2 − Qˆ2∥∥∥ 0.38 0.09 0.34 0.23 0.73 0.49∥∥∥Q3 − Qˆ3∥∥∥ 0.14 0.05 0.16 0.07 0.47 0.17
% of 3-cluster iterations 80.90% 92.80% 95.75% 50.05% 37.40% 11.60%
% of Misclassification 19.20% 11.90% 22.13% 13.03% 41.13% 23.63%
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C.3 Example 3
Table 7: Example 3: Simulation study with three clusters using Dirichlet Process Mixture Models
with one factor time-varying covariate. Each cluster has three latent states and the observation
process is generated from Poisson distribution.
T = 30 T = 50 T = 100
‖pi1 − pˆi1‖ 0.08 0.06 0.07∥∥∥B1 − Bˆ1∥∥∥ 0.99 0.70 0.08∥∥∥Q1 − Qˆ1∥∥∥ 0.34 0.94 0.37
‖pi2 − pˆi2‖ 0.10 0.05 0.04∥∥∥B2 − Bˆ2∥∥∥ 0.21 0.11 0.04∥∥∥Q2 − Qˆ2∥∥∥ 0.47 0.47 0.39
‖pi3 − pˆi3‖ 0.12 0.10 0.12∥∥∥B3 − Bˆ3∥∥∥ 0.42 0.36 0.19∥∥∥Q3 − Qˆ3∥∥∥ 0.39 0.39 0.31
% of 3-cluster iterations 37.20% 85.05% 95.60%
Misclassification rate 11.50% 6.20% 2.90%
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Figure 3: Example 1: Trace plots of the number of clusters via DP mixture model for Normal
(left) and Poisson (right) models and for T = 30, 50 and 100 observations per subject (top, middle,
bottom rows respectively). The plot reveals that as the amount of data increases, the posterior
distribution on the number of clusters becomes more concentrated on the three cluster model.
0 500 1000 1500 2000
Gaussian T=30
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
0 500 1000 1500 2000
Poisson T=30
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
0 500 1000 1500 2000
Gaussian T=50
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
0 500 1000 1500 2000
Poisson T=50
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
0 500 1000 1500 2000
Gaussian T=100
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
0 500 1000 1500 2000
Poisson T=100
Iteration
N
um
be
r o
f C
lu
st
er
s
1
2
3
4
5
43
Figure 4: Example 2: Trace plots of the number of clusters via DP mixture model for Normal
models where T = 50 and 100 observations per subject and σ = 0.5, 1 and 2 (top, middle, bottom
rows respectively) with component parameter Q only.
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Figure 5: Example 3: Trace plots of the number of clusters via DP mixture model for Poisson
models where T = 30, 50 and 100 observations per subject (top, middle, bottom rows respectively)
with a factor time-varying covariate.
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Figure 6: Example 3: Trace plots of the number of clusters via DP mixture model for Poisson
models where T = 100 observations per subject with 10 times more precise prior for Q than the
example in Figure 5. This prior encourages more clusters, but this plot indicates that the posterior
distribution still becomes concentrated at three clusters.
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D Application
The following figures and tables demonstrate adequacy of the MCMC approaches for the Bayesian
posterior calculations for the real data.
Figure 7: Real data analysis: DP mixture model, trace plot of number of clusters
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Figure 8: Real data analysis: DP mixture model, trace plots of diagonal parameters inQ conditional
on the three cluster model
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Real data analysis: Effective sample sizes (out of 2000) from the MCMC analysis.
B1 =

999.56 1430.56 1426.72 1453.74
1277.46 1479.50 1171.88 1436.56
1065.13 1413.59 1435.54 1441.86
1354.84 1339.02 1315.34 1614.89

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Table 8: Real data analysis: Effective sample sizes (ESSs) for parameters in Q conditional on 1615
three-cluster iterations
Parameter ESS Parameter ESS Parameter ESS Parameter ESS
Cluster 1
q12 841.93 q21 770.15 q31 884.32 q41 1120.63
q13 742.04 q23 1109.98 q32 805.63 q42 1172.65
q14 964.17 q24 1004.56 q34 789.18 q43 796.48
Cluster 2
q12 1564.22 q21 1335.89 q31 1272.21 q41 1375.26
q13 1615.00 q23 1305.74 q32 1224.23 q42 1354.22
q14 1253.25 q24 1239.46 q34 1356.51 q43 1163.92
Cluster 3
q12 1494.10 q21 1502.83 q31 1321.54 q41 1405.17
q13 1278.03 q23 1454.66 q32 1614.92 q42 1365.66
q14 1324.79 q24 1181.20 q34 1353.12 q43 1200.39
B2 =

1288.77 1351.73 1396.18 1481.65
1449.12 1441.75 1395.02 1615.00
1201.65 1411.45 1614.67 1478.05
1422.39 1199.21 1417.08 1396.03

B3 =

612.06 750.77 668.92 1280.54
695.77 1069.37 994.83 1433.11
864.46 1236.30 1197.72 1615.00
822.11 1100.11 949.47 1330.39

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Figure 9: Real data analysis: DP mixture model analysis, box plots of posterior samples of elements
of Q. Within each panel, boxes 1, 2 and 3 correspond to the three clusters.
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Figure 10: Real data analysis: DP mixture model analysis, eigenvalues of posterior samples for Q.
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