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Uvod
Zavidni rezultati neuronskih mrezˇa u brojnim zadacima umjetne inteligencije po-
kazuju kako je to podrucˇje s izrazito velikim potencijalom. Neovisno o tome radi li se
o obradi i analizi zvuka, slika, video snimki, teksta ili kojeg drugog ulaznog podatka,
neuronske mrezˇe sve znacˇajnije prednjacˇe kao najbolji odabir algoritma za ucˇenje.
Kljucˇne u postizanju nadljudskih rezultata u obradi slika su konvolucijske neuronske
mrezˇe i one predstavljaju glavni dio ovoga rada.
U prvom dijelu rada dajemo definiciju takozvanih aciklicˇkih neuronskih mrezˇa te
svih pojmova potrebnih za njihovu definiciju. Time postavljamo teorijski temelj za
definicije neuronskih slojeva potrebnih za definiciju konvolucijske neuronske mrezˇe,
koju odmah potom i definiramo.
Drugi dio rada bavi se primjenom konvolucijske neuronske mrezˇe u klasifikaciji
slika. Osim toga, dio rada posvec´ujemo i raznim problemima u kojima su se konvo-
lucijske neuronske mrezˇe pokazale kao izvrsno rjesˇenje.
Kratka povijest neuronskih mrezˇa
Iako su pravi procvat dozˇivjele tek pocˇetkom 21. stoljec´a, ideja o racˇunalu bazi-
ranom na principu rada ljudskoga uma pojavila se josˇ 40-tih godina 20. stoljec´a.
Povijest neuronskih mrezˇa mozˇemo podijeliti na dva razdoblja. Prvo je razdoblje
od 1940-ih pa sve do 1970-ih godina, kada je podrucˇje umjetnih neuronskih mrezˇa
zatihnulo. Drugo razdoblje zapocˇelo je 1980-ih godina i protezˇe se sve do danas. U
nastavku dajemo kratak opis oba razdoblja. Nesˇto detaljnija povijest mozˇe se pronac´i
u [34].
Rodenje neuronskih mrezˇa
Kao pocˇetak ovog razdoblja cˇesto se uzima cˇlanak [21] autora McCullocha i Pittsa
objavljen 1943. godine, u kojem je pokazano da cˇak i najjednostavnije neuronske
mrezˇe mogu, u principu, izracˇunati proizvoljnu aritmeticˇku ili logicˇku funkciju.
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Prvo uspjesˇno neuro-racˇunalo (Mark I perceptron) razvijeno je tijekom 1957.
i 1958., a u njegovom razvoju sudjelovali su Frank Rosenblatt, Charles Wightman
i drugi. Nesˇto kasnije, Bernard Widrow, u suradnji sa svojim studentima, razvija
modele ADALINE i MADALINE. MADALINE je prva mrezˇa koriˇstena za prakticˇan problem,
a koristila se u sustavu kontrole leta gotovo 50 godina.
Brojni uspjesi u ovom podrucˇju postavili su izrazito visoka ocˇekivanja za neuron-
ske mrezˇe pa su se pojavila nerijetka predvidanja da c´e se vec´ kroz nekoliko godina
pojaviti racˇunala sposobna cˇitati, pisati i pricˇati. Basˇ takva visoka ocˇekivanja oslabila
su matematicˇku strogoc´u te je pristup cijelom podrucˇju bio vec´inom eksperimenta-
lan, sˇto je s vremenom postao problem. Nedostatak dobrih ideja ovu je granu doveo
u tesˇko stanje. Kampanja u svrhu diskreditiranja neuronskih mrezˇa, koju su vodili
Marvin Minsky i Seymour Papert, postigla je svoj cilj preusmjeravanja financijskih
sredstava s podrucˇja neuronskih mrezˇa na podrucˇje umjetne inteligencije. Osnova za
tu kampanju bila je nesposobnost tadasˇnjih modela da, izmedu ostalog, naucˇe logicˇku
funkciju XOR.
Unatocˇ smanjenju financijske podrsˇke i interesa za neuronske mrezˇe, razvoj se
nastavio i u 1970-im godinama. Iako bez velikih otkric´a, ovo je razdoblje u kojem su
postavljeni cˇvrsti temelji za svojevrsnu renesansu ovoga podrucˇja.
Preporod neuronskih mrezˇa
Pocˇetkom 1980-ih mnogi znanstvenici ponovo predlazˇu razvoj neuro-racˇunala i
neuronskih mrezˇa. Poznati svjetski fizicˇar, John Hopfield, nakon iskazanog interesa za
podrucˇje neuronskih mrezˇa izdaje dva izrazito cˇitljiva cˇlanka o tom podrucˇju [12, 13].
Ti cˇlanci, uz brojna predavanja, populariziraju cijelo podrucˇje iznova te je od tada
ovo podrucˇje u konstantnom razvoju.
Ulaskom u 21. stoljec´e i razvitkom hardvera dogodio se veliki globalni procvat






Osnovni model neuronske mrezˇe
Glavnu temu ovog rada predstavljaju konvolucijske neuronske mrezˇe te se po-
drazumijeva poznavanje i razumijevanje osnovnih pojmova iz podrucˇja neuronskih
mrezˇa. Basˇ zbog toga, ovo poglavlje ne sadrzˇi detaljnu analizu svakog od sastav-
nih dijelova aciklicˇke (eng. feedforward) neuronske mrezˇe, vec´ sluzˇi za postavljanje
matematicˇkih temelja potrebnih za definiciju konvolucijske neuronske mrezˇe.
1.1 Nadzirano ucˇenje
Nadzirano ucˇenje (eng. supervised learning) je zadatak ucˇenja na oznacˇenim po-
dacima. Drugim rijecˇima, za odredene ulazne podatke znamo ocˇekivani izlaz te tu
funkciju zˇelimo generalizirati.
Definicija 1.1.1. Neka su X i Y skupovi. Funkciju T : X → Y definiranu sa
T = {(x, y) | y je ocˇekivani izlaz za ulaz x ∈ X}
zovemo skup podataka.
Skup podataka definirali smo kao funkciju koju zˇelimo naucˇiti, odnosno generali-
zirati na neki nadskup njezine domene A. U praksi je trening skup podataka zapravo
diskretan skup (rucˇno) oznacˇenih podataka, odnosno diskretna funkcija. Neka se npr.
radi o trening skupu podataka fotografija lica koji koristimo u svrhu raspoznavanja
osobe na slici. Tada, za svaku sliku x ∈ A, vrijednost T (x) predstavlja identitet
osobe, npr. jedinstveno ime i prezime ili identifikacijski broj.
Napomena 1.1.2. Nadzirano ucˇenje dijeli se na klasifikaciju i regresiju. Nad-
zirano ucˇenje je klasifikacija ako je svaki element slike trening skupa podataka dis-
kretna/nebrojcˇana vrijednost. Ako se pak radi o kontinuiranoj/brojcˇanoj vrijednosti
govorimo o regresiji.
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Osim nadziranog ucˇenja postoje josˇ i nenadzirano (eng. unsupervised learning) i
ucˇenje podrsˇkom (eng. reinforcement learning).
Za nenadzirano ucˇenje mozˇemo koristiti istu definiciju za skup podataka, uz uvjet
da se radi o konstantnoj funkciji, odnosno neoznacˇenim podacima.
Ucˇenje podrsˇkom predstavlja nacˇin ucˇenja nagradivanjem i kazˇnjavanjem izvrsˇenih
akcija.
1.2 Neuron
Neuron, kao sastavna jedinica ljudskog mozga, predstavlja prvi korak u razumi-
jevanju neuronske mrezˇe. Prvi matematicˇki model neurona daju McCulloch i Pitts
u [21]. Radi se o modelu baziranom na biolosˇkom neuronu. Ipak, mnogi detalji u
vezi biolosˇkog neurona su josˇ uvijek nepoznanica pa se u praksi radi o izrazito jed-
nostavnim matematicˇkim modelima. U nastavku dajemo definiciju neurona po uzoru
na McCulloch–Pittsov model.
Definicija 1.2.1. Neka je n ∈ N. Funkciju N f : Rn → R definiranu sa






nazivamo McCulloch–Pittsov neuron. Realne brojeve w1, w2, . . . , wn zovemo te-
zˇine, realan broj b prag (eng. bias), a funkciju f : R→ R aktivacijska funkcija.
Tezˇine mozˇemo interpretirati kao kvantifikaciju vazˇnosti svake od komponenti
ulaznog vektora. Naime, suma unutar funkcije f je upravo skalarni produkt vektora
(x1, . . . , xn) i (w1, . . . , wn). Uloga aktivacijske funkcije potaknuta je prirodom rada
biolosˇkog neurona, gdje se signal neurona prosljeduje sljedec´im neuronima ako i samo
ako je ulazni podrazˇaj tog neurona dovoljno snazˇan. U tu svrhu je u originalnoj
definiciji McCulloch–Pittsovog neurona koriˇstena funkcija signum, dok se danas, zbog
nacˇina ucˇenja, koriste razne diferencijabilne funkcije. Primijetimo da je vrijednost
praga basˇ ona vrijednost skalarnog produkta za koju se dogada promjena vrijednosti
funkcije signum, te je po tome i dobila naziv. Na slici 1.1 vidimo graficˇki prikaz
neurona iz prethodne definicije.
Napomena 1.2.2. Aktivacijska se funkcija u praksi odvaja od definicije samog ne-
urona zbog jednostavnijeg poopc´enja na razne vrste modela neurona i slojeva.
Uzevsˇi prethodnu napomenu u obzir, dajemo konacˇnu definiciju neurona.
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Slika 1.1: Model neurona
Definicija 1.2.3. Neka je n ∈ N i neka su w1, . . . , wn, b ∈ R tezˇine i prag, respek-
tivno. Funkciju N : Rn → R definiranu sa






Ideja neurona je detektirati pojavu nekog apstraktnijeg svojstva na bazi ulaza,
odnosno jednostavnijih svojstava. Slozˇeni podaci imaju mnosˇtvo apstraktnih svoj-
stava pa je sljedec´i korak u izgradnji matematicˇkog modela neuronske mrezˇe upravo
definicija sloja. Intuitivno, sloj neurona predstavlja uredenu n-torku neurona koji
imaju isti ulaz te svaki od njih detektira neko apstraktno svojstvo ulaznih podataka.
Definicija 1.3.1. Ulazni sloj definiramo kao identitetu, odnosno funkciju id : Rn →
Rn definiranu sa
id(x) = x, x ∈ Rn.
Primijetimo da ulazni sloj predstavlja upravo ulazne podatke, te ga definiramo
kao sloj, jer se u literaturi tako i navodi. U skladu s definicijama ostalih slojeva, koje
navodimo u nastavku, i ulazni sloj definirali smo kao funkciju.
Analogno intuiciji u uvodnom dijelu, sada definiramo potpuno povezan sloj.
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Definicija 1.3.2. Neka su N f1 , . . . , N
f
m : Rn → R neuroni. Funkciju
F (x) = (N f1 (x), . . . , N
f
m(x)), x ∈ Rn
nazivamo potpuno povezan sloj.
Naziv potpuno povezan proizlazi iz cˇinjenice da svaki od neurona u sloju za ulaz
ima cijeli vektor. Naime, ako to prikazˇemo u obliku grafa, svaki element ulaznog
vektora vizualno je povezan sa svakim od neurona u sloju, i obratno. Takav graf













Slika 1.2: Potpuno povezan sloj
Napomena 1.3.3. Ako promotrimo definiciju potpuno povezanog sloja lako uocˇava-
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gdje su bk ∈ R pragovi, a wk1 , · · · , wkn ∈ R tezˇine k-tog neurona u sloju, za vrijednosti
k = 1, 2, . . . ,m.
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Iz definicije neurona znamo da je svaki neuron definiran pragom te vektorom tezˇine
jednake dimenzionalnosti kao i ulazni vektor. Ako promotrimo problem obrade slika
lako je vidjeti da se radi o prostorima visokih dimenzija. Na primjer, za sliku u boji
dimenzija 640 × 480 radi se o 921600-dimenzionalnom vektorskom prostoru. Osim
memorijskih ogranicˇenja, valja imati na umu da je za izracˇun izlaza svakog od neurona
potrebno isto toliko mnozˇenja i zbrajanja realnih brojeva, sˇto predstavlja znacˇajan
problem. Takav pristup obradi slika u praksi nije upotrebljiv te se, basˇ zbog toga,
koriste takozvani konvolucijski slojevi, koje c´emo definirati kasnije.
U napomeni 1.2.2 spomenuli smo da se, u praksi, iz McCulloch–Pittsove definicije
neurona izbacuje aktivacijska funkcija radi jednostavnijeg poopc´enja. Sada defini-
ramo aktivacijski sloj, kojim se postizˇe analogan efekt nelinearnosti kao u originalnoj
definiciji neurona.
Definicija 1.3.4. Neka je f : R → R aktivacijska funkcija. Za proizvoljni m ∈ N,
aktivacijski sloj Af : Rm → Rm definiramo sa
Af (x) = (f(x1), . . . , f(xm)) ∈ Rm, x ∈ Rm.
Primijetimo da za potpuno povezan sloj neurona F i aktivacijski sloj Af , funkcija
Af ◦F predstavlja potpuno povezan sloj McCulloch–Pittsovih neurona. Kao sˇto smo
vec´ spomenuli, u praksi se ne koriste samo potpuno povezani slojevi. S obzirom
da gotovo sve vrste slojeva u svojoj definiciji zahtijevaju aktivacijsku funkciju, ovo
omoguc´uje laksˇe koriˇstenje vec´ definiranih aktivacijskih slojeva, odnosno funkcija.
Napomena 1.3.5. U praksi se ne govori o aktivacijskim slojevima, vec´ samo o akti-
vacijskim funkcijama. Naime, za aktivacijske funkcije se podrazumijeva definicija kao
kod aktivacijskog sloja. U nastavku rada, izraz aktivacijska funkcija mozˇe se odnositi
i na aktivacijsku funkciju i na aktivacijski sloj, ovisno o potrebi.
1.4 Neuronska mrezˇa
Nakon definicije potpuno povezanog sloja, dajemo i definiciju viˇseslojne neuronske
mrezˇe.
Definicija 1.4.1. Neka je S1 ulazni sloj, te S2 . . . , Sk slojevi neurona takvi da je
N = Sk ◦ · · · ◦ S1
dobro definirana. Funkciju N nazivamo aciklicˇka neuronska mrezˇa (eng. feed-
forward neural network).
Sloj Sk zovemo izlazni sloj, a uredenu (k − 2)-torku (S2, . . . , Sk−1) nazivamo
skriveni sloj.
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Zbog ovakve definicije neuronske mrezˇe kao kompozicije slojeva, osiguran je nuzˇan
uvjet kompatibilnosti dimenzionalnosti izlaznih i ulaznih vektora izmedu susjednih
slojeva. Izravno iz definicije jasan je i sekvencijalni postupak izracˇunavanja vrijed-
nosti neuronske mrezˇe za neki ulazni vektor.
Primjer jednostavne neuronske mrezˇe s ulaznim vektorom dimenzije 2 mozˇe se
vidjeti na slici 1.3, gdje se skriveni sloj sastoji od jednog potpuno povezanog sloja s 4

















Slika 1.3: Primjer modela jednostavne neuronske mrezˇe
Napomena 1.4.2. Primijetimo da se graf na slici 1.3 sastoji od ulaznog sloja te
potpuno povezanih slojeva, odnosno, na njemu nisu prikazani aktivacijski slojevi.
Aktivacijski slojevi nisu prikazani zbog jednostavnosti grafa, no nelinearna aktiva-
cijska funkcija izrazito je bitan dio neuronske mrezˇe. Naime, mozˇe se pokazati da
je viˇseslojna neuronska mrezˇa s linearnim aktivacijskim funkcijama zapravo linearan
klasifikator, odnosno, ne postoji prednost takve mrezˇe naspram samo jednog potpuno
povezanog sloja.
Buduc´i da se radi o nadziranom ucˇenju, imamo skup podataka za treniranje. Za
neki ulazni vektor, neuronska mrezˇa izracˇuna izlazni vektor kojeg mozˇemo usporediti
s ocˇekivanim rezultatom te dobiti preciznost, tj. kvalitetu procjene. Tu dolazi ideja
funkcije gubitka koja predstavlja gresˇku procjene.
Definicija 1.4.3. Neka je T skup podataka za treniranje, N : Rn → Rm neuronska
mrezˇa i fT : Rm → R. Realnu funkciju fT zovemo funkcija gubitka.
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Primijetimo da je kompozicija funkcija N i fT iz prethodne definicije valjana,
tj. vrijedi N ◦ fT : Rn → R. Tako definirana funkcija izravno daje realan broj za
svaki ulaz iz trening skupa podataka. Taj realan broj interpretiramo kao svojevrsnu
velicˇinu pogresˇke. Osnovna ideja funkcije gubitka je odrediti pogresˇku za odredeni
ulaz te tako postaviti temelje za ucˇenje, odnosno minimizaciju te pogresˇke. Neka je
T : A → AT skup podataka i N : A → AT neuronska mrezˇa. Jedan od nacˇina na




‖T (x)−N (x)‖2, x ∈ A.
Ocˇito se takva definicija zasniva na normi razlike izlaza neuronske mrezˇe i ocˇe-
kivanog izlaza, sˇto je izrazito prirodno. Funkcije gubitka nerijetko su slozˇenije, no
gotovo uvijek imaju intuitivnu ideju u svojoj pozadini.
1.5 Ucˇenje
Sada znamo kako izgraditi neuronsku mrezˇu te izracˇunati vrijednost i gresˇku mrezˇe
za odredene ulazne podatke. Ono sˇto preostaje je problem odredivanja vrijednosti
pragova i tezˇina za neurone. Taj proces zovemo ucˇenje, a kljucˇnu ulogu kod ucˇenja
neuronskih mrezˇa igra iterativni optimizacijski algoritam zvan gradijentni spust.
Stohasticˇki gradijentni spust
Definicija 1.5.1. Neka je f : Rn → R diferencijabilna funkcija, x ∈ Rn i α > 0.
Iterativni algoritam definiran sa
θ0 = x,
θm+1 = θm − α∇f(θm), m ∈ N,
nazivamo gradijentni spust (eng. gradient descent). Pozitivan realan broj α
zovemo brzina ucˇenja (eng. learning rate).
Intuitivno, jer −∇f(θm) oznacˇava smjer najstrmijeg pada u tocˇki θm, u svakom se
koraku algoritma priblizˇavamo (lokalnom) minimumu. Vizualno to mozˇemo vidjeti
na slici 1.4.
U strojnom ucˇenju minimiziramo funkciju gubitka na cijelome trening skupu, od-
nosno, njezin prosjek. To je idealno, no cˇesto ipak presporo, jer se radi s izrazito
velikim trening skupovima. Rjesˇenje tog problema daje ideja stohasticˇkog gradi-
jentnog spusta. U tom slucˇaju, u svakoj iteraciji algoritma koristi se samo jedan
primjerak iz trening seta. To omoguc´uje brzˇu, ali cˇesto i neprecizniju konvergenciju






Slika 1.4: Graficˇki prikaz gradijentnog spusta
funkcije gubitka. Zbog toga se u praksi najcˇesˇc´e koristi kompromis, gdje se, umjesto
jednog primjerka ili cijelog skupa, koristi neki malen podskup (eng. mini-batch)
koji omoguc´ava i efikasno racˇunanje i preciznu konvergenciju.
Danas su popularna razna prosˇirenja i varijacije stohasticˇkog gradijentnog spusta,
kao sˇto su AdaGrad [6], RMSProp [28] i Adam [16], koji koriste ideje prilagodljive,
odnosno, adaptivne brzine ucˇenja.
Izravno racˇunanje gradijenta na neuronskoj mrezˇi nije lagan zadatak. Za zad-
nji sloj mrezˇe mozˇemo izravno izracˇunati pogresˇku, na njemu racˇunanje gradijenta
ne predstavlja problem te je trivijalno primijeniti algoritam gradijentnog spusta, no
za ostale slojeve to nije istina. Upravo taj problem rjesˇava algoritam propagira-
nja unazad (eng. backpropagation). Prije samog objasˇnjenja, potrebne su neke
definicije kao matematicˇka podloga.
Tenzori i vektorizacija
Tenzor je poopc´enje skalara i vektora. Na primjer, tenzor reda 0 je skalar, tenzor
reda 1 vektor, a tenzor reda 2 matrica. Slicˇno kao sˇto se vektor mozˇe intepretirati
kao niz skalara i matrica kao niz vektora, tako se i tenzor reda 3 mozˇe interpretirati
kao niz matrica, tj. tenzora reda 2. Specijalno, tenzor reda 3 koristi se kao struktura
za opis RGB fotografije, gdje je kanal svake boje prikazan kao matrica. U nastavku
dajemo nesˇto precizniju definiciju tenzora.




n−1, . . . , T
m
n−1),
gdje su T in−1, za i = 0, 1, . . . ,m, tenzori reda (n− 1), medusobno istih dimenzija.
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Napomena 1.5.3. Analogno oznakama za vektore i matrice, prostor istodimenzi-
onalnih tenzora reda n nad poljem R oznacˇavamo sa
Rd1×···×dn , d1, . . . , dn ∈ N.
Definicija 1.5.4. Neka su
Tn = (T
1






n−1, . . . , S
k
n−1) ∈ Rd1×···×dn−1×k
tenzori reda n. Konkatenaciju tenzora definiramo formulom
Tn ⊕ Sn = (T 1n−1, . . . , Tmn−1, S1n−1, . . . , Skn−1) ∈ Rd1×···×dn−1×(m+k).
Definicija 1.5.5. Neka je Tn = (T
1
n−1, . . . , T
m





n−1)⊕ · · · ⊕ vec(Tmn−1).
Algoritam propagiranja unazad
Proces ucˇenja neuronskih mrezˇa oslanja se na gradijentni spust, pa samim time i
vektorsku analizu. Kljucˇne su definicije gradijenta vektorske funkcije jedne varijable,
Jacobijeve matrice vektorske funkcije viˇse varijabli te derivacija kompozicije funkcija.
Pripadne definicije i teoremi mogu se pronac´i u [20].
Derivacije funkcija po tenzorima mogu se svesti na gore navedene slucˇajeve, uz
pomoc´ vektorizacije tenzora.
Neka je N = Sk ◦ · · · ◦ S1 neuronska mrezˇa i f pripadna funkcija gubitka. Za
i ∈ 1, 2, . . . , k, oznacˇimo s xi ulazni tenzor, a s wi tenzor svih parametara (tezˇina
i pragova) sloja Si. Primijetimo da se za potpuno povezane slojeve radi o ulaznom
vektoru xi i matrici parametara wi, no zbog generalizacije govorimo o tenzorima.
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pitanje promjene izlaznog tenzora u ovisnosti na promjenu tenzora parametara istog
sloja. Taj izraz, dakle, ovisi samo o funkciji Si te ga nije tesˇko izracˇunati. Ono sˇto









Drugi dio izraza je i u ovom slucˇaju intuitivan, jer odgovara na pitanje promjene
izlaznog tenzora sloja u ovisnosti na promjenu ulaznog tenzora sloja, te ga se mozˇe
izravno racˇunati. Prvi je dio identicˇan kao i u (1.1) i mozˇe se izracˇunati primjenom
formule (1.2) za sloj Si+1.
Sada se prirodno namec´e postupak i redoslijed izracˇuna formula (1.1) i (1.2) za
svaki od slojeva neuronske mrezˇe. Oznacˇimo s xi+1 ulazni tenzor funkcije gubitka.
Znamo izracˇunati ∂f
∂ vec(xi+1)
, a onda i ∂f
∂ vec(xi+1)T











racˇuna se analogno. Sada je ostalo primijetiti da se za Si−1 vrijed-
nosti (1.1) i (1.2) racˇunaju jednostavno, koristec´i upravo izracˇunatu ∂f
∂ vec(xi)T
. Postu-
pak je trivijalno nastaviti, redom za sve slojeve do S1, cˇime smo za svaki sloj dobili
jednostavan nacˇin izracˇuna formule (1.1), koja je potrebna za primjenu algoritma
gradijentnog spusta.
1.6 Generalizirana definicija sloja
Na osnovi prethodnog poglavlja o ucˇenju dajemo opc´enitije definicije sloja i ne-
uronske mrezˇe.
Definicija 1.6.1. Neka je T skup podataka za treniranje i fT : Rd1×···×dp → R.
Funkciju fT zovemo funkcija gubitka.
Definicija 1.6.2. Neka je f : Rd1×···×dp → R funkcija gubitka i
F : Rx1×···×xn × Rw1×···×wk → Ry1×···×ym








nazivamo sloj. Tenzor x ∈ Rx1×···×xn zovemo ulaz, dok tenzor w ∈ Rw1×···×wk zovemo
parametri sloja.
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iz prethodne definicije nisu nuzˇno parcijalne de-
rivacije, vec´ samo funkcije koje intuitivno predstavljaju te funkcije. Ova definicija
dopusˇta koriˇstenje slojeva koji nisu bazirani na derivabilnoj funkciji, kao sˇto c´emo vi-
djeti kod aktivacijske funkcije ReLU. Ipak, najcˇesˇc´e je cilj doista koristiti derivabilne
funkcije za sˇto precizniju implementaciju gradijentnog spusta.
Definicija 1.6.4. Neka su S1, . . . , Sk slojevi i F1, . . . , Fk pripadne funkcije, odnosno,
prvi elementi uredenih trojki, takvi da je
N = Fk ◦ · · · ◦ F1
dobro definirana. Funkciju N nazivamo aciklicˇka neuronska mrezˇa (eng. feedforward
neural network).
Sada znamo sve sˇto je potrebno definirati za definiciju i implementaciju slojeva
neuronskih mrezˇa.
Potpuno povezan sloj
Neka je f funkcija gubitka. U definiciji 1.3.2 dali smo definiciju potpuno pove-
zanog sloja. Ovdje prosˇirujemo istu u smislu promjene interpretacije tezˇina i praga.
Naime, parametri c´e se, takoder, promatrati kao ulazne varijable, sˇto je zahtjev koji
slijedi izravno iz algoritma propagiranja pogresˇke unazad. Time smo dobili definiciju
funkcije F iz uredene trojke sloja.
Primijetimo sada da u formulama (1.1) i (1.2) vrijedi F (xi,wi) = xi+1 pa je za-






, sˇto se svodi na jednostavnu
sumaciju elemenata, jer se F mozˇe interpretirati kao k-multilinearna funkcija. Za-
tim, izravno iz definicije k-multilinearne funkcije slijedi da su parcijalne derivacije,
zapravo, derivacije linearnih funkcija, sˇto je lako izracˇunati. Prvi cˇlan formula do-
bije se rekurzivnom primjenom, odnosno, propagiranjem unazad na ostalim slojevima
mrezˇe. Ovime su dane definicije svih cˇlanova uredene trojke definicije sloja, odnosno,
sve sˇto je potrebno za programsku implementaciju potpuno povezanog sloja.
1.7 Univerzalni aproksimator
Teorem 1.7.1 (Teorem o univerzalnom aproksimatoru). Za svaku neprekidnu funk-
ciju na kompaktnom podskupu od Rn, postoji neuronska mrezˇa, sastavljena od jednog
potpuno povezanog sloja i sigmoidne aktivacijske funkcije (v. 2.2), koja ju aproksimira.
Dokaz. Vidi [3].
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Napomena 1.7.2. Nije bitno da aktivacijska funkcija bude basˇ sigmoidna funkcija,
vec´ da se radi o nelinearnoj funkciji.
S obzirom da je i takav jednostavan model mrezˇe univerzalni aproksimator, name-
c´e se pitanje odakle potreba za viˇseslojnim neuronskim mrezˇama. Prethodni teorem
dokazuje egzistenciju takve mrezˇe, no ne govori niˇsta o potrebnom broju neurona u
potpuno povezanom sloju te mrezˇe koji mozˇe biti nerazumno velik. Pokazalo se da
viˇse jednostavnih slojeva postizˇe puno bolji omjer moc´i aproksimacije i potrebnog
broja operacija, odnosno, vremenske slozˇenosti mrezˇe. Upravo to je glavni razlog




Ovaj rad bazira se na primjeni neuronskih mrezˇa u obradi slika. Slike u boji sas-
toje se od velikog broja piksela i 3 kanala boja. Cˇak i slike relativno malih dimenzija
predstavljaju problem velike vremenske i prostorne slozˇenosti. Upravo taj problem
rjesˇavaju konvolucijski slojevi kojima se bavimo u ovom poglavlju. Osim konvolu-
cijskih i potpuno povezanih slojeva, za konstrukciju konvolucijske neuronske mrezˇe
potrebni su josˇ neki slojevi koje definiramo u nastavku.
2.1 ReLU i modifikacije
Sloj i funkcija ReLU
Definicija funkcije ReLU (eng. Rectified Linear Unit) dana je sa
ReLU (x) = max {0, x}.
Graf ove funkcije i podrijetlo naziva odrezana linearna funkcija mogu se vidjeti
na slici 2.1. Viˇsedimenzonalnija verzija, koja se koristi kod neuronskih mrezˇa, jed-
nostavno je prosˇirenje ove definicije. Naime, max {0, x} se primijeni na svakom ska-
laru x ulaznog tenzora. Primijetimo da ovaj sloj nema parametara te nema potrebe
za ucˇenjem, odnosno, skup parametara w je prazan pa mozˇemo definirati ∂f
∂w
= 0. Za






, za x > 0,
0, inacˇe,
gdje je y ulaz sljedec´eg sloja u mrezˇi. Intuitivno, za x > 0 zanemarujemo ovaj sloj,
jer je linearan s nagibom 1. Definicija je, kao i za F , dana s realnom funkcijom
16
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y
Slika 2.1: Graf funkcije ReLU
realne varijable, no prosˇirenje za ulazni tenzor proizvoljnog reda opet je trivijalno,
po skalarima. Ovime je potpuno definiran ReLU sloj. Gasˇenje negativnih vrijednosti
iz prethodnog sloja, odnosno, ulaznog tenzora, intuitivno je veoma korisno. Naime,
neke uzorke koji se pojavljuju kod ulaznih vrijednosti zapravo zˇelimo zanemariti, jer
ne utjecˇu na konacˇan rezultat te ih, postavljanjem na 0, funkcija ReLU jednostavno
zanemari. Viˇse o motivaciji definicije kao rjesˇenju problema nestajanja gradijenta
(eng. vanishing gradient) mozˇe se pronac´i u [8].
Propusni ReLU
Iako je gasˇenje negativnih vrijednosti iznimno korisno svojstvo funkcije ReLU, ono
mozˇe predstavljati svojevrstan problem pa se prilikom koriˇstenja funkcije ReLU mozˇe
pojaviti problem umiruc´eg ReLU. Naime, ako je ulazni tenzor ReLU sloja gotovo u
potpunosti negativan, to c´e zaustaviti proces ucˇenja zbog nacˇina na koji propagi-
ranje unazad radi. Iako se to rijetko dogada i problem se mozˇe rijesˇiti ponovnim
pokretanjem algoritma, odnosno, drugacˇije inicijaliziranim pocˇetnim parametrima,
postoje modifikacije funkcije ReLU koje pokusˇavaju rijesˇiti ovaj problem na jednos-
tavne nacˇine.
Jedna od modifikacija je propusni ReLU (eng. Leaky ReLU), s oznakom LReLU [19].
Definicija modifikacije slicˇna je definiciji funkcije ReLU i glasi
LReLU (x) = max {αx, x}, α ∈ R+.
Realan broj α je hiperparametar1 koji se odabire pri definiciji sloja. Primijetimo
da za α = 0 dobijemo upravo funkciju ReLU. Vrijednost parametra α je najcˇesˇc´e u
1Hiperparametar je parametar na kojem se ne provodi proces ucˇenja. Primjer jednog hiperpa-
rametra je brzina ucˇenja (eng. learning rate).
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okolini broja 0.2, odnosno, dovoljno velika da se izbjegne problem umiruc´eg ReLU, a
s druge strane dovoljno malena da se zadrzˇi svojstvo gasˇenja negativnih vrijednosti.
Na slici 2.2 mozˇe se vidjeti graf funkcije LReLU za α = 0.2.
x
y
Slika 2.2: Graf funkcije LReLU
Slicˇno kao i ReLU, funkcija LReLU nema parametara pa mozˇemo definirati ∂f
∂w
= 0.







, za x > 0,




Primijetimo da je opet, kao i kod analogne definicije za ReLU, ova funkcija bazirana
na derivaciji s prosˇirenjem u tocˇki 0, gdje ona nije derivabilna.
Osim ove modifikacije, postoji i parametrizirana verzija LReLU, pod nazivom
PReLU, gdje vrijednost α nije hiperparametar, vec´ parametar kojeg mozˇemo ucˇiti [11].
Josˇ jedna alternativa je i prosˇirenje eksponencijalnom funkcijom ELU [2]. Sve one
imaju svoje prednosti i mane, koje cˇesto ovise o arhitekturi mrezˇe koja se trenira.
2.2 softmax
Sigmoidna funkcija
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Slika 2.3: Graf funkcije sigmoid
Graf sigmoidne funkcije prikazan je na slici 2.3. Iako se sigmoidna funkcija rijetko
koristi kao aktivacijska funkcija, mozˇe se koristiti nakon posljednjeg sloja, odnosno,
za normalizaciju izlaznih vrijednosti na segment [0, 1]. Takav broj izrazito se prirodno
interpretira kao vjerojatnost.
Ukoliko se radi o problemu klasifikacije u viˇse, medusobno disjunktnih, katego-
rija, mogu se javiti problemi, jer se mozˇe dogoditi slucˇaj gdje ulazna vrijednost sa
stopostotnom vjerojatnosˇc´u spada pod viˇse kategorija. To je posljedica cˇinjenice da
se sigmoidna funkcija prosˇiruje na proizvoljan tenzor jednostavnom primjenom po
elementima. Upravo taj problem rjesˇava poopc´enje sigmoidne funkcije.
Sloj i funkcija σ (softmax)
Normalizirana eksponencijalna funkcija s oznakom σ generalizacija je logisticˇke
funkcije, koja n-dimenzionalni vektor iz Rn preslikava u [0, 1]n, uz uvjet da je suma
elemenata izlaznog vektora jednaka 1. Njezina definicija glasi











Definicija se jednostavno prosˇiruje na tenzore proizvoljnog reda. Opet, jer ni ova
funkcija nema parametara za ucˇenje, mozˇemo definirati ∂f
∂w
= 0. Za potrebe definicije
trec´eg elementa uredene trojke sloja slijedi definicija Kroneckerove delta funkcije.




1, za i = j
0, inacˇe
, i, j ∈ N.
Parcijalna derivacija funkcije σ po elementima dana je izrazom
∂σ(x)i
∂xj







, gdje je y = σ(x) ulazni vektor sljedec´eg sloja. Ovime je u
potpunosti definiran softmax sloj.
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2.3 Konvolucijski sloj
Konvolucija
Za potrebe definicije operatora konvolucije slijedi definicija zrcaljenja matrica.
Definicija 2.3.1. Sa Zn ∈ Rn×n oznacˇavamo matricu oblika
0 0 · · · 0 1





0 1 · · · 0 0
1 0 · · · 0 0
 ,
odnosno, matricu s jedinicama na sporednoj dijagonali.
Primijetimo da AZm zrcali matricu A ∈ Rn×m vertikalno, dok ju ZnA zrcali
horizontalno.
Definicija 2.3.2. Neka su A,B ∈ Rn×m matrice. Operator konvolucije matrica
istih dimenzija ∗ definiramo kao
A ∗B = 〈vec(A) | vec(ZnBZm)〉 ,
gdje je 〈·|·〉 skalarni produkt vektora. Matricu A zovemo slika, dok matricu B nazi-
vamo filter.
Prethodna definicija prilicˇno je jednostavna, naime, filter B zrcalimo oko centra,
pomnozˇimo matrice po elementima te potom sumiramo dobivene elemente. U defini-
ciji se radi o matricama istih dimenzija, no to zˇelimo prosˇiriti tako da dozvolimo filter
manjih dimenzija od slike. Proces konvolucije matrica razlicˇitih dimenzija prikazan
je na slici 2.4.
0 1 2 3
4 5 6 7
8 9 8 7








Slika 2.4: Primjer konvolucije matrica
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Definicija 2.3.3. Neka je n ≤ m. Za i = 1, 2, . . . ,m − n + 1, definiramo matricu
Rn×mi ∈ Rn×m tako da za definiciju Rn×mi kao niz vektora
Ri = (r
1, r2, . . . , ri, . . . , ri+n−1, . . . , rm)
vrijedi
(ri, . . . , ri+n−1) ∈ Rn×n
je jedinicˇna matrica i
rj = (0, . . . , 0) ∈ Rn, (j < i) ∨ (j ≥ i+ n).




Primjer 2.3.4. Primjeri matrica iz prethodne definicije su
R3×42 =
0 1 0 00 0 1 0
0 0 0 1




Primijetimo sada da vrijedi0 1 0 00 0 1 0











 4 57 8
10 11
 ,
sˇto je upravo podmatrica srednje matrice dimenzija 3 × 2, s prvim elementom na
indeksu (2, 1).
Primijetimo da kombinacija zadnje dvije definicije daje definiciju operatora konvo-
lucije, gdje su dimenzije slike vec´e ili jednake dimenzijama filtera, odnosno, procesa
prikazanog na slici 2.4.
Kod izracˇuna gradijenata potrebnih za definiciju sloja bit c´e prikladnija definicija
konvolucije pomoc´u matricˇnog mnozˇenja, koju gradimo u nastavku. Oznacˇimo prvo
s div (a, b) = ba/bc i mod (a, b) = a − div (a, b) cjelobrojno dijeljenje i ostatak pri
cjelobrojnom dijeljenju, respektivno.
Definicija 2.3.5. Neka je M ∈ Rn×m. Za a, b ∈ N definiramo operator ϕ sa
ϕ(M) = (x0,x1, . . . ,x(n−a+1)(m−b+1)−1)T ∈ R(n−a+1)(m−b+1)×ab,
gdje je
xi = vec(Ra×nmod (i, n−a+1)MS
m×b
div (i, n−a+1)).
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Ovakva definicija funkcije ϕ ekvivalentna je funkciji im2row, transponiranoj inacˇici
funkcije im2col, definiranoj u [29] za programski alat MATLAB. Primijetimo da je
ϕ(M)T zapravo niz (vektoriziranih) podmatrica od M . Radi se basˇ o podmatricama
prikazanim na slici 2.4, odnosno, podmatricama na kojima izvrsˇavamo konvoluciju
filterom istih dimenzija. Za sliku M i filter f vrijedi
ϕ(M) vec(f) = vec(M ∗ f).
Znajuc´i dimenzije od M ∗ f , iz vektora ϕ(M) vec(f) lako izvodimo M ∗ f . Slijedi da
je s ϕ(M) vec(f) dana definicija operatora konvolucije slike M i filtera f . Takoder,
izravno iz takve definicije slijedi da je konvolucija matrica linearan operator.
Preostaje josˇ prosˇiriti definiciju konvolucije na tenzore reda 3. Neka je xl ∈
RHl×W l×Dl ulazni tenzor, tj. slika. Umjesto matrice, za filter f ∈ RH×W×Dl koristimo
tenzor reda 3. Za razliku od definicije konvolucije matrica pomoc´u ϕ, gdje se radi o
podmatricama, ovdje je rijecˇ o (pod)tenzorima reda 3, koje vektoriziramo u redove.
Primijetimo da je posljednja dimenzija filtera f i ulaza xl jednaka pa se pomak opet
dogada samo po visini i sˇirini, dok u svakom koraku, umjesto podmatrice, uzimamo
Dl podmatrica po dubini te njih slazˇemo u vektor. Preciznije, imamo
xl = (a1, a2, . . . , aD
l
) ∈ RHl×W l×Dl
i
f = (b1, b2, . . . , bD
l
) ∈ RH×W×Dl .
Potom definiramo operator φ tako da, uz oznake
ϕ(ai) =
(


















Primijetimo da je cji ∈ RHW , pa onda i ϕ(ai) ∈ R(Hl−H+1)(W l−W+1)×HW . Iz toga
slijedi φ(xl) ∈ R(Hl−H+1)(W l−W+1)×HWDl . Sada opet, kao i za ϕ, vrijedi tvrdnja
φ(xl) vec(f) = vec(xl ∗ f),
odakle, jer znamo dimenzije xl ∗ f , mozˇemo jednostavno dobiti konvoluciju. Za
potpunu definiciju konvolucijskog neurona preostaje nam josˇ dodati vrijednost praga.
Za filter f i b ∈ R imamo
φ(xl) vec(f) + b, (2.1)
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gdje je zbrajanje izmedu vektora i realnog broja definirano kao pribrajanje tog realnog
broja svakom elementu vektora. Napomenimo josˇ da je (2.1) zapravo vektor, no vrlo
jednostavno se pretvara u matricu, odnosno, oblik
xl ∗ f + b,
sˇto je finalna definicija konvolucijskog neurona.
Analogno potpuno povezanom sloju i ovdje c´e se konvolucijski neuroni slagati u
konvolucijski sloj. Neka je f = (f 1, . . . , fD) niz filtera iz RH×W×Dl , odnosno, tenzor
reda 4. Tada f mozˇemo zapisati u obliku matrice kao
F = (vec(f 1), . . . , vec(fD)) ∈ RHWDl×D.
Primijetimo da se sada konvolucija D filtera na ulaz xl mozˇe primijeniti koristec´i
izraz
φ(xl)F + b,
gdje je b = (b1, . . . , bD) ∈ RD, a zbrajanje matrice i vektora definiramo saa11 . . . a1m... . . . ...





a11 + b1 . . . a1m + bn... . . . ...
an1 + b1 . . . anm + bn
 .
Ovime je definiran prvi element uredene trojke iz definicije sloja.
Napomena 2.3.6. Ovako definirana zbrajanja izmedu vektora i realnih brojeva te
matrica i vektora koriste se kako bi se naglasilo da se radi o dijeljenim vrijednostima.
Naime, umjesto zbrajanja vektora s realnim brojem (a1, . . . , an)+b, mozˇe se definirati
(a1, . . . , an) + (b, . . . , b), no iz toga nije izravno jasno da svaki sloj ima samo jednu
realnu vrijednost kao prag, odnosno, da se nakon koraka treniranja ne smije dogoditi
da se jedna komponenta pocˇetnog vektora (b, . . . , b) razlikuje od druge.
Napomena 2.3.7. Jedno od pojednostavljenja koje c´emo koristiti u nastavku je za-
nemarivanje praga, odnosno, koristimo definiciju konvolucijskog sloja takvu da vrijedi
vec(y) = vec(xl+1) = vec(φ(xl)F ). (2.2)
Primijetimo josˇ da je za ulaznu sliku dimenzija H l ×W l ×Dl i filter H ×W ×Dl,
izlaz tenzor dimenzija (H l−H+1)×(W l−W+1), odnosno, tenzor manjih dimenzija
nego ulazni. U praksi je cˇesto pozˇeljno da ulazni i izlazni vektor budu istih dimenzija,
do na dubinu. Za taj efekt koristi se nadopunjavanje nulom (eng. zero padding),
odnosno, dodavanjem redova iznad i ispod te stupaca lijevo i desno, kako bi ulazni
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tenzor zadobio dimenzije (H l + H − 1) × (W l + W − 1) × Dl. Time su dimenzije
izlazne matrice upravo H l×W l. U sklopu ovog rada nec´emo koristiti nadopunjavanje
nulom.
Josˇ je jedan vazˇan dio u praksi kod operatora konvolucije – pomak (eng. stride).
Radi se o pomaku kod izgradnje operatora φ. Na slici 2.4 prikazana je konvolucija
s pomakom s = 1. Pomak predstavlja promjenu broja elemenata pri izgradnji ope-
ratora konvolucije. Na primjer, za sliku dimenzija 4 × 4, filter dimenzija 2 × 2 te
pomak 2, izlazna matrica konvolucije ima dimenzije 2×2, odnosno, izgradena je od 4
podmatrice slike, dimenzija 2× 2. Analogan primjer vrijedi i za konvoluciju tenzora.
Kao i prethodne dvije stavke, i ovaj c´emo slucˇaj pojednostaviti te uvijek pretpostaviti
vrijednost pomaka s = 1.
Zasˇto konvolucija?
Slika 2.5 prikazuje rezultat primjene konvolucije za filtere K i KT , gdje je
K =
 1 2 10 0 0
−1 −2 −1
 .
Primijetimo da za filter K vrijedi da je rezultat konvolucije vec´i, ako je razlika izmedu
gornjeg i donjeg reda piksela velika, odnosno, on detektira horizontalne rubove. Isto
tako slijedi da KT detektira vertikalne rubove. Filteri K i KT zovu se Sobelovi
operatori i tek su jedni od mnosˇtva korisnih konvolucijskih filtera. Konvolucijske
neuronske mrezˇe potaknute su upravo idejom o ucˇenju, odnosno, pronalasku novih,
apstraktnih filtera za detekciju slozˇenijih svojstava.
Slika 2.5: Originalna slika te rezultati primjene konvolucije filtera K i KT
POGLAVLJE 2. KONVOLUCIJSKA NEURONSKA MREZˇA 25
Kroneckerov umnozˇak
Jedan od alata potreban za definiciju gradijenata je Kroneckerov umnozˇak ma-
trica. Neka su A ∈ Rn×m i B ∈ Rp×q matrice. Kroneckerov umnozˇak matrica A i B,
s oznakom A⊗B ∈ Rnp×mq, definiran je blok matricom
A⊗B =
 a11B · · · a1mB... . . . ...
an1B · · · anmB
 .
Kroneckerov umnozˇak ima sljedec´a svojstva
(A⊗B)T = AT ⊗BT , (2.3)
vec(AXB) = (BT ⊗ A) vec(X). (2.4)
Koristec´i Kroneckerov umnozˇak matrica, definiciju konvolucijskog sloja (2.2) mo-
zˇemo zapisati u obliku
vec(y) = vec(φ(xl)FI) = (I ⊗ φ(xl)) vec(F ), (2.5)
vec(y) = vec(Iφ(xl)F ) = (F T ⊗ I) vec(φ(xl)), (2.6)
gdje je I jedinicˇna matrica odgovarajuc´ih dimenzija.
Azˇuriranje parametara
U nastavku je s Y ∈ R(Hl+1W l+1)D oznacˇena matrica dobivena promjenom dimen-
zija izravno iz y, odnosno, xl+1. U ovom radu c´emo koristiti sva tri oblika, bez
posebne napomene o promjeni izmedu istih. Neka je z funkcija gubitka. Iz pravila o









odnosno, moramo izracˇunati samo ∂ vec(y)
∂ vec(F )T




∂(I ⊗ φ(xl)) vec(F )
∂ vec(F )T
= I ⊗ φ(xl).
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sˇto je upravo drugi element uredene trojke iz definicije sloja.
Alternativni zapis operatora φ
Matricom M ∈ R(Hl+1W l+1HWDl)×(HlW lDl) zapisat c´emo sve potrebne informacije o
preslikavanju φ(xl). Ideja je spremiti informaciju o tome odakle je odredeni element
matrice φ(xl) originalno dosˇao, odnosno, za indekse (p, q) odrediti indekse (il, jl, dl)
takve da vrijedi (φ(xl))p,q = x
l
il,jl,dl
. Iz nacˇina izgradnje operatora φ slijedi da takvo
preslikavanje postoji. Primijetimo josˇ da, zbog preklapanja blokova kod izgradnje
φ(xl), preslikavanje iz (il, jl, dl) u (p, q) nije jedinstveno!
Neka je m funkcija koja preslikava (p, q) u (il, jl, dl) na gore navedeni nacˇin.
Svaki red u matrici M oznacˇava jedan element matrice φ(xl), odnosno, jedan ureden
par (p, q). Slicˇno, svaki stupac matrice M oznacˇava jedan element od xl, odnosno,
uredenu trojku (il, jl, dl). Primijetimo da se, zbog toga, za red x i stupac y mogu je-




1, za m(p, q) = (il, jl, dl),
0, inacˇe.
Primijetimo da se, zapravo, radi o zapisu relacije m u obliku matrice. Matrica M
definirana je tako da vrijedi
vec(φ(xl)) = M vec(xl). (2.8)
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Propagiranje unazad
Sada s X ∈ R(HlW l)×Dl oznacˇavamo matricu dobivenu promjenom dimenzija iz xl










gdje preostaje izracˇunati ∂ vec(y)
∂ vec(xl)T




∂(F T ⊗ I) vec(φ(xl))
∂ vec(xl)T
= (F T ⊗ I)M,






(F T ⊗ I)M.
Odavde, zbog (2.3) i (2.4), vrijedi
∂z
∂ vec(y)T
(F T ⊗ I) =
(












































Ovime je definiran i posljednji cˇlan uredene trojke sloja, cˇime je upotpunjena defini-
cija konvolucijskog sloja.
Nesˇto detaljniji izvodi i metoda efikasnijeg izracˇuna izraza (2.10) mogu se pronac´i
u [32].
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2.4 Sloj iskljucˇivanja
Za razliku od prethodnih slojeva, ovo je sloj koji se koristi kao sredstvo regula-
rizacije, odnosno, poboljˇsanja generalizacije mrezˇe. Prije definicije sloja potrebna je
funkcija koja nasumicˇno generira brojeve. Bez precizne definicije na vjerojatnosnom
prostoru, neka je random funkcija koja za ulaznu vrijednost p ∈ [0, 1] generira realan
broj x u istom segmentu te vrac´a 1 u slucˇaju p ≥ x, a 0 u suprotnom.
Definicija 2.4.1. Neka je p ∈ [0, 1]. Sloj iskljucˇivanja (eng. dropout) defini-
ramo po elementima, formulom
(dropoutp (x))i = random (p) · xi.
Ova tehnika u svakom koraku treniranja nasumicˇno iskljucˇuje elemente izlaznog
vektora prethodnog sloja i prosljeduje nove vrijednosti sljedec´em sloju u mrezˇi. Nakon
treniranja, sloj dropout koristi vrijednost p = 1, odnosno, ekvivalentan je identiteti.
Sloj nema parametara pa slijedi ∂f
∂w





y, gdje vrijedi jednakost y = dropoutp (x). Iz toga vidimo da
elementi izbacˇeni u nekom koraku ostanu izbacˇeni i za potrebe propagiranja unazad
u istom koraku. Drugi nacˇin gledanja na ulogu ovog sloja je dodavanje sˇuma na
ulazne vrijednosti sljedec´eg sloja u nizu. Viˇse o motivaciji iz genetike, te konkretnim
prednostima koriˇstenja, mozˇe se pronac´i u [27].
2.5 `2 regularizacija
Za razliku od sloja iskljucˇivanja, ovdje se ne radi o sloju, vec´ samo o tehnici za
regularizaciju, koja se mozˇe primijeniti na sve slojeve. Neka je S sloj i w tenzor njego-
vih parametara. Vrijednost α · ‖vec(w)‖22, za α > 0, pribraja se funkciji gubitka. Ova
metoda pomazˇe kod smanjenja prevelike prilagodenosti podacima iz trening skupa







Prije pregleda raznih uporaba neuronskih mrezˇa u obradi slika, promotrimo pro-
blem klasifikacije slika. Klasifikacija slika jedna je od najosnovnijih primjena neuron-
skih mrezˇa u podrucˇju slika. Problem se sastoji od odredivanja kategorije slike, npr.
imamo kategorije pas i macˇka, a za ulaznu sliku zˇelimo odrediti radi li se o slici psa
ili macˇke. Broj kategorija u tom slucˇaju iznosi 2, no skupovi podataka kao sˇto su
ImageNet zahtijevaju klasifikaciju na cˇak 1000 kategorija [5].
Iako se na prvi pogled ovaj problem cˇini jednostavan, radi se o izrazito tesˇkom
problemu. Percepcija tezˇine iskrivljena je, jer ljudi imaju nevjerojatnu sposobnost
prepoznavanja uzoraka koju ni ne primjec´ujemo. Za slucˇaj psa, taj se problem svodi
na problem preciznog opisa slike psa, uzevsˇi u obzir razne pasmine, kuteve slika-
nja, kolicˇinu svjetlosti i mnoge druge realne uvjete. Ocˇito je da se radi o izrazito
tesˇkom problemu, no neuronske mrezˇe pokazale su se kao nevjerojatno moc´an alat
pri njegovom rjesˇavanju.
U sklopu ovoga rada dajemo implementaciju rjesˇenja jednog problema klasifika-
cije, cˇiji precizniji opis slijedi u sljedec´em poglavlju.
3.2 Skup podataka
CIFAR-10 (eng. Canadian Institute for Advanced Research) [17] predstavlja skup
slika iz 10 razlicˇitih kategorija. Radi se o skupu sastavljenom od 60000 slika u boji,
dimenzija 32× 32. Primjeri slika i nazivi kategorija prikazani su na slici 3.1.
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Slika 3.1: Primjeri kategorija iz skupa CIFAR-10
Obrada podataka
U radu su prikazani rezultati iste arhitekture sa i bez dodatne obrade ulaznih
podataka. Zbog toga sˇto konvolucijske neuronske mrezˇe nisu otporne na rotacije i
zrcaljenja, takve i slicˇne modifikacije originalnih slika znatno prosˇiruju skup podataka
te samim time omoguc´uju ostvarivanje boljih rezultata.
Za transformacije i modifikacije originalnih podataka koriˇstena je Python bibli-
oteka imgaug [14]. Iako se originalan skup podataka koristi kao osnova, na svaku
epohu njegova koriˇstenja modifikacije se iznova nasumicˇno primijenjuju. U nastavku
tek ugrubo navodimo koriˇstene modifikacije, a viˇse detalja i sama implementacija
mogu se pronac´i na [14].
Horizontalno zrcaljenje
Svaka ulazna slika zrcali se horizontalno (oko vertikalne osi) s vjerojatnosˇc´u 0.5.
Nasumicˇno izrezivanje
Izrezivanje do maksimalno 10% sˇirine/visine od svake slike.
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Mnozˇenje
Mnozˇenjem skalarima iz intervala [0.8, 1.2] po svim kanalima slike, ili u 20%
slucˇajeva po svakom zasebno, dobije se zatamnjenje ili posvjetljenje odredenih ka-
nala boja.
Afine transformacije
Primjena skaliranja, translacija i rotacija.
Prijasˇnji rezultati
Maleno istrazˇivanje Andreja Karpathya iz 2011. godine ukazuje na ljudsku gresˇku
od 6% [15]. Iako se radi o klasifikaciji samo 400 slika iz CIFAR-10 skupa, ovo daje
barem okvirnu ideju o tezˇini zadatka i necˇistoc´i samih slika.
Cilj ovoga rada nije natjecanje s najboljim algoritmima u ovom zadatku, vec´
samo primjer primjene te demonstracija potencijala konvolucijskih neuronskih mrezˇa
u klasifikaciji slika. Ipak, u nastavku navodimo najbolje rezultate u trenutku pisanja
ovog rada.
Trenutno najbolji rezultat s gresˇkom od samo 3.47% postignut je na Sveucˇiliˇstu
Warwick uvodenjem racionalnog (eng. fractional) max-pool sloja [10].
Suradnja tima s Kalifornijskog sveucˇiliˇsta San Diego te Facebook AI istazˇivacˇkog
tima uspjela je ResNeXt arhitekturom postic´i rezultat od 3.58% [33]. Rezidualni
slojevi nisu u opsegu ovoga rada, no predstavljaju izrazito popularnu ideju te se
moderne neuronske mrezˇe za obradu slika najcˇesˇc´e sastoje od kombinacije rezidualnih
i konvolucijskih slojeva.
3.3 Biblioteke
Implementacijska osnova projekta je programski jezik python3 te racˇunalna bibli-
oteka tensorflow [1]. TensorFlow je Python biblioteka stvorena za implementaciju
i izvrsˇavanje algoritama strojnog ucˇenja. Skalabilnost na brojne racˇunalne arhitek-
ture i fleksibilnost pri izrazˇavanju algoritama cˇine ovu biblioteku izrazito pogodnom
za implementaciju neuronskih mrezˇa. Kompletan koˆd programa dostupan je u git
repozitoriju na adresi
https://gitlab.com/tlevani/cifar-10
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3.4 Arhitektura modela
Arhitektura same mrezˇe bazirana je na All-CNN-C arhitekturi iz [26]. Umjesto
ReLU, kao u cˇlanku, ovdje za aktivacijske funkcije koristimo LReLU. Osim toga, po-
sljednji dio mrezˇe implementiran je potpuno povezanim slojevima, dok se u cˇlanku
opet radi o konvolucijskim slojevima. Detalji modela dani su u tablici 3.1.
vrsta sloja svojstva ulaz izlaz
ulaz 32× 32× 3
dropout p = 0.8
konvolucija s = 1; (3× 3× 3)× 96 32× 32× 3 32× 32× 96
LReLU α = 0.2
konvolucija s = 1; (3× 3× 96)× 96 32× 32× 3 32× 32× 96
LReLU α = 0.2
konvolucija s = 2; (3× 3× 96)× 96 32× 32× 3 16× 16× 96
LReLU α = 0.2
dropout p = 0.9
konvolucija s = 1; (3× 3× 192)× 192 16× 16× 96 16× 16× 192
LReLU α = 0.2
konvolucija s = 1; (3× 3× 192)× 192 16× 16× 192 16× 16× 192
LReLU α = 0.2
konvolucija s = 2; (3× 3× 192)× 192 16× 16× 192 8× 8× 192
LReLU α = 0.2
dropout p = 0.9
vektorizacija 8× 8× 192 12288
potpuno povezan 12288 1024
LReLU α = 0.2
dropout p = 0.5
potpuno povezan 1024 1024
LReLU α = 0.2
dropout p = 0.5
potpuno povezan 1024 10
softmax
Tablica 3.1: Arhitektura neuronske mrezˇe
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3.5 Treniranje i rezultati
Brzina ucˇenja bila je konstantna po dijelovima, odnosno, smanjivana je s vreme-
nom treniranja. Svaka iteracija koristila je uzorak od 256 slika. Konacˇni rezultati
su gresˇke od 17.42% i 13.09% na testnim skupovima, za pokretanja bez dodatnog
procesiranja slika i sa istim, respektivno. Slike 3.2 i 3.3 prikazuju vrijednosti funkcije
gubitka i tocˇnost po iteracijama, za treniranje bez dodatne obrade slika. Analogno,
slike 3.4 i 3.5 prikazuju iste vrijednosti, za treniranje uz dodatnu obradu slika. Viˇse
detalja o implementaciji dostupno je u samom koˆdu programa.






Slika 3.2: Funkcija gubitka bez obrade slika








Slika 3.3: Tocˇnost (eng. accuracy) bez obrade slika
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Slika 3.4: Funkcija gubitka uz obradu slika








Slika 3.5: Tocˇnost (eng. accuracy) uz obradu slika
3.6 Ostale primjene
Prijenos stila
Kao jednu od glavnih razlika izmedu racˇunala i ljudi cˇesto se navodi kreativnost,
odnosno, nesposobnost racˇunala za bavljenje umjetnosˇc´u. Basˇ zato su rezultati is-
trazˇivanja u ovom smjeru izrazito interesantni. Radi se o zadatku prijenosa stila,
odnosno, za ulaznu fotografiju A i stil B potrebno je generirati verziju fotografije A
POGLAVLJE 3. PRIMJENE NEURONSKIH MREZˇA 36
u stilu B. Stil B, takoder, je zadan fotografijom. Primjeri prijenosa stila dani su na
slici 3.6.
Slika 3.6: Primjer prijenosa stila. Slika A je originalna, a vec´e slike na primjerima
B, C i D su primjeri originalne slike sa stilom manje slike u donjem lijevom kutu.
Rezultati sa slike 3.6 dobiveni su algoritmom iz [7]. Pojednostavljena verzija ideje
je uzeti mrezˇu treniranu na nekoj klasifikaciji te pomoc´u skrivenih slojeva definirati
svojstva ulaznih slika. Zatim, za ulaznu sliku A i stil, odnosno, ulaznu sliku B,
usporedbom tih vrijednosti modificirati sliku A tako da se u njoj pojave uzorci iz
slike B.
Valja napomenuti kako je ovo tek prvi u nizu rezultata koji pokazuju kako su
neuronske mrezˇe u stanju naucˇiti, i razdvojiti, sadrzˇaj i stil slike. Prijenos stila samo
je jedan od mnosˇtva primjena neuronskih mrezˇa u smjeru klasicˇne obrade fotografija.
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Super-rezolucija
Super-rezolucija slike, odnosno, povec´anje rezolucije slike, predstavlja zanimljiv
problem cˇesto prikazivan u kriminalisticˇkim serijama i filmovima. Iako takvi rezultati
trenutno nisu moguc´i, postavlja se pitanje postoji li nacˇin generiranja iste slike vec´ih
dimenzija, bez ocˇiglednog gubitka kvalitete.
Trenutno se za ovaj problem u praksi najcˇesˇc´e koriste numericˇke interpolacije,
kao sˇto su bilinearna ili bikubicˇna interpolacija, no ova istrazˇivanja pokazuju kako
koriˇstenje neuronskih mrezˇa ima velik potencijal.
Neka od ponudenih rjesˇenja sa zavidnim rezultatima su PixelCNN arhitektura
tima Google Brain [4] te SRGAN mrezˇa zaposlenika tvrtke Twitter [18]. Treniranje
na specificˇnim kategorijama, kao sˇto su fotografije lica, daje vrhunske rezultate pri
povec´anju slika istih kategorija.
Prepoznavanje lica
Za razliku od obicˇne klasifikacije, problem prepoznavanja lica podrazumijeva di-
namicˇan broj kategorija te ga to cˇini znatno tezˇim za rjesˇavanje. Ono sˇto danasˇnja
rjesˇenja rade je generiranje n-dimenzionalnog opisnog vektora, takvog da je za slike
lica istih osoba udaljenost opisnih vektora malena, dok je za razlicˇite osobe velika.
Takav pristup omoguc´uje kategorizaciju opisnih vektora brzˇim algoritmima, kao sˇto
su k-sredine (eng. k-means) ili SVM (eng. Support Vector Machine).
Buduc´i da se ne radi o obicˇnoj klasifikaciji, treniranje se obavlja na nesˇto slozˇeniji
nacˇin. Jedan primjer je rjesˇenje Google tima, koje za dvije razlicˇite slike iste osobe te
jednu sliku neke druge osobe, funkciju gubitka definira kao razliku udaljenosti opisnog
vektora razlicˇitih osoba te opisnog vektora istih osoba [24]. Na taj nacˇin postizˇu se
zˇeljene karakteristike opisnih vektora. Alternativno rjesˇenje, ponudeno u [31], dano
je standardnom klasifikacijom na fiksan broj klasa, gdje predzadnji sloj predstavlja
opisni vektor. Osim softmax dijela funkcije gubitka dobivenog rezultatima klasifi-
kacije, zadaje se i dodatan uvjet kojim se postizˇe zahtjev o udaljenostima opisnih
vektora istih i razlicˇitih osoba. Za svaku od klasa definira se dodatni vektor, koji
predstavlja centar svih lica iz te kategorije. U svakoj iteraciji ti centri priblizˇavaju
se trenutnim procjenama, dok se udaljenost opisnih vektora od tih centara pridodaje
funkciji gubitka.
Igrice
Igrice predstavljaju prirodno mjesto uporabe konvolucijskih neuronskih mrezˇa,
jer se zapravo radi o mnosˇtvu slika. S druge strane, trenutno stanje ovisi o vlastitim
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akcijama u prethodnom potezu te mnosˇtvu drugih faktora, pa je ovo idealno podrucˇje
za ucˇenje podrsˇkom.
Jedna metoda ucˇenja podrsˇkom je takozvano Q ucˇenje (eng. Q-learning). Os-
novna ideja sastoji se od predvidanja izlaza funkcije Q, cˇija vrijednost u nekom po-
tezu predstavlja maksimalnu moguc´u dobit ostvarivu do kraja runde u tijeku. Ovime
se ostvaruje odabir najprofitabilnijeg poteza u svakom koraku. Verziju Q ucˇenja, pod
nazivom duboko Q ucˇenje, predstavljaju zaposlenici tvrtke DeepMind u cˇlanku [22].
Ono sˇto je revolucionarno u ovom algoritmu jest cˇinjenica da je isti algoritam sav-
ladao nekolicinu igrica igrac´e konzole Atari 2600. To je bio jedan od prvih primjera
algoritma umjetne inteligencije koji nije apsolutno specijaliziran za jednu djelatnost.
Nakon sˇto je DeepBlue algoritam tvrtke IBM josˇ 1997. godine pobijedio tadasˇnjeg
sˇahovskog svjetskog prvaka i jednog od najboljih, ako ne i najboljeg, igracˇa svih vre-
mena, na red je dosˇla drevna kineska igra Go. Sa znatno vec´im brojem moguc´ih
stanja, ova igra predstavljala je pravi izazov. Tek 2016. godine, svjetski prvak Lee
Sedol izgubio je 4 naprema 1 od AlphaGo algoritma tvrtke DeepMind . Ta verzija
mrezˇe trenirana je na potezima iz igara vrhunskih igracˇa. Vec´ sljedec´e godine, nakon
nekoliko poboljˇsanja, izdana je i verzija AlphaGo Zero [25]. Nacˇin treniranja ove ver-
zije je nevjerojatan, naime, mrezˇa je igrala sama protiv sebe uz trivijalno predznanje
poznavanja pravila igre. Vec´ nakon 3 dana treniranja ova verzija prestigla je AlphaGo
algoritam.
Josˇ jedan primjer vrhunskih rezultata neuronskih mrezˇa u podrucˇju igrica je re-
zultat iz cˇlanka [30]. Radi se, opet, o pobjedi algoritma tvrtke DeepMind nad svjet-
skim prvakom, ovoga puta u racˇunalnoj igri StarCraft II . Rijecˇ je o izrazito slozˇenoj
stratesˇkoj igrici koja, za razliku od prethodno navedenih, u svakom trenutku igre ne
daje pristup cjelokupnom trenutnom stanju. Naime, sastavni dio igre jest i otkrivanje
teritorija, odnosno, trenutnog stanja na nekom dijelu mape.
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Sazˇetak
Konvolucijske neuronske mrezˇe (CNN) predstavljaju popularan model neuronskih
mrezˇa, izrazito pogodan za obradu slika. U danasˇnje vrijeme, gotovo sve state-of-the-
art mrezˇe za obradu slika baziraju se na ovoj arhitekturi.
Prvi dio ovoga rada definira i proucˇava matematicˇki model konvolucijskih ne-
uronskih mrezˇa. Preciznije, definiraju se slojevi potrebni za konvolucijski model te
algoritam propagiranja unazad.
U drugome dijelu daje se primjena te implementacija konvolucijskog modela mrezˇe
u obliku programa za klasifikaciju slika. Implementacija je izvedena unutar program-
skog jezika Python te se bazira na modulu tensorflow.
Summary
Convolutional neural networks (CNN) represent a popular neural network model,
extremely suitable for image processing. At present time, almost every state-of-the-
art neural network for image processing is based on this architecture.
The first part of this thesis defines and researches a mathematical model of co-
nvolutional neural networks. More precisely, we define various layers used inside a
convolutional model and the backpropagation algorithm.
The second part deals with CNN implementation and application for image based
classification. The programming language Python and its module tensorflow are
used for the implementation.
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