INTRODUCTION
proportional hazard model with loglinear hazard specifies the failure rate for the survival time Y of an individual with covariate vector = (xl, * * * ,xr)T as X(t ; x) = X0(t )exp(i3T2).
(1)
Here 3 = (/,3, ** ) T is a vector of unknown regression coefficients and X0(t ) is the unknown baseline hazard function.
The influence of the covariates on survival is measured by i3 since #j represents the increase in log hazard as xi is increased one unit. In some applications, it is also useful to consider how the median or mean survival time is affected by the covariates and in this case we need methods for estimating or predicting conditional median or mean survival time given a value of the covariate vector. For instance, a smoker may be interested in by how much stopping smoking will increase his or her mean survival time and researchers may want n(row by how much a certain medication increases the median life of patients. Miller & Halpern (1982) Cox's (1972 Cox's ( ,1975 ) and Breslow's (1972 Breslow's ( ,1974 estimates of /3 and X0, respectively. They computed this estimate for the Stanford heart transplant data. In the case of random right censoring, we derive the asymptotic distribution for this estimate as well as for estimates of the p-th quantile and, for uncensored data, for the mean of the conditional survival time. These results are used to construct approximate confidence intervals for the pth quantile and the mean of the survival distribution.
The semiparametric regression methods developed by Cox (1972 , 1975 ), Breslow (1972 , 1974 Jennison & Turnbull (1985) , among others. The asymptotic theory of the one-sample estimate of the mean based on the Kaplan-Meier (1958) estimate of the survival function has been developed by Susarla & van Ryzin (1980) and Gill (1983) .
In the proportional hazard model with censored data and a parametric baseline hazard function, Borgan (1984) (1972, 1975) partial likelihood can be written 
V(13,t ) -S{S0(,t )}-1S(2)(03,t) -E(/,t )12 where for any r-vector a = (a, * , a,)T, a02 is an r X r matrix with (i,j) entry equal to a, a . Assume conditions A-D of Andersen & Gill (1982) , in particular that S(k) (pj,t) converges in probability to s(k) (i,t), 0 < t < T, k = 0,1,2, uniformly in t and in a neighbourhood of /o0, where L00 denotes the true value of /3. Here 10, T I is the time interval over which the individuals are observed. Set e (/,t ) = {s(0)(3,t )}'-s(1)(3,t ) v (p3,t ) = {s (0)(3,t )}-1s (2)(3,t ) -e (/3,t )92. 
Using the results of Begun, Hall, Huang & Wellner (1983) , it follows that this estimate is asymptotically optimal in the sense of having the smallest possible asymptotic variance in a given class of regular estimates. We next give this asymptotic variance. 
The proof is deferred to the appendix.
Note that, using Tsiatis (1981) and Andersen & Gill (1982) This parameter measures heaviness of censoring in the sense that the probability of an individual being censored is p =-1e-01. Furthermore, the asymptotic efficiency depends on the underlying distribution of the covariate X and the value x0 through z = IxO -pk-' only.
As z -a oo, e (A, va) tends to 1 so that no efficiency is lost by using the more generally valid estimate i'. On the other hand, as z -0, e (iJ, i'a) tends to 02(log 2)2 (2°-1)-1. This limit is equal to 0.4805 when there is no censoring (0 = 1) and tends to 0 as 0 -a oo.
-10-Next we consider a table of the asymptotic efficiencies. In this section we compare the semiparametric estimate with the maximum likelihood estimate in the case where both the shape parameter a and the scale parameter X, as well as the regression parameter A, are unknown. For simplicity, we assume that the data are uncensored.
We compare the semiparametric estimate of median regression with the parametric estimate VW ( x 0)-1 5exp (-'xo/&)(log 2)1/a, where ,3, X, and 'a are the maximum likelihood estimates of,, X and a.
The asymptotic variance of this estimate is given by 72(^/ W x0) =-2 a-2(log 2)2/a (dc-1 + 1 + z2) where z = Io -Asj a-c = 1 + r" (2) -{r'(2)}2 and d = {log (log 2) -r"(2))2.
We find that the asymptotic efficiency e (1J, i'w) evaluated at 3 0, does not depend on X and a.
As z -oo, e (1W, 'w) tends to one so that no efficiency is lost by using the more generally valid semiparametric estimate. As z -_ 0, e (i, V'W) tends to
(1 + dc -1)(log 2)2 0.6624, which is much higher than the value 0.4805 in the case of e (1, i'a). We note that in the exponential model (a = 1), the more generally valid semiparametric estimate ft(x0) of the mean regression is fully efficient for any value of z.
As z -oo, e (i, /) tends to 1 so that again no efficiency is lost by using the more generally valid estimate it. On the other hand, as z 0, e (it ita) tends to a-2{2ar(2/a)r(1/a)-2-1}'-. This limit is equal to 1 for a 1, tends to 0 as a -O 0 or a -. oo. However, this convergence is very slow and for a in the range 0.5 < a < 100, the efficiency is in the interval from 0.6166 to 1.
Next we give a table showing asymptotic efficiencies of the semiparametric and parametric estimates of conditional mean survival Table 2 about here Table 2 shows that the efficiency of the semiparametric estimate of the mean regression is quite high and much higher than the semiparametric estimate of the median regression. In fact for z > 1 and 0.5 < a < 1.5, the efficiency is 0.89 or higher. Table 3 show that the more generally valid semiparametric estimate is very efficient for a values in the range from 0.5 to 10. In fact, when a = 1 no efficiency is lost, and for a between 1 and 10 the efficiency loss is less than 1%o for all values of z. Finally, we consider the asymptotic efficiency e (sW, pi,) of the parametric estimate with the power parameter a unknown with the parametric estimate with a known. As V-+ 00, this efficiency tends to 1. Further, for a = 1 it is exactly equal to 1 for all z. Thus the loss in efficiency due to estimating the power parameter is small to moderate unless a is small, in which case the loss is severe. Similar findings have been obtained by Carrol & Ruppert (1981) and Taylor (1986) where Rn -infS()(/37,t )-'sup(/AN/n ), which converges in probability to zero. The consistency of AO entails that (5) converges in probability to 0. Furthermore supn 1/2 jPo{Po (u )} -u sup n/2 Ao(t A(t -)j < n 1/2Rn which converges in probability to zero. Further, for u E [a ,b 'J, we have L {A'1(u )} = L {A '(u ')} where u' -= A0o{A0-1(u )}. The uniform continuity of the sample paths of L {(A '(u )} and consistency of A0{Aj1(u )} implies therefore that the third term in (4) converges in probability to 0.
Finally the second term in (3) converges in probability to 0 by (4) and boundedness of the sample paths of V(u). 
