The present paper is devoted to the study of the well-posedness of mean field BSDEs with mean reflection and nonlinear resistance. By the contraction mapping argument, we first prove that the mean-field BSDE with mean reflection and nonlinear resistance admits a unique deterministic flat local solution on a small time interval. Moreover, we build the global solution on the whole time interval by stitching local solutions when there is no resistance in the generator.
Introduction
The nonlinear Backward Stochastic Differential Equation (BSDE) of the following form was first introduced by Pardoux and Peng [11] :
whose solution consists of an adapted pair of processes (Y, Z). Pardoux and Peng have obtained the existence and uniqueness theorem for the BSDE (1) when the generator f is uniformly Lipschitz and the terminal value ξ is square integrable. The solvability of scalar-valued quadratic BSDEs was first established by Kobylanski [10] via a PDE-based method under the boundedness assumption of the terminal value. Subsequently, Briand and Hu [4, 5] have extended the existence result to the case of unbounded terminal values with exponential moments and have studied the uniqueness whenever the generator is convex (or concave). Recently, motivated by super-hedging of claims under running risk management constraints, Briand, Elie and Hu [2] have formulated a new type of BSDE with constraints, which is called the BSDE with mean reflection. In their framework, the solution Y is required to satisfy the following type of mean reflection constraint:
where the running loss function (ℓ(t, ·)) 0≤t≤T is a collection of (possibly random) non-decreasing realvalued map. This type of reflected equation is also closely related to interacting particles systems, see, e.g., Briand, Chaudru de Raynal, Guillin and Labart [1] . In order to establish the well-posedness of BSDEs with mean reflection, in [2] the authors have introduced the notion of deterministic flat where the generator will also depend on the expectation of Y and Z and the resistance term G(K). This equation is called mean-field BSDE with mean reflection and nonlinear resistance. When the mean reflection constraint and resistance term vanish, it reduces to a standard mean field BSDE. For the study of mean-field BSDEs, we refer the reader to [6, 8] .
As in [2, 7] , we consider the existence and uniqueness of a deterministic flat solution of the above mean-field BSDE with mean reflection and nonlinear resistance. Relying on a contraction mapping argument, we first show that there exists a unique deterministic flat solution on a small time horizon for both the case where the generator is Lipschitz and terminal condition is square integrable and the case where the generator is quadratic in Z, subquadratic in E[Z] and terminal condition is bounded. We also observe that the maximal length of the time interval on which the mapping is contractive is a fixed constant in the Lipschitz case and depends only on the bound of the component Y in the quadratic case. Therefore when the resistance vanishes, we obtain a global solution on the whole time interval in the Lipschitz case by stitching the local ones. We further show that the component Y has a uniform estimate under additional assumptions in the quadratic case. Once again, a global solution on the whole time interval in the quadratic case can be established by stitching local solutions when the resistance vanishes. In conclusion, there exists a unique deterministic flat solution for the mean-field BSDE with nonlinear resistance both in the Lipschitz and quadratic case.
The remainder of the paper is organized as follows. In Section 2, we introduce mean-field BSDEs with mean reflection and nonlinear resistance, and state our main assumptions. Section 3 is devoted to the study the case when the generator is Lipschitz and terminal condition is square integrable. The case when the generator is quadratic and terminal condition is bounded is investigated in Section 4.
Notation.
We introduce the notations, which will be used throughout this paper. For each Euclidian space, we denote by ·, · and | · | its scalar product and the associated norm, respectively. Then consider a finite time horizon [0, T ] and a complete probability space (Ω, F , P), on which B = (B t ) 0≤t≤T is a standard d-dimensional Brownian motion. Let (F t ) 0≤t≤T be the natural filtration generated by B augmented with the family N P of P-null sets of F . P denotes the sigma algebra of progressively measurable sets of [0, T ] × Ω, B(R) and B(R d ) are the Borel algebras on R and R d , respectively. C T (R) denotes the set C([0, T ]; R) of continuous functions from [0, T ] to R. Finally for all t ∈ [0, T ] we consider the following Banach spaces:
• L ∞ (F t ) is the space of real valued F t -measurable random variables Y satisfying
• S 2 is the space of real valued progressively measurable continuous processes Y satisfying
• A 2 D is the closed subset of S 2 consisting of deterministic non-decreasing processes K = (K t ) 0≤t≤T starting from the origin;
• H
2 is the space of all progressively measurable processes Z taking values in R d such that
• S ∞ is the space of real valued progressively measurable continuous processes Y satisfying
• A ∞ D is the closed subset of S ∞ consisting of deterministic non-decreasing processes K = (K t ) 0≤t≤T starting from the origin;
• BM O is the space of all progressively measurable processes Z taking values in R d such that
where T denotes the set of all [0, T ]-valued stopping times τ and E τ is the conditional expectation with respect to F τ .
For each Z ∈ BM O, we set
which is a martingale by [9] . Thus it follows from Girsanov's theorem that (B t − t Z s ds) 0≤t≤T is a Brownian motion under the equivalent probability measure E (Z · B) T dP.
We further denote by S 2 Mean field BSDEs with mean reflection and nonlinear resistance
In this paper, we consider the following type of BSDE with mean reflection:
where the generator will also depend on the expectation of Y and Z and the resistance term G(K). The above equation is called mean-field BSDE with mean reflection and nonlinear resistance. Its parameters are the terminal condition ξ, the generator (or driver) f , resistance function G as well as the running loss function ℓ. BSDE with mean reflection was first introduced in [2] , where the authors have discussed such equation under the standard Lipschitz condition on the generator and the square integrability assumption on terminal condition. Quadratic BSDE with mean reflection and bounded terminal condition was investigated in [7] .
In the sequel, we study the existence and uniqueness theorem of equation (2) . These parameters are supposed to satisfy the following standard running assumptions:
(H ξ ) The terminal condition ξ is an square-integrable F T -measurable random variable such that
(2) There exist some constants λ > 0 and α ∈ [0, 1) such that, P-a.s., for all t ∈ [0, T ], for all y,ȳ, p,p, k,k ∈ R and for all z,z, q,z ∈ R d ,
-measurable map and there exists some constant C > 0 such that, P-a.s.,
As in [2, 7] , we introduce the operator L t which is crucial to deal with mean reflection.
which is well-defined due to the Assumption (H ℓ ) (see [2] ).
We make the following assumption for the operator L t and recall a sufficient condition from [2] such that the following assumption holds true in Remark 2.1.
Remark 2.1 Assume that (H ℓ ) holds true. Suppose that ℓ is a bi-Lipschitz function in x, i.e., there exist some constants 0 < c ℓ ≤ C ℓ such that, P-a.s., for all t ∈ [0, T ] and for all x, y ∈ R,
Then (H L ) holds true with C = C ℓ c ℓ (see [2] ).
Lipschitz case
In this section, we study the existence and uniqueness theorem of equation (2) with Lipschitz generator and square integrable terminal condition. As in [2] , we introduce the following definition of deterministic flat solutions of mean field BSDEs with mean reflection and nonlinear resistance in the Lipschitz case.
D is said to be a deterministic solution to the mean-field BSDE (2) with mean reflection and nonlinear resistance if it ensures that the equation (2) holds true. A solution is said to be "flat" if moreover that K increases only when needed, i.e., when we have
The first main result of this section is on the existence and uniqueness of the local solution for the mean field BSDE with mean reflection and nonlinear resistance, which reads as follows:
Then there exists a constant δ > 0 depending only on C, L and λ such that for any T ∈ (0, δ], the mean-field BSDE (2) with mean reflection and nonlinear resistance admits a unique deterministic flat solution [2, Theorem 9] that the following BSDE with mean reflection
has a unique deterministic flat solution (
be the solution to the BSDE (3) with mean reflection associated with the data (y i , z i , k i ), then there exists constant δ > 0 depending only on C, L and λ such that for any T ∈ (0, δ], we have
Proof. In order to simplify notations, for each i = 1, 2, we will denote
Since for each i = 1, 2 and t ∈ [0, T ],
Note that for each t ∈ [0, T ],
Taking conditional expectation with respect to F t , we have
Using Burkholder-Davis-Gundy inequality, we have
Therefore, it holds that
On the other hand, we have
Taking square and taking expectation on both sides imply that
H 2 . Meanwhile, it holds that
Therefore, we have
Hence, we obtain
H 2 . Therefore, we have
Now we define
δ := min 1 40(38 + 10C 2 )λ 2 ,
and it is straightforward to check that for any T ∈ (0, δ],
which completes the proof. Then we give the proof of Theorem 3.2.
Proof of Theorem 3.2. We take δ as (5). For
It follows from Lemma 3.3 that there exist Y ∈ S 2 , Z ∈ H 2 and K ∈ A 2 D such that
By a standard argument, we have for each
Thus, the triple (Y, Z, K) is a solution to the mean-field BSDE (2) with mean reflection and nonlinear resistance and we only need to prove that the solution (Y, Z, K) is "flat". Indeed, it is easy to check that
where
By (6) and (7), we deduce X n − X S 2 −→ 0, where
, which implies the "flatness". The uniqueness follows immediately from Lemma 3.3. The proof is complete.
When the resistance vanishes, we construct a global solution to equation (2) for arbitrarily large time horizon.
Theorem 3.4 Assume that (H
hold and f (t, y,ȳ, z,z, k) = f (t, y,ȳ, z,z) does not depend on k. Then for arbitrarily large T , the mean-field BSDE (2) with mean reflection admits a unique deterministic flat solution
Proof. We treat with the existence and the uniqueness separately.
Step 1. Existence. By Theorem 3.2, there exists some constant δ > 0 depending only on L, λ and C such that the mean-field BSDE (2) with mean reflection admits a unique deterministic flat solution(
Next we take T −δ as the terminal time and apply Theorem 3.2 again to find the unique deterministic flat solution of the mean-field BSDE (2) with mean reflection (
on the time interval [T − 2δ, T − δ]. Let us set
is a deterministic flat solution to the mean-field BSDE (2) with mean reflection on [T − 2δ, T ].
Furthermore, we repeat this procedure so that we can build a deterministic flat solution (Y, Z, K) ∈ S 2 × H 2 × A 2 to the mean-field BSDE (2) 
Quadratic case
In this section, we study the existence and uniqueness theorem of equation (2) with quadratic generator and bounded terminal condition. As in [2] , we introduce the following definition of deterministic flat solutions of mean-field BSDEs with mean reflection and nonlinear resistance in the quadratic case (see also [7] ).
Since L t (0) is continuous in t, without loss of generality we assume that [2] . The first main result of this section is on the existence and uniqueness of the local solution for the mean-field BSDE with mean reflection and nonlinear resistance, which reads as follows:
Then, there exists a sufficiently large constantÃ > 0 and a constant δÃ > 0 depending only onÃ, C, L and λ, such that for any T ∈ (0, δÃ], the mean-field BSDE (2) with mean reflection and nonlinear resistance admits a unique deterministic flat solution 
In order to show that Γ is contractive, for each real numberÃ ≥Ã 0 we consider the following set:
hold andÃ ≥Ã 0 , whereÃ 0 is defined by (9) . Then there is a constant δÃ > 0 depending only on L, λ, C andÃ such that for any T ∈ (0, δÃ], Γ(BÃ) ⊂ BÃ.
Proof. In order to simplify notations, we will denote
It is easy to verify that for each t ∈ [0, T ],
where (Y , Z) ∈ S ∞ × BM O is the solution to the following standard BSDE on the time interval [0, T ]
and for each t ∈ [0, T ],
with
Consequently, we obtain that
The remainder of the proof will be in two steps.
Step 1. The estimate of Y . Since Z ∈ BM O, we can find a vector process β ∈ BM O such that
Then B t := B t − t 0 β s ds, defines a Brownian motion under the equivalent probability measure P given by
Thus by the equation (10), we have
which implies that
Thus it follows from a similar technique as in [3, Proposition 2.1] that
Step 2. The estimate of Y . Thanks to the Assumption (H L ), for each s ∈ [0, T ] we have
Therefore from the definition X and Assumption (H q f ) we deduce that
Then we define
Recalling equations (11), (12), (13) and (14), we derive that for each T ∈ (0, δÃ],
which is the desired result. Now we show the contractive property of the solution map Γ.
hold andÃ ≥Ã 0 , whereÃ 0 is defined by (9) . Then there exists a constant δÃ such that 0 < δÃ ≤ δÃ and for any T ∈ (0, δÃ], we have,
Again it is easy to verify that for each t ∈ [0, T ],
where 
Since for each t ∈ [0, T ],
Applying Hölder's inequality, we obtain
BMO . On the other hand, applying Hölder's inequality, it holds that
BMO . We recall the representation (16) and conclude that
Step 1. The estimate of
By the linearization argument, we can find a vector process
β s ds defines a Brownian motion under the equivalent probability measure P given by
Thus by equation (17), we have
Step 2 
We derive from the inequalities (27), (28) and (29) that for each t ∈ [T − h, T ],
which is the desired result. Proof. We treat with the existence and the uniqueness separately.
Step 1. Existence. Define
