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Abstract Since the 1950s, high frequency and very high frequency radars near the magnetic equator
have frequently detected strong echoes caused ultimately by the Farley-Buneman instability (FBI) and
the gradient drift instability (GDI). In the 1980s, coordinated rocket and radar campaigns made the
astonishing observation of flat-topped electric fields coincident with both meter-scale irregularities and the
passage of kilometer-scale waves. The GDI in the daytime E region produces kilometer-scale primary waves
with polarization electric fields large enough to drive meter-scale secondary FBI waves. The meter-scale
waves propagate nearly vertically along the large-scale troughs and crests and act as VHF tracers for the
large-scale dynamics. This work presents a set of hybrid numerical simulations of secondary FBIs, driven
by a primary kilometer-scale GDI-like wave. Meter-scale density irregularities develop in the crest and
trough of the kilometer-scale wave, where the total electric field exceeds the FBI threshold, and propagate
at an angle near the direction of total Hall drift determined by the combined electric fields. The meter-scale
irregularities transport plasma across the magnetic field, producing flat-topped electric fields similar
to those observed in rocket data and reducing the large-scale wave electric field to just above the FBI
threshold value. The self-consistent reduction in driving electric field helps explain why echoes from the
FBI propagate near the plasma acoustic speed.
PlainLanguage Summary Since the 1950s, radars near the Earth's geomagnetic equator have
frequently seen their signals reflected from electrically charged structures in the upper atmosphere. A
tremendous amount of research has gone into understanding what creates charged structures on different
size scales, as well as how they evolve individually, but we understand relatively little about how those
differently sized structures interact. This paper presents results of numerical simulations that leverage
modern supercomputing power to model a few sections of the electrically charged gas of the upper
atmosphere. The simulations were designed to test the hypothesis that a wave 1 km long can create electric
fields strong enough to produce waves of only a few meters which move up and down the larger wave's
trough and crest. The result? Yes they can. Not only do the smaller waves' motions explain decades of
radar reflections—they also shed light on some strange rocket observations from the 1980s and tie both
components together to answer a longstanding question about how fast these waves travel.
1. Introduction
The E region ionosphere comprises a collisional plasma in which electrons are magnetized and ions are
demagnetized through collisionswith neutral particles (Schunk&Nagy, 2004). This discrepancy inmagneti-
zation leads to two fundamental and common instabilities: The Farley-Buneman instability (FBI; Buneman,
1963; Farley, 1963a, 1963b) and the gradient drift instability (GDI; Hoh, 1963; Maeda et al., 1963; Simon,
1963). Early ionospheric researchers attributed different types of radar spectra to the FBI or GDI, effec-
tively treating the two instabilities as separate processes (e.g., Balsley, 1969; Bowles et al., 1963; Cohen &
Bowles, 1967), but the same theory describes both instabilities (Makarevich, 2016; Sudan, 1983). Both the
FBI and GDI occur in a collisional plasma comprising magnetized electrons and demagnetized ions—the
FBI requires that the total electric field exceed a threshold value while the GDI requires an ionization
gradient parallel to the electric field. The equatorial electrojet frequently meets both of these criteria.
Young et al. (2017) presented numerical simulation results showing the coupled growth of FBI and GDI in
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a plasma characteristic of the equatorial E region at 100-km altitude during daytime. Those results demon-
strate the interplay between both instabilities in the presence of ionization gradients and a background
electric field, as well as how a large-scale density perturbation can create a polarization electric field that
drives the total electric field above the threshold for FBI.
Although Young et al. (2017) showed that the same zeroth-order plasma attributes (e.g., large-scale wave,
background fields, and charged-neutral collision frequencies) can produce spectra exhibiting both types of
irregularities defined by early researchers, it did not fully explain observations of meter-scale irregulari-
ties presumably produced by secondary FBI in the presence of kilometer-scale primary GDI waves (Hysell
et al., 2007). Sudan et al. (1973) proposed a theoretical mechanism for generating meter-scale waves from
kilometer-scale GDI waves, via excitation of secondary GDI and FBI in the frame of the primary wave.
Kudeki et al. (1982) demonstrated the clear presence in Jicamarca data of kilometer-scale structures despite
the fact that the Jicamarca 50-MHz radar observes only 3-m waves. Those authors showed that it is not
unreasonable to observe east-west drift velocities much smaller than the ion acoustic velocity while simul-
taneously observing vertically propagating type I echoes. They also discussed how the linear theory differs
for long wavelength waves.
Rocket observations by Pfaff et al. (1987a) showed density irregularities around 103–106 km in altitude
consistent with vertically propagating 2- to 3-m FBI waves driven by a large-scale wave electric field. They
found that their in situ observations were consistent with both the Sudan et al. (1973) theory and con-
current ground-based observations with the Jicamarca 50-MHz radar. Kinetic simulations and a simplified
fluid simulation by Oppenheim (1997) demonstrated how wave-driven currents from the FBI can modify
large-scale GDI and reproduce the in situ electric fields measured by Pfaff et al. (1987a). Two-fluid simula-
tions by Ronchi et al. (1991) produced evidence that the electric fields in kilometer-scale waves dominate
meter-scale dynamics so that the 3-m waves observed in radar backscatter experiments essentially trace out
the kilometer-scale dynamics.
This paper presents results from a numerical simulation of E region plasma in which a primary 1,024-m
wave, meant to mimic a single GDI wave, gives rise to secondary FBI waves with wavelengths of a few
meters. The meter-scale waves drive a nonlinear plasma transport that significantly reduces the large-scale
wave electric field. The presentation proceeds as follows: section 2 outlines the linear local theory relevant
to the FBI and GDI, section 3 describes the numerical model underlying the simulations, section 4 shows
results from the simulations, section 5 discusses the physical implications of the simulation results and their
connections to observations, and section 6 concludes the paper.
2. Theory
The FBI and GDI are collisional electrostatic plasma instabilities that propagate nearly perpendicular to the
background magnetic field. The FBI, also called the modified two-stream instability, derives its free energy
from the increased ion inertia that results when electrons stream through ion density perturbations faster
than the local plasma acoustic speed.At subsonic electron drift speeds, ion thermal pressure smooths out any
localized density perturbations; above a critical threshold drift speed, ion inertia imparted by the streaming
electrons overcomes thermal pressure and causes density perturbations to steepen. See Dimant and Sudan
(1995a) for a more detailed description of the physical nature of the FBI.
The GDI derives its free energy from the presence of density gradients aligned with the ambient electric
field. In the frame of a naturally occurring density perturbation, the polarization electric field, 𝛿E, points
parallel or antiparallel to the direction of propagation, depending upon whether the relative perturbed den-
sity, 𝛿n∕n0, is positive or negative. The presence of the magnetic field, B0, causes plasma in wave crests to
𝛿E × B0 drift into regions of lower background density, while plasma in wave troughs drifts into regions
of higher background density. Both processes lead to an increase in the magnitude of 𝛿n∕n0, producing the
instability. See, for example, section 2 of Dimant and Sudan (1997) for a more detailed description of the
physical nature of the GDI.
These two instabilities arise in collisional E region plasmas, and their threshold criteria—a supersonic elec-
tron drift for the FBI and a gradient parallel to the ambient electric field for the GDI—can easily occur in
the same plasma volume. The standard linear analysis of the combined FBI/GDI assumes a quasineutral,
isothermal plasma with inertialess, magnetized electrons and collisionally demagnetized ions. In keeping
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with standard development of FBI/GDI theory, this work will employ the magnetization parameter for
species j, 𝜅 j ≡ Ωj∕𝜈j, where Ωj is the absolute value of the cyclotron frequency and 𝜈j is the average fre-
quency of collisions with neutral particles. The assumptions on electron and ion magnetization in the E
region ionosphere correspond to 𝜅e ≫ 1 and 𝜅 i < 1.
Linearizing the continuity and momentum equations for electrons and a single species of ions, both sub-
ject to the above assumptions and in the presence of a vertical density gradient with scale length L ≡
n0(z)
[
dn0(z)∕dz
]−1, leads to the following dispersion relation:
𝜔 − k · ud =
Ψ0
𝜈i
[
𝜔
(
i𝜔 − 𝜈i
)
− ik2C2s
](
1 −
i𝜅e
kL
)
, (1)
where ud = ue0 − ui0 is the zeroth-order plasma drift, with u(i,e)0 representing the ion and electron drift
velocities, Ψ0 ≡
(
𝜅i𝜅e
)−1 is the anisotropy factor, and Cs ≡√KB (Ti + Te) ∕mi is the plasma acoustic speed.
Writing 𝜔 = 𝜔r + i𝛾 and assuming |𝛾| ≪ |𝜔r| yield expressions for the phase frequency and growth rate
𝜔r =
k · ud
1 + Ψ0
, (2a)
𝛾 =
Ψ0
1 + Ψ0
[
𝜔r
𝜅e
kL +
(
𝜔2r − k
2C2s
) 1
𝜈i
]
. (2b)
See Rogister and D'Angelo (1970) and Sudan et al. (1973) formore thorough developments of similar expres-
sions. Fejer et al. (1975) developed a two-fluid dispersion relation that allows for plasma production and an
arbitrary wave vector. Dimant and Oppenheim (2011a) derived a general fluid FB/GD dispersion relation
for arbitrarily magnetized plasmas (i.e., at arbitrary altitude), including arbitrary wave vector, gradients, and
production and recombination.Makarevich (2016) developed a similar dispersion relation as that derived in
AppendixAofDimant andOppenheim (2011a)without assuming the same long-wavelength, low-frequency
limit. However, a fluid dispersion relation becomes inappropriate as the wavelength approaches the ion
mean-free path, where ion Landau damping becomes significant.
Dimant and Sudan (1995b; 1995c; 1997) also predicted an electron thermal instability using a fully kinetic
approach, and Dimant and Oppenheim (2004) extended that theory to explain ion thermal instability (ITI)
effects in simulations by Oppenheim and Dimant (2004). The electron thermal instability produces waves
with wavelengths of tens of meters in the upper D/lower E region (cf. Blix et al., 1996), where the plasma
does not favor FBI and GDI growth. The ITI, on the other hand, produces waves with wavelengths of a few
meters in the same regime as the FBI, leading to interaction between the two. The most notable effect of the
combined FBI/ITI instabilities is in waves turning away from the direction ofud, which is themost favorable
for pure FBI growth.
Equations (2a) and 2b provide a sufficient starting point for analysis of the present work because the present
work ignores production and recombination, assumes a vertical background density gradient, and, to first
order, comprises two essentially one-dimensional systems at right angles to each other. This work also
assumes isothermal fluid electrons and does not produce significant zeroth-order heating in the (kinetic)
ions. The absence of thermal effects in equations (2a) and (2b) only fails to capture small corrections to ion
dynamics, mostly related to wave turning.
3. Numerical Model
The simulations presented in this paper employed a hybrid version of the Electrostatic Parallel Particle in
Cell (EPPIC) code described inOppenheim andDimant (2004) andOppenheim et al. (2008), using the paral-
lel potential solver described in Young et al. (2017). The hybrid version of EPPIC improves on the simulation
code described in that work by employing a more efficient parallelization scheme for particles and fields
while allowing the user to take full advantage of other features in EPPIC, including domain decomposition.
The model assumes quasineutrality between inertialess electrons and one species of ions. In the absence
of sources and sinks, the quasineutrality assumption implies that the current, J, must be divergence free
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Table 1
Simulation Parameters
Symbol Value Unit Name
mi 5.0 × 10−26 kg Ion mass
me 9.1 × 10−31 kg Electron mass
mn 4.6 × 10−26 kg Neutral mass
Ti = Te = Tn 220 K Ion, electron, and neutral temperature
n0 1010 m−3 Plasma density
𝜈i 5,900, 5,100, 4,200, 3,400, 2,500 s−1 Ion-neutral collision frequency
𝜈e 6.0, 5.0, 4.0, 3.0, 2.0 × 104 s−1 Electron-neutral collision frequency
h 96, 98, 100, 102, 104 km Effective altitude (magnetic equator)
By0 −2.5 × 10−5 T Magnetic field
Ez0 9.0 mV/m Vertical electric field
Lx ≈ 1 km Zonal box length
dx 0.5 m Zonal cell size
Lz ≈ 0.25 km Vertical box length
dz 0.5 m Vertical cell size
Lt ≈ 0.3 s Real-time span
dt 10−5 s Time step
(∇ · J = 0). For singly ionized ions, this simplifies to ∇ ·
(
Γi − Γe
)
= 0, where Γi,e are the ion and elec-
tron fluxes. In other words, the flux divergences of the two species balance, leading to an equation for the
electrostatic potential
∇ ·
[
n𝜖∇φ
]
= ∇ ·
[
n𝜖
(
E0 +
kbTe
e
∇n
n
)
+
(
1 + 𝜅2e
) me𝜈e
e Γi
]
, (3)
where 𝜅e is the electron magnetization and 𝜖 is a tensor that captures the effect of electron magnetization
on the plasma drift
𝜅e ≡
Ωe
𝜈e
and 𝜖 ≡
(
1 −𝜅e
𝜅e 1
)
.
The numericalmodel discretizes equation (3) using finite differences and solves it on aCartesian grid subject
to periodic boundary conditions. The simulations presented here used the MUltifrontal Massively Parallel
Solver (Amestoy et al., 2001, 2006) within the Portable Extensible Toolkit for Scientific Computing (Balay
et al., 1997, 2015) to solve the resultant linear system, though the Portable Extensible Toolkit for Scientific
Computing provides flexibility with respect to the specific solution method.
Table 1 gives the values of relevant parameters used in this work. The simulation treats both ion-neutral
and electron-neutral collisions elastically. The former acts approximately as aMaxwellmolecule interaction,
with the relevant collision frequency, 𝜈i, from equation (4.146; and Table 4.4) in Schunk and Nagy (2004).
The latter contributes to the right hand side of equation (3) as a constant fluid parameter, with the relevant
collision frequency, 𝜈e, from Table 4.6 in Schunk and Nagy (2004). The dimensionless parameter Ψ0, which
affects both phase speed and growth rate, varies with altitude primarily due to the dependence of 𝜈e and 𝜈i
on neutral density (Dimant & Oppenheim, 2004).
The simulation runs presented here span roughly 1 km by 250 m in the plane perpendicular to B0 at the
magnetic equator. They have an initial density in the form n(x, z) = n0
[
1 + A cos
(
2𝜋x∕Lx
)]
, where n0 is the
ambient plasma density andA is an amplitude relative ton0. In otherwords, density is uniform in the vertical
direction (ẑ) and sinusoidal in the zonal direction (x̂), representative of a single period of a large-scale wave
typical of the linear-stage GDI.
Kudeki et al. (1982) determined that the dominantwavelength of kilometer-scalewaves range from2 to 6 km,
based on measurement of the east-west drift velocity, combined with the observed period of oscillation. The
roughly 1-kmprimarywave used in these simulations represents the current spatial limit of our simulations,
which required 15 hr on 1,024 cores for each run. Using a 1-km primary wave suffices to separate
YOUNG ET AL. 737
Journal of Geophysical Research: Space Physics 10.1029/2018JA026072
Figure 1. Initial plasma density configuration for all runs. Density is a sine
about n0 = 1010 m−3 in the east-west direction, with an amplitude of ±5%
or ±10%. This configuration mimics a single period of a large-scale GDI
wave. The white box represents a 128-m × 128-m patch shown in Figures 6
and 7.
the length scale of the primary gradient-driven wave from that of the
secondary FBI waves while keeping the simulations from becoming too
computationally expensive.
This work presents 10 runs at five effective altitudes. At each altitude,
one run had a primary wave amplitude of 5% of the background plasma
density (collectively, “the 5% runs”) and the other had a primary wave
amplitude of 10% of the background plasma density (collectively, “the
10% runs”). The simulatedΨ0 parameter determines the effective altitude
of each pair of runs (Dimant & Oppenheim, 2004). Formally, the value of
Ψ0 depends on collision and cyclotron frequencies of all plasma species
in the system of interest (e.g., Madsen et al., 2014); in these runs, all rele-
vant parameters except the ion collision frequency, 𝜈i, are constant. This
work uses a set of five baseline simulation runs with no density gradients
and an ambient electric field of 6 mV/m—too low to drive the FBI—to determine the effective ion collision
frequency from ion Pedersen and Hall drifts. The psuedo randomness inherent in the particle in cell (PIC)
collision algorithm results in a simulated value of 𝜈i that is not necessarily equal to the input value for a
given run. This work reports the simulated values of 𝜈i, and the resultant simulated values of Ψ0, because
they better represent the physical system of interest. The simulatedΨ0 values for the five subthreshold runs
are approximately 1.01, 0.72, 0.48, 0.29, and 0.14. Following Figure 2 of Dimant and Oppenheim (2004),
these values ofΨ0 set the effective altitudes of each pair of runs at 96, 98, 100, 102, and 104 km, respectively.
Shume et al. (2011) calculated values of the 3-D anisotropy factor, Ψ, which includes the effects of nonzero
aspect angle. The 2-D runs presented here correspond to zero aspect angle, and the aforementioned values
of Ψ0 are consistent with the values shown in Figure 1 of Shume et al. (2011) for zero aspect angle.
Figure 1 shows the initial plasma density configuration for all runs. The simulation uses a particle rejection
method to distribute ions so that their initial condition mimics one period of a kilometer-scale wave. This
kilometer-scale primary wave represents a simplified version of GDI growth in the daytime E region plasma
gradient. The quasineutral model assumes ne ≈ ni ≡ n and thus treats the ion density as the total density.
The white square demarcates a 128-m × 128-m box in the primary wave trough. Figures 6 and 7 will refer
to these boxes. The simulation outputs density as relative perturbed density, 𝛿n∕n0 ≡
[
n1(x, z, t) − n0
]
∕n0,
where n1(x, z, t) is the dynamic density that the simulation PICmethod calculates at each time step and n0 is
a fixed input value. The FBI growth does not depend on the total density, provided that the density satisfies
the condition 𝜔pi∕𝜈i > 1 (Rosenberg & Chow, 1998).
The background electric field, Ez0 = 9 mV/m, is vertical, and the background magnetic field, By0 = 2.5 ×
10−5T, points out of the page. The zonal direction points from east on the left to west on the right. Linear
theory predicts that a polarization electrostatic field, 𝛿E, will develop in phase with the perturbed density.
Given the initial density configuration shown in Figure 1, this means that there will be an eastward 𝛿Ex in
the central large-scale trough and a westward 𝛿Ex in the corresponding crests.
Figure 2 shows the initial magnitude of the total electric field, |EI| = (E2z0 + 𝛿E2x)1∕2, and its angle from
due west, 𝜃
(
EI
)
= tan−1
(
Ez0∕𝛿Ex
)
, after smoothing density variations smaller than 10 m and averaging
vertically. Smoothing brings out the large-scale structure of the initial field components. The vertical aver-
age is an appropriate representation of the 2-D initial configuration because the only variation is due to
the large-scale density wave. For the purpose of this work, “initial” means the state of the simulation after
approximately one collisional time, 𝜏 i ≡ 1∕𝜈i. The quasineutral hybrid model starts the simulation with
artificially high potential unless input parameters are precisely tuned, so showing dynamic quantities after
t ≈ 𝜏 i ensures that the potential has relaxed into a more physically realistic state.
In both panels, the solid lines represent the 10% runs and the dashed lines represent the 5% runs. Color
corresponds to altitude, with red at 96 km, black at 98 km, green at 100 km, blue at 102 km, and magenta at
104 km. Both panels indicate that the polarization field dominates the total field and that its overall shape
is broadly consistent with zeroth-order theory. Panel (a) shows that |EI| peaks in the crest and trough and
drops to Ez0 in between. Note that the location of |EI| = Ez0 does not align precisely with the midpoint
between crest and trough, where n = n0, due to the small ambipolar electric field corresponding to each
density gradient. Kudeki et al. (1985) argued that the polarization electric field of the primary wave should
develop a natural asymmetry, with higher values in the trough, that counteracts the GDI-induced downward
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Figure 2. Total electric field at t ≈ 1∕𝜈i for all runs. The solid traces
correspond to 10% runs; the dashed lines correspond to 5% runs. For both
amplitudes, red represents 96 km, black represents 98 km, green represents
100 km, blue represents 102 km, and magenta represents 104 km. (a) The
magnitude of the total electric field, |EI | = √E2z0 + 𝛿E2x . (b) The angle from
due west of the total field, 𝜃
(
EI
)
= tan−1
(
Ez0∕𝛿Ex
)
. In case the reader is
unable to distinguish colors: the text labels in panel (b) indicate the order of
lines in both panels. In panel (a), the 96-km trace nearly covers the 98-km
trace; in panel (b), they are indistinguishable.
transport of electrons. Since Ez0 in this work is homogeneous, the pri-
mary wave polarization field accounts for the asymmetry in Figure 2 and
is therefore consistent with the results of Kudeki et al. (1985).
The threshold electric field at which FBI turns on is Eth = B0Cs(1 + Ψ0).
Using simulation values for B0, Ti, Te, andmi, the value of Eth is approxi-
mately 18.0 mV/m at 96 km, 15.0 mV/m at 98 km, 13.0 mV/m at 100 km,
12.0mV/m at 102 km, and 10.0mV/m at 104 km. Horizontal dotted lines,
color coded in the same manner as the |EI| traces, show each threshold
value. It is clear that |EI| > Eth at least somewhere in the simulation
domain for all runs.
Figure 2b shows that the direction of EI in all runs varies continuously
from vertical of duewest, in the crest, to vertical of due east, in the trough.
The peak angle in 10% runs varies from roughly 90 ± 75◦ at the lowest
altitudes to roughly 90 ± 68◦ at 104 km. The angle in 5% runs varies from
roughly 90 ± 60◦ at the lowest altitudes to roughly 90 ± 53◦ at 104 km.
The crest-trough asymmetry is also present in this panel, though it is not
as obvious as in Figure 2a.
The wave polarization electric field gives rise to a perturbed drift, 𝛿ue =
𝛿E×B0, pointedupward along the trough anddownward along the crests.
The background vertical electric field, Ez0, is too low to drive the FBI at
most altitudes considered here, and if it were large enough, it would drive
westward waves, not vertical waves. The primary wave polarization field,
𝛿Ex, can be large enough to drive FBI and the waves would propagate
vertically—upward in the troughs and downward in the crests. Figure 2
shows that the combination of Ez0 and 𝛿Ex is responsible for driving FBI
at an intermediate angle when their total magnitude is above the local
threshold value.
4. Results
This section presents results from 8 of the 10 simulation runs. Both runs
at 104 km failed due towhat appears to have been energy in the perturbed
electric field increasing without bound. Figure 3b, which section 4.1
describes in detail, shows the perturbed electric field at 104 km growing
rapidly from the initial value shown in Figure 2a. This is an unfortunate
drawback of the quasi-neutral hybrid model with isothermal, inertialess electrons—as 𝜅e grows with alti-
tude, the linear system representing equation (3) becomes more difficult to solve. Improvements to the code
designed to overcome ormitigate this drawback are topics of current and futurework. The 10% run at 104 km
failed just after 1,600 time steps and provides information only during early wave growth, to be discussed
below. The corresponding 5% run, on the other hand, failed just before 25,000 time steps and therefore pro-
vides information on wave growth comparable to the eight successful runs. Due to the inability to compare
the runs at 104 km on the same level as the other eight runs, this report will exclude them from analysis
beyond section 4.1. The supporting information for this work includes movies of relative perturbed density
and average zonal electric field for each of the eight full runs.
4.1. Meter-Scale Irregularity Amplitudes
Figure 3 shows the development of 2- to 6-m density (panel a) and electric field (panel b) perturbations
in each run. The FBI growth rate, 𝛾 , peaks at a few meters, with local plasma parameters controlling the
specific peak wavelength, so the chosen wavelength range should capture the relevant instability growth in
all simulations. It therefore represents a proxy for meter-scale irregularity development in each run.
The slope of the traces in Figure 3 gives a measure of the normalized growth rate, ?̄? . Panel a indicates that ?̄?
and the normalized saturated amplitude of density perturbations increases monotonically with altitude in
both 5% and 10% runs. The value of ?̄? among 10% runs is approximately 3, 6, and 9 times greater at 98, 100,
and 102 km, relative to its value at 96 km. The growth rate at 104 km appears to be nearly equal to the growth
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Figure 3. Spectral power in 2-m to 6-m density (top) and electric field
(bottom) perturbations propagating within 30◦≤ 𝜃 ≤ 50◦ west of zenith,
normalized to the t ≈ 1∕𝜈i value in each run. Colors and line styles are the
same as in Figure 2. Dashed vertical lines mark three fiducial times for later
analysis: The first (20.48 ms) corresponds to growth in 10% runs, the second
(40.96 ms) corresponds to growth in 5% runs, and the third (245.76 ms)
corresponds to a saturated state in all runs.
rate at 102 km but the paucity of time steps makes for a tenuous com-
parison. The saturated amplitude of the four complete 10% runs is
approximately 3, 4, 5, and 6 times their initial values.
Both 5% runs at 96 and 98 km contain substantial noise. Spectral power in
the run at 96 kmdrops below its initial value as the initial structure due to
particle placement yields to random noise without developing significant
perturbations. Spectral power in the run at 98 km suffers a similar initial
drop but recovers to a value slightly higher than 1.0, indicating small but
nonzero wave activity. Comparing the three 5% runs above 98 km, ?̄? is
approximately 4 and 6 times greater at 102 and 104 km, compared to at
100 km. The asymptotic amplitude of the 5% run at 96 km is meaningless
with regard to instability growth, and the amplitude at 98 km does not
grow appreciably above unity. The runs at 100, 102, and 104 km grow to
approximately 2, 3, and 3.5 times their initial values, with amplitude in
the runs at 102 and 104 km reaching values similar to that in the 10% run
at 96 km.
Figure 3b shows many of the same trends as Figure 3a, but there are
notable exceptions. First, ?̄? is much more similar among the 10% runs,
differing by approximately 3 between 96 and 102 km. Second, the satu-
rated amplitude of 10% runs converges to approximately 3 times the initial
value in all four complete runs. Third, the amplitude of the 5% run at
96 km is consistent with unity because the electric field spectrum does
not suffer from the particle placement noise that the density spectrum
does. Fourth, amplitude in the 5% runs at 102 and 104 km, before the lat-
ter failed, is nearly identical. Fifth, saturated amplitude of the 5% runs at
100- and 102-km converge to approximately 2 times their initial values.
Both panels show vertical dashed lines at 20.48, 40.96, and 245.76 ms.
These dashed lines demarcate fiducial time steps for the images of density
and electric field shown in the following sections. The line at 20.48 ms
represents the growth stage of 10% runs. The line at 40.96 ms represents
the growth stage of 5% runs. The line at 245.76 ms represents the sat-
urated stage in all runs. The rest of this work will focus on the eight
successful runs.
4.2. Average Zonal Electric Field
The most striking result of these simulations is that the polarization electric field of the wave develops a
flat-topped nature as meter-scale turbulence develops. This indicates a turbulent mechanism for shorting
out the wave electric field and explains rocket observations of large-scale electric field saturation in the
equatorial electrojet.
Figure 4 shows the vertically averaged zonal (east to west) electric field, ⟨𝛿Ex⟩, during the 10% runs. The
panels progress from left to right in order of descending altitude. In each panel, the solid trace corresponds
Figure 4. Vertical average of the zonal electric field at three moments during each 10% run: the initial step (solid),
during growth (dotted), and in saturation (dashed).
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Figure 5. Same as Figure 4 but for 5% runs.
to the initial time step, the dotted trace corresponds to the growth stage time step, and the dashed line cor-
responds to the saturated time step. The initial trace is nearly identical in all runs, save for an amplitude
increase of a fewmillivolts per meter from 102 to 96 km, because the primary wave amplitude largely deter-
mines the initial shape of ⟨𝛿Ex⟩. The growth stage shows the greatest variation across altitudes: On the one
hand, ⟨𝛿Ex⟩ at 102 km develops a roughly flat top, with an amplitude reduced more than 10 mV/m from its
initial value. On the other hand, ⟨𝛿Ex⟩ at 96 km deviates very little from the initial trace. The growth rate
traces of ⟨𝛿Ex⟩ at the intervening altitudes provide intermediate cases. By the saturated time step, the field
amplitude develops a relatively flat top in all runs. The saturated amplitude again increases from 102 to
96 km, but the difference is approximately 10 mV/m, meaning that the amplitude reduction due to density
irregularities becomes increasingly more drastic from 96 to 102 km. Finally, the offset between initial and
saturated traces indicates that the primary wave drifts westward at a few hundred meters per second.
Figure 5 shows ⟨𝛿Ex⟩ during the 5% runs, in the same manner as Figure 4. The initial trace is again similar
in all runs, with an amplitude increase of a few millivolts per meter from 102 to 96 km. The evolution from
initial to saturated ⟨𝛿Ex⟩ is far less pronounced than for the 10% runs: Only the growth stage trace at 102 km
deviates appreciably from its initial value, and only the saturated traces at 102 and 100 km develop flat tops.
Figure 6. Snapshots of relative perturbed density, 𝛿n∕n0, and self-normalized spectral power, P, during 10% runs. Each
density panel represents the 128-m × 128-m box outlined in white in Figure 1 after filtering out wavelengths greater
than 100 m. Each spectrum covers (kx , kz) ∈ [0, +𝜋] × [ − 𝜋, +𝜋]. White circles show values from k = (2𝜋∕2)m−1
(largest) to k = (2𝜋∕7)m−1 (smallest), and white radii show values of 𝜃 from −90◦ (bottom) to +90◦ (top).
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Figure 7. Same as Figure 6 but for 5% runs.
The saturated trace at 98 km has a slightly reduced amplitude from its initial value, while the amplitude of
the saturated trace at 96 km is essentially unchanged. Again, the primary wave appears to drift westward at
a few hundred meters per second.
4.3. Relative Perturbed Density
Images of perturbed density provide insight into irregularity growth and development. This work presents
perturbed densities relative to the background plasma density, 𝛿n∕n0 = (n1 − n0)∕n0, so that a value of 0
represents no deviation from background.
Figure 6 shows 𝛿n∕n0 during 10% runs, alongside corresponding self-normalized spatial spectra. The data
analysis routines filtered out wavelengths greater than 100 m in the density panels to effectively detrend the
meter-scale irregularities that are the focus of these snapshots. The amplitude of most perturbations is less
than 10% of n0, which is consistent with predictions of linear theory for wavelengths of roughly half a meter
and larger.
Meter-scale irregularity growth is evident at all altitudes, though the wavelength of peak power differs
slightly among altitudes and evolves over each run. The peak in the 102-km growth spectrum sits on the
k = (2𝜋∕2)m−1 circle but moves closer to the k = (2𝜋∕3)m−1 circle at lower altitudes. Growth stage power
is diffuse at 96 km, but a cluster of red pixels between k = (2𝜋∕2)m−1 and k = (2𝜋∕3)m−1, at 𝜃 ≈ 55◦, corre-
sponds to the weak density irregularities. As each run evolves, the initial clump of power moves toward the
center (i.e., to longer wavelengths), and decameter-scale power increases relative to meter-scale power. At
102 km, themeter-scale power remains fairly isolated from the decameter power whereas the space between
those two spectral regimes fills in more uniformly as altitude decreases.
The angle of propagation shows in which direction a radar will observe coherent echoes. During irregularity
growth at 102 km, waves propagate upward (kz > 0) at 𝜃 ≈ 50◦ and downward (kz < 0) at a 𝜃 ≈ 55◦.
Moving down in altitude, a trend toward 𝜃 = ±90◦ accompanies the aforementioned trend toward longer
wavelengths. At 102, 100, and 98 km, the propagation angle has a spread of roughly 10◦ during growth; at
96 km, the spectrum appears more diffuse but the reason may be related to low signal-to-noise ratio rather
than a change in physics. In the transition from growth to saturation, the mean propagation angle tends
to move approximately 10◦ toward horizontal at all altitudes. The approximately 5◦ asymmetry between
upgoing and downgoing waves mentioned for 102 km exists at all altitudes and persists from growth to
saturation.
YOUNG ET AL. 742
Journal of Geophysical Research: Space Physics 10.1029/2018JA026072
Figure 8. Spectral power as a function of zenith angle, 𝜗 (degrees), and phase velocity, V
ph
(m/s), during the second
half of all 10% runs. Columns, from left to right, correspond to the runs at 102, 100, 98, and 96 km. Rows, from top to
bottom, show power in 3, 5, and 10-m waves. The color scale runs from 0 to −30 dB. White dotted lines mark ±Cs.
Figure 7 shows 𝛿n∕n0 and corresponding spatial spectra during the 5% runs, in the same fashion as Figure 6.
Note that the perturbed density scale now ranges from−5% to +5% of n0. Many of the characteristics of den-
sity perturbation growth and saturation described for the 10% runs apply to the 5% runs. Wave amplitudes
are generally lower in the 5% runs than in the 10% runs, which is consistent with Figure 3. The lower ampli-
tude of meter-scale growth at a given altitude is not necessarily obvious in the normalized spectra at 102 and
100 km, but it should be clear by inspection of 𝛿n∕n0, with the knowledge that most density perturbations
are less than 5% of n0. The lower amplitude of meter-scale growth is evident at 98 km, where waves barely
peak out of the noise in the saturated stage, and at 96 km, where both 𝛿n∕n0 and spectra show noise.
4.4. Density Irregularity Spectra
Radars measure coherent echoes from density irregularities with wavelengths equal to half the radar wave-
length. The signal-to-noise ratio, Doppler shift, and spectral width of the coherent backscatter provide
information about the instability process responsible for creating irregularities. Historically, those quanti-
ties have distinguished between type I and type II irregularities, with additional types III and IV at high
latitude, but those distinctions have outlived their usefulness (Hysell, 2015). This section characterizes sim-
ulated radar spectra on the basis of signal-to-noise ratio, Doppler shift, and spectral width in order to connect
them to the driving physical mechanisms.
Figures 8 and 9 show Fourier spectral power in 3, 5, and 10-m waves as a function of angle from zenith (𝜗)
and phase velocity (Vph = 𝜔r∕k) during each simulation run. The analysis routine first computed the FFT
over the second half of each run, then interpolated the result from Cartesian (kx, kz, 𝜔) to polar coordinates
(k, 𝜗, 𝜔). The sign convention for 𝜗 is such that positive values denote westward angles, and negative values
denote eastward angles. Note that 𝜗 = 90◦ − 𝜃, where 𝜃 is the angle shown by white radii in Figures 6 and
7. The sign convention for Vph follows the standard Doppler convention: positive values denote scatterers
moving toward the radar and negative values denote scatterers moving away from the radar. Dotted white
lines show Vph = ±Cs. As in Figures 6 and 7, the spectra are normalized to the maximum value in each
panel. The purpose is to drawattention tomean frequency and spectralwidth, but this normalization scheme
precludes power comparison among frames.
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Figure 9. Same as Figure 8 but for 5% runs.
The regions of high power at 𝜆 = 3 m near 𝜗 = −40◦ and 𝜗 = +45◦ correspond to the spectral features at
𝜃 = 50◦ and 𝜃 = −45◦ in Figure 6. The peaks in 3-m power, where P > −10 dB, are well isolated in angle,
and their phase velocities deviate from Cs by less than 50 m/s. Their widths in the 10% runs are in the range
50 m/s< Δ𝜔r < 100 m/s at 102 km and decrease to Δ𝜔r < 50 m/s at 96 km; they are even more narrow
in the 5% runs. A narrow spectrum with mean phase velocity near Cs is characteristic of directly driven FBI
irregularities. These FBI spectral signatures appear at all altitudes in the 10% runs and at all but 96 km in
the 5% runs. Their mean phase velocity decreases slightly with altitude.
The width of 5-m waves with Vph ≈ Cs also narrows with decreasing altitude, and they appear within the
same angular range as the 3-m features. Unlike 3-m waves, their mean phase velocity stays relatively con-
stant at a value just above Cs. At 𝜆 = 10, there are slight increases in spectral power above Cs, again at the
zenith angles where narrow 3-m features showup, but those features no longer dominate the spectrum—the
possible exception being the 10% run at 96 km.
The most curious aspect of these spectra is the double-peaked nature, showing irregularities having Vph <
Cs (henceforth, “slow features”) coincident with irregularities having Vph ≈ Cs (henceforth, “fast features”).
They are most evident in 5-m irregularities at all altitudes in 10% runs and 5-m irregularities above 98 km
in 5% runs. As explained above, the fast features are probably signatures of the FBI. In the primary wave
crest (−90◦< 𝜗 < 0◦) the phase velocity of slow features increases with angle until it reaches the angle
where fast features are strongest, after which point the phase velocity decreases. The slow features trace out
a roughly sinusoidal shape, except at 98 km and 96 km in the 5% runs, in which the instability is weakest.
When the slow features are present, theirmaximumphase velocity is just belowCs. The primarywave trough
(0◦< 𝜗 < +90◦) displays the same trend, mirrored about Vph = 0. At 3 m, slow features are broad compared
to fast features when they appear; at 5 m, both features have similar width; at 10 m, slow features dominate
the spectrum.
A detailed analysis of the 5-m spectrum from 102 km in Figure 9 showed that the slow and fast features exist
cospatially. The analysis divided the physical domain into 16 subdomains spanning 128 m × 128 m. The
subdomains were spaced sequentially in the zonal direction and centered on the midpoint in the vertical
direction. It then followed the same FFT/interpolation scheme as for Figures 8 and 9. Even after isolating
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subdomains within the crest and trough from those on the primary wave gradients, fast and slow spectral
features appeared to be coincident.While the fast features appear to result from the FBI and the slow features
may result from gradient-driven turbulence, their presence and interaction remain unclear. It is possible
that future simulations with a larger primary wave will help distinguish between these modes. The spectra
of 5% runs at 98 and 96 km do not contain separate slow and fast features, suggesting that the two distinct
features do not exist when the instability is very weak.
5. Discussion
Pfaff et al. (1987a, 1987b) reported flat-topped electric fields during a rocket flight through large-scale waves
in the equatorial, daytime E region. They noted that flat-top morphology was not the result of instrumen-
tal limitations and interpreted it instead as evidence that some geophysical process had caused electric field
saturation. The results shown here suggest that electric field flattening occurs in the presence of FBI tur-
bulence in the crests and troughs of large-scale waves. FBI develops in the regions of the large-scale wave
where the plasma drift exceeds the threshold value: |ud| ≡ |ue − ui| > Cs (1 + Ψ0). In general, both the
zeroth-order and ambipolar electric fields may each contribute Pedersen and Hall components to the ion
and electron drift. For the physical situation corresponding to this work, ud is effectively the electron Hall
drift due to both the background electric field and the wave polarization electric field.
When secondary FBI waves develop in nature, they are subject to the same electrostatic polarizationmecha-
nism as is the primary wave. Thatmeans that nonlinearE × B0 drifts develop in the frame of themeter-scale
waves, analogously to the E × B0 drift that initiated the meter-scale FBI growth (Oppenheim, 1997). How-
ever, the FBI growth rate quickly becomes negative for wavelengths below about a meter, so there is no
tertiary set of FBI waves propagating perpendicular to the secondary FBI waves. Instead, the meter-scale
E × B0 increases plasma mobility perpendicular to the magnetic field, along meter-scale wave fronts. The
increased mobility across the magnetic field represents an anomalous transport. Since there is more plasma
in density crests than in density troughs, this anomalous transport produces a nonlinear current (Dimant
& Oppenheim, 2011b). It is this nonlinear current that shorts out the primary wave polarization field and
reduces its amplitude to just above the FBI threshold.
The saturated mean polarization electric field in the 10% runs noticeably increaseswith decreasing altitude,
saturating at a value that sets the total electric field just above the threshold for FBI. The same is true for the
5% runs at 102 and 100 km, though the difference between initial and saturated values is not as stark. In the
5% run at 98 km the saturated field is barely above the threshold value, so that FBI turbulence does not have
time to grow to a significant level before diffusion reduces the field. At 96 km, the absence of flat-topped
saturated fields results from the fact that the initial electric field is simply below the threshold value.
Figures 4 and 5 also demonstrate that the nonlinear saturation (anomalous transport) mechanism reduces
the polarization field to approximately the same value regardless of whether the primary wave amplitude
starts at 10 or 5% of the background density. This lends credence to the notion that FBI turbulence arises
as a way for the primary wave to get rid of the free energy in its polarization field. In nature, of course,
the primary wave does not instantaneously appear but, rather, grows in amplitude self-consistently with
its driving process (mostly likely the GDI). Thus, it should initiate the FBI as it develops, and the actual
feedback processes between large-scale growth andmeter-scale saturation will necessarily bemore complex
than the model results presented here. To view the 5% cases at 98 and 96 km in this light, the primary wave
simply did not need to resort to the FBI to get rid of the free energy in its polarization electric field.
As the primary wave polarization field decreases, not only does the total field magnitude decrease but also
its angle rotates toward vertical. In the crest, the angle rotates away from westward; in the trough, the angle
rotates from eastward. This means that the direction of E × B0 rotates westward in both cases. The linear
theory of section 2 predicts that FBI waves will travel parallel to the relative electron-ion drift, which in
these simulations is effectively the E × B0 direction. Thus, a westward rotating E × B0 direction explains
the shift in RMS power toward 𝜃 = 0◦ between growth and saturation shown at all altitudes in Figure 6
and at the two highest altitudes in Figure 7. By the same token, the weak waves that grow in the 5% run at
98 km propagate closer to vertical in the saturated panel than do waves at higher altitudes because the total
electric field driving them has not saturated.
The spectra shown in Figures 8 and 9 represent idealized radar observations at 50MHz for 𝜆 = 3m, 30MHz
for 𝜆 = 5 m, and 15 MHz for 𝜆 = 10 m. They predict that a 50-MHz radar should observe spectrally
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narrow echoes propagating with speeds near the plasma acoustic speed, Cs, at intermediate elevation angles
between horizontal and zenith and that the spectrum should broaden slightly for higher total electric field.
The latter result is simply a consequence of more strongly driven turbulence.
Propagation speeds nearCs are a well-known feature of spectrally narrow echoes in the equatorial electrojet,
despite the fact that linear theory predicts propagation speeds near the relative electron drift speed, |ud| (cf.
equation (2a)). However, themost robust prediction of linear theory has been that the FBIwill developwhen|ud| > Cs (1 + Ψ0)—after that, the waves become turbulent and linear theory no longer strictly applies.
These simulation results suggest that FBI turbulence reduces the electric field to just above the threshold
value, at which point the threshold wave propagation velocity is roughly Cs. Therefore, the observation that
spectrally narrow echoes propagate near Cs goes hand in hand with electric field saturation.
The simulated spectra also show a superposition of slow and fast spectral features. The fast features are the
spectrally narrow modes with approximately constant phase speed near Cs, characteristic of FBI irregulari-
ties. The slow features are spectrally broader and propagate at phase speeds that vary with zenith angle but
are less than Cs. The simulated spectra predict that a 50-MHz radar may see slow modes with fast modes
but that the fast modes will dominate the spectrum, while a 30-MHz radar should see a more equal mix of
slow and fast modes, with spectral separation in phase velocity depending on where the radar points. They
further predict that a 15-MHz radar should only see broad spectra with small Doppler shift, except at the
angle most favorable for FBI growth. Observations will help determine if the superposition of fast and slow
spectra is a physical phenomenon or if the features decouple when the primary waves are larger than 1 km.
The simulations presented here are subject to a number of assumptions and shortcomings. First, they are
two dimensional in the plane perpendicular to B0. The parallel direction provides a path for electrons to
short out instabilities which is missing from these simulations. However, observations have established that
the FBI is highly aspect sensitive, with k|| ≪ |k⟂|, and 2-D simulations still capture much of the crucial
instability development.
Second, the constant electric field neither varies with altitude nor responds to the vertical flow. Rocket
measurements reported by Pfaff et al. (1997) showed both the zonal and vertical electric fields varying
with altitude at the magnetic equator, and Kudeki et al. (1985) showed that asymmetric vertical currents
develop to reduce the vertical electric field in the equatorial electrojet, thereby enforcing zero flux diver-
gence. The fixed-field simulations presented in this paper contain neither of those features, but they provide
a comparison point for future, more complex simulations.
Third, the simulation employs periodic boundary conditions. Periodic boundary conditions on the
large-scale wave potential may produce nonphysical effects by preventing the polarization field from van-
ishing outside the wave. However, as the GDI develops in nature, there will be many individual waves that
are bounded by similar waves on all sides, mimicking the simulated situation. Development of nonperiodic
boundary conditions will be another subject of future work.
Fourth, background plasma density does not vary with altitude, as it does in nature. However, the back-
ground plasma density does not factor into the FBI growth rate and therefore should not affect the
conclusions significantly. The background density gradient is gradual enough that it should not play an
appreciable role in the spatial or temporal scales of these simulations.
Fifth, the sinusoidal initial density distribution, while designed to approximate a single period of a
large-scale wave, is nonetheless an idealized case. It does not grow directly due to the GDI but is an imposed
initial condition. In nature, the actual feedback processes between large-scale growth and meter-scale sat-
uration will necessarily be more complex than the model results presented here. As kilometer-scale waves
grow out of the GDI, they may reach an amplitude that triggers the FBI in a particular region, initiating the
negative feedback process illustrated by these simulations. An electrojet developing GDI will be a turbu-
lent mix with a range of wavelengths, each producing polarization electric fields of varying magnitude and
direction. The periodic boundary conditions, as described above, do not allow for a zeroth-order density gra-
dient, thereby precluding the fully self-consistent development of kilometer-scale GDI waves. The relative
time scales are also important to consider: Using parameters typical of the altitudes simulated here gives a
GDI growth rate on the time scale of the entire simulation. Future self-consistent simulations will require
many more time steps.
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Finally, this model assumes isothermal electrons. Anomalous electron heating produces anomalous con-
ductivities, which reduce the driving electric field at high latitude, during geomagnetically active conditions
(Oppenheim & Dimant, 2013). The missing electron thermal equation is a significant drawback of the cur-
rent model and will be the subject of future research. Anomalous electron heating would likely affect only
the runs with the strongest total electric fields and only then if the primary waves grow quickly enough to
overcome shorting out due to the turbulent transport mechanism shown in these results.
6. Conclusion
This paper presents the first hybrid plasma simulations of meter-scale secondary wave growth driven by a
kilometer-scale primary wave. They assume inertialess, isothermal, fluid electrons in quasineutrality with
particle ions at four different altitudes in the lower equatorial electrojet. The simulations impose the pri-
mary wave as an initial condition but evolve self-consistently thereafter, without recourse to parameterized
turbulent effects. The background electric field is not large enough to drive meter-scale turbulence via the
FBI, but the total electric field, including the polarization electric field of the primary wave, exceeds the FBI
threshold. The FBI produces turbulent density and electric field structures that propagate at an interme-
diate angle between horizontal and vertical, the direction of which is largely determined by the direction
of Hall drift in the total electric field. As density turbulence develops, nonlinear currents transport plasma
along meter-scale wave fronts. This anomalous transport shorts out the primary wave polarization elec-
tric field, leading to flat-top fields with average magnitude just above the FBI threshold value. The reduced
electric field causes meter-scale waves to propagate near the plasma acoustic speed, corresponding to the
near-threshold condition and matching observations of strong, narrow coherent radar spectra observed at
the magnetic equator. The results presented here may also extend to auroral density structures produced by
convection, auroral precipitation, and ionospheric cavitation (Mrak et al., 2018; Zettergren et al., 2015).
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