Abstract:Solving Sudoku, a NP-Complete combinatorial 
Introduction
Sudoku [1] puzzle, a NP -Complete constraint satisfaction problem [2] is a very well-known combinatorial optimization problem and has received considerable popularity over the past decade. Various exact implicit enumeration, heuristic and meta-heuristic [3] approaches have been made to solve Sudoku efficiently. The most primitive approach to solve Sudoku has been done through brute force technique which guarantees a logical solution of any given problem. Research has revealed that it may be too costly in terms of time -complexity to solve some problems. Backtracking, on the other hand, has been found to be more promising in solving Sudoku problems [4] by reducing the search for a solution to a greater extent. A new backtrack based enumerative algorithm using Graph Referencing method (GRA) has been reported by the authors [5] . Genetic [6] algorithms (GA) have been revealed to be an effective approach in successfully handling Sudoku as a multi-objective optimization problem [7] . GA has further been studied and major improvements in accordance with Sudoku solving have been reported in literature [8] . A novel meta-heuristic algorithm for continuous optimization problem has been put forwarded by Lee et al. [9] . The optimization algorithm describes a new Harmony Search (HS) meta-heuristic algorithm based approach which is conceptualized using the musical process of searching of a perfect state of harmony. The HS algorithm has been reported to be a powerful search and optimization technique that is expected to yield better solution to combinatorial optimization problems. A successful adaptation of HS algorithm to solve Sudoku using metaheuristic search technique has been reported by Geem [10] . The efficient modification over HS algorithm, implemented by Mandal et al. [11] is found to be more effective in terms of number of iterations to solve a given Sudoku. Another algorithm based on Simulated Annealing (SA) has been proposed by Henrik et al. [12] .A Parallel Simulated Annealing based Sudoku solving strategy has been reported in literature [13] . Liu et al. [14] has proposed another GA based algorithm. Mantere et al. [15] studied the cultural algorithm based algorithms to solveand analyse Sudoku. An improved version of graph matching algorithm was developed by Cordella et al. [16] while Eppstein [17] has shown how graph can be used to solve Sudoku. Rodrigues Pereira et al. [18] applied constraint programming to solve Sudoku. Zhang [19] proposed an AutoCAD based Sudoku solving mechanism. Zhao et al. [20] studied Sudoku generating algorithms at a greater extent and commented on the difficulties which may be faced by Sudoku solving algorithms. Nicolau et al. [21] offered an evolutionary approach to tackle Sudoku problems. The wide involvement and research through the last decade insisted the authors to study the performance characteristics of major Sudoku solving algorithms which are primarily based on wellstudied algorithmic approaches. The performance characteristics of different algorithms are compared by analysing the solution time taken to solve the same set of problems. The problems are chosen with different level of difficulties in order to provide a broader spectrum of analysis of performances. The various algorithm techniques considered by the authors are discussed in brief here:
A. Brute-force method:-This is the easiest approach as it avoids computational complexities. This algorithm visits all the empty cells in a specific order and fills it with a digit from available choices. If no choice is available for a cell then it backtracks and changes the digit of previous cell. Thus the algorithm continues until all the cells are filled with appropriate digits.
B. Simulated Annealing:-
Simulated annealing is a probabilistic optimization method. Sudoku is considered to be solved when all the cells are filled with appropriate choice. By simulated annealing a potential solution is created by filling empty cells with random values. When the entire board will be filled, the number of errors that has been counted and value of two cells of these boxes are swapped. The updated result is considered better if it contains fewer errors than the previous one and in this case the updated result becomes starting point of future iterations.
C. Genetic Algorithm:-
Genetic Algorithms are search methods which uses Principle of Natural Selection and Genetics. Good solution and bad solution should be distinguished by measuring the relative fitness of the solutions. Choosing appropriate population size, on which the evolution laws will act, is important as it will give more accurate result. To solve Sudoku all elements are taken within one array and the whole array is divided into couple of sub-arrays. Number of sub-arrays is equal to the number of sub-boards (e.g. 9 in case of 9×9 regular Sudoku). Crossover and mutation takes place over sub-arrays to reach the solution of the Sudoku. Another reference array can be used to avoid unsupported evolutions as initially the given elements cannot participate in Mutation.
D. Harmony Seach Algorithm:-
HS Algorithm originally came from the similarity between the music improvisation and optimization process [10] .A natural musical performance process to find better state of harmony during musical composition has inspired Harmony search (HS) algorithm to a greater extent. The process of finding musically pleasing harmony can be imitated via seeking for a global solution as determined by an objective function. In music inventiveness, each player sounds any pitch within the possible range, together making one harmony vector. One variable's memory stores an experience if all the pitches make a good solution thereby increasing the possibility of getting a better solution next time. Several optimization operators, such as the harmony memory, the harmony memory considering rate, the harmony memory size (number of solution vectors in harmony memory), and the pitch adjusting rate have been inculcated in HS algorithm. In the HS algorithm, the harmony memory stores the feasible vectors, which are all in the feasible space. The harmony memory size determines how many vector to be stored. Generation of a new vector is done by randomly selecting the components of different vectors in the harmony memory.
E. Graph Referencing Algorithm:-
Graph Referencing method has been implemented over the existing backtracking algorithm to tackle combinatorial problems with greater ease. The optimized Graph Referencing method takes an important role in pruning, some unsuccessful searches over the search space, which is inevitable to improve the performance in terms of time complexity. The Reference Graph is considered by the algorithm in determining unsuccessful searches in any branch before it is explored. The reduction in time complexity is taken care of by the Reference Graph which significantly reduces the number of unsuccessful searches in the solution search space.
II. Experimental Methodology
The experimental methodology takes an important role in deciding the fastest algorithm in terms of least time consumption for yielding solution to Sudoku. The algorithms (Brute Force, GA, SA, GRA, HS) discussed in the literature are implemented and test run in an IBM compatible PC with Dual Core Intel processor. The algorithms are fed with a set of 30 randomly chosen Sudoku puzzles from a collection of easy, medium and hard level puzzles [7] . The time taken by each algorithm to solve each puzzle is observed and recorded. The design of such testing environment is set up as the algorithms under consideration have both heuristic and non-heuristic techniques where theoretical analysis only would not serve the purpose of exact performance analysisof these algorithms. The set used to test the algorithms are found to be a good mix of all types of puzzles thereby indicating a good set to judge the ability of algorithms.
III. Result & Discussion
The algorithms mentioned earlier have been tested using a randomly selected set of problems. The analysis has been done with a set of 30 randomly selected problems and solving them using the algorithms to judge their ingenuity in context to Sudoku problems solution techniques. Initially the set of problems has been sorted in ascending order of difficulty levels starting from easy to hard and are indexed. Next different algorithms are applied as a solution tool for cracking Sudoku problems. A study has been carried out to find out the solution time and based upon the least consumption in solution time the fastest algorithm is judged. Table 1 depicts the time taken by different algorithms to solve the same set of randomly selected puzzles. Figure 2 depicts the same for Simulated Annealing based algorithm. The plot reveals almost flat increase in time consumption as the difficulty increases though most of the problems take more time than the previous algorithm. Figure 3 shows the plot for GA and reflects higher time consumption than previous algorithms. Figure 4 exhibits the same plot for Harmony search based algorithm to solve Sudoku problems. The study of Figure 4 reveals that the algorithm seems to be the most expensive among all that has been studied as its minimum time consumption at index '1' ( 3 s) is more than most of the problems solved by other algorithms even with higher level difficulty. The above comparative study establishes the ingenuity of Brute Force algorithm among the above mentioned algorithms. Figure 5 depicts the plot of time vs. index of selected problem set which has been solved by GRA. The plot reflects that the time consumption is quite lesser than all the previously studied algorithms and even better than Brute Force algorithm in most of the cases. Different algorithm takes different amount of time to solve a particular problem. All together 30 randomly chosen problems have been used to check the time consumption of different algorithms. The average time taken to solve a problem among the set of problems is calculated and the average of those averages has been taken as quantity of time (Standard Time) to solve a random problem of this set by choosing an algorithm randomly. The Standard time is used as a parameter to judge the ability of the algorithms to solve a puzzle within minimum time. Figure 11 depicts an overall comparison of the algorithms and shows that the performance of Brute Force, GA, SA and GRA is almost same up to 21 st puzzle. Little variation is observed in GA after 21 st puzzle but remaining three puzzles show almost same performance. Figure 12 reveals a more detailed and closer look at the performance characteristics of Brute Force, SA and GRA. The plot indicates that the consistency of Brute Force and GRA is very close but still GRA takes lesser time than Brute Force in solving many puzzles. The ingenuity of GRA is further more revealed by the Standard Deviation chart in Figure 13 which shows how standard deviation of time decreases and finally takes smallest value in case of GRA. Thus it can be concluded that GRA not only takes minimum time to solve problems but reflects consistency in solution time over a wider variation of difficulty level of given problems. 
IV. Conclusion
The performance analysis has been executed to reveal the fastest existing algorithm which is based on well-studied algorithmic approaches to tackle Sudoku in the authors' best knowledge. The comparative analysis has shown the performance of enumerative algorithms and non-heuristic algorithms to be the best. Though heuristic approaches like Simulated Annealing has reflected good performance, the performance is moderate comparable to that of GRA and Brute Force. Genetic Algorithm might have found extensive application in handling other optimization problems but fails to give satisfactory results in solving Sudoku. Harmony Search algorithms reflected serious concern on its performance and can be concluded to be the weakest attempt ever made to solve Sudoku problems. Thus the comparative performance characteristics study reveals that in terms of least possible time to solve Sudoku problems, GRA establishes its superiority over the others.The current study and experimental results will be immensely helpful for researchers worldwide in tackling not only Sudoku but other combinatorial optimization problems as well. 
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