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ADMISSIBILITY FOR α-MODULATION SPACES
PETER BALAZS, DOMINIK BAYER AND MICHAEL SPECKBACHER
Abstract. This paper is concerned with frame decompositions
of α-modulation spaces. These spaces can be obtained as coor-
bit spaces for square-integrable representations of the affine Weyl-
Heisenberg group modulo suitable subgroups. The theory yields
canonical constructions for Banach frames or atomic decomposi-
tions in α-modulation spaces. A necessary ingredient in this ab-
stract machinery is the existence of generating functions that are
admissible for the representation.
For numerical purposes, admissible atoms with compact support
are necessary. We show new admissibility conditions that consid-
erably improve upon known results. In particular, we prove the
existence of admissible vectors that have compact support in time
domain.
1. Introduction
To know where a sound comes from can be essential for humans, in par-
ticular in traffic situation. We use the particular filtering effect of our
ears, the head and torso to decide, where a signal comes from. These
so-called head related transfer functions (HRTFs) [14] are different for
each person. The individual difference becomes important for up/down
and front/back decisions, necessitating measuring or estimating HRTFs
for each subject. HRTF measurements can be quite time-consuming
(for an improved method see e.g. [13]). Another way to obtain them
is to use a numerical simulation, using the boundary element method
(BEM) on a 3D model of the head [12]. The boundary integral op-
erators for the Helmholtz equation have to be discretized, reduced to
finite dimension and the integrals to be computed by quadrature to
assemble the stiffness matrix need to be solved on a domain with finite
support (in general, triangular or quadrilateral patches). It is part of
the multi-national, multi-disciplinary project BIOTOP to address the
question how frames can be used to design efficient numerical methods
to solve the boundary integral equation for the Helmholtz operator.
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For the discretization respectively representation of operators (and
functions) orthonormal or Riesz bases are often used. An alterna-
tive approach is to use frames, which give non-unique coefficients, but
still allow a representation of functions [2] and operators [1]. Due to
their high redundancy and thus flexibility, these systems have a higher
probability to produce sparse representations. Furthermore, redundant
systems are robust with respect to loss of coefficients.
In acoustics, harmonic components which are well represented by Ga-
bor frames [9] as well as impact sounds which are well represented by
wavelet frames [5], are important. For example, when dealing with
acoustic scattering, the solution of the scattering problem can contain
harmonic as well as non-smooth components, depending on the ge-
ometry of the scatterer. So it seems natural to use a representation,
which is in some sense intermediate between the Gabor and wavelet
setting, combining the strengths of both. This can be achieved using
α-modulation frames.
These are frames associated with representations of the affine Weyl-
Heisenberg group. Since there do in fact not exist any square-integrable
representations of this group, the theory has to be generalized further
to include square-integrable representations modulo quotients [3].
The so-called α-modulation spaces are particular function spaces that
can be obtained as coorbit spaces associated to those representations.
They were originally introduced and defined by Gro¨bner in 1992 us-
ing Fourier domain decomposition methods [11, 6]. The α-modulation
spaces depend on a parameter α ∈ [0, 1]. For α = 0, α-modulation
spaces coincide precisely with the so-called modulation spaces that are
defined in terms of Gabor analysis; for α = 1, the spaces become Besov
spaces, the smoothness spaces associated to the continuous wavelet
transform. It is to be expected that α-modulation frames for some in-
termediate α between 0 and 1 might be able to preserve and combine
the good properties of both paradigms into one single framework. This
idea has already been used successfully in applications, see e.g. [4].
For numerical applications, finite domains (e.g. the surface of a scat-
terer) are necessary, so the assumption of a band-limited generating
function as in [3] to show the admissibility cannot be taken. In this
paper we lift this assumption, substituting it by a weaker condition,
namely just a certain decay at infinity of the Fourier transform.
The paper is organized as follows. In Section 2 we review basic facts
about generalized representation theory modulo subgroups, coorbit
theory and α-modulation spaces. In Section 3, we state our main result
on the admissibility for possibly non-band-limited generating functions.
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In particular, we prove the existence of admissible atoms that are com-
pactly supported in time.
2. Preliminaries
2.1. Representation Theory Modulo Subgroups. We first give a
short outline of the theory of square-integrable group representations,
see e.g. [10] or [15]. Let G be a locally compact Hausdorff topological
group. It is well known that for such groups there always exists a
nonzero Radon measure µ, unique up to a constant factor, that is
invariant under left translation. This measure is the so-called (left)
Haar measure of G. If the left Haar measure is simultaneously a right
Haar measure as well (i.e. it is invariant under right translations),
we call the group unimodular. Let H be a separable complex Hilbert
space with inner product 〈·, ·〉 and norm ‖ · ‖. Denote by U(H) the
group of unitary operators on H. A unitary representation of G on H
is a strongly continuous group homomorphism pi : G → U(H), i.e. a
mapping pi : G→ U(H) such that
(1) pi(gh) = pi(g)pi(h) for all g, h ∈ G, and
(2) for every φ ∈ H, the mapping G→ H, g 7→ pi(g)φ is continuous.
The group representation is irreducible if it has only the trivial invariant
subspaces {0} and H, i.e. the only closed subspaces M ⊆ H such that
pi(g)(M) ⊆ M for every g ∈ G are M = {0} or M = H. The group
representation is said to be square-integrable if it is irreducible and
there exists a vector φ 6= 0 in H such that
cφ :=
∫
G
|〈φ, pi(g)φ〉|2 dµ(g) <∞.
Such a vector φ with ‖φ‖ = 1 is called an admissible wavelet. Its
associated wavelet constant is cφ. For an admissible wavelet φ and f ∈
H, the voice transform or generalized wavelet transform Vφf : G → C
is defined as
Vφf(g) := 〈f, pi(g)φ〉,
for g ∈ G. By square-integrability, we have Vφf ∈ L2(G, µ), thus
Vφ : H → L2(G, µ). The adjoint of this mapping is
V ∗φ : L
2(G, µ)→ H,F ∈ L2(G, µ) 7→ V ∗φ F =
∫
G
F (g)pi(g)φ dµ(g) ∈ H,
to be understood in weak sense as
〈V ∗φ F, h〉 =
∫
G
F (g)〈pi(g)φ, h〉 dµ(g)
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for all h ∈ H. If pi : G → U(H) is irreducible and square-integrable,
and φ ∈ H is admissible, then we have the following resolution of the
identity : for all f ∈ H,
1
cφ
V ∗φ (Vφf) =
1
cφ
∫
G
〈f, pi(g)φ〉pi(g)φ dµ(g) = f,
that means the reproducing formula
1
cφ
∫
G
〈f, pi(g)φ〉〈pi(g)φ, h〉 dµ(g) = 〈f, h〉
holds for all f, h ∈ H. One may interpret the family {pi(g)φ : g ∈ G}
as a continuous frame, with Vφ the analysis operator, V
∗
φ the synthesis
operator and Aφ := V
∗
φ (Vφ) the frame operator.
From here, one proceeds to build classical coorbit theory, as explained
in [7, 8].
In many cases, however, representations of a group are not square-
integrable. The usual informal interpretation of this fact is that the
group is, in a certain sense, too large. Following [3], the subsequent
technique may be used to make the group smaller: choose a suitable
closed subgroup H and factor out, forming the quotient G/H. In gen-
eral, H need not be a normal subgroup, so that G/H will, in general,
not carry a group structure; it is a homogeneous space, though, i.e.
the group G acts on G/H continuously and transitively by left trans-
lation. The quotient can always be equipped, in a natural way, with
a measure µ that is quasi-invariant under left translations, i.e. µ and
all its left-translates have the same null sets. In many examples the
measure µ will be translation-invariant in the first place. In order to
transfer the representation from the group to the quotient, one then
introduces a measurable section σ : G/H → G which assigns to each
coset a point lying in it. We can then generalize admissibility and
square-integrability for representations modulo subgroups in the fol-
lowing definition.
Definition 2.1. Let G be a locally compact group, pi : G → U(H)
a unitary representation, H a closed subgroup of G, and X = G/H,
equipped with a (quasi-)invariant measure µ. Let σ : X → G be a
section and ψ ∈ H \ {0}. Define the operator Aσ,ψ on H (weakly) by
Aσ,ψf :=
∫
X
〈f, pi(σ(x))ψ〉pi(σ(x))ψ dµ(x), f ∈ H.
If Aσ,ψ is bounded and boundedly invertible, then ψ is called admis-
sible, and the unitary representation pi is called square-integrable
modulo (H, σ).
There is also a generalization of the voice transform in this setting.
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Definition 2.2. Let ψ be admissible. Then the voice transform of
f ∈ H is defined by
Vψ f(x) := 〈f, pi(σ(x))ψ〉, x ∈ X.
We further define a second transform
Wψ f(x) := Vψ(A
−1
σ,ψ f)(x) = 〈f, A−1σ,ψ pi(σ(x))ψ〉, x ∈ X.
We have then the following version of the reproducing formula (see
formula (2.4) in [3]).
THEOREM 2.3. Let ψ be admissible for the representation pi modulo
(H, σ). Then, for all f, g ∈ H,
〈f, g〉 = 〈Wψf, Vψg〉L2(G,µ) = 〈Vψf,Wψg〉L2(G,µ).
The construction of coorbit spaces for the generalized setting proceeds
from here analogously to the classical case, see [3].
2.2. The Setting for α-Modulation Spaces. It turns out that α-
modulation spaces can be constructed as coorbit spaces in the setting
of generalized representation theory modulo subgroups for a particular
group, the affine Weyl-Heisenberg group.
We make precise the abstract theory of the preceding subsection for
that case. Again, we closely follow [3].
Denote by R+ the set of positive real numbers. The affine Weyl-
Heisenberg group is the set
GaWH := R2 × R+ × R
together with composition law
(x, ω, a, τ) ◦ (x′, ω′, a′, τ ′) = (x+ ax′, ω + 1
a
ω′, aa′, τ + τ ′ + ωax′).
Equipped with the usual product topology of the respective Euclidean
topologies on R and R+, this becomes a (non-abelian) locally compact
Hausdorff topological group. The neutral element is (0, 0, 1, 0), and
the inverse to (x, ω, a, τ) is (x, ω, a, τ)−1 = (−x
a
,−ωa, 1
a
,−τ +xω). The
Haar measure is given by
dµ(x, ω, a, τ) = dxdω
da
a
dτ.
This is in fact both a left and right Haar measure on GaWH , thus the
group is unimodular.
We define the ”usual three” operators, translation: Txf(t) = f(t− x),
modulation: Mωf(t) = e
2piiωtf(t), and dilation: Daf(t) =
1√
a
f( t
a
) (with
6 PETER BALAZS, DOMINIK BAYER AND MICHAEL SPECKBACHER
x, ω ∈ R and a ∈ R+). These are unitary operators on L2(R). Using
them, we define the Stone-Von Neumann representation, given by
pi : GaWH → U(L2(R)), pi(x, ω, a, τ) = e2piiτTxMωDa.
This constitutes a unitary representation of GaWH , but unfortunately
not a square-integrable one.
The subset
H = {(0, 0, a, τ)} ⊆ GaWH .
is a closed subgroup of the affine Weyl-Heisenberg group, although not
a normal subgroup. Define the quotient
X := GaWH/H ' R2.
This is not a group but a homogeneous space. It carries the measure
dxdω which is in fact a truly invariant measure under left translations
on X.
For 0 ≤ α < 1, choose the section
σ : X → GaWH , σ(x, ω) = (x, ω, β(ω), 0)
with
β(ω) = (1 + |ω|)−α.
One can then show that, for ψ ∈ L2(R), the operator from Defini-
tion 2.1 is in this case a Fourier multiplier, in general unbounded, but
densely defined:
Âσ,ψf = m · fˆ
for f ∈ dom(Aσ,ψ) ⊆ L2(R) a dense subspace, with symbol
m(ξ) =
∫
R
|ψˆ(β(ω)(ξ − ω))|2β(ω) dω.
Thus the admissibility of ψ ∈ L2(R) is equivalent to boundedness and
invertibility of the Fourier multiplier Aσ,ψ, which is in turn equivalent
to the existence of constants A,B such that
(∗) 0 < A ≤ m(ξ) ≤ B <∞
for almost all ξ ∈ R.
3. Admissibility
We prove a new admissibility condition for α-modulation spaces. This
generalizes results previously obtained by Dahlke et al. More precisely,
whereas in [3] it was shown that band-limited functions, that is func-
tions with compactly supported Fourier transform, are admissible, we
prove that it suffices to demand just a certain decay of the Fourier
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transform. In particular, we find admissible functions that are com-
pactly supported in time.
In the following, we always set
β(ω) = (1 + |ω|)−α,
with fixed α ∈ [0, 1). Two simple properties of β, that we will often
use without further comment in the sequel, are
(i) β is symmetric, i.e. β(ω) = β(−ω) for all ω ∈ R;
(ii) β is bounded: 0 < 1
1+|ω| ≤ β(ω) ≤ 1 for all ω ∈ R.
Our result is
THEOREM 3.1. If ψ ∈ L2(R)\{0} is such that ψˆ is continuous and
|ψˆ(ξ)| ≤ C(1 + |ξ|)−r
for all ξ ∈ R, with
r > max{1, α
2(1− α)},
then ψ is admissible.
Remark: Note that, for α → 1, the exponent r becomes larger and
larger: r → ∞. That means that the closer α is to 1, the stronger
decay of the Fourier transform we need to achieve admissibility.
Proof. We have to show that there exist positive constants A,B > 0
such that
(∗) 0 < A ≤ m(ξ) ≤ B <∞
for almost all ξ ∈ R, where
m(ξ) =
∫
R
|ψˆ(β(ω)(ξ − ω))|2β(ω) dω.
For simplicity of notation, set
rξ(ω) = β(ω)(ξ − ω) = ξ − ω
(1 + |ω|)α ,
that means
m(ξ) =
∫
R
|ψˆ(rξ(ω))|2β(ω) dω.
First consider α = 0. In this case, β(ω) ≡ 1, thus
m(ξ) =
∫
R
|ψˆ(ξ − ω)|2 dω = ‖ψˆ‖2 = ‖ψ‖2
independent of ξ, so (∗) is satisfied with A = B = ‖ψ‖2. We do not even
need the assumptions of Theorem 3.1 here; in fact every ψ ∈ L2(R) is
admissible in the case α = 0.
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Now assume 0 < α < 1. We will first prove three lemmata that yield
some simplifications.
In the first lemma (and only there), we will temporarily write mψ(ξ)
to denote the dependence of m(ξ) on the function ψ.
Lemma 3.2. We have
mψ(−ξ) = mψ(ξ),
(where ψ(x) = ψ(x) denotes the complex conjugate function to ψ).
Proof. We have
mψ(−ξ) =
∫
R
|ψˆ(r−ξ(ω))|2β(ω) dω.
Now,
r−ξ(ω) =
−ξ − ω
(1 + |ω|)α = −
ξ − (−ω)
(1 + | − ω|)α = −rξ(−ω),
so
mψ(−ξ) =
∫
R
|ψˆ(−rξ(−ω))|2β(−ω) dω =
∫
R
|ψˆ(−rξ(ω))|2β(ω) dω.
With ψˆ(−η) = ψˆ(η), we conclude
mψ(−ξ) =
∫
R
|ψˆ(rξ(ω))|2β(ω) dω = mψ(ξ).

It is clear that if ψ ∈ L2(R) satisfies the assumptions of Theorem 3.1,
then ψ does so, as well. It suffices thus to show (∗) only for ξ ≥ 0.
Lemma 3.3. The function m is strictly positive, i.e. m(ξ) > 0 for all
ξ ∈ R.
Proof. It is clear that m(ξ) ≥ 0 for all ξ. Suppose there is a ξ ∈ R
such that m(ξ) = 0. Since the map ω 7→ |ψˆ(rξ(ω))|2β(ω) is continuous,∫
R |ψˆ(rξ(ω))|2β(ω) dω = 0 implies |ψˆ(rξ(ω))|2β(ω) = 0 for all ω ∈ R,
which gives |ψˆ(rξ(ω))| = 0 for all ω ∈ R. Now observe that, for fixed
ξ,
rξ(ω) =
ξ − ω
(1 + |ω|)α −→
{
−∞ for ω → +∞,
+∞ for ω → −∞;
thus the range of rξ is all of R and so ψˆ(η) = 0 for all η ∈ R. But this
is equivalent to ψ = 0, a contradiction. 
Lemma 3.4. The function m(ξ) is continuous in ξ.
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Proof. Let ξ ∈ R be fixed. Let ξ′ ∈ R with |ξ′ − ξ| ≤ 1
2
. Then
|m(ξ)−m(ξ′)| ≤
∫
R
∣∣∣|ψˆ(rξ(ω))|2 − |ψˆ(rξ′(ω))|2∣∣∣ β(ω)︸ ︷︷ ︸
=:I(ω)
dω.
We want to use the Dominated Convergence Theorem on this last
integral. To this end, consider the integrand I(ω). If ψ satisfies
|ψˆ(ξ)| ≤ C(1 + |ξ|)−r, we can estimate
I(ω) ≤ β(ω) (C2(1 + |rξ(ω)|)−2r + C2(1 + |rξ′(ω)|)−2r)
= C2β(ω)
(
(1 + |rξ(ω)|)−2r + (1 + |rξ′(ω)|)−2r
)
.
Observe that if |ξ′ − ξ| ≤ 1
2
then
|rξ(ω)− rξ′(ω)| = |β(ω)(ξ − ω)− β(ω)(ξ′ − ω)|
= β(ω)|ξ − ξ′| ≤ 1
2
for all ω ∈ R. Hence
1 + |rξ′(ω)| ≥ 1
2
+ |rξ(ω)|
for all ω ∈ R; since, trivially, also
1 + |rξ(ω)| ≥ 1
2
+ |rξ(ω)|,
we get
I(ω) ≤ C2β(ω) · 2(1
2
+ |rξ(ω)|)−2r
= C˜β(ω)(
1
2
+ β(ω)|ξ − ω|)−2r,
which is independent of ξ′. But this last expression is integrable, since,
for large |ω|, it behaves asymptotically like
∼ |ω|−α(|ω|−α|ω|)−2r = 1|ω|α+2r(1−α) ,
and with r > 1 the exponent satisfies
α + 2r(1− α) > α + 2(1− α) = 2− α > 1.
It is further clear that for ξ′ → ξ, we have rξ′(ω) → rξ(ω) and, since
ψˆ is continuous, ψˆ(rξ′(ω)) → ψˆ(rξ(ω)), pointwise for all ω ∈ R. Thus
the integrand satisfies I(ω)→ 0 for ξ′ → ξ, pointwise for all ω ∈ R, so
Dominated Convergence finally yields
m(ξ′)−m(ξ)→ 0
for ξ′ → ξ, i.e. m is continuous. 
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The last two lemmata show that it suffices to prove (∗) only for suffi-
ciently large ξ, say ξ ≥ K; in this case, on the compact interval [0, K],
m satisfies (∗) as well, since it is continuous and strictly positive there,
so (∗) will hold for all ξ ≥ 0. We will in fact be able to show an even
stronger statement: we will prove that limξ→∞m(ξ) = L > 0 exists
and is positive. From this, the above follows.
Without loss of generality, assume from now on that ξ > 2
α
. Then,
obviously, αξ > 2 and ξ > 2.
Before we proceed any further, we will discuss the function rξ(ω) in
more detail.
Lemma 3.5. The derivative of rξ(ω) for ω 6= 0 is given by
r′ξ(ω) =
d
dω
rξ(ω) = −β(ω)
(
1 + sgn(ω) · α ξ − ω
1 + |ω|
)
.
Proof. For ω > 0, we have rξ(ω) =
ξ−ω
(1+ω)α
, which differentiates to
r′ξ(ω) =
−(1 + ω)α − (ξ − ω)α(1 + ω)α−1
(1 + ω)2α
= − 1
(1 + ω)α
(
1 + α
ξ − ω
1 + ω
)
.
For ω < 0, we have rξ(ω) =
ξ−ω
(1−ω)α , which differentiates to
r′ξ(ω) =
−(1− ω)α + (ξ − ω)α(1− ω)α−1
(1− ω)2α
= − 1
(1− ω)α
(
1− αξ − ω
1− ω
)
.
In summary,
r′ξ(ω) = −
1
(1 + |ω|)α
(
1 + sgn(ω) · α ξ − ω
1 + |ω|
)
,
as claimed. 
Lemma 3.6. Set ω∗ξ :=
1−αξ
1−α < 0. Then rξ(ω) is strictly decreasing
on ] −∞, ω∗ξ [, strictly increasing on ]ω∗ξ , 0[, and strictly decreasing on
]0,+∞[. At the local minimum ω∗ξ , we have rξ(ω∗ξ ) = 1αα
(
ξ−1
1−α
)1−α
> 0.
At the local maximum 0, we have rξ(0) = ξ > 0.
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Proof. Let ω > 0. Then
r′ξ(ω) = −β(ω)
(
1 + α
ξ − ω
1 + ω
)
= − β(ω)
1 + ω
(1 + ω(1− α) + αξ) < 0,
so rξ(ω) is strictly decreasing for ω > 0.
For ω < 0, note that r′ξ(ω) = −β(ω)
(
1− α ξ−ω
1−ω
)
= 0 if and only if(
1− α ξ−ω
1−ω
)
= 0 if and only if 1 − ω(1 − α) − αξ = 0 if and only if
ω = 1−αξ
1−α = ω
∗
ξ . Since αξ > 1, ω
∗
ξ < 0. Since r
′
ξ(ω) is continuous on
]−∞, 0[, this is the only place where it can change its sign. If ω → −∞,
then r′ξ(ω) ↑ 0 and r′ξ(ω) < 0, so r′ξ(ω) < 0 for ω < ω∗ξ , and rξ(ω) is
decreasing. If ω → 0, then r′ξ(ω) → αξ − 1 > 0, so r′ξ(ω) > 0 for
0 > ω > ω∗ξ , and rξ(ω) is increasing. The values at the local minimum
ω∗ξ and the local maximum 0 follow by a simple computation. 
Our final lemma will help to compute and estimate several integrals in
the following.
Lemma 3.7. Let I ⊆ R be an interval such that rξ is monotonous on
I. Then ∫
I
|ψˆ(rξ(ω))|2β(ω) dω =
∫
rξ(I)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz,
with
hξ(ω) = 1 + sgn(ω) · α ξ − ω
1 + |ω| , ω ∈ I.
Proof. We necessarily have 0 6∈ int(I), the interior of I, since, by
Lemma 3.6, rξ has a local maximum in 0, so rξ is not monotonous
if 0 ∈ int(I).
Observe that, by Lemma 3.5,
r′ξ(ω) = −β(ω)hξ(ω);
the statement follows from this by the substitution z = rξ(ω), dz =
−β(ω)hξ(ω) dω. 
We are now ready to finish the proof of Theorem 3.1.
We split the integral defining m(ξ) into four parts,
m(ξ) =
∫
R
|ψˆ(rξ(ω))|2β(ω) dω =
∫
I1
. . .+
∫
I2
. . .+
∫
I3
. . .+
∫
I4
. . . ,
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and treat each part separately. The four intervals are
I1 = (−∞, ω∗ξ −
αξα
2(1− α) ],
I2 = [ω
∗
ξ −
αξα
2(1− α) , ω
∗
ξ +
αξα
2(1− α) ],
I3 = [ω
∗
ξ +
αξα
2(1− α) , 0], and
I4 = [0,∞).
Observe that
ω∗ξ +
αξα
2(1− α) =
1− αξ
1− α +
α
2
ξα
1− α <
1− αξ + α
2
ξ
1− α =
1− α
2
ξ
1− α < 0,
since ξ > 2
α
. Thus I2 ⊂ (−∞, 0], and I3 is well defined.
Note that rξ is monotonous on I1, I3 and I4.
• I2 = [ω∗ξ − αξ
α
2(1−α) , ω
∗
ξ +
αξα
2(1−α) ]: On I2, rξ has a local minimum
at ω∗ξ . Thus∫
I2
|ψˆ(rξ(ω))|2β(ω) dω ≤
∫
I2
C2(1 + |rξ(ω)|)−2r dω
≤
∫
I2
C2(1 + |rξ(ω∗ξ )|)−2r dω
=
α
1− αC
2ξα(1 + |rξ(ω∗ξ )|)−2r.
By Lemma 3.6, we asymptotically have |rξ(ω∗ξ )| ∼ |ξ|1−α, so∫
I2
|ψˆ(rξ(ω))|2β(ω) dω ∼ |ξ|α(|ξ|1−α)−2r = |ξ|α−2r(1−α);
since r > α
2(1−α) , we have α− 2r(1− α) < 0, thus∫
I2
|ψˆ(rξ(ω))|2β(ω) dω → 0
for ξ →∞.
• I1 = (−∞, ω∗ξ − αξ
α
2(1−α) ]: We use Lemma 3.7 to write∫
I1
|ψˆ(rξ(ω))|2β(ω) dω =
∫
rξ(I1)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz,
where in this case
hξ(ω) = 1− αξ − ω
1− ω , ω ∈ I1.
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Since hξ(ω) = − r
′
ξ(ω)
β(ω)
, we have hξ(ω) > 0 on the interval
(−∞, ω∗ξ [, by Lemma 3.6. Furthermore,
h′ξ(ω) = −α
ξ − 1
(1− ω)2 < 0
on (−∞, ω∗ξ [, so hξ is a monotone decreasing function on I1, and
hence hξ assumes its infimum at the rightmost point of I1, i.e.
at ω∗ξ − αξ
α
2(1−α) . The infimum is given by
inf
ω∈I1
|hξ(ω)| = |hξ(ω∗ξ −
αξα
2(1− α))| = . . . =
1−α
2
ξα
ξ − 1 + 1
2
ξα
,
which behaves asymptotically like |ξ|α−1. We conclude
1
|hξ(ω)| ≤
1
infω∈I1 |hξ(ω)|
∼ |ξ|1−α,
for ω ∈ I1. For the transformed interval, we find rξ(I1) =
[z1(ξ),+∞) with
z1(ξ) = rξ(ω
∗
ξ −
αξα
2(1− α))
= rξ(
1− αξ − α
2
ξα
1− α )
= . . . =
1
(1− α)1−ααα
ξ − 1 + α
2
ξα
(ξ − 1 + 1
2
ξα)α
,
which also behaves like |ξ|1−α. Putting it all together, we find∫
rξ(I1)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz
≤ 1
infω∈I1 |hξ(ω)|
∫
rξ(I1)
|ψˆ(z)|2 dz
≤ 1
infω∈I1 |hξ(ω)|
∫ ∞
z1(ξ)
C2(1 + |z|)−2r dz
=
C2
(2r − 1) · infω∈I1 |hξ(ω)|
(1 + z1(ξ))
−2r+1,
that is asymptotically equivalent to |ξ|1−α|ξ|(1−α)(−2r+1) =
|ξ|2(1−α)(1−r). Since 2(1− α)(1− r) < 0, we finally conclude∫
I1
|ψˆ(rξ(ω))|2β(ω) dω =
∫
rξ(I1)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz → 0
for ξ →∞.
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• I3 = [ω∗ξ + αξ
α
2(1−α) , 0]: This is very similar to the previous case
I1. We have∫
I3
|ψˆ(rξ(ω))|2β(ω) dω =
∫ ξ
z2(ξ)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz
with hξ as above, and
z2(ξ) =
1
(1− α)1−ααα
ξ − 1− α
2
ξα
(ξ − 1− 1
2
ξα)α
.
On I3, hξ(ω) < 0, h
′
ξ(ω) < 0, so
inf
ω∈I3
|hξ(ω)| = |hξ(ω∗ξ +
αξα
2(1− α))| = . . . =
1−α
2
ξα
ξ − 1− 1
2
ξα
∼ |ξ|α−1.
This yields∫
I3
|ψˆ(rξ(ω))|2β(ω) dω
≤ 1
infω∈I3 |hξ(ω)|
∫ ξ
z2(ξ)
C2(1 + |z|)−2r dz
∼ |ξ|2(1−α)(1−r),
and this goes to 0 for ξ →∞ because 2(1− α)(1− r) < 0.
• I4 = [0,∞): We consider∫
I4
|ψˆ(rξ(ω))|2β(ω) dω =
∫
rξ(I4)
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz,
now with
hξ(ω) = 1 + α
ξ − ω
1 + ω
, ω ∈ I4.
Since rξ(0) = ξ and limω→∞ rξ(ω) = −∞, we have rξ(I4) =
(−∞, ξ]. Let ε > 0 be given. Choose A > 0 such that∫
R\[−A,A]
|ψˆ(z)|2 dz ≤ ε,
that means ∣∣∣∣∫
[−A,A]
|ψˆ(z)|2 dz − ‖ψ‖2
∣∣∣∣ ≤ ε.
Now assume ξ > A. Then∫ ξ
−∞
|ψˆ(z)|2 1|hξ(r−1ξ (z)|
dz =
∫
[−A,A]
. . .+
∫
(−∞,ξ]\[−A,A]
. . . .
The second integral can be estimated as follows: first observe
that
hξ(ω) =
1 + αξ + ω(1− α)
1 + ω
> 0
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on I4. Its derivative is
h′ξ(ω) = −α
ξ + 1
(1 + ω)2
< 0,
so infω∈I4 |hξ(ω)| = limω→∞ |hξ(ω)| = 1− α. Hence∫
(−∞,ξ]\[−A,A]
. . . ≤ 1
1− α
∫
(−∞,ξ]\[−A,A]
|ψˆ(z)|2 dz ≤ ε
1− α.
For the first integral, we use the following statement that is
taken from [3] (see Lemma 5.1 and the proof of Theorem 5.2
there):
Lemma 3.8. For every fixed A > 0,
lim
ξ→∞
hξ(r
−1
ξ (z)) = 1
uniformly on [−A,A].
This yields∫
[−A,A]
. . .→
∫
[−A,A]
|ψˆ(z)|2 dz
for ξ →∞. Thus∣∣∣∣∫
I4
|ψˆ(rξ(ω))|2β(ω) dω − ‖ψ‖2
∣∣∣∣ ≤ ε+ ε1− α.
Since ε was arbitrary, we conclude∫
I4
|ψˆ(rξ(ω))|2β(ω) dω → ‖ψ‖2
for ξ →∞.
We have thus shown
m(ξ) =
∫
I1
. . .+
∫
I2
. . .+
∫
I3
. . .+
∫
I4
. . . −→ ‖ψ‖2
for ξ →∞, which finally concludes the proof of Theorem 3.1. 
The assumptions of Theorem 3.1 are in particular satisfied for ψ ∈
S(R) ⊆ L2(R), the Schwartz class of infinitely differentiable rapidly
decaying functions: their Fourier transforms are again of the same
class, thus decay faster than any given polynomial. Since there exist
Schwartz functions with compact support, this proves the existence of
compactly supported admissible functions for α-modulation spaces.
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