ABSTRACT With the dramatic proliferation of global positioning system (GPS) devices, a rich range of research has been conducted on the analysis of GPS trajectories. Research on trajectory prediction uses historical trajectory data to forecast future positions. The typical method is to use a statistical model based on the Markov chain. However, existing models are inefficient in two aspects. The methods of using lower-order Markov models use only current information and ignore historical information, degrading the prediction accuracy. In contrast, higher-order Markov models can improve the prediction accuracy but incur increased time and space complexity. Here, we propose the kernel variable length Markov model (KVLMM), a variable-order Markov model based on kernel smoothing, which combines sequence analysis with the Markov statistical model. The KVLMM can adaptively train trajectory data and learn rules from the training results. When training a large data sample, the KVLMM can rapidly execute training in linearly complex time and space. Moreover, this model uses kernel smoothing when training fewer data samples. In other words, the KVLMM improves the prediction accuracy and reduces the overhead of the data process. Our experimental results show that KVLMM has a lower algorithm complexity and a higher prediction accuracy.
I. INTRODUCTION
Devices equipped with global positioning system (GPS) sensors have proliferated rapidly in recent years to include cars, smart phones, smart wristbands, and shared bicycles. These devices produce massive amounts of trajectory data, including vehicle travel paths, pedestrian travel records, and animal migration trajectories, for example. However, learning the rules in trajectory data and mining the patterns of moving objects remain open challenges. Trajectory prediction to predict future positions based on historical trajectories is growing in importance for applications such as navigation [1] , travel time prediction [2] , passenger pickup location recommendations [3] , and pattern discovery [4] , [5] .
The classical methods of trajectory prediction can be divided into two types, one based on Euclidean space and one based on the limited-access road network. However, in practice, most objects are actually moving along limitedaccess road networks, which limits the use of the Euclidean space method. In addition, trajectory prediction typically accomplished through two approaches. The first is trajectory sequence analysis and pattern prediction, such as in [6] - [10] . The second is statistical model prediction [13] - [15] , which takes full advantage of preferable statistical characteristics and historical data.
Asahara et al. [14] proposed a hybrid Markov model to predict moving paths. Gambs et al. [15] introduced mobility Markov chains. However, the Markov model methods are deficient in terms of prediction accuracy. Specifically, lowerorder Markov models consider only the current information and ignore the past. In contrast, higher-order Markov models take more information into account, which leads to higher space complexity. Moreover, higher-order Markov models have a lower coverage rate, resulting in lower prediction accuracy. Chen et al. [16] proposed a prediction method that uses a variable multi-order Markov model (VLMM). This approach is more flexible than the fixed-order Markov model but incurs increased time and space complexity and does not consider the frequency of the prediction sequence in historical data.
Here, we propose a trajectory data mining method named the kernel variable length Markov model (KVLMM), which constructs a variable-order Markov model based on a suffix array and kernels. The KVLMM combines sequence analysis with a Markov statistical model and makes full use of the historical trajectory data and the current trajectory information. The KVLMM executes trajectory prediction with higher accuracy in only linear time and space complexity. The implementation of the KVLMM involves serializing the historical trajectory data of the moving objects. Then, through data training, the method builds a statistical model of the sequence. The KVLMM can adaptively predict future positions by learning the context probability feature of the sequence combined with the current trajectory.
The remainder of this paper is organized as follows. We describe selected related works in Section 2. Then, we define useful notation and the trajectory prediction model in Section 3. We present the design of the KVLMM in Section 4. Our experimental results and their evaluation are described in Section 5. Finally, we summarize our work in Section 6.
II. RELATED WORK
Much previous research has focused on trajectory prediction, and multiple methods have been proposed to solve the trajectory prediction problem. There are two common strategies used for trajectory prediction. One is trajectory sequence analysis and pattern prediction, such as in [6] - [12] . Dong et al. [10] proposed a method that stores and queries the trajectory frequency pattern of moving objects by designing a data-structure real time pattern tree (RTPT) and hash table (HT) that contains spatio-temporal information and then finds the closest matching path on the tree. Boukhechba et al. [11] proposed an algorithm based on the online learning of users' habits to predict the users' next locations. This algorithm accommodates the changes that can occur in users' routines and applies online mining of association rules that support concept drift. Lee et al. [12] exploited time, location and periodicity information to effectively predict a user's next location through introducing the notion of the STP pattern and the application of gapped sequence mining. Frequently observed and periodically observed visiting behaviors were recognized as STP patterns for a user, and the patterns were then used for representing the user's past visits as STP trajectories.
The other method is statistical model prediction [14] - [18] , which takes full advantage of preferable statistical characteristics and historical data. For example, Gambs et al. [15] introduced mobility Markov chains.
Chen et al. [16] proposed the predictor objectTra-MM to predict the next location of an object based on a given sequence of locations. In the proposed objectTra-MM, the object-MM component trains a variable-order Markov model using the trajectories contained therein. The objectTra-MM predictor clusters trajectories using a given similarity metric and trains a series of Markov models with trajectories in each cluster.
Chen et al. [17] proposed a next-location predictor with Markov modeling (NLPMM) to predict the next sampling location of a moving object following a given trajectory sequence. The proposed NLPMM consists of two models: the global Markov model and the personal Markov model. The time factor is also added to the models, they propose two methods to partition the complete time span into periods of finer granularities, including time binning and distribution clustering.
Wang et al. [18] presented an algorithm for next-location prediction on a campus called the trajectory prediction algorithm (TPA) that incorporates time into the prediction process. In the present work, they divided the time domain into several sub-parts and computed the respective corresponding transition probability matrix.
According to the characteristics of the application scene, the related factors are introduced to improve the accuracy of the prediction in above literatures which are based on Markov model. However, there are still some problems, one is the determination of the order length of the higher order model and the high complexity of the high order model. The other is the lack of training set which causes the problem of low coverage of the model.
III. PROBLEM DEFINITION
In this section, we first introduce the notation used in this study and then define the model of trajectory prediction. 
This configuration is shown in Figure 1 . Definition 2: Trajectory sequence. Objects move in the road network over time following the grid region sequence in the traffic network R = {r 1 , r 2 , . . . , r m , where r i is the grid area. Then, the trajectory sequence can be expressed as T =< r i , . . . , r j >, and the number of grids in the track sequence length can be designated |T|. Definition 3: Sub-sequence. Given the trajectory sequence T =< r 1 , r 2 , . . . , r n >, the sub-sequence of T is T i,j =< r i , r i+1 , . . . , r j >, i ≤ j.
Definition 4: Suffix. Given the trajectory sequence T =< r 1 , r 2 , . . . , r n >, the suffix sequence T i is a sequence of r n from the beginning of r i to the end of the sequence, which is designated suffix (T i ). Therefore, suffix (T 1 ) =< r 1 , r 2 , . . . , r n >, suffix(T 2 ) =< r 2 , . . . , r n >, suffix(T 3 ) =< r 3 , . . . , r n >, and so on for all suffixes of T.
B. TRAJECTORY PREDICTION PROBLEM
We obtain the history data retention sequences R and state this information as a set of regional status set T. Then, we compute the state sequences' transfer probability, construct the variable-order Markov model with the suffix array, and smooth the state transition probability value using kernels. Finally, the results are combined with the actual trajectory data, allowing us to adaptively predict the future location.
IV. TRAJECTORY PREDICTION BASED ON KVLMM
In this section, we describe the principles and procedures of the method in detail.
A. TRAJECTORY SEQUENCE EXTRACTION
To effectively predict a moving object's pattern in a traffic road network, it is necessary to process and model the historical trajectory data. The collected GPS data that are transmitted at a certain time interval in a road network contain latitude and longitude information. We convert the WGS-84 space coordinates from the GPS into planar coordinates and project these coordinates onto the road map. Following the grid division of the traffic road network, the corresponding relationship between the grid and the GPS points of moving objects can be established according to the longitude and latitude of the map grid. Figure 1 shows the trajectory of a GPS data point on the map.
We consider a space grid g (m, q) as an area called a region. The trajectory data sequence of moving objects can be divided into regional sequences < r 1 , r 2 , r 3 , . . . >.
B. KERNEL SMOOTHING
Given a sequence s and a character σ . In the classical variableorder Markov model, P (σ |s) indicates the probability of finding a character σ after the sequence s in the training sequences X. We use f (σ |s) to estimate this probability as follows:
# (s) refers to the number of times that sequence s appears in the training sequences in X. # (sσ ) is similarly expressed. This estimator has a minimum sample deviation but may produce a large estimated variance. Moreover, the f (σ |s) estimation of P (σ |s) is correct only for infinite # (s).
In practice, the trained Markov model cannot fully describe the characteristics of data sets because of insufficient data. To obtain the optimal estimation of the sample variance and the estimated variance, the kernel smoothing method is used to describe the feature.
For a sub-sequence s k in the training set X, let x k be the correlated random variables for x i (i = 1, 2, 3, .., #(s k )), the associated probability density is P(x k ).
Given σ i ∈ O and λ (O is a character set of all sequences, λ is the smoothing parameter referred to as the bandwidth), a kernel density estimation method is used, and P (x k ) is estimated using kernels l (x k , σ i , λ k ).
This study uses the deformation of Aitchsion's and Aitken's kernel functions [20] .
λ k ∈ [0, 1] is the bandwidth for sub-sequence s k . Let p (x k | λ k ) be the kernel estimate of P(x k ). Then,
The probability of finding a character σ in the training sequence x after the sequence s can be obtained as follows:
The above formula can be regarded as a Bayesian type of probability estimation since it describes the weighted sum of the uniform distribution ( 1 |O| ) and the frequency estimation (f (σ i )). When the bandwidth is λ k = 1, then P(σ 1 |s k ) simplifies to a uniform distribution. When the bandwidth is λ k = 0, the frequency estimation is used to represent the probability distributions.
The value of the bandwidth determines the probability distribution of a given data. We use a least square cross validation method which is based on the principle of minimizing the overall error of all data estimation results to select the best
2 is the smallest. The optimal λ k is determined in the following formula:
is the expectation of x k . Therefore, it can be estimated by the sample mean over all the observations. Following [21] , we replace the term with
is the leave-oneout kernel estimator. Then, the objective function becomes
C. PRINCIPLES OF KVLMM PREDICTION
When the trajectories are divided into grid sequences, each grid is marked as a state. The historical sequences are modeled according to the context information grid between sequences. Due to the statistical characteristics of the Markov model, the next state is dependent only on the probability of the emergence of nearby states of the Markov model. Thus, we calculate the relative frequency of the number of statistical grid sequences that appear in the historical data.
We then obtain the probability transfer matrix. The formula for calculating probabilities is as follows:
K stands for K grids in a sequence with a consecutive trajectory. #r n denotes the numbers of grid r n that appeared in the historic data. N denotes the summed numbers of all grids R. #r 1 , r 2 , . . . , r k represents the number of times that grid sequences < r 1 , r 2 , . . . , r k > appeared in the historical trajectory data. #r 1 , r 2 , . . . , r k+1 represents the grid sequences < r 1 , r 2 , . . . , r k+1 > appearing in the historical trajectory data.
We predict the next grid by adopting the variable multiorder Markov model. Given the current K grid context sequence < r 1 , r 2 , . . . , r k >, we can use the transition probability matrix to predict the next grid r k+1 . We take the maximum conditional probability of the next grid as the result of the prediction, which is shown as follows:
Here, < r 1 , r 2 , . . . , r k > is the current trajectory sequence, r k+1 is the next possible grid, and r p is the prediction result. K is the order of the Markov model.
When the given trajectory sequence T = < r 1 , r 2 , . . . , r k > is not matched in the historical trajectory data, the largest matched order t (t < K) is predicted from the historical trajectory suffix sequence suffix (T k−t+1 ). The formula is as follows:
A probabilistic suffix array is used to model historic trajectories, and kernels are introduced for smoothing the model. The model can be divided into two parts: the training and prediction of trajectory sequences. The main algorithms are described and analyzed as follows:
1) TRAINING OF TRAJECTORY SEQUENCES
The training of the trajectory sequence includes two parts: constructing the suffix tree and adding suffix links to the suffix tree. Algorithm 1 is as follows:
Algorithm 1 Trajectory Sequences Training
Input: T = {T 1 , T 2 T 3 . . . . . . } Output: root, slinks //a suffix tree with suffix links 1. sArray ← BuildSuffixArray(T) // construct the suffix array Using DC3 algorithm 2. (root, node) ←BuildSuffixTree(sArray) // construct suffix tree and node information 3. (root, slinks) ←BuildSuffixLinks(root, node) // construct suffix links for suffix tree node Each node of a suffix tree corresponds to a number of suffix strings, so there are multiple suffix links on a node. The link list structure is used to save the suffix links. The information saved by each of the linked list nodes is a two tuple of slink (len, to) which means that the current node mismatches when the len length matches the length, and needs to jump to the node pointing to the pointer to.
Using queues for hierarchical traverse, if all the characters of the current node u match, then enter the next node. During the traversing process, we use the suffix chain information stored at the parent node or the location of the same node on the same node to construct the postfix chain information of the current position. The algorithm 2 is as follows:
2) PREDICTION OF TRAJECTORY SEQUENCES
We traverse the probability value of each state and store the maximum probability value that occurs with maxProb. The algorithm returns the state result that establishes the maximum of the calculated sequence probability. Algorithm 3 is as follows:
According to the next character of the sequence to be calculated, if the current node has been matched, it will enter the next character, otherwise, it will continue to match the current node. The frequency cnt of Sequences represented by the current node can be obtained from the node information of the suffix tree. The probability prob of the next character can be calculated by the frequency. Finally, we use the kernel function to obtain the smoothed probability to replace the prob. Algorithm 4 is as follows:
Line 4 determines whether the current node is matched exactly or if the current node is the root node.
Lines 6-10 use the suffix link to jump when suffixes are mismatched.
Lines 12-18 calculate the probability that the current node appears.
V. EXPERIMENTS A. EXPERIMENTAL CONFIGURATION
We implement the algorithms with C++ and conduct the experiments on a computer with an Intel(R) Core(TM) 
Algorithm 4 Compute Probability
Input: suffix tree node, sequence seq, sequence length len, state numbers Output: sequence probability 1. seq ← y, u←0, len ← 0, prob ← 1.0 2. for i ← 0 to len-1 do
if v==0 then 7.
slink ← getLastSlink(u) 8.
u ← slink.to 9.
len ← len -slink.len + 1 10.
-i 11. else 12.
sum ← 0 13.
for j ← 0 to states do 14.
sum ← sum + node[node [u] . We use two data sets in our evaluation. Data set 1 is the Geolife data collected on 182 users in the Geolife of Microsoft Asian Research Institute project over five years (from April 2007 to August 2012). This data set consists of a series of time stamped points, and each point includes latitude, longitude and altitude information. Moreover, the data set contains 17,621 tracks with a total distance of 1,292,951 km and a total duration of 50,176 hours.
Data set 2 is the floating car data in Fuzhou [19] . The data set is composed of the trajectory data of the floating car in 
B. EXPERIMENTAL ANALYSIS 1) PREDICTION ACCURACY OF DIFFERENT GRID SIZE
There are some noise data points existing in historical trajectory data Inevitably. In order to reduce the effect of noise data on the experimental results. We use the DBSCAN clustering algorithm to filter some noise points in data preprocessing. Meanwhile, the size of grid partition has a great influence on the extraction of the trajectory sequence. Here, we firstly discuss the effect of the grid size setting on the prediction accuracy. The experimental result in Data Set 2 is as shown in Figure 2 .
Here, grid size 0.001 stands for 10 meters, and so on. Prediction accuracy changes with grid size. The over small grid division leads to the dense extraction of the trajectory sequence, the excessive state of the sequence and the low prediction accuracy. The oversize of grid will lead to the sparse of the trajectory sequence, and the prediction precision begins to decrease. We find that the accuracy of the prediction is better when the size of the grid is about 50∼100 meters.
2) COMPARISON OF TRAJECTORY PREDICTION ACCURACY OF VARIOUS DATA SETS
Here, we first discussed the top N prediction accuracy of different models in Data set 2, as shown in Figure 3 .
As the moving speed of the floating car is fast, the data has the characteristics of far distance between data points, high acquisition frequency, large amount of data, large area of grid coverage and so on, So, we set the clustering parameters of data set 2 as MinPts = 2 and Eps = 0.005(50 meters), and the grid size as 0.005(50 meters) in data processing.
Then, in data set 2, The model's training data are divided into 7 days, 12 days, 17 days, 22 days, and 27 days, and the data are predicted 2 days ahead. During the experiment, the k-fold cross validation method is adopted to obtain the average of the prediction accuracy in all cases as the prediction accuracy of this data set.
For better comparison of results, we take 2, 3, 4, 5, and 6 as the length of the prediction sequence, each length is 1/5 of the total number of the predicted sample sequences.
As shown in Figure 4 , with an increasing amount of experimental data, the accuracy of the VLMM increases from 73.43% to 81.08%. The KVLMM with kernels improves the prediction accuracy by approximately 5 percentage points over the VLMM, while the traditional Markov model performs poorly.
In data set 1, considering the actual situation of the data set, Geolife data sets are mostly pedestrian travel data, the interval between data points is closer and the coverage area of the grid is small. Therefore, we set the clustering parameters of data set 1 as MinPts = 2 and Eps = 0.003(30 meters), and the grid size as 0.003(30 meters) in data processing.
Since significant differences exist in GeoLife user's trajectory, it is impossible to avoid signal loss, changes of length of recording time and certain other circumstances. Aiming at such problems, this study first takes 250 thousand track points from 8 groups of different users {D1, D2, ..., D8} as training samples and then takes the data after 5 days as the prediction sample.
To obtain more precise results, multiple tests are conducted in each group, and the average prediction accuracy is taken as the final experimental result. As shown in Figure 5 . Figure 5 shows that the traditional Markov model exhibits poor performance when the user data gap is large. In addition, the KVLMM and VLMM show better robustness with their high prediction accuracy rate of approximately 80% for 8 different groups.
In addition, the trajectory data presents different features with time, in order to study the effect of time factors on the prediction accuracy of the model. We divide 8 groups of data sets in different time periods to study the influence of prediction accuracy. The experimental results are shown in Figure 6 . VOLUME 6, 2018 
3) COMPARISON OF THE PREDICTION ACCURACY OF KVLMM AND VLMM AND MM IN DIFFERENT ORDERS
In this experiment, 12 days from experimental data set 2 are used as experimental data. Furthermore, the prediction sequence length is increased from 1 to 10.
In Figure 7 , in the case of two, three orders, the prediction accuracies of the three models show essentially a little difference. With the order increasing, we observe a sharp decrease in the prediction accuracy of the traditional Markov model. In the case of 10 orders, the prediction accuracy of the traditional Markov model is only 39.81%, whereas the prediction accuracy of the KVLMM and VLMM remain above 80%.
The MM model uses fixed order length for predicting. With the increase of order length, the coverage of long sequences is low and the sparsity rate is high in historical data. The prediction fails to match successfully in historical data, resulting in greatly reduced prediction accuracy. KVLMM and VLMM can dynamically switch the order length adaptively, and the prediction performance will not be influenced by the change of order length. Due to the influence of data set size, there are still some low coverage trajectories. The statistical characteristics of sample data cannot really reflect the actual situation. KLVMM uses kernel smoothing method to approximate the actual probability distribution, and the prediction effect is better than VLMM.
4) COMPARISON AND ANALYSIS OF MODEL TIME AND SPATIAL COMPLEXITY
In this section, we compare the complexity of the proposed method with that of the traditional Markov model (MM). The MM space complexity of the construction is O(N l ), and the time complexity of prediction is O(L×N 2 ), where L is the length of the predicted sequence and N is the number of characters in the training sequence. The space complexity of our KVLMM method is O(N), which means that the complexities are related only to the length of the training sequence. Moreover, the prediction time complexity is O(L×T). Since the prediction sequence is not particularly long and the costs of time and space when conducting prediction are still acceptable, this study focuses on the comparisons of the time and space costs of the two models during training.
In this experiment, we adopt data from the floating car travel trajectory of experimental data set 2 in May 1, 2016 in Fuzhou. The data set contains 21 million track records. The experimental track record is divided into 1 thousand, 10 thousand, 100 thousand, 1 million and 100 million data points of the five types of data to comparably analyze the training and prediction of resource usage of the non-fixed-order Markov model.
As shown in Table 1 and Table 2 , the training space consumption of KVLMM is significantly less than that of the traditional Markov model (MM). In addition, with increasing sequence size, the space consumption of the former slowly increases, while that of the latter exhibits a sharp increase. Regarding time consumption, the KVLMM model is significantly faster than the MM model, and its growth rate is slower than that of the MM model. Although VLMM can match the maximum order length based on historical data, the algorithm's complexity is essentially the same as the traditional MM model.
VI. CONCLUSION
We have proposed an adaptive variable-order Markov model prediction method based on kernel smoothing called KVLMM to solve the shortcomings of the fixed-order Markov model. The design of KVLMM and its complexity analysis are illustrated. Moreover, detailed trajectory training and prediction steps and methods are also presented. Our experiments show that this method can establish a model in linear time and obtain relatively high prediction accuracy. The revised model effectively solves the shortcomings of the state-space expansion of the traditional Markov higher-order model. This method incorporates historical trajectory data for studying, uses the suffix link model to effectively store the suffix information of the sequence, and combines the current trajectory to conduct the next trajectory prediction. This approach provides a new strategy for trajectory prediction. The next step is to increase the dimension of the sequence data from the perspective of data modeling and introduce other semantic parameters such as region and time to improve the prediction accuracy. 
