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Abstract 
We prove a new result on N-rational series in one variable. This result gives, under an 
appropriate hypothesis, a necessary and sufficient condition for an N-rational series to be of 
star-height 1. The proof uses a theorem of Handelman on integral companion matrices. 
1. Introduction 
The notion of star-height was introduced by Eggan [4], and was later extended 
to rational formal power series in several noncommutative variables. In the case of 
formal languages, we know that the star-height is not bounded [4], but is decidable: 
Hashiguchi has shown the existence of an algorithm for determining it in this case (the 
proof is given in [7]). On the other hand, we have no similar result for rational formal 
power series. Reutenauer has studied in [13] the star-height in the tensor power series 
semiring. 
The N-rational series in one variable are particular formal power series, which we 
can define in several equivalent ways. One of these definitions gives the nth coefficient 
as the number of paths of length 12 in a graph G. Let h(G) be the maximal number of 
loops necessarily fitted into each other in the graph G. The star-height is then equal 
to the minimum among the integers h(G) when G runs over the set of graphs, which 
represent the same series. In this way, the series of star-height 0 are associated with 
acyclic graphs and are limited to polynomials. In this sense, the star-height can be 
interpreted as a measure of the loop complexity of series. 
We know, from Soittola’s theorem (see [12, 14]), that an N-rational series in one 
variable is at most of star-height 2. This result has been obtained independently by 
Katayama et al. [8] by a different method. 
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In this paper, we establish a property of series of star-height 1 which is sufficient for 
deciding the star-height of a particular class of series. Unlike Soittola’s theorem, the 
condition that we give not only concerns the greatest real positive root of the series, 
but the set of all its real positive roots. 
The star-height of the series in one variable is linked with various notions, in partic- 
ular with that of the representation of the series by a matrix with polynomial entries. 
Each series of the class which particularly interests us in the following (the N-rational 
series having a dominating root) can be represented by a matrix over zN[z] of size 2. 
We give also a characterization of the series of star-height 1 that uses their represen- 
tation by matrices with polynomial entries (for a general overview of matrices with 
polynomial entries, one can refer to the survey written by Boyle [3]). 
This paper is divided into three sections. In the first one, we present, by analogy 
with regular languages, some definitions and results about K-rational series in several 
noncommutative variables and we give an interpretation of the notion of star-height 
by making use of automata. The second section is devoted to Soittola’s theorem and 
its consequences for N-rational series in one variable, in particular for the star-height 
of these series. In the last section, using a result established by Handelman [6], we 
characterize spectral radii of irreducible matrices of size 1 having as only entry a 
polynomial of ZN [z]. They are strictly the algebraic integers greater than 1, of which 
some integral power satisfies the two following conditions: its modulus strictly exceeds 
the moduli of all of its algebraic conjugates and none of these conjugates is a real 
positive number. We call these algebraic integers Handelman numbers. 
Next, we prove the main result: to have exclusively Handelman numbers as real 
positive roots is a necessary condition for an N-rational series to be of star-height 1 
and a sufficient one for deciding the star-height of an N-rational series having moreover 
a dominating root. The proof by induction uses the linear representation of a rational 
series and the characterization of its real positive roots. 
A preliminary version of this paper was presented at STACS 96 [I]. 
2. The analogies with regular languages 
In this section, we draw the analogies between regular (or rational) languages and 
K-rational series. 
2.1. Rational series 
Let A be an alphabet and let K be a semiring. We call rational expression over A 
with multiplicity in K all the expressions written on A U { 1) with coefficients in K and 
using the three rational operators +,. and *. The multiplicity of a word in a rational 
expression is then the coefficient with which it appears in the expression. 
As is the case of formal languages, a series is said to be K-rational if and only if it 
can be obtained from polynomials with coefficients in K, by making use of the three 
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operations of sum, (convolution) product and the unary operation of star, defined by, 
when P(0) = 0, 
With these conditions, rational languages are the rational series with coefficients in the 
boolean semiring. 
A sequence is said to be K-rational if and only if its generating function is a 
K-rational series. 
2.2. Recognizable series 
We define an automaton 9I = (Q, I, T,M) over A with multiplicity in K as follows. 
First of all, Q is the finite set of states of the automaton and I, T,M are matrices indexed 
by Q, such that I E K”“, M E K(AJnX”, T E KnX’, where n is the cardinality of Q 
and K(A) denotes the set of polynomials over A with coefficients in K. To be more 
precise, the entries of M are polynomials with degree at most 1. Moreover, if the 
(p, q)th entry of M is MP4 = ka (k E K,a E A), then there is an edge labelled by ka 
from the state p to the state q. 
If c is the path 
k,al k,a, 
p + ql-+“‘+qn-i + 9, 
then its label is kw, where k is the product of the coefficients ki and w is obtained by 
concatenation of the letters ai, its length is the same one as that of the word w. Thus 
the behavior of the automaton is described by 
f!(2l) = ZM*T with M* = CM’. 
iB0 
Now, a formal series S belonging to K ((A)) IS said recognizable if it is the behavior 
of an automaton 2l = (Q,Z, T,M) over A with multiplicity in K, i.e., 
Q(a) = S = IM* T. 
The triple (I,M, T) is then a linear representation of the series S. 
2.3. The fundamental theorem 
Kleene’s theorem [9] showing the equivalence between rationality and recognizability 
for languages (the formal series with boolean coefficients) was extended by 
Schiitzenberger [ 15,161 to formal series in several noncommutative variables with co- 
efficients in an arbitrary semiring. 
Theorem 1 (Schiitzenberger). A formal series in several noncommutative variables is 
rational tf and only if it is recognizable. 
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2.4. Star-height 
We define the star-height of a rational expression with multiplicity as the maximal 
number of nested stars in the expression and the star-height of a K-rational series 
as the minimum among the star-heights of the rational expressions (with multiplicity) 
describing the series. 
More formally, we can give an algebraic definition, equivalent to the previous one, 
of the star-height of a K-rational series S. Let (Ri)o<i<, be an increasing sequence of 
sets (with respect to inclusion) such that 
- their union is the set of all rational series, 
_ the set of the polynomials is Ro, 
_ each Ri is stable under sum and product; 
- furthermore, if S E Ri is proper, that is, S(0) = 0, then S* ERi+l. 
The least integer II such that S E R, is the star-height of the series S. 
To interpret it by means of automata, we introduce the notion of cycle rank. We 
call cycle of an automaton any strongly connected component of the graph of states 
which is not reduced to a single element. We recursively define the rank of a cycle 
as follows: 
A cycle is of rank 1 if all its loops go through a same state. It is of rank k, first, if 
there exists a state such that the graph obtained, by eliminating this state and all the 
edges incident to this state, contains a cycle of rank k - 1 (all other cycles have to be 
of smaller rank) and second, if the choice of another state does not produce a graph 
having only cycles of rank strictly smaller than k - 1. 
The cycle rank of an automaton is then 0 if the graph of states is acyclic, otherwise 
it is equal to the maximum among the ranks of its cycles. 
The following result gives an interpretation by means of automata of the star-height 
of a rational series. 
Theorem 2. The star-height of a rational series in several noncommutative ariables 
is equal to the minimum among the cycle ranks of the automata (with multiplicity) 
recognizing the series. 
The proof of this theorem was given by Eggan [4, Theorem 41 for rational languages 
and still holds in the case of rational series with coefficients in an arbitrary semiring. 
In that sense, the star-height can be interpreted as a measure of the loop complexity 
of the series. 
Example 3. The Fibonacci sequence, of which the generating series is given by the 
rational expression of star-height 1 
(x+x*)* = l 
1 -(X+X*) 
is recognized by the following automaton (Fig. 1) that has cycle rank 1. Therefore, the 
series is of star-height 1. 
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Fig. 1. Automaton recognizing the Fibonacci series 
Fig. 2. Automaton recognizing the terms of even index in the Fibonacci series 
Example 4. The sequence of terms having an even index in the Fibonacci sequence 
can be recognized by an automaton (Fig. 2) of cycle rank 2 and described by the 
rational expression (2x + x2x* )*, so it is at most of star-height 2. Indeed, it is exactly 
of star-height 2 (the justification of this assertion is given in Theorem 8). 
3. About Soittola’s theorem 
A distinctive feature of N-rational series is that they have an analytic characterization 
which is given by Soittola’s theorem. The proof of this result allows us to also obtain 
a bound for the star-height. 
3.1. Further dejinitions and results 
To begin with, we mention some definitions and results about rational series (see 
[2, 141). A sequence Y = (~~)~~s of elements of a semiring K is called K-rational if 
there exists a triple (l,M,c) with I E K1’“, A4 E Knx” and c E Knx’ (n being an 
integer greater than 1 ), such that 
Vk 3 0 rk = lMkc. 
This triple is called a linear representation of the sequence r. One can note that the 
matrix M is the adjacency matrix of the graph of states of an automaton recognizing 
the series C r,,z”. 
When K is a jield, a sequence is K-rational if and only if it satisfies a relation of 
linear recurrence: 
66 F. BassinoITheoretical Computer Science 180 (1997) 6140 
The only manic polynomial 
Q(Z) = Zk - & 4izk-‘, 
where k is minimal, is called the minimal polynomial of the sequence r over K and 
its roots are called the roots of r. If (Z,M,c) is a reduced representation of r (i.e., M 
is of minimal size), the characteristic polynomial of the matrix (up to a multiplicative 
coefficient, since, by definition, the minimal polynomial of the series has to be manic). 
A sequence r is equivalently K-rational if and only if its generating series 
Ii(z) = C rd” 
can be written as: 
P(z) 
_Mz) = e<Z>, 
where P, Q E K[z] and Q(0) = 1. If P and Q are relatively prime, then the minimal 
polynomial of r is the reciprocal polynomial D of Q, 
D(z) = zdegQQ( l/z). 
When K is a field, this definition coincides with the previous one (Section 2.1) de- 
scribing the rational series as an element of the rational closure of the polynomials 
with coefficients in K. 
A polynomial Q has a dominating root if it has a real positive root CI such that 
a > IpI for any other root j? (p # a) of Q. We say that a sequence r has a dominating 
root if its minimal polynomial does. 
If K is a subfield of @ and r a K-rational series which is not a polynomial, then 
for all sufficiently large n 
i=l 
where the numbers ai are the inverses of the distinct poles of the generating series 
&(z) and each Pi is a polynomial whose coefficients are algebraic over K and whose 
degree is equal to one less than the multiplicity of the pole l/ai. 
A sequence r is a merge of sequences (Si)o<igp_i if, for O<i<p - 1 and for all 
. . . 
positive integers n, rpn+i = Si,n. In terms of generating series: 
P--l 
h(z) = p&p). 
Example 5. The sequence r, of which the generating series is 
.m) = +& 
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is a merge of the sequences of terms of even index and of terms of odd index in r 
given by their respective generating series 
The notion of merge is natural, it allows us to consider only the case of series having 
a single pole on their convergence circle and, in this way, to avoid the asymptotic 
oscillatory behaviours of the coefficients of a series. 
3.2. Soittola’s theorem 
The following result gives a characterization of K+-rational series, the proof of which 
is given in [ 17,2,12]. The last one, that uses directly matrices instead of rational 
expressions, leads easily to an interpretation of this theorem by means of automata. 
Theorem 6 (Soittola). Let K be a subfield of R. A sequence of positive numbers 
Y = (r,l)nao is K+-rational if and only if it ts a merge of K-rational sequences having 
a dominating root. 
We recall that if K and L are two semirings and if K c L, L is then a Fatou 
extension of K if every L-rational series with coefficients in K is K-rational. From 
Fatou’s lemma, an irreducible rational function 
${ such that Q(0) = 1 
and whose series expansion coefficients are integers, is the quotient of two polynomials 
with integral coefficients. 
Therefore (IID+ is a Fatou extension of N, and a Q+-rational series with nonnegative 
integral coefficients is indeed N-rational. Thus, a Z-rational series with positive coeffi- 
cients is N-rational if and only if it is a merge of Z-rational series having a dominating 
root. 
Corollary 7. It is decidable whether a Z-rational series is N-rational. 
The original proof of this result is given in [17, Corollary 51. 
3.3. Consequence 
A consequence of Soittola’s theorem is that any N-rational series in one variable 
is at most of star-height 2 [12]. This result has been independently established by 
Katayama et al. [8]. 
More precisely, it is possible to construct a linear representation of a Z-rational series 
in one variable having nonnegative coefficients and a dominating root, in which any 
strongly connected component of the associated graph has the following shape (Fig. 3). 
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Fig. 3. Cycle of an automaton recognizing an N-rational series having a dominating root. 
Therefore the automaton accepting such a series is at most of cycle rank 2. As 
the star-height does not increase by merging series (the converse does not hold, see 
Remark 16) an N-rational series is at most of star-height 2. Moreover, we show that 
this bound can be reached (Example 17). 
4. Star-height 1 
Knowing that the N-rational series in one variable are at most of star-height 2 and 
that the polynomials are exactly those of star-height 0, we try to obtain a characteri- 
zation of the series of star-height 1. 
4.1. The main result 
The following result gives a necessary condition for an N-rational series to be of 
star-height 1 and allows us to decide its star height when it also has a dominating root. 
Theorem 8. Let r be an N-rational series in one variable. If r is of star-height 1, 
then its real positive roots iii satisfy the following conditions 
{ 
A!! is a Perron number 
Vi, 3ki such that 
A$ has no positive real algebraic conjugate. 
If the series r also has a dominating root, these conditions are suficient to charac- 
terize the series of star-height 1. 
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Henceforth, we call Handelman numbers the real positive numbers which satisfy the 
conditions of Theorem 8. 
4.2. Linear algebra 
In what follows, we shall exploit some properties of nonnegative matrices (see [5, 
Vol. 21 and [l 11) to establish results from the linear representation of series. 
4.2.1. Matrices with nonnegative entries 
A square matrix is said to be reducible if, by a permutation, it can be reduced to a 
triangular block form; otherwise it is said to be irreducible. 
According to the Perron-Frobenius theorem, such a matrix (irreducible) has a posi- 
tive simple eigenvalue i which is its spectral radius. If it has h eigenvalues of maximal 
modulus, the matrix is said to be primitive if h = 1, or is otherwise said to be cyclic 
of index h, and h is then called the index of cyclicity of the matrix. Moreover, a real 
number 2 is the spectral radius of a primitive integral matrix if and only if it is a Perron 
number (a Perron number is a real algebraic integer exceeding 1 and strictly greater 
than the modulus of all of its algebraic conjugates). This property was established by 
Lind in [lo]. 
The following result characterizes the spectral radius of a primitive integral compan- 
ion matrix. For the proof one can refer to [6]. 
Theorem 9 (Handelman). Let P be a manic polynomial of degree n with integral 
coeficients such that P(0) # 0. Then the polynomial P has only one real positive 
root 3,, which is a simple root and strictly exceeds the moduli of all other roots of P 
if and only tf, for all sufficiently large integers M and N, there exist positive integers 
7; such that the companion matrix of the polynomial C belonging to PZ[z] 
N+n-I 
C = ZNfM’n - g Tiz’ 
is primitive and has A as its spectral radius. 
In order to determine the star-height of an N-rational series, we are only interested 
in the real positive roots of its minimal polynomial. In the proof of Theorem 8, we 
use the following lemma, which gives a characterization of the real positive roots of 
polynomials of the form: z” - C:li aizi where the numbers ai are nonnegative integers 
and a0 # 0. 
Lemma 10. Let A be a real positive number. Then A is a root of a polynomial of 
the form: z” - C:Ii i a,z , w h ere the numbers ai are nonnegative integers, and a0 # 0 
if and only tf 1 is a Handelman number. 
Proof. Let P(z) be the polynomial z” - cyz,i aiS, where the numbers ai are nonneg- 
ative integers and a0 # 0. The polynomial P has only one real positive root 3, which, 
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therefore, has no real positive number as algebraic conjugate. Additionally, the conju- 
gates Aj of 2 are roots of the polynomial P and thus have a modulus smaller than ,I 
and, in case of equality, 2j can be written as 20 where 0 is a root of unity. Let k be 
the common order of all these roots of unity, then Ak is a Perron number and k is the 
index of cyclicity of the companion matrix of the polynomial P. Moreover, if 
P(z) = zn - C a,z”’ - ao, 
?I, >...>n, 
where a,,, , a,,, . . . , a,, are the strictly positive numbers of the sequence (ai)r<;, the 
index k is the greatest common divisor of the differences 
n--l,nr -n&...,nk-0 
(the proof of this result, obtained by Frobenius, is given in [ 11, p. 341. Thus all the 
exponents, that appear in the polynomial P are multiples of k, and we can make the 
change of variable y = zk. We then obtain the polynomial y”lk - CFIi aiyiik and we 
deduce that ik has no real positive algebraic conjugate. Hence the only real positive 
root of the polynomial P is a Handelman number. 
Conversely, let 1 be a Handelman number. Let P be the minimal polynomial of Ak; 
P is a manic polynomial of degree n with integral coefficients such that P(0) # 0 
since ilk # 0. Furthermore, the polynomial P has only one real positive root Ak and 
ilk is a simple root that strictly exceeds the moduli of the other roots of P. As ,Ik is 
a Perron number, by Handelman’s theorem, there exists a polynomial 
m-1 
CO(Z) = zm - c tizl, 
i=O 
where the numbers ti are nonnegative integers, such that the companion matrix of the 
polynomial CO is primitive. Thus, the polynomial C defined by 
C(z) = Ca(zk) 
is the polynomial that we look for, concluding the proof of the lemma. 0 
Corollary 11. Let A4 be a nonzero and irreducible integral matrix, whose spectral 
radius il is a Handelman number, and let P be its characteristic polynomial. Then, 
in the ideal PZ[z], there exists a polynomial 
C(Z) = Z” - C Tiz’, Ti E N, C(0) # 0 
whose companion matrix is irreducible and has L as spectral radius. 
Proof. Let P be the characteristic polynomial of the matrix M. Let k be the index of 
cyclicity of the matrix M, k is the greatest common divisor of the differences between 
two exponents that successively appear in the polynomial P, thus all these exponents 
are multiples of k and we can make the change of variable y = zk in the polynomial P. 
The polynomial obtained in this way satisfies the conditions of Handelman’s theorem 
I? Bassinol Theoretical Computer Science 180 (1997) 6140 11 
the application of which leads to the announced result. The reciprocal change of variable 
is sufficient to obtain the matrix that we need. 0 
The Handelman numbers are exactly the numbers that can be spectral radii of irre- 
ducible integral companion matrices (Fig. 4). 
Therefore we obtain automata of cycle rank 1; moreover, as the matrices are irre- 
ducible, the graphs of states of the automata are strongly connected. 
4.2.2. Matrices with polynomial entries 
For a more general presentation of this subject, one can refer to [3]. 
We know that an n x n-matrix over N can be considered as the adjacency matrix of 
a directed graph with n vertices. 
However there is a still more general way to present a directed graph by means of 
matrices with entries in zN[z] (the polynomials in one variable without a nonzero con- 
stant term). This allows us to obtain a more concise presentation and to use additional 
algebraic arguments. 
Let M be a matrix of size n over zN[z]. We construct a directed graph associated 
with A4 as follows. The set of vertices of the graph contains a subset of n vertices 
(say 1,2,. ,n), which index the rows and the columns of M. Moreover, if the (i,j)-th 
entry of M is Mij = Ck akzk, we construct ak paths of length k from the vertex i to 
the vertex j, in such a way that every interior vertex of these paths (a path of length 
n has k - 1 interior vertices) has just one incoming edge and one outgoing edge and 
companion matrix 
PI lO...O 
: Ol’..i 
. . 
: :O’..O 
. . 
P,_, : : .. . 1 
Pk oo...o 
Matrix with polynomial entries 
Flower komaton associated with u. 
Handelman n,umher 
PI 
(7 
Fig. 4. Representations associated with a Handelman number 
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is disjoint from the set of the distinguished vertices 1,2,. . . , n. This process produces 
a graph which can have much more than n vertices (hence the conciseness of the 
presentation). The associated matrix is then a (0,l )-matrix. Another way to represent 
akzk consists in constructing one path only with the same condition on the interior 
vertices and with all but one edge labelled by 1 and the last one by ak, the associated 
matrix has then nonnegative integral entries. 
Example 12. The matrix 
M= 
0 z2 ( > 2Z3 a3 
gives a directed graph (Fig. 5). 
The n distinguished vertices (corresponding to the indices of the rows and of the 
columns of M) in the graph form a “rome”, i.e., any sufficiently long path in the graph 
goes through at least one of the vertices of the rome. 
Conversely, given a rome in a directed graph, one can reverse the procedure and 
obtain a matrix presentation A4 with entries in zN[z], where M has size IZ, if n is the 
cardinality of the rome. 
Remark 13. The rank of a cycle (i.e., a strongly connected component of the graph 
associated with an automaton, see Section 2.4) is equal to the cardinality of the small- 
est romes, producing a polynomial presentation of this strongly connected component. 
Thus, the cycle rank of an automaton is the maximum among the cardinalities of the 
smallest romes of its cycles. 
Another point of view consists in considering the matrix M as giving a directed 
graph G, whose edges are labelled by polynomials without a nonzero constant term. 
The number of edges from a vertex i to a vertex j is then the (i,j)-th entry of M 
evaluated at t = 1. Each power of z and each corresponding coefficient ak, that appear 
in the label of an edge, give the length and the number of the associated paths. 
Fig. 5. 
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matrix of a directed graph, then 
in this more general way. 
Proposition 14. If M and N are matrices over zN[z] and over N, respectively, which 
present the same directed graph G, then 
det(1 - zN) = det(1 - M). 
Now we can prove Theorem 8. To begin with, we give several equivalent charac- 
terizations of the series of star-height 1, from which we deduce that the condition of 
Theorem 8 is necessary. 
4.3. Proof of the theorem (necessity) 
Proposition 15. Let Y = CnaO r,z” be an N-rational series, then r has star-height 1 
if and only if one the three following conditions is satisfied 
(i) the series r can be written as 
c 
iEI nj,, fi- a, 1 Vi,j Pi E N[Z], Qi, E ZN[Z], (1) 
where I, J are jinite sets and at least one of the polynomials Qi, is not zero. 
(ii) the series r admits a linear representation (l,M, c) with, n being an integer 
greater than 1, 1 E Nlxn, M E Wx” and c E Nnx’, such that 
~ VkaO rk = lMkc, 
- The matrix M has a block triangular form and its diagonal blocks are irreducible 
companion matrices. 
(iii) the series r admits a polynomial representation (l,M,c) with, n > 1, 1 E 
N[z]‘~~, M E z,[z]‘~~ and c E N[z]““, such that 
_ r = c,“=, lMkc, 
~ The matrix M is triangular. 
Proof. The series defined by one of the three previous conditions have star-height one. 
In the first case, they are given by a rational expression of star-height 1: 
CE n Q;. 
iEl jEJ 
Otherwise, the automaton associated with the matrix M has cycle rank 1, since each 
of its strongly connected components has rank 1. 
It remains to be proved that the converse holds. 
r has star-height 1 + i: Let Ro be the set of polynomials with coefficients in N, and 
R{ the set of N-rational series of star-height 1. The set of series of form (1) is included 
in R’, , and contains each element P* where P E Ro and P(0) = 0. Additionally, this 
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set is stable for the sum and the (convolution) product, and we thus conclude that the 
expression (1) characterizes the N-rational series of star-height 1. 
i + iii: If 
the series ri.9’ where ni = Card(J) admits the polynomial representation (Zi,Mi, ci) 
with 
li = 
0 
I 0 pi 
t 
I 2 Mi = 
Qil 0 . . . . . . 0 
z Qi2 ‘.. i 
0 z . . . . . . ; 
. . . . 
. 0 
0 . . . 0 z Qin, 
Therefore, if r = CL, ri, the series rz”, where n = maxlQiQN{ni}, admits then the 
polynomial representation (I, A4, c) with 
I= M= 
Ml 0 . . . . . . 0 
OM2’.. ! 
0. . . . . . . . . . 
. . . . . . 0 
0 . . . 0 0 MN I and c= 
Up to a shift of indices, any series given by the formula (1) has a polynomial repre- 
sentation satisfying (iii). 
iii +- ii: In order to obtain a linear representation (I, M, c) from a polynomial one, 
say (Zp,Mp,cp), we construct from the matrix Mp a directed graph in the following 
way. The set of vertices contains a subset of n vertices (say 1,2,. . . ,n) which index the 
rows and the columns of Mp. If the (i,j)-th entry of the matrix Mp is Mu = Ck akzk, 
we construct, for any k, a path of length k from the vertex i to the vertex j, in 
such a way that the set of all interior vertices of this path is disjoint from the set of 
the distinguished vertices 1,2,. . . , n and that each of these new vertices has just one 
incoming edge and one outgoing edge, all but one labelled by 1, the remaining one 
having ak as label. The entries of 1~ and of cp are expanded in the same way, moreover 
the vertices where begin (resp. end) the paths corresponding to the polynomial entries 
of Zp (resp cp), become the initial (resp. final) states (the corresponding entries are 1) 
of the automaton. The linear representation, that we look for, is obtained directly from 
this automaton, concluding the proof. 0 
We deduce, from the Proposition 15, that the real positive roots of a series of star- 
height 1 are, each, a root of one of the reciprocal polynomials (1 - Qj, ) or, equivalently, 
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a spectral radius of an irreducible integral companion matrix. Thus, by Lemma 10, they 
are algebraic integers, of which an integral power is a Perron number and has no real 
positive algebraic conjugate, and are hence Handelman numbers. 
Remark 16. We can not use the characterization of N-rational series by a merge of 
Z-rational series having a dominating root for the converse proof. Actually, the star- 
height of series that appear in the merge do not give information on the star-height 
of the initial one. This leads us to suppose the existence of a dominating root, an 
assumption that we use to prove that the auxiliary 
N-rational. 
Example 17. The series defined by the function 
series introduced in the proof are 
1 
J’(z) = (1 _ 9$)(1 -z _ z2) 
is of star-height 1, and the square matrix of its minimal linear representation is cyclic 
of index 2. On the other hand, the series of terms of even index given by the function 
l-z 
h(z)= (1 -9z)(l-3z+z2) 
is of star-height 2, because it has two real positive conjugated roots 
(3+X6 _~ 
2 
and (3-fi) 
2 . 
4.4. Proof of the theorem (suficiency) 
Conversely, let Y be an N-rational series having a dominating root. We suppose that 
its real positive roots are Handelman numbers, that is that they satisfy the following 
conditions 
25 is a Perron number 
Vi, 3ki such that 
1 
,$I has no positive real algebraic conjugate. 
The aim is to establish that such a series is of star-height 1. 
Method: The proof is made by induction on the number of real positive roots of 
the series. We construct, cycle by cycle, an automaton in such a way that each of its 
strongly connected components has rank 1. We essentially use the linear representation 
of series and the characterization of spectral radii of irreducible integral companion 
matrices, which produce automata of cycle rank 1. 
As r is an N-rational series, it has a representation (l,M,c), where 
1 E N’XP, M E N@P and c E Npxl, 
such that: 
‘dk 3 0 rk = liVfkc. 
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Up to a possible permutation, we may suppose that the matrix A4 is of the form 
AC?11 0 . . . 0 
. . 
M21 M22 . : i! . . I . . . . 0 Mm* . . . M?m-1 Mm 
where the square matrices A& are nonzero and irreducible. Then the characteristic 
polynomial of the matrix A4 can be written as the product of kfi, the characteristic 
polynomials of the matrices M;i. From Corollary 11, we can construct an irreducible 
integral companion matrix having the same spectral radius as Mii and whose charac- 
teristic polynomial Ci belongs to the ideal MiZ[z]. If the matrix Mii is primitive, the 
matrix constructed is also primitive. 
In these conditions, the generating series &(z) of the series r can be written as: 
fr(z> = 
P(z) 
IIzl(l - Qt)(z)' 
where P E Z[Z] and Vi, 1 - Qi is the reciprocal polynomial of Ci and thus Qi E N[z]. 
We reason by induction on the number m of real positive roots of the series r. Let 
Al, 12,..., &,, be these roots arranged in increasing order (a multiple root occurs in this 
sequence as many time as its multiplicity). We set 
4 
(1 - Ql>(z> = 1 - C q#, 
j=l 
and we define the sequence (s,,),,~~ as: 
S, = r, - 5 qjrn-j (Vn 24). 
j=l 
If m = 1, then s, = 0 for n2h = max(degP+ 1,q) and 
where 
q1 1 o...o 
i 0 l’..i 
. . 
: : O’..O 
qq__l i f’..l 
qq 0 o...o 
We then obtain the following equality 
I and c = 
c r# = 1 _ Q L(P - (1 - Qjh$rnz”), 
n>h n=O 
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where 1 - Q is the reciprocal polynomial of the characteristic polynomial of the matrix 
M and thus Q E N[z]. The expression (P-( 1 -Q) ~~~~ mz”) is of degree greater than 
h, so the only remaining terms result from the product Q cizd rflzn, and the numerator 
of the fraction is a polynomial with nonnegative coefficients. Hence, the series r is of 
star height 1. 
We now suppose that the result is true for an N-rational series having a dominating 
root and exactly (m - 1) Handelman numbers as real positive roots. 
We shall show that the series s verifies the hypothesis of induction stated above, 
and we shall then be able to prove the announced result. 
First, we must show that there exists a nonnegative integer h such that 
Since the series r is N-rational, for all sufficiently large n 
where the numbers sli are the inverses of the distinct poles of the generating function 
fr(z) of Y, and each Aj is a polynomial whose degree is equal to one less than the 
multiplicity of the pole l/ai. 
We then use the formula: 
(*) n~a; - ql(n - i)i,;-l - . . - qq(n - q)i,;-4 
where B is a polynomial of degree j - 2. 
Since (m )n ano is a linear combination of series of the form 
the series Cn3no+4 s,z” is a linear combination of series of the form 
c [Aa; - q,(n - 1)’ .cI 1-1 n-q - . . . - q&t - q)‘xi ]z n 
n 3no+q 
We deduce that 
trn>no + q, sn = o<j&&C4~:. 
. . 
We set 20 = &,,. Since A, is the dominating root of the series r, 
‘di E {1,2 )...) p}, ;I, > la& 
Let /I be the order of multiplicity of ;I,,, in the polynomial 1 - Q and let aa be the 
leading coefficient of the polynomial Aa, 
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since r, 20 and r is not a polynomial, a0 > 0. We can now compute the equivalent 
of s, when n tends toward infinity. 
Zf Al # A.,,,, the leading coefficient of Bo is, from (*), 
ao1; (13%) =aoUl -Ql)(l/izm). 
Furthermore, (1 - Qr )( l/&) > 0 because this polynomial has only one real positive 
root, l/it, and l/Al > l/J,,,. Since 
3, -n-m ao$(l - QIW/&+~-‘, 
we can deduce that for all sufficiently large n, n > h, s, 3 0. 
Zf III = A,,,, /I = m, since l/At is a root of the polynomial (1 - Qr ), the polynomial 
Bo is of degree m - 2 and its leading coefficient then is 
ao(m - l)n$& 2 > 0, 
i=l 4?l 
by (*). Since 
’ iqi m 2 
sn -n-+M a0(m - l)ni C xn - , 
i=l m 
we can deduce that for all sufficiently large n, n 3 h, s, > 0. 
We have shown that the sequence (~,,)~~h as nonnegative coefficients. Additionally, 
the generating function of the series s can be written as 
h(z) = h(z)(l - Ql> - W(z), 
where W is a polynomial of degree (q - l), so the series s is Z-rational and has I, 
as dominating root. Since the series s has (m - 1) Handelman numbers as only real 
positive roots, by the hypothesis of induction, the series s is N-rational of star-height 
1. So, there exists a linear representation (Z,,M,, cs) in which the entries of matrices 
I,, I%& and c, are nonnegative integers, such that 
S,+h = l&t~ncs k+‘l> 0 
and matrix M, is associated with an automaton of cycle rank 1 (that is to say, we can 
obtain from this automaton an acyclic automaton by eliminating a state and all edges 
incident to this state). 
Finally, we consider the triple (L,N, C) consisting of 
L= 
rh+q 
rh+l 
rh 
, N= 
M, 
0 
0 
c_v 0 . . . ..~ 0 
q1 1 0 . . . 0 
: 01 ‘..f 
. . 
: :O”.O 
qq-1 i ! . . . 1 
qq 0 0 . . . 0 
and C = 
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We verify by induction on n that, for all n 20, 
LA”’ = (LM,” l~+fi+~>...,~,+~) 
and we deduce that 
r,,+,, = LN”C bh>O 
concluding the proof that the series Y is of star-height 1. 
4.5. Decidahility 
The decidability of the star-height in the case of N-rational series having a domi- 
nating root comes from the possibility of calculating, for each positive real root A, the 
maximal integer k such that Ak satisfies the conditions of Theorem 8. The method is 
similar to that used to decide the N-rationality of a Z-rational series (see [14, p. 74 
-751). We construct the polynomial with integral coefficients 
T(x) = n (BiX - Pj>T 
Lj 
where pi runs over the set of roots having 2 as modulus. Next, we determine the 
integer nr such that 
where 4 is the Euler’s function and we factor the polynomial T as a product of 
cyclotomic polynomials of order smaller than nT. The integer k is then the 1.c.m. 
of the orders of the cyclotomic polynomials which appear in the factorization of T. 
Remark 18. The previous Theorem 8 allows us to decide the star-height of some 
N-rational series if no new positive root appears in their writing as a merge of 
Z-rational series. This happens, for example, when a series has a multiple periodic 
but unique root (J(z) = l/(1 - z”)q). 
We may conjecture that to have nothing but Handelman numbers as real positive 
roots characterizes N-rational series of star-height 1. 
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