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References 531 Introduction
Through out this thesis, (R,m,k) is a Noetherian local ring with maximal ideal m. Let
A be an R-module and deﬁne
Γm(A) = {y ∈ A | m
ky = 0 for some k ≥ 0}.
It is not diﬃcult to check that Γm(−) is a left exact additive functor on the category of
R-modules. The right derived functor associate to Γm(−), denoted by Hn
m(−), is called
the local cohomology functor. In other words, take an injective resolution I of A and
delete A, then we get a cochain complex Γm(I) by applying the functor Γm to every term
in I. Then Hn
m(A) is the nth cohomology associate to Γm(I), i.e.,Hn
m(A) = Hn(Γm(I)).
Let x1,x2,...,xn be a sequence of elements of R. The ˇ Cech complex with respect to
the sequence x1,x2,...,xn is a cochain complex
C : 0 −→ C
0 d0
−→ C
1 d1
−→    
dn−1
−→ C
n −→ 0
where Ct =
 
1≤i1<i2<...<it≤n Rxi1xi2   xit and C0 = R, and the diﬀerentiation dt : Ct →
Ct+1 is given on the component Rxi1   xit → Rxj1xj2   xjt+1 to be



(−1)s−1   nat : Rxi1   xit → (Rxi1   xit)xjs if {i1,...,it} = {j1,..., ˆ js,...,jt+1},
0 otherwise .
Note that nat : Rxi1   xit → (Rxi1   xit)xjs is the natural R-module homomorphism deﬁned
by
r
(xi1   xit)l  →
xl
jsr
(xi1   xitxjs)l .
It is well-known that if the ideal (x1,x2,...,xn) is m-primary, then we have
H
t
m(A) ∼ = H
t(A ⊗ C)
for all R-modules A and t ≥ 0. In this thesis, we will give a proof with complete details
for this isomorphism. In order to prove this isomorphism, we consider additive functors
on the category of R-modules. In Chapter 2, we introduce connected pairs, connected
sequences, and the deﬁnition of being universal for a connected sequence. We will also
show that if two universal connected sequences {T n,En}n≥0 and {T
′n
,E
′n
}n≥0 have the
same initial T 0 = T
′0, then T n(A) ∼ = T
′n(A) for all R-module A and n ≥ 0.
1In Chapter 3, we ﬁrst prove that {Hn
m(−),En}n≥0 is a universal connected sequence
with initial H0
m(−) = Γm(−). We will also show that {Hn(−⊗C),En}n≥0 is a universal
connected sequence with initial H0(− ⊗ C) = Γm(−). In order to show Hn(− ⊗ C) is
universal, we make two important observations: any nonzero injective R-module is a
direct sum of indecomposable injective R-modules, and an indecomposable injective R-
module is isomorphism to an injective hull of R/p for some p ∈ Spec(R). Finally we use
what we prove in Chapter 2 to see that Hn
m(A) ∼ = Hn(A ⊗ C) for all R-module A and
n ≥ 0.
22 Connected Pairs and Connected Sequences
2.1 Preliminaries
Before introducing connected pairs and connected sequences, we consider the category E
whose objects are short exact sequences of R-modules E : 0 → A → B → C → 0 and
whose morphisms are triple R-module homomorphisms (α,β,γ) : E → E
′
such that the
diagram
E : 0 //A //
α
￿￿
B //
β
￿￿
C //
γ
￿￿
0
E′ : 0 //A′ //B′ //C′ //0
is commutative, where E : 0 → A → B → C → 0 and E
′ : 0 → A
′ → B
′ → C
′ → 0 are
two objects, i.e., two short exact sequences of R-modules.
Deﬁnition 2.1.1. Let E : 0 → A → B → C → 0 and E′ : 0 → A → B′ → C → 0 be
two short exact sequences. We say that E is congruent to E
′
if there is a morphism
(1A,δ,1C) : E → E′ in E, i.e., there exists an R-module homomorphism δ : B → B′ such
that the diagram
E : 0 //A //
1A
￿￿
B //
δ
￿￿
C //
1C
￿￿
0
E′ : 0 //A //B′ //C //0
is commutative.
Remark 2.1.2.
(1) In Deﬁnition 2.1.1, because (1A,δ,1C) : E → E′ is a morphism in the category E, δ
is an isomorphism by the Five Lemma. Thus there exists an R-module isomorphism
δ−1 : B′ → B such that δδ−1 = 1B′ and δ−1δ = 1B. Then (1A,δ−1,1C) : E′ → E is
a morphism in E, i.e.,the diagram
E′ : 0 //A //
1A
￿￿
B′ //
δ−1
￿￿
C //
1C
￿￿
0
E : 0 //A //B //C //0
is commutative. Hence if E is congruent to E
′, then E′ is congruent to E.
3(2) Let E : 0 → A
σ → B
τ → C → 0 be a split short exact sequence. Then there
exists an R-module homomorphism f : B → A such that fσ = 1A. Suppose
E′ : 0 → A
σ′
→ B′ τ′
→ C → 0 is a short exact sequence that is congruent to E. Then
there exists an R-module homomorphism δ : B → B′ such that the diagram
E : 0 //A
σ //
1A
￿￿
B
τ //
δ
￿￿
C //
1C
￿￿
0
E′ : 0 //A
σ′ //B′ τ′ //C //0
is commutative. By (1), we have an R-module homomorphism δ−1 : B′ → B such
that δδ−1 = 1B′, δ−1δ = 1B and the diagram
E′ : 0 //A
σ′ //
1A
￿￿
B′ τ′ //
δ−1
￿￿
C //
1C
￿￿
0
E : 0 //A
σ //B
τ //C //0
is commutative. We take f′ : B′ → A to be the composition of the homomorphisms
B′ δ−1
−→ B
f
→ A, i.e., f′ = fδ−1. Therefore, f′σ′ = fδ−1σ′ = fσ = 1A. Hence if E
is split and E′ is congruent to E, then E′ is also split.
Lemma 2.1.3. Let E : 0 → A
σ → B
τ → C → 0 be a short exact sequence. Suppose
α : A → A′ is an R-module homomorphism. Then there is a short exact sequence
E′ : 0 → A′ σ′
→ B′ τ′
→ C → 0 and an R-module homomorphism β : B → B′ such that the
diagram
E : 0 //A
σ //
α
￿￿
B
τ //
β
￿￿
C //
1C
￿￿
0
E′ : 0 //A′ σ′ //B′ τ′ //C //0
is commutative, i.e., λ(α,β,1c) : E → E′ is a morphism in E. Moreover, the pair (λ,E′)
is unique up to a congruence of E′.
Proof. We want to ﬁnd an R-module B′ and R-module homomorphisms σ′, τ′, β such
that E′ : 0 → A′ σ′
→ B′ τ′
→ C → 0 is exact and the diagram
E : 0 //A
σ //
α
￿￿
B
τ //
β
￿￿
C //
1C
￿￿
0
E′ : 0 //A′ σ′ //B′ τ′ //C //0
(1)
4is commutative. Take B′ = (A′ ⊕ B)/N, where N = {(−α(a),σ(a)) ∈ A′ ⊕ B | a ∈ A}.
Let σ′ be the composition of the natural homomorphisms A′ → A′ ⊕B → (A′ ⊕B)/N =
B′, i.e., σ′ : A′ → B′ is the homomorphism deﬁned by σ′(a′) = (a′,0)+N for all a′ ∈ A′;
let β be the composition of the natural homomorphisms B → A′⊕B → A′⊕B/N = B′,
i.e., β : B → B′ is the R-module homomorphism deﬁned by β(b) = (0,b)+N for all b ∈ B.
Also, because N is contained in the kernel of the composite A′⊕B → B
τ → C, we have an
induced R-module homomorphism τ′ : (A′ ⊕B)/N = B′ → C with τ′((a′,b)+N) = τ(b)
for all (a′,b) + N ∈ B′.
We ﬁrst show that E′ is exact. Note that
• because σ is one-to-one, it is not diﬃcult to see that σ′ is also one-to-one;
• because τ is onto, it is not diﬃcult to check that τ′ is also onto;
• because τ′σ′(a′) = τ′((a′,0)+N) = τ(0) = 0 for all a′ ∈ A′, we have Imσ′ ⊆ Kerτ′.
Therefore, it remains to check that Kerτ′ ⊆ Imσ′. Let (a′,b) + N ∈ Kerτ′. Then
τ(b) = τ′((a′,b) + N) = 0, so b ∈ Kerτ. Because E is exact, Kerτ = Imσ and so
b = σ(a1) for some a1 ∈ A. Then (a′,b) + N = (a′,σ(a1)) + N. Moreover, because
(a′,σ(a1))−(a′+α(a1),0) = (−α(a1),σ(a1)) ∈ N, we have (a′,b)+N = (a′,σ(a1))+N =
(a′ + α(a1),0) + N = σ′(a′ + α(a1)) ∈ Imσ′. Hence Kerτ′ ⊆ Imσ′ and so E′ is exact.
Next, we show that the diagram (1) is commutative, i.e., βσ = σ′α and τ′β = 1Cτ.
• Because βσ(a)−σ′α(a) = [(0,σ(a))+N]−[(α(a),0)+N] = (−α(a),σ(a))+N = N
for all a ∈ A, βσ = σ′α.
• Because τ′β(b) = τ′((0,b) + N) = τ(b) = 1Cτ(b) for all b ∈ B, τ′β = 1Cτ.
Hence the diagram (1) is commutative, i.e., λ(α,β,1C) : E → E′ is a morphism in the
category E.
Finally, we show the uniqueness of the pair (λ,E′). Suppose that E
′
1 : 0 → A′ σ
′
1 →
B
′
1
τ
′
1 → C → 0 is a short exact sequence and β1 : B → B
′
1 is an R-module homomorphism
5such that λ1(α,β1,1C) : E → E
′
1 is a morphism in E, i.e., the diagram
E : 0 //A
σ //
α
￿￿
B
τ //
β1
￿￿
C //
1C
￿￿
0
E
′
1 : 0 //A′ σ
′
1 //B
′
1
τ
′
1 //C //0
is commutative. Consider the R-module homomorphism φ : A′ ⊕ B → B
′
1 deﬁned by
φ(a′,b) = σ
′
1(a′)+β1(b) for all (a′,b) ∈ A′⊕B. Note that for all a ∈ A, φ(−α(a′),σ(a)) =
−σ
′
1(α(a)) + β1(σ(a)) = 0, since σ
′
1α = β1σ. Thus N ⊆ Kerφ and so φ induces an R-
module homomorphism δ : B′ = (A′ ⊕ B)/N → B
′
1 with δ((a′,b) + N) = σ
′
1(a′) + β1(b)
for all (a′,b)+N ∈ B′. We claim that (1A′,δ,1C) : E′ → E
′
1 is a morphism in E, i.e., the
diagram
E′ : 0 //A′ σ′ //
1A′
￿￿
B′ τ′ //
δ
￿￿
C //
1C
￿￿
0
E′
1 : 0 //A′ σ′
1 //B′
1
τ′
1 //C //0
is commutative. We only need to show δσ′ = σ
′
1 and τ
′
1δ = τ′.
• Because δσ′(a′) = δ(a′,0) = σ
′
1(a′) for all a′ ∈ A′, δσ′ = σ
′
1.
• Note that for all (a′,b) + N ∈ B′,
τ
′
1δ((a′,b) + N) = τ
′
1(σ′(a′) + β1(b))
= τ
′
1σ
′
1(a′) + τ
′
1β1(b)
= 0 + τ(b) (because τ
′
1σ
′
1 = 0 and τ
′
1β1 = τ)
= τ′((a′,b) + N) .
Thus τ
′
1δ = τ′.
Hence E is congruent to E′ and the proof is complete. 2
Lemma 2.1.4. Let E : 0 → A
σ → B
τ → C → 0 be a short exact sequence. Suppose
γ : C′′ → C is an R-module homomorphism. Then there is a short exact sequence
E
′′
: 0 → A
σ
′′
→ B
′′ τ
′′
→ C
′′
→ 0 and an R-module homomorphism β : B′′ → B such that
6the diagram
E′′ : 0 //A
σ′′ //
1A
￿￿
B′′ τ′′ //
β
￿￿
C′′ //
γ
￿￿
0
E : 0 //A
σ //B
τ //C //0
is commutative, i.e., θ(1A,β,γ) : E′′ → E is a morphism in E. Moreover, the pair (θ,E′′)
is unique up to a congruence of E′′.
Proof. Similarly as Lemma 2.1.3, we want to ﬁnd an R-module B′′ and R-module
homomorphisms σ′′,τ′′,β such that E′′ : 0 → A
σ′′
→ B′′ τ′′
→ C′′ → 0 is exact and the
diagram
E′′ : 0 //A
σ′′ //
1A
￿￿
B′′ τ′′ //
β
￿￿
C′′ //
γ
￿￿
0
E : 0 //A
σ //B
τ //C //0
(2)
is commutative. Take B′′ = {(b,c′′) ∈ B ⊕ C′′ | τ(b) = γ(c′′)}, which is a submodule of
B ⊕C′′. Let σ be the composition of the R-module homomorphisms A
σ → B → B ⊕ C′′,
i.e., σ : A → B ⊕ C′′ is the R-module homomorphism deﬁned by σ(a) = (σ(a),0) for
all a ∈ A. Since E is exact, τσ(a) = 0 = γ(0), so (σ(a),0) ∈ B′′. Therefore, we can
deﬁne σ′′ : A → B′′ by σ′′(a) = (σ(a),0) for all a ∈ A. Also, let τ′′ : B′′ → C′′ be the
composition of the natural homomorphisms B′′ → B ⊕ C′′ → C′′, i.e., τ′′(b,c′′) = c′′ for
all (b,c′′) ∈ B′′, and let β : B′′ → B be the composition of the natural homomorphisms
B′′ → B ⊕ C′′ → B, i.e., β(b,c′′) = b for all (b,c′′) ∈ B′′.
We ﬁrst show that E′′ is exact.
• Because σ is one-to-one, it is clear that σ′′ is also one-to-one.
• For each c′′ ∈ C′′, since τ is onto and γ(c′′) ∈ C, γ(c′′) = τ(b) for some b ∈ B. Then
(b,c′′) ∈ B′′ and τ′′(b,c′′) = c′′. Hence τ′′ is onto.
• Because τ′′σ′′(a) = τ′′(σ(a),0) = 0 for all a ∈ A, Imσ′′ ⊆ Kerτ′′.
• Let (b,c′′) ∈ Kerτ′′ ⊆ B′′. Then c′′ = τ′′(b,c′′) = 0. Also by the deﬁnition of B′′,
we have τ(b) = γ(c′′) = γ(0) = 0, i.e., b ∈ Ker τ. Since E is exact, b = σ(a) for
some a ∈ A. Therefore, (b,c′′) = (σ(a),0) = σ′′(a) ∈ Imσ′′. Hence Kerτ′′ ⊆ Imσ′′.
7Therefore, E′′ is exact.
Next, we show that the diagram (2) is commutative, i.e., βσ′′ = σ1A and γτ′′ = τβ.
• βσ′′ = σ1A, because βσ′′(a) = β(σ(a),0) = σ(a) = σ1A(a) for all a ∈ A.
• Note that if (b,c′′) ∈ B′′, τ(b) = γ(c′′). Thus γτ′′(b,c′′)−τβ(b,c′′) = γ(c′′)−τ(b) = 0
for all (b,c′′) ∈ B′′, and so γτ′′ = τβ.
Hence the diagram (2) is commutative, i.e., θ(1A,β,γ) : E′′ → E is a morphism in the
category E.
Finally, we show the uniqueness of the pair (θ,E′′). Suppose E
′′
1 : 0 → A
σ
′′
1 → B
′′
1
τ
′′
1 →
C
′′ → 0 is a short exact sequence and β1 : B′′ → B is an R-module homomorphism such
that θ1(1A,β1,γ) : E1
′′
→ E is a morphism in E, i.e., the diagram
E
′′
1 : 0 //A
σ
′′
1 //
1A
￿￿
B
′′
1
τ
′′
1 //
β1
￿￿
C′′ //
γ
￿￿
0
E : 0 //A
σ //B
τ //C //0
is commutative. Since τ(β1(b
′′
1)) = γ(τ
′′
1 (b
′′
1)) for all b
′′
1 ∈ B
′′
1, the map δ : B
′′
1 → B′′ deﬁned
by δ(b
′′
1) = (β1(b
′′
1),τ
′′
1 (b
′′
1)) for all b
′′
1 ∈ B
′′
1 is well-deﬁned. We claim that (1A,δ,1C′′) :
E
′′
1 → E′′ is a morphism in E, i.e., the diagram
E
′′
1 : 0 //A
σ
′′
1 //
1A
￿￿
B
′′
1
τ
′′
1 //
δ
￿￿
C′′ //
1C′′
￿￿
0
E′′ : 0 //A
σ′′ //B′′ τ′′ //C′′ //0
is commutative. We only need to show δσ
′′
1 = σ′′ and τ
′′
1 = τ′′δ.
• For all a ∈ A, we have
δσ
′′
1(a) = δ(σ
′′
1(a))
= (β1(σ
′′
1(a)),τ
′′
1 (σ
′′
1(a)))
= (β1σ
′′
1(a),0) (since E1
′′
is exact)
= (σ(a),0) (since θ1(1A,β1,γ) : E1
′′ → E is a morphism in E)
= σ′′(a) .
Thus δσ
′′
1 = σ′′.
8• τ′′δ(b
′′
1) = τ′′(β1(b
′′
1),τ
′′
1(b
′′
1)) = τ
′′
1 (b
′′
1) for all b
′′
1 ∈ B
′′
1, so τ′′δ = τ
′′
1 .
Hence E1
′′
is congruent to E′′ and the proof is complete. 2
From Lemma 2.1.3 and Lemma 2.1.4, we know that (λ,E
′
) and (θ,E
′′
) are uniquely
determined by α and γ, respectively. We denote E′ by αE and E′′ by Eγ.
2.2 Connected pairs
Deﬁnition 2.2.1. A connected pair (S,E∗,T) is a pair of additive functors S, T
together with a function which assigns each short exact sequence E : 0 → A → B →
C → 0 an R-module homomorphism E∗ : S(C) → T(A) such that for each morphism
(α,β,γ) : E → E
′
in the category E, where E : 0 → A → B → C → 0 and E
′
: 0 →
A
′ → B
′ → C
′ → 0 are short exact sequences of R-modules, the diagram
S(C)
E∗ //
S(γ)
￿￿
T(A)
T(α)
￿￿
S(C
′
)
(E′)∗ //T(A
′
)
is commutative.
Proposition 2.2.2. Let (S,E∗,T) be a connected pair and let E : 0 → A → B → C → 0
and E
′
: 0 → A → B′ → C → 0 be two short exact sequences.
(1) Suppose E is congruent to E′. Then E∗ = (E′)∗.
(2) Suppose α : A → A′ is an R-module homomorphism. Then (αE)∗ = T(α)E∗.
(3) Suppose γ : C′ → C is an R-module homomorphism. Then (Eγ)∗ = E∗S(γ).
Proof. For (1), because E is congruent to E′, there exists an R-module homomorphism
δ : B → B′ such that (1A,δ,1C) : E → E′ is a morphism in E, i.e., the diagram
E : 0 //A //
1A
￿￿
B //
δ
￿￿
C //
1C
￿￿
0
E′ : 0 //A //B′ //C //0
9is commutative. Therefore the diagram
S(C)
E∗ //
1S(C)=S(1C)
￿￿
T(A)
T(1A)=1T(A)
￿￿
S(C)
(E′)∗ //T(A)
is commutative, since (S,E∗,T) is a connected pair. Hence we have E∗ = 1T(A)E∗ =
(E′)∗1S(C) = (E′)∗.
For (2), by Lemma 2.1.3, there is a morphism (α,β,1C) : E → αE in the category E.
Therefore (αE)∗ = (αE)∗S(1C) = T(α)E∗, since (S,E∗,T) is a connected pair.
Similarly for (3), by Lemma 2.1.4, there is a morphism (1A,β′,γ) : Eγ → E in the
category E, so (Eγ)∗ = T(1A)(Eγ)∗ = E∗S(γ). 2
Corollary 2.2.3.
(1) Let E : 0 → A
σ → B
τ → C → 0 be a short exact sequence. Then σE and Eτ are
split.
(2) Let E1 : 0 → A1
σ1 → B1
τ1 → C1 → 0 be a split short exact sequence. Suppose
(S,E∗,T) is a connected pair. Then (E1)∗ = 0.
Proof. For (1), we consider the split short exact sequence E′ : 0 → B
i → B⊕C
π → C → 0
and deﬁne β : B → B ⊕ C by β(b) = (b,τ(b)) for all b ∈ B. Using the fact that E is
exact, it is not diﬃcult to check that the diagram
E : 0 //A
σ //
σ
￿￿
B
τ //
β
￿￿
C //
1C
￿￿
0
E′ : 0 //B
i //B ⊕ C
π //C //0
is commutative, i.e., (σ,β,1C) : E → E′ is a morphism in E. By Lemma 2.1.3, E′ is
congruent to σE. Hence σE is split by Remark 2.1.2. Similarly for Eτ, we consider the
split short exact sequence E′′ : 0 → A
i → A ⊕ B
π → B → 0 and deﬁne δ : A ⊕ B → B
by δ(a,b) = σ(a) + b for all (a,b) ∈ A ⊕ B. Because E is exact, it is also not diﬃcult to
10check that the diagram
E′′ : 0 //A
i //
1A
￿￿
A ⊕ B
π //
δ
￿￿
B //
τ
￿￿
0
E : 0 //A
σ //B
τ //C //0
is commutative. By Lemma 2.1.4, E′′ is congruent to Eτ. Hence Eτ is split by Re-
mark 2.1.2.
Next, we show (2). Since E1 is split, there is an R-module homomorphism δ1 : B1 →
A1 such that δ1σ1 = 1A1. Consider the short exact sequence E2 : 0 → A1
1A1 → A1 → 0 → 0.
Then the diagram
E1 : 0 //A1
σ1 //
1A1
￿￿
B1
τ1 //
δ1
￿￿
C1 //
0
￿￿
0
E2 : 0 //A1
1A1 //A1 //0 //0
is commutative, i.e., (1A1,δ1,0) : E1 → E2 is a morphism in the category E. Because
(S,E∗,T) is a connected pair, the diagram
S(C1)
(E1)∗//
0=S(0)
￿￿
T(A1)
T(1A1)=1T(A1)
￿￿
S(0)
(E2)∗//T(A1)
is commutative. Hence (E1)∗ = 0. 2
Remark 2.2.4. By Proposition 2.2.2 and Corollary 2.2.3, for every short exact sequence
0 → A
σ → B
τ → C → 0 and for every connected pair (S,E∗,T), we have a complex
S(A)
S(σ)
→ S(B)
S(τ)
→ S(C)
E∗ → T(A)
T(σ)
→ T(B)
T(τ)
→ T(C) .
More precisely, T(σ)E∗ = (σE)∗ = 0, since σE is split; E∗S(τ) = (Eτ)∗ = 0, since Eτ
is split.
Deﬁnition 2.2.5.
(1) Let S and S′ be two additive functors. A natural transformation f : S → S′
is a function that assigns every R-module C an R-module homomorphism f(C) :
11S(C) → S′(C) such that if γ : C → C1 is an R-module homomorphism, then the
diagram
S(C)
S(γ) //
f(C)
￿￿
S(C1)
f(C1)
￿￿
S′(C)
S′(γ)//S′(C1)
is commutative.
(2) Let (S,E∗,T) and (S′,E∗
′,T ′) be two connected pairs, and let E : 0 → A → B →
C → 0 be a short exact sequence of R-modules. A morphism (f,g) : (S,E∗,T) →
(S′,E∗
′,T ′) of connected pairs is a pair of natural transformations f : S → S′
and g : T → T ′ such that the diagram
S(C)
E∗ //
f(C)
￿￿
T(A)
g(A)
￿￿
S′(C)
E∗
′
//T ′(A)
is commutative.
(3) A connected pair (S,E∗,T) is said to be right universal if for every connected
pair (S′,E∗
′,T ′) and for every natural transformation f : S → S′, there is a unique
natural transformation g : T → T ′ such that (f,g) : (S,E∗,T) → (S′,E∗
′,T ′) is a
morphism of connected pairs.
In this thesis, we only use the deﬁnition of being right universal for connected pairs,
so we skip the deﬁnition of being left universal for connected pairs.
Theorem 2.2.6. Let (S,E∗,T) be a connected pair. Suppose that for every short exact
sequence 0 → A → I → M → 0 with I an injective R-module, the sequence S(I) →
S(M) → T(A) → 0 is exact. Then (S,E∗,T) is right universal.
Proof. Let (S′,E∗
′,T ′) be a connected pair and let f : S → S′ be a natural transfor-
mation. We want to show that there exists a unique natural transformation g : T → T ′
such that (f,g) : (S,E∗,T) → (S′,E∗
′,T ′) is a morphism of connected pairs. We ﬁrst
show the existence of g. Let A be an R-module. Then A can be embedded into an
12injective R-module I, so we have a short exact sequence EA : 0 → A
i → I
π → M → 0,
where M = I/i(A). By the assumption, S(I)
S(π)
−→ S(M)
(EA)∗ −→ T(A) −→ 0 is exact.
By Remark 2.2.4, S′(I)
S′(π)
−→ S′(M)
(EA)∗
′
−→ T ′(A)
T′(i)
−→ T ′(I) is a complex. And because
f : S → S′ is a natural transformation, the diagram
S(I)
S(π) //
f(I)
￿￿
S(M)
f(M)
￿￿
S′(I)
S′(π)//S′(M)
is commutative. Therefore we have a commutative diagram
S(I)
S(π) //
f(I)
￿￿
S(M)
(EA)∗ //
f(M)
￿￿
T(A) //0
S′(I)
S′(π)//S′(M)
(EA)∗
′
//T ′(A)
T′(i) //T ′(I) ,
where the upper row is exact and the lower row is a complex. By the above commutative
diagram, we have (EA)∗
′f(M)S(π) = (EA)∗
′S′(π)f(I) = 0, and so (EA)∗
′f(M)[Ker(EA)∗]
= (EA)∗
′f(M)[ImS(π)] = 0. Thus Ker(EA)∗ ⊆ Ker[(EA)∗
′f(M)]. Moreover, because
T(A) ∼ = S(M)/Ker(EA)∗, there exists an R-module homomorphism g(A) : T(A) → T ′(A)
such that
g(A)(EA)∗ = (EA)∗
′
f(M). (1)
Hence, for every R-module A, we assign A an R-module homomorphism g(A) : T(A) →
T ′(A) such that g(A)(EA)∗ = (EA)∗
′f(M).
Next, we show that g : T → T ′ is a natural transformation. Let α : A → A1 be an
R-module homomorphism. We want to show that the diagram
T(A)
T(α) //
g(A)
￿￿
T(A1)
g(A1)
￿￿
T ′(A)
T′(α)//T ′(A1)
is commutative, i.e., g(A1)T(α) = T ′(α)g(A). Similarly as above, we have a short exact
sequence EA1 : 0 → A1
i1 → I1
π1 → M1 → 0, where I1 is injective, and a commutative
13diagram
S(I1)
S(π1)//
f(I1)
￿￿
S(M1)
(EA1)∗//
f(M1)
￿￿
T(A1) //
g(A1)
￿￿
0
S′(I1)
S′(π1)//S′(M1)
(EA1)∗
′
//T ′(A1) //T ′(I1) ,
where the upper row is exact and the lower row is a complex. In particular, we have
(EA1)∗
′f(M1) = g(A1)(EA1)∗ . (2)
We consider the diagram
EA : 0 //A
i //
α
￿￿
I
π //M //0
EA1 : 0 //A1
i1 //I1
π1 //M1 //0 .
Note that because I1 is injective, there exists an R-module homomorphism β : I → I1
such that the diagram
0 //A
i1α
￿￿
i //I
β ￿￿￿￿￿￿￿￿￿￿
I1
is commutative, i.e., β i = i1α. Also, since π1β i = π1i1α = 0, Imi ⊆ Kerπ1β. Thus
there exists an R-module homomorphism γ : M → M1 such that γπ = π1β. Therefore,
we have a commutative diagram
EA : 0 //A
i //
α
￿￿
I
π //
β
￿￿
M //
γ
￿￿
0
EA1 : 0 //A1
i1 //I1
π1 //M1 //0 ,
i.e., (α,β,γ) : EA → EA1 is a morphism in the category E. Since (S,E∗,T) and
(S′,E∗
′,T ′) are connected pairs,
T(α)(EA)∗ = (EA1)∗S(γ) and T
′(α)(EA)∗
′ = (EA1)∗
′S
′(γ) . (3)
Moreover, because f : S → S′ is a natural transformation,
S
′(γ)f(M) = f(M1)S(γ). (4)
14Thus we have
T ′(α)g(A)(EA)∗ = T ′(α)(EA)∗
′f(M)
 
by(1)
 
= (EA1)∗
′S′(γ)f(M)
 
by(3)
 
= (EA1)∗
′f(M1)S(γ)
 
by(4)
 
= g(A1)(EA1)∗S(γ)
 
by(2)
 
= g(A1)T(α)(EA)∗
 
by(3)
 
.
Hence T ′(α)g(A) = g(A1)T(α), since (EA)∗ is onto.
Next we show that (f,g) : (S,E∗,T) → (S′,E∗
′,T ′) is a morphism of connected pairs,
i.e., if E : 0 → A → B → C → 0 is a short exact sequence, then the diagram
S(C)
E∗ //
f(C)
￿￿
T(A)
g(A)
￿￿
S′(C)
E∗
′
//T ′(A)
is commutative. So far we already show that for each R-module A with the special short
exact sequence EA : 0 → A → I → M → 0, the diagram
S(M)
(EA)∗ //
f(M)
￿￿
T(A)
g(A)
￿￿
S′(M)
(EA)∗
′
//T ′(A)
is commutative. Let E : 0 → A → B → C → 0 be a short exact sequence. We consider
the diagram
E : 0 //A //
1A
￿￿
B //C //0
EA : 0 //A //I //M // 0.
Because I is injective and because the map B → C is onto, similar as above, there exist
R-module homomorphisms µ : B → I and ν : C → M such that (1A,µ,ν) : E → EA is
a morphism in the category E, i.e, the diagram
E : 0 //A //
1A
￿￿
B //
µ
￿￿
C //
ν
￿￿
0
EA : 0 //A //I //M //0
15is commutative. By the fact that (S,E∗,T) and (S′,E∗
′,T ′) are connected pairs, we have
E∗ = (EA)∗S(ν) and E∗
′ = (EA)∗
′S′(ν). Moreover, f(M)S(ν) = S′(ν)f(C), since f is a
natural transformation. Therefore,
g(A)E∗ = g(A)(EA)∗S(ν) = (EA)∗
′f(M)S(ν) = (EA)∗
′S
′(ν)f(C) = E∗
′f(C).
Hence (f,g) is a morphism of connected pairs.
Finally, we show that g is unique. Suppose that g1 : T → T ′ is a natural transforma-
tion such that (f,g1) : (S,E∗,T) → (S′,E∗
′,T ′) is a morphism of connected pairs, i.e.,
g1(A)E∗ = E∗
′f(C). Then g1(A)E∗ = E∗
′f(C) = g(A)E∗. Thus g1(A) = g(A) for every
R-module A, since E∗ is onto. Hence g1 = g and this proof is complete. 2
2.3 Connected sequences and universal connected sequences
Deﬁnition 2.3.1.
(1) Let {T n}n≥0 be a family of additive functors and let {En}n≥0 be a family of func-
tions. A connected sequence {T n,En}n≥0 is a sequence {    ,T n,En,T n+1,   }
such that each pair (T n,En,T n+1) is a connected pair for all n ≥ 0.
(2) A connected sequence {T n,En}n≥0 is said to be universal if for every connected
sequence {T ′n,E′n}n≥0 and for every natural transformation f0 : T 0 → T ′0, there
is a unique family of natural transformations {fn}n≥1 such that fn+1En = E′nfn
for all n ≥ 0, i.e., for each short exact sequence of R-modules E : 0 → A → B →
C → 0, the diagram
T n(C)
En //
fn(C)
￿￿
T n+1(A)
fn+1(A)
￿￿
T ′n(C)
E′n
//T ′n+1(A)
is commutative.
Remark 2.3.2. A connected sequence {T n,En}n≥0 assigns every short exact sequence
E : 0 → A → B → C → 0 a complex
    → T
n(A) → T
n(B) → T
n(C)
En
→ T
n+1(A) →     .
16This follows from the deﬁnition of connected sequences and Remark 2.2.4.
Theorem 2.3.3. Let {T n,En}n≥0 be a connected sequence. Suppose that for every short
exact sequence 0 → A → I → M → 0 with I an injective R-module, the sequence
T n(I) → T n(M) → T n+1(A) → 0 is exact for all n ≥ 0. Then {T n,En}n≥0 is universal.
Proof. Let {T ′n,E′n}n≥0 be a connected sequence and let f0 : T 0 → T ′0 be a natural
transformation. We want to show that there exists a unique family of natural transforma-
tions {fn}n≥1 such that fn+1En = E′nfn for all n ≥ 0. First note that for every n ≥ 0,
(T n,En,T n+1) is a connected pair. Since for every short exact sequence 0 → A → I →
M → 0 with I an injective R-module, the sequence T n(I) → T n(M) → T n+1(A) → 0 is
exact for all n ≥ 0, by Theorem 2.2.6, (T n,En,T n+1) is right universal for all n ≥ 0.
Now, we show the existence of {fn}n≥1 by induction on n. For n = 1, because we have
a right universal connected pair (T 0,E0,T 1) and a natural transformation f0 : T 0 → T ′0,
by Deﬁnition 2.2.5, there is a unique natural transformation f1 : T 1 → T ′1 such that
(f0,f1) : (T 0,E0,T 1) → (T ′0,E′0,T ′1) is a morphism of connected pairs, i.e., for every
short exact sequence of R-modules E : 0 → A → B → C → 0, the diagram
T 0(C)
E0 //
f0(C)
￿￿
T 1(A)
f1(A)
￿￿
T ′0(C)
E′0
//T ′1(A)
is commutative, i.e., f1E0 = E′0f0.
Next, suppose n ≥ 2 and suppose for k = 1,2,    ,n − 1, there exist natural trans-
formations fk : T k → T ′k such that fkEk−1 = E′k−1fk−1. Because the connected pair
(T n−1,En−1,T n) is right universal and fn−1 : T n−1 → T ′n−1 is a natural transforma-
tion, again by Deﬁnition 2.2.5, there is a unique natural transformation fn : T n → T ′n
such that (fn−1,fn) : (T n−1,En−1,T n) → (T ′n−1,E′n−1,T ′n) is a morphism of connected
pairs, i.e., fnEn−1 = E′n−1fn−1. Hence {fn}n≥1 is a family of natural transformations
such that fn+1En = E′nfn for all n ≥ 0.
Finally, we show the uniqueness of {fn}n≥1. In the above proof, we know that fn+1
is uniquely determined by fn for all n ≥ 0. Since f0 is given, the proof is complete. 2
17In the next corollary, we use Theorem 2.3.3 to give some other conditions that guar-
antees a connected sequence {T n,En}n≥0 to be universal. Later in this thesis, we will
use the following corollary to prove that certain connected sequences are universal.
Corollary 2.3.4. Let {T n,En}n≥0 be a connected sequence and suppose that
• T n(I) = 0 for all injective R-modules I and n > 0, and that
• for every short exact sequence E : 0 → A → B → C → 0, the assigned complex
    → T
n(A) → T
n(B) → T
n(C)
En
→ T
n+1(A) →    
is exact.
Then {T n,En}n≥0 is universal.
Proof. Let E : 0 → A → I → M → 0 be a short exact sequence with I an injective
R-module. By assumption, we have an exact sequence
    → T
n(A) → T
n(I) → T
n(M)
En
→ T
n+1(A) →     .
Since T n(I) = 0 for all n > 0, we see that T n(I) → T n(M) → T n+1(A) → 0 is exact for
all n ≥ 0. By Theorem 2.3.3, {T n,En}n≥0 is universal. 2
Lemma 2.3.5. Let {T n,En}n≥0 and {T ′n,E′n}n≥0 be two connected sequences. Suppose
{T n,En}n≥0 and {T ′n,E′n}n≥0 are universal with T 0 = T ′0. Then T n(A) ∼ = T ′n(A) for
all R-module A and n ≥ 0.
Proof. Because the connected sequence {T n,En}n≥0 is universal and f0 = 1 : T 0 →
T ′0 is a natural transformation, by Deﬁnition 2.3.1, there exists a family of natural
transformations {fn}n≥1 such that fn+1En = E′nfn for all n ≥ 0, i.e., for each short
exact sequence of R-modules E : 0 → A → B → C → 0, the diagram
T n(C)
En //
fn(C)
￿￿
T n+1(A)
fn+1(A)
￿￿
T ′n(C)
E′n
//T ′n+1(A)
18is commutative for all n ≥ 0. Similarly, since the connected sequence {T ′n,E′n}n≥0 is
universal and f′0 = 1 : T ′0 → T 0 is a natural transformation, there exists a family of
natural transformations {f′n}n≥1 such that f′n+1EA
′n = EA
nf′n for all n ≥ 0, i.e., for
each short exact sequence of R-modules E : 0 → A → B → C → 0, the diagram
T ′n(C)
E′n
//
f′n(C)
￿￿
T ′n+1(A)
f′n+1(A)
￿￿
T n(C)
En //T n+1(A)
is commutative for all n ≥ 0. Therefore, the diagram
T n(C)
En //
fn(C)
￿￿
T n+1(A)
fn+1(A)
￿￿
T ′n(C)
E′n
//
f′n(C)
￿￿
T ′n+1(A)
f′n+1(A)
￿￿
T n(C)
En //T n+1(A)
is commutative for all n ≥ 0, i.e., f′n+1fn+1En = Enf′nfn for all n ≥ 0. Hence for the
connected sequence {T n,En}n≥0 and the natural transformation 1T0 = f′0f0 : T 0 → T 0,
{f′nfn}n≥1 is a family of natural transformations such that (f′n+1fn+1)En = En(f′nfn)
for all n ≥ 0. On the other hand, it is clear that {1Tn}n≥1 is also a family of natural
transformations such that 1Tn+1En = En 1Tn for all n ≥ 0. Since the connected sequence
{T n,En}n≥0 is universal, {f′nfn}n≥1={1Tn}n≥1, i.e.,
f
′nf
n = 1Tn for all n ≥ 1.
Similarly, because for each short exact sequence of R-modules E : 0 → A → B → C → 0,
the diagram
T ′n(C)
E′n
//
f′n(C)
￿￿
T ′n+1(A)
f′n+1(A)
￿￿
T n(C)
En //
fn(C)
￿￿
T n+1(A)
fn+1(A)
￿￿
T ′n(C)
E′n
//T ′n+1(A)
is commutative for all n ≥ 0, i.e., fn+1f′n+1E′n = E′nfnf′n for all n ≥ 0. Thus for
the connected sequence {T ′n,E′n}n≥0 and the natural transformation 1T′0 = f0f′0 :
19T ′0 → T ′0, {fnf′n}n≥1 is a family of natural transformations such that (fn+1f′n+1)E′n =
E′n(fnf′n) for all n ≥ 0. Again, it is clear that {1T′n}n≥1 is a family of natural trans-
formations such that 1T′n+1E′n = E′n 1T′n for all n ≥ 0. Since the connected sequence
{T ′n,E′n}n≥0 is universal, {fnf′n}n≥1={1T′n}n≥1, i.e.,
f
nf
′n = 1T′n for all n ≥ 1.
Therefore, fn(A) : T n(A) → T ′n(A) is an isomorphism for all R-module A and n ≥ 0.
Hence T n(A) ∼ = T ′n(A) for all n ≥ 0. 2
203 Local Cohomology and ˇ Cech Complexes
3.1 Local cohomology vs universal connected sequences
In this section, we will show that {Hn
m(−),En}n≥0 is a universal connected sequence. In
order to do so, we need some properties of the right derived functors and cohomology.
Deﬁnition 3.1.1. ([3], 10.1) Let X and Y be cochain complexes.
(1) A cochain map f : X → Y is said to be null-homotopic if for all n, there exist
maps sn : Xn → Yn−1 such that δnsn + sn+1λn+1 = fn, where λn and δn are the
boundary maps in X and Y, respectively.
(2) Cochain maps f,g : X → Y are said to be cochain homotopic, and denoted by
f ∼ g, if f − g is null homotopic .
(3) A cochain map f : X → Y is called a homotopy equivalence if there exists a
cochain map g : Y → X such that gf ∼ 1X and fg ∼ 1Y. In this case we say that
X and Y are homotopy equivalent.
Remark 3.1.2. ([3], 10.1) It is well-known that if a cochain map f : X → Y is null-
homotopic, then the induced map f∗ on cohomology is the zero map.
Let A be an R-module and let T be a left exact additive functor. The nth right
derived functor RnT associate to T is deﬁned as the following.
• For an R-module A, RnT(A) = Hn(T(IA)), where IA is a cochain complex obtained
by deleting A from an injective resolution I of A and T(IA) is the cochain complex
obtained by applying T to every term in IA.
• For an R-module homomorphism f : A → B,
R
nT(f) = (T ˆ f)
∗ : H
n(T(IA)) → H
n(T(IB))
is the map on cohomology induced by the cochain map T ˆ f : T(IA) → T(IB), where
ˆ f : IA → IB is a cochain map lifting f via the Comparison Theorem.
21Proposition 3.1.3. ([3], 10.5)(Comparison Theorem) Let A and B be R-modules.
Let h : A → B be an R-module homomorphism. Suppose that
N : 0 //A
φ0 //
h
￿￿
N0
φ1 //N1 //    
Q : 0 //B
ψ0 //Q0
ψ1 //Q1 //    
is a diagram of complexes with Qn injective for each n ≥ 0 and N exact. Then there
exist maps hn : Nn → Qn making the diagram commute. In other words, there exists a
cochain map ˆ h : N → Q lifting h.
Note that if I and I′ are two cochain complexes obtained by deleting A from injective
resolutions of A, then I and I′ are homotopy equivalent. Moreover, T carries homotopy
equivalent cochain complexes to homotopy equivalent cochain complexes and carries chain
homotopic cochain maps to chain homotopic cochain maps. Hence RnT does not depend
on the choice of injective resolutions.
Lemma 3.1.4. ([3], 11.9) Let T be a left exact additive functor.
(1) RnT is an additive functor for all n ≥ 0.
(2) R0T(A) = T(A) and R0T(f) = T(f), for all R-modules A and R-module homo-
morphisms f.
(3) For each short exact sequence of R-modules E : 0 → A → B → C → 0, there is a
long exact sequence of cohomology
0 → R
0T(A) → R
0T(B) → R
0T(C) → R
1T(A) →     .
(4) Let E : 0 → A
σ → B
τ → C → 0 be a split short exact sequence of R-modules. Then
the sequence T(E) : 0 → T(A)
T(σ)
−→ T(B)
T(τ)
−→ T(C) → 0 is exact.
Now we know that RnT is an additive functor for all n ≥ 0 with R0T = T. We let
En denote the connecting maps RnT(C) → Rn+1T(A) for all n ≥ 0.
22Lemma 3.1.5. ([4], 2.4.1) Let E : 0 → K
φ
→ L
ψ
→ M → 0 be a short exact sequence of
cochain complexes, where φ and ψ are cochain maps. Then there is a long exact sequence
of cohomology
    → H
n(K)
(φn)∗
−→ H
n(L)
(ψn)∗
−→ H
n(M) −→ H
n+1(K) →    
where (φn)∗ and (ψn)∗ are the maps of cohomology induced by the R-module homomor-
phisms φn : Kn → Ln and ψn : Ln → Mn, respectively, for all n.
We also let En denote the connecting map Hn(M) → Hn+1(K) for all n.
Lemma 3.1.6. ([4], 2.4.2) Let E : 0 → K → L → M → 0 and E′ : 0 → K′ → L′ →
M′ → 0 be two short exact sequences of cochain complexes. Suppose that there are three
cochain maps f : K → K′, g : L → L′, and h : M → M′ such that the diagram
0 //K //
f
￿￿
L //
g
￿￿
M //
h
￿￿
0
0 //K′ //L′ //M′ //0
is commutative. Then the diagram
Hn(M)
En //
(hn)∗
￿￿
Hn+1(K)
(fn+1)∗
￿￿
Hn(M′)
(E′)n
//Hn+1(K′)
is commutative for all n.
Proposition 3.1.7. Let 0 → A
σ0 −→ B
τ0 −→ C → 0 be a short exact sequence of R-
modules. Then there is a short exact sequence of complexes 0 → IA → IB → IC → 0,
where IA,IB, IC are injective resolutions of A, B, C, respectively.
Proof. First, we embed B and C into injective R-modules A0 and C0, respectively,
and let φ0 : B → A0 and h0 : C → C0 be embedding maps. Then the composite
f0 = φ0σ0 : A → A0 is an R-module monomorphism, since φ0 and σ0 are both R-module
monomorphisms. Now we deﬁne g0 : B → A0 ⊕ C0 by g0(b) = (φ0(b),h0τ0(b)) for all
23b ∈ B. Then it is not diﬃcult to check that the diagram
0 //A
σ0 //
f0
￿￿
B
τ0 //
g0
￿￿
C //
h0
￿￿
0
0 //A0
i //A0 ⊕ C0
π //C0 //0
is commutative. Moreover, because f0 and h0 are both one-to-one, g0 is one-to-one, by
the Five Lemma. Also, A0 ⊕ C0 is injective since A0 and C0 are injective. Then the
diagram
0
￿￿
0
￿￿
0
￿￿
0 //A
σ0 //
f0
￿￿
B
τ0 //
g0
￿￿
C //
h0
￿￿
0
0 //A0
i //A0 ⊕ C0
π //C0 //0
(1)
is commutative with exact rows and columns.
Secondly, by the Snake Lemma, we have the exact sequence
0 → Kerf0 → Kerg0 → Kerh0 → Cokerf0 → Cokerg0 → Cokerh0 → 0 .
Because h0 is one-to-one, 0 → Cokerf0
σ1 → Cokerg0
τ1 → Cokerh0 → 0 is exact, where σ1
and τ1 are the R-module homomorphisms induced by i : A0 → A0⊕C0 and π : A0⊕C0 →
C0, respectively. Similar as above, there are injective R-modules A1, C1 and R-module
homomorphisms φ1, f1, g1, and h1 such that the diagram
0
￿￿
0
￿￿
0
￿￿
0 //Cokerf0
σ1 //
f1
￿￿
Cokerg0
τ1 //
g1
￿￿
Cokerh0 //
h1
￿￿
0
0 //A1
i //A1 ⊕ C1
π //C1 //0
(2)
is commutative with exact rows and columns. We take
f1 = f1 πA0, g1 = g1 πA0⊕C0, and h1 = h1 πC0 ,
where πA0 : A0 → Cokerf0, πA0⊕C0 : A0 ⊕ C0 → Cokerg0, and πC0 : C0 → Cokerh0 are
the canonical epimorphisms. Since f1 is one-to-one and KerπA0 = Imf0, Kerf1 = Imf0.
24Similarly, we have Kerg1 = Img0 and Kerh1 = Imh0. Hence, from the commutative
diagrams (1) and (2), we see that the diagram
0
￿￿
0
￿￿
0
￿￿
0 //A
σ0 //
f0
￿￿
B
τ0 //
g0
￿￿
C //
h0
￿￿
0
0 //A0
i //
f1
￿￿
A0 ⊕ C0
π //
g1
￿￿
C0 //
h1
￿￿
0
0 //A1
i //A1 ⊕ C1
π //C1 //0
(3)
is commutative with exact rows and columns.
Thirdly, applying the Snake lemma to the diagram (2), because h1 is one-to-one, we
have the exact sequence 0 → Cokerf1
σ2 → Cokerg1
τ2 → Cokerh1 → 0, where σ2 and τ2 are
the R-module homomorphisms induced by i : A1 → A1 ⊕ C1 and π : A1 ⊕ C1 → C1,
respectively. Then similar as above, there are injective R-modules A2, C2 and R-module
homomorphisms φ2, f2, g2, and h2 such that the diagram
0
￿￿
0
￿￿
0
￿￿
0 //Cokerf1
σ2 //
f2
￿￿
Cokerg1
τ2 //
g2
￿￿
Cokerh1 //
h2
￿￿
0
0 //A2
i //A2 ⊕ C2
π //C2 //0
(4)
is commutative with exact rows and columns. On the other hand, since Imf1 = Imf1,
Cokerf1 = Cokerf1. Similarly, we have Cokerg1 = Cokerg1, and Cokerh1 = Cokerh1.
We take
f2 = f2 πA1, g2 = g2 πA1⊕C1, and h2 = h2 πC1 ,
where πA1 : A1 → Cokerf1 = Cokerf1, πA1⊕C1 : A1 ⊕ C1 → Cokerg1 = Cokerg1, and
πC1 : C1 → Cokerh1 = Cokerh1 are the canonical epimorphisms. Similar as above,
25combining the commutative diagrams (3) and (4), we have the commutative diagram
0
￿￿
0
￿￿
0
￿￿
0 //A
σ0 //
f0
￿￿
B
τ0 //
g0
￿￿
C //
h0
￿￿
0
0 //A0
i //
f1
￿￿
A0 ⊕ C0
π //
g1
￿￿
C0 //
h1
￿￿
0
0 //A1
i //
f2
￿￿
A1 ⊕ C1
π //
g2
￿￿
C1 //
h2
￿￿
0
0 //A2
i //A2 ⊕ C2
π //C2 //0
(5)
in which all rows and columns are exact.
Finally, continue the same discussion, then we will get injective resolutions IA : 0 →
A
f0 → A0
f1 −→ A1
f2 −→     of A, IB : 0 → B
g0 → B0 = A0 ⊕ C0
g1 −→ B1 = A1 ⊕ C1
g2 −→    
of B, and IC : 0 → C
h0 → C0
h1 −→ C1
h2 −→     of C such that 0 → IA → IB → IC → 0 is
exact. The proof is complete. 2
Let E : 0 → A
σ0 −→ B
τ0 −→ C → 0 and E′ : 0 → A′ σ0
′
−→ B′ τ0
′
−→ C′ → 0 be two
short exact sequences of R-modules. By Proposition 3.1.7, for the short exact sequence
E, there exists a short exact sequence of complexes 0 → IA → IB → IC → 0, where IA,
IB, IC are injective resolutions of A, B, C, respectively. In particular, we know that the
nth level of the short exact sequence of complexes 0 → IA → IB → IC → 0 is 0 → An
i →
An ⊕Cn
π → Cn → 0 for all n ≥ 0. Similarly, for the short exact sequence E′, there exists
a short exact sequence of complexes 0 → IA′ → IB′ → IC′ → 0, where IA′, IB′, IC′
are injective resolutions of A′, B′, C′, respectively. And the nth level of the short exact
sequence of complexes 0 → IA′ → IB′ → IC′ → 0 is 0 → An
′ i → An
′⊕Cn
′ π → Cn
′ → 0 for
all n ≥ 0. In the next proposition, we will show that if (α,β,γ) : E → E′ is a morphism
in the category E, then there exist three cochain maps ˆ α, ˆ β, and ˆ γ such that the diagram
0 //IA //
ˆ α
￿￿
IB //
ˆ β
￿￿
IC //
ˆ γ
￿￿
0
0 //IA′ //IB′ //IC′ //0
26is commutative.
Proposition 3.1.8. Let E : 0 → A
σ0 −→ B
τ0 −→ C → 0 and E′ : 0 → A′ σ0
′
−→ B′ τ0
′
−→
C′ → 0 be two short exact sequences of R-modules. Suppose that (α,β,γ) : E → E′ is a
morphism in the category E, i.e., the diagram
E : 0 //A
σ0 //
α
￿￿
B
τ0 //
β
￿￿
C //
γ
￿￿
0
E′ : 0 //A′ σ′
0 //B′ τ′
0 //C′ //0
is commutative. Then there exist injective resolutions IA, IB, IC, IA′, IB′, IC′ of A, B,
C, A′, B′, C′, respectively, and three cochain maps ˆ α : IA → IA′, ˆ β : IB → IB′, and
ˆ γ : IC → IC′ such that the diagram
0 //IA //
ˆ α
￿￿
IB //
ˆ β
￿￿
IC //
ˆ γ
￿￿
0
0 //IA′ //IB′ //IC′ //0
is commutative.
Proof. Recall that in the proof of Proposition 3.1.7, for the short exact sequence E, we
construct injective resolutions
IA : 0 → A
f0 → A0
f1 −→ A1
f2 −→    
IB : 0 → B
g0 → B0 = A0 ⊕ C0
g1 −→ B1 = A1 ⊕ C1
g2 −→    
IC : 0 → C
h0 → C0
h1 −→ C1
h2 −→    
such that 0 → IA → IB → IC → 0 is exact. In particular, we use two embedding maps
φ0 : B → A0 and h0 : C → C0 to obtain the maps f0 and g0; more precisely, f0 = φ0σ0
and g0 : B → A0 ⊕ C0 is deﬁned by g0(b) = (φ0(b),h0τ0(b)) for all b ∈ B. Similarly, for
the short exact sequence E′, we can construct injective resolutions
IA′ : 0 → A′ f0
′
→ A0
′ f1
′
−→ A1
′ f2
′
−→    
IB′ : 0 → B′ g0
′
→ B0
′ = A0
′ ⊕ C0
′ g1
′
−→ B1
′ = A1
′ ⊕ C1
′ g2
′
−→    
IC′ : 0 → C′ h0
′
→ C0
′ h1
′
−→ C1
′ h2
′
−→    
27such that 0 → IA′ → IB′ → IC′ → 0 is exact; we also use two embedding maps
φ0
′ : B′ → A0
′ and h0
′ : C′ → C0
′ to construct the maps f0
′ and g0
′; more precisely,
φ0
′σ0
′ = f0
′ and g0
′ : B′ → A0
′ ⊕ C0
′ is deﬁned by g0
′(b′) = (φ0
′(b′),h′
0τ0(b′)) for all
b′ ∈ B′.
Because α : A → A′ is an R-module homomorphism, by the Comparison Theorem,
there is a cochain map ˆ α : IA → IA′, i.e., the diagram
0 //A
f0 //
α
￿￿
A0
f1 //
α0
￿￿
A1
f2 //
α1
￿￿
   
0 //A′ f0
′
//A0
′ f1
′
//A1
′ f2
′
//    
is commutative. Similarly, since γ : C → C′ is an R-module homomorphism, there is a
cochain map ˆ γ : IC → IC′, i.e, the diagram
0 //C
h0 //
γ
￿￿
C0
h1 //
γ0
￿￿
C1
h2 //
γ1
￿￿
   
0 //C′ h0
′
//C0
′ h1
′
//C1
′ h2
′
//    
is commutative. We want to ﬁnd a cochain map ˆ β : IB → IB′, such that the diagram
0 //IA //
ˆ α
￿￿
IB //
ˆ β
￿￿
IC //
ˆ γ
￿￿
0
0 //IA′ //IB′ //IC′ //0
is commutative.
First, we want to ﬁnd an R-module homomorphism β0 : A0 ⊕ C0 → A0
′ ⊕ C0
′ such
that the 3-dimensional diagram
28(1) 0 A′
0 A′
0 ⊕ C′
0 C′
0 0
0 A0 A0 ⊕ C0 C0 0
0 A′ B′ C′ 0
0 A B C 0
σ0 τ0
σ′
0 τ′
0
α β γ
α0 β0 γ0
f′
0 g′
0 h′
0
f0 g0 h0
is commutative. Since we already know that the upper level diagram and the left and the
right vertical diagrams are commutative, it remains to show that the lower level diagram
and the middle vertical diagram are commutative. First of all, because τ0 is onto, for
each c ∈ C, there exists b ∈ B such that c = τ0(b). If c = τ0(b1) = τ0(b2) for b1, b2 ∈ B,
then τ0(b1 − b2) = 0, and so b1 − b2 ∈ Kerτ0. Since E is exact, Kerτ0 = Imσ0 and so
b1 − b2 = σ0(a) for some a ∈ A. Because φ0
′σ0
′ = f0
′ and φ0σ0 = f0, we have
[φ0
′β(b1) − α0φ0(b1)] − [φ0
′β(b2) − α0φ0(b2)]
= φ0
′β(b1 − b2) − α0φ0(b1 − b2)
= φ0
′β(σ0(a)) − α0φ0(σ0(a))
= φ0
′σ0
′α(a) − α0φ0(σ0(a)) (since βσ0 = σ0
′α)
= f0
′α(a) − α0f0(a) (since φ0
′σ′ = f0
′ and φ0σ0 = f0)
= (f0
′α − α0f0)(a)
= 0.
Thus for all c ∈ C, we can deﬁne a map µ0 : C → A0
′ by µ0(c) = µ0(τ0(b)) = φ0
′β(b) −
α0φ0(b) where b ∈ B with τ0(b) = c. For all c1, c2 ∈ C, there exist b1, b2 ∈ B such that
c1 = τ0(b1) and c2 = τ0(b2). Then we have c1+c2 = τ0(b1 +b2) and then it is not diﬃcult
to check that µ0 is an R-module homomorphism. Moreover, because A0
′ is injective,
29there exists an R-module homomorphism ν0 : C0 → A0
′ such that the diagram
0 //C
µ0
￿￿
h0 //C0
ν0 ~~}}}}}}}}
A0
′
is commutative, i.e., ν0h0 = µ0. Therefore, we can deﬁne β0 : A0 ⊕ C0 → A0
′ ⊕ C0
′
by β0(a0,c0) = (α0(a0) + ν0(c0),γ0(c0)). It is not diﬃcult to check that the lower level
diagram in (1)
0 //A0 //
α0
￿￿
A0 ⊕ C0 //
β0
￿￿
C0 //
γ0
￿￿
0
0 //A0
′ //A0
′ ⊕ C0
′ //C0
′ //0
is commutative. Now we show that the middle vertical diagram in (1) is commutative,
i.e., β0g0 = g0
′β. For all b ∈ B, recall that g0(b) = (φ0(b),h0τ0(b)), so
β0g0(b) = β0(φ0(b),h0τ0(b))
= (α0(φ0(b)) + ν0(h0τ0(b)),γ0(h0τ0(b)))
= (α0φ0(b) + µ0τ0(b),h0
′γτ0(b)) (since ν0h0 = µ0 and γ0h0 = h0
′γ)
= (φ0
′β(b),h0
′γτ0(b)) (since µ0(τ0(b)) = φ0
′β(b) − α0φ0(b))
= (φ0
′β(b),h0
′τ0
′β(b)) (since γτ0 = τ0
′β )
= g0
′β(b) .
Hence β0g0 = g0
′β, and we show that the 3-dimensional diagram (1) is commutative.
Secondly, because the 3-dimensional diagram (1) is commutative, the 3-dimensional
diagram
30(2) 0 Cokerf0
′ Cokerg0
′ Cokerh0
′ 0
0 Coker f0 Cokerg0 Cokerh0 0
0 A0
′ A0
′ ⊕ C0
′ C0
′ 0
0 A0 A0 ⊕ C0 C0 0
α0 β0 γ0
α0
∗ β0
∗ γ0
∗
πA0
′ πB0
′ πC0
′
πA0 πB0 πC0
is also commutative, where α0
∗ : Cokerf0 → Cokerf0
′, β0
∗ : Cokerg0 → Cokerg0
′,
γ0
∗ : Cokerh0 → Cokerh0
′ are the R-module homomorphisms induced by α0, β0, γ0,
respectively. Similar as above, we can ﬁnd an R-module homomorphism β1 : A1 ⊕C1 →
A1
′ ⊕ C1
′ such that the 3-dimensional diagram
(3) 0 A′
1 A′
1 ⊕ C′
1 C′
1 0
0 A1 A1 ⊕ C1 C1 0
0 Cokerf0
′ Cokerg0
′ Cokerh0
′ 0
0 Coker f0 Cokerg0 Cokerh0 0
α0
∗ β0
∗ γ0
∗
α1 β1 γ1
f′
1 g′
1 h′
1
f1 g1 h1
is commutative. Combining the 3-dimensional diagrams (1), (2), and (3), we have the
commutative 3-dimensional diagram
31(4) 0 A′
1 A′
1 ⊕ C′
1 C′
1 0
0 A1 A1 ⊕ C1 C1 0
0 A0
′ A0
′ ⊕ C0
′ C0
′ 0
0 A0 A0 ⊕ C0 C0 0
0 A′ B′ C′ 0
0 A B C 0
0 0 0
0 0 0
Finally, continue the same discussion, then we will get R-module homomorphisms βn for
all n ≥ 2 such that the diagram
0 //IA //
ˆ α
￿￿
IB //
ˆ β
￿￿
IC //
ˆ γ
￿￿
0
0 //IA′ //IB′ //IC′ //0
is commutative. This completes the proof. 2
Theorem 3.1.9. Let T be a left exact additive functor. Then {RnT,En}n≥0 is a universal
connected sequence.
Proof. First, we show that {RnT,En}n≥0 is a connected sequence, i.e., (RnT,En,Rn+1T)
is a connected pair for all n ≥ 0. Let (α,β,γ) : E → E′ be a morphism in the category
E, where E : 0 → A → B → C → 0 and E
′ : 0 → A
′ → B
′ → C
′ → 0 are two short
exact sequences of R-modules. We want to show that the diagram
RnT(C)
En //
RnT(γ)
￿￿
Rn+1T(A)
Rn+1T(α)
￿￿
RnT(C′)
(E′)n
//Rn+1T(A′)
(1)
32is commutative. By Proposition 3.1.8, there exist injective resolutions IA, IB, IC, IA′,
IB′, IC′ of A, B, C, A′, B′, C′, respectively, and three cochain maps ˆ α : IA → IA′,
ˆ β : IB → IB′, and ˆ γ : IC → IC′ such that the diagram
0 //IA //
ˆ α
￿￿
IB //
ˆ β
￿￿
IC //
ˆ γ
￿￿
0
0 //IA′ //IB′ //IC′ //0
is commutative. Then the diagram
0 //T(IA) //
T(ˆ α)
￿￿
T(IB) //
T(ˆ β)
￿￿
T(IC) //
T(ˆ γ)
￿￿
0
0 //T(IA′) //T(IB′) //T(IC′) //0
(2)
is commutative. Because the ith level of 0 → IA → IB → IC → 0 is 0 → Ai →
Ai ⊕ Ci → Ci → 0, which is a split short exact sequence, 0 → T(Ai) → T(Ai ⊕ Ci) →
T(Ci) → 0 is exact by Lemma 3.1.4 (4). Similarly, since the ith level of 0 → IA′ →
IB′ → IC′ → 0 is 0 → A′
i → A′
i ⊕ C′
i → C′
i → 0, which is a split short exact sequence,
0 → T(A′
i) → T(A′
i ⊕ C′
i) → T(C′
i) → 0 is exact. Thus both rows of the commutative
diagram (2) are exact. Therefore, by Lemma 3.1.6, the diagram
Hn(T(IC))
En //
(T(γn))∗
￿￿
Hn+1(T(IA))
(T(αn+1))∗
￿￿
Hn(T(IA′))
(E′)n
//Hn+1(T(I′
A))
(3)
is commutative. By the deﬁnition of right derived functors, the diagram (1) is just the
diagram (3). Hence the diagram (1) is also commutative and so (RnT,En,Rn+1) is a
connected pair for all n ≥ 0.
Next, we show that the connected sequence {RnT,En}n≥0 is universal. Note that for
all injective R-modules I, 0 → I → I → 0 is an injective resolution of I. Since T is left
exact, 0 → T(I) → T(I) → T(0) = 0 is exact and so RnT(I) = 0 for all n > 0. On the
other hand, by Lemma 3.1.4 (3), for each short exact sequence 0 → A → B → C → 0,
there is a long exact sequence of cohomology
0 → R
0T(A) → R
0T(B) → R
0T(C) → R
1T(A) →     .
Therefore, {RnT,En}n≥0 is universal by Corollary 2.3.4. This completes the proof. 2
33Theorem 3.1.10. {Hn
m(−),En}n≥0 is a universal connected sequence with the initial
H0
m(−) = Γm(−).
Proof. Because Γm(−) is a left exact additive functor, {Hn
m(−),En}n≥0 is a universal
connected sequence by Theorem 3.1.9. Moreover, by Lemma 3.1.4 (2), we have that
H0
m(−) = Γm(−). The proof is complete. 2
3.2 Injective hulls
Deﬁnition 3.2.1. Suppose i : N → M is an R-module embedding map.
(1) M is said to be an essential extension of N if i−1(U)  = 0 for all nonzero
submodules U of M.
(2) An essential extension M of N is said to be proper if i is not onto.
Remark 3.2.2. If i : N → M is an R-module embedding map, we use the convention
that U ∩ N denotes the pre-image of U in N, i.e., U ∩ N = i−1(U). We also use the
notation N   M to indicate that i is not onto.
From Deﬁnition 3.2.1, we know that for every R-module N, N is an essential extension
of N itself. In Proposition 3.2.4, we will show that N has no proper essential extension
if and only if N is an injective R-module. Before we prove Proposition 3.2.4, we present
a lemma that we need in the proof.
Lemma 3.2.3. Given an R-module monomorphism φ : U → V and an R-module homo-
morphism f : U → N, we let W = (V ⊕ N)/C, where
C = {(φ(x),−f(x)) ∈ V ⊕ N | x ∈ U}
is a submodule of V ⊕ N. Take g : V → W to be the composition of the natural
homomorphisms V → V ⊕ N → W = (V ⊕ N)/C, i.e., g(v) = (v,0) + C for all
v ∈ V ; and take ψ : N → W to be the composition of the natural homomorphisms
34N → V ⊕ N → W = (V ⊕ N)/C, i.e., ψ(n) = (0,n) + C for all n ∈ N. Then ψ is
one-to-one and the diagram
U
φ //
f
￿￿
V
g
￿￿
N
ψ //W
is commutative, i.e., gφ = ψf.
Proof. First, we show that ψ is one-to-one. Let n ∈ Kerψ. Then (0,n) ∈ C and
so (0,n) = (φ(x),−f(x)) for some x ∈ U. Because φ is one-to-one, x = 0 and we get
n = −f(x) = −f(0) = 0. Hence ψ is one-to-one.
Next, we show that gφ = ψf. Note that for all x ∈ U, since (φ(x),−f(x)) ∈ C, we
have (φ(x),0)+C = (0,f(x))+C. Thus gφ(x) = (φ(x),0)+C = (0,f(x))+C = ψf(x)
for all x ∈ U. Hence gφ = ψf. 2
Proposition 3.2.4. Let N be an R-module. Then N has no proper essential extension
if and only if N is an injective R-module.
Proof. Suppose N has no proper essential extension. Now we show that N is injective,
i.e., if φ : U → V is an R-module monomorphism and f : U → N is an R-module
homomorphism, then there exists an R-module homomorphism α : V → N such that
the diagram
0 //U
φ //
f
￿￿
V
α
￿￿￿￿￿￿￿￿￿
N
is commutative. By Lemma 3.2.3, there exist an R-module W and R-module homomor-
phisms g : V → W and ψ : N → W such that the diagram
U
φ //
f
￿￿
V
g
￿￿
N
ψ //W
(1)
is commutative. Moreover, since ψ : N → W is a monomorphism, N can be thought as
a submodule of W. In order to ﬁnd an R-module homomorphism α, we consider the set
35Σ = {D | D is a submodule of W with D ∩ N = 0}. It not diﬃcult to check that (Σ,⊆)
is a nonempty partially ordered set and that every chain in Σ has an upper bound. By
the Zorn’s Lemma, Σ has a maximal element. Let D be a maximal element in Σ. Since
D ∩ N = 0, the composition of the homomorphisms N
ψ
→ W
π → W/D is one-to-one.
So we can also think of N as a submodule of W/D. We want to show that W/D is an
essential extension of N. Suppose W/D is not an essential extension of N. Then there
exists a nonzero submodule W ′/D of W/D such that (W ′/D) ∩ N = 0, where W ′ is a
submodule of W with D   W ′. We claim that W ′ ∩ N = 0. Let x ∈ W ′ ∩ N. Then
x = ψ(n) for some n ∈ N and we have x + D = π(x) = πψ(n) ∈ (W ′/D) ∩ N. Because
(W ′/D) ∩ N = 0, x ∈ D. Thus x ∈ D ∩ N = 0. So we have W ′ ∩ N = 0. Then W ′ ∈ Σ
with D   W ′. This contradicts the fact that D is a maximal element in Σ. Therefore,
W/D is an essential extension of N. By assumption, N = W/D, i.e. πψ : N → W/D
is an isomorphism. Then there is an R-module homomorphism δ : W/D → N such that
δ(πψ) = 1N, i.e., the diagram
N
ψ //W
π
￿￿
W/D
δ
bbDDDDDDDD
(2)
is commutative. Combining the diagrams (1) and (2), we get the commutative diagram
U
φ //
f
￿￿
V
g
￿￿
N
ψ //W
π
￿￿
W/D.
δ
bbEEEEEEEEE
Take α = δπg, then we have αφ = (δπg)φ = δπψf = 1Nf = f. Hence N is injective.
Conversely, suppose N is an injective R-module. We claim that N has no proper
essential extension. Suppose that M is a proper essential extension of N. Because N is
injective, N is a direct summand of M, i.e., there is a submodule M1 of M such that
M1∩N = 0 and M = N +M1. Since N   M, M1  = 0. This contradicts the fact that M
is a proper essential extension of N. Hence N has no proper essential extension. 2
36Deﬁnition 3.2.5. Let M be an R-module. An injective R-module E is said to be an
injective hull of M if E is an essential extension of M. We denote E by E(M).
Now we show the existence of injective hulls of M and some properties related to
injective hulls of M.
Lemma 3.2.6. Let M be an R-module.
(1) M has an injective hull.
(2) Let E be an injective hull of M and let I be an injective R-module. If f : M → I
is an R-module monomorphism, then there exists an R-module monomorphism φ :
E → I such that the diagram
M
i //
f
￿￿
E
φ
••￿￿￿￿￿￿￿￿
I
is commutative, where i : M → E is the embedding map.
(3) If E and E′ are injective hulls of M, then there exists an R-module isomorphism
φ : E → E′ such that the diagram
M
i //
i1
￿￿
E
φ ••￿￿￿￿￿￿￿￿
E′
is commutative, where i and i1 are the embedding maps.
Proof. For (1), M can be embedded to an injective R-module I. We think of M as a
submodule of I, i.e., M ⊆ I. Consider the set
Σ = {E | E ⊆ I and E is an essential extension of M}.
Then (Σ,⊆) is a nonempty partially ordered set since M ∈ Σ. Now we show that every
chain {Ei}i∈I in Σ has an upper bound. Take N =
 
i∈I Ei. Then N is an R-module
with M ⊆ N ⊆ I. Let N1 be a nonzero submodule of N. Then there exists x ∈ N1 such
that x  = 0. So x ∈ Ei for some i ∈ I. Thus Rx is a nonzero submodule of Ei, and so
37Rx ∩ M  = 0 since Ei is an essential extension of M. Therefore we have N1 ∩ M  = 0.
Thus N is an essential extension of M and so N ∈ Σ. Hence N is an upper bound
of the chain {Ei}i∈I. By the Zorn’s Lemma, Σ has a maximal element. Let E be a
maximal element in Σ. We claim that E is an injective hull of M. Because E is an
essential extension of M, by Deﬁnition 3.2.4, it remains to show that E is an injective
R-module. However, by Proposition 3.2.3, it is enough to show that E has no proper
essential extension. Suppose that E′ is a proper essential extension of E. Because I is
injective, there exists an R-module homomorphism ψ : E′ → I such that the diagram
0 //E
i1 //
i2
￿￿
E′
ψ
￿￿￿￿￿￿￿￿￿￿
I
is commutative, where i1 and i2 are embedding maps. Note that if Kerψ  = 0, then
Kerψ ∩ E  = 0 since E′ is an essential extension of E. However for a ∈ Kerψ ∩ E,
0 = ψ(a) = ψ(i1(a)) = i2(a) = a.
Therefore Kerψ = 0, i.e., ψ is one-to-one. Because E   E′ and Kerψ = 0, E   Imψ ⊆ I.
Now we claim that Imψ is an essential extension of M. We know that every nonzero
submodule of Imψ is of the form ψ(E1
′), where 0   E1
′ ⊆ E′ since ψ is one-to-one. Then
E1
′ ∩ E  = 0 (since E′ is an essential extension of E)
⇒ (E′
1 ∩ E) ∩ M  = 0 (since E is an essential extension of M)
⇒ ψ((E′
1 ∩ E) ∩ M)  = 0 (since ψ is one-to-one)
⇒ ψ(E′
1 ∩ E) ∩ M  = 0 (since ψ is one-to-one again)
⇒ ψ(E′
1) ∩ M  = 0 .
Thus Imψ is an essential extension of M. Then Imψ ∈ Σ with E   Imψ and this
contradicts the fact that E is a maximal element in Σ. Hence E has no proper essential
extension. Therefore, E is a injective hull of M.
For (2), since I is an injective R-module, there exists an R-module homomorphism
38φ : E → I such that the diagram
0 //M
i //
f
￿￿
E
φ
••￿￿￿￿￿￿￿￿
I
is commutative. Because φ|M = f, M ∩ Kerφ = Kerf = 0. Then Kerφ = 0 since E is
an essential extension of M.
For (3), by (2), there exists an R-module monomorphism φ : E → E′ such that the
diagram
M
i //
f
￿￿
E
φ ••￿￿￿￿￿￿￿￿
E′
is commutative. Thus Imφ ∼ = E. Because Imφ is injective and Imφ is a submodule of
E′, Imφ is a direct summand of E′, i.e., there exists a submodule E1
′ of E′ such that
E1
′ ∩ Imφ = 0 and E′ = Imφ + E1
′. Moreover, we have E1
′ ∩ M = 0 since M ⊆ Imφ.
Therefore, by the fact that E′ is an essential extension of M, E1
′ = 0. Hence Imφ = E′
and so φ is indeed an R-module isomorphism. 2
Deﬁnition 3.2.7. Let M be an R-module.
(1) AssM= {p ∈ Spec(R) | there is an R−module monomorphismf : R/p → M}. If
p ∈ AssM, p is said to be an associate prime of M.
(2) M is said to be decomposable if there exist two nonzero submodules M1, M2
of M such that M1 ∩ M2 = 0 and M = M1 ⊕ M2. Otherwise, M is said to be
indecomposable.
In the next proposition, we will show that an R-module M is indecomposable injective
if and only if M ∼ = E(R/p) for some p ∈ Spec(R). Before we prove Proposition 3.2.9,
we present a lemma that we need in the proof.
39Lemma 3.2.8. Let M be a nonzero R-module. Then AssM is nonempty.
Proof. Since M  = 0, we consider the set Σ = {Ann(m) | m ∈ M,m  = 0}. Because R is a
Noetherian ring, Σ has a maximal element. Let Ann(x) be a maximal element in Σ. Now
we show that Ann(x) is a prime ideal. Suppose ab ∈ Ann(x). Then (ab)x = 0. Thus we
have a(bx) = 0, and so a ∈ Ann(bx). Note that if bx = 0, then b ∈ Ann(x). On the other
hand, if bx  = 0, then Ann(bx) ∈ Σ. However, we know that Ann(x) ⊆ Ann(bx), so by
maximality of Ann(x), Ann(x) = Ann(bx) and so a ∈ Ann(x). Hence Ann(x) is a prime
ideal. Moreover, let f : R → M be the R-module homomorphism deﬁned by f(r) = rx
for all r ∈ R. Because Ann(x) = Kerf, there exists an R-module monomorphism
φ : R/Ann(x) → M. Therefore, Ann(x) ∈ AssM and the proof is complete. 2
Proposition 3.2.9. A nonzero R-module M is indecomposable injective if and only if
M ∼ = E(R/p) for some p ∈ Spec(R).
Proof. Suppose M is a nonzero indecomposable injective R-module. Because M  = 0,
AssM is nonempty. Let p ∈ AssM. Then p ∈ Spec(R) and there is an R-module
monomorphism f : R/p → M. By Lemma 3.2.6 (2), there exists an R-module monomor-
phism φ : E(R/p) → M such that the diagram
0 //R/p
i //
f
￿￿
E(R/p)
φ zztttttttttt
M
is commutative. Because E(R/p) is injective, there is a submodule M′ of M such that
M ∼ = E(R/p) ⊕ M′. By the fact that M is indecomposable, we have M′ = 0 and so
M ∼ = E(R/p).
Conversely, suppose M ∼ = E(R/p) for some p ∈ Spec(R). Since E(R/p) is injective, it
remains to show that E(R/p) is indecomposable. Suppose that E(R/p) is decomposable.
Then there exist nonzero submodules M1 and M2 of E(R/p) such that M1∩M2 = 0 and
E(R/p) = M1 + M2. We take N1 = R/p ∩ M1 and N2 = R/p ∩ M2. Because E(R/p)
is an essential extension of R/p, N1  = 0 and N2  = 0. On the other hand, since R/p
is an integral domain, N1N2  = 0 as ideals in R/p. Because N1N2 ⊆ N1 ∩ N2, we have
40N1 ∩ N2  = 0 and so M1 ∩ M2  = 0. This contradicts the fact that M1 ∩ M2 = 0. Hence
E(R/p) is indecomposable. This completes the proof. 2
From Proposition 3.2.9, we know that every nonzero indecomposable injective R-
module is of the form E(R/p) for some p ∈ Spec(R). In Proposition 3.2.11, we will
show that every nonzero injective R-module is a direct sum of indecomposable injective
R-modules. In the proof of Proposition 3.2.11, we will use the following lemma.
Lemma 3.2.10. Let {Mj | j ∈ J} be a family of R-modules. Then
 
j∈J Mj is injective
if and only if Mj is injective for every j ∈ J.
Proposition 3.2.11. Let I be a nonzero injective R-module. Then I is a direct sum of
indecomposable injective R-modules.
Proof. Because I  = 0, AssI is nonempty by Lemma 3.2.8. Let p ∈ AssI, i.e., p ∈
Spec(R) and there is an R-module monomorphism f : R/p → I. By Lemma 3.2.6 (2),
there exists an R-module monomorphism φ : E(R/p) → I such that the diagram
0 //R/p
i //
f
￿￿
E(R/p)
φ
zzttttttttttt
I
is commutative. Then we can consider E(R/p) as a submodule of I. Let
Σ =
 
S = {Ej | j ∈ J} | Ej is an indecomposable injective submodule of I for every
j ∈ J and
 
j∈J Ej =
 
j∈J Ej
 
.
Since E(R/p) ⊆ I, S = {E(R/p)} ∈ Σ and so Σ is nonempty. Now we show that every
chain in Σ has an upper bound. Let C = {Sk | k ∈ K} be a chain of Σ. We claim that
S =
 
k∈K Sk is in Σ. Since every element in S is an indecomposable injective submodule
of I, it remains to show
 
E∈S E =
 
E∈S E, i.e., E ∩
 
E′∈S,E′ =E E′ = 0 for all E ∈ S.
Let E ∈ S and let a ∈ E ∩
 
E′∈S,E′ =E E′. Then a =
 n
i=1 e
′
i for some e
′
i ∈ Ei
′,
Ei
′ ∈ S\{E}. Because C is a chain, there exists Sk ∈ C such that E ∈ Sk and Ei
′ ∈ Sk
for all i = 1,2,    ,n. Thus E ∩
 n
i=1Ei
′ = 0 and so we have that a = 0. Therefore,
41E ∩
 
E′∈S,E′ =E E′ = 0 and so C = {Sk | k ∈ K} has an upper bound S =
 
k∈K Sk.
By the Zorn’s Lemma, Σ has a maximal element. Let SJ = {Ej | j ∈ J} be a maximal
element in Σ. Now we show that I =
 
j∈J Ej. Because Ej is an injective submodule
of I for every j ∈ J,
 
j∈J Ej is an injective submodule of I by Lemma 3.2.10. Thus
there exists a submodule I1 of I such that I1 ∩
 
j∈J Ej = 0 and I = I1 +
  
j∈J Ej
 
.
By Lemma 3.2.10 again, I1 is injective since I is injective and I = I1 ⊕
  
j∈J Ej
 
. We
claim that I1 = 0. Suppose I1  = 0. By Lemma 3.2.8, AssI1 is nonempty. Therefore
there exists p1 ∈ AssI, i.e., p1 ∈ Spec(R) and there is an R-module monomorphism
f1 : R/p1 → I1. Moreover, because I1 is injective, by Lemma 3.2.6 (2), there exists an
R-module monomorphism φ1 : E(R/p1) → I1 such that the diagram
0 //R/p1
i //
f1
￿￿
E(R/p1)
φ1 yyrrrrrrrrrrr
I1
is commutative. Hence we can consider E(R/p1) as a submodule of I1. Because I1 ∩
  
j∈J Ej
 
= 0, E(R/p1) ∩
  
j∈J Ej
 
= 0. Thus SJ ∪ {E(R/p1)} ∈ Σ and SJ  
SJ ∪ {E(R/p1)}. This contradicts the fact that SJ is a maximal element in Σ. Hence
I1 = 0 and so I =
 
j∈J Ej. This completes the proof. 2
From Proposition 3.2.9 and Proposition 3.2.11, we see that a nonzero injective R-
module I is a direct sum of E(R/p) for some p ∈ Spec(R). In the next lemma, we will
show that H0(− ⊗ C) = Γm(−), i.e., H0(A ⊗ C) ∼ = Γm(A) for all R-module A.
Lemma 3.2.12. Let A be an R-module and assume the ideal x = (x1,x2,...,xn) is
m-primary. Then H0(A ⊗ C) ∼ = Γm(A), where C is the ˇ Cech complex with respect to the
sequence x1,x2,...,xn.
Proof. Because R is a Noetherian local ring with the maximal ideal m and x =
(x1,x2,...,xn) is m-primary, ms ⊆ x ⊆ m for some s > 0. Then it is not diﬃcult
to check that
Γm(A) = {y ∈ A | x
ky = 0 for some k ≥ 0}.
42Using the facts: A ⊗ R ∼ = A, A ⊗ (
 n
i=1 Rxi) ∼ =
 n
i=1(A ⊗ Rxi), and A ⊗ Rxi ∼ = Axi for
all i = 1,2,    ,n, we see that
H
0(A ⊗ C) = Ker(A ⊗ R −→ A ⊗ (
n  
i=1
Rxi)) ∼ = Ker(A −→
n  
i=1
Axi).
Now we show that Γm(A) = Ker(A −→
 n
i=1 Axi).
• Let y ∈ Γm(A). Then xky = 0 for some k ≥ 0. So we have xk
iy = 0 for all
i = 1,2,    ,n. Therefore, (
y
1,
y
1,    ,
y
1) = 0 in
 n
i=1 Axi and so y ∈ Ker(A −→
 n
i=1 Axi). Hence Γm(A) ⊆ Ker(A −→
 n
i=1 Axi).
• Conversely, let a ∈ Ker(A −→
 n
i=1 Axi). Then (
a
1,
a
1,    ,
a
1) = 0 in
 n
i=1 Axi.
Therefore, for each i = 1,2,    ,n, there exists ti ∈ N such that x
ti
i a = 0. Take
t =
 n
i=1 ti, then xta = 0 and so we have that a ∈ Γm(A). Hence Ker(A −→
 n
i=1 Axi) ⊆ Γm(A).
Therefore Γm(A) = Ker(A −→
 n
i=1 Axi). Hence H0(A ⊗ C) ∼ = Γm(A) and the proof is
complete. 2
3.3 ˇ Cech complexes vs universal connected sequences
In Theorem 3.3.5, we will show that {Hn(− ⊗ C),En}n≥0 is a universal connected se-
quence. Before we prove Theorem 3.3.5, we present some lemmas that we need in the
proof.
Lemma 3.3.1. Let M be an R-module and let S be a multiplicative closed set in R.
Then as RS-modules, E(M)S is an essential extension of MS.
Proof. It suﬃces show that RSx ∩ MS  = 0 for all nonzero x ∈ E(M)S. Because
x ∈ E(M)S, x =
y
s1 for some y ∈ E(M) and s1 ∈ S. It is not diﬃcult to check that
RS x = RS y.
Since x  = 0 in E(M)S, ty  = 0 for all t ∈ S. We consider the set
Σ = {Ann(sy) | s ∈ S}.
43Because R is a Noetherian ring, Σ has a maximal element. Let Ann(ty) with t ∈ S be a
maximal element in Σ. Then we have that
RS x = RS y = RS ty .
Since E(M) is an essential extension of M and since ty  = 0, R(ty) ∩ M = I(ty)  = 0,
where I = (M :R ty) is an ideal of R. Again by the fact that R is a Noetherian ring,
I = (a1,a2,    ,an) for some elements a1,a2,    ,an ∈ R. Now we show that there
exists ai such that s[ai(ty)]  = 0 for all s ∈ S. Suppose that for each i = 1,2,    ,n,
there exists si ∈ S such that si[ai(ty)] = 0. Take s =
 n
i=1 si, then s[ai(ty)] = 0
for all i = 1,2,    ,n. Thus we have that ai ∈ Ann(sty) for all i = 1,2,    ,n. On
the other hand, since Ann(ty) ⊆ Ann(sty) and since Ann(ty) is a maximal element in
Σ, Ann(ty) = Ann(sty). So we get ai ∈ Ann(ty) for all i = 1,2,    ,n. Therefore,
I ⊆ Ann(ty), i.e., I(ty) = 0. It contradicts to I(ty)  = 0, so there exists ai such that
s[ai(ty)]  = 0 for all s ∈ S. Hence
ai(ty)
1 ∈ (R(ty)∩ M)S = RS(ty) ∩MS = RSx ∩MS and
ai(ty)
1  = 0 in E(M)S. Therefore, RSx ∩ MS  = 0 for all nonzero x ∈ E(M)S. 2
Lemma 3.3.2. Let p ∈ SpecR and let y ∈ R.
(1) If y ∈ p, then E(R/p)y = 0.
(2) If y / ∈ p, then yE(R/p) = E(R/p).
Proof. For (1), because y ∈ p, (R/p)y = 0. By Lemma 3.3.1, E(R/p)y is an essential
extension of (R/p)y. Therefore E(R/p)y = 0.
For (2), consider the R-module homomorphism f : E(R/p) → E(R/p) deﬁned by
f(a) = ya for all a ∈ E(R/p). Now we claim that f is one-to-one, i.e., Kerf = 0.
Suppose Kerf  = 0. Because Kerf is a nonzero submodule of E(R/p) and E(R/p)
is an essential extension of R/p, Kerf ∩ R/p  = 0. However for a ∈ Kerf ∩ R/p,
a = r + p for some r ∈ R. Thus 0 = f(a) = f(r + p) = yr + p, and so we have
yr ∈ p. Since p is a prime ideal and since y / ∈ p, r ∈ p, i.e., a = r + p = 0 in R/p.
Hence Kerf ∩ R/p = 0 and we get a contradiction. Thus Kerf = 0, i.e., f is one-to-
one. By the First Isomorphism Theorem, E(R/p) ∼ = Imf = yE(R/p). Then yE(R/p)
44is injective since E(R/p) is injective. Moreover, because yE(R/p) is a submodule of
E(R/p), yE(R/p) is a direct summand of E(R/p), i.e., there exists a submodule M1 of
E(R/p) such that E(R/p) = yE(R/p) ⊕ M1. However, E(R/p) is indecomposable, by
Proposition 3.2.9, so M1 = 0. Therefore, yE(R/p) = E(R/p). 2
Remark 3.3.3. In the proof of Lemma 3.3.2(2), we have that the R-module homomor-
phism f : E(R/p) → E(R/p), deﬁned by f(a) = ya for all a ∈ E(R/p), is one-to-one,
and Imf = yE(R/p). Therefore, for every a ∈ E(R/p), there exists a unique element
b ∈ E(R/p) such that a = yb. Similarly, because y / ∈ p and p is prime, ys / ∈ p for all
s ∈ N. Thus for every a ∈ E(R/p) and for every s ∈ N, there exists a unique element
b ∈ E(R/p) such that a = ysb. In particular, if a ∈ E(R/p) such that ysa = 0, then
a = 0.
Notation 3.3.4. In the proof of Theorem 3.3.5, we need to use some special notations.
(1) For t > 1 and 1 ≤ i1 < i2 < ... < it ≤ n, we let ei1i2...it to represent the component
Rxi1xi2   xit in Ct =
 
1≤i1<i2<...<it≤n Rxi1xi2   xit. Hence, we can write
Ct =
 
1≤i1<i2<...<it≤n Rxi1xi2   xit =
 
1≤i1<i2<...<it≤n Rxi1xi2   xitei1i2...it.
Similarly, we also write
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xit =
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xitei1i2...it,
where p ∈ Spec(R). We also use the convention that ej1j2...jt = ei1i2...it as long as
{j1,j2,...,jt} = {i1,i2,...,it}.
(2) For two disjoint subsets X and Y of {1,2,...,n}, we let δ(X,Y ) = (−1)|Z|, where
Z = {(a,b) ∈ X × Y | a < b}. Note that if X = X1 ∪ X2 is a disjoint union,
then Z = {(a,b) ∈ X × Y | a < b} = {(a,b) ∈ X1 × Y | a < b} ∪ {(a,b) ∈
X2×Y | a < b} is a disjoint union and so δ(X,Y ) = δ(X1,Y ) δ(X2,Y ). Moreover,
if i,j ∈ {1,2,...,n} are distinct, then δ({i},{j})   δ({j},{i}) = −1. With this
45new notation, the component Rxi1   xit → Rxj1xj2   xjt+1, that gives the diﬀerentiation
dt : Ct → Ct+1, can be rewritten as



δ({i1,i2,...,it},{js})   nat : Rxi1   xit → (Rxi1   xit)xjs if {j1,...,jt+1} = {i1,...,it} ∪ {js},
0 otherwise.
Recall that nat : Rxi1   xit → (Rxi1   xit)xjs is the natural R-module homomorphism
deﬁned by r
(xi1   xit)l  →
xl
jsr
(xi1   xitxjs)l.
Theorem 3.3.5. Let x1,x2,    ,xn ∈ R such that the ideal x = (x1,x2,...,xn) is m-
primary and let C be the ˇ Cech complex with respect to the sequence x1,x2,...,xn. Then
{Ht(− ⊗ C),Et}t≥0 is a universal connected sequence.
Proof. First of all, we show that {Ht(− ⊗ C),Et}t≥0 is a connected sequence, i.e.,
 
Ht(− ⊗ C),Et,Ht+1(− ⊗ C)
 
is a connected pair for all t ≥ 0. Let (α,β,γ) : E → E′
be a morphism in the category E, where E : 0 → A → B → C → 0 and E
′
: 0 →
A
′
→ B
′
→ C
′
→ 0 are two short exact sequences of R-modules. For all t = 0,1,    ,n,
because the tth term Ct in C is a ﬂat R-module, the diagram
0 //A ⊗ Ct //
α⊗1Ct
￿￿
B ⊗ Ct //
β⊗1Ct
￿￿
C ⊗ Ct //
γ⊗1Ct
￿￿
0
0 //A′ ⊗ Ct //B′ ⊗ Ct //C′ ⊗ Ct //0
is commutative with both rows exact. In other words, the diagram
0 //A ⊗ C //
α⊗1C
￿￿
B ⊗ C //
β⊗1C
￿￿
C ⊗ C //
γ⊗1C
￿￿
0
0 //A′ ⊗ C //B′ ⊗ C //C′ ⊗ C //0
is commutative. By Lemma 3.1.6, we have that the diagram
Ht(C ⊗ C)
Et //
Ht(γ⊗1C)
￿￿
Ht+1(A ⊗ C)
Ht+1(α⊗1C)
￿￿
Ht(C′ ⊗ C)
(E′)t
//Ht+1(A′ ⊗ C)
is commutative for all t ≥ 0. Hence
 
Ht(−⊗C),Et,Ht+1(−⊗C)
 
is a connected pair for
all t ≥ 0. Therefore, {Ht(− ⊗ C),Et}t≥0 is a connected sequence.
46Next, we show that {Ht(− ⊗ C),Et}t≥0 is universal. Let E : 0 → A → B → C → 0
be a short exact sequence of R-modules. For all t = 0,1,    ,n, because the tth term Ct
in C is a ﬂat R-module, the sequence
0 //A ⊗ Ct //B ⊗ Ct //C ⊗ Ct //0
is exact. Hence the sequence of complexes
0 //A ⊗ C //B ⊗ C //C ⊗ C //0
is exact. By Lemma 3.1.5, there is a long exact sequence of cohomology
    → H
t(A ⊗ C) → H
t(B ⊗ C) → H
t(C ⊗ C)
Et
→ H
t+1(A ⊗ C) →     .
By Corollary 2.3.4, it remains to show that if I is an injective R-module, then Ht(I ⊗
C) = 0 for all t > 0. Let I be an injective R-module. From Proposition 3.2.9 and
Proposition 3.2.11, we know that I =
 
j∈J E(R/pj), where {pj | j ∈ J} is a family of
prime ideals of R. Note that
  
j∈J E(R/pj)
 
⊗ A ∼ =
 
j∈J
 
E(R/pj) ⊗ A
 
for all R-
module A. Hence, we only need to take care of the case where I = E(R/p) for some p ∈
Spec(R). In other words, it suﬃces to show that if p ∈ Spec(R), then Ht(E(R/p)⊗C) = 0
for all t > 0. We separate the discussion into two situations.
Suppose that p = m. Because the ideal x = (x1,x2,...,xn) is m-primary, we have
xi1xi2    xit ∈ m for t > 1 and 1 ≤ i1 < i2 < ... < it ≤ n. By Lemma 3.3.2 (1),
E(R/p)xi1xi2   xit = 0 for t > 1 and 1 ≤ i1 < i2 < ... < it ≤ n. Hence for all t > 1, we
have that
E(R/p) ⊗ Ct = E(R/p) ⊗
  
1≤i1<i2<...<it≤n Rxi1xi2   xit
 
=
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xit
= 0.
Therefore the complex E(R/p) ⊗ C is
0 → E(R/p) → 0 → 0 →    
and so Ht(E(R/p) ⊗ C) = 0 for all t > 0.
47Suppose that p  = m. Because m is the unique maximal ideal of R, p   m. Since
x = (x1,x2,...,xn) is m-primary, there exists xj such that xj / ∈ p. Now we ﬁx the
index j and consider the natural R-module homomorphism ι : E(R/p) → E(R/p)xj,
i.e., ι(a) =
a
1 for all a ∈ E(R/p). Note that
a ∈ Kerι ⇒
a
1
= 0 in E(R/p)xj ⇒ xj
ka = 0 in E(R/p) ⇒ a = 0 in E(R/p),
where the last implication follows from Remark 3.3.3. Hence the natural R-module
homomorphism ι : E(R/p) → E(R/p)xj is one-to-one. Moreover, since E(R/p) is an
injective R-module, there exists an R-module homomorphism g : E(R/p)xj → E(R/p)
such that gι = 1E(R/p). More precisely, by Remark 3.3.3, for all s ∈ N and for all
a ∈ E(R/p), there is a unique element b ∈ E(R/p) such that xj
sb = a. Thus for all
a
xjs ∈ E(R/p)xj, a = xj
sb for some b ∈ E(R/p) and so
g(
a
xj
s) = g(
xj
sb
xj
s ) = g(
b
1
) = gι(b) = b,
i.e., g(
a
xjs) = b where b ∈ E(R/p) is such that a = xj
sb. On the other hand, for all
t > 2 and 1 ≤ i1 < i2 < ... < it−1 ≤ n with i1,i2,...,it−1  = j, g induces an R-module
homomorphism
gi1,i2,...,it−1 : E(R/p)xi1xi2   xit−1xj =
 
E(R/p)xj
 
xi1xi2   xit−1
→ E(R/p)xi1xi2   xit−1.
Consider the identity cochain map
1 : E(R/p) ⊗ C → E(R/p) ⊗ C,
i.e., the commutative diagram
    //E(R/p) ⊗ Ct−1 //
1
￿￿
E(R/p) ⊗ Ct //
1
￿￿
E(R/p) ⊗ Ct+1 //
1
￿￿
   
    //E(R/p) ⊗ Ct−1 //E(R/p) ⊗ Ct //E(R/p) ⊗ Ct+1 //     ,
(1)
where Ct =
 
1≤i1<i2<...<it≤n Rxi1xi2   xit. Since
E(R/p) ⊗ Ct = E(R/p) ⊗
  
1≤i1<i2<...<it≤n Rxi1xi2   xit
 
∼ =
 
1≤i1<i2<...<it≤n
 
E(R/p) ⊗ Rxi1xi2   xit
 
∼ =
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xit ,
48the diagram (1) is just the diagram
    //
 
E(R/p)xi1xi2   xit−1
dt−1 //
1
￿￿
 
E(R/p)xi1xi2   xit
dt //
1
￿￿
 
E(R/p)xi1xi2   xit+1
//
1
￿￿
   
    //
 
E(R/p)xi1xi2   xit−1
dt−1 //  
E(R/p)xi1xi2   xit
dt //
 
E(R/p)xi1xi2   xit+1
//     .
(2)
We let σ1 be the composition of the canonical R-module homomorphism
 n
i=1 E(R/p)xi →
E(R/p)xj and g, i.e., for all
 n
i=1
ai
xi
si ∈
 n
i=1 E(R/p)xi, σ1  n
i=1
ai
xi
si
 
= g(
aj
xj
sj ), and
let σn+1 : 0 → E(R/p)x1x2   xn be the zero map, and for each t with 2 6 t 6 n, we deﬁne
the R-module homomorphism
σt :
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xit →
 
1≤i1<i2<...<it−1≤n E(R/p)xi1xi2   xit−1
by giving on the component E(R/p)xi1xi2   xit → E(R/p)xj1xj2   xjt−1 to be



δ({j1,...,jt−1},{j})   gi1,i2,...,it−1 if {i1,...,it} = {j1,...,jt−1} ∪ {j},
0 otherwise.
Now we show that dt−1σt +σt+1dt = 1 for all t > 0. First, we show that d0σ1+σ2d1 = 1,
i.e., the case of t = 1. Note that with the notation we mention in Notation 3.3.4, we have
n  
i=1
E(R/p)xi =
n  
i=1
E(R/p)xiei.
Hence, in order to show that d0σ1 + σ2d1 = 1, we only need to show that for all i =
1,2,...,n, (d0σ1 + σ2d1)(αei) = αei for all α ∈ E(R/p)xi. Let
a
xik ∈ E(R/p)xi. If i  = j,
then
d
0σ
1  a
xi
kei
 
= 0.
Moreover, let L = {1,2,...,n} \ {i}. Then j ∈ L and we have
σ2d1 
a
xikei
 
= σ2  
w∈L δ({i},{w}) xw
ka
(xixw)keiw
 
= σ2 
δ({i},{j})
xj
ka
(xixj)keij
 
+ σ2  
w∈L\{j}δ({i},{w})
xw
ka
(xixw)keiw
 
= δ({i},{j})σ2  xj
ka
(xixj)keij
 
+ 0
= δ({i},{j})  
 
δ({i},{j}) a
xikei
 
= a
xikei,
49where the third equality follows form the fact that j / ∈ {i,w} for all w ∈ L \ {j}. Hence
(d0σ1 + σ2d1)( a
xikei) = a
xikei. If i = j, let b ∈ E(R/p) such that xj
kb = a. Then
d
0σ
1  a
xj
kej
 
= d
0(b) =
n  
i=1
b
1
ei =
n  
i=1
xi
kb
xi
k ei.
Moreover, let X = {1,2,...,n} \ {j}. Then
σ2d1 
a
xjkej
 
= σ2  
w∈X δ({j},{w}) xw
ka
(xjxw)kejw
 
=
 
w∈X δ({j},{w})σ2 xw
kxj
kb
(xjxw)k ejw
 
=
 
w∈X δ({j},{w})δ({w},{j})xw
kb
xwk ew
=
 
w∈X(−1)   xw
kb
xwk ew.
Hence (d0σ1 + σ2d1)( a
xjkej) = a
xjkej. Therefore, d0σ1 + σ2d1 = 1. On the other hand, for
all a
(x1x2   xn)k ∈ E(R/p)x1x2   xn, let b ∈ E(R/p) such that xj
kb = a, then
(dn−1σn + σn+1dn)
 
a
(x1x2   xn)ke1,2,...,n
 
= dn−1σn  xj
kb
(x1x2   xn)ke1,2,...,n
 
= dn−1 
δ(X,{j}) b
(x1   xj−1xj+1   xn)ke1,...,j−1,j+1...,n
 
= δ(X,{j})   δ(X,{j})
xj
kb
(x1x2   xn)ke1,2,...,n
= a
(x1x2   xn)ke1,2,...,n.
Hence dn−1σn +σn+1dn = 1. Therefore, we have dt−1σt +σt+1dt = 1 for t = 1 and t = n.
Next, we show that dt−1σt+σt+1dt = 1 for all 2 ≤ t ≤ n−1. Note that with the notation
we mention in Notation 3.3.4(1), we have that
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xit =
 
1≤i1<i2<...<it≤n E(R/p)xi1xi2   xitei1i2...it.
Hence, in order to show that dt−1σt + σt+1dt = 1, we only need to show that for all 1 ≤
i1 < i2 < ... < it ≤ n, (dt−1σt+σt+1dt)(αei1i2...it) = αei1i2...it for all α ∈ E(R/p)xi1xi2   xit.
We separate our discussion into two cases.
Case 1: j / ∈ {i1,i2,...,it}. Let
a
(xi1xi2   xit)k ∈ E(R/p)xi1xi2   xit. Since j / ∈ {i1,i2,...,it},
we have
d
t−1σ
t  a
(xi1xi2    xit)kei1i2...it
 
= d
t−1(0) = 0.
50Let J = {1,2,...,n} \ {i1,i2,...,it}. Then j ∈ J and we have
σt+1dt 
a
(xi1xi2   xit)kei1i2...it
 
= σt+1  
w∈J δ({i1,i2,...,it},{w}) xw
ka
(xi1xi2   xitxw)kei1i2...itw
 
= σt+1 
δ({i1,i2,...,it},{j})
xj
ka
(xi1xi2   xitxj)kei1i2...itj
 
+σt+1  
w∈J\{j} δ({i1,i2,...,it},{w}) xw
ka
(xi1xi2   xitxw)kei1i2...itw
 
= δ({i1,i2,...,it},{j})σt+1  xj
ka
(xi1xi2   xitxj)kei1i2...itj
 
+ 0
= δ({i1,i2,...,it},{j})  
 
δ({i1,i2,...,it},{j}) a
(xi1xi2   xit)kei1i2...it
 
= a
(xi1xi2   xit)kei1i2...it,
where the third equality follows form the fact that j / ∈ {i1,i2,...,it,w} for all w ∈ J\{j}.
Hence (dt−1σt + σt+1dt)( a
(xi1xi2   xit)kei1i2...it) = a
(xi1xi2   xit)kei1i2...it.
Case 2: j ∈ {i1,i2,...,it}, i.e., j = im for some m ∈ {1,2,...,t}. We let
U = {i1,i2,...,it}, Um = U \ {im}, V = {1,2,...,n} \ U, andVm = {1,2,...,n} \ Um.
Let a
(xi1xi2   xit)k ∈ E(R/p)xi1xi2   xit and let b ∈ E(R/p) such that xj
kb = a. Then
dt−1σt( a
(xi1xi2   xit)kei1i2...it)
= dt−1 
δ(Um,{j}) b
(xi1   xim−1xim+1   xit)kei1...im−1im+1...it
 
= δ(Um,{j})
  
w∈Vm δ(Um,{w}) xw
kb
(xi1   xim−1xim+1   xitxw)kei1...im−1im+1...itw
 
= δ(Um,{j})   δ(Um,{j})
xj
kb
(xi1   xim−1xim+1   xitxj)kei1...im−1im+1...itj)
+
 
w∈Vm\{j} δ(Um,{j})   δ(Um,{w}) xw
kb
(xi1   xim−1xim+1   xitxw)kei1...im−1im+1...itw
= a
(xi1xi2   xit)kei1i2...it +
 
w∈V δ(Um,{j})δ(Um,{w}) xw
kb
(xi1   xim−1xim+1   xitxw)kei1...im−1im+1...itw
and
σt+1dt(
a
(xi1xi2   xit)kei1i2...it)
= σt+1  
w∈V δ(U,{w})
xw
ka
(xi1xi2   xitxw)kei1i2...itw
 
=
 
w∈V δ(U,{w})σt+1  xw
kxj
kb
(xi1xi2   xitxw)kei1i2...itw
 
=
 
w∈V δ(U,{w})   δ(Um ∪ {w},{j})
xw
kb
(xi1   xim−1xim+1   xitxw)kei1...im−1im+1...itw.
51Note that for all w ∈ V , we have
δ(U,{w})   δ(Um ∪ {w},{j})
=
 
δ(Um,{w})δ({j},{w})
 
 
 
δ(Um,{j})δ({w},{j})
 
= δ(Um,{w})δ(Um,{j})δ({j},{w})δ({w},{j})
= (−1)   δ(Um,{w})δ(Um,{j}).
Hence (dt−1σt + σt+1dt)( a
(xi1xi2   xit)kei1i2...it) = a
(xi1xi2   xit)kei1i2...it.
Thus dt−1σt+σt+1dt = 1 for all t > 0. Hence by Deﬁnition 3.1.1 (1), the cochain map
 
E(R/p)xi
//
1
￿￿
 
E(R/p)xi1xi2
//
1
￿￿
    //
 
E(R/p)xi1   xin−1
//
1
￿￿
E(R/p)x1   xn //
1
￿￿
0
 
E(R/p)xi //  
E(R/p)xi1xi2
//     //
 
E(R/p)xi1   xin−1
//E(R/p)x1   xn //0
is null homotopic. Hence by Remark 3.1.2, the induced map 1∗ : Ht(E(R/p) ⊗ C) →
Ht(E(R/p) ⊗ C) is the zero map for all t > 0. Therefore Ht(E(R/p) ⊗ C) = 0 for all
t > 0, and this completes the proof. 2
Theorem 3.3.6. Let x1,x2,    ,xn ∈ R such that the ideal x = (x1,x2,...,xn) is m-
primary and let C be the ˇ Cech complex with respect to the sequence x1,x2,...,xn. Then
Ht
m(A) ∼ = Ht(A ⊗ C), for all R-modules A and t ≥ 0.
Proof. By Theorem 3.1.10, {Ht
m(−),Et}t≥0 is a universal connected sequence with initial
H0
m(−) = Γm(−). By Theorem 3.3.5, {Ht(− ⊗ C),Et}t≥0 is also a universal connected
sequence. Moreover, from Lemma 3.2.12, we have that H0(− ⊗ C) = Γm(−). Therefore,
by Lemma 2.3.5, Ht
m(A) ∼ = Ht(A ⊗ C) for all R-modules A and t ≥ 0. 2
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