Here, we couple two-dimensional, 4-color multi-wavelength imaging radiometry with laser flash heating to determine temperature profiles and melting temperatures under high pressures in a diamond-anvil cell. This technique combines the attributes of flash heating (e.g., minimal chemical reactions, thermal runaway, and sample instability), with those of multi-wavelength imaging radiometry (e.g., 2D temperature mapping and reduction of chromatic aberrations). Using this new technique in conjunction with electron microscopy makes a powerful tool to determine melting temperatures at high pressures generated by a diamond-anvil cell. © 2013 AIP Publishing LLC.
INTRODUCTION
With the invention of the laser-heated diamond-anvil cell (DAC), simultaneous high pressures and high temperatures can be achieved while also visually observing and optically probing the sample. This technique has facilitated large advances in physics, chemistry, geology, and materials science. 1 Investigation of material behavior at extreme thermodynamic conditions requires accurate characterization of the high pressures and high temperatures. As such, there have been many studies designed to quantify the high-temperature and high-pressure conditions within the laser-heated DAC (e.g., Refs. 2-12). One of the most significant challenges stems from the nature of diamonds themselves: diamond is an excellent thermal conductor and encourages steep thermal gradients. Temperature gradients in laser-heated samples can reach ∼10 2 K/μm, thus quantifying these gradients is a step toward accurately determining the thermodynamic state of the sample. In general, as pressure and temperature increase, the gradients in these quantities also increase. Even so, the diamond-anvil cell has become the tool of choice for obtaining high pressures under static conditions due to its simple and flexible design, and the optical access afforded by the diamond anvils over a wide range of the electromagnetic spectrum. Consequently, the need to accurately characterize gradients in pressure and temperature within the laser-heated DAC remains.
Among the most fundamental problems undertaken in high-pressure science is the determination and measurement of melting temperatures. A variety of methods have been used to identify the onset of melting; some are direct, but most are proxies. 13 Fluid motion during heating was used to identify melting in early studies [14] [15] [16] and has been claimed to be the most efficient way to determine melting temperature due to a) Author to whom correspondence should be addressed. Electronic mail:
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kanani.lee@yale.edu the direct observation of the loss of rigidity, a fundamental characteristic of a fluid. 13 However, this becomes increasingly subjective and impractical at temperatures above ∼3000 K as bright thermal emissions obscure the observation of the onset of motion due to lack of adequate contrast across the hotspot. 13 Additionally, at high pressures, fluid motion may become more sluggish further complicating observation. 17 Therefore, fluid motion may not be an optimal method to identify melting.
The quenching of initially crystalline material into a glass upon turning off the laser is also an effective, however, indirect way to identify melting, and is restricted to glassforming materials. 18, 19 For lower mantle minerals such as (Mg, Fe)SiO 3 , it is difficult to obtain a glass structure despite the fast quench rate (10 6 -10 7 K/s) in the diamond-anvil cell. 13 In practice, identifying small amounts of glass after heating is far from trivial; as such, this method is rarely used. Conceptually similar, quench texture is widely used in largevolume press experiments as a proxy to identify melting (e.g., Ref. 20) . While this method has also been used in a few laser-heated diamond-anvil cell experiments, 16 , 21 observation of texture changes in the DAC is complicated by other mechanisms that may also cause textural changes such as solid-state transformations, especially when a silicate glass is used as a starting material. In addition, it is not straightforward to identify texture changes after laser heating, especially when the area at peak temperature is small due to the small hotspot and significant temperature gradients.
The correlation between temperature and laser power has also been widely used in many DAC experiments as a proxy for melting (e.g., Refs. 22 and 23). This change in slope for the temperature-laser power relationship has been interpreted as the absorption of latent heat upon melting. Unfortunately, this interpretation is flawed and mechanism poorly understood. It has also been pointed out that a change of slope might be simply due to less efficient heating at high temperature caused by high radiative energy loss, 13 or increased thermal conductivity of the melt as compared to the solid. 24, 25 Additionally since laser absorbers, such as W or Re foils, and pressure media (e.g., MgO, Al 2 O 3 , or Ar) are also used when heating the samples in these studies, it is not clear whether the slope changes observed in the temperature versus power curve are caused by melting of the sample itself; (b) melting of laser absorber; or (c) partial melting of the sample, pressure medium, and laser absorber.
Much progress of improving the overall laser heating technique has been made over the last decade. For example, double-sided laser heating has been introduced (e.g., Ref. 26) , which can reduce temperature gradients toward the diamond anvils. Combined with intense synchrotron x-ray sources, melting curves can be measured by x-ray diffraction (e.g., Ref. 27) , although these are challenging even with reduced temperature gradients. Also many studies have focused on understanding and quantifying the accuracy of temperature measurements (e.g., Refs. 2-4, 12, and 28). Additionally, with the advent of multi-wavelength imaging radiometry (i.e., "4-color" temperature measurement), measuring twodimensional temperature gradients has become possible for laser-heated samples, both at ambient pressure and at high pressures in a DAC. 5 This is an ideal way to quantify temperature distribution in the laser-heated DAC, and the method eliminates (or at least substantially reduces) chromatic aberrations that may have marred previous temperature measurements. This method also yields a measure of the emissivity of a sample. As emissivity has been claimed to jump (change discontinuously) upon melting, 5, 29 this technique presents another proxy for determining melting conditions. Also recently developed, is the method of flash heating in order to minimize sample instability, thermal runaway, and chemical reactions. 30 We show that these two techniques can be combined effectively after minor revision of the original 4-color design, 5 to create a powerful new technique of in situ 2D temperature measurements under high quasi-hydrostatic pressures and ex situ texture and composition analysis of quenched samples.
METHODS

Optical setup
In order to measure temperatures of flash-heated samples where the duration of the laser heating is of order 10 ms, it was necessary to revise the multi-wavelength imaging design 5 ( Fig. 1) . In the original design, each of the four wavelengths had associated mirrors that individually allowed the focusing of each wavelength image on to the CCD (labeled "M3" in Fig. 2 of Campbell 5 ). Although these mirrors do allow a precise change in the light path for each individual wavelength, they additionally decreased the light intensity by a factor of four for each wavelength path. As the focal length of the achromat lens used in our design only varies slightly between the wavelengths used in our 4-color system (∼0.1% = <1 mm out of 750 mm), the increased flux gained by the removal of these mirrors outweighs their focusing ability. Additionally, we removed one of the cube beam splitters from the design as this became unnecessary without the extra mirrors. In fact, images were much sharper without the extra optics and more easily aligned.
Another change we made to the original design was to replace the pellicle beam splitter ("BS1" in Fig. 1 that splits the light between the spectroradiometer and imaging radiometer systems in Campbell 5 ) with a cube beam splitter. We found the pellicle beam splitter to show significant wavelength dependent thin-film interference fringes that are not present with the cube beam splitter. Although pellicle beam splitters are handy in optical designs (e.g., we use them to help illuminate the sample when not collecting temperature measurements), we remove them when measurements are taken due to their very sensitive wavelength-dependent interference. Another added benefit of removing the pellicle beam splitter, is that when present, it cuts the laser power by ∼50%, thus decreasing the efficiency of the laser.
Another necessary change we found was in the choice of narrow-band filters. As precise imaging is the goal of our present design, ghost reflections must be avoided. We found that with traditional narrowband filter designs with multiple coatings, ghosting (i.e., faint reflections from each layer) is not easily avoided. Consequently, we used hard-coated narrowband filters that essentially negated any ghost reflections due to the filters themselves: see the caption of Fig. 1 for details.
Prior to the removal of these optics, the sharpness of image did not appear to change with up to 5 mm increase or decrease in the length of the individual light paths. The sharper image due to the increased flux, simplification of the optical design, and removal of ghosting narrow-band filters, make for a much sharper image in all four colors.
Additionally, we monitor the laser flash pulse shape and resulting thermal emission by photodiodes (Thorlabs DET36A, PDA36A, respectively) and oscilloscope (Agilent U2702A). Only measurements that had a flat laser flash pulse and subsequent quick rise time (∼1 ms) to steady-state thermal emission are included in this paper (e.g., Ref. 30) . It is important to note that superheating and/or runaway heating is possible and is sample and laser pulse dependent, thus monitoring both the laser pulse and thermal emission is necessary. We note and discuss below in detail that Pt heating stability only occurs after several seconds of continuous (CW) heating.
DATA ANALYSIS
As described by Campbell, 5 we record simultaneous images of the thermal emission at each of the four wavelengths. As described below, these four images are then spatially registered to produce two-dimensional maps of temperature and relative emissivity after correction for the relative response and background of each image.
In addition to enclosing the entire 4-color optical system in a black box, we collect and subtract a dark image (identical collection time and conditions, but with the CCD shutter closed) to account for any external light sources. For completeness, we also minimize inherent detector noise by using a thermo-electrically cooled CCD detector (SBIG ST-402ME). Consequently, external light leaks and instrument noise are small compared to the dominant background signal and scatter from the many surfaces in the optical setup. This signal is unavoidable: in order to produce four narrow-wavelength images, more than 99% of the thermally emitted light is rejected and left to produce a (nearly) uniform radiation field within the optical box. This background is measured in a region that does not overlap the hotspot images and removed as a uniform level from the entire frame. It is this background, and not the camera itself, that ultimately limits the useful dynamic range of the measurement and consequently the lower limit of temperature from a single image: 5 ∼1200 K provided the duration of the measurement and heating is long, > ∼1 s (CW heating). When the heating duration is short (e.g., flash heating for 10s of ms), temperatures as low as ∼2500 K are routinely measureable. Lower temperatures can be measured with longer flash heating durations or by removing one beam splitter from the optical setup, thus sacrificing either one of the multiple wavelengths or simultaneity with the spectrometer temperature measurements.
The optical response of the system was calibrated for each of the four wavelength bands using a 45 W standard coil lamp whose irradiance, I(λ), is traceable to NIST standards (Newport Corp. 63358). The lamp was placed behind a 100 μm × 150 μm pinhole in the focal plane of the microscope in order to project four well-separated images onto the CCD camera. The distance the lamp was placed behind the pinhole did not significantly change the resulting measurements, thus to increase the counting statistics, the lamp was placed at a nearby distance of ∼ 20 cm behind the pinhole. Each image is large enough that its central portion is free of diffraction edge effects: the average value over this central region, normalized by the known irradiance, was used as the response of the entire system for each wavelength band. Using an averaged response value prevents a multiplicative noise effect, and is estimated to add a minor systematic error of <1% relative to independently calibrating each pixel location.
We also present spectroradiometric measurements collected on a Princeton Instruments Acton Advanced SP2300A Spectrometer equipped with PIXIS 100 CCD (Fig. 1) . The wavelength-dependent response of the spectrometer's optical system is calibrated at the same time as the 4-color measurement system over the full spectral range of the spectrometer (∼400-1000 nm), which is centered at 700 nm. Wavelength is calibrated on the spectrometer using a Ne lamp. Temperatures are determined by spectroradiometry in the spectral range
Spatial correlation and temperature determination
Temperature determination requires an intensity measurement for each wavelength at each location, and this requires that the four images be accurately registered to each other. This is, of course, especially important when samples are small and temperature gradients are large, as in the laserheated DAC. We used image correlation methods to register the four images, linearly interpolating to achieve coincidence within 0.2 pixels (∼0.1 μm) . We correlated the images so that the most intense image (highest signal to noise) was not interpolated. The correlation coefficient R is defined as
, where X and Y are two variables, in this case intensity and shape. R = 1 is achieved for perfectly correlated images, while uncorrelated images yield R = 0. Data were rejected if all three correlation coefficients, R, were not greater than 0.98. Typically, R > 0.99 are achieved with this system and lower R values can be indicative of low signal (e.g., low temperatures of Pt melting), poor optical quality, poor alignment, or a combination of these.
Once the four images are intensity corrected and spatially correlated, the intensities in each of the four images provide a set of pixel-by-pixel spectra that we fit to the Wien function
which can be rewritten as
so that the temperature is determined from the slope of a weighted linear least-squares fit. I is the intensity of emission, ε is the sample emissivity, λ is wavelength, and T is temperature. The constants π , h, c, and k are pi, Planck's constant, the speed of light, and Boltzmann's constant, respectively. We assume the gray-body approximation, in which the sample emissivity is assumed to be independent of wavelength, so that the four intensities are fit to two adjustable parameters: temperature and gray-body emissivity. This approximation is warranted for the materials investigated here, at least at room pressures, as the emissivity is only weakly dependent on wavelength. 4 The resulting error using a gray-body approximation ranges from less than 1% for W to less than 5% for Pt, 4 although the effect of pressure on wavelength-dependent emissivity is unknown. The Wien approximation introduces negligible error below 4000 K as compared to a Planck fit We use the Wien approximation not only for convenience but as there are only 4 wavelength bands, rather than a full spectra as is typical of spectroradiometric measurements, any approximation more complex is not statistically supported. Subsequently, the linear fit is sufficient and the goodness of the gray-body Wien approximation yields an uncertainty that is typically 5%. Additional uncertainties stem from the following sources: calibrations and corrections (<1%), spatial resolution of melt bleb texture and corresponding temperature map (∼2%), and differences between multiple measurements (∼1%). Thus, for a melting temperature measurement of 4000 K using the 4-color system, our uncertainties are ∼300 K. We assume that across each hotspot, the relative uncertainties remain constant.
Melt identification
To effectively use the temperature map to infer melting temperatures, we used scanning electron microscopy (SEM) images in either backscattered electron (BSE) or secondary electron (SE) modes. The morphology of the surface changes upon heating and melting (Fig. 2) . We observe recrystallization and grain growth on samples that are heated, but at temperatures lower than the melting temperatures. For temperatures above the melting temperature, we observe melt "blebs." The melting temperature is determined by tracing the perimeter of the melt bleb from the SEM image and superimposing the perimeter on to the temperature map. To do so, care must be taken in determining the pixel resolution of the CCD camera and the optical setup of the 4-color system (see below). This method is completely consistent with measurements taken below melting where no melt texture is observed (Figs. 4 and 7) .
While it is ideal to perform reversal experiments to determine the kinetics of melting, we note the irreversibility of this technique which combines flash melting, 2D temperature maps, and ex situ electron microscopy for melt identification. The experimental technique is not reversible, as it requires the recovery of the texture while molten. This appears to not be a problem for the materials investigated in this study. Since multiple flash-heated spots can be taken on a given sample foil (e.g., Fig. 2 ), whether at room pressure or high pressure, several measurements above and below the melting temperature constrain the melting temperatures as well as the possible presence of superheating. As such, we find that if superheating is present, it is of order 100 K (Figs. 2-4 and 7) , similar to what has been observed previously. 30 Nonetheless, superheating could be significant for other samples including multi-component systems, silicates, alloys, etc.
Although less important for pure substances such as the metals we use in this study, SEM or electron probe microanalysis (EPMA) can also generate compositional maps of quenched samples, thus flash-heated samples can have all of the relevant thermodynamic parameters known: pressure, temperature, and chemistry in addition to morphology. 
Pixel calibration and magnification
In order to compare SEM images with the temperature maps, we carefully calibrated the magnification of our optical system(s) using a reticule with 10 μm divisions. The 4-color camera (C3, Fig. 1 ) was found to image 0.48 μm at the object plane per 9 μm pixel, while the spectrometer images at 1.07 μm at the object plane per 20 μm pixel. Although the 750 mm achromat lens imposes magnification, the difference in the pixel resolution stems from the inherently different physical pixel sizes between cameras (9 × 9 μm versus 20 × 20 μm for C3 and spectrometer cameras (Fig. 1) , respectively).
EXPERIMENTS
Room-pressure flash melting
Four transition metals (Pt, Mo, Re, W) of known ambient pressure melting temperatures were used to verify our 4-color temperature measurement system. These metals were chosen to span the typical temperature range of laser heating used in the DAC (∼2000-4000 K). For Mo, Re, and W, a single 20 ms laser pulse of varying laser power was used to heat each foil. Each of the cleaned metal foils was compressed between two diamond anvils in order to achieve a flat and uniform thickness ready for heating. Due to the potential reactivity of Mo, Re, and W under high temperatures, the foil was continuously purged with argon gas in order to minimize any reactions between the air and metals. Energy-dispersive x-ray spectra (EDS) were taken on quenched samples to check for oxidation and none was found, consistent with a previous flash-melting study. 30 Multiple measurements (Fig. 2) at laser powers yielding temperatures above (Fig. 3) and below (Fig. 4 ) melting temperatures were taken. We obtained remarkable agreement between our melting temperatures and literature values (Fig. 5) .
In our laser-heating optical setup (Fig. 1) , we also use spectroradiometry, the traditional way to measure temperatures, and find very good agreement of peak temperature determination as well as 1D temperature profile of the hotspot as imaged on to the narrow slit (50 μm, corresponding to ∼2.6 μm sliver of the hotspot) of the spectrometer (Fig. 6) . Although the spatial resolution is not as fine for the spectrometer, primarily due to pixel size, the agreement in temperatures is to within 1%-2% of the peak temperature. This slight disagreement may come from a slight misalignment of the central hotspot with respect to the spectrometer slit as the temperatures measured by the spectrometer tend to be lower than those measured by the 4-color system.
The fourth material in our study, Pt, is often used as an internal calibration standard for laser-heated DAC experiments due to its relative inertness. 5, 26 However, its lower melting temperature (2045 K) and consequently lower blackbody emission intensity required longer exposure times, and thus longer heating times, to collect a sufficient signal above the stray light background to confidently measure temperature (see discussion of background subtraction above). However, we observe that the response of Pt to laser heating, whether by CW or flash, is slow (requiring a few seconds to heat up and stabilize); thus, a steady thermal emission is not possible with flash heating. Additionally, Pt is also prone to thermal runaway after several seconds of CW heating while melted. Therefore, we employ a different method to measure Pt using two different exposure times, one short corresponding to flash time scales (100 ms) and one long corresponding to CW times scales (2 s). Each exposure time required CW heating for a few seconds to allow the thermal emission to stabilize as determined by photodiodes that monitor the laser and thermal emission, respectively. Prior to thermal runaway, each sample is quenched just following temperature measurement, thus the texture recorded in the sample corresponds to the temperature measured. We vary the laser power to measure temperatures above and below the melting temperature for both heating exposure durations (Fig. 7) . With the much longer exposure of 2 s, the signal-to-noise ratio is reduced dramatically, resulting in a much smoother temperature map. There are differences, however, that are observed in the corresponding emissivity maps and emissivity versus temperature transects. Notably, Campbell 5 inferred a discontinuous jump in emissivity versus temperature yields the melting temperature, assuming emissivity is a material property that changes with melting. A discontinuity is not, however, observed for any of our flash-heated melted samples (i.e., Mo, Re, and W), although is observed for the long-duration measurement of CW heating of Pt (Fig. 7, center row, right) . The SEM images for both melted samples of Pt show evidence of a melted bleb. This discrepancy in the emissivity maps suggests that although a discontinuity in emissivity (versus temperature) may be used to identify melt, it may not be due to specifically melting alone, but may instead also indicate that the signal measured is due to fluid motion in the melted sample (Fig. 8) . Pt heated for a long duration yields visible fluctuation of temperature and hotspot position (Fig. 8) , thus when integrated over a long period of time, the emissivity may show discontinuous jumps between regions that were hotter than other regions due to a moving hotspot. Thus, care needs to be taken during interpretation of emissivity discontinuities and melting. Additionally, especially for samples prone to thermal runaway such as Pt, when a temperature is measured, the conditions when the sample is quenched are important when inferring the state of melting. Instead, we suggest that when using flash heating and subsequent analyses of quenched samples, a short temperature measurement immediately before quench will give the most accurate melting temperature.
High-pressure melting of rhenium
In order to validate this new method at high pressures, we melted Re at high pressures and compared our results to a recent flash-melted study of Re. 30 We loaded a cleaned, pre-compressed Re foil (∼12 μm thick) into the DAC and cryogenically filled the sample chamber with liquid argon to provide both thermal insulation and act as a pressure medium. We increased the pressure to the desired level as determined by Raman from the diamond culet. 31 Multiple (at least three) flash-melting experiments of 20 ms in duration were conducted on each sample at temperatures above and below the melting temperatures (Fig. 9) . We get good agreement with previous flash-melted measurements 30 but less so with older measurements that were completed up to 8 GPa 32 ( Fig. 10) .
CONCLUSIONS
Fundamental observations of melting include the loss of rigidity and long-range order associated with the fluid state. Often, however, direct measurements of melting are experimentally precluded or obscured and indirect methods must be used instead. These melt proxies include changes in intrinsic optical (e.g., laser absorption, emission of blackbody radiation) or thermal properties (e.g., thermal conductivity), as well as extrinsic properties (e.g., surface roughness or quenched texture) of the sample. One or more of these proxies may be associated with melting, but one must be careful to test their reliability as experimental conditions change. In this study, we use the change in texture (formation of round blebs) as a proxy for melting, and find, at least in the metals we have tested, this to be a robust way to identify melting at room and high pressures at very high temperatures.
Thus, we have demonstrated a powerful new technique of in situ 2D temperature measurements under high quasihydrostatic pressures and ex situ texture and composition analysis of quenched samples by revision of the original 4-color design 5 that built upon the already extensive advantages of multi-wavelength imaging radiometry over earlier methods of temperature measurement in the laser-heated diamondanvil cell. The added advantages of this new design are as follows:
1. Coupling multi-wavelength imaging with SEM measurements of the sample after flash heating yields a map of both morphological and chemical changes that can be directly compared to a temperature map. Consistency between morphology and temperature distribution confirms that the feature we infer as the melt boundary is correlated with temperature. The direct link of textural or chemical proxies for melting with temperature increases the reliability of this method. 2. New changes in the design (e.g., removal of pellicle beam splitters and redundant mirrors; and replacement of narrow-band filters) simplify alignment, increase flux, and improve overall image quality. 3. High-quality two-dimensional temperature maps using flash heating (>10 ms duration) are possible. Image quality is determined by the length of the laser pulse and the temperature. 4. Multiple and sequential short duration temperature maps are also possible for CW-heated samples, allowing for monitoring of temperature evolution.
