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UPPER BOUNDS ON L-FUNCTIONS AT THE EDGE OF
THE CRITICAL STRIP
XIANNAN LI
1. Introduction
In this paper, we are concerned with establishing bounds for L(1) where
L(s) is a general L-function, and specifically, we shall be most interested
in the case where no good bound for the size of the coefficients of the L-
function is known. In this case, results are available due to Iwaniec [9], [10],
and Molteni [16], but this type of investigation is still in its infancy, and the
limitations of the methods available to analytic number theorists is unclear.
The value of L(1) has historically been one of great interest. The first in-
teresting examples of bounds for L(1) come from Dirichlet L-functions with
non-principal character. Let L(s, χ) denote a Dirichlet L-function where χ
is a non-principal Dirichlet character with modulus q. In the case that χ is
not a real quadratic character, it is easy to show that
(1)
1
log q
≪ L(1, χ)≪ log q.
When χ is a real quadratic character,
(2)
1
qǫ
≪ L(1, χ)≪ log q,
where the lower bound is an ineffective result due to Siegel. By Dirichlet’s
Class Number Formula, these also provide information on the class number
of Q (
√
χ(−1)q), which was one of the classical motivations for studying
L(1, χ).
Assuming GRH, it can be proven that
(3)
1
log log q
≪ L(1, χ)≪ log log q,
and this is the best possible result. Indeed, assuming GRH, it is known
that L(1, χ) is well approximated by a short Euler product, from which the
bounds follow.
Far less is known about more general L-functions. As mentioned before,
the main technical difference lies with bounds for the coefficients of the L-
functions. The Dirichlet L-function, L(s, χ), has coefficients which are of
size 1. It is conjectured that a more general L-function would also have
coefficients at primes bounded by a constant, and this is referred to as
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Ramanujan’s conjecture. Assuming Ramanujan’s conjecture, one can once
again prove bounds of the similar strength as in (1) save in some exceptional
cases in which case the bounds are the same as in (2). For instance, if L(s)
is an L-function attached to a holomorphic modular form of weight k ≥ 1
and level n, then
L(s)≪ log2(nk2).
Assuming the Riemann Hypothesis for L(s) in addition to Ramanujan’s
conjecture will produce the same type of bounds as in (3).
Bounds for general L-functions will be in terms of C, the conductor of
L(s). We will describe the conductor in more detail in Section 2, but com-
ment now that in the case of Dirichlet L-functions, the conductor is of size
q, and for the case of L-functions attached to holomorphic modular forms,
the conductor is of size nk2.
Unfortunately, Ramanujan’s conjecture is far from known for L-functions
in general. In this paper, we are interested in obtaining unconditional
bounds for L(1). In this direction, Iwaniec [9] showed for π cusp form for
GL(2), and Molteni [16] showed for π cusp form for GL(n) that
(4) L(1, π)≪ǫ Cǫ.
Iwaniec’s method cleverly accomplishes this by using the multiplicative re-
lations between the coefficients. Essentially if the coefficients of L were too
large up to O(Cǫ), then many coefficients after Cǫ would also be too large
through the multiplicative relations. Molteni’s work is a generalization of
Iwaniec’s method to higher dimensions, and involves more complicated al-
gebra and combinatorics.
For this method to work, both Iwaniec and Molteni used the existence
of the Rankin-Selberg L-function L(s, π × π˜). In Theorem 2, we will not
require this assumption to prove that
(5) L(1)≪ exp
(
C
log C
log log C
)
.
Thus, Theorem 2 holds for L-functions for which the existence of the Rankin-
Selberg L-function is not known. We will also prove stronger bounds such
as
(6) L(1, π)≪ exp(C
√
log C),
using the existence of L(s, π× π˜). The proof of Theorem 2 is analytic, with
methods from multiplicative number theory, notably that of Soundararajan
in [20].
One interesting phenonmenon here is that assuming GRH for L(s) does
not appear to give us significant improvements in upper bounds for L(1),
without assuming Ramanujan. Recall that assuming GRH in the case of
L-functions for which Ramanujan is known gives significant improvements
in bounds for L(s), of which Equation (3) is an example. This was possible
because knowing GRH for L(s) allows us to express the L-function as a
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short Euler product. In our case, assuming GRH, we may still reduce L(1)
to a short Euler product, but since we have mediocre control over the size
of the coefficients of L(s), it remains difficult to find a good upper bound.
We will return to this later. Now, we further illustrate our results through
a few specific examples.
1.1. Application to coefficients of Maass forms. Let Γ = Γ0(N) be the
Hecke congruence subgroup of level N , and χ an even Dirichlet character
with modulus N . Let S0(Γ, χ) be the space of Maass cusp forms for Γ of
weight zero and character χ, and f ∈ S0(Γ, χ) be a newform with eigenvalue
λ for the Laplacian. Then f has a Fourier expansion of the form
f(z) =
∑
n 6=0
ρ(n)|n|−1/2W (nz),
where W is the Whittaker function. Following standard notation, if we let
λ = 1/4 + t2, then in terms of the K-Bessel function Kit,
W (z) = (|y| cosh πt)1/2Kit(2π|y|) exp(2πix).
If we let a(n) denote the eigenvalue of f for the nth Hecke operator Tn, then
ρ(n) = ρ(1)a(n). Thus, ρ(1) 6= 0.
There are two natural ways to normalize f . The first is so that the
Peterson norm ||f || = 1, and the second is so that the first Fourier coefficient
ρ(1) = 1 = a(1). If we normalize f so that ||f || = 1, what can the size of ρ(1)
be? It turns out that this is intimately related to the residue of L(s, f × f)
at s = 1 where f × f is the Rankin-Selberg convolution of f with itself.
Specifically
Ress=1L(s, f × f) = 2π
3
|ρ(1)|−2.
See [5] for a nice discussion of this. As mentioned before, Iwaniec had
showed in [9] that |ρ(1)|2 ≫ǫ (λN)−ǫ, which is equivalent to the bound
Ress=1L(s, f × f)≪ǫ (λN)ǫ. One of the results in this paper is
Corollary 1. Let f be a Maass cusp form of level N , and eigenvalue λ. We
have that
(7) Ress=1L(s, f × f)≪ exp
(
C(log λN)1/4(log log λN)
1
2
)
.
for some positive constant C, and it follows that
(8) |ρ(1)| ≫ǫ exp(−C ′(log(λN))1/4+ǫ),
where the positive constant C ′ = C/2.
In [5], Hoffstein and Lockhart prove a good lower bound for Ress=1L(s, f×
f), and hence a good upper bound for |ρ(1)|. Together with the work of
Goldfeld, Hoffstein and Lieman in [6], their results say that
|ρ(1)|2 ≪ log(λN + 1)
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where the implied constant is effective, save in the case where f is a lift from
GL(1), in which case the bound is of the form
|ρ(1)|2 ≪ǫ (λN)ǫ,
and the constant is no longer effective.
1.2. Lower and upper bounds for Maass forms. One of the motiva-
tions for finding upper bounds for L-functions at 1 is that they are useful for
finding corresponding lower bounds. In [16], Molteni sketches an approach
for proving lower bounds of the form
(9) L(1)≫ǫ (λN)−ǫ
for L corresponding for a Maass cusp form for the Hecke congruence group
of level N , where, as before, λ is the eigenvalue of the Laplacian for f .
The proof of such lower bounds use upper bounds of the same strength
as proven by Iwaniec in [9], but for higher degree L-functions than those
considered in [9]. Specifically, the relevant L-functions are Rankin-Selberg
L-functions of the original L-function and its symmetric powers. Molteni’s
paper concentrated on proving such upper bounds for general L-functions.
Deriving better lower bounds than Equation (9) is difficult even with
better upper bounds in the case where L might have an exceptional zero.
However, an improvement on the upper bounds will allow improvements on
lower bounds in the cases where exceptional zeros have been ruled out. For
instance, with f as in §1.1 and if f is not a lift from GL(1), we can show
that
(10) L(1)≫ exp(−C
√
log λN).
Moreover, similar results can be shown for other f which are not self-dual.
This is the subject of Corollary 7 and Remark 2. Note that the bound in [5]
for the special case of Ress=1L(s, f × f) is superior. It does not appear to
be easily generalized since the proof depends crucially on the non-negativity
of the coefficients.
As would be expected, we obtain better bounds if we have more informa-
tion about the functoriality of symmetric powers of L(s). Improved upper
bounds are covered in our Corollary 4, and we briefly describe the situation
with improved lower bounds in Remark 2. As an example, let L(s) be au-
tomorphic for GL(2) and C denote the conductor. Then based on the work
of Kim [13] on the functoriality of the symmetric fourth power for GL(2), it
will follow from Corollary 4 that
(11) L(1)≪ǫ exp((log C)1/8+ǫ).
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1.3. Convexity bounds for Rankin-Selberg L-functions. Let π1 and
π2 be cuspidal automorphic representations of GL(n) and GL(m). Let
L(s, π1 × π2) denote the Rankin-Selberg L-function and let R(π1, π2) de-
note L(1, π1 × π2) if L(s, π1 × π2) has no pole at s = 1 and the residue at
s = 1 otherwise. Let C denote the conductor of L(s, π1 × π2).
The standard convexity bound of R ≪ǫ Cǫ is known unconditionally for
m,n ≤ 2 by the work of Molteni [16] mentioned above. Molteni proved this
result for all Rankin-Selberg L-functions satisfying certain strong assump-
tions on the size of the parameters which are currently unknown beyond
GL(2). Brumley [2] extended this to m,n ≤ 4 unconditionally by replacing
the condition of Molteni by the existence of a certain strong isobaric lift
which is known up to GL(4). Our Theorem 2 gives that there exists some
constant C > 0 such that
R(π1, π2)≪ exp
(
C
logC
log log C
)
,
for all positive integers m and n, thus extending this result to all of these
Rankin-Selberg L-functions. Further, we note that such a bound is shown
in Theorem 2 for all L-functions satisfying the standard conditions for an
L-function.
Finally, we mention here that this convexity bound for L(s, π1 × π2) has
several interesting and immediate applications. Brumley describes an exten-
sion of the zero density result of Kowalski and Michel [14] to all cusp forms
on GL(n) over Q to n ≤ 4 based on his work in [2] which we can now extend
to all n. See Corollary 4 in [2] for more details. In [3], Brumley proves an
effective strong multiplicity result which states that two cusp forms are the
same if they agree on all the spherical non-archimedean places with norm
bounded by CA for some A > 0. Brumley did not give a specific value for A
because in general he had to rely on preconvex bounds for Rankin-Selberg
L-functions. Applying Brumley’s method with our bounds would give an
improvement in the value of A.
1.4. Overview of paper. Now we give a very quick overview of the paper.
In §1.5, we will introduce the technical formalities needed to state Theorem
2. In §2, we will prove Theorem 2. In §3, we derive further upper bounds,
including the stronger bounds in (11). Lower bounds are the subject of
§4, of which (10) is an example. In §5, we briefly discuss the immediate
consequences of GRH for our approach, in terms of both upper bounds and
lower bounds.
1.5. Formal definitions. We now describe the set of L-functions we con-
sider. They will essentially be L-functions corresponding to automorphic
representations of GL(n). However, it will be convenient for us to state
results which apply to those L-functions which are not known to be auto-
morphic. We also wish to clarify the conditions needed for our results. For
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these reasons and to fix notation, we now introduce those conditions which
we want our L-functions to satisfy.
• Euler Product and Dirichlet Series. Let A = {Ap} be a se-
quence of square complex matrices of dimension d indexed by primes,
with eigenvalues αj(p). Then our general L-function L(s,A) will be
given by
L(s,A) =
∏
p
d∏
j=1
(1 − αj(p)/ps)−1 =
∑
n≥1
an
ns
,
where we assume that the product and the series are absolutely
convergent for ℜ(s) > 1. Note that the bound |αj(p)| ≤ p is implied
by the convergence of the Euler product for ℜs > 1.
• Analytic Continuation There is somem = m(A) such that L(s,A)
can be continued analytically over all of C except possibly for a pole
of order m at s = 1.
• Growth There exists some δ > 0 such that L(s,A)≪ exp exp(ǫ|t|),
for all ǫ > 0, as |t| → ∞, uniformly in −δ < σ < 1 + δ. 1
• Functional Equation There exists another sequence of complex
matrics A∗ satifying the above 3 axioms, and there existsQA, βi ∈ C
with ℜβi > −1/2 ∀1 ≤ i ≤ d, and ω ∈ C with |ω| = 1 such that
Λ(s,A) := Qs/2A
d∏
i=1
Γ(s/2 + βi)L(s,A),
and
Λ(s,A∗) := Qs/2A
d∏
i=1
Γ(s/2 + β¯i)L(s,A∗),
satisfy the functional equation
Λ(1 − s,A) = ωΛ(s,A∗).
For the purposes of this paper, we define the conductor of L to be
C = (1 + |QA|)
d∏
j=1
(3 + |βj |).
Where it is clear from the context, we will use Q, L(s), and Λ(s) to denote
QA, L(s,A), and Λ(s,A) respectively. The above conditions are a subset
of the conditions of Molteni’s in [16], and it would be sufficient also to use
conditions such as in 5.1 of [11]. The structure of these conditions are similar
to the conditions on the Selberg class [19]. For some more discussion about
the types of conditions L-functions are expected to satisfy, refer to either
Chapter 5 of [11], or [19].
The conductor we have defined reflects roughly the complexity of L(s,A).
For Dirichlet L-functions L(s, χ), C ≍ q where q is the modulus of χ. For
1This condition is rather weak, as all L-functions are expected to be of finite order.
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L-functions associated to Maass forms in 1.1, C ≍ λM where M is the level,
and λ is the eigenvalue. For Hecke L-functions associated to holomorphic
cusp forms, C ≍ kM where k is the weight and M is the level. For L-
functions associated to cuspical automorphic representations of GL(n), C is
similar to the analytic conductor defined in Equation (5.7) of [11].
The results in this paper are uniform in the parameters Q, and βi for all i.
The constants C and the implied constants in Lemma 1-4 and Theorem 2 are
allowed to depend only on m. If we assume thatm ≤ d, then these constants
are absolute. That m ≤ d is known for every L-function of interest. The
constants C and the implied constant in all the later results depend only
on d. There, the L-functions are either automorphic or are Rankin-Selberg
L-functions.
As we mentioned in §1.1, Molteni [16] proved bounds of the form L(1)≪ǫ
C
ǫ. Theorem 1 in [16] proved this bound for L-functions satisfying our
conditions above, having a Rankin-Selberg convolution, and satisfying a
technical condition on the size of the coefficients of L(s) which Molteni
called Hypothsis (R). Before stating Hypothesis (R), Molteni noted that
some hypothesis about the size of the coefficients must be made. We do not
make any assumptions concerning the size of the coefficients. Note however
that we do have the trivial bound |αj(p)| ≤ p for all j which arises merely
from the absolute convergence of the Euler product for ℜs > 1.
In order to prove a bound of the form≪ Cǫ for Rankin-Selberg L-functions
(Theorem 2 and Theorem 3 in [16]),2 Molteni needed additional hypotheses
on the size of the coefficients. These additional conditions are known for
Rankin-Selberg L-function of automorphic representations for lower rank
groups, but are unproven in general. See [16] for a more detailed description.
Our first theorem is an improvement of the Cǫ bound in Theorems 1, 2
and 3 in Molteni [16], without assuming the existence of a Rankin-Selberg
convolution or any extra condtions on the coefficients.
Theorem 2. Let L(s) be an L-function satisfying our hypothesis above.
Then for any 3 ≥ σ ≥ 1, we have that
(σ − 1)mL(σ)≪ exp
(
Cd
log C
log log C
)
,
where C > 0 is a constant which can only depend on m, and is absolute if
m ≤ d.3
Of course, if σ ≥ 3, then the size of L(σ) is well understood. In particular,
using the trivial bound of |αj(p)| ≤ p and the Euler product, it is immediate
that L(σ) ≤ ζ(2)d.
2Note that given some Rankin-Selberg L-function L(s, pi1×pi2) for pi1 and pi2 automor-
phic, it is not known that a Rankin-Selberg L-function of the form L(s, pi1×pi2×pi1×pi2)
exists. Thus the proof of Theorem 1 in [16] does not apply.
3This is to be interpreted in the obvious manner when σ = 1. The dependence of the
right hand side on d is natural, and would be present even when assuming Ramanujan
and GRH.
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2. Proof of Theorem 2
2.1. An bound for logL(s). We first record some basic facts which follow
from our conditions on L-functions. The function sm(s − 1)mΛ with Λ as
in the last section is an entire function of order 1. Indeed, by standard
arguments involving the Phragmen - Lindelof principle, we know that L(s)
is bounded by polynomial growth in |t| for ℜs bounded. Stirling’s formula
for Γ then gives the result. Hence we must have the Hadamard product
sm(s− 1)mΛ(s) = eA+Bs
∏
ρ
(1− s
ρ
)es/ρ,
where as usual the product is over the non-trivial zeros of L inside the critical
strip 0 ≤ ℜ(s) ≤ 1. See [4] for a description of this in the classical case,
which extends to our case without any change, or see Chapter 5 of [11] for
a treatment of this in a general setting. Logarithmically differentiating this
product for ℜs > 1 gives
∑
ρ
1
s− ρ +
1
ρ
=
logQ
2
+
1
2
N∑
i=1
Γ′
Γ
(s/2 + βi) +
L′
L
(s) +
m
s− 1 +O(1).
From this we derive that for ℜs > 1,
(12) −ℜL
′
L
(s) = −F (s) + log |Q|
2
+G(s) +
m
s− 1 +O(1),
where
F (s) =
∑
ρ
σ − β
(σ − β)2 + (t− γ)2
and
G(s) =
N∑
i=1
1
2
Γ′
Γ
(s/2 + βi).
As usual, we have written s = σ+it and non-trivial zeros of L(s) are written
ρ = β + iγ. We are now ready to proceed to the proof of Theorem 2.
We start with a lemma which provides us with a expression for L
′
L (s)
inside the critical strip in terms of a sum over primes and a sum over zeros.
This is a version of Lemma 1 of Soundararajan in [20] for our generalized
L-functions, and is also very similiar to Lemma 2 in [19]. Although the
proof of our Lemma is exactly the same as in [20], we provide a sketch for
the sake of completeness.
Lemma 1. For s not a zero or pole of L(s), and any x > 1,
−L
′
L
(s) =
∑
n≤x
ΛA(n)
ns
log(x/n)
log x
+
1
log x
(
L′
L
(s)
)′
+
1
log x
∑
ρ
xρ−s
(ρ− s)2 −
mx1−s
(1− s)2 log x +
1
log x
d∑
i=1
∑
k≥0
♭ x−s−2(βi+k)
(s + 2(βi + k))2
,
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where the ♭ over the sum indicates that we sum over i and k such that
−2(βi+k) is a trivial zero of L(s), and ΛA(n) is the coefficient which appears
in the Dirichlet series for −L′L (s) to the right of ℜs > 1, namely
ΛA(n) =
{
log p
∑d
i=1 αi(p)
k for n = pk
0 otherwise.
Proof. Let c = 1 + 1/ log x. Then, by Perron’s formula,
1
2πi
∫ c+i∞
c−i∞
−L
′
L
(s+ w)
xw
w2
dw =
∑
n≤x
ΛA(n)
ns
log(x/n)
log x
.
Now if we move the contour to the left, we pick up various residues at the
poles of the integrand. There is a residue from the pole at 0, and then there
are residues at the poles corresponding to the possible pole of L at 1, the
nontrivial zeros of L, and the trivial zeros of L. Together, these contribute
− log xL
′
L
(s)−
(
L′
L
(s)
)′
+
mx1−s
(1− s)2 −
∑
ρ
xρ−s
(ρ− s)2 −
d∑
i=1
∑
k≥0
♭ x−s−2(βi+k)
(s+ 2(βi + k))2
.
The justification of this follows from a slight modification of standard argu-
ments from the original proof of the prime number theorem (see [4]). See
the proof of Lemma 2 in [18] for some more details. 
Since we are concerned with bounding L(s) near s = 1, we integrate
the above Lemma to get an expression for logL(s) near s = 1. Using
Soundararajan’s technique in [20], we will then neglect the sum over non-
trivial zeros by arguing that they give a negative contribution. This is the
subject of our next Lemma.
Lemma 2. Let x > 2, λ > 0 be such that e−λ ≤ λ, and σ0 = 1 + λ/ log x.
Then
log |L(σ0)| ≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
+
1
log x
(
log |Q|
2
+G(σ0)
)
+O (d) ,
uniformly in λ. It is also uniform in m if m ≤ d.
Proof. We integrate both sides of the equation of Lemma 1 from s = σ0 to
∞. To investigate the contribution of the sum over trivial zeros of L, recall
that ℜβi > −1/2. Now, we need to distinguish two cases.
In the first case, we assume that −2ℜ(βi + k) < 1/2. Then∫ ∞
σ0
x−s−2(βi+k)
(s+ 2(βi + k))2
ds≪ 1
(1 + k2)
√
x log x
.
In the second case, assume that −2ℜ(βi + k) ≥ 1/2. Then∫ ∞
σ0
x−s−2(βi+k)
(s+ 2(βi + k))2
ds≪ 1
(σ0 − 1)2 log x
(
x−σ0−2(βi+k)
)
≪ log x.
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We note for future reference that the second case can only occur a finite
number of times, specifically at most d times. This is because k ≥ 0 and
ℜβi > −1/2, so the second case can only occur if k = 0.
Next,
−
∫ ∞
σ0
mx1−s
log x(1− s)2 ds ≤ 0.
Further, ∑
ρ
∣∣∣∣
∫ ∞
σ0
xρ−s
(ρ− s)2
∣∣∣∣ ≤ ∑
ρ
xβ−σ0
|σ0 − ρ|2 log x
≤
∑
ρ
x1−σ0
log x
1
(σ0 − β)2 + γ2
≤ e
−λ
log x(σ0 − 1)F (σ0)
=
e−λ
λ
F (σ0).
Hence,
log |L(σ0)| ≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
−ℜ 1
log x
L′
L
(σ0) +
e−λ
λ
F (σ0)
log x
+O (d) .
Now we substitute (12) for L
′
L (σ0) to get
log |L(σ0)| ≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
+
1
log x
(
−F (σ0) + log |Q|
2
+G(σ0) +
m
σ0 − 1
)
+
e−λ
λ
F (σ0)
log x
+O (d)
≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
+
1
log x
(
log |Q|
2
+G(σ0)
)
+O (d) ,
where we have used that e
−λ
λ ≤ 1 and that F (σ0) ≥ 0 to see that the F (σ0)
terms give a negative contribution.

It will be convenient to express the bound in Lemma 2 in terms of C,
which is the subject of our next Lemma.
Lemma 3. With the same conditions as in Lemma 2,
log |L(σ0)| ≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
+O
(
log C
log x
+ d
)
,
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where the implied constant is absolute if m ≤ d.
Proof. We have that
G(σ0) =
d∑
i=1
1
2
Γ′
Γ
(σ0/2 + βi)
≪
d∑
i=1
1
2
log(σ0/2 + βi) +
d∑
i=1
1
σ0 + 2βi
≪ log
d∏
i=1
(σ0/2 + βi) + d log x
≪ log
d∏
i=1
(1 + |βi|) + d log x,
uniformly in βi. Here, we have used that σ0 + 2βi >
λ
log x .
From the above we garner
log |Q|+G(σ0)
log x
≪ logC
log x
+ d,
from which the result follows. 
2.2. Proof of the theorem. Now that we have an upper bound for log |L(s)|
near s = 1, we can use this to derive an upper bound for (s− 1)mL(s) near
s = 1. To gain some uniformity in our results, we first show the following
Lemma. 4
Lemma 4. With σ0 as in Lemma 2 and 1 ≤ σ ≤ σ0, there exists an absolute
constant C > 0 such that
Q
σ0−σ
2
d∏
i=1
Γ(σ0/2 + βi)
Γ(σ/2 + βi)
≪ exp
(
C
log C
log x
+ d
)
.
Proof. Taking the logarithm of both sides, we see that it suffices to show
(13)
σ0 − σ
2
log(|Q|+ 1) +
d∑
i=1
log
∣∣∣∣Γ(σ0/2 + βi)Γ(σ/2 + βi)
∣∣∣∣≪ log Clog x + d.
In the above, we have inserted |Q|+ 1 in place of |Q| as a matter of conve-
nience. Further, it suffices to show that
(14) log
Γ(σ0/2 + βi)
Γ(σ/2 + βi)
≪ log(1 + |βi|)
log x
+ 1
4Note that the quantity we are bounding in Lemma 4 is the ratio of the Archimedean
factor evaluated at σ0 to the Archimedean factor evaluated at σ.
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holds for all i. Indeed, summing (14) over i and using that σ0−σ ≪ 1/ log x
gives
σ0 − σ
2
log(|Q|+ 1) +
d∑
i=1
log
∣∣∣∣Γ(σ0/2 + βi)Γ(σ/2 + βi)
∣∣∣∣
≪ log(|Q|+ 1)
log x
+
d∑
i=1
log(1 + |βi|)
log x
+ d
=
1
log x
log
(
(|Q|+ 1)
d∏
i=1
(1 + |βi|)
)
+ d
≤ log C
log x
+ d.
Now we prove (14). Let s = σ/2 + βi, and note that ℜs > 0. Let δ = σ0−σ2 .
The ratio Γ(s+δ)Γ(s) is bounded by a constant for ℜs ≥ 0 and |s| ≤ 10. Note
that at s = 0, the ratio is actually 0. Henceforth assume |s| ≥ 10. Then
apply Stirling’s formula to see that
log
Γ(s+ δ)
Γ(s)
= (s+ δ − 1/2) log(s+ δ)− (s− 1/2) log s+O(1)
= δ log(s+ δ) +O(1).
Plugging back s = σ/2 + βi and noting δ ≪ 1/ log x gives the result. 
Now we are ready to prove Theorem 2.
Proof. First, we will show that L(σ0)≪ exp
(
Cd logClog logC
)
for σ0 = 1 +
λ
log x
where λ is the unique real solution to e−λ = λ. We first note that
|ΛA(pk)| ≤ log p
d∑
i=1
|αi(p)|k ≤ dpk log p.
By Lemma 3, we have
log |L(σ0)| ≤ ℜ
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
+O
(
logC
log x
+ d
)
≤
∑
pk≤x
d+O
(
log C
log x
+ d
)
≪ dx
log x
+
logC
log x
+ d
≪ d log C
log logC
,
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upon setting x = log C. Now fix any σ ≥ 1. If σ ≥ σ0, we are done since the
above proof works as well.5 Say that 1 ≤ σ < σ0. We first note that
(15) |σm(1− σ)mΛ(σ)| ≤ |σm0 (1− σ0)mΛ(σ0)|.
Indeed, set Ξ(s) = sm(1−s)mΛ(s) and note that Ξ′Ξ (s) = B+
∑
ρ
(
1
s−ρ +
1
ρ
)
where ℜB = −∑ρℜ1ρ . See (7) and (18) in Chapter 5 of [4] for a proof of
this. Thus ℜΞ′Ξ (σ) =
∑
ρ ℜ 1σ−ρ =
∑
ρ
σ−β
(σ−β)2+γ2
≥ 0 for any σ ≥ 1. Hence
log |Ξ(σ)| and |Ξ(σ)| are increasing.
Finally, we see that (15) gives us
(1− σ)mL(σ)≪
∣∣∣∣∣Qσ0−σ2
d∏
i=1
Γ(σ0/2 + βi)
Γ(σ/2 + βi)
L(σ0)
∣∣∣∣∣ ,
and the result follows by Lemma 4. 
3. Rankin-Selberg and refined upper bounds
For the rest of this paper, we will restrict our attention to L-functions
L(s,A) = L(s, π) for π an automorphic representation of GL(m). This
allows us to apply the well developed theory of the Rankin-Selberg convo-
lution attached to such representations. See the appendix of [17] for a brief
survey of the properties of the Rankin-Selberg convolution, and see [12] for
a far more detailed exposition. Here, we remind the reader of its most basic
properties.
Rankin-Selberg: Say that we have the automorphic L-functions
L(s,A) =
∏
p
d∏
j=1
(1− αj(p)/ps)−1
and
L(s,M) =
∏
p
d∏
j=1
(1− µj(p)/ps)−1.
Then there exists a finite set of exceptional primes P such that outside of
P, the local factors of the Rankin-Selberg L-function L(s,A×M) is of the
form
Lp(s,A×M) =
∏
i,j
(1− αi(p)µj(p)p−s)−1.
We have moreover that L(s,A×M) satisfies all the conditions introduced
in §1.5. We call the primes p ∈ P ramified and note that the coefficients
corresponding to a ramified prime p still satifies the trivial bound of ≤ p.
We denote the conductor of this L-function by CA×M. Then we have that
|P| ≪ log CA×M and log CA×M ≍ logCA + logCM.
5Lemma 2 was proven uniformly in λ.
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Theorem 3. Let L(s) be automorphic of degree d with a pole of order m at
s = 1. Then for any 3 ≥ σ ≥ 1, we have that
(σ − 1)mL(σ)≪ exp
(
C(logC)1/2
)
,
where C > 0 is a constant which depends only on d.
As we had pointed out before, the constant C and the implied constant
in this result and all the following results can depend only on d, and in
particular, do not depend on m since m ≤ d.
It is possible to prove better results in the case where more is known
about L(s). For instance, it will be clear from the proof of Theorem 3
that one can improve the bound to ≪ exp
(
C(log C)1/2
l
(log logC)
2l−2
2l
)
if
L(s,A(l) × A¯(l)) exists. Here A(l) denotes the convolution of A with itself l
times. Note that such an assumption immediately gives better upper bounds
on the coefficients of L(s), namely of the from |a(n)| ≪ n1/2l. However,
directly using such bounds on the coefficients to find bounds on L(1) does
not result in a significant improvment over Theorem 2.
In this general theme, here is a result where L(s,A) is a GL(2) L-function
with a symmetric power L(s, symlA) such that the Rankin-Selberg L-function
L(s, symlA× symlA) exists. 6
Corollary 4. Let L(s,A) be automorphic for GL(2) over Q such that
both the lth symmetric power L(s, symlA) and the Rankin-Selberg L-function
L(s, symlA× symlA) exists. Then for any 3 ≥ σ ≥ 1,
(σ − 1)mL(σ)≪ exp
(
C(logC)1/2l(log log C)
l−1
l
)
,
where the constant C and the implied constant are absolute.
Remark 1. By the recent work by Kim concerning functoriality of the sym-
metric fourth power [13], Corollary 4 gives us that
(σ − 1)mL(σ)≪ exp
(
C(logC)1/8(log log C)
3
4
)
,
which implies (11) in §1.2. We stated the Corollary in a more general form
for the purpose of illustrating that more information about functoriality of
higher symmetric powers leads directly to improvments on the upper bound.
Recall that one may prove Ramanujan’s conjecture in this situation assum-
ing functoriality of all symmetric powers. Given Ramanujan’s conjecture, it
is fairly easy to show that L(1) is bounded by a power of log C. Corollary 4
also tells us that L(1) is bounded by a power of log C if we can take l large
enough, namely around log logC. Thus it is in some sense an interpolation
between the expected bound from Ramanujan and the bound arising from
Theorem 2.
6The corollaries that follow are corollaries of Theorem 2. Theorem 3 also follows from
Theorem 2 but we have made the somewhat arbitrary decision not to call Theorem 3 a
corollary to emphasize the result.
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The original method of Iwaniec which Molteni generalizes in [16] depends
crucially on the bound ∑
n≤x
|an|
n
≪ǫ (xC)ǫ.
This type of bound is of some independent interest, and the same idea is
used by Iwaniec in [10] to prove upper bounds at 1/2 and by Hoffstein and
Lockhart in [5] to prove lower bounds at 1. Theorem 2 can be used to derive
an improved version of this bound.
Corollary 5. Let L(s) be automorphic of degree d, then
∑
n≤x
|an|
n
≪ max(exp(C
√
logC), exp(C
√
log x)),
where C > 0 is a constant depending only on d.
A better though messier version of the above is possible and will be evident
during the proof of the result. Once this bound is proven, we may also show
similar upper bounds for f j(s) near s = 1 where f(s) = (s − 1)mL(s).
Specifically, we have
Corollary 6. Let L(s) be automorphicof degree d and f(s) = (s− 1)mL(s).
Then for |s− 1| ≪ 1logC,
f j(s)≪ exp(C
√
logC),
where C > 0 is a constant. Here the constants are allowed to depend on j
and d.
The same improvements which appear in Corollary 4 hold for Corollaries
5 and 6 should the same assumptions hold, but we will not show this.
3.1. Proof of Theorem 3: This proof depends on the observation that∣∣∣∣ΛA(pk)log p
∣∣∣∣
2
≤ ΛA×A¯(p
k)
log p
,
for all primes p and all k ≥ 1. See Proposition 6 in [16] for a nice proof of
this fact. Knowing this, we use Cauchy-Schwarz to get our result.
Proof. We will first prove the bound at σ0. We note that∣∣∣∣∣∣∣∣
∑
n=pk≤x
p ramified
ΛA(n) log(x/n)
nσ0 log n log x
∣∣∣∣∣∣∣∣
≪ (logC)1/2,
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where we have used that
∣∣∣ΛA(pk)log p ∣∣∣ ≪ pk/2, and that the number of ramified
primes is ≪ logC. As before we have
log |L(σ0)| ≪
∣∣∣∣∣∣
∑
n≤x
ΛA(n) log(x/n)
nσ0 log n log x
∣∣∣∣∣∣+
log C
log x
+ 1
≪
∑
n=pk≤x
p unramified
∣∣∣∣ΛA(n) log(x/n)nσ0 log n log x
∣∣∣∣+ (log C)1/2 + log Clog x
≤

∑
n≤x
|ΛA(n)|2
nσ0 log2 n


1/2
∑
pk≤x
1
pkσ0


1/2
+ (logC)1/2 +
logC
log x
≤

∑
n≤x
ΛA×A¯(n)
nσ0 log n


1/2
∑
pk≤x
1
pkσ0


1/2
+ (log C)1/2 +
logC
log x
≪ (log |L(σ0,A× A¯)| log log x)1/2 + log C
log x
+ (log C)1/2
≪
((
logC
log log C
− k log(σ0 − 1)
)
log log x
)1/2
+
logC
log x
+ (log C)1/2,
where k ≤ d2 is the order of the pole of L(s,A × A¯) at 1, and where we
have used Theorem 2 to bound log |L(σ0,A× A¯)|. We set x = exp(
√
logC).
Then log log x = 1/2 log log C, −k log(σ0 − 1) ≍ log log C, and so
L(σ0)≪ exp(C
√
logC).
The result follows by Lemma 4 in the same way as in the proof of Theorem
2. 7 
3.2. Upper Bounds and Symmetric Powers.
The proof of Corollary 4 below is essentially the same as the proof of The-
orem 3, where instead of using Cauchy’s inequality, we will use Ho¨lder’s
inequality.
Proof. Let B be the lth symmetric power of A. We have
L(s,A) =
∏
p
(1− α1(p)/ps)−1(1− α2(p)/ps)−1 =
∑
n≥1
a(n)
ns
,
and
L(s,B) =
∏
p
l∏
j=1
(
1− α1(p)
jα2(p)
l−j
ps
)−1
=
∑
n≥1
b(n)
ns
,
7Note here that we are applying Lemma 4 to L(s,A).
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where for convenience we have ignored that there are finitely many excep-
tional Euler factors correponding to ramified primes. Let D = B × B¯, and
L(s,D) =
∑
n≥1
d(n)
ns
,
Assume without loss of generality that |α1(p)| ≥ 1 ≥ |α2(p)| for all p. Say
that p is not an exceptional prime. Let M = |α1(p)| = 1/|α2(p)|. We thus
have
|a(pk)| ≤ 2|α1(p)|k = 2Mk.
Then
|b(pk)| =
∣∣∣∣∣
l∑
i=0
(α1(p)
l−iα2(p)
i)k
∣∣∣∣∣
≥ Mkl −
l∑
i=1
Mk(l−2i)
≥ Mkl(1− 1/Mk).
If Mk ≥ 2, then |a(pk)|l ≤ 2l+1|b(p)|k, and if Mk ≤ 2, then |a(pk)|l ≤ 22l.
Hence
|a(pk)|l ≤ max(2l+1|b(pk)|, 4l).
Since |b(pk)|2 ≤ d(pk), we have
(16) |a(pk)|2l ≪ 4l(d(pk) + 4l)
where the implied constant is absolute. With σ0 as in Lemma 2, we have
by use of Lemma 4 as in the proof of Theorem 3 that it suffices to bound
L(σ0).
8 We have
log |L(σ0)| ≪
∑
pk≤x
∣∣∣∣a(pk) log(x/n)kpkσ0 log x
∣∣∣∣+ logClog x
≪ ℜ
∑
pk≤x
p unramified
|a(pk)| log(x/n)
kpkσ0 log x
+ (log C)1/2l +
log C
log x
,
where we have used that the number of exceptional primes is ≪ logC, and
that |a(pk)| ≪ |pk/2l| which follows from (16). Set x = C. Again by (16)
8Note that here we are applying Lemma 4 to L(s,A), an L-function of degree 2, and
thus the use of Lemma 4 does not introduce any dependence on l.
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and Ho¨lder’s inequality, we have
ℜ
∑
pk≤x
p unramified
|a(pk)| log(x/n)
kpkσ0 log x
≪

∑
pk≤x
d(pk) + 1
pkσ0


1/2l
(log log x)
2l−1
2l
≪ (log |L(σ0,D)| − log(σ0 − 1) + log log x)1/2l (log log C)
2l−1
2l
≪
(
(l + 1)4
logC
log logC
)1/2l
(log log C)
2l−1
2l
= (log C)1/2l(log logC)
l−1
l
where yet again we have used Theorem 2 to bound
∑
pk≤x
d(pk)
pkσ0
. Note that
the degree of L(s,D) is (l + 1)2, and logCD ≪ (l + 1)2 logCA.

The proof of Corollary 1 is the same so we provide a sketch only.
Proof. Again, say that
L(s,A) =
∏
p
(1− α1(p)/ps)−1(1− α2(p)/ps)−1 =
∑
n≥1
a(n)
ns
.
Then
L(s, sym2A) =
∏
p
2∏
j=1
(
1− α1(p)
jα2(p)
l−j
ps
)−1
=
∑
n≥1
s(n)
ns
,
where again for convenience we have ignored that there are finitely many
exceptional Euler factors correponding to ramified primes. Let B = sym4A
so that
L(s,B) =
∏
p
4∏
j=1
(
1− α1(p)
jα2(p)
l−j
ps
)−1
=
∑
n≥1
b(n)
ns
.
Let D = B × B¯, and
L(s,D) =
∑
n≥1
d(n)
ns
.
By the same method as before, we may show that for n = pk a prime power,
|s(n)|4 ≪ |a(n)|8 ≪ |b(n)|2 ≤ d(n),
and applying Theorem 2 as before, we obtain
L(1, sym2A)≪ exp
(
C(log λN)1/4(log log λN)
1
2
)
.
The result follows for ress=1L(s,A × A) since the local factors of L(s,A ×
A) agree with the the local factors of ζ(s)L(s, sym2A) save at ≪ log λN
exceptional primes, which can be neglected as before. 
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3.3. Proof of Corollary 5 and Corollary 6.
The proof of Corollary 5 is also very similar to that of Theorem 3. In this
proof, we have ignored the ramified primes; the method to deal with them
is the same as in the proof of Theorem 3 and Corollary 4.
Proof. We have
log
∑
n≤x
|an|
n
≤
∑
n≤x
|ΛA(n)|
n log n
≤ e
∑
n≤x
|ΛA(n)|
n1+1/ log x log n
≤ e

∑
n≤x
|ΛA(n)|2
n1+1/ log x log2 n


1/2
(log log x)1/2
≤ e logL(1 + 1/ log x,A× A¯)1/2(log log x)1/2
≪
(
logC
log log C
+ k log log x
)1/2
(log log x)1/2,
by Theorem 2, where k ≤ d2 is the order of the pole of L(s,A×A¯) at s = 1.
The above is ≪ √log C if C ≥ x and ≪ √log x otherwise. 
It is clear from the above proof that the stronger bound
∑
n≤x
|an|
n
≪ (log x)k exp
(
C
√
log C
log logC
)
holds. As expected, this is actually ≪ logk+ǫ x for x much larger than C.
We now proceed to the proof of Corollary 6, which we will only sketch since
it is the same proof as Theorem 2 in [16].
Proof. By Corollary 5,∑
n≤x
logj n
|an|
n
≪ logj xmax(exp(C
√
logC), exp(C
√
log x)).
Define
Ij(x) =
1
2πi
∫ 2+i∞
2−i∞
f (j)(s+ 1)xs
s(s+ 1)...(s + r)
ds,
where r is chosen so that the integral converges. We have that d
j
dsj
(
sm
ns
)
=
Pj,m(x,log x)
ns for a polynomial Pj,m(x, y) which is bounded bym
j+1(j+1)xmyj.
Then proceeding as Molteni does, we expand f (j)(s+ 1) as a series and use
a version of Perron’s formula to get that
Ij(x)≪
∑
n≤x
logj n
|an|
n
≪ logj xmax(exp(C
√
log C), exp(C
√
log x)).
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Moreover, by bounding f (j)(s) by (C(1+|t|))c using convexity and moving
the integral to the line ℜs = −1/2, we get that
Ij(x) =
f (j)(1)
r!
+O
(
j!Cc
2j
√
x
)
.
From this it follows upon choosing x = C2c+2 that
f (j)(1)≪ exp(C ′
√
log C),
and we are done. 
4. Lower Bounds
Part of the original motivation of Molteni’s result is to derive Siegel type
lower bounds for L(1). He showed for specific L-functions that L(1) ≫ 1
Cǫ
(see [16] for a more detailed description). We do not seek to improve this
bound here in the case where L(s) may have a Siegel zero - recall that such
an improvement is extremely difficult even in the case of quadratic Dirichlet
L-functions. Rather, we will examine the case where L(s) has been proved
to have no exceptional zero.
Corollary 7. Let L(s,A) = L(s, π) be cuspidal automorphic for GL(d), and
assume that there exists c0 > 0 such that any zero ρ = β + iγ of L(s) inside
the critical strip satifies
β ≤ 1− c0
log(1 + C|γ|) .
Then
L(1,A)≫ exp(−C
√
log C),
where C > 0 is a constant depending only on d.
The result above applies to obtain lower bounds on L(1) where L is not
self-dual and automorphic for GL(m) (see Theorem 5.10 of [11]). It also
applies to the case of L(1, f) where f is a self-conjugate cuspidal Hecke
eigenform on GL(2) by the work of Hoffstein and Ramakrishnan [7] and to
L-functions of any cusp form on GL(3) by the work of Banks [1].
We obtain lower bounds on L(s,A) by again expressing L′L (s) as a sum
over primes and a sum over zeros. This time however, we will need to
genuinely bound the size of the contribution of the zeros, hence requiring
a zero free region. We will then bound the contribution of the prime sum
using our upper bound results. The following Lemma is the same as Lemma
2 of [8].
Lemma 5. Let L(s,A) = L(s, π) be automorphic of degree d, and assume
that there exists c0 > 0 such that any zero ρ = β + iγ of L(s) inside the
critical strip satifies
β ≤ 1− c0
log(1 + C|γ|) .
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Let x = C4 log logC/c0 . Then
−L
′
L
(σ) =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
+O(1),
uniformly for 1 ≤ σ < 2, where the implied constant depends only on d.
Proof. Now fix σ with 1 ≤ σ < 2.
Let c > 1. We have that
(17) − 1
2πi
∫ c+i∞
c−i∞
L′
L
(s+ σ)
2xs
s(s+ 2)
ds =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
.
As in the proof of Lemma 1, we shift our contours of integration to−A, where
A is chosen such that 3/2 ≤ A < 2− 1/10 and L(s) has no trivial zeros near
the line ℜs = −A. In particular, we may demand by the pigeonhole principle
that all trivial zeros are at least ≫ 1/d away from −A. We encounter a pole
at 0, and poles at the non-trivial zeros of L(s), and≪ d trivial zeros of L(s).
We claim that the contribution of the residues from the trivial zeros is O(d).
To see this, note that each trivial zero is of the form −2(βi + k) for some
1 ≤ i ≤ d and integer k ≥ 0. We know that ℜ2βi ≥ −1/2 + 1d2+1 by a result
of Luo, Rudnick and Sarnak [15], so that −ℜ2(βi+ k) ≤ −ℜ2βi ≤ 1/2. The
residue at such a zero is
x−2(βi+k)−σ
(σ − 2(βi + k))(σ − 2(βi + k) + 2) .
Thus |σ − 2(βi + k)| ≥ 1/2. Moreover, |σ − 2(βi + k) + 2| ≥ 5/2. Thus the
term above is O(1), and since the number of trivial zeros between −A and
c is ≪ d, the contribution of all such residues is O(d) also.
Thus the left hand side of (17) is
−L
′
L
(σ)− 1
2πi
∫ −A+i∞
−A−i∞
L′
L
(s+σ)
2xs
s(s+ 2)
ds+O
(∑
ρ
xβ−σ
|ρ− σ||ρ− σ + 2| + d
)
.
The integral appearing immediately above may be bounded by bounding
−L′L (s + σ) for ℜs = −A. Indeed, using the functional equation, and loga-
rithmically differentiating the Γ factors, we derive as usual that L
′
L (s+σ)≪
d2 log(C(1 + |t|)). 9 Thus,
1
2πi
∫ −A+i∞
−A−i∞
L′
L
(s+ σ)
2xs
s(s+ 2)
ds≪ d2x−A log C
Then (17) gives us
−L
′
L
(σ) =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
+O
(∑
ρ
xβ−σ
|ρ− σ||ρ− σ + 2|
)
+O(d+d2x−A log C).
9The d2 factor here arises from the fact that the trivial zeros are ≫ 1/d from −A and
d is the number of those zeros in an interval of length 2. The argument is a modification
of the standard argument on pg. 109 of [4] for instance.
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Now to bound the contribution of the non-trivial zeros, we split the sum
into intervals where m ≤ |γ| < m+ 1 for m ≥ 0. The number of such zeros
is O(log C(m + 1)), and since they lie outside the zero free region, for each
m > 0, they contribute
≪ x−
c0
log(C(1+m))
log(C(m+ 1))
m2
.
The term m = 0 is of size ≪ x−
c0
log C log2 C. Thus, the entire sum over zeros
is
≪ x−
c0
2 log C log2 C+ 1.
We set x = C4 log logC/c0 so that the above is ≪ 1. Then we have
−L
′
L
(σ) =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
+O(1),
as desired. 
To prove Corollary 7, we integrate the expression in Lemma 5.
Proof. Set σ1 = 1 + exp(−C0 logClog logC). Integrating the expression in Lemma
5 for σ from σ1 to 2 gives
| logL(σ1)| =
∑
n≤x
ΛA(n)
nσ1 log n
(
1−
(n
x
)2)
|+O(1)
≤
∑
n≤x
∣∣∣∣ ΛA(n)nσ1 log n
∣∣∣∣+O(1)
≤

∑
n≤x
ΛA×A¯(n)
nσ1 log n


1/2
(log log x)1/2 +O(1)
≤
((
logLA×A¯(σ1) + log
1
σ1 − 1
)
log log x
)1/2
+O(1),
exactly as in the proof of Theorem 3, where we have used that LA×A¯ has
a simple pole at 1. Using the definition of σ1 and also the bound for
logLA×A¯(σ1) from Theorem 2, we obtain that
| logL(σ1)| ≪
√
log C,
which implies the lower bound we want at σ1. We use our bound for L
′(σ) to
push this bound to s = 1. Specifically, by Corollary 6, there exists constants
C1 and C2 such that
|L(1)| ≥ |L(σ1)| − C1 exp(C2
√
log C)(σ1 − 1)
= |L(σ1)|+O
(
exp(−C2 log C
log logC
)
)
≫ exp(−C
√
logC),
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as desired, upon setting C0 = 2C2. 
Remark 2. The bound proved above can be improved given more informa-
tion about L(s). For instance, results analogous to Corollary 4 can be shown
using the same methods. To be more precise, we can show for A automorphic
for GL(2) over Q that
(18) L(1,A)≫ exp(−C(log C)1/8(log logC)3/4).
One may show a similar result for the symmetric square. The proof is
immediate. By integrating Lemma 5, it suffices to bound the prime sum∑
n≤x
∣∣∣ ΛA(n)ns logn ∣∣∣, which is bounded as in the proof of Corollary 4.
A standard method to obtain lower bounds from upper bounds depends
on constructing an auxilary L-function T (s) with positive coefficients such
that L(s,A) divides T (s) to a higher power than the pole of T (s) at s = 1.
In the cases that this method is available, a zero free region can also be
proved, so the method we used is more general.
In certain cases, our method applies when the method using auxilary L-
functions runs into difficulties. For instance, in the case of self-dual GL(2)
L-functions, one may use the auxilary L-function defined in Equation (5.1)
in the work of Hoffstein and Ramakrishnan [7]. The difficulty with this
approach is that one of the factors in this auxilary L-function is not known
to be automorphic, and thus we cannot obtain upper bounds of sufficient
strength to prove Corollary 7. Using this strategy, only lower bounds of the
form ≫ exp(− logClog logC) can be obtained. On the other hand, the same work
[7] shows that such L-functions have the requisite zero free region, so our
result immediately gives that L(1) ≫ exp(−C√log C). Actually, it is not
hard to see that bounds of the form≫ǫ exp(−C(logC)1/8+ǫ) hold as per the
Remark above.
5. Some remarks on GRH
Here, we briefly discuss the immediate consequences of GRH in our set-
ting. Consider
−L
′
L
(σ) =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
+O
(∑
ρ
xβ−σ
|ρ− σ||ρ− σ + 2|
)
+ O(1 + x−A log C),
which appears in the proof of Lemma 5. When we proved Lemma 5, we
bounded the sum over zeros by using the classical zero free region. Here, we
once again split the sum into intervals where m ≤ |γ| < m + 1 for m ≥ 0.
The number of such zeros is O(log C(m + 1)), and since they lie on the
ℜs = 1/2 line by GRH, for m > 0, they contribute
≪ x−1/2 log(C(m+ 1))
m2
.
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The term m = 0 has size ≪ x−1/2 log C. Thus, the entire sum over zeros is
≪ x−1/2 log C+ 1.
Now we are free to set x = log2 C so that the above is ≪ 1. Then we have
−L
′
L
(σ) =
∑
n≤x
ΛA(n)
ns
(
1−
(n
x
)2)
+O(1),
as before, but the sum over primes is now much shorter. An integration as
before gives
logL(σ1) =
∑
n≤x
ΛA(n)
nσ1 log n
(
1−
(n
x
)2)
+O(1)
This is very much the classical approach to bounding L(1) assuming GRH,
and it is easy to see that if the coefficients ΛA(n)logn ≪ 1 - as in cases where
Ramanujan holds - then the above would be ≪ log logC. However, without
Ramanujan, if we have only that ΛA(p)log p ≪ pδ for all prime p and for some
δ > 0, then we can only prove that
(19) exp
(
−Cd(logC)
2δ
log logC
)
≪ L(1)≪ exp
(
Cd
(log C)2δ
log log C
)
.
While it is much easier to prove such a bound assuming GRH than without
it, we see that these bounds are not superior to our unconditional bounds.
In fact, the bounds in (19) are actually somewhat inferior if we substitute
in the best known values of δ. Although our analysis above is not detailed,
it nevertheless indicates that assuming GRH does not seem to immediately
lead to improvements on our result.
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