Programs expecting structured inputs often consist of both a syntactic analysis stage in which raw input is parsed into an internal data structure and a semantic analysis stage which conducts checks on this data structure and executes the core logic of the program. Existing random testing methodologies, like coverage-guided fuzzing (CGF) and generator-based fuzzing, tend to produce inputs that are rejected early in one of these two stages. We propose Zest, a random testing methodology that effectively explores the semantic analysis stages of such programs. Zest combines two key innovations to achieve this. First, we introduce validity fuzzing, which biases CGF towards generating semantically valid inputs. Second, we introduce parametric generators, which convert input from a simple parameter domain, such as a sequence of numbers, into a more structured domain, such as syntactically valid XML. These generators enable parameter-level mutations to map to structural mutations in syntactically valid test inputs. We implement Zest in Java and evaluate it against AFL and QuickCheck, popular CGF and generator-based fuzzing tools, on six real-world benchmarks: Apache Maven, Ant, and BCEL, ScalaChess, the Google Closure compiler, and Mozilla Rhino. We find that Zest achieves the highest coverage of the semantic analysis stage for five of these benchmarks. Further, we find 18 new bugs across the benchmarks, including 7 bugs that are uniquely found by Zest.
I. INTRODUCTION
Programs expecting complex structured inputs often process their inputs and convert them into suitable data-structures before invoking the actual functionality of the program. For example, a build system such as Apache Maven first parses its input as an XML document and checks its conformance to a schema before invoking the actual build functionality. Compilers, PDF renderers, image processors and viewers, and various other programs whose inputs are XML files or JSON documents, all follow this same check-then-run pattern.
In general, such programs have an input processing pipeline consisting of two broad stages: a syntax parser and a semantic analyzer. We illustrate the flow of inputs through these stages in Figure 1 . The syntax parsing stage translates the raw input into an internal data structure that can easily be processed (e.g. an abstract syntax tree) by the rest of the program. The semantic analysis stage checks if an input satisfies certain semantic constraints (e.g. checks if an XML input conforms to a specific schema), and performs further transformations to convert the input into a data structure that can be processed by the rest of the program. Inputs may be rejected by either stage if they are syntactically or semantically invalid. If an input passes both stages, then the input is considered valid. In this paper, we present Zest, a technique for generating test inputs that exercise the semantic analysis stages of programs, using a random testing methodology biased towards producing valid inputs.
Random testing has been successful in testing many different types of programs, from simple command-line tools to various components in web servers and browsers [1] - [8] . A popular variant of random testing is coverage-guided mutational fuzzing (CGF), in which the program under test is instrumented to provide feedback about the code coverage attained by the program when executing a given input. Stateof-the-art CGF tools such as AFL [4] and libFuzzer [7] have found numerous critical bugs and security vulnerabilities in widely-used software systems. However, most of the bugs found by these CGF tools lie in the syntax-parsing stage of programs. These tools are usually ineffective at reaching the so-called deep states of programs, which perform various semantic analyses and transformations.
Another variant of random testing, called generator-based fuzzing, aims to exercise the core functionality of the program under test. The main idea behind generator-based fuzzing is to handcraft a probabilistic program which randomly generates syntactically valid inputs. QuickCheck [2] , a popular generator-based fuzzing tool, uses a type-specific generator to check that a given assertion on inputs of that type likely holds. Grammar-based fuzzing [9] - [11] is another generatorbased approach which generates syntactically valid inputs by probabilistically choosing production rules from a contextfree grammar. Generator-based fuzzing tools can effectively test programs with mostly syntactic requirements on inputs.
However, it is much harder to use them to test code deep in the semantic analysis stage of programs and beyond. This is because in practice, it is very difficult to design a generator that produces inputs (1) satisfying complex semantic invariants and (2) that exercise a variety of code paths in the program under test. For example, the developers of CSmith [12] , a tool that generates random C programs for testing compilers, spent several years manually tuning the generator to reliably produce valid C programs and to maximize code coverage in compilers.
Our proposed technique, Zest, consists of two subtechniques which form the key contributions of this paper. First, we introduce validity fuzzing, an algorithm for biasing coverage-guided fuzzing towards generating semantically valid inputs. We call this component Zest V . Second, we build upon Zest V by leveraging ideas from generator-based fuzzing. We introduce parametric generators, which adapt existing probabilistic generators to be amenable to mutational fuzzing. We can then use validity fuzzing to bias the parametric generator towards producing semantically valid inputs. We call this combined technique Zest VG .
Our hypothesis is that the bias towards generating inputs that are semantically valid will enable increased code coverage in the semantic analysis stages of programs, as well as aid in the discovery of bugs that are hard to find with existing random testing tools. Unlike some techniques that bias fuzzing towards a specific part of the program such as AFLGo [13] , Zest does not require any static analysis. Therefore, Zest can be used to test programs written in languages where building a wholeprogram call graph is infeasible.
We evaluate Zest V and Zest VG on six real-world Java benchmarks and compare them to the baseline CGF and generatorbased tools: AFL and QuickCheck, respectively. Our results show that the Zest VG technique achieves the highest code coverage in the semantic analysis stage in five of our six benchmarks; the only exception is the benchmark with the simplest input format, where AFL performs best. Further, we find 18 new bugs across all the benchmarks during our evaluation. Zest V and Zest VG complement each other: together they discover all the 18 new bugs we find, including 7 unique bugs that are not found by either baseline technique.
To summarize, we make the following contributions:
• We present validity fuzzing, an algorithm for biasing coverage-guided mutational fuzzing towards the production of semantically valid inputs. • We introduce parametric generators, which adapt existing probabilistic generators to be amenable to mutational validity fuzzing. • We integrate these techniques, together called Zest, into the Java-based JQF platform, which we have made available as an open-source tool: https://github.com/ rohanpadhye/jqf. • We evaluate Zest against AFL and QuickCheck on six real-world Java benchmarks to compare their effectiveness in (1) generating semantically valid inputs, (2) covering code in the semantic analysis stages of test programs, and (3) discovering correctness bugs.
II. BACKGROUND
In this section, we describe coverage-guided mutational fuzzing and generator-based fuzzing. We describe Zest in Section III.
A. Coverage-Guided Mutational Fuzzing
Algorithm 1 describes coverage-guided mutational fuzzing (CGF). The algorithm maintains a set S of important test inputs, which are used as candidates for future mutations. S is initialized with a user-provided set of initial seed inputs I (Line 1). The algorithm repeatedly cycles through the elements of S (Line 4), each time picking an input and using it as the base input from which to generate new inputs via mutation. The number of inputs to generate from a given input is determined by some function NUMCANDIDATES (Line 5), an implementation-specific heuristic. An input is generated by applying one or more random mutation operations on the base input (Line 6). These mutations may include operations that combine subsets of other inputs in S. The given program is then executed with each newly generated input (Line 7).
The key to the CGF algorithm is that instead of treating the test program as a black-box, the test program is instrumented to provide dynamic feedback in the form of code coverage for each run. The algorithm maintains in the variable totalCoverage the set of all coverage points (e.g. program branches) covered by the existing inputs. If the execution of a generated input leads to the discovery of new coverage points (Line 8), then this input is added to the set S for subsequent fuzzing (Line 9) and the newly covered coverage points are added to totalCoverage. (Line 10).
The whole process repeats until a time budget expires. Often this time budget is in the order of hours or days, allowing several millions of executions. Finally, CGF returns the generated corpus of test inputs S (Line 12). CGF can either be used as a technique to discover inputs that expose bugs-in the form of crashes or assertion failures-or to automatically generate a corpus of test inputs that cover various program features. Note that the set S only grows monotonically throughout the algorithm; inputs are never removed from this set. This is in contrast to classical genetic algorithms that maintain a fixedsize population of candidates.
A key limitation of existing CGF tools is that they work without any knowledge about the syntax of the input. Stateof-the-art CGF tools [4] , [7] , [8] treat program inputs as sequences of bytes. This choice of representation also influences the design of their mutation operations, which include bit-flips, arithmetic operations on word-sized segments, setting random bytes to random or "interesting" values (e.g. 0, MAX INT), cloning and deleting byte subsequences, and inserting strings from a user-provided dictionary at random offsets. These mutation operations are tailored towards exercising various code paths in programs that parse inputs with a compact syntax, such as parsers for media file formats, decompression routines, and network packet analyzers. CGF tools have been very successful in finding numerous memory-corruption bugs Algorithm 1 Coverage-guided mutational fuzzing. if coverage ⊆ totalCoverage then 9:
S ← S ∪ {candidate} 10: totalCoverage ← totalCoverage ∪ coverage 11: until given time budget expires 12: return S (such as buffer overflow vulnerabilities) in such programs due to incorrect handling of unexpected inputs.
Unfortunately, this approach often fails to exercise the core functions of software that expects highly structured inputs. For example, when AFL [4] is applied on a program that processes XML input data, a typical input that it saves looks like: <a b>ac&#84;a> which mostly exercises code paths that deal with syntax errors-in this case an error-handling routine for unmatched start and end XML tags. It is very difficult to generate inputs that will exercise new, interesting code paths in the semantic analysis stage of a program via these low-level mutations.
In our experiments with testing Apache Maven's processing of pom.xml files, we found that only about 0.03% of AFLgenerated inputs were semantically valid, even though AFL was provided with both a reference pom.xml file as a seed input and a dictionary of Maven-specific tag names.
B. Generator-based fuzzing
Generator-based fuzzing tools [2] , [9] - [12] , [14] allow users to write a probabilistic generator for inputs that conform to a specific format expected by the program under test. Figure 2 shows a generator for XML documents in the junit-quickcheck [15] framework, which is a Java port of QuickCheck [2] . This generator is designed to return syntactically valid XML string via its generate API. It does this by using the XML DOM API in the JDK to construct an XMLDocument object, then serializing it. The root element of this document is constructed by invoking genElement (Line 5). The method genElement uses repeated calls to random to generate the element's tag name (Line 11), any embedded text (Lines 19, 20, and in genString), and the number of children (Line 14); it recursively calls genElement to generate each child node. We omitted code to generate attribute names and values, but it can be done analogously. Figure 3 contains a sample test harness method testProgram, identified by the @Test annotation. This method expects a test input xml of type String; the @From annotation indicates that input strings should be generated randomly using the generate API provided by An XML generator like the one shown in Figure 2 generates random, but syntactically valid, XML inputs. Such generators can be used to overcome the limitations of CGF that we described in Section II-A. However, the generated inputs need not be semantically valid. The inputs generated by the depicted Algorithm 2 The validity fuzzing algorithm. Differences from traditional CGF highlighted in grey.
Given: program p, set of initial inputs I Returns: a set of generated semantically valid test inputs 1:
for input in S do 7:
coverage, isValid ← RUN(p, canditate) 10: if coverage ⊆ totalCoverage then 11:
S ← S ∪ {candidate} 12: totalCoverage ← totalCoverage ∪ coverage 13: if isValid and coverage ⊆ validCoverage then 14:
S ← S ∪ {candidate} 15: V ← V ∪ {candidate} 16: validCoverage ← validCoverage ∪ coverage 17: until given time budget expires 18: return V XML generator do not necessarily conform to the schema expected by the application. Writing generators that produce semantically valid inputs by construction is a challenging, manual effort. When we tested Apache Maven's model reader for pom.xml files using a generator similar to Figure 2 , we found that only 0.09% of the generated inputs were semantically valid. Moreover, even if the generator manages to generate semantically valid inputs, it may not generate inputs that exercise code deep in the semantic analysis stage of programs and beyond. In our experiments with Maven, the QuickCheck-based approach covers less than one-third of the branches in the semantic analysis stage than our proposed technique does.
III. PROPOSED TECHNIQUE
Our approach, Zest, addresses the drawbacks of CGF and generator-based fuzzing using two key ideas. First, Zest modifies the CGF algorithm to keep track of code coverage achieved by semantically valid inputs in order to bias input generation towards semantically valid inputs; we call this technique validity fuzzing. We implement validity fuzzing on its own in Zest V . Second, Zest converts a probabilistic input generator to an equivalent deterministic parametric generator suitable for coverage-guided validity fuzzing. We combine validity fuzzing and parametric generators in Zest VG .
A. Validity Fuzzing
Algorithm 2 outlines the coverage-guided fuzzing algorithm used by Zest to bias input generation towards inputs that are syntactically and semantically valid. The algorithm extends a regular CGF algorithm (i.e. Algorithm 1) by keeping track of the coverage achieved by valid inputs.
Like Algorithm 1, Algorithm 2 is provided a program under test p and a set of initial inputs I, which is used to initialize the set S at Line 1. Additionally, a set V of valid inputs is initialized to the empty set at Line 2. Along with totalCoverage, which maintains the set of coverage points (e.g. branches) in p covered by all inputs in S, Algorithm 2 also maintains a set of cumulative coverage points covered only by the (valid) inputs in V. This set is maintained in the variable validCoverage, which is initialized at Line 4.
New inputs are generated using standard CGF mutations at Line 8. The program p is then executed on each input. During the execution, in addition to code-coverage feedback, the algorithm records in the variable isValid whether the input is valid or not. An input is considered valid if the execution of the program on the input does not terminate due to a syntax or semantic error.
As in Algorithm 1, a newly generated input is added to the set S at Lines 10-12 if it produces new code coverage. Additionally, if a generated input is valid and if it covers a coverage point that has not been exercised by any previous valid input, then the input is added to the sets S and V. The cumulative valid coverage variable validCoverage is also updated accordingly at Lines 13-16. Adding the input to S under this new condition ensures that we keep mutating valid inputs that exercise the core program functionality. Our hypothesis is that this heuristic biases the search towards generating even more valid inputs and in turn increases code coverage in the semantic analysis stage.
As in Algorithm 1, the fuzzing loop repeats until a time budget expires. Finally, the algorithm returns the corpus of automatically generated valid inputs, V.
We refer to a coverage-guided fuzzing technique that uses Algorithm 1 as Zest V . In our experiments with Apache Maven, we find that Zest V generates 18× more semantically valid inputs on average than AFL in the same time budget. However, just like standard CGF, Zest V also generates many inputs that are syntactically invalid, thus spending time stressing the parser instead of the semantic analysis. We address this issue by incorporating the syntactically-valid-by-construction approach of generator-based techniques, with the concept of parametric generators.
B. Parametric Generators
We illustrate the intuition behind parametric generators by returning to the XML generator from Figure 2 . Fundamentally, the behavior of the generator depends on the values produced by the pseudo-random number source that it is given, referenced by variable random in the example.
Let us consider one particular instance where random produces the sequence σ 1 of pseudo-random numbers, with values: 3, 102, 111, 111, 2, 3, . . . , 0, 0. We can see how the numbers returned by random-i.e. those in σ 1 -influence the XML generator's behavior by looking at the generator's execution trace, here simplified to a sequence of line numbers from Figure 2 and the effect on the generated XML: And the XML produced by this instance, say x 1 , looks like:
Notice that the generated test-input is simply a function of the numbers produced by the pseudo-random source. A parametric generator is a function that, instead of relying on parameters from a random number generator, takes a sequence of numeric values such as σ 1 -the parameter sequence-and produces a structured input, such as the XML x 1 .
The following key observation allows us to use parametric generators to map low-level mutations in the parameter space to high-level mutations in the structured input space. If a parameter sequence σ, which leads to the generation of input x, is slightly mutated to produce a new sequence σ , then the corresponding generated input x will be a structured mutant of x in the space of synctactically valid inputs. That is, if σ is similar to σ, then x will likely share some structure with x. Therefore, by mutating the stream of parameters fed to a parametric generator, we can perform high-level structured mutations on inputs while retaining their syntactic validity.
To illustrate this, suppose that the second value in the sequence σ 1 above is randomly set to 87, producing the sequence σ 2 : 3, 87, 111, 111, 2, 3, . . . , 0, 0. When σ 2 is passed to the parametric generator, the generator produces x 2 :
<Woo><bar>Hello</bar><baz /></Woo>
This is because the mutation of the second number in the sequence only affected the choice of first character in the root node's tag name, which changed from "foo" to "Woo". The generated input x 2 is still syntactically valid, with "Woo" appearing both in the start and end tag delimiters, because the XML generator uses an internal DOM tree representation that is only serialized after the entire tree is generated.
As another example, suppose the fifth number in the sequence σ 1 is decremented by 1, producing the sequence σ 3 : 3, 102, 111, 111, 1, 3, . . . , 0, 0. Then the root node in the generated input x 3 will have one fewer child node:
<foo><bar>Hello</bar></foo>
This is because the choice of number of child nodes to generate at Line 14 in Figure 2 is mutated from 2 to 1.
Since the remaining values in the sequence are the same, the first child node in x 3 -<bar>Hello</bar>-is identical to the one in x 1 . The parametric generator thus enables a structured mutation in the DOM tree, such as deleting a subtree, by simply changing one value in the parameter sequence. The parametric generator simply ignores any unused numbers towards the tail of the sequence leftover from a reduction in the size of the generated input.
We can convert any probabilistic generator (such as those written for QuickCheck-like frameworks) into a parametric generator by mocking the pseudo-random number source. Then, we can make a generator-based fuzzing tool amenable to coverage-guided mutational fuzzing by considering the parameter sequence as the input to mutate.
Mutational fuzzing with parametric generators: Concretely, we combine parametric generators and validity fuzzing in the following way. Let p A : A → T be a program that takes input of type A and produces a result of type T . In the example from Figure 3 , the test harness accepts inputs of type String and produces a test result. Therefore, A is the set of all strings, and T = {pass, fail, invalid}. Let g A : Σ → A represent a parametric generator that takes a parameter sequence σ ∈ Σ and produces a value in A. The generator in Figure 2 can be represented as a parametric generator where A is the set of all strings. Now, we can compose g A and p A to produce a new program p Σ : Σ → T that takes as input a parameter sequence and produces a test result:
We can now run Algorithm 2 with the program p := p Σ , and I := {σ r }, an initial parameter sequence σ r that is randomly generated. Thus, the fuzzing algorithm mutates and saves parameter sequences instead of test inputs, while using feedback from the execution of the underlying program and the validity of the inputs produced by the parametric generators. At the end of the fuzzing loop, the returned corpus V now contains parameter sequences corresponding to valid inputs. Those inputs can be retrieved as V A = {g A (σ) | σ ∈ V}. In our experimental evaluation, we refer to this combination of parametric generators and validity fuzzing as Zest VG .
IV. IMPLEMENTATION
Zest is implemented on top of the open-source JQF platform, which provides a framework for specifying algorithms for feedback-directed fuzz testing of Java programs.
JQF instruments the program under test using the ASM bytecode-manipulation framework [16] . Java classes are instrumented on-the-fly as they are loaded by the JVM using a javaagent. The instrumentation allows JQF to observe code coverage events such as the execution of program branches and invocation of virtual method calls.
Fuzzing front-ends can plug-into JQF to provide mechanisms to generate inputs and register callbacks for listening to code coverage events. JQF ships with front-ends for AFL and QuickCheck, which we use in our evaluation in Section V. Since AFL [4] is an external tool written in C, JQF uses a proxy program to exchange program inputs and coverage feedback; the overhead of this inter-process communication is a negligible fraction of the test execution time. For QuickCheck, JQF uses the junit-quickcheck [15] library which is a port of QuickCheck on top of JUnit.
Zest is implemented as another fuzzing front-end. The coverage points used in Algorithm 2 are tuples of the form b, log 2 (c) , where b is a program branch and c is number of times b was executed for a given input. This allows Zest to save some generated inputs even if they do not increase branch coverage, as long as the execution count of some branch differs by orders of magnitude. This heuristic has been known to work well in existing CGF tools [17] . It is motivated by the observation that certain components in a test program may only be exercised if a preceding loop executes for a large or specific number of iterations. Zest VG converts the probabilistic generators written for junit-quickcheck to parametric generators by extending the library class SourceOfRandomness. The low-level method for generating pseudo-random bytes-nextByte()-is overridden to poll for bytes from a parameter sequence. Parameter sequences are extended (with actual pseudo-random values) or truncated as needed when more or fewer bytes are requested from the SourceOfRandomness for a given test execution, depending on what execution path the generator takes. Zest V is implemented as a specialization of Zest VG that uses the trivial generator for an array of bytes; this mimicks the behavior of traditional CGF tools that treat inputs as byte arrays.
V. EVALUATION
In our evaluation, we compare Zest with baseline techniques AFL and junit-quickcheck (referred to as simply QuickCheck hereon) on their ability to (1) produce a test corpus of semantically valid inputs, (2) find bugs, and (3) cover the syntactic and semantic phases of programs.
We evaluate both Zest V , which only implements validity fuzzing, as well as Zest VG , which combines validity fuzzing with parametric generators. By comparing AFL and Zest V , we evaluate the effectiveness of validity fuzzing over standard CGF. By comparing QuickCheck and Zest VG , we evaluate the effectiveness of coverage-guided generator-based fuzzing over simply sampling a generator without feedback.
Benchmarks: We evaluate Zest and the baselines on the following set of real-world Java programs: 1) Apache Maven [18] : The test reads a pom.xml file and converts it into an internal Model structure. The test driver is similar to the one shown in Figure 3 . An input pom.xml is considered valid if it is a valid XML document and if it conforms to the right schema. 2) Apache Ant [19] [21] compiles JavaScript to Java bytecode.
The test driver calls Context.compileString() with a given input string. An input is valid if Rhino returns a compiled script. 5) ScalaChess [22] implements the rules of chess in Scala, and is the library that backs the popular lichess.org chess server. Our test driver invokes the Forsyth API to parse a chess-position representation in Forsyth-Edward Notation (FEN) [23] , [24] , and returns a Situation object only if the chess position is valid and playable. The syntax of FEN is much simpler than XML or JavaScript. 6) Apache's Bytecode Engineering Library (BCEL) [25] provides an API to parse, verify and manipulate Java bytecode. Our test driver takes as input a .class file as a byte-stream and uses the Verifier API to perform 3-pass verification of the class file according to the Java 8 specification [26] . An input is valid if BCEL finds no errors up to Pass 3A verification. Seeds and dictionaries: For AFL and Zest V , we provide one valid seed input for each benchmark. For Maven and Ant, we use reference pom.xml and build.xml files available from their respective documentations. For Closure and Rhino, we use a minified version of the popular React.JS [27] library. For Chess, we use the FEN string that represents the initial chess board position at the start of a game. For BCEL, we compile a simple Java program that prints "Hello World" to generate a seed Hello.class file. Additionally, AFL uses dictionary files to inject user-provided tokens as part of its mutation process. We provide a dictionary of Ant and Maven-specific XML tag names as well as a list of JavaScript keywords for their respective benchmarks. The initial parameter sequence for Zest VG is randomly generated.
Generators: The Zest VG and QuickCheck techniques use hand-written input generators. For Maven and Ant, we use an XML document generator similar to Figure 2 . Strings for tags and attributes are generated by randomly choosing strings from a provided list of string literals that are scraped from class files in Maven and Ant. The generator is written in about 150 lines of Java code. For Closure and Rhino, we use a generator for a subset of JavaScript that contains about 300 lines of Java code. The generator produces strings that are syntactically valid JavaScript programs. The FEN generator for Chess, written in less than 100 lines of code, randomly picks piece types and colors for each square of the chess board, and randomly assigns castling rights and other metadata. Finally, the BCEL generator uses the BCEL API to generate JavaClass objects with randomly generated fields, attributes and methods with randomly generated bytecode instructions in about 500 lines of Java code. All generators were written by one of the authors of this paper in less than two hours each. Although these generators produce syntactically valid inputs, no effort was made to produce semantically valid inputs; doing so for a programming language can take years to perfect [12] .
The generators, seeds, and dictionaries have been made publicly and anonymously available at https://goo.gl/GfLRzA.
Experimental setup: For our experiments we run each technique with a time budget of 3 hours for each benchmark, on a machine with an Intel(R) Core(TM) i7-5930K 3.50GHz CPU and 16GB of RAM. All experiments are repeated 3 times to account for variation in non-deterministic choices in the fuzzing algorithms.
A. Semantically Valid Test Inputs Generated
Recall that the validity fuzzing algorithm used in Zest V and Zest VG biases fuzzing towards the generation of semantically valid test inputs covering a variety of behaviors. We compare the techniques on two fronts to evaluate whether it was successful in doing so. First, we look at the number of valid inputs generated by each technique, and what proportion of total inputs generated by each technique were valid. Second, we look at the branch coverage the valid inputs generated by each technique achieve.
To evaluate the first point, we keep track of the total number of valid and invalid (i.e., syntactically or semantically invalid) inputs generated by each tool during their fuzzing runs. Table Ia records the number of generated inputs that are valid as well as the percent of total generated inputs that this number corresponds to, averaged over the three 3-hour runs for each benchmark we consider.
To evaluate the second point, we look at the coverage achieved by the valid test inputs generated. Table Ib records the number of program branches exercised by valid inputs generated for each technique. The table shows the average number of branches hit by valid inputs over the 3 runs, with the standard errors written in parentheses.
From Table Ia , we see that for all benchmarks either Zest V or Zest VG generates the highest proportion of semantically valid test inputs. In addition, for four benchmarks, Zest V or Zest VG generate the highest number of valid inputs. QuickCheck generates a higher number of valid test inputs for Rhino and Closure in spite of having a lower proportion of valid inputs; this is because QuickCheck does not require the overhead of code-coverage feedback. However, this does not mean that the valid inputs generated by QuickCheck cover more functionality, as we discuss next.
From Table Ib , we see that Zest VG achieves the highest average number of branches covered for all benchmarks except Rhino. By conducting a 2-tailed Student's t-test with α = 0.05, i.e. 95% confidence, we conclude that Zest VG achieves significantly more coverage compared to the other techniques on the Maven, Ant, and Closure benchmarks. AFL achieves higher coverage on Rhino and Chess, but this is not statistically significant; the confidence intervals overlap with those of Zest VG and Zest V respectively. In Rhino, most of the coverage gains that AFL achieves are in the syntax analysis stages only, as we will discuss in Section V-C.
The difference in the techniques' ability to generate a valid input corpus is particularly stark for the XML benchmarks (Maven, Ant), with Zest VG generating a significantly higher number and proportion of valid inputs. These two benchmarks highlight the key advantage of Zest VG over QuickCheck alone: Zest VG 's coverage-guided strategy generates many more semantically valid inputs.
The difference in number and proportion of valid inputs generated is less stark for the JavaScript benchmarks (Closure, Rhino). We suspect this is because it is relatively easier to generate small valid snippets of JavaScript code (e.g. 1 + 2) than it is to generate well-formed XML documents that conform to a schema. Zest VG leads in terms of valid inputs generated as well as the coverage achieved by valid inputs on Closure. We hypothesize this is because Closure is a complex benchmark. Closure's semantic analysis is much stricter than Rhino's-for example, Closure refuses to accept function declarations with duplicate argument names whereas Rhino compiles such programs without complaining. Further, Rhino simply performs straightforward AST-to-bytecode compilation while Closure performs complex transformations such as dead code elimination. We believe that Zest VG 's significantly higher coverage on the Closure benchmark is evidence of its advantage in exercising deep semantic analyses.
The Chess and BCEL benchmarks require inputs to be in a much more compact syntax: fixed-size strings for FEN and a binary format for .class files. In such programs, non-generator-based techniques such as AFL and Zest V also perform well.
Overall, the results in Table I show that on our benchmarks, Zest's variants generate a larger proportion of valid inputs, corresponding to higher coverage achieved by valid inputs. The advantage of Zest VG over Zest V is more pronounced for programs taking highly structured inputs with strict semantic requirements, like matching a particular XML schema. Next, we evaluate whether these metrics reflect a better ability to test the programs, as illustrated by bug-finding ability. II: New bugs found by each technique on the benchmarks. Each distinct bug is identified by a unique circled letter. Superscripts denote the number of repetitions (out of 3) that find the bug; higher is better.
Total 6 6 10 9 18
B. Bugs Found
The benchmark programs we tested are widely used, stable software systems, and we only used their release versions. However, during the course of running our experiments, the fuzzing tools discovered bugs in five of the six benchmarks. We reported these bugs to the project developers. Zest V and Zest VG detected 7 unique bugs not found by either baseline technique, on top of detecting all bugs the baselines detected.
We use the term bug here to refer to an instance of the test program throwing an undocumented run-time exception, such as a NullPointerException (NPE). Ideally, for any given input, the test program should either process it successfully or report it as invalid using a documented mechanism, such as throwing a checked ParseException on syntax errors. Across all our experiments, the various fuzzing techniques generated over 14,000 buggy inputs that correspond to over 3,000 unique stack-traces. We manually triaged these inputs by filtering them based on exception type, message text, and source location, resulting in a corpus of what we believe are 18 unique bugs. These bugs are broken down by benchmark program and the technique(s) that found them in Table II . Filled circles correspond to bugs in the semantic analysis stage, while unfilled circles correspond to bugs in the syntax parser. Some bugs are found by multiple techniques. 6 of these bugs have been acknowledged by the project maintainers, whereas the rest are awaiting confirmation at the time of writing. We next provide some examples of the bugs we found.
In Maven, A was an NPE thrown by the parser if it encounters an EOF without a newline while parsing a start tag (e.g. "<Y"). Since this only happens in syntactically invalid input, neither Zest VG nor QuickCheck encountered this bug.
In Ant, B was an IllegalStateException encountered in a component that expected a particular attribute of the <augment> XML element to have been populated; this bug indicates an incomplete semantic analysis. Zest VG was the only technique that found B , possibly because this bug is deep in the semantic analysis stage.
In Closure, all techniques discovered C , an NPE in Clo-sure's handling of arrow functions such as "x => y". Zest VG uniquely discovered D , an IllegalStateException in a semantic analysis component relating to processing declarations of variables. The bug is triggered when a new variable is declared after a break statement; Zest VG generated the following test-case:
while ((l_0)){ while ((l_0)){ if ((l_0)) { break;;var l_0;continue } { break;var l_0 } } } In Rhino, both AFL and Zest V discovered E , an out-ofbounds (OOB) access in parsing, while the generator-based Zest VG and QuickCheck discovered assertion failures F and G in the code-generation logic, as well as the VerifyError J , where a semantically valid input caused Rhino to compile the script into an invalid Java class file. This is effectively a correctness bug: Rhino accepts the JavaScript input but the JVM rejects the output that Rhino produces due to a bytecode-verification error. Zest VG uniquely discovers H , a ClassCastException thrown during compilation when a node in Rhino's IR is incorrectly cast to an ArrayLiteral node. Zest V uniquely discovers I , an assertion failure in the handling of escape sequences in string literals in the parser.
BCEL is a particularly interesting case. Since the input to the test driver is a binary class file with compact syntax, AFL and Zest V find a significant number of bugs without the use of generators. Bugs K L M raise NPEs and other run-time exceptions due to incorrect handling of binary fields, such as a negative array length, in the syntax parsing or some of BCEL's semantic verification passes. Bugs P Q R are also found in the semantic verification passes, but they are found only by Zest V and not by AFL. These last 3 bugs demonstrate the importance of validity fuzzing in exploring deep semantic analyses. On the other hand, the generator-based techniques QuickCheck and Zest VG find a different class of semantic bugs. For example, N is only triggered when the generated test input contains a bytecode instruction that invokes an interface method, where the interface is both implemented by the class whose code contains the instruction and is unresolved in the class-path.
Finally, the superscripts on each bug identifier in Table II represent the number of repetitions-out of the 3 repetitions that we conduct for each experiment-in which that technique discovered the bug. We see that Zest V and Zest VG generally have a much more likelihood of finding bugs than the other techniques-for example, Zest V finds K L M in all three of the repetitions, while AFL finds them in only one repetition.
In each of Ant, Closure and Rhino, Zest VG found at least one bug in the semantic analysis stage that no other technique could find. The union of Zest V and Zest VG exhaustively covers all bugs found during our evaluation, including 7 bugs found by neither baseline technique. Based on these experiences, we believe that Zest V and Zest VG complement each other on uncovering bugs in the syntax parsing and semantic analyses stages of programs that are similar to our benchmarks.
C. Coverage of Semantic and Syntactic Components
Our main hypothesis for validity fuzzing was that biasing fuzzing towards generating valid inputs should lead to better code coverage in the semantic analysis stages of programs.
To evaluate this, we compute the code coverage by all generated inputs, both valid and invalid, and classify branches in the syntax analysis and semantic analysis phase. Each covered branch is classified by matching the fully-qualified class names of the class in which it is contained with the prefix patterns in Table III , which we isolated manually. Table IV presents the results of this classification. Again, we present the mean and standard errors. At α = 0.05, Zest VG has significantly higher coverage in the semantic analysis stage on Maven, Ant, Closure and BCEL. In Rhino, Zest VG 's lead is not statistically significant. For Chess, AFL has the highest semantic code coverage, though the confidence intervals overlap with those of Zest V . This benchmark shows that the parametric generators of Zest VG may be overkill for programs that expect a simpler input syntax such as FEN. In the syntax analysis stage of programs, AFL and Zest V have significantly higher coverage on the Ant, Closure, and Rhino benchmarks, with AFL having a significant lead on Ant. This is expected, since AFL and Zest V generate many inputs corresponding to code paths that exercise syntax errors, while Zest VG does not. Surprisingly, however, Zest VG has significantly higher coverage in the syntax analysis stage of Maven and BCEL.
In summary, these results suggest that Zest VG is complementary to byte-based CGF approaches, such as AFL and Zest V , if the goal is to explore as many code paths as possible. In particular, Zest VG exercises more of the semantic analysis stage of the program while AFL and Zest V remain effective at exercising the syntactic parsing stages of the program.
VI. THREATS TO VALIDITY
The advantages of Zest are particularly pronounced on inputs with more complex structures. Even though we targeted a variety of input structures of varying complexity, we cannot conclude that Zest will have advantages similar to those in Section V on all other structured inputs.
For the same program under test, the performance of Zest VG may vary with different generators. We did not estimate how Zest VG 's performance depends on the quality of generators since we hand-wrote the simplest generators possible for our benchmarks. However, we believe our results-especially on Ant and Maven-suggest Zest VG 's ability to bias a simple generator towards deeper behavior makes its performance less reliant on generator quality than purely generative approaches, like QuickCheck.
Not all programs follow the pipeline outlined in Figure 1 . Nonetheless we believe that Zest can be more generally applicable. For example, Zest VG could also be useful in generating data structures with complex invariants. For programs with a two-stage pipeline, Zest VG complements other tools such as AFL in generating a wide variety of code coverage in different components.
VII. RELATED WORK
There are many works related to the automated test input generation problem, as surveyed by Anand et al. [28] . The majority of them focus on unit testing, specification/modelbased testing, and security testing.
Several unit-test generation techniques focus on the generation of sequences of method calls. For example, Randoop [1] and EvoSuite [3] generate JUnit tests by incrementally trying and combining sequences of calls. During the generation of sequence of calls, both Randoop and EvoSuite take some form of feedback into account. Randoop and Evosuite require no input from the user other than a specific class whose code is to be covered, then produce unit tests by directly invoking methods on the component classes. In contrast, Zest addresses the problem of generating raw input data that is structurally and semantically valid for testing core software components.
In the security community, several tools have been developed to improve the effectiveness of coverage-guided fuzzing in reaching deep program states [5] , [13] , [29] , [30] . Of these, AFLGo and FairFuzz are the most similar to our work.
AFLGo [13] extends AFL to direct fuzzing towards generating inputs that exercise a program point of interest. AFLGo could potentially serve as an alternative to validity fuzzing (Algorithm 2) by directing fuzzing towards the validity-checking criteria in the test program. However, AFLGo relies on wholeprogram static analysis, using LLVM's link-time optimization (LTO) to construct a call graph that helps the tool find a distance to the fuzzing target location. In our ecosystem, this is not feasible. Constructing precise call graphs for Java is notoriously difficult due to wide-spread use of virtual methods and dynamic class loading [31] , [32] . Zest is purely dynamic, and is therefore unaffected by such language features.
FairFuzz [30] modifies AFL to bias input generation towards branches that are rarely executed, but does not explicitly identify parts of the program that perform the core logic. In Zest, we bias input generation towards validity even if the semantic analysis stage is exercised frequently; our objective is to maximize code coverage in this stage.
QuickCheck [2] has been implemented in many languages and has successfully been used for property testing in various applications, such as telecommunication protocols and sensort networks [33] , [34] , as well as for fuzzing binary file formats [35] . Much like these techniques, Zest leverages generators to prune the irrelevant input space and direct the search towards the function of the program under test. However, in contrast to these methods, Zest uses code coverage to guide the search for test inputs that satisfy semantic constraints.
Targeted property-testing [36] , [37] guides the inputgenerators used in property testing towards a testing objective by using techniques such as hill climbing and simulated annealing to test network topologies, routing trees and noninterference properties. Such techniques rely on the program under test to return numeric utility values to maximize. Zest is more general as it does not restrict semantic invariants of a test program in any way; therefore Zest relies on non-numeric search techniques such as coverage-guided mutational fuzzing.
Grammar-based fuzzing [9] - [11] , [38] , [39] is another related line of research that relies on grammar specifications to generate complex structured inputs. The underlying idea of these approaches is to restrict the input space to the syntactically valid input space, which is then explored either systematically or randomly. Godefroid et al. [38] translate a given grammar to a set of constraints that can be solved by a dedicated solver. These constraints can then be used to support black-box and white-box fuzzing. Beyene et al. [39] transform an input grammar into Java classes and use metaheuristic search techniques to guide test generation. CSmith [12] is a compiler testing tool that generates random C programs for differential testing. LangFuzz [14] generates random programs using a grammar and by recombining code fragments from a codebase. All these approaches fall under the category of generator-based fuzzing, but primarily focus on tuning the underlying generators rather than leveraging any code coverage feedback. Zest is not restricted to context-free grammars, and does not require any domain-specific tuning.
libprotobuf-mutator [40] combines structure-aware fuzzing with code coverage feedback. However, the tool uses protocol buffers [41] to specify input formats, which limits expressiveness. Zest can use arbitrary probabilistic programs as generators, and additionally guides fuzzing towards semantic validity.
Recently, there has been interest in generating input grammars from existing inputs, using machine learning [42] and language inference algorithms [43] . Similarly, DIFUZE [44] infers device driver interfaces from a running kernel to boostrap subsequent structured fuzzing. These techniques are complementary to Zest-the grammars generated by these techniques could be transformed into parametric generators for Zest VG .
Unlike Zest, which uses coverage information as a heuristic for which inputs may yield new coverage under mutation, symbolic execution tools [38] , [45] - [54] methodically explore the program under test by capturing path constraints and directly producing inputs which fit yet-unexplored path constraints. Symbolic execution can thus be used to precisely produce valid inputs exercising new behavior. The cost of this precision is that it can lead to the path explosion problem for larger programs, which causes scalability issues. Hybrid techniques that combine symbolic execution with coverageguided fuzzing have also been proposed [55] - [57] .
Finally, domain specific languages supporting the construction of test harnesses have also been developed. UDITA [58] is such a language for Java. It aims to assist test generation and supports several test generation and test filtering strategies. TSTL [59] is a scripting language for writing test harnesses. It includes tools to support, manage and analyze test generation that share a common library interface. We share the same idea of easy and simple definition of test templates-in our case, QuickCheck-like generators-as these approaches. However, Zest targets the test generation problem directly by automatically generating the inputs that achieve high coverage or expose faults, while UDITA and TSTL focus on the definition and management of the test inputs.
VIII. CONCLUSION
We have presented Zest, a technique for exploring deeper functional behavior of programs by biasing its input generation towards semantically valid test inputs. We evaluated one of the key contributions of Zest, validity fuzzing, both with and without our second contribution, parametric generators, in Zest V and Zest VG , respectively. In our evaluation we found that parametric generators had a bigger impact on increasing the number of valid inputs for input formats with more complicated syntax (e.g., XML and JavaScript), and a more pronounced improvement in coverage for programs that perform complex semantic analyses (e.g. Closure). We found that Zest V complements Zest VG in terms of bug discovery, with Zest V finding a superset of bugs discovered by AFL, and Zest VG finding a superset of the bugs discovered by QuickCheck. Together, Zest V and Zest VG found 7 unique new bugs across the six benchmarks.
