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RESUMO 
O trabalho investiga alternativas para solução de problemas lineares de otimização 
através da cooperação entre redes neurais e métodos de pontos interiores, procurando 
identificar benefícios na fertilização cruzada entre essas alternativas. A análise do 
conjunto de contribuições anteriores sobre aplicação de conceitos de redes neurais à 
solução de problemas de otimização sugere que houve pouca troca de informações entre 
essas áreas—redes neurais e otimização. Em particular, todas as abordagens exploradas 
foram aplicadas a exemplos ilustrativos pequenos, que poderiam ser resolvidos sem 
auxílio de qualquer recurso computacional; estão muito distantes dos problemas reais de 
grande porte abordados por pesquisadores da área de otimização. Neste trabalho, redes 
neurais de Hopfield são utilizadas nas etapas iniciais de solução dos problemas de 
otimização, passando as informações parciais para os métodos de pontos interiores, que 
concluem o processo de solução. Investigam-se alternativas de cooperação entre redes 
neurais de Hopfield e as principais famílias de métodos de pontos interiores: métodos 
afins escala e métodos primais-duais. As metodologias propostas foram avaliadas em 
problemas reais do conjunto Netlib, permitindo extrair indicadores sobre a redução do 
número de iterações e do tempo total de processamento para obtenção de soluções 
ótimas. 
ABSTRACT 
This works explores possibilities of cooperation between neural networks and interior 
point methods to solve linear optimization problems. It seems that the neural networks 
and optimization communities carry on their research in worlds apart, with only tiny 
links between each other. Researchers in neural networks provided theoretical results for 
addressing optimization problems but did not go much beyond demonstrative examples; 
problems used to illustrate the optimization approaches by neural networks are small 
(most of them are textbook examples that can be solved by hand calculations). In this 
work, Hopfield neural networks and interior point methods are used in an integrated way 
to solve linear optimization problems. Hopfield networks perform the early stages of the 
optimization procedures, giving enhanced feasible starting points for interior point 
methods, which can be way ahead in the path to optimality. Cooperation with both the 
affine scale and primal-dual family of interior point methods is investigated. The 
approaches were applied to a set of real world linear programming problems, with 
different levels of guidance from the neural networks. The integrated approaches 
provide promising results, indicating that there may be a place for neural networks in 
solving large optimization problems. 
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Capítulo 1. Apresentação. 1
CAPÍTULO  1.  
APRESENTAÇÃO 
A utilização de redes neurais para solução de problemas de otimização foi proposta por 
Hopfield, em trabalho conjunto com Tank [Tank e Hopfield 1986]. Desde então, muitos 
pesquisadores têm explorado a possibilidade de resolver problemas de otimização com 
abordagens por redes neurais. 
Embora a maioria destes trabalhos seja recente, a análise das contribuições sugere que 
houve pouca fertilização recíproca entre as áreas de otimização e redes neurais. Todas as 
abordagens citadas foram aplicadas a exemplos ilustrativos pequenos, que poderiam ser 
resolvidos sem auxílio de qualquer recurso computacional; estão muito distantes dos 
problemas reais de grande porte abordados por pesquisadores de áreas de otimização 
[Adler et al. 1989; Gay 1985]. Por outro lado, a comunidade que atua em áreas de 
otimização bem estabelecidas não tem demonstrado entusiasmo com a idéia de 
incorporar aspectos de computação através de redes neurais à solução de problemas. 
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Este trabalho procura identificar interseções mais amplas entre as áreas de redes 
neurais e métodos de pontos interiores. Redes de Hopfield modificadas [Silva 1997] são 
utilizadas para obter inicializações avançadas para métodos de pontos interiores afins 
escala [Tsuchiya 1996] e primais-duais [Wright 1996]. As metodologias propostas são 
aplicadas a um conjunto de problemas reais de otimização da biblioteca Netlib [Gay 
1985]. 
Para a aplicação de redes de Hopfield modificadas na obtenção de inicializações 
avançadas foram introduzidos aperfeiçoamentos utilizando resultados recentes de 
álgebra matricial. Estes aperfeiçoamentos permitiram a utilização destas redes na 
solução de problemas reais de otimização nunca antes abordados na literatura. 
As redes de Hopfield modificadas aperfeiçoadas calculam pontos iniciais avançados. 
Estes pontos são entregues ao método de pontos interiores que continua o processo de 
otimização. O estudo de caso realizado para cada método, utilizando um conjunto de 
problemas da biblioteca Netlib, mostrou que foi possível diminuir o número de iterações 
do método de otimização na maioria dos casos. Esta redução da trajetória nos permitiu 
extrair indicadores sobre as possibilidades das abordagens propostas para a solução de 
problemas reais de otimização. 
Esta dissertação está dividida em sete capítulos e um apêndice.  
O Capítulo 2 faz um resumo de conceitos de otimização e redes neurais utilizados 
neste trabalho. Apresenta também uma revisão bibliográfica das abordagens para 
solução de problemas de otimização através de redes neurais.  
O Capítulo 3 descreve os métodos de pontos interiores para otimização linear 
utilizados nas abordagens propostas neste trabalho. Duas classes de métodos de pontos 
interiores são apresentadas: os métodos afins escala e os métodos primais duais. Os 
sistemas lineares oriundos de métodos de pontos interiores e suas similaridades com os 
sistemas lineares das redes de Hopfield modificadas são também discutidos. Outros 
pontos discutidos no capítulo são a inicialização “à quente” em métodos de pontos 
interiores, pré-processamento e uma breve introdução sobre os problemas do Netlib. 
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No Capítulo 4, são discutidas as redes de Hopfield modificadas para solução de 
problemas de otimização, propostas por Silva [1997]. O capítulo apresenta também 
aperfeiçoamentos na metodologia que viabilizaram sua aplicação à solução de 
problemas reais de otimização. 
Alternativas de cooperação entre redes de Hopfield e métodos afins escala de pontos 
interiores são discutidas no Capítulo 5. O desempenho das alternativas propostas é 
avaliado em aplicações a problemas reais de otimização da biblioteca Netlib. 
O Capítulo 6 apresenta propostas de cooperação entre redes de Hopfield e métodos 
primais-duais de pontos interiores. De forma análoga aos métodos afins escala, o 
desempenho dos métodos é avaliado em aplicações a um conjunto de problemas do 
Netlib. 
Discussões, conclusões e alternativas de desdobramentos são apresentadas no 
Capítulo 7. 
O Apêndice A apresenta uma abordagem em que redes neurais e algoritmos genéticos 
são conjugados para resolver problemas irrestritos de otimização. 
O Apêndice B registra os artigos associados a este trabalho. 
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CAPÍTULO  2.  
OTIMIZAÇÃO LINEAR E REDES NEURAIS 
Este capítulo discute tópicos gerais sobre otimização linear e redes neurais artificiais 
utilizados neste trabalho. Apresenta também uma revisão bibliográfica sobre o uso de 
redes neurais para a solução de problemas de otimização. 
2.1 OTIMIZAÇÃO 
A área de otimização estuda o conjunto de conhecimentos matemáticos para a 
minimização (ou maximização) de uma função f ( ℜ→ℜn:f ) em um espaço 
caracterizado por um conjunto de restrições. 
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( )
( )
( )
Sx
0xh
0xgasujeito
xfmin
x
∈
≤
=
 (2.1) 
onde: 
nx ℜ∈  é o vetor de variáveis do problema; 
pn:g ℜ→ℜ ; 
qn:h ℜ→ℜ ; 
nS ℜ∈ . 
As funções que definem o problema de otimização podem ser lineares ou não-
lineares. As características do problema levam a metodologias de resolução distintas. A 
otimização linear trata problemas em que todas as funções envolvidas são lineares e S é 
um politopo em nℜ ( { }xxx:xS ≤≤= ). 
2.1.1 Otimização Linear 
Um problema de otimização linear, normalmente denominado problema de 
“programação linear”, pode ser apresentado na forma padrão do problema primal: 
0x
bxAasujeito
xcmin T
x
≥
=⋅
⋅
 (2.2) 
onde nc ℜ∈  é o vetor de custo do problema, nmA ×ℜ∈  é a matriz de restrições de m 
linhas e n colunas, mb ℜ∈  é o vetor das restrições e nx ℜ∈  é o vetor de variáveis do 
problema. Para facilitar a apresentação das idéias propostas neste trabalho, consideram-
se nulos os limites inferiores das variáveis e não se consideram limites superiores (i.e. 
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0x ≥ ), no entanto, todos os conceitos são facilmente generalizados para situações de 
variáveis com limites inferiores diferente de zero e com limites superiores (i.e. 
xxx ≤≤ ). Um ponto x é denominado factível quando satisfaz todas as restrições do 
problema 2.2. 
Associado ao problema primal (2.2), define-se o problema dual [Luenberger 1984] 
representado por: 
cyAasujeito
ybmax
T
T
y
≤⋅
⋅
 (2.3) 
onde my ℜ∈ . 
A Fig. 2.1 representa um politopo no 2ℜ , definido a partir do conjunto de restrições 
definido a seguir: 
4xx
2x0
3x0
21
2
1
≤+
≤≤
≤≤
 (2.4) 
 
Fig. 2.1. Politopo no 2ℜ  
x*
x1 
x2 
x2=2 
x1=3 
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Uma “solução básica” em um problema de otimização linear corresponde a um vértice 
do politopo definido pelas restrições [Luenberger 1984]. Os vértices são formados pela 
interseção de duas ou mais restrições do problema.  
2.1.2 Teorema Fundamental da Programação Linear 
Teorema Fundamental da Programação Linear: Dado um problema linear na 
forma padrão, onde A é uma matriz nm ×  de posto m, as afirmações a seguir são 
verdadeiras. 
i. Se existe uma solução factível, existe uma solução básica factível; 
ii. Se existe uma solução ótima factível, existe uma solução ótima básica 
factível. 
Em outras palavras, o teorema fundamental da programação linear estabelece que é 
suficiente procurarmos soluções ótimas no subconjunto de soluções formado por 
soluções básicas. É fácil verificar [Luenberger 1984] que o número de soluções básicas é 
caracterizado pela Equação (2.5) a seguir.  
( )!mn!m
!n
m
n
−⋅=


 , (2.5) 
Embora o número de soluções básicas seja finito, ele aumenta em uma relação fatorial 
com o tamanho do problema. 
2.1.3 Método Simplex 
O método simplex é o método mais conhecido para a solução de problemas lineares e foi 
proposto por Dantzing, em 1947 [Luenberger 1984]. O simplex se movimenta de um 
vértice a outro do politopo do problema, sempre melhorando o valor da função objetivo; 
caso não consiga melhorar a função objetivo a solução ótima foi atingida. A Fig. 2.2 
ilustra a procura de solução ótima através do método simplex. 
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Fig. 2.2. Movimentação do Simplex 
Teoricamente, o método simplex pode percorrer todas as soluções básicas do 
problema no processo de busca de soluções ótimas — existem exemplos que ilustram 
esta possibilidade [Bazaraa et al. 1997]. Considerando-se o número de soluções básicas 
expresso pela Equação (2.5), observa-se que o esforço de cálculo pode crescer numa 
relação fatorial com a dimensão do problema. 
Deve-se observar que, na maior parte das aplicações práticas, o esforço de cálculo do 
método simplex é proporcional ao número de restrições do problema. No entanto, o 
“mau comportamento” na situação de “pior caso”, descrita no parágrafo anterior, 
motivou a pesquisa por métodos alternativos. 
O matemático russo Khachiyan [1979] propôs o método dos elipsóides, com melhores 
propriedades teóricas que o método simplex em análises de pior caso. Foi uma vantagem 
teórica; implementações práticas do método apresentaram resultados muito inferiores 
aos obtidos com o simplex. No entanto, a supremacia do simplex viria ser abalada na 
década seguinte, quando foram propostos os métodos de pontos interiores. 
2.1.4 Métodos de Pontos Interiores 
Em 1985, Karmarkar formalizou o conceito de métodos de pontos interiores. Nos 
anos seguintes, novos métodos de pontos interiores foram propostos indicando que os 
x*
x1 
x2 
Simplex 
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métodos de pontos interiores apresentavam melhor comportamento do que o simplex, na 
maior parte dos problemas de grande porte. Em 1989, Adler e co-autores formalizaram o 
método dual afim escala, onde o problema dual é resolvido a partir de um ponto inicial 
dual factível. Em seguida, foram propostos os métodos primais-duais, onde os 
problemas primal e dual são resolvidos simultaneamente, a partir de pontos iniciais 
primais e duais não necessariamente factíveis. O método primal-dual preditor-corretor 
[Monteiro et al. 1990; Mehrotra 1992] é considerado o método mais eficiente para 
abordagem de problemas genéricos (i.e., sem estruturas particulares). 
Os métodos de pontos interiores se movimentam no interior da região de factibilidade, 
como ilustra a Fig. 2.3. Este comportamento contrasta com o método simplex que se 
movimenta entre soluções básicas através da fronteira.  
 
Fig. 2.3. Movimentação dos Métodos de Pontos Interiores. 
2.2 REDES NEURAIS 
Uma rede neural é definida por Haykin [1999] como um sistema massivamente paralelo 
e distribuído, formado por unidades de processamento simples chamadas neurônios. As 
redes neurais adquirem o conhecimento do ambiente através de processos de 
aprendizado. 
x*
x1 
x2 
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O ritmo de pesquisas e entusiasmo com redes neurais aconteceu em três grandes 
ciclos ao longo dos últimos cinqüenta anos. O primeiro período de entusiasmo ocorreu 
na década de 40, desdobrando-se através dos anos 50. Foi alimentado pelo trabalho de 
McCulloch e Pitts [1943], onde foi proposto um modelo matemático para o neurônio. 
O segundo ciclo foi protagonizado pelo teorema de convergência do perceptron 
[Rosenblatt 1958], com desdobramentos que pareciam fazer crer que as redes neurais, 
adequadamente concebidas, seriam capazes de lidar com qualquer problema. Esse 
entusiasmo foi arrefecido com um trabalho de Minsky e Papert [1969], mostrando que 
redes perceptron de uma única camada eram incapazes de resolver alguns problemas 
simples. 
Um novo ciclo de entusiasmo, que se desdobra e cresce até hoje, ganhou ímpeto com 
o trabalho de Hopfield [1982], que importou da física o conceito de função de energia 
para explicar o comportamento de redes recorrentes com conexões simétricas. Esta 
classe de redes neurais passou a ser denominada de redes de Hopfield. 
Nas seções que seguem, serão apresentados alguns pontos relacionados com redes 
neurais que são de interesse para a apresentação deste trabalho. 
2.2.1 O Neurônio Artificial 
A primeira proposta de modelagem matemática do neurônio foi proposta por 
McCulloch e Pitts em 1943. O neurônio foi definido como unidade de processamento 
simples que realiza uma função binária, tudo ou nada (1 ou 0). Anos mais tarde 
Rosenblatt [1958] introduz o perceptron, uma nova arquitetura que possuía pesos nas 
interconexões e era capaz de solucionar problemas linearmente separáveis. 
O perceptron é caracterizado pelos seguintes elementos: 
▪ Um vetor de entrada; 
▪ Um vetor de pesos w que amplifica a entrada; 
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▪ O bias ou limiar de entrada θ , que representa a intensidade mínima que o neurônio 
deve receber para produzir uma resposta; 
▪ Uma função de ativação ( )yf , que determina a forma de resposta do neurônio. 
 
Fig. 2.4. O Perceptron 
As entradas do neurônio ix  são multiplicadas por seus respectivos pesos iw , 
n,,2,1i K=  e somadas, pelo neurônio, ao limiar θ . 
θ+⋅= wxy T . (2.6) 
Sobre y, é aplicada uma função f chamada de função de ativação, na forma: 
( )yfsaída = . (2.7) 
2.2.2 Função de Ativação 
Um neurônio é ativado quando um conjunto de entrada é aplicado; a forma com que a 
resposta é efetivada é determinada pela função de ativação. Este conceito foi definido 
por McCulloch e Pitts [1943] na sua proposta inicial do neurônio artificial. Estas funções 
determinam as saídas dos neurônios e, com isto, os valores das entradas para os 
próximos neurônios. 
x1 
x2 
xn 
θ
w1 
w2
wn 
Função de ativação,
( )yf saída ∑ y 
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Existem vários tipos de função de ativação. Nesta seção, apresentaremos algumas 
delas: função binária, função linear, função rampa, função logística e tangente 
hiperbólica. 
Função binária. É a função utilizada por McCulloch e Pitts [1943] na definição do 
neurônio artificial, sua expressão matemática pode ser caracteriza na forma a seguir: 
( )


<
≥=
0yse0
0yse1
yf . (2.8) 
Função linear. Caracterizada pela Equação (2.9): 
( ) byayf +⋅=  (2.9) 
onde a e b são constantes pré-definidas. 
Função rampa. É definida pela expressão (2.10); ilustrada na Fig. 2.5. 
( )



≥
<<+⋅
≥
=
supLimysemax
supLimyinfLimsebya
infLimysemin
yf  (2.10) 
 
Fig. 2.5. Função Rampa  
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Função Logística. Definida pela expressão matemática (2.11) e ilustrada na Fig. 2.6. 
( )
yae1
1yf ⋅−+=  
(2.11) 
 
Fig. 2.6. Função Logística 
Função Tangente Hiperbólica. Caracterizada pela expressão matemática (2.12) e 
ilustrada na Fig. 2.7. 
( ) ( )
yaya
yaya
ee
eeyatanhyf ⋅−⋅
⋅−⋅
+
−=⋅=  (2.12) 
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Fig. 2.7. Função Tangente Hiperbólica 
2.2.3 Arquitetura da Rede 
A arquitetura de uma rede neural é determinada pela forma em que são definidas as 
conexões entre os neurônios. Basicamente, uma rede é dividida em camadas de 
neurônios; geralmente, possuem uma camada de entrada, camadas intermediárias e uma 
camada de saída; em alguns casos, não existem camadas intermediárias. Podemos 
identificar três classes de arquitetura de redes neurais [Haykin 1999]: redes feedforward 
de uma única camada, redes feedforward de múltiplas camadas e redes recorrentes. 
Redes feedforward de uma única camada. Esta rede possui apenas uma camada de 
entrada e uma camada de saída. A sua denominação feedforward, ou acíclica, decorre do 
sentido de propagação do sinal, da camada de entrada para a camada de saída (e não 
vice-versa), não ocorrendo ciclos. Na camada de entrada, não ocorre nenhum 
processamento, são neurônios lineares (normalmente possuem uma função de ativação 
linear, ( ) xxg = ); todo o processamento ocorre nos neurônios da camada de saída. Esta 
rede pode ser utilizada para resolver problemas linearmente separáveis [Haykin 1999]. 
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Redes feedforward de múltiplas camadas. Diferencia-se da anterior pela presença de 
camadas intermediárias. A saída de cada camada é dada como entrada da próxima 
camada. Estas redes podem ser totalmente conectadas quando todos os neurônios da 
camada anterior são conectados com todos os neurônios da camada seguinte, ou 
parcialmente conectadas, quando não estão presentes todas as conexões. As camadas 
intermediárias aumentam a capacidade de processamento da rede [Haykin 1999]. 
 
Fig. 2.8. Rede Multicamada Totalmente Conectada 
A Fig. 2.8 representa uma rede neural multicamada totalmente conectada, com dois 
neurônios na camada de entrada, uma camada intermediária de três neurônios e um 
neurônio na camada de saída.  
Redes Recorrentes. As redes recorrentes se diferenciam das redes feedforward por 
existir pelo menos uma conexão de realimentação—isto é, as saídas dos neurônios são 
re-alimentadas para outros neurônios da rede. Pode-se imaginar que se deseja simular 
um processo em que o próximo estado depende do estado anterior; as conexões de 
realimentação permitem essa relação. As redes recorrentes podem ou não ter camadas de 
neurônios intermediárias.  
Camada 
de Entrada 
Camada 
Intermediária
Camada 
de Saída 
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As redes de Hopfield, ilustradas na Fig. 2.9, são as redes recorrentes mais conhecidas. 
Estas redes possuem uma única camada, que realiza as funções das camadas de entrada e 
de saída; não existem camadas intermediárias. Todos os neurônios são realimentados, 
mas não ocorre auto-realimentação. 
Fig. 2.9. Rede de Hopfield 
2.2.4 Otimização nas Redes Multicamadas e Dinâmica das Redes de Hopfield 
No processo de treinamento supervisionado em redes neurais multicamadas e na 
dinâmica das redes de Hopfield podem ser identificados processos de minimização de 
uma função não-linear. 
O processo de treinamento supervisionado em redes neurais multicamadas ocorre 
através da atualização dos pesos da rede. A partir do estado inicial, definido pelos 
valores iniciais dos seus parâmetros (pesos da rede e constantes das funções de 
ativação), a cada iteração é aplicado um padrão de entrada com saída conhecida, 
propagado através das camadas até a saída da rede. A partir da comparação entre a saída 
obtida e a saída desejada (saída conhecida do padrão de entrada), é calculado o erro 
quadrático que mede a distância entre essas saídas. Este erro é retro-propagado e os 
pesos da rede são atualizados, através de um procedimento de otimização. O processo é 
repetido, até que o erro quadrático seja minimizado. Quando isto ocorre, a rede neural 
1z −
1z −
1z −
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conseguiu aprender adaptando-se ao ambiente imposto pelos padrões de entrada. Pode-
se interpretar que o processo de aprendizado supervisionado em uma rede neural 
multicamada ocorre através da minimização de uma função não-linear nos parâmetros da 
rede (função de erro quadrático) através do método de otimização adotado. 
O método adotado para minimização de erro quadrático no processo de treinamento é 
escolhido em função dos problemas abordados e dos padrões de treinamento escolhidos. 
A título de exemplificação, pode-se destacar alguns métodos adotados: gradiente 
[Haykin 1999], gradiente conjugado [Haykin 1999], Newton [Haykin 1999], métodos de 
pontos interiores [Szymanski et al. 1998; Trafalis e Couellan 1994; Lemmon e 
Szymanski 1994] e algoritmos genéticos [Ku et al. 1995; Iyoda et al. 1999; Velazco e 
Lyra 2002]. 
Por outro lado, a dinâmica discreta das redes de Hopfield [Haykin 1999] é descrita 
por um sistema não-linear de equações diferenciais ordinárias e por sua função de 
energia, caracterizada como uma função de Lyapunov. A forma com que a função de 
energia (uma função de Lyapunov) é desenvolvida garante a estabilidade do sistema 
para qualquer estado inicial; em outras palavras, a função é monotonicamente 
decrescente para um estado de equilíbrio da rede [Hertz et al. 1991]. Dado um estado 
inicial, a trajetória de estados sucessivos é obtida por um processo de relaxação da 
dinâmica não-linear que converge a um atrator levando o sistema a um estado 
estacionário. Existem quatro possíveis atratores: pontos fixos (mínimos ou pontos de 
equilíbrios), soluções periódicas , soluções quase-periódicas e caos. 
O tema central deste trabalho é a solução de problemas de otimização através de redes 
neurais. Neste caso, o problema a ser abordado por redes neurais é um problema de 
otimização como discutido na seção 2.1. Um ponto importante para compreensão dos 
temas desenvolvidos é a separação entre o problema abordado e os aspectos de 
otimização para atualização de pesos em redes multicamadas ou na dinâmica de redes de 
Hopfield; no caso, o problema abordado no trabalho é um “problema de otimização”, 
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mas que poderia ser, por exemplo, um problema de identificação de sistemas dinâmicos 
ou controle de processos. 
2.3 REVISÃO DA BIBLIOGRAFIA SOBRE SOLUÇÃO DE PROBLEMAS DE 
OTIMIZAÇÃO POR REDES NEURAIS 
O primeiro trabalho para a resolução de problemas de otimização foi proposto por Tank 
e Hopfield em 1986. Nesta rede, definida para problemas lineares com restrições, é 
construída uma função de energia a partir da função objetivo do problema de otimização 
e das restrições que são incorporadas como termos de penalidade. 
Um aspecto inconveniente com as redes desenvolvidas por Tank e Hopfield é o fato 
de não haver demonstração formal de que o ponto de equilíbrio corresponde a uma 
solução ótima do problema original, satisfazendo as condições de otimalidade de Kuhn-
Tucker [Maa e Shanblatt 1992a]. 
Dois anos após a publicação do trabalho de Tank e Hopfield, Kennedy [1988] fez uma 
análise das redes neurais recorrentes para a resolução de problemas de otimização não-
linear. Nesta proposta, estende o modelo de Tank e Hopfield para a resolução de 
problemas de otimização não-linear. O problema com restrições é transformado em um 
problema irrestrito através de funções de penalidade, e é criada uma função de 
Lyapunov. Este tipo de transformação possui o inconveniente de que, quando a solução 
do problema está sobre a fronteira da região de factibilidade definida pelas restrições, a 
rede converge para uma solução aproximada, fora da região de factibilidade. 
Em 1990, Rodriguez e co-autores propuseram uma abordagem similar à de Tank e 
Hopfield [1986] e Kennedy [1988], para resolver problemas de otimização restritos e 
irrestritos. Os problemas com restrições são transformados em problemas irrestritos a 
partir de funções de penalidade, e resolvidos pelo método do gradiente de maior descida 
[Luenberger 1984]. 
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Em 1992, Maa e Shanblatt [1992b] propuseram uma abordagem alternativa para a 
solução de problemas de infactibilidade apresentado nas redes de Hopfield quando a 
solução ótima encontra-se na fronteira da região de factibilidade. Este método, chamado 
de otimização em duas fases, resolve problemas não-lineares, com e sem restrições, 
usando o gradiente com passo fixo como método de minimização da função de energia. 
Para a resolução de problemas de programação dinâmica, Chiu e co-autores [1991] 
utilizaram também redes recorrentes. A partir das restrições impostas por este tipo de 
problema, obtém-se uma função de energia que garante a estabilidade da rede e a 
convergência para um ponto de equilíbrio. O trabalho faz uma análise dos parâmetros da 
função de energia para melhorar o comportamento da rede e definir condições iniciais 
mais atraentes. O conjunto desses procedimentos permite acelerar a convergência. 
Zhang e co-autores [1992] propuseram um método de segunda ordem que utiliza as 
redes recorrentes de Hopfield para solução de problemas de otimização linear com 
restrições. Essa abordagem utiliza os multiplicadores de Lagrange para a obtenção da 
função de energia e garante que as soluções pertencem ao “subespaço válido” (conceito 
também usado por Silva [1997]). A função obtida é uma “função de Lyapunov”, fazendo 
com que a rede seja estável. O método de Newton é utilizado para minimizar a função de 
energia. 
Osowski [1992] utiliza uma rede neural recorrente para resolver problemas de 
otimização não-linear com restrições lineares de igualdade, mas não acrescenta aspectos 
novos significativos em relação às abordagens anteriores. O problema é transformado 
em um problema sem restrições e no processo de otimização da função de energia são 
utilizados os métodos do gradiente e de Newton. 
Xia e Wang [1995; 1996] apresentaram uma rede neural para solução de problemas de 
otimização linear. A rede neural é definida a partir das condições de otimalidade 
[Luenberger 1984] do problema linear. Em 1996 [Xia 1996a], esta rede é estendida para 
a solução de problemas de otimização quadrática com restrições lineares. Em 1998, a 
abordagem é novamente estendida, para solução de problemas de otimização com e sem 
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restrições [Xia 1998]. Esta rede possui convergência global para a solução ótima [Xia 
2000]. 
Outras publicações com metodologias semelhantes utilizam redes de Hopfield para a 
resolução de problemas de otimização linear [Lillo et al. 1993], não-linear [Chua 1990] 
e quadrática [Bouzerdoum e Pattison 1993; Pérez-Ilzarbe 1998; Wu e Tam 1999]. 
Na aplicação de redes neurais multicamadas para otimização, podem ser citadas as 
abordagens de Romero [1993; 1996] e de Reifman e co-autores [1999]. Ambas as 
abordagens transformam o problema de otimização com restrições em um problema 
irrestrito, onde as restrições são adicionadas como termos de penalidade, criando uma 
nova função objetivo irrestrita. As variáveis são identificadas com os neurônios e a 
função de erro quadrático é substituída pela nova função objetivo. A otimização é 
realizada sobre os pesos da rede. A abordagem de Romero foi modificada para a 
definição da abordagem Neuro-Evolutiva [Velazco e Lyra 2002] descrita no Apêndice 
A, na qual algoritmos genéticos realizam a atualização dos pesos. Esta nova abordagem 
mostrou melhores resultados nos problemas tratados, em comparação à abordagem de 
Romero. 
Barbosa e Carvalho [1990] fizeram uma exploração preliminar da possibilidade de 
gerar, através de uma rede neural multicamada, uma seqüência de pontos interiores que 
convergem para a solução de um problema de otimização linear. 
Outro tipo de redes a serem citadas na resolução de problemas de otimização são as 
redes auto-organizáveis de Kohonen. Pham e Karaboga [2000] apresentam uma 
abordagem para a solução de problemas de locação de módulos em circuitos.   
Silva [1997] utiliza uma rede de Hopfield para solucionar problemas de otimização 
linear, não-linear [Silva et al. 1998], quadrática e dinâmica [Silva et al. 1999]. A rede 
possui um controlador nebuloso [Pedrycz e Gomide 1998] para o cálculo do passo 
adotado no método de minimização da função de energia.  
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Embora a maioria destes trabalhos seja recente, a análise das contribuições sugere que 
houve pouca fertilização recíproca entre as áreas de otimização e redes neurais. Todas as 
abordagens citadas foram aplicadas a exemplos ilustrativos pequenos, que poderiam ser 
resolvidos sem auxílio de qualquer recurso computacional; estão muito distantes dos 
problemas reais de grande porte abordados por pesquisadores de áreas de otimização 
[Adler et al. 1989; Gay 1985].  
Velazco e co-autores [2002a; 2002b; 2003] desenvolveram abordagens em que redes 
de Hopfield modificadas [Silva 1997] são utilizadas para encontrar pontos iniciais de 
boa qualidade para os métodos de pontos interiores. Vale ressaltar que eventuais 
problemas de convergência da abordagem de Hopfield inexistem nas abordagens 
desenvolvidas por Velazco e co-autores. A rede desenvolvida nesses trabalhos não é 
utilizada na solução do problema de otimização, mas apenas para a obtenção de pontos 
inicias que são entregues ao método de pontos interiores, que finalizam a solução do 
problema. Esses aspectos são discutidos nos próximos capítulos.  
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CAPÍTULO  3.  
MÉTODOS DE PONTOS INTERIORES 
Duas classes de métodos de pontos interiores são apresentadas neste capítulo: os 
métodos afins escala e os métodos primais-duais. Os métodos afins apresentados são o 
método primal afim escala [Dikin 1967; Tsuchiya 1996] e o método dual afim escala 
[Adler et al. 1989]. Na categoria dos métodos primais-duais discute-se o método primal-
dual clássico [Wright 1996] e o método preditor-corretor [Monteiro et al. 1990; 
Mehrotra 1992]. 
O capítulo discute também outros aspectos importantes relacionados com métodos de 
pontos interiores: obtenção de pontos para inicialização do processo de solução, solução 
de sistemas lineares oriundos desses métodos, esparsidade das matrizes e pré-
processamento. Ao final do capítulo, faz-se uma breve apresentação do conjunto de 
problemas agrupados na biblioteca Netlib, utilizado nos estudos de casos discutidos no 
trabalho. 
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3.1 CONSIDERAÇÕES GERAIS 
Um problema de otimização linear pode ser apresentado na forma padrão do problema 
primal, como segue: 
0x
bxAasujeito
xcmin T
≥
=⋅
⋅
 (3.1) 
onde nmA ×ℜ∈  é a matriz de restrições de m linhas e n colunas, nc ℜ∈  é o vetor de 
custo do problema, mb ℜ∈  é o vetor das restrições e nx ℜ∈  é o vetor de variáveis do 
problema, restritas a valores não negativos ( n,,2,1i,0x;0x i K=≥≥ ). Associado ao 
problema primal (3.1), define-se o problema dual representado por: 
cyAasujeito
ybmax
T
T
≤⋅
⋅
 (3.2) 
onde my ℜ∈  é o vetor de variáveis. Eliminando-se as restrições de desigualdade com a 
adição do vetor de variáveis de folga z, obtém-se o problema a seguir: 
0z
czyAasujeito
ybmax
T
T
≥
=+⋅
⋅
 (3.3) 
onde nz ℜ∈ está restrito a valores não-negativos. 
O Teorema Fundamental da Dualidade em programação linear estabelece 
condições de otimalidade para o par de problemas primal e dual [Luenberger 1984]: 
Um ponto ( )∗∗∗ z,y,x  é o ótimo simultaneamente do primal e do dual se satisfaz as 
condições a seguir. 
1. Factibilidade do primal: 0x,0xAb ≥=⋅− ∗∗ . 
2. Factibilidade do dual: 0zyAc T =−⋅− ∗∗ . 
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3. Complementaridade: n,,2,1i,0zx ii K=∀=⋅ ∗∗ . 
Os métodos de pontos interiores, como sugere a denominação, procuram uma solução 
ótima do problema através de buscas no interior do espaço de factibilidade. 
Formalmente, diz-se que um ponto é interior quando está dentro do politopo formado 
pelas restrições de desigualdade do problema. Para o problema primal (definido em 
(3.1)) esta propriedade é caracterizada por 0x > . Para o problema dual (3.3), os pontos 
interiores satisfazem a condição 0z > . 
3.2 MÉTODOS AFINS ESCALA 
Nesta seção, são discutidos dois métodos afins: o método primal afim escala e o método 
dual afim escala. 
3.2.1 Método Primal Afim Escala 
A motivação do método é calcular o próximo ponto primal a partir de uma estimativa 
das variáveis duais. Esta estimativa é obtida a partir da solução do problema definido a 
seguir: 
( ) ( )
yAczasujeito
zX
2
1z,yf
T
2
z,y
min
⋅−=
⋅⋅=
 (3.4) 
sendo X uma matriz diagonal nn×  onde os elementos da diagonal são os valores do 
vetor x. 
É fácil verificar que o problema (3.4) procura encontrar o vetor ( )z,y  factível que se 
aproxime, ao máximo, da condição de complementaridade estabelecida pelo Teorema 
Fundamental da Dualidade (i.e., n,,2,1i,0zx ii K=∀=⋅ ∗∗ ). 
Para obter a estimativa das variáveis duais ( )z,y  a partir da solução de (3.4), pode-se 
substituir z na função objetivo, obtendo-se o problema irrestrito (3.5). 
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( ) ( ) 2T
y
yAcX
2
1yfmin ⋅−⋅⋅=  (3.5) 
Como (3.5) é quadrático, pode-se calcular y a partir das condições necessárias de 
otimalidade. Fazendo ( ) 0yf =∇ , vem: 
( ) ( ) ( ) 0yAXcXXAyf T =⋅−⋅⋅⋅−=∇ . (3.6) 
Logo, 
( ) cXAAXAy 21T2 ⋅⋅⋅⋅⋅= − . (3.7) 
Usando a definição do problema dual (3.3), tem-se: 
yAcz T ⋅−= . (3.8) 
Com esse valor estimado das variáveis duais é calculada a direção de descida factível 
( ) zXx 2 ⋅−=∆  [Dikin 1967]. Usando-se esta direção, encontra-se o novo ponto x. 
É fácil verificar que a direção ( ) zXx 2 ⋅−=∆ , definida por Dikin [1967], é factível e 
de descida. 
i. Para verificar que a direção é factível, considere um novo ponto 
xxx~ ∆α ⋅+=  obtido a partir da direção. 
( ) ( )
yAXAcXAb
yAcXAb
zXAxAxxAx~A
T22
T2
2
⋅⋅⋅⋅+⋅⋅⋅−=
⋅−⋅⋅⋅−=
⋅⋅⋅−⋅=⋅+⋅=⋅
αα
α
α∆α
 
Como ( ) cXAAXAy 21T2 ⋅⋅⋅⋅⋅= −  (Equação 3.7), 
bcXAcXAbx~A 22 =⋅⋅⋅+⋅⋅⋅−=⋅ αα . 
ii. Para verificar que a direção é de descida, é suficiente mostrar que 
xcx~c TT ⋅<⋅ .  
( ) xcxcxxcx~c TTTT ∆α∆α ⋅⋅+⋅=⋅+⋅=⋅  
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Como 0>α , deve-se mostrar que 0xcT <⋅ ∆ . Para isso é suficiente 
verificar que 0xXxc
21T <⋅−=⋅ − ∆∆ . De fato, tem-se: 
( ) ( )
( )
( )( )
xc
yAXAcXAyxc
yAcXAyxc
zXAyzXc
zXyAc
zXz
zXXXz
xXx
xXxXxX
T
T22TT
T2TT
2T2T
2TT
2T
222T
2T
1T121
∆
∆
∆
∆∆
∆∆∆
⋅−=
⋅⋅⋅−⋅⋅⋅−⋅−=
⋅−⋅⋅⋅−⋅−=
⋅⋅⋅−⋅⋅=
⋅⋅⋅−=
⋅⋅=
⋅⋅⋅⋅=
⋅⋅=
⋅⋅⋅=⋅
−
−
−−−
 
Logo 
21T xXxc ∆∆ ⋅−=⋅ − . 
Considerando-se os resultados anteriores, o método primal afim escala pode ser 
resumido nos passos a seguir [Tsuchiya 1996]. 
A partir de um ponto inicial primal interior factível 0x0 >  e ( )1,0∈τ , para 
,...,2,1,0k =  fazer, até convergir: 
1. Calcular a estimativa das variáveis duais, ( ) cXAAXAy 21T2kk ⋅⋅⋅ ⋅⋅= −  e 
kTk yAcz ⋅−= ; 
2. Calcular a direção de busca, ( ) k2kk zXx ⋅−=∆ ; 
3. Calcular um tamanho de passo apropriado para manter o ponto interior, 


−⋅= < ki
k
i
0x
k
x
x
min
k
i ∆τα ∆ ; 
4. Calcular o novo ponto interior e factível, kkk1k xxx ∆α ⋅+=+ . 
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O passo kα  na direção kx∆  garante que o novo ponto é interior. Observando-se que o 
cálculo do passo kα  está dividido em duas componentes: 
▪ 




−
< ki
k
i
0x x
x
min
k
i ∆∆ , expressão que define o passo máximo na direção 
kx∆ , de forma a 
não violar a restrição de não-negatividade; 
▪ τ , parâmetro no intervalo aberto ( )1,0 , usado para garantir que o novo ponto é 
interior—as implementações normalmente adotam 9.0=τ  ou 99.0=τ . 
Um aspecto que pode causar dificuldades de convergência no método primal afim 
escala é o acúmulo de erros de arredondamento no cálculo sucessivo de 1kx +  a partir da 
direção kx∆ ; pode ocorrer que a restrição matricial bxA 1k =⋅ +  deixe de ser 
estritamente verdadeira.  
O método normalmente utiliza os seguintes critérios de convergência, baseados nas 
condições de otimalidade: 
▪ Factibilidade Primal, ε≤+
⋅−
b1
xAb
; 
▪ Factibilidade Dual, ε≤+
−⋅−
c1
zyAc T
; 
▪ GAP Relativo, ε≤⋅+⋅+
⋅
xcyb1
zx
TT
T
. Esta condição é definida a partir de “GAP” 
(absoluto), 
zxGAP T ⋅= , (3.9) 
que funciona como medida da distância da condição de complementaridade (condição de 
otimalidade) para soluções factíveis. 
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3.2.2 Método Dual Afim Escala 
O Método Dual Afim Escala foi o primeiro método de pontos interiores que obteve 
bons resultados na prática [Adler et al. 1989]. Seu princípio de funcionamento é resolver 
o problema dual a partir de uma estimativa das variáveis primais, partindo de um ponto 
dual inicial interior e factível. A estimativa é obtida pela definição do seguinte problema, 
baseado nas condições de otimalidade: 
( )
bxAasujeito
xZ
2
1 2
x
min
=⋅
⋅⋅  (3.10) 
sendo Z uma matriz diagonal nn× , onde os elementos da diagonal são os valores do 
vetor z. 
Para o cálculo do mínimo do problema (3.10), define-se o Lagrangeano deste 
problema [Luenberger 1984]: 
( ) ( ) ( )xAbwxZ2
1xg T2
w,x
min ⋅−⋅+⋅⋅= . (3.11) 
Derivando-se a função ( )xg , obtém-se condições necessárias de otimalidade para o 
problema (3.11): 
0wAxZ T2 =⋅−⋅  (3.12) 
0xAb =⋅−  (3.13) 
Utilizando-se as condições de otimalidade (3.12) e (3.13), é possível obter uma 
estimativa para a variável x: 
( ) bAZAAZx 1T2T2 ⋅⋅⋅⋅⋅= −−−  (3.14) 
A partir da estimativa da variável x e utilizando-se a direção xZz 2 ⋅−=∆ , tem-se 
que: 
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( ) bAZAAZZz 1T2T22 ⋅⋅⋅⋅⋅⋅−= −−−∆  (3.15) 
( ) bAZAAz 1T2T ⋅⋅⋅⋅−= −−∆ . (3.16) 
Por outro lado, yAz T ∆∆ ⋅−=  para qualquer direção dual factível ( )z,y ∆∆ . Então, 
( ) bAZAy 1T2 ⋅⋅⋅= −−∆ . (3.17) 
O método pode ser resumido nos seguintes passos [Adler et al. 1989]: 
A partir de um ponto dual inicial interior factível ( )0z,y 00 >  e ( )1,0∈τ , para 
,...,2,1,0k =  fazer até convergir: 
1. Calcular a direção de busca, ( ) bAZAy 1T2kk ⋅ ⋅⋅=
−−∆ , kTk yAz ∆∆ ⋅−= ; 
2. Calcular a estimativa das variáveis primais, ( ) k2kk zZx ∆⋅−= − ; 
3. Calcular o passo apropriado para manter o ponto interior, 






−⋅=
< kz
k
i
0
k
i
k
iz
z
min ∆τα ∆  (observa-se que a variável y é livre, não influenciando no 
cálculo do passo) 
4. Calcular o novo ponto interior, ( ) ( ) ( )kkkkk1k1k z,yz,yz,y ∆∆α ⋅+=++ . 
O cálculo de z pela relação kkk1k zzz ∆α ⋅+=+  acumula erros de arredondamento. 
Portanto, na prática, obtém-se implementações mais robustas quando 1kz +  é calculado 
pela relação 1kT1k yAcz ++ ⋅−= .  
Vale também observar que o cálculo de kx  a cada iteração não é necessário, uma vez 
que a solução dual pode ser calculada sem esta informação. 
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3.3 MÉTODOS PRIMAIS-DUAIS 
Os métodos primais-duais [Wright 1996] resolvem o problema primal e o problema dual 
simultaneamente a partir de um ponto inicial primal-dual, não necessariamente factível, 
mas estritamente positivo (ponto interior). O método é obtido a partir da aplicação do 
método de Newton ao sistema não-linear ( )z,y,xF  (Equação 3.18) formado pelas 
condições de otimalidade, mas  desconsiderando-se as restrições de não-negatividade. 
( ) 0
zx
czyA
bxA
z,y,xF
T
T =








⋅
−+⋅
−⋅
= . (3.18) 
Neste trabalho, apresentaremos dois métodos primais-duais: o método primal-dual 
clássico e o método preditor-corretor. Na definição dos mesmos, é introduzida uma 
perturbação ou medida de dualidade µ  na condição de complementaridade, que permite 
obter pontos mais próximos do centro do politopo. Com isto, em princípio, pode-se obter 
uma melhor direção no sentido da otimalidade. 
µ=⋅ ii zx  (3.19) 
A Fig. 3.1 mostra duas trajetórias do método primal-dual em um problema de 2 
variáveis e 2 restrições de desigualdade. A trajetória A foi calculada com utilização da 
perturbação µ  (i.e. 0>µ ), o que corresponde ao método primal-dual clássico. A 
trajetória B foi obtida sem a perturbação (i.e. 0=µ ), que corresponde ao método 
primal-dual afim escala [Monteiro et al. 1990]. Como se observa na Fig. 3.1, quando a 
perturbação não é utilizada, as direções obtidas têm a tendência de tangenciar a fronteira; 
quando a perturbação é utilizada, os pontos obtidos a cada iteração permanecem mais 
próximos do centro do politopo. 
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Os métodos primais-duais não exigem a condição de factibilidade das soluções, 
enquanto a otimalidade não for alcançada. Portanto, substitui-se o lado direito da 
Equação (3.18) por um vetor de “resíduos”, que caracteriza as distâncias da 
factibilidade, para os dois primeiros conjuntos de equações, e da condição de 
complementaridade, para o último conjunto de equações. 
( ) r
r
r
r
zx
zyAc
xAb
z,y,xF
c
d
p
T =








=








⋅
−⋅−
⋅−
=− . (3.20) 
A partir do ponto ( )kkk z,y,x , o próximo ponto é calculado pelo método de Newton, 
como segue: 
( ) ( ) ( )kkkkkk1k1k1k z,y,xz,y,xz,y,x ∆∆∆α ⋅−=+++ , (3.21) 
( ) ( ) kkkk1kkk rz,y,xJz,y,x ⋅−= −∆∆∆ , (3.22) 
onde ( )kkk1 z,y,xJ −  é o jacobiano do sistema não linear (3.18) e α  é o tamanho do 
passo do método de Newton que possui valor máximo 1=α . 
A B
Fig. 3.1. Trajetória do método primal dual: A) Método clássico 0>µ , B) Método afim 0=µ  
x* x*
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3.3.1 Método Primal-Dual Clássico 
O método primal-dual clássico ou “seguidor de caminho” 1 [Kojima et al. 1989] calcula 
a direção ( )z,y,x ∆∆∆  através da solução do sistema não-linear a seguir: 
( ) ( )z,y,xF
z
y
x
z,y,xJ −=








⋅
∆
∆
∆
, (3.23) 
onde ( )z,y,xJ  é definido como: 
( )








=
kk
T
X0Z
IA0
00A
z,y,xJ . (3.24) 
Este método utiliza a perturbação µ  na condição de complementaridade, µ=⋅ ii zx . 
Este parâmetro é definido na maioria das implementações como: 



⋅=
n
k
kk γσµ , (3.25) 
onde σ  é fixo—geralmente são utilizados os valores n1=σ  ou n1=σ . O valor de 
kγ  é calculado como: 
kTkk zx ⋅=γ . (3.26) 
Quando introduzimos o novo parâmetro kµ , o sistema não-linear formado pelas 
condições de otimalidade assume a forma: 
                                                 
1 Do inglês “path following” 
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( )








=








⋅⋅−⋅
−⋅−
⋅−
=−
k
c
k
d
k
p
kkk
kkT
k
kkk
r
r
r
eZXe
zyAc
xAb
z,y,xF
µ
. (3.27) 
onde e é um vetor coluna de valor unitário (da dimensão apropriada). 
O sistema para calcular a direção em cada iteração é obtido pelas Equações (3.23), 
(3.24) e (3.27); 








⋅⋅−⋅
−⋅−
⋅−
=








=








⋅








eZXe
zyAc
xAb
rc
rd
rp
z
y
x
X0Z
IA0
00A
kkk
kkT
k
k
k
k
k
k
k
kk
T
µ∆
∆
∆
. (3.28) 
O funcionamento do método primal-dual clássico pode ser resumido na seqüência de 
passos descrita a seguir. 
A partir de um ponto inicial primal-dual interior ( ( ) 0z,x 00 >  e n0y ℜ∈ ), [ )1,0∈σ  e 
( )1,0∈τ , para ,...,2,1,0k =  fazer até convergir: 
1. Calcular 


⋅=
n
k
k γσµ , onde n é a dimensão do vetor x e ( ) kTkk zx ⋅=γ . 
2. Calcular a direção de Newton, ( )kkk z,y,x ∆∆∆ . 
3. Calcular o tamanho dos passos primal e dual para manter o ponto interior, 
( )kpkp ,1min ρτα ⋅= , ( )kdkp ,1min ρτα ⋅= , 








−=
k
j
k
i
j
k
p
x
x
min
1
∆
ρ  e 








−=
k
j
k
i
j
k
d
z
z
min
1
∆
ρ . 
4. Calcular o novo ponto, ( ) ( ) ( )kkkkkkk1k1k1k z,y,xz,y,xz,y,x ∆∆∆α ⋅+=+++ . 
Nas primeiras iterações, kµ  deve ter um valor grande, pois estamos interessados em 
pontos longes da fronteira. Mas, a cada iteração, à medida que nos aproximamos do 
ótimo, kµ  vai diminuindo. Esta relação é garantida por kγ , no cálculo de kµ  pela 
Equação (3.25). A variável kγ  ou GAP é calculada pela expressão (3.26); vai 
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diminuindo à medida que nos aproximamos do ótimo (i. e. ∞→→ k0kγ ). Pela 
relação direta que existe entre kµ  e kγ , então 0k →µ  quando ∞→k . 
3.3.2 Método Preditor-Corretor 
Como já mencionado, o Método Preditor–Corretor [Monteiro et al. 1990; Mehrotra 
1992] é considerado a abordagem mais eficiente para solução de problemas genéricos de 
programação linear (em termos de número de iterações e tempos de processamento). 
Este método, de forma análoga ao método primal-dual clássico, inicializa o processo de 
otimização com um ponto interior não-factível.  
Este método utiliza três componentes para calcular a direção: 
1. Uma direção preditora ( )kkk z~,y~,x~ ∆∆∆  ou direção afim, sem a perturbação µ , 
calculada como segue: 
( ) ( ) rz,y,xJz~,y~,x~ kkk1kkk ⋅−= −∆∆∆  (3.29) 
r
r
r
r
eXZ
zyAc
xAb
k
a
k
d
k
p
kk
kkT
k
=








=








⋅⋅
−⋅−
⋅−
. (3.30) 
onde ( )kkk1 z,y,xJ −  é o jacobiano do sistema não linear (3.18). 
A partir da direção preditora, é calculado um ponto auxiliar ( )kkk z~,y~,x~ , 
x~~xx~ p
kk ∆α ⋅+=  
y~~yy~ d
kk ∆α ⋅+=  
z~~zz~ d
kk ∆α ⋅+= . 
(3.31) 
onde p~α  e d~α  são os passos calculados para a direção preditora, que garantem a 
interioridade do ponto auxiliar.  
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2. De acordo com o progresso da direção preditora, é calculada a perturbação kµ . Se 
a direção for boa, a perturbação é pequena; caso contrário, é aumentado o peso da 
direção de centragem (Equação 3.33). Quando 1k <γ  (Equação 3.33), existem razões 
teóricas para colocar uma perturbação da ordem de ( )2kγ  [Tapia e Zhang 1992]. A 
perturbação é calculada na forma descrita a seguir: 



⋅= n
kkk γσµ , (3.32) 
onde, 



>



=
.c.c
n
γ
1γse
γ
γ~
k
k
3
k
k
kσ , (3.33) 
kkk z~x~~ ⋅=γ . (3.34) 
3. Uma direção de correção não-linear é calculada, utilizando-se o sistema análogo 
ao da expressão (3.27), descrito a seguir [Mehrotra 1992], 








⋅⋅−⋅
−⋅−
⋅−
=








=








⋅








eZ~X~e
z~y~Ac
x~Ab
r
r
r
z
y
x
X0Z
IA0
00A
kkk
kkT
k
k
c
k
d
k
p
k
k
k
kk
T
∆∆µ∆
∆
∆
. (3.35) 
A partir da nova direção, calcula-se o próximo ponto. 
Observa-se que no método preditor-corretor são calculados dois sistemas não-lineares 
a cada iteração. No entanto, o custo de resolver os dois sistemas é atenuado porque é 
usado o mesmo Jacobiano. 
O funcionamento do método pode ser resumido na seqüência de passos descrita a 
seguir. 
Capítulo 3. Métodos de Pontos Interiores. 37
A partir de um ponto inicial primal-dual interior ( ( ) 0z,x 00 >  e ny ℜ∈o ) e ( )1,0∈τ , 
para ,...,2,1,0k =  fazer até convergir: 
1. Calcular a direção afim, ( )kkk z~,y~,x~ ∆∆∆ . 
2. Calcular o tamanho dos passos primal e dual, de forma a manter os pontos 
auxiliares interiores, ( )kpkp ~,1min~ ρτα ⋅= , ( )kdkp ~,1min~ ρτα ⋅= ,                   




−=
k
j
k
i
j
k
p
x
x~
min
1~
∆
ρ  e 




−=
k
j
k
i
j
k
d
z
z~
min
1~
∆
ρ . 
3. Calcular kµ . 
4. Calcular a nova direção, ( )kkk z,y,x ∆∆∆ . 
5. Calcular o tamanho dos passos primal e dual, de forma a manter os novos pontos 
interiores, ( )kpkp ,1min ρτα ⋅= , ( )kdkp ,1min ρτα ⋅= , 








−=
k
j
k
i
j
k
p
x
x
min
1
∆
ρ  e 








−=
k
j
k
i
j
k
d
z
z
min
1
∆
ρ . 
6. Calcular o novo ponto, ( ) ( ) ( )kkkkkkk1k1k1k z,y,xz,y,xz,y,x ∆∆∆α ⋅+=+++ . 
3.4 PONTO INICIAL 
Nos métodos afins apresentados neste capítulo, é necessário o cálculo de um ponto 
inicial interior e factível para iniciar o processo de otimização. Nos métodos primais-
duais, é suficiente que os pontos iniciais sejam interiores.  
Para o cálculo do ponto inicial interior e factível para os métodos afins, é utilizada a 
inicialização clássica por FASE I [Adler et al. 1989; Tsuchiya 1996]. Usando este 
procedimento, o problema é resolvido em duas etapas. Na primeira etapa (FASE I), é 
calculado um ponto inicial interior factível, a partir da definição de um novo problema 
derivado do problema de otimização. Na segunda etapa (FASE II), o método afim escala 
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de pontos interiores realiza a otimização do problema a partir do ponto obtido na FASE 
I. 
Este trabalho propõe um conjunto de possibilidades para obtenção de pontos iniciais 
para os métodos de pontos interiores através de redes de Hopfield. Uma das alternativas 
propostas procura avançar no processo de otimização com as redes de Hopfield, obtendo 
inicializações “a quente”2 para os métodos de pontos interiores. A origem desse conceito 
é discutida brevemente na próxima seção. 
3.5 INICIALIZAÇÃO A QUENTE EM MÉTODOS DE PONTOS INTERIORES 
O cálculo de um ponto inicial avançado, ou inicialização “a quente”, em métodos de 
pontos interiores é um problema pesquisado por vários autores [Gondzio 1996; Gondzio 
e Vial 1997; Yildirm e Wright 2002].  
Normalmente, as abordagens para inicialização a quente procuram calcular um ponto 
inicial a partir de um “problema perturbado”, que possui a mesma dimensão que o 
problema original, com pequenas perturbações em A, b e c. A motivação para esses 
estudos é a possibilidade de reduzir o número de iterações dos métodos e, 
conseqüentemente, o esforço computacional. Um aspecto a ser observado no cálculo 
desses pontos iniciais é procurar centrá-los, evitando a proximidade das fronteiras [Ross 
et al. 1997]. Caso contrário, o método de pontos interiores pode vir a realizar muitas 
iterações para se afastar da fronteira. 
                                                 
2 Tradução livre do inglês warm start. 
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3.6 SOLUÇÃO DOS SISTEMAS LINEARES ORIUNDOS DOS MÉTODOS DE 
PONTOS INTERIORES 
Como foi apresentado nas seções anteriores, todos os métodos de pontos interiores 
envolvem a resolução de sistemas lineares do tipo: 
( ) qpADA T1 =⋅⋅⋅ − , (3.36) 
A solução desses sistemas é o passo de maior esforço computacional dos métodos de 
pontos interiores. Nesta seção abordaremos a sua solução. 
A matriz A da Equação (3.36) é um dado do problema e permanece constante ao 
longo de todas as iterações. D é uma matriz diagonal que varia a cada iteração, com 
características particulares para cada um dos métodos: 
▪ 2XD −=  no método primal afim escala; 
▪ 2ZD =  no método dual afim escala; 
▪ ZXD 1 ⋅= −  no método primal-dual e no método preditor-corretor. 
A matriz ( )T1 ADAB ⋅⋅= −  é simétrica e definida positiva. Ou seja, 
▪ BBT =  e 
▪ ( ) 0t,0tADAt T1T ≠∀>⋅⋅⋅⋅ −  [Golub 1996]. 
3.6.1 Decomposição e Cálculo da Inversa 
Devido às características da matriz B existe uma única matriz triangular inferior L com 
as características a seguir [Golub 1996]: 
TLLB ⋅=  (3.37) 
onde os elementos da diagonal de L são estritamente positivos. 
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Esta fatoração, chamada de decomposição de Cholesky, é muito utilizada em método 
de pontos interiores.  
Quando a inversa da matriz B é calculada explicitamente, são envolvidas muitas 
operações de ponto flutuante. A decomposição TLL ⋅  permite reduzir este número. 
Utilizando-se a decomposição, o sistema (3.36) pode ser resolvido como: 
( ) qpLL T =⋅⋅  (3.38) 
( ) qpLL T =⋅⋅  (3.39) 
qsL =⋅  (3.40) 
Uma das motivações para a combinação das técnicas de Redes de Hopfield e métodos 
de pontos interiores foi a semelhança entre os sistemas resolvidos para a solução de 
problemas de otimização linear por redes de Hopfield e os sistemas oriundos de pontos 
interiores.  
Em redes de Hopfield para otimização linear é utilizada uma matriz de projeção 
definida como: 
( ) AAAAIT 1TT ⋅⋅⋅−= −  (3.41) 
onde a matriz TAAC ⋅=  possui uma estrutura similar à matriz B, com ID = . 
Se pensarmos na possibilidade de calcular os pontos iniciais para métodos de pontos 
interiores por redes de Hopfield modificadas, todo o trabalho computacional realizado 
para o cálculo da decomposição da matriz T (da projeção) pode ser reutilizado no 
cálculo da decomposição da matriz B, dos métodos de pontos interiores.  
Quando uma decomposição é calculada, realiza-se uma etapa preliminar, denominada 
fatoração simbólica [Duff et al. 1986]; nessa etapa, identificam-se os elementos não 
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nulos da matriz e procura-se reduzir o “enchimento”3, através de permutações de linhas 
e colunas. 
Quando redes de Hopfield são utilizadas para inicialização “a quente” de métodos de 
pontos interiores, a fatoração simbólica utilizada para a matriz C, das redes de Hopfield 
pode ser reutilizada para o cálculo da decomposição da matriz B dos métodos de pontos 
interiores; as matrizes possuem estruturas idênticas. 
3.6.2 Esparsidade 
Esparsidade é a relação entre o número de elementos não nulos e o número total de 
elementos da matriz [Duff et al. 1986]. Quando levamos em conta as esparsidades das 
matrizes A e B, podemos diminuir o número de operações no cálculo do sistema (3.38). 
Utilizando-se adequadamente estas informações, reduzem-se os espaços utilizados para 
armazenamento e os tempos de processamento, ao se evitar que sejam realizadas 
operações desnecessárias. 
Podemos, por exemplo, utilizando-se o problema AFIRO e SCORPION do Netlib, realizar 
a operação xA ⋅ , com utilização e não utilização das informações sobre esparsidade da 
matriz A. A Tabela 3.1 apresenta o número de operações em ponto flutuante para as duas 
situações. 
TABELA 3.1 COMPARAÇÃO EM NÚMERO DE OPERAÇÕES QUANDO A ESPARSIDADE É UTILIZADA NAS 
OPERAÇÕES MATRICIAIS. 
NÚMERO DE OPERAÇÕES PROBLEMA ( )nm×  ESPASIDADE ESPARSA NÃO ESPARSA 
AFIRO 27x51 7.41% 848 15456 
SCORPION 375x453 0.86% 3068 361616 
                                                 
3 Do inglês “fill in”, que significa o aparecimento de elementos não nulos ao longo do processo de 
solução do sistema, em posições onde existiam elementos nulos. 
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3.7 PRÉ-PROCESSAMENTO 
Um aspecto importante nas implementações de métodos de pontos interiores é o pré-
processamento [Gondzio 1997a], que corresponde à transformação do problema original 
em uma forma mais apropriada. O pré-processamento coloca o problema na forma 
padrão, elimina redundâncias e procura reduzir o tamanho do mesmo. Muitos problemas 
não podem ser resolvidos sem esta transformação prévia e, na maioria dos casos, o 
número total de iterações é reduzido. 
O pré-processamento neste trabalho é realizado através do pré-processador do 
LIPSOL (Linear Programming Interior Point Solver v0.4) [Zhang 1998], 
(http://www.caam.rice.edu/~zhang/lipsol/). O LIPSOL é um software livre programado 
em Matlab para a solução de problemas de otimização linear de grande porte, através do 
método preditor-corretor.  
A rotina de pré-processamento do LIPSOL realiza as seguintes operações: 
1. Verifica a consistência dos limites das variáveis, observando se xx ≤  quando 
xxx ≤≤ . 
2. Elimina variáveis fixas, isto é, se ii xx =  então ii xx = . 
3. Elimina linhas iguais a zero, verificando ao mesmo tempo a factibilidade. 
4. Elimina colunas iguais a zero, verificando ao mesmo tempo se o problema é 
ilimitado. 
5. Elimina linhas com uma única variável. 
3.8 BIBLIOTECA NETLIB 
Os estudos de casos realizados no Capítulo 5 e no Capítulo 6 utilizam um subconjunto 
de problemas de otimização linear da biblioteca Netlib (http://www.netlib.org). Esta 
biblioteca é amplamente utilizada por pesquisadores da área de otimização [Gay 1985]. 
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CAPÍTULO  4.  
REDES DE HOPFIELD MODIFICADAS 
Este capítulo apresenta as redes de Hopfield modificadas, propostas por Silva [1997], 
que motivaram o desenvolvimento das abordagens cooperativas com métodos de pontos 
interiores, objeto deste trabalho. Apresenta também os aperfeiçoamentos introduzidos 
nas redes de Hopfield modificadas, inspirados nos algoritmos de pontos interiores e em 
resultados recentes na área de álgebra matricial. No final do capítulo, discutem-se as 
motivações para o desenvolvimento das abordagens cooperativas. 
As Redes de Hopfield modificadas foram definidas para a solução de problemas de 
otimização linear, não linear [Silva et al. 1998], quadrática, dinâmica [Silva et al. 1999] 
e problemas de identificação robusta [Silva et al. 1997]. 
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4.1 SOLUÇÃO DE PROBLEMAS DE OTIMIZAÇÃO POR REDES DE HOPFIELD 
O primeiro trabalho para a resolução de problemas de otimização através de redes 
neurais foi proposto por Tank e Hopfield [1986]. Nesta rede, definida para problemas 
lineares com restrições lineares, é construída uma função de energia a partir da função 
objetivo do problema de otimização e das restrições, que são incorporadas como termos 
de penalidade. A rede é definida em um ciclo fechado de forma que, quando uma 
restrição é violada, o valor da violação é realimentado na rede. 
Deve-se destacar que um aspecto frágil na abordagem desenvolvida por Tank e 
Hopfield [1986] é o fato de que o ponto de equilíbrio não corresponde a uma solução 
ótima do problema original porque não satisfaz as condições de otimalidade de Kuhn-
Tucker [Maa e Shanblatt 1992]. 
As redes de Hopfield modificadas propostas por Silva [1997] resolvem o problema de 
otimização em duas etapas. Na primeira etapa, denominada fase de factibilização, o 
ponto é factibilizado, fazendo com que todas as restrições do problema sejam satisfeitas; 
na segunda etapa, denominada fase de atualização, calcula-se o próximo ponto, a partir 
do ponto factível e da direção de busca. Com esta nova metodologia, as restrições não 
precisam ser incorporadas como termos de penalidade na função de energia, pois a 
factibilidade é garantida. 
4.2 SOLUÇÃO DE PROBLEMAS DE OTIMIZAÇÃO POR REDES DE HOPFIELD 
MODIFICADAS 
As redes de Hopfield modificadas constituem uma metodologia geral para resolver 
problemas de otimização do tipo caracterizado a seguir: 
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( )
( )( )
xxx
0xh
0xgasujeito
xfmin
≤≤
≤
=  (4.1)
onde, 
nx ℜ∈  é o vetor de variáveis do problema, 
ℜ→ℜn:f  é a função objetivo, 
pn:g ℜ→ℜ , qn:h ℜ→ℜ  são as restrições que definem a região de factibilidade e 
nx,x ℜ∈  representam os limitantes inferiores e superiores do vetor x.  
Silva [1997] mostra que a solução do problema (4.1) pode ser encontrada por um 
processo realizado em duas fases: fase de factibilização e fase de atualização. Em cada 
fase é realizada a minimização de uma função de energia. Na fase de factibilização, é 
minimizada a função de energia (4.2). Na fase de atualização, é minimizada a função de 
energia (4.3). 
r
TT
rest pxxTx2
1E ⋅−⋅⋅⋅−= , (4.2)
o
TT
obj pxxQx2
1E ⋅−⋅⋅⋅−= . (4.3)
onde a matriz T e o vetor pr estão associados às restrições do problema de otimização e a 
matriz Q e o vetor po são determinados a partir da função objetivo do problema [Silva 
1997]. 
A solução que minimiza simultaneamente as funções restE e objE  corresponde à 
solução ótima do problema de otimização. 
A Fig. 4.1 ilustra a metodologia proposta por Silva, que pode ser resumida na 
seqüência de passos a seguir: 
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1. Calcular um ponto inicial 0x . 
2. Enquanto a energia não for estável: 
I. Fase de atualização, representada pelo bloco II da Fig. 4.1; 
II. Fase de factibilização, representada pelo bloco I da Fig. 4.1. 
 
 
4.2.1 Fase de Factibilização 
Nesta fase, o ponto kx  é transformado em um ponto factível, dentro do espaço definido 
pelas restrições do problema de otimização. A obtenção do ponto factível é realizada em 
dois passos, repetidos até que a função de energia seja estabilizada. 
1. Projeção no subespaço válido.[Aiyer et al. 1990; Aiyer e Fallside 1991] 
 
 
 
 
ii 
 
 
Projeção 
i 
 i 
αk 
ii 
dk 
xk+1=xk+αkdk 
iii 
x* 
x0 
II 
I 
Fig. 4.1. Redes de Hopfield Modificadas 
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O novo ponto, kpx , é obtido a partir da Equação (4.4): 
sxTx kkp +⋅= , (4.4) 
onde T é a matriz de projeção que representa as conexões entre os neurônios (Fig. 
4.2) e s é o bias, calculado como ortogonal a T. A matriz T e o vetor s são 
calculados a partir das restrições do problema de otimização [Aiyer et al. 1990; 
Aiyer e Fallside 1991]. 
 
2. Aplicação da função de ativação. 
A função de ativação, ( )xg , obtém um novo ponto no hipercubo definido pelas 
restrições de canalização. Este passo é representado pela caixa I.ii de Fig. 4.1. A 
função ( )xg  é definida da forma a seguir. 
( ) ( ) ( ) ( )[ ]Tn21 xg,,xg,xgxg K=  (4.5) 
( )



≥
<<
≤
=
iii
iiii
iii
ii
xxx
xxxx
xxx
xg , (4.6) 
T(n,:)
T(2,:)
T(1,:)
1z −
1z −
1z −
s1 
s2 
sn 
Fig. 4.2. Redes de Hopfield da Fase de Factibilização 
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onde ix  e ix  são o limitante inferior e superior do elemento ix , definidos no 
problema (4.1). 
Em resumo, quando um ponto entra na fase de factibilização, inicialmente faz-se sua 
projeção no subespaço válido. Porém, o ponto obtido com a projeção pode não satisfazer 
as restrições de canalização do problema; a aplicação da função de ativação obtém um 
novo ponto, que pode violar uma ou mais entre as demais restrições. Assim, realiza-se 
novamente a projeção, repetindo-se o processo até que o ponto seja totalmente factível. 
Esta condição é satisfeita em um ponto de equilíbrio da função de energia restE . 
Observa-se que os aspectos principais do procedimento proposto por Silva para a 
obtenção de um ponto factível em um problema de otimização são o cálculo da matriz T, 
do vetor s e da função ( )xg , a partir das restrições do problema. 
4.2.2 Fase de Atualização 
Na fase de atualização, é realizada a minimização da função de energia objE  definida a 
partir da função objetivo do problema de otimização. O próximo ponto 1kx +  é obtido em 
uma direção de busca kd . 
A direção de busca kd , nesta metodologia, é calculada como oposta ao gradiente da 
função objE , em relação a 
kx , isto é: 
( ) okk pxQxEd +⋅=−∇=  (4.7)
Por outro lado, o passo kα  é calculado por um controlador nebuloso [Pedrycz e 
Gomide 1998] que utiliza a variação da função de energia e informações sobre a 
distância entre pontos anteriores [Silva 1997]. 
Em resumo, a atualização do ponto kx  é realizada com a seqüência de passos a 
seguir. 
1. Cálculo da direção, kd , pela Equação (4.7). 
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2. Cálculo do passo kα , pelo controlador nebuloso. 
3. Cálculo do novo vetor 1kx +  pela expressão (4.8). 
kkk1k dxx ⋅+=+ α  (4.8)
Quando o ponto 1kx +  é calculado na fase de atualização, o ponto pode ser infactível, 
porque a forma de cálculo da direção a partir da função objetivo do problema e do passo 
definido pelo controlador nebuloso não levam em conta a região de factibilidade do 
problema. Conseqüentemente, o novo ponto deve passar pela fase de factibilidade. Este 
processo de duas fases é repetido até que a função de energia objE  seja estabilizada. 
4.2.3 Redes de Hopfield Modificadas para Resolver Problemas Lineares 
Deseja-se abordar, através de redes de Hopfield modificadas, problemas de otimização 
linear na forma padrão, apresentada a seguir: 
xx0
bxAasujeito
xcmin T
≤≤
=⋅
⋅
. (4.9)
Silva mostra que, neste caso, a matriz Q é nula, fazendo com que a função de energia 
objE  coincida com a própria função objetivo do problema e as direções 
kd , calculadas 
pela Equação (4.10) sejam sempre identificadas com o negativo do vetor de custos. 
( ) ccxQxEd −=−⋅=−∇=  (4.10)
As equações para a matriz T e o vetor s da equação da projeção do problema (4.9) são 
definidas como segue [Silva 1997]: 
( ) AAAAIT 1TT ⋅⋅⋅−= −  (4.11)
( ) bAAAs 1TT ⋅⋅⋅= − . (4.12)
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onde I é a matriz identidade. 
Pode ser verificado que a matriz de projeção T e o vetor s satisfazem as propriedades 
de simetria, idempotência e ortogonalidade, exigidas para a solução do problema. 
1. Simetria, i. e., TTT = . 
( ) ( )
( ) ( ) ( )
T
AAAAIAAAAIAAAAI
AAAAIAAAAIT
1TT1TT
T1TTT
T1TTT
T1TTT
T
=
⋅⋅⋅−=⋅⋅⋅−=

 ⋅⋅⋅−=
=

 ⋅⋅⋅−=

 ⋅⋅⋅−=
−−−
−−
 
2. Idempotência, i.e., TTT =⋅ . 
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( )
T
AAAAI
AAAAAAAAAAAAI
AAAAAAAAAAAAAAAAI
AAAAIAAAAITT
1TT
1TT1TT1TT
1TT1TT1TT1TT
1TT1TT
=
⋅⋅⋅−=
⋅⋅⋅+⋅⋅⋅−⋅⋅⋅−=
⋅⋅⋅⋅⋅⋅⋅+⋅⋅⋅−⋅⋅⋅−=


 ⋅⋅⋅−⋅

 ⋅⋅⋅−=⋅
−
−−−
−−−−
−−
 
3. Ortogonalidade do vetor s em relação à matriz T, i.e., 0sT =⋅  
( ) ( )
( ) ( ) ( )
( ) ( )
0
bAAAbAAA
bAAAAAAAbAAA
bAAAAAAAIsT
1TT1TT
1TT1TT1TT
1TT1TT
=
⋅⋅⋅−⋅⋅⋅=
⋅⋅⋅⋅⋅⋅⋅−⋅⋅⋅=


 ⋅⋅⋅⋅

 ⋅⋅⋅−=⋅
−−
−−−
−−
 
A partir das expressões para T e s (Equação 4.11, Equação 4.12), é fácil mostrar que o 
ponto obtido é factível. De fato, considere as restrições do problema: 
bxA =⋅  (4.13)
e a equação de projeção, 
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sxTx +⋅= . (4.14)
Usando-se as equações (4.11) e (4.12), tem-se: 
( ) ( ) ( )
( )
b
bxAxA
bxAAAAAxA
bAAAAxAAAAIAsxTA
1TT
1TT1TT
=
+⋅−⋅=
+⋅⋅⋅⋅⋅−⋅=
⋅⋅⋅⋅+

 ⋅⋅⋅−=+⋅⋅
−
−−
 (4.15)
Logo, bxA =⋅ . 
A função de ativação ( )xg  para o problema (4.9) é definida pela Equação (4.16). 
( )



≥
<<
≤
=
xxx
xx0x
0x0
xg , (4.16)
4.3 APERFEIÇOAMENTOS NAS REDES DE HOPFIELD MODIFICADAS 
Nas redes de Hopfield modificadas, foram realizados os seguintes aperfeiçoamentos ou 
modificações para a solução de problemas lineares de otimização. 
1. Na projeção, foram utilizadas técnicas para a solução de sistemas lineares 
oriundos de métodos de pontos interiores, diminuindo o número de operações em 
ponto flutuante e permitindo a sua aplicação em problemas reais de otimização. 
2. Foi modificada a função de ativação para obter pontos interiores—esta 
modificação foi necessária para a utilização de direções de pontos interiores; 
3. Foram utilizadas as direções dos métodos de pontos interiores na fase de 
atualização—a direção fixa cd =  foi substituída. 
4. Foi utilizado um passo fixo na fase de atualização (o controlador nebuloso não é 
apropriado para as novas direções introduzidas). 
Nas seções que seguem, serão discutidos estes aperfeiçoamentos. 
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4.3.1 Modificações na Projeção 
A matriz T e o vetor s utilizados na equação de projeção do vetor x no subespaço válido 
são calculados pelas expressões (4.11) e (4.12), para um problema de otimização linear. 
Quando estas equações são utilizadas diretamente nas implementações, muitas 
operações desnecessárias em ponto flutuante são realizadas; mesmo em situações em 
que se procura utilizar esparsidade da matriz A. 
Utilizando as equações (4.11) e (4.12) o vetor de projeção px  é calculado como: 
( ) ( ) bAAAxAAAAIx 1TT1TTp ⋅⋅⋅+⋅ ⋅⋅⋅−= −− . (4.17)
Logo, 
( ) ( )xAbAAAxx 1TTp ⋅−⋅ ⋅⋅+= − . (4.18)
A matriz TAA ⋅  é calculada uma única vez em um passo prévio de inicialização antes 
do processo de convergência das redes. Como TAA ⋅  é uma matriz definida positiva, 
pode-se utilizar a decomposição de Cholesky [Golub 1996] para o manuseio desta matriz 
na Equação (4.18). Assim, 
T
RR
T LLAA ⋅=⋅ . (4.19)
A matriz RL  pode ser utilizada na equação de projeção (4.18), como segue: 
( ) 

 

 ⋅−⋅⋅⋅+= − xAbLLAx x 1TR1-RTp  (4.20)
O cálculo do vetor de projeção pela Equação (4.20) normalmente diminui 
significativamente o número de operações em ponto flutuante. 
4.3.2 Modificações na Função de Ativação 
Uma das modificações propostas para estas redes é a utilização das direções dos 
métodos de pontos interiores. No cálculo destas direções, são utilizados pontos interiores 
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à região de factibilidade. Conseqüentemente, o ponto obtido na fase de factibilização 
precisa ser interior. 
Para obter um ponto interior pelas redes de Hopfield modificadas, é necessário 
realizar uma pequena modificação na função de ativação. Para isso, utiliza-se um 
parâmetro chamado de interioridade (It) na função ( )xg  da Equação (4.16). Este 
parâmetro determina a distância mínima de todas as componentes do vetor x à fronteira 
da região de factibilidade para o problema (4.9). A nova função de ativação ( )xgit  é 
apresentada na Equação (4.21). 
( )



−≥−
−<<
≤
=
ItxxItx
ItxxItx
ItxIt
xgit  (4.21)
Por exemplo, em um problema em que existem restrições do tipo uu bxA ≥⋅  ou 
ll bxA ≤⋅ , a nova região de factibilidade criada por este parâmetro é ilustrada na Fig. 
4.3. 
 
 
Fig. 4.3. Nova Região de Factibilidade Definida pela Interioridade It. 
It 
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4.3.3 Nova Direção de Busca 
Pode-se aperfeiçoar a direção de busca, definida por Silva [1997] para problemas 
lineares, utilizando-se conceitos de métodos de pontos interiores. 
Os métodos de pontos interiores apresentados no capítulo anterior podem 
proporcionar direções mais ricas, com movimentações por dentro da região de 
factibilidade. Exploram-se direções derivadas dos métodos afins e primais-duais. 
4.3.4 O Passo da Direção de Busca 
Silva propôs um controlador baseado em álgebra nebulosa para o cálculo do passo na 
fase de atualização das redes de Hopfield modificadas. Com a substituição das direções 
fixas por direções de métodos de pontos interiores, o passo calculado pelo controlador 
nebuloso não é o mais apropriado.  
Utilizou-se um passo fixo, 1=α ; pode-se argumentar que esta é a melhor alternativa 
quando se explora a cooperação de redes de Hopfield com métodos primais-duais. 
4.4 MOTIVAÇÃO PARA NOVAS ABORDAGENS 
Silva [1997] exemplifica a convergência das redes de Hopfield modificadas para solução 
de problemas de otimização linear, através de um problema de 6 variáveis e 4 restrições. 
A Fig. 4.41 ilustra o processo de convergência da rede para este problema. 
A primeira motivação para o uso de redes de Hopfield em inicializações avançadas foi 
o desempenho destas redes na solução deste problema. Pode-se verificar que a rede tem 
uma convergência acelerada nas primeiras iterações, mas depois o processo de 
otimização vai diminuindo a sua velocidade. 
 
                                                 
1 Esta figura faz parte da Tese de Doutorado de Ivan Nunes da Silva [1997] 
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Os aperfeiçoamentos introduzidos neste capítulo permitiram resolver sistemas 
maiores. Vamos então verificar o comportamento da nova abordagem no problema 
AFIRO da biblioteca Netlib (a matriz A deste problema tem 27 linhas e 51 colunas). Na 
Fig. 4.5 são ilustrados os resultados obtidos pelas redes utilizando a direção primal afim 
escala para a solução do problema. 
No comportamento das redes de Hopfield com os aperfeiçoamentos propostos, pode-
se verificar novamente um comportamento análogo: 
▪ Convergência rápida nas primeiras iterações. Por exemplo, na iteração 4I = , o 
valor da função de energia foi -455.9183Eobj =  (o valor da função de energia no 
ótimo do problema é 7531.464E*obj −= ); 
▪ Convergência muito lenta no final do processo de otimização. Na iteração 
100I = , o valor da função objetivo não mudou muito em relação à iteração 4I = . 
 
Fig.4.4. Comportamento da Função Objetivo para o Problema de Silva [1997] 
Iterações
( )xE
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A melhora rápida da função objetivo no início do processo de otimização nos levou a 
pensar na possibilidade da utilização desta abordagem para inicializações “a quente” de 
métodos de pontos interiores. Isto é, utilizar as redes de Hopfield modificadas, com os 
aperfeiçoamentos discutidos, para o cálculo de pontos iniciais avançados para métodos 
de pontos interiores, procurando diminuir o número total de iterações no processo de 
otimização. 
Outro aspecto que “convida” a colaboração de redes de Hopfield modificadas com os 
métodos de pontos interiores é a semelhança entre os sistemas de equações lineares 
adotados nas duas abordagens. 
Como foi apresentado no capítulo anterior, os sistemas utilizados na projeção das 
variáveis para obter um ponto factível e os sistemas lineares resolvidos no cálculo das 
direções em métodos de pontos interiores (Equação (4.22)) possuem estruturas idênticas. 
( ) qpADA T1 =⋅⋅⋅ −  (4.22)
Fig. 4.5. Convergência das Redes de Hopfield Modificadas para o Problema AFIRO. 
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Esta similaridade na estrutura permite melhorar a eficiência no processo de 
convergência do método de pontos interiores. O trabalho computacional de fatoração 
simbólica [Duff et al. 1986] realizado para o cálculo da decomposição das matrizes de 
projeção TAA ⋅  pode ser re-utilizado nos sistemas lineares dos métodos de pontos 
interiores (Equação 4.22), para o cálculo das direções de busca. 
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CAPÍTULO  5.  
OTIMIZAÇÃO POR REDES NEURAIS E 
MÉTODOS AFINS ESCALA DE PONTOS 
INTERIORES 
A cooperação entre redes neurais e métodos de pontos interiores pode ser realizada em 
dois sentidos: métodos de pontos interiores para o treinamento de redes neurais [Trafalis 
et al. 1994; 1996; 1997; Lemmon e Szymanski 1994; Szymanski et al. 1998] e ambas as 
técnicas trabalhando juntas para resolver problemas de otimização [Velazco et al. 2002a; 
2002b; 2003]. 
Este capítulo explora as possibilidades de cooperação das técnicas de Redes Neurais e 
métodos afins escala de pontos interiores para solução de problemas de otimização 
linear. As abordagens propostas utilizam as redes de Hopfield modificadas [Silva 1997], 
com aperfeiçoamento nas direções de busca e nos métodos de manuseio das matrizes, 
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para obter inicializações avançadas para métodos de pontos interiores. Para avaliação 
das abordagens, realizam-se estudos de casos com problemas reais de programação 
linear da biblioteca Netlib. 
5.1 ABORDAGENS ALTERNATIVAS PARA A INICIALIZAÇÃO DOS MÉTODOS 
AFINS ESCALA 
Para a inicialização dos métodos afins escala foram desenvolvidas quatro abordagens: 
duas abordagens para o método primal afim escala e duas abordagens para o método 
dual afim escala. As operações com redes de Hopfield modificadas utilizam os 
aperfeiçoamentos discutidos no capítulo anterior. 
As quatro abordagens podem ser resumidas da seguinte forma: 
1. Obtenção de pontos iniciais interiores factíveis para o método primal afim escala 
através da fase de factibilização das redes de Hopfield modificadas; 
2. Obtenção de pontos interiores factíveis avançados para o método primal afim 
escala através de redes de Hopfield modificadas com a direção primal afim escala—
denomina-se esta abordagem de Hopfield-primal; 
3. Obtenção de pontos iniciais interiores factíveis para o método dual afim escala 
através da fase de factibilização das redes de Hopfield modificadas; 
4. Obtenção de pontos interiores factíveis avançados para o método dual afim escala 
através de redes de Hopfield modificadas com a direção dual afim escala—denomina-
se esta abordagem de Hopfield-dual. 
5.1.1 Inicialização para o Método Primal Afim Escala 
Nesta seção, são apresentadas as abordagens para a inicialização avançada do método 
primal afim escala.  
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Para uma melhor compreensão dos métodos, deve-se relembrar que um problema de 
otimização linear pode ser apresentado na forma padrão do problema primal como 
segue: 
0x
bxAasujeito
xcmin T
≥
=⋅
⋅
, (5.1) 
A. Inicialização pelo processo de factibilização das redes de Hopfield modificadas 
O processo de obtenção de um ponto interior factível ou processo de factibilização para 
o primal, pode ser resumido nos passos a seguir. 
I. Projeção do ponto x no subespaço válido utilizando a Equação (5.2). 
( ) 

 

 ⋅−⋅⋅⋅+= − xAbLLAx x 1TR1-RTp  (5.2) 
A matriz RL  é obtida pela decomposição de Cholesky da matriz TAA ⋅ . 
T
RR
T LLAA ⋅=⋅ . (5.3) 
II. Aplicação da função de ativação (5.4). 
( )


<
≤=
xItx
ItxIt
xgit . (5.4) 
Como descrito no Capítulo 4, o parâmetro It, chamado de interioridade, garante 
que o ponto seja interior à região de factibilidade. 
Os passos I e II são repetidos até que o ponto x seja interior e factível, isto é: 
Itx
bxA
≥
=⋅ . (5.5) 
B. Inicialização pelo método Hopfield-Primal 
O método Hopfield-primal calcula um ponto interior factível avançado, para o método 
primal afim escala. O processo pode ser resumido na seqüência de passos a seguir. 
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I. Calcular um ponto primal inicial factível 0x , pelo processo de factibilização, 
descrito na seção anterior. 
II. Aplicar o processo de atualização-avançada-primal para calcular o próximo 
ponto: 
i. Calcular a direção primal afim escala, x∆ ; 
ii. Calcular o próximo ponto, xxx k1k ∆α ⋅+=+ . 
III. Calcular um novo ponto primal factível a partir do ponto 1kx + , pelo processo de 
factibilização. 
IV. Se o ponto 1kx +  for considerado “suficientemente avançado”, utilize o método 
primal afim escala para conclusão da otimização; caso contrário, incremente o 
contador k e volte ao Passo II. 
Uma métrica para a verificação de quanto o novo ponto factível esta “avançado” no 
espaço de soluções pode ser construída a partir da melhora na função objetivo. No 
entanto, o estudo de casos sugere que uma alternativa simples para se obter um ponto 
“suficientemente avançado” é através de adoção de um número fixo de iterações. 
5.1.2 Inicialização para o Método Dual Afim Escala 
A partir do problema primal (5.1) pode-se formular o problema dual, na forma a seguir: 
0z
czyAasujeito
ybmax
T
T
≥
=+⋅
⋅
 (5.6) 
Este problema pode ser re-escrito como: 
[ ]
0z
c
z
y
IAasujeito
ybmax
n
T
T
≥
=

⋅
⋅
, (5.7) 
onde In é a matriz identidade nn× .  
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A. Inicialização pelo processo de factibilização para o dual 
O processo de factibilização para o problema primal pode ser facilmente estendido para 
o problema dual (5.7). 
A matriz T e o vetor s da equação de projeção podem ser reformulados para o 
problema dual, como segue: 
[ ] [ ] [ ] [ ]nT1TnTnTTnTnm IAIAIAIAIT ⋅ ⋅⋅−= −+ , (5.8) 
[ ] [ ] [ ] cIAIAIAs 1TnTnTnT ⋅ ⋅⋅= − . (5.9) 
Logo, as equações de projeção das variáveis y e z são: 
( ) ( )czyAIAAAyy T1nTp −+⋅⋅+⋅⋅−= − , (5.10) 
( ) ( )czyAIAAzz T1nTp −+⋅⋅+⋅−= − . (5.11) 
Das equações (5.10) e (5.11), pode ser facilmente verificado que o ponto ( )pp z,y  é 
factível. 
Para isto, basta verificar que 
czyA pp
T =+⋅ . (5.12) 
Utilizando-se as equações de projeção do ponto ( )z,y  e a Equação (5.12), tem-se: 
( ) ( ) ( ) ( )=−+⋅⋅+⋅−+ −+⋅⋅+⋅⋅−⋅ −− czyAIAAzczyAIAAAyA T1nTT1nTT  
( ) ( ) ( ) ( ) ( )=−+⋅⋅+⋅−−+⋅⋅+⋅⋅⋅−+⋅ −− czyAIAAczyAIAAAAzyA T1nTT1nTTT
 
( ) ( ) ( )=−+⋅⋅+⋅⋅+⋅−+⋅ − czyAIAAIAAzyA T1nTnTT  
( ) cczyAzyA TT =−+⋅−+⋅  
Logo, 
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czyA pp
T =+⋅  (5.13) 
e o ponto ( )pp z,y  é factível. 
Se utilizamos as equações (5.10) e (5.11) para a projeção do ponto ( )z,y  no 
subespaço válido, a cada ocorrência do processo de factibilização para o problema dual 
na rede de Hopfield, utiliza-se a matriz ( ) 1nT IAA −+⋅  de dimensão nn× . O uso desta 
matriz neste processo pode ser muito custoso, pois geralmente trabalhamos com 
problemas muito grandes.  
Uma forma de melhorar o desempenho do processo de projeção é com a utilização de 
matrizes de dimensões menores, por exemplo mm×  (deve-se lembrar que em um 
problema de otimização linear nm < ). Isto pode ser viabilizado com a utilização da 
expressão de Sherman-Morrison-Woodbury [Golub 1996], definida na Equação (5.14). 
( ) ( ) AIAAAIIAA 1mTTn1nT ⋅+⋅⋅−=+⋅ −−  (5.14) 
A matriz m
T IAA +⋅  desta equação é definida positiva. Logo, pode-se utilizar a 
decomposição de Cholesky [Golub 1996] para o seu manuseio na equação de projeção. 
T
ddm
T LLIAA ⋅=+⋅ . (5.15) 
Quando a matriz ( ) AIAAAI 1mTTn ⋅+⋅⋅− −  é utilizada no cálculo do vetor de 
projeção ( )pp z,y , a cada ocorrência do processo de factibilização será utilizada uma 
matriz triangular esparsa mm× ; conseqüentemente, de dimensão menor do que a matriz 
nn× , que seria utilizada sem a adoção deste aperfeiçoamento. 
Com esta transformação, o vetor de projeção ( )pp z,y  pode ser calculado da forma a 
seguir. 
( )czyAALLAIAyy TTd1dTnp 1 −+⋅⋅ ⋅ ⋅⋅−⋅−= −−  (5.16) 
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( )czyAALLAIzz TTd1dTnp 1 −+⋅⋅ ⋅ ⋅⋅−−= −−  (5.17) 
A função de ativação para a obtenção de pontos interiores pode também ser estendida 
para o problema dual. Para isto, é introduzido o parâmetro de interioridade dIt  que 
determina a distância mínima dos elementos do vetor de variáveis z à fronteira (y é uma 
variável livre). A nova função de ativação é definida como segue: 
( ) ( )( )

<
≤=
zItz,y
ItzIt,y
z,yg
d
dd
itd  (5.18) 
A abordagem pode ser resumida nos passos a seguir: 
I. Projeção do ponto, utilizando-se as Equações (5.16) e (5.17); 
II. Aplicação da função de ativação (5.18). 
Os passos I e II são repetidos até que o ponto ( )z,y  seja interior e factível, isto é: 
d
T
Itz
czyA
>
=+⋅ . (5.19) 
B. Inicialização pelo método Hopfield-Dual 
O cálculo do ponto dual avançado pelo método Hopfield-dual pode ser resumido nos 
passos a seguir. 
I. Calcular um ponto dual inicial factível ( )00 z,y  pelo processo de factibilização 
para o dual. 
II. Aplicar o processo de atualização-avançada-dual para calcular o próximo ponto: 
i. Calcular a direção dual afim escala, ( )z,y ∆∆ ; 
ii. Calcular o próximo ponto, ( ) ( ) ( )z,yz,yz,y kk1k1k ∆∆α ⋅+=++ . 
III. Calcular um novo ponto dual factível a partir do ponto ( )1k1k z,y ++ , pelo 
processo de factibilização para o dual. 
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IV. Se o ponto ( )1k1k z,y ++  for considerado “suficientemente avançado”, utilize o 
método dual afim escala para conclusão da otimização; caso contrário, incremente o 
contador k e volte ao Passo II. 
De forma análoga ao método Hopfield-primal, uma métrica para a verificação de 
quanto o novo ponto factível esta “avançado” no espaço de soluções pode ser construída 
a partir da melhora na função objetivo. Mas, verifica-se também no estudo de casos que 
uma alternativa simples para se obter um ponto “suficientemente avançado” é através da 
adoção de um número fixo de iterações. 
5.2 CÁLCULO DO PASSO. 
Os métodos afins escala de pontos interiores apresentados no Capítulo 3 utilizam uma 
direção factível ∆  para o cálculo do próximo ponto e adotam um passo α  que mantém 
o ponto interior à região de factibilidade. 
Nos métodos de inicialização Hopfield-primal e Hopfield-dual utiliza-se a mesma 
direção factível ∆ . No entanto, é o processo de factibilização que se ocupa da 
interioridade do ponto a cada iteração. Utilizando-se esta metodologia não existe um 
limite superior para o passo que pode ser dado na direção factível (em métodos afim 
escala o limite é determinado pela fronteira da região). 
Se utilizássemos o passo clássico dos métodos afins nas inicializações avançadas o 
próximo ponto obtido seria interior e factível, fazendo com que o processo de 
factibilização perdesse sua função. De esta forma, seriam realizadas apenas as próprias 
iterações dos métodos afins e perderíamos uma boa característica do processo de 
factibilização; especificamente, a de nos permitir obter pontos centrados na região de 
factibilidade. 
Neste trabalho, foi utilizado o passo fixo 1=α  (passo de Newton). Foram realizados 
testes com 1<α  e 1>α ; em alguns casos, o número total de iterações foi menor, mas 
os estudos de casos não permitiram extrair informações conclusivas sobre os tamanhos 
de passos mais adequados. 
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5.3 ESTUDO DE CASOS 
Esta seção apresenta o estudo de casos realizado com os métodos afins escala utilizando 
três inicializações: inicialização clássica por FASE I, inicialização pelo processo de 
factibilização de Hopfield e inicialização por redes de Hopfield modificadas, com 
direções afins. 
O desempenho dos métodos com as diferentes inicializações foi avaliado em relação 
ao número total de iterações e ao tempo na convergência. Para os testes, foi utilizado um 
subconjunto de problemas do Netlib.  
A maior parte dos estudos de casos foram realizados em um computador PC, Pentium 
IV, 2.26 GHz, 512 Mb de memória com sistema operacional Windows 2000. Os 
problemas mais difíceis foram realizados em outro computador PC, Pentium IV, 2.20 
GHz, 1 Gb de memória, com sistema operacional Windows 2000. Deve-se observar que 
as varias abordagens para um determinado problema foram avaliadas no mesmo 
equipamento. Todos os métodos foram implementados na linguagem Matlab 6.1. 
5.3.1 Problemas do Netlib Utilizados 
A Tabela 5.1 apresenta o subconjunto de problemas da biblioteca Netlib escolhidos 
para o estudo de casos. A primeira coluna apresenta o nome do problema; a segunda 
coluna, o número de restrições m e de variáveis n de cada problema, após o pré-
processamento inicial discutido na seção 3.7; a última coluna apresenta o valor das 
funções objetivos nas soluções ótimas (todos os problemas são de minimização), 
fornecidos por Bixby [1992]. 
 
 
 
 
68Capítulo 5. Otimização por Redes Neurais e Métodos Afim Escala de Pontos Interiores. 
TABELA 5.1. PROBLEMAS DO NETLIB UTILIZADOS 
PROBLEMA ( )nm ×  VALOR DO ÓTIMO 
AFIRO 27×51 -464.7531 
SC50B 48×76 -70.0000 
SC50A 49×77 -64.5750 
SC105 104×162 -52.2020 
ADLITTLE 55×137 225494.9631 
SCAGR7 128×184 -2331389.2548 
STOCFOR1  109×157 -41131.9762 
BLEND 74×114 -30.8121 
SC205 203×315 -52.2020 
SHARE2B 96×162 -415.7322 
LOTFI 151×364 -25.2647 
SHARE1B 112×248 -76589.3185 
SCAGR25 470×670 -14753433.061 
SCTAP1 300×660 1412.2500 
BRANDY 149×259 1518.5098 
ISRAEL 174×316 -896644.8218 
SCSD1 77×760 8.6666 
AGG 488×615 -35991767.287 
BANDM 269×436 -158.6280 
E226 220×469 -18.7519 
BEACONFD 148×270 33592.4858 
SCSD6 147×1350 50.5000 
SCFXM2 644×1184 36660.2615 
FFFFF800 501×1005 555679.6116 
SHIP12S 466×2293 1489236.1344 
STOCFOR2 2157×3045 -39024.4085 
SCSD8 397×2750 904.9999 
SCTAP3 1480×3340 142.4000 
25FV47 798×1854 5501.8458 
SHIP121 838×5329 1470187.9193 
TRUSS 1000×8806 458815.8471 
D2Q06C 2171×5831 122784.2361 
WOODW 1098×8418 1.3044 
WOOD1P 244×2595 1.4429 
   
5.3.2 Aspectos de Implementação 
Na implementação das inicializações avançadas, três parâmetros adicionais foram 
considerados: 
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k– Determina o número de iterações que serão realizadas pelas redes de Hopfield 
modificada com as direções afins escala; foi considerado 1k =  no total dos 
problemas testados; 
T– Tolerância de convergência do processo de factibilização; foi considerado 
510T −=  na maioria dos casos; 
It– Parâmetro de interioridade, utilizado na função de ativação; valor ajustado em 
função do problema. 
5.3.3 Avaliação dos Resultados Computacionais com o Método Primal 
A Tabela 5.2 apresenta os resultados obtidos pelo método primal afim escala utilizando 
as três alternativas de inicialização. Para cada inicialização, são mostrados: o número de 
iterações do método primal afim e o tempo total de processamento. Esta tabela está 
dividida em quatro partes, descritas a seguir. 
1. PROBLEMA ( )nm × . Identifica o problema testado, assim como a sua dimensão. 
2. ABORDAGEM TRADICIONAL. Representa os resultados obtidos pelo método primal 
afim escala a partir de um ponto inicial calculado pela inicialização tradicional FASE 
I. Está dividida em três colunas. A primeira coluna mostra o número de iterações da 
FASE II. A segunda coluna apresenta o número total de iterações obtido pela soma 
das iterações realizadas no cálculo do ponto inicial por FASE I, mais as iterações 
realizadas pelo método primal afim escala até a convergência (FASE II). A terceira 
coluna ilustra o tempo total de processamento (incluindo as duas fases). 
3. FACTIBILIZAÇÃO-PRIMAL. Representa os resultados obtidos pelo método primal 
afim escala a partir do ponto inicial calculado pelo processo de factibilização. Está 
dividida em duas colunas, com o número de iterações e o tempo de processamento. As 
iterações consideradas são as realizadas pelo método primal afim escala a partir do 
ponto inicial. O tempo total considera os tempos gastos pelo processo de 
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factibilização mais o tempo para a otimização do problema pelo método primal afim 
escala. 
4. HOPFIELD-PRIMAL. Representa os resultados obtidos pelo método primal afim 
escala a partir do ponto inicial avançado calculado pela abordagem Hopfield-primal. 
Está dividida em duas colunas, com o número de iterações e o tempo de 
processamento. Considera as iterações realizadas pelo método Hopfiel-primal ( 1k = ) 
na inicialização, mais as realizadas pelo método primal na convergência. O tempo de 
processamento é medido da mesma forma que nos casos anteriores, considerando as 
duas etapas do processo de otimização. 
TABELA 5.2. RESULTADOS OBTIDOS COM O MÉTODO PRIMAL AFIM ESCALA. 
ABORDAGEM TRADICIONAL 
FACTIBILIZAÇÃO-
PRIMAL 
HOPFIELD-PRIMAL 
PROBLEMA ( )nm×  
FASE II 
ITER 
TOTAL 
ITER 
TEMPO 
(S) 
ITER 
TEMPO 
(S) 
ITER 
TEMPO 
(S) 
AFIRO (27x51) 21 29 0.34 13 2.03 11 13.86 
SC50B (48x76) 23 27 0.34 16 8.20 13 6.61 
SC50A (49x77) 30 34 0.39 16 7.34 15 2.62 
SC105 (104x162) 52 57 0.76 20 40.92 15 8.87 
ADLITTLE (55x137) 49 54 0.53 43 13.19 60 56.97 
SCAGR7 (128x184) 101 113 1.47 31 5.48 49 78.56 
STOCFOR1 (109x157) 45 62 0.98 48 29.11 33 44.25 
BLEND (74x114) 51 57 0.80 27 125.37 18 80.78 
SC205 (203x315) 109 115 1.91 22 47.47 19 36.01 
SHARE2B (96x112) 62 85 1.31 34 59.50 29 162.94 
SCTAP1 (300x660) 29 43 3.61 27 58.98 27 129.54 
BRANDY (149x259) - - - 74 43.48 41 604.11 
SCSD1 (77x760) 22 28 1.16 17 1.52 15 3.23 
BANDM (269x436) 182 207 10.69 118 180.74 51 187.82 
BEACONFD (148x270) 121 132 5.67 38 2.30 30 78.84 
SCSD6 (147x1350) 20 26 2.78 13 2.16 13 4.08 
SCSD8 (397x2750) 18 23 10.16 17 7.75 17 12.86 
TRUSS (1000x8806) 31 36 107.50 25 70.92 31 91.50 
WOODW (1098x8418) 90 110 181.65 75 109.14 83 115.70 
WOOD1P (244x2595) 80 96 40.98 - - - - 
(–) não foi obtida a convergência do método. 
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Observando-se a Tabela 5.2, pode-se estabelecer as considerações a seguir. 
1. Em todos os casos estudados, a cooperação de redes neurais de Hopfield com o 
método primal afim escala permitiu reduzir o número de iterações na FASE II do 
processo de otimização (por melhores razões, o número total de iterações foi 
também reduzido). 
2. Observa-se que o número de iterações do método primal afim escala tem forte 
relação com o ponto inicial. Em quase todos os casos apresentados, o método 
beneficia-se da inicialização avançada por Hopfield. Por exemplo, pela FASE I foi 
obtido um ponto inicial para o problema BRANDY em 38 iterações, mas o método 
afim escala não convergiu a partir deste ponto; no entanto, com os pontos iniciais 
calculados pelas abordagens com redes de Hopfield, foi obtida a convergência do 
método primal afim escala ao ótimo. 
3. Na maioria dos casos estudados, o tempo total para obtenção de soluções 
ótimas foi maior nas situações de cooperação com as redes de Hopfield do que com 
a utilização da metodologia tradicional para inicialização de métodos de pontos 
interiores. 
Uma avaliação das várias etapas das alternativas de cooperação, entre redes de 
Hopfield e métodos de pontos interiores, mostrou que a maior parte do tempo 
computacional é usada na fase de factibilização. De fato, o estudo de abordagens 
alternativas para a factibilização das redes de Hopfield pode ser um desdobramento 
atraente deste trabalho. 
Observou-se que pontos “mais interiores” tendem a reduzir o número de iterações da 
FASE II do método primal afim escala. Em principio, é possível obter esses pontos, 
aumentando-se os parâmetros It das funções de ativação, utilizadas na fase de 
factibilização. No entanto, observou-se que esse aumento de interioridade dificulta a 
convergência da fase de factibilização. 
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A influência que tem a interioridade do ponto inicial na convergência do método 
primal afim escala pode ser exemplificada com o problema WOOD1P. A fase de 
factibilização encontrou um ponto inicial interior factível, mas muito perto da fronteira 
(isto é, “pouco interior”): o método primal afim escala não conseguiu convergir a partir 
deste ponto. 
O indicador de que a cooperação de redes de Hopfield com o método primal afim 
tende a se tornar mais atraente nos problemas grandes deve ser visto com certa cautela 
no estágio atual da pesquisa. Nos maiores problemas testados, as alternativas de 
cooperação tiveram os tempos computacionais menores do que os obtidos na abordagem 
tradicional do método primal afim escala; no entanto, a obtenção de pontos iniciais para 
estes problemas é relativamente simples, reduzindo o esforço da fase de factibilização. 
5.3.4 Avaliação dos Resultados Computacionais com o Método Dual Afim 
A Tabela 5.3 mostra os resultados obtidos pelo método dual afim escala, com as três 
inicializações consideradas. Para cada inicialização são mostrados o número de iterações 
do método dual afim escala e o tempo total de processamento. Esta tabela está dividida 
em quatro partes, detalhadas a seguir. 
1. PROBLEMA ( )nm × . Esta coluna identifica o problema testado, assim como a sua 
dimensão. 
2. ABORDAGEM TRADICIONAL. Mostra os resultados obtidos pelo método dual afim 
escala a partir do ponto inicial calculado pela inicialização tradicional por FASE I. Os 
resultados são apresentados em três colunas. As duas primeiras mostram o número de 
iterações da FASE II na otimização e o número total de iterações, obtido pela soma 
das iterações da FASE I (cálculo do ponto inicial) mais as iterações da FASE II 
(método dual afim escala até a convergência). O tempo total de processamento, 
incluindo as duas fases, é mostrado na terceira coluna. 
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3. FACTIBILIZAÇÃO-DUAL. Mostra os resultados obtidos pelo método dual afim 
escala a partir do ponto inicial calculado pelo processo de factibilização para o dual. 
Está dividida em duas colunas, com o número total de iterações e o tempo total de 
processamento das duas etapas. As iterações consideradas são as utilizadas pelo 
método dual na convergência a partir do ponto inicial. 
4. HOPFIELD-DUAL. Apresenta os resultados obtidos pelo método dual afim escala a 
partir do ponto inicial avançado calculado pela abordagem Hopfield-Dual. Os 
resultados são mostrados em duas colunas, com o número total de iterações e tempo 
total de processamento das duas etapas de otimização. O número total de iterações 
inclui as iterações do método Hopfield-dual ( 1k = ) na inicialização e as realizadas 
pelo método dual afim escala, até a convergência. 
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TABELA 5.3. RESULTADOS OBTIDOS COM O MÉTODO DUAL AFIM ESCALA. 
ABORDAGEM TRADICIONAL 
FACTIBILIZAÇÃO-
DUAL 
HOPFIELD-DUAL 
PROBLEMA ( )nm ×  
FASE II 
ITER 
TOTAL 
ITER 
TEMPO 
(S) 
ITER 
TEMPO 
(S) 
ITER 
TEMPO 
(S) 
AFIRO (27x51) 19 20 0.20 14 0.23 15 0.24 
SC50B (48x76) 19 21 0.20 14 0.31 14 0.30 
SC50A (49x77) 18 19 0.20 15 0.36 16 0.40 
SC105 (104x162) 21 24 0.30 16 1.31 17 1.17 
ADLITTLE (55x137) 22 23 0.25 19 9.50 23 19.81 
SCAGR7 (128x184) 39 43 0.47 23 2.66 25 2.70 
BLEND (74x114) 20 25 0.31 20 1.72 21 4.43 
SC205 (203x315) 23 28 0.44 24 338.95 31 509.41 
SHARE2B (96x162) 22 26 0.34 19 88.76 23 255.92 
SHARE1B (112x248) 35 40 0.61 - - - - 
SCAGR25 (470x670) 25 28 1.25 50 18.17 29 35.15 
SCTAP1 (300x660) 27 33 1.31 87 4.84 51 18.03 
SCSD1 (77x760) 16 19 0.70 16 0.61 17 0.73 
BANDM (269x436) 23 31 0. 90 25 508.27 25 878.48 
E226 (220x469) - - - 51 469.05 58 998.87 
BEACONFD (148x270) - - - 15 5.61 34 77.34 
SCSD6 (147x1350) 18 21 2.06 19 1.89 19 16.11 
SCFXM2 (644x1184) - - - 48 1362.54 45 4057.59 
SCSD8 (397x2750) 19 23 8.23 19 6.81 16 151.17 
SCTAP3 (1480x3340) 27 35 37.64 30 57.70 29 79.86 
SHIP121 (838x5329) 22 28 29.97 49 112.85 84 213.70 
TRUSS (1000x8806) 28 36 4.09 29 5.66 - - 
WOODW (1098x8418) 55 56 51.36 41 393.70 42 397.45 
WOOD1P (244x2595) 39 40 15.22 22 22.05 24 28.81 
(–) não foi obtida a convergência do método. 
 
A análise dos resultados resumidos na Tabela 5.3, obtidos pelo método dual afim 
escala com as três alternativas de inicialização, permite estabelecer as seguintes 
considerações. 
1. Na grande maioria dos casos estudados, a cooperação das técnicas de redes de 
Hopfield e do método dual afim escala permitiu reduzir o número total de iterações do 
processo de otimização. Em muitos dos problemas foi possível diminuir o número de 
iterações da FASE II. No entanto, para alguns problemas não foi possível diminuir as 
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iterações do método dual afim escala com o ponto inicial obtido pelas abordagens 
com redes de Hopfield (problemas SCAGR25, SCTAP1 e SHIP12L). 
2. Da mesma forma que para o método primal afim escala, pode-se observar que o 
número de iterações do método dual afim tem forte relação com o ponto inicial. Por 
exemplo, para os problemas BEACONFD, E226 e SCFXM2 a inicialização tradicional 
por FASE I não encontrou um ponto inicial factível, mas as abordagens por redes de 
Hopfield encontraram um ponto interior factível e foi possível obter a convergência 
do método, a partir do ponto obtido. 
3. Na maioria dos problemas estudados, o tempo total na otimização, incluindo as 
duas etapas de processamento, foi maior nas situações em que eram aplicadas as 
abordagens cooperativas do que com a utilização da inicialização tradicionalmente 
utilizada para este método. 
Avaliando-se as várias etapas das metodologias cooperativas entre redes de Hopfield 
e o método dual afim escala, foi observado que a maior parte do tempo total de 
processamento é usada na fase de factibilização para o cálculo de um ponto interior 
factível. 
Nos testes realizados com diferentes valores para o parâmetro interioridade (It), para 
um mesmo problema, pudemos identificar um comportamento geral: o aumento do valor 
do parâmetro It, tornando os pontos “mais interiores”, permite diminuir o número de 
iterações do método dual afim escala na otimização. Este comportamento foi também 
observado no estudo de casos com o método primal afim escala. De forma 
complementar, quando o ponto é muito perto da fronteira (menos interior) o método 
pode não convergir, como ocorreu com os pontos obtidos pelas abordagens cooperativas 
para o problema SHARE1B. 
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CAPÍTULO  6.  
OTIMIZAÇÃO POR REDES NEURAIS E 
MÉTODOS PRIMAIS-DUAIS DE PONTOS 
INTERIORES 
Possibilidades de cooperação entre as técnicas de redes de Hopfield modificadas e 
métodos de pontos interiores foram exploradas no capítulo anterior através das 
inicializações desenvolvidas para os métodos afins. Este capítulo continua esta linha de 
investigação, avaliando possibilidades de cooperação com a família de métodos primais-
duais de pontos interiores. 
Dois conjuntos de possibilidades de cooperação de redes de Hopfield com a família 
de métodos primais-duais são avaliados, considerando alternativas com o método de 
pontos interiores primal-dual clássico e com o método preditor-corretor. O estudo de 
casos considera problemas da biblioteca Netlib. 
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6.1 INICIALIZAÇÃO TRADICIONAL PARA OS MÉTODOS PRIMAIS-DUAIS 
O método de pontos interiores primal-dual e o método preditor-corretor utilizam 
simultaneamente um ponto interior primal ( )x  e um ponto interior dual ( )z,y ; é usual 
utilizar-se a denominação “ponto primal-dual” ( )z,y,x  para se referir simultaneamente 
aos dois pontos.  
Como foi discutido no Capítulo 3, o ponto interior primal-dual, para inicialização do 
processo de otimização por métodos primais-duais de pontos interiores, não precisa 
necessariamente ser factível. Esse aspecto facilita a obtenção de pontos iniciais para os 
métodos de pontos interiores primais-duais. No entanto, deve-se ressaltar que o estudo 
de casos apresentado neste capítulo mostra que a convergência dos métodos primais-
duais pode ser melhorada se os pontos iniciais forem factíveis. 
A seguir, apresenta-se uma metodologia analítica, proposta por Lustig e co-autores 
[1992] para obtenção de pontos interiores inicias primais-duais (não necessariamente 
factíveis); ou seja a metodologia faz o papel de FASE I nos métodos primais-duais. Para 
simplificar a exposição, apresenta-se separadamente a obtenção de ponto interior primal 
e de ponto interior dual. 
Ponto Interior Primal. As componentes do ponto x são calculadas pela Equação (6.1), 
( )1ii E,x~maxx = , (6.1) 
onde: 
( ) bAAAx~ 1TT ⋅⋅⋅= − ; 
( ) 



⋅−= AE
b
,E,x~minmaxE
2
2i1 ; 
∑=
j
ij
j
amaxA ; 
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∑=
i
ibb  e  
100E2 =  (na maioria das implementações). 
Ponto Interior Dual. O ponto inicial ( )z,y  é calculado pelas Equações (6.2) e (6.3), 
0y = , (6.2) 



≤≤−
−≤−
≥+
=
0cEE
Ecc
0cEc
z
i33
3ii
i3i
, (6.3) 
onde c1E3 +=  e ∑=
i
icc . 
A metodologia procura obter um ponto inicial bem posicionado (ou seja, “mais 
interior”) para melhorar a convergência dos métodos primais-duais. Vale lembrar que 
“bem posicionado” significa um ponto não muito próximo da fronteira. 
6.2 INICIALIZAÇÃO POR COOPERAÇÃO COM REDES DE HOPFIELD 
MODIFICADAS 
Propõem-se duas abordagens para inicialização avançada dos métodos primais-duais por 
cooperação entre redes de Hopfield e métodos primais-duais de pontos interiores; ambas 
utilizam os aperfeiçoamentos acrescentados às redes de Hopfield modificadas [Silva 
1997], discutidos no Capítulo 4 e Capítulo 5. Denominaremos as abordagens de 
Hopfield-primal-dual e Hopfield-preditor-corretor, para especificar, respectivamente a 
cooperação com o método primal-dual de pontos interiores e a cooperação com o 
método preditor-corretor. 
As abordagens Hopfield-primal-dual e Hopfield-preditor-corretor diferem apenas em 
relação à direção ( )kkk z,y,x ∆∆∆  utilizada no Passo II do processo para obtenção de 
pontos interiores avançados, descrito a seguir. A direção ( )kkk z,y,x ∆∆∆  para a 
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abordagem Hopfield-primal-dual é a mesma direção adotada no método de pontos 
interiores primal-dual, discutido no Capítulo 3. De forma análoga, a direção 
( )kkk z,y,x ∆∆∆  para a abordagem Hopfield-preditor-corretor foi herdada do método 
preditor-corretor apresentado no Capítulo 3. 
Para ambas as abordagens, um ponto interior primal-dual avançado pode ser obtido 
com a seqüência de passos descrita a seguir. 
I. Calcular um ponto inicial primal-dual pelo processo de factibilização. 
i. Calcular um ponto primal interior pelo processo de factibilização para o primal. 
ii. Calcular um ponto dual interior pelo processo de factibilização para o dual. 
II. Calcular o próximo ponto primal-dual  
i. Calcular a direção ( )kkk z,y,x ∆∆∆ ; 
ii. Calcular o próximo ponto, ( ) ( ) ( )kkkkkk1k1k1k z,y,xz,y,xz,y,x ∆∆∆α ⋅+=+++  
III. Calcular um ponto primal-dual factível pelo processo de factibilização. 
i. Calcular um ponto primal factível a partir do ponto 1kx +  pelo processo de 
factibilização. 
ii. Calcular um ponto dual factível a partir do ponto ( )1k1k z,y ++  pelo processo de 
factibilização para o dual. 
IV. Se o ponto primal-dual ( )1k1k1k z,y,x +++  for considerado suficientemente 
avançado, utilize o método primal-dual para conclusão da otimização; caso contrário, 
incremente o contador k e volte ao Passo II. 
Como já discutido no capítulo anterior, uma alternativa simples para se obter um 
ponto “suficientemente avançado” é através de adoção de um número fixo de iterações. 
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6.3 CÁLCULO DO PASSO 
É possível argumentar que o valor unitário para o passo fixo α , utilizado no processo de 
atualização da inicialização avançada, é a melhor escolha. O argumento pode ser 
sintetizado em três pontos, enumerados a seguir. 
1. Quando 1=α , ( )1k1k1k z,y,x +++  é factível em relação às restrições de igualdade, 
isto é, czyA,bxA T =+⋅=⋅ . Por outro lado, as direções ( )kkk z,y,x ∆∆∆  são 
baseadas no método de Newton [Luenberger 1984] e o melhor passo em uma direção 
de Newton é 1=α  (o que significa aproveitamento de 100% da direção para um 
problema linear). 
2. Quando 1<α , ( )1k1k1k z,y,x +++  não é factível e não são exploradas todas as 
possibilidades da direção (em relação à otimalidade). 
3. Quando 1>α , ( )1k1k1k z,y,x +++  não é factível. 
6.4 ESTUDO DE CASOS 
Esta seção apresenta o estudo de casos realizado com os métodos primal-dual clássico e 
preditor-corretor, utilizando as cooperações propostas com as redes de Hopfield 
modificadas. Nesse estudo de casos, foram também utilizados problemas da biblioteca 
Netlib. Observa-se que se utilizou um número maior de problemas do que no Capítulo 5. 
O estudo de casos foi realizado em um computador PC, Pentium IV, 2.26 GHz, 512 
Mb de memória com sistema operacional Windows 2000. 
O estudo é apresentado separadamente para cada método. O desempenho do método 
primal-dual clássico é avaliado com duas inicializações: inicialização tradicional, 
discutida na Seção 6.1, inicialização avançada por cooperação com redes de Hopfield. 
Na comparação, são considerados o número de iterações e o tempo total de 
processamento. 
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De forma análoga, o desempenho do método preditor-corretor é avaliado com a 
inicialização tradicional, discutida na Seção 6.1, e com a inicialização avançada, que 
caracteriza a abordagem Hopfield-preditor-corretor. Para essa avaliação, foi possível 
utilizar um código de referência na área denominado LIPSOL [Zhang 1998] mencionado 
no Capítulo 3. Este código, programado em Matlab e Fortran, é disponível através da 
Internet (http://www.caam.rice.edu/~zhang/lipsol/). 
6.4.1 Aspectos de Implementação 
Cinco parâmetros foram utilizados para a aplicação das abordagens cooperativas: 
k- Determina o número de iterações realizadas pelas redes de Hopfield modificadas 
com as direções primais-duais; foi utilizado 1k =  na maioria dos problemas testados; 
i- Número de iterações do processo de factibilização; adotou-se 100i = ; 
Itp- Interioridade do ponto primal utilizada na função de ativação; valor ajustado em 
função do problema; 
Itd- Interioridade do ponto dual utilizada na função de ativação para o dual; valor 
ajustado em função do problema. 
6.4.2 Avaliação dos Resultados Computacionais com o Método Primal-Dual 
A Tabela 6.1 apresenta os resultados obtidos pelo método primal-dual clássico 
utilizando as duas inicializações: inicialização tradicional (discutida na Seção 6.1) e 
inicialização avançada com a abordagem Hopfield-primal-dual. O desempenho do 
método primal-dual foi avaliado em relação ao número de iterações até a convergência e 
ao tempo total de processamento. A Tabela 6.1 está dividida em três partes principais, 
descritas a seguir: 
1. PROBLEMA ( )nm× . Identifica o problema testado, assim como a sua dimensão. 
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2. ABORDAGEM TRADICIONAL. Representa os resultados obtidos pelo método primal-
dual clássico utilizando o ponto inicial tradicionalmente utilizado para este método 
(Seção 6.1). Os resultados são divididos em duas colunas; número de iterações do 
método primal-dual clássico e o tempo de processamento até a convergência. 
3. HOPFIELD-PRIMAL-DUAL. Representa os resultados obtidos pelo método primal-
dual clássico utilizando o ponto inicial avançado. O número de iterações inclui as 
iterações da inicialização avançada ( 1k = ), mais as iterações do método primal-dual 
na otimização. O tempo apresentado considera as duas etapas do processo de 
otimização. 
Avaliando-se os resultados resumidos na Tabela 6.1 pode-se estabelecer as 
considerações a seguir. 
1. Em todos os casos estudados, o método primal-dual clássico com a inicialização 
avançada alcançou a otimalidade com menor número de iterações do que o método 
primal-dual clássico com a inicialização tradicional. 
2. Em todos os estudos de casos apresentados, o tempo total de processamento do 
método primal-dual com inicialização pela abordagem Hopfield-primal-dual foi 
maior do que quando era usada a inicialização tradicional. 
No estudo de casos, observou-se também que o melhor desempenho do método era 
obtido quando o ponto era bem interior à região de factibilidade. Este bom 
posicionamento (ponto mais centrado) é obtido quando aumentamos os valores dos 
parâmetros de interioridade (Itp, Itd) para o ponto primal-dual nas funções de ativação. 
O passo mais caro em termos de tempo de processamento, no processo de 
inicialização avançada, é a fase de factibilização. Por outro lado, as vantagens da 
factibilização e interioridade (por aumento dos parâmetros Itp, Itd da função de ativação) 
foram as causas principais para diminuição do número de iterações do método primal-
dual. 
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TABELA 6.1. RESULTADOS OBTIDOS PELO MÉTODO PRIMAL-DUAL CLÁSSICO. 
ABORDAGEM TRADICIONAL
HOPFIELD-PRIMAL-
DUAL PROBLEMA ( )nm×  
ITER TEMPO(S) ITER TEMPO(S) 
AFIRO (27x51) 11 0.08 8 0.31 
SC50B (48x76) 10 0.08 7 0.37 
SC50A (49x77) 12 0.08 8 0.37 
SC105 (104x162) 14 0.09 13 2.56 
ADLITTLE (55x137) 19 0.11 11 1.40 
SCAGR7 (128x184) 19 0.12 17 1.37 
STOCFOR1 (109x157) 21 0.14 16 3.20 
BLEND (74x114) 18 0.13 12 0.56 
SC205 (203x315) 14 0.11 14 1.00 
SHARE2B (96x162) 19 0.13 14 0.79 
LOTFI (151x364) 29 0.24 27 1.28 
SHARE1B (112x248) 32 0.22 29 0.89 
SCAGR25 (470x670) 27 0.29 21 1.77 
SCTAP1 (300x660) 34 0.39 24 2.23 
BRANDY (149x259) 24 0.29 24 1.61 
ISRAEL (174x316) 33 0.80 27 1.92 
SCSD1 (77x760) 12 0.12 8 1.68 
AGG (488x615) 28 1.34 26 2.51 
BANDM (269x436) 32 0.89 21 3.63 
E226 (220x469) 37 0.56 28 2.91 
BEACONFD (148x270) 19 0.26 11 1.55 
SCSD6 (147x1350) 15 0.19 11 2.79 
SCFXM2 (644x1184) 41 1.16 34 5.14 
FFFFF800 (501x1005) 39 5.65 37 13.94 
SHIP12S (466x2293) 35 2.57 24 4.61 
STOCFOR2 (2157x3054) 50 56.09 39 55.47 
SCSD8 (397x2750) 17 0.33 12 8.79 
SCTAP3 (1480x3340) 31 5.94 18 29.81 
25FV47 (798x1854) 46 14.84 44 82.15 
SHIP121 (838x5329) 38 28.91 29 50.80 
TRUSS (1000x8806) 25 15.71 18 50.39 
D2Q06C (2171x5831) 67 126.18 63 144.14 
WOODW (1098x8418) 54 14.19 32 19.11 
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Em alguns problemas testados, foram obtidos melhores resultados em número de 
iterações quando era diminuída a tolerância de convergência do processo de 
factibilização (Tp e Td). Por exemplo, com os problemas AFIRO e STOCFOR1 foi possível 
diminuir o número de iterações quando foram usados os valores de tolerância 2p 10T
−=  
e 2d 10T
−= , mas o tempo total de processamento foi comprometido como mostra a 
Tabela 6.2. 
TABELA 6.2. RESULTADOS OBTIDOS PELO MÉTODO PRIMAL-DUAL CLÁSSICO COM MENOR TOLERÂNCIA 
DE CONVERGÊNCIA NA PROJEÇÃO. 
PROBLEMA ITER TEMPO(S) 
AFIRO 7 2.088 
STOCFOR1 11 125.5543 
6.4.3 Avaliação dos Resultados Computacionais com o Método Preditor-Corretor 
O desempenho do método preditor-corretor com inicialização tradicional é comparado 
com o seu desempenho quando utilizada a inicialização avançada da abordagem 
Hopfield-preditor-corretor. Como já foi mencionado, utilizou-se a implementação 
LIPSOL do método preditor-corretor, o qual adota a inicialização tradicional, discutida 
na Seção 6.1. 
As abordagens são comparadas apenas em relação ao número de iterações. Embora 
fosse desejável termos também algum indicador de tempo total de processamento, esses 
dados só seriam informativos se os métodos fossem codificados na mesma linguagem e 
utilizassem recursos semelhantes de álgebra matricial. Infelizmente, isto não foi 
possível; o Hopfield-preditor-corretor está codificado em Matlab, enquanto o LIPSOL 
possui rotinas implementadas em linguagem Fortran, com aspectos de álgebra matricial 
otimizados. 
Na Tabela 6.3, são resumidos os resultados obtidos pelo preditor-corretor com as duas 
inicializações consideradas. 
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O método preditor-corretor apresenta melhor desempenho entre os métodos 
anteriormente estudados. É um método muito estável e a sua convergência é sempre 
garantida independentemente do ponto inicial. Nota-se que, em todas as instâncias de 
problemas, o método Hopfield-preditor-corrector alcançou a solução ótima em menor 
número de iterações do que o LIPSOL. O tempo total de processamento foi sempre 
menor para o LIPSOL, mas, como já observado, esta informação não permite qualquer 
inferência significativa.  
Comparando-se a Tabela 6.3 com as Tabelas 5.2, 5.3 e 6.1, observou-se que em todos 
os problemas o número de iterações do método preditor-corretor até a convergência é 
inferior, comparado com o número de iterações dos outros métodos estudados, para a 
solução dos mesmos problemas. No entanto, uma iteração do método preditor-corretor 
realiza um número maior de operações do que os demais métodos de pontos interiores. 
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TABELA 6.3. RESULTADOS OBTIDOS PELO PREDITOR-CORRETOR COM INICIALIZAÇÃO POR HOPFIELD-
PREDITOR-CORRETOR E PELO PREDITOR-CORRETOR DO LIPSOL. 
PROBLEMA ( )nm×  LIPSOL HOPFIELD-PREDITOR-CORRETOR 
AFIRO (27x51) 8 6 
SC50B (48x76) 7 5 
SC50A (49x77) 10 6 
SC105 (104x162) 10 9 
ADLITTLE (55x137) 13 9 
SCAGR7 (128x184) 14 11 
STOCFOR1 (109x157) 16 12 
BLEND (74x114) 12 8 
SC205 (203x315) 10 9 
SHARE2B (96x162) 13 10 
LOTFI (151x364) 18 14 
SHARE1B (112x248) 22 19 
SCAGR25 (470x670) 17 12 
SCTAP1 (300x660) 17 12 
BRANDY (149x259) 17 15 
ISRAEL (174x316) 23 15 
SCSD1 (77x760) 9 6 
AGG (488x615) 21 16 
BANDM (269x436) 18 14 
E226 (220x469) 21 14 
BEACONFD (148x270) 13 6 
SCSD6 (147x1350) 11 8 
SCFXM2 (644x1184) 21 20 
FFFFF800 (501x1005) 26 23 
SHIP12S (466x2293) 18 14 
STOCFOR2 (2157x3054) 21 20 
SCSD8 (397x2750) 11 7 
SCTAP3 (1480x3340) 18 16 
25FV47 (798x1854) 25 20 
SHIP121 (838x5329) 18 16 
TRUSS (1000x8806) 19 17 
D2Q06C (2171x5831) 32 28 
WOODW (1098x8418) 28 26 
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CONCLUSÕES 
O trabalho explora alternativas de cooperação entre redes neurais e métodos de pontos 
interiores para a solução de problemas de otimização linear. Essencialmente, utilizou-se 
redes de Hopfield com as modificações propostas por Silva [1997] para produzir pontos 
interiores iniciais ou pontos interiores avançados na direção de otimalidade; esses pontos 
são entregues a métodos de pontos interiores, que concluem o processo de otimização. 
Investigaram-se alternativas de cooperação de redes de Hopfield com as principais 
famílias de métodos de pontos interiores para programação linear: métodos afins e 
métodos primais-duais. Ao todo, foram desenvolvidas alternativas de cooperação com 
quatro métodos: primal afim, dual afim, primal-dual clássico e preditor-corretor. 
As principais contribuições do trabalho podem ser resumidas nos pontos a seguir. 
1. Aperfeiçoamentos nas redes de Hopfield modificadas, incluindo a especialização 
de resultados recentes de álgebra matricial e o uso de direções mais ricas, herdadas 
dos métodos de pontos interiores. Esses aperfeiçoamentos permitiram abordar, através 
de redes neurais, os problemas reais de otimização linear da biblioteca Netlib 
(apresentados no Capítulo 3). A avaliação da bibliografia na área indica que 
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problemas de otimização com essas dimensões até então não haviam sido abordados 
por técnicas de redes neurais. 
2. Desenvolvimento de duas alternativas para cooperação de redes de Hopfield com 
o método primal afim escala de pontos interiores. A primeira alternativa utiliza uma 
versão aperfeiçoada do processo de factibilização das redes de Hopfield para produzir 
um ponto inicial interior factível para o método primal afim; este procedimento 
substitui a abordagem tradicional, denominada “FASE I”, para obtenção de pontos 
interiores iniciais. A segunda alternativa avança na direção da otimalidade com as 
redes de Hopfield, proporcionando inicialização “a quente” para o método primal 
afim. 
3. Elaboração de duas alternativas de cooperação de redes de Hopfield com o 
método dual afim escala, seguindo linhas semelhantes às desenvolvidas para o método 
primal afim. 
4. Desenvolvimento de alternativa de inicialização avançada por redes de Hopfield 
para o método primal-dual clássico de pontos interiores. 
5. Construção de procedimento para inicialização “a quente” para o método preditor-
corretor de pontos interiores. 
6. Estudo de um amplo conjunto de casos para avaliação de todas as abordagens 
desenvolvidas. 
A redução da trajetória para obtenção de soluções ótimas foi o aspecto mais bem 
sucedido do conjunto de alternativas propostas neste trabalho, envolvendo a cooperação 
entre redes de Hopfield e métodos de pontos interiores. Esta característica foi 
quantificada na redução do número de iterações dos métodos de pontos interiores, 
observada na ampla maioria dos casos estudados. 
Por outro lado, os tempos de processamento para obtenção de soluções ótimas não 
acompanharam a redução das trajetórias; quase sempre, foram maiores nas abordagens 
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cooperativas do que com as abordagens tradicionais para inicialização dos métodos de 
pontos interiores. 
O aparente descompasso entre as duas medidas de desempenho (número de iterações 
e tempo de processamento) pode ser compreendido quando examinamos detalhadamente 
as várias etapas do processo de otimização. Essa avaliação revelou que uma parte 
substantiva do tempo de processamento é usado na fase de factibilização das redes de 
Hopfield modificadas. Paradoxalmente, esta etapa envolveu operações simples; no 
entanto, as operações são exaustivamente repetidas para produzir pontos interiores 
factíveis. O aperfeiçoamento da etapa de factibilização das redes de Hopfield 
modificadas é um desdobramento promissor das investigações realizadas neste trabalho. 
Deve-se também ressaltar que alguns aspectos da cooperação entre redes de Hopfield 
e métodos de pontos interiores foram explorado apenas de forma preliminar. Entre esses, 
destaca-se o uso de uma única fatoração simbólica para utilização tanto nas redes de 
Hopfield como nos métodos de pontos interiores. Para isso, é necessário o 
desenvolvimento de códigos em linguagem que permita estruturação detalhada de todas 
as operações matriciais. 
Para concluir, deve-se ressaltar que as investigações realizadas neste trabalho 
mostram que existem aspectos promissores e ainda pouco explorados na fronteira entre 
as áreas de redes neurais e métodos de otimização. A sondagem dessa fronteira poderia 
trazer benefícios para as duas áreas. 
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APÊNDICE  A.  
OTIMIZAÇÃO POR REDES NEURAIS EM 
COOPERAÇÃO COM ALGORITMOS 
GENÉTICOS 
As áreas de algoritmos genéticos e redes neurais podem ser encontradas trabalhando 
cooperativamente de várias formas [Michalewicz e Fogel 2000]; algoritmos genéticos 
utilizados para o treinamento de redes multicamadas [Ku et al.1995], algoritmos 
genéticos utilizados para gerar a arquitetura das redes com os pesos sendo definidos a 
partir de técnicas de otimização não-linear irrestrita [Iyoda et al. 1999] ou métodos 
evolutivos para gerar os pesos e arquitetura da rede [Rooij et al. 1996]. Entre as 
aplicações destes sistemas, podemos mencionar: sistemas de controle [Saravanan e 
Fogel 1995], previsões financeiras [Harrald e Kamstra 1997], aprendizado 
supervisionado [Castro et al. 1998] (para determinar boas condições iniciais). 
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Chellapilla e Fogel utilizaram estas técnicas para melhorar o desempenho de máquinas 
de jogos [Chellapilla e Fogel 1999; Chellapilla e Fogel 2000, Chellapilla e Fogel 1999]. 
Neste caso, redes neurais e algoritmos genéticos são utilizados para aprender estratégias 
para os jogos dilema do prisioneiro, tic-tac-toe e xadrez. No caso do jogo de xadrez, a 
rede neural gerada por computação evolutiva é capaz de jogar no nível de esperteza 
[Chellapilla e Fogel 2000]. 
Nesta seção, é apresentada uma forma diferente de cooperação destas técnicas, onde 
redes neurais e algoritmos genéticos solucionam problemas de otimização. Na nova 
abordagem, uma rede neural multicamada definida para resolver problemas de 
otimização [Romero 1996] utiliza algoritmos genéticos como método de otimização na 
atualização dos pesos. Esta abordagem, chamada de Neuro-Evolutiva, foi inicialmente 
apresentada em [Velazco e Lyra 2000] onde foi obtido um desempenho não tão bom 
quanto à abordagem apresentada em [Velazco e Lyra 2002]. 
As redes neurais multicamadas para otimização foram definidos por Romero em 
[Romero 1993, Romero 1996]. São redes de três camadas com igual número de 
neurônios em cada uma delas; na qual a função de erro quadrático, tradicionalmente 
utilizada para este tipo de rede, é substituída pela função objetivo do problema de 
otimização. O método do gradiente realiza a otimização da função através da atualização 
dos pesos. 
A abordagem Neuro-Evolutiva substitui o método do gradiente por algoritmos 
genéticos para a atualização dos pesos. Esta metodologia tem a vantagem de não 
precisar de informação de primeira ordem da função objetivo para a solução do 
problema, o que permite trabalhar com problemas não diferenciáveis e não contínuos. 
Adicionalmente, os algoritmos genéticos permitem uma busca quase-global no espaço 
de solução, vantagem muito útil para problemas não-convexos. 
O desempenho da abordagem Neuro-Evolutiva é medido na resolução de quatro 
problemas de otimização irrestrita: dois problemas convexos e dois não-convexos. Esses 
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resultados são comparados quanto ao número de iterações com algoritmos genéticos 
puros e com a abordagem de Romero, quando aplicados a os mesmos problemas. 
A.1 COMPUTAÇÃO EVOLUTIVA E ALGORITMOS GENÉTICOS 
Nesta seção, são apresentados conceitos gerais sobre algoritmos genéticos que 
permitirão a melhor compreensão deste trabalho. 
Algoritmos genéticos são heurísticas de otimização baseadas na teoria da evolução. 
Nesses algoritmos genéticos, a partir de uma população inicial, ou conjunto de 
indivíduos, é realizada a reprodução através da aplicação dos operadores de mutação e 
cruzamento. Os indivíduos da próxima geração são escolhidos pelo operador de seleção. 
Na aplicação de algoritmos genéticos para a solução de um problema, devem ser 
analisadas quatro componentes: 
▪ A representação genética dos indivíduos ou variáveis do problema; 
▪ A função de adequação do problema, que determina a adaptação ao meio; 
▪ Os operadores de reprodução por mutação e cruzamento, que permitem a 
expansão da população; 
▪ O operador de seleção, que determina quais indivíduos formarão a próxima 
geração. 
Para abordar um problema através de algoritmos genéticos, o primeiro passo é 
procurar uma representação genética para o mesmo. O indivíduo é codificado através do 
cromossomo que o identifica na população. A representação matemática do vetor é 
realizada através de um vetor com componentes binárias ou reais. Um cromossomo 
binário é uma cadeia de elementos com valores no conjunto { }1,0  e um cromossomo 
com representação real é formado por elementos com valores no domínio dos reais.  
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A função de adequação ou fitness é utilizada para medir a capacidade de adaptação do 
indivíduo ao meio. Esta função é utilizada na seleção do indivíduo para a próxima 
geração. 
A reprodução é realizada através dos operadores de mutação e cruzamento. Estes 
operadores são definidos de acordo com a codificação utilizada. Cada operador atua 
sobre um ou mais indivíduos da população. Com isto, novos indivíduos são obtidos, os 
quais formarão a população intermediária. Um operador de seleção [Michalewicz 1992] 
atua na população intermediária para definir a geração seguinte. 
A.2 OTIMIZAÇÃO POR REDES NEURAIS MULTICAMADAS 
As redes neurais multicamadas para otimização foram definidas por Romero [Romero 
1993] para a solução de problemas de otimização convexa definidos como segue: 
( )
( )
( )
n
x
x
0xg
0xra.s
xfmin
ℜ⊆∈
≤
=
Ψ
 (A.1) 
onde ℜ→ℜn:f , pn:r ℜ→ℜ  e qn:g ℜ→ℜ . 
A rede é formada por três camadas de igual número de neurônios: uma camada de 
entrada, uma camada intermediária e uma camada de saída, como mostra a fig. A.1. 
Cada camada está totalmente interconectada com a camada seguinte e possui tantos 
neurônios quanto variáveis do problema de otimização. A saída da rede é retro-
alimentada à camada de entrada. Cada neurônio, inclusive os da camada de saída, 
possuem uma função de ativação sigmoidal, 
( ) xe1
1xg += , (A.2) 
que tem o espaço de solução definido na região: 
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[ ]1,0=Ω . (A.3) 
Em uma rede neural multicamada, é otimizada uma função de erro quadrático entre a 
saída desejada e a saída obtida em cada iteração [Haykin 1999]. Esta otimização é feita 
através de um método de otimização que emprega retro-propagação do erro para 
atualizar os pesos em cada camada. Em redes neurais multicamadas para otimização, a 
função de erro quadrático é substituída por uma função de otimização irrestrita obtida a 
partir do problema original (Equação A.1). A otimização é realizada sobre os pesos 
definidos nas conexões entre neurônios através do método do gradiente, e é utilizada a 
regra de atualização empregada em redes neurais multicamadas. A saída da rede é retro-
alimentada se as condições de convergências não forem atingidas; caso sejam atingidas, 
o ótimo foi encontrado.  
A camada de saída utiliza a função de ativação (A.2) que tem um espaço de solução 
Ω . Isto restringe o conjunto de problemas a serem resolvidos pois todos têm que estar 
definidos na região Ω , incorporada como uma restrição de canalização para o problema 
(A.1). 
A seleção da topologia da rede é justificada por Romero [1996] em três pontos: 
1. Uma função pode ser aproximada por uma rede neural de três camadas [Funahashi 
1989; Hornik et al. 1989]; 
2. A saída da rede é retro-alimentada na rede porque o método do gradiente é 
utilizado na atualização dos pesos e o problema de otimização é convexo pelo que se 
pode supor que a saída obtida é mais próxima da saída desejada. Com isto, a saída 
deve ser utilizada como próximo ponto na otimização; 
3. A regra de atualização dos pesos pode ser obtida de forma análoga àquela 
empregada para uma rede neural multicamada. 
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Fig. A.1. Rede Neural Multicamada para Otimização 
 
A metodologia desta rede pode ser resumida como segue. Considere um ponto inicial 
0x  (um vetor de componentes 0ix , [ ]1,0x0i ∈ , n,,1i K= ). 
I. Fazer até a convergência: 
i. Propagar o ponto kx  pela rede; 
ii. Verificar condição de parada a partir da saída obtida koutx ; caso positivo ir 
passo II; 
iii. Calcular a nova atualização dos pesos; 
iv. Fazer kout
1k xx =+ , voltar passo I.i. 
II. Fazer koutxx =∗ . 
As redes multicamadas para otimização trabalham com problemas restritos e 
irrestritos, mas a otimização é realizada a partir de uma função de otimização irrestrita. 
Camada-0 Camada-1 Camada-2 
x1k 
x2k 
xnk 
x1k+1 
x2k+1 
xnk+1 
W111,k W112,k 
Wnn1,k Wnn2,k
W2n1,k W2n2,k
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Os problemas de otimização com restrições são transformados em problemas irrestritos 
utilizando a teoria de dualidade [Romero 1993]. 
A regra de atualização dos pesos e a condição de convergência são definidas de forma 
diferente para ambos os tipos de problemas, mas neste trabalho só serão apresentadas 
estas definições para problemas irrestritos. Os problemas restritos não foram tratados na 
abordagem com algoritmos evolutivos. 
A.2.1 Regra de Atualização dos Pesos 
A regra de atualização dos pesos é obtida de forma análoga à definida para a atualização 
dos pesos em redes neurais multicamadas [Haykin 1999]. 
Em redes multicamadas, é definida uma função de erro quadrático entre a saída 
desejada (t) e a saída obtida (u).  
( )∑ −=
j
2
jj ut2
1E  (A.4) 
A função de erro quadrático na solução de problemas de otimização irrestrita, em 
redes neurais multicamadas para otimização, é substituída pela função objetivo do 
problema de otimização: 
( ) ( )xfxE = . (A.5) 
Ao aplicar a regra de atualização dos pesos de redes neurais multicamadas a esta nova 
definição da função de erro obtemos: 
p
ij
p
ij
1p
ij www ∆+=+ , (A.6) 
ijij
ij w
f
w
Ew ∂
∂−=∂
∂−=∆ , (A.7) 
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1p
i
p
j
p
ij uw
−⋅⋅= δη∆ , (A.8) 
onde, 
p
ijw  é o peso da conexão entre o neurônio i e o neurônio j na camada p;  
η  é o passo;  
( )p
jδ  é definida nas equações (A.11) e (A.12) como a derivada parcial da função E 
com respeito à j-ésima componente da camada p, com sinal contrário; 
( )1p
iu
−  é a i-ésima saída da camada p-1.  
A saída de cada camada é definida como: 
( ) ( )pipi ygu = , (A.9) 
( ) ( ) ( )∑ −⋅=
i
1p
i
p
ij
p
i uwy . (A.10) 
A derivada de E com respeito à entrada é diferente em cada camada, como mostram 
as seguintes equações: 
( ) ( ) ( )( ) ( )( )2j22
j
2
j ygu
u
f ′⋅∂
∂−=δ , (A.11) 
( ) ( ) ( ) ( )( )1j
i
2
ji
2
i
1
j ygw ′⋅


 ⋅= ∑δδ . (A.12) 
O passo η  na abordagem de Romero é fixo e definido previamente ao processo de 
convergência da rede. Este valor é calculado aleatoriamente no intervalo [ ]1,0 .  
Esta forma de definição do passo pode influenciar muito na convergência do método: 
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▪ Se o passo for muito pequeno, a convergência é muito lenta quando estamos 
longe do mínimo; 
▪ Se o passo for muito grande, nas primeiras iterações longe do ótimo a 
convergência é rápida, mas quando estamos perto de um mínimo o método pode 
oscilar. 
A.2.2 Condição de Parada 
A condição de parada da rede é definida a partir do cálculo do jacobiano da função 
objetivo. Estas redes trabalham com problemas convexos pelo que, quando o Jacobiano 
é nulo, se pode afirmar que o mínimo local é o mínimo global do problema. Para 
verificar esta condição, utiliza-se a seguinte expressão: 
( ) ε≤∇ xf , (A.13) 
onde ε é uma valor no intervalo ( )1,0  e v  é definido como:  
[ ]n1Ti
i
v,,vv,vmaxv K== . (A.14) 
A.3 A ABORDAGEM NEURO-EVOLUTIVA 
A abordagem Neuro-Evolutiva foi definida utilizando as redes neurais multicamadas 
para otimização e algoritmos genéticos na atualização dos pesos da rede. 
As modificações apresentadas na nova abordagem estão baseadas em três pontos: 
1. A função de ativação sigmodal só permite trabalhar com problemas definidos no 
intervalo [ ]1,0  para todas as variáveis, pelo que uma nova função de ativação é 
utilizada. A nova função de ativação é a função rampa que permite aumentar o espaço 
de solução dos problemas; 
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2. Somente são utilizados problemas convexos; o método de otimização só garante 
convergência global nesses casos. A utilização dos algoritmos genéticos como método 
de otimização permite uma busca quase-global no espaço de soluções, pelo que 
podemos tratar problemas não-convexos.  
3. O método do gradiente é utilizado como técnica de otimização, de modo que não é 
possível trabalhar com problemas não diferenciáveis e não contínuos. Os algoritmos 
genéticos não trabalham com informação de primeira ordem da função objetivo, de 
modo que uma maior variedade de problemas podem ser abordados. 
Na abordagem Neuro-Evolutiva, a otimização é realizada através de algoritmos 
genéticos sobre os pesos da rede. A cada iteração, é obtido um novo ponto que é 
utilizado como nova entrada da rede na próxima geração se a função de adequação assim 
o determinar. Um indivíduo é composto por dois elementos: o cromossomo de pesos da 
rede e a sua entrada. Na geração k, uma população é formada por l indivíduos e sobre o 
cromossomo são aplicados os operadores de mutação e cruzamento. Como resultado, são 
obtidas m populações intermediárias. Os indivíduos desta população estão formados 
pelos novos pesos e pela entrada da rede herdada do pai. Os melhores indivíduos são 
escolhidos para a próxima geração k+1, isto é, o modelo elitista é o método utilizado na 
seleção [Michalewicz 1992]. O sistema pode ser interpretado como n redes neurais 
simultaneamente procurando o mínimo de uma função.  
A.3.1 Indivíduo 
Na abordagem Neuro-Evolutiva, o indivíduo está composto por dois elementos: o 
cromossomo de pesos da rede e o vetor de entrada. Para a representação do cromossomo 
de pesos foi utilizada a representação real. O cromossomo é um vetor de tamanho 2n2 ⋅  
de número reais (n é o tamanho do problema). Cada gene ou elemento i do vetor é 
limitado no intervalo predefinido [ ]ii u,l  e os operadores são obrigados a cumprir esse 
requerimento. 
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O vetor de entrada que representa a variável x do problema utiliza a codificação real; 
nenhuma operação é realizada sobre ele. 
A.3.2 Função de Adequação 
Seja p um indivíduo da população intermediária; obtido depois da aplicação dos 
operadores de reprodução sobre o cromossomo de pesos do pai. O indivíduo p está 
formado pelo cromossomo de pesos w e o vetor de entrada x herdado do pai,  
( )w,xp = . (A.15) 
O cálculo do valor da função de adequação h é realizado em três passos: 
1. O vetor de entrada herdado do pai é propagado na rede com o novo cromossomo 
de pesos w; um novo vetor de saída x~  é obtido, isto é, 
( ) x~w,xrede =  (A.16) 
2. A função h é calculada como o mínimo, ou máximo (dependendo do problema), 
entre o valor da função objetivo avaliada no vetor de entrada da rede x e o vetor de 
saída x~ ; isto é, 
( ) ( ) ( )( )x~f,xfminph = , (A.17) 
se o problema for de minimização, ou 
( ) ( ) ( )( )x~f,xfmaxph = , (A.18) 
se o problema for de maximização; 
3. Se o valor da função de adequação for obtido a partir do vetor de saída, então este 
vetor é colocado como vetor de entrada no indivíduo (Equação A.19). Se o valor da 
função de adequação é obtido a partir do vetor de entrada, então este continua como 
vetor de entrada do indivíduo (Equação A.20). 
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( ) ( ) ( )x~fphsew,x~p == , (A.19) 
( ) ( ) ( )xfphsew,xp ==  (A.20) 
O novo indivíduo p será escolhido para a próxima geração se o seu valor na função de 
adequação pertence ao conjunto dos m indivíduos melhor adaptados. Quando o 
problema de otimização é de minimização, a próxima geração é composta pelos 
indivíduos com os menores valores da função h; em  problemas de maximização, adoto-
se procedimento simétrico. 
A.3.3 Operadores 
Para a obtenção dos indivíduos da população intermediária são aplicados os operadores 
de mutação e cruzamento sobre o cromossomo de pesos da rede. Esta seção apresenta os 
operadores de mutação e cruzamento que foram utilizados na reprodução [Michalewicz 
1992, Herrera et al. 1994].  
O objetivo é obter a maior variedade de novos indivíduos que permitia uma melhor 
busca no espaço de solução do problema, pelo que foram utilizados dez operadores de 
mutação e cruzamento.  
Os operadores são aplicados sobre o cromossomo de pesos e definidos para o trabalho 
com representação em ponto flutuante. A seleção dos cromossomos para a reprodução é 
realizada aleatoriamente ou pelo método roleta russa de acordo com a exigência do 
operador. Os genes de cada cromossomo são restringidos no intervalo [ ]ii u,l . 
A. Operadores de Mutação 
Foram definidos três operadores de mutação.  
1. Mutação com deslocamento. Os genes selecionados aleatoriamente são 
modificados a partir da suma o resta de um valor aleatório, ε . Este valor é obtido a 
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partir de um parâmetro de entrada, γ  que determina o deslocamento máximo, 
[ ]γγε ,−∈  [Herrera et al. 1994]. 
2. Mutação Aleatória. Os genes selecionados são modificados por valores 
aleatórios com distribuição uniforme no domínio de definição, [ ]ii u,l  [Michalewicz 
1992]. Este operador permite aumentar a diversidade populacional. 
3. Mutação não-uniforme. Os genes selecionados ig  são substituídos por novos 
genes ig~  definidos como:  
( )
( )

=−+
=−+=
1aiflg,kg
0aifgu,kg
g~
iii
iii
i ∆
∆
, (A.21) 
onde o valor de a é selecionado aleatoriamente do conjunto { }1,0 , p é a geração atual e 
a função ( )x,k∆  retorna um valor no intervalo [ ]x,0 , tal que a probabilidade de que o 
seu valor seja perto de 0 aumenta proporcionalmente ao aumento da geração k 
[Michalewicz 1992]. Quando k é pequeno (nas gerações inicias) este operador permite 
obter cromossomos mais afastados do pai, mas com o aumento das gerações são 
obtidos pontos mais próximos ao pai—são realizadas buscas locais. 
A. Operadores de Cruzamento 
Foram definidos sete operadores de cruzamento. Para a geração de um novo indivíduo 
pelo cruzamento são envolvidos dois cromossomos; sejam ( )n21 g,,g,gC ′′′=′ K  e 
( )n21 g,,g,gC ′′′′′′=′′ K  os cromossomos selecionados.  
1. Cruzamento Plano. O resultado é um cromossomo ( )n21 g~,,g~,g~C~ K=  no qual 
ig~  é um valor aleatório (distribuição uniforme) no intervalo [ ]ii g,g ′′′ . 
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2. Cruzamento Simples. Uma posição { }n,,2,1i K∈  em um cromossomo é 
selecionada aleatoriamente e dois novos cromossomos são obtidos 
( )n1ii1 g,,g,g,,gC~ ′′′′′′= + KK  e ( )n1ii1 g,,g,g,,gCˆ ′′′′′′= + KK  [Michalewicz 1992]. 
3. Cruzamento Aritmético Uniforme. Dois cromossomos ( )n1 g~,,g~C~ K=  e 
( )n1 gˆ,,gˆCˆ K=  são gerados, onde ( ) iii ga1gag~ ′′⋅−+′⋅=  e ( ) iii ga1gagˆ ′⋅−+′′⋅= . 
O parâmetro a é uma constante previamente definida à evolução do algoritmo no 
intervalo [ ]1,0  [Michalewicz 1992]. 
4. Cruzamento Aritmético Não-uniforme [Michalewicz 1992]. Dois cromossomos 
( )n1 g~,,g~C~ K=  e ( )n1 gˆ,,gˆCˆ K=  são gerados, onde ( ) iii ga1gag~ ′′⋅−+′⋅=  e 
( ) iii ga1gagˆ ′⋅−+′′⋅= . O parâmetro a é um valor que decresce inversamente 
proporcional ao aumento do número de gerações: 
k
1a =  (A.22) 
onde k é a geração atual. 
5. Cruzamento BLX-α. Gera um novo cromossomo ( )n1 g~,,g~C~ K= , onde ig~  é um 
valor aleatório com distribuição uniforme no intervalo [ ]αα ⋅+⋅⋅− IyIx ii , 
( )iii g,gmaxy ′′′= , ( )iii g,gminx ′′′=  e ii xyI −= . 
6. Cruzamento Discreto. Gera um novo cromossomo ( )n1 g~,,g~C~ K= , onde ig~  
escolhido aleatoriamente do conjunto { }2i g,g ′′′ . 
7. Cruzamento Intermediário Estendido. Gera um novo cromossomo 
( )n1 g~,,g~C~ K= , onde os genes são definidos como ( )iiiii gggg~ ′−′′⋅+′= α . O 
parâmetro iα  é um valor aleatório em um intervalo predefinido. 
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A.4 ESTUDO DE CASOS 
Esta seção apresenta os resultados obtidos na aplicação da nova abordagem em quatro 
problemas de otimização irrestrita. O desempenho da abordagem Neuro-Evolutiva é 
comparado com o desempenho da metodologia de Romero e com a de algoritmos 
genéticos puros.  
Os quatro problemas apresentados são problemas com solução conhecida. Foram 
utilizados dois problemas convexos e dois problemas não-convexos. Para cada 
abordagem foram rodados quatro testes com diferentes pontos iniciais calculados 
aleatoriamente em um intervalo especifico para cada abordagem. A inicialização dos 
pesos é feita também aleatoriamente no intervalo [ ]2,2− . 
A.4.1 Aspectos de Implementação da Metodologia de Romero 
A metodologia de Romero foi implementada com uma modificação. Romero utiliza 
funções de ativação sigmoidal nos neurônios de cada camada, isto restringe os 
problemas que podem ser otimizados; só podem ser utilizados problemas definidos no 
intervalo [ ]1,0 . Para este trabalho foi utilizada uma função de ativação rampa permitindo 
um domínio de definição mais amplo.  
Nos quatro testes realizados para cada problema foram utilizados passos, η , 
diferentes. O ponto inicial em cada teste foi calculado aleatoriamente no intervalo 
[ ]100,100− . 
A.4.2 Aspectos de Implementação dos Algoritmos Genéticos Puros e da Abordagem 
Neuro-Evolutiva 
A definição dos algoritmos genéticos puros foi realizada da seguinte forma: 
▪ Indivíduo: vetor em ponto flutuante do tamanho do problema de otimização. 
▪ Função de adequação: própria função objetivo do problema.  
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▪ Operadores de reprodução. utilizados para gerar a população intermediária 
foram os mesmos utilizados na abordagem Neuro-Evolutiva, definidos na Seção A.3.  
A população inicial utilizada na abordagem Neuro-Evolutiva e na abordagem por 
algoritmos genéticos puros foi obtida aleatoriamente no intervalo [ ]1000,1000− .  
Os valores dos parâmetros nos operadores de reprodução são definidos da mesma 
forma em ambas abordagens. 
A.4.3 Problemas Convexos 
Para apresentação dos resultados só serão considerados problemas irrestritos, pelo que a 
convexidade da função objetivo garante a convexidade do problema de otimização. 
O primeiro problema convexo considerado é o problema quadrático de minimização 
representado na Equação (A.23). O mínimo global do problema é no ponto ( )2,1x* = . 
( ) ( ) ( ) ( ) 2212221 x,x,2x1xxfmin ℜ∈−+−=  (A.23) 
A função objetivo f,do problema é apresenta na Fig. A.2. 
Fig. A.2. Função f(x)=(x1-1)2 + (x2-2)2. 
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A Tabela A.1 apresenta os resultados obtidos por cada abordagem nos quatro testes 
realizados com o problema da Equação A.23. Todas as abordagens obtiveram o ótimo, 
mas a abordagem Neuro-Evolutiva conseguiu em média em menor número de iterações.  
TABELA A.1. RESULTADOS OBTIDOS COM O PROBLEMA ( )xfmin  
ABORDAGEM TESTE 1 TESTE 2 TESTE 3 TESTE 4 
ROMERO 15 20 20 22 
NEURO-
EVOLUTIVA 5 10 15 19 
ALGORITMOS 
GENÉTICOS 12 18 19 20 
 
O segundo problema de minimização é: 
( ) ( ) 332123xxxxx x,x,x3xeeexgmin 211221 ℜ∈−+++= −−  (A.24) 
O mínimo global deste problema é no ponto ( )0,0,0x = .  
A Tabela A.2 mostra os resultados obtidos pelas três abordagens utilizadas. Todas 
alcançaram o ótimo do problema, mas a abordagem Neuro-Evolutiva chegou em menor 
número de iterações. 
TABELA A.2. RESULTADOS OBTIDOS COM O PROBLEMA ( )xgmin  
ABORDAGENS TESTE 1 TESTE 2 TESTE 3 TESTE 4 
ROMERO 22 25 30 31 
NEURO-
EVOLUTIVA 2 2 2 2 
ALGORITMOS 
GENÉTICOS 703 800 946 988 
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A.4.4 Problemas Não-Convexos 
Foram considerados dois problemas não-convexos sobre o 2ℜ . 
O primeiro problema é: 
( ) ( ) 221213231 x,x,20x12x3xxxhmin ℜ∈+⋅−⋅−+=  (A.25) 
Esta função tem um mínimo local no ponto ( )2,1x = , mas é ilimitada, como mostra a 
Fig. A.3. 
 
 
Fig. A.3. Função ( ) 20x12x3xxxh 213231 +⋅−⋅−+= . 
Os resultados dos testes realizados são apresentados na Tabela A.3. Como discutido 
anteriormente, a abordagem proposta por Romero trabalha com problemas convexos, 
pelo que o resultado obtido era o esperado; foi obtido o mínimo local do problema de 
otimização.  
As abordagens Neuro-Evolutiva e algoritmos genéticos puros deram resultados 
coerentes com o comportamento do problema; foram obtidos valores de x no limite 
inferior imposto na implementação dos algoritmos. 
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TABELA A.3. RESULTADOS OBTIDOS COM O PROBLEMA ( )xhmin  
ABORDAGENS TESTE 1 TESTE 2 TESTE 3 TESTE 4 
ROMERO MÍNIMO 
LOCAL 
MÍNIMO 
LOCAL 
MÍNIMO 
LOCAL 
MÍNIMO 
LOCAL 
NEURO-
EVOLUTIVA -INFINITO -INFINITO -INFINITO -INFINITO 
ALGORITMOS 
GENÉTICOS -INFINITO -INFINITO -INFINITO -INFINITO 
 
O segundo problema não-convexo é: 
( ) ( )( ) ( ) 221222122221 x,x,xxxxsin10xlmin ℜ∈+++⋅=  (A.26) 
Este problema é considerado difícil pela ocorrência de muitos mínimos locais como 
mostra um corte da função no ponto ( )2x,0x =  da Fig. A.4. Esta função possui um 
mínimo global no ponto ( )0,0x* = . 
 
Figura A.4. Função ( ) ( )( ) 222122221 xxxxsin10xl +++⋅=  no ponto ( )2x,0x = . 
Os resultados dos testes realizados são apresentados na Tabela A.4. 
A abordagem de Romero utiliza um passo fixo durante todo o processo de 
convergência, isto pode provocar as oscilações do método em um ponto de mínimo do 
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problema, especificamente quando se trabalha com este tipo de função com muitos 
mínimos locais e cheia de picos. 
TABELA A.4. RESULTADOS OBTIDOS COM O PROBLEMA ( )xlmin  
ABORDAGENS TESTE 1 TESTE 2 TESTE 3 TESTE 4 
ROMERO MÉTODO 
OSCILA 
MÉTODO 
OSCILA 
MÍNIMO 
LOCAL 
MÍNIMO 
LOCAL 
NEURO-
EVOLUTIVA 2 2 2 2 
ALGORITMOS 
GENÉTICOS 22 26 27 28 
 
As abordagens que utilizam algoritmos genéticos chegaram ao mínimo global do 
problema, mas a abordagem Neuro-Evolutiva chegou ao ótimo em número menor de 
iterações em todos os testes realizado. 
A.5 RESUMO 
Nesta seção, foi apresentada uma abordagem para solução de problemas de otimização 
através de redes neurais multicamadas e algoritmos genéticos. A abordagem chamada de 
Neuro-Evolutiva substitui a função de erro quadrático das redes multicamadas 
tradicionais pela função objetivo do problema e utiliza algoritmos genéticos na 
atualização dos pesos. 
A nova abordagem foi testada em quatro problemas de otimização irrestrita. O 
desempenho da abordagem neuro-evolutiva é comparado com a abordagem de Romero e 
com uma abordagem por algoritmos genéticos puros levando em consideração o número 
de iterações. Na comparação, a abordagem proposta teve melhor desempenho em todos 
os problemas considerados. 
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