In this note we provide a self-contained proof of an existence and uniqueness result for a class of Banach space valued evolution equations with an additive forcing term. The framework of our abstract result includes, for example, finite dimensional ordinary differential equations (ODEs), semilinear deterministic partial differential equations (PDEs), as well as certain additive noise driven stochastic partial differential equations (SPDEs) as special cases. The framework of our general result assumes somehow mild regularity conditions on the involved semigroup and also allows the involved semigroup operators to be nonlinear. The techniques used in the proofs of our results are essentially well-known in the relevant literature. The contribution of this note is to provide a rather general existence and uniqueness result which covers several situations as special cases and also to provide a self-contained proof for this existence and uniqueness result.
Introduction
In this paper we prove a general existence and uniqueness result for a class of Banach space valued evolution equations with an additive forcing term. The framework of our abstract result is quite general and includes, for instance, finite dimensional ordinary differential equations (ODEs), semilinear deterministic partial differential equations (PDEs), and certain additive noise driven stochastic partial differential equations (SPDEs) as special cases. Moreover, the framework of our result assumes only mild regularity conditions on the involved semigroup and also allows the involved semigroup operators to be nonlinear. The tools used in the proofs of our results are basically well-known in the relevant literature. The main contribution of this paper is to provide an existence and uniqueness result which can be applied to different evolution equations and additionally, to present a self-contained proof for this existence and uniqueness result.
To illustrate the main result of this article, Corollary 8.4 in Section 8 below, in more detail, we now present in the following theorem, Theorem 1.1 below, a special case of our main result. 
-measurable function, and assume for all r ∈ [0, ∞), t 1 ∈ [0, T ), t 2 ∈ (0, T − t 1 ), v ∈ V that ([0, T ] ∋ t → S t v ∈ V ) ∈ C([0, T ], V ), S t 1 +t 2 = S t 1 S t 2 , and sup (ii) for all convex sets I ⊆ [0, T ] and all y ∈ C(I, V ) with I ⊇ J, ∀ t ∈ I :
t 0 S t−s F (y s ) V ds < ∞, and ∀ t ∈ I : y t = t 0 S t−s F (y s ) ds + o t it holds that x = y, and (iii) for all y ∈ C(J, V ) with ∀ t ∈ J : t 0 S t−s F (y s ) V ds < ∞, ∀ t ∈ J : y t = t 0 S t−s F (y s ) ds + o t , and lim sup sրsup(J) y s V < ∞ it holds that J = [0, T ].
We note that Theorem 1.1 is an immediate consequence of Corollary 8.4 below. Existence and uniqueness for evolution equations have been extensively studied in the literature (see, e.g., Lions [11] , Weissler [18] , Da Prato & Zabczyk [5, 6] , Brzeźniak [3] , Cazaneve & Haraux [4] , Sell & You [15] , Van Nerven, Veraar, & Weis [17, 16] , Brezis [2] , Jentzen & Kloeden [9] , Lunardi [12] , Pazy [13] , Roubíček [14] , E et al. [7] and the references mentioned therein).
The remainder of this article is organized as follows. In Section 2 we recall in Lemma 2.1, Lemma 2.2, Corollary 2.3, and Corollary 2.4 some well-known facts about the completeness of certain function spaces. For completeness we also present proofs for Lemma 2.1, Lemma 2.2, Corollary 2.3, and Corollary 2.4. Corollary 2.4 is used in the proof of our existence and uniqueness result in Theorem 7.1 in Section 7 below to ensure that the considered function space is complete so that we are in the position to apply the Banach fixed-point theorem. In Section 3 we recall in Lemma 3.1 and Lemma 3.2 some well-known facts on the Bochner integrability of certain functions involving suitable semigroups. In Section 4 we present in Corollary 4.1 an elementary result about the continuity of mild solutions of certain nonlinear evolution equations. In Section 5 we establish in Lemma 5.1 a suitable perturbation estimate for mild solutions of nonlinear evolution equations. 
Complete function spaces
In this section we recall in Lemma 2.1, Lemma 2.2, Corollary 2.3, and Corollary 2.4 some well-known facts about the completeness of certain function spaces. For completeness we also present proofs for Lemma 2.1, Lemma 2.2, Corollary 2.3, and Corollary 2.4 in this section.
Lemma 2.1. Let X be a non-empty set, let (E, d) be a complete metric space, let E be the set given by
and let δ : E × E → [0, ∞) be the function which satisfies for all f, g ∈ E
). Then it holds that the pair (E, δ) is a complete metric space.
Proof of Lemma 2.1. First, note that for all f, g, h ∈ E it holds that ((δ(f, g) = 0) ⇔ (f = g)), δ(f, g) = δ(g, f ), and
This proves that the pair (E, δ) is a metric space. It thus remains to prove that (E, δ) is complete. For this let (f n ) n∈N={1,2,3,...} ⊆ E be a Cauchy sequence in (E, δ). This assures that for all x ∈ X it holds that (f n (x)) n∈N ⊆ E is a Cauchy sequence in (E, d). The assumption that (E, d) is a complete metric space hence ensures that there exists a function g : X → E such that for all x ∈ X it holds that lim sup
This and the assumption that (f n ) n∈N ⊆ E is a Cauchy sequence establish that
This implies that there exists a natural number k ∈ N such that
The fact that f k ∈ E therefore proves that
This ensures that g ∈ E. Next note that (5) assures that lim sup n→∞ δ(f n , g) = 0. The proof of Lemma 2.1 is thus completed.
Lemma 2.2. Let (X, X ) be a topological space, let (E, d) be a metric space, let g : X → E be a function, and let f n ∈ C(X, E), n ∈ N, satisfy that
Proof of Lemma 2.2. Throughout this proof assume w.l.o.g. that X = ∅.
Observe that the assumption that lim sup n→∞ sup x∈X d(f n (x), g(x)) = 0 ensures that for every ε ∈ (0, ∞) there exists a natural number N ε ∈ N such that for all
Moreover, note that the assumption that ∀ n ∈ N : f n ∈ C(X, E) implies that for all x ∈ X, ε ∈ (0, ∞) there exists a set A x,ε ∈ X with x ∈ A x,ε such that for all y ∈ A x,ε it holds that
This and (8) prove that for all x ∈ X, ε ∈ (0, ∞), y ∈ A x,ε it holds that
Hence, we obtain that g ∈ C(X, E). The proof of Lemma 2.2 is thus completed.
The next result, Corollary 2.3, follows directly from Lemma 2.1 and Lemma 2.2. Corollary 2.3. Let (X, X ) be a topological space, let (E, d) be a complete metric space, let E be the set given by
and let δ : E × E → [0, ∞) be the function which satisfies for all f, g ∈ E that δ(f, g) = sup({d(f (x), g(x)) : x ∈ X} ∪ {0}). Then it holds that the pair (E, δ) is a complete metric space.
The next result, Corollary 2.4, is an immediate consequence of Corollary 2.3.
Corollary 2.4. Let (X, X ) be a topological space, let (E, d) be a complete metric space, let e ∈ E, R ∈ [0, ∞), let E be the set given by
Measurability properties
In this section we recall in Lemma 3.1 and Lemma 3.2 some well-known facts on the Bochner integrability of certain functions involving suitable semigroups.
Then it holds that the function
Proof of Lemma 3.1. Throughout this proof let ǫ : L(W, V ) → V and g : (0, T ) → V be the functions which satisfy for all A ∈ L(W, V ) that
Note that for all a, b ∈ R, A, B ∈ L(W, V ) it holds that
and
Therefore, we obtain that
This, in particular, proves that ǫ is B(L(W, V ))/B(V )-measurable. This and the assumption S is
is a B((0, T ))/B(V )-measurable function. This together with the assumption that (V, · V ) is separable demonstrates that the function
is strongly B((0, T ))/(V, · V )-measurable. The proof of Lemma 3.1 is thus completed.
(ii) it holds that
Proof of Lemma 3.2. Throughout this proof let α ∈ (0, 1) be a real number which satisfies that
let x : (0, T ) → V be the function which satisfies for all s ∈ (0, T ) that
let x n : (0, T ) → V , n ∈ N, be the functions which satisfy for all s ∈ (0, T ), n ∈ N that
and for every set A ⊆ R let ½ A : R → {0, 1} be the function which satisfies for all a ∈ A that ½ A (a) = 1 and for all b ∈ R\A that ½ A (b) = 0. Observe
Moreover, note that for all h ∈ (0, ∞), s ∈ (0, T ) it holds that
Lemma 3.1 and the fact that for every strongly
Combining this with (24) and the fact that for every sequence of strongly
This together with the assumption that
This establishes item (ii). The proof of Lemma 3.2 is thus completed.
Continuity properties of mild solutions
In this section we present in Corollary 4.1 an elementary result about the continuity of mild solutions of certain nonlinear evolution equations.
(ii) it holds for all t ∈ (0, T ] that t 0 S t−s y s V ds < ∞, and
Proof of Corollary 4.1. Throughout this proof for every set A ⊆ R let ½ A : R → {0, 1} be the function which satisfies for all a ∈ A that ½ A (a) = 1 and for
It thus remains to prove item (iii). For this let α ∈ (0, 1) be a real number which satisfies that
and let x : [0, T ] → V be the function which satisfies for all t ∈ [0, T ] that
Observe that for all t 1 , t 2 ∈ [0, T ] with t 1 ≤ t 2 it holds that
This implies that for all t 1 , t 2 ∈ [0, T ] with t 1 ≤ t 2 it holds that
Lebesgue's theorem of dominated convergence hence ensures that for all t ∈ [0, T ] and all (t
This establishes item (iii). The proof of Corollary 4.1 is thus completed.
A perturbation estimate
In this section we establish in Lemma 5.1 a suitable perturbation estimate for mild solutions of nonlinear evolution equations. Lemma 5.1. Let Γ : (0, ∞) → (0, ∞) be the function which satisfies for all
and assume that sup t∈(0,
Proof of Lemma 5.1. First, note that Lemma 3.2 establishes items (i)-(ii). It thus remains to prove item (iii). For this observe that the triangle inequality ensures that for all t ∈ [0, T ] it holds that
Next note that for all t ∈ [0, T ] it holds that
Combining this with (36) proves that for all t ∈ [0, T ] it holds that
The generalized Gronwall inequality (see, e.g., Henry [8, Lemma 7.1.1]) and Corollary 4.1 hence establish (35). The proof of Lemma 5.1 is thus completed.
Uniqueness of mild solutions
In this section we present in Corollary 6.1 an elementary fact about uniqueness of mild solutions of certain nonlinear evolution equations. Corollary 6.1 is an immediate consequence of Lemma 5.1 in Section 5 above.
Then it holds that x 1 = x 2 .
Local existence of mild solutions
In this section we present in Theorem 7.1 a local and existence and uniqueness result for certain nonlinear evolution equations. Our proof of Theorem 7.1 is based on well-known techniques from the literature on evolution equations and uses the Banach fixed-point theorem, Corollary 6.1 from Section 6, Corollary 2.4 from Section 2, and Corollary 4.1 from Section 4.
Then there exists a real number τ ∈ (0, T ] such that there exists a unique
(ii) it holds for all t ∈ [0, τ ] that t 0 S t−s F (x s ) V ds < ∞, and (iii) it holds for all t ∈ [0, τ ] that
Proof of Theorem 7.1. Throughout this proof let Ψ : [0, ∞) → [0, ∞) be the function which satisfies for all r ∈ [0, ∞) that
let α ∈ (0, 1) be a real number which satisfies that
let R ∈ [0, ∞) be the real number given by
, be the sets which satisfy for all τ ∈ (0, T ] that
and let Φ τ :
Observe that Corollary 4.1 and the assumption that o ∈ C([0, T ], V ) ensure that the functions Φ τ , τ ∈ (0, T ], are well-defined. Moreover, observe that for all τ ∈ (0, T ], t ∈ [0, τ ] it holds that
Hence, we obtain that for all τ ∈ (0, T ] it holds that
Next note that for all τ ∈ (0, T ], t ∈ [0, τ ], x, y ∈ Ξ τ it holds that
Therefore, we obtain that for all τ ∈ (0, T ], x, y ∈ Ξ τ it holds that
Combining this and (48) ensures that for all τ ∈ (0, T ], x ∈ Ξ τ it holds that
The fact that α < 1 and (50) therefore imply that there exists a real number τ ∈ (0, T ] such that for all x, y ∈ Ξ τ it holds that
This ensures that Φ τ (Ξ τ ) ⊆ Ξ τ . The Banach fixed-point theorem, Corollary 2.4, and (53) hence demonstrate that there exists a unique function
Combining this and Corollary 6.1 establishes items (i)-(iii). The proof of Theorem 7.1 is thus completed.
Local existence of maximal mild solutions
In this section we employ well-known techniques from the literature on evolution equations to establish in Theorem 8.3 and Corollary 8.4 the unique local existence of maximal mild solutions of the considered nonlinear evolution equations.
be a function which satisfies that lim sup sց0 φ(s) = 0 and
and assume for all t ∈ [0, τ ) that t 0 S t−s F (x s ) V ds < ∞ and 
Proof of Lemma 8.1. First, note that the assumption that lim sup sրτ x s V < ∞ and the assumption that x ∈ C([0, τ ), V ) ensure that
Next let α ∈ (0, 1) be a real number which satisfies that
let R ∈ (0, ∞) be the real number given by
let Ψ : [0, ∞) → [0, ∞) be the function which satisfies for all r ∈ [0, ∞) that Ψ(r) = sup
let δ ε ∈ (0, ∞), ε ∈ (0, ∞), be the real numbers which satisfy for all ε ∈ (0, ∞) that δ ε = min τ,
and let γ ε ∈ (0, τ |δ ε | 1 /(1−α) ], ε ∈ (0, ∞), be real numbers which satisfy for all ε ∈ (0, ∞) that sup
and sup
Note that the triangle inequality implies that for all t 1 , t 2 ∈ [0, τ ) with t 1 ≤ t 2 it holds that
Furthermore, observe that (61) and the fact that the function Ψ :
is non-decreasing demonstrate that for all s ∈ [0, τ ) it holds that
This and (61) ensure that for all t 1 , t 2 ∈ [0, τ ) with t 1 ≤ t 2 it holds that
Combining this with (66) establishes that for all t 1 , t 2 ∈ [0, τ ) it holds that
In addition, observe that (65) and the triangle inequality imply that for all ε ∈ (0, ∞), t 1 , t 2 ∈ (τ − γ ε , τ ) it holds that
This, (63), and (64) demonstrate that for all ε ∈ (0, ∞), t 1 , t 2 ∈ (τ − γ ε , τ ) it holds that
Combining this with the fact that sup s∈[0,τ ) x s V ≤ R ensures that for every sequence t n ∈ [0, τ ), n ∈ N, with lim sup n→∞ |t n − τ | = 0 it holds (a) that x tn ∈ V , n ∈ N, is a Cauchy sequence and
The fact that {v ∈ V : v V ≤ R} is a closed subset of the R-Banach space (V, · V ) hence implies that there exists a unique w ∈ {v ∈ V : v V ≤ R} which satisfies that lim sup
Next let y : [0, τ ] → V be the function which satisfies for all t ∈ [0, τ ] that
Observe that (73) ensures that y ∈ C([0, τ ], V ). This establishes item (i). It thus remains to prove item (ii). For this observe that Corollary 4.1 (with T = τ , S = S| (0,τ ) , and y = ([0, τ ] ∋ t → F (y t ) ∈ V ) in the notation of Corollary 4.1) demonstrates that for all t ∈ [0, τ ] it holds that t 0 S t−s F (y s ) V ds < ∞ and
This establishes item (ii). The proof of Lemma 8.1 is thus completed.
T ] be a convex set which satisfies that 0 ∈ J and 0 < sup(J) < T , assume for all r ∈ [0, ∞) that
and assume for all convex sets I ⊆ [0, T ] with I ⊇ J and all y ∈ C(I, V ) with y| J = x, ∀ t ∈ I :
t 0 S t−s F (y s ) V ds < ∞, and ∀ t ∈ I :
Proof of Lemma 8.2. Throughout this proof let τ ∈ [0, T ) be the real number given by τ = sup(J). We prove Lemma 8.2 by contradiction. We thus assume that τ ∈ J. This ensures that
Next note that Theorem 7.1 (with 
(ii) for all t ∈ [0, ε] it holds that t 0 S t−s F (y s ) V ds < ∞, and (iii) for all t ∈ [0, ε] it holds that
In the next step let u : [0, τ + ε] → V be the function which satisfies for all t ∈ [0, τ + ε] that
.
Observe that (78) and the hypothesis that τ ∈ J ensure that
Combining this and (81) implies that for all t ∈ [0, ε] it holds that
This and (83) assure that y 0 = x τ . Hence, we obtain that for all t ∈ (τ, τ + ε] it holds that u ∈ C([0, τ + ε], V ) and
Furthermore, observe that (84) implies that for all t ∈ (τ, τ + ε] it holds that
Next let I ⊆ [0, T ] be the set given by I = [0, τ + ε]. Note that (86) and (82) establish that
The proof of Lemma 8.2 is thus completed.
be a function, and assume for all r ∈ [0, ∞),
] < ∞, and lim sup tց0 φ(t) = 0. Then there exists a unique convex set J ⊆ [0, T ] with 0 ∈ I such that (i) there exists a unique x ∈ C(J, V ) which satisfies for all t ∈ J that
(ii) for all convex sets I ⊆ [0, T ] and all y ∈ C(I, V ) with I ⊇ J, ∀ t ∈ I :
t 0 S t−s F (y s ) V ds < ∞, and ∀ t ∈ I : y t = t 0 S t−s F (y s ) ds + o t it holds that x = y.
Proof of Theorem 8.3. Throughout this proof let I be the set given by
and let J ⊆ [0, T ] be the set given by
Note that Theorem 7.1 ensures (a) that the set I is non-empty, (b) that J = ∪ I∈I I, and (c) that J = {0}.
Moreover, observe that item (b) assures that for every u ∈ J there exists a convex set I ∈ I with u ∈ I. Hence, we obtain that for every u ∈ J there exists a convex set I ⊆ [0, T ] with [0, u] ⊆ I such that there exists a unique function y ∈ C(I, V ) such that for all t ∈ I it holds that
Corollary 6.1 therefore implies that there exists a unique x ∈ C(J, V ) which satisfies for all t ∈ J that t 0 S t−s F (x s ) V ds < ∞ and
In the next step we claim that lim sup
We prove (92) by contradiction. We thus assume that lim sup
This assures that sup(J) < T and lim sup (ii) for all convex sets I ⊆ [0, T ] and all y ∈ C(I, V ) with I ⊇ J, ∀ t ∈ I :
t 0 S t−s F (y s ) V ds < ∞, and ∀ t ∈ I : y t = t 0 S t−s F (y s ) ds + o t it holds that x = y, and (iii) for all y ∈ C(J, V ) with ∀ t ∈ J : t 0 S t−s F (y s ) V ds < ∞, ∀ t ∈ J : y t = t 0 S t−s F (y s ) V ds < ∞, and ∀ t ∈ I : y t = t 0 S t−s F (y s ) ds + o t it holds that x = y.
Observe that (98) demonstrates that {0} J.
It thus remains to prove that for all y ∈ C(J, V ) with ∀ t ∈ J : t 0 S t−s F (y s ) V ds < ∞, ∀ t ∈ J : y t = t 0 S t−s F (y s ) ds + o t , and lim sup sրsup(J) y s V < ∞ it holds that J = [0, T ].
We prove (100) by contradiction. We thus assume that that there exists y ∈ C(J, V ) which satisfies for all t ∈ J that t 0 S t−s F (y s ) V ds < ∞, y t = t 0 S t−s F (y s ) ds + o t , lim sup sրsup(J) y s V < ∞, and
Note that the fact that J is a convex set and item (b) prove that y = x. Combining this with the hypothesis that lim sup sրsup(J) y s V < ∞ ensures that lim sup
This, (101), and item (a) imply that 
