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WEIGHTED Lp,q-ESTIMATES FOR HIGHER ORDER ELLIPTIC
AND PARABOLIC SYSTEMS WITH BMOx COEFFICIENTS ON
REIFENBERG FLAT DOMAINS
JONGKEUN CHOI AND DOYOON KIM
Abstract. We prove weighted Lp,q-estimates for divergence type higher order
elliptic and parabolic systems with irregular coefficients on Reifenberg flat
domains. In particular, in the parabolic case the coefficients do not have
any regularity assumptions in the time variable. As functions of the spatial
variables, the leading coefficients are permitted to have small mean oscillations.
The weights are in the class of Muckenhoupt weights Ap. We also prove the
solvability of the systems in weighted Sobolev spaces.
1. Introduction
We study weighted Lp,q-estimates and the solvability of divergence type higher
order parabolic systems
ut + (−1)
mLu =
∑
|α|≤m
Dαfα (1.1)
in ΩT = (−∞, T )×Ω, where T ∈ (−∞,∞] and Ω is either a bounded or unbounded
domain in Rd. The domain Ω can be Rd as well. The differential operator L is
in divergence form of order 2m acting on column vector valued functions u =
(u1, . . . , un)tr defined on ΩT as follows:
Lu =
∑
|α|≤m, |β|≤m
Dα(AαβDβu).
Here, α = (α1, . . . , αd), β = (β1, . . . , βd) are multi-indices, and we write D
αu =
Dαxu for spatial derivatives of u;
Dαu = Dα11 . . . D
αd
d u.
All the coefficients Aαβ = Aαβ(t, x) are n×n complex-valued matrices whose entries
Aαβij (t, x) are bounded measurable functions defined on the entire space R
d+1. We
also consider elliptic systems with the operator L as in (1.1). In this case all the
coefficients and functions involved are independent of the time variable.
Throughout this paper, the leading coefficients Aαβ , |α| = |β| = m, satisfy the
Legendre-Hadamard ellipticity condition, which is more general than the uniform
ellipticity condition. We assume that the coefficients of the parabolic systems are
merely measurable in the time variable and have small bounded mean oscillations
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(BMO) with respect to the spatial variables. We call such coefficients BMOx coef-
ficients as in [22] to indicate that the small mean oscillation condition is enforced
only on the spatial variables. As mentioned in [20], such type of coefficients with
no regularity assumption in the time variable are necessary in the study of filtering
theory.
In this paper, we prove a priori weighted (mixed) norm estimates for divergence
type higher order parabolic systems (1.1) with BMOx coefficients in ΩT , where Ω
is a Reifenberg flat domain (possibly unbounded). More precisely, we first establish
a priori weighted Lp-estimates with a Muckenhoupt weight w ∈ Ap:∑
|α|≤m
‖Dαu‖Lp,w(ΩT ) ≤ N
∑
|α|≤m
‖fα‖Lp,w(ΩT ), p ∈ (1,∞).
The weight w is defined on a space of homogeneous type X in Rd+1 such that
ΩT ⊂ X . For a precise definition of weights defined on spaces of homogeneous
type, see Section 2.2. With regard to Lp-estimates with Muckenhoupt weights
defined in the whole space, see [19, 18, 5, 6, 16]. We then obtain a priori weighted
Lp,q-estimates with a mixed weight:∑
|α|≤m
‖Dαu‖Lp,q,w(ΩT ) ≤ N
∑
|α|≤m
‖fα‖Lp,q,w(ΩT ), p, q ∈ (1,∞). (1.2)
The Lp,q-norm with the mixed weight w = w1w2 is defined as
‖f‖Lp,q,w(ΩT ) =
(∫
X2
(∫
X1
|f |pIΩTw1
)q/p
w2
)1/q
,
where w1 is an Ap weight on a space of homogeneous type X1 ⊂ Rd1 and w2 is
an Aq weight on a space of homogeneous type X2 ⊂ R × Rd2 , d1 + d2 = d. Here,
ΩT ⊂ X1 × X2 and the mixed weight w is defined on X1 × X2 ⊂ Rd+1. For more
discussions of mixed weights, see Section 2.2 in this paper and [14]. We also discuss
the solvability for higher order parabolic systems (1.1) with BMOx coefficients in
weighted Sobolev spaces. The corresponding results for divergence type higher
order elliptic systems with BMO coefficients are also addressed.
In the study of divergence type higher order parabolic systems, to the best of the
authors’ knowledge, our results are completely new in the sense that Sobolev spaces
with Ap weights are considered, the coefficients are merely measurable in time, and
the domains are Reifenberg flat. Even in the case of Lp-estimates (with unweighted
and unmixed-norm) for higher order systems on Reifenberg flat domains, there are
no such results in the literature. The only existing related literature seems to be
a recent paper [13], where the authors proved Lp-estimates for higher order sys-
tems with BMOx coefficients in the whole space, on a half space, and on bounded
Lipschitz domains. Restricted to fourth-order parabolic systems with BMOx coeffi-
cients, unweighted Lp-estimates on a bounded Reifenberg flat domain are obtained
in [7] under the uniform parabolicity condition. With regard to the study of un-
weighted Lp-estimates for second order parabolic systems with BMOx and VMO
(vanishing mean oscillations) coefficients, see, for instance, [21, 4, 10] and refer-
ences therein. Recently, in [14, Sections 7 and 8] the authors proved weighted Lp,q-
estimates and the solvability for divergence type higher order parabolic systems
(1.1) when the leading coefficients are measurable in one spatial direction and have
small BMO semi norms in the other variables including the time variable (partially
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BMO). They also proved weighted Lp,q-estimates for non-divergence type higher
order systems with BMOx coefficients in the whole space and on half spaces. See
also [18] for weighted Lp,q-estimates of non-divergence type higher order parabolic
systems with time independent VMO coefficients in the whole space.
Main results in this paper as well as those in [14, Sections 7 and 8] can be viewed
as a series of weighted estimates and the solvability for (higher order) elliptic and
parabolic systems with irregular coefficients. However, on establishing weighted
Lp-estimates (unmixed norm), the arguments are different. In [14], the proof relies
on mean oscillation estimates combined with the Fefferman-Stein sharp function
theorem. This argument was given by Krylov [21] for the Lp theory of both diver-
gence and non-divergence elliptic and parabolic equations with VMOx coefficients.
In this paper, we adapt the idea in Caffarelli-Peral [8], which is based on a level
set argument together with the measure theory on a “crawling of ink spots” lemma
originally due to Safonov and Krylov [24]. This argument is also used in [11] for
higher order systems with partially BMO coefficients in Reifenberg flat domains.
To establish weighted Lp-estimates for p ∈ (1,∞), we refine the measure theory to
spaces of homogeneous type with weighted measures. Moreover, we generalize the
level set estimates from [11], roughly speaking, to control the weighted measure of
level sets of |Dαu| by those of M(|fα|
q)1/q with not only q = 2 but also for any
q ∈ (1,∞). Here, M is the Hardy-Littlewood maximal function operator. This
type of level set estimate with q = 2 was used, for instance, in [5, 6] to obtain
weighted Lp-estimates for divergence type second order systems. A noteworthy dif-
ference is that in this paper, Lp-estimates are established with Ap weights, whereas
in [5, 6] Lp-estimates are obtained with Ap/2 weights, the collection of which is
strictly smaller than Ap.
Using aforementioned weighted Lp-estimates (unmixed norm), we prove weighted
Lp,q-estimates (1.2) (mixed norm) for the systems. The key ingredient is a refined
version of Rubio de Francia extrapolation theorem used in [14]. We remark that
such a refinement of the well-known extrapolation theorem (see, for instance, [9]) is
necessary in our setting where the coefficients and the boundaries are very rough.
For more discussion, see the paragraph above Theorem 7.2 in this paper. One can
find in [18, 16] the well-known version of the extrapolation theorem employed to
obtain Lp,q-estimates. We also refer the reader to [22, 12, 26, 15] and references
therein for more information about mixed-norm estimates with or without weights.
For the solvability of the systems in weighted Sobolev spaces, we adapt the idea in
[14, Section 8], where a priori weighted estimates and the solvability in unweighted
Sobolev spaces are used for the existence of solutions to the corresponding systems.
From the results on parabolic systems, we immediately obtain the corresponding
results for higher order elliptic systems in divergence form with BMO coefficients.
The remainder of this paper is organized as follows. Section 2 contains some
notation and definitions. In Section 3, we state our main theorems including the
results of higher order elliptic systems. In Section 4, we present some auxiliary
results, while in Section 5, we establish interior and boundary estimates for deriva-
tives of solutions. Section 6 is devoted to the level set argument, and based on the
results in Sections 4-6, we provide the proofs of the main theorems in Section 7. In
the appendix, we provide the proofs of some technical lemmas.
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2. Preliminaries
2.1. Basic notation. We useX = (t, x) to denote a point inRd+1; x = (x1, . . . , xd)
is a point in Rd. We also write Y = (s, y) and X0 = (t0, x0), etc. Let R
d
+ = {x ∈
Rd : x1 > 0} and R
d+1
+ = R × R
d
+. We use Ω to denote an open set in R
d and
ΩT = (−∞, T )× Ω. We use the following notion for cylinders in Rd+1:
Qr(X) = (t− r
2m, t)×Br(x),
Q+r (X) = Qr(X) ∩ R
d+1
+ ,
Br(X) = (t− r
2m, t+ r2m)×Br(x),
where Br(x) is the usual Euclidean ball of radius r centered at x ∈ Rd. Here, if we
define the parabolic distance between the points X and Y in Rd+1 as
ρ(X,Y ) = max
{
|x− y|, |t− s|
1
2m
}
, (2.1)
then
Br(X) = {Y ∈ R
d+1 : ρ(X,Y ) < r},
that is, Br(X) is an open ball in R
d+1 equipped with the parabolic distance ρ. We
abbreviate Qr = Qr(0) and Br = Br(0), etc. For a function f on Q, we use (f)Q
to denote the average of f in Q, that is,
(f)Q =
1
|Q|
∫
Q
f = –
∫
Q
f.
2.2. Weights on a space of homogeneous type. Let X be a set. A nonnegative
symmetric function ρ on X×X is called a quasi-metric on X if there exists a positive
constant K1 such that
ρ(x, x) = 0 and ρ(x, y) ≤ K1 (ρ(x, z) + ρ(z, y))
for any x, y, z ∈ X . We denote balls in X by
BXr (x) = {y ∈ X : ρ(x, y) < r}, ∀x ∈ X , ∀r > 0. (2.2)
We say that (X , ρ, µ) is a space of homogeneous type if ρ is a quasi-metric on X , µ
is a Borel measure defined on a σ-algebra on X which contains all the balls in X ,
and the following doubling property holds: there exists a constant K2 such that for
any x ∈ X and r > 0,
0 < µ(BX2r(x)) ≤ K2µ(B
X
r (x)) <∞.
Without loss of generality, we assume that balls BXr (x) are open in X .
For any p ∈ (1,∞) and a space of homogeneous type (X , ρ, µ), the space Ap(X )
denotes the set of all nonnegative functions w(x) on X such that
[w]Ap := sup
x∈X
r>0
(
–
∫
BXr (x)
w dµ
)(
–
∫
BXr (x)
w−
1
p−1 dµ
)p−1
<∞.
One can easily check that [w]Ap ≥ 1 for all w ∈ Ap(X ) and [w]Ap = 1 when w ≡ 1.
We denote
w(E) =
∫
E
w dµ.
Throughout this paper, whenever X is said to be a space of homogeneous type
in Rk for some positive integer k, we mean the triple (X , ρ, µ), where X is an open
set in Rk, the metric ρ is the usual Euclidean distance, and µ is the Lebesgue
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measure in Rk. If X is assumed to be a space of homogeneous type in R × Rk
(or Rk+1), then X is an open set in Rk+1, the metric ρ is the parabolic distance
defined in (2.1), and µ is the Lebesgue measure in Rk+1. Thus, for example, when
we consider weights of the type w(t, x) = w1(x
′)w2(t, x
′′) in the mixed norm case
for parabolic equations/systems, where w1 is a weight on a space of homogeneous
type X1 ⊂ Rd1 and w2 is a weight on a space of homogeneous type X2 ⊂ R ×
Rd2 , d1 + d2 = d, X1 is equipped with the usual Euclidean distance and the d1-
dimensional Lebesgue measure, and X2 is equipped with the parabolic distance ρ
and the (d2 + 1)-dimensional Lebesgue measure.
Since we consider only the Lebesgue measures and the parabolic or Euclidean
distances, the constant K1 is always 1 in our case. However, the doubling constant
K2 may vary depending on the choice of X . For example, the doubling constants of
the whole spaces Rd and Rd+1 are 2d and 2d+2m, respectively. When X ⊂ Rd+1 and
there exists a constant ε > 0 such that |Br(X)∩X| ≥ ε|Br(X)| for any X ∈ X and
r > 0, X is a space of homogeneous type with a doubling constantK2 = K2(d,m, ε).
If X = R×Ω, where Ω is a bounded Reifenberg flat domain in Rd, then the doubling
constant of X is determined by d, m, |Ω|, R0, and γ ∈ (0, 1/4), where R0 and γ are
constants in Assumption 3.1; see [14, Remark 7.3]. Moreover, if X is assumed to be
X1×X2, where X1 and X2 are spaces of homogeneous type with doubling constants
K ′2 and K
′′
2 in R
d1 and R × Rd2 , d1 + d2 = d, respectively, then X is a space of
homogeneous type in Rd+1 with a doubling constant K2, where K2 is determined
by K ′2K
′′
2 ; see Lemma 8.3.
2.3. Function spaces. Let p, q ∈ (1,∞), −∞ ≤ S < T ≤ ∞, Ω be an open set in
Rd, and (S, T ) × Ω ⊆ X1 × X2, where X1 and X2 are spaces of homogeneous type
in Rd1 and R× Rd2 , d1 + d2 = d, respectively. Let
w(t, x) = w(t, x′, x′′) = w1(x
′)w2(t, x
′′), x′ ∈ X1, (t, x
′′) ∈ X2,
where w1 ∈ Ap(X1) and w2 ∈ Aq(X2). For such w, we define Lp,q,w((S, T )× Ω) as
the set of all measurable functions u on (S, T )× Ω having a finite norm
‖u‖Lp,q,w((S,T )×Ω)
=
(∫
X2
(∫
X1
|u|pI(S,T )×Ωw1(x
′) dx′
)q/p
w2(t, x
′′) dx′′ dt
)1/q
.
We use
W 1,mp,q,w((S, T )× Ω) = {u : u,Du, . . . , D
mu, ut ∈ Lp,q,w((S, T )× Ω)}
equipped with the norm
‖u‖W 1,mp,q,w((S,T )×Ω) = ‖ut‖Lp,q,w((S,T )×Ω) +
∑
|α|≤m
‖Dαu‖Lp,q,w((S,T )×Ω).
We also set
H
−m
p,q,w((S, T )× Ω) =
f : f = ∑
|α|≤m
Dαfα, fα ∈ Lp,q,w((S, T )× Ω)
 ,
‖f‖
H
−m
p,q,w((S,T )×Ω)
= inf
 ∑
|α|≤m
‖fα‖Lp,q,w((S,T )×Ω) : f =
∑
|α|≤m
Dαfα
 ,
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and
Hmp,q,w((S, T )× Ω)
=
{
u : ut ∈ H
−m
p,q,w((S, T )× Ω), D
αu ∈ Lp,q,w((S, T )× Ω), |α| ≤ m
}
,
‖u‖Hmp,q,w((S,T )×Ω) = ‖ut‖H−mp,q,w((S,T )×Ω) +
∑
|α|≤m
‖Dαu‖Lp,q,w((S,T )×Ω).
We denote by H˚mp,q,w((S, T )×Ω) the closure of C
∞
0 ([S, T ]×Ω) in H
m
p,q,w((S, T )×Ω),
where C∞0 ([S, T ]× Ω) is the set of all infinitely differentiable functions defined on
[S, T ]×Ω with a compact support in [S, T ]×Ω. We abbreviate Lp,q,w((S, T )×Ω)n =
Lp,q,w((S, T )×Ω), Lp,p,w((S, T )×Ω) = Lp,w((S, T )×Ω), and Lp,q,1((S, T )×Ω) =
Lp,q((S, T )× Ω), etc.
For the elliptic case, we assume that Ω ⊂ X1 ×X2, where X1 and X2 are spaces
of homogeneous type in Rd1 and Rd2 , d1 + d2 = d, respectively. Let
w(x) = w1(x
′)w2(x
′′), x′ ∈ X1, x
′′ ∈ X2,
where w1 ∈ Ap(X1) and w2 ∈ Aq(X2). For such w, we define Lp,q,w(Ω) as the set
consisting of all measurable functions u defined on Ω having a finite norm
‖u‖Lp,q,w(Ω) =
(∫
X2
(∫
X1
|u|pIΩw1(x
′) dx′
)q/p
w2(x
′′) dx′′
)1/q
.
We also set
Wmp,q,w(Ω) = {u : D
αu ∈ Lp,q,w(Ω), |α| ≤ m} ,
‖u‖Wmp,q,w(Ω) =
∑
|α|≤m
‖Dαu‖Lp,q,w(Ω).
We denote by W˚mp,q,w(Ω) the closure of C
∞
0 (Ω) in W
m
p,q,w(Ω).
3. Main results
Throughout this section, we assume that the coefficients of L are bounded:∣∣Aαβij ∣∣ ≤
{
δ−1 if |α| = |β| = m,
K if |α| < m or |β| < m,
(3.1)
and the leading coefficients satisfy the Legendre-Hadamard ellipticity condition:
ℜ
 ∑
|α|=|β|=m
n∑
i,j=1
Aαβij (X)ξ
αξβηiηj
 ≥ δ|ξ|2m|η|2 (3.2)
for any X ∈ Rd+1, ξ ∈ Rd, and η ∈ Cn. Here, we use the notation ℜ(f) to denote
the real part of f .
To state our regularity assumption on the leading coefficients, we introduce the
following notation. For a function g = (g1, . . . , gn)tr on Rd+1, we define the mean
oscillation of g in QR(X0) with respect to x as
(g)x,♯R (X0) = –
∫
QR(X0)
∣∣g(s, y)− –∫
BR(x0)
g(s, z) dz
∣∣ dy ds.
Assumption 3.1 (γ). There exists R0 ∈ (0, 1] such that the following hold.
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(i) For any X0 = (t0, x0) ∈ R× Ω and R ∈ (0, R0] such that either BR(x0) ⊂ Ω
or x0 ∈ ∂Ω, we have ∑
|α|=|β|=m
(Aαβ)x,♯R (X0) ≤ γ.
(ii) For any X0 = (t0, x0) ∈ R× ∂Ω and R ∈ (0, R0], there is a spatial coordinate
system depending on x0 and R such that in this new coordinate system, we
have
{y : x01 + γR < y1} ∩BR(x0) ⊂ ΩR(x0) ⊂ {y : x01 − γR < y1} ∩BR(x0),
where x01 is the first coordinate of x0 in the new coordinate system.
The main results of the paper read as follows. We note that our results hold
for both bounded and unbounded domains Ω ⊆ Rd, and that if Ω = Rd, then
Assumption 3.1 (γ) is understood as Assumption 3.1 (γ) (i).
Theorem 3.2. Let T ∈ (−∞,∞], Ω be a domain in Rd, and ΩT ⊆ X , where X is
a space of homogeneous type in Rd+1 with a doubling constant K2. Let p ∈ (1,∞),
K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Then there exist constants
γ = γ(d,m, n, δ, p,K0,K2) ∈ (0, 1/6),
λ0 = λ0(d,m, n, δ, p,K0,K2, R0,K) > 0
such that, under Assumption 3.1 (γ), for u ∈ H˚mp,w(ΩT ) satisfying
ut + (−1)
mLu + λu =
∑
|α|≤m
Dαfα in ΩT , (3.3)
where λ ≥ λ0 and fα ∈ Lp,w(ΩT ), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,w(ΩT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp,w(ΩT ), (3.4)
where N = N(d,m, n, δ, p,K0,K2). Moreover, for λ ≥ λ0 and fα ∈ Lp,w(ΩT ),
there exists a unique u ∈ H˚mp,w(ΩT ) satisfying (3.3).
The next result is weighted Lp,q-estimates (mixed norms) for parabolic systems.
Theorem 3.3. Let T ∈ (−∞,∞], Ω be a domain in Rd, and ΩT ⊆ X1×X2, where
X1 and X2 are spaces of homogeneous type with doubling constants K ′2 and K
′′
2 in
Rd1 and R× Rd2 , d1 + d2 = d, respectively. Let p, q ∈ (1,∞), K0 ≥ 1, and
w(t, x) = w1(x
′)w2(t, x
′′), x′ ∈ X1, (t, x
′′) ∈ X2,
where w1 ∈ Ap(X1) with [w1]Ap ≤ K0 and w2 ∈ Aq(X2) with [w2]Aq ≤ K0. Then
there exist constants
γ = γ(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 ) ∈ (0, 1/6),
λ0 = λ0(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 , R0,K) > 0,
such that, under Assumption 3.1 (γ), for u ∈ H˚mp,q,w(ΩT ) satisfying
ut + (−1)
mLu + λu =
∑
|α|≤m
Dαfα in ΩT , (3.5)
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where λ ≥ λ0 and fα ∈ Lp,q,w(ΩT ), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,q,w(ΩT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp,q,w(ΩT ), (3.6)
where N = N(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 , d1, d2). Moreover, for λ ≥ λ0 and fα ∈
Lp,q,w(ΩT ), there exists a unique u ∈ H˚mp,q,w(ΩT ) satisfying (3.5).
If unmixed norms are considered, the elliptic case as in the theorem below is
covered by [11]. Here, we present the mixed norm case for elliptic systems, which
follows easily from Theorem 3.3 and a standard argument in the proof of [10,
Theorem 2.6].
Theorem 3.4. Let Ω be a domain in Rd and Ω ⊆ X1 × X2, where X1 and X2 are
spaces of homogeneous type with doubling constants K ′2 and K
′′
2 in R
d1 and Rd2 ,
d1 + d2 = d, respectively. Let p, q ∈ (1,∞), K0 ≥ 1, and
w(x) = w1(x
′)w2(x
′′), x′ ∈ X1, x
′′ ∈ X2,
where w1 ∈ Ap(X1) with [w1]Ap ≤ K0 and w2 ∈ Aq(X2) with [w2]Aq ≤ K0. Then
there exist constants
γ = γ(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 ) ∈ (0, 1/6),
λ0 = λ0(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 , R0,K) > 0,
such that, under Assumption 3.1 (γ), for u ∈ W˚mp,q,w(Ω) satisfying
(−1)mLu+ λu =
∑
|α|≤m
Dαfα in Ω, (3.7)
where λ ≥ λ0 and fα ∈ Lp,q,w(Ω), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,q,w(Ω) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp,q,w(Ω),
where N = N(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 , d1, d2). Moreover, for λ ≥ λ0 and fα ∈
Lp,q,w(Ω), there exists a unique u ∈ W˚mp,q,w(Ω) satisfying (3.7).
4. Some auxiliary results
The results in this section can be found, for instance, in [25, 17]. Here, we present
those results in a form convenient for later use along with some of their proofs. In
particular, we specify the parameters on which the constants N and µ in the results
below depend. For example, we assume that [w]Ap ≤ K0, K0 ≥ 1, and show that
the constants N in the inequalities depend on K0 rather than [w]Aq .
In this section, we assume that X is a space of homogeneous type in Rd+1 (resp.
Rd) with the distance ρ in (2.1) (resp. the usual Euclidean distance), the Lebesgue
measure, and a doubling constant K2. In the case that X ⊂ Rd+1, as we recall,
BXr (X) is a ball in X defined by
BXr (X) = {Y ∈ X : ρ(X,Y ) < r}.
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Lemma 4.1 (Reverse Ho¨lder’s inequality). Let p ∈ (1,∞), K0 ≥ 1, w ∈ Ap(X ),
and [w]Ap ≤ K0. Then there exist constants µ0 > 1 and N > 0, depending only on
p, K0, and K2, such that(
–
∫
BXr (X)
wµ0 dY
) 1
µ0
≤ N –
∫
BXr (X)
w dY
for any X ∈ X and r > 0.
Proof. See [17, Theorem 7.3.3] or [25, Theorem 3, p. 212]. 
Lemma 4.2. Let p ∈ (1,∞), K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Then there
exist constants p0 ∈ (1, p) and N > 0, depending only on p, K0, and K2, such that
w ∈ Ap0(X ) and(
–
∫
BXr (X)
w−
1
p0−1 dY
)p0−1
≤ N
(
–
∫
BXr (X)
w−
1
p−1 dY
)p−1
(4.1)
for any X ∈ X and r > 0.
Proof. Let p′ = pp−1 . Since w ∈ Ap(X ), we obtain that v = w
− 1p−1 ∈ Ap′(X ).
Indeed, for any X ∈ X and r > 0, we have
(
–
∫
BXr (X)
v dY
)(
–
∫
BXr (X)
v
− 1
p′−1 dY
)p′−1
=
(
–
∫
BXr (X)
w−
1
p−1 dY
)(
–
∫
BXr (X)
w dY
) 1
p−1
≤ [w]
1
p−1
Ap
≤ K
1
p−1
0 .
Therefore, by Lemma 4.1, we have
(
–
∫
BXr (X)
vµ0 dY
) 1
µ0
≤ N –
∫
BXr (X)
v dY,
where (N,µ0) = (N,µ0)(p,K0,K2). By taking p0 =
p−1
µ0
+ 1 ∈ (1, p) in the above
inequality, we obtain (4.1). 
Lemma 4.3. Let p ∈ (1,∞), K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Then there
exist constants µ1 ∈ (0, 1) and N1 > 0, depending only on p, K0, and K2, such that
for any measurable set E ⊂ X , we have
1
K0
(
|E ∩ BXr (X)|
|BXr (X)|
)p
≤
w(E ∩ BXr (X))
w(BXr (X))
≤ N1
(
|E ∩ BXr (X)|
|BXr (X)|
)µ1
for any X ∈ X and r > 0.
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Proof. From Ho¨lder’s inequality and the definition of Ap, it follows that
|E ∩ BXr (X)| =
∫
E∩BXr (X)
w
1
pw−
1
p dY
≤ w(E ∩ BXr (X))
1
p
(
–
∫
BXr (X)
w−
1
p−1 dY
) p−1
p
|BXr (X)|
p−1
p
≤ [w]
1
p
Ap
w(E ∩ BXr (X))
1
p
(
–
∫
BXr (X)
w dY
)− 1p
|BXr (X)|
p−1
p
= [w]
1
p
Ap
(
w(E ∩ BXr (X))
w(BXr (X))
) 1
p
|BXr (X)|,
which gives the first inequality. For the second inequality, we observe that Ho¨lder’s
inequality and Lemma 4.1 imply that
w(E ∩ BXr (X)) ≤ |E ∩ B
X
r (X)|
µ0−1
µ0 |BXr (X)|
1
µ0
(
–
∫
BXr (X)
wµ0 dY
) 1
µ0
≤ N |E ∩ BXr (X)|
µ0−1
µ0 |BXr (X)|
1
µ0
(
–
∫
BXr (X)
w dY
)
= N
(
|E ∩ BXr (X)|
|BXr (X)|
)µ0−1
µ0
w(BXr (X)),
where (N,µ0) = (N,µ0)(p,K0,K2). The lemma is proved. 
The following Hardy-Littlewood maximal function theorem with Ap weights was
obtained in [1]. Below, we denote the maximal function of f defined on X by
Mf(X) = sup
Z∈X ,r>0
X∈BXr (Z)
–
∫
BXr (Z)
|f(Y )| dY. (4.2)
Theorem 4.4. Let p ∈ (1,∞), K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Then for
any f ∈ Lp,w(X ), we have
‖Mf‖Lp,w(X ) ≤ N‖f‖Lp,w(X ),
where N = N(p,K0,K2) > 0.
5. Interior and boundary estimates
In this section, we denote
L0u =
∑
|α|=|β|=m
Dα
(
Aαβ0 D
βu
)
,
where Aαβ0 = A
αβ
0 (t) satisfy (3.1) and (3.2).
In the lemma below, we provide L∞-estimates not only for a weak solution
u but also for its derivatives Dmu. In fact, the results in the lemma is proved
by the standard iteration argument along with the Sobolev embedding theorem
and the known Lp-estimates for systems. Precisely, since the coefficients A
αβ
0 are
independent of the spatial variables, we view the operator L0 as a non-divergence
type operator and use the Lp-estimates for non-divergence type systems proved in
[13]. The proof is mostly standard, so we only describe the major steps.
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For a given constant λ ≥ 0 and functions u and fα, |α| ≤ m, we write
U =
(
λ
1
2−
|α|
2mDαu
)
|α|≤m
and F =
(
λ
|α|
2m−
1
2fα
)
|α|≤m
, (5.1)
where fα ≡ 0 for |α| < m whenever λ = 0.
Lemma 5.1. Let λ ≥ 0 and q ∈ (1,∞).
(a) If u ∈ C∞loc((−∞, 0]× R
d) satisfies
ut + (−1)
mL0u+ λu = 0 in Q2,
then we have
‖U‖L∞(Q1) ≤ N‖U‖Lq(Q2), (5.2)
where N = N(d,m, n, δ, q).
(b) If u ∈ C∞loc((−∞, 0]× R
d
+) satisfies{
ut + (−1)
mL0u+ λu = 0 in Q
+
2 ,
|u| = · · · = |Dm−11 u| = 0 on Q2 ∩ {X ∈ R
d+1 : x1 = 0},
then we have
‖U‖L∞(Q+1 )
≤ N‖U‖Lq(Q+2 )
,
where N = N(d,m, n, δ, q).
Proof. We first prove the assertion (a) with λ = 0. As mentioned above, owing to
the coefficients being independent of the spatial variables, u ∈ C∞loc((−∞, 0]× R
d)
satisfies the following non-divergence type system
ut + (−1)
m
∑
|α|=|β|=m
Aαβ0 D
αDβu = 0 in Q2. (5.3)
By the Lp-estimate for non-divergence type systems in [13, Theorem 2] and the
localization argument as in the proof of [13, Lemma 1], we obtain
‖u‖W 1,2mp (Qr) ≤ N‖u‖Lp(QR)
for any p ∈ (1,∞) and 1 ≤ r < R ≤ 2, where N = N(d,m, n, δ, p, r, R). From the
above inequality, the standard iteration argument, and Sobolev embedding type
results (see Lemmas 8.1 and 8.2), we have
‖u‖L∞(Q1) ≤ N‖u‖W 1,2mq1 (Q1)
≤ N‖u‖Lq(Q2), (5.4)
where q1 ∈ [q,∞) is sufficiently large so that 2m > (d + 2m)/q1 (see Lemma 8.1).
Since Dmu also satisfies (5.3), we obtain (5.4) with Dmu in place of u, which is
(5.2) with λ = 0.
Now we prove the assertion (b) for λ = 0. We repeat the above argument by
using Lp-estimates for systems defined on a half space with the Dirichlet boundary
condition. Precisely, using [13, Theorem 4] instead of [13, Theorem 2], we arrive at
‖Dmu‖L∞(Q+1 )
≤ N‖u‖W 1,2mq1 (Q
+
1 )
≤ N‖u‖Lq(Q+2 )
, (5.5)
where q1 ∈ [q,∞) and m > (d + 2m)/q1 (again, see Lemma 8.1). Then, one can
bound the last term in (5.5) by N‖Dmu‖Lq(Q+2 )
by repeatedly using the Poincare´
inequality (see, for instance, [23, Theorem 10.2.5]), i.e., for u ∈W 1p (B
+
1 ), we have∫
B+1
|u(x)|p dx =
∫
B1
|u¯(x)|p dx =
1
2|B1|
∫
B1
∫
B1\B
+
1
|u¯(x) − u¯(y)|p dy dx
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≤
1
2|B1|
∫
B1
∫
B1
|u¯(x)− u¯(y)|p dy dx ≤ 2d
∫
B1
|∇u¯(x)|p dx,
where u¯ ∈ W 1p (B1) is an extension of u to B1 so that u ≡ 0 on B1 \B
+
1 .
For a general λ > 0, we only prove (a). The other case is entirely analogous. We
use an idea by S. Agmon. Let η = ηλ(τ) be a smooth function on R defined by
η(τ) = cos(λ
1
2m τ) + sin(λ
1
2m τ).
Note that
(−1)mD2mτ η = λη and |D
j
τη(0)| = λ
j
2m , ∀j = 0, 1, . . . .
By setting
uˆ(t, x, τ) = u(t, x)η(τ) and Q̂r = (−r
2m, 0)× {(x, τ) ∈ Rd+1 : |(x, τ)| < r},
we see that uˆ satisfies
uˆt + (−1)
mL0uˆ+ (−1)
mD2mτ uˆ = 0 in Q̂2.
By applying the result for λ = 0 to uˆ, we obtain
‖Dmx u‖L∞(Q1) ≤ ‖D
m
(x,τ)uˆ‖L∞(Q̂1) ≤ N‖D
m
(x,τ)uˆ‖Lq(Q̂2). (5.6)
We also obtain from (5.4) that
‖u‖L∞(Q1) ≤ ‖uˆ‖L∞(Q̂1) ≤ N‖uˆ‖Lq(Q̂2) ≤ N‖u‖Lq(Q2). (5.7)
Notice that Dm(x,τ)uˆ is a linear combination of
λ
1
2−
k
2m cos(λ
1
2m τ)Dkxu and λ
1
2−
k
2m sin(λ
1
2m τ)Dkxu, k = 0, 1, . . . ,m.
Therefore, by combining (5.6) and (5.7), and then, using the interpolation inequal-
ities, we conclude (5.2). 
In the following lemma, we consider the operator L without lower order terms,
i.e.,
Lu =
∑
|α|=|β|=m
Dα(AαβDβu).
Lemma 5.2. Let T ∈ [0,∞], λ ≥ 0, q ∈ (1,∞), ν ∈ (1,∞), ν′ = ν/(ν − 1), and Ω
be a domain in Rd. Assume u ∈ C∞0 ((−∞, T ]× Ω) satisfies
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in ΩT , (5.8)
where fα ∈ Lq,loc((−∞, T ]× Ω), |α| ≤ m.
(a) Suppose that Assumption 3.1 (γ) (i) holds at 0 ∈ Ω with γ > 0. Then for R
such that 0 < R ≤ min(R0, dist(0, ∂Ω)), u admits a decomposition
u = v +w in QR
satisfying
(|W |q)
1
q
QR
≤ Nγ
1
qν′ (|U |qν)
1
qν
QR
+N(|F |q)
1
q
QR
, (5.9)
‖V ‖L∞(QR/4) ≤ Nγ
1
qν′ (|U |qν)
1
qν
QR
+N(|F |q)
1
q
QR
+N(|U |q)
1
q
QR
. (5.10)
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(b) Suppose that Assumption 3.1 (γ) holds at 0 ∈ ∂Ω with γ ∈
(
0, 16
)
. Then for
R ∈ (0, R0], u admits a decomposition
u = v +w in CR := QR ∩ΩT
satisfying
(|W |q)
1
q
CR
≤ Nγ
1
qν′ (|U |qν)
1
qν
CR
+N(|F |q)
1
q
CR
, (5.11)
‖V ‖L∞(CR/6) ≤ Nγ
1
qν′ (|U |qν)
1
qν
CR
+N(|F |q)
1
q
CR
+N(U q)
1
q
CR
. (5.12)
Here, the constant N depends on d, m, n, δ, ν, and q, and V and W are defined
in the same way as U in (5.1) with u replaced by v and w, respectively.
Proof. The proof is an adaptation of that of [11, Lemma 8.3]. We may assume that
Aαβ and fα are infinitely differentiable. If not, we take the standard mollifications
and prove the estimates for the mollifications. Then we can pass to the limit because
the constants N in the estimates are independent of the regularity of Aαβ and fα.
We further assume λ > 0. Otherwise, we add the term εu, ε > 0, to both sides of
(5.8) and obtain the estimates for the modified system. Then we let ε→ 0+.
To prove the assertion (a), we define
L0u =
∑
|α|=|β|=m
Dα(Aαβ0 D
βu),
where
Aαβ0 (t) = –
∫
BR
Aαβ(t, y) dy.
Let ϕ be a smooth function on Rd+1 satisfying
0 ≤ ϕ ≤ 1, suppϕ ⊂ BR, and ϕ ≡ 1 on QR/2.
By [13, Theorem 1], there exists a unique w ∈ Hmq (R
d
0) satisfying
wt + (−1)
mL0w + λw
= (−1)m
∑
|α|=|β|=m
Dα
(
ϕ(Aαβ0 −A
αβ)Dβu
)
+
∑
|α|≤m
Dα(ϕfα)
in Rd0, where as we recall R
d
0 = (−∞, 0)× R
d, and
‖W‖Lq(Rd0) ≤ N
∑
|α|=|β|=m
‖(Aαβ0 −A
αβ)Dβu‖Lq(QR)
+N
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα‖Lq(QR),
whereN = N(d,m, n, δ, q). This together with Ho¨lder’s inequality gives (5.9). Since
all functions and coefficients involved are infinitely differentiable, by the classical
parabolic theory, w is infinitely differentiable. Therefore, the function v = u −w
is also infinitely differentiable, and it satisfies
vt + (−1)
mL0v + λv = 0 in QR/2.
By Lemma 5.1 (a) with scaling, we obtain
‖V ‖L∞(QR/4) ≤ N(|V |
q)
1
q
QR
≤ N(|U |q)
1
q
QR
+N(|W |q)
1
q
QR
.
Thus, we obtain (5.10) by using the above inequality and (5.9).
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Next, we prove the assertion (b). Without loss of generality, we may assume that
Assumption 3.1 (γ) holds at 0 in the original (t, x)-coordinates. Define L0 and ϕ
as above. Consider a smooth function χ = χR defined on R such that
χ(x1) ≡ 0 for x1 ≤ γR, χ(x1) ≡ 1 for x1 ≥ 2γR,
|Dkχ| ≤ N(γR)−k for k = 1, . . . ,m.
Then, uˆ(X) = χ(x1)u(X) along with all its derivatives vanishes on QR∩{x1 ≤ γR}
and satisfies in Qγ+R := QR ∩ {x1 > γR},
uˆt + (−1)
mL0uˆ+ λuˆ = (−1)
m
∑
|α|=|β|=m
Dα
((
Aαβ0 −A
αβ)Dβu
)
+
∑
|α|≤m
χDαfα + (−1)
mg + (−1)mh,
where we set
g = L0((χ− 1)u) and h = (1− χ)Lu.
Let wˆ be the unique H˚mq ((−∞, T ) × {x : x1 > γR}) solution of the problem (see
[13, Theorem 3]):
wˆt + (−1)
mL0wˆ + λwˆ = (−1)
m
∑
|α|=|β|=m
Dα
(
ϕ(Aαβ0 −A
αβ)Dβu
)
+
∑
|α|≤m
χDα(ϕfα) + (−1)
mgˆ + (−1)mhˆ
in (−∞, T )× {x : x1 > γR}, where
gˆ =
∑
|α|=|β|=m
Dα
(
Aαβ0 ϕD
β((χ− 1)u)
)
,
hˆ = (1− χ)
∑
|α|=|β|=m
Dα(AαβϕDβu).
By using the argument as in [14, Lemma A.1], we obtain
m∑
k=0
λ
1
2−
k
2m
(
IQγ+R
|Dkwˆ|q
) 1
q
CR
≤ Nγ
1
qν′ (|U |qν)
1
qν
CR
+N(|F |q)
1
q
CR
. (5.13)
We extend wˆ to be zero in CR \Q
γ+
R , so that wˆ ∈ H
m
q (CR). Set
w = wˆ + (1− χ)u and v = u−w.
Then similar to (7.19) in [11], we deduce (5.11) from (5.13). Moreover, we find that
v ≡ 0 in CR \Q
γ+
R and v satisfies{
vt + (−1)
mL0v + λv = 0 in QR/2 ∩ {x1 > γR},
|v| = · · · = |Dm−11 v| = 0 on QR/2 ∩ {x1 = γR}.
We write X0 = (0, x0) ∈ Rd+1, where x0 = (γR, 0, . . . , 0) ∈ Rd. Then we have
(QR/6 ∩ {x1 > γR}) ⊂ (QR/6(X0) ∩ {x1 > γR})
⊂ (QR/3(X0) ∩ {x1 > γR}) ⊂ (QR/2 ∩ {x1 > γR}).
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Therefore, by applying Lemma 5.1 (b) with scaling, we obtain
‖V ‖L∞(CR/6) = ‖V ‖L∞(QR/6∩{x1>γR})
≤ ‖V ‖L∞(QR/6(X0)∩{x1>γR})
≤ N(|V |q)
1/q
QR/3(X0)∩{x1>γR}
≤ N(|V |q)
1/q
CR/2
,
which together with (5.11) gives (5.12). 
6. Level set argument
In this section, we consider the operator L without lower order terms, i.e.,
Lu =
∑
|α|=|β|=m
Dα(AαβDβu).
We denote
Cr(X) = Qr(X) ∩ ΩT . (6.1)
If X is a space of homogeneous type in Rd+1, then since X is open in Rd+1 and we
use the parabolic distance, we see that
BXr (X) = Br(X) ∩ X ,
where, as we recall, BXr (X) is a ball in X defined in (2.2).
For a function f on X , we define its maximal function Mf by (4.2). We also
denote for s > 0, ν ∈ (1,∞), ν′ = ν/(ν − 1), and q ∈ (1,∞) that
E1(s) = {X ∈ ΩT : |U |(X) > s},
E2(s) =
{
X ∈ ΩT : γ
− 1
qν′ (M(IΩT |F |
q)(X))
1
q + (M(IΩT |U |
qν)(X))
1
qν > s
}
,
(6.2)
where U and F are as in (5.1).
Lemma 6.1. Let T ∈ (−∞,∞], ν ∈ (1,∞), ν′ = ν/(ν − 1), Ω be a domain in
Rd, and ΩT ⊆ X , where X is a space of homogeneous type in Rd+1 with a doubling
constant K2. Let p0, q ∈ (1,∞), Kˆ0 ≥ 1, w ∈ Ap0(X ), and [w]Ap0 ≤ Kˆ0. Suppose
that Assumption 3.1 (γ) holds with γ ∈
(
0, 16
)
, and u ∈ C∞0 ((−∞, T ]×Ω) satisfies
ut + (−1)
mLu + λu =
∑
|α|≤m
Dαfα in ΩT ,
where λ > 0 and fα ∈ Lq,loc((−∞, T ]× Ω), |α| ≤ m. Then there exists a constant
κ = κ(d,m, n, δ, ν, q) > 1 such that the following holds: for X ∈ (−∞, T ] × Ω,
R ∈ (0, R0], and s > 0, if
N1γ
µ1
ν′ ≤
w
(
BXR/64(X) ∩ E1(κs)
)
w
(
BXR/64(X)
) ,
where (N1, µ1) = (N1, µ1)(p0, Kˆ0,K2) are from Lemma 4.3, then we have
CR/64(X) ⊂ E2(s). (6.3)
Proof. Let X = (t, x) ∈ (−∞, T ] × Ω, R ∈ (0, R0], and s > 0. Owing to Lemma
4.3, we have
w
(
BXR/64(X) ∩ E1(κs)
)
w
(
BXR/64(X)
) ≤ N1
(
|BXR/64(X) ∩ E1(κs)|
|BXR/64(X)|
)µ1
.
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Therefore, it suffices to claim that (6.3) holds, provided that
γ
1
ν′ <
|BXR/64(X) ∩ E1(κs)|
|BXR/64(X)|
. (6.4)
By dividing u and fα by s, we may assume s = 1. We prove the claim by contra-
diction. Suppose that
γ
− 1
qν′ (M(IΩT |F |
q)(Z))
1
q + (M(IΩT |U |
qν)(Z))
1
qν ≤ 1
for some Z ∈ CR/64(X). Set
T ∗ = min
(
t+ (R/64)2m, T
)
and X∗ = (T ∗, x) ∈ (−∞, T ]× Ω.
If dist(x, ∂Ω) ≥ R/8, we have
Z ∈ CR/64(X) ⊂ QR/32(X
∗) ⊂ QR/8(X
∗) ⊂ ΩT .
By Lemma 5.2 (a), u admits a decomposition u = v + w in QR/8(X
∗) with the
estimates
(|W |q)QR/8(X∗) ≤ N2γ
1
ν′ and ‖V ‖L∞(QR/32(X∗)) ≤ N2,
where N2 = N2(d,m, n, δ, ν, q). From this together with Chebyshev’s inequality, it
follows that
|BXR/64(X) ∩ E1(κ)| ≤ {Y ∈ QR/32(X
∗) : |U |(Y ) > κ}
≤ {Y ∈ QR/32(X
∗) : |W |(Y ) > κ−N2}
≤
∫
QR/32(X∗)
∣∣∣∣ Wκ−N2
∣∣∣∣q dY ≤ N2γ 1ν′ |QR/8(X∗)||κ−N2|q .
≤
N ′2γ
1
ν′ |BXR/64(X)|
|κ−N2|q
, (6.5)
where N ′2 = N
′
2(d,m, n, δ, ν, q) and the last inequality is due to
|QR/8(X
∗)| ≤ N(d)|QR/64(X)| ≤ N(d)|B
X
R/64(X)|.
The estimate (6.5) contradicts with (6.4) if we choose a sufficiently large κ.
On the other hand, if dist(x, ∂Ω) < R/8, we take x0 ∈ ∂Ω such that dist(x, ∂Ω) =
|x− x0|. Note that
Z ∈ CR/64(X) ⊂ CR/6(X
∗
0 ) ⊂ CR(X
∗
0 ), X
∗
0 = (T
∗, x0).
By Lemma 5.2 (b), u admits a decomposition u = v + w in CR(X∗0 ) with the
estimates
(|W |q)CR(X∗0 ) ≤ N3γ
1
ν′ and ‖V ‖L∞(CR/6(X∗0 ) ≤ N3,
where N3 = N3(d,m, n, δ, ν, q). Therefore, we obtain
|BXR/64(X) ∩ E1(κ)| ≤ {Y ∈ CR/6(X
∗
0 ) : |U |(Y ) > κ}
≤ {Y ∈ CR/6(X
∗
0 ) : |W |(Y ) > κ−N3}
≤
∫
CR/6(X
∗
0 )
∣∣∣∣ Wκ−N3
∣∣∣∣q dY ≤ N3γ 1ν′ |CR(X∗0 )||κ−N3|q . (6.6)
Using the fact that
|Ω ∩Br(y)| ≥ N(d)r
d, ∀y ∈ Ω, ∀r ∈ (0, R0], (6.7)
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we have
|CR(X
∗
0 )| ≤ N(d)R
d+2m ≤ N(d)|BXR/64(X)|.
Thus, from (6.6), we obtain that
|BXR/64(X) ∩ E1(κ)| ≤
N ′3γ
1
ν′ |BXR/64(X)|
|κ−N3|q
,
where N ′3 = N
′
3(d,m, n, δ, ν, q), which contradicts with (6.4) if we choose a suffi-
ciently large κ. Thus, the claim is proved. 
Lemma 6.2. Let T ∈ (−∞,∞], Ω be a domain in Rd, and ΩT ⊆ X , where X is
a space of homogeneous type in Rd+1 with a doubling constant K2. Let p ∈ (1,∞),
K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Then there exists a constant
γ = γ(d,m, n, δ, p,K0,K2) ∈ (0, 1/6)
such that, under Assumption 3.1 (γ), the following holds: if u ∈ C∞0 ((−∞, T ]×Ω)
vanishes outside QγR0(X0), where X0 ∈ R
d+1, and satisfies
u+ (−1)mLu+ λu =
∑
|α|≤m
Dαfα in ΩT ,
where λ > 0 and fα ∈ Lp,w(ΩT ), then we have
‖U‖Lp,w(ΩT ) ≤ N‖F‖Lp,w(ΩT ), (6.8)
where N = N(d,m, n, δ, p,K0,K2).
Proof. By Lemma 4.2, we see that
w ∈ Ap0(X ) and [w]Ap0 ≤ Kˆ0
for some constants p0 ∈ (1, p) and Kˆ0 ≥ 1, depending only on p, K0, and K2. We
denote
q =
1
2
(
1 +
p
p0
)
, ν =
p
p0q
, ν′ =
ν
ν − 1
,
and let (N1, µ1) = (N1, µ1)(p0, Kˆ0,K2) and κ = κ(d,m, n, δ, ν, q) be constants in
Lemma 4.3 and Lemma 6.1, respectively. We recall the notation (6.1) and (6.2),
and we remark that fα ∈ Lq,loc((−∞, T ]×Ω). Indeed, by using Ho¨lder’s inequality
and p0q < p, for any X ∈ X and R > 0 we have∫
BXR (X)
|fα|
qIΩT dX
≤
(∫
BXR (X)
|fα|
p0qIΩTw dX
) 1
p0
(∫
BXR (X)
w
− 1p0−1 dX
)p0−1
p0
≤ N
(∫
BXR (X)
|fα|
pIΩTw dX
) q
p
<∞.
Let γ ∈ (0, 1/6) be a constant satisfying
N1γ
µ1
ν′ < 1.
Since suppu ⊂ QγR0(X0), it suffices to prove the lemma when
suppu ⊂ B2γR0(X0), X0 ∈ (−∞, T ]× Ω.
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We first claim that for any X ∈ ΩT and R ≥ R0/64, we have
w(E1(κs) ∩ B
X
R (X)) < N1γ
µ1
ν′ w(BXR (X)), (6.9)
provided that
s > s0 :=
N2
N1γµ1/ν
′κw(BXR0/3(X0))
1/p0
‖U‖Lp0,w(ΩT ), N2 = N2(K2).
Since suppu ⊂ B2γR0(X0), we only need to consider the case when B
X
R (X) ∩
B2γR0(X0) 6= ∅. In this case, we have
BXR0/3(X0) ⊂ B
X
45R(X),
and thus, by Ho¨lder’s inequality and the doubling property of X , we obtain
w(E1(κs) ∩ B
X
R (X)) ≤
1
κs
∫
BX45R(X)
IΩT |U |w dY
≤
1
κs
w(BX45R(X))
1− 1p0 ‖U‖Lp0,w(ΩT )
≤
N2
κs
w(BXR (X))
w(BXR0/3(X0))
1/p0
‖U‖Lp0,w(ΩT ),
where N2 = N2(K2), which implies (6.9). Therefore, by using (6.9), Lemma 6.1,
and “the crawling of ink spots” lemma due to Safonov-Krylov [24], we have the
following inequality;
w(E1(κs)) ≤ Nγ
µ1
ν′ w(E2(s)), ∀s > s0, (6.10)
where N = N(d,m, p,K0,K2). We provide a detailed proof of (6.10) in Lemma 8.4
in Appendix for the reader’s convenience (also see [6]).
By (6.10), we obtain
‖U‖pLp,w(ΩT ) = p
∫ ∞
0
w(E1(s))s
p−1 ds = pκp
∫ ∞
0
w(E1(κs))s
p−1 ds
≤ N
∫ s0
0
w(E1(κs))s
p−1 ds+Nγ
µ1
ν′
∫ ∞
0
w(E2(s))s
p−1 ds
:= I1 + I2, (6.11)
where N = N(d,m, n, δ, ν, p,K0,K2). Notice from Chebyshev’s inequality that
w(E1(κs)) ≤ (κs)
−p0‖U‖p0Lp0,w(ΩT )
, ∀s > 0.
Using this together with Ho¨lder’s inequality and Lemma 4.3, we have
I1 ≤ N
(∫ s0
0
sp−p0−1 ds
)
‖U‖p0Lp0,w(ΩT )
≤ Nγ
µ1
ν′
(p0−p)
(
w(BX2γR0(X0))
w(BXR0/3(X0))
) p−p0
p0
‖U‖pLp,w(ΩT )
≤ Nγ
µ1
ν′
(p0−p)
(
|BX2γR0(X0)|
|BXR0/3(X0)|
)µ1 p−p0p0
‖U‖pLp,w(ΩT ).
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Therefore, since (use (6.7))
|BX2γR0(X0)|
|BXR0/3(X0)|
≤
|B2γR0(X0)|
|CR0/3(X0)|
≤ Nγd+2m,
we have
I1 ≤ Nγ
µ1(p−p0)
(
d+2m
p0
− 1
ν′
)
‖U‖pLp,w(ΩT ).
To estimate I2, we note that p/q > p/(qν) = p0 and
[w]Ap/q ≤ [w]Ap/(qν) ≤ Kˆ0.
Then by the definition of E2 and Theorem 4.4 with p/q in place of p, we obtain
I2 ≤ Nγ
µ1
ν′
(
γ
− p
qν′
∥∥(M(IΩT |F |q)) 1q ∥∥pLp,w(X ) + ∥∥(M(IΩT |U |qν) 1qν ∥∥pLp,w(X ))
≤ Nγ
1
ν′ (µ1−
p
q )‖F‖pLp,w(ΩT ) +Nγ
µ1
ν′ ‖U‖pLp,w(ΩT ). (6.12)
Finally, by combining (6.11)–(6.12), and then, choosing a sufficiently small γ, we
conclude (6.8). 
7. Proofs of main theorems
We begin with the proof of Theorem 3.2.
Proof of Theorem 3.2 For the a priori estimate, by moving all the lower-order
terms to the right-hand side of the system, we may assume that all the lower order
coefficients Aαβ , |α| + |β| < 2m, are zero. Then we prove the estimate (3.4) using
Lemma 6.2 and the standard partition of unity argument. The details are omitted.
For the solvability in weighted Sobolev spaces H˚mp,w(ΩT ), we use the idea in [14,
Section 8] together with Lemma 7.1 below, where the solvability of the system in
unweighted Sobolev spaces is proved. Because the proof is the same as that of
Theorem 3.3, we omit the details here. 
Lemma 7.1. Let Ω be a domain in Rd, T ∈ (−∞,∞], p1 ∈ (1,∞), and fα ∈
Lp1(ΩT ), |α| ≤ m. Then there exist constants
γ1 = γ1(d,m, n, δ, p1) ∈ (0, 1/4),
λ1 = λ1(d,m, n, δ, p1, R0,K) > 0
such that, under Assumption 3.1 (γ1), for any λ ≥ λ1, there exists a unique u ∈
H˚mp1(ΩT ) satisfying
ut + (−1)
mLu + λu =
∑
|α|≤m
Dαfα in ΩT .
Moreover, u satisfies∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp1(ΩT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp1(ΩT ),
where N = N(d,m, n, δ, p1).
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Proof. Thanks to the a priori estimate in Theorem 3.2 with w ≡ 1 and the method
of continuity, we only need to consider the solvability of the system with simple
coefficients, for instance,
Lu =
∑
|α|=|β|=m
Dα(AαβDβu),
where Aαβ are constant. For this result, we refer to [11, Theorem 8.2], where the
authors proved the solvability of the system with more general coefficients (partially
BMO coefficients). Thus the lemma is proved.
It is worth mentioning that one may prove the solvability of the system by
showing that a unique solution in H˚m2 (ΩT ) is indeed in H˚
m
p1(ΩT ) with p1 > 2
and fα ∈ L2(ΩT ) ∩ Lp1(ΩT ). An ingredient of this reasoning is to use a reverse
Ho¨lder’s inequality together with estimates as in Lemma 5.2 with q = 2 for the
solution in H˚m2 (ΩT ). Then by adapting the level set argument (without weights)
used in Section 6, one can show that the solution in H˚m2 (ΩT ) is in H˚
m
p1(ΩT ). For
p1 ∈ (1, 2), we use the usual duality argument. 
We now turn to the proof of Theorem 3.3. The proof is based on the weighted
Lp-estimates obtained in Theorem 3.2 and the following theorem, which is a refined
version of the extrapolation theorem. The well-known version of the theorem (see,
for instance, [9]) requires the inequality (7.1) to hold for all w ∈ Ap. However, the
theorem below allows us to obtain (7.2) for a given w ∈ Ap by only checking the
inequality (7.1) for a subset (determined by p, q,K0,K2) of Ap. This refinement is
needed because the weighted Lp-estimate (3.4) holds only for w satisfying [w]Ap ≤
K0. See the proof of Theorem 3.3 below.
Theorem 7.2 (Extrapolation theorem). Let X be a space of homogeneous type in
Rd+1 or Rd with a doubling constant K2. Let p, q ∈ (1,∞), K0 ≥ 1, w ∈ Aq(X ),
and [w]Aq ≤ K0. Then there exists a constant K0 = K0(p, q,K0,K2) ≥ 1 such that
if
‖f‖Lp,w˜(X ) ≤ N0‖g‖Lp,w˜(X ) (7.1)
for every w˜ ∈ Ap(X ) satisfying [w˜]Ap ≤ K0, then we have
‖f‖Lq,w(X ) ≤ 4N0‖g‖Lq,w(X ). (7.2)
Proof. See [14, Theorem 2.5]. 
Proof of Theorem 3.3 We first prove the a priori estimate (3.6). Assume u ∈
C∞0 ((−∞, T ]× Ω) satisfies
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in ΩT .
Let w˜2 ∈ Ap(X2) with [w˜2]Ap ≤ K0, where K0 = K0(p, q,K0,K
′′
2 ) ≥ 1 is the
constant in Theorem 7.2. Notice from Lemma 8.3 that X1 × X2 is a space of
homogeneous type in Rd+1 with a doubling constant K2 = K2(K
′
2K
′′
2 ), and
w˜ = w1w˜2 ∈ Ap(X1 ×X2) with [w˜]Ap ≤ K˜0,
where K˜0 = K˜0(p, q,K0,K
′
2,K
′′
2 ). By applying Theorem 3.2, there exist constants
γ = γ(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 ) ∈ (0, 1/6),
λ0 = λ0(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 , R0,K) > 0
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such that, under Assumption 3.1 (γ), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,w˜(ΩT ) ≤ N1
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp,w˜(ΩT ), (7.3)
where λ ≥ λ0 and N1 = N1(d,m, n, δ, p, q,K0,K
′
2,K
′′
2 ). Set
ψ(t, x′′) =
∑
|α|≤m
λ1−
|α|
2m ‖IΩTD
αu(t, ·, x′′)‖Lp,w1(X1),
φ(t, x′′) =
∑
|α|≤m
λ
|α|
2m ‖IΩT fα(t, ·, x
′′)‖Lp,w1(X1).
It follows from (7.3) that
‖ψ‖Lp,w˜2(X2) ≤ N2‖φ‖Lp,w˜2(X2),
where N2 = N2(d,m, n, δ, p, q, d1, d2,K0,K
′
2,K
′′
2 ). Since the above inequality is
satisfied for any w˜2 ∈ Ap(X2) with [w˜2]Ap ≤ K0, by Theorem 7.2, we have
‖ψ‖Lq,w(X2) ≤ 4N2‖φ‖Lq,w(X2),
which gives the estimate (3.6).
For the solvability in H˚mp,q,w(ΩT ) of the system (3.5), we use the argument in
[14, Section 8]. Owing to Lemma 8.5 and the a priori estimate, we may assume
that fα ∈ Lp,q,w(ΩT ) ∩ L∞(ΩT ) with bounded supports. By Lemma 4.1 and the
doubling properties of Xi and wi, there exist µ1 and µ2 depending only on p, q, K0,
K ′2, and K
′′
2 such that
µ1, µ2 > 1,
pµ1
µ1 − 1
=
qµ2
µ2 − 1
=: p1, (7.4)
and for any (x′, x′′) ∈ X1 ×X2 and r > 0,
–
∫
B
X1
2r (x
′)
wµ11 dy
′ ≤ N –
∫
B
X1
r (x′)
wµ11 dy
′,
–
∫
B
X2
2r (x
′′)
wµ22 dy
′′ ≤ N –
∫
B
X2
r (x′′)
wµ22 dy
′′,
(7.5)
where N = N(p, q,K0,K
′
2,K
′′
2 ) > 0. Set γ¯ = min(γ, γ1) and λ¯0 = max(λ0, λ1),
where γ1 and λ1 are constants in Lemma 7.1. Then by Lemma 7.1, under As-
sumption 3.1 (γ¯), for any λ ≥ λ¯0, there exists a unique u ∈ H˚mp1(ΩT ) satisfying
(3.5). Moreover, by Ho¨lder’s inequality and (7.4), u is locally in Hmp,q,w(ΩT ) with
the estimate
‖Dαu‖Lp,q,w(Q∩ΩT ) ≤ ‖w1‖
1/p
Lµ1(Q
′)‖w2‖
1/q
Lµ2(Q
′′)‖D
αu‖Lp1(Q∩ΩT ) (7.6)
for all compact set Q ⊂ Q′ ×Q′′ ⊂ X1 ×X2 and |α| ≤ m.
To complete the proof, it suffices to show that u ∈ H˚mp,q,w(ΩT ). Assume that fα
are supported in BR ∩ΩT for some R ≥ 1. For k ∈ {0, 1, 2, . . .}, let ηk be a smooth
function on Rd+1 satisfying
0 ≤ ηk ≤ 1, ηk ≡ 0 on B2kR, ηk ≡ 1 on R
d+1 \ B2k+1R,
|(ηk)t| ≤ N2
−2mk, |Diηk| ≤ N2
−ik, i ∈ {0, 1, . . . ,m}.
22 J. CHOI AND D. KIM
Then ηku ∈ H˚mp1(ΩT ) satisfies
(ηku)t + (−1)
mL(ηku) + ληku
= (ηk)tu+
∑
|α|≤m,|β|≤m
∑
1≤|β′|≤|β|
cβ,β′D
α(AαβDβ
′
ηkD
β−β′u) in ΩT ,
where cβ,β′ are appropriate constants. By applying the a priori estimate in Lemma
7.1, we have∑
|α|≤m
λ1−
|α|
2m ‖Dα(ηku)‖Lp1(ΩT )
≤ N‖(ηk)tu‖Lp1(ΩT ) +N
∑
|α|≤m,|β|≤m
∑
1≤|β′|≤|β|
λ
|α|
2m ‖Dβ
′
ηkD
β−β′u‖Lp1(ΩT )
≤ N2−k
∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp1((B2k+1R\B2kR)∩ΩT ),
where N = N(d,m, n, δ, p1) and we used the fact that λ ≥ 1 in the last inequality.
Thus, by induction, we obtain that, for k ≥ 1,∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp1((B2k+1R\B2kR)∩ΩT )
≤ N2−
k(k−1)
2
∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp1(B2R∩ΩT ) =: 2
−
k(k−1)
2 N1.
From this together with (7.5) and (7.6), it follows that∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp,q,w((B2k+1R\B2kR)∩ΩT )
≤ ‖w1‖
1/p
Lµ1(B
X1
2k+1R
)
‖w2‖
1/q
Lµ2(B
X2
2k+1R
)
∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp1((B2k+1R\B2kR)∩ΩT )
≤ N1N
k
0 2
− k(k−1)2 ‖w1‖
1/p
Lµ1(B
X1
R )
‖w1‖
1/q
Lµ2(B
X2
R )
,
where N0 = N0(p, q,K0,K
′
2,K
′′
2 ). This implies that u ∈ H˚
m
p,q,w(ΩT ). The theorem
is proved. 
8. Appendix
Lemma 8.1 ([2, Sec.10.2]). Let r ∈ (0,∞), 1 < q ≤ p <∞, and k = 0, 1, . . . , 2m−
1. Assume that
1
q
−
1
p
≤
2m− k
d+ 2m
.
If u ∈ W 1,2mq (Qr), then we have D
ku ∈ Lp(Qr) and
‖Dku‖Lp(Qr) ≤ N‖u‖W 1,2mq (Qr),
where N = N(d,m, k, p, q, r). The statement remains true, provided that Qr is
replaced by Q+r .
Lemma 8.2 ([3, Sec.18.12]). Let r ∈ (0,∞), µ ∈ (0, 1), 1 < q < ∞, and k =
0, 1, . . . , 2m− 1. Assume that
q ≥
d+ 2m
2m− k − µ
.
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If u ∈ W 1,2mq (Qr), then we have D
ku ∈ Cµ(Qr) and
‖Dku‖Cµ(Qr) ≤ N‖u‖W 1,2mq (Qr),
where N = N(d,m, k, q, r, µ). The statement remains true, provided that Qr is
replaced by Q+r .
Lemma 8.3. Let X1 and X2 are spaces of homogeneous type with doubling constants
K ′2 and K
′′
2 in R
d1 and R×Rd2 , d1+ d2 = d, respectively. Then X1×X2 is a space
of homogeneous type in Rd+1 with the distance ρ in (2.1) and a doubling constant
K2 = K2(K
′
2K
′′
2 ). Moreover, if p ∈ (1,∞), K
′
0, K
′′
0 ≥ 1, and
w(t, x) = w1(x
′)w2(t, x
′′), x′ ∈ X1, (t, x
′′) ∈ X2,
where w1 ∈ Ap(X1) with [w1]Ap ≤ K
′
0 and w2 ∈ Ap(X2) with [w2]Ap ≤ K
′′
0 , then
w ∈ Ap(X1 ×X2) with [w]Ap ≤ K0 = K0(p,K
′
0,K
′′
0 ,K
′
2,K
′′
2 ).
Proof. Denote X = X1 × X2. Without loss of generality, we assume that 0 ∈ X .
Since BX2r ⊂ B
X1
2r × B
X2
2r and B
X1
r/2 × B
X2
r/2 ⊂ B
X
r , by using the doubling property,
we have
|BX2r| ≤ |B
X1
2r ||B
X2
2r | ≤ (K
′
2K
′′
2 )
2|BX1r/2||B
X2
r/2| ≤ (K
′
2K
′′
2 )
2|BXr |.
Moreover, we obtain(
–
∫
BXr
w dxdt
)(
–
∫
BXr
w−
1
p−1 dx dt
)p−1
≤
(
|BX1r ||B
X2
r |
|BXr |
)p
K ′0K
′′
0
≤
(
|BX1r ||B
X2
r |
|BX1r/2||B
X2
r/2|
)p
K ′0K
′′
0 ≤ (K
′
2K
′′
2 )
pK ′0K
′′
0 .
The lemma is proved. 
The following lemma is used to show the estimate (6.10). We recall the notation
(6.1), and we point out that when Ω is a Reifenberg flat with γ ∈
(
0, 12
)
, the
inequality (8.1) is valid with N0 = N0(d).
Lemma 8.4. Let T ∈ (−∞,∞], Ω be a domain in Rd, and ΩT ⊆ X , where X is
an open set in Rd+1 and a space of homogeneous type with a doubling constant K2.
Assume that there exist R0 ∈ (0, 1] and N0 > 0 such that
|CR(X)| ≥ N0R
d+2m, ∀X ∈ ΩT , ∀R ∈ (0, R0]. (8.1)
Let p ∈ (1,∞), K0 ≥ 1, w ∈ Ap(X ), and [w]Ap ≤ K0. Suppose that D0 and D1
are Borel sets satisfying D0 ⊂ D1 ⊂ ΩT , and that there exists a constant ε ∈ (0, 1)
such that the following hold:
(i) w(D0 ∩ B
X
R (X)) < εw(B
X
R (X)) for X ∈ ΩT and R ≥ R0.
(ii) For any X ∈ ΩT and for all R ∈ (0, R0] with w(B
X
R (X)∩D0) ≥ εw(B
X
R (X)),
we have CR(X) ⊂ D1.
Then we obtain
w(D0) ≤ Nεw(D1),
where N = N(d, p,K0,K2, N0).
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Proof. We first claim that for almost every X ∈ D0, there exists RX ∈ (0, R0) such
that
w(D0 ∩ B
X
RX (X)) = εw(B
X
RX (X))
and
w(D0 ∩ B
X
R (X)) < εw(B
X
R (X)), ∀R ∈ (RX , R0]. (8.2)
We define a function ρ on [0, R0] by
ρ(r) =
w(D0 ∩ BXr (X))
w(BXr (X))
=
1
w(BXr (X))
∫
BXr (X)
ID0w dY.
By applying the Lebesgue differentiation theorem and using the fact that
w(X) > 0 almost every X ∈ X ,
we obtain for almost every X ∈ D0 that
ρ(0) = lim
r→0+
(
|BXr (X)|
w(BXr (X))
× –
∫
BXr (X)
ID0w dx
)
= 1.
Since ρ is continuous on [0, R0] and ρ(R0) < ε, there exists rX ∈ (0, R0) such that
ρ(rX) = ε. Then we obtain the claim by setting
RX := max{rX ∈ (0, R0) : ρ(rX) = ε}.
Hereafter, we denote
Γ =
{
BXRX (X) : X ∈ D
′
0
}
,
where D′0 is the set of all points X ∈ D0 such that RX exists. Then by the Vitali
lemma, we have a countable subcollection G in Γ such that
(a) Q ∩Q′ = ∅ for any Q, Q′ ∈ G satisfying Q 6= Q′.
(b) D0 ⊂
⋃
BXRX
(X)∈G B
X
5RX
(X).
Indeed, the subcollection G can be constructed as follows. We write Γ1 = Γ, and
choose a cylinder BRX1 (X1), denoted by Q
1, in Γ such that
RX1 >
1
2
sup
BXRX
(X)∈Γ1
RX ,
and split Γ1 = Γ2 ∪ Γ∗2, where
Γ2 = {Q ∈ Γ1 : Q
1 ∩Q = ∅}, Γ∗2 = {Q ∈ Γ1 : Q
1 ∩Q 6= ∅}.
Assume that Qk and Γk+1 have been already determined. If Γk+1 is empty, then
the process ends. If not, we choose a cylinder Qk+1 = BXRXk+1
(Xk+1) in Γk+1 such
that
RXk+1 >
1
2
sup
BXRX
(X)∈Γk+1
RX ,
and split Γk+1 = Γk+2 ∪ Γ∗k+2, where
Γk+2 = {Q ∈ Γk+1 : Q
k+1 ∩Q = ∅}, Γ∗k+2 = {Q ∈ Γk+1 : Q
k+1 ∩Q 6= ∅}.
We define G = {Qk}k∈J , where J ⊆ N. Obviously, G satisfies (a). To see (b), we
note that
Q ⊂ BX5RXk
(Xk), ∀Q ∈ Γ
∗
k+1, ∀k ∈ J,
and
Γ1 =
⋃
k∈J
Γ∗k+1.
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Therefore, we have
D0 ⊂
⋃
Q∈Γ1
Q ⊂
⋃
BXRX
(X)∈G
BX5RX (X),
which implies that G satisfies (b).
Now we are ready prove the lemma. From the assumption (i), (8.2), and the
doubling property of X , it follows that
w(D0 ∩ B
X
5RX (X)) < εw(B
X
5RX (X)) ≤ ε(K2)
3w(BXRX (X)), ∀X ∈ D
′
0.
Using this together with (b), we obtain
w(D0) = w
( ⋃
BXRX
(X)∈G
D0 ∩ B
X
5RX (X)
)
≤
∑
BXRX
(X)∈G
w(D0 ∩ B
X
5RX (X))
≤ ε(K2)
3
∑
BXRX
(X)∈G
w(BXRX (X)).
Observe that Lemma 4.3 and (8.1) yield
w(BXRX (X)) ≤ K0
(
|BXRX (X)|
|CRX (X)|
)p
w(CRX (X)) ≤ Nw(CRX (X)),
where N = N(d,K0, p,N0). By combining the above two inequalities, and then,
using (a) and the assumption (ii), we have
w(D0) ≤ εN
∑
BXRX
(X)∈G
w(CRX (X))
= εNw
( ⋃
BXRX
(X)∈G
CRX (X)
)
≤ εNw(D1),
where N = N(d,K0,K2, p,N0). The lemma is proved. 
In the lemma below, we prove that functions in weighted Lp spaces can be
approximated by bounded functions.
Lemma 8.5. Let T ∈ (−∞,∞], Ω be a domain in Rd, and ΩT ⊆ X1 × X2, where
X1 and X2 are spaces of homogeneous type in Rd1 and R × Rd2 , d1 + d2 = d,
respectively. Let p, q ∈ (1,∞) and
w(t, x) = w1(x
′)w2(t, x
′′), x′ ∈ X1, (t, x
′′) ∈ X2,
where w1 ∈ Ap(X1) and w2 ∈ Aq(X2). Then for given f ∈ Lp,q,w(ΩT ), there exists a
sequence {fk}
∞
k=1 in Lp,q,w(ΩT )∩L∞(ΩT ) with bounded supports such that fk → f
in Lp,q,w(ΩT ) as k →∞.
Proof. Since fw
1/p
1 w
1/q
2 ∈ Lp,q(ΩT ), there exists a sequence {gk}
∞
k=1 in C
∞
0 (ΩT )
such that
gk → fw
1/p
1 w
1/q
2 in Lp,q(ΩT ). (8.3)
Let us define
fk = gkw
−1/p
1 w
−1/q
2 IM1k×M2k ,
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where
M1k =
{
x′ ∈ X1 : w1(x
′) ≥
1
k
}
, M2k =
{
(t, x′′) ∈ X2 : w2(t, x
′′) ≥
1
k
}
.
Note that fk are bounded functions on ΩT and∫
X2
(∫
X1
|fk − f |
pIΩTw1 dx
′
)q/p
w2 dx
′′ dt
≤
∫
M2k
(∫
M1k
|fk − f |
pIΩTw1 dx
′
)q/p
w2 dx
′′ dt
+
∫
X2
(∫
X1\M1k
|f |pIΩTw1 dx
′
)q/p
w2 dx
′′ dt
+
∫
X2\M2k
(∫
X1
|f |pIΩTw1 dx
′
)q/p
w2 dx
′′ dt := I1k + I
2
k + I
3
k .
It follows from (8.3) that I1k → 0 as k → ∞. Since |X1 \M
1
k | → 0 as k → ∞, we
have
|f |pIΩTw1IX1\M1k → 0 a.e. in X1.
Using the dominated convergence theorem, we obtain that∫
X1\M1k
|f |pIΩTw1 dx
′ → 0 a.e. in X2,
and thus, by the dominated convergence theorem again, we obtain I2k → 0 as
k →∞. Similarly, we obtain that I3k → 0 as k →∞. The lemma is proved. 
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