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Memory kernel approach to generalized Pauli channels:
Markovian, semi-Markov, and beyond
Katarzyna Siudzin´ska and Dariusz Chrus´cin´ski
Institute of Physics, Faculty of Physics, Astronomy and Informatics
Nicolaus Copernicus University, Grudzia¸dzka 5/7, 87–100 Torun´, Poland
In this paper, we analyze the evolution of the generalized Pauli channels governed by the memory
kernel master equation. We provide necessary and sufficient conditions for the memory kernel to give
rise to the legitimate (completely positive and trace-preserving) quantum evolution. In particular,
we analyze a class of kernels generating the quantum semi-Markov evolution, which is a natural
generalization of the Markovian semigroup. Interestingly, the convex combination of Markovian
semigroups goes beyond the semi-Markov case. Our analysis is illustrated with several examples.
PACS numbers:
1. INTRODUCTION
In the theory of open quantum systems [1–3], the use of
the Born-Markov approximation leads to the celebrated
Markovian master equation,
ρ˙t = L[ρt], (1)
where L is the generator of the Markovian semigroup
given by the well-known Gorini-Kossakowski-Sudarshan-
Lindblad form [4, 5],
L[ρ]=−i[Heff ,ρ]+1
2
∑
α
γα
(
VαρV
†
α−
1
2
{V †αVα,ρ}+
)
, (2)
where Heff is the effective Hamiltonian of the system, Vα
denote the noise operators, and γα ≥ 0 are the decoher-
ence rates. Equation (1) leads to the completely positive,
trace-preserving (CPTP) dynamical map ρ0 −→ ρt =
Λt[ρ0] satisfying the composition law,
ΛtΛu = Λt+u, (3)
for all t, u ≥ 0. The Born-Markov approximation as-
sumes weak interactions and a separation of time scales
between the system and its environment. Such approxi-
mation is usually valid in quantum optical systems. How-
ever, it is often violated in solid state physics. There are
two natural generalizations of the above scheme. The
first one introduces the time-local generator Lt which is
of the form (2) but with time-dependent Vα(t) and γα(t).
In the second approach, one takes into account non-local
memory effects through the Nakajima-Zwanzig equation
[6, 7],
ρ˙t =
∫ t
0
Kt−τρτ d τ, (4)
with Kt being the memory kernel. Indeed, contrary to
(1), the rate ρ˙t at the time t depends on the whole history
ρτ – starting from the initial time τ = 0, up to the current
time τ = t. The Markovian semigroup (2) is recovered
for Kt = 2δ(t)L.
The central problem with the memory kernel mas-
ter equation (4) is to provide the necessary and suffi-
cient conditions for the memory kernel super-operator
Kt which guarantee that the solution in the form of the
dynamical map Λt is CPTP. Such problem was originally
posed by Barnett and Stenholm [8] for the memory kernel
Kt = k(t)L
with the memory function k(t) and the legitimate Marko-
vian generator L. Unfortunately, in general, such mem-
ory kernels may lead to unphysical results. This issue
was further analyzed in [9, 10]. Shabani and Lidar [11]
proposed the so-called post-Markovian master equation
with
Kt = k(t)LeLt.
Again, this approach works for certain classes of Marko-
vian generators L and memory functions k(t). The au-
thors succeeded in finding the necessary and sufficient
conditions for this memory kernel to be legitimate. There
is also the class of the qubit evolution [12] for which this
kernel always produces physical results. Much attention
was paid to finding the admissible memory kernels. It
turned out that they can arise from the collisional model
[13]. Another class was found for the random unitary
qubit evolution [14]. The quantum analogue of the semi-
Markov evolution was analyzed in [15–17]. Interestingly,
the proper definition of the quantum semi-Markov evolu-
tion was given only in [18], using the notion of legitimate
pairs of quantum maps [19]. For recent papers discussing
memory kernel approach see also [20–25].
In this paper, we analyze the evolution of the gener-
alized Pauli channels under the memory kernel master
equation (4). We provide the necessary and sufficient
conditions for the admissible memory kernel – that is, the
kernel giving rise to the CPTP dynamical map Λt. A spe-
cial class of memory kernels corresponds to the so-called
semi-Markov quantum evolution, which is the quantum
analogue of the classical semi-Markov process. We pro-
vide several examples of the semi-Markov evolution of
the generalized Pauli channels. Interestingly, the convex
combination of Markovian semigroups (which is also the
generalized Pauli channel) is not semi-Markov.
2. GENERALIZED PAULI CHANNELS
The definition of the generalized Pauli channel involves
the notion of mutually unbiased bases (MUBs). Two or-
thonormal bases |ψk〉, |φl〉 ∈ Cd are said to be mutually
unbiased if and only if
|〈ψk|φl〉|2 = 1
d
. (5)
For d = pr, where p is a prime number, the number of
MUBs in Cd is maximal and equal to d+ 1 [26, 27].
Take the d-dimensional Hilbert space for which one
has d+1 MUBs, {|ψ(α)0 〉, . . . , |ψ(α)d−1〉}. The corresponding
rank-1 projectors are given by P
(α)
l = |ψ(α)l 〉〈ψ(α)l |. Now,
let us define d+ 1 unitary operators
Uα =
d−1∑
l=0
ωlP
(α)
l , (6)
where ω = e2πi/d, and the family of completely positive
maps
Uα[ρ] =
d−1∑
k=1
UkαρU
k†
α . (7)
The evolution under the generalized Pauli channel is
given by the following dynamical map [28, 29],
Λt = p0(t)1l +
1
d− 1
d+1∑
α=1
pα(t)Uα, (8)
where (p0(t), p1(t), . . . , pd+1(t)) denotes the probability
vector such that p0(0) = 1 and pα(0) = 0 for α =
1, . . . , d + 1. By the identity map 1l, we understand
1l[X ] = X for any operator X . It is clear that this defi-
nition reproduces the Pauli channel for d = 2,
Λt = p0(t)1l +
3∑
α=1
pα(t)Uα, (9)
with Uα[ρ] = σαρσα, and σα being the Pauli matrices.
One easily solves the eigenvalue problem for Λt,
Λt[U
k
α] = λα(t)U
k
α , k = 1, . . . , d− 1, (10)
with the eigenvalues
λα(t) = p0(t) +
d
d− 1pα(t)−
1
d− 1
d+1∑
β=1
pβ(t), (11)
and λ0(t) = 1. All the eigenvalues are real, whereas
λα(t) (α = 1, . . . , d + 1) are (d − 1)-fold degenerated.
The inverse relation reads
p0(t) =
1
d2
[
1 + (d− 1)
d+1∑
α=1
λα(t)
]
, (12)
pα(t) =
d− 1
d2
1 + dλα(t)− d+1∑
β=1
λβ
 . (13)
Equations (12-13) make it clear that Λt is a completely
positive map if and only if the direct generalization of
the Fujiwara-Algoet conditions [28, 30, 31],
− 1
d− 1 ≤
d+1∑
β=1
λβ(t) ≤ 1 + dmin
β
λβ(t), (14)
is satisfied for all t ≥ 0.
The map Λt satisfies the time-local master equation
Λ˙t = LtΛt (15)
with the corresponding time-local generator
Lt =
d+1∑
α=1
γα(t)Lα (16)
and
Lα = 1
d
[Uα − (d− 1)1l] = Φα − 1l, (17)
where Φα define the family of depolarizing channels,
Φα[ρ] =
d−1∑
l=0
P
(α)
l ρP
(α)
l . (18)
The eigenvalue equation for Lt reads
Lt[Ukα] = µα(t)Ukα , (19)
with µα(t) = γα(t)−γ(t) and γ(t) =
∑d+1
α=1 γα(t). There-
fore, the time-dependent eigenvalues λα(t) of the dynam-
ical map Λt are given by
λα(t) = exp[Γα(t)− Γ(t)], (20)
where Γα(t) =
∫ t
0 γα(τ) d τ and Γ(t) =
∑d+1
α=1 Γα(t).
3. MEMORY KERNEL APPROACH
In this paper, we analyze the evolution of the general-
ized Pauli channel Λt which is provided by the memory
kernel equation
Λ˙t =
∫ t
0
Kt−τΛτ d τ (21)
with the following memory kernel,
Kt =
d+1∑
α=1
kα(t) [Φα − 1l] . (22)
Note that the eigenvalue equations of such a memory
kernel are given by
Kt[U
k
α] = κα(t)U
k
α, Kt[I] = 0, (23)
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where
κα(t) = kα(t)− k(t), (24)
with k(t) =
∑d+1
β=1 kβ(t). Taking (23) and (10) into ac-
count, we can rewrite the relationship between the mem-
ory kernel Kt and the corresponding generalized Pauli
channel Λt (21) in terms of the corresponding eigenval-
ues,
λ˙α(t) =
∫ t
0
κα(t− τ)λα(τ) d τ, (25)
with λα(0) = 1. In the Laplace transform (LT) domain,
one finds the following relation,
λ˜α(s) =
1
s− κ˜α(s) , (26)
where f˜(s) =
∫∞
0 f(t)e
−st d t stands for the Laplace
transform of f(t). Let us parameterize the eigenvalues
λα(t) as follows,
λα(t) = 1−
∫ t
0
ℓα(τ) d τ. (27)
One arrives at the following theorem.
Theorem 1. The memory kernel Kt defined in (22)
gives rise to a legitimate dynamical map Λt if and only
if the corresponding eigenvalues κα(t) are, in the LT do-
main, given by
κ˜α(s) = − sℓ˜α(s)
1− ℓ˜α(s)
, (28)
and the functions ℓα(t) satisfy∫ t
0
ℓα(τ) d τ ≥ 0,
d+1∑
α=1
∫ t
0
ℓα(τ) d τ ≤ d
2
d− 1 , (29)
d+1∑
α=1
∫ t
0
ℓα(τ) d τ ≥ d
∫ t
0
ℓβ(τ) d τ
for β = 1, . . . , d+ 1.
The proof is evident since the above conditions re-
produce λα(t) ≤ 1, p0(t) ≥ 0, and pβ(t) ≥ 0 for
β = 1, . . . , d+1, respectively. The main problem is to find
a reasonable class of functions ℓα(t) satisfying conditions
(29).
Proposition 1. Consider ℓα(t) = ηe
−ξαt with η, ξα > 0.
If
η
d+1∑
α=1
1
ξα
≤ d
2
d− 1 , (30)
d+1∑
α=1
1
ξα
≥ d
ξβ
, (31)
then ℓα(t)’s satisfy (29).
Proof. Let us start with showing that the first inequality
in the Fujiwara-Algoet conditions (14),
− 1
d− 1 ≤
d+1∑
β=1
λβ , (32)
is equivalent to (30). For our choice of ℓα(t)’s, the eigen-
values of Λt are equal to
λα(t) = 1− η
ξα
(
1− e−ξαt) . (33)
After inserting (33) into (32), one has
− 1
d− 1 ≤ d+ 1−
d+1∑
α=1
η
ξα
(
1− e−ξαt) . (34)
While this inequality holds for all t ≥ 0, it is enough to
check that it is true for t→∞. Therefore, we arrive at
− 1
d− 1 ≤ d+ 1−
d+1∑
β=1
η
ξβ
, (35)
which is, indeed, equivalent to (30).
Now, we start from (31). Denote the minimal value
of ξα by ξmin = minα ξα. If (31) holds for every β =
1, . . . , d+1, then it is also true for ξmin. Multiplying both
sides of the inequality by the same (positive) coefficient,
we get
d+1∑
α=1
1
ξα
(
1− e−ξmint) ≥ d
ξmin
(
1− e−ξmint) . (36)
Observe that
d+1∑
α=1
1
ξα
(
1− e−ξαt) ≥ d+1∑
α=1
1
ξα
(
1− e−ξmint) , (37)
and therefore (36) reduces to
d+1∑
α=1
1
ξα
(
1− e−ξαt) ≥ d
ξmin
(
1− e−ξmint) . (38)
Lastly, note that
h(ξ, t) =
d
ξ
(
1− e−ξt) (39)
is a function of ξ which decreases monotonically with
the increasing value of ξ for each fixed t ≥ 0. Hence,
h(ξmin, t) = maxα h(ξα, t), which means that (38) is
equivalent to the second inequality in the Fujiwara-
Algoet conditions (14).
For ℓα(t) = ηe
−ξαt, one finds
κα(t) = −ηδ(t) + η(ξα − η)e−(ξα−η)t, (40)
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and finally
kα(t) =
1
d
ηδ(t) + η(ξα − η)e−(ξα−η)t
− 1
d
d+1∑
β=1
η(ξβ − η)e−(ξβ−η)t,
(41)
which shows that a linear combination of simple exponen-
tial memory functions has to satisfy strong constraints
(30–31). Observe that κα(t → ∞) → ∞ for ξα − η < 0.
Conditions (30-31) imply
ξα − η ≥ −η
d
, (42)
which means that we need an additional restriction for
the choice of η and ξα’s to obtain a physical memory
kernel.
A special class of memory kernels is given by
ℓα(t) =
1
aα
ℓ(t). (43)
In this case, Theorem 1 implies the following.
Proposition 2. If the function ℓ(t) and the collection of
numbers {a1, . . . , ad+1} satisfy
d+1∑
α=1
1
aα
∫ t
0
ℓ(τ) d τ ≤ d
2
d− 1 , (44)
together with
d+1∑
β=1
1
aβ
≥ d
aα
, (45)
then Kt given by the following eigenvalues (in the LT
domain),
κ˜α(s) = − sℓ˜(s)/aα
1− ℓ˜(s)/aα
, (46)
defines the legitimate memory kernel for the evolution
described by the generalized Pauli channel.
Proposition 3. Let ℓ(t) be given by the following con-
volution,
ℓ(t) = e−z1t ∗ · · · ∗ e−znt, (47)
where zk > 0 and zi 6= zj for i 6= j. If aα satisfy (45)
and
n∏
k=1
zk ≥ d− 1
d2
d+1∑
α=1
1
aα
, (48)
then κ˜α(s)’s given in (46) define a legitimate memory
kernel.
Proof. It is enough to verify that p0(t → ∞) ≥ 0, as
the smallest value of p0(t) corresponds to the asymptotic
case where t→∞. Using the following result,∫ ∞
0
e−z1t ∗ . . . ∗ e−znt d t = 1
z1 . . . zn
, (49)
together with equation (12), let us write out the explicit
form of p0(t→∞) for the chosen ℓ(t),
p0(t→∞) = d2 − (d− 1)
d+1∑
α=1
1
aα
1∏n
k=1 zk
. (50)
This is always non-negative if (48) is satisfied.
4. SEMI-MARKOV EVOLUTION
The quantum semi-Markov evolution is the quantum
analogue of the classical concept of the stochastic semi-
Markov process. Such process is defined in terms of the
semi-Markov matrix qij(t) ≥ 0 (t ≥ 0), which determines
the probability
∫ t
0
qij(τ) d τ of jump j → i at τ ∈ [0, t] if
the system is in the state j at τ = 0. Using this matrix,
one defines the waiting time distribution and the survival
probability by
fj(t) =
d∑
i=1
qij(t), gj(t) = 1−
∫ t
0
fj(τ) d τ, (51)
respectively. The stochastic evolution of the probability
vector p,
p(t) = T (t)p, T (0) = 1l, (52)
is provided by the stochastic map constructed as follows,
T (t) = n(t) + (n ∗ q)(t) + (n ∗ q ∗ q)(t) + . . . , (53)
where nij(t) = gj(t)δij . It satisfies classical memory ker-
nel master equation,
d
dt
T (t) =
∫ t
0
K(t− τ)T (τ)dτ, (54)
with
K˜(s) = sI− [I− q˜(s)]n˜−1(s). (55)
The quantum semi-Markov evolution [18, 24] is defined
in terms of the so-called quantum semi-Markov map, i.e.
the completely positive map Qt for which
∫ t
0 Q
†
τ [I] d τ ≤
I. By Q†t , we understand the map dual to Qt in the
sense that Tr(XQt[Y ]) = Tr(Q
†
t [X ]Y ). For the given
semi-Markov map, one defines the waiting time operator
Ft = Q
†
t [I] and the survival operator
Gt = I−
∫ t
0
Fτ d τ, (56)
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where Gt ≥ 0, G0 = I. In the quantum semi-Markov
evolution, Nt is given by
Nt[ρ] =
√
Gtρ
√
Gt, (57)
and therefore it is fully determined by the choice of Qt.
The dynamical map Λt is represented by the series of
convolutions,
Λt = Nt +Nt ∗Qt +Nt ∗Qt ∗Qt + . . . . (58)
This series is convergent if ||Q˜s||1 < 1, where ||X ||1 de-
notes the trace norm of X . Such representation of the
dynamical map allows us to construct the corresponding
memory kernel via
Kt = Bt − Zt. (59)
The maps Bt and Zt are defined, in the LT domain, by
the following relations,
N˜s = [s1l + Z˜s]
−1, Q˜s = B˜sN˜s, (60)
and give rise to the following formula for the memory
kernel,
K˜s = s1l− [1l− Q˜s]N˜−1s . (61)
Now, for the generalized Pauli channels, we take
Qt =
1
d− 1
d+1∑
α=1
fα(t)Uα, (62)
with fα(t) ≥ 0 and
∫∞
0
f(t) d t ≤ 1, where
f(t) =
d+1∑
α=1
fα(t). (63)
The quantum waiting time and the quantum survival
time operators have simple forms,
Ft = f(t)I, Gt = g(t)I, (64)
with
g(t) = 1−
∫ t
0
f(τ) d τ. (65)
After some straightforward calculations, we obtain the
following semi-Markov memory kernel,
Kt =
d+1∑
α=1
kα(t) [Φα − 1l] , (66)
where
k˜α(s) =
d
d− 1
f˜α(s)
g˜(s)
. (67)
Finally, the generalized Pauli channel generated by (66)
is determined by
λ˜α(s) = −d− 1
s
f˜(s)− 1
f˜(s)− df˜α(s) + d− 1
. (68)
It implies the following relations between f˜α(s) and ℓ˜α(s):
ℓ˜α(s) =
d
(
f˜(s)− f˜α(s)
)
f˜(s)− df˜α(s) + d− 1
, (69)
f˜α(s) =
∑d+1
β=1
1
1−ℓ˜β(s)
− d
1−ℓ˜α(s)
− 1∑d+1
β=1
1
1−ℓ˜β(s)
+ 1d−1
. (70)
In the isotropic case – that is, when fα(t) = χ(t) and∫ ∞
0
χ(t) d t ≤ 1
d+ 1
,
one finds
ℓ˜α(s) = ν˜(s) =
d2χ˜(s)
χ˜(s) + d− 1 . (71)
It turns out [24] that the representation (58) of Λt al-
lows one to consider the following inhomogeneous mem-
ory kernel master equation [20, 21],
Λ˙t =
∫ t
0
Kt−τΛτdτ + N˙t, (72)
where the new kernel Kt is defined by
K˜s = sN˜sQ˜sN˜
−1
s . (73)
In particular, if N˜s and Q˜s commute, then K˜s = sQ˜s –
or, equivalently, in the time domain, Kt = Q˙t + Q0δ(t).
In our case, it gives
Kt =
d+1∑
α=1
hα(t)Uα, (74)
with hα(t) = f˙α(t) + fα(0)δ(t), and hence eq. (72) pro-
vides the following inhomogeneous equation for the den-
sity operator ρt with the initial state ρ0,
ρ˙t =
∫ t
0
d+1∑
α=1
hα(t− τ)Uα[ρτ ] d τ − f(t)ρ0. (75)
Example 1. In the qubit case (d = 2), one finds
ρ˙t =
∫ t
0
3∑
α=1
hα(t− τ)σαρτσα d τ − f(t)ρ0, (76)
or, introducing the Bloch vector xα(t) = Tr[ρtσα],
x˙α(t) =
∫ t
0
[2hα(t− τ) − h(t− τ)]xα(τ)dτ
− f(t)xα(0),
(77)
with h(t) =
∑3
α=1 hα(t).
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5. DISCRETE WIGNER FUNCTIONS AND
CLASSICAL SEMI-MARKOV EVOLUTION
The information encoded into the density operator ρ
can be translated into the following d + 1 probability
distributions,
π
(α)
k = Tr
(
P
(α)
k ρ
)
. (78)
The probability vectors
(
π
(α)
1 , . . . , π
(α)
d+1
)
evolve accord-
ing to the classical evolution equation
π
(α)
k (t) =
d−1∑
i=0
T
(α)
ki (t)π
(α)
i (0) (79)
with the stochastic (even doubly stochastic) map
T
(α)
ij (t) = Tr(P
(α)
i Λt[P
(α)
j ]). (80)
One easily finds
T (α)(t) = cα(t)I+ [1− cα(t)]P , (81)
where Pij = 1/d and
cα(t) =
d
d− 1
[
p0(t) + pα(t)− 1
d
]
. (82)
If Λt is the solution of the quantum memory kernel mas-
ter equation withKt as in Theorem 1, then the stochastic
map takes the following form,
T (α)(t) =
[
1−
∫ t
0
ℓα(τ) d τ
]
I+
∫ t
0
ℓα(τ) d τ P . (83)
Observe that, knowing the probability distributions
π
(α)
k , one can express the discrete Wigner function Wα
in terms of π
(α)
k . Therefore, it is also possible to find the
time-evolution evolution of Wα. Recall the definition of
the discrete Wigner function [32],
Wα =
1
d
Tr (ρAα) , (84)
where, after introducing α = (a1, a2), the operators Aα
are given by
Aα =
1
2
[
(−1)a1σ3 + (−1)a2σ1 + (−1)a1+a2σ2 + I
]
(85)
for d = 2 and
(Aα)kl = δ2a1,k+l e
2π i a2(k−l)/d, (86)
for a prime d > 2. Let us illustrate our claim in the
following example.
Example 2. Calculate the discrete Wigner function for
a qubit (d = 2). From definition, one has
W00(t) =
1
4
(
1 + x1(t) + x2(t) + x3(t)
)
,
W01(t) =
1
4
(
1− x1(t)− x2(t) + x3(t)
)
,
W10(t) =
1
4
(
1 + x1(t)− x2(t)− x3(t)
)
,
W11(t) =
1
4
(
1− x1(t) + x2(t)− x3(t)
)
,
(87)
where xα(t) = Tr[ρtσα] is the Bloch vector. Observe that
the Bloch vector is related to the probability distributions
π
(α)
k (t) as follows,
π
(α)
k (t) =
1
2
[
1− (−1)kxα(t)
]
; k = 1, 2. (88)
Therefore, if π
(α)
k (t)’s evolve according to the classical
evolution equation (79) with the bistochastic map (83),
then the corresponding discrete Wigner function satisfies
the following evolution equation,
W(t) = S(t)W, S(0) = 1l, (89)
with W = (W00,W01,W10,W11) and the bistochastic map
S(t). The map S(t) has a simple structure,
S(t) =
1
4

s0(t) s3(t) s1(t) s2(t)
s3(t) s0(t) s2(t) s1(t)
s1(t) s2(t) s0(t) s3(t)
s2(t) s1(t) s3(t) s0(t)
 , (90)
where
s0(t) = 4−
3∑
β=1
∫ t
0
ℓβ(τ) d τ,
sα(t) =
3∑
β=1
∫ t
0
ℓβ(τ) d τ − 2
∫ t
0
ℓα(τ) d τ.
Now, suppose that Λt obeys the quantum semi-Markov
evolution defined by the quantum semi-Markov map
Qt =
1
d−1
∑
α fα(t)Uα. Using the representation (58),
Λt = Nt +Nt ∗Qt +Nt ∗Qt ∗Qt + . . . , (91)
and the following property of Qt,
Qt[P
(α)
i ] =
d−1∑
j=0
q
(α)
ij (t)P
(α)
j , (92)
with
q
(α)
ij (t) = Tr
(
P
(α)
i Qt[P
(α)
j ]
)
= δijfα(t) +
1− δij
d− 1 [f(t)− fα(t)], (93)
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one finds the corresponding representation of the stochas-
tic map T (α)(t),
T (α) = n+ n ∗ q(α) + n ∗ q(α) ∗ q(α) + . . . , (94)
where
nij(t) = Tr
(
P
(α)
i Nt[P
(α)
j ]
)
= g(t)δij . (95)
Interestingly, the map n(t) is universal – that is, it does
not depend on ‘α’.
6. EXAMPLES
6.1. Markovian semigroup
Let us consider the evolution provided by the following
Gorini-Kossakowski-Sudarshan-Lindblad generator,
L =
d+1∑
α=1
γαLα, (96)
where γα ≥ 0. Due to (20), one has
λα(t) = e
(γα−γ)t. (97)
Now, the memory kernel equation (21), with Kt satisfy-
ing the assumptions of Theorem 1, describes the dynam-
ics of the Markovian semigroup if and only if
ℓα(t) =
d(γ − γα)e− d−1d γt
(γ − dγα)e− d−1d γt + d
. (98)
Moreover, the Markovian semigroup is generated by the
quantum semi-Markov map Qt (62) with
fα(t) =
d− 1
d
γαe
− d−1
d
γt. (99)
6.2. Oscillatory behaviour
Take the oscillating functions
ℓα(t) =
ω
aα
sinωt. (100)
One finds the map (8) with the following probability vec-
tor,
p0(t) = 1− d− 1
d2
(1− cosωt)
d+1∑
β=1
1
aβ
, (101)
pα(t) =
d− 1
d2
(1− cosωt)
d+1∑
β=1
1
aβ
− d
aα
 . (102)
This corresponds to the legitimate generalized Pauli
channel if and only if
d
aβ
≤
d+1∑
α=1
1
aα
≤ d
2
2(d− 1) . (103)
Note that ℓα(t)’s in (100) give rise to the memory kernel
Kt with the following eigenvalues,
κα(t) = −ω
2
aα
cos
(√
1− 1
aα
ωt
)
. (104)
Observe that (103) implies
aα ≥ 2
(
1− 1
d
)
, (105)
which means that aα ≥ 1 for d ≥ 2, and hence Kt is
always well-defined.
6.3. Convex combination of Markovian semigroups
Let us provide a simple generalization of the quantum
channels considered in [29, 33],
Λt =
d+1∑
α=1
xαe
dtLα =
1
d
[
(1 + [d− 1]e−dt)1l
+ (1− e−dt)
d+1∑
α=1
xαUα
]
,
(106)
where xα’s form the probability vector. Although the
Kraus representation of Λt is relatively complicated, each
of its eigenvalues depends only on one xα,
λα(t) = e
−dt +
(
1− e−dt)xα. (107)
For (106), we can find the time-local generator Lt (16)
with the following decoherence rates,
γα(t) =
d+1∑
β=1
1− xβ
1 + (edt − 1)xβ − d
1− xα
1 + (edt − 1)xα . (108)
This evolution belongs to the special class described by
the memory kernels previously discussed in (43) with
ℓ(t) = de−dt, aα =
1
1− xα . (109)
Consider the qubit case (d = 2) and suppose that x2 =
x1 ≡ x. For such a choice, it is possible to recover the
semi-Markov map Qt (62) with
f1(t) = f2(t) =
x
ξ
e−
3−2x
2 t
[
ξ cosh
ξt
2
− 3(1− 2x) sinh ξt
2
]
,
(110)
7
f3(t) =
1
ξ
e−
3−2x
2 t
[
ξ(1 − 2x) cosh ξt
2
− (4x− 1) sinh ξt
2
]
,
(111)
where ξ :=
√
12x2 − 4x+ 1. Note that∫ ∞
0
[
f1(t) + f2(t) + f3(t)
]
d t
=
−3x2 + 3x− 1
x2 + x− 1 ≤ 1,
(112)
and hence the evolution is semi-Markov if and only if
fα(t) ≥ 0 for all t ≥ 0. This holds for the Markovian
semigroup (x = 0) and for the maximally mixed proba-
bility vector, i.e. x = 1/3.
It turns out that this property carries over to higher
dimensions. Indeed, for the probability vector xα =
1
d+1 ,
the generalized Pauli channel Λt in (106) is generated by
the quantum semi-Markov map Qt with
fα(t) =
d− 1
d+ 1
e−
d(d+1)−1
d+1 t. (113)
Note that this evolution is also Markovian, as (108) sim-
plifies to
γα(t) =
d
d+ edt
. (114)
Observe that, in this case, the semi-Markov evolution is
a subclass of the Markovian evolution.
6.4. Eternally non-Markovian evolution
As another special case of the convex combination of
the Markovian semigroups, we analyze the eternally non-
Markovian evolution, where xα = 1/d (for α = 1, . . . , d)
and xd+1 = 0. This corresponds to the following choice
of the decoherence rates,
γα(t) = 1, γd+1(t) = −(d− 1) e
dt − 1
edt − 1 + d, (115)
with γd+1(t) ≤ 0 for all t ≥ 0. For d = 2, one recovers
the well-known eternally non-Markovian evolution of the
qubit [34],
γ1(t) = γ2(t) = 1, γ3(t) = − tanh t. (116)
To determine whether this evolution is semi-Markov, we
find the map Qt (62) with
fα(t) = (d− 1)e−dt/2
[
1
d
cosh
(√
d3 − 4d+ 4
4d
t
)
− d− 2√
d4 − 4d2 + 4d sinh
(√
d3 − 4d+ 4
4d
t
)]
,
(117)
for α = 1, . . . , d, and
fd+1(t) = − 2(d− 1)
2
√
d4 − 4d2 + 4de
−dt/2
× sinh
(√
d3 − 4d+ 4
4d
t
)
.
(118)
Note that fα(t) ≥ 0 for α = 1, . . . , d but fd+1(t) < 0
(for t > 0). Therefore, Qt is not completely positive, and
hence the corresponding dynamical map Λt is not semi-
Markov. This example shows that, in general, the convex
combination of Markovian semigroups goes beyond the
semi-Markov evolution.
7. CONCLUSIONS
Using the memory kernel master equation, we analyzed
the evolution of the special class of the dynamical maps,
provided by the generalized Pauli channels. We found the
necessary and sufficient conditions which guarantee that
the corresponding solution defines the legitimate phys-
ical evolution (CPTP map). Moreover, we analyzed a
special class of the kernels corresponding to the quan-
tum semi-Markov evolution. Such evolution defines a
generalization of the Markovian semigroup. Surprisingly,
the convex combination of Markovian semigroups is not
semi-Markov. Several examples illustrate the general ap-
proach.
It would be interesting to further analyze the memory
kernels going beyond the semi-Markov case. The example
of the eternally non-Markovian evolution shows that one
can obtain the legitimate dynamical map
Λt = Nt +Nt ∗Qt +Nt ∗Qt ∗Qt + . . . (119)
from not completely positive Qt. Therefore, one would
like to find weaker conditions for the maps Nt, Qt that
still guarantee the complete positivity of Λt.
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