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Abstract-By a new approach, we prove in this paper that there exists Xo E (-l/2,0) such that 
the following third-order nonlinear boundary value problem for f(n): 
f”‘+ff~~+X(l-f’z)=o, o<TJ<+co, 
f (0) = 0, f’(O) = 0, f’(+m) = 1, 
which arises in boundary layer theory in fluid mechanics, has a solution at least for any fixed X E 
(Xo, 0). @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Singular boundary problems, Positive solutions, Fixed points. 
1. INTRODUCTION 
In this paper, we study the following third-order nonlinear differential equation for f(n): 
f”’ + ff” + x (1 - f’“) = 0, 0 < 17 < +oo, (1.1) 
with boundary conditions 
f(O) = 0, f’(O) = 0, f(+&) = 1. (1.2) 
Equation (1.1) was first deduced by Falkner and Skan [l] and is of great importance in the 
boundary layer theory in fluid mechanics. The cases A = 0 and X = l/2 are often called the 
Blasius and Homann differential equations, respectively. The state of study about (1.1),(1.2) by 
using numerical and analytical methods may be found in [2, pp. 519-537; 3, pp. 149-151; 41. 
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The introduction of a new independent variable t and a new unknown function w(t) can 
transform the problem (l.l),( 1.2) into a nonlinear second-order singular boundary value prob- 
lem (1.3),(1.4) (for details, see [4]) 
l-9 ’ w”(t) = -A - ( > t w(lt> -w(t)’ ost<1, (1.3) 
with boundary conditions 
w’(O)w(O) = -A, w(1) = 0. (1.4) 
About (1.1),(1.2), the case of X I -l/2 and X 2 0 has been studied ‘m [4]. As far as we know, 
very few results are obtained in the range of X E (-l/2,0). 
In this paper, we present a new approach to study the existence of solutions of the prob- 
lem (1.1),(1.2) for the case of X E (-l/2,0). The results of this paper will fill this gap in the 
literature. 
2. EXISTENCE RESULTS 
It is easy to verify directly that if w(t) > 0 for t E [0, l), w(t) belongs to C[O, l] 0 C2[0, 1) and 
solves the integral equation (2.1) (see [4]) 
then w(t) is a 
Putting 
w(t) = J 
l (l-s)(X+Xs+s)ds +(lWt) t sds 
t 4s) s 0 w(s)’ o<t<1, @*l) 
positive solution of (1.3),(1.4). 
H(X) = 
2(-4X + 3)X -A 
-A + l/2 d -A + l/2 + 
‘H(O)=& H 
there exists X E (-l/2,0) such that H(X) = 0. Let X 0 = max{X : H(X) = 0, -l/2 < X < 0). 
Then, -l/2 < X0 < 0, H(X) > 0, X E (X0,0]. Let X E (X0,0) in the rest, max{(X(,2X+l}=ax < 1, 
No=,/-. 
LEMMA 2.1. Let n 2 NO. Then there exists wn(t) E C[i), l] such that 
t 
w&(t) = s l (l-s)(X+Xs+s)ds +(1-t) sds 1 m=4wn(sL l/n) max{w,(s), l/n} + n’ o<t<1. (2.2) t 
PROOF. Put C, = {w(t) : w(t) E C(O,l], ]]w]] 5 n}, ]Jw]( = max{w(t) : t E [O,l]} denotes a 
norm of w(t) in C[O, 11, where n is a natural number. 
For w(t) E C,; define an operator as follows: 
T,w(t) = s ‘(l-s)(X+Xs+s)ds+(l+ t s sds 1 oltll. t mdw(s), l/n) o max(w(s),l/n} + G’ 
By IX + Xs + s( 5 max{]X],2X + 1) = ax, s E [O,l], we have (n >_ NO = dm) 
l 
ITnw(t)l L ax I 
’ (l-s)ds sds 1 
0 m={w(s), l/n) + s o max{w(s),l/n} + n 
I am ~1(l-s)ds+n~1sds+;=a~;+;+;5n. 
Then, T, is an operator from C, into C,. 
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Let wk(t),w(t) E C,, ]]Wk - w]] + 0. 
t 
+ (1 - t) J[ 0 md~k~sh l/n) - S max{w(s), l/n} 1 I ds 
5 
(l-s)(X+ks+s) _ (l-s)(A+Xs+s) ds 
m={w(s), l/n) 
S 
m={w(s), l/n) 
ds. 
since maX{wk(s), l/n} converges to ma{w(s), l/ n } f or any s E [0, l] and the dominated function 
is F(s) = 72, s E [0, l], the Lebesgue integral theorem leads to ]]Tnwk - T,w]] -+ 0; i.e., Tn is a 
continuous operator. 
Let t1,t2 E [O,l], ti < t2, w(t) E C,. 
I 
t1 
+ (h - h) 
sds 
0 m=Ws>, l/4 I IS 
t1 
5 
(1 - s)(X + Xs + s) ds 
ta mdw(s), l/n) 
is 
ta 
+ (1 - t2) sds tl mdw(s>, l/n) I+ /(tl -t2)11 max{Z$,l/n)l 
< ?I@2 - tl) + n(1 - tz)(tz - t1) + n(t2 - h) I qt1 - t2). 
The Arzela-Ascoli theorem leads to that Tn is a compact operator. The Schauder fixed-point 
theorem implies that Lemma 2.1 holds. This completes the proof. 
Putting SO = -X/(A + l), we have SO E (0,l) and X + Xs + s 1 0, s E [se, 11. Let t, E [0, l] 
such that ]]w,]] = wn(tn) > l/n. When t E [z, 11, 1 > z 1 SO, 
Il%ll = %(bd L WI(t) 
2 t J ‘(l-s)(X+Xs+s)ds+(l+ t J sds n-dw(s>, l/n) 0 -4wb>, +I 
1 t 
(1 - s)(X + As + s) ds + (1 - t) J 1 sds 
E&[3(l-t)2(A+At+t)+(l-t)3(A+l;+3(l-t)t~], 
then 
l)w,(12 2 ; [3(1 - ty(X + At + t) + (1 - t)3(X + 1) + 3(1 - t)P] , t E [z, 11. 
Especially (t = SO), 
~~t/J,~~2 2 ; y;;::; + 3y++11) -x 2 
[ ( )I x+1 
. 
If t+(t) is decreasing in [z, I], then (SO 5 z < 1) 
wn(t) 2 k&(1 - t), MA = J 2x+1 6’ t E [z, 11. 
(2.3) 
(2.4) 
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In fact, 
wn(t) 1 J l o-sW+Xs+s)ds > 1 ‘wn(s) J -wn(t) tl(l-s)(X+Xs+s)ds t
= & [3(1 - q2(X + At + t) + (1 - t)yX + l)] 
= &(l - ty[4X + 1+ 2(X + l)t] 
n 
’ 6w,,(t) 
-&l - t)y4X + 1 + 2(X + 1)&J] > - &(l - q2(2X + 1). 
n 
Hence, (2.4) holds. 
Putting K = {w(t) : w(t) E C[O, l], there exists t,,, E (0,l) such that w(t) is increasing (strictly) 
in [0, tw] and w(t) is decreasing in [tw, 11). 
LEMMA 2.2. There exists iVx > 0 such that wn(t) E K and w*(t) 2 l/n, t E [O,l], n > NA. 
PROOF. First, we prove the important fact that there is no inter& [a, b] C [0, I], 0 < a c b such 
that w,(a) > l/n, w;(a) = 0, wn(t) 2 w,(a), t E [a, b]. 
In fact, suppose that there exists an interval [a, b] 5 [0, 11, 0 < a < b such that w,(a) > l/n, 
w;(a) = 0, wn(t> 1 w,(a), t E [a,& 
By (2.2), we have 
-X(1 - t2) t 
w;(t) = J sds w.(t) - 0 m={wds), l/n)’ 
and 
w”(t) = (2X - 1P _ -x(1 -tZ)wk(t) n 
wn (4 wit(t) ' 
wn(t) > ;. 
(2.5) 
(2.6) 
Then w;(a) = (2X - l)a/w,(a) < 0 from (2.6). We may choose a small interval [a, c] C [a, b], 
a < c such that w:(t) < 0, t E [a, c]. By Taylor’s formula, we have 
wn(t) = w,(u) + fw:: (t’) (t - u)2, t’ E .(a,t), t E (a, c], 
and we obtain wn(t) < ~~(a), t E (a, c]. This leads to a contradiction. 
Also, (2.5) implies ~~(0) < wn(tn), which leads to t, E (0,l). 
From (2.5), we have 
-A (1 - ti) J t, 0 = w:,(L) = sds WI@*) - 0 m={w&), l/n) <-X(1-t:) ’ t”s&= _- - W&l) J W&) 0
Then, -A tz 22 -X+1/2’ 
(i) Put Z~ = inf{z : 0 < 2 5 t,, wn(t) > l/n for any t E (z,tJ,.n 2 NO}. Clearly, 
0 < z, c t,. We prove that wn(t) is strictly increasing in [zn, tn]. 
For fixed t E [z,,,t,J, if there exists t’ E [z,, t,J, t < t’ such that w,,(t) > wn(t’). 
Let to E [t,tn] such that wn(to) = min{w,(s), s E [t, tn]} (> l/n). Then to E (t,&), 
wA(ts) = 0 and wn(s) > wn(to), 8 E [to, tn], which leads to a contradiction. Hence, wn(t) 
is increasing in [zn, tn]. If there exists t’, t” E [z,,,t,,], t’ < t” such that wn(t’) = w,(t”), 
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then wn(t) = wn(t’) = ‘a,, t E [t’,t”]. It leads to w:,(t) = 0, t E (t’,t”). We have 
from (2.6): 0 = w:(t) = (2X - l)t/wn(t) < 0, t E (t’, t”), which leads to a contradiction. 
We prove that there exists Nl > 0 and h > 0 such that 
wnC.4 2 h n 1 Nl. (2.7) 
If (2.7) is false, then there exists a subsequence {w~,(z,,,)} of {We} such that 
lh,++, 2v,, (znk) = 0. Without loss of generality, let {w,, (znc)} be itself of {zu~(z,,)}. 
By (2.5), we have 
wn(t)w:,(t) I -A (1 - t2) ) t E (&,&al. (2.8) 
Integrating for (2.8) from z, to t,, we have (u = d-X/(-X + l/2)) 
; [u&J - w;(zn)] 5 l” -A (1 - t2) dt I Jd‘-X (1 - t2) dt = --A (u - ;) . 
Then, 
1(-4X + 3)X 
w:(L) L w;&J - - 3 -x+ l/2 (2.9) 
Inequalities (2.3) and (2.9) lead to H(A) 5 0. It leads to a contradiction. 
Also, (2.7) leads to t,, = 0, n > Nx = max{l/h, Nl, No}. 
(ii) If there exists t E [tn, l] such that tin(t) < l/n, let to E [tn,l] such that wn(to) = 
min{w,(t), t E [tn, 11) (< l/n), then to E (tn, l), wA(to) = 0, w:(h) = n(2X - 1)to < 0, 
w,,(s) > wn(to), s E [to, 11, which leads to a contradiction, too. 
Notice max(w,(t),l/n} = wUn(t), t E [O,l], n 2 Nx. Fixed t E [t,, 11, if there ex- 
ists t’ E [tn, l], t < t’ such that wn(t) < wn(t’). Let to E [tn, t’] such that wn(to) = 
min{uln(t), t E [tn, t’]}. Then to E (tn, t’). It is easy to know I& = 0 and t$(to) = 
(2X - l)to/wn(t,-,) < 0, which leads to a contradiction, too. This completes the proof. 
THEOREM 2.1. Let X E (X0,0). Then (2.1) has a positive solution at least. 
PROOF. 
(i) {wn(t)} is bounded in [OJ]. 
Let n 2 Nx, s1 = max{so, J-X/(-X + l/2)} in the rest. Lemma 2.2 leads to that ton(t) is 
decreasing in [sl, 11. By (2.4), we have 
%(O) = J ’ (1 - s)(X + Xs + s) ds + 1 0 WI(s) 71’ 
Then, 
‘l 
G(O) 5 J (1 - s)(X + Xs + s) ds %(S> + J l (1 - s)(X + Xs + s) ds + 1 0 81 ‘wds) 
al 
I J (1 - s)lX i- Xs + s[ ds 0 wn(s) + J ’ (l-s)(X+Xs+s)ds +l Sl MA@ -s> 
I 
1 
+‘+1 
min{wdO), 4~1)) MA 
1 
I 
l+Mx 
min{h, Mx(l - ~1)) + -’ MA. 
i.e., (~~(0)) is bounded. Hence, {wn(t)} is bounded in [O, 11 by (2.9). 
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According to the Helly selection principle [5], there exists a subsequence {wns (t)} of {wn(t)} : 
i # j, ni # nj, which converges everywhere on [0, 1). Without loss of generality, let {wnl.(t)} be 
itself of {wn(t)}, put w(t) = limn--r+oo w,(t), t E [O,l], it is easy to prove w(t) 1 min{h,Mx(l - 
a)}, t E [O, sl] and w(t) 1 M,(l - t), t E [a, 11. 
(ii) w(t) is a positive solution of (2.1). 
For fixed t E [0, l), we choose 7 2 s1 to fit t < 7 < 1. Then, wn(t) is decreasing in [7,1], 
w&) = J ’ (1 - s)(X + Xs + s) ds + (1 _ t) ’ sds t 4s) J -+A 0 w,(s) n 
r (1 - s)(X + Xs + s) ds t sds = J ’ (1 - s)(X + Xs + s) ds + +(1-t) - 7 W,(S)’ _ .J t wn(s) J 0 wn(s) +;. 
By (2.4), we choose the dominated functions 
Fo(s)=&, s E [Y, 11, 
R(s) = 
1 
min{h, Mx(l - 7))’ s E [crl, 
F3(s) = 
1 
min{h, Mx(l - 7))’ s E [O,$ 
and the Lebesgue integral theorem leads to 
w(t) = J ’ (l-s)(X+Xs+s)ds +(l-t) t sds t 4s) J- 0 4s) ’ o<t<1. (2.10) 
We prove ~(1~) = 0. For t E [SI, l), we have from (2.10) 
J ’ ds [J 81 sds J 
t w(t) I t%+(1-t) ds 
0 min{h,w(sl)} + 81 Mx(l - s) ’ 1 (2.11) 
From (2.11), we obtain (t E [SI, 1)) 
[s 31 w(t) I (1 - t> sds + J-(1 - ln(1 -t) + ln(1 - so)) 0 min{h,Mx(l - SI)} MA I . (2.12) 
limt,l- (1 - t) ln(l - t) = 0 implies w(l-) = 0. Clearly, w(t) E C[O, 11, and hence, is a positive 
solution of (2.1). Our proof is completed. 
THEOREM 2.2. Let X E (X0,0). Then (1..2),(1.2) h as a solution at least, which s&i&s 
0 < f’(s; 4 < 1, f”(% A) > 0, 7j > 0. (2.13) 
PROOF. For t E [sl, l), we know easily from (2.12), 
The rest of proof is similar to Thm;em 3.1 in [4, pp. 253-2541, and hence, is omitted here. Our 
proof is completed. 
&early, Theorems 2.1 and 2.2 hold for X E (-l/2,0), H(/\) > 0. 
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