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Non-spherical particles scatter and polarize solar radiation depending on their shape, 
size, chemical composition and orientation. In addition, such information is crucial in 
radiative transfer modeling. Therefore, in this study, the implementation of 
polarization into a three-dimensional radiative transfer model is introduced and its 
validation through benchmark results. The model is based on the statistical Monte 
Carlo method (in the forward scheme) and takes into account multiple scattering and 
the polarization states of the monochromatic radiation. It calculates column-response 
pixel-based polarized radiative densities for 3D inhomogeneous cloudy atmospheres 
and is hence best suited for use in remote sensing applications. To this end, the model 
can be used to explore the potential of remote sensing techniques which distinguish 
between spherical and non-spherical particles on the one side and coarse mode dust 




Nichtsphärische Partikel streuen und polarisieren die solare Strahlung in Abhängigkeit 
ihrer Form, chemischen Zusammensetzung sowie Orientierung. Diese Informationen 
sind zudem auch entscheidend für Strahlungstransportmodelle. Deshalb wird in dieser 
Studie die Integration der Polarisation in ein dreidimensionales 
Strahlungstransportmodel vorgestellt und anhand von Bezugswerten validiert. Das 
Model basiert auf einer statistischen Monte Carlo Methode (Vorwärtsrechnungen) und 
beachtet zudem die Mehrfachstreuprozesse sowie den Polarisationsstatus der 
monochromatischen Strahlung. Es berechnet säulenweise und pixelbasiert polarisierte 
Strahldichten einer dreidimensionalen inhomogenen wolkigen Atmosphäre und ist 
somit bestens für Anwendungen im Fernerkundungsbereich geeignet. Abschließend ist 
dieses Model dazu geeignet, das Potential von Fernerkundungstechniken zu erkennen, 
die zur Unterscheidung von sphärischen und nichtsphärischen Partikeln sowie groben 
Staubpartikeln und Eiskristallen entwickelt wurden.  
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1. Introduction  
 
Non-spherical particles are known to have a considerable impact on climate (Liou 
1986; Kaufman et al., 2002; IPCC, 2007). They scatter and change the polarization 
state of solar radiation depending on their shape, size, chemical composition and 
orientation. Even though this relationship is rather complex, its knowledge is the prior 
condition for the interpretation of remote-sensing measurements. Additionally, the 
comprehensive investigation of ground-based and airborne-based passive radiometric 
and polarized measurements require a vector radiative transfer model that accounts for 
multiple scattering and polarization. Thus, in the present study, we introduce a new 
polarized model based on the forward Monte Carlo method that exactly simulates 3D 
radiative transfer processes in arbitrary complex scattering and absorbing media (i.e. 
clouds). Validations of the code against different benchmark results are also presented. 
 
2. Methodology  
 
The three-dimensional (3D) radiative transfer model at the Institute for Marine 
Research at the University of Kiel (UNIK) is the scalar model used for the purpose of 
this study (Macke, 1994). The model is based on the statistical forward Monte Carlo 
method and its main purpose is to calculate column-response pixel-based radiative 
densities for 3D inhomogeneous cloudy atmospheres. For this study, the model has 
been extended to take into account the polarization state of the monochromatic 
radiation due to multiple scattering by randomly oriented non-spherical particles, i.e. 
coarse mode dust particles and ice particles. 
 
2.1. Model description  
 
Following the comprehensive description by Cashwell and Everett (1959), the original 
scalar MC-UNIK model is considered to be a 3D Cartesian domain with a cellular 
structure, in which individual photons are traced until they either leave the scattering 
domain or are fully absorbed. 
The 3D domain is divided into grid-boxes with indices (i, j, k) and geometrical 
dimensions along x-, y-, and z-direction. Each grid-box is characterized by a volume 
extinction coefficient β(i, j, k) a scattering phase function P(Θ, I, j, k) with scattering 
angle Θ, and a single scattering albedo ωο (see Fig. 1).  
Directions are specified by means of an azimuth and zenith angle. The azimuth 
angle φ is measured clockwise when looking upwards and the zenith angle θ is the 
angle with respect to the downward normal. Additionally, free path lengths and 
scattering directions are simulated as outlined in Marchuk et al., (1980) by random 
number processes with Lamberts law of attenuation and the scattering phase function 
as the probability density functions for the free path length and the scattering direction. 
Simulation begins with a photon entering randomly on the top layer (i, j, kmax) of 
the model domain. Each photon is characterized by a weight, whose value is set 
initially to unity. Its position is uniformly distributed with a propagation specified by 
the solar zenithal and azimuth angle (θο, φο) and direction described by the direction 
cosines: 
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𝑘𝑘𝑖𝑖𝑖𝑖
𝑥𝑥 = 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃𝑜𝑜 𝑐𝑐𝑐𝑐𝑠𝑠 𝜑𝜑𝑜𝑜 
 
𝑘𝑘𝑖𝑖𝑖𝑖
𝑦𝑦 = 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠 𝜑𝜑𝑜𝑜                                                                                                       (1) 
 
𝑘𝑘𝑖𝑖𝑖𝑖








Photons are traced from the starting point on one grid-box surface to the intersection 
with the nearest neighbour grid-box surface as illustrated in Fig. 2, as described in 
Macke et al. (1999). This procedure is repeated l times until the cumulated optical 
thickness  
 
𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐 =  ∑ 𝛽𝛽𝑙𝑙 (𝑠𝑠, 𝑗𝑗,𝑘𝑘)𝑡𝑡𝑙𝑙,                                                                                                 (2) 
 
exceeds the randomly chosen (exponentially distributed) optical thickness τrand. 
𝑡𝑡𝑙𝑙  stands for the step lengths within the individual grid-boxes. Subsequently, the 
photon steps backward by 
 
𝑡𝑡𝑏𝑏𝑏𝑏𝑐𝑐𝑏𝑏 = (𝜏𝜏𝑐𝑐𝑐𝑐𝑐𝑐 −  𝜏𝜏𝑟𝑟𝑏𝑏𝑖𝑖𝑟𝑟)/𝛽𝛽(𝑠𝑠, 𝑗𝑗,𝑘𝑘),                                                                              (3) 
 
to ensure that the total photon path exactly matches the 𝜏𝜏𝑟𝑟𝑏𝑏𝑖𝑖𝑟𝑟. 
 
 




Fig. 2: Illustration of photon tracing within a regular array of cloud boxes. 
 
 
The MC radiative transfer model directly simulates the scattering events. After 
travelling a certain path inside the domain a scattering event takes place and the new 
direction of the photon 𝑘𝑘𝑜𝑜𝑐𝑐𝑜𝑜 = (𝑘𝑘𝑥𝑥 ,𝑘𝑘𝑦𝑦 ,𝑘𝑘𝑧𝑧)𝑜𝑜𝑐𝑐𝑜𝑜 is calculated by the preceding direction 
and the scattering zenith and azimuth angles described in Marchuk et al. (1980), 
Chapter 2.2. In the scalar scheme, the scattering azimuth angle is uniformly distributed 
between [0, 2π] and the scattering zenith angle is randomly chosen from the 
precalculated cumulative probability density function according to 
 
𝑆𝑆𝑖𝑖−1 < 𝑅𝑅 < 𝑆𝑆𝑖𝑖 with 𝑆𝑆𝑖𝑖 = ∑ 𝑃𝑃𝑖𝑖𝑗𝑗=1 �𝜃𝜃𝑗𝑗�𝛥𝛥𝛥𝛥�𝜃𝜃𝑗𝑗�                                                               (4) 
 
Where 𝛥𝛥𝛥𝛥�𝜃𝜃𝑗𝑗� is the solid angle interval corresponding to a finite scattering angle 
interval [θi,min, θi,max] and R stands for a random number uniformly distributed between 
0 and 1. The exact scattering angle is then interpolated by 
 
𝜃𝜃 = 𝜃𝜃𝑖𝑖,𝑐𝑐𝑖𝑖𝑖𝑖 + 𝑡𝑡 ∙ 𝜃𝜃𝑖𝑖,𝑐𝑐𝑏𝑏𝑥𝑥 with 𝑡𝑡 = 𝑅𝑅−𝑆𝑆𝑖𝑖−1𝑆𝑆𝑖𝑖 −𝑆𝑆𝑖𝑖−1 .                                                                      (5) 
 
In addition, absorption is taken into account by multiplying the initial photon weight 
by the single scattering albedo, whenever a scattering event occurs, and the surface 
contribution is calculated assuming a Lambertian surface (isotropic reflection).  
In order to grant precise radiance calculations for each wavelength the so-called 
Local Estimate Method (LEM) has been applied (Collins et al., 1972; Marchuk et al., 
1980; Marshak et al., 2005). The LEM accounts the probability that the photon is 
scattered into the direction of the sensor at each scattering process. It also calculates 
the attenuation along the optical thickness (𝜏𝜏) between the scattering location and the 
detector. It is described by: 
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Where 𝜃𝜃𝑖𝑖𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑𝑜𝑜 is the scattering angle between the incident direction and the direction 
of the detector, 𝜃𝜃𝑟𝑟𝑑𝑑𝑜𝑜 is the zenithal angle of the detector, and 𝜔𝜔𝑜𝑜 is the single scattering 
albedo. The division by 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑟𝑟𝑑𝑑𝑜𝑜  is to account for the slant area in the radiance 
definition. 
Finally, when the simulation ends, the normalized radiance is computed by: 
 
𝐼𝐼 = 𝜋𝜋 𝐸𝐸(𝑖𝑖,𝑗𝑗)
𝜇𝜇𝑜𝑜𝐹𝐹𝑜𝑜
,                                                                                                                    (7) 
 
where 𝜇𝜇𝑜𝑜𝐹𝐹𝑜𝑜 is the incoming solar flux and 𝐸𝐸 the radiance. The statistical errors of the 
fluxes and radiances are given by 1/√𝑠𝑠, where n is the number of photons (Macke et 
al. 1999). 
 
2.2. Polarized Monte Carlo model  
 
The conventional approach to handle polarization dates back to Sir George Gabriel 
Stokes. In 1952, he discovered that the polarization behaviour of the electromagnetic 
wave could be represented by real observables. This resulted in the Stokes vector, 
defined by four quantities 𝑆𝑆 = (𝐼𝐼,𝑄𝑄,𝑈𝑈,𝑉𝑉) , each of them carrying the units of 
irradiance (W/m2) (Stokes, 1852). The latter allows the Stokes vector to describe the 
intensity and the state of polarization and it can be simply included to the radiative 
transfer theory.  
The Stokes parameters are defined by the components of the electromagnetic field 
(e.g. Chandrasekhar, 1960; van de Hulst, 1957; Hansen and Travis, 1974; Liou, 2002; 
Mishchenko et al., 2002): 
 
𝐼𝐼 =  𝐸𝐸𝑙𝑙𝐸𝐸𝑙𝑙∗ + 𝐸𝐸𝑟𝑟𝐸𝐸𝑟𝑟∗,                                                                                                         (8) 
𝑄𝑄 =  𝐸𝐸𝑙𝑙𝐸𝐸𝑙𝑙∗ − 𝐸𝐸𝑟𝑟𝐸𝐸𝑟𝑟∗,                                                                                                        (9) 
𝑈𝑈 =  𝐸𝐸𝑙𝑙𝐸𝐸𝑟𝑟∗ + 𝐸𝐸𝑟𝑟𝐸𝐸𝑙𝑙∗,                                                                                                      (10) 
𝑉𝑉 = 𝑠𝑠(𝐸𝐸𝑙𝑙𝐸𝐸𝑟𝑟∗ − 𝐸𝐸𝑟𝑟𝐸𝐸𝑙𝑙∗).                                                                                                 (11) 
 
Where 𝐸𝐸𝑙𝑙  and 𝐸𝐸𝑟𝑟  are two orthogonal electric field components parallel and 
perpendicular to the direction of propagation respectively, the asterisk stands for the 
conjugate value, and 𝑠𝑠 = √−1. The first component of the Stokes vector, I, gives the 
total irradiance, Q and U describe the linear polarization and the circular polarization 
is given by V. Furthermore, the Stokes parameters are defined such that the local 
meridian plane acts as a plane of reference (Chandrasekhar, 1960) defined by the 
propagation direction (i.e. incident and scattered) of the photon and the vertical 
direction – z-axis. 
In the following, we present the implementation of polarization in the MC model. 
To begin with, in the vector approach the scalar weight is replaced by the Stokes 
weight. The incident photon is supposed to be initially unpolarized and the 
corresponding weight is 𝑆𝑆 = (1,0,0,0).  
Another important difference in the vector scheme concerns modifications in the 
scattering description. For many scattering problems (i.e. scalar radiative transfer 
theory, and randomly oriented particles), the phase function 𝑃𝑃, which represents the 
relative angular distribution of the scattered direction (Wendisch et al., 2012), is 
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sufficient to describe thoroughly the scattering behaviour dependent only on the 
scattering angle with respect to the incident direction. However, polarization 
introduces an anisotropy on the scattering direction since it depends on the frame of 
reference. The scattering geometry is illustrated in Fig 3. For polarization problems 
(anisotropic scattering), the interaction between a photon and a particle is described by 
a 4x4 matrix, the so-called phase matrix. Considering an ensemble of randomly 
oriented particles the number of matrix elements could be reduced to six (van de Hulst, 
1980): 
 
𝑃𝑃(Θ) = �𝑃𝑃11(Θ) 𝑃𝑃12(Θ)𝑃𝑃12(Θ)00 𝑃𝑃22(Θ)00
0 00
𝑃𝑃33(Θ)





Fig. 3: The geometry of anisotropic scattering: incident kinc and scattered ksca 
directions. i1 and i2 are the rotation  angles, and φinc and φsca are the azimuth angles of 
the incident and scattered directions respectively (Mishchenko et al., 2002). 
 
 
The latter is defined with respect to the scattering plane, determined by the incident 
and the scattering directions. In addition, it relates the Stokes parameters linked to the 
two directions, specified with respect to their reference planes (Mishchenko et al., 
2002). Hence, in order to derive the scattered Stokes vector 𝑆𝑆𝑐𝑐𝑐𝑐𝑏𝑏 = (𝐼𝐼,𝑄𝑄,𝑈𝑈,𝑉𝑉)𝑐𝑐𝑐𝑐𝑏𝑏 with 
respect to its plane of reference (plane containing the scattered and the vertical 
direction) one has to transform the incident Stokes vector 𝑆𝑆𝑖𝑖𝑖𝑖𝑐𝑐 = (𝐼𝐼,𝑄𝑄,𝑈𝑈,𝑉𝑉)𝑖𝑖𝑖𝑖𝑐𝑐 to the 
scattering plane so that the phase matrix multiplication can be carried out. Finally, the 
scattered Stokes vector is given by: 
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where 𝑍𝑍 is the transformation matrix that describes the scattering procedure, 𝑠𝑠1 and 𝑠𝑠2 
are the rotation angles, the subscripts inc and sca stands for the incident 𝑘𝑘𝑖𝑖𝑖𝑖𝑐𝑐 =(𝜃𝜃𝑖𝑖𝑖𝑖𝑐𝑐 ,𝜑𝜑𝑖𝑖𝑖𝑖𝑐𝑐)  and the scattered directions 𝑘𝑘𝑐𝑐𝑐𝑐𝑏𝑏 = (𝜃𝜃𝑐𝑐𝑐𝑐𝑏𝑏 ,𝜑𝜑𝑐𝑐𝑐𝑐𝑏𝑏)  and 𝑅𝑅(𝑠𝑠)  is the rotation 
matrix: 
 
𝑅𝑅(i) = �1 0000 cos 2𝑠𝑠− sin 2𝑠𝑠 0
0 0sin 2𝑠𝑠cos 2𝑠𝑠0 001�,                                                                             (14) 
 
The rotation angles can be computed from 𝑘𝑘𝑖𝑖𝑖𝑖𝑐𝑐 and 𝑘𝑘𝑐𝑐𝑐𝑐𝑏𝑏 using spherical trigonometry 
(Mishchenko et al., 2002): 
 cos 𝑠𝑠1 = cos𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠−cos𝜃𝜃𝑖𝑖𝑖𝑖𝑠𝑠𝑐𝑐𝑜𝑜𝑐𝑐Θ±sin𝜃𝜃𝑖𝑖𝑖𝑖𝑠𝑠 𝑐𝑐𝑖𝑖𝑖𝑖Θ                                                                                          (15) 
 cos 𝑠𝑠2 = cos𝜃𝜃𝑖𝑖𝑖𝑖𝑠𝑠−cos𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠𝑐𝑐𝑜𝑜𝑐𝑐Θ± sin𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑖𝑖𝑖𝑖Θ                                                                                         (16) 
 cos 2𝑠𝑠1,2 = 2 cos2 𝑠𝑠1,2 − 1                                                                                          (17) sin 2𝑠𝑠1,2 = 2 (1 − cos2 𝑠𝑠1,2)1/2 cos 𝑠𝑠1,2                                                                       (18) 
  
The sign ± depends on the difference (𝜑𝜑𝑐𝑐𝑐𝑐𝑏𝑏−𝜑𝜑𝑖𝑖𝑖𝑖𝑐𝑐), and one should take limits when 
the dominator of the above equations becomes zero.  
As we already mentioned, for polarization problems, the transformation matrix and 
not just the phase function describes the scattering behaviour. However, we use the 
phase function as the probability density function to obtain the scattering angle Θ and a 
randomly chosen angle (between 0 and 2π) to derive the scattering azimuth angle. We 
could let this happen by applying the following correction: 
 
𝑆𝑆𝑐𝑐𝑐𝑐𝑏𝑏 = 𝑃𝑃11−1 𝑍𝑍 𝑆𝑆𝑖𝑖𝑖𝑖𝑐𝑐,                                                                                                       (19) 
 
In other words, in a case of scattering event we can sample Θ from the phase function, 
but we need to replace the transformation matrix Z with a reduced matrix 𝑃𝑃11−1 ∙ 𝑍𝑍. This 
method is called biased-sampling method or importance sampling method. For further 
information about this method the reader is referred to the literature (Collins et al. 
1972; Kattawar, 1978; Marchuk et al. 1980). 
 
3. Model validation 
 
Benchmark results have been provided by plenty comparisons including Coulson et al. 
(1960), Garcia and Siewert (1986, 1989), Mishchenko (1991), de Haan et al. (1987), 
Natraj et al. (2009) among others. However, in this study we validate our polarized 
Monte Carlo radiative transfer model through Kokhanovsky et al. (2010) and Wauben 
and Hovenier (1992). 
For a Rayleigh and aerosol layer we compared our model through Kokhanovsky et 
al. (2010). The benchmark results have been generated using SCIATRAN (Rozanov et 
al., 2005, 2006) which is a software package based on the discrete ordinates method. 
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Simulations were conducted for a homogeneous plane-parallel layer assuming a cloud 
optical thickness of 0.3262, a single scattering albedo of 1, and a black underlying 
surface (the surface albedo equals to 0, i.e. ideal absorbing) for both cases.  
The Rayleigh phase matrix was given without the depolarization factor as in Eq. 
(20), and the aerosol phase matrix was calculated using Mie theory (Mie, 1908) at 
λ=412 nm. The phase matrices are shown in Fig. 4. 
 
𝑃𝑃𝑅𝑅(Θ) = 34 �1 + 𝑐𝑐𝑐𝑐𝑠𝑠2Θ 𝑐𝑐𝑐𝑐𝑠𝑠2Θ − 1𝑐𝑐𝑐𝑐𝑠𝑠2Θ − 100 1 + 𝑐𝑐𝑐𝑐𝑠𝑠2Θ00







Fig. 4: Phase matrix elements for the aerosol case and for the Rayleigh scattering. 
 
 
In Fig. 5 we present the normalized Stokes vector for the transmitted, ST =(IT, QT, UT, 
VT), and reflected, SR =(IR, QR, UR, VR), diffuse radiation pertaining to a solar zenith 
angle of 60o, relative azimuth angles between radiance and incident directions (RRA) 
of 0o, 90o and 180o and different view zenith angles (VZA). Note here that a relative 
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Fig. 5: The normalized Stokes vector for the Rayleigh layer in the reflected and 
transmitted radiation (line – SCIATRAN, circles – polarized MC). The solar zenith 
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The relative differences of our results for the first three components of the Stokes 
vector as correlated to the benchmark results were also calculated. Where the values of 
the Stokes components tend to zero are ignored as they can lead to large values of the 
relative difference. There is an excellent agreement between the polarized MC model 
and the output from SCIATRAN for the molecular scattering. Note here that the fourth 
Stokes parameter is always zero for this case, and it disappears at relative azimuth 
angles of 0o and 180o.  Relative differences are less than 0.2% for the first Stokes 
element, and up to 2.5% for the Q and U (for the used number of photons, 107). 
Furthermore, the comparison for the aerosol layer pointed out that the polarized MC 
model produces accurate results for the first three components of the Stokes vector for 
both reflected and transmitted radiation. The relative differences are less than 1.2% for 
the first Stokes component I, and up to 1% and 5% for the Q and U respectively (for 
the used number of photons, 108). However, for the last component V we could clearly 
identify a notable noise. This is due to the fact that calculation is statistical in the 
Monte Carlo method; results are always subject to statistical uncertainty. In addition, 
in order to ameliorate such problem and correctly derive the component V, more than 
1010 photons should be selected for the simulations, which dramatically increases the 
simulation time.  
For rather irregular particles, we compared our polarized MC model against the 
tabulated values by Wauben and Hovenier (1992), retrieved by two different 
computational ways (i) a doubling/adding method (de Haan et al., 1986) and (ii) the FN 
method (Garcia et al., 1989). In this study, we will present only the results obtained for 
the atmospheric model 1 (Kuik et al., 1992), which corresponds to a homogeneous 
plane-parallel atmosphere with a layer of randomly oriented prolate spheroids with a 
refractive index 1.55 – 0.01i above an ideal absorbing surface. The comparison is 
illustrated in Fig. 7. Simulations were conducted for an incident unpolarized flux of π 
at a solar zenith angle of 53.13 degrees and two different RRA (0o and 90o). The cloud 
optical thickness and the single scattering albedo are both one. 
In the polarized Monte Carlo model the number of photons selected was 107. It 
should be noted that the third and fourth element of the Stokes vector disappears for a  
RRA=0o for both reflected and transmitted radiation. There is a very good agreement 
with the benchmark results for the parameters I, Q, U (relative differences are less than 
6%). On the other hand, the efficiency of the polarized model is not enough to 
calculate the last component V for highly irregular particles, since it could get very 
small values.  
To this end, the comparisons proved that our model can handle multiple scattering 
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Fig. 7: The normalized Stokes vector for a layer of randomly oriented prolate 
spheroids in the reflected and transmitted radiation (circles – Wauben and Hovenier, 
crosses – polarized MC). The cosine of the solar zenith angle is 0.60 and the relative 
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4. Summary and outlook 
 
The present study has described the implementation of polarization into a 3D Monte 
Carlo radiative transfer model. It employs the statistical Monte Carlo technique (in the 
forward scheme) and it is designed to calculate column-response pixel-based polarized 
radiative densities for 3D inhomogeneous cloudy atmospheres. The biased-sampling 
method introduced in this study is perhaps the fastest approach of the different 
methods to the polarized radiative transfer problem. Furthermore, in order to allow 
accurate calculations and diminish the noise of radiance estimations for highly 
asymmetric phase matrices the Local Estimate Method has been applied. 
Validations of the model output for three different cases (Rayleigh scattering, 
aerosol and randomly oriented prolate spheroids) have been carried out against 
benchmark results (Kokhanovsky et al., 2010 and Wauben et al., 1992), indicating an 
excellent agreement. All deviations found for the last component of the Stokes vector 
for the aerosol case and the layer of randomly oriented prolate spheroids can be 
explicated by the noise of the MC method in radiance calculations. Increasing the 
selected number of photons could reduce the noise. 
Further comparisons will be conducted against benchmark results for a 
homogeneous layer above a Lambertian surface (Coulson et al., 1960). Moreover, it is 
planned to perform sun-photometer-based observations of downwelling solar radiances 
polarized by Saharan dust and ice particles. The measured data sets will be used and 
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Summary  
A new innovative approach to study inhomogeneous cirrus by collocated airborne 
radiation and microphysical measurements is presented. The close collocation of the 
measurements, above, beneath and inside the cirrus cloud, is obtained by two 
platforms connected to each other: a research aircraft (Learjet) and the towed platform 
AIRTOSS (AIRcraft TOwed Sensor Shuttle). The AIRTOSS can be released from and 
retracted to the aircraft by means of a towing cable up to a distance of 4 km. 
In the framework of the AIRTOSS – Project (a cooperation with the University and the 
Max Planck Institute for Chemistry in Mainz, and the Forschungszentrum Jülich 
GmbH) two field campaigns were performed in spring and late summer 2013 above 
the North Sea. First preliminary results illustrate the quality of the measurements 
which emphasizes the benefit of such collocated measurements. 
The effects of cloud optical layer properties on the radiative energy budget of cirrus 
are studied by measurements of spectral up- and downward solar irradiances. From the 
collocated measurements spectral transmissivity, absorptivity and reflectivity of the 
observed cirrus layer are derived directly and set into relation to the in situ 
measurements of cirrus microphysical properties. 
To constrain the cloud radiative effect found in the measurements and to improve our 
understanding of the impact of cloud inhomogeneities we apply additional radiative 





AIRTOSS (AIRcraft TOwed Sensor Shuttle) ist eine neue innovative Methode zur 
Untersuchung inhomogener Cirruswolken durch gleichzeitige, flugzeuggetragene 
Messungen der Strahlungs- und mikrophysikalischen Eigenschaften. Die gute zeitliche 
Übereinstimmung der Messungen über, unter und innerhalb der Wolkenschicht wird 
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realisiert durch zwei Messplattformen, die miteinander verbunden sind: ein 
Forschungsflugzeug (Learjet) und der am Seil befestigte AIRTOSS. Dieser kann vom 
Flugzeug bis zu einer Länge von 4 km abgelassen und wieder eingezogen werden.  
Im Rahmen des AIRTOSS – Projektes (eine Zusammenarbeit mit der Universität 
Mainz, dem Max Planck Institut für Chemie Mainz und dem Forschungszentrum 
Jülich GmbH) fanden zwei Messkampagnen im Frühling und Spätsommer 2013 über 
der Nordsee statt. Erste Ergebnisse zeigen das hohe Potenzial der Messungen und 
unterstützen so den Nutzen dieser parallelen Messmethode. 
Der Effekt optischer Wolkenschichteigenschaften auf das Strahlungs- und 
Energiebudget von Cirruswolken wird durch die Messungen der spektralen auf- und 
abwärts gerichteten solaren Strahlungsflussdichten untersucht. Mithilfe der parallelen 
Messmethode können Transmissivität, Absorptivität und Reflektivität der zu 
untersuchenden Cirrusschicht direkt ermittelt und mit in situ Messungen der 
mikrophysikalischen Eigenschaften des Cirrus kombiniert werden.   
Zur Untersuchung des aus den Messungen erhaltenen Wolkenstrahlungseffekts und 
zur Verbesserung des Verständnisses für den Einfluss von Wolkeninhomogenitäten 
werden zusätzlich Strahlungstransportrechnungen durchgeführt. Die gemessenen 






The largest uncertainties in climate modelling and remote sensing originate from 
clouds and their effects and interaction with solar and thermal radiation 
(Intergovernmental Panel on Climate Change, IPCC 2013, http://www.ipcc.ch/). In 
particular, cirrus clouds can either warm or cool the atmosphere, depending on optical 
thickness and cloud altitude (Lynch et al., 2002). Cirrus clouds are globally 
distributed. They are present at all latitudes and in all seasons with a mean global 
cloud cover of about 20 – 30 %, and more than 70 % in the Tropics (Wylie et al, 
1994). Due to different environmental conditions and evolution processes cirrus can 
have a diversity of structures. The radiative cloud layer properties (reflectivity, 
transmissivity, absorptivity of the incoming solar and outgoing terrestrial radiation) of 
the optically thin ice clouds depend strongly on the microphysical and optical 
properties of the cloud particles. The relation between reflecting and absorbing solar 
radiation causes a cooling or warming effect of the cloud. The more the incoming solar 
radiation is reflected back to space the higher is the cooling effect of a cloud.  
The inhomogeneous cloud properties have an impact on (i) the energy budget of the 
Earth’s atmosphere and (ii) on their remote sensing of optical thickness τ and effective 
radius Reff which is mostly based on 1D radiative transfer modelling. 
 




























Fig. 1: Learjet with towed AIRTOSS (AIRcraft TOwed Sensor Shuttle). Picture was 
taken during the test flight from chaser plane. 
 
To investigate the spatial inhomogeneity of cirrus, simultaneous airborne radiation 
measurements above and beneath the cloud collocated with in situ microphysical 






Airborne radiation measurements were performed during the AIRTOSS (AIRcraft 
TOwed Sensor Shuttle) campaign in spring and late summer 2013. The measuring 
flights started from the military airports in Hohn and Jagel, Schleswig Holstein, North 
Germany, and were performed above the North Sea. 
Several instruments for different purposes were mounted in the Learjet, AIRTOSS and 
a wing pod underneath the left wing (see Fig. 2). In the framework of the AIRTOSS 
project instruments for radiation, microphysics, trace gas and water vapor 
measurements were operated. 
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Fig. 2: Assembly of the research plane Learjet, the wing pod underneath the left wing 
and the towed AIRTOSS (Frey et al., 2004). 
 
To derive the cloud optical layer properties reflectivity, transmissivity and absorptivity 
up to now the radiative measurements above and below the cloud layer were 
performed consecutively. This method causes a temporal shift between the two 
measurements and thereby errors. This method can be used for more or less static 
cloud layers at lower altitudes. Cirrus are at an altitude with higher wind velocities, 
that makes these collocated measurements necessary. The assembly of Learjet and 
AIRTOSS below enables collocated measurements of radiative and microphysical 
cloud properties at two altitudes. 
AIRTOSS (Fig. 3) looks like a kind of rocket and has a length of 2.85m, is 24 cm in 
diameter and has a maximum weight of 70 kg. In the front part the Cloud Combination 
Probe for microphysical measurements is mounted. The middle part consists of the 
battery and in the back part the radiation instrument is mounted with an up– and 
downward looking optical inlet. 
In total five optical inlets, two for upward irradiance (W m-2 nm-1), two for downward 
irradiance, and one for upward radiance (W m-2 nm-1 sr-1) were mounted on the two 
platforms Learjet and AIRTOSS. 
Optical fibers connect each of them with two Zeiss Spectrometers for the visible / near 
infrared (300 - 1000 nm) and shortwave infrared (900 - 2300 nm) wavelength range. 
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Fig. 3: AIRTOSS is 2.85m long, 24 cm in diameter and has a maximum weight of 70 
kg. In the front part is the Cloud Combination Probe. The middle part consists of the 
battery and in the back part the radiation instrument is mounted with an up– and 
downward looking optical inlet (little picture on the right).   
 
Next to the radiation instruments inside AIRTOSS and the wing pod microphysical 
cloud probes collect information about cloud particle size, shape and number size 
distribution for a particle size range from 2 to 960 µm.  
 
 
Optical Layer Properties 
 
The microphysical properties of the cloud particles like particle size, shape and phase 
define the radiative properties of the cloud particles. Additionally with the number size 
distribution the optical layer properties reflectivity, transmissivity and absorptivity are 
described. The radiative properties of a cloud layer determine the impact of the cloud 
on the radiative energy budget of the Earth’s atmosphere. 
By measuring up- and downward flux densities above (top) and below (base) a cloud 
layer the optical properties can be calculated as follows. The reflectivity 
 
𝑅𝑅 = 𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡↑ −𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏↑
𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡
↓  ,   (1)  is the amount of incoming solar radiation that is reflected by the cloud layer from above. The transmissivity of a cloud layer  
𝑇𝑇 = 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏↓
𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡
↓  ,    (2) 
 
describes the part of the incoming radiation that gets through the cloud. The amount of 
radiation that stays inside the cloud layer due to absorption can be defined with the 
absorptivity 
𝐴𝐴 = �𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡↓ −𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡↑ �−(𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏↓ −𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏↑ )
𝐹𝐹𝑡𝑡𝑡𝑡𝑡𝑡
↓   , (3). 
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These formulas are used to derive the cloud optical layer properties from the measured 
solar flux densities for investigating the effect of the inhomogeneous cirrus layers on 





First measurement results are shown here from the 9th scientific flight, performed on 
September, 3rd in 2013. In Fig. 4 the time series of the downward irradiances at one 
wavelength is illustrated for the complete flight.  
 
 
Fig. 4: Time series of downward irradiances above (Learjet, black) and below 
(AIRTOSS, blue) the investigated cirrus layer on September, 3rd. The red line shows 
the flight altitude. 
 
The altitude (red line) shows the stepwise flight pattern for measuring at different 
altitudes. The peaks in the time series of the irradiances are due to flight manoeuver 
and have to be rejected. Between the black and blue lines there is a difference showing 
the attenuation through interaction of the solar radiation with the cloud layer in 
between.   
 
 
Fig. 5: Cloud situation on September, 3rd, recorded with an on board camera from 
inside the cockpit. 
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Fig. 5 shows the cloud situation during this flight while Northern Germany was under 
the influence of a warm front above Denmark.   
Measured spectra of upward (blue) and downward (black) irradiances from both 
platforms are shown in Figure 6. The solid lines show the spectra from the Learjet 
above the cloud layer, the dotted lines are the ones from the AIRTOSS from below the 
cirrus. The up- and downward irradiances, respectively, differ between the two heights 
caused by interaction, like reflection or absorption of the incoming solar radiation, 
with the cloud particles of the cirrus layer in between. The dotted line shows the 
attenuated irradiance underneath the cloud layer. 
 
 
Fig. 6: Downward (black) and upward (blue) irradiance above (Learjet, solid line) 
and below (AIRTOSS, dotted line) the cloud layer at 09:34:55 UTC on September, 3rd. 
The error bars show the standard deviation from measurement uncertainties. 
 
From below the cloud layer the upward radiation is dependent on the albedo of the 
Earth’s surface or underlying clouds. That is the reason why the measurements were 
performed above the ocean with a constant surface albedo. From above the cloud the 
upward irradiance consists mainly of the reflected radiation. The absorption bands at 
wavelengths of 1140 nm or 1400 nm can be seen in this measurement case in Fig 6.  
By measuring the up- and downward irradiances above and below the cloud layer at 
the same time the cloud optical layer properties according the formulas (1) – (3) can be 
derived.  
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Fig. 7: Cloud optical layer properties reflectivity (black), transmissivity (red) and 
absorptivity (green) at 09:34:55 UTC on September, 3rd. 
 
Fig. 7 shows the spectral reflectivity (black), transmissivity (red) and absorptivity 
(green) in the visible and near infrared wavelength range for the example in Fig. 6. As 
cirrus clouds are optically thin clouds the reflectivity is not higher than 10 % and in 
contrast the transmissivity shows high values between 90 and 60 %. Absorption bands 
can be seen in the near infrared range.  
 
 
Radiative Transfer Simulation 
 
To investigate the effects of different cloud particle shapes and sizes on cirrus cloud 
optical layer properties sensitivity studies with the one dimensional radiative transfer 
model libRadtran (Mayer and Kylling, 2005) are performed. The needed volumetric 
scattering properties are derived by combining calculated tables of single scattering 
properties by Yang et al. (2005) with in situ measured number size distributions from 
cloud imaging probes and forward scattering instruments. To investigate the effects of 
varying cloud particle shape and size cloud sensitivity studies are performed by 
varying the input parameters.  
A first attempt, shown in Fig. 8, is to combine one number size distribution with 
different ice crystal shapes. The microphysical data (Fig.8 (c)) used in this example is 
obtained by in situ measurements from a 50 seconds part of the flight on September, 
3rd with a mean diameter of about 280 µm. The graphs in (a) and (b) show optical layer 
properties of a modelled cirrus cloud layer with a vertical thickness of 1100 m 
containing the distribution of (c). In case (a) the complete cloud layer consists of 
hollow column crystals, for (b) it consists of droxtal crystals. These different 
assumptions lead to visible effects in radiative properties of the cloud layer. 
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Fig. 8: Modelled cloud optical layer properties reflectivity (black), transmissivity (red) 
and absorptivity (green) of a cirrus cloud consisting of ice crystals of hollow column 
(a) and droxtal (b) shape. Implemented is the in situ measured number size 
distribution (c) from September, 3rd. 
 
Droxtals are similar to spherical droplets and thus the modelled cloud has a higher 
optical thickness as can be seen in Fig. 8 (b). In the near infrared wavelength range 
there can be seen a difference of up to 50 % for absorptivity and transmissivity. 
 
 
Summary and Outlook 
 
Inhomogeneous cirrus have been investigated by collocated airborne radiation and 
microphysical measurements in the framework of the AIRTOSS (AIrcraft TOwed 
Sensor Shuttle) - Project in cooperation with the University of Mainz, Max Planck 
Institute for Chemistry in Mainz and Forschungszentrum Jülich GmbH. The effects of 
cloud optical layer properties on the radiative energy budget of Cirrus were studied. 
Spectral up- and downward irradiances in the visible and near infrared wavelength 
range have been measured to derive the spectral transmissivity, absorptivity and 
reflectivity of the observed cirrus layer. Collocated measurements by a research plane 
(Learjet) and the towed platform AIRTOSS, released on a 4-km long towing cable 
underneath the plane, are collected above, beneath and inside the cirrus cloud. Two 
field campaigns have taken place in spring and late summer 2013 above the North Sea. 
First results show useful measurements which emphasizes the benefit of this 
arrangement.  
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Investigating the impact of different ice crystal shapes and cloud particle sizes the one 
dimensional radiative transfer model libRadtran (Mayer and Kylling, 2005) is used in 
combination with calculated tables of ice crystal single scattering properties (Yang et 
al., 2005). Implementing an in situ measured number size distribution obtains 
volumetric scattering properties and is an important advantage compared with stated 
libRadtran calculations.  
Further investigations will use more varying shapes, especially mixtures of shapes, and 
different number size distributions. Additionally, comparisons with measured optical 
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Comparison of quasi-2-day wave amplitudes and
phases over Collm (51.3◦N, 13.0◦E) based on two
different analyses
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Summary: Collm meteor radar (MR) winds have been analyzed with respect
to quasi 2-day wave (QTDW) amplitudes and phases. Two methods have been
considered, one of them taking into account the varying period and the other
one assuming a fixed period of 48 h. While the use of a fixed period leads
to a slight underestimation of amplitudes, the seasonal cycle, the inter-annual
variability, and the distribution of amplitude and phase differences between the
zonal and meridional horizontal component are similar for both methods. One
may conclude that the use of a fixed period is justified for analyzing QTDW
amplitudes and phases as long as only qualitative results are required.
Zusammenfassung: Ergebnisse von Windmessungen des Meteorradars Collm
wurden in Bezug auf Amplituden und Phasen der Quasi-zwei-Tage-Welle analy-
siert. Dabei wurden zwei verschiedene Methoden gewählt: eine berücksichtigt
die Variation der Periode, bei der anderen wird eine feste Periode von 48 h
angenommen. Zwar führt die Annahme einer festen Periode zu einer leichten
Unterschätzung der Amplituden, jedoch zeigen sowohl der Jahresgang und die
Jahr-zu-Jahr-Variabilität als auch die Verteilung von Amplituden- und Phasen-
differenzen zwischen zonaler und meridionaler Komponente ähnliche Resultate
für beide Methoden. Man kann schlussfolgern, dass die Verwendung einer fes-
ten Periode so lange gerechtfertigt ist, wie lediglich qualitative Ergebnisse von
Interesse sind.
1 Introduction
The quasi 2-day wave (QTDW) is a regular phenomenon of the summer middle
atmosphere first reported by Muller (1972). The QTDW usually appears as a
series of 1-3 bursts of few days to few weeks duration in every summer. There
is a considerable variability of the QTDW from year to year. Regarding the
excitation mechanism, Salby (1981) suggested the QTDW to be a manifestation
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of a Rossby gravity normal mode with zonal wave number 3, while Plumb (1983)
and Pfister (1985) came to the conclusion that baroclinic instability could be
the excitation mechanism for QTDWs. These theories were later combined by
analysing observations of the QTDW and results of a numerical model (Salby
and Callaghan, 2001).
The period of the QTDW varies between 43 and 56 h in the northern hemisphere
(Pancheva et al., 2004) and is close to 48 h in the southern hemisphere (Wu
et al., 1996). Thus, to analyze the QTDW from radar wind time series, different
methods have been applied. Meek et al. (1996) fitted a 48 h period to the original
data after subtracting oscillations with larger amplitude. Huang et al. (2013) used
multiple regression to fit the 48 h period and other periods of interest to wind
data from the meteor radar (MR) at Maui. A similar analysis was performed
by Lilienthal and Jacobi (2013) using Collm MR winds. Jacobi et al. (1997)
determined the period of the QTDW through least-squares fitting of the wave
to half-hourly winds and then used a harmonic fitting of the wave and the solar
tides using this period to obtain amplitudes and phases. Harris (1994) analyzed
wind data filtered in a period range 32-96 h to determine phases and amplitudes.
In addition, through demodulation technique he was able to detect the period of
the wave.
To summarize, the QTDW exhibits considerable variability concerning its phase,
and a variety of different complex analyses has been applied to obtain information
about the wave. In some cases, not all the details of the wave are required,
for example, Jacobi (1998) analyzed the QTDW inter-annual variability using
monthly mean amplitudes based on 48 h fits disregarding the period variations.
Therefore, the latter raises the question, whether a pure 48 h fit describes the
variability of the QTDW well enough, or whether the period variability must be
taken into account in each analysis. To this end, we analyzed MR wind data over
Collm (51.3◦ N, 13.0◦ E) with and without taking into account QTDW period
variability.
2 Measurements and data analysis
The Collm All-Sky Interferometric Meteor Radar (SKiYMET) measures meso-
pause region winds, temperatures, and meteor parameters since the summer of
2004 (Jacobi, 2012). The principle of the radar is based on the Doppler shift of
the reflected very high frequency (VHF) radio wave from ionized meteor trails,
which delivers radial wind velocities along the line of sight of the radio wave.
Since vertical winds are assumed to be small, a least-squares fit of the horizontal
half-hourly wind components has been applied to the individual radial wind in
order to deliver half-hourly mean horizontal wind values (Hocking et al., 2001).
The transmitting antenna is a 3-element Yagi. The five receiving antennas are
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2-element Yagis, arranged in an asymmetric cross. This way, the azimuth and
elevation angle can be calculated from the phase comparisons of the individual
antenna pairs. Together with the range measurements the meteor trail position
can be detected. More details can be found in Hocking et al. (2001). Meteor trail
reflection heights vary between 75 and 110 km with a maximum at about 90 km
(e.g., Stober et al., 2008). Here, we analyze the data from a height gate centered
at 91 km and a width of 3 km, taken between September 2004 and October 2013.
To obtain the amplitudes and phases of the QTDW a harmonic analysis was
applied to the half-hourly mean winds. It is based on a least-squares fit of the
prevailing wind, tidal oscillations of 8 h, 12 h and 24 h and the period of the
QTDW. Each individual fit is based on 11 days of half-hourly mean winds and
the results are attributed to the center of the respective data window. The window
is then shifted by one day. This procedure has been applied to the zonal and
meridional wind components. Then, QTDW total amplitudes were calculated as
the square-root of the sum of the squared zonal and meridional horizontal wind
components.
For periods between 40 h and 60 h these amplitudes were delivered using a
normalized Lomb periodogram (after Press et al., 2001) calculated from half-
hourly mean values of the meridional wind component in 11-day windows. The
period of maximum amplitude for each window has been assumed to be the real
period of the QTDW, and it was used for the harmonic analysis described above.
Alternatively, the QTDW period was set to 48 h. These latter data have already
been presented by Lilienthal and Jacobi (2013).
3 Results
Daily total amplitudes, each based on an analysis of 11 days of data, are shown
in Fig. 1. In each part of the figure, the curves of one year are shown which
have been calculated by both methods. The QTDW proxy, calculated with fixed
period, usually underestimates the amplitudes based on the real periods. A scatter
plot, showing the proxy amplitude vs. the real amplitude, is provided in Fig. 2.
On an average, the proxy amplitudes underestimate the real ones by a factor of
0.86 with a prediction error of 3.2 m/s which is given by
σ() =
√∑
i (yi − y f it)2
DF
, (1)
where DF denotes the degrees of freedom, yi the measured proxy period ampli-
tude and y f it the predicted (fitted) proxy period amplitude.
One can see in Fig. 1 that the seasonal cycle in each year is similar. There is
a weak winter maximum and a large summer maximum in each year, although
there is considerable inter-annual variability. The real and proxy curves show
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Fig. 1: QTDW total amplitudes (m/s) for each year from September 2004 to
October 2013. Red/orange: proxy period of 48 h. Blue/green: real period from
periodogram analysis.
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Fig. 2: Scatter plot of total amplitudes of the QTDW with periods retrieved from
a periodogram analysis vs. those obtained using a proxy period of 48 h. A linear
fit is added as a red line.
a similar tendency. This is well visible in the multiple year mean climatology
provided in Fig. 3. Apart from the underestimation mentioned before, the proxy
amplitude shows the same seasonal cycle like the analyses based on real periods.
One may see from Figs. 1 and 3 that there is a sort of “noise floor” at about 5 m/s
amplitude, which is due to irregular variations not owing to the QTDW. Therefore,
to investigate the properties of the wave, only the cases with sufficiently large
amplitudes should be considered. In Fig. 4, the frequency of the phase differences
between the zonal and meridional component is shown for total amplitudes of
15 m/s or more. Data are only shown for May through August, however, during
the rest of the year the amplitudes are small anyway and there are only very few
cases when the amplitude exceeds 15 m/s. The positive values in Fig. 4 refer
to the meridional component leading the zonal one, and a phase difference of
90◦ indicates a circular polarized wave. One can see that for both proxy and
real phases the mean/median phase differences are similar (101.6◦/103.9◦ for the
proxy and 99.5◦/98.9◦ for the real phases) and also the distribution shows similar
width.
The relative amplitude differences are the differences between zonal and merid-
ional amplitudes divided by their mean, where positive values indicate larger
zonal than meridional amplitudes. Again, a similar behavior for both methods
has been found (Fig. 5). While the shape of the distribution is asymmetric, mean
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Fig. 3: Mean annual cycle of QTDW total amplitudes. Red: proxy period of 48 h.
Blue: real period from periodogram analysis.
values and median values are comparable (−44.7%/−34.7% for the proxy and
−49.6%/−43.9% for the real amplitudes).
One may see from Fig. 3 that there is considerable inter-annual variability of
the QTDW amplitudes. The summer mean amplitudes, simply calculated as the
arithmetic means of the daily amplitudes from May to August, are shown in
Fig. 6. One can see that the inter-annual variability is qualitatively the same for
both methods. In particular, there is a similarity of the year-to year changes with
the one of the background wind shear shown in the upper panel of Fig. 6. This
indicates a possible forcing mechanism of the QTDW through instability of the
mean flow as has been mentioned by Lilienthal and Jacobi (2013). The solar
cycle dependence, as has been indicated by the results of Jacobi et al. (1997) is
not visible in these data, possibly because of the peculiarities of the deep recent
solar minimum.
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Fig. 4: Histogram of phase differences between the zonal and meridional compo-
nent of the QTDW at 91 km altitude. Only data with total amplitudes larger than
15 m/s are considered. The bars show the frequency per 10% relative difference.
The analysis is based on 256 (proxy, red bars) and 383 (variable period, blue
bars) data points, respectively.
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Fig. 5: Relative amplitude differences of the QTDW at 91 km altitude. Only
data with total amplitudes larger than 15 m/s are considered. The bars show the
frequency per 10% relative difference. The analysis is based on 256 (proxy, red
bars) and 383 (variable period, blue bars) data points, respectively.
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Fig. 6: Inter-annual variability of the QTDW, solar activity and background wind
shear. Values for each year refer to means of daily data over the respective
summer (May-August). Upper panel: F10.7 solar radio flux (black) and vertical
wind shear of the zonal prevailing wind at 82 km altitude (green). Lower panel:
QTDW total amplitudes at 91 km altitude for real periods (solid, blue) and proxy
period of 48 h (dashed, red). Error bars denote standard deviation.
4 Conclusions
Collm MR winds have been analyzed with respect to QTDW amplitudes using
two different methods, one taking into account the varying period and the other
one assuming a fixed period of 48 h. Since the former method requires spectral
analysis before the harmonic analysis can be performed, the latter method,
resulting in a sort of proxy for the QTDW amplitudes and phases, requires less
effort.
We have compared the seasonal cycle and found that, on an average, the tenden-
cies are similar, independent of the used method. The use of a fixed period leads
to a slight underestimation of the amplitudes by a factor of 0.86 on an average.
The distribution of the amplitude and phase differences between the zonal and
meridional horizontal components, however, is similar for both methods. The
same holds for the inter-annual variability, which shows the same qualitative
tendencies for both methods. One may conclude that the use of a fixed period is
justified as long as only qualitative results of QTDW analyses are required.
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 Zonal prevailing wind trends derived from combined low-
frequency and VHF meteor radar wind measurements in the 












Summary: Mesopause region winds have been measured by the low-frequency (LF) 
method at Collm until 2008. Since 2004, meteor radar (MR) measurements have been 
performed also. The LF and MR data set are combined to obtain a continuous time se-
ries of monthly zonal prevailing winds from 1979 through 2013 at about 90 km alti-
tude. It has been found that, on a monthly time scale, the difference between zonal 
prevailing winds measured by LF and MR are small. During the 35-yr time interval 
considered, the zonal winds show positive trends towards more westerly winds 
throughout the year except for spring. There is a tendency that in spring and summer 
the trends are changing from more positive to small or negative after 1995. There is a 
possible influence of the 11-year solar cycle, most visible during early summer and 
early winter, and the effect weakens during recent years. 
Zusammenfassung: Windmessungen in der Mesopausenregion wurden an der Außen-
stelle Collm der Universität Leipzig mit der Langwellenreflexionsmethode (low 
frequency, LF) bis 2008 durchgeführt. Seit 2004 wurden die Messungen durch Mes-
sungen mit Meteorradar (MR) ergänzt und schließlich ersetzt. Die LF- und MR-Daten 
werden zusammengesetzt um einen kontinuierlichen Datensatz des monatlichen zona-
len Windes von 1979 bis 2013 zu erhalten. Es zeigte sich, dass die Monatsmittel von 
LF- und MR-Windmessungen nur geringe Unterschiede aufweisen. Der Zonalwind 
weist während des ganzen Jahres, mit Ausnahme des Frühjahrs, einen positiven Trend 
zu stärker westwärts gerichtetem Wind hin auf. Es gibt Hinweise auf eine Änderung 
des Trends im Frühjahr und Sommer hin zu geringerem Trend bzw. einer leichten 
Trendumkehr ab 1995. Es ist ein möglicher Einfluss des 11-jährigen Sonnenflecken-
zyklus zu verzeichnen, der jedoch im Frühjahr und Sommer während des letzten sola-
ren Zyklus abgenommen hat. 
 
1 Introduction 
To analyze long-term trends and decadal and interannual variability of the meso-
sphere-lower thermosphere (MLT) region, meteor radar (MR) measurements applying 
Doppler measurements from meteor trail reflections, and spaced receiver (so called 
D1) measurements both applying medium frequency and low frequency (LF) radio 
waves, have successfully been applied. Earlier measurements with the LF and MR method 
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 have been performed without height finding (e.g. Bremer at al., 1997), and the height has 
been attributed to the mean meteor or reflection height, respectively, which both are found to 
be about 90 km. 
Direct comparisons between LF and MR measurements, both without height finding, have 
been performed by Lysenko et al. (1972). They concluded that the resulting winds show gen-
eral agreement on average, but may differ at shorter time scales. Jacobi et al. (2009), however, 
have found large differences when analyzing hourly mean winds, and including height find-
ing. Similar differences have already been found earlier (e.g. Hocking and Thayaparan, 1997; 
Manson et al., 2004). One may conclude, that much of the bias between D1 and Doppler mea-
surements are height dependent and may cancel each other when wind measurements without 
height finding are considered. Of course, such an approach reduces the information on inter-
annual variability, because winds below and above 90 km altitude frequently show opposite 
interannual behavior (e.g. Jacobi and Ern, 2013). This is due to the filtering effect of gravity 
waves in the mesosphere, so that stronger mesospheric wind jets are connected with stronger 
vertical shear of zonal winds, so that interannual variability signature may reverse between 
about 80 and 100 km, so that in between, around 90 km, such kind of signatures are small. 
In the following, the monthly zonal prevailing winds over Collm, measured with an LF sys-
tem until 2008, and with a MR system since 2004, are compared and a combined time series 
is constructed. This time series is analyzed with respect to long-term linear trends, a possible 
solar cycle effect, and changes of linear trends. 
 
2 Measurements and data analysis 
2.1 Collm low-frequency zonal wind measurements 
At Collm Observatory (51.3°N, 13.0°E), MLT winds have been obtained by D1 LF 
radio wind measurements from 1979 to 2008 using the sky wave of three commercial 
radio transmitters. The data, measured at three individual reflection points in the lower 
ionospheric E-region, are combined to half-hourly zonal and meridional mean wind 
values, and attributed to a mean reflection point at 52°N, 15°E. Actually, measure-
ments have started in 1959 but not on 3 frequencies, so these data are not used here.  
A multiple regression analysis is used to determine the prevailing wind and the semi-
diurnal tidal wind assuming clockwise circularly polarized tidal. The method is applied 
to the monthly median half-hourly winds to calculate monthly mean parameters (Ja-
cobi and Kürschner, 2006). The data are attributed to the mean nighttime reflection 
height. Disregarding the diurnal tide may introduce a bias into the analysis of the mean 
winds, but this should not influence wind trends very much.  
During daytime the reflection height of LF radio waves strongly decreases, and espe-
cially in summer there are regular daily data gaps owing to absorption in the iono-
spheric D-region. Therefore only nighttime data are used in the analysis. This means 
that depending on season only 8 (July) to 14 (January) hours of data are available, 
which precludes including the diurnal tide into the regression analysis.  
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Fig. 1: Histogram of monthly mean virtual LF heights 1983 – 2007. 
 
The virtual reflection heights h’ have been estimated since late 1982 using measured 
travel time differences between the separately received reflected sky wave and the 
ground wave (Kürschner and Schminder, 1986). This information is not directly used 
here, in order to avoid possible artifacts due to different analysis procedures before and 
after 1982. However, the monthly mean nighttime heights have been used to determine 
the monthly mean reflection heights for the years 1983 – 2006 (Fig. 1). Their mean 
and their median amount to 95.34 km and 95 km, respectively. Due to group 
retardation in the D region these virtual heights h’ exceed the real height by several 
km. Jacobi (2011) compared semidiurnal tidal phases measured by LF and MR and 
found that real heights h can be estimated from h’ using h = -6.73 + 1.53h’ – 
0.00546h’2 for h´ > 81 km, while below 81 km the differences are negligible. Applying 
this empirical formula to the virtual height distribution in Fig. 1, a mean real LF height 
of 89.5 km is estimated. 
2.2 SKiYMET meteor radar measurements 
The VHF SKiYMET meteor radar located at Collm has been in operation nearly con-
tinuously since July 2004. It measures winds, temperatures, and meteor parameters at 
altitudes between approximately 80 and 100 km. The radar uses the Doppler shift of 
the reflected radio wave from ionized meteor trails to obtain radial velocities along the 
line of sight of the radio wave.  
The radar operates at a frequency of 36.2 MHz and has an effective pulse repetition 
frequency of 536 Hz. The power is 6kW. The transmitting antenna is a 3-element Yagi 
with a sampling resolution of 1.87 ms and an angular and range resolution of about 2° 
and 2 km, respectively. The receiving interferometer consists of five 2-element Yagi 
antennas arranged as an asymmetric cross to allow determination of azimuth and ele-
vation angle from phase comparisons of the individual receiver antenna pairs. To-
gether with range measurements the meteor trail position is detected. The radar and the 
data collection procedure are described by Hocking et al. (2001) and Jacobi et al. 
(2005), and the background winds and tidal parameter are presented by Jacobi (2011). 
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Fig. 2: Height distribution of registered meteors in the height range 80-100 km during 
2005-2013. Mean and median heights are 89.7 km and 89.5 km, respectively. 
 
The radar delivers half hourly mean horizontal wind values through projection of the 
horizontal half-hourly wind components to the individual radial winds under the as-
sumption that vertical winds are small. Meteors at altitude between 80 and 100 km are 
used here. Fig. 2 shows the height distribution and cumulative frequency of the regis-
tered meteors. One may see that the peak height is very close to the LF mean height. 
Mean and median heights are 89.7 km and 89.5 km, respectively. Therefore it appears 
reasonable to compare the mean winds with the LF winds calculated as described 
above. Note that the meteor radar standard analysis procedure delivers vertical profiles 
of wind parameters. Through the effective vertical averaging performed here there is a 
tendency of reducing especially solar tides owing to the vertical phase gradient, but the 
prevailing winds should be less affected. 
Monthly mean prevailing winds are calculated by a least squares fit of one month of 
half-hourly mean winds on model winds including the mean (prevailing) wind and the 
semidiurnal and diurnal tide.  
2.3 Combined time series 
The long-term mean monthly means of both LF and MR measurements are shown in 
Fig. 3. The seasonal cycles reproduce the known features from earlier measurements at 
Collm and other midlatitude sites (e.g. Bremer et al., 1997). Note that the long-term 
means in Fig. 3 refer to different time intervals of different length, so that only the 
overall features may be compared here. The error bars show standard deviations of the 
LF winds, while the interannual variability of the MR winds is indicated by greyshad-
ing that shows monthly maximum and minimum values during the 9 years of data. 
This procedure is chosen because of the comparatively small amount of data available 
so far. One can see that LF and MR data overlap within their ranges of variability. For 
the 2
nd
 half of the year, a tendency for slightly stronger MR winds compared to LF 
winds is visible. This, however, is owing to a long-term positive wind trend, which has 
already been registered both in the Collm LF winds, and in other midlatitude mea-
surements (e.g. Jacobi and Kürschner, 2006; Keuer et al., 2007), and does not neces-
sarily indicate a bias between the two time series. 
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Fig. 3: Long-term mean seasonal cycles of MR and LF zonal wind. Error bars show 
LF wind standard deviation. Greyshading denotes maximum and minimum MR winds 
during the 9 years of observations. 
 
 
Fig. 4: Monthly mean zonal winds as measured by LF and MR during 2004 – 2008. In 
the lower part of the figure the MR – LF difference is shown as a solid line, as well as 
the integrated difference (dashed line). 
 
Between August 2004 and September 2008 the two systems had been operated in pa-
rallel. This provides the possibility of calibrating them against each other. In Fig. 4, the 
monthly means measured with both systems are shown. In the lower part, the differ-
ences and the accumulated differences are shown. One may note that the accumulated 
differences are small until 2006 and then increase, indicating a degradation of the LF 
system after that year. One may note that the seasonal amplitudes as measured by LF 
decrease, while this is not the case with the MR winds. Even before 2006, larger dif-
ferences are found during certain months, however, close inspection shows that there 
is no systematic seasonal cycle of these differences then. After 2006, however, espe-
cially the summer westerly winds are underestimated by the LF system. 
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 Fig. 5 shows a scatter plot of LF vs. MR winds for 2 time intervals. The linear fit 
curve, with an offset of 1.6 ms
-1
 and a slope of 0.8 refers to the data until the end of 
2006. It can be seen that the mean bias is not very large and there is only a slight un-
derestimation of the winds by the LF method. After 2006 the bias increases. 
Portnyagin et al. (2004) have also noted relatively small differences between MR 
(Dopper) and D1 measurements. In contrast, analysis of hourly winds showed more 
substantial differences of up to a factor of 2 (Jacobi et al., 2009). Thus, the good cor-
respondence between LF and MR winds before 2007 is due to the fact that the bias in 
hourly winds, which mainly affect tides and large summer winds, mainly cancels out 
due to temporal and vertical averaging. 
 
Fig. 5: Monthly mean zonal winds as measured by LF vs. meteor radar zonal winds 
during two time intervals. The solid line indicates MR = LF. Linear regression 
(dashed line) is based on the data from 08/2004 – 12/2006. 
 
Fig. 6: Running standard deviations, each based on 37 months of zonal wind data. The 
time series is composed of LF winds until 07/2004, and radar winds later. The vertical 
line denotes the change from LF to MR, and the greyshading shows the time interval, 
when the values are influenced by data from both systems .The solid line is constructed 
from original data, while for the dashed line the LF winds have been modified ac-
cording to the regression shown in Fig. 5.  
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The results from the linear fit shown in Fig. 5 have experimentally been used for cor-
recting the LF data set and a combined data set, consisting of LF winds until July 
2004, and MR winds from then on, was constructed. This procedure, however, leads to 
a too strong seasonal cycle before 2004, as can be seen, e.g., when the standard devia-
tion for 37-mon time intervals is plotted as a time series (Fig. 6, dashed line). One can 
see that the LF standard deviation then is much larger than the MR one and that there 
is a jump when the systems change. Jacobi et al. (2005) found from comparison of 2 
months of LF and MR data in 2004 that the two time series excellently agree without 
any fitting procedure. One may conclude that the differences, resulting in the slope of 
the regression line in Fig. 5, are only due to few outliers not representative for the en-
tire LF time series. Therefore, the recommended procedure is to use both LF and MR 
time series without any modification and to combine them to one long-term time se-
ries. When doing so, there is no indication of inhomogeneity of the combined time se-
ries (solid line in Fig. 6). 
 
3 Results and discussion 
3.1 Long-term mean trends 
The combined time series, consisting of monthly mean LF winds from 1979 through 
July 2004, and of MR winds from August 2004 through 2013, is shown in Fig. 7. The 
zero wind line is highlighted, and the change between the systems is indicated by a 
thick solid line. There is considerable interannual and decadal variability of the zonal 
winds during all months. Earlier analyses of the Collm LF time series have shown that 
there is a possible effect of the solar cycle (Jacobi and Kürschner, 2006), the equatorial 
stratospheric quasi-biennial oscillation (QBO, Jacobi et al., 1996), the Southern Oscil-
lation (SO), and the North Atlantic Oscillation (NAO) (Jacobi, 2009). Interannual va-
riability of the lower thermosphere, however, is connected with the one of the mesos-
phere through gravity wave–mean flow interaction. Stronger/weaker mesospheric 
winds, which are connected with larger/smaller gravity wave amplitudes, lead to 
stronger/weaker wind shear and consequently the lower thermospheric winds tend to 
be anticorrelated with the mesospheric ones (Jacobi and Ern, 2013). As a consequence, 
in the centre of the height range accessible to the MR, interannual variability of the 
mean winds tends to be smaller than at the upper and lower height gates, so that the 
signature of atmospheric circulation patterns like QBO, NAO and SO is not that 
clearly visible than it is the case at other altitudes. 
From visual inspection of Fig. 7, a positive trend is visible more or less throughout the 
year, except for spring. Three-monthly means for winter (December–February, DJF), 
spring (March–May, MAM), summer (June–August, JJA) and autumn (September– 
November, SON) are shown in Fig. 8. Linear trends are added. The trend coefficients 
and the respective correlation coefficients are given in Table 1. The trends are positive 
in all seasons, but not significant in spring.  
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Fig. 7: Zonal prevailing winds 1979 – 2013 for each month of the year. The heavy 
solid line shows the change from LF to MR. The zero wind line is highlighted.  
 
Fig. 8: 3-monthly mean winds for 4 seasons winter (DJF), spring (MAM), summer 
(JJA) and autumn (SON). For DJF the year refers to the one of the respective January. 
Linear fit lines are added. For MAM and JJA, piecewise linear fits with the standard 
deviations of the breakpoint positions are added. 
 
Tab. 1: Trend coefficients and their standard errors and correlation coefficients, ob-













) 0.26  0.04 0.12  0.06 0.28  0.05 0.19  0.03 
Correlation coefficient 0.75 0.31 0.70 0.76 
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 Earlier analyses of MLT winds have provided evidence for a possible break in trends 
(Jacobi et al., 2012). Therefore, possible breakpoints have been analyzed according to 
Liu et al. (2010), by minimizing the Bayesian Information Criterion (BIC), which 
takes into account residuals of the fit and the number of breakpoints. For autumn and 
winter, the most probable fit according to BIC is a straight line, but for spring and 
summer a piecewise fit with 3 and 1 breakpoints, respectively, turns out to be the most 
probable solution. One can see that there is a change of trends during the 2
nd
 half of the 
1990s, and some decadal variability in spring, which is visible during the 1980s and 
early 1990s. 
3.2 Solar cycle effect 
From Fig. 8 one may note a considerable quasi-decadal variability during some sea-
sons. So there are minima of spring winds in 1990 and 2002, when there were peak 
solar activities during solar cycles 22 and 23. Jacobi and Kürschner (2006) have al-
ready presented a possible solar cycle effect on LF winds, and found a negative effect 
in early summer and a positive effect in early winter. Thus, to investigate the solar ef-
fect using the longer time series available now, a multiple regression after  
Fcyrbav  ,     (1) 
with yr as the year and F as the F10.7 solar radio flux as a proxy for solar variability 
especially in the extreme ultraviolet, has been performed. This is the same approach as 
in Jacobi and Kürschner (2006), but they used the sunspot number instead of F10.7.  
In Figure 9 the spring and autumn time series from Figure 8 are shown again. The re-
constructed time series after Eq. 1 are also shown, as well as the F10.7 solar flux, cal-
culated as the average of the autumn and spring seasonal means. A clear solar cycle is 
visible, although there is a tendency that in spring the solar cycle effect has decreased 
during the last solar minimum. Actually, Jacobi and Ern (2013) have shown that dur-
ing the deep solar minimum the solar cycle effect at least for the summer season re-
verses, and since the last minimum has been extraordinarily deep and extended this 
effect may have been stronger during the last decade.  
The trend and solar cycle coefficients b and c from Eq. 1 for each month are shown in 
Fig. 10. The trend is positive throughout the year except for spring/early summer, 
when it is small and insignificant. The mean trend, averaged over the year, amounts to 
0.19  0.13 ms-1yr-1. Note, however, that a uniform trend throughout the year cannot 
be expected. The winter westerlies (see Fig. 3) represent the upper part of the meso-
spheric westerly wind jet, while the summer westerlies show the lower thermospheric 
wind jet above the mesospheric summer easterlies. Since the summer westerlies are 
owing to gravity wave mean flow interaction, and gravity wave amplitudes have in-
creased during the last decades connected with a stronger mesospheric wind jet 
(Hoffmann et al., 2011), the positive summer trend effect seen in Fig. 9 actually is the 
signature of a negative effect (towards stronger easterly winds) in the mesosphere. 
During spring, the mesospheric easterlies partly extend to the lower thermosphere, 
which can be seen in the small or negative winds in Fig. 3 (see also Jacobi, 2011, for 
example). Also in autumn, during a short time interval the winds may reverse, but 
typically at time scales below one month. Thus, the seasonal distribution of the trend 
coefficients indicates that both the winter and the summer mesospheric jets became 
stronger during recent years. This finding differs from the trends observed by Bremer 
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 at al. (1997) using earlier data dating back to the 1960s. This may indicate a possible 
change of long-term trends in the 1970s, which is also shown by Jacobi et al. (2012). 
Regarding the solar cycle effect, there is a clear seasonal variation with negative val-
ues in spring/early summer and positive values in autumn/early winter. This indicates 
that both during summer and winter the mesospheric wind jets strengthen during solar 
maximum. During summer this is not seen in the lower thermosphere because this is 
partly compensated by a gravity wave effect in the opposite direction, owing to a me-
chanism similar to the one described above for the prevailing wind. During midwinter 
the solar signature is small, because the wind field is strongly disturbed by planetary 
waves and sudden stratospheric warmings that strongly influence the MLT wind field 
(Hoffmann et al., 2002). 
 
Fig. 9: 3-monthly mean winds for spring (MAM) and autumn (SON). Reconstructed 
data from a linear regression including trend and solar cycle after Eq. 1 are added. In 
the lower part F10.7 solar flux values are shown. 
 
Fig. 10: Coefficients b (trend) and c (solar effect) from Eq. 1 for each month of the 
year. All years from 1979 – 2013 are used. 
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 3.3 Possible changes of trends 
Having a look at the time series in Figs. 7 and 8 one may recognize a tendency for a 
decreasing trend during the last decade. Such a tendency has already been noted by Ja-
cobi et al. (2012) applying piecewise linear trend analysis, from the LF time series 
alone. In addition, Jacobi et al. (2006) did not find negative spring trends when ana-
lyzing the solar effect from the LF time series until 2004. Regarding the solar cycle 
effect in summer, Jacobi and Ern (2013) already noted that during solar minimum the 
solar effect on the zonal wind is reversed, probably due to gravity wave-mean flow 
interaction changes. Since the recent solar minimum was extraordinarily deep, there is 
a tendency of decreasing overall solar effect to be expected. 
 




 for each month of the year and for different 
22 yr time intervals centered on the years given on the abscissa. Significant values at 
the 95% level according to a t-test are hatched. The zero trend line is highlighted.  
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 In Figs 11 and 12, the coefficients b and c from Eq. 1 are presented, but for a running 
22 year window that was shifted by one year, while the time on the abscissa indicates 
the centre of the window. One can see the clear decrease of linear trend coefficients in 
spring and summer. During winter, the change of trends appears small or absent, al-
though the significance level of the trends decreases as well. The negative solar cycle 
effect in spring/summer clearly decreases with time, during July it even reverses, al-
though the trends are not significant then. During autumn/winter there is no clear 
change of the solar effect with time. 
 
4 Conclusions 
The comparison of the monthly mean zonal prevailing wind time series, based on both 
LF and MR observations at Collm, have shown that at about 90 km altitude both sys-
tem have registered the same winds and there is no obvious bias between the time se-
ries. This is a result similar to the one by Lysenko et al. (1972) or Portnyagin et al. 
(2004) who found small differences between Doppler and D1 winds on a monthly 
scale. However, this good correspondence between the two data sets is only valid on a 
monthly scale and when both data sets are analyzed without including the height in-
formation. While this approach of course reduces the information content of the data 
set, a longer and homogeneous time series of zonal winds can be obtained. 
The monthly mean zonal prevailing winds show positive, i.e. directed towards more 
westerly winds, trends throughout the year except for spring. This is similar to earlier 
findings (Jacobi and Kürschner, 2006, Jacobi et al., 2012) of analyses including data 
sets since the late 1970s, but in contradiction to results from earlier analyses that in-
clude the 1960s (Bremer et al., 1997). This indicates that the observed long-term 
trends are changing. Indeed, also in the time series analyzed here there is a tendency 
that the trends are changing in spring and summer from more positive to small or neg-
ative trends after 1995. This break may be connected with the change of ozone trend 
around that time, which influences the temperature structure of the middle atmosphere 
(see, e.g., Beig, 2011, for an overview). 
There is a possible influence of the 11-year solar cycle, most visible during early 
summer and early winter. Except for very early analyses (Greisiger et al., 1987), ear-
lier results for European stations (Bremer et al., 1997) show similar tendencies, 
namely a negative effect in spring/early summer and a positive effect in early winter, 
which indicates that both winter and summer mesospheric jets are stronger during so-
lar maximum. This has also been shown by numerical modeling (Schmidt et al., 2006). 
There is a tendency that the solar effect weakens and in summer partly reverses during 
recent years, i.e. during the deep solar minimum 23/24. Jacobi and Ern (2013) have 
shown that this is probably due to changes of the height of maximum gravity wave-
mean flow interaction, so that measurements without height finding may observe dif-
ferent parts of the wind systems during solar maximum and solar minimum. This is a 
disadvantage of the approach chosen here, and future analyses should include the 
height information of the LF winds. This, however, is only available since 1983, and 
also requires more detailed analysis of the possible underestimation of winds by the 
LF method (Jacobi et al., 2009). 
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 The results presented here only include the zonal wind component. Jacobi et al. (2009) 
have shown that the meridional component as measured by D1 measurements differ 
more strongly from the Doppler winds than the zonal component does. The reason for 
this is still unclear, and it means that the construction of a meridional wind time series 
requires more detailed analysis of possible biases, even, if measurements without 
height information are considered. 
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 Solar activity and ionospheric response as seen from combined 
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Summary: Ionospheric response to solar EUV variability during late 2012 through 
mid 2013 is shown by the EUV-TEC proxy based on combined SolACES and 
SDO/EVE solar spectra. The results are compared with global TEC analyses. We 
found that EUV-TEC describes TEC variability better than the conventional F107 
index, especially during periods of strong solar flare activity. 
   
Zusammenfassung: Der Einfluss solarer EUV-Variabilität auf die Ionosphäre im 
Zeitraum Ende 2012 bis Mitte 2013 wurde mit Hilfe des EUV-TEC-Proxys dargestellt. 
Eingabedaten waren kombinierte SolACES und SDO/EVE-Spektren. Verglichen 
wurden die Ionisationsraten mit globalen TEC-Analysen. Es zeigt sich, das EUV-TEC 
die ionosphärische Variabilität besser repräsentiert als konventionelle Indizes wie 
F10.7, besonders während Zeiten starker solarer Aktivität. 
 
1 Introduction 
The solar extreme ultraviolet (EUV) radiation varies on different time scales, with the 
11-year Schwabe sunspot cycle and the 27-day Carrington rotation cause the primary 
variability. Consequences are strong changes of ion content of the upper atmosphere. 
The ion content may be described by the Total Electron Content (TEC), which is the 





).  The majority of the electrons are found in the ionospheric 
F layer where, according to simple theory, electron density is proportional to the 
ionization rate. Therefore, TEC variability is a coarse estimate for ionization as well, 
so that indices describing ionization may be compared against ionospheric TEC. 
Solar variability is often described by simple indices like F10.7, which is defined as 
the solar radio emission at a wavelength of 10.7 cm, although the primary factor that 
controls TEC variations and the variability of thermospheric density and temperature 
is the solar EUV radiation (Emmert et al., 2010, Maruyama, 2010). Furthermore, a 
nonlinear relationship between F10.7 and EUV fluxes is found (e.g., Liu et al., 2011). 
Therefore, especially under solar minimum conditions, conventional indices may not 
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 well describe the EUV radiation and there is a need for updated EUV indices to 
describe the ionospheric variability. 
In this work we present the EUV-TEC proxy (Unglaub et al., 2011, 2012), which is 
intended to explain solar induced ionospheric variability. EUV-TEC is calculated here 
from combined SolACES and SDO/EVE spectra. The proxy will be compared against 
F10.7 and the global mean TEC. 
 
2 Measurements and data analysis 
EUV measurements from SolACES and SDO-EVE 
The Solar Dynamics Observatory (SDO) was launched on 11 February 2010 (Pesnell 
et al., 2012), and data are available from 1 May 2010. The Extreme Ultraviolet 
Variability Experiment (EVE) onboard SDO measures the solar EUV irradiance from 
0.1 to 105 nm with a spectral resolution of 0.1 nm, a temporal cadence of ten seconds, 
and an accuracy of 20% (Woods et al., 2012). The EVE Level 3 products are averages 
of the solar irradiance over a day and over each one-hour period. 
SolACES (Schmidtke et al., 2006, 2014) is part of the ESA SOLAR ISS mission. 
Since the successful launch aboard the shuttle mission STS-122 on February 7th, 2008 
the instrument is recording the short-wavelength solar EUV irradiance from 16 to 150 
nm during the extended solar activity minimum and the first half of solar cycle 24 with 
rising solar activity and increasingly changing spectral composition. The SOLAR 
mission is extended from a period of 18 months to more than 8 years until end of 2016. 
SolACES is operating three grazing incidence planar grating spectrometers and two 
three-current ionization chambers. Re-filling the ionization chambers with different 
gases repeatedly and using overlapping band-pass filters the absolute EUV fluxes are 
derived in these spectral intervals. This way the problem of continuing efficiency 
changes in space-born instrumentation is overcome during the mission.  
To calculate combined spectra, SDO-EVE version 4 daily spectra are used together 
with SolACES spectra. Between 16 and 58 nm the spectral fluxes are averaged, when 
SolACES spectra are available. For the other observations, a correction factor for 
SDO-EVE at 22.5 nm was determined using the spectra between 16 and 29 nm. This 
factor has been used for the other wavelengths by linearly extrapolating it so that is 
reached unity at 125.5 nm. We use data from day 296/2912 through day 181/2013. 
 
EUV-TEC proxy 
 The EUV-TEC proxy represents the vertical and globally integrated primary 
ionization rates calculated from spectral EUV fluxes between 16 and 105 nm. EUV-
TEC is calculated from satellite-borne EUV measurements assuming a model 
atmosphere that consists of four major atmospheric constituents. Regional number 
densities of the background atmosphere are taken from the NRLMSISE-00 
climatology. For the calculation the Lambert-Beer law is used to describe the decrease 
of the radiation and absorption and finally ionization along their way through the 
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 atmosphere. The EUV-TEC proxy thus describes the ionospheric response to solar 
EUV radiation and its variability. Details of the EUV-TEC calculation are given in 
Unglaub et al. (2011, 2012). 
 
Global TEC analyses 
To estimate, to which degree EUV-TEC or F10.7 mirrors the ionospheric variability, 
the proxies will be compared against a global daily mean TEC. To determine TEC, the 
ionospheric influence on GPS radio wave propagation paths can be used, because it 
depends on the radio wave frequency. Thus, using the two GPS frequencies the 
ionospheric electron density integrated along the radio wave propagation path can be 
determined. Using a network of ground-based GPS receivers, measured TEC, after 
applying a mapping function to convert the slant TEC into vertical TEC values, the 
latter can be defined as the height integrated electron density between the ground and 
the satellite orbit (e.g. Aggarwal, 2011). We use data from gridded vertical TEC maps 
recorded with the IGS tracking network (Hernandez-Pajares et al., 2009), and calculate 
the average global TEC from these.  
 
3 Results and discussion 
The ionization rates calculated from SolACES/SDO-EVE spectra were normalized by 
subtracting the mean and dividing by the standard deviation taken from days 310/2012 
– 162/2013 (Nov. 4, 2012. – Jun. 11, 2013, approx. Carrington rotations #2130 - 
2137). The same normalization was done for the F10.7 solar radio fluxes and the 
global TEC values. The mean values and standard deviations are 1.79·10
19
  1.34·1018 
ions/m
2
 for the ionization rates, 118.2  17.6 sfu for F10.7, and 26.67  3.51 TECU for 
TEC. 
The indices are shown in Figure 1. In the lower part of the figure, the number of daily 
solar flares is shown also. The latter have been provided by NOAA, Space Weather 
Prediction Center (SWPC), through http:// www.swpc.noaa.gov/ftpdir/indices, and are 
taken here as a proxy to describe the disturbance of the solar atmosphere at short time 
scales. Both EUV-TEC and F10.7 qualitatively show the same seasonal cycle and the 
solar rotation effect. One can see from the figure, that deviations between EUV-TEC 
and F10.7 are primarily seen when the sun is very disturbed, so, for example, in early 
January 2013. 
Scatter plots of EUV-TEC and F10.7, respectively, vs. global mean TEC are shown in 
Figure 2. One can see that the correlation for EUV-TEC is slightly stronger, and the 
slope is closer to unity. However, since the major source of variability is the 27-day 
solar rotation which is qualitatively well reproduced in both datasets, the differences 
are not very large, if analyzed that way. 
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Figure 1: Time series of EUV-TEC proxy, normalized F10.7 solar radio flux, and 
normalized global TEC values. The number of flares is given in the lower part of the 
panel. 
 
Figure 2: EUV-TEC proxy vs. normalized global TEC values (left) and normalized 
F10.7 solar radio flux vs. normalized global TEC values (right). The y=x lines are 
shown in blue, and linear least-squares fits are added as red lines. The correlation 
coefficients of the fits are given in the figures. 
 
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
52
  
Figure 3: Time series of the differences between normalized global TEC values and 
the EUV-TEC proxy (dashed) and normalized F10.7 solar radio flux (solid), 
respectively. The number of flares is given in the lower part of the panel. 
 
In Figure 3 we show differences between the normalized TEC and both solar EUV 
indices, which should be small if the indices were to be used as a proxy for ionization. 
Both time series show a seasonal variability with positive values during equinoxes and 
negative ones during solstice. This is due to the semiannual component of the seasonal 
TEC cycle, which is of dynamical origin and not represented in solar EUV (see also 
Unglaub et al., 2011). One can also see that during the second half of the time interval 
considered there is a tendency that TEC – F10.7 values are slightly larger than TEC – 
EUV-TEC values. This is due to the very large F10.7 values (or very strongly negative 
TEC – F10.7 values, resp.) during the first half of January 2013 that lead to a positive 
bias in the normalization procedure. Therefore, the absolute unfiltered values shown in 
Fig. 3 cannot be considered as a direct measure for the quality of the proxy. However, 
from visual inspection of Fig. 3 one may see that during times of enhanced solar flare 
activity there is a tendency that F10.7 is increased and therefore the difference TEC – 
F10.7 is decreased. This is apparently not that clearly seen for EUV-TEC. 
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Figure 4: High-pass filtered differences between normalized TEC and EUV-TEC 
proxy (left) and normalized F10.7 solar radio flux (right) vs. the number of flares per 
day. The zero lines are shown in blue, and linear least-squares fits are added as red 
lines. The correlation coefficients of the fits are given in the figures. 
 
In Figure 4 the differences between normalized TEC and EUV_TEC (left) and 
normalized F10.7 (right) are plotted against the number of solar flares. The differences 
now have been high-pass filtered using an FFT filter with a cutoff frequency of 
0.01852 d
-1
 (period 54 days) to eliminate the seasonal cycle and a potential bias as 
discussed above. As expected from Fig. 3, the differences between TEC and EUV-
TEC are largely independent of the number of flares, while differences between TEC 
and F10.7 decrease for days of strongly disturbed sun. Thus we may conclude that 
there is an influence of solar flares on F10.7, which is not evident in EUV spectra and 
does not affect global ionization. Therefore, using EUV-TEC is superior to using 
F10.7 at time scales of solar flare activity.  
 
5 Conclusions 
We have calculated the EUV-TEC proxy (Unglaub et al., 2011, 2012) from combined 
EUV spectra observed by SolACES and SDO-EVE. The proxy has been compared 
with global TEC results. We found that during times of strong solar flare activity 
EUV-TEC describes global ionization better than the F10.7 index does. At longer time 
scales the solar rotation effect in TEC is similarly well described by both EUV-TEC 
and F10.7. The seasonal cycle of TEC has a semiannual component not determined by 
EUV radiation, so that there is a semiannual cycle in the difference between global 
TEC and both F10.7 and EUV-TEC. 
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Maximal möglicher   
Niederschlag über einem Mittelgebirge 
 
A. Raabe, M. Wilsdorf und  M. Barth  




Hier wird ein Verfahren beschrieben, dass den Einfluss der Geländestruktur auf die 
Niederschlagsmenge,  speziell bei Starkniederschlagsereignissen, abbildet.  
Die physikalischen Prozesse, die in der Atmosphäre zu einer Niederschlagsbildung 
führen, sind an die Hebung der feuchtegesättigten Luftmassen u.a. an Gebirgshängen 
gebunden. Diese Niederschlagsbildungsprozesse weisen aus, dass es umso mehr reg-
net, je stärker das Gelände an Höhe gewinnt und nicht je höher das Gelände liegt. Das 
Ziel des beschriebenen Verfahrens ist die Abschätzung des flächengemittelten Maxi-
mal Möglichen Niederschlages (fMMN) bei vorgegebenen meteorologischen Bedin-
gungen und einer variablen Orografie einer Landschaft. Dieser fMMN setzt sich aus 
einem an die synoptischen Prozesse gebundenen Niederschlagsanteil (sMMN) und 
einem aus den orografischen Verhältnisse resultierenden Anteil (oMMN) zusammen. 
Um die Variabilität der Niederschlagsmengen in Bezug auf die Orografie der Land-
schaft zu zeigen wird hier ein Niederschlagsverstärkungsfaktor FRR als eine Verhält-
niszahl zwischen fMMN und sMMN eingeführt. Diese Verhältniszahl kann mit realen 
Niederschlagsereignissen verglichen werden.  Das Verfahren wird exemplarisch für 
eine Region des mittleren Erzgebirges validiert und steht so für andere Mittelgebirgs-
regionen  zur Verfügung.  
 
Abstract 
Here, a method is described to calculate the influence of terrain to the amount of pre-
cipitation, especially under heavy rainfall conditions. 
The physical processes which generate rainfall in the atmosphere are coupled to the 
slope of the terrain. These precipitation processes indicate that it will rain the more the 
steeper the slope of the terrain is. As a result, it rains most where the terrain height var-
ies greatly especially during heavy rain events. 
The aim of the method described is the estimation of the maximum possible precipita-
tion (MMN) for given meteorological conditions and a variable orography. As an ex-
ample, the method is validated applied here to a region of the central Erzgebirge and is 
now usable for other low mountain regions. 
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1.  Das  Verfahren zur Berechnung des maximal möglichen Niederschlages 
 
Auf grundsätzliches Interesse stößt die Frage nach der maximal möglichen Nieder-
schlagsmenge, die in einer bestimmten Zeit bei gegeben klimatischen Verhältnissen 
auf einen Landschaftsausschnitt fallen kann. Danach richten sich u.a. Aussagen zum 
Hochwasserschutz bzw. zur Wassernetzbewirtschaftung. 
Im Wesentlichen gibt es zwei Möglichkeiten, die wahrscheinlich größte Nieder-
schlagsmenge abzuschätzen. 
Auf der Basis von beobachteten Niederschlagmengen unter Anwendung  statistischer 
Methoden um auf maximale  Regenmengen zu schließen. Oder auf der Basis der Ab-
schätzung des maximal möglichen Niederschlages unter Verwendung von Berech-
nungsmethoden die auf einer Maximierung der physikalischen Prozesse beruhen, die 
zu einer Niederschlagsbildung in der Atmosphäre führen. 
Das erste Vorgehen benötigt die Beobachtung der Niederschlagsmengen über einen 
langen Zeitraum. Ergebnisse solcher Untersuchungen sind z.B. der bei Wiesner, 1970 
dargestellt Zusammenhang zwischen maximaler beobachteter Regenmenge und der 
Regenereignisdauer. Auch die Abschätzung von maximierten Gebietsniederschlagshö-
hen verschiedener Dauerstufen unter Verwendung jahrzehntelanger Niederschlagbe-
obachtungen, wie sie Schmidt, 1997 für das Gebiet von Deutschland vorstellt. 
Die zweite Methode sucht nach dem atmosphärischen Zustand (Temperatur, Feuchte, 
Strömungsverhältnisse) der für sich genommen in dem betrachteten Gebiet ein maxi-
males Niederschlagspotenzial aufweist. Es werden also die aus Wetterbeobachtungen 
vorliegenden physikalischen Größen (Temperatur, Feuchte, Wind) einer Maximierung 
zugeführt, auf deren Grundlage der Niederschlag dann in der Atmosphäre entsteht. Für 
die Abschätzung wird also ein Atmosphärenzustand benötigt, der im betrachteten Ge-
biet nicht wärmer und nicht feuchter sein kann. Diese dann in Bewegung gesetzte 
Luftmasse neigt zu einem Maximum an Regenwasserbildung, wenn diese aus wel-
chem Grund auch immer in die Höhe gehoben wird – wie das z.B. am Hang eines Mit-
tegebirges der Fall ist. Vorteilhaft kann diese Methode auch sein, wenn z.B. im Zu-
sammenhang mit zurückliegenden historischen Hochwasserereignissen keine Nieder-
schlagmengen bekannt sind, der Atmosphärenzustand allerding aus überlieferten An-
gaben recht gut rekonstruierbar ist (s. z.B. Tetzlaff et al., 2002) 
 
Hier wird diese zweite Methode verwendet, um die maximale Niederschlagsmenge 
abzuschätzen, die auf einen bestimmten Landschaftsausschnitt fällt. 
Neben der Kenntnis der vertikalen Luftmassenstruktur muss diese Methode verschie-
dene Niederschlagsentstehungsprozesse berücksichtigen. 
1. Die Regenmengen, die durch die großräumige meteorologischen Verhältnis-
se   –  sog. synoptische Verhältnisse – entstehen und 
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2. die Regenmengen, die lokal aufgrund der besonderen Situation der Gelän-
destruktur – Orografie – des Landschaftsausschnittes entstehen.  
Beiden Prozessen liegt zugrunde, dass es eine extrem warme und feuchtegesättigte 
Luft gibt, die gezwungen wird aufzusteigen, als Folge der  
zu.1.  großräumigen Auftriebsbewegungen in der Atmosphäre aufgrund der 
meteorologischen Verhältnisse (wie diese z.B. innerhalb von Tiefdruck-
gebiet herrschen) oder 
zu. 2.   Hebung der feuchtegesättigten Luftmasse an orografischen Hindernissen 
(z.B. Gebirgshängen). 
Basierend hierauf kann eine Aussage zu dem maximal möglichen Niederschlag 
(MMN) getroffen werden, wenn die Gesamt-Hebungsgeschwindigkeit ( ) wzw ∆+  der 
Luft proportional 

















 , (1) 
(mit ( )zρ  als mittlere Luftdichte der gehobenen Luftschicht und g der 
Schwerebeschleunigung), 
zu 2. zur horizontalen Windgeschwindigkeit horv  und zum Anstieg xh ∆∆  der 












exp  , (2) 
in die Abschätzung einbezogen wird.   
Für beider Größen w∆  und ( )zw  wird dabei berücksichtigt, dass sich die Hebungsge-
schwindigkeit mit zunehmender Höhe z nur zum Teil (exponentiell abnehmend) auf 
den regenmengenerzeugenden Prozess auswirkt. Eine solche Reduzierung zeigt sich in 
den Wettermodellen, die die vertikale Struktur der Atmosphäre detailliert beschreiben 
und ist von dort abgeleitet (Zimmer et al., 2006). 
Beide Teile der Gesamthebungsgeschwindigkeit sind somit Maximalwerte und unter 
natürlichen Bedingungen nicht erreichbar. Die dann generierbare maximal mögliche 
Regenmenge MMN an einem Ort x, an dem die Geländehöhe über eine Strecke x∆  um 
einen Höhe h∆  zunimmt lässt sich ermitteln, indem man die maximale Hebungsge-
schwindigkeit der Luft und die höhenabhängige Änderung der Sättigungsfeuchte 
( ) ( ) ( )zqhzqzq sättsättsätt −∆+=∆  miteinander verknüpft.  
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Der flächengemittelte maximal mögliche Niederschlag (fMMN) setzt sich dabei ent-
sprechend der obigen Angaben aus dem flächengemittelten orographischen maximal 
möglichen Niederschlag (foMMN) und dem synoptischen maximal möglichen Nieder-
schlag (sMMN) zusammen (vgl. Abbildung 1). Beschrieben ist dieses Verfahren zum 
berechnen des fMMN bei Tetzlaff und Raabe (1999). 
Die höhenabhängige Feuchteverteilung in der Atmosphäre, aus der dann die hebungs-
bedingte Änderung der Sättigungsfeuchte ( )zqsätt∆  in der entsprechenden Höhe z er-
mittelt wird, wird dabei über ein vorgegebenes Temperatur- und Taupunktprofil be-
rechnet.  
Das Temperatur- und Taupunktprofil muss dafür eine Atmosphärenstruktur repräsen-
tieren, bei der im Untersuchungsgebiet tatsächlich extrem starker Niederschlag aufge-
treten ist. Diese Profile können durch Auswertung von Klimabeobachtungen ermittelt 
werden (vgl. Zimmer et al., 2006, s. Abbildung. 3). 
  
 
Abbildung. 1: Schematische Darstellung der Zusammensetzung des flächengemittelten 
maximal möglichen Niederschlages fMMN aus den synoptischen (sMMN) und orogra-
phisch induzierten (foMMN) Niederschlagsanteilen. 
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In die Abschätzung der Menge des dann für einen bestimmten Punkt repräsentativen 
MMN(x) geht noch die vorgegebene horizontale Windgeschwindigkeit und ein Ver-
driften RRhordrift tvx ⋅=  der aus verschiedenen Höhen z der Atmosphäre herausfallenden 
Regentropfen ein. Deren Fallzeit RRRR vzt =  wird über eine vorgegebene Fallge-
schwindigkeit RRv der Regentropfen festgelegt. So ist der Entstehungsort des Nieder-
schlages in der Atmosphäre, der dann am Boden zur Niederschlagssumme MMN bei-
trägt, um eine Strecke driftx  in Richtung des Windes verschoben. 
Damit steht entsprechend der räumlichen Vorgaben ( kmx 1=∆ ) für jeden Kilometer 
einer Landschaft entsprechend des gewählten Weges der sich mit dem Wind bewegen-
den niederschlagsbildenden Luftmasse ein MMN zu Verfügung. Aus diesen Werten, 
die bei Vorgabe einer bestimmten Strömungsrichtung von Ort zu Ort verschieden aus-
fallen, lässt sich ein auf eine Fläche, z.B. auf ein Einzugsgebiet bezogener, flächenge-
mittelter maximal möglicher Niederschlag ermitteln (fMMN). 
Der darin enthaltene orografische maximal mögliche Niederschlag (oMMN), der die 
sonst ohne Hebung schon fallende Regenmenge noch verstärkt, wird hier als orografi-
sche Niederschlagsverstärkung bezeichnet. 
Zur Verdeutlichung des Einflusses einer zunehmenden Geländehöhe auf die Nieder-
schlagsmenge wird darüber hinaus ein Niederschlagsverstärkungsfaktor FRR einge-
führt: 




=    (4) 
Im Fall eines konkreten Starkregenereignisses ergeben sich diese Faktoren damit aus 
dem Verhältnis zwischen den Regenmengenbeobachtungen im Gebirge und den im 
Vorland gemachten Beobachtungen, wobei sich die Vorlandwerte, bezogen auf die 
Anströmung, im Luv des Landschaftsanstieges befinden müssen. Die auf diese Weise 
für einen bestimmten Landschaftsausschnitt berechneten Faktoren können so mit den 
auf gleiche Weise aus Beobachtungen ermittelten Faktoren verglichen werden. Das 
nützt der Überprüfung der Berechnungsergebnisse und lässt eine Bewertung der Aus-
sagekraft der berechneten regionalen Verteilung von Niederschlagsverstärkungsfakto-
ren zu.  
 
2.  Eine beispielhafte Anwendung 
Das in Abschnitt 1 beschriebene Verfahren wird hier eingesetzt, um Niederschlagsver-
stärkungen im Raum Sachsen zu berechnen. Die numerisch ermittelten Nieder-
schlagsverstärkungen werden im Anschluss exemplarisch mit zwei Starknieder-
schlagsereignissen verglichen (Starkregenereignis vom August 2002 und Mai/Juni 
2013) die in dem untersuchten Gebiet zur Hochwasser führten. Im Wesentlichen wird 
das Gebiet der Freiberger Mulde in die Betrachtung einbezogen. Das die Luftmasse 
zum Aufstieg zwingende Hindernis bildet damit das mittlere Erzgebirge. 
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2.1   Die Auswahl des Einzugsgebietes 
 
In Abbildung. 2 ist schematisch das Einzugsgebiet „Oberlauf Freiberger Mulde“ 
(schattierte Fläche) dargestellt. Es umfasst ein Gebiet beginnend bei Oberbobritzsch 
(in Abbildung 2 durch einen blauen Punkt markiert) bis hin zum Erzgebirgskamm. Die 
vier verschiedenfarbigen, parallel verlaufenden Strecken repräsentieren die für die  
Untersuchung gewählten Anströmrichtungen, unter der Vorgabe, dass das Gelände 
über den gewählten Landschaftsausschnitt ansteigt. Deshalb fehlen auch die Richtun-
gen parallel zum Erzgebirgskamm (West; Ost). Das Gebiet hat eine Ausdehnung von 
ca. 23 km in Längsrichtung, sowie eine Breite von etwa 17 km (knapp 400 km2). Für 
die das Gebiet durchlaufenden Strecken liegt etwa im Abstand von einem Kilometer 
ein Landhöhenwert vor, so dass für jede Anströmrichtung insgesamt zwischen 57 und 
66 Werte entlang der drei parallel verlaufenden Strecken zur Verfügung stehen. Damit 
wird die Fläche des betrachteten Gebietes abgedeckt und ein repräsentatives Flächen-
mittel kann berechnet werden. 
 
 
Abbildung 2: Räumliche Zuordnung des Einzugsgebietes (schattiertes Gebiet), der 
blaue Punkt markiert den Ort Oberbobritzsch. Die vier  parallel verlaufenden Strecken 
repräsentieren in den verschiedenen Farben die der Untersuchung zu Grunde liegen-
den Anströmrichtungen: schwarz für Nord(1,2,3), rot für Nordost (7,8,9), grün für 
Nordwest (4,5,6) und magenta für Süd (10,11,12) steht.  
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2.2     Die meteorologischen Vorgaben 
Die Regenmengen werden hier für eine Zeitraum von ht 24=∆   (Gl. 3) ermittelt. Dazu 
sind meteorologische Vorgaben notwendig, um die maximal möglichen Nieder-
schlagsmengen berechnen zu können. 
Vorgegeben werden die Strömungsgeschwindigkeit der Luftmasse mit welcher diese 
den Gebirgshang hinaufgleitet (15m/s), sowie die Temperatur und der Feuchtegehalt  
der Luft in verschiedenen Höhen. Die zur Berechnung genutzten Temperatur- und 
Taupunktprofile, die aus Radiosondendaten abgeleitet wurden zeigt Abbildung. 3. Die 
festgelegten Profile repräsentieren die feuchteste und wärmste Atmosphärenstruktur 
die in den Radiosondendaten (Station Lindenberg, Dresden) gefunden werden konnte 
(1970-2000) für den Fall, wenn mindestens eine Regenmenge von 10mm/24h im Un-
tersuchungsgebiet gefallen war. Für diese Fälle wurde auch die maximale Strömungs-
geschwindigkeit (15m/s für eine Zeit von 24h, 850hPa Höhe) ermittelt. 
Der vordefinierten Luftmasse wird bei einer Hebung eine entsprechende Wassermenge 
entzogen und in Regentropfen umgewandelt, solange bis die Luftmasse den höchsten 
Punkt einer Strecke erreicht hat. Ab diesem Punkt wird kein Niederschlag mehr gene-
riert. Der so in einer bestimmten Höhe entstandene Regen wird unter Berücksichtigung 
der Winddrift (horizontale Windgeschwindigkeit: 15 m/s) unter Berücksichtigung ei-
ner vorgegebenen, mittleren Fallgeschwindigkeit der entstandenen Regentropfen (7 
m/s) auf die betrachtete Oberfläche bezogen. 
Berücksichtigt ist bei der Wahl der Verteilung von Temperatur und Taupunkt, dass nur 
eine Niederschlagbildung durch die Hebung der Luftmasse am Gelände erfolgt. Das 
bedeutet, dass Konvektion nahezu ausgeschlossen ist und die Luftmasse ein Maximum 
an Feuchtigkeit enthält.  
Weiter dargestellt ist (Abbildung. 3) der Feuchtegehalt der Luft in den verschiedenen 
Höhen und die daraus resultierende Freisetzung von Niederschlag, wenn die Luft in 
der entsprechenden Höhe mit einer Geschwindigkeit w∆  (Gl. 1) gehoben wird und 
dabei feuchtadiabatisch abkühlt. Diese Abschätzung basiert auf dem Wert 
hhPatp /50−=∆∆ (nach Analysen von 700hPa Vertikalwindkarten) und einer Verän-
derung der Luftdichte entsprechend dem vorgegeben Temperaturprofil. Der so ermit-
telte sMMN=163mm wird hier als plausibel für die maximale Regenmenge angesehen, 
die bei den gegebenen atmosphärischen Bedingungen in 24h fallen kann, gerade dann 
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Abbildung 3: Die zur Berechnung der Niederschlagsmengen vorausgesetzten und an-
gewendeten Profile von Temperatur, Taupunkt, spez. Luftfeuchte, sowie die Flüssig-
wasserfreisetzung in verschiedenen Höhen bei einer Hebung über 24h hinweg mit ei-
ner nach Gl. 1 ermittelten Geschwindigkeit ( )hhPatpw /50−=∆∆∆ . Die Summe des 
freigesetzten Flüssigwassers über die Höhen hinweg ergibt den sMMN=163mm. 
 
2.3  Das Geländeprofil (Orografie) 
Bezogen auf das Einzugsgebiet, für welches die orografische Niederschlagsverstär-
kung ausgewiesen wird, werden die verschiedenen Strömungsrichtungen so abgedeckt, 
dass aus den entlang einer Richtung berechneten oMMN(x) letztlich ein repräsentati-
ves Flächenmittel foMMN bestimmbar ist. Aus diesem Grund wurden vier Anström-
richtungen, welche jeweils durch drei Strecken repräsentiert werden, festgelegt. Die 
Strecken einer Anströmrichtung verlaufen dabei nahezu parallel und haben einen Ab-
stand von 3,5 km bis 5 km zueinander.  
Für die Anströmung aus Norden stehen beispielsweise die Strecken  1-3 (vgl. Abbil-
dung 2), welche in etwa von Falkenberg (Elster) über Oberbobritzsch bis zur Grenze 
bei Rechenberg-Bienenmühle, über eine Länge von ca. 100 km verlaufen.  
In der Abbildung 4 sind die Geländeprofile entlang der drei die nördliche Anströmung 
charakterisierenden Strecken aufgetragen. Obwohl im Mittel ähnlich, fällt doch von 
Ort zu Ort der Geländeanstieg unterschiedlich aus, was sich dann in einer veränderli-
chen Regenmenge äußert, die mit dem hier beschriebenen Verfahren ermittelt wird. 
Der zu einem Streckentrio gehörende Geländeverlauf wird in den folgenden Ergebnis-
abbildungen (ab Abbildung 5) durch eine Referenzorografie vertreten (s. Abbildung 
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4). Die Referenz ist dabei diejenige Strecke, die in der entsprechenden Richtung den 
längsten Weg im Einzugsgebiet zurücklegt.  
Damit liegen entsprechend dem individuellen Anstieg der Topografie Regenmengen 
vor, die über das betrachtete Gebiet hinweg unterschiedlich ausfallen, da der Anstieg 
des Geländes von Ort zu Ort variiert. 
 
 
Abbildung 4: Darstellung der unterschiedlichen Höhenprofile (Orografie) des Stre-
ckentrios der nördlichen Anströmung (gleitend gemittelt über ca. 3km). 
 
Die weiteren Anströmrichtungen werden ebenfalls durch jeweils drei Strecken vertre-
ten und sind im Einzelnen:  
• Richtung Nordwest (Strecke 4-6), Verlauf von Bad Lausick über Oberbobritz-
sch nach Fürstenau/Erzg. (Länge: 94 km);   
• Richtung Nordost (Strecke 7-9), Verlauf von Königsbrück über Oberbobritzsch 
nach Steinbach (95 km);  
• Richtung Süd (Strecke 10-12), Verlauf von Rakovník (Cz) über Oberbobritzsch 
nach Niederschöna b. Freiberg (98 km). 
Mit diesen Ortsvorgaben und unter Zuhilfenahme des frei im Netz verfügbaren Tools: 
„Automatische Höhenprofilberechnung“ (Ernst Basler + Partner, 2013) wurden die 
Orografien entlang der Strecken bestimmt. 
Die horizontale Auflösung der auf diese Weise gewonnenen Profildaten beträgt 200-
250 m. Anschließend werden die Daten auf einen Abstand von ca. 1 km gemittelt und 
über 3km geglättet (gleitendes Mittel).  
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3.  Ergebnisse  
3.1  Die berechneten oMMN 
 
Die Bestimmung der maximalen Verstärkung der Regenmenge aufgrund des orografi-
schen Einflusses (oMMN) unter Berücksichtigung der Verdriftung erfolgt mit Hilfe 
eines auf MS-Excel basierenden Werkzeugs MAXRR, das das oben beschriebene 
Verfahren umsetzt (vgl. Tetzlaff und Raabe, 1999; Zimmer et al., 2006; Zimmer, 
2005). 
Die Abbildungen 5 – 8 veranschaulichen die maximale Niederschlagsverstärkung auf-
grund orografisch bedingter Hebung in den einzelnen Anströmrichtungen, bezogen auf 
das betrachtete Einzugsgebiet (vgl. Abbildung 2). 
Die unterschiedlich farbigen Linien stehen für den berechneten orografisch induzierten 
Niederschlag entlang der einzelnen Strecken für jede Anströmrichtung aufsummiert 
über 24 h. 
Die, durch die orografische Hebung entstehende Verstärkung des Niederschlages ist 
auf der linken Ordinate angegeben (mm Niederschlag in 24h).  
Die braune Linie in jeder Abbildung steht für das Referenzprofil der jeweiligen An-
strömung, ablesbar auf der rechten Ordinate (Höhe über NN in m).  
In den Abbildungen 5, 6 und 7 wird die stetige Zunahme des orografisch erzeugten 
Niederschlagsanteils im ansteigenden Gelände und über das ausgewiesene Einzugsge-
biet hinweg deutlich. Die rote Linie stellt den Mittelwert des Niederschlags im Bereich 
des Einzugsgebietes dar und beschreibt die flächengemittelte orografische Verstärkung 
des Niederschlages in Bezug auf die Fläche des Einzugsgebietes (foMMN). 
Für die drei Anströmungen aus den nördlichen Richtungen (Abbildung 5-7) wird ein 
Flächenmittel zwischen 125 mm und 185 mm ausgewiesen. Der Wert für die Anströ-
mung aus Richtung Süd fällt geringer aus (Abbildung 8, 95mm), da sich für diese 
Strömungsrichtung das Einzugsgebiet hinter dem Erzgebirgskamm befindet Das  führt 
dazu, dass große Mengen Niederschlag an dem steil aufsteigenden Südhang des Erz-
gebirges (Tschechien) fallen und das hier betrachtete Einzugsgebiet dann nicht errei-
chen.  
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Abbildung 5: Die orografische Niederschlagsverstärkung (oMMN) für ein Ereignis 
von 24h Dauer im Gebiet ‚Oberlauf Freiberger Mulde‘, nördliche Anströmung.  
- rote Linie: foMMN bezogen auf das Einzugsgebiet (185mm). 
 
Abbildung 6: Die orografische Niederschlagsverstärkung (oMMN) für ein Ereignis 
von 24h Dauer im Gebiet ‚Oberlauf Freiberger Mulde‘ nordwestliche Anströmung.  
- rote Linie: foMMN bezogen auf das Einzugsgebiet (125mm). 
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Abbildung 7: Die orografische Niederschlagsverstärkung (oMMN) für ein Ereignis 
von 24h Dauer im Gebiet ‚Oberlauf Freiberger Mulde‘ nordöstliche Anströmung.  
- rote Linie: foMMN bezogen auf das Einzugsgebiet (160mm). 
 
Abbildung 8: Die orografische Niederschlagsverstärkung (oMMN) für ein Ereignis 
von 24h Dauer im Gebiet ‚Oberlauf Freiberger Mulde‘ südliche Anströmung.  
- rote Linie: foMMN bezogen auf das Einzugsgebiet (95mm). 
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3.2  Die berechneten Niederschlagsverstärkungsfaktoren 
 
Die orografische Niederschlagsverstärkung oMMN (Abbildung. 9, orange) werden 
unter Verwendung des berechneten synoptischen maximal möglichen Niederschlages 
(sMMN=163mm) nach Gl. (4) in die entsprechenden Niederschlagsverstärkungsfakto-
ren (blau) umgerechnet (Abbildung. 9). Für die nördliche Anströmrichtung erreichen 
die Faktoren im Gebietsmittel 2,13 bei Strömungsrichtung Süd 1,6 (blau in Abbildung. 
9) wobei aufgrund der starken Geländehöhenzunahme bei südlicher Anströmung indi-
viduell häufiger Werte >2,9 auftreten, was bei Nordanströmung (flacherer Geländean-
stieg) nicht der Fall ist. Die unterschiedliche Anzahl an Werten auf den einzelnen Stre-
cken ergibt sich aus der Länge des Weges durch das Einzugsgebiet. 
 
 
Abbildung 9: Auflistung der Werte des orografisch maximal möglichen Niederschlages 
(oMMN in mm) entlang der drei Strecken (Nord 1,2,3, Süd 1011,12) sowie die dazu 
gehörenden Verstärkungsfaktoren (FRR).  
 
Bei der Betrachtung von Werten der nördlichen Anströmung wird deutlich, dass auf 
dem Weg Richtung Erzgebirgskamm die Verstärkungsfaktoren nicht kontinuierlich 
zunehmen. Vielmehr gibt es Streckenabschnitte in denen die Verstärkungsfaktoren 
reduziert sind. Auf diesen Streckenabschnitten regnet es dann weniger als in der Um-
gebung.  
Die Werte der Südanströmung in der Liste (Abbildung 9) zeigen zusätzlich den Pro-
zess der Winddrift des Niederschlages als Folge der Fallzeit der Regentropfen. In Ab-
schnitt 2.2 wurde dargestellt, dass der feuchtegesättigten Luft durch Hebung eine ent-
sprechende Wassermenge entzogen wird, und dies solange bis die Luftmasse den 
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höchsten Punkt des Geländeprofils erreicht hat. Ab diesem Punkt wird die Luft nicht 
mehr gehoben und es wird kein Niederschlag mehr generiert. Bei einer Anströmung 
von Süd ist die höchste Stelle des Weges (Erzgebirgskamm) noch vor dem Einzugsge-
biet erreicht und dennoch ergibt sich ein Flächenmittel von 95 mm aufgrund der Drift 
der fallenden Regentropfen mit der horizontalen Strömung.  
In Tabelle 1 sind die Ergebnisse der Berechnungen zusammengefasst. Diese Angaben 
in mm-Regenmenge in 24h stellen die maximal möglichen Regenmengen dar, die auf-
grund der Orografie als Flächenmittel im Untersuchungsgebiet auftreten kann. Der 
Verstärkungsfaktor bezieht einen durch synoptische Prozesse generierten maximal 
möglichen Niederschlag ein (sMMN=163mm, vgl. auch Zimmer et al., 2006). 
Die maximale flächengemittelte orografische Niederschlagsverstärkung erhält man mit 
knapp 185 mm in 24h bei einer nördlichen Anströmung. Die geringste Menge ergibt 
sich erwartungsgemäß bei einer Südanströmung des Gebietes, wenn sich das Einzugs-
gebiet schon im Lee des Gebirgskammes des Erzgebirges befindet. Die Verstärkungs-
faktoren schwanken zwischen 2,14 bei Nordströmung und 1,59 bei Südströmung.  
Diese hier numerisch abgeleiteten Verstärkungsfaktoren (s. Tabelle 1, FRR) sind für 















Vorland 163mm 163=163+0 1,00=163/163 
Nord 163mm 348=163+185 2,14=348/163 
Nordwest 163mm 288=163+125 1,77=288/163 
Nordost 163mm 322=163+160 1,98=322/163 
Süd 163mm 258=163+95 1,59=258/163 
Tabelle 1: Die orografische Niederschlagsverstärkungen für verschiedene Anströ-
mungsrichtungen des Gebietes ‚Oberlauf Freiberger Mulde’, als max. Zunahme der 
Regenmenge in 24h sowie entsprechender Verstärkungsfaktor aufgrund des Einflusses 
der Orografie in Abhängigkeit von der Anströmrichtung (Strömungsgeschwindigkeit 
15 m/s).  
 
 
3.3  Vergleich mit Beobachtungen 
Der Vorteil der Betrachtung von Niederschlagsverstärkungsfaktoren besteht darin, 
dass die mit dem hier beschrieben Verfahren berechneten mit solchen aus Beobach-
tungen verglichen werden können, da die individuellen Niederschlagmengen in einem 
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Gebiet auf eine Verhältniszahl zwischen dem synoptisch genierten und dem orogra-
fisch induzierten Niederschlagsanteil zurückgeführt werden. Diese für das Untersu-
chungsgebiet  berechneten Verstärkungsfaktoren lassen sich jetzt mit realen Nieder-
schlagssituationen vergleichen. Exemplarisch sind im Folgenden zwei Nieder-
schlagsereignisse analysiert, die im Bereich des Erzgebirges zu Hochwasser führten. 
Das erste Beispiel bezieht sich auf das Hochwasserereignis vom 24. Mai bis zum 6. 
Juni 2013, bei dem sich die hier beschriebene Zunahme der Niederschlagmengen in 
der Anströmung des Erzgebirges mit zunehmender Geländehöhe zeigt. 
Die unterschiedlichen Regenmengen, die während dieses Hochwasserereignisses auf 
einer Strecke zwischen Elsterwerda über Dippoldiswalde nach Rechenberg-
Bienenmühle als nördlicher Anströmung des Erzgebirges fielen, sind in Abbildung 10 
dargestellt. 
 
Abbildung 10: Darstellung aktueller (Hochwasserereignis Mai/Juni 2013) absoluter 
Regenmengen (Summe über ganzes Ereignis) in Abhängigkeit von der Orografie. Die 
Ortswahl entspricht einer Strecke entlang der nördlichen Anströmung.  
 
Nach Gleichung (4) weisen diese Messdaten folgende orografische Verstärkungsfakto-
ren aus: 
 fMMN / sMMN Verstärkungsfaktor 
ElsterwerdaVorland (95m ü. NN) 108/108 1 
Dippoldiswalde   (380m ü. NN) 226/108 2,1 
Rechenberg (760m ü. NN) 278/108 2,6 
Tabelle 2: Verstärkungsfaktoren für ein reales Beispiel aus dem Jahr 2013 (s. Abbil-
dung 10). 
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
71
Das zweite Beispiel folgt aus dem Hochwasserereignis vom 12./13. August 2002 (s. 
Tabelle 3, zitiert nach Zimmer et al., 2006). Betrachtet wird hierbei wiederum eine 
nördliche bis leicht nordwestliche Anströmung des Erzgebirges vom Erzgebirgsvor-
land über die Talsperre Malter bis hinauf nach Zinnwald.   
 fMMN / sMMN Verstärkungsfaktor 
Vorland (60m ü. NN) 120/120 1,0 
Grumbach (300m ü. NN) 183/120 1,5 
Malter (350m ü. NN) 218/120 1,8 
Altenberg (750m ü. NN) 251/120 2,1 
Zinnwald  (800m ü. NN) 312/120 2,6 
Tabelle 3: Verstärkungsfaktoren für ein reales Beispiel aus dem Jahr 2002 (vgl. Zim-
mer et al., 2006).  
Diese aus beobachteten Niederschlagsereignissen ermittelten Faktoren (Tabelle 2, 3) 
die sich auf die tatsächliche Dauer der Niederschlagereignisse an einer Messstation 
beziehen erreichen eine vergleichbare Größenordnung wie die mit den nach physikali-
schen Gesetzmäßigkeiten berechneten flächengemittelten Niederschlagsverstärkungs-
faktoren (s. Tabelle. 1). Bezogen auf eine Position in einer Landschaft ist offenbar bei 
solchen Maximalregenereignissen das Verhältnis zwischen dem Gesamtniederschlag 
(enthält die orografisch erzeugte Niederschlagsverstärkung) und dem synoptisch gene-
rierten Niederschlag nahezu konstant.  
 
4.  Schlussfolgerungen und Diskussion 
 
Der physikalische Prozess, der zu einer orografischen Niederschlagsverstärkung führt, 
ist unbestritten: Eine definierte Luftmasse (charakterisiert durch Temperatur und 
Feuchte) wird an ein orografisches Hindernis mit einer bestimmten Windgeschwindig-
keit / Windrichtung, in unserem Fall das Erzgebirge, herangeführt. Die synoptischen 
Strömungsverhältnisse sorgen dafür, dass permanent weitere Luft nachströmt. Die Luft 
wird dadurch gezwungen, am Hindernis aufzusteigen. Dieses Aufsteigen führt zu einer 
Abkühlung der Luftmasse. Sinkt dadurch die Temperatur der aufsteigenden Luftmasse 
unter den sie definierenden Taupunkt erfolgt Kondensation mit darauffolgender Nie-
derschlagsbildung. Die Menge des als Folge der orografischen Hebung entstehenden 
Niederschlages hängt im Wesentlichen davon ab, wie die Luftmasse in ihrer Bewe-
gungsrichtung dem Geländeanstieg folgen kann. Unter natürlichen Bedingungen wür-
de eine Luftmasse u.U. einem direkten Aufstieg ausweichen und das Gebirge eher um-
strömen (s. z.B. die Ausführungen bei Kunz und Kottmeier, 2006). Für ein Maximum 
an Niederschlagserzeugung ist jedoch ein unmittelbares Folgen des Geländeanstiegs 
notwendig, was hier im Rahmen dieser Abschätzungen  vorausgesetzt wird. 
Aus den berechneten Niederschlagemengen entlang einer Bewegungsrichtung einer 
Luftmasse ist allerdings auch ersichtlich, dass es entlang dieser Strecke unterschiedlich 
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stark regnen kann. Nicht notwendigerweise regnet es in dem Streckenabschnitt mehr, 
der eine größere Höhe über NN hat, sondern in einem Streckenabschnitt in dem es zu 
einer starken Geländehöhenzunahme kommt (Variabilität der Werte in Abbildung. 9).  
Das erklärt auch die Aussage von Beobachtern, die in Zweifel ziehen, dass sich die 
orografisch erzeugte Niederschlagsverstärkung an ihrem Beobachtungsort auswirkt. Es 
kann bei einem konkreten Niederschlagsereignis der Eindruck entstehen, als ob es kei-
nen generellen Zusammenhang zwischen Geländehöhe und Niederschlagmenge gibt – 
ist doch der den Niederschlagsprozess auslösende Parameter die Geländehöhenände-
rung bzw. der Anteil der Geländehöhenänderung, die in ein Aufsteigen der Luftmasse 
umgesetzt wird.  
Als ein Ergebnis bleibt festzuhalten, dass die örtliche orografische Nieder-
schlagsverstärkung nicht von der Geländehöhe selbst, sondern vielmehr von der 
vorgelagerten Geländehöhenzunahme abhängt.  
 
So wird es durchaus verständlich, dass an einem bestimmten hochgelegenen Punkt 
einer Landschaft keine erhöhten Niederschlagsmengen beobachtet werden, obwohl das 
im näheren Umfeld dieses Punktes der Fall ist. Erst der auf eine Fläche bezogene Wert 
ist dann repräsentativ und der nimmt im höher gelegenen Gelände dann auch höher 
Werte an. 
Der Vergleich zwischen berechneten und beobachteten Niederschlagsverstärkungsfak-
toren lassen es als möglich erscheinen, die in den Datenbanken (z.B. WebWerdis vom 
Deutschen Wetterdienst,  https://werdis.dwd.de) täglich für ein Raster von 1km x1km  
aufgeführten Regenmengen zu Niederschlagsverstärkungskarten umzuarbeiten. Diese 
Reanalysedaten, zusammengefasst aus verschiedenen Niederschlagssituationen, ent-
hielten dann Hinweise auf die räumliche Verteilung der mittleren Niederschlagsver-
stärkungsfaktoren in diesem Gebiet. Diese wären dann, anders als individuelle Be-
obachtungen, für das jeweilige Gebiet repräsentativ. Gemittelt über die Fläche z.B. 
eines Einzugsgebietes könnten diese Faktoren das Gefährdungspotenzial im Fall von 
Niederschlagereignissen bildlich vor Augen führen. Ein Faktor von 3 bedeutet dann, 
dass in dem Gebiet im Mittel dreimal mehr Niederschlag fällt als im Luv der Strömung 
über dem vorgelagerten Flachland. 
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Im Rahmen des Projekts werden die zeitliche und räumliche Variabilität von 
Oberflächenalbedo, bidirektionaler Reflektivität BRDF und Schneeeigenschaften in der 
Antarktis untersucht. Das Hauptziel dieses Vorhabens ist eine Verbesserung von 
prognostischen Schneemodellen und von Parametrisierungen der Schneealbedo, wie sie 
derzeit in regionalen und globalen Klimamodellen verwendet werden. Diese 
Parametrisierungen werden in Abhängigkeit von Schneekorngröße, 
Schneeoberflächenrauigkeit und atmosphärischen Parametern formuliert. Um dieses Ziel 
zu erreichen, werden bodengebundene in situ Messungen (zeitliche Variabilität) und 
flugzeuggetragene Fernerkundungsmessungen (räumliche Variabilität) miteinander 
kombiniert. Die vom Flugzeug erhobenen Daten umfassen die spektrale Bodenalbedo, 
BRDF, Bodenrauigkeit und Schneekorngröße. Die dazu benötigten 
Fernerkundungsverfahren werden im Rahmen des Projekts verbessert bzw. entwickelt 
werden. Die gleichen Größen werden auf dem antarktischen Plateau mittels 
bodengebundener Messungen an der Kohnen Station erhoben werden. Die 
bodengebundenen Daten decken dabei die zeitliche Variabilität von Schnee- und 
Atmosphäreneigenschaften ab, was es ermöglicht, prognostische Schneemodelle zu 
validieren und zu verbessern, die an ein Strahlungstransfermodel angekoppelt sind. Durch 
die Einbindung von Messdaten in die Modelle und einem anschließenden Vergleich 
zwischen simulierter und gemessener Schneealbedo sowie durch Sensitivitätsstudien 
werden Parametrisierungen der Schneealbedo, wie sie in Strahlungs- und Klimamodellen 
verwendet werden, validiert und verbessert. Diese Erkenntnisse werden dazu dienen, 
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Hubschraubergetragene Strahlungsmessungen zur Bestimmung des Einflusses 
von Wolkeninhomogenitäten tropischer Grenzschichtbewölkung auf die 
Strahlungsbilanz  
Helicopter-borne radiation measurements to investigate the influence of cloud 
heterogeneities of tropical boundary layer clouds on radiative budget 
 
F. Henrich  (f.henrich@uni-leipzig.de), M. Wendisch (m.wendisch@uni-leipzig.de)  
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Die Vernachlässigung von horizontalen Wolkeninhomogenitäten in Modellen zur 
Berechnung der solaren Strahlungsbilanz von Wolken kann zu erheblichen 
Diskrepanzen zwischen Modellergebnissen und Messungen führen. In 
Zusammenarbeit mit dem Leibniz-Institut für Troposphärenforschung wird der 
Einfluss von Inhomogenitätseffekten von tiefer Cumulusbewölkung in den Tropen 
auf  den Strahlungshaushalt untersucht. Hierfür wird ein neues, kompaktes  
Messsystem für spektrale Strahlungsmessungen gebaut, welches zusammen mit 
einer Messplattform für Aerosol-, Turbulenz- und Mikrophysikalischen 
Wolkenparametern  (ACTOS) erstmals die gleichzeitige Beobachtung von 
Wolkenmikrophysikalischen und Strahlungsgrößen ermöglichen wird. Hierfür wird 
ein Hubschrauber als Instrumententräger genutzt. Ergänzend sollen 
dreidimensionale Rechnungen mit einem Strahlungstransfermodell zur 
Interpretation der Messungen durchgeführt werden.  
Das Messgebiet (Barbados) bietet aufgrund seiner Lage zusätzlich die Möglichkeit 
der Untersuchung von anthropogenen Einflüssen auf den atmosphärischen 
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Räumliche Verteilung von Eis- und Flüssigwasser in Arktischen 
Mischphasenwolken und deren Einfluss auf Energiehaushalt und Fernerkundung  
Spatial distribution of ice and liquid water in Arctic mixed-phase clouds and its impact on 
energy budget and remote sensing 
A. Ehrlich  (a.ehrlich@uni-leipzig.de), E. Bierwirth  (eike.bierwirth@uni-leipzig.de) 
M. Wendisch (m.wendisch@uni-leipzig.de) 
 
Mischphasenwolken mit nebeneinander existierendem flüssigem Wasser- und 
Eisanteil treten häufig in arktischen Regionen auf. Sie können theoretisch in einem 
Temperaturbereich zwischen -40°C und 0°C über längere Zeit hinweg stabil 
existieren. Wie bekannt ist, unterscheiden sich die optischen Eigenschaften von 
reinen Wasser- und Eiswolken und damit auch ihr Einfluss auf die solare Strahlung. 
Zur Untersuchung der horizontalen Verteilung von Eis- und Flüssigwasser und 
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deren Einfluss auf den Strahlungstransport wird dieses Projekt in Zusammenarbeit 
mit dem Alfred-Wegener-Institut für Polar- und Meeresforschung (AWI), 
Bremerhaven, durchgeführt.  
Kern des Projektes ist die internationale Messkampagne „Solar Radiation and 
Phase Discrimination of Arctic Clouds“ (SORPIC), die vom 30.April bis zum 20.Mai 
2010 auf Svalbard (Norwegen) stattfand (Projekt-Webseite http://www.uni-
leipzig.de/~sorpic/). Dabei wurden erfolgreich spektrale solare 
Strahlungsmessungen an Bord des Forschungsflugzeuges Polar-5 des AWI 
durchgeführt. Die gemessenen Strahlungsdaten sind vollständig korrigiert und 
kalibriert und stehen den Projektpartnern zur Verfügung. 
Simultan wurden Messungen mit der hyperspektralen Kamera AISA Eagle des AWI 
durchgeführt; die Auswertung erfolgt in Zusammenhang mit den Strahlungsdaten 
des SMART-Albedometers am LIM. AISA Eagle wurde im Labor des LIM spektral 
und radiometrisch kalibriert. 
Am 15.November 2010 hat das LIM einen Daten-Workshop mit den beteiligten 
Projektpartnern (AWI Potsdam/Bremerhaven, LaMP Clermont-Ferrand 
(Frankreich), Freie Universität Berlin) veranstaltet, bei dem der Fortgang der 
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Eine neue Methode zur bodengebundenen Fernerkundung von Profilen 
mikrophysikalischer Eigenschaften von Wolken mittels abtastender Radiometrie 
und Lidar 
A novel method for ground-based remote sensing of profiles of cloud microphysical 
properties using scanning radiometry supplemented by Lidar 
 
E. Jäkel (e.jaekel@uni-leipzig.de, M.Wendisch (m.wendisch@uni-leipzig.de) 
  
Mit Hilfe einer neuen bodengebundenen aktiven und passiven Fernerkundungs-
methode soll die vertikale Entwicklung der Wolkenmikrostruktur und das 
Tropfenwachstum in konvektiven Wolken untersucht werden. Für diesen Zweck 
werden Strahldichtemessungen (passiv) der an den Wolkenrändern reflektierten 
solaren Strahlung mit Lidarmessungen (aktiv) kombiniert. Die Wolkenseite wird mit 
beiden Geräten sowohl zeitlich als auch örtlich synchronisiert vermessen. Diese 
Messungen werden mit neuen Algorithmen zur Gewinnung von wolken-
mikrophysikalischen Parametern kombiniert. Aus den analysierten Messungen kann 
dann ein Vertikalprofil der thermodynamischen Phase, sowie der effektive 
Wolkenpartikelradius abgeleitet werden. Dabei werden die drei-dimensionalen 
Strahlungseffekte der räumlich und zeitlich inhomogenen konvektiven Wolke 
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Megacities - Hochaufgelöste spektrale Albedo-Karten von Megastädten und ihre 
Anwendung in Aerosol-Satelliten Datengewinnung 
Megacities - High-resolution spectral albedo maps of megacities and its application in 
aerosol retrievals from satellite data 
 
B. Mey  (b.mey@uni-leipzig.de), M. Wendisch (m.wendisch@uni-leipzig.de)  
H. Jahn  (heiko.jahn@uni-bielefeld.de), A. Krämer  (alexander.kraemer@uni-bielefeld.de) 
,  
Chen Xingfeng (chenxf@irsa.ac.cn) , Gu Xingfa (guxingfa@irsa.ac.cn)  
 
Megastädte sind eines der größten Quellgebiete anthropogenen Aerosols. Sie 
fungieren daher als Punktquellen für Aerosole im globalen Kontext und beeinflussen 
lokal die Gesundheit der Menschen. Daher ist es wichtig den Aerosolgehalt der 
Atmosphäre in Megastadt-Regionen möglichst genau zu bestimmen. In Regionen 
ohne dichtes Messnetz für Spurenstoffe, ist die Satelliten-Fernerkundung ein 
geeignetes Mittel, um Spurenstoffe regelmäßig zu messen. Zur Ableitung der 
Aerosoloptischen Dicke aus Satellitendaten muss das empfangene Signal der 
reflektierten Strahlung in einen atmosphärischen Anteil und den Bodenanteil getrennt 
werden. Der Bodenanteil ist durch die Boden-Albedo oder –Reflektivität gegeben, 
welcher schwierig aus Satellitenmessungen bestimmt werden kann. 
Spektral und räumlich hochaufgelöste Messungen der Bodenalbedo wurden mit der 
Kombination aus den flugzeuggetragenen Messsystemen SMART-Albedometer 
(400-2100 nm) und einer Kamera (Geospatial Systems, MS 4100) mit 3 spektralen 
Kanälen gemessen. Der erste Datensatz wurde in Leipzig im Jahr 2007 
aufgenommen, der zweite Datensatz konnte im Dezember 2009 in Zhongshan, 
China, gemeinsam mit unseren chinesischen Kooperationspartnern des Institute of 
Remote Sensing Applications erfasst werden.  
Das Satelliten-Tool IMAPP der Universität Wisconsin wurde auf Computern des 
Instituts für Meteorologie installiert und steht nun für wissenschaftliche Zwecke in 
diesem, sowie anderen Projekten bereit. 
Es wird erwartet, dass durch Verwendung der hochaufgelösten Messdaten der 
Bodenalbedo im Aerosol-Retrieval der Satellitendaten das Resultat der Aerosol 
Optischen Dicke verbessert werden kann. 
 
Weiterführung: nein  
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Räumlich inhomogene Zirren: Einfluss auf die atmosphärische Strahlung 
Spatially Inhomogeneous Cirrus: Influence on Atmospheric Radiation 
M. Wendisch (m.wendisch@uni-leipzig.de),  
F. Finger (f.finger@uni-leipzig.de) 
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Die Strahlungseffekte durch inhomogene Zirren werden mit Hilfe einer Kombination 
von Flugzeuggetragenen Messungen (Strahlung und mikrophysikalische 
Eigenschaften), einem 3D Strahlungsmodell und einem dynamischen 
wolkenauflösenden Zirrus-Modell untersucht. Ein instrumentiertes Flugzeug (Lear-
Jet) misst die spektrale Strahlung über Zirren im Rahmen einer Feldmesskampagne. 
Daraus werden die mikrophysikalischen Felder der Zirren abgeleitet. Diese werden 
verglichen mit gleichzeitigen in situ Messungen, welche mit einer Schleppsonde 
gesammelt werden. Diese wird gleichzeitig vom Flugzeug durch die Zirren gezogen 
wird. Parallel dazu werden die örtlichen Inhomogenitäten der Zirren Felder mit Hilfe 
einer abbildenden digitalen CCD Kamera beobachtet. Zusätzlich wird ein 
wolkenauflösendes Zirren-Modell benutzt zur Berechnung der mikrophysikalischen 
Zirren-Felder. Die aus den kombinierten in situ und indirekten Messungen 
abgeleiteten sowie modellierten mikrophysikalischen Zirren-Felder werden als 
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Solare Strahlungsmessungen auf HALO 
Solar Radiation Measurements on HALO 
C. Fricke (fricke@uni-leipzig.de) 
M. Wendisch (m.wendisch@uni-leipzig.de) 
 
HALO (High Altitude and LOng Range Research Aircraft) ist das Synonym für das 
neue deutsche Forschungsflugzeug mit dem es möglich sein wird, eine Vielzahl 
von verschiedensten atmosphärischen Parametern bis hin in die untere 
Stratosphäre zu messen. Aufgrund seiner Reichweite, sowohl in vertikaler als auch 
in horizontaler Richtung bietet HALO die Möglichkeit großräumige Strahlungsfelder 
zu erfassen. Während zwei HALO Demo-Missionen kommen dabei neu entwickelte 
Spektrometersysteme zur spektralen Erfassung solarer Strahlung  zum Einsatz. Die 
dabei ermittelten Messgrößen sind zum einen die (i) spektrale Strahlflussdichte, 
welche den solaren Strahlungshaushalt der Atmosphäre bestimmt, sowie die (ii) 
spektrale aktinische Flussdichte,  welche photolytische Prozesse innerhalb der 
Atmosphäre kontrolliert. Die solare spektrale Strahldichte in Nadir-Richtung wird für 
Fernerkundungsuntersuchungen zusätzlich simultan gemessen. Für die 
Strahlflussdichten ist es dabei entscheidend, die aufwärts- sowie abwärts 
gerichteten Flussdichten, welche mittels der Kosinusempfänger oberhalb und 
unterhalb des Flugzeugs empfangen werden, zu unterscheiden. Hierfür sind 
Stabilisierungsplattformen vorgesehen, die die Bewegungen des Flugzeuges 
aufzeichnen und die Position der Empfänger mit hinreichender zeitlicher 
Verzögerung korrigieren. Bezüglich der aktinischen Flussdichte ist die Kombination 
aus hoher zeitlicher Auflösung und hoher Genauigkeit innerhalb des UV-B 
Bereiches die größte Herausforderung. Realisiert wird selbige durch eine 
entsprechende Kombination aus Monochromatoren und Detektoren. Die aus allen 
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Daten gewonnenen Erkenntnisse sollen zur Modellverbesserung verwendet 
werden, um sowohl Oxidationsprozesse als auch die mikrophysikalischen 
Prozesse, welche für die Bildung und zeitlichen Entwicklung von Zirren 
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HALO Koordination von “Aerosol, Cloud, Precipitation, and Radiation Interactions 
and Dynamics of Extra-Tropical Convective Cloud Systems” (ACRIDICON) 
HALO coordination of ACRIDICON 
D. Rosenow (d.rosenow@uni-leipzig.de) 
M. Wendisch (m.wendisch@uni-leipzig.de) 
 
Konvektive Wolken können erheblichen ökonomischen Schaden verursachen 
aufgrund von starken Windböen, heftigen Schauern und Niederschlagen, welche 
teilweise mit Hagel, Graupel, und Gewittern verbunden sein können. Die Dynamik 
und Heftigkeit dieser ausgeprägten Wettererscheinungen werden bestimmt durch 
mikrophysikalische Prozesse bei der Wolken- und Niederschlagsbildung, welche 
beeinflusst werden können durch Aerosolpartikel und Wechselwirkungen mit 
atmosphärischer Strahlung. Weiterhin werden durch konvektive Wolken 
Spurengase und Aerosolpartikel prozessiert und umverteilt durch vertikalen 
Transport sowie Ein- und Ausmischen der Wolke mit der Umgebungsluft. Um diese 
Wechselwirkungen zwischen Spurengasen, Aerosolpartikeln und der Wolken- und 
Niederschlagsbildung  sowie atmosphärischer Strahlung in außertropischen, 
konvektiven Wolken zu untersuchen, wurde die HALO Demo-Mission “Aerosol, 
Wolken, Niederschlag, und Strahlungswechselwirkungen sowie Dynamik von 
außertropischen, konvektiven Wolkensystemen (ACRIDICON)” vorgeschlagen. 
ACRIDICON trägt bei zu zwei Schwerpunkten des SPP 1294 bei: „Wolken und 
Niederschlag“ und „Transport und Dynamik in der Troposphäre und der unteren 
Stratosphäre“. Der vorliegende Antrag beinhaltet hauptsächlich die Organisation 
und das Management von ACRIDICON sowie teilweise einen Beitrag zur Analyse 
und Auswertung der Strahlungsmessungen, welche bei dieser HALO Demo-




 Finanzierung: DFG WE 1900/22-1 
 
Allgemeine Meteorologie  
AG Atmosphärische Strahlung 
 
Koordination des Schwerpunktsprogramms 1294 "Atmosphären- und 
Erdsystemforschung mit dem Forschungsflugzeug HALO (High Altitude and Long 
Range Research Aircraft)" 
HALO coordination project 
M. Wendisch (m.wendisch@uni-leipzig.de) 
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D. Rosenow (d.rosenow@uni-leipzig.de) 
 
Das Projekt dient vornehmlich der Kooperation und der Kommunikation unter den 
Einzelprojekten des Schwerpunktprogramms. Im Rahmen des Projekts werden ein 
jährliches Statusseminar sowie jährliche Themen-Workshops geplant und 
durchgeführt. Die drei Koordinatoren vertreten den SPP gegenüber der DFG, dem 
Wissenschaftlichen Lenkungsausschuss von HALO (WLA), dem HALO Projektteam 
des Deutschen Zentrums für Luft- und Raumfahrt (DLR) und nach außen. Das 
Koordinatoren-Team betreibt Maßnahmen zur Nachwuchs- und 
Gleichstellungsförderung. Zentrale Initiativen wie gemeinsame 
Sammelveröffentlichungen in einem Sonderband oder die Durchführung von 
Sitzungen zu Themenschwerpunkten ("special sessions") bei internationalen 
Konferenzen sowie der Internetauftritt des SPP werden im Rahmen dieses Projekts 
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EUFAR - European Facility for Airborne Research in Environmental and Geo-
sciences 
M. Wendisch (m.wendisch@uni-leipzig.de) 
D. Rosenow (d.rosenow@uni-leipzig.de) 
Im Rahmen dieses Projektes werden die Expert Working Groups koordiniert. 
Workshops werden organisiert, und ein Buch wurde geschrieben: 
Wendisch, M., and J.-L. Brenguier, Airborne Measurements – Methods and 
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Spektrale Strahlungsbilanz über dem Atlantik aus Modell und Beobachtung 
Spectral radiation budget over the Atlantic Ocean from model and observation 
A. Macke (macke@tropos.de) 
M. Wendisch (m.wendisch@uni-leipzig.de) 
M. Brückner (mbrueck@rz.uni-leipzig.de) 
B. Pospichal (bernhard.pospichal@uni-leipzig.de) 
 
Der Stoff- und Energieaustausch zwischen Ozean und Atmosphäre spielt eine 
entscheidende Rolle für die physikalische, chemische und biologische Entwicklung 
unseres Klimasystems Erde. Die von den beteiligten Forschungseinrichtungen 
entwickelten und eingesetzten Technologien zur in-situ Messung im Ozean und zur 
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aktiven/passiven Fernerkundung der Atmosphäre, ermöglichen erstmalig durch 
eine Kombination dieser Daten eine kontinuierliche Erfassung relevanter 
Parameter. Im Rahmen des WGL-Verbundprojekts OCEANET wurde in 
Zusammenarbeit der Forschungseinrichtungen (IFM-GEOMAR, IfT Leipzig, 
Universität Leipzig, GKSS Geesthacht, AWI) eine autonome Messplattform 
entwickelt, die langfristig für den operationellen Betrieb an Bord von Fracht- und 
Forschungsschiffen vorgesehen ist.  
Zum Verstehen des Klimasystems Ozean und Atmosphäre spielen Wolken und 
Strahlung eine wichtige Rolle. Da die Wolkenstrukturen sehr inhomogen sind und 
damit für Strahlungsübertragungsprozesse entscheidend sind, müssen diese 
Prozesse in Strahlungsparametrisierungen berücksichtigt werden. Eine 
Kombination der Beobachtung von physikalischen Eigenschaften und 
Strahlungseigenschaften von Wolken sind eine Möglichkeit solche 
Parametrisierungen anzugleichen oder zu validieren. Mithilfe der Erweiterung der 
breitbandigen Strahlungsflussdichtemessungen auf spektrale Strahldichte- und 
Strahlungsflussdichtemessungen mit einem bodengebundenem Spektrometer 
(CORAS) können unterschiedliche Wolkentypen zugeordnet werden. Beobachtete 
Atmosphärenzustände werden in ein 3D-Monte-Carlo Strahlungstransportmodell 
eingegeben, sodass die Ergebnisse mit den gemessenen Parametern verglichen 
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Ein Monte Carlo Modell zur Berechnung spektraler atmosphärischer 
Strahlungsgrößen unter Berücksichtigung von Polarisationsprozessen 
A Monte Carlo Model to calculate atmospheric radiation considering polarization 
M. Wendisch (m.wendisch@uni-leipzig.de) 
A. Macke (macke@tropos.de) 
 
Hierbei wird ein neues Strahlungsübertragungsmodell aufgebaut welches explizit 
Polarisationseffekte berücksichtigt. Das Modell soll nach Fertigstellung mit 
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Evaluierung des Einflusses von kurzlebigen Verschmutzungen der Atmosphäre auf 
Klima und Luftqualität  
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
82
Evaluating the climate and air quality impacts of short-lived pollutants (ECLIPSE) 
 
Koordinator: A. Stohl, Norwegian Institute for Air Research (ast@nilu.no) 
Beitrag der Universität Leipzig: J. Quaas (johannes.quaas@uni-leipzig.de) 
Ribu Cherian (ribu.cherian@uni-leipzig.de) 
 
ECLIPSE hat zum Ziel, effektive Emissions-Reduktions-Strategien für kurzlebige, 
klimarelevante Verschmutzungsstoffe in der Atmosphäre zu entwickeln und zu 
evaluieren.  Gase und Aerosole wie Stickoxide, Kohlenwasserstoffe, Sulfat und 
Ruß werden derzeit nicht in klimapolitische Maßnahmen einbezogen. Eine 
Reduktion kann aber der Abmilderung des Klimawandels dienen und gleichzeitig 
die Luftqualität verbessern. In ECLIPSE trägt die Universität Leipzig gekoppelte 
Klimasimulationen mit dem Modellsystem ECHAM6-HAM/MPIOM bei und 
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Monitoring von Zusammensetzung der Atmosphäre und Klima – Interims-
Implementierung.  
Monitoring atmospheric composition and climate – interim implementation (MACC-II) 
 
Koordinator: V.-H. Peuch, Europäisches Zentrum für Mittelfristige Wettervorhersage 
(Vincent-Henri.Peuch@ecmwf.int) 
Beitrag der Universität Leipzig: J. Quaas (johannes.quaas@uni-leipzig.de) 
Johannes Mülmenstädt (johannes.muelmenstaedt@uni-leipzig.de) 
 
 Im Rahmen des europäischen Beitrags für das globale Monitoring für Umwelt und 
Sicherheit (Global Monitoring for Environment and Security, GMES), bildet MACC den 
Vorläufer des operationellen Dienstes für die Atmosphärenkomponente. Dabei wird durch 
die Assimilation einer Vielzahl von Beobachtungen der Zusammensetzung der 
Atmosphäre in einer neuen Version des Wettervorhersagemodells des Europäischen 
Zentrums für mittelfristige Wettervorhersage (EZMW) ein konsistenter Datensatz 
geschaffen. Beitrag der Universität Leipzig ist es, den Klimaantrieb durch den 
anthropogenen Beitrag zur Aerosolbelastung aufgrund ihres Einflusses auf die Wolken zu 
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High Definition Clouds and Precipitation for Climate Prediction (HD(CP)²) – 
Teilprojekte  
HD(CP)² - O2 Full-domain observations 
HD(CP)² - S1 Diagnostics 
HD(CP)² - S6 PDF cloud schemes 
 
Koordinator: Bjorn Stevens, Max-Planck-Institut für Meteorologie 
(bjorn.stevens@zmaw.de) 
Beitrag der Universität Leipzig: J. Quaas (johannes.quaas@uni-leipzig.de) 
Christine Nam (christine.nam@uni-leipzig.de) 
Odran Sourdeval (odran.sourdeval@uni-leipzig.de) 
Heiner Matthias Brück (matthias,brueck@uni-leipzig.de) 
 
Ziel von HD(CP)² ist es, Parametrisierungen von Wolken- und Niederschlagsprozessen in 
Klimamodellen zu verbessern, und die Verbesserung der simulierten Wolken-Klima-
Feedbacks nachzuweisen. Dazu wird in den Teilprojekten zur Modellierung eine 
hochaufgelöste (100 m horizontal) Simulation für mehrere Monate über Mitteleuropa 
vorbereitet, die als Referenz dienen kann. In den Teilprojekten zur Beobachtung werden 
Datensätze erstellt, die der Evaluierung dieses Modells und der Erstellung oder 
Verbesserung und Evaluierung von Klimamodellparametrisierungen dienen. In O2 werden 
konkret Messnetze (Niederschlagsradar, GPS, Ceilometer) und Satellitendaten für 
flächige Informationen über dem gesamten HD(CP)²-Gebiet aufgearbeitet. In den 
Teilprojekten zur Synthese wird darauf hingearbeitet, die sehr großen Datenmengen der 
geplanten Simulation sinnvoll zu verarbeiten. Konkret werden in Teilprojekt S1 
Diagnostiken entwickelt, die relevante Metriken online während der Simulation berechnen, 
so dass kein Herausschreiben von sehr großen Datensätzen und Postprocessing nötig ist. 
Im Beitrag der Universität Leipzig werden hier Joint-PDFs konstruiert, die für 
Wolkenparametrisierungen relevant sind. In Teilprojekt S6 wird die Nutzung dieser PDFs 
für die Evaluierung von Wolkenparametrisierungen in Klimamodellen, die auf 
Wahrscheinlichkeitsdichtefunktionen (probability density functions, PDFs) der subskaligen 
Verteilung von der Gesamtwasser-spezifischen Feuchte und ggf. anderen Größen 
basieren, vorbereitet. Dazu werden Sensitivitätssimulationen mit ECHAM6 mit 
verschiedenen Wolkenparametrisierungen durchgeführt, und eine Evaluierung auf der 
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Quantifying Aerosol-Cloud-Climate Effects by Regime 
 
Koordinator: Johannes Quaas, Universität Leipzig (johannes.quaas@uni-leipzig.de) 
Beitrag der Universität Leipzig: J. Quaas (johannes.quaas@uni-leipzig.de) 
Dipu Sudhakar (dipu.sudhakar@uni-leipzig.de) 
Claudia Unglaub (unglaub@rz.uni-leipzig.de) 
Karoline Block (karoline.block@uni-leipzig.de) 
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Ziel von QUAERERE ist die verlässliche Quantifizierung des Strahlungsantriebs von 
anthropogenen Aerosolen durch ihren Effekt auf Wolken. Aufbauend auf früheren Arbeiten 
sollen hierzu Satellitendaten verschiedener Instrumente kombiniert und in einem 
statistischen Ansatz ausgewertet werden. Die Aerosol-Informationen für diese Studie 
stammen dabei nicht direkt aus Satellitendaten, sondern in wesentlich verbesserter 
Qualität aus der Reanalyse des MACC-II-Projetks. Die statistische Analyse soll für 
einzelne Wolken-Aerosol-Regime durchgeführt werden. Neben dieser 
beobachtungsbasierten Abschätzung sollen Simulationen mit dem regionalen Aerosol-
Klima-Modell COSMO-MUSCAT (in Zusammenarbeit mit dem Leibniz-Institut für 
Troposphärenforschung) durchgeführt werden, die in Sensitivitätsstudien mit 
abgeschalteten anthropogenen Emissionen dazu dienen können, in den statistischen 
Korrelationen aus den Satellitendaten Kausalzusammenhänge nachzuweisen. Schließlich 
soll in Simulationen mit dem globalen Aerosol-Klima-Modell ECHAM6-HAM2 eine globale 
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Learning about cloud brightening under risk and uncertainty: Whether, when and 
how to do field experiments (LEAC) 
 
Koordinator: Johannes Quaas, Universität Leipzig (johannes.quaas@uni-leipzig.de) 
Beitrag der Universität Leipzig: J. Quaas (johannes.quaas@uni-leipzig.de) 
Aswathy Nair (aswathy.nair@uni-leipzig.de) 
 
 
Im Rahmen des Schwerpunktprojekts „Climate engineering – risks, challenges, 
opportunitites?“ der Deutschen Forschungsgemeinschaft untersucht das Projekt „LEAC“ 
den Vorschlag, mit Hilfe des Impfens von marinen Grenzschichtwolken mit 
Meersalzaerosol diese heller zu machen und so das Klima zu kühlen. Ein möglicher 
nächster Schritt der Forschung wäre gerade für diesen Vorschlag ein Feldexperiment, das 
in Raum und Zeit begrenzt sein könnte. Durch Analyse von Satellitendaten und 
Modellsimulationen wird zunächst untersucht, wie die Unsicherheit bezüglich des zu 
erreichenden Strahlungsantriebs als Funktion der Größe in Raum und Zeit eines 
Feldexperiments reduziert werden könnte. Auch mögliche Nebeneffekte werden 
untersucht. In Zusammenarbeit mit der Arbeitsgruppe Umweltökonomie der Universität 














Selbstkalibrierende EUV/UV-Spektrophotometer SolACES 
Auto-Calibrating EUV/UV Spectrophotometers SolACES 
 
Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Dr. B. Nikutowski 
 
Das vom Fraunhofer IPM entwickelte Instrument SolACES (Solar Auto Calibrating 
EUV / UV Spectrometers), soll die solare Strahlung im Wellenlängenbereich von 17 
bis 220 nm spektral aufgelöst mit hoher radiometrischer Absolutgenauigkeit messen. 
Im Projekt erfolgt neben Unterstützung der Missionsvorbereitung und -begleitung die 
Aufbereitung der Rohdaten, Datenauswertung, Erstellung empirischer Modelle der 
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Einfluss der QBO und solarer Variabilität auf stratosphärische Dynamik und 
Ozongehalt 
 
Influence of the QBO and solar variability on stratospheric dynamics and ozone 
 
Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. A.I. Pogoreltsev, E. 
Rakushina, Russian State Hydrometeorological University 
 
Innerhalb des Projekts sollen die Variabilität stratosphärischer dynamischer 
Parameter und stratosphärischen Ozons untersucht werden. Insbesondere soll der 
Zusammenhang des Frühjahrsübergangs mit stratosphärischer Erwärmungen und 
der Einfluss externer Parameter wie der QBO und solarer Variabilität auf das 











Großskalige atmosphärische Prozesse 
Large-scale atmospheric processes 
 
Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. V. Yankovsky, Prof. G. 
Shved, S. Vasileva, E. Fodotova, St. Petersburg State University 
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 Innerhalb des Projekts sollen einerseits theoretische Methoden erarbeitet und 
erweitert werden, Eigenschwingungen der Atmosphäre zu beschreiben und ihre 
Wechselwirkung mit der festen Erde zu erfassen. Andererseits sollen 
Kohlenstoffmessungen in der Atmosphäre durchgeführt werden und ihr Ursprung 












Wellen- und Strahlungsprozesse 
Waves and radiation processes 
 
Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof.G. Shved, Prof. V. 
Yankovsky, K. Martyshenko, T. Beliaev, St. Petersburg State University 
 
Innerhalb des Projekts sollen einerseits Methoden verglichen werden, mit denen 
stratosphärische Ozonkonzentrationen aus denjenigen molekularen Sauerstoffs 
abgeleitet werden können. Weiterhin sollen atmosphärische Normalmoden mit 











Dynamik und Chemie der Troposphäre/Stratosphäre 
Dynamics and Chemistry of the troposphere/stratosphere 
 
Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. A.I. Pogoreltsev, S. 
Smythlyaev, K. Lazareva, E. Drobashevskaya, Russian State Hydrometeorological 
University 
 
Innerhalb des Projekts sollen einerseits konvektive Indizes auf der Basis von GPS-
Radiookkultationsdaten erstellt werden, und andererseits Chemietransport-
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AG Bodengebundene Fernerkundung 
Ground-based remote sensing 
 
HD(CP)²-High definition clouds and precipitation for advancing climate prediction 
 
Jun.-Prof. Dr. Bernhard Pospichal (bernhard.pospichal@uni-leipzig.de 
MSc Andreas Foth (andreas.foth@uni-leipzig.de) 
 
Dieses Projekt beschäftigt sich mit einem sehr relevanten Thema in der aktuellen 
meteorologischen Forschung, nämlich der Repräsentation von Wolken in 
Atmosphärenmodellen. Dabei sind noch viele Unsicherheiten, sowohl auf der 
Beobachtungs- als auch auf der Modellseite zu bemängeln. Im Rahmen von 
HD(CP)² wird die Expertise zu diesem Themenkomplex deutschlandweit gebündelt. 
Intensivierte Beobachtungen an verschiedenen Orten, sowie die Kombination 
verschiedener Messverfahren, soll es u.a. ermöglichen, bessere 
Parametrisierungen von Wolken in Modellen zu erhalten.  
Am LIM soll in diesem Zusammenhang ein neuer Algorithmus zur Bestimmung 
vertikaler Wasserdampfverteilung aus Fernerkundungsdaten (passive 
Mikrowellenradiometer und Raman-Lidar) erstellt werden. Dabei werden Daten, die 
im Rahmen des Projekts bei Messkampagnen in Jülich (HOPE) und Melpitz 









AG Bodengebundene Fernerkundung 
Ground-based remote sensing 
 
Leibniz Graduiertenschule Wolken-Aerosol-Strahlung (Leibniz Graduate School 
Clouds-Aerosol-Radiation) 
 
Jun.-Prof. Dr. Bernhard Pospichal (bernhard.pospichal@uni-leipzig.de 
MSc Daniel Merk (merk@tropos.de) 
 
Im Rahmen der Graduiertenschule Wolken-Aerosol-Strahlung soll im Rahmen von 
sieben Promotionen der indirekte Aerosoleffekt von verschiedenen Seiten 
(Mikrophysik, Chemie, Fernerkundung, etc.) betrachtet werden. Die hier 
vorliegende Arbeit befasst sich mit Fernerkundungsbeobachtungen. Das 
Besondere daran ist die Verknüpfung von Satellitendaten (SEVIRI sichtbar und 
nahes Infrarot) und bodengebundener Fernerkundung (Lidar, Radar, 
Mikrowellenradiometer im Rahmen von LACROS). Daraus soll eine verbesserte 
Charakterisierung von Flüssigwasserwolken im Hinblick auf deren 
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Sensormodul und Dispatcher-System zur intelligenten und autonomen 
Überwachung von Umgebungsbedingungen  in Rechenzentren und Serverräumen 
(SenDiServ) 
Sensor module and dispatcher system for intelligent and autonomous monitoring of 
environmental conditions in data centers and server rooms (SenDiServ) 
 
Dr. Armin Raabe (raabe@uni-leipzig.de),Manuela Barth (mbarth@uni-leipzig.de),  
Dipl. Met. Gabi Fischer (gfischer@uni-leipzig.de),  
gemeinsam mit  
RÖWAPLAN AG, Brahmsweg 4, 73453 Abtsgmünd 
Und 
GED Gesellschaft für Elektronik und Design mbH, Pastoratsstraße 3, 53809 
Ruppichteroth-Winterscheid 
 
Es wird eine modulare, miniaturisierte Sensorplattform zur Erfassung und 
Überwachung von über Schallsignalanalysen ermittelte Luftströmungen und 
Temperaturverteilungen  entwickelt. Das Projekt  basiert auf Arbeiten zur 
akustischen Laufzeittomografie, die am LIM durchgeführt wurden. Die Verfahren 
werden auf Innenräume umgesetzt und sollen so angewendet werden, dass eine 
Reduzierung des Kühlenergieverbrauchs u.a. von Rechenzentren und 




Finanzierung: BMWi, Zentrales Innvovationsprogramm Mittelstand (ZIM), 
Förderkennzeichen AIF FKZ KF2709802DF2 
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Lärm- und Feldlagerschutz der Bundeswehr 
  
Dr. A. Raabe (raabe@uni-leipzig.de), Dipl. Met. Michael Wilsdorf (mwils@uni-
leipzig.de),  Dipl. Met. Jörg Walter 
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Die Bewertung von Schallimmissionen, deren Quellen sich  in großen Entfernungen 
(bis zu 15km), aber auch in der näheren Umgebung (weniger als 5km) von 
Truppenübungsplätzen, oder auch Feldlagern der Bundeswehr befinden, ist ohne 
Berücksichtigung der aktuellen Wettersituation nicht möglich. Das heißt, dass die 
Ausbreitung akustischer Signale über mehrere Kilometer Entfernung wesentlich von 
der Temperatur- und Windvektorverteilung in dem Teil der Atmosphäre abhängen, 
durch den sich die Schallwellen ausbreiten. Die bisherige Vorgehensweise bei der 
Beachtung atmosphärischer Verhältnisse im Zusammenhang mit Schallimmissionen 
basiert im Wesentlichen auf der Verwendung von Radiosondendaten. Ihr Nachteil 
besteht darin, dass meist nur wenige Radiosondenaufstiege am Tag (meist 2x) 
durchgeführt werden und (weltweit) sich nur wenige Stationen über ein riesiges 
Gebiet verteilen. Deshalb wird der Frage nachgegangen ob Wetter-Modelldaten die 
Radiosondendaten auf eine solche Weise ersetzen können, dass die auf Basis der 
Modelldaten abgeleiteten Aussagen bezogen auf die Schallimmissionsverhältnisse 
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Allgemeine Meteorologie  
 
Niederschlagsdaten zu historischen Hochwasserereignissen - Orografische 
Niederschlagsverstärkung 
Precipitation data for historical flood events - Orographic precipitation 
enhancement 
 
Dr. A. Raabe (raabe@uni-leipzig.de), Dipl. Met. Michael Wilsdorf (mwils@uni-
leipzig.de), Dr. M. Barth (mbarth@uni-leipzig.de) 
 
Für hydrologische Berechnungen sind für historische Niederschlagsereignisse im 
Gebiet der Mulde Niederschlagsverteilungskarten notwendig. Mittlerweile gestatten 
es die meteorlogischen Datenbanken auch historische Ereignisse flächenhaft zu 
analysieren. Die Beobachtungen werden mit Hilfe eines physikalischen Modelles  in 
Beziehung zu den maximal möglichen Niederschlag gesetzt, was als 
planungsrelevante Größe für Wassereinzugsgebiete Verwendung findet. Spezielle 
wird dabei der Effekt der orografischen Niederschlagsverstärkung im Vergleich 




Finanzierung: Landestalsperrenverwaltung des Freistaats Sachsen (LTV) 
************************************************************************** 
 
Allgemeine Meteorologie  
 
Auswirkung von zunehmenden Wasserflächen im Lausitzer Bergbaugebiet auf die 
Regenmengen in Talsperreneinzugsgebieten  
Impact of increasing water surfaces in the Lusatian mining area on precipitation in 
the dam catchment areas  
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Dr. A. Raabe (raabe@uni-leipzig.de), Dipl. Met. Michael Wilsdorf (mwils@uni-
leipzig.de)  
 
In den letzten Jahrzehnten wurden ausgedehnte Flächen – ehemalige Tagebaue im 
Lausitzer Braunkohletagebaugebiet – mit Wasser geflutet. Es sind viele Seen 
entstanden und es ist zu vermuten, dass die jetzt geänderte Landnutzung auch zur 
Veränderung des lokalen Klimas und Niederschlagregimes führten. So wurde 
beispielweise eine signifikante Veränderung der Niederschlagsmenge an der 
Talsperre Quitzdorf gegenüber der Talsperre Bautzen beobachtet. Der Nachweis 
eines Zusammenhanges ist nicht einfach zu führen, dennoch dient die Signifikanz 
der Beobachtungen als eine Motivation um die folgende Hypothese zu untersuchen:  
Haben sich die Niederschlagsmengen/muster im Gebiet der Lausitz tatsächlich 
verändert und auf welche Weise könnte diese Veränderung in Zusammenhang mit 
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Diplom Meteorologie
Datum Semester 1.FS 2. FS 3.FS 4.FS 5.FS 6. FS 7.FS 8.FS 9. FS 10.FS >10.FS Meteo_Diplom
15.10.2013 WS 13/14 2 2
17.10.2012 WS 12/13 3 3
16.10.2011 WS 11/12 3 3
15.10.2010 WS 10/11 14 14
15.10.2009 WS 09/10 0 14 0 7 21
15.10.2008 WS 08/09 0 14 0 23 1 25 63
15.10.2007 WS 07/08 0 22 0 26 1 18 2 19 88
13.12.2006 WS 06/07 0 40 0 36 0 24 2 14 1 17 175
15.10.2005 WS 05/06 109 0 49 0 30 2 16 1 17 1 13 237
08.12.2004 WS 04/05 97 0 35 1 20 0 19 0 12 1 15 200
03.12.2003 WS 03/04 68 1 25 0 20 1 13 1 12 1 13 155
14.10.2002 WS 02/03 45 0 19 0 16 0 15 1 12 1 9 118
06.12.2001 WS 01/02 43 0 21 0 16 0 13 0 7 0 5 105
07.12.2000 WS 00/01 41 1 27 0 22 0 8 0 6 1 6 112
01.12.1999 WS 99/00 40 0 24 0 9 0 9 0 6 1 6 95
16.12.1998 WS 98/99 36 0 11 0 17 1 9 1 5 0 8 88
























15.10.2013 WS 13/14 39 23 21 13 4 100
15.10.2012 WS 12/13 60 29 1 22 2 16 1 2 133
15.10.2011 WS 11/12 60 27 26 1 19 1 134
15.10.2010 WS 10/11 64 34 20 118
15.10.2009 WS 09/10 67 0 21 0 20 0 108
15.10.2008 WS 08/09 71 0 28 0 12 111
15.10.2007 WS 07/08 98 0 15 113
13.12.2006 WS 06/07 31 31


















15.10.2013 WS 13/14 18 16 20 54
15.10.2012 WS 12/13 18 20 1 15 54
15.10.2011 WS 11/12 21 17 10 48
15.10.2010 WS 10/11 20 9 5 34
15.10.2009 WS 09/10 11 11
15.10.2008 WS 08/09 0
15.10.2007 WS 07/08 0
13.12.2006 WS 06/07 0
15.10.2005 WS 05/06 0
 
 
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
96










Thema: Regional aerosol modeling in Europe: Evaluation with focus on vertical profiles 
and radiative effects 
 
Britta Stefanie Mey 
Abschluss: 22.04.2013 
Thema: Einfluss der Bodenalbedo und Bodenreflektivität von urbanen Oberflächen auf die 
Ableitung der optischen Dicke von Aerosolpartikeln aus Satellitenmessungen 
 
Claas Henning Köhler 
Abschluss: 16.12.2013 










Käster, Udo Schneehöhenverteilung und -entwicklung in Thüringen. 
 
 







Akustische Anemometrie und Thermometrie
Markwitz, 
Christian
Analyse von Trends solarer Strahlung über Osteuropa vor und nach den 1980er 
Jahren in Abhängigkeit von Atmosphärendynamik 
Donth, Tobias Spektral aufgelöste Messungen an Wolkenrändern von tropischen Warmwasserwolken
Wolf, Kevin Ableitung von Temperaturprofilen aus flugzeuggetragenen Pyrgeometermessungen der breitbandigen terrestrischen Strahlung
Hemmer, 
Friederike
Fehleruntersuchung für Wolkeneigenschaften aus Satellitenfernerkundung 
(Uncertainties in the Retrieval of Cloud Properties from Satellite Remote 
Sensing)
Heyn, Irene Quantifizierung der Rolle atmosphärischer Prozesse auf die Wolkenbildung
Löser, Danny Langzeitverhalten von Meteorhöhen
Lauermann, 
Felix




Einfluss von Landnutzungsänderungen auf Wolken und Strahlung: 
Sensitivitätsstudie mit dem MPI-Erdsystemmodell
Emmrich, 
Stefanie Auswertung von Niederschlagsmessungen mittels eines Distrometers am LIM
Göhler, Robby
Ähnlichkeit von Energieabgabezeitreihen von räumlich entfernten Solar- und 
Windenergieproduktionsstandorten aufgrund der zeitlich und räumlich 
veränderlichen meteorologischen Verhältnisse
Mewes, Daniel Test einer neuen Parametrisierung konvektiven Niederschlags im Klimamodell
Padelt, Julian Quantifizierung von Eiskristallformen auf Basis von Niederschlagsmessungen 
mittels Distrometer
Leucht, Robin Ableitung der Schneekorngröße aus der spektralen Albedo des Schnees
Schacht, Jakob Der Einfluss niedriger Wolken über dem Ostpazifik in CMIP5-Klimasimulationen
Rampel, Martin Gewittervorhersage auf dem Prüfstand - Möglichkeiten der Objekt-basierten COSMO-DE Validierung mittels Satellitenprodukt RDT
Osterloh, 
Victoria
Reasons of Seasonality of the Meteorological Parameters on the Bolivian High 
Plateau "Altiplano"
Thalheim, 











Optische Eigenschaften des Aerosols in der atlantischen marinen Grenzschicht. 
Ein Querschnitt vor Punta Arenas bis Bremerhaven
Bauditz, Michael Charakterisierung des Aerosols mit einem Dual-Polar Sonnenphotometer in Guangzhou/China 2011/12
Leistert, Michael Hygroskopisches Wachstum des submikronen Aerosols in der atlantischen 
marinen Grenzschicht. Ein Querschnitt von Punta Arenas bis Bremerhaven
Dietzsch, Felix
Validierung satellitenbasierter Früherkennung konvektiver Gewitter mittels 
Rückwärtstrajektorien
Tomsche, Laura
Der Einfluss chemischer Alterungsprozesse auf das Immersionsgefrierverhalten 
von Mineralstaub
Wiesner, Anne Optical Properties of Tropical Rainforest Aerosol During a Field Campaign in Danum Valley, Malaysia
Zenker, Katrin Physikalische Eigenschaften des tropischen Regenwaldaerosols
Lehmann, 
Constanze
Extremniederschlag im Klimawandel: Ein Vergleich von Modell und Beobachtung 
für die Region Sachsen-Anhalt
Lubis, Sandro 
Wellyanto 
The Influence of Convectively Coupled Equatorial Waves (CCEWs) on the 
Variability of Tropical Precipitation
Klotzsche, Sindy
Changes of meteorological parameters that influence tornadoes and 
thrunderstorms in climate simulations with models from the fifth phase of the 
Coupled Model Intercomparison Project (CMIP5)
Gatzsche, 
Kathrin
Modellierung des Energie- und Stoffaustausch im Grenzbereich Wald-Lichtung 
unter besonderer Berücksichtigung des Einflusses kohärenter Strukturen 
Böhme, Maria Langzeit-Entwicklung der Bodentemperaturen und deren mögliche Ursachen vor dem Hintergrund des regionalen Klimawandels
Lilienthal, 
Friederike Analysis of the Quasi-2-Day-Wave over Collm
Beyer, 
Alexander
Bestimmung mikrophysikalischer Eigenschaften von Mischphasenwolken mit 
Hilfe des "Cloud Partiicle Spectrometer with Depolarization" (CPSD)
Pietsch, 
Alexandra Flüssigwasserwolken in der Passatwindzone
Brock, Verena
Untersuchung der Wolkentropfenaktivierung atmosphärischer Aerosolpartikel 
bestimmt durch CCNC in-situ Messungen an der Actris Station in Melpitz 
(Sachsen)
Schmidt, Martin
Einfluss von meteorologischen Parametern und Anströmungen auf die PM-




Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
99
Wissenschaftliche Mitteilungen aus dem Institut für Meteorologie der 
Universität Leipzig 
 
Band 1 A. Raabe, G. Tetzlaff und W. Metz (Edn.), 1995: Meteorologische Arbeiten aus Leipzig I 
Band 2  R. Devantier, 1995: Wolkenbildungsprozesse über der südwestlichen Ostsee - Anwendungen eines 
neuen Wolkenschemas in einem mesoskaligen Modell 
Band 3 J. Laubach, 1996: Charakterisierung des turbulenten Austausches von Wärme, Wasserdampf und Kohlendioxid 
über niedriger Vegetation anhand von Eddy-Korrelations-Messungen 
Band 4 A. Raabe und J. Heintzenberg (Edn.), 1996: Meteorologische Arbeiten aus Leipzig II 
Band 5  Wind- und Seegangsatlas für das Gebiet um Darß und Zingst 
 D. Hinneburg, A. Raabe und G. Tetzlaff, 1997:  Teil I: Windatlas 
Band 6 W. von Hoyningen-Huene und G. Tetzlaff (Edn.), 1997: Sediment and Aerosol 
 Teil I: Beiträge zur Alfred-Wegener-Konferenz, Leipzig 1997 
 Teil II: Aktuelle Beiträge aus dem Institut für Meteorologie 
Band 7 B.-R. Beckmann, 1997: Veränderungen in der Windklimatologie und in der Häufigkeit von Sturmhochwassern an 
der Ostseeküste Mecklenburg-Vorpommerns 
Band 8 P. Posse, 1997: Bestimmung klimarelevanter Parameter des maritimen Aerosols unter besonderer 
Berücksichtigung der Nichtkugelform realer Aerosolteilchen 
Band 9 A. Raabe, K. Arnold und J. Heintzenberg (Edn.),1998: Meteorologische Arbeiten aus Leipzig III  
Band 10  Wind- und Seegangsatlas für das Gebiet um Darß und Zingst, Teil II, 1998: 
 D. Hinneburg, A. Raabe und G. Tetzlaff: Vergleich Windatlas –Beobachtungsdaten; M. Börngen, H.-J. Schönfeldt, 
F. Riechmann, G. Panin und G. Tetzlaff: Seegangsatlas; M. Stephan und H.-J. Schönfeldt: Sedimenttransportatlas 
Band 11 J. Rissmann, 1998: Der Einfluss langwelliger Strahlungsprozesse auf das bodennahe Temperaturprofil 
 
Band 12 A. Raabe, K. Arnold und J. Heintzenberg (Edn.), 1999:Meteorologische Arbeiten aus Leipzig IV 
Band 13 U. Müller, W. Kuttler und G. Tetzlaff  (Edn.), 1999: Workshop Stadtklima 17. / 18. 02. 1999 in Leipzig 
Band 14 R. Surkow, 1999: Optimierung der Leistungsverfügbarkeit von Windenergie durch ihre Integration in Wind-
Biogas-Hybridanlagen 
Band 15  N. Mölders, 1999: Einfache und akkumulierte Landnutzungsänderungen und ihre Auswirkungen auf 
Evapotranspiration, Wolken- und Niederschlagsbildung 
Band 16 G. Tetzlaff und U. Grünewald (Edn.), 1999: 
 2. Tagung des Fachausschusses Hydrometeorologie 15./16. 11. 1999 in Leipzig 
 
Band 17  A. Raabe und K. Arnold (Edn.), 2000: Meteorologische Arbeiten aus Leipzig V  
 
Band 18  K. Arnold, 2000: Ein experimentelles Verfahren zur Akustischen Tomographie im Bereich der atmosphärischen 
Grenzschicht 
 
Band 19  A. Ziemann, 2000: Eine theoretische Studie zur akustischen Tomographie in der atmosphärischen Grenzschicht 
 
Band 20  Ch. Jacobi, 2000: Midlatitude mesopause region dynamics and its coupling with lower and middle atmospheric 
processes  
Band 21 M. Klingspohn, 2000: Interdekadische Klimavariabilität über dem Nordatlantik – Statistische Analysen und 
Modellstudien – 
 
Band 22 A. Raabe und K. Arnold (Edn.), 2001: Meteorologische Arbeiten aus Leipzig VI 
 
Band 23 K. Arnold, A. Ziemann, G. Tetzlaff, V. Mellert und A. Raabe (Edn.), 2001: International Workshop Tomography 
and Acoustics: Recent developments and methods 06. - 07.03.2001 in Leipzig 
 
Band 24 O. Fanenbruck, 2001: Ein thermophysiologisches Bewertungsmodell mit  Anwendung auf das Leipziger 
Stadtgebiet 
 
Band 25 M. Lange, 2001: Modellstudien zum CO2-Anstieg und O3-Abbau in der mittleren Atmosphäre und Einfluss des 
Polarwirbels auf die zonale Symmetrie des Windfeldes in der Mesopausenregion 
 
Band 26 A. Raabe und K. Arnold (Edn.), 2002: Meteorologische Arbeiten aus Leipzig VII 
 
Band 27 M. Simmel, 2002: Ein Modul zur spektralen Beschreibung von Wolken und Niederschlag in einem 
Mesoskalenmodell zur Verwendung auf Parallelrechnern 
 
Band 28 H. Siebert, 2002: Tethered-Balloon Borne Turbulence Measurements in the Cloudy Boundary Layer 
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
100
Sonderband  G. Tetzlaff (Hrsg.), 2002:- Atmosphäre - Aktuelle Beiträge zu Luft, Ozon, Sturm, Starkregen und Klima 
 
Band 29 U. Harlander, 2003: On Rossby wave propagation in atmosphere and ocean 
 
Band 30 A. Raabe und K. Arnold (Edn.), 2003: Meteorologische Arbeiten aus Leipzig VIII 
 
Band 31 M. Wendisch, 2003: Absorption of Solar Radiation in the Cloudless and Cloudy Atmosphere 
 
Band 32 U. Schlink, 2003: Longitudinal Models in Biometeorology: Effect Assessment and Forecasting of Ground-level 
Ozone  
 
Band 33 H. Heinrich, 2004: Finite barotrope Instabilität unter synoptischem Antrieb  
 
Band 34 A. Raabe und K. Arnold (Edn.), 2004: Meteorologische Arbeiten aus Leipzig IX 
 
Band 35 C. Stolle, 2004: Three-dimensional imaging of ionospheric electron density fields using GPS observations 
at the ground and on board the CHAMP satellite 
 
Band 36 A. Raabe und K. Arnold (Edn.), 2005: Meteorologische Arbeiten (X) und Jahresbericht 2004 des Institutes für 
Meteorologie der Universität Leipzig 
 
Band 37 A. Raabe und K. Arnold (Edn.), 2006: Meteorologische Arbeiten (XI) und Jahresbericht 2005 des Institutes für 
Meteorologie der Universität Leipzig 
 
Band 38   K. Fröhlich, 2006: The Quasi Two-Day Wave – its impact on zonal mean circulation   
   and wave-wave interactions in the middle atmosphere 
 
Band 39   K. Radtke, 2006: Zur Sensitivität von Starkwindfeldern gegenüber verschiedenen  
 meteorologischen Parametern im Mesoskalenmodell LM  
 
Band 40   K. Hungershöfer, 2007: Optical Properties of Aerosol Particles and Radiative Transfer in 
 Connection  with Biomass Burning 
   
Band 41   A. Raabe (Hrsg.), 2007: Meteorologische Arbeiten (XII) und Jahresbericht 2006 des  
 Institutes für Meteorologie der Universität Leipzig 
 
Band 42   A. Raabe (Hrsg.), 2008: Meteorologische Arbeiten (XIII) und Jahresbericht 2007 des  
 Institutes für Meteorologie der Universität Leipzig 
 
Band 43   A. Kniffka, 2008: Einfluss der Inhomogenitäten von Aerosol, Bodenalbedo und Wolken auf das  
 aktinische Strahlungsfeld der Atmosphäre 
  
Band 44 M. Barth, 2009: Akustische Tomographie zur zeitgleichen Erfassung von Temperatur- und  
 Strömungsfeldern  
 
Band 45 A. Raabe (Hrsg.), 2009: Meteorologische Arbeiten (XIV) und Jahresbericht 2008 des   
 Institutes für Meteorologie der Universität Leipzig  
 
Band 46 G.  Stober, 2009: Astrophysical Studies on Meteors using a SKiYMET All-Sky Meteor Radar 
 
Band 47 A. Raabe (Hrsg.), 2010: Meteorologische Arbeiten (XV) und Jahresbericht 2009 des   
 Institutes für Meteorologie der Universität Leipzig 
 
Band 48 A. Raabe (Hrsg.), 2011: Meteorologische Arbeiten (XVI) und Jahresbericht 2010 des   
 Institutes für Meteorologie der Universität Leipzig 
 
Band 49  A. Raabe (Hrsg.), 2012: METTOOLS_VIII Tagungsband 
 
Band 50 A. Raabe (Hrsg.), 2012: Meteorologische Arbeiten (XVII) und Jahresbericht 2011 des   
 Institutes für Meteorologie der Universität Leipzig 
 
Band 51 A. Raabe (Hrsg.), 2013: Meteorologische Arbeiten (XVIII) und Jahresbericht 2012 des   
 Institutes für Meteorologie der Universität Leipzig 
 
Band 52  A. Raabe (Hrsg.), 2014: Meteorologische Arbeiten (XIX) und Jahresbericht 2013 des   
 Institutes für Meteorologie der Universität Leipzig 
Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 52 (2014)
101
