Abstract. We outline a new class of robust and e cient methods for solving subproblems that arise in the linearization and operator splitting of Navier-Stokes equations. We describe a very general strategy for preconditioning that has two basic building blocks; a multigrid V-cycle for the scalar convection-di usion operator, and a multigrid V-cycle for a pressure Poisson operator. We present numerical experiments illustrating that a simple implementation of our approach leads to an e ective and robust solver strategy in that the convergence rate is independent of the grid and the time-step, and only deteriorates very slowly as the Reynolds number is increased. Abstract. We outline a new class of robust and e cient methods for solving subproblems that arise in the linearization and operator splitting of Navier-Stokes equations. We describe a very general strategy for preconditioning that has two basic building blocks; a multigrid V-cycle for the scalar convection-di usion operator, and a multigrid V-cycle for a pressure Poisson operator. We present numerical experiments illustrating that a simple implementation of our approach leads to an e ective and robust solver strategy in that the convergence rate is independent of the grid and the time-step, and only deteriorates very slowly as the Reynolds number is increased.
r u = 0 in W: (1.2) together with boundary and initial conditions of the form u(x; t) = g(x; t) on W @ 0; T]; (1.3) u(x; 0) = u 0 (x) in : (1.4) We use standard notation: u is the uid velocity, p is the pressure, > 0 is a speci ed viscosity parameter (in a non-dimensional setting it is the inverse of the Reynolds number), and T > 0 is some nal time. The initial velocity eld u 0 is assumed to satisfy the incompressibility constraint, that is, r u 0 = 0. The boundary velocity eld satis es and Turek 29] are worth consulting in this respect|but will restrict attention here to the simplest unconditionally stable approach using a one-stage nite di erence discretisation, as given below. u n+ = g n+ on @ :
(1.5)
Here u n+ = u n+1 + (1 ? )u n and p n+ = p n+1 + (1 ? )p n . Note that p 0 is required if 6 = 1 so the Algorithm 1 is not self-starting in general. In this case an approximation to p 0 must be computed explicitly by manipulation of the continuum problem, or alternatively it must be approximated by taking one (very small) step of a self-starting algorithm (e.g. with = 1 above).
Algorithm 1 contains the well known nonlinear schemes of backward Euler and
Crank-Nicolson. These methods are given by (u n+ = u n+1 , u = u n+1 ), (u n+ = u n+ 1 2 , u = u n+ 1 2 ), and are rst and second order accurate respectively. In either case, a nonlinear problem must be solved at every time-level. As a result neither of these methods is to be recommended if time-accuracy is needed. A well known linearization strategy is to set u = u n above. This does not a ect the stability properties of the time-discretisation, but it does reduce the Crank-Nicolson accuracy to rst order as t ! 0 (the rst order accuracy of backward Euler is unchanged). To retain second order accuracy in a linear scheme the Simo-Armero scheme 24] given by setting u n+ = u n+ 1 2 with u = (3u n ? u n?1 )=2 in Algorithm 1 is recommended, see Smith & Silvester 26] for further details.
Using linearized backward Euler or the Simo-Armero scheme, a frozen-coe cient Navier-Stokes problem (or generalised Oseen problem) arises at each discrete time step: given a divergence-free vector eld w(x) (usually referred to as the \wind"), the aim is to compute u(x) and p(x) such that 1 t u + w ru ? r 2 u + rp = f in (1.6) r u = 0 in ; (1.7) u = g on @ :
(1.8)
Notice that since (1.6){(1.8) represents a linear elliptic PDE problem, the existence and uniqueness of a solution (u; p) can be established under very general assumptions. The development of e cient methods for solving discrete analogues of (1.6){(1.8) is the focal point of this work.
An outline is as follows. The spatial discretisation of the generalised Oseen problem is discussed in section 2. Some standard Krylov iteration methods that are applicable to the (nonsymmetric-) systems that arise after discretisation are brie y reviewed in section 3. Our general preconditioning approach is then developed in Section 4. This approach builds on our research e ort over the last decade on developing e ective preconditioners for limiting cases of the Oseen problem (1.6){(1. computational experiments that demonstrate the practical potential of our solution methodology are presented in sections 5. Implementation of \pure" multigrid methods seems to be relatively complicated, and performance seems to be (discretisation-) method dependent by comparison. The derivation of analytic bounds on convergence rates for the general preconditioner is an ongoing project which will be treated in a forthcoming paper 7] ; in the nal section we give a avour of the analysis by quoting results that we have established in two special cases; potential ow (w = 0 and = 0) and generalised Stokes ow (w = 0). These cases typically arise using time-stepping methods for (1.1){(1.2) based on operator splitting|showing the inherent generality of the preconditioning approach.
2. Spatial Discretisation. Given that we would like to solve our model problem (1.6){(1.8) over irregular geometries, the spatial discretisation will be done using nite element approximation (this also gives us more exibility in terms of adaptive re nement via a posteriori error control, see e.g., Kay & Silvester 16] ). We note that the algorithm methodology discussed in the paper applies essentially verbatim to nite di erence and nite volume discretisations. In the remainder of this section we brie y review the error analysis associated with mixed nite element approximation of (1.6){(1.8). For full details see Girault & Raviart 13] .
The weak formulation of (1.6){(1.8) is de ned in terms of the Sobolev spaces H 1 0 ( ) (the completion of C 1 0 ( ) in the norm k k 1 ) and L 2 0 ( ) (the set of functions in L 2 ( ) with zero mean value on ). De ning a velocity space X (H 1 0 ( )) d and a pressure space M L 2 0 ( ), it is easy to see that the solution (u; p) of (1.6){(1. To generate a discrete system we take nite dimensional subspaces X h X and It is instructive to express (2.13) and (2.15) in terms of the actual nite element matrices that arise in practice. To this end, let us explicitly introduce the nite element basis sets, say, X h = spanf i g n i=1 ; M h = spanf j g m j=1 ; (2.16) and associate the functions u h , p h , with the vectors u 2 I R n , p 2 I R m of generalised coe cients, p h = P m j=1 p j j etc. De ning the n n \convection", \di usion" and \mass" matrices N ij = (w h r i ; j ), A ij = (r i ; r j ) and G ij = ( i ; j ), and also the m n \divergence matrix" B ij = ?(r: j ; i ), gives the nite element version of (2.13):
where the RHS term g arises from enforcement of the (non-homogeneous) boundary condition on the function u h ; see Gresho 14, pp Note that the tight bound ? 1 was recently established (valid in the case of a conforming approximation space, X h X) by Stoyan 28] .
In practice, the inf-sup condition (2.9) is extremely restrictive. Problems arise if the pressure space M h is too rich compared to the velocity space X h . Although many stable methods have been developed, (see 14] for a complete list of possibilities), many natural low order conforming nite element methods like Q 1 {P 0 (trilinear/bilinear velocity with constant pressure) are unstable in the sense that pressure vectors p 2 M h can be constructed for which the inf-sup constant tends to zero under uniform grid re nement. This type of instability can be di cult to detect in practice since the associated discrete systems (2.17) are all nonsingular|so that every discrete problem is uniquely solvable|however they become rapidly ill-conditioned as h ! 0.
Another issue, which needs to be addressed when applying multigrid solution techniques to convection-di usion problems of the form c(u h ; v) = (f h ; v) 8v 2 X h ; (2.24) (with c( ; ) given by (2.4)), is that standard approximation methods may produce an unstable, possibly oscillating, solution if the mesh is too coarse in critical regions. In such cases, to give additional stability on coarse meshes used in the multigrid process the discrete problem (2.24) needs to be stabilised. For example, using a streamlinedi usion method, we replace (2.24) by the regularised problem c(u h ; v) + (w h ru h ; w h rv) = (f h ; v) 8v 2 X h ; (2.25) where is a locally de ned stabilisation parameter, see Johnson 17] for further details.
The formulation (2.25) clearly has better stability properties than (2.24) since there is additional coercivity in the local ow direction. The local mesh P eclet number P e T = kw h k 1;T h T = determines the streamline-di usion coe cient T in a given In this section, we give a brief overview of properties of Krylov subspace methods for solving the systems arising from the discretizations discussed in the previous section.
The problem (2.17) is nonsymmetric so that algorithms applicable to such problems are of primary concern, but the small Reynolds number limit leads to a symmetric inde nite Stokes problem, and we rst brie y discuss this case. It is well-known that for symmetric inde nite problems, the MINRES algorithm 20] generates iterates of the form (3.1) for which the residual r (k) has minimal Euclidean norm. It follows that the residuals satisfy
where the minimum is taken over polynomials k of degree k satisfying k (0) = 1. This result leads to the following bound on the relative residual norm 18]. . Each step of the computation entails only a matrix-vector product together with a small number, independent of the iteration count, of vector operations (scalar-vector products and inner products), so that the cost per step of the MINRES iteration is low.
For nonsymmetric problems, there is no Krylov subspace solver that is optimal with respect to some error norm for which the cost per step is independent of the iteration count 8, 9] . The generalized minimal residual algorithm (GMRES) 21] is the most e cient \optimal" solver, producing the unique iterate of the form (3.1) for which the Euclidean norm of the residual is smallest.
Step k requires one matrixvector product together with a set of k vector operations, making its cost, in terms of both operation counts and storage, is proportional to kN where N is the problem dimension. We summarize the main convergence properties of GMRES below. See 4, 21] for proofs.
Theorem 3.2. Let x (k) denote the iterate generated after k steps of GMRES,
(ii) If L = X X ?1 is diagonalizable, where is the diagonal matrix of eigenvalues of L, then
Assertions (i) and (ii) follow from the optimality of GMRES with respect to the residual norm. Assertion (i) guarantees that GMRES will solve any nonsingular problem provided that the dimensions of the Krylov space is large enough. This di erentiates GMRES from most other nonsymmetric Krylov subspace methods. The GMRES iterate is computed as in (3.1) with p (k) of the form
where V k is a matrix whose columns form an orthogonal basis for K k . The construction of the orthogonal basis is what makes the cost per step high, but once such a basis is available, the iterate with smallest residual norm can be computed cheaply. See 21] for details. Nonoptimal methods compromise on these points, reducing the cost per step by avoiding the construction of an orthogonal basis, but thereby making the construction of an optimal iterate too expensive. (See the discussion of (3.2) below.) Numerous methods of this type have been proposed, see for example, 11, 25, 27, 30] , and this remains an active area of research; we outline the properties of one such approach, the quasi-minimum residual algorithm (QMR) 11]
QMR is a biorthogonalization method: it constructs a basis for K k (r (0) ; L), as well as a basis for an alternative space K k (r (0) ; L t ), such that the two basis sets are pairwise mutually orthogonal. That is, if the basis vectors for K k (r (0) ; L) are stored as the columns of a matrix V k and the basis for K k (r even though the columns of V k+1 are not orthogonal. 1 Because T k is tridiagonal, this construction can be done with a xed number of vector operations at each step, together with matrix-vector products by L and L t .
As described, this algorithm may not be as robust as GMRES. In particular, it may happen that it is not possible to augment the basis for K k (r (0) ; L) at some step k, even though the solution has not been obtained via (3.1) . A more robust version of QMR that makes breakdown of this type unlikely is given in 11]. If breakdown does not occur, then the QMR iterate satis es the following convergence bound. 
The results of Theorems 3.1{3.3 indicate that if the eigenvalues of L are tightly clustered, then convergence will be rapid. In particular, for MINRES, it is desirable for the sizes of the two intervals (one on each side of the origin) to be as small as possible, and well separated from the origin. For GMRES and QMR, Theorem 3.2 (ii) suggests that convergence will be fast if the eigenvalues can be enclosed in a region in the complex plane that is small. The spectra of the discrete problems of Section 2 are not well-behaved in this sense, and convergence must be enhanced by preconditioning. That is, we use an operator P L and solve an equivalent system such as P ?1 Lx = P ?1 b, with a more favorable distribution of eigenvalues, by Krylov subspace iteration.
We conclude this section with a few general observations concerning preconditioning for both symmetric inde nite and nonsymmetric problems. Sections 4 and 6 discuss and analyze some speci c strategies suitable for (2.17). First, we note that preconditioning increases the cost per step, since the matrix-vector product now requires a preconditioning operation, i.e. application of the action of P ?1 to a vector.
Thus, for the preconditioner to be e ective, the improved convergence speed must be enough to compensate for the extra cost.
The MINRES algorithm can be combined with preconditioning by a symmetric positive-de nite operator P. Formally, MINRES is then applied to the symmetric matrixL = S ?1 LS ?T , where P = SS t . The error bound analogous to that of where the intervals de ning now come from the eigenvalues of the preconditioned operatorL. Thus, we seek a preconditioner for which the computation of the action of P ?1 is inexpensive, and for which the eigenvalues ofL are tightly clustered, leading to smaller . Note also that the norm in (3.3) is now di erent; for further details see 22] . It is also possible to apply QMR to symmetric inde nite problems and combine this with a symmetric inde nite preconditioner; see 12] .
For nonsymmetric problems, there is some exibility in how the preconditioned problem may be formulated, with three possible di erent \orientations": The two-sided orientation depends on having an explicit representation of the preconditioner in factored form P = P 1 P 2 . In our experience, there is little di erence in the e ectiveness of these choices. We tend to prefer the \right" variant, especially for use with GMRES, since the norm being minimized (the Euclidian norm of the residual) is then independent of the choice of the preconditioner. 4 . Preconditioning strategy. Our starting point is the discrete system Lx = f associated with (2.17), which we write in the form F B t B 0 u p = f g (4.1) so that F = 1 t G + N + A 2 I R n n , with B 2 I R m n . Our preconditioning strategy is based on the assumption that a fast solver (typically based on multigrid) is available for the convection-di usion system Fu = f. This leads us to consider a block triangular preconditioning To get a practical method, we modify the preconditioning process (4.5) by replacing the matrix operators S = BF ?1 B t and F, by approximations S and F respectively, designed so that the preconditioned Oseen operator has a tightly clustered spectrum. We are particularly interested in operators S and F derived from multigrid computations such that (SS ?1 ) 2 ! S and (FF ?1 ) 2 ! F where ! S and ! F represent small convex sets in the right half of the complex plane; ideally, these sets would be independent of the problem parameters , h, and t.
The construction of the operator F F is relatively straightforward, see section 5. The more di cult issue is the construction of a simple multigrid approximation to the Schur complement BF ?1 B t , see e.g. Turek respectively. The practical version of the preconditioner is then de ned by replacing the action of S ?1 in the rst step of (4.5) by the so called F p approximation:
Satisfying (4.11) is straightforward; the simple pressure scaling Q = diag(Q) does the trick, see Wathen 31] . The upshot is that the action of Q ?1 in (4.10) can be approximated very accurately using a xed (small) number of steps of diagonally scaled conjugate gradient iteration applied to the operator Q.
The relation (4.12) can also be satis ed using a multigrid approach. The crucial point is that the use of a C 0 pressure approximation space is associated with an alternative inf-sup condition, see e.g. Bercovier The result (4.15) opens up the possibility of using a multigrid preconditioner. In particular, a single multigrid V-cycle with point Jacobi or (symmetric) Gauss-Seidel smoothing de nes an approximation H , with spectral bounds 2 p t A p p p t H p 1 8p 2 I R m :
The combination of (4.15) and (4.16) shows that a simple multigrid cycle can be used as an approximation to BG ?1 B in the sense that (4.12) holds with constants = and = 1. 13 To end this section we would like to emphasise the simplicity of the practical implementation of the preconditioner associated with (4.5). The computation of q in the rst stage entails an approximation of the action of P ?1 S de ned by (4.10). This is done in three steps; the rst is the approximation to the action of the inverse of BG ?1 B t using a multigrid iteration applied to a system with coe cient matrix A p (typically representing a Poisson operator with Neumann boundary conditions), the second step is a matrix-vector product involving the discrete convection-di usion operator F p , and the third step is essentially a scaling step corresponding to the solution of a system with coe cient matrix given by the pressure mass matrix Q. For the second stage of (4.5), the computation of v is approximated by a multigrid iteration for the convection-di usion equation. Clearly, the overall cost of the preconditioner is determined by the cost of a convection-di usion solve on the velocity space and of a Poisson solve on the pressure space; with multigrid used for each of these, the complexity is proportional to the problem size. We present results for three standard test ow problems below. The time discretisation is backward Euler, and the linearisation strategy is given by the choice u = u n in Algorithm 1. In all cases we run the time integrator for 15 timesteps, unless the stopping criterion ku n+1 ? u n k 2 < 10 ?6 is satis ed. We solve the linear system that arises at each discrete time interval using GMRES with the preconditioner P that is de ned below. The GMRES starting vector for the nth timestep is always taken to be the previous timestep solution (u n?1 , p n?1 ). GMRES iterations are performed until the relative residual is reduced by 10 ?6 . We will denote the action of a single multigrid V-cycle using a point Gauss-Seidel smoother for the discrete velocity operator F in (2.11), by F ?1 ; where we perform one smoothing sweep before a ne to coarse grid transfer of the residual, and one smoothing sweep after a coarse to ne grid transfer of the correction. For details see e.g., Wesseling 32] . Similarlywe let H ?1 denote the action of a single multigrid V-cycle using damped Jacobi as a smoother (with damping parameter 0:8) for the pressure Laplacian operator A p in (4.7) (again with a single sweep of pre-and post-smoothing). 14 We comment that although the use of multigrid as a solver for a Laplacian operator is very robust, using a simple multigrid cycle with point smoothing does not generally lead to an e cient solver for the convection-di usion operator F when convection dominates (although the same strategy can still be an e ective preconditioner,see 32]).
If we let Q ?1 denote two diagonally scaled conjugate gradient iterations applied to the discrete pressure identity, then our inverse preconditioner is of the form: Within the multigrid process we construct prolongation operators using interpolation that is consistent with the order of the velocity/pressure approximation spaces. Furthermore the restriction operator is the usual transpose of the prolongation, and on the coarsest level (h = 1=2 below) we perform an exact solve. Finally, we emphasise that if the local mesh P eclet number is greater than unity on any grid, then streamline di usion is included in the discrete system that is solved (as well as the discrete convection-di usion problems de ning the operator F ?1 , see (2.26) ).
To show the robustness of our solver we report below the maximum number of GMRES iterations required for the tolerance to be satis ed on a given mesh (with a given t) over all time iterations; this maximum iteration count is denoted by N h t .
5.1. Stokes: Driven cavity ow. We rstly consider the (symmetric{) generalised Stokes problem, associated with a standard driven cavity ow problem de ned on a unit domain = (0; 1) (0; 1). The associated boundary condition is given by u(@ ; t) = ( (1; 0) y = 1 0 otherwise; and we \spin-up" to the steady state from the initial condition u(x; 0) = 0:
The performance of our preconditioned method is summarised in Table 5 .1. These iteration counts are consistent with our expectation that the rate of convergence is independent of the degree of mesh re nement, and the size of the timestep. We note that in the limit t ! 1, the system reduces to a stationary Stokes system in which case we have tight analytic bounds showing the e ectiveness of the same preconditioning strategy in a MINRES context, see section 6.
5.2. Navier-Stokes: Driven cavity ow. We also consider the Navier-Stokes problem associated with the domain, boundary and initial conditions given above. These results are given in Table 5 .2.
The obvious point to note here is that, as in the Stokes case, the performance is not a ected by mesh re nement. (The trend is clearly evident even though the meshes are relatively coarse.) In contrast to the results in the Stokes case it can be seen that t h = 1=4 h = 1=8 h = 1=16 0. 5.3. Navier-Stokes: Backward facing step. We nally consider a NavierStokes problem on an L-shaped domain. We start with the coarse (level 0) mesh in Figure 5 .1, and generate subsequent meshes (i.e. levels 1{3) by successive uniform re nement. The total number of degrees of freedom on the respective levels 1, 2 and 3 are 309, 1092 and 4089 respectively. We again start from a \no ow" initial N h t for Navier-Stokes ow over a backward facing step.
The maximum iteration counts are given in Table 5 .3. These results have the same general character as those in Table 5 .2, although the iteration counts for a given and t are increased by a factor of about two. We attribute this di erence to the fact that the longer ow domain means that the local mesh P eclet number is relatively large in this case. We remark that for the largest timestep there is a reduction in the iteration count when going from the second to the third level of re nement. Indeed the average GMRES iteration counts in the case = 1=200, t = 10 are 27:3, 52:3 and 50:1, respectively. This phenomenon of increased mesh re nement being correlated with faster convergence is also evident in the steady-state results that are presented in 15]. 6 . Analytic results. For problems where the coe cient matrix is symmetric, speci cally whenever N = 0 in (2.17), there is a well-established convergence analysis associated with preconditioners based on the Schur complement approximation (4.10). We outline this theory in this nal section. 18 As discussed in section 3, MINRES is the optimal Krylov solver in the case of a symmetric coe cient matrix L, but it can only be used in conjuction with a symmetric positive de nite preconditioning operator P. For We now consider two special cases; corresponding to potential ow and generalised Stokes ow, respectively. 6.1. Potential ow. In the simplest case of potential ow, = 0 and N = 0 in (2.17) thus in (6.4) we have that F = 1 t G, and the Schur complement matrix is S = t BG ?1 B t . Since F is simply a (scaled) velocity mass matrix, the choice of F In the case of a potential ow problem, MINRES iteration with a velocity scaling together with a simple multigrid preconditioning for the pressure Poisson operator, converges to a xed tolerance in a number of iterations that is independent of the mesh size h, and the time step t.
6.2. The Generalised Stokes Equations. We now consider eigenvalue bounds in the case N = 0 in (2.17) so that F = 1 t G + A in (4.1). Since F is essentially a scaled vector-Laplacian plus an identity operator, it is well-known that multigrid can be used to generate an approximation F satisfying (6.2 This shows the importance of the inf-sup condition (2.21) in the limiting case of steady ow|for large t the quotient (6.8) reduces to the quotient in (2.21), (2.23), and it follows that (6.3) is satis ed with S = 2 in the steady-state limit t ! 1.
Recent work by Bramble and Pasciak 1] has formally established that for nite t, the quotient (6.8) is bounded both above and below by constants independent of h and t, although careful consideration is required in the separate cases t < h 2 and t h 2 . Our analysis in section 4 suggests that a practical version of the generalised Stokes preconditioner is given by (6.1) with: S = 1 t H ?1 + Q ?1 : (6.9)
The point here is that P S is spectrally equivalent to S so that (6.3) is satis ed for the choice (6.9), in which case Theorem 6.1 implies that the intervals de ning E in (6.5) are independent of h and t. This fact can be combined with Theorem 3.1 to establish the following convergence result (corroborated by the iteration counts presented in section 5.1);
