AbstractÐDepth from defocus (DFD) problem involves calculating the depth of various points in a scene by modeling the effect that the focal parameters of the camera have on images acquired with a small depth of field. In this paper, we propose a MAP-MRF-based scheme for recovering the depth and the focused image of a scene from two defocused images. The space-variant blur parameter and the focused image of the scene are both modeled as MRFs and their MAP estimates are obtained using simulated annealing. The scheme is amenable to the incorporation of smoothness constraints on the spatial variations of the blur parameter as well as the scene intensity. It also allows for inclusion of line fields to preserve discontinuities. The performance of the proposed scheme is tested on synthetic as well as real data and the estimates of the depth are found to be better than that of the existing window-based DFD technique. The quality of the space-variant restored image of the scene is quite good even under severe space-varying blurring conditions.
D
EPTH from defocus (DFD) problem is a passive ranging technique that uses a single camera. It is a generalized version of the depth from focusing method [1] , [2] in the sense that it is not required to focus an object in order to find its depth. Instead, two images of the object (which may or may not be focused), acquired with different but known camera parameter settings, are processed to determine the depth. In comparison with stereo vision and structure from motion methods, the problem of feature correspondence does not arise in DFD. This is an important advantage as the task of setting up the correspondence is usually a difficult one. Notwithstanding their simplicity, DFD-based techniques usually yield somewhat inferior results compared to the stereo-based technique.
In previous work related to DFD, Pentland [3] compared two images of a scene, one of which was focused. By approximating the camera defocus blur by a Gaussian function, the depth was recovered through inverse filtering. In [4] , Subbarao proposed a more general method in which he removed the constraint that one of the images should be focused. Hwang et al. estimate the blur parameter using a differential algorithm in the spatial domain [5] . Bove [6] poses the problem as one of signal estimation and estimates the parameters of the defocusing process. In [7] , Ens and Lawrence propose a matrix based approach to the DFD problem. In [8] , Surya and Subbarao propose a spatial domain-based approach. Pentland et al. introduce the notion of active depth from defocus [9] in which the apparent blurring of a known pattern of light is measured to estimate the depth. In [10] , Xiong and Shafer suggest an iterative blur estimation scheme to reduce the error due to windowing. In [11] , Go È kstorp estimates blur by obtaining local estimates of instantaneous frequency, amplitude, and phase using a set of Gabor filters in a multiresolution framework. Xiong and Shafer suggest a Gabor filter-based variable window scheme [12] that demonstrates greater flexibility and better adaptability to image contents as compared to the fixed window size scheme. The DFD technique has been used for image recovery in [13] . Recently, Rajagopalan and Chaudhuri have proposed some space-variant approaches based on a block shift-variant blur model and the space-frequency representation framework for tackling the DFD problem [14] , [15] . They have also suggested an optimality criterion based on the Cramer-Rao bound for selecting the camera parameters [16] , [17] .
In its generality, the DFD problem is one of space-variant blur identification because the camera system behaves like a linear but shift-variant (SV) system. In most of the above methods, the depth is assumed to be constant over a large local region (usually about QP Â QP pixels) and the depth is estimated by considering the system to be shift-invariant over that local region. But, splitting an image into independent subimages by windowing introduces errors due to the image overlap problem [4] . The accuracy of the estimate of the depth depends on the size of the window. These methods come under the class of window-based DFD (WDFD). When the depth varies continuously, it may not be possible to assume shift-invariance over a large enough neighborhood and this can result in poor estimates of the depth. Moreover, these estimates tend to exhibit abrupt variations over a spatial neighborhood, even though the depth of the scene may not be discontinuous. This is because the blur parameter at a pixel is estimated independently of its estimate at the neighboring pixels. The effect is particularly pronounced when the scene has reduced spectral content. Incorporation of smoothness constraints on the spatial variation of the blur parameter can lead to improved estimates of the depth [18] , [19] .
In this paper, we tackle the DFD problem in a more generalized setup based on the Markov random field (MRF) model. The concept of modeling depth/image as an MRF is quite well-known in the literature [20] , [21] . The utility of the MRF model lies in its ability to capture local dependencies and in its equivalence to the Gibbs random field (GRF). Interestingly, in the DFD technique, the SV blur parameter is directly related to the depth of the scene. Since the change in the depth of a scene is usually gradual, the SV blur parameter also tends to have local dependencies. Hence, we are motivated to model the space-variant blur parameter as an MRF. The MRF model is also directly amenable to the incorporation of smoothness constraints on the spatial variation of the blur parameter. Occasional depth discontinuities can also be accommodated using a line process [21] . By individually modeling both the space-variant blur parameter and the focused image of the scene as MRFs, we show that their maximum a posteriori (MAP) estimates can be successfully recovered. To obtain the MAP estimates, a computational model is given using the simulated annealing algorithm. We also propose a theorem on the neighborhood structure of the posterior distribution for the DFD problem.
Following are some of the important advantages of the proposed MAP-MRF based approach to DFD. It . simultaneously recovers the depth and the focused image of the scene; . avoids windowing and inverse filtering operations;
. is amenable to incorporation of smoothness constraint on the variations in depth and scene intensity; . permits inclusion of line fields to preserve discontinuities in depth and scene intensity; . allows incorporation of multiple observations in the estimation procedure; . yields estimates of depth that are much better than that of the existing window-based DFD scheme, particularly when the size of the window is constrained to be small in WDFD.
It must, however, be mentioned here that, in comparison with the window-based DFD scheme, the proposed MAP-MRF-based approach is computationally more intensive. The organization of the paper is as follows. In Section 2, we review the theory of depth from defocus in brief. The proposed MAP-MRF based scheme for depth recovery is described in Section 3. In Section 4, we derive the neighborhood structure of the posterior distribution. A computational model for simultaneously obtaining the MAP estimates of the depth and the focused image of the scene is given in Section 5. Experimental results are discussed in Section 6, while Section 7 concludes the paper.
DEPTH FROM DEFOCUS
We briefly review the image formation process and describe defocused images as blurred versions of the focused image. Details can be found in [22] .
When a point light source is in focus, the relationship between the object distance h, the focal length p l , and the image plane-to-lens distance v, for a thin lens, is given by
. When the point light source is not in focus, its image is not a point but a circular patch of radius r . If the distance between the lens and the image plane is v H and the lens aperture is r H , then one can show [4] Fig. 1 ). For the discrete image, the blur radius ' (also called the blur parameter) in pixels is given by ' & r , where & b H, is a constant that depends on the particulars of the optics and the sampling resolution, and has to be determined initially by an appropriate calibration procedure. For two different lens settings, we get
By eliminating h from (1), one can show that ' I ' P , where and are constants that depend on the camera parameter settings [4] . For a diffraction-limited lens system, the point spread function (PSF) of the camera system may be approximately modeled [4] , [23] , [24] as a circularly symmetric 2D Gaussian function given by hiY j I P%' P exp
Since, the PSF is a function of the depth h, the defocusing system is shift-variant. It may be assumed to behave like a shift-invariant system only for subimages over which h is nearly constant. For the general situation, where the depth differs at various points in the scene, ' would vary all over the image. Hence, the intensity of the iY jth pixel in the defocused image is given by giY j m n fmY n hiY jY mY n Y P where fÁ is the focused image and hÁY mY n is the spacevarying PSF at pixel (mY n). The space-variant blurring function is governed only by the blur parameter ' mYn since hÁ is modeled as Gaussian. It may be noted that the parameterization of the blurring function by a single quantity (') renders the SV blur identification problem mathematically tractable. Usually, the two defocused images are obtained by choosing two different sets of camera parameters. The blurring functions h I Á and h P Á are related by ' mYn P ' mYn I , where ' mYn i is the blur parameter corresponding to h i Á.
In the literature, the depth of a scene has been modeled as an MRF because depth tends to exhibit local dependency [20] , [21] . Since the blur parameter ' mYn is directly related to the depth of the scene in the DFD technique, we propose modeling the space-variant blur parameter as an MRF. Thus, given a defocused image of a scene, one can think of the resultant space-variant blur as being a specific realization of this random field. The focused image of the scene is also modeled as an MRF in our approach.
DFD USING MAP-MRF APPROACH
In this section, we address the DFD problem in the context of MRF-based modeling. Given two defocused images of a scene, one has to simultaneously perform SV blur identification and space-variant image restoration. The restored image can be used for further processing, such as edge detection and image segmentation. We first give a brief review of MRF and then proceed to discuss the proposed scheme for tackling the DFD problem.
MRF Theory
Let be a random field over an x Â x lattice of sites v fiY j X I iY j xg. The random field is said to be a Markov random field (MRF) on v with respect to a neighborhood system iff
where iYj is the neighborhood of the site iY j and p denotes the configuration space [25] , [26] . An important aspect of MRF models is that their distribution can be explicitly stated due to a result by Hammersley and Clifford [27] , which states that is an MRF on v with respect to neighborhood iff is a Gibbs random field on v. From this theorem and by the definition of a Gibbs random field, we have
where x is a realization of , is the partition function given by x e Àx , while x (the energy function) is
given by
Here, x is the potential function associated with each clique and g denotes the set of all cliques.
To detect vertical and horizontal discontinuities, one usually works on a dual lattice [28] 
The terms in the first bracket signify the interaction between the neighboring pixels; if the gradient is high, then the corresponding line field gets activated to indicate a d i s c o n t i n u i t y . F o r e x a m p l e , l
The terms in the second bracket (weighted by ) provide a penalty for every discontinuity created so as to prevent spurious discontinuities. Estimation of the MRF parameters is quite a challenging task by itself [29] , [30] , [31] , [32] , [33] . For a detailed discussion on MRF, see [29] .
MAP Solution to DFD
The DFD problem, in its generality, is ill-posed (see (2)) and may not yield a unique solution for the space-variant blur unless additional constraints (like smoothness) are introduced to restrict the solution space. We propose modeling both the unknown focused image of the scene and the space-variant blur parameter as MRFs (Fig. 2) . A smoothness constraint is then imposed on the SV blur parameter field as well as the focused image field. Such a smoothness constraint also serves to improve the estimates of the depth [18] , [19] . Given two defocused images of the scene, simultaneous estimation of the SV blur and restoration of the focused image is then posed as a MAP problem. The problem becomes mathematically tractable because of the parametric (Gaussian) nature of the blurring function in DFD.
Consider the observation model given by
Here, g I Á and g P Á are two blurred observations of the scene. The original focused image fÁ is unknown. The space-varying blurring functions h I Á and h P Á are Gaussian with blurring parameters given by ' mnk Y k IY P, such that ' mnP ' mnI , where and are known. Thus, we have here an interesting problem of simultaneous space-variant blur identification and space-variant image restoration. Let denote the random field corresponding to the space-variant blur parameter ' mYnI , while p denotes, the random field corresponding to the focused image over the x Â x lattice of sites v. We propose to tackle the above problem in a combinatorial minimization framework. We assume that can take possible levels and p can take w possible levels. It may be noted that the fields and p are actually continuous in practice. However, it is common in the literature to quantize the intensity into PST gray levels (same as CCD dynamic range) and work with these discrete values. A quantization of the blur parameter is necessary to reduce the number of acceptable configurations in the combinatorial minimization. The white Gaussian noise fields I and P with zero mean and variance ' P w are assumed to be statistically independent. We also assume that and p are statistically independent of each other as well as with I and P . Let q I and q P denote the random fields corresponding to the observed images.
In matrix-vector notation, (3), which involves linear space-variant filtering, can be written as
where the vectors g k , f, and w k represent lexicographical ordering of g k iY j, fiY j, and w k iY j, while r k is the blur matrix corresponding to the space-variant blurring function h k iY jY mY n. Ideally, the Gaussian blur is of infinite extent. In (4), a finite spatial extent approximation (AEQ' pixels) is assumed for the Gaussian blurring window. It may be noted that, unlike in the shift-invariant case, the blur matrix r k does not possess any nice properties such as a blockToeplitz structure. In order to preserve discontinuities in the blurring process and the focused image of the scene, line fields are also incorporated. The horizontal and vertical line fields corresponding to the blurring process are denoted by l 
potential functions associated with and p , while g s and g f denote the set of all cliques corresponding to and p , respectively. Given a realization of , the blurring function h I Á is known and, hence, the matrix r I in (4) is known. Moreover, h P Á and the matrix r P are also determined because ' mnP ' mnI .
For notational simplicity, let s denote the vector
Now, given the observations g I and g P , the a posteriori conditional joint probability of and p (with line fields) is given by sY p fjq I g I Y q P g P . By Bayes' rule,
Since and p are assumed to be statistically independent, the problem of simultaneous space-variant blur identification and image restoration can then be posed as the following MAP problem: 
Recently, there has been a growing interest in the use of multiple observations for image recovery/blur identification [34] , [35] , [36] . In [35] , [36] , a maximum-likelihoodbased blur identification scheme has been proposed that yields improved estimates of the blur when the relations among the blurring functions corresponding to different observations are known. It may be noted that the proposed framework is quite amenable to the incorporation of information from multiple observations (more than two defocused images). For n number of observations, the resultant MAP estimates are as shown in Fig. 3 .
The results derived in the following section then carry over in a straightforward manner to this case, too.
THE POSTERIOR DISTRIBUTION AND ITS NEIGHBORHOOD
To arrive at a practically implementable computational algorithm, it is important to examine whether the posterior distribution also possesses the locality property. The posterior distribution must have a reasonable neighborhood structure as an MRF so that it can accommodate the computational load of the problem. In this section, we derive the posterior distribution and show that it indeed has the locality property.
Theorem 1. 1) For each g I and g P fixed, sY p f j q I g I Y q P g P is a Gibbs distribution over fvY p g with energy function
2) The posterior neighborhood corresponding to the site iY j is given by fkY l X iY j P gI kYl for some level of s iYj or f iYj g fkY l X iY j P g P kYl for some level of s iYj or f iYj g. Here, represents the neighborhood system with line fields included, while gi kYl is the neighborhood corresponding to site kY l in defocused image g i .
Proof. Given the observed images g I and g P , q I g I Y q P g P is a constant. Also, s and p f are Gibbs distributed. Using the observation model (4) and the fact that the noise fields are statistically independent of and p as well as each other,
Using (5) and (7) in (6) for the posterior distribution, we get
where the posterior energy function is given by
Thus, computing the MAP estimate of s and f is equivalent to minimizing the above posterior energy function
For example, if a firstorder weak-membrane model is chosen, then the resultant posterior energy function is given by
In the above equation, parameters " s and s correspond to the relative weights of the smoothness term and the penalty term for the space-variant blur parameter in the energy function. Parameters " f and f correspond to the relative weights of the smoothness term and the penalty term for the focused image. In order to determine the neighborhood for the posterior distribution, we note that the blurring operator also introduces locality. The Gaussian blur is assumed to 
The conditional probability of s iYj and f iYj i.e., s iYj , l 
II
In the above equation, the components s iYj and f iYj can take any of the and w possible levels, respectively, while the line fields can take binary values H or I. We define the vectors
By notation 2 iYj and $ iYj are the i À Ix j th elements of the vectors 2 and $, respectively. Consequently, the posterior distribution can be written as
for all levels of s iYj and f iYj g and g fkY l X iY j T P
for all levels of s iYj and f iYj g. As we are interested in finding the neighborhood for the conditional probability distribution of s iYj and f iYj , given all other pixels and the observations g I and g P , we now decompose
Now, substituting the above in (11) and canceling terms common to the numerator and the denominator, we obtain the equation shown in Fig. 4 .
Hence, the posterior neighborhood structure corresponding to site iY j is given by 
MAP ESTIMATION BY SIMULATED ANNEALING
As discussed earlier, computing the MAP estimate is equivalent to minimizing the posterior energy function. The posterior energy function will, in general, be nonconvex, mainly due to the nonconvexity of the potential function. Consequently, algorithms based on steepest descent are prone to getting trapped in a local minima. Also, the presence of a binary line field precludes the possibility of using steepest descent type algorithms. Hence, we choose the simulated annealing (SA) algorithm for minimizing the posterior energy function. SA is a stochastic relaxation method proposed by Kirkpatrick et al. [37] for finding the global minimum of a combinatorial optimization problem that may possess several local minima. The algorithm guarantees convergence to the set of globally optimal solutions with probability one. It may be mentioned here that the entire problem could also be tackled in the continuous domain by appropriately modifying the energy function and then using some classical gradient-based methods for minimization [29] . However, our interest is in studying how best we can simultaneously restore the space-variant degraded images without being very particular about the computational burden imposed by the SA algorithm, which otherwise, has the nice asymptotic global convergence property. We next propose a computational model to simultaneously obtain the MAP estimates of the SV blur parameter and the restored image using the SA algorithm (shown in Fig. 5 ). It is important to note here that the locality property of the posterior distribution (proven in the previous section) is what enables us to successfully employ the SA algorithm. Since simulated annealing depends on the temperature, we introduce a temperature variable in the objective function and apply the annealing and the cooling schedule at every iteration. A linear cooling schedule is used for the SA algorithm. The first order weak-membrane model is chosen for the energy function in the MRF model. This model incorporates smoothness constraints and simultaneously accommodates line fields too. On introducing the temperature , the posterior energy function to be minimized (and given by (10)) is redefined as
We choose the parameters of the MRF model on a trial and error basis. Instead, one could attempt estimating the MRF parameters also simultaneously. But, as discussed in [33] , even the comparatively less involved problem of simultaneous estimation of MRF parameters and image restoration is difficult to solve. In the proposed method, there are two MRFs whose parameters must be estimated. However, as shown in [33] , the MRF parameters usually hold good for an entire class of images. Hence, in practice, one may not have to estimate the parameters for each input image. We also assume that the range of the blur parameter is known so that the blur parameter can be quantized into discrete levels. Since only a finite-time approximation of the SA algorithm is practically implementable, the initial estimate of the depth is taken to be the depth estimates of the window-based DFD scheme. For the same reason, one of the degraded images is taken to be the initial estimate of the focused image. The various parameters of the algorithm are as follows. The initial temperature is given by H . The cooling schedule is decided by . The variance of the Gaussian samplers for s iYj and f iYj are denoted by ' s and ' f , respectively. The thresholds for line fields corresponding to the SV blur parameter and the intensity process are given by s and f , respectively. Instead of thresholding, the line fields could also be sampled. The number of iterations in the Metropolis loop and the annealing loop are given by u H and u HH . In this section, we compare the performance of the proposed scheme with the well-known WDFD scheme [4] in which the depth is assumed to be constant over local regions. In [4] , to estimate SV blur, a window of appropriate size is moved over the entire image by translating the window pixel by pixel. At every position of the window, the estimate of the blur corresponding to the local region under the window is then obtained by inverse filtering. We demonstrate the effectiveness of the proposed scheme for simultaneous SV blur identification and space-variant image restoration on synthetic as well as real data sets. In all our simulations, the point spread function was chosen to be the Gaussian function parameterized by ' iYj . White Gaussian noise was added such that the resultant noisy defocused images had an x of PS df. The number of discretization levels for the SV blur parameter was chosen to be TR. The choice of TR levels for was based on a compromise between the computational complexity and the resolution of the blur parameter. For the intensity process, w PST, which is the same as the CCD dynamic range.
In the first set of simulations, two space-variant defocused images of Lena were generated as follows. The space-variant blur for the first defocused image was generated by varying ' iYj I as
Here, x Â x is the size of the image, while and are constants. The values chosen for the various parameters were x TR, IXH, and PIXH. The actual values of ' iYjI are plotted in Fig. 6a . The second defocused image was generated by using HXS, i.e, ' iYj P HXS ' iYj I . Given these two noisy defocused images of Lena, the WDFD scheme [4] was first used to estimate the SV blur. The size of the window was chosen to be V Â V pixels. The estimates of the SV blur are plotted in Fig. 6b . From the plot, we note that the estimates are quite poor and inaccurate. The rms error in the estimate of the blur is quite high (about HXPI). This is primarily because the window size was small. This example also serves to bring out the limitations of the WDFD scheme when one is constrained to work with a small window. The proposed scheme was next used to estimate the SV blur as well as to restore the Lena image. The initial estimate of the blur was taken to be the estimates obtained from the WDFD scheme. The initial estimate of the Lena image was taken to be the first defocused and noisy image (Fig. 6d) . Figs. 6c and 6e , respectively. Clearly, there is a substantial improvement over the estimates of blur obtained using the WDFD scheme. The improvement is primarily because the proposed scheme incorporates spacevariant operations and enforces smoothness constraint on the variations of the blur parameter. The estimates are quite accurate and this is also reflected in the value of the rms error which is only HXHT. Also, the quality of the restored image is quite good. It is important to note that, using the proposed scheme, we have been able to perform spacevariant image restoration.
It may be noted here that the field representing the blur process was very smooth in the previous experiment. Hence, one need not include the corresponding line fields for the blur process in the cost function. When the experiment was repeated without the line fields for the blur process, the results were not very different from those presented here. However, when there is a significant discontinuity in the spatially varying blur parameter, the line fields must be included. The following experiment exemplifies such a case.
A random dot pattern image (Fig. 7d) was blurred using the staircase function ' iYj I given in Fig. 7a . The second defocused image was generated from ' iYjP HXS ' iYjI . The WDFD scheme [4] was then used to estimate the SV blur given the two defocused and noisy images. The estimates of the SV blur are plotted in Fig. 7b . We again note that the estimates are quite noisy. In fact, in some regions of the plot, it is difficult to comprehend the step nature of the blur. The rms error in the estimate of the blur is HXPH. The proposed scheme was next used to estimate the SV blur and the estimates are shown in Fig. 7c . The values of the various parameters used in the scheme were H IHXH, " s RHHHXH, s IXH, " f HXHHS, f ISXH, HXW, s HXP, f PSXH, u H PHH, u HH PHH, ' s HXI and ' f SXH. Clearly, the staircase nature of the blur becomes much better evident now. The sharp transitions in the blur have also been well captured by the proposed scheme. The estimates are quite accurate as the rms error is only HXII. The quality of the restored image (Fig. 7f) is also quite good.
The performance of the proposed method was also tested on real data. A Pulnix CCD camera with a focal length of PXS m was used to capture the pictures. The lens aperture was kept constant at an f-number of R. In the first experimental setup, the scene consisted of two planar objects slanted inwards to meet at a vertically oriented straight line. A dot pattern was engraved on the object to provide texture. The nearest and the farthest points on the object were at a distance of IHS m and IPH m from the camera. Two defocused images of the scene were taken for two different focusing ranges of WH m and IPH m. The estimates of the depth obtained by using the WDFD scheme [4] are plotted in Fig. 8a . Again, we note that the estimates are quite noisy and inaccurate. This is also reflected in the rms error which is TXQR m. The estimates of the depth were next obtained using the proposed scheme. The depth estimates of the WDFD scheme and the degraded image corresponding to focusing range of WH m (Fig. 8c) Figs. 8b and 8d , respectively. The triangular distribution of the depth of the scene is now better visible from the plot. The rms value of the ranging error reduces to RXHI m, thus improving the accuracy from an error of over six percent for the existing method to four percent for the proposed scheme. Most interestingly, the proposed scheme yields a focused image of the scene (Fig. 8d) . It must be noted that a camera with a depth of field cannot give a focused image when the scene has variations in depth. But, using the proposed scheme, it is possible to recover the focused image of a scene given two defocused images of the scene.
The performance of the proposed algorithm was also tested on a scene with discontinuities in the depth. The nearest and the farthest points of the scene were at distances of UH m and WS m from the camera. Blurred images of the scene were taken at focusing ranges of WH m and IPH m, respectively. The estimates of the depth obtained by using the WDFD scheme [4] are given in Fig. 9a . Though the step nature of the depth map is evident from the plot, the estimates are quite noisy. The rms error is about SXUT m. The estimates of the depth were next obtained using the proposed algorithm. The values of the various parameters used in the SA algorithm were the same as in the earlier experiment. The estimates of the depth and the restored image of the scene are given in Figs. 9b and 9d , respectively. The initial estimate of the focused image was taken to be one of the defocused images (Fig. 9c) . Clearly, the step discontinuities in the scene are very well captured by the proposed scheme and most of the noisy undulations are smoothed out. The rms value of the ranging error is only QXHP m. The quality of the restored image is also quite good. This is notwithstanding the fact that the values of the parameter set were chosen in an ad hoc manner after some trial and error. Some a priori knowledge of the scene and/or the depth field would help us in further improving the results.
The proposed algorithm takes about PH minutes of computational time (on an SGI machine) for real/synthetic data sets. It may also be mentioned that, while the average ranging accuracy of the proposed method is about 4 percent for real data sets, this is about 5 percent for the variational method proposed recently in [19] and 6 percent for the scheme proposed in [15] . The performance of the proposed method is better because it avoids windowing. Moreover, the methods proposed in [15] and [19] do not restore the focused image of the scene.
CONCLUSIONS
Previous methods for the recovery of depth from defocused images assume the depth to be constant over fairly large local regions and estimate the depth by treating the system to be shift-invariant over these local regions. But, such window-based techniques yield poor estimates of the depth when the size of the window is constrained to be small. Further, the use of an inverse filter limits the accuracy, particularly when the spectral contents in the blurred images are quite low. We have proposed here a MAP-MRF framework for recovering the depth, as well as the focused image of the scene from two defocused images. In this method, both the focused image and the space-variant blur parameter are modeled as MRFs and their MAP estimates are obtained using simulated annealing. The scheme simultaneously recovers the depth and the focused image of the scene but avoids windowing and inverse filtering operations. It is amenable to the incorporation of smoothness constraint on the variations in depth and scene intensity. It is also possible to include line fields to preserve discontinuities in depth and scene intensity. The proposed method also allows incorporation of multiple observations in the estimation procedure. The estimates of the depth obtained using the proposed scheme are much superior to the estimates obtained with the WDFD scheme. The restored image is of good quality even when the blurring is severe. However, the method is computationally intensive.
Current research is directed toward simultaneous estimation of the MRF parameters while recovering the depth and the focused image of the scene.
