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We present a density matrix approach for computing global solutions of Hartree-Fock theory,
based on semidefinite programming (SDP), that gives upper and lower bounds on the Hartree-Fock
energy of quantum systems. Equality of the upper- and lower-bound energies guarantees that the
computed solution is the globally optimal solution of Hartree-Fock theory. For strongly correlated
systems the SDP approach provides an alternative to the locally optimized Hartree-Fock energies
and densities from the standard solution of the Euler-Lagrange equations. Applications are made
to the potential energy curves of the H4 dimer and the N2 molecule.
PACS numbers: 31.10.+z
In the 1950s Roothan [1] developed the self-consistent-
field approach to solving Hartree-Fock theory. In addi-
tion to providing some of the earliest electronic struc-
ture calculations of atoms and molecules, Roothan’s
method with a variety of refinements to accelerate con-
vergence [2–7] and to treat large systems [8–17] has re-
mained the standard approach to implementing Hartree-
Fock theory for nearly 60 years. In this Letter we present
a density matrix approach to Hartree-Fock theory, based
on semidefinite programming (SDP) [18–20], that gives
upper and lower bounds on the Hartree-Fock energy of
atoms and molecules. For strongly correlated quantum
systems this SDP approach provides an alternative to
the locally optimized Hartree-Fock energies and densities
from standard algorithms.
Two complementary semidefinite programming formu-
lations of Hartree-Fock theory are derived that yield up-
per and lower bounds on the Hartree-Fock energy, re-
spectively. When the upper- and lower-bound energies
are equal, we have a guaranteed certificate that the com-
puted solution is the global solution of Hartree-Fock the-
ory. The computed energy is the global energy mini-
mum, and the computed density is the electron density
at that global minimum. We illustrate the methodol-
ogy through applications to the dissociation curves of
the H4 dimer and the nitrogen molecule. In both exam-
ples, we compare SDP and DIIS algorithms that imple-
ment the restricted Hartree-Fock method in which the
spin symmetry is conserved [21]. At geometries away
from equilibrium, the SDP Hartree-Fock method yields
spatial-symmetry-broken Hartree-Fock energies that are
lower than those from the standard DIIS Hartree-Fock
method. When the electron correlation is significant, the
standard DIIS Hartree-Fock method or other methods
based on the solution of the Euler-Lagrange equations
have difficulty selecting the global minimum from multi-
ple local minima of different spatial symmetries. These
solutions from SDP satisfy the standard Euler-Lagrange
equations just like the higher-in-energy DIIS solutions.
The self-consistent-field Hartree-Fock method for an
N -electron system iteratively solves a system of Euler-
Lagrange equations for a stationary point. The station-
ary point yields a ground-state Hartree-Fock energy and
a set ofN occupied orbitals. The computed Hartree-Fock
energy is not guaranteed to be the global energy mini-
mum. From the perspective of reduced density matrices
(RDMs) [22, 23], we can understand the self-consistent-
field method as iteratively checking extreme points of
the set of one-electron RDMs (1-RDMs) for satisfac-
tion of the Euler-Lagrange equations where each extreme
point corresponds to a 1-RDM with a Slater determinant
preimage [24–26]. The optimization of the Hartree-Fock
energy over the set of extreme 1-RDMs (those with an
N -electron Slater determinant as a preimage) can be re-
placed without approximation by an optimization over
the larger (and convex) set of N -representable 1-RDMs
(those with any N -electron wave function as a preim-
age) [4, 27]:
minimize
1D, 1Q∈Hr
+
EHF(
1D) (1)
subject toTr( 1D) = N (2)
1D + 1Q = I (3)
where EHF is the following quadratic function of the 1-
RDM:
EHF(
1D) =
r∑
ij
1Kij
1Dij +
r∑
ijkl
1Dik
2V ikjl
1D
j
l (4)
1Kij = 〈i|hˆ|j〉 (5)
2V ikjl =
1
2
(〈ij|kl〉 − 〈ij|lk〉). (6)
The one-electron Hamiltonian operator hˆ contains the
kinetic energy operator and electron-nuclei potential,
〈ij|kl〉 represents the electron-electron repulsion inte-
grals, and the indices i, j, k, and l denote the orbitals
in the one-electron basis set of rank r. The notation
1D, 1Q ∈ Hr+, equivalent to
1D  0 and 1Q  0, indi-
cates that both the 1-particle RDM 1D and the 1-hole
2RDM 1Q are contained in the set of r × r Hermitian
positive semidefinite matrices.
The reduced-density-matrix formulation of Hartree-
Fock theory can be recast as a convex semidefinite pro-
gram by embedding the quadratic product of 1-RDMs
in EHF in a higher dimensional (two-electron) matrix
2M ∈ Hr
2
+ . Rewriting EHF as a linear functional of
2M
E( 1D, 2M) = Tr( 1K 1D) + Tr( 2V 2M), (7)
we can relax the non-convex Hartree-Fock optimization
to a convex semidefinite program:
minimize
1D, 1Q∈Hr
+
, 2M∈Hr
2
+
E( 1D, 2M) (8)
subject to Tr( 1D) = N (9)
Tr( 2M) ≤ N (10)
1D + 1Q = I (11)
r∑
j=1
2M ikjj = N
1Dik. (12)
The solution of this SDP relaxation yields a lower bound
to the Hartree-Fock energy. Because the constraints on
the matrix 2M are minimal, this convex SDP formu-
lation will typically yield energies that are significantly
below the Hartree-Fock energy. To reproduce Hartree-
Fock, further constraints on 2M are required.
-4.15
-4.1
-4.05
-4
-3.95
-3.9
-3.85
-3.8
-3.75
-3.7
-3.65
 0.5  1  1.5  2  2.5  3  3.5  4  4.5  5
En
er
gy
 (a
.u.
)
Bond length (A)
rc-SDP
lb-SDP
DIIS
FIG. 1. Upper and lower bounds to the ground-state re-
stricted Hartree-Fock energy from rc-SDP and lb-SDP, re-
spectively, as well as the Hartree-Fock energy from DIIS are
shown as functions of the distance between the H4 monomers.
The rc-SDP energy is certified by lb-SDP to be globally opti-
mal for R ≤ 2 A˚ and within 0.003 a.u. of the globally optimal
solution for all R. In contrast, the DIIS solutions converge to
local solutions for all separations R ≥ 2 A˚.
Two separate sets of additional conditions on the ma-
trix 2M that yield upper and lower bounds on the
Hartree-Fock energy, respectively, will be considered.
The first set of constraints, yielding the upper bound,
consists of a single rank constraint
rank
(
2M
)
= 1. (13)
The 2M ∈ Hr
2
+ matrix with its rank-one constraint and
the contraction constraint in Eq. (12), we can show, is a
tensor product of two identical 1-RDMs
2M ikjl =
1Dik
1D
j
l . (14)
It follows that the solution of the optimization program in
Eqs. (8-12) with the rank constraint in Eq. (13) is equiv-
alent to the solution of the RDM formulation of Hartree-
Fock theory in Eqs. (1-6). We have mapped Hartree-Fock
theory exactly onto a rank constrained semidefinite pro-
gram (rc-SDP HF) [28]. The rank constrained semidef-
inite program is convex except for the rank restriction;
the nonconvexity of the Hartree-Fock energy functional
in the RDM formulation has been transferred to the rank
restriction in the SDP formulation. Because of the rank
constraint, the solution of rc-SDP HF is not necessar-
ily a global solution, meaning that the solution can be
a local minimum in the Hartree-Fock energy and hence,
an upper bound on the global energy minimum. Unlike
traditional formulations of Hartree-Fock theory, however,
rc-SDP HF optimizes the 1-RDM over the convex set of
N -representable 1-RDMs, and in practice, we find that
this difference makes it much more robust than tradi-
tional formulations in locating the global solution.
The second set of conditions, yielding a lower bound,
consists of four constraints including
r∑
j=1
2M
ij
jk =
1Dik (15)
and three additional constraints from permuting the in-
dices i and j and/or j and k symmetrically. These con-
vex conditions are a relaxation of the idempotency of
the 1-RDM. They are necessary but not sufficient for
the idempotency of the 1-RDM at the Hartree-Fock so-
lution, and hence, optimization of the SDP program in
Eqs. (8-12) with these additional constraints (lb-SDP)
is an SDP relaxation of the reduced-density-matrix for-
mulation of Hartree-Fock theory in Eqs. (1-6). The lb-
SDP method yields a lower bound on the energy from
the global Hartree-Fock solution. In practice, this lower
bound is found to be quite tight, and in some cases it
agrees exactly with the global Hartree-Fock solution. If
lb-SDP produces a 1-RDM solution that is idempotent,
then that solution is the global Hartree-Fock solution.
Furthermore, when the upper and lower bounds from rc-
SDP and lb-SDP agree, we have a guaranteed certificate
that these computed bounds correspond to the global en-
ergy minimum of Hartree-Fock theory.
To illustrate the rc-SDP and lb-SDP methods, we
apply them to computing the restricted Hartree-Fock
3dissociation curves for singlet (H4)2 and N2 in the cc-
pVDZ basis set [29]. The GAMESS electronic structure
package is used to perform self-consistent-field Hartree-
Fock calculations (SCF HF with DIIS) and coupled clus-
ter singles-doubles (CCSD) [30–32] calculations. The
rc-SDP and lb-SDP are solved using the SDP solver
RRSDP [20]. Since DIIS is the standard accelerator for
SCF HF calculations, we compare rc-SDP HF results
with DIIS results. Both rc-SDP HF and DIIS methods
are performed without enforcing a specific spatial sym-
metry. The DIIS solution at the internuclear distance R′
where R′ is differentially larger than the distance R is
obtained by using the DIIS solution at R as an initial
guess.
The SDP solver RRSDP imposes the semidefinite con-
straint on each matrix M through the factorization M =
RRT . For rc-SDP HF, the rank-one constraint on 2M is
readily enforced by defining R to be a rectangular r × 1
matrix. Scaling of RRSDP [20] is determined by the RRT
matrix multiplication for the largest matrix block, which
is the r2×r2 matrix 2M for both rc-SDP and lb-SDP. For
rc-SDP the rank of 2M is one, and hence, the matrix mul-
tiplication scales approximately as r4. For lb-SDP the
rank of 2M scales as r after applying the bound on the
maximum rank from Pataki [33] and Barvinok [34], and
hence, the matrix multiplication scales approximately as
r5.
H4 is known to be a multireferenced diradical system at
square geometries [35, 36]. Hence, molecules constructed
from square H4’s can be expected to be challenging sys-
tems for Hartree-Fock and correlation methods. Here
we examine the dimer of square H4 molecules whose H-
H bond lengths are 1.0 A˚. Figure 1 shows the upper and
lower bounds to the ground-state restricted Hartree-Fock
energy from rc-SDP and lb-SDP, respectively, as well as
the restricted Hartree-Fock energy from DIIS as functions
of the distance R between the H4 monomers. Because the
lb-SDP curve is identical to the rc-SDP and DIIS curves
for R ≤ 2.0 A˚ we have a certificate of global optimality
for that part of the curve. Furthermore, since lb-SDP is
never lower than rc-SDP by more than 0.003 a.u. after
2.0 A˚ the rest of the rc-SDP curve is equal to the glob-
ally optimal Hartree-Fock solution within that threshold.
Its optimality is corroborated by the fact that the rc-SDP
curve is size consistent, meaning that it is asymptotically
equal to exactly twice the restricted Hartree-Fock energy
of the singlet H4 monomer. The energy of the monomer
is the same from both rc-SDP and DIIS and certified to
be globally optimal within 0.001 a.u. by lb-SDP.
For all separations of the dimer larger than 2.0 A˚ the
DIIS method converges to a local solution with D4h sym-
metry while the rc-SDP method converges to the global
C2v solution. At R = 5.0 A˚ the DIIS energy of the dimer
is more than 0.2 a.u. (125 kcal/mol or the energy of a
chemical bond) higher than the size consistent energy of
the global Hartree-Fock solution. If the DIIS algorithm is
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FIG. 2. The ground-state restricted Hartree-Fock energies
from rc-SDP and DIIS and the lower bound from lb-SDP are
shown as functions of the N-N internuclear distance R. When
the energies from rc-SDP and lb-SDP agree, the solution from
rc-SDP is guaranteed to be the global solution of Hartree-
Fock theory. At stretched geometries the DIIS locates a D4h
solution while rc-SDP locates an energetically lower pair of
C2v solutions. By 4.1 A˚ the D4h and C2v solutions differ by
0.375 a.u. (235 kcal/mol). The C2v solutions can be consid-
ered excited states in the Hartree-Fock model since they ana-
lytically continue to excited-state solutions at equilibrium ge-
ometries (not shown); however, because the two iso-energetic
C2v Hartree-Fock solutions are also the global minimum at
stretched geometries, they provide insight into the correlated
ground-state solution of the Schro¨dinger equation.
seeded with an rc-SDP solution, it converges directly to
that solution, showing that like the local DIIS solutions
the rc-SDP solutions also satisfy the restricted Euler-
Lagrange equations. In principle, even from a poor initial
guess, the C2v solution can also be obtained from DIIS
from a repeated application of stability analysis involv-
ing the potentially expensive construction of the Hessian
matrix [37, 38]. Unlike the SDP methods, however, the
DIIS with stability analysis cannot determine whether a
local solution is the global solution. Both the DIIS and
the rc-SDP restricted Hartree-Fock methods generate so-
lutions with 〈Sˆ2〉 = 0 for all R while the unrestricted
Hartree-Fock method produces a solution with 〈Sˆ2〉 = 2
for R > 2.25 A˚.
An accurate description of a stretched triple bond in
N2 is a challenging electronic structure problem [39]. Fig-
ure 2 shows the ground-state restricted Hartree-Fock en-
ergies from rc-SDP and DIIS and the lower bound from
lb-SDP as functions of the N-N internuclear distance R.
Agreement of the energies from rc-SDP and lb-SDP guar-
antees that the solution from rc-SDP is the global solu-
tion of Hartree-Fock theory until R = 2.0 A˚. After 2.0 A˚
lb-SDP produces a non-idempotent 1-RDM and gives a
lower bound on the Hartree-Fock energy; in this stretched
region the rc-SDP likely continues to give the globally
4optimal curve although we do not have a formal mathe-
matical guarantee. As in the (H4)2 example, after 1.5 A˚
the DIIS potential energy curve smoothly diverges from
the rc-SDP global solution to a local solution. At 4.1 A˚
the rc-SDP energy per N atom is −54.118 a.u. which is
0.187 a.u. lower than the energy per N atom from DIIS
and 0.270 a.u. higher than the energy of a single nitro-
gen in its quadruplet state from the restricted open-shell
Hartree-Fock method.
For all internuclear distances larger than 1.6 A˚ the
DIIS method converges to a local solution with D4h sym-
metry while the rc-SDP method converges to the global
C2v solution. We can interpret the N2 solution from rc-
SDP as an ensemble mean-field density matrix with D4h
symmetry, composed of two iso-energetic C2v Slater de-
terminants. As in the previous example, the rc-SDP so-
lutions were additionally verified to be HF minima by
showing that as initial guesses for the DIIS algorithm
they satisfy the Euler-Lagrange equation. In principle,
the C2v determinants from rc-SDP can be computed with
DIIS in combination with Hessian-based stability analy-
sis; unlike the SDP approach, however, stability analysis
cannot determine whether a local solution is also a global
solution [37, 38]. Unlike the unrestricted Hartree-Fock
solution, where 〈Sˆ2〉 = 3 after R = 2.0 A˚, the rc-SDP
and lb-SDP solutions have 〈Sˆ2〉 identically equal to zero
for all R.
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FIG. 3. The potential energy curve of N2 from CCSD per-
formed with the rc-SDP restricted Hartree-Fock reference
wave function is compared with the potential energy curve
from CCSD performed with the standard DIIS restricted
Hartree-Fock reference wave function. The unphysical nature
of the CCSD curve, well documented in the literature, has
been attributed to missing electron correlation. As the bond
is stretched, while CCSD with the D4h reference from DIIS
rises rapidly and then diverges, CCSD with the C2v reference
from rc-SDP yields a physically realistic dissociation curve.
Changes in Hartree-Fock energies and densities can im-
pact correlation energy calculations in two ways: (1) any
change in the Hartree-Fock energy changes the correla-
tion energy by its very definition and (2) any change in
the Hartree-Fock density (or the Hilbert space spanned
by the molecular orbitals) changes the reference wave
function employed in many-electron correlation methods
including coupled cluster [30–32] and parametric RDM
methods [40]. Figure 3 explores the effect of using the
global C2v solution rather than the D4h solution as the
reference wave function in CCSD. The treatment of N2
by CCSD has been widely documented in the litera-
ture where the unphysical behavior of the N2 curve from
CCSD has been attributed to the absence of T3 and T4
excitation amplitudes [20, 41]. The results in Fig. 3, how-
ever, show that in the dissociation limit, while CCSD
with the D4h reference rises rapidly and then diverges,
CCSD with the C2v reference yields a physically realistic
dissociation curve.
State-of-the-art calculations on the H4 dimer [35, 36,
42] and the N2 molecule [43] require an explicit treat-
ment of multiple determinants in the reference wavefunc-
tion, known as multireference correlation. The presented
global-minimum Hartree-Fock theory can be useful in
identifying the determinants in the H4 dimer and the N2
molecule that contribute most significantly to the strong
electron correlation. Symmetry-broken determinants, for
example, can be employed as an N -electron basis in a
symmetry-restoring configuration interaction.
The SDP-based Hartree-Fock algorithms have also
been applied to Cr2, CN, and NO2 [44] where there are
many local solutions, especially in the case of Cr2. In
these and other larger systems with symmetry break-
ing, alternatives to the local solution of the Hartree-Fock
equations become essential to identifying the global solu-
tion. Because stability analysis only distinguishes local
minima from saddle points [37, 38], it becomes less useful
in the presence of multiple local solutions as can occur in
larger strongly correlated molecular systems and materi-
als.
We have presented an RDM formulation of Hartree-
Fock theory, based on semidefinite programming, that
yields upper and lower bounds on the Hartree-Fock solu-
tion. When these bounds are equal, they provide a cer-
tificate guaranteeing the globally optimal Hartree-Fock
solution. As electrons become more strongly correlated,
methods for Hartree-Fock based on the self-consistent-
field approach like DIIS can converge to stationary points
of Hartree-Fock theory with potentially non-global ener-
gies and densities. The SDP-based restricted Hartree-
Fock method is directly extendable to a restricted open-
shell Hartree-Fock method and an unrestricted Hartree-
Fock method, which will be presented elsewhere.
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