M-SBL Implementation for Super-Resolution Microscopy using Speckle Illumination The M-SBL addresses the recovery of a set of signal vectors that share a common support [1] [2] [3] [4] [5] [6] [7] [8] [9] . For simplicity, we describe a typical form of the M-SBL algorithm for recovery of 1D signals with a common support. More specifically, let m, n and T be positive integers with m ≤ n. Then, for a given noisy observation matrix (Y = [y 1 , · · · , y T ] ∈ C m×T ) and a sensing matrix (A ∈ C m×n ), the common support recovery problem is given by the problem formulated as follows:
the common support recovery problem is given by the problem formulated as follows:
subject to Y − AX F < δ,
where X = [x 1 , · · · , x T ] ∈ R n×T , x t is the t-th column of X, and X 0 denotes the number of non-zero rows in X. The Frobenius norm · F is used to measure the discrepancy between the 1 data and the model. Here, the measurement matrix Y consists of multiple vectors obtained from distinct snapshots, and we are interested in X which is composed of multiple unknown image vectors; thus, equation (1) is often called a multiple measurement vector (MMV) problem [1] [2] [3] [4] [5] [6] [7] [8] [9] .
In the proposed super-resolution microscopy using speckle illumination, m, n and T correspond to the number of CCD elements, reconstruction domain pixel, and snapshot time points, respectively. In order to apply the M-SBL for 2D image patches, the patches are first vectorized in a lexicographical order and the measurement vector Y was constructed by collecting vectors from multiple snapshot images from the speckle illuminations. In addition, the sensing matrix A was generated from the PSFs of the imaging system. A primary advantage of the MMV deconvolution formulation is that the common support condition is used to further improve the reconstruction results beyond the conventional limits observed in the standard deconvolution algorithms.
Under the appropriate assumptions of noise and signal Gaussian statistics, the original form of the M-SBL minimizes the following cost function 1 :
where
and σ 2 denotes the measurement noise variance that should be estimated, and A * is the transpose of A. Recently, a critical contribution by Wipf 2 was the demonstration that the Gaussian assumption for X and the corresponding empirical Bayesian interpretation were not necessary because that the 2 minimization problem of the cost function in equation (2) can be equivalently represented as the following regularized least squares framework :
where g msbl (X) is a deterministic penalty given by
The first term in (5) functions to boost the supports that have a large contribution from multiple recovery, whereas the second log | · | term corresponds to a non-separable penalty that filters many local minimizers in joint support recovery problem 2, 10 . This hybrid penalty makes the algorithm robust in reconstructing the common support. In our implementation, the following alternating minimization steps for M-SBL proposed in Reference 1 was used.
1. Minimization with respect to X: For a given estimate γ (k) at the k-th iteration, we find a closed form solution for X in (4):
2. Minimization with respect to γ: In this step, for a given X (k) , we need to find the update rule for γ (k+1) . The following update rule is derived in Reference 1 :
The following noise variance update rule is given in Reference 1 :
In this paper, we used a fixed number of iterations (i.e. 20), which we found sufficient for convergence. Finally, the final solution for our proposed super-resolution imaging problem is computed as follows:
