We study the problem of estimating some unknown regression function in a β-mixing dependent framework. To this end, we consider some collection of models which are finite dimensional spaces. A penalized leastsquares estimator (PLSE) is built on a data driven selected model among this collection. We state non asymptotic risk bounds for this PLSE and give several examples where the procedure can be applied (autoregression, regression with arithmetically β-mixing design points, regression with mixing errors, estimation in additive frameworks, estimation of the order of the autoregression ...). In addition we show that under a weak moment condition on the errors, our estimator is adaptive in the minimax sense simultaneously over some family of Besov balls.
Introduction
We consider the problem of estimating the unknown function f , from R k into R, based on the observation of n (possibly) dependent data (Y i , X i ), 1 ≤ i ≤ n, arising from the model
We assume that ( X i ) 1≤i≤n is a stationary sequence of random vectors in R k and we denote by µ the common law of the X i 's. The ε i 's are unobservable identically distributed centered random variables admitting a finite variance denoted by σ 2 2 . Throughout the paper we assume that σ 2 2 is a known quantity (or that a bound on it is known). In this introduction, we assume that the ε i 's are independent random variables. As an example of model (1.1), consider the case of a random design set X i = X i with values in [0, 1] with a regression function f assumed to satisfy some Hölderian regularity condition sup 0≤x<y≤1 |f (x) − f (y)| (y − x) α = |f | (α) < +∞ (1.2) for some α ∈ (0, 1]. Another possible illustration is a linear autoregressive model
where k is an integer smaller than k. This means that Y i = X i , X i = (X i−1 , . . . , X i−k ) and f (u 1 , ..., u k ) = have been some generalizations to the cases of unknown α and k , but then the results are typically given in an asymptotic form (as n → +∞).
In this paper, the aim is to introduce an estimation procedure for Model (1.1) which, when applied to some Hölderian function f satisfying (1.2) with unknown values of α and |f | (α) , will perform almost as well as a procedure based on the knowledge of those two parameters. This is what is usually called adaptation. In the same way, our procedure will result in estimation of Model (1.3) with an unknown value of k (k ≤ k, k known) which is almost as good as if k were known. Moreover, the results will be given in the form of non asymptotic bounds for the risk of our estimators. Many other examples can be treated by the same method. One could, for instance, replace the regularity conditions (1.2) by more sophisticated ones and Model (1.3) by a nonlinear analogue.
In order to explain the main idea underlying the approach, let us turn back to the two previous examples. Model (1.3) says that f belongs to some specific k -dimensional linear space S k of functions from R k to R. When k is known, a classical estimator of f is the least squares estimator over S k . Dealing with an unknown k therefore amounts to choosing a "good" valuek of k from the data. By "good", we mean here that the estimation procedure based onk should perform almost as well as the procedure based on the true value of k .
The treatment of Model (1.1) when f satisfies a condition of type (1.2) is actually quite similar. Let us expand f in some suitable orthonormal basis {φ j } j≥1 of L 2 ([0, 1], dx) (the Haar basis for instance). Then (1.1) can be written as Y i = ∞ j=1 β j φ j (X i ) + ε i and a classical procedure for estimating f is as follows: define S J to be the J-dimensional linear space generated by φ 1 , . . . , φ J andf J to be the least squares estimator on S J , that is the least squares estimator for Model (1.1) when f is supposed to belong to S J . The problem is to determine from the data set someĴ in such a way that the least squares estimatorfĴ performs almost as well as the best least-squares estimator of f , i.e. the one which achieves the minimum of the risk.
In order to give a further explanation of the procedure, we need to be precise as to the "risk" we are dealing with. Throughout the paper we consider least-squares estimators of f , obtained by minimizing over a finite dimensional linear subspace S ⊂ L 2 (R k , dx) the (least squares) contrast function γ n defined by
A minimizer of γ n in S,f S , always exists but might not be unique. Indeed, in common situations the minimization of γ n over S leads to an affine space of possible solutions and then it becomes impossible to consider the L 2 (R k , dx)-quadratic risk of "the least-squares estimator" of f in S. In contrast, the (random) R n -vector (f S ( X 1 ), ...,f S ( X n )) is always uniquely defined; this is the reason we consider the risk off S based on the design points, i.e.
In addition, under suitable assumptions on the design set and the ε i 's, the risk of f S can be decomposed in a classical way into a bias and a variance term. More precisely, we have for S J generated by the Haar basis (φ j ) 1≤j≤J as above. Then (1.2) standardly implies that d µ (f, S J ) ≤ C|f | (α) J −α whatever µ. When α and |f | (α) are known, it is possible to determine the value of J that minimizes (1.6). If α and |f | (α) are unknown, the problem of adaptation, that is doing almost as well as if they were known, clearly amounts to choosing an estimation procedureĴ based on the data, such that the estimator based onĴ is almost as good as the estimator based on the optimal value of J. The analogy with the study of Model (1.3) then becomes obvious and we have shown that the problem of adaptation to some unknown smoothness for Hölderian regression functions amounts to what is generally called a problem of model selection, that is finding a procedure solely based on the data to choose one statistical model among a (possibly large) family of such models, the aim being to choose automatically a model which is close to optimal in the family for the problem at hand. Let us now describe this procedure.
We start with a finite collection of possible models {S m , m ∈ M n } for f , each S m being a finite-dimensional linear subspace of L 2 (R k ). The family of models usually depends on n and the function f may or may not belong to one of them. Let us denote byf m the least squares estimator for Model (1.1) based on the model class S m . We look for a model selection procedurem with values in M n , based solely on the data and not on any prior assumption on f , such that the risk of the resulting procedurefm is almost as good as the risk of the best least squares estimator in the family. Therefore an ideal selection procedurem should look for an optimal tradeoff between the bias term d 2 µ (f, S m ) and the variance term σ 2 2 dim(S m )/n. Our aim is to findm such that
which means that, up to the constant C, our estimator chooses an optimal model.
It is important to notice that an estimator which satisfies (1.7) has many interesting properties provided that the family of models S m has been suitably chosen. In particular this estimator is adaptive in the minimax sense with respect to many well-known classes of smoothness. The connections between adaptation and model selection and the nice properties of any estimatorfm satisfying (1.7) have been developed at length in Barron, Birgé and Massart (1999) Chapter 5 and many illustrations of potential applications of our results can be found there and in Birgé and Massart (1997) . We shall content ourselves in the sequel with a limited number of applications and we refer the interested reader to those papers.
Our model selection criterion is closely related to the classical C p criterion of Mallows (1973) . For each model m we compute the normalized residual sum of squares:
2 and we choosem in order to minimize among all models m ∈ M n the penalized residual sum of squares γ n (f m ) + pen(m). Mallows' C p criterion corresponds to pen(m) = 2σ 2 2 dim(S m )/n. In this paper, we want to see how one needs to modify Mallows' C p when the errors or the covariates are correlated.
There have been many studies concerning model selection based on Mallows' C p or related penalized criteria like Akaike's or the BIC criterion for regressive and autoregressive models (see Akaike (1973; 1974) , Shibata (1976; 1981) , Li (1987) , Polyak and Tsybakov (1992) , among many others . . . ). A common characteristic of these results is their asymptotic character. Extensions of these penalized criteria for data-driven model selection procedures have been done in Barron (1991; 1993) , Barron and Cover (1991) and Rissanen (1984) . More recently, a general approach to model selection for various statistical frameworks including density estimation and regression has been developed in Birgé and Massart (1997) and Barron, Birgé and Massart (1999) , with many applications to adaptive estimation. An original characteristic of their viewpoint is its non asymptotic feature. Unfortunately, their general approach imposes restrictions on the regression model (1.1), (e.g. the regression function needs to be bounded by some known quantity) which makes it unattractive for practical issues. We relax such restrictions and also obtain non asymptotic results. Our approach is inspired from Baraud's (2000) work. Although there have been many results concerning adaptation for the classical regression model with independent variables, not much is known to our knowledge concerning general adaptation methods for regression involving dependent variables. It is not within the scope of this paper to make an historical review for the case of independent variables. Concerning dependent variables, it is worth mentioning the work of Modha and Masry (1996) which deals with Model (1.1) when the process ( X i , Y i ) i∈Z is strongly mixing and when the function f satisfies some Fourier-transform-type representation. In Modha and Masry (1998) , the problem of one step ahead prediction of real valued stationary exponentially strongly mixing processes is considered. Minimum complexity regression estimators based on Legendre polynomials are used to estimate both the model memory and the predictor function. In the particular case of an autoregressive model their approach does not lead to optimal rates of convergence. In the case of a one dimensional first order autoregressive model, Neumann and Kreiss (1998) and Hoffmann (1999) study the behavior of nonparametric adaptive estimators (local polynomials and wavelet thresholding estimators) by approximating an AR(1) autoregression experiment by a regression experiment with independent variables. Our estimation procedure is the same as that proposed by Baraud (2000) in the case of a regression framework with deterministic design points and i.i.d. errors. Thus, we show that the procedure is robust (to a certain extent) to possible dependency between the data ( X i , Y i )'s. More precisely, we assume that the data are β-mixing (for a precise definition of β-mixing, see Kolmogorov and Rozanov (1960) ) and we show that under an adequate condition on the decay of the β-mixing coefficients (for instance arithmetical or geometrical decay) the estimation procedure is still relevant. Of course, this robustness with respect to dependency is obvious when the sequences of X i 's and ε i 's are independent and when the ε i 's are i.i.d.. Indeed, the result can merely be obtained by arguing as follows. We start from Inequality (11) in Baraud (2000, Corollary 3 .1) which gives the result conditionally to the variables X i 's. Then, by integrating with respect to those, one gets (1.7). We emphasize that the result holds under mild assumptions on the statistical framework (an adequate moment condition on the i.i.d. errors and stationarity of the distribution of the X i 's). Consequently, we shall only consider either the case where the sequences of X i 's and ε i 's are dependent or the case where the ε i 's are dependent.
The case of β-mixing data is natural in the autoregression context, where, in addition, the above condition on the β-mixing coefficients is usually met. This makes the procedure of particular interest in this case.
Our techniques of proof are based on the work of Baraud (2000) . Unfortunately, the possible dependency of the X i 's prevents us from directly using classical inequalities on product measures like Talagrand (1996) 's concentration inequalities. Taking advantage of the β-mixing assumptions, we instead use coupling techniques derived from Berbee's Lemma (1979) and inspired from Viennet's (1997) work in order to approximate the original sequence ( X i ) 1≤i≤n by a new sequence built on independent blocks. Lastly, we mention that the results presented in this paper can be extended to the case where the variance σ 2 2 of the errors is unknown, which is the practical case, by estimating it by residual least-squares. For further details we refer to Baraud's (1998) PhD thesis, where a previous version of this work is available.
The paper is organized as follows: the estimation procedure and the main assumptions are given in Section 2. We apply the procedure to various statistical frameworks in Section 3. In each of these frameworks, we state non asymptotic risk bounds, the proofs of those results being delayed to Section 6. Section 4 is devoted to the main result (treating the case of independent errors), Section 5 to an extension to the case of dependent errors. The proof of those results are given in Sections 7 to 10.
2. The estimation procedure and the assumptions We observe pairs (Y i , X i ), i = 1, . . . , n arising from Model (1.1) and our aim is to estimate the unknown function f from R k into R, on some (compact) subset A ⊂ R k . Our estimation procedure is the following one. We consider a finite family of linear subspaces {S m } m∈Mn of (L 2 (A, dx), ). We assume that the S m 's are finite dimensional linear spaces consisting of A-compactly supported functions. Hereafter, D m denotes the dimension of S m and f m the L 2 (R k , µ)-projection of f onto S m . We associate to each S m a least-squares estimatorf m of f which minimizes among t ∈ S m the empirical least-squares contrast function γ n defined by (1.4). Note that such a minimizer might not be unique as an element of S m but the R n -vector (f m ( X 1 ), ...,f m ( X n )) is uniquely defined. We select our estimatorf among the family of least-squares estimators {f m } m∈Mn in the following way: given a nonnegative penalty function pen(·) on M n , we definem as the minimizer among M n of the penalized criterion
and we setf =fm ∈ Sm. The choice of the penalty function is the main concern of this paper.
The main assumptions used in the paper are listed below. Assumptions (H ε ) and (H X,ε ) will be weakened in Section 5:
(H X ) The sequence ( X i ) i≥0 is identically distributed with common law µ admitting a density h X w.r.t. the Lebesgue measure which is bounded from below and above, i.e.
(H ε ) The sequence ε i 's are i.i.d. centered random variables admitting a finite variance denoted by σ (H X,ε ) For all i ∈ {1, ..., n}, ε i is independent of the sequence ( X j ) j≤i .
(H S ) There exists a constant Φ 0 such that for any pair (m, m ) ∈ M 2 n , and
Comments. Assumption (H X,Y ) is equivalent to the β-mixing of the sequence of the ( X i , ε i )'s, which is the property which is used in the proof. As mentioned in the introduction, if the sequences ( X i ) 1≤i≤n and (ε i ) 1≤i≤n are independent and the ε i 's are i.i.d., then the result can be obtained under milder conditions. In particular, except stationarity, no other assumption on the distribution of the X i 's is required. Condition (H S ) is most easily fulfilled when the collection of models is nested, i.e. is an increasing sequence (for inclusion) of linear spaces and when there exists some
This connection between the sup-norm and the L 2 (A, dx)-norm is satisfied for numbers of collections of models of interest. Birgé and Massart (1998) 
Hence (2.9) holds if and only if there exists an orthonormal basis (φ λ ) λ∈Λ(m) of S m such that (2.11) and then the result is true for any orthonormal basis of S m .
Examples
In the section we apply our estimation procedure to various statistical frameworks. In each framework, we give an example of a collection of models {S m , m ∈ M n } and for some x > 1, choose the penalty term to be equal to
except in Section 3.3 where the penalty term is chosen in a different way. In each case, we give sufficient conditions forf =fm to achieve the best trade-off (up to a constant) between the bias and the variance term among the collection of estimators {f m , m ∈ M n }. Namely, we show that for any
for some constant R = R(ρ) to be specified. With no loss of generality we shall assume that A = [0, 1] k . Those results, proved in Section 6, derive from our main theorems which are to be found in Sections 4 and Section 5.
3.1. Autoregression framework We deal with a particular feature of the regression framework (1.1), the autoregression framework of order 1 given by
The process is initialized with some real valued random variable X 0 .
We assume the following:
The random variable X 0 is independent of the ε i 's. The ε i 's are i.i.d. centered random variables admitting a density, h ε , with respect to the Lebesgue measure and satisfying σ
The density h ε is a positive bounded and continuous function and the function f satisfies for some 0 ≤ a < 1 and
The sequence of the random variables X i 's is stationary of common law µ.
The existence of a stationary law µ derives from the assumptions on the ε i 's and f . To estimate f we use the collection of models given below.
Collection of piecewise polynomials: Let r be some positive integer and m(n) the largest integer such that r2
(int [u] denotes the integer part of u). Let M n be the set of integers {0, . . . , m(n)}, for each m ∈ M n we define S m as the linear span of piecewise polynomials of degree less than r based on the dyadic grid {j/2
The result onf is the following one.
Proposition 1. Consider the autoregression framework (3.13) and assume
To obtain results in probability on f 1 I A −f 2 n , it is actually enough to assume E[|ε i | p ] < ∞ for some p > 2, we refer to (4.29) and the comment given there.
Regression framework
We give an illustration of Theorem 1 in case of regression with arithmetically β-mixing design points. Of course the case of autoregression with arithmetically β-mixing X i 's can be treated similarly. Let us consider the regression model
In this section, we consider a sequence ε i for i ∈ Z and we take the X i 's to be generated by a standard time series model:
Then we make the following assumption The value 17 as bound for d is certainly not sharp. The model (3.16) for the X i 's together with the assumptions on the coefficients a j aim at ensuring that (H X,Y ) is fulfilled with arithmetically β-mixing variables. Of course, any other model implying the same property would suit. We introduce the following collection of models.
Collection of wavelets: For any integer
, dx)-orthonormal system of compactly supported wavelets of regularity r built by Cohen, Daubechies and Vial (1993) . For some positive integer J n > J 0 , let S n be the space spanned by the φ J0,k 's for (J 0 , k) ∈ Λ(J 0 ) and by the {ϕ j,k 's for (j, k) ∈ ∪ Jn−1 J=J0 Λ(J)}. The integer J n is chosen in such a way that dim(S n ) = 2
Jn is of order n 4/5 / ln(n). We set M n = {J 0 , ..., J n − 1} and for each m ∈ M n we define S m as the linear span of the φ J0,k 's for (J 0 , k) ∈ Λ(J 0 ) and the
For a precise description and use of these wavelet systems, see Donoho and Johnstone (1998) . These new functions derive from Daubechies' wavelets (1992) at the interior of [0, 1] and are boundary corrected at the "edges".
Proposition 2. Assume that f 1 I A ∞ < ∞ and that for all m ∈ M n , the constant functions belong to S m . If (H Reg ) is satisfied, then (3.12) holds true for some constant R depending on
3.3. Regression with dependent errors We consider the regression framework
We observe the pairs (Y i , X i ) for i = 1, ..., n. We assume that
The real number a satisfies 0 ≤ a < 1, and the u i 's are i.i.d. centered random variables admitting a common finite variance. The law of the ε i 's is assumed to be stationary admitting a finite variance σ 2 2 . The sequence of the X i 's is geometrically β-mixing (i.e. satisfying (6.31)) and the sequences of the X i 's and the ε i 's are independent.
Geometrically β-mixing X i 's can be generated by an autoregressive model with a regression function g and errors η i satisfying an assumption of the same kind as (H AR1 ) in Section 3.1.
The main difference between this framework and the previous one lies in the dependency between the ε i 's. To deal with it, we need to modify the penalty term:
then by using the collection of piecewise polynomials described in Section 3.1 and applying the estimation procedure given in Section 2 we have that the estimatorf satisfies for any ρ ∈]1, x[,
In contrast with the results of the previous examples, we cannot give a choice of a penalty term which would work for any value of a. An unknown lower bound for the choice of the penalty term seems to be the price to pay when the ε i 's are no longer independent. This example shows how this lower bound varies with respect to unknown number a, this number quantifying in some sense a discrepancy to independence (the independence corresponds to a = 0). We also see that a choice of the penalty term of the form
with κ large is safer than a choice of κ close to 1. This should be kept in mind every time the independence of the ε i 's is debatable (we refer the reader to the comments following Theorem 2).
3.4. Additive models We consider the additive regression models, widely used in Economics, described by
where the ε i 's are i.i.d. and e f denotes a constant. Model (3.20) follows from Model (1.1) with
For identifiability, we assume that [0, 1] f i (x)dx = 0, for i = 1, ..., k. Such a model assumes that the effects on Y of the variables X (j) are additive. Our aim is to estimate f on A = [0, 1] k . The estimation method allows to build estimators of f 1 , . . . , f k in different spaces.
Let be some integer. We define S (1) as the linear space of piecewise polynomials t of degree less that r, r ≥ 1, based on the dyadic grid {j/2 , j = 0, . . . , 2 } ⊂ [0, 1], satisfying [0, 1] t(x) dx = 0 and S (2) as the linear span of the functions
n and M
n denote respectively the sets of integer {0, ..., m 1 (n)} and {0, ..., m 2 (n)}. We propose to estimate the f i 's either by piecewise or trigonometric polynomials. To do so, we introduce the choice function g from {1, ..., k} into {1, 2} and consider the following collections of models.
Mixed additive collection of models:
The performance off is given by the following result Proposition 4. Assume that f 1 I A ∞ < ∞, that the sequence of the ( X i , Y i ) is geometrically β-mixing, i.e. satisfies (6.31) and that (H X ), (H ε ) and (H X,ε ) are fulfilled. Consider the additive regression framework (3.20) with the above collection of models. If σ
We can deduce from Proposition 4 that our procedure is adaptive in the minimax sense. The point of interest is that the additive framework avoids the curse of dimensionality in the rate of convergence i.e. we can derive similar rates of convergence for k ≥ 2 as for k = 1.
Let α > 0 and l > 2, we recall that a function f from [0, 1] into R belongs to the Besov space B α,l,∞ if it satisfies
where w d (f, y) l denotes the modulus of smoothness. For a precise definition of those notions we refer to DeVore and Lorentz (1993) , Chapter 2, Section 7. Since for l ≥ 2, B α,l,∞ ⊂ B α,2,∞ , we now restrict ourselves to the case where l = 2. In the sequel, for any L > 0 B α,2,∞ (L) denotes the set of functions which belong to B α,2,∞ and satisfy |f | α,2 ≤ L. Then the following result holds.
Comments.
• In the case where k = 1, by using the collection of piecewise polynomials described in Section 3.1, (3.21) holds under the weaker assumption that α > 0, we refer the reader to the proof of Proposition 5.
• A result of the same flavor can be established in probability, this would require a weaker moment condition on the ε i 's. Namely, using (4.29) we show similarly that for any η > 0, there exists a positive constant C(η) (also depending on k, L, α and R) such that
with probability greater or equal to 1 − η, as soon as
3.5. Estimation of the order of an additive autoregression Consider an additive autoregression framework,
where the ε i 's are i.i.d. and e f denotes a constant. Under suitable assumptions ensuring that the X i = (X i−1 , ..., X i−k ) 's are stationary and geometrically β-mixing, the estimation of f 1 ,...,f k can be handled in the same way as in the previous section. The aim of this section is to provide an estimator of the order of autoregression, i.e. an estimator of the integer k 0 (k 0 ≤ k, k being known) satisfying f k0 = 0 and f i = 0 for all i > k 0 . To do so, let M n = k j=0 M j,n (we use the notations introduced in Section 3.4) and consider the collection of models {S m , m ∈ M n }. We estimate k 0 byk 0 =k 0 (x) defined as the first coordinate ofm,m being given bŷ
We measure the performance ofk 0 via that off =fm, the latter being known, under the assumptions of Theorem 1, to achieve the best trade-off (up to a constant) between the bias term and the variance term among the collections of least-squares estimators {f m , m ∈ M n }.
The main result
In this section, we give our main result concerning the estimation of a regression function from dependent data. Although this result considers the case of particular collections of models, extension including very general collections are to be found in the comments following the theorem.
4.1. The main theorem Let S n be some finite dimensional linear subspace of
We assume that there exists some
The second condition means that for each λ, the supports of φ λ and φ λ are disjoint except for at most Φ 1 functions φ λ 's. We shall see in Section 10 that those conditions imply that (2.9) holds with Φ 2 0 = Φ 3 1 . In addition we assume some constraint on the dimension of S n (H Dn ) (Ψ,b) There exists an increasing function Ψ mapping R + into R + satisfying for some K > 0 and
Theorem 1. Let us consider Model (1.1) with f an unknown function from R k into R such that f 1 I A ∞ < ∞ and where Conditions (H X ), (H ε ) and (H X,ε ) are fulfilled. Consider a family {S m } m∈Mn of linear subspaces of S n . Assume that {S m } m∈Mn satisfies (H S ) and that S n satisfies (H Sn ) and (H Dn ) (Ψ,b) . Suppose that (H X,Y ) is fulfilled for a sequence of β-mixing coefficients satisfying
for some M > 0 and for some constant B (given by (7.46)). For any x > 1, let pen be a penalty function such that
where C is a constant depending on p, x, ρ,p, Φ 0 , h 0 , h 1 , M, K and R n is given by
1. The functions Ψ of particular interest are either of the form Ψ(u) = ln (u) or Ψ(u) = u c with 0 < c < 1/4. In the first case, (4.24) is equivalent to a geometric decay of the β-mixing coefficients (then, we say that the variables are geometrically β-mixing), in the second case (4.24) is equivalent to an arithmetic decay (the sequence is then arithmetically β-mixing).
2. A choice of D n small in front of n allows to deal with stronger dependency between the (Y i , X i )'s. In return, choosing D n too small may lead to a serious drawback with regard to the performance of the PLSE. Indeed, in the case of nested models, the smaller D n the smaller the collection of models and the poorer the performance off .
3. Assumption (H Sn ) is fulfilled when S n is generated by piecewise polynomials of degree r on [0, 1] (in that case Φ 1 = 2(r + 1) suits) or by wavelets as those described in Section 3.2 (a suitable basis is obtained by rescaling the father wavelets φ J0,k 's).
4. We shall see in Section 10 that the result of Theorem 1 holds for a larger class of linear spaces S n (i.e. for S n 's which do not verify (H Sn )), provided that (4.23) is replaced by It is worth noticing that the constant in front of this term, i.e.
only depends on x and ρ, and not on unpleasant quantities such as h 0 , h 1 . If Theorem 1 gives no precise recommendation on the choice of x to optimize the performance of the PLSE, it suggests, in contrast, that a choice of x close to 1 is certainly not a good choice since it makes the constant C 1 (x, ρ) blow up (we recall that ρ must belong to ]1, x[). Fix ρ, we see that C 1 (x, ρ) decreases to 1 as x becomes large; the negative effect of choosing x large being that it increases the value of the penalty term.
6. Why does Theorem 1 give a result for values ofp = 1? By using Markov's inequality, we can derive from (4.26) a result in probability saying that for any τ > 0,
< ∞ for some p > 2 and if it is possible to choose Ψ(u) of order a power of ln(u) (this is the case when the (Y i , X i )'s are geometrically β-mixing) then one can choose both b in (H Dn ) (Ψ,b) andp small enough to ensure that p > 2(1 + 2p)/(1 − 4b). Consequently we get that (4.29) holds true under the weak assumption that E[|ε 1 | p ] < ∞ for some p > 2. Lastly we mention that an analogue of (4.29) where f 1 I A −f 2 n is replaced by f 1 I A −f 2 µ can be obtained. This can be derived from the fact that, under the assumptions of Theorem 1, the (semi)norms µ and n are equivalent on S n on a set of probability close to 1 (we refer to the proof of Theorem 1 and for further details to Baraud (2001) ).
7. For adequate collection of models, the quantity R n remains bounded by some number R not depending on n. In addition, if for all m ∈ M n , the constants belong to S m , then the quantity f 1 I A ∞ involved in R n can be replaced by the smaller one f 1 I A − f 1 I A ∞ .
Generalization of Theorem 1
In this Section we give an extension of Theorem 1 by relaxing the independence of the ε i 's and by weakening Assumption (H X,ε ). In particular, the next result shows that the procedure is robust to possible dependency (to some extent) of the ε i 's. We assume that (H' ε ) The ε i 's satisfy for some positive number ϑ
In addition Assumption (H X,ε ) is replaced by the milder one (H' X,ε ) For all i ∈ {1, ..., n}, X i and ε i are independent.
Then the following result holds Theorem 2. Consider the assumptions of Theorem 1 and replace (H ε ) by (H' ε ) and (H X,ε ) by (H' X,ε ). For any x > 1, let pen be a penalty function such that
Then, the result (4.26) of Theorem 1 holds for a constant C that also depends on ϑ.
• In the case of i.i.d. ε i 's and under Assumption (H X,ε ) (which clearly implies (H' X,ε )), it is straightforward that (5.30) holds with ϑ = σ 2 2 . Indeed under
Then, we recover Theorem 1.
• Assume that the sequences ( X i ) i=1,...,n and (ε i ) i=1,...,n are independent (which clearly implies (H' X,ε )) and that the ε i 's are β-mixing. Then, we know from Viennet (1997) that there exists a function d β depending on the β-mixing coefficients of the
which amounts to taking ϑ = ϑ(β) = E ε 2 1 d β (ε 1 ) in (5.30). Roughly speaking ϑ(β) is close to σ 2 2 when the β-mixing coefficients of the ε i 's are close to 0 which corresponds to the independence of the ε i 's. Thus, in this context the result of Theorem 2 can be understood as a result of robustness, since ϑ(β) is unknown. Indeed, the penalized procedure described in Theorem 1 with a penalty term satisfying, for some κ > 1,
still works if ϑ(β) < κσ 2 2 . This also means that if the independence of the ε i 's is debatable, it is safer to increase the value of the penalty term.
Proof of the propositions of Section 3
6.1. Proof of Proposition 1. The result is a consequence of Theorem 1. Let us show that under (H AR1 ) the assumptions of Theorem 1 are fulfilled. Condition (H ε ) is direct. Under (3.14) it is clear that f 1 I [0,1] ∞ < ∞ holds true. We now set S n = S m(n) and Ψ(x) = ln 2 (x). Since
(H Dn ) (Ψ,b) holds for any b > 0 and for some constant K = K(b). As to Conditions (H S ) and (H Sn ), they hold with Φ 0 = r (we refer to Birgé and Massart (1998) ). Under Condition (3.14), we know from Duflo (1997) that the process (X i ) i∈N admits a stationary law µ. Furthermore, we know that if the ε i 's admit a positive bounded continuous density with respect to the Lebesgue measure then so does µ. This can easily be deduced from the connection between h X and h ε given by
Then we can derive the existence of positive numbers h 1 and h 0 bounding the density h X from above and below on [0, 1] and thus (H X ) is true. In addition we know from Doukhan (1994) that under (3.14) the X i 's are geometrically β-mixing i.e. there exist two positive constant Γ, θ such that
Lastly, the ε i 's being independent of the sequence (X j ) j<i , (H X,ε ) is true and we know that the β-mixing coefficients of both sequences (X i−1 , ε i ) i=1,...,n and (X i−1 ) i=1,...,n are the same. Consequently, Condition (H X,Y ) holds and (4.24) is fulfilled. By choosingp = 1, Theorem 1 can be applied if E[|ε i | p ] < ∞ for some p > 6/(1 − 4b). This is true for b small enough and then (3.12) follows from (4.26) with
Take R = CR where C is the constant involved in (4.26) to finish the proof of Proposition 1.
Proof of Proposition 2. Conditions (H S
and (H Sn ) are fulfilled (we refer to Birgé and Massart (1998) ). Next we check that (H X,Y ) holds true and more precisely that the sequence (ε i , X i ) 1≤i≤n is arithmetically β-mixing with β-mixing coefficients satisfying ∀q ∈ {1, ..., n}, β q ≤ Γq −θ , (6.32) for some constants Γ > 0 and θ > 15. For that purpose, simply write (ε t , X t ) = ∞ j=0 A j e(t − j) with e(t − j) = (ε t−2j , ε t−1−2j ) , for j ≥ 0, A 0 is the 2 × 2-identity matrix and A j = 0 0 0 a j . Then Pham and Tran's (1985) Theorem 2.1 implies under (H Reg ), that (ε t , X t ) is absolutely regular with coefficients
. This implies (6.32) with θ = d − 2 > 15. In addition, it can be proved that if a j = j −d then β n ≥ C(d)n −d , which shows that we do not reach the geometrical rate of mixing. Clearly the other assumptions of Theorem 1 are satisfied and it remains to apply it with p = 30 (a moment of order 30 exists since the ε i 's are gaussian), Ψ(u) = u 1/5 andp = 1. An upper bound for R n which is does not depend on n can be established in the same way as in the proof of Proposition 1.
6.3. Proof of Proposition 3. The line of proof is similar to that of Proposition 1, the difference lying in the fact that we need to check the assumptions of Theorem 2. Most of them are clearly fulfilled, we only check (H X,Y ) and (H' ε ). We note that the pairs ( X i , Y i )'s are geometrically β-mixing (which shows that (H X,Y ) holds true) since both sequences X i 's and ε i 's are geometrically β-mixing (since the ε i 's are drawn from a "nice" autoregression model, we refer to Section 3.1) and are independent. Next we show that (H' ε ) holds true with ϑ = (1 + 2a/(1 − a))σ 2 2 . This will end the proof of Proposition 3. For all t ∈ L 2 (R k , µ),
by Cauchy-Schwarz's inequality. Therefore, we obtain
which gives the result.
Proof of Proposition 4.
Proposition is a consequence of Theorem 1. It is enough to apply it withp = 1. In the sequel, we check that the assumptions of the theorem are fulfilled and we bound R n (given by (4.27)) by some constant that does not depend on n. To bound the β-mixing coefficients of the sequence of the (Y i , X i )'s, we argue as in the proof of Proposition 1, with S n = S (m g(1) (n),...,m g(k) (n)) , dim(S (m g(1) (n),...,m g(k) (n)) ) ≤ √ n/ ln 3 (n) and Ψ(n) = ln 2 (n). Inequality (4.28) is verified (thus condition (H Sn ) can be omitted). Let us now check (H S ). Since for all m, m ∈ M n , S m + S m and S n belong to the collection of models {S m , m ∈ M n }, the assumption (H S ) holds true if we prove that (2.9) is satisfied for any S m , m ∈ M n . Now note that for each m ∈ M n , the following decomposition in
where i) ) mi does, which is true. Now the fact that the S m 's satisfy (2.9) is a consequence of this lemma
If for each i = 1, . . . , k, S (i) satisfies (2.9), then so does
Proof. The result follows from a Cauchy Schwarz argument: for all
To finish the proof of Proposition 4 we bound R n by some constant R which does not depend on n. Note that |M n | is of order a power of ln(n) so the point is to show that m∈Mn D −2 m (we recall thatp = 1 and p > 6) remains bounded by some quantity which does not depend on n. Now for each m = (k, m 1 , ..., m k ) ∈ M n we have that D m is of order 2 m1 + ... + 2 m k , thus by using the convexity inequality k −1 (a 1 + ... + a k ) ≥ (a 1 ...a k ) 1/k which holds for any positive numbers a 1 , ..., a k , we obtain that m∈Mn D −2 m is bounded (up to a constant) by
6.5. Proof of Proposition 5. Let k ≥ 2. We start from (3.12) and bound the bias
. Lastly we use standard results of approximation theory (see Barron, Birgé and Massart (1999) , Lemma 13 or DeVore and Lorentz (1993)) which ensure that
(if g(i) = 1, this holds true in the case of piecewise polynomials since r ≥ α i ). We obtain (3.21) by taking for each i = 1, ..., k, m i ∈ M (i) n such that D mi is of order n 1/(2αi+1) which is possible since α i > 1/2 and therefore n 1/(2αi+1) ≤ D n (at least for n large enough). In the one dimensional case, by considering the piecewise polynomials described in Section 3.1, D n is of order n/ ln 3 (n) (such a choice is possible in this case) and then a choice of m among M n such that D m is of order n 1/(2α+1) is possible for any α > 0.
Proofs of Theorems 1 and 2
The proof of Theorem 2 is clear from the proof of Theorem 1. Indeed the assumptions (H X,ε ) and (H ε ) are only needed in (8.53) and (8.56). For the rest of the proof assuming (H' X,ε ) is enough. It remains to notice that an analogue of (8.53) and (8.56) is easily obtained from Assumption (H' ε ). Now we prove Theorem 1. The proof is divided in consecutive claims.
Proof of Claim 1. By definition off we know that for all m ∈ M n and t ∈ S m γ n (f ) + pen(m) ≤ γ n (t) + pen(m).
In particular this holds for t = f m and algebraic computations lead to
Note that the relation
is satisfied for any A-supported function t. Applying this identity respectively to t =f and t = f m (those functions being A-supported as elements of m ∈Mn S m ), we derive (7.33) from (7.34).
Claim 2. Let q n , q n,1 be integers such that 0 ≤ q n,1 ≤ q n /2, q n ≥ 1. Set u i = (ε i , X i ), i = 1, ..., n, then there exist random variables u * i = (ε * i , X * i ), i = 1, ..., n satisfying the following properties:
• For = 1, ..., n = [n/q n ], the random vectors
have the same distribution, and so have the random vectors
• For = 1, ..., n ,
• For each δ ∈ {1, 2}, the random vectors U * 1,δ , ..., U * n,δ are independent.
Proof of Claim 2. The claim is a corollary of Berbee's coupling lemma (1979) (see Doukhan et al. (1995) ) together with (H X,Y ). For further details about the construction of the u * i 's we refer to Viennet (1997) , see Proposition 5.1 and its proof p. 484.
We set
and we choose q n = int[A 0 Ψ(n)/4] + 1 ≥ 1 (int [u] denotes the integer part of u) and q n,1 = q n,1 (x) to satisfy q n,1 /q n + 1 − q n,1 /q n ≤ √ x, namely q n,1 of order ((x − 1) 2 ∧ 1)q n /2 works. For the sake of simplicity, we assume q n to divide n i.e. n = n q n and we introduce the sets Ω * and Ω ρ defined as follows:
and for ρ ≥ 1,
We denote by Ω * ρ the set Ω * ∩ Ω ρ . From now on, the index m denotes a minimizer of the quantity f 1 I A − f m 2 µ + pen(m ) for m ∈ M n . Therefore, m is fixed and, for the sake of simplicity, the index m is omitted in the three following notations. Let B(m , µ) be the unit ball in S(m ) = S m + S m with respect to || µ , i.e.
For each m ∈ M n , we set D(m ) = dim(S(m )).
Claim 3. Let x, ρ be numbers satisfying x > ρ > 1. If pen is chosen to satisfy
for m ∈ M n and where
Proof of Claim 3. The following inequalities hold on Ω * ρ . Starting from (7.33) we get
Using the elementary inequality 2ab ≤ xa 2 + x −1 b 2 , which holds for any positive numbers a, b, we have
On Ω * ρ ⊂ Ω ρ , we know that for all t ∈ m ∈Mn S m + S m , t 2 µ ≤ ρ t 2 n , hence
by the triangular inequality. Since for all y > 0 (y is chosen at the end of the proof)
we obtain
Since the penalty function pen satisfies (7.37) for all m ∈ M n , we obtain that on Ω * ρ
which gives the claim by choosing y = (x − ρ)/(x + ρ).
where C is a constant that depends on x, ρ, p,p.
Proof of Claim 4. By taking the powerp ≤ 1 of the right-and left-hand side of (7.38) we obtain
By taking the expectation on both sides of the inequality and using Jensen's inequality we obtain that
We now use the following result, Proposition 6. Under the assumptions of Theorem 1,
The proof of the second inequality is delayed to Section 8, the first one is a straightforward consequence of our choice of q n,1 . Using Proposition 6 we derive from (7.39) that
Note that the power of n, (1/4 − b)(p − 2(1 + 2p)/(1 − 4b)) is positive for p > 2(1 + 2p)/(1 − 4b). The result follows by gathering (7.40) and (7.41).
Claim 5. Under the assumptions of Theorem 1, we have
Proof of Claim 5. For the proof of (7.43) we refer to Baraud (2000) (see proof of Theorem 6.1, (49) with q =p and β = 2) noticing that p ≥ 2(1 + 2p)/(1 − 4b) > 4p/(2 −p) (p ≤ 1). By examining the proof, it is easy to check that if the constants belong to the S m 's then f 1 I A ∞ can be replaced by f 1 I A − f 1 I A ∞ . To prove (7.42) we use the following Proposition, which is proved in Section 9:
Proposition 7. Under the assumptions of Theorem 1, for all ρ > 1,
n 2 e 16/A0 , (7.45) Ψ(n) being larger than ln(n). Now, set
Since q n ≥ A 0 Ψ(n)/4, under Condition (4.24) we have
Claim 5 is proved by gathering (7.45) and (7.47).
The proof of Theorem 1 is completed by combining Claim 4 and Claim 5.
Proof of Proposition 6
We decompose the proof into two steps:
Step 1. For all m ∈ M n , E sup
Proof. Using the result of Claim 2, we have the following decomposition:
where for = 1, ..., n , I
(1) = {( − 1)q n + 1, ...., ( − 1)q n + q n,1 } and I (2) = {( − 1)q n +q n,1 +1, ...., q n = ( −1)q n +q n,1 +q n −q n,1 }.
Since the two terms can be bounded in the same way, we only show how to bound the first one. To do so, we use a moment inequality proved in Baraud (2000, Theorem 5.2 p. 478) : consider the sequence of independent random vectors of
(1) for = 1, ..., n , and consider G m = {g t / t ∈ B(m , µ)} the set of functions g t mapping R × R k qn,1 into R defined by g t (e 1 , x 1 ) , ..., (e qn,1 , x qn,1 ) =
By applying the moment inequality with the U * 's and the class of functions G m we find for all p ≥ 2 (8.50) Throughout this section, we denote by G (t) the random process
which is repeatedly involved in our computations. It is worth noticing that it is linear with respect to the argument t.
We first show that (8.50) is true. Let
By Cauchy-Schwarz's inequality we know that
Thus, by using Jensen's inequality we obtain
the random variables (G (ϕ j )) =1,..., n being independent and centered for each j = 1, ..., D(m ). Now, for each = 1, ..., n , we know that the laws of the vectors (ε * i , X * i ) i∈I (1) and (ε i , X i ) i∈I (1) are the same, therefore under Condition (8.53) which together with (8.52) proves (8.50).
Let us now bound V p and V 2 respectively. The connection between . ∞ and . µ over S m + S m allows to write that for all t ∈ B(m , µ),
Using (8.51) and Cauchy-Schwarz's inequality we get
recalling that n q n,1 ≤ n q n ≤ n. Since for p ≥ 2, p 2 /[4(p − 1)] ≥ 1 one also has
We now bound V 2 . A symmetrization argument (see Giné and Zinn (1984) ) gives (8.56) where the random variables ξ 's are i.i.d. centered random variables independent of the X * i 's and the ε * i 's, satisfying P[ξ 1 = ±1] = 1/2. It remains to bound the last term in the right-hand side of (8.56). To do so, we use a truncation argument. We set M = max i∈I (1) |ε * i |. For any c > 0, we have
We apply a comparison theorem (Theorem 4.12 p. 112 in Ledoux and Talagrand (1991) ) to bound the first term of the right-hand side of (8.57): we know that for each t ∈ B(m , µ) the random variables G (t)1 I M ≤c 's are bounded by B = q n,1 Φ 0 h −1/2 0 D(m )c (using (8.54)) and are independent of the ξ l 's. The function x → x 2 defined on the set [−B, B] being Lipschitz with Lipschitz constant smaller than 2B, we obtain (E ξ denotes the conditional expectation with respect to the ε * i 's and the X * i 's)
. * i 's and X * i and using (8.53) we get (8.58) noticing that q n,1 , Φ 0 h −1/2 0 are both greater than 1. Now, we bound the second term of the right-hand side of (8.57). We have
By gathering (8.58) and (8.59) we obtain that for all c > 0
We choose c = σ p n 1/(2p−2) , and thus from (8.56) we get
which straightforwardly proves Step 1 by combining (8.49), (8.55) and (8.60).
Step 2. For all x > 1, m ∈ M n ,p < 2p
Since x > 1, there exists η > 0 such that
, using Markov's inequality. Now, for eachp such that 2p < p, the integration with respect to the variable τ leads to
p/2−p , and using
Step 1, we get
It is now easy to prove Proposition 6 by summing up over m in M n .
Proof of Proposition 7
Since P(Ω * c
) and since it is clear from Claim 2 that P(Ω * c ) ≤ n β (qn−qn,1) + β qn,1 ≤ 2nβ qn,1 , (9.61) the result holds if we prove
In fact, we prove a more general result, namely:
where L(φ) is a quantity specific to the orthonormal basis (φ λ ) λ∈Λn , defined as follows. Let (φ λ ) λ∈Λn be a L 2 (dx)-orthonormal basis of S n and as in Baraud (2001) where we denote by P * (A) the probability P(A ∩ Ω * ), and by B n µ (0, 1) = {t ∈ S n , t µ ≤ 1}. For t ∈ B 
(B) L(φ)
The proof of Inequality (9.63) is then achieved by using the following claim.
Claim 6. Let (φ λ ) λ∈Λn be an L 2 (A, dx) basis of S n . Then, for all x ≥ 0 and all integer q, 1 ≤ q ≤ n, P * ∃(λ, λ ) ∈ Λ 2 n /|ν n (φ λ φ λ )| > 2V λ,λ 2h 1 x + 2B λ,λ x ≤ 2D 2 n exp − nx q n .
This implies that
, and thus Inequality (9.63) holds true.
Proof of Claim 6. Let ν * n (φ λ φ λ ) = ν * n,1 (φ λ φ λ ) + ν * n,2 (φ λ φ λ ) be defined by We have P |ν n (φ λ φ λ )| > 2V λ,λ 2h 1 x + 2B λ,λ x ≤ P * |ν * n,1 (φ λ φ λ )| > V λ,λ 2h 1 x + B λ,λ x + P |ν * n,2 (φ λ φ λ )| > V λ,λ 2h 1 x + B λ,λ x = P 1 + P 2 . Now, we bound P 1 and P 2 by using Bernstein's inequality (see Lemma 8 p.366 in Birgé and Massart (1998) ) applied to the independent variables Z * l,k , which satisfy Z * l,k ∞ ≤ B λ,λ and E 1/2 [(Z * l,k ) 2 ] ≤ √ h 1 V λ,λ . Then we obtain P 1 + P 2 ≤ 2 exp(−x n ), which proves the claim 6.
10. Constraints on the dimension of S n Most elements of the following proof can be found in Baraud (2001) , but we recall them for the paper to be selfcontained.
Let S n be the linear subspace defined at the beginning of Section 4. We recall that S n is generated by an orthonormal basis (φ λ ) λ∈Λn and that D n = |Λ n |. In the previous section the conditions on S n (given by (H Sn )) and D n (given by (4.23)) are used to prove (9.65). To obtain (9.65) we proceed into two steps: first, under some particular characteristics of the basis (φ λ ) λ∈Λn (in the case of Theorem 1 these characteristics are given by (H Sn )), we state an upper bound on L(φ) depending on Φ 1 (or Φ 0 ) and D n . Secondly, starting from this bound we specify a constraint on D n for (9.65) to hold. In the next lemma we consider various cases of linear spaces S n (including those considered in Theorem 1) and provide upper bounds on L(φ) according to the characteristics of one of their orthonormal basis.
Lemma 2. Let L(φ) be the quantity defined by (9.64). We obtain from 1. and 2. that the constraints on D n given by (4.28) and (4.23) lead to (9.65).
Proof of 1. On the one hand, by Cauchy-Schwarz's inequality we have that Proof of 2.. We now prove that (2.9) holds true in the case 2. Note that for all x, Therefore,ρ (V ) = sup
Besides, ∀λ ∈ Λ n , ∀λ ∈ ∆(λ), φ λ φ λ ∞ ≤ Φ 2 1 D n and thus ρ(B) = sup
Lastly,
In other words,ρ(V ) ≤ Φ 
