ABSTRACT. If u ≥ 0 is subharmonic on a domain Ω in R n and p > 0, then it is well-known that
INTRODUCTION

Previous results.
If u is a nonnegative and subharmonic function on Ω and p > 0, then there is a constant C = C(n, p) ≥ 1 such that
(B(x, r)) B(x,r) u(y) p dm(y)
for all B(x, r) ⊂ Ω.
Here Ω is a domain in R n , n ≥ 2, B(x, r) is the Euclidean ball with center x and radius r, and m is the Lebesgue measure in R n . See [FeSt72,  was pointed out that a modification of the proof in [FeSt72] gives in fact a slightly more general result, see 2.1 below. A possibility for an essentially different proof was pointed out already in [To86, . Later other different proofs were given in [Pa94, p. 18 [Pa94] , [Ri99] and [Ri01] hold in fact for more general function classes than just for nonnegative subharmonic functions. See 2.1 and Theorem A below. Compare also [DBTr84] and [Do88, p. 485 ]. The inequality (1) has many applications. Among others, it has been applied to the (weighted) boundary behavior of nonnegative subharmonic functions [To86, p. 191 Because of the importance of the mean value inequality (1), it is worthwhile to present a unified result which contains this mean value inequality and all its generalizations cited above. Below in Theorem 2.5 we propose such a generalization. Instead of nonnegative subharmonic functions we formulate our result slightly more generally for functions which we call quasinearly subharmonic functions and which will be defined in 2.1. We also give two applications.
As the first application we improve in Theorem 3.4 below our recent result [Ri99, Theorem, p. 233] on the weighted boundary behavior of nonnegative subharmonic functions. As the second application we give in Corollary 4.5 below a supplement to Suzuki's results on the nonintegrability of superharmonic and subharmonic functions [Su91, Theorem, p. 113]. Our result is a limiting case to Suzuki's results.
1.2 Notation. Our notation is more or less standard, see [Ri99] . However, for convenience of the reader we recall here the following. We use the common convention 0 · ∞ = 0. We
In the sequel Ω is always a domain in R n , Ω = R n , n ≥ 2. The diameter of Ω is denoted by diam Ω. The distance from x ∈ Ω to ∂Ω, the boundary of Ω, is denoted by δ(x).
L 1 loc (Ω) is the space of locally integrable functions on Ω. Our constants C are always positive, mostly ≥ 1, and they may vary from line to line.
QUASI-NEARLY SUBHARMONIC FUNCTIONS
The definition.
We call a (Lebesgue) measurable function u : 
Recall that a function ψ :
for all t ∈ R + . In order to improve our result, Theorem A above, still further, we give the following definition. A function ψ : R + → R + is permissible, if there is a nondecreasing, convex function ψ 1 : R + → R + and an increasing surjection ψ 2 : R + → R + such that ψ = ψ 2 • ψ 1 and such that the following conditions are satisfied:
(a) ψ 1 satisfies the ∆ 2 -condition.
Observe that the condition (b) is equivalent with the following condition.
(
for all t ∈ R + . If ψ is a permissible function, we will in the sequel use always one, fixed constant C 1 = C 1 (ψ), in the case of all the properties (a), (b), (c) (and (b')). If ψ : R + → R + is an increasing surjection satisfying the conditions (b) and (c), we say that it is strictly permissible. Permissible functions are necessarily continuous.
Let it be noted that the condition (c) above is indeed natural. For just one counterpart to it, see e.g. [HiPh57, Theorem 7.2.4, p. 239].
Observe that our previous definition for permissible functions in [Ri99, 1.3, p. 232] was much more restrictive: A function ψ : R + → R + was there defined to be permissible if it is of the form ψ(t) = ϑ(t) p , p > 0, where ϑ : R + → R + is a nondecreasing, convex function satisfying the ∆ 2 -condition. 2 satisfies the ∆ 2 -condition, and ϕ 2 : R + → R + is a nondecreasing convex function satisfying the ∆ 2 -condition. (Observe here that any concave function φ 2 : R + → R + is necessarily nondecreasing.) These (or, to be more exact, the functions φ 2 defined above) were considered in [Ri01, Theorem, p. 188].
(iii) ψ 3 (t) = ct p α [log(δ + t p γ )] β , where c > 0, 0 < α < 1, δ ≥ 1, and β, γ ∈ R are such that 0 < α + βγ < 1, and p ≥ 1.
(iv) For 0 < α < 1, β ≥ 0 and p ≥ 1,
(v) For 0 < α < 1, β < 0 and p ≥ 1, 
Above, for ζ ∈ ∂G and ρ > 0,
Moreover, β(p) = max{ (n − 1)(1 − p), 0 }. Stoll makes the assumption γ > −1 − β(p) in order to exclude the trivial case f ≡ 0. As a matter of fact, it follows from a result of Suzuki [Su90, Theorem 2, p. 271] that (3) together with the condition γ ≤ −1 − β(p) implies indeed that f ≡ 0, provided G is a bounded domain with C 2 boundary.
Our previous improvement [Ri99, Theorem, p. 233] to Stoll's result, Theorem B above, can now be refined slightly further, just using our above result Theorem 2.5. This refinement will be given in Theorem 3.4 below. For this purpose we first recall, and just for the convenience of the reader, some terminology from [Ri99, pp. 231-232].
Admissible functions.
A function ϕ : R + → R + is admissible, if it is increasing (strictly), surjective, and there are constants C 2 > 1 and r 2 > 0 such that
Nonnegative, nondecreasing functions ϕ 1 (t) which satisfy the ∆ 2 -condition and for which the functions t → ϕ 1 (t) t are nondecreasing (for small arguments), are examples of admissible functions. Further examples are ϕ 2 (t) = ct α [log(δ + t γ )] β , where c > 0, α > 0, δ ≥ 1, and β, γ ∈ R are such that α + βγ > 0.
Accessible boundary points and approach regions.
Let ϕ : R + → R + be an admissible function and let α > 0. We say that ζ ∈ ∂Ω is (ϕ, α)-accessible, if
and we call it a (ϕ, α)-approach region in Ω at ζ. Mizuta [Mi91] has considered boundary limits of harmonic functions in Sobolev-Orlicz classes on bounded Lipschitz domains U of R n , n ≥ 2. His approach regions are of the form
where now φ : R + → R + is a nondecreasing function which satisfies the ∆ 2 -condition and is such that t → φ(t) t is nondecreasing. As pointed out above, such functions are admissible in our sense. In fact, they form a proper subclass of our admissible functions. 
The proof is verbatim the same as [Ri99, proof of Theorem, pp. 235-238], except that now we just replace [Ri99, Lemma 2.1, p. 233] by the more general Theorem 2.5 above. 3.5 Remark. Unlike Stoll, we have imposed no restrictions on the exponent γ in order to exclude the trivial case u ≡ 0. We refer, however, to such possibilities in Remark 4.7 below, after having given in Corollary 4.5 a limiting case result for a result of Suzuki. 
then v vanishes identically. Suzuki pointed also out that his result is sharp in the following sense: If p, 0 < p ≤ 1, is fixed, then the exponent γ = np −n −2p cannot be increased. On the other hand, clearly −n < γ ≤ −2, when 0 < p ≤ 1. Since the class of permissible functions include, in addition the functions t p , 0 < p ≤ 1, also a large amount of essentially different functions (see 2.3 above), one is tempted to ask whether there exists any limiting case result for Suzuki's results, corresponding to the case p = 0. To be more precise, we pose the following question:
Let Ω and v be as above. Let γ ≤ −n and let ψ : R + → R + be permissible. Does the condition
Observe that the least severe form of above integrability condition occurs when γ = −n. Below in Corollary 4.5 we answer the question in the affirmative, in the case of any strictly permissible function ψ. In order to achieve this, we first formulate below in Theorem 4.3 a general result for arbitrary γ ≤ −2 which is, for −n < γ ≤ −2, however, essentially more or less just Suzuki's above result (see Remarks 4.4 (b) below). Our formulation has the advantage that, unlike Suzuki's result, it contains a certain limiting case, Corollary 4.5, too.
The proof which we below write down (and in quite detail, just for the convenience of the reader) is merely a slight modification of Suzuki's argument, combined with our version for the generalized mean value inequality (Theorem 2.3 above), and also some additional estimates.
Lemma. Let u be a nonnegative subharmonic function on
Proof . By Theorem 2.5, ψ • u is quasi-nearly subharmonic on Ω. Write for x ∈ Ω, B = B(x, δ(x)) and B 0 = B(x,
2 ). Since
where C = C(γ, n, ψ, u) > 0. The claim follows.
Theorem.
Let Ω be bounded. Let v be a superharmonic (resp. nonnegative subharmonic) function on Ω. Let ψ : R + → R + be a strictly permissible function. Suppose
where γ ≤ −2 is such that there is a constant C = C(γ, n, ψ, Ω) > 0 such that
Then v vanishes identically. 4.4 Remarks. Next we consider the assumptions in Theorem 4.3.
(a) Our assumption γ ≤ −2 is unnecessary, and it could be dropped: If γ ∈ R, then it follows easily from (9) and from the property (c) in 2.2 of strictly permissible functions that indeed γ ≤ −2. (b) Suppose that −n < γ ≤ −2. If, instead of (9), one supposes that
for all x ∈ Ω. Thus (8) implies that Proof of Theorem 4.3. We write the proof down only for the case n ≥ 3. Write v + = max{v, 0} and s = v − = − min{v, 0}. Then |v| = v + + v − and s ≥ 0 is subharmonic. (Resp. if v is nonnegative and subharmonic, let s = v.) Proceeding as Suzuki, but using also some additional estimates, we will show that s ≡ 0.
By (8),
is a potential by [Hel69, Theorem 6.3, p. 99] . Here G Ω is the Green function of Ω.
for all y ∈ Ω, where C = C(γ, n, ψ, s, Ω) ≥ 1. Let x ∈ Ω be fixed for a while. Let B = B(x, δ(x)) and B 0 = B(x,
2 ). Using (10) (and (7)) one gets
for all y ∈ B 0 . Therefore ψ(s(y))
for all y ∈ B 0 . With the aid of this and of a standard estimate for the Green function G B (x, ·) in B 0 and of (10), one gets
By (9) we see that there is a constant C 3 ≥ 1 such that
for all y ∈ Ω. Combining this with the above estimate for v ψ,γ , one gets
where C = C(γ, n, ψ, s, Ω) > 0. Remembering that x ∈ Ω was arbitrary, that v ψ,γ is a potential and s subharmonic, it follows from [Hel69, Corollary 6.19, p. 117] that s ≡ 0. Thus v = v + ≥ 0. It remains to show that v ≡ 0. As above, 
for all x ∈ Ω. Consider next an arbitrary potential w on Ω,
where λ = 0 is a measure on Ω. From (11) it follows that
Using this and the facts that Ω is bounded and w, as a superharmonic function, is locally integrable, one sees that For the proof observe that the condition (9) is indeed satisfied for γ ≤ −n, since Ω is bounded and ψ is increasing. Provided Ω is bounded and ψ is strictly permissible, one can, with the aid of Theorem 4.3 and Corollary 4.5, exclude some trivial cases u ≡ 0 from the result of Theorem 3.4 by imposing certain restrictions on the exponent γ. We point out only two cases: (i) By Corollary 4.5, γ > −n, regardless of ψ.
(ii) By Suzuki's result, Theorem C above, γ > np − n − 2p, in the case when ψ(t) = t p , 0 < p ≤ 1.
