The long-range dependence of Internet traffic has been experimentally observed. One issue in handling long-range dependent traffic is how to simulate random traffic data with long-range dependence. The authors discuss a correlation-based simulator with a white noise input for generating long-range dependent traffic data. With the real TCP traffic traces, a simulation model of TCP arrival traffic is empirically developed and the experimental results are satisfactory.
Introduction
For a random sequence x, if its autocorrelation sequence (autocorrelation in short) r x is summable, x is called short-range dependent random sequence. Otherwise it is termed long-range dependent random sequence [1] . The power spectrum of x is the Fourier transform of r x (Wiener-Khinchine theorem). Thus, the power spectrum of a short-range dependent sequence exists in the domain of ordinary functions while the existence of the power spectrum of a long-range dependent sequence can only be explained in the domain of generalized functions [2] . Random phenomena in many fields of engineering are of short-range dependence. Various conventional approaches can be used to generate random data that is of short-range dependence. In other words, it is generally defaulted that the power spectrum of a random sequence simulated exists in the domain of ordinary functions. One of the popular methods for simulating short-range dependent processes is based on the power spectra of the processes to be simulated [3] and it has been widely deployed in engineering [4.7] .
A remarkable event in the field of traffic engineering is the discovery that a data sequence of Internet traffic (traffic in short) is of long-range dependence [8] [9] [10] . The simulation of long-range dependent traffic is required by applications. For example, in the research of routing algorithms, it is desired that the traffic data used to test the performances of the studied algorithms will be as closely as possible to the long-range dependent sequence predetermined. In this way, an actual circumstance where an algorithm is applied may be properly simulated. However, the power spectra of long-range dependent processes contain the components of singularity functions [11] (e.g., the Dirac-δ functions). This makes it difficult to use conventional simulation methods based on the power spectra of short-range dependent processes. Hence, comes the issue how to simulate long-range dependent traffic data without the detailed explanations involved in generalized functions so as not to be too far from realistic applications in engineering.
In the aspect of traffic simulation, [12] discussed a fast Fourier transform method to simulate self-similar sample paths and [13] used the fractional autoregressive integrated moving-average model to generate fractional noises. Our simulation method is based on 1) a white noise process (white noise in short) input and 2) autocorrelation of the random sequence to be simulated. White noise is defined as a stationary random process which has a constant power spectrum. Hence, the simulation of traffic data can be taken as a problem how to design a simulator, under the excitation 2 of white noise, such that the autocorrelation of its output is the one selected in advance. The reasons to study correlation-based simulators are mainly as follows. The experimental results show that the Internet traffic is in the class of second-order stationary random processes with long-range dependence [1] [8] [9] [10] while the correlation theory is a useful tool to study second-order stationary processes. Besides, the accurate correlation forms of certain types of traffic have been reported recently [14] [15] [16] and reports on other types of traffic, we believe, are expected soon. This paper also discusses the techniques of curve fitting for obtaining the analytical form of the impulse function (impulse in short) of a simulator. With real TCP traffic traces, the paper will show how to apply our method to simulate a packet-length trace of arrival traffic (arrival traffic in short), with predetermined autocorrelation and how to obtain the explicit formulation of the impulse of a simulator.
The paper is organized as follows. Section 2 gives a brief explanation of long-range dependence. The formula for the correlation-based impulse of a simulator with white noise input is derived in Section 3. Section 4 discusses the parameter estimation in modeling impulses of finite length. The simulator of TCP arrival traffic is arranged in Section 5. The discussions and future work are the subjects in Section 6. Finally, Section 7 concludes the paper.
A Brief Explanation of Long-Range Dependence
There are several approaches to model long-range dependent processes: fractional Brownian motion model, Markovian model, fractional autoregressive moving average processes, chaotic maps model, and self-similar model as surveyed in [17] .
Let X = (X t : t = 1, 2, L) be a covariance stationary second-order random process. With the self-similar model of traffic, a process X is called (asymptotically) second-order self-similar with parameter H ∈ (0.5, 1), if its autocorrelation is in the form of Consequently, a traffic simulator should be such that the autocorrelation of a simulated sequence is nonsummable.
Synthesis of Simulator
Let w(t), t ∈ (− ∞, + ∞), be a unit white noise function in the continuous-time case. It serves as the input to a simulator (linear time-invariant system). Let h(t) be the impulse of the simulator and y(t) the output. The relationship between them in the time domain is
1) where * represents the operation of convolution. Suppose that the simulation of a random function x(t) is required and its autocorrelation is r x . Then, the simulation of x can be regarded as the problem how to synthesize a simulator h such that r y = r x , (3.2) where r y is the autocorrelation of y. In the case of r y = r x , we say y is statistically identical to x in the sense that r y = r x . In the frequency domain, (3.1) is expressed as (3.7) (3.5) is the representation of a simulator in the frequency domain while (3.7) in the time domain. Mathematically, both can be used for simulating long-range dependent processes as well as short-range dependent processes. However, in practice, for a long-range dependent sequence x, its autocorrelation is preferred in traffic modeling instead of the power spectrum because it does not exist in the domain of ordinary functions. Therefore, the simulation of x is based on the data sequence of a measured r x given in advance, instead of S x , although r x and S x hold the same position in mathematics. This is what we mean "correlation-based" in this paper. (3.6) means that the simulation of x with a desired r x is a white noise w colored by
It is noted that the analytical form of h may generally be difficult to acquire according to a measured r x even if the analytical expression of r x is known. This is especially true when x is of long-range dependence. } is a problem. Fortunately, (3.7) is usually computed numerically. Nonetheless, if an analytical form of an impulse is required, curve fitting technique can be used to find a function which best fits the numerical impulse curve concerned. Here and below, the word "best" is in the sense of least squares.
Parameter Estimation of Impulse Function
Because a physically recorded traffic trace is a sequence of finite duration and the data length is finite when a numerical computation is performed, the data length of h is finite. Without losing generality, the maximum possible length of h is assumed as p ∈ I 0 . Let N ∈ I 0 and N >> p. Then, N may be taken as an "infinity" in the engineering sense. Define the norm of h as
. Thus, the following
is a Hilbert space. Define an impulse with m parameters h 1 (n) = h 1 (n; a 1 , a 2 , L, a m ).
2) The space
is
be the mean square error which is a commonly used measure to evaluate the quality of curve fitting. The concrete value of M 2 (h 1 ) selected relies mainly on the fitting quality desired and other factors, e.g., measurement uncertainty. Usually, uncertainties come from physical process of measurements [18] and characteristics of data storage. For example, a timestamp may have error [19] . In view of the measurement uncertainties, M 2 (h 1 ) < 10 −3 is selected in our scheme. Hence, our objective in constructing the analytical form of an impulse based on a measured autocorrelation is to find a function h 1 that fits h under the condition of M 2 (h 1 ) < 10
We are interested in the approximated vector root of J(a 1 , a 2 , L, a m ) = J(a) = 0. The partial derivative of J with respect to the parameters a, which will be zero at the minimum, has components
Basically, h is nonlinear. Thus, (4.7) yields a nonlinear set of equations in m dimensions. Generally, a nonlinear set of equations may have no (real) solutions or may have more than one solution [20] [21] . For the specific issue of modeling h, however, we may manage the existence and uniqueness of a solution of J = 0.
Lemma 1. Every finite-dimensional subspace of a linear normed space is closed [22] .
Statement 1. Let
be an impulse obtained by (3.7). There exists a unique element
where ||h − h 1 || = ||e||. (n; a 10 , a 20 , L, a m0 ) is such that M 2 (h 1 ) < 10 −3 , the function h 1 (n) is acceptable in our scheme. In the paper, the vector (a 10 , a 20 , L, a m0 ) is obtained by the Levenberg-Marquardt method, which has become the standard of nonlinear least squares [20] .
Proof. The h h h h is a Hilbert space and

Simulator of TCP Arrival Traffic
Let g(t n ) be a TCP arrival traffic trace, indicating the number of bytes in a packet (i.e., packet length) arrived at t n on a packet-by-packet basis. As x(n) = g(t n ) can be taken as a sequence of discrete samples x n of a series sampled at discrete instants in time, we analyze the simulation of x(n) for the sake of simplicity and this would not affect the generality of the simulation principle discussed. In this section, we first illustrate the simulation result with a real TCP arrival trace. Secondly, an empirical impulse model for the simulation of TCP arrival traffic is proposed. Then, the presented impulse model is verified with six real TCP arrival traces. And finally, the model is briefly analyzed.
Simulation
Practical traffic signals do not have infinite frequency band. Thus, let
where ϕ returns uniformly distributed random number between 0 and 2π. The frequency ω c is such that it completely covers the frequency band of the random sequence to be simulated [23] . In this way, The raw data named dec-pkt-4.tcp is provided in [24] , containing TCP traffic data between Digital Equipment Corporation and the rest of the world for the length of an hour. Fig. 1 (a) indicates dec-pkt4(n) and r dpkt4 in Fig. 1 (b) is the measured autocorrelation in the normalized case. By (3.6), the simulation is shown in Fig. 1 (c) . Statistically, dec-pkt4(n) and y(n) in Fig. 1 are identical in the sense that their autocorrelations are equivalent.
Empirical impulse model
With (3.7), the measured impulse h(n) in the normalized case can be obtained as Fig. 2 shows. It is known that the "insights" and the "trial & error method" for choosing a suitable type of trial models are crucial to the use of nonlinear least squares fitting. Based on the experimental analysis, we propose the following empirical impulse in the normalized case:
h 1 (n) = h 1 (n; a 1 , a 2 ) = Figs. 3 (a) ~ (b) indicate each element of (a 10 , a 20 ) . Fig. 4 shows h 1 (n) and the result of fitting the data. 
Verifications
One of the fundamental issues in the field of traffic theory is the stationarity of traffic, which has been experimentally investigated . Here, the traces prefixed with dec-were measured at Digital Equipment Corporation while those prefixed with lbl-were recorded at Lawrence Berkeley Laboratory.
The trace dec-pkt-2(n) is illustrated in Fig. 5 (a) and the measured autocorrelation is plotted in Fig. 5 (b) . By using the least squares, the approximated vector root is attained:
(a 10 , a , it is easily seen that (5.2) indirectly reflects the long-range dependence of traffic or the nonsummable property of autocorrelations of traffic. As 0 < a 1 a 2 < 1 for all test data, see Table 1 , the long-range dependence of the traffic traces used is verified.
It is relatively easy to compute (5.2) numerically but difficult to analytically represent it in the frequency domain by rational functions. Actually, how to analytically represent the Fourier transform F( ) for a function like
is a difficult problem even in the sense of Hadamard's finite part [2] [28] [29] . Nevertheless, an impulse curve h might be approximated by summable elementary functions such that F(h 1 ) can be analytically expressed by rational functions but this will make the expression complicated and will be at the expense of modeling accuracy if the same computation time is considered [30] .
Discussions and Future Work
Eq. (3.7) is a general form of a simulator under white noise excitation. It takes into account the long-range dependence of traffic which was revealed experimentally. Eq. (5.2) is a result from experimental processing of several samples of real-traffic traces based on (3.7). Though it may not be the best, it can be a reference model for simulating TCP arrival traffic, because of the stationarity of traffic. We will investigate unified explicit formulation of impulse that is suitable for other types of traffic (e.g., inter-arrival times, traffic rate) at different layers.
With (3.7), we can generate the traffic data with long-range dependence for an arbitrary autocorrelation selected in advance. So, a particular future work is to apply different types of simulated traffic to studying network performance as discussed in [31] [32] [33] [34] .
The simulation of long-range dependent processes is a relatively new topic in the aspect of random data generation. Comparing different existing approaches of traffic simulation is challenging. Some fundamental issues need to be settled. One issue is how to establish reference test data of traffic for the comparison. This issue alone will result in a series of problems, such as, how to define the reference standard of test data for different types of traffic traces, how to specify the data length of a reference test data sequence, how many samples should be used for testing an approach and so on. The solutions of these problems appear vital for managing the convincing results of comparison. To the best of our knowledge, we have not seen any report that discusses the solutions with regard to these problems.
Conclusions
The simulator (3.7) is suitable for simulating second-order stationary random sequences with long-range dependence, including inter-arrival times and traffic rate. We took real TCP traffic traces to illustrate how to use (3.7) to simulate a random sequence with a desired autocorrelation. The nonlinear least squares fitting was used to obtain the analytical form of the measured impulse of a simulator. The existence and uniqueness of a solution for the multidimensional nonlinear least squares fitting of an impulse of finite length was demonstrated, which is useful for curve fitting.
