Epilepsy affects more than 1% of the world's population. Responsive neurostimulation is emerging as an alternative therapy for the 30% of the epileptic patient population that does not benefit from pharmacological treatment. Efficient seizure detection algorithms will enable closed-loop epilepsy prostheses by stimulating the epileptogenic focus within an early onset window. Critically, this is expected to reduce neuronal desensitization over time and lead to longer-term device efficacy. This work presents a novel event-based seizure detection algorithm along with a low-power digital circuit implementation. Hippocampal depth-electrode recordings from six kainate-treated rats are used to validate the algorithm and hardware performance in this preliminary study. The design process illustrates crucial trade-offs in translating mathematical models into hardware implementations and validates statistical optimizations made with empirical data analyses on results obtained using a real-time functioning hardware prototype. Using quantitatively predicted thresholds from the depth-electrode recordings, the auto-updating algorithm performs with an average sensitivity and selectivity of 95.3 ± 0.02% and 88.9 ± 0.01% (mean ± SE α=0.05 ), respectively, on untrained data with a detection delay of 8.5 s [5.97, 11.04] from electrographic onset. The hardware implementation is shown feasible using CMOS circuits consuming under 350 nW of power from a 250 mV supply voltage from simulations on the MIT 180 nm SOI process.
Introduction
Epilepsy is the second most common neurological disorder after strokes affecting over 1% of the world's population [1] . Around 30% of this epileptic population does not respond to drugs and is not a candidate for resective surgery. Electrical stimulation promises to address this large patient population, and do so without the side effects often seen with pharmacological approaches. Vagus nerve stimulation [2] , deep brain stimulation [3] , and even direct electric 4 Author to whom any correspondence should be addressed. stimulation of the seizure focus [4] have been explored in the past and shown to suppress electrographic activity. However, a majority of reported devices use continuous or non-responsive stimulation (either intentionally or as a result of ineffective prediction or detection algorithms and large numbers of false positives) [2] [3] [4] [5] . Closed-loop studies that trigger stimulation on seizure detection are very few and not thoroughly documented [6, 7] . Intermittent or periodic stimulation tends to decrease in efficacy over time, due to the neurons acclimating to the stimulus [8] .
A responsive closed-loop electrical stimulator would limit the stimulus to the immediate pre-ictal period, decreasing overall stimulus delivery over time and thus the likelihood of desensitization and neuronal damage. In fact, studies report that closed-loop neurostimulation enhances the efficacy of this therapy over time [9] . There have been several studies that model the spread of an electrographic seizure from a single or multiple clearly defined foci before leading to clinical manifestations [10, 11] . These studies support the need to integrate stimulator hardware with seizure detection algorithms to form a closed-loop epilepsy prosthesis, opening up avenues for reducing tissue damage over the long term and increasing stimulus efficacy. We present a seizure onset detection algorithm along with an ultra-low power hardware implementation that is designed to make this closed-loop system possible.
Background and significance
The field of seizure monitoring is broadly divided into prediction and detection domains, which differ in the amount of time before clinical or electrographic seizure onset that these methods determine in the presence of an upcoming event.
While seizure identification algorithms for data screening have met with a fair amount of success, seizure prediction has remained controversial due to uncertainty in the existence of a 'pre-ictal' state in the brain that is different from its 'interictal' state. A recent review of the state of the art in seizure prediction algorithms reports that most metrics previously considered suitable pre-cursors of seizure activity perform no better than random predictors [12] . Seizure identification is made easy due to relaxed requirements both from an algorithmic and hardware perspective, mainly because delay and hardware feasibility are not important considerations in these data screening algorithms [13] . Early seizure detection, on the other hand, relies on accurately identifying either time or frequency domain features that are different during the initial onset of an electrographic seizure episode. While it is hard to draw a strong temporal boundary between these categories, a recent classification made by the international workshop on seizure prediction (IWSP) considers any detection less than 10 s prior to electrographic onset (EO) of the seizure to be in the domain of early detection (figure 1). The exact quantification of electrographic onset still remains unclear, with a number of interpretations based on amplitude, rhythmicity and frequency of the signal [14, 15] .
Temporal evolution and spread of seizures
The progression of a seizure has been commonly documented to follow a relatively low-amplitude high-frequency start (tonic), followed by a higher-amplitude low-frequency middle period (clonic) and concluded with a significant decrease in the amplitude of signals [13, 16] . In general, it is observed that there is a decreased randomness during the ictal period and an increased overall amplitude of signals compared to non-seizing parts. The presented algorithm utilizes local field potential data sampled at 1525 Hz from microelectrodes to detect the high-frequency onset of an electrographic seizure at its epileptogenic focus. The EO at the focus usually precedes the clinical onset (CO) of the seizure, allowing for detection algorithms to be employed rather than prediction. It is to be understood however, that not all electrographic seizures detected in the focus are known to spread and generalize with clinical manifestations.
Jung and Milton model the spread of an ictal event radially away from the focus at speeds up to 60 cm s −1 [17] . Ossorio and Frei report that a detection window of 0.8 s after EO would be more than sufficient for effective warning or treatment even from ECoG data [16] . This is justified by a number of literature reports of spontaneous seizure suppression with electrical stimulation [18] [19] [20] . Spencer reports large intraand inter-patient variations in the propagation time of a seizure event from the hippocampus to the neocortical regions, ranging from 2 to 70 s [20] . Other groups observe from animal studies that seizures starting in the temporal lobe often take over 20 s to spread outside of the focus region [21] . Given the large body of evidence supporting the spread of an ictal event away from a clearly defined focus, we propose to implement the presented algorithm to aid an implantable epilepsy prosthesis to suppress electrographically detected seizures before they spread outside of the focal regions. The proposed seizure onset detection algorithm is designed to work in real time, using hippocampal local field potential recordings obtained using implanted microelectrodes. A recent review of seizure detection metrics points out that all compared metrics performed significantly better in their ability to detect seizures when acquiring data from microelectrodes sampled at a higher frequency as compared to scalp EEG [22] . Microelectrode recordings from deep brain structures are also relatively free of commonly observed artifacts seen in scalp EEG which hinder the performance of the algorithm and prevent spatially and temporally specific corrective treatment.
Seizure detection
Electrographic seizures are commonly recognized by increased levels of spiking activity with corresponding changes in average amplitude and frequency [13, 14] . In fact, Osorio et al report that any attempt at detecting seizures must be based on the recognition of changes in the power and frequency of the recorded signal [16] . One of the earliest attempts that applied a simple amplitude-based seizure detection algorithm reported 20 false detections out of 66 total detections [23] . The responsive neurostimulation system (eRNS) (Neuropace Inc.), which is the only currently known implantable closed-loop epilepsy prosthesis, employs among others a line-length-based detection algorithm that is a simplified version of the original fractal dimensionality index first proposed by Katz [24] . The line length is approximated to be the sum of distances between successive points on the data curve indicating either increased amplitude or frequency or both. The presented approach utilizes a combination of amplitude and frequency along with a third rhythmicity index to classify seizures.
There have also been several more computationally intense mathematical models proposed that employ artificial neural networks (ANN), genetic algorithms (GA) and wavelet based (WT) filtering schemes to eliminate artifacts [25] . It is important to understand that algorithms that involve extensive windowed processing or memory intensive neural network computations are not likely candidates for realtime implantable devices due to hardware power and timing constraints. A brief summary comparing estimated and reported power consumption by published attempts at implantable devices is presented in the results section of this work. A recent study reports that an ANN that is fed unprocessed neural data performs just as well as a trained network that is fed with features selected from a group of published algorithms [26] . It is therefore unclear if computational complexity relates to significant increases in algorithmic efficiency. Metrics such as energy [27] , line length [28] , variance energy [27] , spectral power [22] , dominant frequency and wave duration [29] , and wavelet scale [30] have all been explored and reported to be promising tools aiding the detection of seizures with varying amounts of efficacy.
We propose to use both time and frequency information combined with the amplitude of recorded LFP data from the hippocampal focus to distinguish between seizure and baseline states. By combining hardware aspects to the normal design process, we statistically demonstrate a quantitative threshold setting mechanism that would help enable clinicians to optimally tune the algorithm on a case-by-case basis. The importance of quantifying the procedure to set thresholds for a designed algorithm has been stressed in the past as it directly relates to the efficacy of the algorithm [12, 22] . Common metrics such as false positives and detection sensitivity are related to hardware metrics such as power consumption and detection latency. The designed algorithm can be implemented using ultra-low-power digital CMOS circuits on a microchip. Such a microchip can easily interface with reported multichannel neural recording arrays [31] . Circuit simulations indicate that the device can operate at continuous powerconsumption levels as low as 350 nW (180 nm SOI process), strongly implicating extended battery life. The algorithm is designed to operate on local field potential data recorded from depth electrodes implanted in the epileptic focus, typically in proximity to the hippocampus. The process of customizing the algorithm relies on a statistical analysis presented in the paper that uses kainate-treated rat LFP data to validate results. As a proof of working principle, the algorithm is implemented on a printed circuit board with commercially available components and tested in a simulated real-time environment to mimic a typical prospective study on six implanted animals.
Algorithm design
The detection of electrographic seizures is based on classifying depth-electrode data into 'events'. The definition of an event is in relation to its amplitude during its seizure state compared to normal or baseline recordings. A reference with baseline is established to avoid excessive false detections due to a fluctuation in the DC level of the recorded signal or noise artifacts that tend to change the overall amplitude of recordings for longer periods of time. The baseline is periodically updated to track these changes by a median filtering mechanism sampled at low rates (<20 Hz). This would track changes under 10 Hz and reduce the probability of recording high-frequency activity such as ripples or spikes that could result in an inaccurate representation of baseline average amplitude. Any activity over a proportionality constant (K amp ) times the baseline average is considered and time stamped as an event by an event-marker block. Once time stamped, a digital feature extraction block utilizes these markers to indirectly extract frequency information by measuring the interval between consecutive time stamps. The next block compares the measured inter-event intervals (IEIs) to a programmable threshold (IEI thresh ), screening out pairs of events that do not meet the threshold. A detection based just on sporadic high-amplitude spiking activity could increase false positives significantly. In order to increase the selectivity of the algorithm, the hardware incorporates a measure of rhythmicity into its detection mechanism in the next stage. This final stage looks for consecutive occurrences of the flagged pairs of events that are separated by a time interval less than or equal to the programmed IEI threshold. In other words, any sustained rhythmic high-amplitude activity that increases the instantaneous signal energy in the frequency domain of interest is marked as a detection. The number of consecutive pairs of events (N stage ) that trigger detection can also be digitally programmed post-implantation following the methods outlined in the later sections of this paper. This flow of events is illustrated by the flowchart shown in figure 2.
Event marking and digitization
Recorded data from the implanted microelectrodes are first filtered and then amplified by an integrated neural recording amplifier (TDT Systems Inc.). The filtering splits fullbandwidth signal into a low-frequency component (<10 Hz) and an LFP component (10-500 Hz). The low-frequency component is used to periodically update the averaged baseline amplitude to keep the thresholds dynamic with respect to any sustained drift in signal amplitudes. In this study, the baseline average was not observed to change significantly as durations of data used to test the hardware were less than 1 h each. The proposed scheme to update the background (baseline) amplitude would prove useful with long-term evaluation studies of the implanted algorithm, with sleep-wake cycles included. The algorithm uses only the LFP component of the data, digitizing it right after amplification. The amplifier filter configuration is a standard part of most neural recording systems in use today, and is not specific to the algorithm [32] . The digitizing is implemented by comparing the conditioned data to the threshold amplitude that is a certain proportionality constant (K amp ) times the averaged baseline (equations (1a) and (1b)):
In equation (1b), k represents the index of the array of identified events and x n represents the nth sample of data. A sourcefollower-based architecture was used to implement an opamp comparator in the open loop configuration to effect this operation in hardware. This 1-bit analog to digital converter acts to timestamp any activity over the threshold as an event.
Alternatively, a digital implementation using a Schmitt trigger may also be used to establish this.
Measurement of an inter-event interval
The next stage in the algorithm utilizes the timestamps extracted from LFP data to measure the time interval between two consecutive events in real time without storing information. The measured IEI is immediately compared to a programmable threshold and flagged only if it is less than that value. Other events that are spaced further apart from each other are ignored and not added to the queue of flagged event pairs:
In digital hardware, this is established by using a binary counter that is triggered on and off by the event timestamps. The binary value of the counter is compared to a programmed IEI threshold set by the clinician following methods documented later in this paper, and a queue of successive events (N stage ) is incremented if the pair of events meets this criterion. The counter is clocked by a fixed frequency clock, enabling easy conversion of time to programmable digital values that are then compared to the threshold using a digital comparator at the end of the count cycle. The counter is then reset after each comparison cycle, and the event queue is either incremented or reset depending on the digital comparison made. In effect, the length of the queue represents the number of consecutive pairs of events that have been flagged by the IEI extraction block and that fail to meet the minimum IEI threshold criteria. The architecture makes the algorithm iterative till the desired queue length has been reached at which point a detection is made. This flow of events is illustrated in the circuit implementation shown in figure 3.
Hardware implementation
The digital implementation of this function translates to an efficient, low power hardware technique to extract frequency information from amplitude-screened data, and incorporates a measure of rhythmicity by measuring the duration of sustained high-energy activity. This enhances the algorithm's selectivity. Figure 4 shows a timing diagram of typical operation of the circuitry. In figure 4 , events are first marked out by the output of the 1 bit ADC as per the set value of event threshold. In the window shown, spiking activity at the onset of an electrographic seizure is detected as events. The digital logic resets the master counter that keeps tab of the queue of successive events that fall below the IEI threshold. In the example shown, seven counts were used as a threshold and the double arrow indicates the period after which the master counter is reset. The digital logic takes in inputs from the IEI counter and a feedback state machine to measure IEI between pairs of events. The staircase waveform shown at the bottom of figure 4 represents the length of the queue. If a threshold of 4 (N stage = 4) was used, the episode marked with vertical arrows would be classified a detection exactly when the fourth increment was made. Usually, much higher values of N stage are employed.
As is the case with most binary decision algorithms, the choice of optimal thresholds takes utmost importance in deciding the efficiency of the technique. In the next two sections, we document the materials and methods used to collect data and develop an optimality function that helps arrive at a decision for choice of thresholds based on desired selectivity, sensitivity and hardware efficiency.
Materials and methods

Electrode implantation
All surgical and animal handling procedures were approved by the Purdue Animal Care and Use Committee (PACUC) prior to performing the study and adhered to the NIH guidelines for the care and use of laboratory animals. A total of ten female long Evans rats (250 to 350 g) were used in this study. Seizure data from six of the ten animals are used in this study after accounting for the loss of animals due to damaged headcaps, post surgical and kainate treatment complications. All procedures remained consistent for each animal. Anesthesia was induced via 5% isoflurane in 2 L min −1 O 2 and maintained using 0.5-3% isoflurane in 2 L min −1 O 2 [33] . Post induction, the surgical site was shaved and cleaned with alternating scrubs of dial surgical scrub and betadine. Using a standard stereotactic frame (David Kopf Instruments, Tujunga, CA, USA), a midline incision was made and the skull was cleaned to expose lambda, bregma and the proposed craniotomy site. Three bone screw locations and the proposed craniotomy site were marked prior to drilling with a sterile ruler and cauterizer. To locate and access the dentate gyrus, a 1 mm 2 craniotomy was made 3.5 mm posterior and 2.0 mm lateral to bregma via stereotaxis [34] . Prior to insertion, the electrode pair was mounted on a sterile micromanipulator and re-sterilized in a 70% ethanol in dH 2 O solution. A twisted-pair two-channel stainless steel electrode (Plastics One, Roanoke, VA, USA) was inserted at ∼100-300 mm min −1 such that the exposed tips were 3.5 mm ventral to the cortex in the dentate gyrus. The electrode assembly consists of two 4 mm long polyimide-insulated stainless steel electrodes (0.280 mm diameter with insulation) in a twistedpair configuration with a separate uninsulated, stainless steel ground/reference wire. Kwik-Cast silicone elastomer (World Precision Instruments, Inc., Sarasota, FL, USA) was used to cover the remaining exposed cortex followed by a liberal application of standard dental cement to cover the remaining exposed, pre-cleaned skull surface [35] .
Kainic acid treatment
Kainate-treated rats were used as models of human temporallobe epilepsy in this study [36] . Each treatment was administered 15+ days post-implantation. Immediately prior to the kainate treatment, baseline local field potential (LFP) recordings (bandpass filtered from 10 Hz to 500 Hz) and video were obtained using a TDT System3 recording system (Tucker-Davis Technologies, Alachua, FL, USA) and Quickcam camera (Logitech, Fremont, CA). Full details of the kainate treatment protocol are found in [36] . In brief, each implanted rat was intra-peritoneally injected with 5 mg kg 
Hardware testing and real-time environment simulation
The recorded data were streamed out in real time at the same rate it was recorded (1526 Hz) through a data acquisition system (National Instruments, USA) interfaced to a desktop computer. No further processing was done on data apart from filtering and amplification implemented in hardware during the recording process. All results reported were recorded from this prototyped hardware device with the a priori recorded data re-streamed in at the same rate to mimic a real-time environment. This technique was structured to closely mimic a true real-time prospective environment that the algorithm would typically be used in. The data used to test the algorithm were separated from the data analyzed in software to train the model and set thresholds. The detection algorithm prototype was implemented on a printed circuit board following the circuit diagram (figure 3) using commercially available digital circuit components and interfaced to an input channel of the data acquisition device. The outputs from the hardware were processed using Matlab R (Mathworks Inc.) to compute metrics to quantify algorithm performance.
Seizure screening and analysis
Each implanted animal underwent treatment of kainic acid as per the protocol till a convulsive state of status epilepticus was attained. A total of 125 seizures were marked out from six treated animals. This included both subclinical and clinical seizures scored on a racine scale of 1 through 5. Seizure onset was identified by visual inspection of electrographic and video records by a trained epileptologist at the Indiana University School of Medicine, Indianapolis. This was supplemented by marking out the first point at which the electrographic spiking activity exhibited a sharp increase in instantaneous energy with a period of gradual amplitude increase. Seizures marked out had an average duration of 65 s with a standard deviation of 27 s. In this study, no sleep-wake cycle experiments were performed, and all data used were obtained during the course of progression of the animal into chemically induced status epilepticus. As a result, there were no long interictal periods. The designed algorithm does not assume any morphology or specific seizure pattern, making it more generic and widely applicable to the electrographic data that exhibited a combination of features including increased amplitude, sustained spiking and high-frequency activity. A set of 3-5 seizures and about 15 min of baseline activity was used to extract the thresholds for each animal in the study. Recorded data were streamed out as is into the hardware prototype except for parts where excessive cable motion artifact was noted, or parts where the animal was in a convulsive state of status epilepticus, with no clear demarcation between the end of one Commonly observed artifacts in the recorded signal were mainly due to cable motion and other physical movement such as wet dog shakes, chewing, grooming and cable touch during which period the cable had to be re-connected to the headcap. Electrical noise was notched out using a 60 Hz filter and all cables were sufficiently shielded and grounded with minimal exposure. The N stage threshold had a fairly strong control over any false triggers due to these artifacts. However, any high-amplitude artifact in the frequency domain of a seizure that sustained for periods over 3-6 s caused a false detection. These were logged and included in the calculations of algorithmic sensitivity and selectivity. Long-term shifts in the baseline amplitude due to impedance changes in the electrode-tissue interface are accounted for by the relation of event threshold (K amp ) to the background amplitude averaged using a median filter. Video records were used to verify any false detection due to such a motion artifact. Figure 5 (top) shows a typical filtering scheme applied to the data to smooth out high-frequency activity that would cause multiple event triggers and (bottom) with events marked out on the data using dots.
In order to set thresholds to train the algorithm, three to five randomly selected seizures from each animal and an equivalent duration of baseline were used to create the numerical model as elaborated in section 5. These seizures were excluded from the testing data set. 
Metrics and data analysis
The efficacy of the proposed algorithm is strongly dependent on the choice of the threshold values (K amp , IEI thresh and N stage ) used to detect increase in amplitude, frequency and rhythmicity in the seizure phase. Hence, optimal choice of these parameters assumes paramount importance in order to co-optimize the algorithm and hardware in terms of detection latency, power consumption and number of false positives (FP) and false negatives (FN). As most algorithms need patientspecific programming, a general framework is essential to optimize this process, reporting its trade-offs at each step. In this section, we describe in detail the process of threshold setting for the proposed algorithm, based on statistical analysis of neural recordings.
The threshold setting process is based on the distributions of IEI obtained for different values of K amp . As discussed in the previous sections, K amp times the average baseline amplitude is used as the threshold for the classification of events. Once the events are marked, intervals between pairs of successive events are calculated to obtain the distribution for IEI corresponding to the chosen K amp . For this analysis, data corresponding to the baseline and seizure phases are considered separately and two IEI distributions are obtained.
The distribution of IEI data points is highly dependent on the choice of K amp . Choosing a value of K amp changes the number of events identified in each state, and also the intervals between them. The IEI resulting from a particular K amp selection resulted in a log-normal distribution, shown in figure 6 . The baseline distribution shows an increased standard deviation with an increase in K amp as fewer events are detected with a higher threshold. The seizure distribution tends to get sharper and the two distributions start overlapping lesser with each increase in K amp , potentially leading to reduction in false positives. The trend indicates that the baseline and seizure IEI distributions start to disperse away from each other with an increasing K amp . While this is true, the graph does not capture another trade-off that this increase in K amp results in false negatives and detection delay. An excessively high value of K amp results in a high probability of entirely missing certain electrographic seizure events, increasing false negatives. Therefore, there is a strong need to optimize the choice of these thresholds, taking into account We first discuss briefly how detection delay and number of false negatives are related to the threshold parameters and CDF of IEI in the seizure phase (denoted, hereafter, by CDF seiz (IEI)). This is followed by a discussion of the dependence of hardware power consumption and number of false positives on the CDF of IEI in the baseline phase (CDF base (IEI)). The trade-offs involved at each step are also described to finally choose optimal values of the threshold parameters based on the weighted average of CDF base (IEI) and CDF seiz (IEI).
Number of false negatives and detection delay
If a seizure is detected beyond a certain point in time, therapeutic intervention may be ineffective. In this analysis, we focus on detection of the tonic phase of the electrographic event and classify any detection beyond half the duration of the seizure as a miss, or false negative. Detection delay is defined as the time interval between electrographic onset (EO) of the seizure and the algorithm triggering seizure detection. Electrographic onset was defined as discussed in section 4.4. The detection delay is actually a sum of the inherent delay of the algorithm and the delay due to hardware components (equation (3)):
At the low frequency (LF) of operation that the application needs, the delay added by the hardware is of the order of nanoseconds (ns), and is neglected. In effect, the hardware acts as a real-time implementation of the designed algorithm.
Relation with CDF seiz (IEI). In order to understand the relation between detection delay and IEI thresh, IEI is plotted on the same timescale as a recorded baseline event progressing into a seizure, as shown in figure 7 . The averaged IEI during an ictal event is much lower than in baseline. The general trend of IEI is captured by the median plotted from raw data points averaged using a rectangular window (figure 7). The arrow indicates the electrographic onset, which is captured by a significant dip in the overall IEI values recorded for a given value of K amp .
If the ictal event in figure 7 is snipped out and the logarithm of IEI is plotted using a normal fit, the right-hand side of the distribution (point A) corresponds to higher IEI values, found during the starting phases of the electrographic event, or the tonic part. The lower values of IEI on the left-hand side of the normal distribution (point B) represent clonic parts of the seizure. This trend agrees with what has been reported in the literature to be the progression of a typical electrographic seizure [13, 16] . Choosing a point on the IEI distribution, indirectly reflects the detection delay. If point A was chosen as the IEI threshold, the seizure event would be detected in its tonic build-up stages (shown by the arrow marking point A). Moving the IEI threshold to the left of point A on the normal distribution implies that the seizure will be detected at a later stage of its inception-increasing detection delay. Detection delay and number of false negatives are, thus, incorporated into the optimization process by using (1−CDF seiz (IEI thresh )) as the measure, which is the area under the probability distribution of IEI to the right of IEI thresh marked with dotted lines (figure 6).
Number of false positives and hardware power consumption
In implantable applications, power dissipated by the hardware is one of the most important factors that decide both battery life and the heat dissipated into the surrounding tissue. Peukert's equation relates power dissipated to the charge capacity of a given battery cell in terms of its discharge time, indicative of battery life [37] . In equation (4), 'k' represents the dimensionless Peukert's exponent and 'V' refers to the operating voltage needed for the device:
The power dissipated by digital circuits is composed of the sum of a static and a dynamic component. While the static power consumption is dominated by the leakage current of the circuits, its dynamic component is related to the supply voltage (V DD ), clocking frequency (f ) and the capacitive load of the circuit seen by the clock (C L ) [38] . These relationships are described in equations (equations (5)- (6)):
While the algorithmic thresholds have no effect on the supply voltage, capacitive load or clock frequency, they affect the number of detected events contributing to increased switching activity (α), and hence an increased dynamic power component (P dynamic ). It may be observed that switching activity increases with increase in the number of (a) events marked, leading to increased switching at the output of the voltage comparator ( figure 3 ) and (b) pair of events with IEI < IEI thresh , leading the increased switching in the master counter and at the clock pin of the IEI counter ( figure 3 ). While switching in the seizure phase is inevitable for detection of the seizure, power consumption can be minimized by reducing the switching activity in the baseline phase. Hence, in this analysis, optimization of power is considered by analyzing the baseline data only. In order to relate hardware power consumption and number of false positives with a common parameter, we define false hit (FH) to be the classification of a pair of events with IEI < IEI thresh outside the seizure episode. Hence, from the discussion above, hardware power consumption is directly proportional to the number of false hits. Furthermore, a false positive is defined as N stage consecutive occurrences of false hits.
Relation with CDF base (IEI). The baseline IEI is distributed log normally for any selected value of K amp . Given a value of IEI thresh , the area under the IEI baseline distribution to the right of IEI thresh ( figure 7) is indicative of the percentage of events whose IEI > IEI thresh and hence will not be flagged. Similarly, the area under the IEI baseline distribution to the left of IEI thresh , which is the CDF base (IEI thresh ), represents the percentage of events classified as false hits. This is a good measure of the power consumption as well as the number of false positives.
Summary of relationships
The trade-offs associated with the thresholds can be summarized by the following equations:
Here, k1 through k4 are constants determining the exact dependence of the performance metrics on the threshold parameters. Their values may be different for different patients. For this analysis, the exact values of these constants are not required since the optimization is performed on the basis of CDFs of IEI, as discussed in the subsequent subsection.
The optimality function
As described in the previous sub-sections, given a value for K amp , detection delay and number of false negatives can be reduced by choosing IEI thresh , so that (1−CDF seiz (IEI thresh )) is decreased. Similarly, hardware power consumption and number of false hits can be reduced by choosing IEI thresh that lowers CDF base (IEI thresh ). These two requirements have conflicting implications on IEI thresh . Hence, there exists an optimal value of IEI thresh such that the weighted combination of these sets of metrics is minimized. For that, we define an optimization function O(f ) (equation (9) (9b) Figure 8 . Optimality function predicting values of thresholds to be used with a given training set of data.
In equation (9), W s and W b represent the relative weights of hits in the seizure and baseline distributions, respectively. The ratio (W s /W b ) indicates the relative importance of detection delay over false hits and hardware power dissipation. We obtain the minimum value of O(f ) and corresponding IEI thresh (IEI opt ) for a given value of K amp . This process is re-iterated for different values of K amp , and the optimal O(f ) and IEI thresh is obtained as a function of the K amp . Figure 8 shows a plot of optimal O(f ) versus K amp , from which the minimal value of optimal O(f ) is marked out and is used to obtain the optimal values for K amp and IEI thresh . This analysis optimizes the range of operation to be chosen for the most efficient hardware performance, taking into account false hits and detection delay. In order to improve the selectivity, N stage is increased till the desired results are obtained, keeping in mind that detection delay also increases. It is to be noted that the above detailed procedure is applied on the training data set isolated from each animal to set thresholds to be used on an exclusive testing set from the same animal.
Results
The hardware prototype used the predicted values of K amp and IEI thresh and implemented nine stages (N stage = 9) to produce the tabulated results. Setting equal weights to Hits base and Hits seizure results in a range for K amp similar to the analysis shown in the figure 8 for a given set of data. In order to validate this finding with a standard basis of comparison, we apply receiver operating characteristic (ROC) analysis to the system [39] . The algorithm may be classified as a binary state machine, programmed to detect and differentiate between two set states (seizure and non-seizure).
The IEI distributions for a number of baseline and seizure snips for the same animal were analyzed for different values of K amp . The difference between the cumulative distribution functions of the baseline and seizure snips was used as a metric for demarcation. At every point on this curve, the baseline CDF value is marked as a 'false hit' and the seizure CDF value is marked as 'true hit'. These are plotted against each other for the same data file, sweeping values of K amp . Figure 9 shows that without assigning priorities for false hits over misses or vice versa, the optimal range of K amp is the same as that predicted by the optimal function analysis. The ROC plots, however, do not provide any information about the IEI thresh to be chosen for predicted K amp values. The proposed analysis gives an estimate of the range of threshold values to be used in the algorithm based on statistical analysis of limited available data.
A hardware implementation of the described algorithm was fabricated on a printed circuit board with commercially available digital circuit blocks. False hits were logged for each pair of events that was flagged by the hardware in the baseline phases, and detection delay was measured in the seizure phases. Figure 10 summarizes the relationship between false hits, detection delay and chosen value of event threshold (top) and IEI thresh (bottom). The curves are indicative of the relationship predicted by equations (7)- (8) .
In the full implementation of the seizure-detection algorithm, a queue length of 9-16 stages was used (N stage = 9-16). Increasing this metric was found to significantly decrease the number of false positives in detection and marginally increase detection delay for low values of N stage (under 30). The clinician is given the flexibility to program the hardware to the desired number of stages based on the observed false positive rate from training data as a coarse control mechanism. The results reported in table 1 were obtained using a hardware prototype programmed to the thresholds prescribed in the optimization process. A small subset of each animal's data was used to generate specific thresholds and these were tested using untrained data from the [26] . Selectivity was defined as the ratio of the number of correct detections to the total number of detections and false positives, indicating a measure of rejection of false positives. Sensitivity was calculated as the ratio of number of correct detections to the total number of detections and false negatives, indicating a measure of the algorithm to detect seizure activity from baseline. An important parameter deciding the feasibility of the presented algorithm in a closed-loop prosthesis is detection delay. As discussed in section 5b, we defined detection delay as the time interval between electrographic onset of the seizure and when the algorithm triggered a detection. Although it is unclear at what point interventional therapy such as neurostimulation could work effectively, we defined a false negative as any detection with a delay greater than half the duration of the electrographic seizure. In other words, if a detection was not made within 50% of the seizure duration (within the tonic part), it was considered a miss. Figure 11 shows the measured detection delays from each of the implanted animals along with their median values. The algorithm had an overall average detection delay of 8.5 s [5.97, 11 .04] with a standard deviation of 6.85 s. The large standard deviation was due to differences in a clear definition of electrographic onset and also due to animal to animal variations in the progression of a seizure event.
Efficient hardware implementation is one of the key goals of this study. Although there have been very few reported detection or prediction algorithms with hardware implementation on a custom circuit with power numbers, we compare our hardware power numbers to commonly used hardware cores in devices. For the purpose of this study, we compare our work to typical power consumption of a TIC320X DSP processor, TI320 Floating point DSP processor(TI320FP), integrated neural recording system (INI3) [31] , VLSI implementation of a wavelet engine (DWT) [40] , an analog filtering scheme presented for use with the Flint Hills Scientific (FHS) seizure-detection algorithm [41] . Typical active power consumption numbers were used wherever reported ( figure 12 ) and technical specification datasheets were used to report numbers for the microprocessors and DSPs. The authors of the FHS algorithm, however, do not report any circuit implementations, process node or architectures to back up the expected power numbers for an analog FIR filter proposed. DSPs are commonly used to implement computationally intense seizure detection schemes such as artificial neural networks. Devices such as the responsive neurostimulation system (eRNS) from Neuropace Inc. report using a microcontroller to implement the algorithm [42] . We report a power consumption of 350 nW from a 250 mV supply for a fully CMOS sub-threshold implementation of the proposed circuit architecture. The power reported is per channel of use. Given that the frequency of operation of the system is very low, we are able to operate the circuits with supply voltages as low as 250 mV (from simulations on the MIT SOI 180 nm process). The proposed architecture is orders of magnitude lower in current draw from a same given battery source, implying much longer intervals between recharges.
Discussion
The proposed detection algorithm has been shown to detect the onset of electrographic seizures in real time using data available from implanted microelectrodes in the epileptic focus of rats. Although there is enough evidence in the literature that validates using a detection scheme at the focus to suppress seizures before they spread to other regions in the brain, it is unclear what range of detection delays would be optimal [17, 20, 21] . The definition of detection delay is also contingent on a clear, concise definition of electrographic onset of the seizure. The presented algorithm balances computational complexity with feasibility in an implantable application to facilitate the design of a closed-loop system. As discussed in section 4.4, the algorithm is susceptible to false triggers with sustained high-amplitude high-frequency artifact, and this limitation is commonly observed in a number of reported detection schemes [13, 16] . Integrating the proposed hardware with a wavelet-based filtering scheme could increase its selectivity, but it remains to be seen if the increase in efficiency warrants the increase in computational power due to this addition. In this study, we simulate a real-time prospective environment to test the algorithm on hardware instead of evaluation in software, although the data were recorded a priori. This is established by streaming the recorded data (excluding training segments) to the hardware prototype with no additional software processing at the same rate at which it was acquired. While using untrained data mimics a real-time prospective environment, the actual microchip implementation would allow a true long-term prospective evaluation of the algorithm.
The results presented in table 1 indicate the performance of the hardware using data recorded from implanted animals in various stages of progression into status epilepticus. Any detection with a delay greater than half the duration of the seizure was considered a false negative, as we targeted the initial tonic phases for detection. The false negatives reported follow this convention, even though the hardware was able to detect all electrographic seizures. There is also a fair variability in the detection delay both within and between animals. Figure 11 shows animals 2 and 6 with a wider delay distribution compared to the others. This is believed to be due to the poor signal to noise ratio in the quality of recordings obtained from the specific subject, causing the optimization process to report much different thresholds than other subjects. There was no subjective intervention to alter these numbers and the experiments were performed as per the prescribed thresholds obtained from the optimization process. Figure 13 (top) shows a typical progression of three seizures that are detected with no false positives or misses by the hardware. In certain cases, inter-ictal bursts of high-amplitude high-frequency activity were detected by the hardware as shown in figure 13 (bottom). Activity that was sustained for periods over 5 s and consisted of high-frequency rhythmic patterns was detected by the hardware. For the purposes of this classification, such detections were logged as false positives, although it is unclear if these electrographic abnormalities warrant intervention. While the preliminary evaluations of the presented algorithm's efficacy analyzed on the limited dataset show great promise, it is important to evaluate these metrics with longer durations of continuous data that include sleep-wake cycles and sufficiently long interictal periods. A large animal study with continuous monitoring is currently underway to perform this evaluation. Evaluation studies performed on the Neuropace device also report that the algorithms trigger a lot more detections during 'sleep' phase than during the 'awake' phase. This finding is also strengthened by an observation that high-amplitude shortduration patterns of spontaneous electrical activity (population spikes) have been reported to follow a circadian rhythm in an animal model of temporal-lobe epilepsy [43] .
The techniques presented in this paper enable a lowpower hardware implementation that facilitates such longterm monitoring. The results presented in this work open up avenues for integrating seizure-detection algorithms with hardware design and optimizing the system to be feasible in an implantable prosthesis. The proposed circuit architecture can also be combined with any custom circuit implementation of a multi-channel neural recording device at almost no additional cost of power. Such a device would enable researchers to accurately identify and track the path of a seizure away from its epileptic focus, in turn equipping them with answers to the questions surrounding when and where to stimulate. Multi-channel neural recording systems equipped with efficient detection schemes reduce the data bandwidth load on transmission schemes from these systems by only transmitting detections as opposed to digitized neural data. This would aid in long-term studies to understand the temporal dynamics of a seizure event to increase the temporal selectivity of intervention.
In order to facilitate the development of closed-loop implantable devices, it is important to consider the prescribed trade-offs. In the past there have been reports of such computational trade-offs in order to facilitate hardware implementation [28, 44] . The Neuropace (eRNS) device is the only known implantable responsive neurostimulation system and the authors report using similar computationally efficient tools such as half wave [45] , area under curve [27] and line length [28] . The presented algorithm takes into account amplitude, frequency and rhythmicity while also providing programmability and easy means to interface with other application-specific integrated circuits to better study and treat the dynamics of epilepsy.
