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1. Introduction
There have been many survey articles written in the last few years on semidenite
programming (SDP) and its applicability to discrete optimization and matrix completion
problems [2,5,36–38,61,76,77,105] This highlights the fact that SDP is currently one
of the most active areas of research in optimization. In this paper we survey in depth
two application areas where SDP research has recently made signicant contributions.
Several new results are also included.
The rst part of the paper is based on the premise that Lagrangian relaxation is
“best”. By this we mean that good tractable bounds can always be obtained using
Lagrangian relaxation. Since the SDP relaxation is equivalent to the Lagrangian re-
laxation, we explore approaches to obtain tight SDP relaxations for discrete optimiza-
tion by applying a recipe for nding SDP relaxations using Lagrangian duality. We
begin by considering the max-cut problem (MC) in Section 2.2. We rst present sev-
eral diKerent relaxations of MC that are equivalent to the SDP relaxation, including
the Lagrangian relaxation, the relaxation over a sphere, the relaxation over a box,
and the eigenvalue relaxation. This illustrates our theme on the strength of the La-
grangian relaxation. The question of which relaxation is most appropriate in practice
for a given instance of MC remains open. Section 2.5 contains an overview of the
main algorithms that have been proposed to compute the SDP bound, and Section
2.6 presents an overview of the known qualitative results about the quality of the
SDP bound. We then proceed in Section 2.7 to derive new strengthened SDP re-
laxations for MC. To obtain these relaxations we apply the recipe for nding SDP
relaxations presented in [100]. This recipe can be summarized as: add as many re-
dundant quadratic constraints as possible; take the Lagrangian dual of the Lagrangian
dual; remove redundant constraints and project the feasible set of the resulting SDP to
guarantee strict feasibility. We also show several interesting properties for the tighter
of the new SDP relaxations, denoted SDP3. In particular, we prove that SDP3 is a
strict improvement on the addition of all the triangle inequalities to the well-known
SDP relaxation, denoted SDP1 [7–9]. This shows that SDP3 often improves on SDP1
whenever the latter is not optimal. In Section 3 we discuss the application of La-
grangian relaxation to general quadratically constrained quadratic problems and in Sec-
tion 4 we present applications of the recipe to other discrete optimization problems,
including the graph partitioning, quadratic assignment, max-clique and max-stable-set
problems.
The second part of the paper presents several SDP algorithms for the positive
semidenite and the Euclidean distance matrix completion problems. The algorithms
are shown to be eLcient for large sparse problems. Section 5.1 presents some theo-
retical existence results for completions based on chordality. This follows the work in
[41]. An approach to solving large sparse completion problems based on approximate
completions [56] is outlined in Section 5.2. In Section 5.3 a similar approach for Eu-
clidean distance matrix completions [1] is presented. However, the latter does not take
advantage of sparsity and has diLculty solving large sparse problems. We conclude in
Section 5.4 with a new characterization of Euclidean distance matrices from which we
derive an algorithm that successfully exploits sparsity [3].
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1.1. Notation and preliminaries
We let Sn denote the space of n× n symmetric matrices. This space has dimension
t(n):=n(n+1)=2 and is endowed with the trace inner product 〈A; B〉=traceAB. We let
A◦B denote the Hadamard (elementwise) matrix product and A¡ 0 denote the LNowner
partial order on Sn, i.e. for A∈Sn; A ¡ 0 if and only if A is positive semidenite.
We denote by P the cone of positive semidenite matrices.
We also work with matrices in the space St(n)+1. For given Y ∈St(n)+1, we index
the rows and columns of Y by 0; 1; : : : ; t(n). We will be particularly interested in the
vector x obtained from the rst (0th) row (or column) of Y with the rst element
dropped. Thus, in our notation, x = Y0;1:t(n).
We let e denote the vector of ones and E= eeT the matrix of ones; their dimensions
will be clear from the context. We also let ei denote the ith unit vector and dene the
elementary matrices Eij:= 1√2 (eie
T
j + eje
T
i ), if i = j; Eii:=12 (eieTj + ejeTi ). For any vector
v∈Rn, we let ||v||:=
√
vTv denote the ‘2 norm of v.
We use operator notation and operator adjoints. The adjoint of the linear operator
A is denoted A∗ and satises (by denition)
〈Ax; y〉= 〈x;A∗y〉; ∀x; y:
Given a matrix S ∈Sn, we now dene several useful operators. The operator diag(S)
returns a vector with the entries on the diagonal of S. Given v∈Rn, the operator
Diag(v) returns an n×n diagonal matrix with the vector v on the diagonal. It is straight-
forward to check that Diag is the adjoint operator of diag. We use both Diag(v) and
Diag v provided the meaning is clear, and the same convention applies to diag and all
the other operators. The symmetric vectorizing operator svec satises s=svec(S)∈Rt(n)
where s is formed column-wise from S and the strictly lower triangular part of S is
ignored. Its inverse is the operator sMat, so S=sMat(s) if and only if s=svec(S). Note
that the adjoint of svec is not sMat but svec∗=hMat with hMat(s) being the operator
that forms a symmetric matrix from s like sMat but also multiplies the oK-diagonal
terms by 12 in the process. Similarly, the adjoint of sMat is the operator dsvec which
acts like svec except that the oK-diagonal elements are multiplied by 2.
For notational convenience, we also dene the symmetrizing diagonal vector operator
sdiag(x):=diag(sMat(x))
and the vectorizing symmetric vector operator
vsMat(x):=vec(sMat(x));
where vec(S) returns the n2-dimensional vector formed columnwise from S like svec
but with the complete columns of the matrix S. Note that the adjoint of vsMat is
vsMat∗(x) = dsvec[ 12 (Mat(x) +Mat(x)
T)]:
Let us summarize here some frequently used operators in this paper:
diag∗ =Diag;
svec∗ = hMat;
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svec−1 = sMat;
dsvec∗ = sMat;
vsMat∗ = dsvec[ 12 (Mat(·) +Mat(·)T)]:
We will frequently use the following relationships between matrices and vectors:
X ∼= vvT ∼= sMat(x)∈Sn and Y ∼=
(
y0
x
)
(y0 xT)∈St(n)+1; y0 ∈R:
2. The max-cut problem
We begin our presentation with the study of one of the simplest NP-hard problems,
albeit one for which SDP has been successful. The max-cut problem (MC) is a discrete
optimization problem on undirected graphs with weights on the edges. Given such a
graph, the problem consists in nding a partition of the set of nodes into two parts,
which we call shores, to maximize the sum of the weights on the edges that are cut
by the partition (we say that an edge is cut if it has exactly one end on each shore of
the partition). In this paper we shall assume that the graph in question is complete (if
not, non-existing edges can be added with zero weight to complete the graph without
changing the problem) and we require no restriction on the type of edge weights (so,
in particular, negative edge weights are permitted).
Following [86], we can formulate MC as follows. Let the given graph G have node
set {1; : : : ; n} and let it be described by its weighted adjacency matrix A = (wij). Let
L:=Diag(Ae) − A denote the Laplacian matrix associated with the graph, where the
linear operator Diag returns a diagonal matrix with diagonal formed from the vector
given as its argument, and e denotes the vector of all ones. Let us also dene the
set Fn:={±1}n, and let the vector v∈Fn represent any cut in the graph via the
interpretation that the sets {i: vi =+1} and {i: vi =−1} form a partition of the node
set of the graph. Then we can formulate MC as
(MC1)
∗:= max 14v
TLv
s:t: v∈Fn;
(2.1)
where here and throughout this paper ∗ denotes the optimal value of the MC problem.
It is straightforward to check that
1
4
vTLv=
∑
i¡j
wij
(
1− vivj
2
)
and that the term multiplying wij in the sum equals one if the edge (i; j) is cut, and
zero otherwise. Analogous quadratic terms having this property will be used in our
formulations of MC.
We can view MC1 as the problem of maximizing a homogeneous quadratic function
of v over the set Fn. We show that this problem is equivalent to problem MCQ
below which has a more general objective function. This equivalence shows that all
the results about MC1 also extend to MCQ. Furthermore, the formulation MCQ will
help us derive relaxations for MC in Sections 2.2 and 2.3.
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Let us therefore consider the quadratic objective function
q0(v):=vTQv− 2cTv
(the meaning of the subscript 0 will become clear at the beginning of Section 2.2) and
the corresponding ±1-constrained quadratic problem MCQ:
(MCQ) max
v∈Fn
q0(v): (2.2)
Clearly, MC1 corresponds to the choice Q = 14L and c = 0. Conversely, we can ho-
mogenize the problem MCQ by increasing the dimension by one. Indeed, given q0(v),
dene the (n+ 1)× (n+ 1) matrix Qc obtained by adding a 0th dimension to Q and
placing the vector c in the new row and column, so that
Qc:=
[
0 −cT
−c Q
]
: (2.3)
If we consider the variable Qv= ( v0v )∈Fn+1 and the new quadratic form
qc0( Qv):= Qv
TQc Qv= vTQv− 2v0(cTv);
then we get an equivalent MC problem.
2.1. Higher-dimensional embeddings of MC
We can express the feasible set Fn in several diKerent ways by appropriately embed-
ding all its points in spaces of varying dimensions. In this section we take a geometrical
view of several such embeddings and the respective formulations of MC. Relaxations
of these formulations will be considered in the remainder of Section 2.
1. If we dene
Fn(1):={v∈Rn: |vi|= 1; i = 1; : : : ; n}; (2.4)
then clearly Fn(1)=Fn and the formulation MC1 corresponds to optimizing 14v
TLv
over Fn(1).
For later reference, we note here that Fn(1) is the set of extreme points of the unit
hypercube in Rn (the ‘∞ norm unit ball). Furthermore, all the points v∈Fn(1)
satisfy the constraints
||vi||2 = 1 ∀i; |vivj|= |vTi vj|= 1 ∀i¡ j:
We have deliberately added the transpose, even though the variables vi are all scalars,
to emphasize the similarity with the next embeddings.
2. For any given positive integer p, we can lift each of the variables vi from a scalar
to a vector of length p by dening
Fn(p):={V ∈Rn×p: V = [v1; : : : ; vn]T; ||vi||2 = 1 ∀i; |vTi vj|= 1 ∀i¡ j}:
(2.5)
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Note that if p=1 then we simply recover Fn(1). For p¿ 1 the constraints on the
inner products restrict the cosines of the angles between any two vectors vi and vj
to equal ±1. Hence for i = 2; : : : ; n, either vi = v1 or −v1, and we can obtain a cut
by choosing the sets {i: vTi v1 = +1} and {i: vTi v1 = −1} as the shores. Thus, the
objective function may be written as∑
i¡j
wij
(
1− vTi vj
2
)
or, in terms of the Laplacian, as
1
4 traceV
TLV:
We have thus derived our second formulation of MC:
(MC2)
∗= max 14 traceV
TLV
s:t: vi ∈Rp; ||vi||2 = 1 ∀i;
|vTi vj|= 1 ∀i¡ j;
V = [v1 : : : vn]T:
(2.6)
The commutativity of the arguments inside the trace means that
1
4 traceV
TLV = trace( 14L)VV
T
and this observation leads us to an embedding of MC into Sn, the space of sym-
metric n× n matrices, by rewriting MC2 in terms of the variable X ∈Sn which is
dened by
Xij:=vTi vj; or equivalently; X :=VV
T:
Then the constraint ||vi||2 = 1 is equivalent to diag (X ) = e and
|vTi vj|= 1 ⇔ |Xij|= 1; ∀i¡ j:
Finally, X = VV T ⇔ X ¡ 0, and our third formulation of MC is
(MC3)
∗= max 14 traceLX
(
=12
∑
i¡j
wij(1− Xij)
)
s:t: diag(X ) = e;
|Xij|= 1; ∀i¡ j;
X ¡ 0:
(2.7)
Note that although each Xij can be interpreted as the cosine of the angle between
some vectors vi and vj, the length p of these vectors does not appear explicitly in
the formulation MC3.
Having derived MC3, we can obtain yet another formulation by applying the fol-
lowing theorem:
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Theorem 2.1 (Anjos and Wolkowicz [9, Theorem 3:2]). Let X be an n×n symmetric
matrix. Then
X ¡ 0; X ∈{±1}n×n if and only if X = xxT; for some x∈{±1}n:
Thus, we can replace the ±1 constraint on the elements of X by the requirement
that the rank of X be equal to one. Hence, we obtain our fourth formulation of MC:
(MC4)
∗= max 14 traceLX
s:t: diag(X ) = e;
rank(X ) = 1;
X ¡ 0; X ∈Sn:
(2.8)
3. We now introduce an embedding of MC in a space of even higher dimension.
This embedding is interesting because of its connection to the strengthened SDP
relaxations that we present in Section 2.7.
For any given positive integer q, let us dene the set
Ft(n)+1(q) := {U ∈R(t(n)+1)×q: U = [u0; u1; : : : ; ut(n)]T;
||ui||2 = 1 ∀i = 0; 1; : : : ; t(n);
|uT0ui|= 1 ∀i = 1; : : : ; t(n);
sMat(uT0u1; : : : ; u
T
0ut(n))¡ 0}; (2.9)
where t(i) = i(i + 1)=2. The constraints
|uT0ui|= 1 ∀i and sMat(uT0u1; : : : ; uT0ut(n))¡ 0
imply (by Theorem 2.1) that the matrix X = sMat(uT0u1; : : : ; u
T
0ut(n)) has rank equal
to one. By analogy with the previous embedding in Sn, we can therefore write the
following interpretation:
uT0ut( j−1)+i = Xij = v
T
i vj; ∀16 i6 j6 n: (2.10)
This means that we can think of the cosines of the angles between u0, the rst row
of U , and every other row ut( j−1)+i ; 16 i6 j6 n, as being equal to the cosines
of the angles between the vectors vi and vj (corresponding to the indices i and j)
in the previous embedding. We can thus write down the objective function in terms
of the entries in the rst row of U :∑
i¡j
wij
(
1− uT0ut( j−1)+i
2
)
:
Let us now dene the matrix
HL:=
(
0 12dsvec(L)
T
1
2dsvec(L) 0
)
:
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Then, since∑
i¡j
wij
(
1− uT0ut( j−1)+i
2
)
=
1
4
traceHLUUT =
1
4
traceUTHLU;
we can write down our fth formulation of MC:
(MC5)
∗= max 14 traceU
THLU
s:t: ui ∈Rq; ||ui||2 = 1 ∀i;
|uT0ui|= 1 ∀i = 1; : : : ; t(n);
sMat(uT0u1; : : : ; u
T
0ut(n))¡ 0;
U = [u0 : : : ut(n)]T:
(2.11)
As for the remaining entries of U , we can interpret them as
uTt( j−1)+iut(l−1)+k = (v
T
i vj)(v
T
k vl); ∀16 i6 j6 n; ∀16 k6 l6 n:
(2.12)
This interpretation is particularly interesting if we use again the analogy with the
previous embedding as in (2.10). If X = VV T with V ∈Fn(1) (so V is a column
vector) then the elements of X always satisfy the equation X = (1=n)X 2, i.e. each
entry of X is equal to the average of n products of entries of X . Using interpretations
(2.10) and (2.12), this is equivalent to the constraint that for each k = 1; : : : ; t(n),
uT0uk be equal to the average of n specic elements u
T
i uj with i; j¿ 1. For the
verication of the equation relating X and X 2 and a much detailed discussion of
these interpretations, see Section 2.7.
We have thus embedded the feasible set Fn of MC in several diKerent spaces and
obtained corresponding formulations for MC. We now illustrate in the next three sec-
tions what we mean when we claim that the Lagrangian relaxation is “best”. First, we
introduce in Sections 2.2 and 2.3 a variety of (seemingly diKerent) tractable relaxations
obtained from these formulations. Then in Section 2.4 we present the Lagrangian re-
laxation and Theorem 2.3, which states that (surprisingly) the (upper) bounds on ∗
yielded by these relaxations, i.e. their optimal values, are all equal to the optimal value
of the Lagrangian relaxation.
2.2. Relaxations for MC using vi ∈R
Let us begin our study of relaxations for MC by considering the embedding Fn(1)
of the MC variables and the problem MCQ. We have already argued that MCQ is
equivalent to MC. Before we continue, we show why it is helpful to allow a more
general quadratic objective in this section.
Consider the formulation MC1:
∗:= max vTQv
s:t: v∈Fn(1);
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where Q= 14L, and recall that Fn(1) is the set of extreme points of the unit hypercube
in Rn. One obvious relaxation is to optimize vTQv over the entire hypercube. If we
do so, the resulting relaxation falls into one of the following two cases:
1. If Q 4 0, i.e. Q is negative semidenite, then the maximum over the hypercube is
always equal to zero and is attained at the origin.
2. If Q is not negative semidenite then (at least) one eigenvalue of Q is positive and
Pardalos and Vavasis [98] showed that in this case the maximization of vTQv over
the hypercube is NP-hard. So the relaxation is no more tractable than the original
problem.
Clearly we do not obtain a useful relaxation in either case.
By considering instead the problem MCQ, the objective function q0(v)=vTQv−2cTv
has a linear term and this allows us to consider perturbations of q0(v) of the form
qu(v) : =vT(Q +Diag(u))v− 2cTv− uTe (2.13)
with u∈Rn. It is important to note that if v∈Fn(1), then v2i = 1 ∀i and therefore
qu(v) = q0(v) ∀v∈Fn(1); ∀u∈Rn:
Hence,
∗= max qu(v)
s:t: v∈Fn(1);
u∈Rn:
We now show how these perturbations help.
2.2.1. The trivial relaxation in Rn
For given u∈Rn let us maximize the perturbed objective function without any of
the constraints on v, i.e. let us consider the function
f0(u):=max
v
qu(v):
For any choice of u, this function gives us an upper bound on ∗, since ∗6f0(u).
Hence, minimizing f0(u) over all u∈Rn gives us a (trivial) relaxation of MC:
∗6B0:=min
u
f0(u): (2.14)
Remark 2.2. Note that f0(u) can take on the value +∞. In particular; this will happen
whenever the matrix Q+Diag(u) has at least one positive eigenvalue; since a quadratic
function is unbounded above if the Hessian is not negative semidenite. (In fact; a
quadratic function is bounded above if and only if the Hessian is negative semidenite
and the stationarity equation is consistent. A proof of this well-known fact is given; for
example; in [79; Lemma 3:6].) However; since (2.14) is a min–max problem; we can
add the (hidden) semidenite constraint Q + Diag(u) 4 0 without changing the value
of the bound B0. The resulting problem is tractable since it consists of minimizing a
convex function over a convex set. The trivial relaxation is thus equivalent to
B0 = min
Q+Diag(u)40
f0(u): (2.15)
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Furthermore, let us dene the set
S:={u: uTe = 0; Q +Diag(u) 4 0}:
Provided that S = ∅, it is shown in [101] that the optimality conditions for min–max
problems imply that
B0 = min
uTe=0
f0(u) = min
Q +Diag(u) 4 0
uTe = 0
f0(u):
2.2.2. The trust-region (spherical) relaxation in Rn
Next, let us relax the feasible set Fn(1) to the sphere in Rn of radius
√
n and
centered at the origin. (Note that all the points of Fn(1) are contained in this sphere.)
If we dene the function
f1(u):= max||v||2=n
qu(v); (2.16)
then ∗6f1(u) for all u. This maximization problem is a trust-region subproblem
and is tractable since its dual is a concave maximization problem over an interval
[107,110,120]. Therefore we obtain the (tractable) trust-region relaxation:
∗6B1:=min
u
f1(u): (2.17)
2.2.3. The box relaxation in Rn
Alternatively, we can replace the spherical constraint with the box constraint or ‘∞
norm constraint (all the points of Fn(1) also lie in this unit box) and consider the
function
∗6f2(u):=max|vi|61
qu(v): (2.18)
Since the maximization of a non-convex quadratic over the box constraint is NP-hard
[98], we must add the hidden semidenite constraint to make the calculation of f2(u)
tractable and obtain the box relaxation:
∗6B2:= min
Q+Diag(u)40
f2(u): (2.19)
It is worth mentioning that it is precisely the addition of the hidden semidenite con-
straint (to make the box relaxation tractable) that makes the bound B2 equal to all the
other bounds we are currently presenting (see Theorem 2.3).
2.2.4. The eigenvalue relaxation in Rn+1
We showed at the beginning of Section 2 how the problem MCQ can be homoge-
nized at the price of increasing the dimension by 1. This homogenization yields three
more bounds Bc0, B
c
1 and B
c
2 via the same derivations used to obtain the bounds B0, B1
and B2.
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Given Q and c, recall the (n+ 1)× (n+ 1)-matrix
Qc =
[
0 −cT
−c Q
]
(2.20)
and the vector Qv= ( v0v ). By analogy with the previous relaxations, we dene
qcu( Qv):= Qv
T(Qc +Diag(u)) Qv− uTe (2.21)
and the functions fci (u); i = 0; 1; 2. Note that if v0, the rst component of Qv, equals
±1 then qcu( Qv) = qu(v).
For brevity, we discuss only the relaxation Bc1 analogous to the trust-region relaxation.
This particular relaxation is interesting because it turns out to be equivalent to an
eigenvalue bound for ∗. Indeed, since
fc1(u):= max|| Qv||2=n+1
qcu( Qv);
it follows from the Courant–Fisher Theorem (e.g. [54, Theorem 4:2:11] that
fc1(u) = (n+ 1)*max(Q
c +Diag(u))− uTe;
where *max(·) denotes the maximum eigenvalue of the matrix argument. Hence fc1(u)
is tractable and the (tractable) eigenvalue bound is
∗6Bc1:=minu f
c
1(u): (2.22)
2.3. Matrix relaxations for MC using vi ∈Rp
We now introduce relaxations arising from the formulations of MC using the feasible
set Fn(p) with p¿ 1.
2.3.1. The Goemans–Williamson relaxation
This relaxation is obtained by considering the formulation MC2 and removing the
(hard) ±1 constraint on the inner products vTi vj. The resulting relaxation gives us the
bound B3:
B3:= max 12
∑
i¡j
wij(1− vTi vj)
s:t: ||vi||2 = 1; ∀i:
(2.23)
We note that in their well-known qualitative analysis of the SDP relaxation (the next
relaxation we present), Goemans and Williamson [39] proved and used the fact that this
relaxation and the SDP relaxation are equivalent. (For more details on their qualitative
analysis, see Section 2.6.)
2.3.2. The semide:nite relaxation
This relaxation can be derived in (at least) two diKerent ways. One way is to relax
the formulation MC3 by removing the ±1 constraint on the elements of X . The result
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is the semidenite programming problem
(SDP1)
B4:= max traceQX
s:t: diag(X ) = e;
X ¡ 0;
(2.24)
where Q= 14L. SDP1 is a convex programming problem and is therefore tractable [92].
Alternatively, this relaxation can be obtained from the formulation MC1 using the
fact that the trace is commutative:
vTQv= trace vTQv= traceQvvT
and that for v∈Fn, Xij = vivj denes a symmetric, rank-one, positive semidenite
matrix X with diagonal elements 1. Therefore, we can lift the problem MC1 into the
(higher dimensional) space Sn of symmetric matrices. This is an alternative way to
derive the formulation MC4:
(MC4)
∗= max traceQX
s:t: diag(X ) = e;
rank(X ) = 1;
X ¡ 0; X ∈Sn:
(2.25)
Removing the rank-one constraint from MC4 yields the SDP1 relaxation and the bound
B4.
2.4. Strength of the Lagrangian relaxation
Consider the problem MCQ and replace the constraint v∈Fn with the equivalent
constraints v2i = 1; ∀i. The result is yet another formulation of MC which we refer to
as MCE:
(MCE)
∗= max q0(v)
s:t: v2i = 1; i = 1; : : : ; n:
(2.26)
It is straightforward to check that the Lagrangian dual of the problem MCE is
min
u
max
v
q0(v) +
∑
i
ui(v2i − 1)
and that it yields precisely our rst bound B0.
It is shown in [101,100] that all the above relaxations and bounds for MC are
equivalent to the Lagrangian dual of MCE. The strong duality result for the trust-region
subproblem [110] is the key for proving the following theorem:
Theorem 2.3. All the bounds for MCQ discussed above are equal to the optimal value
of the Lagrangian dual of the equivalent problem MCE .
Hence our theme about the strength of the Lagrangian relaxation.
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The application of Lagrangian relaxation to obtain quadratic bounds has been ex-
tensively studied and used in the literature, for example in [69] and more recently in
[70]. The latter calls the Lagrangian relaxation the “best convex bound”. Discussions
on Lagrangian relaxation for non-convex problems also appear in [29]. More references
are given throughout this paper.
2.5. Computing the bounds
While it is true that all the relaxations we have presented so far yield the same
bound, it is not necessarily true that all are equally eLcient when it comes to computing
bounds for MC. Since the qualitative analysis of Goemans and Williamson (see Section
2.6), a lot of research work has focused on the semidenite relaxation SDP1. For this
reason, and since all the bounds we have presented so far are equivalent to the SDP1
bound, we shall change our notation at this point and from now on denote the optimal
value of SDP1 by -∗1 (our subsequent SDP relaxations will be similarly indexed). It
is also for that reason that this Section mostly focuses on algorithms for computing
the bound -∗1 . Nonetheless, we believe that it is still unclear at this time which are the
best relaxations to use.
2.5.1. Computing the semide:nite programming bound
From a theoretical point of view, given a semidenite programming problem, we
can nd in polynomial time an approximate solution to within any (xed) accuracy
using interior-point methods. This follows from the seminal work of Nesterov and
Nemirovskii much of which is summarized in [92]. They also implemented the rst
interior-point method for SDP in [91]. Independently, Alizadeh extended interior-point
polynomial-time algorithms from linear programming to SDP and studied applications
to discrete optimization [4,5]. Non-smooth optimization methods for solving semide-
nite programming problems have also been proposed (see e.g. [46]).
Before we proceed let us observe that X = I is a strictly positive denite feasible
point for SDP1 (usually refered to as a Slater point) and therefore strong duality holds,
i.e. both SDP1 and its dual DSDP1:
(DSDP1)
-∗1 := min e
Ty
s:t: Z =Diag(y)− Q;
Z ¡ 0; y∈Rn;
(2.27)
have the same optimal value -∗1 . Hence to compute the bound it suLces to solve either
one of these SDPs.
Most eLcient interior-point methods available for solving SDPs (e.g. [48,45,113,6,93,
31,88,87,20,111]) are primal–dual methods that require solving a dense Newton system
of dimension equal to the number of constraints. The solution of this system is then
used as a search direction. Typically, some form of line search is performed and it
requires a few Cholesky factorizations of the matrix variables concerned to ensure the
positive semidenite constraints are not violated by the next iterate. Although current
research is exploring ways to exploit sparsity in this framework (see e.g. [32,33]), most
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interior-point approaches are still very slow when applied to large (n¿ 1000) instances
of SDP1. (Practical applications typically have at least a few thousand variables.)
One important weakness of interior-point methods is that the matrix variables are
usually dense even when the matrix Q and the linear constraints of the SDP are sparse
and structured, as is the case for SDP1. Several researchers have therefore proposed
alternative approaches to evaluate the bound -∗1 which seek to exploit the structure of
SDP1. We summarize here several promising approaches in this direction.
2.5.2. Solving the primal problem SDP1
A successful approach in this direction was introduced by Homer and Peinado [53]
and improved on by Burer and Monteiro [21].
These algorithms can be interpreted as projected gradient methods applied to a
constrained non-linear reformulation of SDP1. More specically, Homer and Peinado
use the fact that the constraint X ¡ 0; X ∈Sn is equivalently formulated as X =
VV T; V ∈Rn×n (recall the connections between formulation MC2 with p= n and for-
mulation MC3). Burer and Monteiro improve on the eLciency of this approach by
observing further that V can be restricted to be a lower triangular matrix, and hence
simplify the computations involved in each iteration of the projected gradient method.
We refer the reader to the above references for more details.
2.5.3. Solving the dual problem DSDP1
Another alternative to interior-point methods is the use of bundle methods for min–
max eigenvalue optimization. As seen in Section 2.2.4, the MC problem is equivalent
to the min–max eigenvalue problem
min eTy + n*max(Q − Diag(y))
s:t: y∈Rn:
(2.28)
Helmberg and Rendl [47] develop a suitable bundle method for solving this problem
and report numerical results for relaxations of MC instances with up to n = 3000
nodes. A detailed survey of their work and related results appears in [46]. The min–
max eigenvalue approach for more general SDPs is discussed in Section 3.1.
Finally, back in the realm of interior-point methods, Benson et al. [17] derived
and implemented an eLcient and promising potential-reduction aLne scaling algorithm
to solve DSDP1. This polynomial-time algorithm generates the Newton system very
quickly by virtue of the special structure of the n linear constraints of SDP1. This
approach is further improved by Choi and Ye [22] via the use of a preconditioned
conjugate gradient method to accelerate the generation of an approximate solution for
the Newton system. Computational results for problems of dimension up to n=14000
are reported in [22].
2.5.4. Other relaxations
We conclude this section by recalling that there has been very little numerical ex-
perimentation with the other relaxations we have presented even though, for example,
fast and eLcient quadratic programming algorithms are available and could be used to
compute the bound B2 from the box relaxation. Furthermore, it is possible that other
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relaxations could be better numerically in certain circumstances and therefore that the
choice of tractable bound to use should dependent on the particular instance of the
problem. We believe that more research is needed in this direction.
2.6. Qualitative analysis of the bounds
Several interesting results on the quality of the bound -∗1 , and hence (by Theorem
2.3) on the quality of the Lagrangian relaxation, have been published in recent years.
We have already mentioned the celebrated proof of Goemans and Williamson that,
under the assumption that all the edge weights are non-negative, the SDP bound always
satises
∗¿ 0-∗1 ; (2.29)
where 0 = min06162 (2=2)1=(1 − cos 1) ≈ 0:87856. This immediately implies that
-∗16 1:14
∗, i.e. -∗1 is guaranteed to overestimate 
∗ by at most 14%.
Alternatively, we can state this result as follows. Let us dene the quantity ∗ as
the optimal value of the problem:
∗:= min vTQv
s:t: v∈Fn;
(2.30)
where Q = 14L. (Note that ∗ = 0 in the absence of negative edge weights.) Goemans
and Williamson [39] proved that
∗ − -∗1
∗ − ∗ 6 (1− 0) ≈ 0:1214: (2.31)
Nesterov [90] proved that without any assumption on the matrix Q, the following result
holds:
∗ − -∗1
∗ − ∗ 6
4
7
: (2.32)
This line of analysis is extended further in [121,94].
We now proceed to illustrating the application of Lagrangian relaxation to obtain
tighter bounds for the MC problem.
2.7. Strengthened SDP relaxations for MC
The results in Sections 2.2–2.4 may give the impression that we have the tightest
possible tractable bound for MC. It turns out that this is not the case because adding
redundant quadratic constraints to the MC formulations before applying Lagrangian
relaxation makes it possible to obtain stronger bounds. In fact, the addition of redundant
quadratic of the type that we use here was shown in [12,11] to guarantee strong duality
for certain problems where duality gaps can exist.
The process we employ to obtain a strengthened SDP relaxation for MC is an
illustration of the recipe to nd SDP relaxations presented in [100]. This process also
illustrates the power of using the Lagrangian relaxation to derive SDP relaxations. The
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recipe is roughly the following:
• Add redundant constraints to the MC formulation.
• Take the Lagrangian dual of the Lagrangian dual to obtain the SDP relaxation.
• Finally, remove all the redundant constraints in the SDP relaxation.
The rst step of the recipe asks that we add redundant constraints to the MC for-
mulation. In order to apply the recipe eKectively, we shall make a particular choice
of formulation from among the various formulations of MC presented in Section 2.1.
Indeed, if we restrict ourselves to formulating MC over the feasible set Fn(1), then it
is not clear what redundant constraints one can add. However, when MC is formulated
over Fn(p), there are many constraints that can be added. Let us therefore recall the
formulation MC3:
(MC3)
∗= max traceQX
s:t: diag(X ) = e;
|Xij|= 1; ∀i¡ j;
X ¡ 0;
where Q = 14L.
First we may consider adding linear constraints. Among the many linear inequalities
we may add are the well-known triangle inequalities that dene the metric polytope
Mn [45,47,48]:
Mn := {X ∈Sn: diag(X ) = e; and
Xij + Xik + Xjk¿− 1; Xij − Xik − Xjk¿− 1;
−Xij + Xik − Xjk¿− 1; −Xij − Xik + Xjk¿− 1;
∀16 i¡ j¡k6 n}:
These inequalities model the easy observation that for any three mutually connected
nodes of the graph, only two or none of the edges may be cut. There are 4( n3 )
such inequalities, which is a rather large number of constraints to add to the SDP,
and it is not the case that adding a certain subset of triangle inequalities will im-
prove every instance of MC. Instead of adding these constraints to MC3, we will
instead add certain quadratic constraints (see below) that are closely related to these
inequalities.
Beyond the addition of linear constraints, the addition of redundant quadratic con-
straints can be particularly eKective, as was already mentioned above. In fact, the ap-
propriate choice of quadratic constraints will play an important role in our derivation
of tighter bounds for MC.
Several interesting choices of quadratic constraints are available. One obvious pos-
sibility is to formulate the constraints |Xij| = 1 in MC3 as quadratic constraints using
the Hadamard product:
X ◦ X = E;
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where E ∈Sn is the matrix of all ones. Let us, in fact, replace the absolute value
constraints with these quadratic constraints and obtain the formulation:
∗= max traceQX
s:t: diag X = e;
X ◦ X = E;
X ¡ 0:
(2.33)
Michel Goemans 3 recently suggested the following very interesting set of quadratic
constraints:
Xij = XikXkj; ∀16 i; j; k6 n: (2.34)
One interpretation for these constraints arises from the alternative derivation of MC4
in Section 2.3.2. If Xij = vivj and v2k = 1 for k = 1; : : : ; n then
Xij = vivj = viv2kvj = vivk · vkvj = Xik · Xkj:
There is also a connection between these constraints and the triangle inequalities in
the denition of the metric polytope above. This connection is used in the proof of
Theorem 2.12.
For reasons that will be clear later, we do not add these constraints exactly as we
have stated them. We shall instead add a weaker form of these constraints by virtue
of the observation that
(X 2)ij =
n∑
k=1
XikXkj:
If, according to Eq. (2.34), each of the elements in the sum on the right equals Xij,
then (X 2)ij = nXij or equivalently
X 2 = nX:
This very useful quadratic constraint can alternatively be obtained by considering
the formulation MC2 with p = 1 (or formulation MC4) and observing that if X =
vvT; v∈{±1}n, then
X 2 = (vvT)(vvT) = (vTv)vvT = nX:
Therefore, we can add the redundant quadratic constraint X 2 − nX = 0 and obtain the
formulation:
∗= max traceQX
s:t: diag X = e;
X ◦ X = E;
X 2 − nX = 0;
X ¡ 0:
(2.35)
3 Presented at The 4th International Conference on High Performance Optimization Techniques, June 1999,
Rotterdam, Netherlands.
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The constraint X 2 − nX = 0 will play a central role in the rest of this section. In
fact, we shall use it right away to argue that we can drop the constraint X ¡ 0 from
our formulation (2.35) of MC. Indeed, because we can simultaneously diagonalize X
and X 2, the constraint X 2 − nX =0 implies that the eigenvalues of X must satisfy the
equation *2 − n*= 0. Therefore, the only possible eigenvalues for X are 0 and n and
we conclude that X ¡ 0 holds. (Let us note here that, by virtue of Lemma 2.8, we
incur no loss by removing this constraint before proceeding.)
Hence after the rst step of the recipe we have the following formulation of MC:
(MC6)
∗= max traceQX;
s:t: diag(X ) = e;
X ◦ X = E;
X 2 − nX = 0:
(2.36)
The next step in the recipe is to form the Lagrangian dual of MC6 and then the dual
of the dual. Before we construct the Lagrangian dual, we must pay special attention
to the linear constraints diag(sMat(x)) = e in order to avoid increasing the duality gap
when we go to the dual. The following simple example illustrates what may happen.
Example 2.4. Consider the problem
max x2
s:t: x = 0:
Obviously the optimal value is 0. However; the Lagrangian dual has optimal value
inf
*
max
x
x2 + *x =+∞;
so we have introduced a duality gap by lifting the linear constraint as it is. However;
if we rst replace the linear constraint by x2 = 0 then the Lagrangian dual yields
inf
*
max
x
x2 + *x2 = 0:
Hence squaring the linear constraint eliminates the duality gap.
It is perhaps surprising that the trick illustrated in the example works in general in
our framework, i.e. replacing the constraints Ax = b by ||Ax − b||2 = 0 before taking
the dual ensures that Ax = b holds in the dual. More precisely
Theorem 2.5 (Poljak et al. [100, Theorem 9]). Let K ⊂ Rn be a :nite set; let q(x)=
xTQx − 2cTx; A∈Rm×n and b∈Rn. Then there exists Q*∈R such that
max
x∈K
{q(x): ||Ax − b||2 = 0}=max
x∈K
{q(x)− *||Ax − b||2 ∀*¿ Q*}:
Hence
max
x∈K
{q(x): ||Ax − b||2 = 0}=min
*
max
x∈K
q(x)− *||Ax − b||2
and strong duality holds.
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In fact, the proof of the theorem shows that the quadratic penalty function is exact
in the case that K is a nite set; thus by changing linear constraints to the norm
squared constraint before lifting them we are ensuring that they hold after taking the
dual [100]. This observation sheds some light on the success of SDP relaxation in
discrete optimization. Finally, let us note that the eKectiveness of this approach to lift
the linear constraints can also be argued via the use of an augmented Lagrangian, i.e.
the exactness can be obtained in this alternate way [79].
Let us now return to the application of the recipe. To reduce the number of variables
by taking advantage of the symmetry in the problem, let us rewrite MC6 using the
variable x∈Rt(n) such that x = svec(X ):
∗= max traceQ sMat(x)
s:t: diag(sMat(x)) = e;
sMat(x) ◦ sMat(x) = E;
(sMat(x))2 − n sMat(x) = 0;
x∈Rt(n):
Replacing the linear constraint by the norm constraint and homogenizing the problem
using the scalar variable y0, we have
∗= max trace(Q sMat(x))y0
s:t: sdiag(x)T sdiag(x)− 2eT sdiag(x)y0 + n= 0;
E − sMat(x) ◦ sMat(x) = 0;
sMat(x)2 − n sMat(x)y0 = 0;
1− y20 = 0;
x∈Rt(n); y0 ∈R:
(2.37)
Note that this problem is equivalent to the previous formulation since we can change
x to −x if y0 =−1.
We now write down the Lagrangian dual of 2:37 using Lagrange multipliers w; t ∈R
and T; S ∈Sn:
∗6 -∗2 := mint;w;T;S
max
x;y0
trace(Q sMat(x))y0
+w(sdiag(x)T sdiag(x)− 2eT sdiag(x)y0 + n)
+ traceT (E − sMat(x) ◦ sMat(x))
+ trace S((sMat(x))2 − n sMat(x)y0) + t(1− y20): (2.38)
The inner maximization of the above relaxation is an unconstrained pure quadratic
maximization whose optimal value is +∞ unless the Hessian is negative semidenite
in which case x = 0; y0 = 0 is optimal. Therefore let us calculate the Hessian.
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Using traceQ sMat(x)=xT dsvec(Q), and pulling out a 2 (for convenience later), we
can express HQ, the constant part (without Lagrange multipliers) of the Hessian as
2HQ:=2
(
0 12dsvec(Q)
T
1
2dsvec(Q) 0
)
: (2.39)
For notational convenience, we letH(w; T; S; t) denote the negative of the non-constant
part of the Hessian, and we split it into four linear operators with the factor 2:
2H(w; T; S; t) := 2H1(w) + 2H2(T ) + 2H3(S) + 2H4(t)
= 2w

 0 (dsvecDiag e)T
(dsvecDiag e) −sdiag∗sdiag


+2
(
0 0
0 dsvec(T ◦ sMat)
)
+2

 0 n2dsvec(S)T
n
2dsvec(S) (Mat vsMat)
∗S(Mat vsMat)


+2t
(
1 0
0 0
)
: (2.40)
We can cancel the 2 in (2.40) and (2.39) and get the (equivalent to the Lagrangian
dual) semidenite program DSDP2:
(DSDP2)
-∗2= min nw + traceET + trace 0S + t
s:t: H(w; T; S; t)¡ HQ:
(2.41)
If we take T suLciently positive denite and t suLciently large, then we can guarantee
Slater’s constraint qualication. Therefore, the dual of DSDP2 has the same optimal
value -∗2 and it provides a strengthened SDP relaxation of MC:
(SDP2)
-∗2= max traceHQY
s:t: H∗1 (Y ) = n;
H∗2 (Y ) = E;
H∗3 (Y ) = 0;
H∗4 (Y ) = 1;
Y ¡ 0; Y ∈St(n)+1:
(2.42)
To help dene the adjoint operators we partition Y as
Y =
(
Y00 xT
x QY
)
; QY ∈St(n):
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It is straightforward to check that
H∗2 (Y ) = sMat diag( QY ) and H
∗
4 (Y ) = Y00;
so the constraintsH∗2 (Y )=E andH
∗
4 (Y )=1 are equivalent to diag(Y )=e. Also,H
∗
1 (Y )
is twice the sum of the elements in the rst row of Y corresponding to the positions
of the diagonal of sMat(x) minus the sum of the same elements in the diagonal of QY ,
i.e.
H∗1 (Y ) = 2svec(In)
Tx − traceDiag(svec(In)) QY :
The constraint H∗1 (Y ) = n requires that Y0; t(i) = 1; ∀i= 1; : : : ; n, as shown in the proof
of Lemma 2.7 below.
Finally, to nd H∗3 (Y ), recall that by denition,
〈H3(S); Y 〉= ndsvec(S)Tx − 〈(Mat vsMat)∗S(Mat vsMat); QY 〉:
taking adjoints,
〈S;H∗3 (Y )〉= trace Sn sMat(x)− 〈S; (Mat vsMat) QY (Mat vsMat)∗〉
= 〈S; n sMat(x)− (Mat vsMat) QY (Mat vsMat)∗〉:
Note that (Mat vsMat)∗=vsMat∗vec is essentially (and in the symmetric case reduces
to) sMat∗ except that it acts on possibly non-symmetric matrices. Hence,
H∗3 (Y ) = n sMat(x)− (Mat vsMat) QY (Mat vsMat)∗: (2.43)
Equivalently, H∗3 (Y ) consists of the sums in SDP2 below. The constraint H
∗
3 (Y ) = 0
is key to showing that for Y feasible for SDP2, sMat(x) is always positive semidenite
(and in fact feasible for SDP1).
The end result as an SDP with linear constraints. The last step of the recipe consists
of removing the redundant constraints in this SDP. This is usually done using the
structure of the problem. The result after deleting redundant constraints is the following
SDP relaxation of MC (see [7,9] for details):
(SDP2)
-∗2= max traceHQY
s:t: diag(Y ) = e;
Y0; t(i) = 1; i = 1; : : : ; n;
Y0;T (i; j) = 1n
n∑
k=1
YT (i; k);T (k; j); ∀ i; j s:t: 16 i¡ j6 n;
Y ¡ 0; Y ∈St(n)+1;
(2.44)
where
T (i; j):=
{
t(j − 1) + i if i6 j;
t(i − 1) + j otherwise:
(2.45)
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Remark 2.6. The indices for the linear constraints in SDP2 may be thought of as the
entries of a matrix T constructed in the following way. Expanding the relationship
X = sMat(x) we have
X =


x1 x2 x4 : : :
x2 x3 x5 : : :
: : : xt(n)

 :
Let us now keep only the indices of the entries of x and thereby dene the matrix T :
T =


1 2 4 : : :
2 3 5 : : :
: : : t(n)

 :
In fact, there is still some redundancy in the constraints of SDP2 as we now show
that Slater’s constraint qualication does not hold.
Lemma 2.7. If Y is feasible for SDP2; then Y is singular.
Proof. Let Y be feasible for SDP2. The constraintsH∗2 (Y )=E andH
∗
4 (Y )=1 together
imply that diag(Y ) = e. The constraint H∗1 (Y ) = n can be written as
2svec(In)Tx − traceDiag(svec(In)) QY = n
with
Y =
(
1 xT
x QY
)
:
Since diag(Y ) = e; traceDiag(svec(In)) QY = n and so svec(In)Tx = n; or equivalently∑n
i=1 Y0; t(i) = n. Now Y ¡ 0 implies every principal minor of Y is non-negative; so
|Y0; t(i)|6 1 must hold (again because diag(Y ) = e). So
∑n
i=1 Y0; t(i) = n ⇒ Y0; t(i) =
1; i = 1; : : : ; n. Hence each of the 2× 2 principal minors obtained from the subsets of
rows and columns {0; t(i)}; i = 1; : : : ; n equals zero. Hence Y is not positive denite.
This result makes it possible to further reduce the number of constraints in SDP2 by
projecting the problem onto the positive semidenite cone of dimension t(n− 1) + 1.
This is done in detail in [7,9].
2.7.1. Properties of the strengthened relaxation
We now state and prove some of the interesting properties of the relaxation SDP2.
One surprising result is that the matrix obtained by applying sMat to the rst row
of a feasible Y is positive semidenite, even though this nonlinear constraint was not
explicitly included in the formulation MC6.
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Lemma 2.8. Suppose that Y is feasible for SDP2. Then
sMat(Y0;1:t(n))¡ 0
and so is feasible for SDP1.
Proof. For Y feasible for SDP2; write
Y =
(
1 xT
x QY
)
with x = Y0;1:t(n). Note that QY is a principal submatrix of Y and therefore QY ¡ 0.
By (2.43), the constraint H∗3 (Y ) = 0 is equivalent to
sMat(x) =
1
n
(Mat vsMat) QY (Mat vsMat)∗
and thus sMat(x) is a congruence of the positive semidenite matrix QY . The result
follows.
We now prove that the relaxation SDP2 is a strengthening of SDP1.
Theorem 2.9. The optimal values satisfy
-∗26 -
∗: (2.46)
Proof. Suppose that
Y ∗ =
(
1 x∗T
x∗ QY
∗
)
solves SDP2. From Lemma 2.8; it is clear that sMat(x∗) is feasible for SDP1. Therefore;
-∗2 = traceHQY
∗
= (dsvecQ)Tx∗
= traceQ sMat(x∗)
6 -∗:
2.7.2. A further strengthening of the relaxation SDP2
We now examine SDP2 more closely and show how an even tighter relaxation can
be obtained. It may be helpful to the reader at this point to reexamine the formulation
MC5 since both SDP2 and the upcoming relaxation SDP3 have connections to that
formulation.
Let us begin by recalling the alternative derivation of MC4 in Section 2.3.2 and the
rank-one matrices X = vvT; v∈{±1}n. We know that these matrices X have all their
entries equal to ±1. Hence, the corresponding matrices Y feasible for SDP2 have all
their entries in the rst row and column equal to ±1. Looking back to the formulation
MC5 this statement corresponds to the (hard) constraints |uT0ui|= 1 for all i.
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Now let us consider the following constraints of SDP2:
Y0;T (i; j) =
1
n
n∑
k=1
YT (i; k);T (k; j); ∀16 i¡ j6 n (2.47)
for
Y =
(
1 xT
x QY
)
and x = svec(vvT):
The entry Y0;T (i; j) is in the rst row of Y and therefore it is equal to 1 in magnitude.
The corresponding constraint in (2.47) says that it must be equal to the average of n
specic entries in the block QY . But each of these n entries has magnitude at most 1,
and hence for equality to hold, they must all have magnitude equal to 1, and in fact
they must all equal Y0;T (i; j).
Let us state this observation in a diKerent way. If Y and X are both rank-one,
then the block QY = xxT and YT (i; k);T (k; j) = xT (i; k)xT (k; j) = vivk · vkvj. But if v2k = 1, then
YT (i; k);T (k; j) = vivj = Xij = Y0;T (i; j).
There is yet another interpretation for this observation. Recall that we obtained the
quadratic constraint X 2 = nX by appropriately adding up (and thereby weakening) the
quadratic constraints (2.34). What we are observing here is that constraints (2.47)
consist of sums that originate in this weakening of constraints (2.34). Hence we can
now “undo” these sums and retrieve a linearized version of constraints (2.34) in terms
of the entries of the matrix variable Y .
This discussion leads us to dene the relaxation SDP3 as
(SDP3)
-∗3= max traceHQZ
s:t: diag(Z) = e;
Z0; t(i) = 1; i = 1; : : : ; n;
Z0;T (i; j) = ZT (i; k);T (k; j); ∀k; ∀16 i¡ j6 n;
Z ¡ 0; Z ∈St(n)+1:
(2.48)
We proceed to prove that SDP3 is a strict improvement on the addition of all the
triangle inequalities to SDP1. First, let us dene
Fn:={X ∈S: X = sMat(Z0;1:t(n)); Z feasible for SDP3}:
Since the feasible set of SDP3 is convex and compact, and since Fn is the image of
that feasible set under a linear transformation, it follows that Fn is also convex and
compact.
For completeness, we begin by proving that SDP3 is indeed a relaxation of MC.
This is not guaranteed a priori since SDP3 is a strengthening of SDP2.
Lemma 2.10. Cn ⊆ Fn.
Proof. Consider an extreme point of Cn; X = vvT; v∈{±1}n. Let
x = svec(X ) and Z =
(
1
x
)(
1
x
)T
:
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We show that Z is feasible for SDP3.
Clearly Z ¡ 0 and Z0;0 = 1. Since xT (i; j) = vivj, for 16 i6 j6 n,
ZT (i; j);T (i; j) = (xT (i; j))2 = v2i v
2
j = 1:
Therefore diag(Z)=e. Also, Z0; t(i) =Z0;T (i; i) =xT (i; i) =v2i =1. Finally, for 16 i¡ j6 n,
ZT (i; k);T (k; j) = xT (i; k)xT (k; j)
= vivkvkvj
= vivj
= xT (i; j)
= Z0;T (i; j):
Hence, each X = vvT; v∈{±1}n has a corresponding Z feasible for SDP3, and so
X ∈Fn. Since Cn and Fn are convex, we are done.
Clearly, every Z feasible for SDP3 is feasible for SDP2. Therefore, by Lemma 2.8
above, we have the inclusion:
Corollary 2.11. Fn ⊆ En.
Using Lemma 2.10, we observe that ∗6 -∗36 -
∗
26 -
∗
1 . Furthermore, the strength-
ening result of Theorem 2.9 also holds for SDP3.
We now exploit the fact that there is a strong connection between the quadratic
constraints (2.34) and the triangle inequalities to prove the next theorem.
Theorem 2.12. Fn ⊆ Mn.
Proof. Suppose X ∈Fn; then X = sMat(Z0;1:t(n)) for some Z feasible for SDP3. Since
Z0; t(i) = 1 ∀i; it follows that diag(X ) = e holds.
Given i; j; k such that 16 i¡ j¡k6 n, let Zi; j; k denote the 4× 4 principal minor
of Z corresponding to the indices 0; T (i; j); T (i; k); T (j; k). Let a = Xij = Z0;T (i; j); b =
Xik = Z0;T (i; k); c = Xjk = Z0;T ( j; k). Then
Zi; j; k =


1 a b c
a 1 c b
b c 1 a
c b a 1

 ;
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since diag(Z) = e and Z0;T (i; j) = ZT (i; k);T (k; j); Z0;T (i; k) = ZT (i; j);T ( j; k) and Z0;T ( j; k) =
ZT ( j; i);T (i; k) all hold for Z feasible for SDP3. Now
Zi; j; k ¡ 0 ⇔


1 c b
c 1 a
b a 1

−


a
b
c

 (a b c)¡ 0
⇔


1− a2 c − ab b− ac
c − ab 1− b2 a− bc
b− ac a− bc 1− c2

¡ 0
⇒ eT


1− a2 c − ab b− ac
c − ab 1− b2 a− bc
b− ac a− bc 1− c2

 e¿ 0:
Hence,
Zi; j; k ¡ 0⇒ 3− (a+ b+ c)2 + 2(a+ b+ c)¿ 0
⇔ 72 − 27− 36 0; where 7:=a+ b+ c
⇔ (7− 3)(7+ 1)6 0
⇔−16 76 3
⇒ a+ b+ c¿− 1:
Therefore, Xij + Xik + Xjk¿− 1 holds for X .
Because multiplication of row and column i of Zi; j; k by −1 will not aKect the positive
semideniteness of Zi; j; k , if we multiply the two rows and two columns of Zi; j; k with
indices T (i; k) and T (j; k) and apply the same argument to the resulting matrix, we
obtain the inequality Xij−Xik−Xjk¿−1. Similarly, the inequalities −Xij+Xik−Xjk¿−1
and −Xij − Xik + Xjk¿− 1 also hold.
We have thus proved the following:
Corollary 2.13. Cn ⊆ Fn ⊆ En ∩Mn.
Appropriate examples are provided in [7,9] to prove the following strict improvement
result for SDP3:
Theorem 2.14. Cn  Fn  En ∩Mn for n¿ 5.
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Table 1
Numerical comparison of all MC relaxations for small test problems
Graph ∗ SDP1 SDP2 Mn En ∩Mn SDP3
bound bound bound bound bound
C5 4 4.5225 4.2889 4.0000 4.0000 4.0000
8= 0:8845 8= 0:9326 8= 1:0000 8= 1:0000 8= 1:0000
R.E.: 13.06% R.E.: 7.22% R.E.: 0% R.E.: 0% R.E.: 0%
K5 \ e 6 6.2500 6.1160 6.0000 6.0000 6.0000
8= 0:9600 8= 0:9810 8= 1:0000 8= 1:0000 8= 1:0000
R.E.: 4.17% R.E.: 1.93% R.E.: 0% R.E.: 0% R.E.: 0%
K5 6 6.2500 6.2500 6.6667 6.2500 6.2500
8= 0:9600 8= 0:9600 8= 0:9000 8= 0:9600 8= 0:9600
R.E.: 4.17% R.E.: 4.17% R.E.: 11.11% R.E.: 4.17% R.E.: 4.17%
Given by A(G) 9.28 9.6040 9.4056 9.3867 9.2961 9.2800
8= 0:9663 8= 0:9866 8= 0:9886 8= 0:9983 8= 1:0000
R.E.: 3.49% R.E.: 1.35% R.E.: 1.15% R.E.: 0.17% R.E.: 0%
AW29 12 13.5 12.9827 12.8571 12.6114 12.4967
8= 0:8889 8= 0:9243 8= 0:9333 8= 0:9515 8= 0:9603
R.E.: 12.50% R.E.: 8.19% R.E.: 7.14% R.E.: 5.10% R.E.: 4.14%
Pet. 12 12.5 12.3781 12.0000 12.0000 12.0000
8= 0:9600 8= 0:9695 8= 1:0000 8= 1:0000 8= 1:0000
R.E.: 4.17% R.E.: 3.15% R.E.: 0% R.E.: 0% R.E.: 0%
Rand. gen. 88 90.3919 89.5733 89.3333 88.0029 88.0000
8= 0:9735 8= 0:9824 8= 0:9851 8= 1:0000 8= 1:0000
R.E.: 2.72% R.E.: 1.79% R.E.: 1.52% R.E.: 3:3E − 5 R.E.: 9:9E − 7
2.7.3. Numerical results
The relaxations SDP1, SDP2 and SDP3 were compared for several inte-
resting problems using the software package SDPPACK (version 0.9 Beta) [6].
For completeness we also solved the linear relaxation over the metric
polytope:
max traceQX
s:t: X ∈Mn:
This relaxation is easily formulated as an LP and we solved it using the Matlab solver
LINPROG. The results are summarized in Table 1. The value 8 equals the value of
the optimal cut divided by the bound, and R.E. denotes the relative error with respect
to the optimal cut.
The test problems in Table 1 are as follows:
1. The rst line of results corresponds to solving the three SDP relaxations for a 5-cycle
with unit edge-weights.
2. The second line corresponds to the complete graph on 5 vertices with unit edge-
weights on all edges except one, which is assigned weight zero.
3. The third line corresponds to the complete graph on 5 vertices with unit edge-weights.
In this example, none of the four SDP relaxations attains the MC optimal value,
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Fig. 1. Antiweb AW29.
and in fact they are not distinguishable. Only the linear relaxation Mn gives a no-
ticeably weaker bound.
4. The fourth line corresponds to the graph dened by the weighted adjacency matrix
A(G) =


0 1:52 1:52 1:52 0:16
1:52 0 1:60 1:60 1:52
1:52 1:60 0 1:60 1:52
1:52 1:60 1:60 0 1:52
0:16 1:52 1:52 1:52 0


:
This problem is interesting because it shows a signicant diKerence between SDP3
and all the other relaxations; in this case, SDP3 is the only relaxation that attains
the MC optimal value.
5. The fth line corresponds to the graph in Fig. 1 with unit edge weights. This graph
is the antiweb AW29 and it is the hardest example
4 that the authors know for the
relaxation En ∩Mn. It is interesting that SDP3 performs better on this example than
on the K5 with unit edge weights.
6. The last two lines correspond to slightly larger graphs. The graph on 10 vertices is
the Petersen graph with unit edge-weights. The graph on 12 vertices is a randomly
generated graph that gives slightly diKerent results for each relaxation (the exact
description of the graph is in [7,9]).
In Table 1, a relative error equal to zero means that the relative error was below 10−11,
the value of the smallest default stopping criteria used by SDPPACK.
We conclude by pointing out that solving the relaxations SDP2 and SDP3 using
an interior-point method becomes very time consuming and requires large amounts
of memory even for moderate values of n. Nonetheless, their constraints are very
sparse and have a special structure therefore it is hoped that research eKorts like those
mentioned in Section 2.5, or perhaps even entirely new approaches, will allow these
relaxations to be solved eLciently for larger values of n.
4 We thank Franz Rendl for suggesting this interesting example.
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3. SDP and Lagrangian relaxation for Q2P’s
We now move on to illustrate the Lagrangian relaxation approach for general quadrat-
ically constrained quadratic problems (Q2P). In this section we brieVy outline the
approach for the general Q2P and specic instances are considered in some detail in
Section 4. This general quadratic problem is also studied in e.g. [30,67,66,68,115,103,
73,71,83,16]. The more general polynomial optimization problem is considered in [74]
which presents a relaxation very similar to SDP3 but motivated by result results in the
theory of moments and positive polynomials.
The quadratic problem we consider is the following Q2P:
(Q2Px)
q∗:=max q0(x) : =xTQ0x + 2gT0x + 00
s:t: qk(x) : =xTQkx + 2gTk x + 0k6 0;
k ∈I:={1; : : : ; m};
x∈Rn;
(3.49)
where the matrices Qk =0; k = 0; : : : ; m, are symmetric.
Let us dene
Pk :=
[
0k gTk
gk Qk
]
(3.50)
and (by abuse of notation)
qk(y):=yTPky; k = 0; 1; : : : ; m:
Using the technique for proving the equivalence of MC and MCQ at the beginning of
Section 2, we obtain a homogenized formulation of Q2Px in terms of the new variable
y and we denote it Q2Py:
(Q2Py)
q∗ =max q0(y)
s:t: qk(y)6 0; k ∈I;
y20 = 1;
y =
(
y0
x
)
∈Rn+1:
(3.51)
If y0 = 1 is optimal for Q2Py, then y is optimal for Q2Px and if y0 = −1 is optimal
for Q2Py, then −y is optimal for Q2Px. Hence the optimal values of Q2Px and Q2Py
are equal.
The Lagrangian relaxation of the homogenized problem Q2Py provides a simpler
path for obtaining the SDP relaxation. Indeed, the Lagrangian of Q2Py is
L(y; ; *):=yTP0y − (y20 − 1) +
∑
k∈I
*kyTPky
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and therefore the Lagrangian relaxation of Q2Py is
(DQ2Py) d∗:= min

*¿ 0
max
y
yTP0y − (y20 − 1) +
∑
k∈I
*kyTPky:
Note that
d∗ =min
*¿0
min

max
y
yTP0y − (y20 − 1) +
∑
k∈I
*kyTPky
=min
*¿0
max
y20=1
yTP0y +
∑
k∈I
*kyTPky
by the strong duality of the trust-region subproblem [110]. Therefore,
(DQ2Px) d∗ =min
*¿0
max
x
q0(x) +
∑
k∈I
*kqk(x)
and we have shown the equivalence of the dual values for the problems in x and in
y. (This is similar to the approaches in [119,109].)
By weak duality, we have
d∗¿ q∗ =max
y
min

*¿ 0
yTP0y − (y20 − 1) +
∑
k∈I
*kyTPky:
If we can nd the optimal values ∗ and *∗ for the dual variables, then we obtain a
single quadratic function whose maximal value is an upper bound on q∗:
q∗6d∗ =max
y
yTP0y − ∗(y20 − 1) +
∑
k∈I
*∗k y
TPky: (3.52)
Furthermore, the Lagrangian L(y; ; *) is a quadratic function of y and therefore
we can add the following hidden semidenite constraint to the outer minimization of
DQ2Py:
P0 − E00 +
∑
k∈I
*kPk 4 0; *¿ 0; (3.53)
where E00 is the zero matrix with 1 in the top left corner. The maximum of the
maximization subproblem is attained for y = 0 and thus the dual problem DQ2Py is
equivalent to the SDP
d∗ =min 
s:t: E00 −
∑
k∈I
*kPk ¡ P0:
*¿ 0:
One important observation is that a greater number of quadratic constraints qk(y)
means that we obtain a stronger dual. This is equivalent to our earlier claim that
adding redundant quadratic constraints strengthens the SDP relaxation. An excellent
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illustration of the eKectiveness of this strategy is presented in Section 4.4 where this
approach achieves strong duality.
Another approach is presented in detail in Kojima and TunWcel [67,66]. For problems
that also have linear equality constraints the notion of copositivity can be used to
strengthen the SDP relaxation [102]. However, the result is not a tractable relaxation
in general.
3.1. Solving SDPs arising from Q2Ps
There are many existing packages for solving SDPs in the public domain (see e.g.
Christoph Helmberg’s SDP web page
http://www.zib.de/helmberg/semidef.html
or The Handbook of Semidenite Programming [118].) However, we already alluded
in Section 2.5 to the limitations of many algorithms when it comes to solving large
SDPs. We outlined in that section several research directions that seek to exploit the
sparsity and structure of SDP1 and=or DSDP1. For more general SDPs Kojima et al
[65,32,33] have made promising advances and Borchers [20,19] exploits the BLAS
routines. Nonetheless, the question of eLciently exploiting sparsity is still very much
an open question.
We brieVy outline one approach that may help exploit structure and sparsity for
SDPs in discrete optimization. Recall from Section 2 that the SDP relaxation SDP1
gives the same bound for MC as the eigenvalue bound (2.22). In fact, this equivalence
of the bounds holds for any SDP for which traceX is constant over all feasible matrices
X [47,46]. (Note that many SDPs that arise in applications satisfy this property.) In
particular, the constant trace condition holds for all SDPs that arise from problems
which have a bounded feasible set. We can see this by homogenizing Q2P as in (3.51)
and then adding the redundant constraint ||y||26K with K suLciently large. Now the
identity I is in the range of the linear operator A∗ and this is precisely equivalent
to the constant trace condition. Therefore, Q2Ps with bounded feasible set can all be
phrased as min–max eigenvalue problems for which the inherent structure and sparsity
can be exploited. Clearly all 0,1 or ±1 problems satisfy this boundedness condition
and in particular the graph partitioning and the quadratic assignment problem that we
study in the next section fall into this class.
4. Speci.c instances of SDP relaxations
We now study in some detail four specic problems and show how to apply the
recipe for SDP relaxations. In each case we derive a min–max eigenvalue problem from
the Lagrangian dual of an appropriately chosen quadratically constrained problem. The
dual of this min–max eigenvalue problem then provides an SDP relaxation for the
original problem. Adding redundant quadratic constraints at the start helps in reducing
the duality gap. Once we obtain the SDP relaxation, any remaining redundancy in the
constraints is eliminated if we ensure that the linear constraints have full row rank
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and that Slater’s condition holds. This illustrates again the strength of this Lagrangian
approach.
4.1. The graph partitioning problem
Let G=(V; E) be an undirected graph as in the description of the MC problem. The
graph partitioning problem is the problem of partitioning the node set V into k disjoint
subsets of specied sizes to minimize the total weight of the edges connecting nodes
in distinct subsets of the partition. Let A = (aij) be the weighted adjacency matrix of
G, i.e.
aij =
{
wij; ij∈E;
0 otherwise:
The graph partitioning problem can be described by the following 0,1 quadratic problem
[106]:
(GP)
w(Euncut) = max 12 traceX
tAX
s:t: Xek = en;
X Ten = m;
Xij ∈{0; 1}; ∀ij;
where ek is the vector of ones of appropriate size and m is the vector of ordered set
sizes
m1¿ · · ·¿mk¿ 1 and k ¡n:
The columns of the 0,1 n× k matrices X are the indicator vectors for the sets. If we
replace the 0,1 constraints by quadratic constraints and the linear constraints taking
their norm squared, we obtain the equivalent problem:
w(Euncut) = max 12 traceX
tAX
s:t: ||Xek − en||2 + ||X Ten − m||2 = 0;
X 2ij − Xij = 0; ∀ij:
The Lagrangian relaxation yields the following bound:
BGP :=min
0;W
max
X
trace[ 12X
TAX + 0(ekeTk X
TX + X TeneTnX ) +W
T(X ◦ X )
− 20(ekeTnX + meTnX )−W TX ] + 0
(
n+
∑
i
m2i
)
: (4.54)
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We can now homogenize the problem by adding a variable x:
BGP :=min
0;W
max
X
x2=1
trace[ 12X
TAX + 0(ekeTk X
TX + X TeneTnX ) +W
T(X ◦ X )
+ x(−20(ekeTnX + meTnX )−W TX )] + 0
(
n+
∑
i
m2i
)
:
We now lift the variable x into the Lagrangian to get a min–max eigenvalue problem:
BGP := min
0;W;<
max
X;x
trace[ 12X
TAX + 0(ekeTk X
TX + X TeneTnX ) +W
T(X ◦ X ) + <x2
+ x(−20(ekeTnX + meTnX )−W TX )] + 0
(
n+
∑
i
m2i
)
− <:
The above has a hidden semidenite constraint:
min 0
(
n+
∑
i
m2i
)
− <
s:t: LA +Arrow(<; vec(W )) + 0L0 4 0;
(4.55)
where we dene the matrices
LA:=
[
0 0
0 12 I ⊗ A
]
;
v= vec enmT; (4.56)
L0:=
[
0 −(e + v)T
−(e + v) (ekeTk I ⊗ I + I ⊗ eneTn )
]
(4.57)
and the linear operator
Arrow(<; vec(W )):=
[
< − 12 (vec(W ))T
− 12 (vec(W )) Diag(vec(W ))
]
: (4.58)
The dual problem yields the semidenite relaxation of (GP):
max traceLAY
s:t: diag(Y ) = (1; Y0;1:n)T;
traceYL0 = 0;
Y ¡ 0:
(4.59)
4.2. The quadratic assignment problem
While MC can be considered the simplest of the NP-hard problems, the quadratic
assignment problem (QAP) can be considered the hardest. This is an area where n=30
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is a large-scale problem. We shall use the trace formulation of the QAP where the
variable X is a permutation matrix, i.e. X is a 0,1 matrix and all row and column
sums are equal to one. The formulation is
(QAPE)
∗:=max q(X ) = trace(AXB− 2C)X T
s:t: Xe = e;
X Te = e;
Xij ∈{0; 1} ∀ i; j:
(4.60)
(See [97] for applications and other formulations of the QAP.)
Let us apply the recipe. We rst add redundant quadratic constraints to the model.
Since the set of permutation matrices is equal to the intersection of the set of orthogo-
nal matrices with the 0,1 matrices [122], we can add both of the following (equivalent)
denitions of orthogonality: XX T = I and X TX = I . The recipe also requires the appli-
cation of Theorem 2.5 to the linear constraints before taking the Lagrangian dual. We
thus obtain the following formulation for the QAP:
(QAPE)
∗:=min traceAXBX T − 2CX T
s:t: XX T = I;
X TX = I;
||Xe − e||2 = 0;
||X Te − e||2 = 0;
X 2ij − Xij = 0; ∀i; j:
Other relaxations and bounds can be obtained by adding redundant constraints such as
traceXX T = n or 06Xij6 1; ∀i; j.
It turns out that the squared linear constraints are eliminated by the projection later
so we can add them together without any loss: ||Xe− e||2 + ||X Te− e||2 = 0. We rst
add the 0,1 and row–column sum constraints to the objective function using Lagrange
multipliers Wij and u0, respectively:
O = min
XX T=X TX=I
max
W;u0
{
traceAXBX T − 2CX T +
∑
ij
Wij(X 2ij − Xij)
+ u0(||Xe − e||2 + ||X Te − e||2)
}
: (4.61)
Interchanging min and max yields
O¿ L := max
W;u0
min
XX T=X TX=I
{
traceAXBX T − 2CX T +
∑
ij
Wij(X 2ij − Xij)
+u0(||Xe − e||2 + ||X Te − e||2)
}
: (4.62)
We now homogenize the objective function using the constrained scalar variable x0
and increasing the dimension of the problem by 1. This simplies the transition to an
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SDP:
O¿ L =max
W;u0
min
XX T=X TX=I;x20=1
{trace[AXBX T +W (X ◦ X )T
+ u0(||Xe||2 + ||X Te||2)− x0(2C +W )X T]
− 2x0u0eT(X + X T)e + 2nu0x20}: (4.63)
Introducing a Lagrange multiplier w0 for the constraint on x0 and Lagrange multipliers
Sb for XX T = I and So for X TX = I we get the lower bound R:
O¿ L¿ R := max
W;Sb;So;u0 ;w0
min
X;x0
{trace[AXBX T + u0(||Xe||2 + ||X Te||2)
+W (X ◦ X )T + w0x20 + SbXX T + SoX TX ]
− trace x0(2C +W )X T − 2x0u0eT(X + X T)e
−w0 − trace Sb − trace So + 2nu0x20}: (4.64)
Note that we grouped the quadratic, linear, and constant terms together in (4.64). Now
we dene x:=vec(X ), yT:=(x0; xT) and wT:=(w0; vec(W )T) to obtain
R = max
w;Sb;So;u0
min
y
{yT[LQ +Arrow(w) + B0Diag(Sb)
+O0Diag(So) + u0D]y − w0 − trace Sb − trace So}; (4.65)
where LQ is as above and we used the linear operators
Arrow(w):=
[
w0 − 12wT1:n2
− 12w1:n2 Diag(w1:n2 )
]
; (4.66)
B0Diag(S):=
[
0 0
0 I ⊗ Sb
]
; (4.67)
O0Diag(S):=
[
0 0
0 So ⊗ I
]
; (4.68)
and
D:=
[
n −eT ⊗ eT
−e ⊗ e I ⊗ E
]
+
[
n −eT ⊗ eT
−e ⊗ e E ⊗ I
]
:
There is a hidden semidenite constraint in (4.65): the inner minimization problem is
bounded below only if the Hessian of the quadratic form is positive semidenite. And
in that case the quadratic form has minimum value 0. Hence we have the equivalent
SDP:
(DO)
max −w0 − trace Sb − trace So
s:t: LQ +Arrow(w) + B0Diag(Sb) + O0Diag(So) + u0D¡ 0:
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We now obtain our desired SDP relaxation of (QAPO) as the Lagrangian dual of (DO).
We introduce the (n2 + 1)× (n2 + 1) dual matrix variable Y ¡ 0 and derive the dual
problem to the SDP (DO).
(SDPO)
min traceLQY
s:t: b0diag(Y ) = I; o0diag(Y ) = I;
arrow(Y ) = e0; traceDY = 0;
Y ¡ 0;
(4.69)
where the arrow operator, acting on the (n2 + 1) × (n2 + 1) matrix Y , is the adjoint
operator to Arrow(·) and is dened by
arrow(Y ):=diag(Y )− (0; (Y0;1:n2 )T); (4.70)
i.e. the arrow constraint guarantees that the diagonal and the rst (0th) row (or column)
are identical.
The block-0-diagonal operator and oB-0-diagonal operator acting on Y are dened
by
b0diag(Y ):=
n∑
k=1
Y(k; ·); (k; ·) (4.71)
and
o0diag(Y ):=
n∑
k=1
Y(·; k); (·; k): (4.72)
These are the adjoint operators of B0Diag(·) and O0Diag(·), respectively. The block-0-
diagonal operator guarantees that the sum of the diagonal blocks equals the identity.
The oK-0- diagonal operator guarantees that the trace of each diagonal block is 1, while
the trace of the oK-diagonal blocks is 0. These constraints come from the orthogonality
constraints, XX T = I and X TX = I , respectively.
We have expressed the orthogonality constraints with both XX T = I and X TX = I .
It is interesting to note that this redundancy adds extra constraints into the relaxation
which are not redundant. These constraints reduce the size of the feasible set and so
tighten the bounds.
Proposition 4.1. Suppose that Y is feasible for the SDP relaxation (4.69). Then Y
is singular.
Proof. Note that D =0 is positive semidenite. Therefore Y has to be singular to
satisfy the constraint traceDY = 0.
This means that the feasible set of the primal problem (SDPO) has no interior. It
is not diLcult to nd an interior-point for the dual (DO), which means that Slater’s
constraint qualication (strict feasibility) holds for (DO). Therefore (SDPO) is attained
and there is no duality gap in theory, for the usual primal–dual pair. However if Slater’s
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constraint qualication fails, then this is not the proper dual, since perturbations in
the right-hand side will not result in the dual value. This is because we cannot stay
exactly feasible, since the interior is empty (see [104]). In fact, we may never attain
the supremum of (DO), which may cause instability when implementing any kind of
interior-point method. Since Slater’s constraint qualication fails for the primal, the
set of optimal solutions of the dual is an unbounded set and an interior-point method
may never converge. Therefore, we have to express the feasible set of (SDPO) in some
lower dimensional space. We study this below when we project the problem onto a
face of the semidenite cone.
However, if we add the rank-one condition, then the relaxation is exact.
Theorem 4.2. Suppose that Y is restricted to be rank-one in (SDPO); i.e.
Y =
(
1
x
)
(1xT); for some x∈Rn2 . Then the optimal solution of (SDPO) provides
the permutation matrix X =Mat(x) that solves the QAP.
Proof. The arrow constraint in (SDPO) guarantees that the diagonal of Y is 0 or 1.
The 0-diagonal and assignment constraint now guarantee that Mat(x) is a permutation
matrix. Therefore; the optimization is over the permutation matrices and so the optimum
of QAP is obtained.
We now devote our attention to homogenization since that results in a min–max
eigenvalue problem and an equivalent SDP. We have seen that we can homogenize by
increasing the dimension of the problem by 1. We rst add the 0,1 constraints to the
objective function using Lagrange multipliers Wij.
min
W
max
XX T=I
trace(AXB− 2C)X T +
∑
ij
Wij(X 2ij − Xij): (4.73)
We now homogenize the objective function by multiplying by a constrained scalar x.
min
W
max
XX T=I; x2=1
trace[AXBX T +W (X ◦ X )T − x(2C +W )X T]: (4.74)
We can now use Lagrange multipliers to get a parameterized min–max eigenvalue
problem in dimension n2 + 1. We get the following bound. The parameters are: the
symmetric n× n matrix ?= ?T, the general n× n matrix W and the scalar 0.
BQAP := min
?;W;0
max
X
trace[AXBX T + ?XX T +W T(X ◦ X ) + 0x2
−x(2C +W )X T]− 0− trace?: (4.75)
We have grouped the quadratic, original linear, and constant terms together. The hidden
semidenite constraint now yields an SDP:
min −trace?− 0
s:t: LQ +Arrow(0; vec(W )) + B0Diag(?) 4 0;
(4.76)
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where we dene the matrix
LQ:=
[
0 −vec(C)T
−vec(C) B⊗ A
]
(4.77)
and the linear operators
Arrow(0; vec(W )):=
[
0 − 12vec(W )T
− 12vec(W ) Diag(vec(W ))
]
; (4.78)
B0Diag(?):=
[
0 0
0 I ⊗ ?
]
: (4.79)
We can now introduce the (n2 + 1)× (n2 + 1) dual variable matrix Y ¡ 0 and derive
the dual problem to this min–max eigenvalue problem, i.e.
max
Y¡0
min
?;W;0
− trace?− 0+ traceY (LQ +Arrow (0; vec(W )) + B0Diag(?)):
The inner minimization problem is unconstrained and linear in the variables. Therefore,
after reorganizing the variables, we can diKerentiate to get the dual problem to this
dual problem, or the semidenite relaxation to the original QAP. (Recall that Yi; j:k
refers to the ith row and columns j to k of the matrix Y ; and b0diag(Y ) is the block
diagonal sum of Y which ignores the rst row.) The derivatives with respect to 0 and
W yields the rst constraint and the derivative with respect to ? yields the second
constraint in the following problem. Equivalently, the constraints are the adjoints of
the linear operators Arrow and B0Diag:
max traceLQY
s:t: diag(Y ) = (1; Y0;1:n2 )
T;
b0diag(Y ) = I;
Y ¡ 0:
(4.80)
Another primal–dual pair can be obtained using a trust-region subproblem as the inner
maximization problem, rather than homogenizing to an eigenvalue problem. This is
done by adding the redundant trust-region constraint traceXX T = n. As mentioned
above, we can also add the redundant constraint
||Xe − e||2 + ||X Te − e||2 = 0:
A primal–dual interior-point method based on these types of dual pairs of problems,
such as (4.80) and (4.76), is tested and studied in [122].
4.3. The max-clique and max-stable-set problems
Consider again the undirected graph G=(E; V ) dened above. The max-clique prob-
lem consists in nding the largest connected subgraph. We let !(G) denote the size
of the largest clique in G. A stable set is a subset of nodes of V such that no two
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nodes are adjacent. We denote the size of the largest stable set in QG, the complement
of G, by 0( QG). Clearly,
0( QG) = !(G):
Bounds for these problems and relationships to the theta function, or LovXasz number
of the graph, are described in the expository paper of Knuth [64] (see also [108]).
In this section we show that the LovXasz bound on !(G) can be alternatively obtained
from two distinct 0,1 problems (4.81) and (4.84) by Lagrangian relaxations. Let A be
the incidence matrix of the graph, i.e. A=(aij) with aij=1 if ij∈E and 0 otherwise. If
x is the indicator vector for the largest clique in G of size k, A then xT(I +A)x=xTx=
k2=k = k. A quadratic formulation of the max-clique problem is the following 0,1
quadratic problem:
!(G)= max x
T(I+A)x
xTx
s:t: xixj = 0; if ij ∈ E; i = j;
xi ∈{0; 1}; ∀i:
(4.81)
Therefore, a quadratic relaxation of the max-clique problem is the following quadratic
constrained problem:
!(G)6!∗1 := max x
T(I + A)x
s:t: xixj = 0; if ij ∈ E; i = j;
xTx = 1:
(4.82)
The Lagrangian relaxation for this problem is the perturbed min–max eigenvalue prob-
lem and the equivalent SDP:
!∗1 6 minWij=0; if ij∈E; or i=j
*max(I + A+W )− 0xTx + 0
= min
w;0
max
x
xT(I + A)x +
∑
ij 	∈E; i 	=j
wijxixj − 0xTx + 0
= min
I+A+W40I
Wij=0; if ij∈E; or i=j
0;
i.e. minimize the max eigenvalue over perturbations in the oK-diagonal elements cor-
responding to disjoint nodes. This bound is equal to the LovXasz theta function on the
complementary graph:
#( QG) = min
A∈A
*max(A); (4.83)
where
A= {A: A symmetric n× n matrix with Aij = 1; if ij∈E; or i = j}:
By considering the (optimal) indicator vector for the largest clique, we see that the
following 0,1 quadratic problem describes exactly the max-clique problem. Note that
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if node i is not in the largest clique, then necessarily, xixj =0 for some j with node j
in the clique, i.e. necessarily xi = 0 in the indicator vector.
!(G)= max xTx
s:t: xixj = 0; if ij ∈ E; i = j;
x2i − xi = 0; ∀i:
(4.84)
The Lagrangian relaxation yields the bound
Bclique:=min
W;*
max
x
xTx +
∑
ij 	∈E; i 	=j
wijxixj +
∑
i
*i(x2i − xi):
We let W be an n×n matrix with zeros in positions where ij∈E. We can homogenize
by adding the constraint y2 = 1 and then lifting it into the Lagrangian:
min
0;W;*
max
x;y
xTx +
∑
ij 	∈E
wijxixj +
∑
i
*ix2i + 0y
2 − y
∑
i
*ixi − 0:
We now exploit the hidden semidenite constraint to obtain the SDP:
Bclique= min
W;*;0
−0
s:t: LA + LW (W ) + Arrow(0; *) 4 0;
Wij = 0; ∀ij∈E; or i = j;
(4.85)
where the matrix
LA:=
[
0 0
0 I
]
(4.86)
and the linear operators
LW (W ):=
[
0 0
0 W
]
; (4.87)
Arrow(0; *):=
[
0 − 12*T
− 12* Diag(*)
]
: (4.88)
The dual of the above min–max eigenvalue problem yields the semidenite relaxation
for the max-clique problem with Y ∈Sn+1:
max traceLAY
s:t: diag(Y ) = (1; Y0;1:n)T;
Yij = 0; ∀ij ∈ E;
Y ¡ 0:
(4.89)
The equivalence of bounds (4.83) and (4.89) was shown in Lemma 2:17 of [81].
Consider problem (4.81) with an additional redundant constraint
xixj¿ 0 for ij∈E; (4.90)
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that is
!(G)= max x
T(I+A)x
xTx
s:t: xixj = 0 if ij ∈ E; i = j;
xixj¿ 0 if ij∈E;
xi ∈{0; 1}; ∀i:
(4.91)
A quadratic relaxation of the max-clique problem is the following quadratically con-
strained problem:
!(G)6!∗1 := max x
T(I + A)x
s:t: xixj = 0 if ij ∈ E; i = j;
xixj¿ 0 if ij∈E;
xTx = 1:
(4.92)
The Lagrangian relaxation for this problem is equal to Schrijver’s improvement [108]
of the theta function on the complementary graph:
#′( QG) = min
A∈A′
*max(A);
where
A′ = {A: A symmetric n× n matrix with Aij¿ 1; if ij∈E; or i = j}:
Haemers [43] constructed graphs where #′( QG) is strictly smaller than #( QG).
Analogously, it is possible to modify problem (4.84) by adding constraint (4.90).
4.4. Orthogonally constrained problems: achieving zero duality gaps
As a nal illustration of the strength of Lagrangian relaxation and the power of
adding appropriate redundant quadratic constraints we consider the orthonormal-type
constraints:
X TX = I; X ∈Mm;n:
(This set is sometimes known as the Stiefel manifold. Applications and algorithms for
optimization over orthonormal sets of matrices are discussed in [26].) We also consider
the trust-region-type constraint
X TX 4 I; X ∈Mm;n:
We follow the approach in [10–12] and show that if m= n then strong duality holds
for certain (non-convex) quadratic problems dened over orthonormal matrices after
adding some quadratic redundant constraints. Because of the similarity of the orthonor-
mality constraint to the (vector) norm constraint xTx=1, the results of this section can
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be viewed as a matrix generalization of the strong duality result for the well-known
Rayleigh quotient problem [99].
Let A and B be n× n symmetric matrices, and consider the orthonormal constrained
homogeneous problem:
(QQPO) 
O:=
min traceAXBX T
s:t: XX T = I:
(4.92)
This problem can be solved exactly using Lagrange multipliers [42] or the classical
HoKman-Wielandt inequality [18].
Proposition 4.3. Suppose that the orthogonal diagonalizations of A; B are A= VBV T
and B = U?UT; respectively; where the eigenvalues in B are ordered non-increasing;
and the eigenvalues in ? are ordered non-decreasing. Then the optimal value of QQPO
is O = traceB?; and the optimal solution is obtained using the orthogonal matrices
that yield the diagonalizations; i.e. X ∗ = VUT.
The Lagrangian dual of QQPO is
max
S=ST
min
X
traceAXBX T − trace S(XX T − I): (4.93)
However, there can be a non-zero duality gap for the Lagrangian dual, see [122] for
an example. The inner minimization in the dual problem (4.93) is an unconstrained
quadratic minimization in the variables vec(X ), with hidden constraint on the Hessian
B⊗ A− I ⊗ S ¡ 0:
The rst-order stationarity conditions are equivalent to AXB= SX or AXBX T = S. One
can easily construct examples where the semidenite condition and the stationarity
conditions are in conVict and thus a duality gap occurs. In order to close the duality
gap, we need a larger class of quadratic functions.
Note that in QQPO the constraints XX
T = I and X TX = I are equivalent. Adding the
redundant constraints X TX = I , we arrive at
QQPOO 
O:=
min traceAXBX T
s:t: XX T = I; X TX = I:
Using symmetric matrices S and T to relax the constraints XX T = I and X TX = I ,
respectively, we obtain a dual problem
DQQPOO 
O¿ D:=
max trace S + traceT
s:t: (I ⊗ S) + (T ⊗ I) 4 (B⊗ A);
S = ST; T = TT:
Theorem 4.4. Strong duality holds for QQPOO and DQQPOO; i.e.; D = O and both
primal and dual are attained.
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A further relaxation of the above orthogonal relaxation is the trust-region relaxation
studied in [63]:
∗QAPT:= min traceAXBX
T
s:t: XX T 4 I:
The constraints are convex with respect to the LNowner partial order and so it is hoped
that solving this problem would be useful. The set
{X : W = XX T 4 I}
is studied in [96,28] and is useful in eigenvalue variational principles. Furthermore,
problem (4.93) is visually similar to the trust-region subproblem so we would like to
nd a characterization of optimality.
We study the matrix trust-region relaxation of QAP:
∗SDPT= min traceAXBX
T
s:t: XX T 4 I:
The following generalization of the HoKman–Wielandt inequality holds.
Theorem 4.5. For any XX T 4 I ; we have
n∑
i=1
min{*in−i+1; 0}6 tr AXBX T6
n∑
i=1
max{*ii; 0}
and the upper bound is attained if
X = PDiag(D1; D2; : : : ; Dn)QT; (4.93)
where
ji =


1; *ii ¿ 0;
0∈ [0; 1]; *ii = 0;
0; *ii ¡ 0:
(4.93)
The lower bound is attained if
X = PDiag(D1; D2; : : : ; Dn)QT; (4.93)
where
ji =


1; *in−i+1¡ 0;
0∈ [0; 1]; *in−i+1 = 0;
0; *in−i+1¿ 0:
(4.93)
The lower bound in the above theorem states that ∗SDPT =
∑n
i=1 [*ii]
−. Since the
theorem provides the feasible point of attainment, i.e. an upper bound for the relaxation
problem, we will prove the theorem by proving another theorem that shows that the
value ∗SDPT is also attained by a Lagrangian dual problem. Note that since XX
T and
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X TX have the same eigenvalues, XX T 4 I if and only if X TX 4 I . Explicitly using
both sets of constraints, as in [12], we obtain
QAPTR ∗QAPT:= min traceAXBX
T
s:t: XX T 4 I; X TX 4 I:
Next, we apply Lagrangian relaxation to QAPTR, using matrices S ¡ 0 and T ¡ 0
to relax the constraints XX T 4 I and X TX 4 I , respectively. This results in the dual
problem
DQAPTR ∗QAPT¿ 
D
QAPT:= max −trace S − traceT
s:t: (B⊗ A) + (I ⊗ S) + (T ⊗ I)¡ 0;
S ¡ 0; T ¡ 0:
To prove that ∗QAPT = 
D
QAPT we will use the following simple result:
Lemma 4.6. Let *∈Rn; *16 *26 · · ·6 *n. For 7∈Rn consider the problem
min z2:=
n∑
i=1
[*i72(i)]−;
where 2(·) is a permutation of {1; : : : ; n}. Then the permutation that minimizes z2
satis:es 72(1)¿ 72(2)¿ · · · 72(n).
Theorem 4.7. Strong duality holds for QAPTR and DQAPTR:
DQAPT = 
∗
QAPT
and both primal and dual optimal values are attained.
These results conclude the rst part of the paper which illustrated the strength of
the Lagrangian relaxation. We now proceed to our second application of SDP.
5. Matrix completion problems
Semidenite programming problems arise in surprisingly many diKerent areas of
mathematics and engineering where they sometimes have diKerent names. In engineer-
ing they are often referred to as linear matrix inequalities problems. In matrix theory,
the class of problems called matrix completion problems is closely related to SDP. In
this last section we study application of SDP to this class of problems.
A symmetric partial matrix is a symmetric matrix where certain entries are xed
or specied while the remaining entries are unspecied or free. The symmetric matrix
completion problem endeavors to specify the free elements in such a way that the
resulting matrix satises certain required properties. For example, the positive semidef-
inite matrix completion problem (PSDM) consists of nding a completion so that the
resulting matrix is symmetric positive semidenite, while the Euclidean distance matrix
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completion problem (EDM) seeks a completion that forms a Euclidean distance matrix
(a precise denition of this class of matrices is given below).
In this section we show how successful SDP has been in solving matrix completion
problems. We begin in Section 5.1 with theoretical existence results for completions
based on chordality. This follows the work in [41]. We then present an eLcient ap-
proach to solve PSDM completion problems [56]. This approach successfully solves
large sparse problems. In Section 5.3 this approach is extended to the EDM completion
problem (based on the work in [1]) but is shown to exhibit diLculties in the large
sparse case. Hence, we conclude by presenting in Section 5.4 a new characterization
of Euclidean distance matrices and new algorithms that eLciently solve large sparse
problems.
5.1. Existence results
Both the PSDM and EDM completion problems have been extensively studied in
the literature. Let us rst phrase the completion problem using the graph of the matrix.
Suppose that G(V; E) is a nite undirected graph. The edges of the graph correspond
to xed elements in the matrix, i.e. A(G) is a G-partial matrix
if aij is dened if and only if {i; j} ∈E:
A(G) is a G-partial positive matrix if aij = aji; ∀{i; j}∈E and all existing principal
minors are positive. With J = (V; QE); E ⊂ QE a J-partial matrix. B(J) extends the
G-partial matrix A(G) if bij = aij; ∀{i; j}∈E, i.e. the missing (free) elements in the
matrix are lled in.
G is positive completable if every G-partial positive matrix can be extended to a
positive denite matrix. With this denition we look at the pattern of xed elements in
the matrix rather than specic elements. The following is the key property to guarantee
that a completion is possible.
De.nition 5.1. G is chordal if there are no minimal cycles of length ¿ 4 (every cycle
of length ¿ 4 has a chord).
Theorem 5.2 (Grone et al. [41]). G is positive completable if and only if G is chordal.
When a positive denite completion is possible, then the one of maximum determi-
nant is unique and can be characterized.
Theorem 5.3 (Grone et al. [41]). Let A be a partial symmetric matrix all of whose
diagonal entries are speci:ed; and suppose that A has a positive de:nite completion.
Then; among all positive de:nite completions; there is a unique one with maximum
determinant.
The 1990 survey paper [55] presents many of the theoretical results for comple-
tion problems. Similar existence results are known for the EDM completion prob-
lem, see e.g. the comparison of the two problems [76], as well as the survey paper
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[77,13,15,35,62]. Related results appear in [75,80,78,35,27,60,14,34,52,51,40,57,23,25,
84,15,59,95,58].
One can use determinantal inequalities (e.g. [35]) or semidenite programming tech-
niques to nd completions. For example, to nd a positive semidenite completion,
with xed elements aij; {i; j}∈E, one can solve the following (feasibility) problem:
max traceCX
s:t: traceEijP = aij; ∀{i; j}∈E;
P ¡ 0;
where Eij = eietj + eje
t
k , and C is an arbitrary symmetric matrix. To nd the solution
with maximum determinant, one can use the objective max log det(X ) in the above
problem, see e.g. [116]. (These problems can be solved very eLciently.)
It is not clear that nding completions this way is eLcient for large sparse problems,
since current SDP codes cannot yet handle the general large sparse case very well.
5.2. Approximate positive semide:nite completions
However, one can reformulate the completion problem as an approximate positive
semide:nite completion problem. This trick, which we now outline, allows eLcient
solution of the large sparse case, see [56].
Suppose we are given the real, nonnegative (elementwise) symmetric matrix of
weights H =H t¿ 0 with positive diagonal elements Hii ¿ 0; ∀i. The positive element
Hij provide a weighting on the importance of xing the element aij in the partial
symmetric matrix A= At . (For notational purposes, we assume that the free elements
of A are set to 0 if not specied otherwise.)
Recall that ||A||F =
√
traceA∗A is the Frobenius norm, and ◦ denotes Hadamard
product. Dene the objective function
f(P):=||H ◦ (A− P)||2F :
This function weights the xed elements while ignoring the free elements. The weighted,
best approximate, completion problem is
(CM)
∗ := min f(P)
s:t: KP = b;
P ¡ 0;
where K :Sn → Rm is a linear operator, and b∈Rm. We include the linear operator
K to allow for additional constraints, e.g. when certain elements need to be exactly
xed.
To solve CM, we present a dual problem and a primal–dual interior-point algorithm
that can exploit sparsity. Following is the Lagrangian for CM,
L(P; y; ?) = f(P) + 〈y; b− KP〉 − trace?P:
The primal problem can be obtained from
∗ =min
P
max
?¡0
L(P; 0; ?; y);
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while the dual problem comes from
-∗ =max
?¡0
min
P
L(P; 0; ?; y);
i.e.
(DCM)
max f(P) + 〈y; b− KP〉 − trace?P
s:t: ∇f(P)− K∗y − ?= 0;
?¡ 0:
Theorem 5.4. Suppose that Slater’s constraint quali:cation holds; i.e. there exists a
positive de:nite feasible solution Xˆ . The matrix QP ¡ 0 and vector–matrix Qy; Q?¡ 0
solve CM and DCM if and only if
K QP = b; primal feas:;
2H (2) ◦ ( QP − A)− K∗ Qy − Q?= 0; dual feas:;
trace Q? QP = 0; compl: slack:
Primal–dual interior-point methods are based on solving a perturbation of the above
optimality conditions:
K QP = b; primal feas:;
2H (2) ◦ ( QP − A)− K∗ Qy − Q?= 0; dual feas:;
QP −  Q?−1 = 0; pert: compl: slack: (5.1)
Remark 5.5. In fact; most algorithms use the
Q? QP − I = 0
perturbed version of complementary slackness. We specically use (5.1); since it allows
us to exploit sparsity. (However; we pay for this with some loss of accuracy near the
optimum.) See [112] for a discussion of the many diKerent choices for search directions.
Two algorithms can be derived. The dual-step-rst exploits sparsity if many ele-
ments are free; while the primal-step-rst exploits sparsity if many elements are xed.
The details are given in [56]. We will follow a similar strategy below when deriving
algorithms for the (approximate) EDM completion problem, see Sections 5.3 and 5.4.
Numerical tests show that large sparse problems can be solved very eLciently. We
include a few tests done on a Sparc 20 using Matlab 5.3. The time per iteration (though
not included) was directly proportional to the number of xed elements (non-zeros) in
the dual-step-rst method, e.g. for n = 155 this was typically 16 s cpu time. Similar
results held for the primal-step-rst algorithm, i.e. the time was proportional to the
number of free elements. The details for several of the tests follow in Tables 2 and 3.
(Each test appears on one line and includes 20 test problems.)
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Table 2
PSD completion data for dual-step-rst method (20 problems per test)
Dim. Toler. H dens.=infty. A¡ 0 cond(A) H  0 min=max Iters
83 10−6 0:007=0:001 No 235.1 No 24=29 25.5
85 10−5 0:008=0:001 Yes 94.7 No 11=17 13.1
85 10−6 0:0075=0:001 No 299.9 No 23=27 25.2
87 10−6 0:006=0:001 Yes 74.2 Yes 14=19 16.9
89 10−6 0:006=0:001 No 179.3 No 23=28 15.2
110 10−6 0:007=0:001 Yes 172.3 Yes 15=20 17.8
155 10−6 0:01=0 Yes 643.9 Yes 14=18 15.3
655 10−6 0:017=0 Yes 1.4 No 13=16 14.
755 10−6 0:002=0 Yes 1.5 No 14=17 15.
Table 3
PSD completion data for primal-step-rst (20 problems per test)
Dim. Toler. H dens.=infty. A¡ 0 cond(A) H  0 min=max Iters
85 10−5 0:0219=0:02 Yes 1374.5 No 16=23 18.9
95 10−5 0:0206=0:02 Yes 2.7 No 8=14 11.1
95 10−6 1=0:999 Yes 196. Yes 14=18 16.8
145 10−6 0:01=0:997 Yes 658.5 Yes 13=17 14.9
5.3. Approximate EDM completions
We now look at the EDM completion problem. We follow the successful approach
above and use some known characterizations of EDMs. (The details can be found in
[1].)
An n× n symmetric matrix D= (dij) with non-negative elements and zero diagonal
is called a pre-distance matrix (or dissimilarity matrix). A pre-distance matrix such
that there exists points x1; x2; : : : ; xn in Rr with
dij = ||xi − xj||2; i; j = 1; 2; : : : ; n
is called a (squared) Euclidean distance matrix (EDM). The smallest value of r is
called the embedding dimension of D. (r is always 6 n− 1.)
Given a partial symmetric matrix A with certain elements specied, the Euclidean
distance matrix completion problem (EDMCP) consists in nding the unspecied el-
ements of A that make A an EDM. In other words, we wish to determine the relative
locations of points in Euclidean space, when we are only given a subset of the pairwise
distances between the points.
There are surprisingly many applications for this problem, sometimes called the
molecule problem. These applications include NMR data, determination of protein struc-
ture, surveying, satellite ranging, and molecular conformation; see e.g. the survey [24]
and the discussion in [50] and the related papers [49,89,114,117,44].
We now consider the approximate EDMCP and follow the approach in [1], where
the reader will nd all the proofs and details omitted here. Let A be a pre-distance
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matrix and let H be an n× n symmetric matrix with non-negative elements (weights).
Consider the objective function
f(D):=||H ◦ (A− D)||2F ;
where ◦ denotes Hadamard product. The weighted, closest Euclidean distance matrix
problem is
(CDM0)
∗ := min f(D)
s:t: D∈E;
where E denotes the cone of EDMs.
5.3.1. EDM model
The cone of EDM is homeomorphic to a face of the cone of positive semidenite
matrices. This can be seen from the fact that a pre-distance matrix D is a EDM if and
only if D is negative semidenite on
M :={x∈Rn: xte = 0};
where e is the vector of all ones. (For these and other related results see the develop-
ment in [1].) Now, dene
V is n× (n− 1) full column rank with V te = 0: (5.2)
Then
J :=VV † = I − ee
t
n
(5.3)
is the orthogonal projection onto M , where V † denotes the Moore–Penrose generalized
inverse.
Dene the centered and hollow subspaces
SC:={B∈Sn: Be = 0};
SH:={D∈Sn: diag(D) = 0}
and the two linear operators
K(B):=diag(B) et + e diag(B)t − 2B;
T(D):=− 12JDJ:
The operator −2T is an orthogonal projection onto SC.
Theorem 5.6. The linear operators satisfy
K(SC) =SH;
T(SH) =SC
and K|SC and T|SH are inverses of each other.
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Lemma 5.7. The hollow matrix D∈E if and only if
vTe = 0 ⇒ vTXv6 0:
From the above we see that a hollow matrix D is EDM if and only if it is negative
semidenite on the orthogonal complement of e, i.e. if and only if B =T(D) ¡ 0
(positive semidenite). Alternatively, D is EDM if and only if D =K(B), for some
B with Be = 0 and B ¡ 0. In this case the embedding dimension r is given by the
rank of B. Moreover if B = XX t , then the coordinates of the points x1; x2; : : : ; xn that
generate D are given by the rows of X and, since Be = 0, it follows that the origin
coincides with the centroid of these points.
The cone of EDMs, E, has empty interior. This can cause problems for interior-point
methods. We can correct this by projection and moving to a smaller dimensional space
[1]; note that
V · V :Sn−1 →Sn;
V · V :Pn−1 → Pn:
Dene the composite operators
KV (X ):=K(VXV t)
and
TV (D):=V †T(D)(V †)t =− 12V †D(V †)t :
Lemma 5.8.
KV (Sn−1) =SH;
TV (SH) =Sn−1
and KV and TV are inverses of each other on these two spaces.
Corollary 5.9.
KV (P) = E;
TV (E) =P:
We can summarize the above and obtain the model used in [1]. (Re)Dene the
closest EDM problem:
f0(X ) := ||H ◦ (A−KV (X ))||2F
= ||H ◦KV (B− X )||2F ;
where B=TV (A) (KV and TV are both linear operators):
(CDM0)
∗0 := min f0(X )
s:t: AX = b;
X ¡ 0:
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The additional constraint using A :Sn−1 → Rm could represent some of the xed
elements in the given matrix A.
Numerical tests for this model are given in [1]. The number of iterations are compa-
rable to those for the semidenite completion problem (Section 5.2), though the time
per iteration was much higher, i.e. sparsity was not exploited eLciently.
5.4. Alternate EDM model for the large sparse case
The above model appears to be quite eLcient for solving the EDM completion
problem. It handles the lack of interiority and actually reduces the dimension of the
problem. There is one major diKerence between this model CDM0 and the one used in
Section 5.2. That is, the operator H◦ in the objective function is replaced by H ◦KV .
This change allows one to reduce the dimension of the problem and obtain Slater’s
constraint qualication for both the primal and dual problems. However, one cannot
exploit sparsity as one did in CDM. As is often the case in modelling, a model that
appears to be simpler is often not more eLcient in computations. We now outline a
diKerent approach that increases the dimension of the problem but can exploit sparsity.
The details can be found in [3]. (Recall that e denotes the vector of ones.)
Lemma 5.10. Let
F:={X ∈Sn: vTe = 0 ⇒ vTXv6 0};
F0:={X ∈Sn: X − 0eet 4 0; for some 0¿ 0};
F1:={X ∈Sn: X − 0eet 4 0; ∀0¿ Q0; for some Q0¿ 0}:
Then
ri(F) ⊂F0 =F1 ⊂F ⊂F0: (5.4)
Proof. Suppose that QX ∈ ri(F) (i.e. vTe = 0; v =0 ⇒ vT QX v¡ 0) but QX ∈ F0. Then;
for each 0¿ 0; there exists w0 with ||w0||= 1; such that w0 → Qw; as 0→∞ and
wT0 ( QX − 0eet)w0¿ 0; ∀0¿ 0;
i.e.
wT0 QXw0¿0w
T
0 ee
tw0; ∀0¿ 0:
Since w0 converges and the left-hand side of the above inequality must be nite; this
implies that et Qw= QwT QX Qw= 0; a contradiction. Therefore; ri(F) ⊂F0. That F0 =F1
is clear.
Now suppose that QX −0eet 4 0; 0¿ 0. Let vTe=0. Then 0¿ vT( QX −0eet)v=vT QX v,
i.e. F0 ⊂ F. The nal inclusion comes from the rst and the fact that F is closed.
Unfortunately, we cannot enforce equality in (5.4). This can be seen from the fact
that F0 = P + span{eet} = P + spanF, where F = cone{eet} is a face (actually a
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ray) of the positive semidenite cone generated by eet . P and the sum of P and the
span of a face is never closed, see [104, Lemma 2:2]. If we assume that X is hollow,
then the same result holds. This is used in the algorithm for large problems.
Corollary 5.11. Let
E:={X ∈SH: vTe = 0 ⇒ vTXv6 0};
E0:={X ∈SH: X − 0eet 4 0 for some 0};
E1:={X ∈SH: X − 0eet 4 0 ∀0¿ Q0; for some Q0}:
Then
ri(E) ⊂ E= E ⊂ E ⊂ QE: (5.5)
Proof. The proof is similar to that in the above Lemma 5.10. We only include the
details about the closure.
Suppose that 0 =Xk ∈E0, i.e. diag(Xk) = 0; Xk 4 0kE, for some 0k ; and, suppose
that Xk → QX . Since Xk is hollow it has exactly one positive eigenvalue and this must be
smaller than 0k . However, since Xk converges to QX , we conclude that QX 6 *max( QX )E,
where *max( QX ) is the largest eigenvalue of QX .
We can now use a diKerent simplied objective function to obtain a new model. We
let E = eet and
f(P):=||H ◦ (A− P)||2F
and
(CDM)
∗ := min f(P)
s:t: KP = b;
0E − P ¡ 0;
where K is a linear operator. We assume that this linear equality constraint contains
the constraint diag(P) = 0, i.e. that P is a hollow matrix.
We now derive the dual problem for CDM. For ?∈Sn and y∈Rm, let
L(P; 0; ?; y) = f(P) + 〈y; b− KP〉 − trace?(0E − P) (5.6)
denote the Lagrangian of CDM. It is easy to see that the primal problem CDM is
equivalent to
∗ =min
P;0
max
y
?¡ 0
L(P; 0; ?; y): (5.7)
We assume that the generalized Slater’s constraint qualication,
∃0; P with P − 0E ≺ 0; KP = b
holds for CDM.
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Slater’s condition implies that strong duality holds, i.e. this means
∗ = -∗:=max
y
?¡0
min
P;0
L(P; 0; ?; y) (5.8)
and -∗ is attained for some ? ¡ 0; y see e.g. [82]. The inner minimization of the
convex, in P, Lagrangian is unconstrained and we can diKerentiate to get the equivalent
problem
-∗ = max
∇L(P;0;?;y)=0
?¡0
f(P) + 〈y; b− KP〉 − trace?(0E − P): (5.9)
We can now state the dual problem:
(DCDM)
-∗ := max f(P) + 〈y; b− KP〉 − trace?(0E − P)
s:t: ∇Pf(P)−K∗y + ?= 0;
−trace?E = 0;
?¡0:
(5.10)
The above pair of dual problems, CDM and DCDM, provide an optimality criteria in
terms of feasibility and complementary slackness. This provides the basis for many
algorithms including primal–dual interior-point algorithms. In particular, we see that
the duality gap, in the case of primal and dual feasibility, is given by the diKerence
of the primal and dual optimal values:
− 〈y; b− KP〉+ trace?(0E − P) = trace?(0E − P): (5.11)
Using the derivative ∇Pf(P) = 2H (2) ◦ (P − A), and primal–dual feasibility, we see
that complementary slackness is given by
trace(0E − P)(−2H (2) ◦ (P − A) + K∗y) = 0: (5.12)
Theorem 5.12. The pair QP ¡ 0; Q0 and Q?¡ 0; Qy solve CDM and DCDM if and only
if
K QP = b; primal feasibility;
2H (2) ◦ ( QP − A)− K∗ Qy − Q?= 0; −trace?E = 0; dual feasibility;
trace Q?( Q0E − QP) = 0; compl: slack:
The above yields an equation for the solution of CDM. (Recall that the primal fea-
sibility constraint is assumed to include the fact that P is a hollow matrix.) However,
we do not apply a Newton-type method directly to this equation but rather to a per-
turbed equation which allows us to stay interior to P and R+. We note that though
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the generalized Slater’s constraint qualication holds for the primal, it fails for the dual
since ?  0 ⇒ trace?E¿ 0. Therefore, there is no duality gap between the optimal
values, but numerical complications can arise. We address this later on.
5.4.1. Interior-point algorithms
We now present the interior-point algorithms for CDM. We present a dual-step-rst
algorithm. (A primal-step-rst version can be similarly derived.) The diKerence in
eLciency arises from the fact that the primal variable P does not change very much
if few elements of A are free, while the dual variable ? does not change very much
if many elements of A are free.
Since we can increase the weights in H to try and x certain elements of P, we
restrict ourselves to the case where the only linear equality constraints are those that
x the diagonal at 0.
5.4.2. The log-barrier approach
We now derive a primal–dual interior-point method using the log-barrier approach,
see e.g. [48]. This is an alternative way of deriving the optimality conditions in The-
orem 5.12. The log-barrier problem for CDM is
min
diag(P)=0
P0
B(P):=f(P)−  log det(0E − P);
where  ↓ 0. For each ¿ 0 we take one Newton step toward minimizing the
log-barrier function. The Lagrangian for this problem is
f(P)− yt diag(P)−  log det(0E − P):
Therefore, we take one Newton step for solving the stationarity conditions
∇P = 2H (2) ◦ (P − A)− Diag(y) + (0E − P)−1 = 0;
∇0 =− traceE(0E − P)−1 = 0;
diag(P) = 0: (5.13)
After the substitution −(0E − P)−1 = 2H (2) ◦ (P − A)− Diag(y), the rst two equa-
tions become the perturbed complementary slackness equations. The new optimality
conditions are
(0E − P)(−2H (2) ◦ (P − A) + Diag(y)) = I;
traceE(2H (2) ◦ (P − A)− Diag(y)) = 0;
diag(P) = 0: (5.14)
And, the estimate of the barrier parameter is
n = trace(0E − P)(−2H (2) ◦ (P − A) + Diag(y)): (5.15)
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The Newton direction is dependent on which of the Eqs. (5.13), (5.14) we choose
to solve. Eq. (5.14) is shown to perform better in many applications. A discussion on
various choices is given in [112]. (See also [72].) However we choose (5.13) below in
order to exploit sparsity. The linearization to nd the Newton direction is done below.
5.4.3. Primal–dual feasible algorithm—dual step :rst
The algorithm essentially solves for the step h; w and backtracks to ensure both
primal and dual strict feasibility. This yields the primal-step-rst algorithm since we
only solve for the step h; w for changes in the primal variables P; 0. We do need
to evaluate the dual variable to update the barrier parameter  using the perturbed
complementarity condition.
Alternatively, we can work with dual step and perturbed complementary slackness.
(We follow the approach in [48]. See also [85].) We keep primal feasibility, identify
?
?= (0E − P)−1 (5.16)
and replace Eqs. (5.13) and (5.14). This yields
diag(P) = 0; primal feasibility;
2H (2) ◦ (P − A)− Diag(y) + ?= 0; −trace?E = 0; dual feasibility;
−(0E − P) + ?−1 = 0; pert: compl: slack: (5.17)
Remark 5.13. Dual feasibility implies that trace?E = 0. Therefore;
?= V?ˆV t ; ?ˆ  0;
where V is dened in (5.2). There are many choices for V . In particular; we can make a
sparse choice; i.e. one with many zero elements. Therefore; in an interior-point approach
we cannot maintain dual feasibility; e.g. during the algorithm trace?E¿ 0 with = 0
only in the limit.
Alternatively, we could eliminate the troublesome equation in the dual to obtain the
following equivalent characterization of optimality:
diag(P) = 0; primal feasibility;
2H (2) ◦ (P − A)− Diag(y) + V?V t = 0; dual feasibility;
−(0E − P) + V?−1V t = 0; pert: compl: slack: (5.18)
We apply Newton’s method to solve (5.17). We let
h denote the step for P;
w denote the step for 0;
l denote the step for ?;
s denote the step for y:
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(By abuse of notation, we use l as a matrix here and also as an index. The meaning
is clear from the context.) We get
diag(h) =−diag(P); (5.19)
i.e. the diagonal (linear) constraint will be satised if we take a full Newton step or if
we start with the initial diag(P)= 0. Therefore, we may as well start with diag(P)= 0
and restrict diag(h) = 0. Then linearization of the complementary slackness equation
yields
−(0+ w)E + (P + h) + ?−1 − ?−1l?−1 = 0
or
(0+ w)E − P − h= ?−1 − ?−1l?−1; (5.20)
where diag(P) = diag(h) = 0. We get
h=−?−1 + ?−1l?−1 − P + (0+ w)E (5.21)
and
l=
1

? {P + h− (0+ w)E}?+ ?: (5.22)
The linearization of the dual feasibility equations yields
2H (2) ◦ h− Diag(s) + l=−(2H (2) ◦ (P − A)− Diag(y) + ?);
−trace lE = trace?E; (5.23)
with diag(P)=diag(h)=0: We assume that we start with an initial primal–dual feasible
solution. However, we include the feasibility equation on the right-hand side of (5.23),
because roundoK error can cause loss of feasibility. (Since Newton directions maintain
linear equations, we could theoretically substitute for h in this linearization with the
right-hand side being 0. We do however forcibly maintain a zero diagonal.)
We can eliminate the primal step h and dual step s and solve for the dual step l; w.
From the linearization of the dual in (5.23) and the expression for h in (5.21),
−Diag(s) + l=−2H (2) ◦ h− (2H (2) ◦ (P − A)− Diag(y) + ?)
=−2H (2) ◦ (−?−1 + ?−1l?−1 − P + (0+ w)E)
− (2H (2) ◦ (P − A)− Diag(y) + ?);
diag(h) = diag(−?−1 + ?−1l?−1 − P + (0+ w)E) = 0;
trace(lE) =−trace(?E): (5.24)
Since we have the constraint diag(P) = 0 in CDM, we can, without loss of generality,
set the diagonal of the weight matrix H to zero, i.e. diag(H) = 0. We can start with
initial diag(P) = 0 and diag(?) = y. Therefore
s= diag(l):
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We can now eliminate s from the rst equation.
− Diag diag(l) + l=−2H (2) ◦ (−?−1 + ?−1l?−1 + (0+ w)E)
− (2H (2) ◦ (−A)− Diag(y) + ?) (5.25)
and, assuming that diag(P) = 0,
0 = diag(−?−1 + ?−1l?−1 − P + (0+ w)E)
=  diag(−?−1 + ?−1l?−1) + (0+ w)e: (5.26)
From this we already see that if ? started sparse and H was similarly sparse, then ?
stays sparse and l is sparse.
We can now move the variables to the left and get the Newton equation
2H (2) ◦ (wE + ?−1l?−1)− Diag diag(l) + l= 2H (2) ◦ {?−1 + A− 0E}
+Diag(y)− ?;
diag(?−1l?−1) + we = diag(?−1)− 0e;
trace(lE) =−trace(?E): (5.27)
This system is square, order 1 + t(n) = 1 + n(n + 1)=2, since we need only consider
the strictly upper triangular part in the rst equation and ?; l are symmetric matrices.
We can now solve this system for l, set s = diag(l); t = −trace(? + l)E − *, and
substitute to nd h; w. We then take the primal–dual step and backtrack to ensure
both primal and dual positive deniteness. Note that we cannot maintain dual positive
deniteness if we maintain dual feasibility. However, we can maintain dual positive
deniteness on the orthogonal complement of e, i.e. maintain V t?V  0.
Let nnz denote the number of nonzero, upper triangular, elements of H . We assume
that the diagonal of H is zero and H is symmetric. Let F denote the nnz + n × 2
matrix with row p denoting the indices of the pth nonzero, upper triangular, element
of H + I ordered by columns, i.e. for p= 1; : : : ; nnz + n;
{(Fp1; Fp2)p=1; :::; nnz+n}= {ij: Hij =0; i6 j; ordered by columns}: (5.28)
Let <ij denote the Kronecker delta function, i.e. it is 1 if i= j and 0 otherwise; <ijkl is
1 when all i= j= k= l and 0 otherwise; <(ij)(kl) is 1 when (ij)= (kl) and 0 otherwise.
Let Eij=(eietj+ e
t
jei)=
√
2 denote the ij unit matrix in Sn, where Eij=(eietj+ e
t
jei)=2 if
i = j. (This set of matrices forms an orthonormal basis of Sn.) Then traceEEij =
√
2
(resp. 1) if i = j (resp. i = j). From (5.27) the rst t(n) rows, with w = 0, k = l, and
k = l, components of the left-hand side are, respectively,
k = l; i = j LHS (5:27) = traceEkl{2H (2) ◦ (?−1Eij?−1)
−Diag diag(Eij) + Eij}
=  trace(eketl + ele
t
k)(H
(2) ◦ ?−1
(eietj + eje
t
i)?
−1) + <(ij)(kl)
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= [2etl(H
(2) ◦ ?−1:; i ?−1j: )ek
+2etk(H
(2) ◦ ?−1:; i ?−1j: )el] + <(ij)(kl);
k = l; i = j LHS (5:27) = 2H (2)kl (?−1li ?−1jk + ?−1ki ?−1jl ) + <(ij)(kl);
k = l; i = j LHS (5:27) = traceEkl{2H (2) ◦ [?−1Ejj?−1]
−Diag diag(Ejj) + Ejj}
= 2
√
2 trace eketl(H
(2) ◦ ?−1ejetj?−1)
= 2
√
2H (2)kl (?
−1
lj ?
−1
jk );
k = l; i = j LHS (5:27) =
√
2?−1ki ?
−1
jk ; k = 1; : : : ; n;
k = l; i = j LHS (5:27) = ?−1ki ?
−1
ik ; k = 1; : : : ; n: (5.29)
The last column of LHS, with the matrix l= 0 and w = 1, is
w = 1; k = l LHS (5:27) = trace(Ekl(2H (2) ◦ E));
w = 1; k = l LHS (5:27) = 1: (5.30)
While the last row of LHS is
i = j LHS (5:27) = trace(EijE)) =
√
2;
i = j LHS (5:27) = 1: (5.31)
Suppose that we represent the Newton system as
sMat[L(svec(l))] = sMat[svec(RHS)]; (5.32)
where svec(S) denotes the vector formed from the non-zero elements of the columns
of the upper triangular part of the symmetric matrix S, where the strict upper triangular
part of S is multiplied by
√
2. This guarantees that traceXY = svec(X )t svec(Y ), i.e.
svec is an isometry; the operator sMat is its inverse, and RHS is the matrix on the
right-hand side of (5.27). The system is order nnz+ n. From (5.32), we can write the
system as a matrix and column vector equation with matrix L and vector of unknowns
svec(l):
L(svec(l)) = svec(RHS): (5.33)
Then for
p= kl; k6 l; q= ij; i6 j;
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the pq component of the matrix L is
Lpq =


2H (2)Fp2 ;Fp1 (?
−1
Fp2 ;Fq1
?−1Fq2 ;Fp1 + ?
−1
Fp1 ;Fq1
?−1Fq2 ;Fp2 ) if p = q; k = l;
i = j;
2
√
2H (2)Fp2 ;Fp1 (?
−1
Fp2 ;Fq2
?−1Fq2 ;Fp1 ) if p = q; k = l;
i = j;
2
√
2H (2)Fp2 ;Fp1 (?
−1
Fp2 ;Fq2
?−1Fq2 ;Fp1 ) if p= q; k = l;
i = j;
2H (2)Fp2 ;Fp1 (?
−1
Fp2 ;Fq1
?−1Fq2 ;Fp1 + ?
−1
Fp1 ;Fq1
?−1Fq2 ;Fp2 ) + 1 if p= q; k = l;
i = j;
√
2?−1Fp1 ;Fq1?
−1
Fq2 ;Fp1
if k = l; i = j;
?−1Fp1 ;Fq1?
−1
Fq1 ;Fp1
if k = l; i = j;
2
√
(2)H (2)Fp2 ;Fp1 if w = 1; k = l;
1 if w = 1; k = l:
(5.34)
The pth row can be calculated using the Hadamard product of pairs of columns of
?−1,
?−1Fp2 ;F:; 1 ◦ ?
−1
Fp1 ;F:; 2
: (5.35)
This allows for complete vectorization and simplies the construction of the linear
system, especially in the large sparse case.
The p= kl; k6 l, and last row, component of the right-hand side of system (5.32)
is
RHSp =


√
2(2H (2)p ◦ {?−1p + Ap − 0} − ?p) if k = l;
?−1kk − 0 if k = l;
−trace(?E) last row:
The above provides a sparse system of linear equations for the search direction in
a primal–dual interior-point algorithm. One would then take a step in this direction,
backtrack to guarantee positive deniteness and then repeat the process with a new
system, i.e. follow the standard paradigm for these algorithms.
5.4.4. Primal–dual feasible algorithm—primal step :rst
Alternatively, if many elements of H are suLciently large, i.e. if we x (or specify)
many elements of A, then it is more eLcient to eliminate l and solve for h rst. The
algorithm is similar to the dual-step-rst one. The details can be found in [3].
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6. Conclusion
In this paper we showed the strength of Lagrangian relaxation for obtaining semidef-
inite programming relaxations for several discrete optimization problems. We have
presented a recipe for nding such relaxations based on adding redundant quadratic
constraints and using Lagrangian duality and illustrated it with several examples, in-
cluding the derivation of new strengthened SDP relaxations for MC. We also discussed
the application of SDP to matrix completion problems. We showed how SDP can be
used to nd approximate positive semidenite and Euclidean distance matrix comple-
tions and we concluded by presenting a new SDP algorithm which exploits sparsity
and structure in large instances of Euclidean distance matrix completion problems.
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