In this paper we deal with analytic nonautonomous vector fields with a periodic time-dependancy, that we study near an equilibrium point. In a first part, we assume that the linearized system is split in two invariant subspaces E 0 and E 1 . Under light diophantine conditions on the eigenvalues of the linear part, we prove that there is a polynomial change of coordinates in E 1 allowing to eliminate up to a finite polynomial order all terms depending only on the coordinate u 0 ∈ E 0 in the E 1 component of the vector field. We moreover show that, optimizing the choice of the degree of the polynomial change of coordinates, we get an exponentially small remainder. In the second part, we prove a normal form theorem with exponentially small remainder. Similar theorems have been proved before in the autonomous case: this paper generalizes those results to the nonautonomous periodic case.
Introduction
Let us consider an analytic differential system, near an equilibrium point that we take at the origin. To study the behaviour of solutions in this neighborhood, one can try to simplify the system by using a change of variables. "Simplify" can have several meanings: in fact what is expected is to obtain a system that we understand better than the initial system. Here we consider two different points of view. Precisely, let us consider an initial nonautonomous system of the form du dt = Lu + V (u, t), t ∈ R, u(t) ∈ R m , (
where L is linear, and V is analytic, quadratic in u and T -periodic, namely
V (., t + T ) = V (., t) for all t ∈ R.
(1. 3) This means that we consider a nonautonomous system, but with an autonomous linear part. We will develop in this paper the two following ideas to simplify a such system.
Simplification 1: Uncoupling subsets of coordinates; link with invariant manifolds. If we assume that our initial system can be split into 
This idea of simplification is very close to the one used in KAM theory, for Hamiltonian systems (see Kolmogorov (1954) , Arnold (1978) ). Here, when such a change of variables exists, the main consequence is that v 1 (t) = 0 is a solution for equation (1.6) , and hence one can consider the reduced system defined by equation (1.5) . In particular, the set {v 1 = 0} is an invariant manifold for our differential system. In the case of an autonomous system, this invariant manifold {v 1 = 0} reads in the initial coordinates {u 1 = Φ(u 0 )}. Here, working with periodic in time functions, this manifold will be a periodic manifold {u 1 = Φ(u 0 , t)}. The search of invariant manifolds and reduced systems is a key tool (Kelley (1967) , for instance, develops this subject), widely used in the study of physical systems. For example, Haragus and Iooss (2010) provide lots of applications of the center manifold theorem.
Simplification 2: Normal forms. The normal form theories usually concern autonomous vector fields. In the case of nonautonomous analytic systems the same philosophy apply, if we consider the expansion of V in power series with time-dependant coefficients; the aim is then to find a change of variables of the form u = y + Φ(y, t), such that our system (1.4) is transformed into a new system dy dt = Ly + N (y, t), in which N is "as simple as possible". The original purpose of Poincar in normal form theory was to obtain N = 0, but in general, when trying to eliminate monomials in the expansion of V , one can see that some resonant monomials remain whatever you do. So N will be an analytic function whose expansion in power series is only made of the resonant monomials, which happen to be those satisfying a "normal form criteria". There exist several normal form theories, leading to different normal form criterias. Here we work with the characterization introduced by Elphick et al. (1987) , i.e. we get power series made of monomials commuting with the e tL * for all t in R. Precisely, we want N to satisfy e −tL * N (e tL * y, t) = N (y, 0), for all y ∈ R m and all t ∈ R.
(1.7)
Applying a normal form theorem, one expect that a system with less numerous monomials will be easier to study than the initial system which happens to be often the case (see for instance Iooss and Adelmeyer (1992) , Iooss and Peroueme (1993) and Lombardi (2000) ).
In fact, for both simplifications 1 and 2, it is very rarely possible to find exactly such changes of variables, but it is possible up to finite order. Precisely, for a fixed integer p, after changes of variables Φ p of degree p, it was proved (see Haragus and Iooss (2010) for simplification 1, Iooss and Adelmeyer (1992) for simplification 2 in the autonomous case) that one can obtain transformed systems of the form
for simplification 1, and dy dt = Ly + N p (y, t) + R p (y, t), for simplification 2; where V 1 p and N p are polynomials of degree p, and R p is analytic of order larger than p. It is an interesting result since a usual way to study the dynamics of a vector field is to study the system truncated at a fixed order in the expansion in power series, and then to consider the complete vector field as a perturbation of this truncated system (see Guckenheimer and Holmes (1983) , Iooss and Peroueme (1993) , Lombardi (2000) , Chossat and Iooss (1994) ). But to apply perturbation theory, those results are particularly interesting if the remaining part R p happens to be small. So the next key idea is to optimize the degree p of the truncation, to minimize the size of the remaining part R p . For autonomous systems, Iooss and Lombardi (2010, for transformation 1 and 2005, for transformation 2) followed an idea developped before for Hamiltonian systems (developped by Nekoroshev (1977 Nekoroshev ( , 1979 ; see also Pschel (1993)) to prove that when some light hypothesis hold, the remaining part R popt can be found exponentially small.
In this paper, we generalize those theorems with exponentially small remainders to nonautonomous systems with a periodic time dependancy and an autonomous linear part. We prove here in our theorem 2.1 (for simplification 1) and our theorem 2.2 (for simplification 2) that, whith light hypothesis of non-resonance on the non-linear part, we have the same kind of results that for autonomous systems; in particular, notice that we obtain time-independant exponentially small bounds for the remainder.
This situation arises quite often in applications, when a system is periodically forced. Our theorem 2.1 and its corollary 2.1 might be used for instance in the case considered by Touz and Amabili (2006) in which they build reduced-order models for nonlinear vibrations of structures. In their section 3.2, they consider a two-dof system with damping terms (ξ 1 and ξ 2 ) and with a periodic forcing (F 1 ), of the form
where V 1 , V 2 are quadratic in (X 1 , X 2 ). In their analysis, they consider that ξ 1 is small and then that the first oscillator X 1 plays the role of a central manifold: namely they use the central manifold theorem to state that the mode X 2 does not awake as t goes to infinity, thus they make the approximation X 2 = 0 to solve the first equation (1.8) and then solve the second equation (1.9) with the value X 1 (t) computed. They observe that this process gives good qualitative results for small values of F 1 . In fact, the center manifold theorem does not apply here because this system is not autonomous when F 1 is nonzero. Here we show in our corollary 2.1 that if this forcing term F 1 is small, then the invariant manifold nearly remains time-independant. Precisely, if one take F 1 = ε 2 , then the corollary 2.1 ensures that the equation leading to the invariant manifold reads
where Φ A does not depend on t.
In section 2 we gather the main results of the paper. We need for that purpose to introduce, in subsection 2.1, a few notations. We then state in subsection 2.2 our first main theorem (theorem 2.1), which deals with the "Simplification 1" described above, and we state in subsection 2.3 the second main theorem (theorem 2.2) which is a normal form theorem ("Simplification 2" above). Then the rest of the paper is devoted to the proofs of these two theorems: we detail the proof of theorem 2.1 in section 3 (the strategy of proof is introduced in the first subsection (3.1)), and in section 4, we give the main ideas of proof of theorem 2.2 (here also the strategy is given in the first subsection 4.1).
Notations and main results
We gather in this section the main theorems proved in this paper. In the whole paper, we consider a differential system of the form (1.1), assuming that (1.2) holds. We also assume that the map V is analytic in u, and that its time-dependancy is T -periodic with regularity H ℓ . For that purpose we need to define precisely a space A(R m , H ℓ (R/T Z, R m )) of such functions. So, in the following subsection, we begin by defining this set of functions and other usefull sets.
A few notations
We first recall what we denote by H ℓ (R/T Z, R m ).
We can then define the space we wanted for V .
Definition 2.2
For any neighborhood Ω of the origin in R m we denote by A(Ω, H ℓ (R/T Z, R m )) the space of maps V for which there exists a family of q-linear symmetric maps (V q (t)) q≥0 on (R m ) q , with a radius of convergence ρ and a positive constant c such that
(here [u (q) ] stands for the q-uple of vectors [u, u, · · · , u]) and
We also need, to state our main theorems, the following spaces.
) be the space of polynomials P of degree less than p, namely which read
, and
And let
) be the space of homogeneous polynomials P of degree n, namely of the form
where the P α are in H ℓ (R/T Z, R m 1 ).
Uncoupling subsets of coordinates
In this first subsection, we state a theorem where a change of variables uncouple a subset of variables from another one (it is the "Simplification 1" of the introduction). We suppose here that the linear operator L is the direct sum of two linear operators. Precisely, we assume Hypothesis 2.1 Assume that (a) there exist a neighborhood Ω of the origin in R m and an integer ℓ ≥ 1 
1 , · · · , λ
holds.
(d) let ν be the maximal size of the Jordan blocks of L 1 , then
Remark 2.1 We need to take ℓ ≥ 1 to insure that H ℓ is an algebra. 
and a function Φ δ in P p δ (E 0 , H ℓ+1 (R/T Z, E 1 )) (where P p was defined in section 2.1) with
such that the change of variables
in which V 0 , V 1 and R are analytic, and satisfy 
where M, M 0 , ω depend only on T, m 0 , m, c, ρ, L, ℓ, δ 0 and τ , and where
Remark 2.3
Observe that with the system in the new form (2.5) v 1 = 0 is "very close" to solve the second equation, since (2.6) guarantees that for v 1 = 0 we have V 1 (u 0 , 0, .) = 0, and since (2.7) ensures that R(u 0 , .) remains exponentially small. Then this theorem expresses that the manifold {u 1 = Φ δ (u 0 , t)} is "exponentially close" to be an invariant manifold for our system (1.1).
Remark 2.4
This theorem is the generalization to periodic time-dependant vector fields of the Theorem 1 of Iooss and Lombardi (2010) . Notice that, unlike the latter, here M and ω also depend on the dimension m, and not only on the dimension m 0 of E 0 , so that we cannot consider systems of infinite dimension.
Moreover, we have the following proposition, which gives more precision about what happens if the time-dependancy appear as a small perturbation of an autonomous system. Corollary 2.1 Consider the system (2.1) and suppose that hypothesis 2.1 holds. Assume that V also depends analytically on a parameter ε in the following way:
with B(0, ., .) = 0. Setting U := (u, ε), if A, B and C belong to A(R m+1 , H ℓ (R/T Z, R m )) then the theorem 2.1 apply and moreover
where Φ A is the change of variables computed applying theorem 2.1 to our system (2.1) at ε = 0.
Remark 2.5 Remark that (2.8) prevents us to take a periodic forcing of the form A(u) + εF (t). We need hypothesis (2.8), to apply theorem 2.1 because we want hypothesis D U V (U = 0, .) = 0 to hold (see (1.2) ). But we can take a periodic forcing A(u) + ε 2 F (t), and then obtain that the periodic invariant manifold {u 1 = Φ A (u 0 ) + εΦ B,C (u 0 , ε, t)} is ε-close to the autonomous invariant manifold {u 1 = Φ A (u 0 )}.
Remark 2.6
The proof of this corollary directly follows from the proof of theorem 2.1, the details are left to the reader.
Normal form
In this second subsection, we state a normal form theorem (it is the "Simplification 2"' in the introduction). We only assume that the following "nonresonance" hypothesis holds:
(c) there exist two positive constants γ and τ such that, denoting the eigen-
We then have the following normal form theorem.
Theorem 2.2 Consider the system (1.1), and suppose that hypothesis 2.2 holds. Then for all δ > 0 there exist an integer p δ with
and a function
transforms the system (1.1) into the normal form
where N belongs to P p δ (R m , H ℓ (R/T Z, R m )) and satisfy
and the normal form criteria e −tL * N (e tL * y, t) = N (y, 0), for all y ∈ R m and all t ∈ R; (2.12) and where the remainder R is analytic and satisfies
with M ′ and ω depending only on T, m, c, ρ, L, ℓ, δ 0 and τ , and
Remark 2.7 This theorem is a typical normal form theorem: its aim is to simplify the initial system with the aid of a change of variables. Indeed, the polynomial change of variables (2.10) transforms the system (1.1) into a new system (2.11) in which the polynomial part N is simpler: the normal form criteria (2.12) means that in N , all the monomials which does not commute with all the e sL * have been eliminated by the change of variable. Moreover, while for some given p the remainder is polynomially small, this theorem optimizes the degree p = p opt (δ) of the polynomial part N , so that the system is nearly reduced to a polynomial system, since (2.13) ensures that the remainder R is exponentially small.
Remark 2.8 This theorem is the generalization to periodic time-dependant vector fields of the Theorem 1.4 of Iooss and Lombardi (2005).

Proof of theorem 2.1
This section is entirely devoted to the proof of theorem 2.1.
Strategy of proof
First, fix δ > 0 and p in N, and see later what conditions on δ and p need to be satisfied. One can check that, for any function Φ, the change of variables (2.4)
transforms the system (2.1) into the new system (2.5) with
Thus, for a fixed Φ, equation (3.1) provides the value of V 0 . Then, we look for a function Φ such that V 1 and R, whose sum is computed in (3.2), satisfy
Let us denote by Π p the projection of
Here is the strategy of proof, in three steps, that we will follow in the next subsections:
Step A : In section 3.3, for any fixed p, we prove the existence of some Φ in
Step B : In section 3.5, using the Φ computed in Step A, we set
with Gevrey estimates for M p . And then, for a given δ, we chose an integer p = p opt minimizing M p δ p+1 . We will see that if δ is sufficiently small, for our choice p opt (δ), the estimate (3.4) holds.
Step C : From (3.2), we get the value of V 1 :
And it remains to show, in section 3.6, that there exists M 0 such that (3.3) holds.
But first, to facilitate the estimates in Step B, we introduce apropriate norms on
Norms on
In fact, we define norms on the spaces of homogeneous polynomials of de-
and
where
where α! := α 1 ! · · · α m 0 !, and
is the norm on H n (R m 0 , R m 1 ), introduced by Iooss and Lombardi (2005) , defined by
In particular, to simplify notations, we denote
3.3
Step A : construction of Φ In this subsection we fix an integer p, and our aim is to construct Φ in
Expanding the right hand side of (3.8) in power series, one can observe that, since
(because of (1.2)), this right hand side of (3.8) only depends on Φ 2 , · · · , Φ n−1 and u 0 , t. So, if (A L + ∂ t ) is invertible, then (3.8) enables us to construct the Φ n for 2 ≤ n ≤ p by induction. The rest of this subsection is devoted to the proof of the invertibility of A L := (A L + ∂ t ). Precisely, we prove the following Lemma 3.1 If hypothesis 2.1 holds, then the linear operator
where ν is defined in hypothesis 2.1 and
Proof. To prove this lemma, we use Fourier coefficients, so that instead of one operator in H n (E 0 , H ℓ (R/T Z, E 1 )), we deal with an infinity of linear operators in H n (E 0 , E 1 ). Then, for these linear operators we can use the results of invertibility stated by Iooss and Lombardi (2010) .
Thus, we obtain, introducing the notation Φ (k) (X)
We then proceed in several steps.
Step 1: We first show that the operator A L H n is injective.
In this first step, we prove that if there exists Φ in
We will then use Lemma 21 b) in Iooss and Lombardi (2010), which will enable us to state that all the linear operators (A L + ik
where 
Then, necessarily, if Φ exists, then
Step 2: Now, we prove that A L H n is also surjective. Our aim is now to prove that the Φ defined by (3.11) is well-defined and belongs to H n (E 0 , H ℓ+1 (R/T Z, E 1 )).
Step 2.1: Φ is well-defined.
To show that Φ is well-defined, we prove that Φ is in
We use, here again, inequality (2.2) and Lemma 21 in Iooss and Lombardi (2010) , with L (k) defined in (3.10), to check:
Then, since by hypothesis 2.1 τ ν ≤ ℓ holds, we obtain
Thus Φ is well-defined and
Step 2.2:
First, observe that (3.12) ensures that (3.13) holds for j = 0. Then, we assume that (3.13) holds for one j ≤ ℓ. We know that, for all k in Z,
Hence,
2,n , and
14)
The proof of lemma 21 in Iooss and Lombardi (2010) ensures that the eigenvalues of A L on H n (E 0 , E 1 )) are the
with the Λ defined in the stating of the lemma. Then, combining (3.14) and (3.15), we obtain that, for all k in Z,
Hence, since we assume that (3.13) holds for j,
which means that
A few properties of norms
We will need, in what follows, a few properties of multiplicativity for the new norms introduced in section 3.2. They will be usefull to compute upper bounds for the remainder, whose expression is given with symmetric q-linear applications. We gather these properties and their proofs in this section.
with φ α in H ℓ (R/T Z, R m ). Then, with u 0 = x 1 e 1 + · · · + x m 0 e m 0 (notations of section 3.2),
Lemma 2.10 of Iooss and Lombardi (2005) ensures that, for all
P in H n (R m , R m ), we have |P (X)| 0,n ≤ |P (X)| 2,n . So, |Φ(u 0 , .)| H ℓ ≤ |α|=n |φ α | H ℓ X α 2,n |u 0 | n = Φ n |u 0 | n .
✷
We then admit the following Lemma 3.3 There exists a constant C such that for all functions f , g in
And we use it to prove the following
Remark 3.1 (A 1 ) and (A ′ 1 ) are nearly the same property: the only difference between them is that in (A ′ 1 ) the constant in the upper bound is bigger than in (A 1 ). This is due to the fact that in each implication we lose precision in the upper bounds. Proof of (A 1 ) ⇒ (A 2 ). Assume that (A 1 ) holds. Let (e 1 , · · · , e m ) be the basis of R m introduced in section 3.2. Take x 1 = e i 1 , · · · , x q = e iq , then
Hence, by Cauchy-Schwarz inequality,
Assume that (A 2 ) holds. Let f 1 , · · · , f q be functions of H ℓ (R/T Z, R m ). Then, using lemma 3.3,
Proof of (A 3 ) ⇒ (B). We follow the same strategy of proof as that of lemma A8 of Iooss and Lombardi (2005) . Assume that (A 3 ) is satisfied. Take k 1 , · · · , k q such that
and take
Then,
Hence, using Cauchy-Schwarz inequality again,
And lemma A6 of Iooss and Lombardi (2005) ensures that
Finally, we have
Proof of (B) ⇒ (A ′ 1 ). For given x 1 , · · · , x q in R m , take
Then, (B) ensures that
where the φ α are in
Then, we have
where σ j stands for (0, · · · , 0,
Thus, using CauchySchwarz inequality, we get
Since lemma A7 of Iooss and Lombardi (2005) ensures that
we get
Then, we finally have
Step B: Choice of p = p opt , upper bound for the remainder
As described in part 3.1, for a fixed integer p, with the Φ constructed in section 3.3, we set
and we compute an upper bound for |R(u 0 , .)| H ℓ . To simplify notations, let us denote
Then, (3.16) reads
So, to evaluate |R(u 0 , .)| H ℓ , the first step is to compute upper bounds for the |Φ n (u 0 , .)| H ℓ constructed in Step A. And in fact, using lemma 3.2, it will be sufficient to compute upper bounds for the Φ n n . Denote them by
Upper bounds for the ϕ n
To compute upper bounds for the ϕ n , we have to get back to the construction of the Φ n : they were constructed by induction with the equation (3.8) . This equation reads, explicitly
With this last equation, using inequality (3.9) of lemma 3.1, (A 1 ) ⇒ (B) of lemma 3.4 (since V is in A(Ω, H ℓ (R/T Z, R m ) and thus satisfies (A 1 )), and using lemma 3.5, we obtain
Thus,
Lemma 3.6 For all n with 1 ≤ n ≤ p,
Proof. The same strategy of proof as that of lemma 14 in Iooss and Lombardi (2010) works: indeed, with our norm we also have
and our inequality (3.18) is the same as inequality (19) in the proof of lemma 14, if one equates their ρ with, in our notations,
, and equates a := CC ℓ and τ ′ := ℓ+τ ν. Then, all the following computations of Iooss and Lombardi (2010) work similarly. ✷ 3.5.2 Choice of p opt , upper bounds for Φ Since now, we fix δ > 0 and choose a value p opt (δ) for p, and in this subsection we find an upper bound for Φ (defined in (3.17)) with this value of p.
Lemma 3.7 Fix δ > 0. Denote
Let us choose p = p opt . Then, we have, for |u 0 | ≤ δ,
We have
One can check, with the same computations as those of Iooss and Lombardi (2010) in their proof of their lemma 16, that combining our lemma 3.2 with (A 1 ) ⇒ (A 3 ) of lemma 3.4 and lemma 3.6, we get 
Step C: Upper bound for V
1
To complete the proof of the theorem 2.1, it remains to show that (3.3) holds for the choices we have done for p and Φ. As said in part 3.1, we set
Combining it with (3.6) and (3.7), we get
where P 0 stands for the projection of R m on E 0 . We begin by showing an upper bound for D u 0 Φ. Lemma 3.9 If 0 < δ < δ 0 , and p = p opt , then, for all F in H ℓ (R/T Z, E 0 ), and all |u 0 | ≤ δ, we have
Proof. Let F be a function of H ℓ (R/T Z, E 0 ). Then, with the aid of lemmas 3.2 and 3.5, we get
where, by lemma 3.6, we have
Then, since p = p opt and δ < δ 0 , we have
and finally,
✷ Then, to compute an estimate for V 1 , it remains to find an upper bound for
We show the following Lemma 3.10 There exists M 1 such that for all |u 0 | , |v 1 | ≤ δ 0 ,
Hence, with f (t) = u 0 + Φ(u 0 , t) = Φ(u 0 , t) and g(t) = v 1 , we get, using lemma 3.7,
So, setting
in which the sum converges because of the value of δ 0 chosen in (3.19), we get that for
Thus finally, combining lemmas 3.9 and 3.10, and setting
we obtain that the inequality (3.3) holds. ✷
Proof of theorem 2.2
This part is entirely devoted to the proof of theorem 2.2. This proof begins by showing technical lemmas, and then we follow the same strategy of proof as that of Iooss and Lombardi (2005) . Moreover, we use the same norms as those defined in part 3.2.
Notations, strategy of construction for Φ and N
First, here also, we fix δ and p and look for Φ and N in
) (space of homogeneous polynomials of degree p). Then, one can check that the change of variables u = y + Φ(y, t) transforms our system (1.1) into (2.11) if and only if (∂ t +B L )Φ(X, t)+(Id+D X Φ(X, t))(N (X, t)+R(X, t)) = V (X+Φ(X, t)) (4.1) holds, where we have set:
Since we look for Φ and N in P p (R m , H ℓ (R/T Z, R m )), and R of order more than p in u, then equation (4.1) is equivalent to the following system
where Π p stands for the projection on P p (R m , H ℓ (R/T Z, R m )). We begin by solving (4.2). Then, (4.3) will be the definition of R if one shows that (Id + D X Φ(X, t)) is invertible (and it is; see section 4.3) . Here again, we project equation (4.2) on the spaces H n (R m , H ℓ (R/T Z, R m )). Denoting by π n this projection, we obtain
Expanding the right hand side of (4.4) in power series, one can observe that, since
(because of (1.2)), this right hand side of (4.4) only depends on Φ 2 , · · · , Φ n−1 , N 2 , · · · , N n−1 and X, t. Hence, (4.4) should enables us to construct the Φ n and N n by induction. We only miss the lemma proved in the following subsection to be completly convinced.
Affine equation on
with N n in Ker (−∂ t + B L * ), and satisfying the estimates
Proof. Here again, the key idea is that, using Fourier theory, the affine equation
is transformed into an infinity of affine equations in H n (R m , R m ), so that we can use results of Iooss and Lombardi (2005) for each of these equations.
Step 1: Spliting our problem in an infinity of subproblems.
We want all that functions to belong to H n (R m , H ℓ (R/T Z, R m )), with ℓ ≥ 1, then necessarily we can expand it in Fourier series
and, with the same notations
Then, (4.5) holds if and only if
hold. Now we first solve, in "
Step 2", the subproblem given by (4.6) when we fix one k, and then we show in Steps 3 to 6 that we can sum on k the Fourier series obtained.
Step 2: Subproblems in H n (R m , R m ), construction of a solution
Here unfortunately, B k L H n is not necessarily invertible. Hence, our strategy is to chose N (k)
n (X). So it is sufficient to chose a supplementary space of Im B k L H n in H n (R m , R m ): indeed, then (4.8) would simply be the spliting of F (k) n (X) on our decomposition of H n (R m , R m ) in supplementary spaces. Making a choice of supplementary space determines in fact the normal form characterization. Here, to obtain the criteria (2.12) and the estimates given in the theorem, we make the following choice. As done in Iooss and Lombardi (2005) , we introduce a scalar product in H n (R m , R m ), and then write
and we can define an invertible map B k L H n , whose inverse is called the
We denote by π k n the orthogonal projection on Ker (B k L H n ) * , and chose
So, let us chose an apropriate scalar product. We chose the same scalar product as that introduced in 2.1 of Iooss and Lombardi (2005) . Namely, for any pair of polynomials P and P ′ , define
Moreover, the norm associated with this scalar product is |.|
2,n
, introduced in section 3.2.
Step 3: Subproblems in H n (R m , R m ), upper bounds n (X) defined in (4.9), (4.10) , we need to compute upper bounds. Since π k n is an orthogonal projection, we have:
Moreover, lemma 2.5 of Iooss and Lombardi (2005) 
Hence, the operator B k L H n defined in (4.7) is diagonizable, with eigenvalues
Then, using (2.9) of hypothesis 2.2, we get
So we finally have the upper bounds:
(4.14)
Step 4: N n and Φ n are well-defined,
We now set
and we want to prove that they satisfy all the properties required in lemma 4.1. We begin by showing that they are well-defined, verifying that N n is in
, with the norms defined in section 3.2.
Using the upper bounds (4.13) and (4.14) computed in step 3, and the inequality τ ≤ ℓ assumed by hypothesis 2.2, we get: ( Step 5: Φ n belongs to H n (R m , H ℓ+1 (R/T Z, R m ))
Let us prove by induction that if 0 ≤ j ≤ ℓ + 1 then Φ n (X, t) n,H j ≤ C j n j+τ F n (X, t) n , Finally, we have proved that Φ n n,H ℓ+1 ≤ C ℓ n ℓ+τ F n n holds. This shows in particular that Φ n is in H n (R m , H ℓ+1 (R/T Z, R m )).
Step 6: N n is in Ker (−∂ t + B L * )
Since π k n is the projection on Ker (B Finally, since N n is in H n (R m , H ℓ (R/T Z, R m )) with ℓ ≥ 1, we can sum on k, and we obtain B L * N n (X, t) = ∂ t N n (X, t). N n (X, t), then the Φ n and N n satisfy (∂ t + B L )Φ n (X, t) + N n (X, t) = π n (V (X + Φ(X, t)) − D X Φ(X, t).N (X, t)); and the estimates N n (X, t) n ≤ π n (V (X + Φ(X, t)) − D X Φ(X, t).N (X, t)) n , Φ n (X, t) n ≤ C ℓ n ℓ+τ π n (V (X + Φ(X, t)) − D X Φ(X, t).N (X, t)) n .
First, one can check that the fact that N belongs to Ker (−∂ t + B L * ) guarantees that the normal form criteria (2.12) holds. Then it remains to show that the remainder R is well-defined by (4.3) and that the estimate (2.13) holds. We follow the same strategy as in part 2.3 of Iooss and Lombardi (2005): our lemmas 3.4 and 3.5 replace their lemma 2.11, we then compute estimates for the ν n := N n n and ϕ n := Φ n n , and we finally obtain a similar proof of well-definition and upper bound for R with slightly different constants. Namely, one can check that this way we get the following lemma instead of their last lemma 2.21. 
