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El proyecto nace con la intención de facilitar la creación de código HDL 
(Hardware Description Language) que tenga como objetivo ser sintetizado y 
posteriormente ejecutado en una FPGA (Field Programmable Gate Array). En concreto, 
se quiere facilitar esta generación de código HDL desde el lenguaje de alto nivel C. 
     En primer lugar, un lenguaje HDL (lenguaje de descripción de hardware, en 
castellano) nos permite la descripción formal de circuitos electrónicos y, más 
específicamente, lógica digital. Un lenguaje de descripción de hardware es capaz de 
describir el funcionamiento del circuito, su diseño y organización, además de tests que 
permitan verificar su correcto funcionamiento mediante la simulación. Usando 
solamente un subconjunto apropiado del lenguaje HDL para describir un circuito 
electrónico, a través de un software llamado sintetizador podemos inferir operaciones 
lógicas de hardware a partir de las declaraciones del lenguaje HDL y producir un netlist 
(una descripción de la conectividad de un circuito electrónico) equivalente de 
primitivas hardware genérico para hacer efectivo el comportamiento especificado. 
     En segundo lugar, una FPGA es un dispositivo semiconductor que contiene 
bloques de lógica cuya interconexión y funcionalidad se puede programar. Una 
jerarquía de interconexiones programables permite a los bloques lógicos de un FPGA 
ser interconectados según la necesidad del diseñador del sistema, algo parecido a una 
breadboard (una placa de uso genérico reutilizable o semipermanente) programable. 
Para definir el comportamiento de una FPGA se usa un lenguaje de descripción de 
hardware. Una vez obtenida la netlist mediante la síntesis del código implementado, 
ésta puede ser introducida en una FPGA mediante un proceso llamado place-and-
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route, normalmente realizado por un software propietario provisto por la compañía 
fabricante de la FPGA. 
En este proyecto hemos desarrollado un compilador fuente a fuente que 
cumple con los objetivos de facilitar la implementación hardware desde 
código en alto nivel. Para la implementación de este compilador fuente a fuente 
se ha utilizado una infraestructura de compilación llamada Mercurium y, por su parte, 
para realizar pruebas de los códigos generados se ha usado una infraestructura de 
acceso a memoria denominada GPFPGA. 
 
 
1.1. Estructura de la memoria 
 
Dejando de lado la introducción, el primer apartado de la memoria (capítulo 2) 
explica las motivaciones debido a las cuales se inicia este proyecto, además de los 
objetivos a cumplir que se marcan al inicio del proyecto más los que se acaban de 
definir durante el desarrollo. En los dos apartados que prosiguen, FPGA (capítulo 3)  y 
Lenguajes HDL (capítulo 4), se amplía y detalla la información ofrecida en la 
introducción sobre estas temáticas. La memoria continúa revisando el estado del arte 
de compiladores similares al desarrollado que actualmente existen (capítulo 5) y 
realizando un estudio sobre estrategias propuestas para crear un compilador eficiente 
(capítulo 6). Los siguientes apartados versan sobre Mercurium (capítulo 7), la 
herramienta de prototipado rápido de compiladores con la que se ha implementado el 
proyecto, y GPFPGA (capítulo 8), software de cuya funcionalidad se sirven los códigos 
generados para funcionar en un entorno real. A continuación se encuentra una 
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descripción detallada del entorno de trabajo (capítulo 9) utilizado para desarrollar el 
proyecto y en el siguiente apartado, correspondiente al compilador creado durante el 
proyecto, se explica cómo está implementado CtoVHDL (capítulo 10), cómo se utiliza y 
cómo funciona, exponiendo además las estrategias que sigue para crear un código HDL 
eficiente. Seguidamente se muestran resultados de pruebas realizadas con los códigos 
generados (capítulo 11) y se realiza un análisis temporal y económico del proyecto 
(capítulo 12). Finalmente, se encuentra la conclusión de la memoria y el proyecto 
(capítulo 13), una sección de agradecimientos (capítulo 14), una de referencias y un 
pequeño anexo (Anexo A) con información relativa a compilador creado. 
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2. Motivaciones y objetivos 
 
Pese a la existencia de los lenguajes HDL, la programación de una FPGA es muy 
costosa. Esto es debido a que programar en un lenguaje HDL resulta completamente 
diferente a desarrollar código para los lenguajes de software a los que la mayoría de 
programadores están acostumbrados. Y no solo eso, el código HDL resultante necesita 
una profunda revisión y auditación para eliminar construcciones de código 
potencialmente ambiguas, que puedan provocar una mala interpretación por parte del 
sintetizador, y cerciorarse de que no se encuentran presentes  errores de codificación 
lógica que suelen ser comunes a todos los proyectos, como puertos de circuitos no 
conectados o salidas cortocircuitadas. 
Para facilitar la tarea de crear código HDL destinado a ser sintetizado y 
ejecutado en FPGA, se iniciaron diferentes proyectos que culminaron en el desarrollo 
de toda una suerte de compiladores fuente a fuente que transforman código en alto 
nivel en código HDL. Por normal general, aun no son completamente funcionales ni 
están extensamente documentados pese a ser algunos de ellos de código abierto. Es 
por ello que se inicia este proyecto. 
El motivo de muchas traducciones de código en HLL (High Level Language) a un 
lenguaje HDL y de estos compiladores suele ser el intentar conseguir una mejora en el 
tiempo de ejecución de alguna aplicación, en concreto de las partes críticas. Partiendo 
de esta base, no es necesario ni eficaz hacer una traducción completa de todo el 
lenguaje del que se parte como base (en el caso de este proyecto el lenguaje C). Ni 
siquiera de toda la aplicación cuyo tiempo de ejecución intenta mejorarse. Como es 
lógico, los procesadores actuales en cuanto a prestaciones superan con creces al 
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
16 
procesador específico que podríamos crear y ejecutar en una FPGA para cumplir la 
tarea de una aplicación escrita en alto nivel. 
Se debe aprovechar la capacidad que ofrecen las FPGA para realizar varias 
instrucciones en paralelo y centrarnos en partes concretas del código que intentamos 
acelerar. Esto es, el compilador proyectado, así como lo hacen otros compiladores 
existentes, debe enfocar su atención en la transformación de bucles de cálculo 
intenso. Pero haciendo esto se crea una nueva problemática, separando el bucle de la 
aplicación se fuerza a la FPGA a realizar muchas peticiones y accesos a memoria (ya sea 
interna o externa a la FPGA) para obtener los datos con los que operar dentro del 
bucle. Es por ello que el compilador desarrollado debe, en la medida de lo posible, 
realizar un eficiente reuso de datos. Reutilizando los datos a los que se ha accedido y 
no realizando peticiones innecesarias se puede lograr salvar el sobrecoste de acceder a 
los datos desde el procesador específico creado en la FPGA y rebajar el tiempo de 
ejecución de la aplicación original. 
El objetivo principal del proyecto es la creación de una herramienta funcional 
capaz de traducir a un lenguaje HDL bucles for contables en tiempo de compilación 
(como los bucles del lenguaje FORTRAN: con variable iterativa inicializada, límite 
conocido e incremento a cada iteración) y sin dependencias de datos entre iteraciones. 
Concretamente, la meta es la traducción de bucles for contables con accesos a 
estructuras de una, dos y tres dimensiones. 
Pese a que tanto proyectista como director tenían cierta experiencia con el 
lenguaje HDL Verilog, se decidió que el compilador realizara la traducción al lenguaje 
VHDL (acrónimo que representa la combinación de VHSIC y HDL, donde VHSIC  es el 
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acrónimo de Very High Speed Integrated Circuit). Esto fue debido a que era el lenguaje 
empleado por el compilador ROCCC (Riverside Optimizing Compiler for Configurable 
Computing), con cuyos autores se colabora y al cual se aportará código en un futuro.  
Así, en caso de complicaciones en el porting al nuevo compilador, siempre se tendría 
una base que tomar como referencia. 
A continuación se expone una lista de los objetivos principales más las 
ampliaciones con una breve explicación. 
 
2.1. Objetivos principales 
 
 
 Compilación de operaciones básicas 
Traducir a VHDL las potenciales operaciones que encontraremos dentro 
de los bucles a compilar. Esta traducción ha de ser funcional y actuar de 
forma independiente. 
 Compilación de bucles de 1D con reuso 
Traducir a VHDL bucles con accesos a arrays de una dimensión. El 
compilador debe hacer reuso de datos. 
 Simulación 1D 
  Simular códigos generados para comprobar su corrección. 
 Compilación de 2D con reuso 
Traducir a VHDL bucles anidados y accesos a arrays de dos dimensiones. 
Modificar el mecanismo de reuso y adaptarlo a accesos de dos 
dimensiones. 
 Simulación 2D 
  Simular códigos generados para comprobar su corrección. 
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2.2. Objetivos ampliados 
 
 Compilación de 3D con reuso 
Traducir a VHDL bucles anidados y accesos a arrays de tres dimensiones. 
Modificar el mecanismo de reuso y adaptarlo a accesos de tres 
dimensiones. 
 Simulación 3D 
Simular códigos generados para comprobar su corrección. 
 Adaptación 
Adaptar el código generado a herramientas existentes en el DAC que 
permitan poder realizar pruebas en un entorno real. 
 Ejecución 
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3. Las FPGA 
 
No es algo que pueda sorprender por su novedad el intento de mejorar un 
procesador de propósito general ampliándolo mediante la adición de módulos 
externos con una función específica. Podemos encontrar multitud de ejemplos tales 
como la mejora de rendimiento conseguida hace décadas mediante el uso de 
coprocesadores creados específicamente para el cálculo de coma flotante, uno de los 
cuales podemos ver en la figura 1. El concepto de ordenador reconfigurable es el 
disponer tanto de un procesador general como de dispositivos capaces de ser 





El disponer de dispositivos reconfigurables permite a los desarrollares construir 
una parte o todo su diseño en hardware y no software. Implementando en hardware 
funcionalidades determinadas se puede conseguir una notable mejora de tiempo de 
proceso pues se tiene la oportunidad de explotar la concurrencia inherente a los 
circuitos digitales. La funcionalidad puede implementarse en hardware como 
subsistemas que funcionan en paralelo de forma concurrente. Actuando así se logra un 
gran salto cualitativo pues las implementaciones software concurrentes no dejan de 
ser construcciones secuenciales a las que se ha dotado de paralelismo a posteriori. 
Figura 1: Coprocesador de punto flotante 
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Como máximo exponente de dispositivos configurables tenemos las FPGA. Una 
FPGA es un dispositivo semiconductor formado por bloques de lógica a los cuales 
podemos interconectar y definir su funcionalidad a voluntad. Gracias a esto, mediante 
su programación podemos obtener como resultado desde funcionalidades tan sencillas 
como las que realiza una puerta lógica o un sistema combinacional hasta complejos 
sistemas en un chip (System-on-a-chip). La figura 2 nos muestra el aspecto externo de 





Las FPGA comenzaron su andadura como competidoras de los CPLD (Complex 
Programmable Logic Device) y sus aplicaciones se reducían a crear interfaces e 
interconectar diferentes dispositivos electrónicos. Tan pronto como su tamaño, sus 
capacidades y su velocidad se vieron incrementadas empezaron a ser usadas para un 
gran número de nuevas aplicaciones así como empezaron a ser comercializadas como 
completos sistemas en chip. Actualmente suelen ser utilizadas en aplicaciones 
similares a las que emplean ASIC (Application-Specific Integrated Circuit). Las FPGA son 
más lentas y tienen un consumo mayor de potencia que éstas últimas pero a su favor 
juega la ventaja de poder ser reprogramadas y de tener unos costes de adquisición (no 
por unidad) y desarrollo mucho menores, así como también lo es el tiempo necesario 
para implementar el sistema deseado. 
Figura 2: FPGA de Altera 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
21 
La lista de posibles campos en los que usar una FPGA incluye procesamiento de 
señales digitales, sistemas aeroespaciales y de defensa, prototipado de ASIC, visión por 
computador, reconocimiento de voz, criptografía, emulación de hardware, radio 
astronomía y un sinfín más de usos. Las FPGA pueden encontrar su lugar en cualquier 
área o algoritmo en el que se pueda hacer uso del masivo paralelismo ofrecido por su 
arquitectura. 
La arquitectura típica de una FPGA consiste en una matriz de bloques lógicos 
configurables (CBL, Configurable Logic Blocks), bloques de entrada/salida y canales de 
enrutamiento. En la figura 3 vemos una Spartan II XC2S200, cuya arquitectura nos sirve 
de ejemplificación y nos muestra una implementación real de este modelo. Para que 
una aplicación pueda ser mapeada en la FPGA ésta debe disponer de los recursos 
anteriormente mencionados en una cantidad suficiente. Mientras que el número de 
bloques de lógica configurable y el número de bloques de entrada/salida puede ser 
determinado a partir del diseño, el número de canales de enrutamiento puede variar 








Figura 3: Arquitectura de una Spartan II XC2S200 
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Los componentes más característicos de la arquitectura de una FPGA son los 
bloques de lógica configurable, elementos cuya funcionalidad cambia a voluntad y en 
los cuales se sustenta la programación reconfigurable. La figura 4 nos muestra un 
ejemplo de estructura interna típica. Un bloque lógico configurable clásico consiste en 
una Look-Up table de cuatro entradas, un flip-flop, una entrada de reloj y una única 
salida multiplexada por la cual puede salir el resultado de la consulta en la Look-Up 








Figura 4: Bloque de lógica configurable 
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Las FPGA se pueden clasificar en dos grandes grupos, uno de los cuales está 
formado por otros dos grupos más: 
 Volátiles 
Basadas en tecnología RAM, su programación se pierde al desconectar 
la alimentación y requieren una memoria externa no volátil para 
configurarlas al arrancar (antes o durante el reseteo). 
 No volátiles 
Basadas en tecnología ROM. 
 Reprogramables 
Basadas en tecnología EPROM o flash, se pueden borrar y volver 
a reprogramar aunque con un límite de unos 10.000 ciclos. 
 No reprogramables 
Basadas en tecnología de fusibles,  solo se pueden programar 
una vez. 
 
Las FPGA modernas mejoran a las antiguas incluyendo en su interior 
funcionalidades comunes de más alto nivel. Teniendo estas funcionalidades incluidas 
en el interior de la FPGA se consigue usar menos área y conseguir mayor velocidad que 
si implementáramos las funcionalidades partiendo desde cero con primitivas. Ejemplos 
de estas funcionalidades son multiplicadores, bloques DSP genéricos (Digital Signal 
Procesor, microprocesadores optimizados para aplicaciones que requieran operaciones 
numéricas a muy alta velocidad), procesadores, lógica de entrada/salida de alta 
velocidad y memorias incrustadas (como se puede ver en la figura 4 que muestra la 
arquitectura de la FPGA Spartan II XC2S200). 
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Las mayores empresas que investigan y desarrollan FPGA son: 
 Xilinx   (http://www.xilinx.com/) 
 Altera   (http://www.altera.com/) 
 Lattice  (http://www.latticesemi.com/) 
 Actel   (http://www.actel.com/) 
 QuickLogic  (http://www.quicklogic.com/) 
 Atmel   (http://www.atmel.com/) 
 Achronix  (http://www.achronix.com/) 
 MathStar  (http://www.mathstar.com/) 
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4. Los lenguajes HDL 
 
Un lenguaje de descripción de hardware es un lenguaje de programación 
destinado a la descripción formal de circuitos electrónicos y lógica digital. El lenguaje 
permite describir las operaciones del circuito, su diseño y organización y verificar su 
correcto funcionamiento mediante la simulación. Como los lenguajes de programación 
concurrente, la sintaxis y la semántica de los lenguajes de descripción de hardware 
incluyen de forma explícita notaciones para expresar concurrencia. Sin embargo, en 
contraste con la mayoría de lenguajes de programación, los lenguajes HDL también 
incluyen notaciones explícitas de tiempo, lo cual resulta una característica necesaria en 
el diseño de hardware. 
Ciertamente resulta posible representar semántica propia de hardware 
mediante el uso de lenguajes de programación tradicionales como lo es C++, aunque 
para ello deben ser ampliados con extensas y pesadas librerías. Pese a esto, los 
lenguajes de programación de software no incluyen ninguna forma de explicitar 
notaciones de tiempo y es por ello por lo que no sirven como lenguajes de descripción 
de hardware. La figura 5 nos muestra una implementación realizada en un lenguaje 
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Una vez acabada la implementación de un sistema deseado, un software 
denominado sintetizador (sería el compilador de los HDL) puede inferir las operaciones 
lógicas hardware que se corresponden con las instrucciones de la implementación y 
producir una netlist equivalente de primitivas hardware genéricas que implementan el 
comportamiento deseado del sistema. Mediante el procedimiento de place & route 
podemos aplicar esta netlist a un dispositivo configurable que ahora actuará tal cual 
hemos indicado en la implementación. 
Los lenguajes HDL son la respuesta natural al despegue de la fabricación y 
desarrollo de circuitos digitales en los años setenta. En aquella época el diseño 
descendía al nivel de los transistores para establecer características e interconexiones 
entre diferentes componentes básicos de un proyecto. Todo el proceso era altamente 
manual y muy costoso pues tan solo existían herramientas capaces de simular 
esquemas eléctricos con modelos previamente caracterizados. Pero con el paso de los 
años, los procesos tecnológicos se hicieron cada vez más y más complejos. Los 
problemas de integración aumentaban, los nuevos diseños eran cada vez más difíciles 
Figura 5: Código HDL con notación de tiempo 
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de depurar y su mantenimiento resultaba muy costoso. Se hizo evidente el existente 
desfase que había entre tecnología y diseño. 
Cuando el fabricar un circuito de alta escala de integración supuso de forma 
irremediable correr unos riesgos y unos costes de diseño desmesurados, surgieron 
diferentes proyectos de investigación destinados a crear toda una variedad de 
lenguajes de descripción de hardware. Estos proyectos, que se podrían clasificar entre 
universitarios e industriales, resultaron en un buen número de nuevos lenguajes 
ninguno de los cuales alcanzó nunca un nivel de difusión y consolidación aceptables. 
Los industriales, pertenecientes a una empresa privada, permanecieron por siempre 
cerrados y nunca llegaron a estandarizarse. En cambio, los universitarios fracasaron 
por no disponer ni de soporte ni de un mantenimiento adecuado. 
El primer lenguaje HDL moderno, Verilog, fue lanzado en 1985 por la compañía 
privada Gateway Design Automation. Y dos años después, en 1987, una solicitud del 
Departamento de Defensa de los Estados Unidos concluyó con la creación de su gran 
competidor, VHDL. Inicialmente tanto Verilog como VHDL fueron usados para 
documentar y simular diseños de circuitos ya creados y documentados por algún otro 
medio (como diseños esquemáticos). La simulación con estos lenguajes HDL permitió a 
los ingenieros trabajar en un nivel de abstracción superior al conseguido con la 
simulación en el nivel esquemático (mostrado en la figura 6), pudiéndose embarcar así 
en proyectos más complejos. 
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Más adelante la introducción del proceso de síntesis catapultó a los lenguajes 
HDL a un primer plano del diseño de circuitos digitales. Las herramientas de síntesis 
permitieron compilar fuentes HDL (escritas en un formato limitado llamado RTL) y 
obtener como resultado una manufacturable netlist a nivel de puerta/transistor. Pero 
escribir ficheros RTL sintetizables requería mucha práctica y disciplina por parte del 
desarrollador. Comparada con un diseño esquemático tradicional, la netlist sintetizada 
a partir de un fichero RTL ocupaba casi siempre más área y tenía un peor rendimiento. 
Pero el incremento de productividad de este nuevo modelo de desarrollo pronto 
prevaleció desplazando al anterior a los campos en los que el nuevo resultaba 
problemático: circuitos asíncronos, de alta velocidad o de bajo consumo.  
En unos pocos años Verilog y VHDL se convirtieron en los lenguajes HDL 
dominantes en la industria mientras que otros lenguajes contemporáneos fueron 
desapareciendo poco a poco. A día de hoy, no parece que ninguno de los dos lenguajes 
vaya a acabar con el otro en un futuro cercano y aún existen debates y papers que 
intentan dilucidar cuál de ellos dos es mejor y cuál es el que primero debería aprender 
un estudiante. En cuanto a la sintaxis, Verilog recuerda mucho al lenguaje de software 
C mientras que VHDL lo hace a Pascal y ADA. Este hecho puede lastrar a VHDL en 
Figura 6: Diseños esquemáticos 
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cuanto a dificultad de aprendizaje pues son muchos los desarrolladores que 
consideran que desenvolverse con soltura usando Verilog requiere mucho menos 
esfuerzo. A parte de este contraste perceptible a simple vista, existen muchas otras 
diferencias que encontramos nada más empezar a programar. En cuanto a tipos de 
datos, VHDL es un lenguaje fuertemente tipado pero permite a los desarrolladores 
crear tipos de datos complejos. En cambio, Verilog no es fuertemente tipado y solo 
dispone de tipos de datos simples. A destacar quedan diferencias que van desde que 
en Verilog no existe el concepto de librería mientras que VHDL sí dispone de ellas a el 
hecho, quizás más insignificante, de que Verilog es sensible a mayúsculas y minúsculas 
mientras que VHDL no lo es. 
En los códigos 1 y 2 podemos observar todas las diferencias mencionadas 
anteriormente. Probablemente, el contraste más llamativo sea la declaración de 
entidad que se realiza en las líneas que van de la 5 a la 8 del código 2, escrito en VHDL, 
y no se produce en el código 1, escrito en Verilog. Pues a diferencia de Verilog, en 
VHDL hay una separación física entre la declaración de las entradas y salidas de un 
módulo (líneas de la 5 a la 8 del código 2) y su arquitectura interna (líneas de la 10 a la 
22 del código 2). 
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1  module counter (C, CLR, Q); 
2  input C, CLR; 
3  output [3:0] Q; 
4  reg [3:0] tmp; 
5   
6    always @(posedge C or posedge CLR) 
7      begin 
8        if (CLR) 
9          tmp = 4'b0000; 
10       else 
11         tmp = tmp + 1'b1; 
12       end 
13   assign Q = tmp; 
14 endmodule 
1  library ieee; 
2  use ieee.std_logic_1164.all; 
3  use ieee.std_logic_unsigned.all; 
4   
5  entity counter is 
6    port(C, CLR : in  std_logic;  
7    Q : out std_logic_vector(3 downto 0));  
8  end counter; 
9   
10 architecture archi of counter is  
11   signal tmp: std_logic_vector(3 downto 0); 
12   begin  
13       process (C, CLR) 
14         begin  
15           if (CLR='1') then  
16             tmp = "0000";  
17           elsif (C'event and C='1') then  
18             tmp = tmp + 1; 
19           end if;  
20       end process; 
21       Q = tmp;  
22 end archi; 
Código 1: Contador de 4 bits sin signo con reseteo asíncrono en Verilog 
Código 2: Contador de 4 bits sin signo con reseteo asíncrono en VHDL 
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Ambos lenguajes HDL permiten que la implementación del circuito a crear sea 
jerárquica, como podemos ver en los códigos 3 y 4. En estos lenguajes una 
implementación de un circuito puede utilizar componentes que son a su vez otros 
circuitos o sistemas más sencillos previamente diseñados. A medida que se sube hacia 
el nivel de jerarquía máxima la arquitectura se hace más general mientras que en los 
niveles inferiores el grado de detalle es mayor. Par actuar de esta manera necesitamos 
en ambos lenguajes mapear los puertos de los distintos componentes del diseño, 
como podemos ver en las líneas que van de la 3 a la 5 del código 3, en Verilog, y en las 
líneas que van de la 24 a la 25 del código 4, en VHDL. Pero además de lo anterior, en 
VHDL se debe declarar explícitamente dentro de la arquitectura del circuito diseñado 
cada componente de los utilizados, como ocurre en las líneas que van de la 11 a la 19 
del código 4. Este hecho, junto a la necesaria separación física entre la declaración de 
las entradas y salidas (la entidad) y el funcionamiento interno (la arquitectura) del 
circuito, es el principal motivo para que los diseños en VHDL sean bastante más 
extensos que los realizados en Verilog.   
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1  module MUX2 (input SEL, A, B, output F); 
2    // Cables SELB y FB implícitos 
3    INV G1 (SEL, SELB); 
4    AOI G2 (SELB, A, SEL, B, FB); 
5    INV G3 (.A(FB), .F(F)); 
6  endmodule 
 
1  library IEEE; 
2  use IEEE.STD_LOGIC_1164.all; 
3   
4  entity MUX2 is 
5    port (SEL, A, B: in STD_LOGIC; 
6    F : out STD_LOGIC); 
7  end; 
8   
9  architecture STRUCTURE of MUX2 is 
10  
11 component INV 
12   port (A: in STD_LOGIC; 
13   F: out STD_LOGIC); 
14 end component; 
15  
16 component AOI 
17   port (A, B, C, D: in STD_LOGIC; 
18   F : out STD_LOGIC); 
19 end component; 
20  
21 signal SELB: STD_LOGIC; 
22  
23 begin 
24   G1: INV port map (SEL, SELB); 
25   G2: AOI port map (SEL, A, SELB, B, F); 
26 end; 
Código 3: Multiplexor 2-1 con inversión del camino de datos en Verilog 
Código 4: Multiplexor 2-1 con inversión del camino de datos en VHDL 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
33 
5. Estado del arte 
 
Existen muchas herramientas (llamadas herramientas C to HDL) destinadas a 
convertir código C o similar al C en código HDL [1]. Como ya se ha mencionado en el 
capítulo 2 (Motivaciones y objetivos) de esta memoria, todas estas herramientas, pese 
a diferir en sus objetivos finales, surgen para evitar en la medida de lo posible la 
tediosa programación de código directamente en algún lenguaje de descripción de 
hardware. 
Como normal general, las herramientas de conversión de código hacia lenguaje 
HDL son usadas para aplicaciones que tienen tiempos de ejecución inaceptablemente 
altos cuando se ejecutan en las existentes arquitecturas de supercomputadores de uso 
general. Ejemplos de estas aplicaciones son las que podemos encontrar en el campo 
de la Bioinformática, en la Dinámica de fluidos (como puede verse en la figura 7), en 
Procesos financieros y en la búsqueda de gas y petróleo. Dichas herramientas también 
pueden ser usadas en el área de las aplicaciones empotradas que requieren un alto 
rendimiento o que necesitan procesar los datos en tiempo real. Debido a esto, el 
diseño de sistemas en chip suele aprovecharse también del desarrollo y evolución de 
las herramientas C to HDL. 
  
Figura 7: Aplicación de dinámica de fluidos 
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Entre los compiladores con una funcionalidad semejante al elaborado en este 
proyecto destaca ROCCC (Riverside Optimizing Compiler for Configurable Computing) 
[3] que lleva en desarrollo desde el 2003. Al igual que nuestro compilador, ROCCC está 
diseñado para crear aceleradores hardware a partir de un código subconjunto de C. El 
hardware generado no está destinado a substituir toda una aplicación software entera, 
sino que pretende conseguir un aumento en la velocidad de ejecución de la aplicación 
mediante el reemplazo de secciones críticas de la aplicación software con un 
componente hardware dedicado. 
ROCCC genera código VHDL independiente de la plataforma partiendo de 
códigos C proporcionados. Estos códigos se corresponden con bucles que realizan un 
cálculo intenso en la aplicación software que queremos acelerar. Actualmente ROCCC 
soporta como entrada bucles escritos en C donde se realizan accesos a arrays de una o 
dos dimensiones y que no tienen dependencias entre iteraciones. Como resultado, 
genera código VHDL que reproduce la funcionalidad del código C original realizando 
reuso a los datos accedidos. El código VHDL generado necesita ser conectado a la 
aplicación y a las memorias usadas (ya sean internas a la FPGA o externas a ella) 
mediante otro código implementado a mano. Además, necesita que una 
implementación externa genere las direcciones de los datos que necesita, de los datos 
de salida que calcula y que se encargue de alimentar el código VHDL obtenido como 
resultado de la compilación. En la figura 8 podemos ver al arquitectura de memoria 
final de una compilación con ROCCC [4]. Los módulos de control de datos, de buffer y 
de cálculo son generados automáticamente por ROCCC, pero no ocurre lo mismo ni 
con los módulos encargados de realizar los accesos a memoria ni con los que generan 
las direcciones. Todos ellos han de implementarse por completo de forma manual. 
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El equipo de desarrollo de ROCCC está formado por: 
 Dr. Walid Najjar (University of California Riverside) 
 Dr. Jason Villarreal (Jacquard Computing Inc.) 
 Adrian Park  (Jacquard Computing Inc.) 
 Robert Halstead (University of California Riverside) 
 Roby Atadero  (University of California Riverside) 
 Dr. Roger Moussalli (University of California Riverside) 
 Edward Fernandez (University of California Riverside) 
 Astro David  (University of California Riverside) 
 Dr. Abhishek Mitra (U. Texas Medical Center) 
 Dr. Ayse Betul  (Sandbridge Technologies) 
 Dr. Zhi Guo  (Brocade Networks) 
 Dr. Dinesh C. Suresh (AMD) 
 
 A diferencia del ROCCC, el compilador fuente a fuente desarrollado en 
este proyecto sí que genera las direcciones de los datos que necesita para lectura y de 
los datos que calcula para escritura, aunque sigue necesitando de una construcción 
extra dependiente de la plataforma que haga de enganche con la aplicación. Otra 
Figura 8: Arquitectura de memoria final de ROCCC 
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
36 
característica diferencial es que el compilador puede generar también una versión sin 
reuso de los códigos creados a partir de bucles con accesos de una o dos dimensiones- 
Útil, por ejemplo, si queremos reducir el área ocupada por el hardware generado. 
Además de todo esto, es capaz de trabajar con bucles que realizan accesos de tres 
dimensiones generando como resultado tanto código VHDL con reuso como sin reuso. 
Como última diferencia tenemos que pese a que ambos compiladores trabajan con 
bucles for contables, en el compilador implementado podemos tener inicializaciones e 
incrementos de índice de más de una unidad mientras que en ROCCC los bucles han de 
estar normalizados (la variable iterativa se inicia en 0 y se incrementa en una unidad a 
cada iteración hasta que la condición de salida es alcanzada). 
A parte del ya comentado ROCCC, actualmente existen otros compiladores 
dignos de mención: SPC [5], DeepC [6], DEFACTO [7] y MATCH [8]. Todo ellos aceptan 
como entrada un subconjunto del lenguaje C, a excepción de MATCH que trabaja con 
MATLAB. Aunque todos ellos han representado un gran avance en el campo de la 
programación reconfigurable, incluido el ROCCC, ninguno de ellos consigue hacer 
alcanzable la programación de FPGA al programador medio. Es así que, al igual que 
ocurrió con los primeros compiladores para arquitecturas tradicionales, los 
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6. Reuso de datos y cálculo en paralelo 
 
Con el objetivo de ser ejecutado en una FPGA, separar un bucle determinado 
del resto de la aplicación tiene como consecuencia un importante sobrecoste en el 
tiempo total de ejecución de la aplicación. Además, si tenemos en cuenta que la FPGA 
de destino difícilmente tendrá una frecuencia de proceso que se aproxime 
remotamente al procesador de propósito general en el que estamos ejecutando la 
aplicación, resulta evidente que el acelerador hardware deberá ser lo más eficiente 
posible. 
Se da por supuesto que si nuestra idea es la de construir un acelerador 
hardware capaz de reducir el tiempo de ejecución de una aplicación vamos a tener que 
explotar el paralelismo inherente a cualquier implementación en hardware. Como se 
ha explicado detalladamente en los capítulos 3 (Las FPGA) y 4 (Los lenguajes HDL), 
implementar parte de nuestra aplicación en hardware nos permite realizar al mismo 
tiempo operaciones independientes entre ellas siempre y cuando dispongamos de 
recursos hardware suficientes.  
Pongamos como ejemplo el Código 5. Dejando de lado posibles mejoras en el 
camino de datos como las de los procesadores superescalares, un procesador de 
propósito general calculará el resultado de una resta, después el de otra y al acabar el 
de la siguiente. Con esto habrá calculado la primera variable de las dos que necesita 
para realizar el cálculo de detección de bordes [3]. El contraste con un acelerador 
hardware es evidente [2] pues éste no solo realizará en paralelo todas las restas de la 
primera variable sino que calculará de forma simultánea ambas variables. 
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Seguidamente actuará de idéntica forma en las multiplicaciones y solo quedará sumar 























La figura 9 nos muestra un cronograma en el que se ve claramente el contraste 
existente entre una ejecución secuencial pura, coloreada en rojo, y una ejecución 
paralela ideal, coloreada en verde, de una iteración del algoritmo de detección de 
bordes mostrado en el código 5. En la tabla de la figura, los ejes verticales separan los 
diferentes ciclos y los horizontales separan las diversas operaciones, situadas debajo 
de la tabla y representadas por una letra dentro de ella. Es decir, la figura muestra para 
cada iteración qué operación se realiza en cada ciclo. Mientras que la ejecución 
secuencial pura tarda 13 ciclos en acabar una iteración, la ejecución paralela es capaz 
de simultaneizar la mayoría de los cálculos y acabar una iteración en simplemente 5 
ciclos, que son menos de la mitad de los necesarios en la ejecución secuencial. 
1  void edge() 
2  { 
3   int i,j,MASKv,MASKh; 
4   int P[100][100]; 
5   int B[100][100]; 
6   
7   for(i = 1; i<= 100 - 2; i++) { 
8    for(j = 1; j<= 100 - 2 ; j++) { 
9   
10    MASKv =  
11                 (P[i-1][j+1] - P[i-1][j-1]) + 
12                 (P[i][j+1] - P[i][j-1]) + 
13                 (P[i+1][j+1] - P[i+1][j-1]); 
14  
15    MASKh =  
16                 (P[i+1][j-1] - P[i-1][j-1]) + 
17                 (P[i+1][j] - P[i-1][j]) + 
18                 (P[i+1][j+1] - P[i-1][j+1]); 
19  
20    B[i][j] = (MASKv*MASKv + MASKh*MASKh); 
21   } 
22  } 
23 } 
Código 5: Algoritmo de detección de bordes en una imagen en C 
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No obstante, para conseguir una mejora en el tiempo de ejecución de la 
aplicación el acelerador hardware creado no puede confiar únicamente en su 
paralelismo sino que ha de poner solución al importante número de accesos repetidos 
a datos que se harán durante la ejecución del bucle. Es por eso que el acelerador está 
obligado a utilizar alguna técnica de reuso de datos. 
Pero para antes de analizar diferentes técnicas de reuso de datos, debemos 
introducir el concepto de ventana de datos o iteración [4] [9]. Podríamos definir la 
ventana de datos como todos los datos existentes entre los dos datos accedidos más 
lejanos en cualquiera de las dimensiones de una estructura durante una iteración. Así 
en una estructura de una dimensión la ventana será una línea, en una de dos 
dimensiones será un cuadrado o rectángulo y en una de tres será un cubo o un prisma 
rectangular. 
Figura 9: Cronograma de detección de bordes 
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No abundan los artículos científicos destinados a analizar el reuso de datos en 
estructuras de una dimensión. Es posible que se deje de lado al reuso en estructuras 
de una dimensión por su simplicidad. La forma de realizarlo no es otra que cargar los 
datos que forman la ventana, realizar las operaciones propias de la iteración y después 
continuar hasta el final del bucle descartando datos que no se volverán a usar y 
cargando los nuevos en cada iteración. 
En cuanto a propuesta de reuso de datos para dos dimensiones que prioriza el 
número de accesos a la memoria utilizada nos encontramos con el llamado Buffering 
completo de fila [9], mostrado en la figura 10. Esta estrategia de reuso consiste en 
cargar los datos que necesitamos para la ventana de la primera iteración y proseguir 
cargando los nuevos datos que necesitemos para las nuevas ventanas, almacenando 
los anteriores, y únicamente descartando los datos que no se volverán a utilizar. Con 
esta estrategia conseguimos ejecutar completamente los bucles realizando un único 
acceso a cada dato, pero resulta inadmisible para matrices de notable tamaño. Cada 
fila a almacenar puede ser de considerable tamaño y según como sea nuestra ventana 
es posible que tengamos que almacenar más de una. Por ejemplo, en la figura 10 se 
almacenan simultáneamente datos pertenecientes a un total de 3 filas. Por este 
motivo, solo podremos seguir esta estrategia para casos muy puntuales. 
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Otra propuesta de reuso para dos dimensiones, que no se sirve de tanta 
memoria como el Buffering completo de fila, es el Buffering en bloques [9]. Pese a que 
existen diferentes variantes de esta técnica [3] [9] [10], la idea de todas ellas es la de 
cargar los datos a los que se accederá en buffers mayores al tamaño de la ventana e ir 
obteniéndolos de un buffer u otro según avance la ventana por la matriz. En la figura 
11 podemos ver una posible ventana de datos con sus respectivos bloques buffer. 
Estos bloques buffers deben tener en cuenta la situación de la ventana pues el buffer 
que proporciona los datos cambia al llegar la ventana su extremo. A partir de ese 
momento es otro buffer el encargado de proporcionar los datos a la ventana mientras 





Figura 10: Buffering completo de fila 
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Como se explica en el capítulo correspondiente, el compilador aquí diseñado 
crea aceleradores que no siguen ninguna de estas estrategias de reuso de datos. Se ha 
intentado evitar el consumo exagerado de memoria que realiza el Buffering completo 
de fila y la notable complejidad del Buffering en bloques, realizando un reuso de datos 
mediante registros que ha resultado ser más versátil que las dos propuestas 
anteriores. Simplificando el concepto, el reuso que se realiza se asemeja mucho al 
explicado anteriormente para una dimensión. El compilador visualiza la estructura que 
almacena los datos como una sucesión de filas apiladas, visión que no varía sean cual 
sean las dimensiones de dicha estructura, y genera un sistema de reuso parecido al de 
una dimensión para cada una de ellas reiniciando todo el proceso al alcanzar un final 
de bucle. 
  
Figura 11: Buffering en bloques 
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7. Soporte de compilación: Mercurium 
 
Mercurium  es la infraestructura de compilación fuente a fuente que se ha 
utilizado para implementar el compilador aquí desarrollado. Está enfocada 
principalmente al prototipado rápido, actualmente soporta los lenguajes de 
programación C, C++ y Fortran 95 y se utiliza principalmente en el grupo de trabajo 
NANOS (grupo integrado dentro del grupo Modelos de Programación del BSC y el 
grupo de Computación de Alto Rendimiento del DAC de la UPC) para la 
implementación del modelo de programación OpenMP. Sin embargo, debido a su gran 
versatilidad ha sido usado para implementar otros modelos de programación y otras 
transformaciones del compilador. Ejemplos de ello son el proyecto ACOTES y otros con 
procesadores CELL BE, memorias transaccionales y compartidas distribuidas. 
Para poder ser compilado se necesita tener instalado una versión de GNU Bison 
modificada llamada Bison-rofi. GNU Bison es un programa generador de analizadores 
sintácticos de propósito general perteneciente al proyecto GNU. La utilidad de GNU 
Bison es convertir la descripción formal de un lenguaje, escrita como una gramática 
libre de contexto LALR, en un programa en C, C++ o Java que realiza análisis sintáctico. 
Para el funcionamiento de Bison-rofi se necesita tener instalado Flex, software 
utilizado para generar analizadores léxicos, y GNU Gperf, un generador de funciones 
de hash perfectas. 
Mercurium es un compilador fuente a fuente que no genera directamente 
código objeto. Tal y como el equipo de desarrollo dice: “Otros compiladores hacen 
esto mucho mejor que nosotros”. Mercurium se utiliza para reescribir, modificar, 
cambiar, mezclar o añadir algo a un código de entrada para obtener uno salida, el cual 
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sí será utilizado por otro compilador para crear código objeto. Para lograr estas 
funcionalidades necesitamos extender la infraestructura mediante la implementación 
de las llamadas fases de compilación, como podemos ver en la figura 12. Cada fase de 
compilación es una librería dinámica según la cual ha de modificarse el código origen. 
Al arrancar, Mercurium parsea el código C/C++ origen para generar una representación 
intermedia. Posteriormente, sobre la representación intermedia se ejecutan las fases 
de compilación que hay implementadas, para lo cual se utiliza C++ y una API llamada 
TL. Cada fase recibe la representación intermedia según haya quedado ésta después 
de aplicar las fases de compilación previas. Así pues la representación intermedia es 
modificada siguiendo los cambios implementados en cada fase según el orden 




Figura 12: Proceso de compilación de Mercurium 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
45 
Como ya se ha mencionado anteriormente, Mercurium está desarrollado por el 
grupo Nanos. En concreto, la gente que trabaja en la implementación de Mercurium 
es: 
 Alejandro Duran (Investigador Sénior en el BSC) 
 Eduard Ayguadé  (Catedrático de la UPC y director asociado de  
   departamento en el BSC) 
 Josep Maria Pérez (Investigador) 
 Luis Martinell  (Investigador) 
 Roger Ferrer  (Investigador del BSC) 
 Xavier Martorell (Profesor asociado en la UPC y líder de grupo en el  
   BSC) 
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8. Soporte de ejecución: GPFPGA 
 
GPFPGA [1] es la herramienta software que se ha utilizado para poder realizar 
las pruebas de ejecución de CtoVHDL. Los códigos que genera el compilador 
proyectado son portables, lo que quiere decir que no acceden directamente a 
memoria (ya sea interna o externa a la FPGA). GPFPA se encarga de generar 
automáticamente gran parte del código hardware necesario para conectar el 
acelerador hardware obtenido mediante CtoVHDL con la memoria de la FPGA. 
Los códigos hardware generados con GPFPGA están ideados para funcionar 
según el sistema de comunicación portable con memoria mostrado en la figura 13. En 
primer lugar un proceso DMA se encarga de traer los datos desde la memoria usada 
por un procesador convencional hasta la memoria interna de la placa FPGA. Al finalizar 
el proceso DMA entra en juego un código hardware implementado manualmente 
(M2B, en la figura 13) que  traslada los datos existentes en la memoria de la placa 
FPGA a una Block RAM (BRAM, en la figura 13) interna a la FPGA que ejecutará el 
acelerador hardware creado (u otro componente hardware portable creado con 
diferente propósito). Este código hardware se implementa manualmente debido a que 
es dependiente a la placa FPGA utilizada, aunque solo se ha de implementar una vez 
para cada modelo de placa. Ya de forma automática GPFPGA genera el código 
hardware necesario (B2C, en la figura 13) para comunicar con memoria y alimentar de 
datos al componente hardware portable implementado (CORE, en la figura 13), que en 
el caso de este proyecto sería el acelerador hardware creado con CtoVHDL. De forma 
inversa a lo explicado, un código hardware (C2B, en la figura 13) generado 
automáticamente con GPFPGA conecta el componente hardware portable con la Block 
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RAM y una implementación hardware manual (B2M, en la figura 13), que solo ha de 
hacerse una vez para cada modelo de placa, lleva los datos de la Block RAM a la 
memoria interna de la placa FPGA. Finalmente, un proceso DMA traslada los datos de 
la placa FPGA a la memoria del procesador convencional. 
 
El sistema explicado nos permite imaginar fácilmente el modelo de 
programación totalmente automatizado enseñado en la figura 14, el cual genera 
código para FPGA a partir de código C. Únicamente se debe implementar un código C 
anotado con pragmas extendidos OpenMP según los cuales una herramienta de 
partición separará en tres partes: un código C a ejecutar en el procesador host de la 
aplicación, un código C que será ejecutado en la FPGA y un fichero de configuración 
necesario para crear el entorno de portabilidad. A parte de esto, el particionador 
modificará el código C original para introducir las llamadas a la FPGA. Este código C 
será compilado con un compilador convencional mientras que el código C separado 
para ejecutar en la FPGA será compilado mediante un compilador traductor de C a HDL 
(CtoVHDL en nuestro caso). El código HDL resultado se integrará con los códigos HDL 
generados por GPFPGA y con los específicos implementados manualmente para la 
placa FPGA y será compilado por las herramientas proporcionadas por el fabricante de 
Figura 13: Sistema de comunicación portable con memoria 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
49 
la FPGA. Tendremos entonces un sistema funcional y completamente automático de 
compilación de código C hasta un lenguaje HDL. 
 
GPFPGA ha sido desarrollado por: 
 Daniel Jiménez  (Profesor colaborador doctor permanente de la 
UPC e investigador asociado al BSC) 
 Carlos Álvarez   (Profesor agregado doctor de la UPC y 
Investigador asociado al BSC) 








Figura 14: Modelo de programación con códigos portables 
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9. Entorno de trabajo 
 
Para llevar a cabo este proyecto se ha trabajado principalmente con un 
ordenador personal de sobremesa. Este ordenador no dispone de una cantidad 
exagerada de RAM ni de un procesador último modelo pero su hardware ha sido 
suficiente para trabajar con soltura y no exasperarse debido a largos procesos de 
compilación de código. 
El hardware de este ordenador es el siguiente: 
 Procesador Intel Core 2 Duo E6700 el cual cuenta con dos cores a 2,66 GHz 
cada uno y disponen de una caché de nivel dos con 4096 KB de memoria. 
 2 GB de memoria RAM. 
 Placa base Asus P5W DH Deluxe. 
 Tarjeta Gráfica Asus GerForce 8800 GTS 640 MB. 
 Disco duro WD VelociRaptor 150 GB a 10000 RPM. 
 Disco duro WD 1 TB. 
Puesto que el proyecto se ha llevado a cabo durante más o menos un año, en 
desplazamientos y situaciones imprevistas se ha usado otro ordenador personal, esta 
vez un portátil, para continuar con el desarrollo. Pese a tratarse de un ordenador 
portátil, también se ha podido trabajar con soltura y no se ha notado el cambio del 
equipo de desarrollo. 
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Las especificaciones técnicas de este portátil son las siguientes: 
 Procesador Intel Core 2 Duo T8100 constituido con dos cores a 2,10 GHz cada 
uno y provistos con una caché de nivel dos con 3072 KB de memoria. 
 4 GB de memoria RAM. 
 Tarjeta Gráfica Nvidia GeForce 9500M GS 512 MB. 
 Disco Duro WD 320 GB. 
En ambos ordenadores hay instalado Ubuntu 9.10 (Karmic Koala) versión de 
32bits, que es el sistema operativo que se ha utilizado para desarrollar el proyecto. 
Éste se ha implementado mediante un editor de texto tan liviano como lo es gedit (el 
editor de texto predefinido de GNOME), dejando de lado entornos de programación 
más pesados como lo son Eclipse. Tanto gedit como el resto de software necesario 
para la implementación del proyecto pueden compilarse en Win32 bajo MSYS o 
Cygwin pero herramientas como Mercurium, software básico en el proyecto, no dan 
soporte en estos casos. 
A parte del sistema operativo, la lista de software más importante utilizado 
para la implementación del compilador es la siguiente: 
 GNU gcc 4.4.1. 
 GNU gperf 3.0.3. 
 GNU flex 2.5.35. 
 Bison-rofi 2.3. 
 Mercurium 1.3.3. 
 Doxygen 1.6.1. 
 ModelSim Altera 6.5b. 
 GPFPGA. 
 SGI RASC library 2.2. 
 ISE 11.4 de Xilinx. 
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ModelSim Altera 6.5b es el software que se ha utilizado para compilar y simular 
los códigos VHDL resultantes. A su vez, GPFPGA es la herramienta utilizada para poder 
realizar las pruebas en un entorno real. Éste entorno no es otro que el 
supercomputador SGI Altix 4700 perteneciente al Barcelona Supercomputing Center. 
Esta máquina de memoria compartida, con una arquitectura cc-NUMA (Cache 
Coherent Non-Uniform Memory Access), dispone de una placa RASC RC100 FPGA que 
está equipada con dos FPGA Xilinx Virtex 4 LX200. Por su lado, SGI RASC library es la 
biblioteca utilizada para trabajar con las FPGA y el ISE de Xilinx su compilador. 
La configuración hardware del supercomputador es la siguiente: 
 128 procesadores Dual Core Montecito (IA-64). Cada uno de los 256 cores 
totales funciona a 1,6 GH, tinene 8 MB de memoria de caché de nivel tres y 
dispone de un bus a 533 MHz. 
 2,5 TB de memoria RAM. 
 Una placa RASC RC100 FPGA con dos FPGA Xilinx Virtex 4 LX200. 
 2 discos SAS internos de 146 GB a 15000 RPM. 
 12 discos SAS externos de 300 GB a 10000 RPM. 
Para las tareas de documentación, escritura de la memoria y preparación de la 
presentación, se ha utilizado la suite ofimática Microsoft Office 2007 gracias a disponer 
de un Windows XP Professional instalado en el ordenador de sobremesa y un Windows 
Vista Home Premium instalado en el ordenador portátil. En cuanto la planificación del 
proyecto, se ha usado GanttProject para su realización. 
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El resumen de software utilizado para tareas no relacionadas con la 
implementación del proyecto es el siguiente: 
 Microsoft Office Word 2007. 
 Microsoft Office PowerPoint 2007. 
 Microsoft Office Visio 2007. 
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10.1. Descripción y funcionamiento general 
 
CtoVHDL es un compilador fuente a fuente que debemos enmarcar junto a 
otras herramientas en desarrollo o ya implementadas por el Departamento de 
Arquitectura de Computadores de la Facultad de Informática de Barcelona (UPC). 
Todas estas herramientas forman parte de un proyecto que pretende automatizar 
todo lo posible la traducción de bucles de cálculo intenso escritos en código C a VHDL 
con el motivo de estudiar cómo afecta al tiempo de ejecución de las aplicaciones el 
hecho de ejecutar mediante aceleradores hardware zonas críticas de su código. 
Dentro de este enfoque, el compilador CtoVHDL se encuentra en una etapa 
intermedia entre el inicio y el final de todo este proceso. Como se explica 
detalladamente en el apartado “Generación de código: código de entrada y código de 
salida”,  CtoVHDL acepta dos tipos de entrada de códigos según las cuales actúa de una 
forma u otra. Para poder compilar un bucle de código C, por un lado debemos 
proporcionar como entrada a CtoVHDL el código cuerpo del bucle (dónde se realizan 
los cálculos útiles) escrito según un protocolo determinado. CtoVHDL compilará y 
convertirá estos cálculos a VHDL quedando listo para realizar el paso restante para 
tener el bucle completo traducido a VHDL. Este paso no es otro que compilar con 
CtoVHDL el código que representa al bucle en sí, su esqueleto, también escrito según 
un protocolo determinado. Como resultado de esta compilación y sumando la anterior 
obtendremos un acelerador hardware totalmente independiente de la plataforma y 
portable que reproduce el bucle original escrito en C. 
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
56 
Existe un proyecto en desarrollo en el Departamento de Arquitectura de 
Computadores de la UPC que, en el futuro, mediante la introducción de pragmas en el 
código C original de la aplicación será capaz de generar tanto el código del cuerpo 
como el código del esqueleto del bucle tal y como los necesita CtoVHDL para poder 
compilarlos. Mientras tanto, debemos escribir ambos códigos a mano cuando 
queremos estudiar la mejora de aplicaciones mediante aceleradores hardware. Ya 
desarrollada tenemos la herramienta GPFPGA, que es la encargada de crear el código 
necesario para conectar los ficheros VHDL generados durante la compilación de  
CtoVHDL con la memoria de la FPGA y, por consiguiente, hacer que el acelerador 
hardware creado sea funcional. 
En cuanto a lo que al desarrollo se refiere, CtoVHDL está implementado como 
una fase de compilación escrita en lenguaje C++ del software para el prototipado 
rápido Mercurium. Como puede verse en la figura 15, Mercurium parsea el código C 
proporcionado y crea una representación intermedia con la que trabaja CtoVHDL. Éste 
interpreta la representación, distingue el tipo de fuente al que pertenece y comprueba 
su corrección para posteriormente transformarla y modificarla según sea conveniente 
en vistas a generar un código VHDL eficiente (principalmente, que el código resultante 
aproveche lo máximo posible el paralelismo ofrecido por el lenguaje de descripción de 
hardware y realice reuso de los datos). Se llega entonces a un momento de divergencia 
entre CtoVHDL y otros proyectos desarrollados con Mercurium. La diferencia básica es 
que, en nuestro caso, el lenguaje de destino es VHDL. Como norma general, los 
proyectos en los que se usan Mercurium tienen como lenguaje inicial y destino C así 
que el flujo de proceso que se sigue es el de generar la representación intermedia 
mediante Mercurium a partir de código C, modificarla según las fases implementadas y 
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volver a generar código C mediante Mercurium a partir de la representación 
modificada. Una representación intermedia está muy ligada a los lenguajes que tiene 
como origen y destino y Mercurium no puede generar código VHDL, así que CtoVHDL 
después de modificar la representación intermedia inicial es el encargado de estudiar 
























Figura 15: Proceso de compilación con Mercurium y CtoVHDL 
 
  
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
58 
10.2. Instalación y uso 
 
Para instalar y trabajar con CtoVHDL no necesitamos ningún software adicional 
al que requiere Mercurium. El código a compilar podemos escribirlo con un simple 
editor de texto y, una vez obtenidas las fuentes VHDL que generamos con el 
compilador, podemos realizar simulaciones normalmente con software como 
ModelSim de Altera y sintetizarlo en una FPGA con el software proporcionado por el 
fabricante. 
A continuación se explica el proceso de instalación del software necesario para 
trabajar con CtoVHDL y cómo utilizar el compilador. 
 
10.2.1. Requisitos previos 
 
 Una plataforma GNU Linux que soporte objetos compartidos dinámicos (i386, 
IA64, PowerPC, etc). La compilación de Mercurium en Win32 bajo MSYS o 
Cygwin es posible pero no se presta soporte. 
 GNU gcc 4.1 (o superior) con soporte a C++. 
 GNU gperf 3.0.0 (o superior). 
 GNU flex 2.5.4 o 2.5.31 (o superior). 
 Bison-rofi [11]. 
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GNU gcc, GNU gperf y GNU flex podemos instalarlos desde los repositorios de 
nuestra distribución GNU Linux así que solo queda por instalar Bison-rofi, Mercurium y 
CtoVHDL. Para hacer esto debemos abrir una consola de comandos y realizar los 
siguientes pasos (El símbolo $ representa al prompt, pues se ha usado el shell bash 
para ejecutar los comandos, y los * representan conjuntos de caracteres o números 
que varían en cada instalación según la versión software que estemos usando, nuestro 
usuario, etc). 
Primero declaramos la variable MERCURIUM, la cual contendrá la ruta de 
instalación de Mercurium. 
$ export MERCURIUM=/home/*/mercurium 
 
Descomprimimos Bison-rofi. 
$ tar xfj bison-*-rofi.tar.bz2 
 
Accedemos al directorio.  
$ cd bison-*-rofi 
 
Y realizamos los siguientes pasos para instalar Bison-rofi. 
$ ./configure --prefix=$MERCURIUM 
$ make 
$ make install 
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Ya tenemos instalado Bison-rofi, procedemos a declarar la variable BISON. 
$ export BISON=$MERCURIUM/bin/bison 
 
Podemos comprobar que la instalación de Bison-rofi se ha realizado 
correctamente si al ejecutar la siguiente instrucción obtenemos el siguiente resultado.  
$ $(BISON) --version | head -n 1 
bison (GNU Bison) *-rofi 
 
Ahora debemos instalar Mercurium. Empezamos por descomprimir el paquete 
en el que viene comprimido. 
$ tar xfj mcxx-*.tar.bz2 
 
Creamos una carpeta para su compilación y accedemos a ella.  
$ mkdir mcxx-build 
$ cd mcxx-build 
 
Ahora debemos configurar la instalación de Mercurium, para lo cual hay 
multitud de variables disponibles. Para usar CtoVHDL podemos simplemente ejecutar 
el siguiente comando.  
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Ahora realizamos la instalación de la siguiente forma. Cada uno de estos pasos 
puede tardar algunos minutos en finalizar, dependiendo de cada máquina.  
$ make 
$ make install 
 
Para tener Mercurium completamente operativo solo queda añadir sus binarios 
al PATH. 
$ export PATH=$MERCURIUM/bin:$PATH 
 
Podemos comprobar que la instalación se ha realizado correctamente si al 
ejecutar la siguiente acción obtenemos el siguiente resultado. 
$ plaincc 
You must specify an input file 
 
Ya solo queda instalar CtoVHDL. Para eso primero descomprimimos su paquete 
y accedemos al directorio. 
$ tar xfj CtoVHDL-*.tar.bz 
$ cd CtoVHDL 
 
Ahora debemos abrir el fichero Makefile.common para modificar las variables 
MERCURIUM_SOURCE_DIRECTORY y MERCURIUM_BUILD_DIRECTORY. Esto podemos 
hacerlo con cualquier editor de texto, vemos por ejemplo como sería con gedit. 
$ gedit Makefile.common 
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Se ha de asignar respectivamente a estas variables el directorio con los ficheros 
fuente de Mercurium y el directorio de compilación de Mercurium. Estos varían según 








Debemos copiar el fichero config.ctovhdl en el directorio 
$MERCURIUM/mcxx/share/config.d/. Lo podemos hacer con el siguiente comando. 
$ cp config.ctovhdl $MERCURIUM/mcxx/share/config.d/ 
 
Ahora accedemos a la carpeta en donde se encuentran los ejecutables de 
Mercurium.  
$ cd $MERCURIUM/bin 
 
Y creamos dos enlaces simbólicos para poder usar CtoVHDL.  
$ ln -s mcxx ctovhdlcc 
$ ln -s mcxx ctovhdlc++ 
 
La única diferencia existente actualmente reside en que con ctovhdlcc 
usaremos el precompilador gcc y con ctovhdlc++ usaremos g++. Ya tenemos instalado 
CtoVHDL. 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
63 
10.2.3. Generación de código: código de entrada y código de salida 
 
Como ya se ha comentado, para reproducir la funcionalidad del bucle escogido 
en C debemos pasar por CtoVHDL dos tipos de archivo escritos en C: uno que se 
corresponde con la parte que forma el cuerpo del bucle y otro que se corresponde con 
el esqueleto del bucle. Esto es debido a que CtoVHDL realiza una compilación en 
módulos y al acabar el proceso tendremos hasta tres archivos VHDL. En ambos 
archivos a compilar debe haber una única función. Por un lado, en el archivo 
correspondiente al cuerpo del bucle tendremos una función con las operaciones que 
se realizarían en el interior del bucle original. Por el otro lado, en el archivo 
perteneciente al esqueleto del bucle tendremos una función con la declaración de los 
arrays a usar, la declaración del bucle o los bucles que vayamos a ejecutar y una 
llamada en el bucle interno a la función perteneciente al cuerpo del bucle. En esta 
llamada podemos poner como parámetros tanto variables como accesos a los arrays. 
De ser un acceso, este ha de realizarse mediante las variables que iteran con el bucle 
pudiéndose hacer con ellas sumas y restas con constantes. 
Además, en ambos archivos debe haber la declaración de una struct que 
usamos para indicar el tipo de los datos y si son de entrada o salida (haciendo que su 
nombre acabe con “_in” o “_out”). Los datos de esta struct han de ponerse en un 
mismo orden pues cuando se compile la función esqueleto se comprobará que los 
tipos coincidan en ese mismo orden, no teniendo en cuenta los nombres. Igualmente, 
la struct ha de llamarse igual que la función cuerpo más “_STRUCT”. En cuanto a la 
función cuerpo se refiere, la struct será obligatoriamente su única entrada y salida. 
Dentro de la función podremos declarar variables si así lo creemos conveniente pero 
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para comunicarse con el exterior (ya sea para leer o escribir) tendremos que trabajar 
con la struct al igual que lo hacemos en lenguaje C. 
El código 6, que se corresponde con el algoritmo de Finite Impulse Reponse 
Filter [12], es un ejemplo de código C que podemos querer compilar con CtoVHDL. 
Como ya se ha explicado, para hacerlo tenemos que partir en dos el código original 
separando el cálculo del bucle y de los accesos. Para construir el fichero 
correspondiente al cuerpo del bucle debemos fijarnos en las operaciones que se 
realizan dentro del bucle más anidado que tengamos. En el ejemplo mostrado en el 
código 6, encontramos los cálculos realizados en las líneas que van de la 9 a la 13, 
ambas incluidas. Estos cálculos serán reproducidos en el fichero correspondiente al 
cuerpo del bucle y todo lo que los envuelve junto a los accesos se verá reflejado en el 







En resumen, tenemos que separar el código de partida en dos ficheros C a 
partir de los cuales se generarán tres ficheros VHDL que implementan módulos 
conectados tal y como veremos en la figura 16. 
1  void fir () 
2  { 
3    int A[1000]; 
4    int B[1000]; 
5    int i; 
6   
7    for(i = 0 ; i < 996 ; i = i + 1) 
8    { 
9      B[i] = A[i]* 3 + 
10            A[i+1]* 5 + 
11            A[i+3]* 7 + 
12            A[i+2]* 9 + 
13            A[i+4]* 11; 
14   } 
15 } 
 
Código 6: Algoritmo Finite Impulse Reuse 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
65 
El código 7 enseña el archivo correspondiente al cuerpo del bucle que 
deberíamos implementar a partir del código C original mostrado en el código 6. Como 
se puede ver, el archivo es  poco más que una función que, en las líneas que van de la 
18 a la 23, realiza los cálculos que en el código original hemos identificado como 
pertenecientes al cuerpo del bucle. Vemos que estos cálculos no se realizan con 
accesos como operandos, sino que se realizan con los campos de una struct declarada 
en las líneas que van de la 1 a la 12. Como ya se ha explicado anteriormente, esta 
struct, que además es entrada, salida y retorno de la función, se utiliza para que 
CtoVHDL conozca el tipo de los datos y si éstos son de entrada o salida. Por una parte, 
si los accesos realizados en el código original eran de lectura, los campos que los 
representen serán de entrada y en la struct su nombre finalizará en “_in”. Por otra 
parte, si los accesos realizados en el código original eran de escritura, los campos que 
los representen serán de salida y en la struct su nombre finalizará en “_out”. Vemos 
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Actualmente, debido a que el proyecto se ha enfocado más hacia crear reuso 
que hacia traducir completamente el cuerpo del bucle, no podemos realizar 
operaciones muy complejas dentro de este archivo, ni saltos de secuencia, ni trabajar 
con tipos de datos que no sean enteros. 
Al compilar el código 7 correspondiente al cuerpo de bucle del algoritmo Finite 
Impulse Reponse Filter, CtoVHDL creará un fichero kernel.vhd que contendrá el código 
VHDL mostrado en código 8. Mediante la máquina de estados que podemos ver en las 
líneas que van de la 74 a la 111, el código VHDL obtenido reproduce la funcionalidad 
del código pasado como entrada. Las máquinas de estado generadas segmentan el 
cálculo en diferentes ciclos y realizan el mayor número de operaciones en cada uno de 
ellos. Además, permiten el inicio de un proceso de cálculo distinto en cada ciclo. Si uno 
1  typedef struct 
2  { 
3    // Inputs 
4    int A0_in; 
5    int A1_in; 
6    int A2_in; 
7    int A3_in; 
8    int A4_in; 
9   
10   // Outputs 
11   int result_out; 
12  
13 } FIR_STRUCT; 
14  
15 FIR_STRUCT FIR(FIR_STRUCT f) 
16 { 
17  
18   f.result_out = 
19     f.A0_in * 3 + 
20     f.A1_in * 5 + 
21     f.A2_in * 7 + 
22     f.A3_in * 9 + 
23     f.A4_in * 11; 
24  
25   return f; 
26 } 
Código 7: Cuerpo del Finite impulse reponse filter para compilar con CtoVHDL 
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de los datos de entrada del módulo creado no se necesita en el primer ciclo del 
cálculo, la máquina de estados almacenará su valor y lo irá propagando hasta que sea 
requerido. De la misma forma, si el módulo generado tiene diferentes salidas que 
tardan un número diferente de ciclos en calcularse, la máquina de estados propagará 
el valor de las salidas hasta el último estado. De esta forma los valores de entrada 
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1   -- This file was automatically generated by CtoVHDl -- 
2   library IEEE; 
3   use ieee.std_logic_1164.all; 
4   use ieee.std_logic_unsigned.all; 
5   use ieee.numeric_std.all; 
6    
7   entity FIR is 
8    port ( 
9     clk : in STD_LOGIC; 
10    rst : in STD_LOGIC; 
11    chipselect: in STD_LOGIC; 
12    start : in STD_LOGIC; 
13    struct_A0_in : in INTEGER; 
14    struct_A1_in : in INTEGER; 
15    struct_A2_in : in INTEGER; 
16    struct_A3_in : in INTEGER; 
17    struct_A4_in : in INTEGER; 
18    struct_result_out : out INTEGER; 
19    core_done : out STD_LOGIC 
20   ); 
21  end FIR; 
22   
23  architecture Synthesized of FIR is 
24   
25   Signal tmp_0_S0002 : INTEGER; 
26   Signal var_tmp5_S0002 : INTEGER; 
27   Signal var_tmp6_S0001 : INTEGER; 
28   Signal var_tmp7_S0001 : INTEGER; 
29   Signal var_tmp5_S0001 : INTEGER; 
30   Signal var_tmp1_S0000 : INTEGER; 
31   Signal var_tmp2_S0000 : INTEGER; 
32   Signal var_tmp3_S0000 : INTEGER; 
33   Signal var_tmp4_S0000 : INTEGER; 
34   Signal var_tmp5_S0000 : INTEGER; 
35   Signal activeStates : STD_LOGIC_VECTOR(4 downto 0); 
36   Signal struct_A0 : INTEGER; 
37   Signal struct_A1 : INTEGER; 
38   Signal struct_A2 : INTEGER; 
39   Signal struct_A3 : INTEGER; 
40   Signal struct_A4 : INTEGER; 
41   Signal struct_result : INTEGER; 
42   
43  begin 
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44   
45   process(clk, rst, chipselect) 
46    begin 
47   
48     if (rst = '1') then 
49   
50      core_done <= '0'; 
51      activeStates <= (others => '0'); 
52      tmp_0_S0002 <= 0; 
53      var_tmp5_S0002 <= 0; 
54      var_tmp6_S0001 <= 0; 
55      var_tmp7_S0001 <= 0; 
56      var_tmp5_S0001 <= 0; 
57      var_tmp1_S0000 <= 0; 
58      var_tmp2_S0000 <= 0; 
59      var_tmp3_S0000 <= 0; 
60      var_tmp4_S0000 <= 0; 
61      var_tmp5_S0000 <= 0; 
62      struct_A0 <= 0; 
63      struct_A1 <= 0; 
64      struct_A2 <= 0; 
65      struct_A3 <= 0; 
66      struct_A4 <= 0; 
67      struct_result <= 0; 
68   
69     elsif (clk'event and clk = '1' and chipselect = '1') then 
70   
71      core_done <= '0'; 
72      activeStates(0) <= start; 
73  
74      for i in 0 to 3 loop 
75       activeStates(i+1) <= activeStates(i); 
76      end loop; 
77   
78      if(start = '1') then 
79       struct_A0 <= struct_A0_in; 
80       struct_A1 <= struct_A1_in; 
81       struct_A2 <= struct_A2_in; 
82       struct_A3 <= struct_A3_in; 
83       struct_A4 <= struct_A4_in; 
84      end if; 
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85   
86      -- Start Calculations -- 
87      if (activeStates(0) = '1') then 
88       var_tmp5_S0000 <= struct_A4 * 11; 
89       var_tmp4_S0000 <= struct_A3 * 9; 
90       var_tmp3_S0000 <= struct_A2 * 7; 
91       var_tmp2_S0000 <= struct_A1 * 5; 
92       var_tmp1_S0000 <= struct_A0 * 3; 
93      end if; 
94      if (activeStates(1) = '1') then 
95       var_tmp5_S0001 <= var_tmp5_S0000; 
96       var_tmp7_S0001 <= var_tmp3_S0000 + var_tmp4_S0000; 
97       var_tmp6_S0001 <= var_tmp1_S0000 + var_tmp2_S0000; 
98      end if; 
99      if (activeStates(2) = '1') then 
100      var_tmp5_S0002 <= var_tmp5_S0001; 
101      tmp_0_S0002 <= var_tmp6_S0001 + var_tmp7_S0001; 
102     end if; 
103     if (activeStates(3) = '1') then 
104      struct_result <= tmp_0_S0002 + var_tmp5_S0002; 
105     end if; 
106     -- End Calculations -- 
107  
108     if (activeStates(4) = '1') then 
109      struct_result_out <= struct_result; 
110      core_done <= '1'; 
111     end if; 
112  
113    end if ; 
114  
115  end process; 
116  
117 end Synthesized; 
Código 8: Fichero kernel.vhd del cuerpo del algoritmo Finite impulse reuse filter 
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El código 9 enseña el archivo correspondiente al esqueleto del bucle que 
deberíamos implementar a partir del código C original mostrado en el código 6. Tal y 
como se puede ver, prácticamente es el código original despojado de sus operaciones 
de cálculo. En lugar de éstas, en la línea 24 podemos ver una llamada a la función 
cuerpo de bucle. Los argumentos que vemos en esta llamada se corresponden a los 
accesos que se realizaban en el cálculo original. Estos argumentos han de estar 
ordenados según los hayamos hecho corresponder con los campos de la struct definida 
en el fichero de cuerpo de bucle visto en el código 6. Como se puede apreciar, la struct 
también aparece en el código perteneciente al esqueleto del bucle, concretamente en 
las líneas que van de la 1 a la 13. Tal y como dicta el sentido común, para evitar errores 









1  typedef struct 
2  { 
3    // Inputs 
4    int A0_in; 
5    int A1_in; 
6    int A2_in; 
7    int A3_in; 
8    int A4_in; 
9   
10   // Outputs 
11   int result_out; 
12  
13 } FIR_STRUCT; 
14  
15 void firSystem() 
16 { 
17   int A[1000]; 
18   int B[1000]; 
19   int i ; 
20  
21   for(i = 0 ; i < 996 ; i = i + 1) 
22   { 
23  
24     FIR(A[i], A[i+1], A[i+3], A[i+2], A[i+4], B[i]); 
25  
26   } 
27 } 
Código 9: Esqueleto de bucle del algoritmo Finite impulse reponse filter 
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En cuanto a las limitaciones del código correspondiente al esqueleto del bucle, 
estas vienen marcadas por el diseño y el enfoque del compilador. Como ya se ha 
comentado, no puede haber dependencias entre iteraciones así que no podemos leer 
y escribir en el mismo array ni podemos usar variables que funcionen como entrada y 
salida en la llamada a la función. Esto es debido a que para intentar conseguir un 
speedup, los aceleradores hardware generados están pensados para ejecutarse en 
stream (solapando iteraciones). Por otra parte, excepto el código relativo a 
inicializaciones que en el ejemplo del código 9 podemos encontrar en las líneas que 
van de la 17 a la 19, los bucles y la llamada a la función cuerpo que en el código 9 se 
realiza en la línea 24, no puede haber ningún otro tipo de cálculo o código dentro de la 
función esqueleto. Los bucles de la función han de estar anidados y solo puede haber 
un máximo de tres. Si solo hay un bucle solo se podrá acceder a estructuras de una 
dimensión, con dos bucles se podrá trabajar con estructuras de dos dimensiones y con 
tres bucles se podrá operar con estructuras de tres dimensiones. Finalmente, las 
variables sobre las que iteran los bucles existentes solo pueden incrementarse en las 
sentencias de declaración de bucle y solo pueden hacerlo sumando una constante a su 
valor, no pueden incrementarse por ejemplo mediante multiplicaciones o 
exponenciaciones.  
En lo referente a los accesos, éstos solo pueden realizarse mediante las 
variables de iteración de los bucles más/menos una constante. Estas variables 
iterativas han de utilizarse en el acceso que se quiera realizar para referenciar a la 
dimensión de la estructura a acceder que se corresponda con el anidamiento de su 
bucle. Así pues, en el supuesto ejemplo de una estructura de dos dimensiones y una 
función esqueleto con dos bucles anidados, en los accesos la variable iterativa del 
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bucle externo solo puede utilizarse para referenciar filas y la variable iterativa del bucle 
interno para referenciar columnas. 
Cuando compilamos un código esqueleto de bucle uno de los dos ficheros que 
obtenemos es el loop.vhd. En el código 10 podemos ver el loop.vhd obtenido al 
compilar el código esqueleto mostrado en el código 9. En el fichero loop.vhd está el 
código VHDL encargado de generar las direcciones de lectura, las de escritura, de 
realizar el reuso de los datos y, además, llevar el control del bucle. El reuso de datos 
puede desactivarse para generar un código que no lo haga, así como también puede 
indicarse que se haga el cálculo o no de las direcciones base de las estructuras a las 
que se accede de cara a tenerlas en cuenta en los cálculos de direcciones. El fichero 
mostrado en código 10 se ha generado con el reuso desactivado y sin tener en cuenta 
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1   -- This file was automatically generated by CtoVHDl -- 
2   library IEEE; 
3   use ieee.std_logic_1164.all; 
4   use ieee.std_logic_unsigned.all; 
5   use ieee.numeric_std.all; 
6    
7   entity firSystem_LoopController is 
8    port ( 
9     clk : in STD_LOGIC; 
10    rst : in STD_LOGIC; 
11    chipselect: in STD_LOGIC; 
12    next_write_iteration : in STD_LOGIC; 
13    A_P0000_out : out INTEGER; 
14    A_P0001_out : out INTEGER; 
15    A_P0003_out : out INTEGER; 
16    A_P0002_out : out INTEGER; 
17    A_P0004_out : out INTEGER; 
18    B_P0000_waddr_out : out INTEGER; 
19    A_valid_in : in STD_LOGIC; 
20    A_value_in : in INTEGER; 
21    A_read_out : out STD_LOGIC; 
22    A_raddr_out : out INTEGER; 
23    output_loop : out STD_LOGIC; 
24    core_done : out STD_LOGIC 
25   ); 
26  end firSystem_LoopController; 
27   
28  architecture Synthesized of firSystem_LoopController is 
29   
30   constant i_endvalue : INTEGER :=  1496; 
31   
32   type A_STATE_TYPE is (A_S0, A_S1, A_S2, A_S3, A_S4, A_LOAD, A_OUTPUT); 
33   
34   signal i_read : INTEGER; 
35   signal i_next : INTEGER; 
36   signal i_write : INTEGER; 
37   signal out_internal : STD_LOGIC; 
38   signal done_internal : STD_LOGIC; 
39   signal done_write : STD_LOGIC; 
40   signal A_state : A_STATE_TYPE; 
41   signal A_read  : STD_LOGIC; 
42   signal A_raddr  : INTEGER; 
43   signal A_P0000_internal : INTEGER; 
44   signal A_P0001_internal : INTEGER; 
45   signal A_P0002_internal : INTEGER; 
46   signal A_P0003_internal : INTEGER; 
47   signal A_P0004_internal : INTEGER; 
48   
49  begin 
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50   
51   B_P0000_waddr_out <= 0 + (i_write + 0)*4; 
52   core_done <= done_internal and done_write; 
53   output_loop <= '0' when (done_internal = '1') else out_internal; 
54   out_internal <= '1' when (A_state = A_OUTPUT) else '0'; 
55   A_P0000_out <= A_P0000_internal; 
56   A_P0001_out <= A_P0001_internal; 
57   A_P0003_out <= A_P0003_internal; 
58   A_P0002_out <= A_P0002_internal; 
59   A_P0004_out <= A_P0004_internal; 
60   done_internal <= '1' when (i_read >= i_endValue) else '0'; 
61   done_write <= '1' when (i_write >= i_endValue) else '0'; 
62   i_next <= 0 when (i_read+1 >= i_endValue) else i_read+1; 
63   A_read_out <= A_read and not done_internal; 
64   A_raddr_out <= 0 when (done_internal = '1') else A_raddr; 
65   
66   process(clk, rst, chipselect) 
67    begin 
68     if (rst = '1') then 
69      A_read <= '0'; 
70      A_raddr <= 0; 
71      A_state <= A_S0; 
72      A_P0000_internal <= 0; 
73      A_P0001_internal <= 0; 
74      A_P0002_internal <= 0; 
75      A_P0003_internal <= 0; 
76      A_P0004_internal <= 0; 
77     elsif(clk'event and clk='1' and chipselect='1') then 
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78      A_read <= '0'; 
79      case A_state is 
80       when A_S0 => 
81         A_state <= A_S1; 
82         A_raddr <= 0 + (i_read + 0)*4; 
83         A_read <= '1'; 
84       when A_S1 => 
85        if( A_valid_in = '1') then 
86         A_state <= A_S2; 
87         A_P0000_internal <= A_value_in; 
88         A_raddr <= 0 + (i_read + 1)*4; 
89         A_read <= '1'; 
90        end if; 
91       when A_S2 => 
92        if( A_valid_in = '1') then 
93         A_state <= A_S3; 
94         A_P0001_internal <= A_value_in; 
95         A_raddr <= 0 + (i_read + 2)*4; 
96         A_read <= '1'; 
97        end if; 
98       when A_S3 => 
99       if( A_valid_in = '1') then 
100        A_state <= A_S4; 
101        A_P0002_internal <= A_value_in; 
102        A_raddr <= 0 + (i_read + 3)*4; 
103        A_read <= '1'; 
104       end if; 
105      when A_S4 => 
106       if( A_valid_in = '1') then 
107        A_state <= A_LOAD; 
108        A_P0003_internal <= A_value_in; 
109        A_raddr <= 0 + (i_read + 4)*4; 
110        A_read <= '1'; 
111       end if; 
112      when A_LOAD => 
113       if( A_valid_in = '1') then 
114        A_P0004_internal <= A_value_in; 
115        A_state <= A_OUTPUT; 
116       end if; 
117      when A_OUTPUT => 
118       if(out_internal = '1') then 
119        A_raddr <= 0 + (i_next + 0)*4; 
120        A_read <= '1'; 
121        A_state <= A_S1; 
122       end if; 
123      when others => 
124       --ERROR 
125       A_state <= A_S0; 
126     end case; 
127    end if; 
128  end process; 
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El código generado en el fichero loop.vhd es el más complejo que encontramos. 
Podríamos separarlo mentalmente en 3 importantes partes: asignaciones y gestión de 
variables, máquinas de estado y código de bucle. En la parte de asignaciones y gestión 
de variables, que en el código 10 va de la línea 51 a la 64, se realiza el cálculo de las 
direcciones de escritura y se ejecutan cálculos en tiempo real (gracias al uso de un 
lenguaje HDL, estas variables se modifican continuamente según se modifiquen sus 
operandos) sobre variables que sirven para controlar y gestionar al acelerador 
hardware. En la parte de máquinas de estado, que en el código 10 va de la línea 79 a la 
126, se encuentra el código de las máquinas de estado (tantas como arrays accedidos) 
que es el encargado de pedir datos al exterior y realizar el reuso de datos. Y en la parte 
de código de bucle, que en el código 10 va de la línea 130 a la 145, encontramos 
código que reproduce la funcionalidad de dos bucles escritos en C. En esta parte del 
código se calculan las variables que se necesitan para calcular las direcciones de 
escritura y de lectura generadas. El valor de las variables utilizadas para calcular las 
direcciones de lectura se ve modificado cada vez que se inicia una iteración y el valor 
de las variables utilizadas para calcular las direcciones de escritura lo hace al acabar 
129  
130  process(clk, rst, chipselect) 
131   begin 
132    if( rst = '1') then 
133     i_read <= 0; 
134     i_write <= 0; 
135    elsif(clk'event and clk='1' and chipselect='1') then 
136     if(out_internal = '1' ) then 
137      if( i_read < i_endValue) then 
138       i_read <= i_read+1; 
139      end if; 
140     end if; 
141     if( next_write_iteration = '1' ) then 
142      i_write <= i_write+1; 
143     end if; 
144    end if; 
145  end process; 
146  
147 end Synthesized; 
Código 10: Fichero loop.vhd para el algoritmo Finite impulse reponse filter generado sin reuso 
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cada una de ellas. De esta forma, tanto direcciones de lectura como de escritura se 
calculan correctamente pese a solapar la ejecución de iteraciones. 
El segundo de los ficheros generados al compilar un código esqueleto de bucle 
es el system.vhd. Este fichero sirve para unir los módulos existentes en kernel.vhd y 
loop.vhd, generando así el acelerador hardware buscado. En el código 11 podemos ver 
el system.vhd generado al compilar el código esqueleto mostrado en el código 9. En las 
líneas que van de la 23 a la 59 podemos ver como se declaran ambos componentes y, 
posteriormente, vemos en las líneas que van de la 71 a la 103 como se realiza el 
mapeo de puertos que los une entre sí y con el exterior. 
1   library IEEE; 
2   use ieee.std_logic_1164.all; 
3   use ieee.std_logic_unsigned.all; 
4   use ieee.numeric_std.all; 
5    
6   entity firSystem_System is 
7    port ( 
8     clk : in STD_LOGIC; 
9     rst : in STD_LOGIC; 
10    chipselect : in STD_LOGIC; 
11    A_valid_in : in STD_LOGIC; 
12    A_value_in : in INTEGER; 
13    A_read_out : out STD_LOGIC; 
14    A_raddr_out : out INTEGER; 
15    write_out : out STD_LOGIC; 
16    B_P0000_waddr_out : out INTEGER; 
17    B_P0000_value_out : out INTEGER; 
18    core_done : out STD_LOGIC 
19   ); 
20  end firSystem_System; 
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21  architecture Synthesized of firSystem_System is 
22   
23  component firSystem_LoopController is 
24   port ( 
25    clk : in STD_LOGIC; 
26    rst : in STD_LOGIC; 
27    chipselect : in STD_LOGIC; 
28    next_write_iteration : in STD_LOGIC; 
29    A_P0000_out : out INTEGER; 
30    A_P0001_out : out INTEGER; 
31    A_P0003_out : out INTEGER; 
32    A_P0002_out : out INTEGER; 
33    A_P0004_out : out INTEGER; 
34    B_P0000_waddr_out : out INTEGER; 
35    A_valid_in : in STD_LOGIC; 
36    A_value_in : in INTEGER; 
37    A_read_out : out STD_LOGIC; 
38    A_raddr_out : out INTEGER; 
39    output : out STD_LOGIC; 
40    core_done : out STD_LOGIC 
41   ); 
42  end component; 
43   
44  component FIR is 
45   port ( 
46    clk : in STD_LOGIC; 
47    rst : in STD_LOGIC; 
48    chipselect : in STD_LOGIC; 
49    start : in STD_LOGIC; 
50    struct_A0_in : in INTEGER; 
51    struct_A1_in : in INTEGER; 
52    struct_A2_in : in INTEGER; 
54    struct_A3_in : in INTEGER; 
55    struct_A4_in : in INTEGER; 
56    struct_result_out : out INTEGER; 
57    core_done : out STD_LOGIC 
58   ); 
59  end component; 
60 
61   Signal output : STD_LOGIC; 
62   Signal next_write_iteration : STD_LOGIC; 
63   Signal A_P0000 : INTEGER; 
64   Signal A_P0001 : INTEGER; 
65   Signal A_P0003 : INTEGER; 
66   Signal A_P0002 : INTEGER; 
67   Signal A_P0004 : INTEGER; 
68   Signal B_P0000 : INTEGER; 
69 
70  begin 
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Código 11: Fichero system.vhd para el algoritmo Finite impulse reponse filter 
71  loop_Controller: firSystem_LoopController port map ( 
72   clk, 
73   rst, 
74   chipselect, 
75   next_write_iteration, 
76   A_P0000, 
77   A_P0001, 
78   A_P0003, 
79   A_P0002, 
80   A_P0004, 
81   B_P0000_waddr_out, 
82   A_valid_in, 
83   A_value_in, 
84   A_read_out, 
85   A_raddr_out, 
86   output, 
87   core_done 
88   ); 
90 
91  Kernel0: FIR port map ( 
92   clk, 
93   rst, 
94   chipselect, 
95   output, 
96   A_P0000, 
97  A_P0001, 
98  A_P0003, 
99  A_P0002, 
100  A_P0004, 
101  B_P0000, 
102  next_write_iteration 
103  ); 
104 
105  B_P0000_value_out <= B_P0000; 
106  write_out <= next_write_iteration; 
107 
108  process(clk, rst, chipselect) 
109   begin 
110   if (rst = '1') then 
111   elsif (clk'event and clk = '1' and chipselect = '1') then 
112 
113   end if; 
114  end process; 
115 
116 end Synthesized; 
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En la figura 16 podemos ver un diagrama de la arquitectura del acelerador 
hardware resultante de la compilación de un bucle con CtoVHDL. Tanto el módulo 
Loop como el módulo Kernel no tienen contacto con el exterior. El módulo System los 
une a la vez que les hace de interfaz para comunicarse lo externo. No obstante, para 
gestionar la ejecución del bucle sí que se relacionan entre ellos. El módulo Loop avisa 
al módulo Kernel cuando tiene que empezar a ejecutar una iteración porque los datos 
ya están listos y el módulo Kernel devuelve el aviso al módulo Loop cuando ya ha 
acabado de ejecutarla. Como el módulo Kernel está segmentado y el módulo Loop 
genera de forma independiente las direcciones de lectura y de escritura, el sistema 


































































Figura 16: Arquitectura del acelerador hardware generado con CtoVHDL 
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Como se explica en el apartado anterior, para compilar un bucle entero 
necesitamos proporcionarle a CtoVHDL dos tipos de entrada: la que se corresponde 
con el cuerpo del bucle (ejemplo en código 7) y la que se corresponde con el esqueleto 
(ejemplo en código 9). CtoVHDL ya se encarga de distinguir qué tipo de entrada recibe 
y actuar en consecuencia así que podemos compilar ambas partes con el siguiente 
comando:  
$ ctovhdlcc –y –o /dev/null codigo.c 
 
El parámetro “–y” india a Mercurium que no compile los ficheros C, solo los 
preprocese pues es CtoVHDL el que convierte la representación intermedia a VHDL. 
Con “–o /dev/null” evitamos que muestre el resultado de este preproceso por 
pantalla. 
En el caso de que queramos que CtoVHDL compile generando reuso de datos, 
debemos indicárselo al compilar el código perteneciente al esqueleto del bucle con la 
opción “--variable=reuse:on”. 
$ ctovhdlcc –y –o /dev/null --variable=reuse:on 
 esqueleto-bucle.c 
 
CtoVHDL genera direcciones para leer o escribir datos y por defecto asume que 
las estructuras de datos con las que trabaja están en la posición de memoria 0. Esto se 
debe a que facilita el trabajo con FPGA y sus memorias BRAM. Si se desea que calcule 
las direcciones base de estas estructuras y que genere las direcciones en consecuencia, 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
83 
debemos indicárselo al compilar el código relativo al esqueleto del bucle con la opción 
“--variable=base:on”. 
$ ctovhdlcc –y –o /dev/null --variable=base:on 
 esqueleto-bucle.c 
 
Obviamente, podemos combinar ambas opciones si así lo deseamos. Si 
activamos estas variables durante la compilación del código perteneciente al cuerpo 
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En este apartado se detallan las principales estrategias que sigue CtoVHDL para 
crear aceleradores hardware eficientes. 
 
10.3.1. Estrategia para simultaneizar el cálculo de operaciones 
 
El hecho de generar una implementación hardware del bucle compilado implica 
que CtoVHDL puede hacer uso del paralelismo potencial de cálculo inherente a toda 
implementación hardware. CtoVHDL asume recursos hardware ilimitados en la FPGA 
de destino del código, así que el acelerador hardware creado en una compilación 
ejecuta en un mismo ciclo tantos cálculos como le sean posible. Para controlar el orden 
de ejecución de las operaciones, para no violar dependencias de datos entre 
operaciones y para que el resultado final sea correcto, se utiliza una máquina de 
estados. 
El código 12 nos muestra un fragmento de la máquina de estados generada en 
la compilación del ejemplo del código 7, correspondiente al cuerpo de bucle del 
algoritmo Finite Impulse Reponse Filter, que se encarga de controlar en qué momento 
se realizan los cálculos. En este fragmento de máquina podemos distinguir un total de 
cuatro estados: el primero va de la línea 1 a la 7, el segundo de la 8 a la 12, el tercero 
de la 13 a la 16 y el cuarto de la 17 a la 19. Todas las operaciones de todos los ciclos se 
ejecutan al mismo tiempo pero cada grupo de operaciones actúa para un proceso de 
cálculo distinto. El módulo permite iniciar un proceso de cálculo a cada ciclo y por ello 
en cada estado se estará desarrollando el cálculo de una iteración diferente. Para que 
esto sea posible los valores de entrada o cálculos previos se van propagando por los 
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Al realizar la implementación de una función cuerpo de bucle podemos actuar 
de forma que facilitemos a CtoVHDL la creación de una máquina de lo más eficiente 
posible. El código 13 se corresponde con dos posibles implementaciones en C del 
cuerpo de bucle del algoritmo Stencil 3D [13]. En la segunda de ellas se ha decidido 
independizar a las operaciones situadas dentro del paréntesis que van de la línea 8 a la 
13 en la primera implementación, declarando nuevas variables e instrucciones, como 
podemos ver en las líneas que van de la 6 a la 17 en la segunda implementación. Tal y 
como vemos en las siguientes líneas de la segunda implementación del código 13, con 
el resto de operaciones se ha actuado de forma similar. 
 
 
1    if (activeStates(0) = '1') then 
2     var_tmp5_S0000 <= struct_A4 * 11; 
3     var_tmp4_S0000 <= struct_A3 * 9; 
4     var_tmp3_S0000 <= struct_A2 * 7; 
5     var_tmp2_S0000 <= struct_A1 * 5; 
6     var_tmp1_S0000 <= struct_A0 * 3; 
7    end if; 
8    if (activeStates(1) = '1') then 
9     var_tmp5_S0001 <= var_tmp5_S0000; 
10    var_tmp7_S0001 <= var_tmp3_S0000 + var_tmp4_S0000; 
11    var_tmp6_S0001 <= var_tmp1_S0000 + var_tmp2_S0000; 
12   end if; 
13   if (activeStates(2) = '1') then 
14    var_tmp5_S0002 <= var_tmp5_S0001; 
15    tmp_0_S0002 <= var_tmp6_S0001 + var_tmp7_S0001; 
16   end if; 
17   if (activeStates(3) = '1') then 
18    struct_result <= tmp_0_S0002 + var_tmp5_S0002; 
19   end if; 
 
Código 12: Fragmento de la máquina de estados de cálculo del algoritmo Finite impulse reponse 
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El código 14 nos muestra un fragmento de las máquinas de estado generadas 
como resultado de la compilación de las dos diferentes implementaciones de un 
cuerpo de bucle, las cuales encontramos en el código 13. Como puede observarse, 
CtoVHDL ha conseguido compactar mucho mejor las operaciones en la 
implementación realizada a base de instrucciones con pocos operandos (idealmente 
dos). Si contamos el número de estados al igual que lo hemos hecho con el código 12, 
vemos que la máquina de la izquierda tiene 7 estados mientras que la de la derecha 
únicamente tiene 5. 
 
 
Código 13: Dos posibles códigos C para el cuerpo de bucle del algoritmo stencil 3D 
1  stencil3d_STRUCT 
stencil3d(stencil3d_STRUCT m) 
2  { 
3   
4   int a,b; 
5   
6   m.B_out =  
7      a * m.A_i_j_k_in  + 
8      b * (m.A_im1_j_k_in + 
9      m.A_ip1_j_k_in + 
10     m.A_i_jm1_k_in + 
11     m.A_i_jp1_k_in + 
12     m.A_i_j_km1_in + 
13     m.A_i_j_kp1_in); 
14  
15  return m; 
16 } 
1  stencil3d_STRUCT 
stencil3d(stencil3d_STRUCT m) 
2  { 
3   
4   int a, b; 
5   
6   int  tmp1, tmp2, tmp3, tmp4, 
7        tmp5; 
8   
9   tmp1 = 
10     m.A_im1_j_k_in + 
11     m.A_ip1_j_k_in; 
12  tmp2 = 
13     m.A_i_jm1_k_in + 
14     m.A_i_jp1_k_in; 
15  tmp3 = 
16     m.A_i_j_km1_in + 
17     m.A_i_j_kp1_in; 
18  
19  tmp4 = a * m.A_i_j_k_in; 
20  tmp5 = b *  
21     (tmp1 + tmp2 + tmp3); 
22  
23  m.B_out = tmp4  + tmp5; 
24  
25  return m; 
26 } 
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La figura 17 nos muestra una comparación de ejecuciones de una iteración de 
los códigos generados mostrados en el código 14. Como resultaba evidente, con la 
segunda implementación del cuerpo del bucle propuesta en el código 13 genera una 
mejor máquina de estados. Realizando en el primer ciclo dos cálculos más que la otra 
máquina de estados, consigue acabar dos ciclos antes la ejecución. Puesto que, como 
ya se ha comentado, se asume que tenemos disponibles recursos hardware ilimitados, 






Código 14: Dos posibles máquinas VHDL pertenecientes al cálculo del algoritmo stencil 3D 
12 end if; 
13 if (activeStates(1) = '1') then 
14  A_i_jp1_k_in_S0001 <= A_i_jp1_k_in_S0000; 
15  var_b_S0001 <= var_b_S0000; 
16  tmp_5_S0001 <= tmp_6_S0000 + A_i_jm1_k_in_S0000; 
17  tmp_0_S0001 <= var_a_S0000 * A_i_j_k_in_S0000; 
18  A_i_j_km1_in_S0002 <= A_i_j_km1_in_S0001; 
19  A_i_j_kp1_in_S0002 <= A_i_j_kp1_in_S0001; 
20 end if; 
21 if (activeStates(2) = '1') then 
22  var_b_S0002 <= var_b_S0001; 
23  tmp_0_S0002 <= tmp_0_S0001; 
24  tmp_4_S0002 <= tmp_5_S0001 + A_i_jp1_k_in_S0001; 
25  A_i_j_kp1_in_S0003 <= A_i_j_kp1_in_S0002; 
26 end if; 
27 if (activeStates(3) = '1') then 
28  var_b_S0003 <= var_b_S0002; 
29  tmp_0_S0003 <= tmp_0_S0002; 
30  tmp_3_S0003 <= tmp_4_S0002 + A_i_j_km1_in_S0002; 
31 end if; 
32 if (activeStates(4) = '1') then 
33  var_b_S0004 <= var_b_S0003; 
34  tmp_0_S0004 <= tmp_0_S0003; 
35  tmp_2_S0004 <= tmp_3_S0003 + A_i_j_kp1_in_S0003; 
36 end if; 
37 if (activeStates(5) = '1') then 
38  tmp_0_S0005 <= tmp_0_S0004; 
39  tmp_1_S0005 <= var_b_S0004 * tmp_2_S0004; 
40 end if; 
41 if (activeStates(6) = '1') then 
42  struct_B <= tmp_0_S0005 + tmp_1_S0005; 
43 end if; 
1  if (activeStates(0) = '1') then 
2   A_i_j_k_in_S0000 <= struct_A_i_j_k; 
3   var_tmp3_S0000 <= struct_A_i_j_km1 + struct_A_i_j_kp1; 
4   var_tmp2_S0000 <= struct_A_i_jm1_k + struct_A_i_jp1_k; 
5   var_tmp1_S0000 <= struct_A_im1_j_k + struct_A_ip1_j_k; 
6   var_b_S0000 <= 3; 
7   var_a_S0000 <= 3; 
8  end if; 
9  if (activeStates(1) = '1') then 
10  var_tmp3_S0001 <= var_tmp3_S0000; 
11  var_b_S0001 <= var_b_S0000; 
12  tmp_1_S0001 <= var_tmp1_S0000 + var_tmp2_S0000; 
13  var_tmp4_S0001 <= var_a_S0000 * A_i_j_k_in_S0000; 
14 end if; 
15 if (activeStates(2) = '1') then 
16  var_b_S0002 <= var_b_S0001; 
17  var_tmp4_S0002 <= var_tmp4_S0001; 
18  tmp_0_S0002 <= tmp_1_S0001 + var_tmp3_S0001; 
19 end if; 
20 if (activeStates(3) = '1') then 
21  var_tmp4_S0003 <= var_tmp4_S0002; 
22  var_tmp5_S0003 <= var_b_S0002 * tmp_0_S0002; 
23 end if; 
24 if (activeStates(4) = '1') then 
25  struct_B <= var_tmp4_S0003 + var_tmp5_S0003; 
26 end if; 
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En el caso ideal en el que el acelerador hardware tardara un único ciclo en 
conseguir los datos necesarios para realizar una ejecución, su cronograma sería como 
el mostrado en la figura 18. Este cronograma se corresponde con la ejecución de 5 
iteraciones del algoritmo Stencil 3D, tal y como las haría un módulo generado a partir 
de la segunda implementación del cuerpo de bucle que encontramos en el código 13. 








Figura 17: Comparación de las ejecuciones del algoritmo Stencil 3D 
Figura 18: Cronograma de ejecución con throughput 1 del cuerpo de bucle para código de Stencil 3D 
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10.3.2. Estrategia de compilación de bucles de una dimensión 
 
CtoVHDL se sirve de registros auxiliares para crear el reuso de los datos.  
Cuando compilamos un bucle que en cada iteración incrementa en uno el valor de su 
variable, CtoVHDL declara para cada array accedido un sistema de reuso que posee 
tantos registros como datos hay entre el que tiene la dirección más baja y la más alta, 
ambos incluidos. Al ejecutarse, el acelerador hardware creado funciona tal y como 




Figura 19: Funcionamiento del reuso 1D 
Como muestra la figura 19, antes de empezar a ejecutar el bucle se accede a 
todos datos que se usarán en la primera iteración, pero también a los datos 
intermedios, guardándose  todos ellos en su registro correspondiente. En este 
momento, el acelerador hardware actúa ejecutando una iteración y desplazando el 
valor de todos los registros del de mayor dirección hasta el de menor, desechando el 
valor de este último. Vemos que ahora tiene todos los datos necesarios para ejecutar 
la siguiente iteración menos el correspondiente al acceso mayor. Solo tiene que 
pedirlo y almacenarlo en el registro de reuso mayor para poder ejecutarla. Siguiendo 
este ciclo de ejecución de iteración, desplazamiento y carga de nuevo dato, el 
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acelerador hardware finaliza el bucle habiendo pedido únicamente una vez cada dato 
necesitado. En caso de existir más de un sistema de reuso, al acabar el paso de reuso 
los diferentes sistemas de reuso solo ejecutan la siguiente iteración si todos ellos 
pueden hacerlo. 
La figura 20 nos muestra el reuso que se lograría durante la ejecución de cinco 
iteraciones en un acelerador hardware construido a partir del código de ejemplo 
mostrado en el código 15. En el algoritmo vemos un bucle con tres accesos de lectura y 
cuya variable iterativa se incrementa en una unidad a cada iteración. En cada iteración 
se necesitan los datos A[i], A[i+1] y A[i+4] así que el acelerador hardware tendría 3 
registros para almacenar esos datos y también otros 2 registros para almacenar los 
datos intermedios, que son A[i+2] y A[i+3] . Tal y como se observa en el cronograma, a 
partir de la segunda iteración el acelerador hardware conseguiría el valor del registro 
correspondiente a A[i] usando el valor almacenado en el registro de A[i+1] de la 
anterior iteración. Y a partir de la cuarta iteración obtendría el valor del registro de 
A[i+1] usando el valor del registro A[i+4] de hace 3 iteraciones. Esta copia se realiza 
pasando los valores ciclo a ciclo a través de las variables temporales que guardan los 
datos de A[i+2] y A[i+3]. El dato correspondiente al acceso mayor, A[i+4], ha de pedirse 
en cada iteración así que el acelerador hardware solo realizaría un acceso a cada 
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Al igual que como se hace para gestionar el paralelismo de los cálculos, el reuso 
se controla mediante una máquina de estados que implementa el comportamiento 
visto en la figura 19. Las máquinas de estado que controlan el reuso para los bucles de 
una dimensión están formadas por estados de inicialización, estado de load y estado 
de output. Los estados de inicialización se encargan de pedir y de cargar todos los 
datos correspondientes a los registros de reuso declarados antes de iniciar la primera 
iteración. El estado de load es el que recibe el último dato a cargar. En los sistemas de 
reuso de una dimensión es aquí donde se logra el reuso de datos, pues es el estado en 
el cual se hacen los desplazamientos de valores. En el estado de output esperan todos 
los sistemas de reuso para sincronizarse entre ellos, ya que existirá un sistema de 
reuso para cada array accedido. Si ya se han cargado todos los datos de todos los 
arrays con los que trabajamos, todas las máquinas de estados estarán en el estado de 
output. Cuando ya es posible ejecutar la siguiente iteración, el estado de output activa 
una señal que avisa al módulo de cálculo. Inmediatamente cada máquina de estados 
Figura 20: Cronograma de accesos 
con reuso 1D 
1  void ejemplo_1d() 
2  { 
3    int A[100]; 
4    int B[100]; 
5    int i; 
6   
7    for(i = 0 ; i < 96 ; i=i+1) 
8    { 
9      B[i] = A[i] + A[i+1] + A[i+4]; 
10   } 
11 } 
Código 15: Código ejemplo con reuso 1D 
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
92 
pide el siguiente dato que necesita y vuelve al estado de load para cargarlo, cerrando 
así el circuito. 
En resumen: 
 Estados de inicialización 
Piden y cargan todos los datos a los que se accede en la primera 
iteración además de cargar también los datos intermedios. Van seguidos 
del estado de load. 
 Estado de load 
Carga el último dato accedido y realiza el reuso de los datos. Va seguido 
del estado de output. 
 Estado de output 
Sincroniza todos los sistemas de reuso. Pide el siguiente dato a cargar y 
salta al estado de load para realizar el reuso. 
 
En el código 16 podemos ver la máquina de estados que controla el reuso de 
una dimensión realizado en el algoritmo  Finite Impulse Reponse Filter. Las líneas que 
van de la 2 a la 49 conforman los estados de inicialización de la máquina de estados. 
Podemos ver como el último estado de inicialización salta al estado de load con la 
instrucción de la línea 41. Las líneas que van de la 50 a la 58 implementan el estado de 
load, dentro del cual podemos ver el salto al estado de output en la línea 57. En las 
líneas que van de la 59 a la 64 encontramos el estado de output, el cual salta al estado 
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1      case A_state is 
2       when A_S0 => 
3         A_state <= A_S1; 
4         A_raddr <= 0 + (i_read + 0)*4; 
5         A_read <= '1'; 
6       when A_S1 => 
7        if( A_valid_in = '1') then 
8         A_state <= A_S2; 
9         A_P0000_internal <= A_P0001_internal; 
10        A_P0001_internal <= A_P0002_internal; 
11        A_P0002_internal <= A_P0003_internal; 
12        A_P0003_internal <= A_P0004_internal; 
13        A_P0004_internal <= A_value_in; 
14        A_raddr <= 0 + (i_read + 1)*4; 
15        A_read <= '1'; 
16       end if; 
17      when A_S2 => 
18       if( A_valid_in = '1') then 
19        A_state <= A_S3; 
20        A_P0000_internal <= A_P0001_internal; 
21        A_P0001_internal <= A_P0002_internal; 
22        A_P0002_internal <= A_P0003_internal; 
23        A_P0003_internal <= A_P0004_internal; 
24        A_P0004_internal <= A_value_in; 
25        A_raddr <= 0 + (i_read + 2)*4; 
26        A_read <= '1'; 
27       end if; 
28      when A_S3 => 
29       if( A_valid_in = '1') then 
30        A_state <= A_S4; 
31        A_P0000_internal <= A_P0001_internal; 
32        A_P0001_internal <= A_P0002_internal; 
33        A_P0002_internal <= A_P0003_internal; 
34        A_P0003_internal <= A_P0004_internal; 
35        A_P0004_internal <= A_value_in; 
36        A_raddr <= 0 + (i_read + 3)*4; 
37        A_read <= '1'; 
38       end if; 
39      when A_S4 => 
40       if( A_valid_in = '1') then 
41        A_state <= A_LOAD; 
42        A_P0000_internal <= A_P0001_internal; 
43        A_P0001_internal <= A_P0002_internal; 
44        A_P0002_internal <= A_P0003_internal; 
45        A_P0003_internal <= A_P0004_internal; 
46        A_P0004_internal <= A_value_in; 
47        A_raddr <= 0 + (i_read + 4)*4; 
48        A_read <= '1'; 
49       end if; 
50      when A_LOAD => 
51       if( A_valid_in = '1') then 
52        A_P0000_internal <= A_P0001_internal; 
53        A_P0001_internal <= A_P0002_internal; 
54        A_P0002_internal <= A_P0003_internal; 
55        A_P0003_internal <= A_P0004_internal; 
56        A_P0004_internal <= A_value_in; 
57        A_state <= A_OUTPUT; 
58       end if; 
59      when A_OUTPUT => 
60       if(out_internal = '1') then 
61        A_raddr <= 0 + (i_next + 4)*4; 
62        A_read <= '1'; 
63        A_state <= A_LOAD; 
64       end if; 
65      when others => 
66       --ERROR 
67       A_state <= A_S0; 
67     end case; 
Código 16: Máquina de estados que controla el reuso en el algoritmo Finite impulse reponse 
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Pese a que la gran mayoría de códigos reales que compilará CtoVHDL tendrán 
incrementos de una unidad, el incremento de una unidad es un caso especial a tratar. 
Cuando la variable iterativa del bucle se incrementa a cada iteración en más de una 
unidad no podemos actuar de la forma anteriormente explicada. Cuando esto ocurre 
se deben tener en cuenta todos los accesos a un mismo array para crear los registros 
de reuso de cada sistema. Se ha de comprobar que estos accesos se encuentran entre 
ellos a una distancia múltiplo del incremento. De no ser así no podemos realizar reuso 
y CtoVHDL nos avisará mediante un mensaje de error. Si la condición se cumple, el 
compilador declara tantos registros de reuso como datos encontramos entre el acceso 
menor y mayor de una iteración a una distancia igual al incremento de la variable 
iterativa que se produce en cada iteración. De esta forma se pueden realizar los 
desplazamientos de datos correctamente. Esta modificación de la estrategia de reuso 
es necesaria también cuando se hacen las compilaciones de bucles con accesos a dos y 
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Análisis del reuso de una dimensión 
 
Podemos analizar de forma sencilla los accesos a memoria que ahorramos 
aplicando la estrategia de reuso para una dimensión. Pongamos otra vez como 
ejemplo a analizar el código 17. 
 
En el código 17, que muestra una implementación del algoritmo Finite Impulse 
Reponse Filter, se realizan 96 iteraciones en el bucle y en cada una de las cuales se 
accede a 5 datos. Por tanto, al finalizar el bucle se habrán realizado 480 accesos a 
datos en caso de no utilizar ninguna estrategia de reuso. Si aplicamos la estrategia de 
reuso aquí presentada solo se accederá una vez a cada dato de los necesitados. Esto 
es, solo se realizaran 100 accesos. Como ya hemos visto en la animación, antes de 
empezar a ejecutar el bucle se accedería a 5 datos y una vez cargados se ejecutaría la 
primera iteración. Después se realizaría un acceso por iteración hasta la última. 
Sumando los 5 primeros accesos a los posteriores 95 obtenemos la mencionada cifra 
de 100 accesos, exactamente 380 accesos menos que la versión sin reuso. Dicho de 
otra forma, en este código concreto la versión con reuso evitaría realizar casi el 75% de 
los accesos que sí realizaría la versión sin reuso. 
1  void fir () 
2  { 
3    int A[100]; 
4    int B[100]; 
5    int i; 
6   
7    for(i = 0 ; i < 96 ; i = i + 1) 
8    { 
9      B[i] = A[i]*3 + A[i+1]*5 + A[i+3]*7 + A[i+2]*9 + A[i+4]*11; 
10   } 
11 } 
 
Código 17: Algoritmo Finite Impulse Reponse Filter para el cálculo de reuso 1D 
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Para calcular sencillamente los accesos que realizará un acelerador hardware 
de una dimensión se puede usar la siguiente fórmula: 
AT = (IT − 1) + DI  
Donde: 
 AT se corresponde con el número de accesos totales. 
 IT  se corresponde con  el número de iteraciones totales del bucle. 
 DI  se corresponde con  el número de datos a cargar en la primera iteración, 
incluyendo accesos intermedios. 
Si al número de iteraciones le restamos uno obtenemos el número de accesos 
que se realizarán durante el reuso de datos. Si a ese número le sumamos todos los 
datos que se cargarán en la primera iteración obtendremos el número de accesos 
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10.3.3. Estrategia de compilación de bucles de dos dimensiones 
 
CtoVHDL adapta la idea de reuso para accesos de una dimensión sirviéndose 
también de registros para crear el reuso para accesos de dos dimensiones. Se genera 
también un sistema de reuso independiente para cada array de dos dimensiones 
accedido y dentro de estos se intenta aplicar un reuso parecido al de una dimensión 
para cada fila que quedaría incluida dentro de una pseudoventana de ejecución 
(pseudo porque CtoVHDL puede no cargar toda la ventana de no ser necesarios todos 
los datos que pertenecen a ella). Se declaran para bucles con incremento de una 
unidad entonces tantos registros como datos existen entre el almacenado en la menor 
dirección y el almacenado en la mayor para cada fila accedida de cada array de dos 
dimensiones con el que trabajamos. El acelerador hardware construido de esta forma 
funciona como podemos ver en la figura 21. 
Iteración Reuso
Dentro del bucle 
interno
Carga




Figura 21: Funcionamiento del reuso 2D 
Como puede verse en la figura 21, al igual que para el reuso de una dimensión, 
en un sistema de reuso de dos dimensiones lo primero que se hace es cargar todos los 
datos correspondientes a los registros que tenemos declarados. Posteriormente se 
ejecuta la primera iteración del bucle y a partir de este momento observamos cambios 
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en el funcionamiento respecto al reuso de una dimensión. En reuso de una dimensión, 
llegados a este punto se cargaba un único dato y se realizaba el proceso de reuso, pero  
ahora se carga un dato y se hace reuso para cada una de las filas con las que se trabaja. 
Con esta característica diferencial se sigue ejecutando el algoritmo hasta llegar al final 
del bucle interno, teniendo en cuenta que quizás se tienen que realizar varios pasos de 
reuso en cada iteración debido a que puede trabajar con varias filas. Para una 
dimensión al llegar, al final del bucle interno finalizaría la función del acelerador 
hardware, pero en dos dimensiones éste ha de continuar hasta acabar con los dos 
bucles existentes. Para hacer esto, al finalizar el bucle interno el acelerador hardware 
desecha el valor almacenado en los registros de reuso e inicia otra vez el proceso de 
carga para los datos correspondientes a la primera iteración de del bucle interno y a la 
siguiente iteración del bucle externo. Seguidamente ejecuta la iteración y continúa 
actuando de la forma descrita hasta finalizar los dos bucles. 
La figura 22 nos muestra el reuso que se lograría durante la ejecución de cinco 
iteraciones en un acelerador hardware construido a partir del código de ejemplo 
mostrado en el código 18. El algoritmo expuesto está compuesto con dos bucles 
anidados, cuyas variables iterativas se incrementan en una unidad, y una instrucción 
en el bucle interno que realiza un total de 6 accesos de lectura. En cada iteración se 
necesitan los datos A[i][j], A[i][j+1], A[i][j+4], A[i+1][j], A[i+1][j+1] y A[i+1][j+4],  así que 
el acelerador hardware tendría 6 registros para almacenar esos datos y también otros 
4 registros para almacenar los datos intermedios, que son A[i][j+2], A[i][j+3], 
A[i+1][j+2] y A[i+1][j+3]. Como puede verse en el cronograma de la figura 22, el 
acelerador hardware actuaría para cada fila de la estructura accedida de la misma 
forma que lo haría en un reuso de una dimensión. En algunos casos el valor de los 
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datos accedidos se puede usar en la siguiente iteración para no tener que pedirlos de 
nuevo y en otros se necesitan registros intermedios para conservarlos el tiempo que 
sea necesario. De la misma forma que para el reuso de una dimensión, el dato de cada 
fila con mayor índice ha de pedirse en cada nueva iteración. Tal y como se muestra en 
la figura 21, si se alcanza el final del bucle interno el acelerador hardware tendría que 













Figura 22: Cronograma de accesos con reuso 2D 
1  void ejemplo_2d() 
2  { 
3    int A[100][100]; 
4    int B[100][100]; 
5    int i,j; 
6   
7    for(i = 0 ; i < 99 ; i=i+1) 
8    {   
9      for(j = 0 ; j < 96 ; j=j+1) 
10     { 
11       B[i][j] = A[i][j] + A[i][j+1] + A[i][j+4] + 
12                 A[i+1][j] + A[i+1][j+1] + A[i+1][j+4]; 
13     } 
14   } 
15 } 
Código 18: Código ejemplo con reuso 2D 
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La máquina de estados generada para el reuso de dos dimensiones se ve 
modificada respecto a la máquina de estados generada para una dimensión con la 
inclusión de un nuevo tipo de estado, los estados de desplazamiento, y el incremento 
en la complejidad del estado de output. Estos nuevos estados de desplazamiento son 
los que realizan ahora el reuso propiamente dicho pues son a los estados a los que se 
retorna después de cada iteración para desplazar el valor de los registros de unos hacia 
otros, en lugar de hacer el desplazamiento en el estado de load como ocurre en el 
reuso de una dimensión. Y cuando la iteración ejecutada es la última del bucle interno 
entra en juego la mayor complejidad del estado de output. Este estado es capaz de 
detectar este caso e iniciar de nuevo todo el proceso de carga en lugar de continuar 
realizando reuso.  
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Una máquina de estados de dos dimensiones tiene, entonces, los siguientes 
estados: 
 Estados de inicialización 
Piden y cargan todos los datos a los que se accede en la primera 
iteración del bucle interno, además de cargar también los datos 
intermedios. Saltan al estado de load. 
 Estados de desplazamiento 
Piden, cargan y desplazan los datos entre los registros para realizar el 
reuso. Saltan al estado de load. 
 Estado de load 
Carga el último dato accedido. Va seguido del estado de output. 
 Estado de output 
Sincroniza todos los sistemas de reuso. Pide el siguiente dato a cargar y 
salta a los estados de inicialización o a los estados de desplazamiento, 
según si en la siguiente iteración se ha de realizar reuso o si se tienen 
que cargar todos los datos de nuevo por haber llegado al límite del bucle 
interno. 
 
El código 19 nos muestra una máquina de estados que controla el reuso en un 
algoritmo con accesos de dos dimensiones, en concreto un algoritmo de detección de 
bordes en una imagen. Las líneas que van de la 2 a la 77 constituyen los estados de 
inicialización de la máquina de estados. Los estados de desplazamiento se encuentran 
entre las líneas 78 y 99. Finalmente,  las líneas que van de la 100 a la 106 implementan 
el estado de load y las que van de la 107 a la 117 conforman el estado de output. Se 
observa en el estado de output el código que permite decidir a qué estado saltar. 
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1      case P_state is 
2       when P_S0 => 
3         P_state <= P_S1; 
4         P_raddr <= 0 + ((j_read - 1) + ((i_read - 1)*100))*4; 
5         P_read <= '1'; 
6       when P_S1 => 
7        if( P_valid_in = '1') then 
8         P_state <= P_S2; 
9         P_M0001_M0001_internal <= P_M0001_P0000_internal; 
10        P_M0001_P0000_internal <= P_M0001_P0001_internal; 
11        P_M0001_P0001_internal <= P_value_in; 
12        P_raddr <= 0 + ((j_read + 0) + ((i_read - 1)*100))*4; 
13        P_read <= '1'; 
14       end if; 
15      when P_S2 => 
16       if( P_valid_in = '1') then 
17        P_state <= P_S3; 
18        P_M0001_M0001_internal <= P_M0001_P0000_internal; 
19        P_M0001_P0000_internal <= P_M0001_P0001_internal; 
20        P_M0001_P0001_internal <= P_value_in; 
21        P_raddr <= 0 + ((j_read + 1) + ((i_read - 1)*100))*4; 
22        P_read <= '1'; 
23       end if; 
24      when P_S3 => 
25       if( P_valid_in = '1') then 
26        P_state <= P_S4; 
27        P_M0001_M0001_internal <= P_M0001_P0000_internal; 
28        P_M0001_P0000_internal <= P_M0001_P0001_internal; 
29        P_M0001_P0001_internal <= P_value_in; 
30        P_raddr <= 0 + ((j_read - 1) + ((i_read + 0)*100))*4; 
31        P_read <= '1'; 
32       end if; 
33      when P_S4 => 
34       if( P_valid_in = '1') then 
35        P_state <= P_S5; 
36        P_P0000_M0001_internal <= P_P0000_P0000_internal; 
37        P_P0000_P0000_internal <= P_P0000_P0001_internal; 
38        P_P0000_P0001_internal <= P_value_in; 
39        P_raddr <= 0 + ((j_read + 0) + ((i_read + 0)*100))*4; 
40        P_read <= '1'; 
41       end if; 
42      when P_S5 => 
43       if( P_valid_in = '1') then 
44        P_state <= P_S6; 
45        P_P0000_M0001_internal <= P_P0000_P0000_internal; 
46        P_P0000_P0000_internal <= P_P0000_P0001_internal; 
47        P_P0000_P0001_internal <= P_value_in; 
48        P_raddr <= 0 + ((j_read + 1) + ((i_read + 0)*100))*4; 
49        P_read <= '1'; 
50       end if; 
51      when P_S6 => 
52       if( P_valid_in = '1') then 
53        P_state <= P_S7; 
54        P_P0000_M0001_internal <= P_P0000_P0000_internal; 
55        P_P0000_P0000_internal <= P_P0000_P0001_internal; 
56        P_P0000_P0001_internal <= P_value_in; 
57        P_raddr <= 0 + ((j_read - 1) + ((i_read + 1)*100))*4; 
58        P_read <= '1'; 
59       end if; 
60      when P_S7 => 
61       if( P_valid_in = '1') then 
62        P_state <= P_S8; 
63        P_P0001_M0001_internal <= P_P0001_P0000_internal; 
64        P_P0001_P0000_internal <= P_P0001_P0001_internal; 
65        P_P0001_P0001_internal <= P_value_in; 
66        P_raddr <= 0 + ((j_read + 0) + ((i_read + 1)*100))*4; 
67        P_read <= '1'; 
68       end if; 
69      when P_S8 => 
70       if( P_valid_in = '1') then 
71        P_state <= P_LOAD; 
72        P_P0001_M0001_internal <= P_P0001_P0000_internal; 
73        P_P0001_P0000_internal <= P_P0001_P0001_internal; 
74        P_P0001_P0001_internal <= P_value_in; 
75        P_raddr <= 0 + ((j_read + 1) + ((i_read + 1)*100))*4; 
76        P_read <= '1'; 
77       end if; 
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Al igual que ocurre con la estrategia de reuso para bucles con accesos de una 
dimensión, también aquí podemos implementar códigos cuyos incrementos en las 
variables iterativas de los bucles sean de más de una unidad. Si esto ocurre con el 
bucle externo no veremos ningún impacto sobre el código generado pues al acabar el 
bucle interno los datos se han de cargar de todas formas de nuevo, con lo que da igual 
que el incremento del bucle externo sea mayor. En caso de que el incremento sea 
mayor que uno en el bucle interno, se actúa de forma parecida a como se hace para el 
caso de una dimensión. Para cada fila de la ventana se comprueba que los accesos se 
encuentren entre ellos a una distancia múltiple del incremento y se declaran tantos 
78      when P_S9 => 
79        P_state <= P_S10; 
80        P_raddr <= 0 + ((j_read + 1) + ((i_read - 1)*100))*4; 
81        P_read <= '1'; 
82      when P_S10 => 
83       if( P_valid_in = '1') then 
84        P_state <= P_S11; 
85        P_M0001_M0001_internal <= P_M0001_P0000_internal; 
86        P_M0001_P0000_internal <= P_M0001_P0001_internal; 
87        P_M0001_P0001_internal <= P_value_in; 
88        P_raddr <= 0 + ((j_read + 1) + ((i_read + 0)*100))*4; 
89        P_read <= '1'; 
90       end if; 
91      when P_S11 => 
92       if( P_valid_in = '1') then 
93        P_state <= P_LOAD; 
94        P_P0000_M0001_internal <= P_P0000_P0000_internal; 
95        P_P0000_P0000_internal <= P_P0000_P0001_internal; 
96        P_P0000_P0001_internal <= P_value_in; 
97        P_raddr <= 0 + ((j_read + 1) + ((i_read + 1)*100))*4; 
98        P_read <= '1'; 
99       end if; 
100     when P_LOAD => 
101      if( P_valid_in = '1') then 
102       P_P0001_M0001_internal <= P_P0001_P0000_internal; 
103       P_P0001_P0000_internal <= P_P0001_P0001_internal; 
104       P_P0001_P0001_internal <= P_value_in; 
105       P_state <= P_OUTPUT; 
106      end if; 
107     when P_OUTPUT => 
108      if(out_internal = '1') then 
109       if(j_read+1 > j_endValue ) then 
110        P_state <= P_S1; 
111        P_raddr <= 0 + ((j_next - 1) + ((i_next - 1)*100))*4; 
112       else 
113        P_state <= P_S10; 
114        P_raddr <= 0 + ((j_next + 1) + ((i_read - 1)*100))*4; 
115       end if; 
116        P_read <= '1'; 
117      end if; 
118     when others => 
119       --ERROR 
120       P_state <= P_S0; 
121    end case; 
 
Código 19: Máquina de estados de reuso en un algoritmo de detección de bordes en imágenes 
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registros de reuso como datos encontramos entre el acceso menor y mayor de una 
iteración a una distancia igual al incremento. De esta forma se pueden aplicar los 
desplazamientos de valores que realiza el sistema de reuso correctamente. 
 
Análisis del reuso de dos dimensión 
 
Para analizar los accesos a memoria de esta estrategia de reuso usaremos un 









El algoritmo implementado en el código 20 realiza 12 accesos de lectura en 
cada una de sus iteraciones. Puesto que tenemos dos bucles anidados cada uno con 98 
iteraciones, tenemos un total de 9604 iteraciones en total. Si en cada una de ellas se 
realizan 12 accesos, una versión sin reuso del acelerador hardware habrá realizado 
114248 accesos al acabar. Al ser 4 de los accesos innecesarios debido a estar 
1  void edge() 
2  { 
3   
4   int P[100][100]; 
5   int B[100][100]; 
6   int i,j,MASKv,MASKh; 
7   
8   for(i = 1; i <= 98; i = i + 1) { 
9    for(j = 1; j <= 98 ; j = j + 1) { 
10     MASKv =  
11       (P[i-1][j+1] - P[i-1][j-1]) + 
12       (P[i][j+1] - P[i][j-1]) + 
13       (P[i+1][j+1] - P[i+1][j-1]); 
14     MASKh =  
15       (P[i+1][j-1] - P[i-1][j-1]) + 
16       (P[i+1][j] - P[i-1][j]) + 
17       (P[i+1][j+1] - P[i-1][j+1]); 
18     B[i][j] = (MASKv*MASKv + MASKh*MASKh); 
19   } 
20  } 
21 } 
Código 20: Algoritmo de detección de bordes para el cálculo de reuso 2D 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
105 
duplicados, CtoVHDL es capaz de generar un acelerador hardware sin reuso que 
únicamente realizaría 8 accesos en cada iteración. En este caso al acabar el bucle se 
habríamos contabilizado un total de 76832 accesos. Para calcular el número de accesos 
que realizaría un acelerador hardware creado con reuso, debemos tener en cuenta de 
que el algoritmo trabaja con 3 filas a la vez. Debido a esto y al incremento del bucle 
interno en un acelerador hardware con reuso tendremos un total de 9 registros de 
reuso que se cargan antes de ejecutar la primera iteración. Posteriormente, durante 
las 97 iteraciones restantes solo se realizará un acceso por fila así que tendremos un 
total de 291 accesos y 300 accesos contando los accesos iniciales. Pero estos 300 
accesos se realizan en 98 ocasiones, debido al bucle exterior. Es así que al acabar de 
ejecutar completamente el bucle un acelerador hardware habrá realizado únicamente 
29400 accesos  frente a los 76832 del acelerador optimizado sin reuso y a los  114248 
accesos que del acelerador simple sin reuso. En porcentaje, el acelerador hardware 
con reuso evitaría realizar el 62% de los accesos en un caso y el 75% de los accesos en 
el otro. 
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Para calcular los accesos que realizará un acelerador hardware de dos 
dimensiones se puede usar la siguiente fórmula: 
AT =  ((IF − 1) ∗ F) + DI ∗ IC  
Donde: 
 AT se corresponde con el número de accesos totales. 
 IF  se corresponde con  el número de iteraciones del bucle interno. 
 F  se corresponde con  el número de filas a las que se accede simultáneamente. 
 DI  se corresponde con  el número de datos a cargar en la primera iteración, 
incluyendo accesos intermedios. 
 IC  se corresponde con  el número de iteraciones del bucle externo. 
Al igual que como ocurre en el reuso de una dimensión, restándole uno al 
número de iteraciones del bucle interno obtenemos los accesos que realizaría el reuso 
en una fila durante la ejecución del bucle. Como en dos dimensiones el sistema de 
reuso puede trabajar con varias filas a la vez, debemos multiplicar el número anterior 
por el número de filas con las que trabajará el algoritmo. Si a esta cantidad obtenida le 
sumamos los accesos realizados en la primera iteración obtendremos el número de 
accesos totales que realizaría el sistema de reuso en una ejecución completa del bucle 
interno. Al multiplicar este valor por el número de iteraciones del bucle externo 
obtendremos el número total de accesos que realizaría el sistema de reuso. 
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10.3.4. Estrategia de compilación de bucles de tres dimensiones 
 
El salto conceptual hacia crear una estrategia de reuso para bucles con accesos 
de tres dimensiones parece complejo pero durante el desarrollo de CtoVHDL se 
resolvió imaginando varios sistemas de reuso de dos dimensiones actuando 
conjuntamente. Se debe visualizar el sistema de reuso sobre un array de tres 
dimensiones como sistemas de reuso de dos dimensiones que van activándose sobre 
secciones de esta estructura según dicta el bucle más externo. Para poder 
implementarlo en bucles con incrementos de una unidad se deben declarar tantos 
registros como la suma de registros que se declararía para cada sistema de reuso de 
dos dimensiones. Esto es, tantos registros como datos existen entre el almacenado en 
la menor dirección y el almacenado en la mayor para cada fila accedida en el sistema 
de reuso de dos dimensiones. El acelerador hardware construido según lo anterior 
funciona tal y como se muestra en la figura 23. 
Iteración Reuso
Dentro del bucle 
interno
Carga




Figura 23: Funcionamiento del reuso 3D 
 
La figura 23 nos muestra el funcionamiento del reuso de tres dimensiones. Pese 
a que la implementación de un acelerador hardware con un sistema de reuso de tres 
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dimensiones es evidentemente más compleja que la de uno con reuso de dos 
dimensiones, la figura que muestra el funcionamiento de ambos sistemas es idéntica 
pues deben de realizar las mismas tareas. Al igual que en las dos estrategias de reuso 
anteriores, el acelerador hardware ha de cargar primero todos los datos 
correspondientes a los registros de reuso que tiene declarados. Seguidamente puede 
continuar ejecutando iteraciones y realizando el reuso de datos para cada fila común a 
las tres estrategias hasta acabar el bucle interno. Entonces, tal y como se hace para 
dos dimensiones, el acelerador hardware descarta todos los datos e inicia de nuevo la 
carga. Resulta irrelevante en este aspecto si también se ha finalizado el bucle 
intermedio, pues la carga de datos ha de realizarse igualmente. 
La figura 24 nos muestra el reuso que se lograría durante la ejecución de cinco 
iteraciones en un acelerador hardware construido a partir del código de ejemplo 
mostrado en el código 21. El algoritmo contiene tres bucles anidados, cuyas variables 
iterativas se incrementan en una unidad, y una instrucción en el bucle interno que 
realiza un total de 12 accesos de lectura. En cada iteración se necesitan los datos 
A[i][j][k], A[i][j][k+1], A[i][j][k+4], A[i][j+1][k], A[i][j+1][k+1], A[i][j+1][k+4], A[i+1][j][k], 
A[i+1][j][k+1], A[i+1][j][k+4], A[i+1][j+1][k], A[i+1][j+1][k+1], A[i+1][j+1][k+4],  así que el 
acelerador hardware tendría 12 registros para almacenar esos datos y también otros 8 
registros para almacenar los datos intermedios, que son A[i][j][k+2], A[i][j][k+3], 
A[i][j+1][k+2], A[i][j+1][k+3], A[i+1][j][k+2], A[i+1][j][k+3], A[i+1][j+1][k+2] y 
A[i+1][j+1][k+3]). En un esfuerzo de abstracción, si omitimos mentalmente la 
referencia a la sección de la estructura de tres dimensiones accedida en las direcciones 
del cronograma de la figura 24, vemos que el sistema de reuso actuaría para cada 
sección como lo haría un sistema de reuso de dos dimensiones. De la misma manera, si 
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emparejamos mentalmente referencias a secciones y columnas comprobamos como la 
base del funcionamiento del sistema de reuso de tres dimensiones es también el 
sistema de reuso de una dimensión. En ocasiones el valor de los datos accedidos se 
puede usar en la siguiente iteración pero en otras se necesitan registros intermedios 
para conservarlos el tiempo que sea necesario. De la misma forma que para el reuso 
de dos dimensiones, el mayor acceso de cada fila de cada sección ha de pedirse en 
cada nueva iteración. Y también, como se ve en la figura 23, al alcanzar el final de un 
bucle el acelerador hardware ha de cargar todos los datos a acceder correspondientes 





1  void ejemplo_3d() 
2  { 
3    int A[100][100][100]; 
4    int B[100][100][100]; 
5    int i,j,k; 
6   
7    for(i = 0 ; i < 99 ; i=i+1) 
8    {   
9      for(j = 0 ; j < 99 ; j=j+1) 
10     {   
11        for(k = 0 ; k < 96 ; k=k+1) 
12        { 
13          B[i][j][k] = A[i][j][k] + A[i][j][k+1] + A[i][j][k+4] + 
14                 A[i][j+1][k] + A[i][j+1][k+1] + A[i][j+1][k+4] + 
15                 A[i+1][j][k] + A[i+1][j][k+1] + A[i+1][j][k+4] + 
16                 A[i+1][j+1][k] + A[i+1][j+1][k+1] + A[i+1][j+1][k+4]; 
17        } 
18     } 
19   } 
20 } 
Código 21: Código ejemplo con reuso 3D 
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La máquina de estados de un acelerador hardware que realice reuso de tres 
dimensiones no cambia en estructura respecto a una máquina de estados para el reuso 
de dos dimensiones.   
Figura 24: Cronograma de accesos con reuso 3D 
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Así pues, los estados de una máquina de estados de tres dimensiones son: 
 Estados de inicialización 
Piden y cargan todos los datos a los que se accede en la primera 
iteración del bucle interno, además de cargar también los datos 
intermedios. Saltan al estado de load. 
 Estados de desplazamiento 
Piden, cargan y desplazan los datos entre los registros para realizar el 
reuso. Saltan al estado de load. 
 Estado de load 
Carga el último dato accedido. Va seguido del estado de output. 
 Estado de output 
Sincroniza todos los sistemas de reuso. Pide el siguiente dato a cargar y 
salta a los estados de inicialización o a los estados de desplazamiento, 
según si en la siguiente iteración se ha de realizar reuso o si se tienen 
que cargar todos los datos de nuevo por haber llegado al límite del bucle 
interno. 
 
En el código 22 podemos ver a modo de ejemplo una máquina de estados para 
el reuso de tres dimensiones que pertenece a un acelerador hardware generado a 
partir de una implementación del algoritmo Stencil 3D. Los primeros estados, desde la 
línea 2 a la 53, se corresponden con los estados de inicialización y los siguientes 
estados que encontramos, desde la línea 54 a la 87, se corresponden con los estados 
de desplazamiento. El siguiente estado, de la línea 88 a la línea 92, es el estado de load 
y el último, de la línea 93 a la línea 106, es el estado de output. Vemos que el nivel de 
complejidad del estado de output ha aumentado. Aunque la funcionalidad sigue siendo 
la misma que en el reuso de dos dimensiones, su nivel de complejidad incrementado 
se debe a que ha de controlar exactamente qué bucles de los que estamos ejecutando 
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1    case A_state is 
2     when A_S0 => 
3       A_state <= A_S1; 
4       A_raddr <= 0 + ((k_read + 0) + ((j_read + 0)*100) + ((i_read - 1)*100*100))*4; 
5       A_read <= '1'; 
6     when A_S1 => 
7      if( A_valid_in = '1') then 
8       A_state <= A_S2; 
9       A_M0001_P0000_P0000_internal <= A_value_in; 
10      A_raddr <= 0 + ((k_read + 0) + ((j_read - 1)*100) + ((i_read + 0)*100*100))*4; 
11      A_read <= '1'; 
12     end if; 
13    when A_S2 => 
14     if( A_valid_in = '1') then 
15      A_state <= A_S3; 
16      A_P0000_M0001_P0000_internal <= A_value_in; 
17      A_raddr <= 0 + ((k_read - 1) + ((j_read + 0)*100) + ((i_read + 0)*100*100))*4; 
18      A_read <= '1'; 
19     end if; 
20    when A_S3 => 
21     if( A_valid_in = '1') then 
22      A_state <= A_S4; 
23      A_P0000_P0000_M0001_internal <= A_P0000_P0000_P0000_internal; 
24      A_P0000_P0000_P0000_internal <= A_P0000_P0000_P0001_internal; 
25      A_P0000_P0000_P0001_internal <= A_value_in; 
26      A_raddr <= 0 + ((k_read + 0) + ((j_read + 0)*100) + ((i_read + 0)*100*100))*4; 
27      A_read <= '1'; 
28     end if; 
29    when A_S4 => 
30     if( A_valid_in = '1') then 
31      A_state <= A_S5; 
32      A_P0000_P0000_M0001_internal <= A_P0000_P0000_P0000_internal; 
33      A_P0000_P0000_P0000_internal <= A_P0000_P0000_P0001_internal; 
34      A_P0000_P0000_P0001_internal <= A_value_in; 
35      A_raddr <= 0 + ((k_read + 1) + ((j_read + 0)*100) + ((i_read + 0)*100*100))*4; 
36      A_read <= '1'; 
37     end if; 
38    when A_S5 => 
39     if( A_valid_in = '1') then 
40      A_state <= A_S6; 
41      A_P0000_P0000_M0001_internal <= A_P0000_P0000_P0000_internal; 
42      A_P0000_P0000_P0000_internal <= A_P0000_P0000_P0001_internal; 
43      A_P0000_P0000_P0001_internal <= A_value_in; 
44      A_raddr <= 0 + ((k_read + 0) + ((j_read + 1)*100) + ((i_read + 0)*100*100))*4; 
45      A_read <= '1'; 
46     end if; 
47    when A_S6 => 
48     if( A_valid_in = '1') then 
49      A_state <= A_LOAD; 
50      A_P0000_P0001_P0000_internal <= A_value_in; 
51      A_raddr <= 0 + ((k_read + 0) + ((j_read + 0)*100) + ((i_read + 1)*100*100))*4; 
52      A_read <= '1'; 
53     end if; 
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54    when A_S7 => 
55      A_state <= A_S8; 
56      A_raddr <= 0 + ((k_read + 0) + ((j_read + 0)*100) + ((i_read - 1)*100*100))*4; 
57      A_read <= '1'; 
58    when A_S8 => 
59     if( A_valid_in = '1') then 
60      A_state <= A_S9; 
61      A_M0001_P0000_P0000_internal <= A_value_in; 
62      A_raddr <= 0 + ((k_read + 0) + ((j_read - 1)*100) + ((i_read + 0)*100*100))*4; 
63      A_read <= '1'; 
64     end if; 
65    when A_S9 => 
66     if( A_valid_in = '1') then 
67      A_state <= A_S10; 
68      A_P0000_M0001_P0000_internal <= A_value_in; 
69      A_raddr <= 0 + ((k_read + 1) + ((j_read + 0)*100) + ((i_read + 0)*100*100))*4; 
70      A_read <= '1'; 
71     end if; 
72    when A_S10 => 
73     if( A_valid_in = '1') then 
74      A_state <= A_S11; 
75      A_P0000_P0000_M0001_internal <= A_P0000_P0000_P0000_internal; 
76      A_P0000_P0000_P0000_internal <= A_P0000_P0000_P0001_internal; 
77      A_P0000_P0000_P0001_internal <= A_value_in; 
78      A_raddr <= 0 + ((k_read + 0) + ((j_read + 1)*100) + ((i_read + 0)*100*100))*4; 
79      A_read <= '1'; 
80     end if; 
81    when A_S11 => 
82     if( A_valid_in = '1') then 
83      A_state <= A_LOAD; 
84      A_P0000_P0001_P0000_internal <= A_value_in; 
85      A_raddr <= 0 + ((k_read + 0) + ((j_read + 0)*100) + ((i_read + 1)*100*100))*4; 
86      A_read <= '1'; 
87     end if; 
88    when A_LOAD => 
89     if( A_valid_in = '1') then 
90      A_P0001_P0000_P0000_internal <= A_value_in; 
91      A_state <= A_OUTPUT; 
92     end if; 
93    when A_OUTPUT => 
94     if(out_internal = '1') then 
95      if( (j_read+1 > j_endValue) and (k_read+1 > k_endValue) ) then 
96       A_state <= A_S1; 
97       A_raddr <= 0 + ((k_next + 0) + ((j_next + 0)*100) + ((i_next - 1)*100*100))*4; 
98      elsif( (j_read+1 <= j_endValue) and (k_read+1 > k_endValue) ) then 
99       A_state <= A_S1; 
100      A_raddr <= 0 + ((k_next + 0) + ((j_next + 0)*100) + ((i_read - 1)*100*100))*4; 
101     else 
102      A_state <= A_S8; 
103      A_raddr <= 0 + ((k_next + 0) + ((j_read + 0)*100) + ((i_read - 1)*100*100))*4; 
104     end if; 
105     A_read <= '1'; 
106    end if; 
107   when others => 
108    --ERROR 
109    A_state <= A_S0; 
110  end case; 
 
Código 22: Máquina de estados que controla el reuso en el algoritmo Stencil 3D 
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Tal y como ocurre con las versiones de reuso de una y dos dimensiones, esta 
estrategia se ve modificada si el bucle interno se incrementa a cada iteración en más  
de una unidad. Vuelve a ser irrelevante el incremento de los dos bucles más externos 
pues al acabar el primero irremediablemente tenemos que cargar los datos de nuevo. 
Así pues, si el bucle interno tiene un incremento mayor a la unidad para cada fila con 
las que trabaja el sistema de reuso se debe comprobar que los accesos se encuentren 
entre ellos a una distancia múltiple del incremento. De la misma forma, se han de 
declarar para cada fila con la que trabajamos tantos registros de reuso como datos 
encontramos entre el acceso menor y mayor de una iteración a una distancia igual al 
incremento. 
 
Análisis del reuso de tres dimensión 
 
El cálculo de los accesos realizados resulta más complejo de computar para el 
reuso de tres dimensiones. Usaremos a modo de ejemplo el código 23 que implementa 
el algoritmo Stencil 3D. 
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El algoritmo mostrado en el código 23 realizaría 7 accesos en cada iteración y, 
puesto que cada uno de los tres bucles tiene 98 iteraciones, tenemos un total de 
941192 iteraciones. En una versión sin reuso se realizarían entonces 6588344 accesos 
para acabar el algoritmo. Para calcular los accesos que realizaría una versión con reuso 
debemos agrupar en grupos iguales las parejas de índices correspondientes a los 
bucles externos pues el número de grupos nos dirá la cantidad de filas con las que 
trabajamos. Podemos contar 5 parejas diferentes pero solo una de ellas con más de un 
miembro, lo que quiere decir que solo se podrá aplicar reuso en una fila. Un acelerador 
hardware que tenga declarados registros para almacenar estos accesos realizaría un 
total de 7 accesos en cada fase de carga y un total de 5 accesos en cada fase de reuso. 
Al finalizar el primer bucle completamente habría realizado 492 accesos así que 
teniendo en cuenta los bucles exteriores se realizarían 4725168 accesos. Pese a que el 
reuso que se puede aplicar a este algoritmo es mínimo, un acelerador hardware con 
reuso evitaría el 28% de los accesos que haría un acelerador hardware implementado 
sin reuso.  
1  void stencil3d() 
2  { 
3   
4   int A[100][100][100]; 
5   int B[100][100][100]; 
6   
7   int i,j,k,a,b; 
8   
9   for(i = 1; i <= 98; i = i + 1) { 
10   for(j = 1; j <= 98 ; j = j + 1) { 
11    for(k = 1; k <= 98 ; k = k + 1) { 
12     B[i][j][k] = a * A[i][j][k]  + 
13     b *  
14     (A[i-1][j][k] + A[i+1][j][k] + 
15     A[i][j-1][k] + A[i][j+1][k] + 
16     A[i][j][k-1] + A[i][j][k+1]); 
17    } 
18   } 
19  } 
Código 23: Algoritmo Stencil 3D para el cálculo de reuso 3D 
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Para calcular los accesos que realizará un acelerador hardware de tres 
dimensiones se puede usar la siguiente fórmula: 
AT =  ((IF − 1) ∗ F) + DI ∗ IC ∗ IS  
Donde: 
 AT se corresponde con el número de accesos totales. 
 IF  se corresponde con  el número de iteraciones del bucle interno. 
 F  se corresponde con  el número de filas a las que se accede simultáneamente. 
 DI  se corresponde con  el número de datos a cargar en la primera iteración, 
incluyendo accesos intermedios. 
 IC  se corresponde con  el número de iteraciones del bucle intermedio. 
 IS  se corresponde con  el número de iteraciones del bucle externo. 
La fórmula para calcular los accesos en un sistema de tres dimensiones es 
similar a la indicada para sistemas de dos dimensiones. La única diferencia reside en 
que para finalizar el cálculo y hallar el valor deseado debemos multiplicar lo obtenido 
por el número de iteraciones que realizaría el bucle externo. Así se tiene en cuenta el 
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Este capítulo sirve para mostrar y analizar las pruebas más importantes 




Para que CtoVHDL pudiera funcionar junto a las herramientas ya disponibles en 
el Departamento de arquitectura de computadores, especialmente para que fuera 
compatible con la herramienta GPFPGA, se tuvo que modificar el compilador para 
cambiar el código generado. En el diseño inicial, ninguno de los módulos generados en 
VHDL disponía de una entrada chipselect, la cual fue introducida durante la fase de 
pruebas en un entorno real. Esta entrada sirve para activar o desactivar el acelerador 
hardware. Con la entrada activada se inhibe el funcionamiento del sistema. 
Un obstáculo que se tuvo que salvar fue el crear una interfaz estándar para 
cualquier código generado. Resulta útil, por ejemplo, si queremos integrar el sistema 
con módulos implementados en Verilog. Al usar la anterior interfaz existían problemas 
de incompatibilidad de tipos si trabajábamos de esa forma pero la nueva interfaz evita 
este problema haciendo que todas las salidas hacia el exterior sean del tipo 
“STD_LOGIC” o “STD_LOGIC_VECTOR”. Para crear esta interfaz se modificó el 
compilador para que creara dentro del fichero de salida system.vhd un módulo que le 
sirviera de envoltura al acelerador hardware. La función de este módulo es la de 
realizar todas las conversiones de datos necesarias, tanto la de los datos que entran en 
el acelerador hardware como los que salen. 
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En el código 24 podemos ver un ejemplo del módulo que hace de envoltura a 
un acelerador hardware generado. En concreto, el módulo mostrado es la interfaz de 
un sistema generado a partir de una compilación del algoritmo Finite Impulse Reponse 
Filter. Podemos ve la declaración de este sistema en las líneas de código que van de la 
24 a la 38. También podemos ver como en las líneas que van de la 47 a la 59 se realiza 
el mapeo de puertos para conectar al acelerador hardware y en las líneas que van de la 
61 a la 64 se hacen las conversiones anteriormente mencionadas. 
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1  library IEEE; 
2  use ieee.std_logic_1164.all; 
3  use ieee.std_logic_unsigned.all; 
4  use ieee.numeric_std.all; 
5   
6  entity firSystem_Wrapper is 
7   port ( 
8    clk : in STD_LOGIC; 
9    rst : in STD_LOGIC; 
10   chipselect : in STD_LOGIC; 
11   A_valid_in : in STD_LOGIC; 
12   A_value_in : in STD_LOGIC_VECTOR(31 downto 0); 
13   A_read_out : out STD_LOGIC; 
14   A_raddr_out : out STD_LOGIC_VECTOR(31 downto 0); 
15   write_out : out STD_LOGIC; 
16   B_P0000_waddr_out : out STD_LOGIC_VECTOR(31 downto 0); 
17   B_P0000_value_out : out STD_LOGIC_VECTOR(31 downto 0); 
18   core_done : out STD_LOGIC 
19  ); 
20 end firSystem_Wrapper; 
21  
22 architecture Synthesized of firSystem_Wrapper is 
23  
24 component firSystem_System is 
25  port ( 
26   clk : in STD_LOGIC; 
27   rst : in STD_LOGIC; 
28   chipselect : in STD_LOGIC; 
29   A_valid_in : in STD_LOGIC; 
30   A_value_in : in INTEGER; 
31   A_read_out : out STD_LOGIC; 
32   A_raddr_out : out INTEGER; 
33   write_out : out STD_LOGIC; 
34   B_P0000_waddr_out : out INTEGER; 
35   B_P0000_value_out : out INTEGER; 
36   core_done : out STD_LOGIC 
37  ); 
38 end component; 
39  
40  Signal orig_A_value_in : INTEGER; 
41  Signal orig_A_raddr_out :  INTEGER; 
42  Signal orig_B_P0000_waddr_out : INTEGER; 




47 Wrap : firSystem_System port map ( 
48  clk, 
49  rst, 
50  chipselect, 
51  A_valid_in, 
52  orig_A_value_in, 
53  A_read_out, 
54  orig_A_raddr_out, 
55  write_out, 
56  orig_B_P0000_waddr_out, 
57  orig_B_P0000_value_out, 
58  core_done 
59 ); 
60 
61   orig_A_value_in <= to_integer(unsigned(A_value_in)); 
62   A_raddr_out <= std_logic_vector(to_unsigned(orig_A_raddr_out, 32)); 
63   B_P0000_waddr_out <= std_logic_vector(to_unsigned(orig_B_P0000_waddr_out, 32)); 
64   B_P0000_value_out <= std_logic_vector(to_unsigned(orig_B_P0000_value_out, 32)); 
65 
66 end Synthesized; 
 
Código 24: Módulo envoltura para el algoritmo Finite Impulse Reponse Filter 
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En este apartado se comentan las simulaciones de código más importantes que 
se han realizado. Estas simulaciones se han querido realizar con algoritmos reales que 
no tienen por qué estar indicados para seguir la estrategia de reuso implementada. Por 
ello, en algunas simulaciones el reuso ha demostrado impactar considerablemente en 
los ciclos de ejecución totales del algoritmo y en otras no lo ha hecho de forma tan 
exagerada. Además, en las simulaciones los datos se proporcionan al siguiente ciclo de 
ser pedidos. Esto puede influir en las simulaciones haciendo que el número de ciclos 
de las ejecuciones sin reuso se acerque al de las ejecuciones con reuso. 
Los arrays a los que se accede durante las simulaciones, independientemente 
de las dimensiones que tengan, tienen en total 1500 elementos. Estas estructuras se 
inicializan antes de las simulaciones de forma que el valor de cada elemento 
corresponde con su orden en la estructura. Así pues, el elemento número 0 tendrá 
valor 0, el elemento 1 valdrá 1 y así hasta llegar al valor 1499 contenido en el elemento 
1499. Además, en los apartados relativos a las simulaciones solo se mostrarán los 
datos más importantes para no extender la memoria de forma innecesaria. Por esto 
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11.2.1. Simulación de código con bucle de una dimensión 
 
La implementación mostrada en el código 25 del algoritmo Finite Impulse 
Reponse Filter es la que se ha utilizado para la simulación del reuso en bucles de una 
dimensión. Debido a la estrategia de reuso en una dimensión y a la multitud de 
accesos que se realizan en cada iteración, se esperaba encontrar una notable 
diferencia entre el número de accesos con reuso activado y sin reuso. Esto es debido a 
que con la estrategia de reuso de una dimensión solo se accede una vez a cada dato de 
la estructura. Como se ha comentado, para esta simulación se trabaja con un array de 
1500 elementos. 
 
La figura 25 nos muestra el valor de las entradas en el último ciclo de 
funcionamiento de dos aceleradores hardware, además de otra información de interés 
como el número de ciclos que han tardado en ejecutarse y el número de accesos que 
han realizado. Con reuso un acelerador ha acabado la ejecución del bucle en 4503 
ciclos mientras que el que no tiene reuso ha tardado 16463 ciclos. En cuanto a accesos 
de lectura, el acelerador hardware que realiza reuso ha efectuado 1500 accesos en 
frente de los 7480 accesos que ha realizado el acelerador hardware sin reuso. Durante 
la simulación, el acelerador hardware con reuso era capaz de mostrar los resultados de 
1  void fir () 
2  { 
3    int A[1500]; 
4    int B[1500]; 
5    int i; 
6  
7    for(i = 0 ; i < 1496 ; i = i + 1) 
8    { 
9      B[i] = A[i]*3 + A[i+1]*5 + A[i+2]*7 + A[i+3]*9 + A[i+4]*11; 
10   } 
11 } 
Código 25: Implementación del Finite Impulse Reponse Filter utilizada para simulación 1D 
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iteraciones calculadas cada 3 ciclos mientras que el que no disponía de reuso lo hacía 






Figura 25: Último ciclo de la simulación del código de una dimensión 
El diagrama de barras de la figura 27 nos muestra gráficamente los resultados 
obtenidos en la simulación. En cuanto a ciclos, el acelerador hardware con reuso se ha 
ejecutado en un 73% menos de ciclos que el que no cuenta con reuso. En lo referente 
a los accesos, con reuso se han realizado un 80% menos que los que se han realizado 
sin reuso. 
 




























Contador accesos lectura: 1500 
core_done: 1 











Contador accesos lectura: 7480 
core_done: 1 
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Se han realizado también simulaciones de ambos aceleradores hardware, con y 
sin reuso, junto a toda la arquitectura de memoria generada con GPFPGA. En estas 
simulaciones, el sistema completo que disponía de reuso ha finalizado la ejecución del 
bucle en 7503 ciclos y ha sido capaz de mostrar resultados cada 5 ciclos. Por su parte, 
el sistema sin reuso ha acabado su ejecución en 31423 ciclos y ha mostrado resultados 
cada 21 ciclos. Como podemos ver en la figura 27, el sistema que disponía de reuso ha 
finalizado en el 76% menos de ciclos que el que no disponía de reuso. 
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11.2.2. Simulación de código con bucle de dos dimensiones 
 
Para la simulación de bucles de dos dimensiones se parte como base del 
algoritmo mostrado en el código 26. Puesto que en cada iteración se trabaja con 3 filas 
de la estructura y en las 3 se puede hacer reuso de datos, se esperaba una diferencia 










En la figura 28 podemos observar información referente al último ciclo de las 
simulaciones correspondientes a aceleradores hardware con y sin reuso, 
respectivamente. El acelerador que realiza reuso ha acabado la ejecución del bucle en 
9422 ciclos mientras que el que no dispone de reuso ha tardado 22346 ciclos. En lo 
referente a accesos de lectura, el acelerador hardware que realiza reuso ha efectuado 
4050 accesos en frente de los 10512 accesos que ha realizado el acelerador hardware 
sin reuso. En estas simulaciones el acelerador hardware con reuso mostraba resultados 
1  void edge() 
2  { 
3  
4      int P[20][75]; 
5      int B[20][75]; 
6      int i,j,MASKv,MASKh; 
7  
8      for(i = 1; i <= 18; i = i + 1) { 
9            for(j = 1; j <= 73 ; j = j + 1) { 
10             MASKv = 
11               (P[i-1][j+1] - P[i-1][j-1]) + 
12               (P[i][j+1] - P[i][j-1]) + 
13               (P[i+1][j+1] - P[i+1][j-1]); 
14             MASKh = 
15               (P[i+1][j-1] - P[i-1][j-1]) + 
16               (P[i+1][j] - P[i-1][j]) + 
17               (P[i+1][j+1] - P[i-1][j+1]); 
18             B[i][j] = (MASKv*MASKv + MASKh*MASKh); 
19           } 
20     } 
21 } 
Código 26: Implementación del algoritmo de detección de bordes utilizado para simulación 2D 
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de iteraciones calculadas cada 7 ciclos mientras que el acelerador sin reuso lo hacía 





Figura 28: Último ciclo de la simulación del código de dos dimensiones 
El diagrama de barras de la figura 29 nos muestra de forma gráfica los 
resultados obtenidos en la simulación. El acelerador hardware con reuso ha evitado el 
58% de los ciclos que ha ejecutado el que no dispone de reuso. En lo referente a los 
accesos, con reuso se han realizado un 61% menos que los que se han realizado sin 
reuso.  
 
























Contador accesos lectura: 4050 
core_done: 1 











Contador accesos lectura: 10512 
core_done: 1 
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También se ha simulado para dos dimensiones a ambos aceleradores hardware 
junto a toda la infraestructura de memoria generada con GPFPGA. El sistema que 
realizaba reuso ha tardado 17521 ciclos en ejecutarse y mostraba resultados de 
iteraciones calculadas cada 13 ciclos. En cambio, la simulación del sistema que no 
disponía de reuso de datos ha necesitado 43370 ciclos para finalizar y se observaban 
resultados de iteraciones calculadas cada 33 ciclos. Como muestra la figura 30, el 
sistema que realizaba reuso ha completado la ejecución del bucle en el 60% menos de 
ciclos que el que actuaba sin reuso. 
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11.2.3. Simulación de código con bucle de tres dimensiones 
 
La implementación del algoritmo Stencil 3D mostrada en el código 27 sirve de 
base para realizar esta simulación. Pese a que el algoritmo trabaja con 5 filas de la 
estructura de tres dimensiones, solo se puede aplicar reuso sobre una de ellas. En 
concreto, el reuso de datos solo se aplicará para evitar dos accesos de cada iteración. 
Es por ello que no se esperaba una gran diferencia de resultados entre los dos 








Podemos ver la información referente al último ciclo de ejecución de dos 
aceleradores creados a partir del código 27 con y sin reuso en la figura 31. El 
acelerador que realiza reuso un ha acabado la ejecución de los bucles en 5786 ciclos 
mientras uno creado sin reuso ha necesitado 7838 ciclos. En cuanto a accesos de 
lectura, el acelerador hardware que realiza reuso ha efectuado 2628 accesos en frente 
de los 3654 accesos que ha realizado el acelerador hardware sin reuso. En el 
1  void stencil3d() 
2  { 
3  
4      int A[5][5][60]; 
5      int B[5][5][60]; 
6  
7      int i,j,k,a,b; 
8  
9      for(i = 1; i <= 3; i = i + 1) { 
10           for(j = 1; j <= 3 ; j = j + 1) { 
11                  for(k = 1; k <= 58 ; k = k + 1) { 
12                         B[i][j][k] = a * A[i][j][k] + 
13                         b * 
14                         (A[i-1][j][k] + A[i+1][j][k] + 
15                         A[i][j-1][k] + A[i][j+1][k] + 
16                         A[i][j][k-1] + A[i][j][k+1]); 
17                  } 
18           } 
19     } 
20 } 
Código 27: Implementación del algoritmo Stencil 3D utilizado para simulación 3D 
 Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Compilación C a VHDL de códigos de bucles con reuso de datos 
128 
transcurso de las simulaciones, el acelerador hardware con reuso mostraba resultados 
cada 11 ciclos y el acelerador hardware sin reuso lo hacía cada 15 ciclos. 
 
Figura 31: Último ciclo de la simulación del código de tres dimensiones 
Los ciclos y accesos realizados en la simulación pueden contemplarse de forma 
gráfica en la figura 32. En este caso, el acelerador con reuso ha logrado eludir un 26% 
de los ciclos realizados por el acelerador sin reuso. Respecto a los accesos, el reuso de 
datos ha evitado un 28% de los accesos realizados. 
 




























Contador accesos lectura: 2628 
core_done: 1 











Contador accesos lectura: 3654 
core_done: 1 
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Al igual que para una y dos dimensiones, también se ha simulado a los 
aceleradores hardware de tres dimensiones junto a toda la infraestructura de memoria 
generada con GPFPGA. Por un lado, el sistema generado que efectuaba reuso de datos 
ha tardado 11042 ciclos en realizar el bucle y mostraba resultados de iteraciones 
calculadas cada 21 ciclos. Por el otro lado, el sistema que no disponía de reuso de 
datos ha tardado un total de 15146 ciclos en finalizar y ha mostrado resultados de 
iteraciones calculadas cada 29 ciclos. Como podemos ver en la figura 33, el sistema con 
reuso ha realizado un 27% de ciclos menos que el sistema que no realizaba reuso de 
datos. 
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11.3. Síntesis, Place & Route y ejecución 
 
En esta sección se muestran los resultados de síntesis y place & route de los 
códigos generados con C2VHDL, una vez integrados en el sistema GPFPGA, para la 
FPGA Virtex4  de una máquina SGI Altix 4700 perteneciente al BSC. 
Los bitstream generados (el binario de las FPGA) en esta compilación se han 
ejecutado bajo el entorno RASC lib que ofrece SGI. Esto significa que se han utilizado 
los Core Services (código HDL precompilado, del cual sólo se dispone la netlist) como 
soporte al sistema GPFPGA y los códigos generados por el C2VHDL. Bajo este entorno 
se han realizado pruebas para códigos de una dimensión (algoritmo Finite impulse 
reponse filter), de dos dimensiones (algoritmo de detección de bordes) y de tres 
dimensiones (algoritmo Stencil 3D), y otros códigos, sintéticos, con éxito. 
Estas pruebas han consistido en comprobar el correcto funcionamiento de los 
códigos generados por C2VHDL vía el gdbfpga, debugger de código C y código 
bitstream en la FPGA real, facilitado por SGI. Para ello se han testeado los datos de 
entrada y los datos de salida, comprobando su correcta actualización en las memorias 
internas (BRAM) del sistema GPFPGA; cumpliéndose así los objetivos del proyecto. 
Por otra parte, se ha detectado que todo el sistema GPFPGA más código VHDL 
generado más Core Services, no finaliza para algunas pruebas completas, es decir, 
ejecutando el programa en el "Host" y esperando la actualización en la memoria 
principal de éste. Utilizando gdbfpga se ha averiguado que hay una señal de 
sincronización entre los Core Services y el sistema GPFPGA que no se activa 
adecuadamente. Esto puede ser debido a un problema de sincronización de sistemas 
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entre el sistema GPFPGA y el Core Services, que trabajan con dos clocks diferentes. El 
equipo responsable de GPFPGA está analizando este problema de sincronización, ya 
que quedaba fuera de los objetivos del presente proyecto. 
En los siguientes apartados se muestran los informes relativos a la síntesis de 
sistemas generados a partir de los mismos códigos con los que se han realizado las 
simulaciones. Todos los aceleradores hardware integrados en estos sistemas efectúan 
reuso de datos. 
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11.3.1. Síntesis de código con bucle de una dimensión 
 
Los módulos cuyos informes de síntesis aquí se muestran se han generado a 
partir de implementaciones que tienen como base el algoritmo Finite impulse reponse 
filter visto en el código 25. 
La figura 34 muestra cómo el sintetizador ha reconocido correctamente la 







La siguiente figura, la número 35, nos muestra el hardware inferido en la 
síntesis de los dos módulos principales del acelerador generado. La primera celda se 
corresponde con el módulo que gestiona el reuso de datos y la segunda con el que 
realiza los cálculos. 
 
Figura 35 Síntesis del acelerador hardware 1D 
 
 
Synthesizing Unit <firSystem_LoopController>. 
(…)                                    
    Summary: 
 inferred   1 Finite State Machine(s). 
 inferred   2 Counter(s). 
 inferred 193 D-type flip-flop(s). 
 inferred   6 Adder/Subtractor(s). 
 inferred   3 Comparator(s). 
Unit <firSystem_LoopController> synthesized. 
 
 
Synthesizing Unit <FIR>. 
(…) 
    Summary: 
 inferred 550 D-type flip-flop(s). 
 inferred   4 Adder/Subtractor(s). 
 inferred   5 Multiplier(s). 
Unit <FIR> synthesized. 
----------------------------------------------------------------------- 
| States             | 7                                              | 
| Transitions        | 12                                             | 
| Inputs             | 1                                              | 
| Outputs            | 7                                              | 
| Clock              | clk                       (rising_edge)        | 
| Clock enable       | chipselect                (positive)           | 
| Reset              | rst                       (positive)           | 
| Reset type         | asynchronous                                   | 
| Reset State        | 000                                            | 
| Recovery State     | 000                                            | 
| Encoding           | automatic                                      | 
| Implementation     | LUT                                            | 
----------------------------------------------------------------------- 
 
Figura 34 Máquina de estados de reuso 1D sintetizada 
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La figura 36 nos muestra el hardware que ha inferido la síntesis de todo el 
sistema completo. Esto es, el acelerador hardware generado con CtoVHDL más los 
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Macro Statistics 
# RAMs                                                 : 16 
 256x32-bit dual-port block RAM                        : 16 
# Multipliers                                          : 5 
 32x2-bit multiplier                                   : 1 
 32x3-bit multiplier                                   : 2 
 32x4-bit multiplier                                   : 2 
# Adders/Subtractors                                   : 12 
 32-bit adder                                          : 5 
 32-bit adder carry out                                : 5 
 7-bit adder                                           : 2 
# Counters                                             : 14 
 10-bit up counter                                     : 3 
 14-bit up counter                                     : 1 
 32-bit up counter                                     : 2 
 4-bit updown counter                                  : 4 
 5-bit updown counter                                  : 1 
 9-bit up counter                                      : 3 
# Registers                                            : 4672 
 Flip-Flops                                            : 4672 
# Shift Registers                                      : 257 
 16-bit dynamic shift register                         : 256 
 32-bit dynamic shift register                         : 1 
# Comparators                                          : 18 
 10-bit comparator greatequal                          : 9 
 14-bit comparator greatequal                          : 1 
 32-bit comparator greatequal                          : 2 
 33-bit comparator greatequal                          : 1 
 4-bit comparator greatequal                           : 4 
 5-bit comparator greatequal                           : 1 
# Logic shifters                                       : 6 
 128-bit shifter logical left                          : 1 
 128-bit shifter logical right                         : 2 
 64-bit shifter logical left                           : 1 
 8-bit shifter logical left                            : 2 
# Xors                                                 : 5 




Figura 36 Síntesis del sistema 1D 
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Finalmente, podemos ver en la figura 37 el porcentaje de FPGA que ocupa el 
sistema completo generado para una dimensión. Comprobamos en ella que el 





Figura 37 Porcentaje de uso de la FPGA por el sistema 1D 
Device Utilization Summary: 
 
   Number of BUFGs                           8 out of 32     25% 
      Number of LOCed BUFGs                  8 out of 8     100% 
 
   Number of BUFGCTRLs                       1 out of 32      3% 
      Number of LOCed BUFGCTRLs              1 out of 1     100% 
 
   Number of DCM_ADVs                        5 out of 12     41% 
      Number of LOCed DCM_ADVs               5 out of 5     100% 
 
   Number of FIFO16s                         4 out of 336     1% 
   Number of IDELAYCTRLs                    19 out of 32     59% 
      Number of LOCed IDELAYCTRLs           19 out of 19    100% 
 
   Number of ILOGICs                       233 out of 960    24% 
   Number of External IOBs                 702 out of 960    73% 
      Number of LOCed IOBs                 702 out of 702   100% 
 
   Number of OLOGICs                       347 out of 960    36% 
   Number of PMCDs                           1 out of 8      12% 
   Number of RAMB16s                        23 out of 336     6% 
   Number of Slices                      14762 out of 89088  16% 
      Number of SLICEMs                    875 out of 44544   1% 
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11.3.2. Síntesis de código con bucle de dos dimensiones 
 
Las pruebas de síntesis de dos dimensiones se han realizado tomando como 
base el algoritmo de detección de bordes mostrado en el código 26. 
En la figura 38 podemos ver cómo ha reconocido el sintetizador la máquina de 






El hardware inferido en la síntesis del acelerador hardware se muestra en la 
figura 39. La casilla de la izquierda se corresponde con el módulo que efectúa el reuso 
de datos y la casilla de la izquierda con el módulo que realiza los cálculos. 
 
 
Figura 39 Síntesis del acelerador hardware 2D 
 
 
Synthesizing Unit <edgeSystem_LoopController>. 
(…)                                    
    Summary: 
 inferred   1 Finite State Machine(s). 
 inferred   4 Counter(s). 
 inferred 321 D-type flip-flop(s). 
 inferred  23 Adder/Subtractor(s). 
 inferred   6 Multiplier(s). 
 inferred  12 Comparator(s). 





Synthesizing Unit <edge_core>. 
(…) 
    Summary: 
 inferred 775 D-type flip-flop(s). 
 inferred  11 Adder/Subtractor(s). 
 inferred   2 Multiplier(s). 
Unit <edge_core> synthesized. 
 
----------------------------------------------------------------------- 
| States             | 13                                             | 
| Transitions        | 25                                             | 
| Inputs             | 2                                              | 
| Outputs            | 13                                             | 
| Clock              | clk                       (rising_edge)        | 
| Clock enable       | chipselect                (positive)           | 
| Reset              | rst                       (positive)           | 
| Reset type         | asynchronous                                   | 
| Reset State        | 0000                                           | 
| Recovery State     | 0000                                           | 
| Encoding           | automatic                                      | 
| Implementation     | LUT                                            | 
----------------------------------------------------------------------- 
Figura 38 Máquina de estados de reuso 2D sintetizada 
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En la figura 40 se muestra todo el hardware inferido durante la síntesis para el 
sistema completo de dos dimensiones, lo que incluye al acelerador hardware creado 
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Macro Statistics 
# RAMs                                                 : 16 
 256x32-bit dual-port block RAM                        : 16 
# Multipliers                                          : 8 
 32x32-bit multiplier                                  : 2 
 32x8-bit multiplier                                   : 2 
 33x7-bit multiplier                                   : 4 
# Adders/Subtractors                                   : 36 
 30-bit adder                                          : 12 
 30-bit subtractor                                     : 2 
 32-bit adder                                          : 7 
 32-bit adder carry out                                : 5 
 32-bit subtractor                                     : 8 
 7-bit adder                                           : 2 
# Counters                                             : 16 
 10-bit up counter                                     : 3 
 14-bit up counter                                     : 1 
 32-bit up counter                                     : 4 
 4-bit updown counter                                  : 4 
 5-bit updown counter                                  : 1 
 9-bit up counter                                      : 3 
# Registers                                            : 5031 
 Flip-Flops                                            : 5031 
# Shift Registers                                      : 257 
 16-bit dynamic shift register                         : 256 
 32-bit dynamic shift register                         : 1 
# Comparators                                          : 27 
 10-bit comparator greatequal                          : 9 
 14-bit comparator greatequal                          : 1 
 32-bit comparator greater                             : 4 
 33-bit comparator greater                             : 4 
 33-bit comparator lessequal                           : 4 
 4-bit comparator greatequal                           : 4 
 5-bit comparator greatequal                           : 1 
# Logic shifters                                       : 6 
 128-bit shifter logical left                          : 1 
 128-bit shifter logical right                         : 2 
 64-bit shifter logical left                           : 1 
 8-bit shifter logical left                            : 2 
# Xors                                                 : 5 




Figura 40 Síntesis del sistema 2D 
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Los porcentajes de FPGA utilizados para el sistema de dos dimensiones pueden 
verse en la figura 41. Comprobamos también que, al igual que como ocurre en la 





Device Utilization Summary: 
 
   Number of BUFGs                           8 out of 32     25% 
      Number of LOCed BUFGs                  8 out of 8     100% 
 
   Number of BUFGCTRLs                       1 out of 32      3% 
      Number of LOCed BUFGCTRLs              1 out of 1     100% 
 
   Number of DCM_ADVs                        5 out of 12     41% 
      Number of LOCed DCM_ADVs               5 out of 5     100% 
 
   Number of DSP48s                         12 out of 96     12% 
   Number of FIFO16s                         4 out of 336     1% 
   Number of IDELAYCTRLs                    19 out of 32     59% 
      Number of LOCed IDELAYCTRLs           19 out of 19    100% 
 
   Number of ILOGICs                       233 out of 960    24% 
   Number of External IOBs                 702 out of 960    73% 
      Number of LOCed IOBs                 702 out of 702   100% 
 
   Number of OLOGICs                       347 out of 960    36% 
   Number of PMCDs                           1 out of 8      12% 
   Number of RAMB16s                        23 out of 336     6% 
   Number of Slices                      15538 out of 89088  17% 
      Number of SLICEMs                    864 out of 44544   1% 
Figura 41 Porcentaje de uso de la FPGA por el sistema 2D 
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11.3.3. Síntesis de código con bucle de tres dimensiones 
 
Para las pruebas de síntesis de tres dimensiones se ha tomado como código del 
que partir al algoritmo Stencil 3D implementado en el código 27. 
La figura 42 nos enseña cómo ha reconocido el sintetizador la máquina de 






La figura 43 nos muestra el hardware inferido en la síntesis del acelerador 
hardware para el módulo que gestiona el reuso de datos y para el que realiza el cálculo 
de las iteraciones respectivamente. 
 
Figura 43 Síntesis del acelerador hardware 3D 
 
 
Synthesizing Unit <stencil3dSystem_LoopController>. 
(…)                                    
    Summary: 
 inferred   1 Finite State Machine(s). 
 inferred   4 Counter(s). 
 inferred 257 D-type flip-flop(s). 
 inferred  34 Adder/Subtractor(s). 
 inferred  15 Multiplier(s). 
 inferred  18 Comparator(s). 
 inferred  64 Multiplexer(s). 





Synthesizing Unit <stencil3d>. 
(…) 
    Summary: 
 inferred 647 D-type flip-flop(s). 
 inferred   6 Adder/Subtractor(s). 
 inferred   2 Multiplier(s). 
Unit <stencil3d> synthesized. 
----------------------------------------------------------------------- 
| States             | 13                                             | 
| Transitions        | 27                                             | 
| Inputs             | 4                                              | 
| Outputs            | 13                                             | 
| Clock              | clk                       (rising_edge)        | 
| Clock enable       | chipselect                (positive)           | 
| Reset              | rst                       (positive)           | 
| Reset type         | asynchronous                                   | 
| Reset State        | 0000                                           | 
| Recovery State     | 0000                                           | 
| Encoding           | automatic                                      | 
| Implementation     | LUT                                            | 
----------------------------------------------------------------------- 
 
Figura 42 Máquina de estados de reuso 3D sintetizada 
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La figura 44 muestra todo el hardware inferido durante la síntesis para el 
sistema completo de tres dimensiones, el acelerador hardware generado con CtoVHDL 
más los módulos de acceso a memoria creados con GPFPGA. 
 
========================================================================= 
Advanced HDL Synthesis Report 
 
Macro Statistics 
# RAMs                                                 : 16 
 256x32-bit dual-port block RAM                        : 16 
# Multipliers                                          : 17 
 32x2-bit multiplier                                   : 2 
 32x7-bit multiplier                                   : 3 
 33x3-bit multiplier                                   : 1 
 33x6-bit multiplier                                   : 6 
 36x6-bit multiplier                                   : 1 
 39x3-bit multiplier                                   : 2 
 39x4-bit multiplier                                   : 2 
# Adders/Subtractors                                   : 42 
 30-bit adder                                          : 20 
 30-bit subtractor                                     : 1 
 32-bit adder                                          : 10 
 32-bit adder carry out                                : 6 
 32-bit subtractor                                     : 3 
 7-bit adder                                           : 2 
# Counters                                             : 16 
 10-bit up counter                                     : 3 
 14-bit up counter                                     : 1 
 32-bit up counter                                     : 4 
 4-bit updown counter                                  : 4 
 5-bit updown counter                                  : 1 
 9-bit up counter                                      : 3 
# Registers                                            : 4903 
 Flip-Flops                                            : 4903 
# Shift Registers                                      : 257 
 16-bit dynamic shift register                         : 256 
 32-bit dynamic shift register                         : 1 
# Comparators                                          : 33 
 10-bit comparator greatequal                          : 9 
 14-bit comparator greatequal                          : 1 
 32-bit comparator greater                             : 6 
 33-bit comparator greater                             : 6 
 33-bit comparator lessequal                           : 6 
 4-bit comparator greatequal                           : 4 
 5-bit comparator greatequal                           : 1 
# Multiplexers                                         : 2 
 32-bit 4-to-1 multiplexer                             : 2 
# Logic shifters                                       : 6 
 128-bit shifter logical left                          : 1 
 128-bit shifter logical right                         : 2 
 64-bit shifter logical left                           : 1 
 8-bit shifter logical left                            : 2 
# Xors                                                 : 5 




Figura 44 Síntesis del sistema 3D 
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Para acabar, los porcentajes de uso de la FPGA para el sistema de tres 
dimensiones se muestran en la figura 45. Al igual que como ocurre en los sistemas de 






Device Utilization Summary: 
 
   Number of BUFGs                           8 out of 32     25% 
      Number of LOCed BUFGs                  8 out of 8     100% 
 
   Number of BUFGCTRLs                       1 out of 32      3% 
      Number of LOCed BUFGCTRLs              1 out of 1     100% 
 
   Number of DCM_ADVs                        5 out of 12     41% 
      Number of LOCed DCM_ADVs               5 out of 5     100% 
 
   Number of DSP48s                         11 out of 96     11% 
   Number of FIFO16s                         4 out of 336     1% 
   Number of IDELAYCTRLs                    19 out of 32     59% 
      Number of LOCed IDELAYCTRLs           19 out of 19    100% 
 
   Number of ILOGICs                       233 out of 960    24% 
   Number of External IOBs                 702 out of 960    73% 
      Number of LOCed IOBs                 702 out of 702   100% 
 
   Number of OLOGICs                       347 out of 960    36% 
   Number of PMCDs                           1 out of 8      12% 
   Number of RAMB16s                        23 out of 336     6% 
   Number of Slices                      15971 out of 89088  17% 
      Number of SLICEMs                    902 out of 44544   2% 
 
Figura 45 Porcentaje de uso de la FPGA por el sistema 3D 
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12. Análisis temporal y económico 
 
En este capítulo se realiza un análisis temporal y económico del proyecto 
desarrollado. 
 
12.1. Análisis temporal 
 
Pese a que anteriormente ya se había debatido y estudiado largo y tendido 
sobre el tema, el proyecto se inicia de forma pseudo oficial (sin inscribirlo) en 
setiembre del 2009. Entonces ya se tenía claro qué era lo que se quería desarrollar, 
pero en los dos primeros meses, principalmente dedicados a analizar el estado del arte 
y diseñar el compilador, se avanzó lentamente debido a que también se estudiaba 
iniciar una colaboración con motivo de ampliar un compilador existente, el ROCCC, 
similar al que se quería crear. A mediados de noviembre del 2009 esta idea queda 
pospuesta y se inicia la implementación del compilador, cuyo fin se produciría 5 meses 
más tarde en abril del 2010. Durante estos meses de implementación se realiza 
también la simulación de los códigos generados y en el tramo final se empiezan las 
ejecuciones de prueba en un entorno real. Durante el siguiente mes y hasta mayo del 
2010 se escribe la memoria y se crea la presentación del proyecto. La figura 31 
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Figura 46: Tiempo de desarrollo del proyecto 
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Durante esta etapa se realizó un estudio del estado del arte. Se 
comprobaron los compiladores existentes y se analizaron los códigos 
que generaban. 
 Diseño 
Durante esta fase se fijó como iba a estructurarse el compilador, qué 
tipos de códigos iba a admitir y cuál iba a ser el resultado generado. 
 Familiarización con el entorno 
Estas tareas se solaparon con la de diseño y sirvieron para comprobar 
qué podían dar de sí la herramienta para prototipado rápido Mercurium 







Estas tareas se corresponden con la creación del código del compilador. 
Se puede observar como el trabajo de implementar la parte del 
compilador que es capaz de compilar los esqueletos de bucle con 
accesos a una dimensión fue mucho más costoso que hacer lo mismo 
para dos y tres dimensiones. Incluso, adaptar el compilador a tres 
dimensiones costó menos en cuanto a tiempo se refiere que adaptarlo a 
dos dimensiones. Lo primero se explica debido que al realizar la 
Figura 47: Análisis, diseño y familiarización 
Figura 48: Implementación 
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implementación para una dimensión se creó mucho código útil de cara a 
realizar la implementación de las siguientes dimensiones. Lo segundo se 
debe a que la experiencia adquirida con la adaptación a dos 
dimensiones sirvió para reducir el tiempo de acondicionamiento a tres 
dimensiones. La fase de adaptación consistió en modificar el compilador 
para que funcionara en un entorno real y duró tanto en relación con sus 







Durante esta fase se simularon los códigos generados con el software 
ModelSim 6.5b de Altera. Además, se realizaron correcciones en la 
implementación debido al descubrimiento de errores en el código. 
 Ejecución 
Esta etapa consistió en realizar pruebas de ejecución en una FPGA del 
supercomputador SGI Altix 4700. También se modificó la herramienta 






Dentro de esta etapa se encuentran las tareas de documentar el código 
mínimamente con doxygen, escribir la memoria del proyecto y crear la 
presentación. 
 Varios 
Aquí encontramos tareas burocráticas, una reserva de tiempo para 
superar contratiempos e imprevistos y una estimación de cuándo sería 
la presentación del proyecto. 
Figura 49: Simulación y ejecución 
Figura 50: Documentación y varios 
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12.2. Análisis económico 
 
Para computar el coste económico del proyecto debemos tener en cuenta el 
coste imputable a los sueldos de los desarrolladores, el precio de los equipos 
informáticos usados y la cantidad a pagar por cada una de las licencias software 
utilizadas. 
 
12.2.1. Coste de personal 
 
Los dos primeros meses de trabajo, de setiembre del 2009 a  noviembre del 
2009, son propios de un Analista mientras que la mayor parte del desarrollo se 
correspondería al trabajo de un Programador, de noviembre del 2009 a junio del 2010. 
Según la herramienta online InfoJobs Trends, el salario medio de un Analista se sitúa 
en 30000 euros mientras que el de un Programador se sitúa en 26000. Según esto, 
podemos asumir que el primero cobrará alrededor de 16 euros la hora y el segundo 
unos 14. Basándonos en el análisis temporal podríamos adjudicar al Analista un total 
de 160 horas trabajadas mientras que al programador le asignaríamos la cantidad de 
840. Con estos datos se puede realizar el cálculo del coste de personal. 
 Sueldo/Hora Horas trabajadas Coste 
Analista 16 160 2560 
Programador 14 840 11760 
  Total 14320 
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12.2.2. Coste de hardware 
 
El coste de hardware se corresponde con el precio que habría que pagar en el 
mercado para obtener los equipos que se han usado para desarrollar el proyecto. 
Puesto que este apartado se enfoca como si de un proyecto independiente fuera, se 
imputa a cada máquina su coste real sin realizar cálculos de amortizaciones según vida 
útil de los equipos y tiempo durante el cual se requiere su uso. Destaca el coste del 
supercomputador SGI Altix 4700, el cual contiene la placa con las FPGA usadas. A 
diferencia del supercomputador, esta placa tiene coste 0 pues fue donada para la 
experimentación. 
 Coste 
PC Sobremesa 2000 
PC Portátil 1200 
SGI Altix 4700 60000 




12.2.3. Coste de software 
 
Todo el software utilizado para implementar el proyecto es libre y puede ser 
usado de forma gratuita. No ocurre lo mismo con los sistemas operativos y la suite 
ofimática utilizados para realizar la documentación, aunque el precio de uno de estos 
sistemas operativos va incluido en el coste de adquisición de uno de los equipos. 
  
Facultad de Informática de Barcelona 
Universidad Politécnica de Cataluña 
17/6/2010 Proyecto final de carrera 
147 
También se debe incluir en este apartado el coste del compilador propio de la FPGA 
















12.2.4. Coste total 
 
El coste total de desarrollo del proyecto es la suma de los costes de personal, 
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Este capítulo sirve de conclusión a la memoria y al proyecto desarrollado, pero 
también comenta potenciales ampliaciones y explica los conocimientos que han 
permitido completarlo.  
 
13.1. Sobre el proyecto 
 
Se ha logrado desarrollar un compilador fuente a fuente completamente 
funcional que ha compilado con éxito códigos reales, produciendo aceleradores 
hardware que se han sido simulados y ejecutados correctamente. Los objetivos de 
diseño se han cumplido y el compilador resultante se diferencia de otros compiladores 
existentes, como el compilador ROCCC, proporcionando funcionalidades propias como 
el cálculo de las direcciones accedidas, la compilación de bucles con accesos de tres 
dimensiones y la posibilidad de crear aceleradores hardware que no realicen reuso de 
datos. 
El desarrollo del proyecto ha contribuido de forma notable en la escritura de un 
paper que versa sobre el soporte de ejecución que se ha utilizado, GPFPGA. El paper se 
titula “GPFPGA: entorno para la generación automática de códigos HDL portables entre 
FPGAs” y ha sido aceptado en las Jornadas de Computación Reconfigurable y 
Aplicaciones que se celebrarán en la Universidad Politécnica de Valencia del 8 al 10 de 
septiembre del 2010. 
Además, se va a estudiar la presentación del proyecto en el Certamen 
Universitario Arquímedes de Introducción a la Investigación Científica, convocado por 
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la Dirección General de Política Universitaria del Ministerio de Educación. Este 
certamen tiene como objetivo fomentar el espíritu investigador de los jóvenes 
estudiantes universitarios mediante la concesión de premios a trabajos de 
investigación. 
 
13.2. Sobre trabajo futuro 
 
El reto de este proyecto consistía en crear un compilador capaz de realizar 
reuso de datos con estructuras de una, dos y tres dimensiones. Debido a ello, se 
suprimieron del diseño funcionalidades relativas a la generación del código del cuerpo 
de bucle y se empleó el valioso tiempo que hubiera conllevado implementarlas en 
desarrollar la compilación del código relativo al esqueleto de bucle. Una vez 
completada ésta, se podría volver atrás y seguir completando la compilación del 
cuerpo del bucle. Entre las posibles ampliaciones encontramos desde las 
aparentemente sencillas, como añadir operaciones bit a bit, hasta otras quizás más 
costosas, como permitir nuevos tipos de datos y la realización de operaciones entre 
ellos. En el horizonte del trabajo futuro para la compilación del cuerpo del bucle 
encontramos también nuevas funcionalidades que requerirían pasar por una nueva 
fase de diseño, como la posible aceptación de rupturas de secuencia en el código 
correspondiente a las operaciones. 
En lo referente a la compilación del esqueleto del bucle, la posible ampliación 
del compilador es clara. Actualmente, cuando implementamos el código C del 
esqueleto del bucle solo podemos realizar una llamada a la función correspondiente al 
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cuerpo del bucle. La ampliación ideada permitiría realizar varias llamadas incluso a 
cuerpos de bucle diferentes, siendo éstas tratadas correctamente en el fichero 
generado system.vhd. Este fichero ahora reflejaría un pipeline VHDL en el cual cada 
etapa sería un módulo generado a partir de un código C determinado. Las diferentes 
etapas podrían generar datos a consumir por sus posteriores pero debemos recordar 
que, por motivos de rendimiento, no sería posible que existan dependencias entre 
iteraciones pues la ejecución es en stream. 
 
13.3. Sobre conocimientos aplicados 
 
El hecho de desarrollar un compilador que traduzca desde un lenguaje software 
a un lenguaje hardware ha significado realizar un proyecto final de carrera muy 
transversal a las asignaturas impartidas durante ésta. La gran mayoría de asignaturas 
del departamento de Arquitectura de Computadores se ven reflejadas en este 
proyecto. Éstas van desde Introducción a los computadores (la primera asignatura que 
muestra el funcionamiento de un pipeline) a Arquitecturas de Computadores 
Avanzadas (en dónde se usa por vez única un lenguaje HDL para implementar un 
procesador), pasando por otras como Arquitectura de Computadores (en la que se 
profundiza en temas relacionados con segmentación y paralelismo). Por su parte, del 
departamento del departamento de Lenguajes y Sistemas Informáticos podríamos 
destacar Teoría de la Computación (asignatura en la cual se introduce el concepto de 
máquinas de estados y autómatas finitos) y, de forma evidente, Compiladores (en la 
cual se crea un compilador totalmente funcional para un lenguaje de programación 
ficticio). 
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Anexo A: Estructura de CtoVHDL 
 
La versión actual de CtoVHDL se estructura en 19 ficheros que suman un total 
de más de 14000 líneas de código. 
 config.ctovhdl y config.myphase.in 
Ficheros de configuración de Mercurium. 
 ctovhdl-break.cpp 
Fichero que contiene funciones necesarias para partir operaciones del 
código del cuerpo del bucle de más de dos operandos en operaciones de 
cómo máximo dos operandos. 
 ctovhdl-check.cpp 
Fichero que contiene funciones necesarias para comprobar la corrección 
de los códigos de entrada. 
 ctovhdl-classes.hpp 
Fichero que contiene declaraciones de clases usadas por el compilador. 
 ctovhdl-codeGen.cpp 
Fichero que contiene funciones destinadas a traducir operaciones de C a 
VHDL. 
 ctovhdl.hpp 
Fichero con declaración de funciones y variables que usa CtoVHDL. 
 ctovhdl-instrDep.cpp 
Fichero con las funciones utilizadas para comprobar dependencias entre 
operaciones y ordenarlas. 
  
Figura 51: Ficheros de CtoVHDL 
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 ctovhdl-internal.cpp 
Fichero que contiene funciones para codificar y descodificar los accesos 
del código C entrada según una codificación interna con la que trabaja 
CtoVHDL. 
 ctovhdl-offset.cpp 
Fichero que contiene las funciones necesarias para calcular las 
direcciones base de los arrays accedidos y el tamaño de un tipo de dato 
determinado. 
 ctovhdl-predicates.hpp 
Fichero que contiene la declaración de predicados utilizados por 
Mercurium para localizar secciones de código requeridas por CtoVHDL. 
 ctovhdl-reuse.cpp 
Fichero que contiene funciones encargadas de generar máquinas de 
estado en VHDL que se encargan de pedir y recibir datos de memoria. 
 ctovhdl-skeleton.cpp 
Fichero que contiene las funciones que conforma el esqueleto de 
CtoVHDL. 
 ctovhdl-structs.hpp 
Fichero que contiene structs usadas por CtoVHDL. 
 ctovhdl-utilities.cpp 
Fichero que contiene funciones utilizadas por CtoVHDL que no 
mantienen un nexo temático en común. 
 ctovhdl-vhdl.cpp 
Fichero que contiene funciones cuyo objetivo es traducir tipos y 
constantes de C a VHDL. 
 doxyconf.cfg 
Fichero de configuración de doxygen. 
 Makefile y Makefile.common 
Ficheros con instrucciones para compilar CtoVHDL. 
