Abstract-For multiple transmitters sending independent data to a single receiver, by modulating their data symbols with fixed length codewords, the problem of optimizing these codewords to maximize capacity has been addressed in [12] [13]. This paper considers an analogous scenario when the information sent by the transmitters is correlated. The optimal codeword set and power allocation which minimizes TMSE (total mean square error) at the receiver under a total power constraint have been derived. The equivalence between TMSE and sum capacity is also shown, in the sense that minimizing the former corresponds to maximizing the latter.
I. INTRODUCTION
The information-theoretic capacity of a single cell symbol synchronous white gaussian noise CDMA system was derived in terms of the correlations between transmitter signature waveforms by Verdu [12] . Subsequently, a lot of research work has been done in the area of signature waveform optimization for single cell CDMA type systems [13] .
Assuming a finite dimensional signal space, the signature waveforms of transmitters can be described as L-dimensional vectors (codewords) where L is called the spreading gain of the system.
For an average power constraint on symbols of all transmitters, Massey et al. [9] showed that the capacity maximizing codewords for the single cell symbol synchronous system are same as the WBE sequences. Viswanath et al. [13] generalized the result to the case where the transmitter power constraints are unequal. Further extensions include the colored noise case [14] and joint optimizations of codeword/power levels for fading channels [4] .
In a CDMA system, the transmitter's symbols are assumed to be independent of each other and all the above work maintains this assumption. However, there may be scenarios in which transmitters send correlated data to a receiver. For example, in the literature for sensor networks [1] , one readily comes across a scenario where sensor nodes (analogous to transmitters in CDMA) measure a common physical phenomenon and send their observations (which are correlated) to a central node.
In many cases, the physical phenomenon under observation can be abstracted as a 2-dimensional information source with spatially varying information density. Since sensor nodes usually have a non-replenishable source of energy, it is highly desirable to keep the transmission powers at their minimum levels. Moreover, since sensors are usually assumed to be deployed in very large numbers, measurements from spatially closer sensors will have a high degree of correlation. Here the aim is not to maximize the information flow from an individual sensor but rather to maximize the collective information from all sensors. Hence, minimizing the total transmission power of a cluster of sensors is more meaningful than optimizing the individual transmit powers.
We assume a sensor network model where nodes use signature waveforms (codewords) to transmit their data to a common receiver and find the optimal codewords which minimize a performance metric (TMSE, defined later) under a total power constraint.
The rest of this paper is arranged as follows. We present the system model in Section II and derive the relevant TMSE expression. In Section III we introduce the notion of majorization and some related results that are required for our analysis. In Section IV we derive the optimal transmitter codewords, power levels and receiver filters by minimizing the TMSE and in Section V we establish an equivalence between between TMSE minimization and sum capacity maximization. Finally, we conclude with a summary and discussion of possible future research in Section VI.
II. PROBLEM STATEMENT
Throughout the paper the following guidelines will be followed for notation: Uppercase letters for matrices, bold lowercase letters for vectors and lowercase letters for scalars. Uppercase letters are also used to denote system constants e.g. M ,the number of transmitters. channel, the signal at the receiver is given by:
where, Assuming a linear receiver filter, c i , corresponding to the i th transmitter, the filter output is given by:
The mean square error (MSE) corresponding to the i th transmitter is given by,
which allows us to define total MSE as
The optimization problem can then be stated as follows:
TMSE subject to tr (P) = P tot (5)
III. MAJORIZATION: DEFINITIONS AND SOME KEY RESULTS
This section outlines certain mathematical relationships that are needed in obtaining the results of this paper. A detailed survey of these inequalities and their properties may be found in [5] . A brief but comprehensive tutorial is provided in [13] In this section we reproduce some of their definitions and results for convenience
denote the components of x in decreasing order, called the order statistics of x Definition 2: Let x, y ∈ n . Then, x is majorized by y
Thus, majorization of x by y suggests that the components of x are "less spread out" or "more nearly equal" than the components of y.
An important example of majorization between two vectors is the following:
The function φ is strictly Schur-convex if x ≺ y and x = y implies that φ(x) < φ(y). Also, the function φ is Schur-concave if −φ is Schurconvex.
An important class of Schur-convex functions is the following:
Example 2: If g : → is convex and increasing, then
) is increasing and Schur-convex.
IV. OPTIMAL TRANSMITTER CODEWORDS, POWER LEVELS AND RECEIVER STRUCTURE
It is well-known [10] that the structure of the optimum linear receiver that minimizes the MSE is the MMSE receiver. For this problem, the expression for the optimum receiver was obtained by setting
The solution is found out to be:
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Substituting (6) in (4), the TMSE expression reduces to:
Note that SP assumed in the above analysis that B −1 exists. However, it will be argued at the end of this section that invertibility of B is not necessary since it does not affect the structure of the optimum codewords.
We now present a derivation of the optimal codeword structures. We assume that L ≤ M . Later we show that for the L > M case the optimal codewords can be found out in a manner similar to the L ≤ M case. Let B = U 1 Σ 1 U 1 and
Note that S and P 1 2 can be obtained from A as the normalized columns and norms of columns of A respectively. Then, the optimization problem can be rewritten as:
where, A is the set of all L × M matrices such that 
Define a function θ(A) = det σ 2 B −1 + A A . Choose G = σ 2 B −1 and H = A A following a similar argument as in [14] . Define A = AQ, where Q is an orthogonal matrix chosen so that σ 2 B −1 and A A commute and the eigenvector corresponding to the i th largest eigenvalue of σ 2 B −1 is the same as that corresponding to the (n+1−i) th largest eigenvalue of A A. Note that A ∈ A since tr( A A) = tr Q A AQ = P tot .
Using (9), θ( A) ≥ θ(A). Since θ(A)
is Schurconcave and TMSE is Schur-convex in the eigenvalues of σ 2 B −1 + A A , it follows that TMSE( A) ≤ TMSE(A).
Lemma 1, combined with the fact that two matrices commute if and only if they share the same eigenvectors [11] , restricts the optimization space to that subset of A for which the condition V 2 = U 1 holds. Note that the above condition is sufficient but not necessary. The above proof uses concepts of majorization [5] . Alternatively a direct (but more involved) proof can be developed along the lines of [7] .
Substituting V 2 = U 1 in (7), the following two cases arise.
1) M ≥ L:
The Lagrangian corresponding to the optimization problem at hand can be written as follows:
It is required that ∂L ∂µ i = 0 and ∂L ∂β = 0.
Using Kuhn-Tucker conditions [3] , this leads to the following optimal solution:
Note that the optimal solution depends only on the first
. Also, the optimal solution has the property that if λ i ≥ λ j , then µ i ≤ µ j as described in the proof for Lemma 1. It will now be shown that the ordering
Where L 1 is the number of non-zero eigenvalues, µ i , of A. It can be verified that for any other ordering O 2 ,
Now consider the function f (x) = 
2) M < L:
It can be verified that only the first M µ i s need to be optimized, and the remaining (L − M ) eigenvalues may be set to zero for obtaining the optimal solution. In other words, for any M and L, the optimal solution corresponds to waterfilling (Fig. 1 ) the smallest K = min(L, M ) eigenvalues of B −1 with those of A A, and aligning the eigenvectors of A A and B as described in the proof of Lemma 1. Intuitively this corresponds to allocating power along directions carrying maximum information about B
The above analysis assumed that B is invertible. However, the result holds even for a non-invertible B since it can be made invertible by adding an infinitesimally small perturbation matrix (while ensuring that B is still a correlation matrix). As a result, previously non-zero eigenvalues of B −1 will suffer very little change, while the other eigenvalues (previously zero) will now attain large finite values, but the corresponding dimensions will be avoided by the waterfilling solution [6] .
A. Constructing the Optimal Sequences
From Section IV, A = SP 1 2 = U 2 Σ 2 V 2 . Equation (11) gives the structure of Σ 2 and Lemma 1 gives the structure of V 2 . Note that any orthogonal matrix can be chosen for U 2 and so there exists a whole class of signature sets. We illustrate this with the following examples Example 3: Consider the case of when symbols from different transmitters are uncorrelated and let L < M. Then B = I M . The optimal codeword structure turns out to be:
Since U 2 can be chosen arbitrarily, the optimal codewords are given by: which means that TMSE can be minimized by letting only the first L transmitters transmit in orthogonal channels with equal power. However it can be easily verified that if the M transmitters are given equal power and the sequences are chosen as WBE sequences [9] i.e. SS T = M L I L , even then the same minimum TMSE can be obtained. This illustrates the fact that the conditions given in this paper for deriving optimal codewords are sufficient but not necessary and there can be other constructions of optimal codewords.
Example 4: Consider the case when b has identical elements and hence rank(B) = 1. The optimal solution would correspond to all M transmitters using identical codewords with equal powers. An alternative approach based on separation principle would be to do source coding first and then transmitting the compressed data. This approach suggests that only one transmitter transmits with power equal to P tot . It can be easily verified that to achieve the same distortion, our scheme would confer an M -fold power savings over the second scheme.
V. RELATIONSHIP BETWEEN TMSE AND SUM CAPACITY
Verdu [12] derives the information theoretic capacity region for a white Gaussian synchronous CDMA system. The information theoretic optimal way of sending correlated data over a multiple access channel is still unknown [2] . However for our scheme, we can find an expression for the mutual information between the transmitted symbol vector and the received signal. We use this mutual information expression as a surrogate for sum capacity for our problem and denote it by C sum . Proceeding in a similar manner as in [12] , we obtain:
It will now be shown that TMSE minimization and Sum Capacity maximization are equivalent problems.
Using the notation defined previously,
Lemma 2: ∀A ∈ A, ∃ A ∈ A such that C sum ( A) ≥ C sum (A) and A A commutes with B.
Proof : Similar to Lemma 1.
As in the case of TMSE, Lemma 2 when combined with the fact that two matrices commute if and only if they share the same eigenvectors [11] , restricts the optimization space to that subset of A for which the condition V 2 = U 1 holds. Again, this condition is sufficient but not necessary.
A similar analysis reveals that Sum Capacity is Schurconcave under the total power constraint, and hence minimizing TMSE is equivalent to maximizing C sum .
VI. CONCLUSION AND FUTURE WORK
This paper considered a sensor network model where sensors transmit correlated information to a receiver using a set of signature waveforms. The optimal signature waveforms and transmit power levels for minimizing the TMSE at the receiver under a total power constraint were derived. Furthermore, the equivalence between TMSE and Sum Capacity for transmission of correlated data, was shown, in the sense that minimizing the former corresponds to maximizing the latter under a total power constraint.
As mentioned in Section V the information-theoretic optimal way of sending correlated data over a multiple access channel is still unknown. However, for comparison, a suboptimal scheme based on separation principle can be considered which will be part of our future work. Also, in this paper, we have assumed that different transmitters operate under a total power constraint. Search of optimal codewords under individual power constraints can also be part of future work where we expect ideas from [13] , [8] to prove especially useful.
