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Abstract. In a traditional setting, classifiers are trained to approximate
a target function f : X → Y where at least a sample for each y ∈ Y
is presented to the training algorithm. In a zero-shot setting we have
a subset of the labels Yˆ ⊂ Y for which we do not observe any corre-
sponding training instance. Still, the function f that we train must be
able to correctly assign labels also on Yˆ . In practice, zero-shot problems
are very important especially when the label set is large and the cost
of editorially label samples for all possible values in the label set might
be prohibitively high. Most recent approaches to zero-shot learning are
based on finding and exploiting relationships between labels using se-
mantic embeddings. We show in this paper that semantic embeddings,
despite being very good at capturing relationships between labels, are
not very good at capturing the relationships among labels in a data-
dependent manner. For this reason, we propose a novel two-step process
for learning a zero-shot classifier. In the first step, we learn what we call
a property embedding space capturing the “learnable” features of the la-
bel set. Then, we exploit the learned properties in order to reduce the
generalization error for a linear nearest neighbor-based classifier.
Keywords: Zero-Shot Classification, Textual Data, Property Embeddings, Learn-
ing Embeddings, Nearest Neighbor Classification
Introduction
One of the most prominent areas of research in machine learning is classification.
In a traditional setting, the problem of classification consists of training a model
to approximate a target function f : X → Y where at least a sample for each
y ∈ Y is presented to the training algorithm. A common problem faced by
many systems, especially in their early stage, is the absence of training instances
for all possible classes. In such cases, a traditional classifier cannot, in fact,
assign class labels that have not been observed in the training set. This is one
of the main reasons for the growth of a research area, zero-shot classification,
studying how classification can be done also using unseen labels. In a zero-shot
setting [18], we are given a subset Yˆ ⊂ Y of the labels for which we do not
observe any corresponding training instance. Still, the function f that we train
must be able to correctly assign labels also on Yˆ . There is a growing need for
using classification systems in order to automate different online and offline
tasks, like sentence tagging, image captioning, task labeling, etc. Based on the
definitions given by [18], we address the following general research question:
“Given a semantic encoding of a large set of concept classes, can we build a
classifier to recognize classes that were omitted from the training set?”
In order to correctly deal with unseen classes, one possibility is to estab-
lish a relationship between seen and unseen classes. [18] propose a method for
zero-shot learning using a linear model based on creating semantic embeddings
for words based on co-occurrences of labels in dictionaries and based on human
feedback about labels properties. The dramatic progress made in the area of
semantic embeddings like word2vec ( [14]) have provided a method for encod-
ing the semantic meaning into words. Therefore, classification tasks where the
label set is made up of meaningful words can be used to establish such inter-
label relationships. From these relationships a plain nearest neighbors approach
is taken to identify reasonable labels, also among those not seen in the training
set. These methods that are aimed at “directly learning” a map to a semantic
space may suffer from two major problems. First, the target semantic spaces
may not be “learnable”, i.e. they may not correspond to “learnable feature(s)”
in the data. In other words, these semantic embeddings may correspond to con-
textual features of the label that may or may not be learnable from the given
description of a sample. It basically means that given two instances, say xi and
xj , they can be mapped to semantic space vectors bi and bj using a linear map
W only if ‖xi−xj‖ is proportional to ‖bi− bj‖. If the semantic space vectors are
learned completely independently (which is the case with semantic embeddings
like word2vec) then there is no guarantee that the semantic vectors would be ap-
propriate for the learning task at hand. In such cases the training error is larger
and as such also the generalization error results heavily impacted. Second, near-
est neighbor classifiers are not designed to take into account the neighborhood of
a given label in the label space; roughly, labels that have really close neighbors
should be learned with more accuracy compared to labels that are isolated in
their neighborhood.
Based on the above observations, we try to address the two mentioned prob-
lems in this paper in a step-wise manner. Firstly, we need to relearn semantic
embeddings based on data so that they correspond to learnable feature(s) in the
data. Secondly, we need to develop a neighborhood sensitive mapping that can
help reduce the risk of error in the case of nearest neighbor based classifier for
zero-shot classification as used by [18].
Our main contributions in this study are the following:
– Extracting data-dependant property embeddings for labels.
– Neighborhood sensitive mapping to reduce classification error.
Related Works
There has been active research in the area of zero-shot classification in the recent
past. Originally, the problem was defined in its current form by [18], where they
address the problem by embedding the set of labels into a semantic space used
then to extrapolate information about unseen labels. Given an object in the
dataset, they firstly predict the set of semantic features (in the embedding space)
corresponding to that input, and then they find the nearest class in the labels
embedding. Authors also develop a generalisation bound on error for zero-shot
classification using a NN-classifier. In a following study, [6] propose a multi-label
max-margin classifier with applications to zero-shot. By means of a correlation
matrix between different labels they are able to predict also unseen labels. The
method, specifically designed for multi-label classification, explicitly reduces the
hamming loss between prediction vectors associated to labels and true labels’
vectors.
There are numerous practical applications where unseen images need to be
classified. As a result, zero-shot classification has found considerable interest in
the area of image recognition and classification. [10] develop one such approach
specifically based on learning attribute for animals (like color, eating habits etc.).
These attributes are not unique to a single animal and therefore can be learned
from the available training data. [13] develop an approach specifically targeting
images that focuses on exploiting co-occurrences of visual concepts in images for
knowledge transfer. [7] propose an approach for zero-shot classification where
image attributes are unreliable and use the error tendencies of the different
attributes to develop a linear discriminant model. There have been many such
attribute based learning methods for visual recognition that have been developed
in the past: [9], [4], [19, 21, 24, 25], to name a few.
In cases where such attribute information is not easily available we need to
build the semantic space for labels. Building such a space may lead to an addi-
tional overhead and it may also require an extensive knowledge of the domain
in which classes are defined. For this reasons, the learned semantic space may
not even be of the required high quality. A general methodology to learn word
embeddings is presented by [14]. The technique, known as word2vec, has made a
breakthrough in both efficiency and quality of the vectors learned. These vector
representations were easily available for billions of words trained on terabytes
of google news and wikipedia data. By using semantic embeddings learned using
word2vec, [17] proposed ConSE a zero-shot image classification system specifi-
cally tested on image classification. ConSE uses a convolution network to embed
an image into a vector space and uses a convex combination of nearest em-
beddings in the semantic space. It assumes that the set of predicted labels is
disjoint to the set of seen labels, an assumption that is not valid in the real
world and in our work. [22] proposed a linear regressor for zero-shot classifica-
tion that also relies on independently learned semantic data, it is very similar
to [18] in practise. [12] learns label representations from scratch without using
independently generated semantic embeddings, which differentiates it from our
work. [11] propose a max-margin multi-class zero-shot classifier with the assump-
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Fig. 1: Binary classification accuracy for different participants in fMRI dataset
using our proposed approach (referred to as NSM-PB) versus LM-PB, LM,
NSM and ConSE. The results are averaged over 1000 different pairs of binary
classes and the results are statistically significant at p-value = 0.0016 using a two
sided t-test. In this experiment, we test the ability of NSM-PB to distinguish
between two novel classes as measured in [18]. The average results for NSM-
PB, LM-PB, ConSE, LM and NSM: 0.7049, 0.6633, 0.5454, 0.6420 and 0.6495
respectively.
tion that unlabeled data is available during training and therefore they develop
a semi-supervised approach for classification, an assumption that is not origi-
nally made in the paper defining the zero-shot classification problem and that,
therefore, we are not making in this paper as well.
Proposed Method
In this section we present our two-step approach to zero-shot classification. We
first describe the method to build learnable properties from the semantic repre-
sentation. Then we present how to minimize the generalization error for multi-
class classification using the learned properties.
In many cases data has properties that cannot be learned in a linear fashion,
e.g. multi-class image classification has long involved non-linear convolution nets
( [8,17]), neural nets ( [3]), and non-linear SVMs ( [1]). In other cases, instances
are better classified using linear models. In this work, we would focus our at-
tention on instances that contain properties which can be learned using a linear
model ( [5, 16, 20]), specifically in a zero-shot scenario.
Learning Properties
Semantic embeddings (like word2vec, but not limited to word2vec) are learned
independently of the data or task of classification. In many cases, some semantic
meanings encoded in these embeddings may not be learnable using the given
feature(s) of the data. As an example, two animals in semantic space may be
close to another word like ”cute” or ”faithful”, now given the weight and height
of an animal we can not learn a classifier that can predict such properties of the
data. Again, two different varieties of cats may be very similar in the input space,
but far apart in the semantic space (quite possible since semantic embeddings
are independent of data). Such a situation would make it impossible to map
data into semantic space without errors. Therefore, it is safe to conclude that
semantic embeddings in their original form can be erroneous and unreasonable,
as they are learned completely independent of the data. They may or may not
be learnable given the data. Hence, we attempt to learn property embeddings
from given semantic embeddings explicitly using data features. These property
embeddings are learned based on the data while maintaining the similarities in
the original semantic space (as much as possible), therefore they do not suffer
from the same problem.
Previously proposed zero-shot classifiers use semantic embeddings to encode
labels. In those systems the embedding is learned independently from the train-
ing samples. This is a gap we are bridging in this paper and we propose the use
of what we call property embeddings. First of all, there is a one-to-one correspon-
dence between labels and properties so that the i-th label is associated with the
i-th property vector. In addition, property embeddings encode label vectors so
that similarities among labels in the original semantic space are preserved also in
the property space. Finally, objects in the training space are to be described by
means of these properties. This leads us to formulate the objective Js in Equa-
tion (1) in which the first part ensures that the property embeddings B can be
learned from data X using the model W , whereas the second part ensures that
the similarities that existed between different classes in the original semantic
space are maintained in the property space. The model seeks to balance as much
as possible the contributions of these two terms while learning property embed-
dings. Although, multiple instances can have the same label and therefore, we
take the average of the features for all such different instances that have the same
label. We denote by S (U) Set of seen (unseen) labels and the subscript s (u)
refers to parameters corresponding to seen (unseen) labels. Here, X ∈ R|S|×f ,
W ∈ Rf×n
′
, Bs ∈ R
|S|×n
′
, Bu ∈ R
|U|×n
′
, Lu ∈ R
|U|×n and Ls ∈ R
|S|×n
Js = α‖XW −Bs‖
2 + (1− α)‖BsB
T
s − LsL
T
s ‖
2 + λ‖W‖2 (1)
W,Bs = argmin
W,Bs
Js (2)
The above objective can be minimized using gradient descent. We model a
slightly different objective to learn property embeddings for zero-shot (unseen)
labels. Semantic embeddings provide information about relative similarity be-
tween different labels. In case of unseen labels we need to preserve the similarity
between two labels in their original semantic space because this is the only piece
of information we have about such unseen labels, as we do not have any instances
for such labels except the label itself. This naturally leads us to formulate the
objective as:
Ju = ‖BsB
T
u − LsL
T
u ‖
2 (3)
Bu = argmin
Bu
Ju (4)
The objective can again be optimized analytically or by using gradient de-
scent.
Learning neighborhood-sensitive mapping to semantic space
In this section we focus our attention on developing an approach for zero-shot
multi-class nearest neighbor classification using the properties learned in the
previous section. Our objective is to learn a linear map F: Xf −→ Bn
′
from raw
input space Xf to property space Bn
′
, such that
Y= F(.)
Followed by learning a map H: Y n
′
−→ L from property space Y to the nearest
label L
L = H(Y )
In our case, H is a nearest neighbor classifier, while F is the linear model that
maps data into property space. [18] developed a novel generalization bound for
zero shot classification using a linear classifier. They used the analysis developed
by [2] for nearest neighbor classifiers. They develop an upper bound (Equation
(2) in [18]) on the accuracy of a linear zero-shot classifier using Gq, which is
defined as follows:
Gq(τq) = 1− (1−Rq(τq))
n
where,
Gq(τq) = P (nq ≤ τq)
and
Rq(τq) = P (d(q, q
′
) < τq)
Here, nq is distance to nearest neighbor of predicted point q and τq is distance
to true nearest neighbor of predicted point q. Differently from [18], we start
from the upper bound to the generalization error (see Equation(2) in [18]) and
instead proceed to minimize Gq as it directly contributes to the generalization
error. Therefore,
θ = argminGq(τq |θ) = argminRq(τq |θ) = argmaxSq(τq |θ)
Sq(τq) = P (d(q, q
′
) > τq) = 1−Rq(τq)
Here, q
′
is any other class in the space.
Sq(τq) = P (||x
(i)V − bj || > τq) : i 6= j
V is the linear model that maps input to relearned semantic space.
P (||x(i)V − bj || > τq) =
∑
jJ||x(i)V − bj|| > ||x(i)V − bi||K
|S| − 1
where S is the set of all classes (seen and unseen) and JP K is the notation used to
represent Iverson’s brackets that evaluates to 1 iif P is true and to 0 otherwise.
Given that we normalize all property vectors i.e. ||bi|| = 1 ∀ir(
||x(i)V − bi||
2 − ||x(i)V − bj ||
2
)
> 0
z
=r(
x(i)V (bi − bj)
T
)
> 0
z
and we can then write
Sq(τq) =
∑
j
r(
x(i)V (bi − bj)
T
)
> 0
z
|S| − 1
(5)
Generalizing the probability for all samples assuming independence:
P =
∏
q
Sq (6)
Substituting Sq from Equation (5) in Equation (6) and replacing product of
constants by C
P =
1
C
∏
(k,i)∈D
∑
j
r(
x
(i)
k V (bi − bj)
T
)
> 0
z
Here, (k, i) is any instance k which has label i and D is the data. Therefore,
if the kth data sample has label i then it constitutes a valid pair (k, i). This
formulation is required because multiple instances can have the same label.
logP =
∑
(k,i)∈D
log

∑
j
r(
x
(i)
k V (bi − bj)
T
)
> 0
z− logC
Approximating logP by a cancave upper bound U :
logP ≤
∑
(k,i)∈D
∑
j
log
(r(
x
(i)
k V (bi − bj)
T
)
> 0
z)
− logC = U (7)
We need to approximate the J·K function with a continuous function (σ(x)) that
quickly goes to 1 for x > 0 and approaches 0 for x < 0. A natural choice for
approximating J·K is sigmoid function, σ(x) = 1/(1 + e−x).
U =
∑
(k,i)∈D
∑
j
log
(
σ
(
x
(i)
k V (bi − bj)
T
))
− logC (8)
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Fig. 2: The figure plots multi-class classification accuracy for different partici-
pants in fMRI dataset. The figure compares our proposed approach (referred to
as NSM-PB) against LM-PB, LM, NSM and ConSE. The results are averaged
over 1000 different set of five classes and the results are statistically significant
at p-value = 0.0015 using a two sided t-test. In this experiment, we test the
ability of NSM-PB to distinguish between five novel classes that have not been
seen in the train set. The average results for NSM-PB, LM-PB, ConSE, LM and
NSM: 0.2671, 0.2356, 0.2281, 0.22393 and 0.2349 respectively.
In addition to the above objective, we add l2 regularization on the V and we
seek:
V = argmax
V
∑
(k,i)∈D
∑
j
log
(
σ
(
x
(i)
k V (bi − bj)
T
))
− logC
−λ||V ||2
(9)
Notice, that the objective learns a given instance based on the neighborhood
of target label. It specifically enforces that labels that are embedded in popular
neighborhood are learned with higher precision. For this reason, we refer to it
as Neighborhood Sensitive Mapping.
Experimental Evaluation
In this section, we first describe the different datasets that we used in the study.
Thereafter, we pose different experimental question and analyse the results in
the light of the questions. In the end, we discuss the results obtained on two
larger tagging datasets.
Dataset
We used three datasets, namely, fMRI dataset from [15] (as used in [18]), wiki10+
dataset as described in [26] and delicious dataset as described in [23] for experi-
ments. We performed initial analyses on fMRI dataset and then computed results
on wiki10+ dataset.
– The fMRI dataset is composed of the neural activity observed from nine
human participants while looking at 60 different concrete words. These 60
words are divided into 12 different categories, like animals: bear, dog, cat,
cow, horse and vehicles: truck, car, train, airplane, bicycle. Each participant
was shown a word and a small line drawing of the concrete object the word
represents. The participants were asked to think about the properties of these
objects for several seconds while scans of their brain activity were recorded.
Each sample measures the neural activity at roughly 20,000 locations in the
brain. Six fMRI scans were taken for each word. We also used the same
time-averaging described in [15, 18] to create a single average brain activity
pattern for each of the 60 words, for each participant.
– The wiki10+ dataset from [26] contains text of wikipedia articles and the
tags assigned by users on delicious.com for url of those articles. We used the
most popular tag for an article as the label of that article. There were 20762
instances in the dataset with 5303 distinct labels. We cleaned the data of all
html tags and computed tf-idf representations of the data. Afterwards, we
used truncatedSVD to reduce noise and dimensionality of the data.
– The delicious dataset [23] contains features of web pages from all over the
Internet with tags generated by users on those web pages as the labels. The
dataset contains 500 features for each instance and 983 unique labels. It has
more than 16000 instances and the features are binary, with 1 indicating the
presence of the feature and 0 indicating the absence of the feature.
The semantic embeddings used in this work are 300 dimensional trained using
word2vec ( [14]) on google news dataset. These pre-trained semantic embeddings
are available online for a very large number of different words.
Experiments
In these experiments, we refer to our method as NSM, that stands for Neigh-
borhood Sensitive Mapping, [18] is referred to as LM and [17] is referred to as
ConSE. In order to get insights into the effect of properties, we also test both
NSM and LM with property embeddings. Therefore, NSM-PB and LM-PB refer
to NSM using property embeddings and LM using property embeddings respec-
tively. On the other hand, NSM and LM use the original semantic embeddings.
We evaluated the proposed approach on three different research questions and
compared our results to the methods in [18] and [17].
1. How well can the model differentiate between two novel classes, where
neither class appears in the train dataset?
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Fig. 3: The figure plots mean rank for a true novel class (not seen in the train
set) in the ordered prediction list of classes for different participants. In the
figure our proposed approach (referred to as NSM-PB) is compared against
LM-PB, LM, NSM and ConSE. The difference of NSM-PB against LM and
ConSE is statistically significant at p-value < 0.001 using a two sided t-test.
In this experiment, we test the ability of NSM-PB to predict novel classes that
have not been seen in the train set with low rank in the list of ordered prediction
scores. The average results for NSM-PB, LM-PB, ConSE, LM and NSM: 18.58,
21.47, 24.36, 23.137 and 20.25 respectively.
For this task, we randomly select a set 1000 pairs, such that each pair con-
sists of two classes. We remove these classes completely from the train dataset.
Thereafter, we compute the average binary classification accuracy on all these
pairs in the test dataset.
We can see that NSM-PB outperforms LM-PB, LM (Figure 1) and ConSE.
The difference between NSM-PB and others is statistically significant using a
t-test at p-value < 0.001. It can be seen that relearning of semantic embedding
using the data, as well as modified neighborhood sensitive approach manages to
better differentiate between novel classes. In fact, during our experimentation we
observed that it works particularly well in case of classes that are very close in
original semantic space, e.g. hammer and chisel. In such cases, the use of a direct
linear mapping leads to results that are no better than random. We obtained an
accuracy of 50% for hammer and chisel using LM, whereas 67% accuracy using
NSM-PB.
2. How well can the model classify accurately in a multi-class classification
setting, where all the test classes are absent in the train dataset?
We randomly select a set of 1000 groups such that each group consists of five
different classes. We compute the average of the results of multi-class classifica-
tion accuracy on all these groups. We restrict the predicted class to the classes
in the group, i.e. we try to predict the correct class from among the five classes
in each group. The results are presented in Figure 2 and are statistically signif-
icant using a two sided t-test at p-value = 0.0015. It is interesting to note that
even in a multi-class setting property based models outperform the semantic
embedding based models, also NSM-PB outperforms ConSE, although ConSE
is competitive.
We can see in Figure 2 that NSM-PB performs better than both LM and
ConSE. It shows that the proposed model is better at discriminating between
multiple zero-shot classes in a multi-class classification setting. We can see in
Figure (3) that the mean rank of correct label in the prediction list is much
lower in case of NSM-PB as compared to both LM-PB, LM and ConSE. It
shows the effectiveness of NSM-PB in predicting correct labels higher in the
prediction list.
3. How well can the model predict accurately in a multi-class classification
setting, where the classifier has to choose from all possible classes?
For this task, we select a random class and remove it from the train dataset.
Thereafter, we try to predict that class during testing from the set of all classes,
including both novel and seen classes. It means that the classifier has to choose
a class from among the 60 different classes present in the dataset. This is the
hardest task and also closely resembles the real world situation where we do not
know in advance if the instance belongs to a seen or unseen class. The results are
presented in Figure 4 and are statistically significant using a t-test at p-value
< 0.001. NSM-PB outperforms the baselines in this task as well (see Figure
4). We make the classifier choose from the complete set of 60 classes instead
of restricting the possible set of classes. Note that we outperform LM-PB, LM,
NSM and ConSE by a significant margin in terms of classification accuracy (See
Figure 4). These results are as expected given that we minimize generalization
error for nearest neighbor classifier. This clearly shows in the results and both
LM and ConSE fall short in comparison to NSM for classification accuracy.
These results clearly give us the insight regarding the usefulness of property
embeddings, as LM-PB performs much better than LM and NSM-PB performs
much better than NSM. In addition to property embeddings, the neighborhood
sensitive mapping further improves the accuracy of classification.
K NSM-PB LM ConSE
5 0.0685 0.0261 0.0283
10 0.1344 0.0392 0.0472
50 0.3590 0.0521 0.0825
Table 1: The value of accuracy for different methods on wiki10+ dataset. A given
prediction is considered accurate if top-K labels in the prediction list contain the
correct label. Results are statistically significant using t-test at p-value < 0.001.
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Fig. 4: The figure plots mean accuracy for a true novel class (not seen in the
train set) for different participants in fMRI dataset. In the figure our proposed
approach (referred to as NSM-PB) is compared against LM-PB, LM, NSM
and ConSE. The difference of NSM-PB against LM and ConSE is statistically
significant at p-value < 0.001 using a two sided t-test. In this experiment, we test
the ability of NSM-PB to predict a novel class from among the set of all possible
classes. The average results for NSM-PB, LM-PB, ConSE, LM and NSM: 0.2389,
0.2000, 0.0533, 0.0522 and 0.0661 respectively.
In the end, we tested NSM-PB against LM and ConSE on 2 much bigger
datasets called wiki10+ ( [26]) and another tagging dataset called delicious
[23]. The wiki10+ dataset contains 20K+ instances with more than 5000 unique
labels. We created 100 different test-train splits with each test set consisting
of 100 zero-shot labels, while the train set consisting of all the other labels.
The classifier had to choose the correct label from the set of all possible labels,
that is both train and test labels. It means that the classifier didn’t have prior
knowledge whether a test instance was a zero-shot label or not, which is close
to the real life situation for a classifier. Since a given url can genuinely have
multiple correct labels, we decided to test the accuracy of the method using the
top-K selection of predicted labels. It means that the prediction was considered
accurate if the top-K predicted labels contained the correct label.
The delicious dataset contains textual data of web pages along with their tags.
It contains 500 features and 983 unique labels. The cardinality of the dataset
is 19.020. If a given sample had more than one label then we replaced it with
one row in the data with the row corresponding to one of the labels (randomly
chosen). For example, if a sample x had labels (a, b) then we randomly included
either (x, a) or (x, b) in the dataset. We created 100 different test-train splits with
each test set consisting of 100 zero-shot labels, while the train set consisting of
all the other labels. As a result the total number of labels in the data
reduced to 400+. The classifier was made to choose the correct label from the
set of all possible labels, as in the previous case. We decided to test the accuracy
of the method using the top-K selection of predicted labels. It means that the
prediction was considered accurate if the top-K predicted labels contained the
correct label.
We can see in Table 1 that NSM-PB outperforms the other approaches by a
significant margin for varying levels of K. We can see that NSM-PB performed
respectably even for K=5, which is a very small value considering that the clas-
sifier has more than 5000 labels to choose from. We can see very similar results
in Table 2 that NSM-PB again outperforms all other approaches for varying
values of K. We observe that NSM-PB performs better for smaller values of K,
as well as larger values of K, which is impressive given that the total number of
classes to choose from was quite large. The performances were far better than
for a random classifier.
K NSM-PB LM ConSE
5 0.0509 0.0320 0.0433
10 0.0924 0.0492 0.0822
20 0.1486 0.0721 0.1350
Table 2: The value of accuracy for different methods on delicious dataset. A given
prediction is considered accurate if top-K labels in the prediction list contain the
correct label. Results are statistically significant using t-test at p-value < 0.001.
Reproducibility
We share the codes used for the given experiments at http://bit.ly/1RCNlwR.
The values of α and λ in Equation (1) that give best results are 0.1 and 0.5 re-
spectively. In case of ConSE, we use a multi-class logistic regression classifier for
predicting class probabilities. The values of parameter T (i.e. number of top-T
nearest embeddings for a given instance) in ConSE that gave best result was 5.
The dimensionality of the learned property embeddings in the experiments was
10.
Conclusion
In many web applications, a number of instances are labelled constituting a sub-
set of the entire set of possible labels. Most of these systems utilize semantic
embeddings to learn correlation between different labels. Recently, there have
been some advancements in the area of semantic embeddings leading to wide
popularity and easy availability of pre-trained semantic embeddings. In this pa-
per, we use these pre-trained semantic embeddings to improve a linear zero-shot
classifier in a multi-class classification setting. We first illustrate the problems
with linear zero-shot classification systems that use semantic embeddings. We
also highlight problems of classifiers that are not sensitive to neighborhood of a
label in semantic space. Afterwards, we develop an insight into extracting prop-
erty embeddings that better correspond to learnable features in the data. We
show that NSM and LM both work better when supplied with such property vec-
tors instead of semantic vectors. In addition, we show that NSM, which is based
on minimizing an approximation to generalization error performs better than
LM. Similarly, NSM-PB outperforms LM-PB, ConSE and LM, which proves the
effectiveness of using property embeddings and neighborhood sensitive approach
to zero-shot classification.
Future Work
In this work, we have observed that relearning semantic embeddings can really
improve the quality of classification results. Although, In this paper we restricted
the analysis to extracting linear property embeddings. In the future, we will
extend the work in the direction of learning property embeddings from non-linear
data with max-margin non-linear classification. We will also create a multiple
kernel version of the proposed approach. We believe that it would drastically
improve the quality of the results for complex data with multiple non-linearities.
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