Similarity search in time-series databases finds such data sequences whose changing patterns are similar to that of a query sequence. For efficient processing, it normally employs a multi-dimensional index. In order to alleviate the well-known dimensionality curse, the previous methods for similarity search apply the Discrete Fourier Transform (DFT) to data sequences, and take only the first two or three DFT coefficients as organizing attributes. Other than this ad-hoc approach, there have been no research efforts on devising a systematic guideline for choosing the best organizing attributes. This paper first points out the problems occurring in the previous methods, and proposes a novel solution to construct optimal multi-dimensional indexes. The proposed method analyzes the characteristics of a target time-series database, and identifies the organizing attributes having the best discrimination power. It also determines the optimal number of organizing attributes for efficient similarity search by using a cost model. Through a series of experiments, we show that the proposed method outperforms the previous ones significantly.
Introduction
A time-series database is a set of data sequences, each of which is an ordered list of elements. Similarity search is an operation that searches for the sequences or subsequences whose changing patterns are similar to that of a given query sequence [1] , [2] , [7] . For example, consider a time-series database that stores the stock history data. Similarity search is of growing importance in many new applications such as data mining and data warehousing [6] .
Most approaches for similarity search regard a sequence with n elements as a point in n-dimensional space, and define the basic similarity of the two sequences by using the Euclidean distance between their corresponding points [1] , [7] , [10] . They also use a multi-dimensional index such as the R-tree, R * -tree, and R + -tree for efficient handling of multi-dimensional points. To avoid the dimensionality curse [1] , [4] , [8] in a multi-dimensional index, they usually apply the Discrete Fourier Transform (DFT) [9] to data sequences, and select the first two or three DFT coefficients as organizing attributes of the multi-dimensional index [1] , [7] .
Manuscript received August 7, 2006 However, there have been no research efforts to devise a systematic approach for selecting the best organizing attributes from a set of DFT coefficients. This paper mainly focuses on this issue. First, we point out the performance problem of the previous methods, and then propose a novel method for constructing a multi-dimensional index as its solution. The proposed method analyzes the characteristics of a target time-series database, and then selects the organizing attributes of the multi-dimensional index with a high discrimination power. It also determines the optimal number of organizing attributes for efficient similarity search using the proposed cost model. We compare the proposed method with the previous ones to verify its effectiveness.
Previous Work

Similarity Search
The similarity measure of any two sequences, X = (x 1 , x 2 , ..., x n ) and Y = (y 1 , y 2 , ..., y n ), widely-used in a timeseries database, is the Euclidean distance D(X, Y) [1] , [7] defined as follows:
Similarity search is defined as the operation that finds such data sequences Y whose Euclidean distances to a query sequence X are within a given distance tolerance ε.
Index Construction
Typically, previous methods [1] , [2] , [7] , [10] regard sequences with n elements as points in n-dimensional space, and utilize a multi-dimensional index for indexing them. The storage and computation costs of a multi-dimensional index grow exponentially with n [4] , [8] ; The multidimensional index suffers from serious performance degradation when n is large, which is general in a time-series database [1] , [2] . We call it dimensionality curse.
To overcome such a problem, the previous work usually depends on dimensionality reduction techniques using the Discrete Fourier Transform (DFT) and the Discrete Cosine Transform (DCT) [9] . The DFT converts a sequence
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where j is the imaginary unit (= √ −1). The Parseval's theorem proves that the energy of a sequence in time domain is always identical to that of the same sequence in frequency domain. Therefore, the DFT preserves the features of a sequence after the conversion. In addition, the first few DFT coefficients contain a majority of the energy of the sequence in frequency domain.
Using these two properties, the previous methods [1] , [2] , [7] take the first k (k n) DFT coefficients from the sequences after conversion, and construct a multi-dimensional index with 2 × k coefficients as organizing attributes. Since k is much smaller than n, the storage and computation costs of a multi-dimensional index reduce significantly. However, they introduce the false match [1] because a candidate set obtained from index searching contains such sequences whose actual distances to a query sequence are not within the distance tolerance ε. This is mainly due to the energy loss caused by the DFT coefficients excluded for organizing attributes. Therefore, they make a candidate set go through the final validation step for detecting and discarding false matches.
Problems
The cost of processing similarity search consists of two parts: the index access cost for index searching and the object access cost for resolving false matches. In case of large k, similarity search requires a small object access cost thanks to little energy loss, but a large index access cost due to the problem of the dimensionality curse. In case of small k, on the contrary, the index access cost becomes smaller while the object access cost gets larger. Therefore, it is desirable to devise a systematic method that constructs an optimal multi-dimensional index that minimizes both the object access and index access costs simultaneously. The previous methods have the following problems in the sense of optimality in constructing their index structures.
1. They simply consider the energy level of the DFT coefficients as criteria in choosing organizing attributes. We know that the organizing attributes should have a discrimination power higher than others. A high energy level, however, does not always imply a high discrimination power. For example, it is worthless to choose a DFT coefficient having the highest level of energy if all the sequences in a database have the same level of energy for this DFT coefficient. 2. They do not provide a systematic guideline for determining the optimal number of organizing attributes. The previous methods just recommend the first two or three DFT coefficients. However, we expect that the optimal number of organizing attributes would be dependent on the characteristics of a target database. 3. They take both of the real and imaginary parts of a DFT coefficient together as organizing attributes in index construction. However, the real and the imaginary parts have different discrimination powers even though they come from the same DFT coefficient. Therefore, it is better to treat them independently.
Proposed Method
Basic Idea
We propose to use the following strategies to solve the problems aforementioned.
1. The real and imaginary parts are treated separately even though they are from the same DFT coefficient. For this separation, the new terminology, the element coefficient is defined as the real or the imaginary part of a DFT coefficient. Thus, the task of choosing organizing attributes is performed in the unit of element coefficients. This means that real and imaginary parts of a DFT coefficient are independently evaluated in the process of choosing organizing attributes. As a result, it is possible that while the real part of a DFT coefficient has been chosen, its imaginary part has not been chosen as organizing attributes. It is also possible that the real part of a DFT coefficient has not been chosen while its imaginary part has been chosen as organizing attributes. 2. The standard deviation of the element coefficient defined below is used as criteria in choosing organizing attributes.
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A large standard deviation of an element coefficient implies that a large number of sequences in a database have different levels of energy for that element coefficient. Thus, we say that the larger the standard deviation, the higher the discrimination power. In this sense, the element coefficients to be included in organizing attributes are those with large standard deviations. 3. We analyze the characteristics of a target database in advance using a cost model. Through this analysis, we estimate the index and object access costs, which are used subsequently to determine the optimal number of organizing attributes.
Cost Model
Similarity search requires both index and object accesses. Because the cost of disk accesses typically dominates in a time-series database environment, we develop a cost model that mainly considers the number of disk accesses. Assuming that the R * -tree, the most popular multi-dimensional index at present, is employed for indexing, our cost model combines and extends the previous ones [3] , [5] that use the fractal dimension D 0 and the correlation fractal dimension D 2 .
Our cost model is based on the following equation.
It becomes the fractal dimension when q = 0 and the correlation fractal dimension when q = 2. Here, p i is the number of points inside the i th cell when we divide the multidimensional space into the hyper-cubic grid cells of side r. In reality, these values are obtained by the algorithms presented in [3] .
Index Access Cost
The index access cost is estimated by the following expression proposed in [5] .
Here, N is the total number of data sequences, and k is the number of organizing attributes participating in the R * -tree. C eff , the average number of entries per node, represents the effective capacity of a node of the R * -tree. h is the height of the R * -tree (the root is assumed at level j = 0 and the leaves at level j = h−1). ε is the distance tolerance given with a query sequence, and σ j is the side of the square minimum bounding rectangle (MBR) of a node at level j. Based on the fractal dimension D 0 , σ j is actually computed by the expression:
Object Access Cost
The object access cost is estimated by the expression, a slightly modified version of the one proposed in [3] .
Here, D 2 is the correlation fractal dimension, n is the number of elements in a sequence, and ε is the distance tolerance. α is the sum of standard deviations of element coefficients not chosen as organizing attributes. Vol(ε+α, ) is the all set to 512 bytes. Every sequence was stored in a separate page to nullify the clustering effect. Figure 1 shows the experimental results. The X-axis is the distance tolerance submitted with a query sequence, and the Y-axis is the average number of disk accesses (object accesses+index accesses), which actually occurred during processing 1,000 query sequences. For indexing, previous methods took the first two or three DFT coefficients, respectively, as organizing attributes while our method used the element coefficients chosen by Algorithm 1.
Experimental Result
The figure shows that (1) the performance improvement of our method is significant (from 2 times to 100 times), and (2) the performance benefit gets larger when the distance tolerance becomes small. This is quit desirable since users are normally interested in just a few number of final answers in actual situations. We also performed the experiments using different sets of data and query sequences but the results appeared similar. Therefore, the experimental results verified that the proposed method improves the performance of similarity search greatly.
Conclusions
A multi-dimensional index is essentially used for efficient similarity search in time-series databases. Since searching in high-dimensional space suffers from the dimensionality curse problem, most previous methods employ the dimensionality reduction techniques such as the DFT to convert the sequences into the points on low-dimensional space. However, there has been no discussion on the systematic way that guides 1) which coefficients are to be chosen, and 2) how many coefficients are to be selected in constructing the index for efficient query processing. This paper dealt with this issue and proposed a unique method that enables to construct an R * -tree for efficient similarity search. First, it regards the real and imaginary parts of a complex DFT coefficient separately in order to prevent the element coefficients with a low discrimination power from being chosen as organizing attributes. Second, it selects the element coefficients with a high discrimination power. As criteria for evaluating a discrimination power, it uses the standard deviation. Third, using the cost model appropriate for similarity search, it estimates the costs of the index and object accesses, and determines the number of organizing attributes systematically.
For choosing good organizing attributes, our method requires an additional analysis process, where it reads all the sequences for computing the standard deviation of every element coefficient. Thus, it requires an extra cost of accessing an entire time-series database from disk. However, we note that this analysis process is performed off-line, thus does not affect the performance of on-line query processing. The experimental results show that the proposed method outperforms the previous ones considerably.
