Abstract. The requirements and specification of a protocol for low level communication between the run-time systems in a distributed Ada environment is presented. This allows an Ada system to be separated into software resources and runtime controllers. Calls to the local run-time system of a node, concerning task management, are transformed into remote calls to the controller, that schedules all tasks in the application. The calls to the run-time system together with all messages, requests and replies, that are triggered as a consequence, are described. The controller will be implemented in hardware separate from the processors. Communication between processors and controllers are by means of high speed (Gigabit) networks. In the proposed system, partitioning and distribution of Ada programs can fully utilize the inherent and strong type checking in Ada.
Introduction
The complex tasking model of Ada requires an extensive run-time system, RTS. As the need for efficiency and speed continuously increases, and since Ada is standardized, implementing a run-time system in hardware becomes more favorable.
The services provided by the run-time system are not standardized, but in most cases the differences are small between different environments. For example, a delay statement is usually translated into a call to a delay subroutine in the RTS.
Real-time applications demand high efficiency in task management. For example, the time to perform a task switch, to make entry calls, and to accept an entry call should be as low as possible. In the same way as graphical routines are implemented in hardware to increase performance, or as floating-point mathematics are implemented by a floating-point co-processor, better performance may be achieved by implementing task management in hardware.
The current trend is also to distribute Ada units over a local network, to increase performance and/or reliability. One way to distribute Ada is to have separate programs that runs on different machines, or nodes. In this case the RTS on each machine run independently and schedule the tasks without consideration to other machines. However, if a single Ada program is to be distributed, it implies that both the code for the application and the code for the RTS are treated as a single entity.
Consider for example a system with three tasks distributed on two nodes, see fig 1. Assume that the tasks named T1, T2 and T3 have priorities 1, 2 and 3 (where 3 is highest priority). The program is partitioned so that T1 and T2 executes on one node and T3 on the other. Assume further that T1 waits at an accept statement and T3 makes an entry call to T1. Task T3 makes an entry call to T1 causing T2 to be suspended, even though T2 has highest priority on Node1.
If the distribution is effected by two separate programs, the tasks on each node may be scheduled separately, so that the task with highest priority on each node is selected to execute, i.e. task T2 on Node1 and T3 on Node2. (The example is somewhat theoretical, since rendezvous is not defined between separate programs, and priority in separate programs not necessarily must be correlated.)
However, if a single Ada program is to be distributed, the program would be erroneous if the task with the highest priority on each node is scheduled to execute, i.e. T2 and T3 respectively. According to the definition of Ada Language Reference Manual [1] , LRM9.8(4):
"If two tasks with different priorities are both eligible for execution and could sensibly be executed using the same physical processors and the same other processing resources, then it cannot be the case that the task with the lower priority is executing while the task with the higher priority is not."
Distribution is implicitly mentioned by the usage of processors and resources. In this specific case, all tasks are eligible to run. T3 calls T1 and since T3 has highest priority, it cannot be the case that T2 is executing and suspending T1 and consequently suspending T3. Naturally, Ada permits task T3 and T2 to execute simultaneously even if T2 has lower priority, for all cases where the processor resources are not limited (in this example, as long as T3 does not call the entry of T1 when T1 is eligible to execute).
Note that to have T2 suspended is not priority inversion. T3 with highest priority is being served by executing T1. The priority of T1 is raised to the level of T3 (if higher), in accordance with the priority inheritance rules in Ada.
The Controller
The development of computer hardware are currently in the direction of reduced instruction set computers (RISC). This is in the opposite direction of the requirements for an Ada computer such as the D80A [2] , Thor [3] or Rational. However, in these designs the most complex instructions apart from constraint checks are the instructions for tasking. Since the tasking is so closely related to the language, a separation of the execution of the task administration and scheduling from the RTS can be more optimal. With this separation, compiler vendors can make the most use of future improvements in new processor technology (RISC or CISC). To reduce the computational load of the RTS, dedicated hardware, the Controller, is going to be used for the scheduling. A study supported by the European Space Agency, ESA [4] , has shown that the calls to the RTS is very similar for quite a large set of Ada compilers. It is thus possible to make a chip, the Controller, that can be used for several compiler vendors.
The RTS of each node, where an Ada application is executing, transforms each call concerning task management into a remote call to the Controller. The Controller schedules all Ada tasks in the application. See fig. 2 .
There can be more than one Controller chip running in a network. One of them acts as a master that schedules the execution of tasks. The other Controllers mirror the activity in the network, and in the case of a failure in the master, it is replaced by one of the backup Controllers .
A complete description of task states and transitions are given in [5] , with a formal description of the semantics using the Z notation. The specification language Z is described in [6] . This specification of the tasking model is intended to be used when implementing the Controller. The implementation issues are beyond the scope of this paper.
The Medium
The protocol should be medium independent. Two possible media are considered here, Ethernet and Fiber Optics.
Ethernet is a commonly used medium for local networks, but with its transmission speed of 10 Mbit/s it is too slow to be competitive to a normal run-time system, where task switch times are in the magnitude of 100 µs. The size of an Ethernet package is required to be at least 64 bytes, of which 46 bytes are data. To send a packet thus takes minimum 51.2 µs. The interpacket gap time is about 10 µs. To send a request to the Controller and receive a reply takes at least 120 µs.
Collisions are automatically detected and requires retransmission after a randomly chosen delay. The delay of the n-th retransmission is chosen as an integral multiple of 51.2 µs. The integral is a uniformly distributed random number r in the range 0 v r v 2 k where k + min(n, 10)
The first retransmission can be delayed up to 102 µs, while the tenth retransmission can be delayed as long as 52.4 ms.
5-byte header
48-byte information block A fiber optic link has a much higher transmission speed. For example, in SONET/SDH [7] , the line rate is a multiple of 51. 84 
Test Implementations of the Protocol
The protocol can be implemented and tested, using Ethernet. For testing purposes, the lower speed is not necessarily a disadvantage. However, a practical use of a system with a distributed Controller is highly dependent of speed, making optical fibers an attractive choice.
The protocol can also be implemented and tested on the same network used for other applications. Commonly used protocols on Ethernet are the TCP/IP and UDP/IP protocol suites [8] [9] [10] .
The Controller protocol will at first be implemented on top of the UDP/IP protocol, to avoid interference with the normal traffic. UDP/IP provides a low-overhead communication. The protocol is transaction-oriented, and delivery and duplicate protection is not guaranteed. Some of the features of UDP/IP, such as routing, is not wanted, but this will only affect speed not functionality.
Protocol Requirements
High transmission speed as well as low protocol overhead are crucial for the distributed Controller, if it should be competitive with local tasking support. The protocol has to be specialized for its task, thus, features such as file transfer will not be included. The overhead is minimized, by using a simple protocol stack with relatively few layers.
The protocol should be oriented towards transferring datagrams (or packets of data, in ATM referred to as cells), rather than byte-streams. In most cases, a message is small enough to fit in one cell. All nodes should reside in the same local area network, so that no routing is necessary (thus avoiding fragmentation/reassembly due to low capacity routers).
The protocol should be connection-oriented in the sense that if the peer address is not known in advance it is determined (only once), before datagrams are transferred. The connection is assumed to be used for a long time, to send many datagrams. Connections to the Controller are assumed to be closed only for node failures, while connections between nodes are closed when the distributed resource is no longer available. All parameters should be determined in advance, to eliminate the need of negotiation about connection parameters, such as maximum datagram size, way to acknowledge data, whether or not sequence numbers are used etc., before datagrams can be transferred.
A message is a piece of information that is to be sent across the network. There are three kinds of messages, listed below. To distinguish a generic meaning of message from the specific messages described below, the latter are written with italics whenever needed.
1. a message is not followed by a reply. It is acknowledged.
2. a request is a message that expects a reply.
3. a reply must be sent after a request. It is acknowledged.
A request implies that an action is required to be performed by the Controller. It is always answered with a reply; a node is not allowed to send more than one request without receiving a reply. The reply indicates whether the action is to be suspended, continued or canceled. If the action is suspended, it is eventually continued or canceled by the Controller sending a message. A message thus indicates an action to be taken, which is not immediately preceded by a request.
Requests are always sent to the Controller, and replies are always sent from the Controller. Messages are either sent from the Controller, because the occurrences of an event has made an action necessary; or sent directly from one node to another.
Acknowledgements are used to insure reliability. In case of timeout while waiting for acknowledge, the message has to be retransmitted. After a certain number of unsuccessful trials, the operation has to be aborted and the application program notified that a node failure has occurred.
In most cases, the 48 bytes in one ATM-cell is sufficiently large to hold the information in a message, in fact a reply is always less than 48 bytes. In the case of larger messages, the cells has to be sequenced on arrival, since a single cell in a long message may be lost. Sequence numbers are used for this purpose. Long messages are acknowledged up to some sequence number; this number is the only information sent in an acknowledgement.
A checksum of the complete message should be used, preferably calculated and checked using hardware. An erroneous checksum causes a negative acknowledgement to be sent. The loss of an acknowledgement causes retransmission, even though the message has been received with a correct checksum. Using sequence numbers, one can detect retransmissions due to a lost acknowledgement. Such messages can be discarded, but they must of course be acknowledged (or replied since a reply is considered as an acknowledgement of a request).
Protocol Specification
All (current) states and state transitions of all tasks in the system are stored and managed by the Controller. How this is done is not relevant for the protocol. A node that reaches a synchronization point, such as a delay statement, an accept, a select-accept-or-terminate etc., sends a request to the Controller. The Controller is responsible for scheduling tasks, and determines if a rendezvous is possible, if an entry call has to be queued etc.. The reply contains information about which task that should execute. When receiving the reply from the Controller, the RTS executes the task scheduled to run, by making a context switch.
Since the task management in Ada is so complicated, only a selection of all possible cases are shown in the following sections. For example, the abort statement is not included and dependencies of task access types are not handled.
At the lowest levels of communication the contents of a cell, is normally expressed in bytes. The first fields of the information block of each cell contain the sequence number, the sort of message and the action to perform. One bit, named C, indicates if the message is longer than 48 bytes, and thus if the message is continued in the next cell. C=0 in the last cell, or if a single-cell message is sent. The rest of the block is used for the actual message. See fig. 4 There may not be more than one outstanding request from a node, without a reply. Messages may arrive at any time after a request. Due to race conditions, messages may arrive between pair of request-replies, as shown in figure 6 . In this case, it is not necessary to do context switching while waiting for the reply. The Controller must re-schedule all tasks and the following reply will contain a correct decision.
All messages and replies from the Controller contain the ID of the task to execute, i.e., the task to which the message belongs. The reason is that a message may arrive at any time, even between a request and a reply. 
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Entry Call
In the RTS, the specification of a simple entry call looks like the following example (in most cases):
procedure Entry_Call (Task_ID : Long;
Entry_Nr : Long; Parameter_List : Long);
The implementation can for example be that Task_ID is an address to a task control block and Entry_Nr enumerates the entries of each task, including families of entries where each member of the family gets its own number. The Parameter_List can be an address to a data block.
A call to the RTS for a simple entry call will trigger a series of actions, the description below is divided into two parts: initiation and completion. Conditional and timed entry calls are very similar; there are a few additions, which are explained in section 6.2 and 6.3.
Initiation.
A request for rendezvous with the specified task's entry is sent to the Controller. Task_ID uniquely identifies a task in the system, and Entry_Nr identifies the entry of the task. The Controller determines if a rendezvous is possible.
A request for an entry call contains the following data. The id of the task to execute is returned in Execute_Task. Action can be one of the following: Context_Switch, Entry_Call, Entry_Call, or Raise_Tasking_Error.
There are four alternatives to handle, listed below.
If a rendezvous is not immediately possible, the calling task (indicated by
Execute_Task) must be suspended. The call is added to an entry queue by the Controller. A context switch (to task Switch_To_Task) is effected by the RTS. If no task is eligible to run, the processor may idle.
The Controller will eventually send a message to the RTS, either requesting the suspended task to be resumed or informing the RTS that the called task has completed (or has become abnormal). In the first case, the RTS must continue with the entry call, pass the parameters and switch tasks. In the second case, Tasking_Error should be raised.
This message is almost identical to the reply to the entry call, except that Message_Sort is message.
2. If a rendezvous is immediately possible, and the called task resides locally, the parameters are passed to the called task, followed by a context switch to allow the called task to execute. The Select_Alternative is required since a select-accept statement can contain several alternatives for the same entry. The Controller makes the decision of which alternative to select.
3. If the called task executes on another node in the system, the location is given in Entry_On_Node (non-zero). A message for remote entry call is sent by the calling node directly to that node, followed by a context switch to Switch_To_Task. The message is shown below.
Message for remote entry call: The To_Task_ID and Entry_Nr are used to identify the entry on the remote node. The In_Parameter_List contains all parameters needed for the specific entry call, packed in a data block. Only the in and in out parameters has to be packed and transmitted (similarly, at the end of the rendezvous, only in out and out parameters are sent).
4. The last possibility is that the called task is not callable, i.e. abnormal, completed or terminated. The Controller evaluates the attribute T'Callable to False, and replies that a Tasking_Error should be raised. The task indicated by Switch_To_Task continues to execute.
Completion. The rendezvous can be completed normally by the called task reaching the end of the accept, or abnormally by an unhandled exception occurring during the accept. In either case, the Controller must be informed of this event first. The request is shown below. The action can be Send_End_Rendezvous or Context_Switch.
If no exception has been raised Send_End_Rendezvous is selected; a reply to the called task is sent, to make it complete the rendezvous by returning all in out and out parameters to the caller. After that, the context is switched to Switch_To_Task. If an exception was raised, the reply will contain the action Context_Switch (the exception ID is known on that node).
A message is sent by the controller to prepare the calling task to read in out and out parameters, and change context (if necessary). If an exception was raised, no parameters are returned. 
Conditional Entry Call
This case resembles the simple entry call, with one addition. If rendezvous is not immediately possible, the task is not added to an entry queue; instead the execution continues with the else part.
The request for a conditional entry call has a different Action:
The Action in the reply, can in addition to the values for a simple entry call, have the value Continue. This means that the else part should be executed.
Timed Entry Call
This case is also similar to the simple entry call, with one addition. If rendezvous is not immediately possible, the Controller adds the suspended task to an entry queue. If the delay time expires before a rendezvous can occur, the tasks are rescheduled and a message to the RTS with the task to execute is sent. If the value of Expiration is equal or less than zero, the semantic meaning is the same as for a conditional entry call.
The request for a timed entry call has the Action value
The Action in the reply can have value Continue, in addition to the values for a simple entry call. This means that the statements after the delay is to be executed.
Accept
The request is as follows:
Message_Sort : Word := Request; Action : Word := Accept;
From_Task_ID : Long; Entry_Nr : Long;
The reply is:
Message_Sort : Word := Reply; Action : Word; Execute_Task : Long; Switch_To_Task : Long;
The action can be Context_Switch or Do_Accept. The latter indicates that rendezvous is immediately possible. A Context_Switch reply must eventually be followed by a message when rendezvous is possible. The purpose of sending a Do_Accept message is failure detection; the absence of an expected remote entry call may be detected by the node. Furthermore, the node may receive a remote entry call, and immediately switch to a different task than the call was addressed to, without consulting the Controller (with a request and a reply). The message is as follows:
Message_Sort : Word := Message; Action : Word := Do_Accept; Execute_Task : Long; Switch_To_Task : Long;
Selective Wait
In the selective wait, there must be at least one accept alternative. In addition there may be one terminate alternative, one or more delay alternative or one else part; the three possibilities are mutually exclusive. Each select alternative (not the else part) may have a guard that must be evaluated before calling the Controller. The Action can be Context_Switch, Do_Accept, Continue or Terminate. Do_Accept indicates that rendezvous is immediately possible. A Context_Switch reply must eventually be followed by a message when rendezvous is possible. Continue means that the else part shall be executed and Terminate means that all dependants have terminated and the task may terminate.
Delay
The calling task requests itself to be delayed Amount seconds. The resolution of Duration'Small and System.Tick will vary, but assuming there is a way to represent the time interval using Long, the request is: 
Creating Tasks
Task objects that are elaborated in the declaration part for example in a procedure, are activated in parallel before the first statement. They may have different requirements on priority and different number of entries. Furthermore, they may depend on different masters. They are added to a group, that is activated in parallel. With this model, tasks belonging to the same group must reside on the same node. The group id (the group is created if it does not exist) is returned in the reply, together with the (system-wide unique) task id. The first statement following the declarative part is executed only after conclusion of the activation of these task objects. Thus, each task sends a request to the Controller when it has finished its activation, with Action := End_Activation. The reply contains a Context_Switch.
Terminating Tasks
A task signals the completion of its execution by the message The reply is The Action is Terminate or Switch_Context. The latter means that termination is not immediately possible, since there are dependent tasks that has not terminated, and not waiting at a terminate alternative. It is eventually followed by a message to terminate the task, when all dependents are, or can be, terminated.
Safety
Node failure
There may be different kinds of node failure. In this paper, we only handle simple communication errors, and the case where a node silently ceases to exist. Other errors could involve nodes that respond in an erroneous way, or even send out erroneous requests. Such so-called Byzantine errors [11] can be very complex and difficult to handle.
All processors that are up and running regularly send heartbeats to the Controllers [12] . Absence of heartbeats indicates failure, but the Controller should query the silent node, to find out if the node is still operating before considering it a failed node.
Nodes that produce an incorrect checksum, or does not acknowledge messages, is detected either by the Controller or by other nodes. After several unsuccessful tries, this is reported to the Controller, which considers it a failed node.
A task making an entry call to a task on a failed node must result in an exception being raised; the exception Node_Failure is used for this purpose. If the Controller has gained information about the node failure, a request (e.g. for an entry call) immediately results in the exception Node_Failure.
However, it can be the case that the Controller is unaware of the node failure. It will give permission for an entry call, but the entry call will never be completed. Eventually, the Controller will detect the failure (by missing heartbeats or by timeouts). It must then reschedule all tasks and then send a message to raise Node_Failure in the calling task.
Controller failure
As said earlier, there is one master Controller that schedules the execution. Safety can be increased by using several backup Controllers.
For a backup to determine that a master has failed, a silent failure model is again used, together with a timeout mechanism. In order to achieve higher degree of reliability against non-silent errors (a node that sends out an erroneous message or reply), a voting mechanism can be used. This requires at least three Controllers, assuming we have a broadcast medium where all messages can be observed by all nodes. Two backups that discover an erroneous message from the master, and furthermore agree upon the proper message, can request the master to shut down. One of the backups becomes the new master.
In case of a master sending garbage, which can easily be detected by each node using the checksum, there is no consequences except of delaying the correct messages (and of course potentially missing a deadline). If the checksum is correct, the situation is more serious. It may be impossible to undo an error that has already been introduced by the failed master (e.g. by selecting wrong task to execute, raising a false exception or denying a possible rendezvous).
In Ada, the selection of task to execute is non-deterministic, if there are several ready tasks with the same priority. Also, the selection of entry in a select statement is non-deterministic, if there are several open alternatives. However, several identical controllers applying the same scheduling algorithm to the total task state should obtain identical decisions. Thus, if the master selects one ready task to execute, not violating any selection rules, and two backups agree on a different task, the master must be considered as failed. This can prevent future malicious master errors.
Future Work
The Controller will first be implemented in Ada on an Ethernet-based network. The next step is to fully describe the Controller in VHDL [13] , and finally to test the implementation in a fiber optical system.
