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自然语言是一个由较小语言成分逐步递增地形成较大语言成分的符号体系, 这就是自然语言的毗连
性 ( concatenation)。通过毗连, 自然语言符号串可以逐步增长扩张, 这就是自然语言的生成性 ( genera-
t ion)。自然语言的毗连生成体现出由小到大的递增性, 弗雷格 ( F rege) 用语句函项的思想来分析其构
造过程, 即把某一语言成分当作函项, 把旁边的成分当作函项的主目, 把两个成分的毗连当作函项运算
获得的结果。这就是范畴类型逻辑从运算的角度揭示自然语言构造规律的基本思想。在范畴类型逻辑看




例如: 在自然语言中, 普遍存在着类似 / John hitsM ary0 这样的语句, 其中的及物动词 h its具有双
重不完全性, 它需要两个范畴标记为 np的名词短语或专名才能毗连生成为范畴标记为 s的语句。这就
使得我们在对这样的语言事实进行适当的形式化描述和信息处理时, 需要找到能够分别描述出现在及物
动词左边和右边的 np所蕴含的信息的方法。为此, 巴 -希勒尔 ( B ar- H illel) 于 1953年引入了范畴形
式为 B /A的向前搜寻函子 ( forw ard look ing functors) 以及范畴形式为 A、B的向后搜寻函子 ( backw ard
look ing functors)。
[ 2]
B /A要求所缺失的部分在其右边, 且 / /0 在句法上起着联结词的作用, / /0 叫作
/右斜线 ( righ t slash) 0。当函子范畴 B /A对其右边的主目范畴 A进行运算时, 就得到取值范畴 B, 即
B /A + A= B。类似地, A \B要求所缺失的部分在其左边, 且 / \ 0 在句法上也起着联结词的作用,
/ \ 0 叫做 /左斜线 ( left slash) 0。当函子范畴 A、B对其左边的主目范畴 A进行运算时, 就得到取值






本文把研究重点直接转向照应线 ( anaphora slash) / t 0。
需要说明的是, 虽然函子范畴与函项算子有所区别: 函子范畴具有运算的方向性, 且函子范畴的写
法已经表明其主目范畴和取值范畴分别是什么, 但是函子范畴与函项算子的共同点是它们都具有运算功
能。为了便于记忆和理解, 在本文中, 把 /左斜线 \ 0、 /右斜线 /0 和 /照应线 t 0 这三个函项算子分
别称作 /左毗连算子 0、 /右毗连算子 0 和 /照应算子0。本文还将用到表示相邻范畴直接毗连的乘法算
子 / # 0, 例如, A# B表示两个相邻范畴 A与 B直接毗连生成复合范畴 A# B。
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一  兰贝克演算
范畴类型逻辑是使用运算和推演的手段描述自然语言的形式化工具, 其核心思想就是: 语言认知就
是数学计算, 语法分析就是逻辑推演。莫特盖特 (M oo rtgat) 用三个等式概括出范畴类型逻辑的思想精





1958年数学家兰贝克提出了兰贝克演算 ( Lambek C alcu lus, 简记为 L) , 它是从句法的角度来表现
范畴语法的一种代数系统, 其目的是获得一个能行的算法来区分语言中句子和非句子。兰贝克演算是古





1983年范本特姆 ( van Ben them ) 从句法角度为兰贝克演算配上了 K-词项, 这使得兰贝克演算演变
成建立在类型逻辑语义学基础上的范畴语法。 1995年卡彭特 ( Carpenter) 引进根岑后承表述方式对兰
贝克演算加以改进, 使其更加接近逻辑。这是因为: 这样的兰贝克演算的范畴符号与蕴涵逻辑的命题变
项、范畴的斜线 ( slash) 联结词与命题的蕴涵联结词之间存在某种对应, 这说明范畴的合语法的范畴化
与逻辑系统的有效演绎之间在结构上是相似的。
[ 6]
2005年, 贾戈尔 ( J¾ger) 建立了带有受限缩并规则的兰贝克演算 ( Lambek C alcu lus w ith L im ited
Con traction, 简称 LLC逻辑 ) , LLC逻辑能够简明高效地处理自然语言中的诸多照应现象
[ 7]
。兰贝克演




一, 语言学界、逻辑学界和计算机科学界一直在为寻找简洁高效的处理方法而苦苦地 /上下求索0, 因
此, 出现了各种各样的处理照应现象的方法。比如: 仅在 20世纪 90年代, 坎普 ( K amp ) 和海姆
(H eim ) 提出了话语表现理论
[ 8]





。再比如: 对于像 / John hits him se lf0 中的反身代词 / h imself0 这样的照应
关系, 就有六种范畴处理方法
[ 11]
。通过对扎波雷斯 ( Szabolcs,i 1990 )
[ 12]
、莫特盖特 ( M oortga,t
1996)
[ 13]
、莫利尔 (M orr il,l 2000)
[ 14]
、亨普尔 (H epp le, 1990)
[ 15]
以及雅各布森 ( Jacobson, 1996)
[ 16 ]
等人处理照应现象的方法进行认真细致的比较后, 贾戈尔对亨普尔和雅各布森处理照应现象的方法进行
了改良。为了强调与左毗连算子 / \ 0和右毗连算子 / /0 的相似性, 2005年, 贾戈尔引入了照应算子
/ t 0, 并用 / At B0 来表示一个范畴为 A的语言符号需要一个范畴为 B的先行词, 从而另辟蹊径来处理
代词照应现象, 并把这一方法用来分析更广泛的自然语言的照应现象。为此, 贾戈尔通过下面的定义 1
对范畴机制进行了扩张:
定义 1 ( 1) 如果 A、B是范畴, 则 At B也是一个范畴; ( 2) S(At B ) = 3S( B ), S( A) 4。
这样, 代词的相应范畴就是 npt np, 并用 / himse lf) Kx1x: npt np0 来表示 him se lf这个词条。这里的
S是把范畴转变为类型的函数。






为了得到比语法组合逻辑具有更强处理能力的逻辑, 受雅各布森工作的启发, 2005年, 贾戈尔使
用照应算子 / t 0 这一新的联结词对兰贝克演算 L进行了保守性的扩张, 并把受限的缩并规则直接糅合
到这一新联结词的逻辑规则中, 从而得到了带有受限缩并规则的兰贝克演算, 即 LLC逻辑。
[ 18]
在 LLC逻辑中, 在原子范畴 A的聚合上的范畴 F的集合可以定义为:
定义 2 FJ = A, F \F, F#F, F /F, FtF
定义 3 一个语言符号的范畴为 At B, 当且仅当, 该语言符号需要一个范畴为 B的先行词, 如果存
在这样的先行词, 则该语言符号就具有像范畴为 A的一个词项的特征。
从语义上讲, 每一个代词都对应着一个恒等函数; 从句法上讲, 在 LLC逻辑中, 照应算子的引入使
得 AtB成为照应表达式的范畴, 因此, 代词的范畴就是 npt np。
[ 19]
由于 LLC逻辑是兰贝克演算 L的一个扩张系统, 因此要讨论 LLC逻辑的模型论, 我们就有必要先
讨论兰贝克演算 L的模型论。
三  兰贝克演算的模型论
兰贝克演算 L以及与其类似的类型逻辑演算常常用于自然语言的信息处理中。比如: 像 np, np\ s] s
这样的序列表示: 一个范畴为 np的语言条目右毗连一个范畴为 np、 s的语言条目, 就可以组成一个范
畴为 s的复杂条目。兰贝克演算 L的模型论就是研究句法范畴与其所划分的语言对象的集合之间关系。
这里需要说明的是, 模型论是语义学的一个分支, 它通过逻辑公式的方式对数学结构、映射、集合
等进行分类。我们可以根据哪些逻辑语句在模型中为真对结构进行分类。 /模型 0 这一术语最初源于





式: 兰贝克演算 L中的二元算子 \、#、 /以及相关算子是相对于三元关系进行解释的。
[ 21]
定义 4 三元框架
一个三元框架 F= 3W, R4是由一个非空点集W与在W上的三元关系 RAW 3组成。
具有结合性的兰贝克演算 L与结合框架这一特殊的三元框架有关。
定义 5 结合框架 ( associative frames)
一个框架 F= 3W, R4是结合框架, 当且仅当, 对于所有的 x、 y、 z、u、 vI W而言, 满足下面两个
结合律公设: ( 1) Rxyz
^
Rzuvy vw I W 1Rwyu
^
Rxw v且 ( 2) Rxyz
^
R zuvy v wI W1Rwvz
^
Rxyw
这里的集合W可以看作是语言符号的集合, 而 Rxyz的直观意思是 x可以按照先 y后 z的顺序分成 y
与 z。上面这两个结合律公设说明语言的组合具有结合性。比如, 这里的公设 1可以用初等树来表示,
其中第一个元素为根, 其他两个元素为叶子; 具体地说, 在 Rxyz中 x是根, 并按照先 y后 z的顺序分成
y与 z这两片叶子。
如果添加公式的解释函数, 此结合框架就变成兰贝克演算 L的模型。
定义 6 兰贝克演算 L的模型
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M = 3W, R, f4是兰贝克演算 L的模型, 当且仅当, 3W, R4是结合框架, 而且 f是从基本范畴的集
合到W的子集的函数。
我们可以把该函数 f扩展成所有的句法范畴和范畴串的解释函数:
定义 7 兰贝克演算 L的解释
令 B是基本范畴的集合, M = 3W, R, f4是兰贝克演算 L的模型, 则:
( 1) + p+M = f( p) , 当且仅当, pI B;
( 2) + A# B+M = { x v yI + A+M v zI + B+M 1Rxyz};
( 3) + A\B+M = { x P yI + A+M P z1Rzyxy zI + B+M };
( 4) + A /B+M = { x P yI + B+M P z1R zxyy zI +A+M };
( 5) + X, Y+M = { x v yI +X+M v zI + Y+M 1Rxyz}。
我们说一个对象 w相对于模型 M而言验证了一个公式或序列 ( sequence) X, 当且仅当, w是相对于
M而言 X的解释。我们说一个序列 X ( A是有效的, 当且仅当, 该序列总是为真; 即无论何时, 对象 w
都可以在模型 M中验证前件 X, 也可以相对于模型 M验证后件 A。
由定义 7可以看出: 兰贝克演算 L的模型和解释都体现了自然语言的毗连生成性, 这揭示了范畴运
算本身伴随自然语言的毗连, 以及范畴运算就是逻辑推演的思想。
1992年, 多森 ( DoÍen) [ 22]证明了下面的定理:
定理 1 兰贝克演算 L的有效性
5X] A, 当且仅当, 对于兰贝克演算 L的每个模型 M而言, + X+M A+ A+M.
多森 [ 1992] 证明了兰贝克演算 L相对于这种三元框架类而言既是可靠的又是完全的, 即兰贝克演
算 L的定理恰好是那些有效的序列, 这可表示为: L5X] A, 当且仅当, 5X] A。
在关系框架中给出解释的方法是一种非常普遍的方法, 而且我们可以通过各种方法对定理 1得到的
结果加以扩展。比如: 我们可以在三元框架中考察二元剩余算子族 ( a fam ily of b inary residuated opera-
to rs) 的解释, 一般而言, 任意的 n-元剩余算子族都可以相对于 n+ 1-元关系进行解释。
在结构规则和框架条件之间存在着紧密的对应关系: 具有结合性的兰贝克演算 L与 R上的结合性条
件对应。不具有结合性的兰贝克演算对于所有的三元框架类而言既是可靠的又是完全的。Rxyz\Rxzy对
应于能够被不具有结合性但却具有交换性的兰贝克演算所刻画的框架类。 1995年, 库托尼娜 ( Kurton-i
na) 详细论述了框架条件与结构规则之间的对应关系。
[ 23]
相对于这种三元框架的特殊子类而言, 兰贝克演算 L也是完全的。例如, 1992年, 多森的研究表
明: 兰贝克演算 L相对于有序广群 ( ordered g roupo ids) 而言是完全的。其基本思路是: 如果在有序广
群中考察解释, 对象的集合就是具有一个二元结合关系 / + 0 和一个前序 / [ 0 的一个代数, 那么
Rxyz就可以定义成 y+ z[ x。再例如, 有序广群的一个更加具体的子类就是语言框架, 其中W是字符串






集合的对 ( pa irs) 的集合等同起来, 那么类型就可以解释成对的集合, 即二元关系; 这样, 三元关系 R
可以定义为: R ( ab) ( cd) ( ef) 当且仅当 a= c, d= e且 f= b。
结语: 带有受限缩并规则的兰贝克演算的模型论
照应算子是一个超内涵算子: 即使两个范畴 A与 B可以相互推出, Ct A与 C t B未必可以相互推
出。例如, 在 LLC逻辑中, A# ( B# C) Z ( A# B) # C成立, 但是,
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LLC |) / Ct(A#( B# C ) ) ] Ct ( ( A# B)# C )且 LLC |) / Ct ( ( A# B ) # C ) ] Ct ( A# ( B# C ))
这就使得沿着兰贝克演算 L语义学的思路为 LLC逻辑发展出既可靠又完全的模型论变得尤为困难。
这是因为: 一个范畴的内涵 (点集可以验证该内涵 ) 可以由其直接组成成分的内涵通过组合性的方式
推导出。如果有效被定义成在所有模型中为真, 而且解释既是可靠的又是完全的, 那么两个可以相互推
出的内涵就会被同样的一些点验证。因此, 这两个内涵就有着同样的内涵, 而且在更为复杂的范畴中它
们是可以相互交换的。为了处理自然语言中像 / the boy who know s oldm en and w omen0 等结构歧义, 贾
戈尔于 2005年找到了下面这样一个既可靠又完全的模型, 从而给出了 LLC逻辑的理论上的解释:
[ 26]
定义 8 LLC逻辑的模型
LLC的模型 M是一个六元组 3W, R, S, ~ , ,f g4。其中, W是一个非空的集合, R, SAW 3是 W上
的三元关系, 3W, R4是一个结合框架, ~ AW 3是 W上的二元关系, f是从原子范畴到 W的子集上的
一个函数, g是从 LLC-范畴到W上的一个函数, 且下面的五个公设成立:
( 1) P xyzw u1Rxyz ^Szwuy v v1Sxvu ^Rvyw;
( 2) P xyzw u1Rxyz ^Sywuy v v1Sxvu ^Rvw z;
( 3) P xyzw uv1Rxyz ^Sywu ^Szvuy v r1Sxru ^Rrw v;





( 5) PAw1wI + A+M y w~ g( A)。
这里需要说明的是: 在模型 M中的范畴 A的解释既依赖于该范畴在 + ( +下的值, 即像通常那样
是相对于所有范畴的 f的组合性外延, 又依赖于在 g中该范畴的值。由于这里不要求 g在其主目的句法
结构上被递归定义, 因此两个可以相互推出的范畴相对于 g而言可以有不同的解释, 这符合了照应算子
的超内涵性的特征。定义 7的公设 ( 1) 与 ( 2) 表明照应槽 ( anaphoric slo ts) 能够从较小的词条传递
到较大的词条; 公设 ( 3) 表明几个照应槽可以不经过实际的处理而直接进行合并; 公设 ( 4) 主要是
处理照应关系, 其意思是: 如果一个复杂的符号串的右边部分具有照应关系, 那么其左边部分可以作为




令 B是一个基础范畴的集合, ¾ = 3W, R, S, ~ , ,f g4是 LLC的模型, 则:
( 1) + p+¾ = f( p) , 当且仅当, pI B;
( 2) + A# B+¾ = { x v yI +A+¾v zI + B+¾ 1Rxyz};
( 3) + A\B+¾ = { x P yI + A+¾P z1R zyxy zI + B+¾ };
( 4) + A /B+¾ = { x P yI + B+¾ P z1Rzxyy zI + A+¾ };
( 5) + X, Y+¾ = { x v yI +X+¾ v zI + Y+¾ 1Rxyz};
( 6) + XtY+¾ = { x v yI +A+¾ Sxyg( B) };
当我们把定义 7与定义 9进行对比就会发现, 这两个定义的条款 ( 1) - ( 5) 是类似的, 只不过定
义 7是相对于三元组模型 M= 3W, R, f4而言的兰贝克演算 L的解释; 而定义 9是相对于六元组模型¾ =
3W, R, S, ~ , ,f g4而言的 LLC逻辑的解释。很显然, 由于 LLC逻辑是在兰贝克演算 L的基础上引入了
照应算子和受限缩并规则得到的扩张系统, 因此定义 9就必须给出对照应算子的解释, 即条款 ( 6)。
101带有受限缩并规则的兰贝克演算的模型论  
需要说明的是: 定义 9中的三元关系 R被看作是通常的句法合成, Rxyz的意思是如果 y与 z是按照
先 y后 z的顺序相邻的话, 那么 y与 z就可以合成 x。除了合成需要经过照应处理外, 定义 9中的第二个
关系 S与此类似, Sxy z的意思是, 假设与 z类似并能够作为照应关系的先行词可以找到的话, 那么 x可
以转化为 y。 x~ y的意思是, x与 y近似, 但是这种近似关系不具有自返性、对称性和传递性。
2005年, 贾戈尔通过在兰贝克演算 L公理化版本的定义的基础上给出了 LLC逻辑的公理化版本的
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