Dedicated to Alan J. Hoffman on the occasion of his ninetieth birthday.
Introduction
The (adjacency) eigenvalues of a graph G on m vertices are defined as the eigenvalues of its adjacency matrix A. Since A is a real symmetric matrix, its eigenvalues λ i (A) are real; we arrange them as follows
For convenience we will sometimes also refer to each λ i (A) as λ i (G). Much attention has been directed towards the study of graphs with smallest eigenvalue at least −2 [3, 6, 7, 15, 19] . Most of this attention has centred around the beautiful theorem of Cameron, Goethals, Shult, and Seidel [4] , which classifies graphs having smallest eigenvalue at least −2. In the late 1970s Hoffman [11] studied graphs G with λ 1 (G) −1 − √ 2 and later Woo and Neumaier [20] furthered Hoffman's work, introducing the so-called Hoffman graph. Recently, Jang, Koolen, Munemasa, and Taniguchi [14] proposed a programme to classify fat Hoffman graphs with smallest eigenvalue at least −3. The present work fills a part of this programme, and includes the results of [17] .
In this article we classify, up to switching equivalence, edge-signed graphs with smallest eigenvalue greater than −2. (See Section 2 for the definition of the eigenvalues of an edge-signed graph.) In particular, we recover as a special case the classification of graphs with smallest eigenvalue greater than −2 given earlier by Doob and Cvetković [7] . As an application, we classify the special graphs of fat Hoffman graphs with smallest eigenvalue greater than −3. Some of such graphs are related to the modified adjacency matrix that appeared in a paper of Hoffman [10] . Below we describe the conjecture Hoffman made about these modified adjacency matrices.
Let T be a tree on m 2 vertices with line graph L(T ) and let e be an end-edge of T (one of whose vertices has valency 1). Then e is a vertex of L(T ). For a graph G and a vertex v ∈ V (G), definê A(G, v) to be the adjacency matrix of G, modified by putting a −1 in the diagonal position corresponding to v. In one of his papers [10] , Hoffman conjectured that λ 1 (Â(L(T ), e)) < λ 1 (L(T )) for all trees T and end-edges e. In Section 4 we prove this conjecture, which we record as the following theorem. Theorem 1. Let T be a tree and let e be an end-edge of T . Then λ 1 (Â(L(T ), e)) < λ 1 (L(T )).
Furthermore, using the classification of edge-signed graphs (see Theorem 6) with smallest eigenvalue greater than −2, we prove a generalised version of Hoffman's conjecture (see Theorem 15) .
In Section 2 we give our preliminaries. In Section 3 we prove the main part of the classification theorem of edge-signed graphs with smallest eigenvalue greater than −2 leaving the exceptional case to Section 5. In Section 4 we prove Theorem 1 and its generalised version, and in Section 6 we comment on the application to Hoffman graphs with smallest eigenvalue greater than −3.
Edge-signed graphs and representations
In this section we introduce some terminology that we use in our results. An edge-signed graph G is a triple (V, E + , E − ) of a set V of vertices, a set E + of 2-subsets of V (called (+)-edges), and a set E − of 2-subsets of V (called (−)-edges) such that E + ∩ E − = ∅. Let G be an edge-signed graph. We denote the set of vertices of G by V (G), the set of (+)-edges of G by E + (G), and the set of (−)-edges of
. Two edge-signed graphs G and G ′ are said to be isomorphic if there exists a bijection φ :
. For an edge-signed graph G, we define its signed adjacency matrix A(G) by
otherwise.
To ease language, we will refer to the signed adjacency matrix simply as the adjacency matrix. The eigenvalues of G are defined to be those of A(G).
A switching at vertex v is the process of swapping the signs of each edge incident to v. Two edge-signed graphs G and G ′ are said to be switching equivalent if there exists a subset W ⊂ V (G) such that G ′ is isomorphic to the graph obtained by switching at each vertex in W . Note that switching equivalence is an equivalence relation that preserves eigenvalues.
Let G be an edge-signed graph with smallest eigenvalue at least −2. A representation of G is a mapping φ from V (G) to R n for some positive integer n, such that (φ(u), φ(v)) = ±1 if {u, v} ∈ E ± (G) respectively, and (φ(u), φ(v)) = 2δ u,v otherwise, where δ u,v is Kronecker's delta, i.e., δ u,v = 1 if u = v and δ u,v = 0 if u = v. Since, for A the adjacency matrix of G, the matrix A + 2I is positive semidefinite, A + 2I is the Gram matrix of a set S of vectors x 1 , . . . , x m . These vectors satisfy (x i , x i ) = 2 and (x i , x j ) = 0, ±1 for i = j. Sets of vectors satisfying these conditions determine line systems. We denote by [x] the line determined by a nonzero vector x, in other words, [x] is the one-dimensional subspace spanned by x. We say that G is represented by the line system S if G has a representation φ such that
Below we give descriptions of three line systems, A n , D n and E 8 . Let e 1 , . . . , e n be an orthonormal basis for R n .
A n = {[e i − e j ] : 1 i < j n + 1} (n 1),
These line systems are used in the following classical result of Cameron, Goethals, Shult, and Seidel.
Theorem 2 ([4]
). Let G be a connected edge-signed graph with λ 1 (G) −2. Then G is represented by a subset of either D n or E 8 .
Let G be an edge-signed graph represented by a line system S. If S embeds into Z n for some n, then we say that G is integrally represented or that G has an integral representation. By Theorem 2, for an edge-signed graph G with λ 1 (G) −2, G has an integral representation if and only if G is represented by a subset of D n for some n, or equivalently, G is represented by D ∞ , in the sense of [18] . We record this observation as the following corollary.
Corollary 3. Let G be a connected edge-signed graph with λ 1 (G) −2. Then G has no integral representation if and only if G is represented by a subset of E 8 but not by a subset of D n for any n.
Corollary 3 motivates our next definition. Let G be a connected edge-signed graph with λ 1 (G) −2. We call G exceptional if it does not have an integral representation. Clearly there are only finitely many exceptional edge-signed graphs.
3. Classification of edge-signed graphs with λ 1 > −2
In this section we classify integrally represented edge-signed graphs with smallest eigenvalue greater than −2. We leave the exceptional case until Section 5.
Lemma 4. Let G be an edge-signed graph whose underlying graph is a cycle. Then λ 1 (G) > −2 if and only if the number of (+)-edges of G is odd.
Proof. If the number of (+)-edge is even, then G is switching equivalent to the edge-signed cycle in which all edges are (−)-edges, hence λ 1 (G) = −2. Conversely, suppose G has an odd number of (+)-edges. If the length of G is odd, then G has an even number of (−)-edges, hence G is switching equivalent to an unsigned cycle. Thus λ 1 (G) > −2. If the length of G is even, then, up to switching, A(G) = B ⊤ B − 2I where
Since this matrix is nonsingular, λ 1 (G) > −2.
Let G be a graph with an orientation assigned to its edges. We define the oriented incidence matrix B = B(G) of G to be the {0, ±1}-matrix whose rows and columns are indexed by V (G) and E(G) respectively such that the entry B ve is equal to 1 if v is the head of e, −1 if v is the tail of e, and 0 otherwise. See [9] for properties of oriented incidence matrices.
Let G be an edge-signed graph with smallest eigenvalue greater than −2. Assume that G has an integral representation φ. This means that, with m = |V (G)|, there exists an n × m matrix
with entries in Z, such that (v i , v j ) = ±1 if {i, j} ∈ E ± (G) respectively, and (v i , v j ) = 2δ i,j otherwise. We may assume that M has no rows consisting only of zeros. Since v i ∈ Z n , v i has two entries equal to ±1, and all other entries 0. This means that we can regard M as an oriented incidence matrix of a graph H and the underlying graph of G is the line graph of H. More precisely, H is a graph with n vertices, and the vertices i and j are joined by the edge k whenever {i, j} = supp(v k ). Note that the graph H may have multiple edges. A graph without multiple edges is called simple. We call H the representation graph of G associated with the representation φ. Note that H has no isolated vertex. If G is connected, then so is H.
Lemma 5. Let G be an m-vertex connected edge-signed graph having an integral representation φ and smallest eigenvalue greater than −2. Let H be the n-vertex representation graph of G associated with the representation φ. Then n ∈ {m, m + 1}. Moreover, if n = m, then H is a unicyclic graph or a tree with a double edge and if n = m + 1, then H is a tree.
Proof. Since M ⊤ M = A(G) + 2I is positive definite, M has rank m. This implies n m. If H is disconnected, then so is G, which is absurd. Thus H is connected, which forces n m + 1.
Let H be a unicyclic graph whose unique cycle C has at least 4 vertices and let G = L(H). Then for each edge e of G there exists a unique maximal clique that contains e. For such a graph G, we denote by C G (e) the unique maximal clique of G containing the edge e. Let
Theorem 6. Let G be a connected integrally represented edge-signed graph having smallest eigenvalue greater than −2. Let H be the representation graph of G for some integral representation. Then one of the following statements holds: (i) H is a simple tree or H is unicyclic with an odd cycle, and G is switching equivalent to the line graph L(H), (ii) H is unicyclic with an even cycle C, and G is switching equivalent to
H is a tree with a double edge, and G is switching equivalent to the edge-signed graph obtained from the line graph L(H), by attaching a new vertex u ′ , and join u ′ by (+)-edges to every vertex of a clique in the neighbourhood of u, (−)-edges to every vertex of the other clique in the neighbourhood of u, where u is a fixed vertex of L(H). Conversely, if G is an edge-signed graph described by (i), (ii), or (iii) above, then G is integrally represented and has smallest eigenvalue greater than −2.
Proof. By Lemma 5, we can divide the proof into three cases. Case 1: H is a simple tree. Since G has smallest eigenvalue greater than −2, G cannot contain a triangle switching equivalent to one with three (−)-edges. By repeatedly applying switching, one can move the locations of (−)-edges toward an end block, and eventually end up with an unsigned graph. Therefore, G is switching equivalent to L(H). Case 2: H is unicyclic. We prove either (i) or (ii) holds by induction on the number of vertices of H minus the length of the cycle in H. First suppose that H is a cycle. By Lemma 4, G is either an odd cycle with an even number of (−)-edges, or G is an even cycle with odd number of (−)-edges. In the former case, G is switching equivalent to an unsigned odd cycle. In the latter case, G is switching equivalent to an even cycle with one (−)-edge and the clique of the underlying graph of G containing the (−)-edge is then switching equivalent to the one described in (ii). Now suppose that H is not a cycle. Then H has a vertex v of degree one, adjacent to a vertex w. Let φ be the integral representation of G to which H is associated. Let H ′ be the graph obtained from H by removing the vertex v, and let G ′ be the graph obtained from G by removing the vertex x corresponding to the edge vw in H. Clearly H ′ is the representation graph of G ′ associated to φ restricted to G ′ and, by induction, H ′ and G ′ satisfy either (i) or (ii). If H ′ and G ′ satisfy (i) then, since H does not have any double edges, each nonzero entry M w,y (for y ∈ V (G ′ )) has the same sign. On the other hand, if H ′ and
then, without loss of generality we can assume that w is not incident to the edge u of H. Now, again, since H does not have any double edges, we observe that each nonzero entry M w,y (for y ∈ V (G ′ )) has the same sign. Since v has degree one, we are free to switch the vertex x so that either (i) or (ii) holds for G and H. Case 3: H is a tree with a double edge. If H has a double edge, then the matrix M has a submatrix
Let u ′ (resp. u) denote the vertex of G corresponding to the first (resp. second) column of this matrix (which in turn corresponds to a column of M), and let v + (resp. v − ) denote the vertex of H corresponding to the first (resp. second) row of this matrix (which in turn corresponds to a row of M).
is a tree. We have already shown that, in this case, we may take G ′ to be the unsigned line graph of
′ is joined to every vertex of K + by (+)-edges, and u ′ is joined to every vertex of K − by (−)-edges. Therefore (iii) holds.
Conversely, suppose G is described by (i), (ii), or (iii). First, we describe how to construct M for each case. For (i), M is the incidence matrix of H. For (ii), let v be the vertex incident to both the edges u and u ′ of H. Then M is the incidence matrix of H adjusted so that M v,u = −1. For (iii), let v and w be incident to the edge u in H. Then M is the incidence matrix of H together with an extra column for u ′ with M v,u ′ = 1, M w,u ′ = −1, and the remaining entries 0.
To prove the converse, it suffices to show that, in each case, M ⊤ M is positive definite. If G is the line graph of a tree then this is well known.
Thus we can immediately restrict our attention to when n = m. We will show that, in both remaining cases, M ⊤ M has determinant 4. We inductively show that det(M ⊤
Note that, if G is represented by the line system A n , then one can relax the assumption of Theorem 6 to having smallest eigenvalue at least −2. Ishihara [13] shows that, in this case, the underlying graph of G is a claw-free block graph.
Hoffman's conjecture
In this section we settle Hoffman's conjecture, i.e., we prove Theorem 1. Moreover, we prove a stronger version of Hoffman's conjecture extended to edge-signed graphs.
Lemma 7. Let A = (a i,j ) be a real symmetric matrix, and let A ′ = (a ′ i,j ) be the matrix defined by a ′ i,j = a i,j − δ i,1 δ j,1 . Suppose there exists an eigenvector x of A belonging to the eigenvalue λ 1 (A) with
Proof. We may assume without loss of generality that x = 1. Then
Remark 8. One might wonder if Theorem 1 can be proved by showing that the adjacency matrix of L(T ) satisfies the assumption of Lemma 7 when we take the first entry to correspond to an end-edge of a tree T . This approach, however, does not work. In fact, let T be the Dynkin diagram E 6 , and let the first entry of A correspond to the unique end edge attached to the vertex of degree 3. Then the smallest eigenvalue −( √ 5 + 1)/2 of L(T ) has multiplicity 1, and the eigenvector has 0 in its first entry. Hence, E 6 is an example of a graph to which we cannot apply Lemma 7. It is easy to see that if G is a bipartite graph then there exists an orientation of G such that the oriented incidence matrix B of G satisfies Let G be a graph and let v be a vertex of G. Recall thatÂ(G, v) is the adjacency matrix of G, modified by putting a −1 in the diagonal position corresponding to v.
Lemma 11 ([10, Lemma 2.1]).
Let T be a tree and let e be an end-edge of T . Then λ 1 (Â(L(T ), e)) > −2.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Let T be a tree on n + 1 vertices and n edges, and let A = (a i,j ) denote the adjacency matrix of the line graph L(T ) of T . Since T is bipartite, one can orient its edges so that its oriented incidence matrix B = (b i,j ) satisfies
We also have BB ⊤ = L, the Laplacian matrix of T . Let r and s be the vertices of the end-edge e, and assume r has valency 1 in T . We may choose B so that the first row and column correspond to r and e respectively, and the second row corresponds to s.
Let the column vectors e i (resp. f i ) be the canonical bases of the Euclidean spaces R n (resp. R n+1 ). Without loss of generality, we assume Be 1 = f 1 − f 2 and B ⊤ f 1 = e 1 . We obtain the matrix C from B by setting b 1,1 = 0. Define matrices A ′ and L ′ by
Then A ′ can be obtained from A by setting
The matrix L ′ can be obtained from L by setting all entries of the first row and column to zero.
By Lemma 11, C ⊤ C is positive definite. It then follows from Lemma 9 that L ′ is a positive semidefinite (n + 1) × (n + 1) matrix with rank n. Let X be the principal submatrix of L ′ obtained by removing the first row and column of L ′ . Since the matrix L ′ has only zeros in its first row and column, the matrix X is positive definite.
Moreover, X is an M-matrix, that is, in addition to being positive definite, its off-diagonal entries are non-positive. By [12, Theorem 2.5.3], X −1 is a non-negative matrix. By the Perron-Frobenius theorem (see, for example, [9] ), any eigenvector corresponding to the smallest eigenvalue of X has no zero entry.
By Lemma 9, λ 1 (A ′ +2I) = λ 2 (L ′ ) = λ 1 (X), and λ 1 (A+2I) = λ 2 (L). Thus, to prove Theorem 1, it suffices to show that λ 1 (X) < λ 2 (L). By Lemma 7, we can assume ker(A − λ 1 (A)I) ⊂ f ⊥ 1 . Let w be an eigenvector of L belonging to the eigenvalue λ 2 (L). Then
Thus w ∈ (Be 1 )
On the other hand, again by Lemma 10, the eigenvector w can be written as Bv where v is in ker(A − λ 1 (A)I) ⊂ e Hence, w restricts to an eigenvector y of X. But the first entry of y is zero. Since X is an M-matrix, λ 2 (L) is not the smallest eigenvalue of X. This implies λ 1 (X) < λ 2 (L).
e n e n−1 e n−2 e 4 e 3 e 2 e 1 . . . . . .
e 3 e 2 e 1 e 2k+1 e 2k . . .
e 3 e 2 e 1 e 2k+2 e 2k+1 n , e n ),Â(X Figures 1, 2, and 3 ) have smallest eigenvalue −2.
Proof. We give the eigenvectors corresponding to the eigenvalue −2 of each matrix in the statement of the lemma.
•Â(X
n , e n ): set e 1 , e 2 = −1, and e j = (−1) j+1 · 2 for j ∈ {3, . . . , n}.
•Â(X (2) k,l , f l ): set e j = (−1) j+1 for j ∈ {1, . . . , 2k + 1} and set f j = (−1) j · 2 for j ∈ {1, . . . , l}.
•Â(X (3) k,l , f l ): set e j = (−1) j for j ∈ {1, . . . , 2k + 2} and set f j = (−1) j · 2 for j ∈ {1, . . . , l}. Deleting the row and column containing the −1 on the diagonal, we obtain the adjacency matrix of a graph with smallest eigenvalue greater than −2. This is immediate for X (1) n since the obtained graph has spectral radius less than 2. As for X (2) k,l and X (3) k,l , the result follows from (i) and (ii), respectively, of Theorem 6. By interlacing,Â(X (1) n , e n ),
k,l , f l ) have at most one eigenvalue less than or equal to −2. This implies that −2 is indeed the smallest eigenvalue. Theorem 15. Let G be an edge-signed graph with λ 1 (G) > −2, and let v ∈ V (G). Then λ 1 (G) > λ 1 (Â(G, v) ). Furthermore, λ 1 (Â(G, v)) > −2 if and only if the underlying graph of G is the line graph of a tree T and v corresponds to an end-edge of T . Otherwise, λ 1 (Â(G, v)) −2.
Proof. By Theorem 2, G is represented by D n or E 8 . We may assume that G is represented by D n , otherwise by Corollary 3 and Theorem 13 Figure 4 . The simple roots of E 8 we would have λ 1 (Â(G, v)) < −2 in which case the theorem holds. Therefore the structure of G can be described by Theorem 6.
First suppose G is of type (i) from Theorem 6. Suppose G is the line graph of a tree T . If v is not an end-edge of T thenÂ(G, v) containŝ A(X (1) 3 , e 3 ) as a principal submatrix, hence , v) ) by Theorem 1, and λ 1 (Â(G, v)) > −2 by Lemma 7. Next suppose G is of type (i) but not the line graph of a tree T . That is, G is the line graph of a unicyclic graph with an odd cycle (and G is not equal to C 3 ). ThenÂ(G, v) contains (as a principal submatrix) eitherÂ(X (1) 3 , e 3 ) orÂ(X (2) k,l , f l ) for some k and l.
Suppose G is of type (ii). ThenÂ(G, v) contains (as a principal submatrix) eitherÂ(X (1) 3 , e 3 ) orÂ(X (3) k,l , f l ) for some k and l. Suppose G is of type (iii). Then G contains X (1) n for some n. Therefore, by Lemma 11, we have λ 1 (Â(G, v)) −2 for these cases. 
Exceptional graphs
In this section we enumerate the exceptional edge-signed graphs with smallest eigenvalue greater than −2, i.e., those that are not integrally represented. In the tables in the appendix we list (up to switching) every such edge-signed graph. We generalise the following result about graphs with smallest eigenvalue greater than −2.
Theorem 17 ([3, 7] ). Let G be an exceptional graph having smallest eigenvalue greater than −2. Then G is one of (i) 20 graphs on 6 vertices; (ii) 110 graphs on 7 vertices; (iii) 443 graphs on 8 vertices.
To describe our results, we need a list of 120 lines of the root system E 8 . Such a list can be found in [8, Appendix B] , and this is also sufficient to describe our results for E 6 and E 7 , since these root systems can be embedded in E 8 . Each of the 120 lines are determined by a vector β = 
Note that this ordering on the set of lines is the default ordering given by MAGMA [1] on the set of positive roots of the root system E 8 (which are in one-to-one correspondence with the lines of the line system E 8 ).
Let n = 7 or 8 and let G be an n-vertex exceptional edge-signed graph. By [19, Theorem 1.10] , G can be obtained from an (n − 1)-vertex exceptional edge-signed graph H by attaching a vertex to H.
In the tables in the appendix we describe, up to switching equivalence, the edge-signed graphs that are not integrally represented. Each edge-signed graph is described by referring to the lines used to construct it and each line is referred to by its number in [8, Appendix B] , or equivalently, by its position in the total ordering. Clearly, exceptional edge-signed graphs with smallest eigenvalue greater than −2 must have at least 6 vertices and at most 8 vertices. In Table 1 the 32 exceptional switching classes S 6,i (1 i 32) of 6-vertex edge-signed graphs are described. The first 20 out of the 32 consist of those classes which contain an unsigned graph, and these ordered according to [5, Table A2 ], in which graphs are ordered by the number of edges. The remaining 12 switching classes are also ordered by the number of edges. In Table 2 the 233 exceptional switching classes S 7,i (1 i 233) of 7-vertex edge-signed graphs are described. Each switching class S 7,i is obtained by adding a line l to S 6,k . In Table 2 , the triples i, l, k are listed, and the first 110 switching classes consist of those classes which contain an unsigned graph, and these ordered according to [5, Table A2 ]. Similarly, in Tables 3, 4 , 5, 6, and 7, the 1242 exceptional switching classes S 8,i (1 i 1242) of 8-vertex edge-signed graphs are described. Each switching class S 8,i is obtained by adding a line l to S 7,k and these triple i, k, l are given in the tables. As before, in the tables the 443 unsigned graphs in [5, Table A2 ] come first.
In Tables 2-7 , the columns labelled by i ′ denote the last two digits of i, that is, i ′ ≡ i (mod 100). We can summarise the tables below in the following theorem.
Theorem 19. Let G be an exceptional edge-signed graph having smallest eigenvalue greater than −2. Then G is one of (i) 32 edge-signed graphs on 6 vertices; (ii) 233 edge-signed graphs on 7 vertices; (iii) 1242 edge-signed graphs on 8 vertices.
Hoffman graphs
A Hoffman graph H is defined as a graph (V, E) with a distinguished coclique V f (H) ⊂ V called fat vertices, the remaining vertices V s (H) = V \V f (H) are called slim vertices. For more background on Hoffman graphs see some of the authors' previous papers [14, 16, 17] . Let H be a Hoffman graph and suppose its adjacency matrix A has the following form
where the fat vertices come last. Define B(H) := A s −CC ⊤ . The eigenvalues of H are defined to be the eigenvalues of B(H). A Hoffman graph H is called fat if every slim vertex of H has at least one fat neighbour. In this section we show how our results relate to the classification of fat Hoffman graphs with smallest eigenvalue greater than −3.
It is shown in [17] that if λ 1 (B(H)) > −3 then every slim vertex is adjacent to at most two fat vertices and at most one slim vertex can be adjacent to more than one fat vertex. It therefore follows that if a fat Hoffman graph H has smallest eigenvalue λ 1 (H) > −3 then the diagonal of B(H)+I consists of at most one −1 entry and the remaining entries 0. In other words, B(H)+I is either the adjacency matrix A(G) of a signed graph G, or the modified adjacency matrixÂ(G, v) of G with respect to some vertex v. The special graph S(H) of a Hoffman graph H is the edge-signed graph whose adjacency matrix has the same off-diagonal entries as B(H) and zeros on the diagonal. Proof. Since every slim vertex has exactly one fat neighbour, B(H)+I is the adjacency matrix of S(H). Thus H has smallest eigenvalue greater than −3 if and only if S(H) has smallest eigenvalue greater than −2. The result then follows since Theorems 6 and 19 give a classification of edge-signed graphs with smallest eigenvalues greater than −2.
Lemma 21. Let H be a fat Hoffman graph in which every slim vertex has exactly one fat neighbour. Then in the special graph S(H) of H, there are no (+)-edges in the neighbourhood of any fat vertex. In particular, S(H) does not contain a cycle in which all but one edge are (−)-edges.
Proof. Let N be the set of neighbours of a fat vertex. Then the offdiagonal entry of B(H) corresponding to two vertices of N cannot be 1. This shows the first claim. Suppose that S(H) contains a cycle v 0 , v 1 , . . . , v n , v 0 such that all but the edge {v n , v 0 } are (−)-edges. Then v i , v i+1 have a common fat neighbour for i = 0, 1, . . . , n−1. Since every slim vertex has exactly one fat neighbour, it follows that v 0 , . . . , v n have a common fat neighbour. But this contradicts the first claim.
Lemma 21 implies that not every edge-signed graph can be the special graph of a fat Hoffman graph in which every slim vertex has exactly one fat neighbour.
For an edge-signed graph S = (V, E + , E − ), we denote by S − the unsigned graph (V, E − ). Let S be an edge-signed graph that is switching equivalent to one of the edge-signed graphs in Theorem 6 or Theorem 19, and S has no cycle in which all but one edge are (−)-edges. Then every fat Hoffman graph H in which every slim vertex has exactly one fat neighbour, satisfying S(H) = S is obtained as follows. Let
be a partition satisfying (i) for all i ∈ {1, . . . , n}, the subgraph induced on V i contains no (+)-edges, (ii) every connected component of S − is contained in V i for some i ∈ {1, . . . , n}.
Define a Hoffman graph H as follows. The vertex set of H consists of the set of slim vertices V (S) and the set of fat vertices {f 1 , . . . , f n }. The edges are {f i , u} with u ∈ V i , 1 ≤ i ≤ n; {u, v} with u, v ∈ V i , 1 ≤ i ≤ n, {u, v} / ∈ E(S); and {u, v} with u ∈ V i , v ∈ V j , 1 ≤ i, j ≤ n, i = j, {u, v} ∈ E(S). Observe that for u, v ∈ V i , {u, v} / ∈ E(S) if and only if {u, v} / ∈ E − (S), and for u ∈ V i , v ∈ V j with i = j, {u, v} ∈ E(S) if and only if {u, v} ∈ E + (S). Then S(H) = S holds, and λ 1 (H) = λ 1 (S) − 1.
In general, given an edge-signed graph S, there are a number of fat Hoffman graphs H with S(H) = S, satisfying the condition that every slim vertex of H has exactly one fat neighbour. For example, consider the simplest case where S is a path consisting only of (+)-edges. Then such Hoffman graphs are in one-to-one correspondence with partitions of the vertex-set into cocliques.
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