Abstract. Let (X, F, µ) be a complete probability space and let B be a sub-σ -algebra of F. We consider the extreme points of the closed unit ball ‫(ނ‬A) of the normed space A whose points are the elements of L
1 n can be shown to be a convex combination of at most 2n extreme points by elementary arguments, our proof for the open unit ball requires use of the λ-function of Aron and Lohman. In the case of the open unit ball, we only obtain estimates for the number of extreme points required in very special cases, e.g. the B-measurable functions, where 2n extreme points suffice.
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Let (X, F, µ) be a complete probability space and let B be a sub-σ -algebra of F. For 1 ≤ p ≤ ∞ we use the notation L p (B) for L p (X, B, µ| B ) and henceforth we write µ in place of µ| B . The norm in L p (F ) is denoted as usual by · p . Let : L 1 (F ) → L 1 (B) be the conditional expectation operator, so that for f ∈ L 1 (F ), ( f ) is the unique B-measurable function such that
for all B ∈ B. We recall that is a surjective, positive, idempotent operator which satisfies ( ( f )g) = ( f ) (g) for f, g ∈ L 1 (F ). Let A be the normed vector space consisting of L ∞ (F ) with the norm f = (| f |) ∞ . We study the extreme points of the unit ball ‫(ނ‬A) of A in several interesting cases.
The motivation for the study of this normed space comes from two sources. In [3] a Banach algebra D of bounded operators on a C * algebra A equipped with a conditional expectation operator was extensively studied. In certain cases, if A = L ∞ (F ) and is the conditional expectation whose range is L ∞ (B) then D is isometrically isomorphic to A. The other motivation for studying this norm comes from [5] , where Lambert studies the set K of measurable functions f such that fg
, and that K is a Banach space with the norm f K = (| f |) ∞ . He also proves that K = L ∞ (F ) if and only if there exists a constant C such that | f | ≤ C (| f |) a.e., while K = L 1 (F ) if and only if B is generated by a finite partition of X.
All statements about sets and functions should be understood as ignoring sets of measure 0. All Banach spaces (including the L p spaces) have the complex numbers as the scalar field.
Most of our results deal with one or more of the following examples. For X ⊂ ‫ޒ‬ n with finite Lebesgue measure, L(X) will denote the σ -algebra of Lebesgue measurable subsets of X and µ X will denote normalized Lebesgue measure on X.
and B is the family of sets which are symmetric about 0. In this case ( f )(
The functions in the range of are the even functions, and those in the kernel of are the odd functions. Also,
The functions in the range of are those that are independent of the second coordinate.
, where s j denotes the jth iteration of s. The functions f in the range of are those for which the n graphs of f restricted to the intervals [
X is a subset of ‫ޒ‬ n of finite Lebesgue measure, F = L(X), µ = µ X and B is the sub-σ -algebra of F generated by a finite partition {B 1 , . . . , B n } of X into sets of positive measure. In this case (
For convenience we shall use some of the terminology developed in [4] and [2] for describing the structure of sub-σ -algebras of a measure space.
If E ⊂ X, let B E denote the relative σ -algebra {E ∩ B : B ∈ B}.
If E ∈ F, we say that E is a localizing set for B if µ(E) > 0 and F E = B E . We say that E ∈ F is an antilocalizing set for B if µ(E) > 0 and E contains no localizing sets for B. It is proved in [2] that in the case of Example 2 there are no localizing sets for B. It is easy to see that there are no localizing sets in Example 4 either.
A maximal localizing partition is a countable disjoint collection {E i } i≥1 with µ(E i ) ≥ µ(E i+1 ) for each i such that E 1 is a maximal localizing set and, if i > 1, E i is a maximal localizing set in X i = X\ ∪ j<i E j . It is easy to see that in the case of Example 1, the maximal localizing sets are the sets E such that E ∩ (−E) = ∅ and E ∪ (−E) = X. In particular, {E, −E} is a maximal localizing partition of [−1, 1] . Similarly in the case of Example 3, each of the intervals [
] is a maximal localizing set, and
] is a maximal localizing partition. Indeed, in Example 3, for any maximal localizing set E, its successive translates under the mapping x → x + The maximal nondiscriminating set B 0 is the union of the collection of localizing sets for B that are B-measurable. It is shown in [6] that functions in the kernel of vanish on B 0 . In the four examples above, 
Proof. Since is a conditional expectation operator, we have
We begin with some observations about the apparent scarcity of extreme points in the unit ball of A to contrast with our main results below. The constant function 1 is clearly an element of norm one, and its representation in the algebra D is a left identity. Thus, by analogy with C * -algebras, the constant function 1 might seem like a good candidate for an extreme point. That idea is demolished by Theorem 1.
THEOREM 1. Let e ∈ ‫(ނ‬A) satisfy (e) = e. Then e is not an extreme point of the unit ball.
Proof. Note first that 1 = 1. Let g be a real-valued function such that g ∞ = 1 2 and (g) = 0. Then 1 ± g ≥ 0 and so 1 ± g = (1 ± g) ∞ = 1. Hence 1 is not an extreme point of ‫(ނ‬A). Now e × (1 ± g) = e ± eg. By Proposition 1, e ± eg ≤ e 1 ± g = 1. Thus e is not extreme.
Note that the argument in the first part of the proof of Theorem 1 also shows that no positive (or negative) function f , which is bounded away from zero, is an extreme point of ‫(ނ‬A).
In special cases one can say more.
THEOREM 2. Let X, F, B, µ be as in Example 1. Let f ∈ A be an odd function. Then f is not an extreme point of the unit ball in A.
, where f (x) = 0 and x < 0, and g(x) = 0 otherwise. Then f is the average of f ± g.
Assuming that f is in the unit ball of A and using the fact that f is odd, we see that | f (x)| ≤ 1 for all x. Exclude the case f = 0, for which the result is obviously true. It follows from the fact that f is odd that 
Thus f ± g = 1, and so f is not an extreme point of ‫(ނ‬A). Now let X, F, B, and µ be as in Example 4. Let µ i be the measure on B i defined by
where each summand is given the norm inherited from L 1 (B i , µ i ) and the direct sum is given the norm ( f 1 , . . . , f n ) = max i f i 1 . The desired conclusion now follows easily from the fact that the unit ball of L 1 (B i ), 1 ≤ i ≤ n, has no extreme points. Now that we have looked at results which suggest that extreme points for the unit ball in A are scarce, we wish to consider the opposite side of the coin. We begin with a result about the existence of extreme points in ‫(ނ‬A) in the case of Example 1 and Example 3.
THEOREM 4. Let X, F, B, µ be as in Example 1 or Example 3. Let E be a maximal localizing set for B. Let u be a function such that |u| = 1 on E and u = 0 otherwise. Then nu is an extreme point of ‫(ނ‬A).
Proof. We give the proof in the context of Example 3. The same proof works with obvious modifications for Example 1. Note first that (|nu|) is the constant function 1 so that nu ∈ ‫(ނ‬A). Suppose that nu = 1 2 (g + h) with g , h ≤ 1. Since nu| E is an extreme point of the ball of radius n in L ∞ (E) and since g ∞ , h ∞ ≤ n, we have nu = g = h on E. Also,
Since for each x ∈ X there exist t ∈ E and k ∈ {1, . . . , n} with x = t + One of the important criteria for whether a unit ball has "enough extreme points" is whether every element of the open unit ball is a convex combination of finitely many extreme points. Our ultimate goal is to establish that in two cases: Example 1 and Example 3, A meets this test. To prove this, we have to gather some information about the geometry of this unit ball. We begin with elementary but fundamental results about the ball, and then use the λ-function of Aron and Lohman [1] . Eventually we shall show that the extreme points found in Theorem 4 are all the extreme points of ‫(ނ‬A). We give the arguments for Example 3. They are easily modified to apply to Example 1. Proof. There exist positive numbers a i with n i=1
Mimicking the argument that each complex number of modulus less than one is a convex combination of two points on the unit circle, (a i /n) f χ E i is a convex combination of (at most) two unitary elements of L ∞ (E i ). Extend each such unitary u to be 0 where it was previously undefined and notice that nu ≤ 1. Indeed, each nu is an extreme point of ‫(ނ‬A). We now recall the uniform λ-property of Aron and Lohman [1, p. 211]. For any normed space X, x ∈ ‫(ނ‬X), e an extreme point of ‫(ނ‬X), y ∈ ‫(ނ‬X), 0 < λ ≤ 1, and x = λe + (1 − λ)y, say, the triple (e, y, λ) is amenable to x. In that case, define λ(x) = sup{λ ∈ (0, 1] : there exists a triple (e, y, λ) amenable to x}.
If each x in ‫(ނ‬X) admits an amenable triple, then X has the λ-property. If, in addition, inf {λ(x) : x ∈ ‫(ނ‬X)} > 0, X has the uniform λ-property.
The next task is to prove the following result. , for all a ∈ ‫(ނ‬A).
Proof. Recall that n is fixed in the definition of
: k is an integer between 0 and n − 1}. Define E = {t : t = min{y : y ∈ E(x) and |a(y)| = max z∈E(x) |a(z)|} for some x ∈ [0, 1]}. E is clearly Lebesgue measurable, and we wish to show that it is a maximal localizing set for B. Because E contains exactly one element of E(x) for each x, every Lebesgue measurable subset of E is the intersection of E with a subset of B; i.e., E is a localizing set for B. Let F be any Lebesgue measurable set properly containing E. F ∩ E c ⊂ {x ∈ [0, 1] : F contains more than one element of E(x)}. Thus we may assume that the latter set has positive Lebesgue measure. In that case, F is not a localizing set. Thus E is a maximal localizing set.
Now consider an arbitrary a ∈ ‫(ނ‬A). Define e by
By Theorem 4, e is an extreme point of ‫(ނ‬A). Here
Case 2. x ∈ E and |a(x)| < n n + 2 . Here
by the same arguments because exactly one element of E(x) will be in E. Thus A has the uniform λ-property with λ(a) ≥ Proof. Let a be an extreme point of ‫(ނ‬A). In the proof of Theorem 6 we exhibited an extreme point e of the desired type and an element y of ‫(ނ‬A) such that a was a convex combination of e and y. The hypothesis that a is extreme implies that a = e. Proof. By Theorem 4 above and Theorem 3.1 of [1] , for all a ∈ ‫(ނ‬A) there exists a sequence of extreme points e k of ‫(ނ‬A) such that
so that the convex combinations of extreme points are norm dense in ‫(ނ‬A). By arguments given earlier, it is clear that, for example, the function u = 2χ [−1,0] is an extreme point of ‫(ނ‬A). On the other hand, it is equally clear that no function supported on [2, 3] is a convex combination of extreme points of the unit ball. We close then with the following questions for future investigation. 
