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Abstract
In a system of N sensors, the sensor S j , j = 1; 2 : : : ; N , outputs Y ). Let f minimize I(:) over F; f cannot be computed since the underlying densities are unknown. We estimate the sample size su cient to ensure that Nadaraya-Watson estimatorf satis es 1 Introduction
The area of distributed sensor fusion has witnessed a tremendous growth over the past decade due to, at least in part, rapidly expanding application base 1, 2] . Particularly in a number of engineering applications, many researchers realized several fundamental limitations of single sensor systems 3] . By employing multiple sensors: (a) replicated sensors can be employed for fault tolerance, and (b) sensors of di erent modalities can be used to achieve tasks that cannot be performed by a single sensor. In either case, the fusion method must be designed carefully, for an inappropriate fuser can render the system worse than the worst individual sensor. Many existing sensor fusion methods require either independence of sensor errors or closedform analytical expressions for error densities. In the former case, a general majority rule su ces, while in the latter a fusion rule can be computed using Bayesian methods. Most of the distributed decision fusion methods belong to the latter class 1]. In real-life systems, however, independence can seldom be assured, and the problem of obtaining the required probability densities can be more di cult than the fusion problem itself. These problems were overcome recently in several cases by using a \learning" method if the sensor system is available for operation 4]. In this paper, we show that the classical Nadaraya-Watson estimator can be used to solve a generic fusion problem based on learning. This estimator, originally proposed in the sixties, has been extensively used in statistical applications 5], but is seldom used for sensor fusion. Recently, we obtained nite sample results for this estimator based on Haar kernels, and showed its relation to neural network estimators 6]. Due to its e ective performance in a number of nonlinear function estimation problems, we are motivated to investigate this estimator for the sensor fusion problem in this paper. i ) and Y (j) i is the output of S j in response to input X i . We consider the expected square 1 The treatment of this paper can be generalized to X 2 < d and Y 2 < nd under certain boundedness conditions (see 4]). 
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to be minimized over a family of fusion rules F based on the given n-sample data. It is assumed that the functions of F satisfy the required measurability conditions (see Pollard 7] ).
The underlying densities, p j 's, are time-invariant (and are not required to be independent or identical). This problem was rst formulated in Rao 4] In this paper, we show that sensor fusion problem stated above can be e ectively solved using the classical Nadaraya-Watson estimatorf based on sample. The advantage off over the nearest neighbor rule is in lower memory requirements, and the advantage over the neural network method is in fast computation. Also,f is applicable to a more general sensor fusion problem compared to empirical Bayesian rule of 8] which is applicable to indicator functions only.
Let F have uniformly bounded modulus of smoothness (see Section 2 for a precise denition) and f 2 F minimize I(:). In general, f cannot be computed since the underlying densities are unknown. Furthermore, since no restrictions are placed on the densities, it will not be possible to infer f (with probability one) based on only a nite sample. If F contains the regression function g(Y ) = E(XjY ), we show that for Nadaraya-Watson estimatorf, based on a su ciently large sample, we have P I(f) ? I(f ) > ] < (1:2) for > 0 and 0 < < 1 for continuous densities. Thus the \error" off is within of the optimal error (of f ) with arbitrarily high probability 1? (given a su ciently large sample). If g(:) = 2 F, then under the same conditions, we have P I(f) ? I(f ) > + ] < where = jI(g)?I(f )j. This is a reasonable criterion in the present formulation, and such criteria are extensively used in a number of machine learning and empirical estimation problems (see Vapnik 11] for more details). We estimate the sample size required to ensure (1.2) as a function of , , and the smoothness parameters of F. We present two examples, involving fusion of (a) decision making modules, and (b) noisy function predictors, to illustrate the applicability of the proposed method.
We now brie y discuss some related existing formulations to put the above formulation in perspective. If the sensor error densities are known, several cases of the fusion rule estimation problem have been solved by methods not requiring the samples. Some of the earlier work in this direction was done in the areas of pattern recognition (Chow 12] ), political economy (Grofman and Owen 13]), and reliability (von Neumann 14] ). The distributed detection problem based on probabilistic formulations has been extensively studied; see Dasarathy 1] and Varshney 15] (also the recent special issue 2]) for comprehensive treatments. Many of the existing sensor fusion methods are based on maximizing a posteriori probabilities of hypotheses under a suitable probabilistic model. However, when the probability densities are unknown (or di cult to estimate) such methods are ine ective. One alternative is to estimate the density based on a nite sample. But, as illustrated in general by Vapnik 16] , the density estimation is more di cult than the subsequent problem of estimating a function chosen from a family with bounded capacity or a suitable -cover. The latter property is satis ed in the present formulation as a result of smoothness of F.
The paper is organized as follows. Preliminaries are summarized in Section 2. In Section 3, we show that for a su ciently large sample, the condition (1.2) can be satis ed. We present two simulation examples and conclusions in Sections 4 and 5, respectively. The Nadaraya-Watson estimator based on more general kernels is classical in statistics literature 5]. Since its introduction in early sixties, this estimator was successfully employed in a number of applications involving nonlinear regression estimation. The classical analysis of this estimator was restricted to asymptotic results, and is not particularly directed towards linear-time computation. This computationally e cient version based on Haar kernels is due to Engel 19] , which was subsequently shown to yield nite sample guarantees by Rao and Protopopescu 6]. The result of 6] requires niteness of capacity of F in addition to smoothness, and here we require only the latter. We rst present a simpler version of the result when F contains the regression function. For non-linear function estimation problems, two of the most commonly used estimators are feedforward neural networks and nearest neighbor rules. A summary of relative performance of these two methods compared to Nadaraya-Watson estimator is presented in Table 1 , where s denotes the size of the feedforward neural network. A preprocessing step is needed in neural network and proposed method, which results in a reduced complexity for computing a function value.
In practice m is chosen such that 2 m n t for some t < 1=4 for Nadaraya-Watson estimator. In terms of complexity, Nadaraya-Watson estimator exhibits a trade-o in that its preprocessing complexity is polynomial in n (unlike neural networks) and the estimation complexity is polynomial in log n (unlike the nearest neighbor rule).
It is also common to employ sigmoid networks for function estimation problem which is closely related to the present fusion problem. Finite sample results for such method are based on computing an empirically best neural network, the complexity of which is an open problem 22]. We note that the popular backpropagation algorithm for sigmoid networks is not known to provide performance guarantees based on nite samples for the present problem (when F has only the smoothness property).
Implementation
We present two examples to illustrate the performance of Nadaraya-Watson estimator for the sensor fusion problem. The rst example is a special case of the fuser problem where Y corresponds to binary decisions. Problems of this type have been studied under the title of distributed decision fusion 1, 9]. In the second example each sensor is a noisy function estimator. In both examples, the training sample is used to compute the Nadaraya-Watson estimator,f, in the rst step. To each X there corresponds a \correct" decision; in the training data the correct decision (H 1 or H 0 ) is generated with equal probabilities for each X i , i. e., P(H 0 jX) = P(H 1 jX) = 1=2.
The sensor S j , j = 1; 2; : : : ; 5, introduces an error as follows: the output corresponds to the correct decision with probability of 1?i=10, and with probability i=10 output is the opposite. The individual sensor behavior is implemented by generating a uniform random variable in the range 0; D] and checking whether it falls within the interval 0; iD=10]. The sensor fusion problem is to compute a rule that combines the outputs of the sensors to predict the correct decision. Table 2 closely approximates g(X). Here g is realized by a feedforward neural network, and, for j = 1; 2; : : : ; 5, g j (X) = g(X)(1=2 + jZ=10) where Z is uniformly distributed over ?1; 1]; note that 1=2 ? i=10 g i (X)=g(X) 1=2 + i=10. Table 3 corresponds to the mean square error in the estimation of f for d = 3 and d = 5, respectively, using the Nadaraya-Watson estimator, nearest neighbor rule and a feedforward neural network with backpropagation learning algorithm. Notice the superior performance of Nadaraya-Watson estimator compared to the other two methods in this example. 2 
Conclusions
The classical Nadaraya-Watson estimator is shown to solve a generic sensor fusion problem where the underlying sensor error densities are not known but a sample is available. In particular, by employing Haar kernels this estimator has been shown to yield nite sample guarantees and also to be e ciently computable. Several questions for future research arise in the present study. First, lower bounds for the required sample sizes will be useful in judging the tightness of the proposed sample size. Second, it would be of interest to identify other kernels for the Nadaraya-Watson estimator that yield nite sample results and support e cient computation.
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