Abstract. We study the Dirichlet problem for the Monge-Ampère equation on almost complex manifolds. We obtain the existence of the unique smooth solution of this problem in strictly pseudoconvex domains.
Let (M, J) be an almost complex manifold of real dimension 2n (every definition will be given in section 1). N. Pali proved (in [P] ) that, as it is in the case of complex geometry, for plurisubharmonic functions the (1, 1) current i∂∂u is nonnegative. So for smooth plurisubharmonic functions u we have well defined Monge-Ampère operator (i∂∂u) n ≥ 0 and we can study the complex Monge-Ampère equation (i∂∂u) n = f dV where f ≥ 0 and dV is a volume form (see (1.1) for this in local coordinates).
Let Ω ⋐ M be a domain, ρ is a strictly plurisubharmonic function of class C 2 in a neighborhood ofΩ (strictly plurisubharmonic means hear that (i∂∂ρ) n > 0), such that Ω = {ρ < 0} and ▽ρ = 0 on ∂Ω, so we have a metric ω = i∂∂ρ on Ω. In this article we study the following Dirichlet problem for the Monge-Ampère equation:
(1)
where f > 0, f, ϕ ∈ C ∞ (Ω). The main theorem is the following:
There is a unique smooth plurisubharmonic solution u of the problem (1).
notion
We say that (M, J) is an almost complex manifold if M is a manifold and J is an (C ∞ smooth) endomorphism of the tangent bundle T M, such that J 2 = −id. The real dimension of M is even in that case. We have then a direct sum decomposition
k be the set of k-forms i.e. the set of sections of
and A p,q be the set of (p, q)-forms i.e. the set of sections of
is (the C-linear extension of) the exterior differential, then we define ∂ :
as Π p,q+1 • d. We say that an almost complex structure J is integrable if satisfy any of following (equivalent) conditions:
0,1 for vector fields ζ, ξ ∈ T 0,1 . By the Newlander-Nirenberg Theorem J is integrable if and only if it is induced by a complex structure.
In the paper ζ 1 , . . . , ζ n is always a (local) frame of T 1,0 . Let us put for a smooth function u
Then for a smooth function u we have (see [P] ):
So locally we can write:
The plenty of such disks show the following proposition from [I-R] , where is stated for C k,α class of J:
close enough to 0 there is holomorphic function λ : D → M such that λ(0) = v 0 and
, where for holomorphic functions we consider C k ′ norm.
An upper semi-continuous function u on an open subset of M is said to be plurisubharmonic if a fuction u • λ is subharmonic for every holomorphic function λ. We denote set of plurisubharmonic functions on Ω ⊂ M by PSH(Ω). For smooth functios u it means that matrix (A pq ) is nonnegative.
comparison principle
In this section Ω ⋐ M is a domain not necessary strictly pseudoconvex.
Proof: First, let us assume that MAu > MAv. As in [C-K-N-S] , in a point where ▽(u − v) = 0 , we have
where (B pq (t)) is the transpose of the inverse of the matrix
. Thus the function u − v attains his maximum on the boundary of Ω.
In the general case we put u ′ = u + ε(ρ − supΩ ρ) and the lemma follows from the above case (with u ′ instead of u).
a priori estimate
In this section we will proof a C 1,1 estimate for the smooth solution u of problem (1). By the general theory of elliptic equations (see for example [C-K-N-S] ) we obtain from this the C k,α estimate and then the existence of smooth solution. The uniqness follows from comparison principle.
Our proofs are close to [C-K-N-S] but more complicated because of noncommutativity of some vector fields.
3.1. some technical preparation. In this section we assume that Ω ⋐ M is strictly pseudoconvex i.e. on the neighborhood ofΩ there is a plurisubharmonic function ρ such that Ω = {ρ < 0} and ▽ρ = 0 on ∂Ω.
We have for X, Y vektor fields
were (A pq ) is the inverse of the matrix (A pq ).
. We will often use the following fact:
for the smooth vector fields X where
We will change coordinates a lot but we will always have this under control.
We will use the fact that for every A > 0 we can choose ψ > 0 such that
In the proofs below C is a constant under control, but it can change from a line to a next line.
3.2. uniform estimate.
Proof: From the comparison principle and the maximum principle we have
3.3. gradient estimate. In two next lemmas we shall prove a prori estimate for first derivate.
Lemma 3.2. We have
Proof: We can choose A > 0 such that Aω + i∂∂ϕ ≥ f ω and Aω ≥ i∂∂ϕ. Thus by the comparison principle and the maximum principle we have ϕ + Aρ ≤ u ≤ ϕ − Aρ for A large enough. So on the boundary we have |∇u| ≤ |∇Aρ| + |∇ϕ|. Lemma 3.3. We have
where
Proof: Consider the function v = ψ|∇u| 2 . We assume that v takes its maximum in z 0 ∈ Ω. We can choose ζ 1 , . . . , ζ n , such that they are orthonormal in a neighbourhood of z 0 , and the matrix A pq is diagonal at z 0 . From now on all formulas are assumed to hold at z 0 .
We have Xv = 0 so that X(|∇| 2 ) = −X log ψ|∇u| 2 . We can calculate
then we have
and similarly estimate. Let P ∈ ∂Ω. Estimate of XY u(P ) where X, Y are tangent to ∂Ω follows from the gradient estimate.
Lemma 3.4. We have
where a vector field T is tangent to ∂Ω and N is a vector normal to
Proof: X 1 , X 2 , . . . , X 2n be orthonormal vector fields near P such that X 2k = JX 2k−1 and X 2n is normal to the boundary near P . Let X be a vector field tangent to the boundary. Consider the function
For A large enough v ≤ 0 on the boundary of Ω.
Our goal is to show that for B large enough we have L(Xu) ≥ 0. Let us calculate:
and so
where Y is a vector field which gives
In a similar way we can calculate
and we obtain
Similarly as in ♣ we have
and
Now we can conclude that for B large enough, since L(X 1 u) ≥ 0, we have v ≤ 0 on Ω and so X 2n Xu(P ) ≤ C .
Lemma 3.5. We have
where N is a vector field normal to
Proof: By the previous Lemma it is enough to prove that |ζ|
0,1 (P ) for every vector field ζ orthogonal (at P ) to N. We can assume ρ N (P ) = 1 and because our argue will be local we can assume also that P = 0 ∈ C n . Let ζ 1 , ζ 2 , . . . ζ n ∈ T 1,0 be a orthonormal frame in a neigberhood of 0 such that ζ n ρ = −1. We can assume that ζ 1 = ζ. From the strictly pseudoconvexity and using the proposition 1.1 (for k = 2) we can choose J-holomorphic disk λ such that λ(0) = 0, ∂λ ∂z (0) = aζ 1 for some a > 0 and
Now changing coordinates we may assume λ(
We can find a holomorphic cubic polynomial p such that
By (3.6) we have
on ∂Ω for some γ ∈ R, a 2 , . . . , a n ∈ C and new cubic polynomialsp,p. Let B > 0. By the proposision 1.1 there is a family of disks g w :
2 + ερ where p w is a holomorphic cubic polynomial in one variable such that Rep(h w (z)) = Rep w (z) + Rea w z|z| 2 + O(|z| 4 ), a w ∈ C, A, ε > 0. If A is enough large then h ≥ u − u(0) on ∂Ω ∩ U where U is a small neigberhood of 0. Enlarging A again we can assume h ≥ u − u(0) on ∂S where S = Ω ∩ U. Let M > h C 2 (S) for every 0 ≤ ε ≤ 1. We can put ε = inf S f M −n and we get an inequality (i∂∂h) n < (i∂∂u) n on set S ∩ {i∂∂h > 0}. This by the Comparison Principle (Proposition2.1) gives us h ≥ u − u(0) on S. Now by h N > u N , γρ 11 = −ϕ 11 and u 11 − ϕ 11 = (ϕ N − u N )ρ 11 we can conclude that u 11 ≥ ερ 11 Lemma 3.6. We have
where Hu is a Hessian of u, C = C(Ω, f 1/n C 1,1 ).
Proof:
Let us define M as the biggest eigenvalue of the Hessian Hu. We will show that the function
where K −1 is large enough, doesn't attain maximum in Ω. Assume that a maximum of the function Λ is attained at z 0 ∈ Ω (otherwise we are done). There are ζ 1 , . . . , ζ n ∈ T 1,0 z 0 orthonormal z 0 such that the matrix (A pq ) is diagonal at z 0 . Let X ∈ T M z 0 be such that X = 1 and M = H(X, X). We can normalize coordinates near z 0 such that z 0 = 0 ∈ C n , X = ∂ ∂x 1 (0) and J(z, 0) = J st for small z ∈ C. Then we can in a natural way extend ζ 1 , . . . , ζ n to some neigberhood U of 0 such that [ζ k , X] = 0 and [ζ k , ζ k ] = 0 for k = 1, . . . , n (first on U ∩ C × {0} as the same linear combination of vectors
, on the end we extend the vector fields on whole U). Then the function v = ψe
, where Ψ = ψ |∂x 1 | 2 and T is a vector field, also have maximum at 0. Near 0 put µ = u x 1 x 1 + T u (then µ(0) = M(0)) and extend X as X = ∂ ∂x 1 . We will estimate L(v):
so we have 
We can conclude L(v)(0) > 0 and it is a contradiction with the maximality of v.
