Abstract-The performance of the widely adopted slotted Aloha (SA) scheme has been recently improved thanks to the introduction of novel mechanisms, including interference cancellation (IC), packet segmentation, and slot slicing. The combined effect of these mechanisms in the presence of capture has however not yet deeply investigated, even if the resulting impact on the network behavior is determinant for properly quantifying the achievable throughput. To deal with this issue, this paper analyzes the influence of capture on a framed SA (FSA) system adopting IC, segmentation, and slicing, by considering a reliable decoding criterion that accounts for the actually experienced signal to interference-plus-noise ratio. A theoretical model is developed to evaluate the capture probability in fast and slow Rayleigh fading conditions, deriving closed-form expressions for the interference-limited case. The IC-based FSA throughput is then estimated adopting a Markov chain approach validated by Monte Carlo simulations. Finally, the performance of an actual system using a quadrature phase-shift keying modulation in conjunction with a turbo encoder is compared with that estimated by adopting the considered decoding criterion, in order to check its applicability to practical communication networks.
Impact of Segmentation and Capture on Slotted Aloha Systems Exploiting Interference Cancellation
Fulvio Babich , Senior Member, IEEE, and Massimiliano Comisso , Member, IEEE Abstract-The performance of the widely adopted slotted Aloha (SA) scheme has been recently improved thanks to the introduction of novel mechanisms, including interference cancellation (IC), packet segmentation, and slot slicing. The combined effect of these mechanisms in the presence of capture has however not yet deeply investigated, even if the resulting impact on the network behavior is determinant for properly quantifying the achievable throughput. To deal with this issue, this paper analyzes the influence of capture on a framed SA (FSA) system adopting IC, segmentation, and slicing, by considering a reliable decoding criterion that accounts for the actually experienced signal to interference-plus-noise ratio. A theoretical model is developed to evaluate the capture probability in fast and slow Rayleigh fading conditions, deriving closed-form expressions for the interference-limited case. The IC-based FSA throughput is then estimated adopting a Markov chain approach validated by Monte Carlo simulations. Finally, the performance of an actual system using a quadrature phase-shift keying modulation in conjunction with a turbo encoder is compared with that estimated by adopting the considered decoding criterion, in order to check its applicability to practical communication networks.
Index Terms-Framed slotted Aloha, capture, packet segmentation, slot slicing, interference cancellation.
I. INTRODUCTION

S
INCE several years, the need of managing network scenarios where the nodes cannot be coordinated by a centralized authority has led to the adoption of random access protocols, with the aim of enabling the network to operate in the presence of irregular and/or inhomogeneous traffic conditions [1] . Differently from traditional frequency, time, or code division multiple access mechanisms, which may provide a larger performance but require a coordination among the nodes, random access schemes allow the sharing of the channel resources by a population of users when a sufficient level of coordination cannot be achieved [2] . Scenarios characterized by this limitation may derive from the sporadic activity of the nodes or from their excessive number, as well as from the unavailability of global information or the too large communication delays. The development of random access solutions has hence become a relevant 
A. Related Work
In the random access context, even if several solutions have been conceived along the years [1] - [3] , two main families of algorithms are at present physically implemented on network devices: one relying on the slotted Aloha (SA) scheme, and another one relying on the carrier sensing multiple access (CSMA) one. To achieve a higher throughput with respect to SA, CSMA requires a propagation environment in which the carrier signal can be reliably detected, so as to provide an updated information to the access layer [4] . Unfortunately, this requirement cannot be usually satisfied in satellite and cellular scenarios, where SA remains the preferable solution despite its efficiency lies well below the unity [5] .
A slight SA improvement, called diversity SA (DSA), has been proposed in [6] , by introducing diversity through the transmission of multiple copies of the same packet. However, only in the last years a major breakthrough has been made with the implementation of interference cancellation (IC) techniques [7] - [9] . These techniques enable to constructively exploit the collisions by canceling the interference due to the correctly received packets, in order to allow the possible recovery of other initially collided packets. IC has immediately gained interest in the cellular context for separating multiple super-imposed signals, with the aim of enabling non-orthogonal multiple access (NOMA) [10] , and non-orthogonal random access (NORA) mechanisms [11] . A first algorithm combining DSA and IC is the contention resolution DSA (CRDSA) [7] . In this scheme, two copies of each packet are transmitted to increase the success probability for small loads, and IC is used to cancel from the collided slots the interference caused by the packets correctly detected in other slots. The IC process becomes hence iterative, with the iteration one that corresponds to DSA. The step ahead CRDSA is represented by the irregular repetition SA (IRSA) [8] , in which the number of transmitted packet copies is not fixed, but is selected according to an optimized probability mass function (pmf). The subsequent generalization of IRSA is the coded SA (CSA) [9] , in which a packet is encoded, rather than simply repeated. More precisely, the packet is split into H data segments that are encoded to produce L segments of identical length, where L is selected according to a given pmf. Besides, each slot is subdivided into L slices, each having the same duration of the transmission time of a segment. Thus, in the CSA scheme, the minimum resource unit that can be allo-cated for a transmission is no longer the slot, but the slice, and a packet transmission is considered successful whether at least H segments are correctly received. This evolution reveals that SA has been gradually improved by adding ever novel features, from packet repetition and IC, to slot slicing, packet coding and segmentation. Within this context, the usual approach for modeling the result of a transmission relies on considering as successful a slot/slice with a unique packet/segment that provides the entire information it contains. Conversely, a collided slot/slice is assumed to provide no information. In a real scenario, both these assumptions may not hold, since the propagation channel effects may damage an uncollided packet/segment or, through capture, may allow the reception of one or more collided ones. This has led to the development of a significant parallel branch of research, not strictly focused on the mechanisms for improving SA, but aimed at reliably modeling the SA throughput initially considering the sole path-loss attenuation [5] , and then including Rayleigh [12] , [13] , Rice [14] , or Nakagami fading [15] , and also log-normal shadowing [16] . These studies provide mathematical foundations to the possibility of increasing the SA performance by exploiting the capture effect that may spontaneously occur in a real radio receiving system.
B. Motivation and Contribution
With specific reference to the novel IC-based SA schemes, the capture effect has been outlined for the sole IRSA case [8] , while the study of the SA performance in the presence capture, IC, segmentation, and slicing still represents an open issue. This latter task requires to adopt a decoding criterion not simply based on the signal to interference-plus-noise ratio (SINR) of a single segment, but capable to jointly account for the SINRs of all the segments belonging to a packet. Even a collided segment, in fact, might provide a residual information, which can be associated with that provided by other segments of the same packet to possibly recover the packet itself. Therefore, the capture of a packet becomes no more simply determined by the clean reception of at least H over L segments, as in the common erasure channel model, but by the joint, manifold amount of information provided by all the L segments, collided and uncollided.
A proper modeling of this situation is the objective of this paper, which analyzes the combined effect of capture, segmentation, slicing, and IC on the throughput of a framed SA (FSA) scheme, in order to provide some useful insights concerning the expected upgrade of the current FSA implementations to the advanced IC-based functionalities [17] . To this aim, three contributions are provided. Firstly, moving from the concept of equivalent rate [18] , which models the actual rate of a single communication, a novel decoding criterion, suitable to model the capture channel in the presence of segmentation, is formulated. Secondly, based on this criterion, a theoretical analysis is developed to derive the capture probability in both fast and slow Rayleigh fading scenarios. This analysis provides closed-form expressions for the interference-limited case, which typically occurs in cellular and broadcasting radio systems. A two-dimensional Markov model, which is validated by exhaustive Monte Carlo simulations, is also conceived to evaluate, for each iteration, the throughput of an FSA system adopting IC. As a third contribution, the practical usefulness of the formulated decoding criterion is investigated by considering the performance of an actual system using a quadrature phase-shift keying (QPSK) modulation combined with a turbo encoder. Finally, some implementation issues concerning the required receiver operations and the information necessary to make the segmentation process feasible are discussed. To the best of authors' knowledge, the here proposed analysis represents, in the context of uncoordinated random access, the first attempt of modeling the benefits of segmentation on an IC-enabled FSA system with capture by allowing the throughput estimation at each IC iteration.
The paper is organized as follows. The system model is introduced in Section II. The equivalent rate statistic is derived in Section III. The capture and throughput analyses are developed in Section IV. The numerical results are presented in Section V. The implementation issues are discussed in Section VI. The main conclusions are summarized in Section VII.
II. SYSTEM MODEL
Consider N contending users that have to send their packets to a common destination using an FSA random access scheme. In agreement with the framed assumption, the time is subdivided in random access frames (RAFs) of K slots, and each user, assumed frame-and slot-synchronous, attempts the transmission of at most one packet in each RAF. The generic slot is further subdivided into L slices of identical duration, while each packet is first encoded through a channel encoder of rate ρ (0 < ρ ≤ 1) and then split into L segments of identical size. Assuming the guard times as negligible [9] , the transmission time of the encoded packet (set of the whole L segments) is set equal to the slot duration, while the transmission time of the single segment is set equal to the slice duration. The adopted code is assumed symmetric, in the sense that the original information provided by the uncoded packet is uniformly spread across the L segments, so as each encoded segment gives the same contribution to the decoding process. This symmetry requirement may be reasonably well satisfied by properly designed turbo codes [19] . Observe also that these encoding rules, which are adopted to specifically analyze the impact of segmentation, partly differ from the CSA ones. In fact, in [9] , the generic uncoded packet is first split into H information segments of identical size, which are subsequently encoded to obtain L(≥ H) segments, all of the same size as the information segments, but where L is randomly selected at each transmission attempt according to a given pmf. Thus, in [9] , different packets are encoded with different code rates, while, in the here investigated scenario, all users operate using the same code rate ρ. This implies that, in the considered case, the code rate of the access scheme and the code rate of the packet coincide and are both equal to ρ. This choice is made to focus the analysis on packet segmentation, while maintaining its mathematical tractability in the presence of fading. In terms of practical application, the use of a unique code rate is even simpler to implement with respect to code diversity. In fact, in real systems, multiple rates are usually obtained by adopting a unique encoder operating at the minimum rate and some perforation matrices removing the redundancy necessary to achieve a desired higher rate. In the case of single code rate, the perforation is not necessary. The benefits provided by code diversity are however discussed in Section VI by numerically estimating the impact of the different kinds of diversity on the throughput. Besides, an analysis of the capture probability for the CSA scheme, including both segmentation and code diversity, has been recently presented in [20] , but limiting the theoretical model to a constant power scenario.
Concerning the access rules, at each attempt the generic user randomly selects, among the K · L slices of the RAF, the L ones in which its L segments are transmitted. At the destination, when IC is employed, the segments, possibly collided but belonging to successfully decoded packets, are cancelled from the corresponding slices, thus enabling further packet decodings. To simplify the treatise of the theoretical analysis, the destination is ideally assumed to know, for each packet, the slices of the RAF in which the segments of that packet have been placed. This assumption will be removed in Section VI by discussing the impact on the performance due to the insertion of slice pointers in the segment header [9] . Regarding the cancellation process, this paper assumes an ideal channel estimation and hence a perfect IC. This is consistent with the results in [7] and [9] , which prove that a non-ideal channel estimation for IC purposes leads just to a slight performance degradation with respect to the ideal case. This aspect will be however further considered in Section VI by accounting for imperfect IC in the absence and in the presence of fading. Besides, according to [7] - [9] , the entire decoding/IC process is assumed to be iterated until a specified maximum number of iterations, where the iteration one corresponds to the absence of IC and hence to the usage of the common FSA scheme in the presence of segmentation and capture.
Within the above described procedure, the usually adopted decoding model based on the packet erasure channel assumes that the destination decodes the packet if at least H over L of its segments are uncollided [9] , that is, they lie in slices containing a unique segment. This approach has the limit of using a not realistic clear-cut binary decision for each segment, which does not allow one to account for the capture effect that jointly involves the L segments. To overcome this limit, and hence enable a more detailed analysis of segmentation and slicing in FSA systems, a more advanced decoding criterion is formulated in the next subsection.
A. Selected and Equivalent Rates
The considered decoding criterion relies on the comparison between two quantities: the minimum rate required for the successful reception of the packet, and the average one experienced at the destination by considering all packet segments. The first quantity can be immediately defined for a bidimensional linear modulation of order ξ and for the code rate ρ, as the number of information bits transmitted per symbol: 
where ζ is the average power, R + 0 is the set of nonnegative real numbers, and
According to this notation, the r.v. denoting the SINR of the l-th segment transmitted by the target user to the destination is given by:
where
S m +ς denotes the interference-plus-noise power. This r.v. follows a translated Erlang distribution [21] , whose cumulative distribution function (cdf) is:
where γ(., .) is the lower incomplete gamma function [22] . Observe that (4) holds also for M l = 0 (noise-limited case), since, for
. Hence, using (3) and recalling the rule for the ratio between r.v.s, the cdf of X l is evaluated as [23] :
from which one obtains the corresponding pdf as:
The rate achievable for a SINR X l when a bidimensional linear modulation is adopted may be then established by considering the Shannon bound. Accordingly, the r.v. representing the rate for the l-th segment is related to X l by:
Since this latter expression is invertible, one directly obtains:
which, by (5) and (6), provides the cdf and pdf of Λ l as:
Once the rate statistics of the L segments of a packet are available, one can evaluate the cdf of their mean in order to obtain a rate comparable to the selected one. This allows the formulation of the following decoding criterion.
Packet capture criterion. A packet is successfully decoded if its equivalent rate [24] :
is larger or equal to the rate in (1) selected by the user for its transmission.
The objective of this criterion is to overcome the limitations of the erasure channel for modeling the capture effect in a contention-based scenario using segmentation and IC. Note that (11) is not defined for estimating the information-theoretic achievable rate [25] , since the derivation of possible capacity bounds is out of the scope of this paper, but to model the actual behavior of an efficient code (i.e., turbo or low density parity check), during packet transmission in the presence of interference and consistently with the propagation environment [24] . A detailed check of the accuracy of this criterion in reliably estimating the result of a transmission will be carried out in SubSection V-C by adopting a QPSK modulation and a turbo encoder operating on real sequences of bits. In this regard, observe that the result of the reception depends on the vector
, whose components are the collision orders experienced by the L segments of the packet in the respective slices. From now on, this vector will be referred to as the interference context of the packet. According to this definition, the capture probability of a packet transmitted at a selected rate using L encoded segments in an interference context M L is obtained as:
where F R (r; M L , ς) denotes the cdf of R.
III. EQUIVALENT RATE ANALYSIS
To provide a deeper view of the meaning of (11) and (12), two relevant scenarios are analyzed. The first one is a fast fading scenario, where, in a RAF, S 0 may be different for each segment of a packet, that is, in the L slices, the L segments of a packet can be received with L different powers corresponding to L independent realizations of S 0 . The second one is a slow fading scenario, where the realization of S 0 remains constant in the RAF, that is, in the L slices, the L segments of a packet are received with the same power corresponding to a unique realization of S 0 . Therefore, since the power of a segment is assumed constant within a slice, the terms 'slow' and 'fast' are referred to the RAF duration, in which the channel varies among different slices in the fast fading case and remains instead constant in the slow fading one. Since, by (3) and (7), the generic rate Λ l depends on S 0 , L independent realizations of S 0 leads to L independent rates Λ 1 , ..., Λ L when fading is fast, while a unique realization of S 0 introduces correlation among these L rates when fading is slow. The following subsections investigate in detail these two situations by deriving analytical expressions for the corresponding equivalent rate statistics.
A. Fast Fading Scenario
In the fast fading scenario, the L r.v.s Λ 1 , ..., Λ L are independent, thus their conditional statistics coincide with the unconditional ones. By consequence, the cdf of R in (11), whose evaluation requires L − 1 convolutions and a scaling, is obtained from:
by using (10) . In general, (13) must be numerically evaluated. However, interestingly, some closed-form expressions may be found when ς = 0 (interference-limited case). In the absence of noise, in fact, (9) and (10) can be rewritten, respectively, as:
which allow one to solve (13) for any L value. To this aim, consider first L = 1, which immediately leads to F R (r; (13) is rewritten using (14) and (15) as:
whose derivative provides the corresponding pdf:
Observe that both (16) and (17) are extended by continuity when
The formulas for L ≥ 3 are obtained by iterating the integration process. In fact, once the pdf f R (r; M L −1 , 0) in the presence of L − 1 segments has been evaluated, the cdf of R in the presence of L segments can be calculated performing just another integration. This yields:
from which the corresponding pdf is obtained as:
Also (20) and (21) can be extended by continuity to include the cases in which two or more M l values become identical. The capture probability for the fast scenario in an interference context M L may be then derived, for the specific interferencelimited case, by inserting (20) in (12), while, for the general case, by numerically evaluating (13) and then using (12) .
B. Slow Fading Scenario
In the slow fading scenario, the L r.v.s Λ 1 , ..., Λ L are dependent. In fact, the SINRs X 1 , ..., X L are correlated, since the power received from the target user is the same for all the L segments. The cdf of R has to be hence evaluated by accounting for the conditioning between the SINRs of the different segments belonging to a given packet. Therefore, (13) must be generalized according to: To analyze this situation, the pdf of X l given X l−1 (l = 1, ..., L) must be first evaluated by solving the integral:
.., L, and X 0 = x 0 = ∅. Recalling (4), the pdf of X l given S 0 for l = 1, ..., L is calculated from:
which provides:
.., L, from the Bayes formula according to:
In particular, the first case in (26) , corresponding to l = 2, is analyzed by using (2) for m = 0, and (6) and (25) for l = 1. The resulting expression is then inserted in (23) to derive f X 2 |X 1 (x 2 |x 1 ; M 2 , ς). These two operations may be viewed as the first step of an iterative process, since (26) and (23) can be iteratively applied to obtain f X l |X l −1 (x l |x l−1 ; M l , ς) for any l value, until all the L segments are considered. The above described procedure does not provide closed-form expressions for any ς value, and hence, in general, numerical techniques must be adopted. However, an interesting analytical formula is again derived for the interference-limited case. In fact, for ς approaching zero and defining the set B l = {x l |x l > 0, l = 1, ..., l}, the iteration of (26) and (23) until l provides:
where (27) is available, the corresponding cdf is obtained as: (28) which, in the interference-limited case, has the analytical form in:
where β(·; ·, ·) is the incomplete beta function [22] . Now, remembering the relationship between the rate Λ l and the SINR X l in (7), one can express the conditional cdf and pdf of Λ l , respectively, as:
. These two statistics can be inserted in (22) to derive the cdf of R, from which, by (12) , one finally obtains the capture probability in an interference context M L . Specific closed-forms may be derived for
(r). Observe that, in general, the availability of closed-forms for ς = 0 is relevant, since, in the presence of multiple contending nodes sharing a common medium, the current satellite and cellular networks behave as interference-limited systems.
IV. THROUGHPUT ANALYSIS
Once the statistics of the equivalent rate are available, the throughput analysis is carried out following two main steps. Firstly, the average capture probability in the presence of n (1 ≤ n ≤ N ) contending users is estimated. Secondly, a Markov chain approach is developed to model the system evolution, so as to obtain the number of captured packets, and, in turn, the network throughput in the presence of IC.
A. Average Capture Probability
The instantaneous channel load for an FSA system with N users transmitting their packets in a RAF consisting of K slots is defined, according to [7] - [9] , as:
where 0 ≤ ε ≤ 1 is the activation probability and σ is the normalized user population size. Still in agreement with [7] - [9] , it is assumed that each user has always a packet ready for transmission in its buffer (saturated traffic condition), and that retransmissions are not allowed. Thus, for an individual packet, just one transmission, carried out with probability ε, is attempted. If this transmission is unsuccessful, the packet is discarded and the user gets another one from its transmission buffer. Assuming the users' activity as binomially distributed, the probability that n packets are transmitted, that is, n users become active, is given by:
Among these n active users, consider the so far addressed target user and another given user, both transmitting the L segments of their packets in the same RAF of K · L slices. To analyze this situation one has to identify, for the given user and for j = 1, ..., L + 1, the event represented by the transmission of j − 1 segments in slices different from those selected by the target user and of L − (j − 1) segments in slices identical to those selected by the target user. In particular, this event is characterized, for j = 1, ..., L + 1, by the probability:
that it occurs, and by the number of users n j experiencing it, with
One may then notice that, when and ς are given, c( ; M L , ς) remains the same for any permutation of M L , thus its components can be arranged in non-descending order without loss of generality. Therefore, defining the vector n = [n 1 , ..., n L +1 ], the interference context of the target user be-
, where the collision order for its l-th segment is given by the partial sum:
Hence, considering all the possible combinations of the number of interferers in the L slices by introducing the multinomial coefficient, the average capture probability for the target user when other n − 1 contending users are present is calculated by:
where the lower and upper bounds of the summations are defined, respectively, by:
The quantity in (36) enables to derive the probability of capturing n over n packets as:
by assuming a binomial distribution for the success/failure capture occurrences. This estimation represents the first step for evaluating the throughput at the generic iteration i. Note that the term iteration is here intended as the combination of a capture cycle, first, and of an IC one, subsequently. For example, when i = 1, the first capture cycle is carried out, while the subsequent IC cycle is assumed to be formally accomplished, but exploited just if a second iteration is allowed. Thus, one obtains the throughput of an FSA system with segmentation and capture (one cycle) for i = 1, and with segmentation, capture (i cycles), and IC (i − 1 cycles) for i > 1.
B. Throughput
Consider now, as a second step of the throughput analysis, the evolution of the system through a family of N two-dimensional Markov chains, where each chain describes the system evolution in the presence of n users. To this aim, define the generic state of a chain as (t, h), where t (0 ≤ t ≤ n) denotes the number of captured packets, and h specifies if the decoding procedure is in progress (h = 0) or is terminated (h = 1). Concerning this second index, observe that the decoding process is stopped when, after an IC cycle, no novel captures occur. Accordingly, for the specific chain modeling the system with n packets present in the RAF, the transition probabilities from a state (t, h) to a state (t , h ) are calculated by (40) as shown at the bottom of this page. Accounting for all the possible n values, these probabilities are jointly viewed as the elements of an indexed family of N fourdimensional transition matrices {T (n ) ( ; ς)} N n =1 , where the generic element of the family
(n +1)×2×(n +1)×2 is plane-stochastic along the first two dimensions, that is,
t,h,t ,h ( ; ς) = 1 for t = 0, ..., n and h = 0, 1. The probability of being in the state (t, h) at the i-th iteration when n packets are present in the RAF can be denoted as π 
. The evolution of the n-th chain starts from the state (0,0) and from i = 0, corresponding to none iteration yet performed, thus:
while, for i ≥ 1, the probability of moving from a state (t, h) at the (i − 1)-th iteration to a state (t , h ) at the i-th iteration is calculated as:
is the two-dimensional submatrix of T (n ) ( ; ς) corresponding to the pair (t , h ), and ·, · F denotes the Frobenius inner product. Introducing the symbol to identify this latter operation for all possible (t , h ) pairs, one may jointly express all the state probabilities at the i-th iteration when n users are present as:
Moving from the starting point π (0,n) ( ; ς) defined in (41), this latter relationship allows one to iteratively derive all the state matrices at all iterations for n = 1, ...N . The availability of each π (i,n) ( ; ς) matrix when n users at iteration i are present enables the evaluation of the average number of packets captured until iteration i as:
which, by (33), finally allows the estimation of the system throughput until the i-th iteration as:
where the transmission probability τ n is defined in (33).
Observe that the developed multi-dimensional Markov model involving both n and i, even if elaborated, is necessary to include all the possible system evolutions. In fact, a univocal relationship between the iteration and the number of packets captured until that iteration does not exist, thus all possible n values must be considered at each iteration. This is the reason for the definition of the families of the four-dimensional transition matrices in (40) and of the state probabilities in (43). Concerning the presented theoretical model, it is also worth to notice that the main computational cost for its implementation is due to the estimation of the capture probability. In particular, the number of elements of the family of Markov chains that have to be considered for the evaluation of the throughput increases with N , which also influences the size of the largest chains of the family. However, the subsequent derivation of the state probabilities simply requires products between four-dimensional matrices, whose complexity grows as O(N 4 ). The complexity of the capture evaluation, instead, depends not only on N , but also on K, L, and the fading model. Concerning c( ; M L , ς) in (12), the evaluation results simpler in the fast fading scenario, thanks to the independence among the L rates λ 1 , ..., λ L , while, in the slow fading scenario, the estimation requires much more efforts. In this second case, in fact, the L rates are no more independent and the cdf of R, as proved in SubSection III-B, must be derived by L recursive sets of operations, characterized by a computational complexity that grows as O(L). Concerningc n ( ; ς) in (36), its estimation is instead a problem of exponential complexity that grows with N , K, and As a final remark, it is worth to observe that the main conceptual difference between the here developed analysis and the previously proposed ones lies in the receiving model. In [9] , in fact, the analysis relies on a decoupled approach in which the reception is verified for one segment at a time by checking that it lies in a clean (or cleaned after IC) slice (single-segment erasure model). Instead, in the here proposed framework, capture is implemented by adopting a collective approach that jointly considers the SINR of all segments (joint-segments capture model). From the strict computational point of view, this leads, with respect to the previous theories [9] , to a problem that can be formally developed for any triad (N, K, L), even if its actual implementation is limited by an exponential cost. This, however, may represent an unavoidable difficulty to deal with, if a realistic capture model for a segmented-FSA system has to be adopted, since even the most degraded segment might provide a residual contribution determinant for overcoming the reception threshold.
V. RESULTS
This section presents the derived numerical results by subdividing the discussion into three parts. The first one focuses on the case i = 1, thus considering the capture probability and the throughput of an FSA system with segmentation and capture in the absence of IC. The second part analyzes also the cases i > 1 by investigating the impact of IC and segmentation at the different iterations. These two parts consider the performance achievable through the Shannon bound, and include, for all the analyzed scenarios, both the theoretical and simulated curves. The third part examines the conceived decoding criterion through a practical communication system adopting a QPSK modulation combined with a turbo encoder.
All theoretical and practical results, which are obtained for ζ = 0 dB and ς = −30 dB, are compared to independent Monte Carlo simulations, where each point of a simulated curve is obtained by averaging over Q = 10000 realizations, that is, over Q RAFs. Subsequent RAFs experience independent fading levels, while, within a RAF, the scenario can evolve according to each of those addressed in Section III. In particular, for a given user and a given RAF, the fading level is constant for all segments in the slow fading scenario, while different segments have independent fading levels in the fast fading one.
A. FSA With Segmentation and Capture
The first set of results is shown in Fig. 1 , which reports the average capture probabilityc n ( ; ς) in (36) as a function of the selected rate for n = N . The system is hence observed at the beginning of the decoding process, when no captures have even occurred and all transmitted packets are still in the RAF. In particular, the results are obtained for N = 10 in the fast and slow fading scenarios considering L = 2 segments and different number of slots ( Fig. 1(a) ), and K = 3 slots and different number of segments ( Fig. 1(b) ). The theoretical curves are identified by lines, while those derived from Monte Carlo simulations, which present an excellent matching with the theory, are identified by markers.
The figure shows that, when K and L(> 1) are fixed, the slow and fast fading scenarios lead to a close performance, being the capture probability in fast fading conditions slightly higher than that in the slow fading ones until the code rate does not become close to one. This is due to the beneficial power diversity effect present in the fast fading case, which increases the probability that one of the powers of the segments colliding in a slice is sufficiently higher than the sum of the powers of the other segments present in the same slice. Of course, the two scenarios coincide when segmentation is not applied (L = 1). As expected, the increase of K increasesc N ( ; ς) for all rates, since the duration of the RAF becomes longer and the average interference in each slice decreases.
This increase of the capture probability for higher K values obtained using the developed decoding criterion is analogous to the corresponding reduction of the collision probability obtained when the erasure channel is employed [7] - [9] .
Benefits on the FSA performance are obtained by segmentation, since an increase of L provides an increase of the capture probability for all the considered rates in fast and slow fading scenarios (Fig. 1(b) ). This behavior is confirmed by Fig. 2 , which reports the throughput corresponding to the six cases of Fig. 1(b) and reveals the existence of an optimal value dependent on the scenario and on the number of segments and slots. More precisely, one may observe that, in fast fading scenarios, the usage of higher L values leads to a reduction of the optimal rate, thus suggesting a more conservative selection of the transmission rate, with lower order modulations and more powerful codes, as the number of segments increases. Conversely, in slow fading scenarios, the optimal value seems almost insensitive to segmentation. Hence, in this case, a unique rate can be selected for different L values.
Still concerning Fig. 1 , one may notice that the increase of K and L improves the capture probability, even if the two quantities act differently. To explain this aspect, consider a specific fading scenario with a given number of transmitters. In this situation, when L is fixed, the increase of K statistically leads, in each slice, to a lower load, and, in turn, to a lower interference, that increasesc N ( ; ς). Instead, when K is fixed, the increase of L does not change the size of the RAF and hence no statistical reductions of the interference occur. Rather, a larger L value leads to a higher differentiation of the interference suffered by the distinct segments of a packet, which leads to an interference diversity among the slices occupied by those segments. Observe that this benefit, even if less pronounced than that provided by an increment of the number of slots (Fig. 1) , has the considerable advantage of not increasing the packet delay due to the contention process, since the segmentation technique does not modify the RAF duration. As a final result for this subsection, Fig. 3 reports the throughput as a function of the offered load for the six cases of Fig. 1(b) . The curves are derived for K = 3 and using the rate = 2/3, which represents a reasonable choice providing a satisfactory performance for both slow and fast fading scenarios (Fig. 2) . For this reason the value = 2/3 will be adopted from now on to evaluate the results. Besides, to consider a scenario in which the number of users is large with respect to the number of available slots, so as to properly check the performance of a random access scheme [9] , the parameter σ is assumed fixed and equal to 5 users per slot, while the activation probability ε is gradually increased from 0 to 1. Also this setting will be used for the sequel of this section. Fig. 3 shows the existence of an optimal G value, corresponding to an optimal activation probability that maximizes the throughput. Furthermore, the figure reveals that, in a fast fading scenario, segmentation may be not advantageous when the offered load is very high. However, this is a limiting situation, corresponding to an activation probability approaching one, in which a demand assignment access protocol can be more suitable than a random access one [9] .
B. FSA With Segmentation, Capture, and IC
This second subsection discusses the impact of IC, and hence of the iteration, on the FSA performance. A first group of results is reported in Fig. 4 , which shows the throughput as a function of the offered load at different iterations for L = 2. In particular, Fig. 4(a) refers to a slow fading scenario with K = 2, Fig. 4(b) to a fast fading scenario with K = 2, Fig. 4(c) to a slow fading scenario with K = 3, and Fig. 4(d) to a fast fading scenario with K = 3. In the legends, the notation i = N indicates, for the theoretical curves, the maximum number of iterations that are performed, while, for the simulated curves, it has just a formal meaning, since it indicates that the system is left to evolve until captures are possible after an IC cycle, thus leading to a maximum achieved iteration that can be different from realization to realization.
The figure shows that, for a fixed K value, the performance of the fast and slow fading scenarios remain very close also when the higher iterations are taken into account, thus confirming the behavior already observed in the previous set of results. Besides, as expected, IC considerably improves the performance, which gets higher as the number of allowed iterations is increased. It is interesting to put into evidence that also the benefits provided by the increase of the number slots become more clear when more iterations are allowed. To outline this issue, compare the cases K = 2 and K = 3 for a given fading scenario, and notice that, for i = 1, 2, 3, the corresponding curves for different number of slots are very similar, while an observable increase of the throughput is noticed for i = N . This suggests that the FSA system should be left to evolve until captures occur, that is, allowing all the IC cycles necessary to exploit a longer RAF duration.
The requirement of considering many IC cycles to obtain an appreciable performance improvement when K is increased is instead not necessary when the increase involves L. To better observe this aspect, consider Fig. 5 , which reports, for a fast fading scenario and for L = 3, the throughput as a function of the offered load at the different iterations when K = 2 ( Fig. 5(a) ) and K = 3 ( Fig. 5(b) ). A direct comparison between Fig. 4(b) and Fig. 5(a) , and between Fig. 4(d) and Fig. 5(b) , reveals that the benefits of segmentation appear already from the first iterations, and can be hence exploited also when the number of IC cycles have to be kept low, as for example in situations where possible delay constraints must be satisfied.
A further observation regarding this second set of results concerns the substantially good agreement between theory and simulations. The moderate differences are due to three main reasons. The first one is the deviation, for i ≥ 2, from the multinomial assumption used to evaluate the average capture probability in (36). In fact, as more segments are cancelled from the corresponding slices, the distribution of the remaining collided segments becomes farther from the multinomial one. The second reason is the lack of perfect independence among the α n,n ( ; ς) values in (39). This implies that, actually, the probabilities of capturing n over n packets for n = 1, ..., n are partly correlated, and hence are not exactly binomially distributed. The third reason concerns the actual fading statistic for i > 1. As i increases, in fact, the powers of the remaining segments are no more completely representative of an exponentially distributed population, since they correspond just to the even more degraded ones. Observe that this problem can arise for any fading statistic, since the removal of some segments unavoidably changes the statistic of the remaining ones. This issue has been also outlined in [26] , by showing that the density evolution analysis originally adopted in [9] may become less accurate in the presence of capture, even when it involves just the single segment and erasure packet decoding is assumed, because of the interdependence among slices and the approximate SINR modeling after each IC cycle. In the here proposed model, the difficulty in theoretically modeling the powers of the remaining segments is further enhanced by the fact that the capture event, according to (11) , jointly accounts for all the segments of the packet.
Bearing in mind all these three discussed aspects, it is interesting to observe that the adoption of the same capture and fading model at each iteration is slightly optimistic, while the effects of the binomial approximation are more difficult to predict, since they may lead to an overestimation or to an underestimation of the performance, depending on the specific scenario. This explains why, with respect to the Monte Carlo simulations, the theory, which does not aim to provide a throughput bound (upper or lower), but a throughput approximation, is better in some situations, and worse in others. Even with these differences, however, the matching between theory and simulation may be considered satisfactory, also considering the acceptable level of complexity of the analysis. Regarding this latter issue, it is worth to remark that, to the best authors' knowledge, the currently existing theories for FSA with IC providing the performance as a function of the iteration are two: the throughput upper bound for the CRDSA scheme in the absence of capture and segmentation [7] , and the packet erasure probability for the IRSA scheme in the presence of given (uncorrelated) capture coefficients and in the absence of segmentation [8] . By consequence, the here developed analysis represents the first attempt of theoretically modeling the performance of an FSA system with IC, capture, and segmentation by deriving the capture probability in nonideal channel conditions and by allowing the evaluation of the throughput at each iteration.
C. Practical System
This third subsection aims to check the applicability of the formulated decoding criterion to a practical scenario in which an actual encoder, operating on real sequences of bits, is employed. To this aim, a QPSK modulation (order ξ = 4) and a robust turbo encoder of rate ρ = 1/3, implemented in c++ language, are adopted to generate the selected rate = ρ log 2 ξ = 2/3. In particular, the turbo encoder, whose characteristics are specified in [27] , is a parallel concatenated convolutional code with two constituent encoders and an internal interleaver. The uncoded packet has a length of 1340 bits, while the coded one has a length of 1340/ρ+12 bits. A scrambler manipulates the coded bits to improve the symmetry of the code before the segmentation. At the destination, the received bits of each segment are manipulated by a descrambler and the received sequence is decoded by an iterative turbo decoding algorithm. Since an actual modulation is now employed, the usage of the Shannon bound in (7) to model the relationship between the equivalent rate and the SINR for the generic segment of a packet might result too optimistic. To overcome this limitation, we adopt a more suitable relationship, which has been specifically derived for binary and quadrature PSK modulations in [28] . According to this formulation, the rate Λ l achievable in the presence of a SINR X l when a QPSK modulation is used is approximated, for l = 1, ..., L, by [28] : where a 1 ∼ = −1.286, a 2 ∼ = 0.9308, a 3 ∼ = 0.010 are proper coefficients, and b is a margin introduced to account for the finite length of the codeword, the non-ideality of the code, and its nonperfect symmetry. For the adopted code, a margin b = 2.5 dB has been selected. With respect to the exact definition involving the Q-function, (46) has the advantage of being invertible simultaneously maintaining an approximation error lower than 1% for SINR values not too close to zero. For this reason, it is used in (11) to evaluate the equivalent rate of each transmission carried out using the adopted code-modulation pair. The subsequent throughput evaluation for the FSA system is carried out numerically, since, even if the cdf of Λ l may still be analytically derived, a possible equivalent rate analysis does not provide closed-form expressions. The actual performance of the system is hence obtained by averaging the results corresponding to Q realizations, in which, differently from the pure Monte Carlo simulations, coded and QPSK-modulated sequences are actually present in each slice. Besides, in this case, the number of realizations Q is not a priori specified, since the stopping criterion is based on the variance of the throughput. In particular, the realizations are repeated until the confidence interval of the throughput (not reported in the figures to maintain their readability) becomes negligible. The first set of results is presented in Fig. 6 , which reports the throughput as a function of the offered load at the different iterations for K = 3 in a slow fading scenario considering L = 2 ( Fig. 6(a) ) and L = 3 ( Fig. 6(b) ) segments. In this subsection, the simulated curves (using the equivalent rate) are identified by lines, while those derived from the implementation of the actual encoder (not using the equivalent rate) are identified by markers. From this figure we can outline two main observations. Firstly, as expected, adopting a practical encoder and a real modulation, the throughput decreases with respect to that obtained using the Shannon bound. However, even in this situation, the formulated decoding criterion based on the equivalent rate remains reliable in predicting the system performance, as it results from the very good agreement between the simulated curves and the actual ones. This reveals a significant advantage of the technique here presented for modeling the code behavior, since the CPU time required to obtain a curve is in the order of one day for the actual performance, which relies on the real encoder, and in the order of just few minutes for the simulation, which relies on the adopted capture criterion based on the equivalent rate.
The last set of results of this section shows the throughput as a function of the offered load in a slow fading scenario for L = 3 considering also RAFs with tens of slots (Fig. 7) . Remembering, as specified at the end of Subsection V-A, that a normalized population size σ = N/K = 5 users per slot is adopted, one may notice that the increase of the number of slots corresponds also to the increase of the number of contending users. The figure confirms that a larger RAF allows the system to sustain a higher load and to achieve a higher throughput. However, the performance improvement becomes less significant as K gets higher, thus revealing a sort of saturation when longer RAFs are adopted. Furthermore, we may observe that the throughput closely approaches the straight line η N ∼ = G when the offered load is low, thus, in moderate traffic conditions, all the information bits of the packets are successfully received. As the RAF gets longer, this closeness is maintained for higher G values, even if a more significant performance reduction occurs once the maximum throughput is reached. This behavior is consistent with the results in [9, Fig. 7 ] obtained for the CSA scheme, which reveal that, as the RAF duration increases, the actual throughput better fits the asymptotic one. Of course, this consistency concerns the sole shape of the curves, since, in [9] , the maximum throughput and the corresponding offered load are both lower than one, while, in the here investigated scenario, they may become higher than one thanks to the capture effect.
VI. IMPLEMENTATION ISSUES
This section finally discusses the possible implementation of a segmented FSA system in a real network. All curves are obtained for N = 300, K = 20, ς = −30 dB, and = 2/3.
The first discussed issue concerns the presence of a general environment in which the users adopt different codes and are located at different distances from the common receiver. To investigate this situation, Fig. 8 shows the throughput achievable by increasing the level of diversity. As reference consider the absence of any diversity, that is, the common FSA with throughput 2 G exp(−G) (the factor two is due to the adoption of a QPSK modulation), which remains the preferable solution for low channel loads. For higher loads, a first improvement is provided by interference diversity, which derives from the introduction of segmentation, while a second improvement by the presence of fading, which provides a form of power diversity. A third moderate throughput increase for higher channel loads can occur when the transmitters, rather than being at the same distance from the receiver (i.e., ζ = 0 dB identical for all sources), are instead uniformly distributed over an annulus centered at the receiver with inner radius of one meter and outer radius of ten meters, in a propagation environment characterized by a pathloss exponent = 3. This leads to different transmitter-receiver distances, which, in turn, represents a further form of power diversity. To make more complete this view, code diversity is also added. This kind of diversity derives from the adoption of different code rates with different probabilities. In particular, with reference to the optimized codes in [9] , the here considered case refers to a scheme in which an uncoded packet is split in two data segments and an access scheme rate 1/3 is selected. This leads to the possible numbers of encoded segments L = 3, 4, 5, 11, 12 generated with probabilities p 3 = 0.259929, p 4 = 0.053247, p 5 = 0.447058, p 11 = 0.105258, p 12 = 0.134509 [9, Table I ]. Note that, for coherence, the access scheme rate 1/3 in [9] has been chosen equal to the rate ρ = 1/3 so far adopted for the channel encoder. Thus, since each uncoded packet is split in two data segments, L = 2/ρ = 6 encoded segments are used for all cases in which interference diversity is present and code diversity is absent. Regarding Fig. 8 , one may notice from a direct comparison between the cases corresponding to interference-fading diversity and interference-fading-distance diversity, that, in the assumed path-loss scenario, the main contribution to the power diversity effect is provided by the fading phenomenon.
The second discussed implementation issue concerns the performance achievable in the presence of channel estimation errors, which may arise in practical systems. The inaccuracy in reconstructing the waveforms corresponding to the decoded segments leads in fact to imperfect IC, which leaves a residual interference power in the involved slices. This residual is usually assumed proportional to the power of the segment before cancellation through a coefficient ϑ, which is selected between 0 and 1 [29] , [30] . Following this approach, Fig. 9 shows the throughput for the interference diversity and interference-fading diversity cases when 1% and 10% residuals are considered. The most interesting aspect put into evidence by this figure is the considerably different impact of the interference residual in the absence and in the presence of fading. In particular, the interference diversity scenario results much more robust against imperfect IC as compared to the interference-fading diversity one, thus revealing that the diversity intentionally introduced at the system level through packet segmentation substantially maintains its benefits, while the diversity provided by the propagation environment is very sensitive to the accuracy of the channel estimation process. This second behavior is mainly due to the high power realizations of the randomly generated powers, which, when not perfectly cancelled, leave significant interference residuals that make difficult the decoding of the remaining segments.
A third relevant issue for the actual implementation of a segmented FSA system concerns the problem, for the destination, of finding the L slices where the L segments of a given packet lie. This problem can be solved by including, in each encoded segment of a packet, a header containing the pointers to the slices of the RAF in which the segments of that packet have been placed [9] . The header is transmitted at the same rate = 2/3 used for the information, that is, using a QPSK modulation and a code rate ρ = 1/3. In this way, the capture of just one segment may enable the destination to acquire the position in the RAF of all the other segments of the same packet. Regarding the possibility of decoding the pointers of at least one segment, one may formulate the following observation. Given the adopted decoding requirement R = L l=1 λ l /L ≥ , we necessarily have, in case of successful packet decoding, that the highest rate R max = max{λ 1 , ..., λ L } is surely larger or equal to R and hence larger or equal to . Thus, if each header is encoded by the same encoder used for the full packet and if that packet is decodable (i.e., captured), the header of the best segment of that packet is also decodable, so that the pointers become available and the decoding IC process can start. Concerning this latter aspect, it is worth to remark that the condition of decoding at least one segment (i.e., R max ≥ ), is much less stringent than that of decoding the entire packet (i.e., R ≥ ), since the relationship R max ≥ R always holds. This implies that, if R max < , no pointers are available, but in this situation they would have been useless, since the condition R ≥ would not have been satisfied anyway. Otherwise, if R max ≥ , the pointers are available, while the condition R ≥ can be satisfied or not (i.e., packet capture can occur or not). Therefore, the prerequisite of pointers' availability before the beginning of the decoding process of the entire packet, which is requested by a real system, is verified. Fig. 10 shows the impact of the pointers' overhead on the throughput when, as in the previous section, a payload of 1340 bits is adopted. The figure, which also reports the performance obtained adopting the erasure channel, is obtained considering that each segment must contains H = (L−1) log 2 (KL) bits to identify the position of the other L−1 segments in the RAF, thus the overall overhead due to the pointers is LH. One may notice that, regardless of the specific channel model, the benefits of segmentation for higher channel loads remain relevant also when this overhead is included. In particular, the erasure channel necessarily provides a lower performance, since, for packet decoding, it requires the reception of at least a certain number of clean (or cleaned after IC) segments. A strong constraint that is not essential in more realistic capture scenarios. Besides, as outlined in [9] , the overhead LH, which can be more pronounced for small packets, can be reduced by suitable techniques based on code indexes and pseudo-random seeds. Fig. 10 is also useful to respond to a basic question concerning the introduction of novel functionalities in a well-established FSA system: is the complexity increase due to the implementation of segmentation justified by the obtained performance improvement, or it results substantially hidden by the already present capture effect? A direct comparison between the curves derived in the presence of capture for L = 1 (thick dash-dotted), and for L = 6 accounting for the overhead due to the pointers (thin solid) provides the answer. For very low G values, the throughput without segmentation is slightly higher because of the absence of the pointers (useless when segmentation is not adopted). In almost the rest of the G range, instead, the use of segmentation provides a significant performance increase. This allows one to conclude that the throughput benefits seem to fully justify the increased complexity necessary to enable segmentation in FSA systems.
VII. CONCLUSIONS
The impact of capture, packet segmentation, and slot slicing on the performance of an FSA system using IC has been theoretically investigated through the elaboration of a throughput analysis covering slow and fast fading conditions. The analysis has been developed using a suitable reception criterion based on the selected code rate and on the equivalent one associated to the received segments belonging to a packet. All theoretical results have been validated by Monte Carlo simulations, which have been also employed to check the applicability of the reception criterion to a practical system involving a QPSK modulation combined with a turbo encoder.
The most significant theoretical advance has been the derivation of a completely analytical framework, providing the throughput of an FSA system for each capture/IC iteration in the presence of segmentation and slicing. Both theory and simulations have clearly shown the benefits of these two mechanisms, which, producing an interference diversity among the different slices, provide an increase of the capture probability together with a good robustness against imperfect IC. The validation of the practical system has revealed that the concept of equivalent rate might be viewed as a useful element to insert not only in theoretical tools, but also in network simulators, with the aim of improving their physical layer model, while maintaining a limited simulation time. From the implementation point of view, the insertion of suitable pointers in the header of each segment to allow the recovery of the position of the other segments of the packet, has proved to be feasible, since the resulting overhead has not significantly affected the throughput gain provided by segmentation. This suggests that next-generation communication standards adopting Aloha-based random access schemes might be usefully realized including segmentation as a possible functionality, which, triggering a beneficial interference diversity phenomenon, can be helpful for managing large amounts of contending traffics in forthcoming ultra-dense networks.
