With the increase of data-center scale, the possibility of large-scale fault in data center networks will increase. This paper proposes a nodes recovery strategy to restore the network connections and reduce losses under large-scale disasters.
INTRODUCTION
In the rapidly developing information society, the data center network is becoming more and more complex, and gradually affects every part of our life. Optical networks, with its exceptionally high bandwidth, low latency and robustness, has been proven to be the best choice for realizing the DCN [1] . When the network becomes complicated and large, the possibility of large-scale fault increase greatly, and the faults may bring very serious disaster to communication and applications.
There have been some papers about DC in the case of large-scale faults. The rapid data-evacuation approaches in [2] can migrate data from a disaster location to safe location before large-scale faults. Authors in [3] focus on the protection of disaster recovery center node based on content-connectivity against disaster in disaster recovery center networks. Furthermore, the proposed approaches in [4] use a probabilistic model to reduce the expected network disconnections and capacity loss after disaster. However, there are few researches about the recovery scheme of DC with graph.
Faced with large-scale fault in the data center networks (DCNs), we must recover them as soon as possible, and then continue to service to users. So we should find the best nodes recovery sequence on the basis of the importance of fault nodes in the network topology, guaranteeing to restore important node, and finally to restore those irrelevant nodes. Only in this way, we can maximize the traffic flow in the process of recovery, minimize the economic losses caused by large-scale faults in the DCNs. Typically, the order of DCs recovery is related to the degree and the importance of DCs, and higher importance node [5] will be recovered firstly. In this paper, a reasonable evaluation method of node importance and an efficient nodes recovery algorithm for large-scale disasters in DCNs will be put forward.
THE KEY NODE RECOGNITION STRATEGY
In the DCNs, the importance of each node is clearly not the same, so in order to describe the importance of the nodes in the network, we will evaluate node importance from various perspectives to ensure the correctness of the result. Some knowledge of the graph theory is used. In the process of evaluation. Single indicator is not enough to completely summarized node importance, we will evaluate the node importance from node degree, node aggregation coefficient and average degree of neighbour nodes.
In graph theory, node degree is defined as the number of edges associated with the node. Suppose you have edges are connected to node , then (1) is the degree of the node . The ratio of nodes which adjacent to the same node in the network adjacent to each other, the scale is called the aggregation coefficient. If node is associated with edges, the other nodes associated with the edges can have edges at most. The real number of edges between these nodes is , then .
is the aggregation coefficient of the node . If the degree of node is , the degrees of these nodes which adjacent to node I are . .The average value of degree can be described in the following expression.
.
In this paper, we introduce the concept of node weight to describe the importance of node. Weight is defined as the following expression: (4) It is obvious that the larger the node degree is, the higher the average value of adjacent node degree is, the more important it is. However, the effect of aggregation coefficient is the opposite because aggregation coefficient of node is smaller, represents the node's influence on network connectivity is higher.
In the DCNs，the average node degree is not our primary consideration, node degree and aggregation coefficient is enough to reflect the importance, so in this paper, α=β=1, γ=0.1. Certainly, we should give reasonable values according to specific circumstances in other networks. And the sum of node weights can be used to measure the connectivity of the network.
ROA_DC ALGORITHM BASED ON NODE WEIGHT
In order to show the algorithm process more clearly, the following will show some formulas and related symbols:
：the topology of the network, represent the set of nodes， represent the set of edges.
: the set of fault nodes. ：the set of normal nodes. : the weight of node .
W: the sum of weights of all nodes, W= . ：the amount of data of node . the set of node recovery sequence. For any node，it is fault node in this set and at the beginning, it is empty.
The recovery steps are as follows.
Step1: find all of normal nodes in G(V,E), for , calculate the value of in order. Step2: because of the amount of data carried by node is certain, according to the calculate result in Step1, calculate the value of . Step3: if is not empty, restore a node in turn, renter Step1, Step2, get the corresponding value of . Then set this node as a fault node again. Restore the next node until is empty. Find out the largest value of , restore the corresponding node permanent and add this node to .Continue Step3 until is empty.
ANALYSIS OF SIMULATION RESULT
The proposed heuristic algorithm with the 14-node NSFNET topology are simulated under a large-scale disaster and shown in Figure 1 .
In order to prove the reasonability of the ROA_DC algorithm we put forward, the other two algorithms will be used to compare with it in some ways. They are Greedy_DC Algorithm that the amount of node data decides the order of node recovery and Random_DC Algorithm that the order of node recovery is random. In this paper, we evaluate the performance of these algorithms from the following several aspects. Network connectivity is defined as the value of W, and the greater the value, the better network connectivity. Data liquidity is defined as the value of . Network residual rate of resources refers to the proportion of effective data in total data. Here eight nodes are randomly selected as failure nodes, the results of these algorithms are shown in the following figures.
As shown in Figure 2 , with the node recovery one by one, all of the algorithms make the network connectivity become better and better. However, compared with other two algorithms, ROA_DC algorithms have achieved better results throughout the recovery process. This is because ROA_DC algorithms always preferentially recover the node which is most helpful to network connectivity. In Figure 3 , with the node recovery one by one, all of the algorithms make the Data liquidity become better and better. Similarly, the effect achieved by ROA_DC algorithms do not let us down. Data liquidity is much greater than the other two ways. That's why we design the algorithm in the first place. As shown in Figure 4 , with the node recovery one by one, network residual rate of resources become more and more low. The effect achieved by Greedy_DC algorithm keep ahead of other two algorithm because this algorithm always preferentially recovery the node of which data volume is large. But after four nodes recovered, ROA_DC algorithm almost keep pace with Greedy_DC algorithm，So the effect of ROA_DC is decent too.
In conclusion, ROA_DC algorithm performs very well in network connectivity, data liquidity and network residual rate of resources. So we have enough reason to believe that the algorithm can maximize the business flow in the process of recovery, minimize the economic losses caused by large-scale fault.
CONCLUSION
As the status of the data center is becoming more and more important. The recovery of DC in large-scale disaster is one of the most significant issues in DCN. In this paper, we propose a ROA_DC algorithm that increases the network connectivity and maximizes time efficiency in the process of DC restoration. The simulation result of three algorithms verify that our proposed algorithm performs best in the order of recovery to get higher degree of DCN comparing with the other algorithms.
