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ABSTRACT 
In the industry, a lot of companies are facing the explosion of big data. With this much 
information stored, companies want to make sense of the data and use it to help them for better 
decision making, especially for future prediction. A lot of money can be saved and huge revenue 
can be generated with the power of big data. When building statistical learning models for 
prediction, companies in the industry are aiming to build models with efficiency and high 
accuracy. After the learning models have been developed for production, new data will be 
generated. With the updated data, the models have to be updated as well. Due to this nature, the 
model performs best today doesn’t mean it will necessarily perform the same tomorrow. Thus, it 
is very hard to decide which algorithm should be used to build the learning model. This paper 
introduces a new method that ensembles the information generated by two different 
classification statistical learning algorithms together as inputs for another learning model to 
increase the final prediction power.  
The dataset used in this paper is NASA’s Turbofan Engine Degradation data. There are 
49 numeric features (X) and the response Y is binary with 0 indicating the engine is working 
properly and 1 indicating engine failure. The model’s purpose is to predict whether the engine is 
going to pass or fail. The dataset is divided in training set and testing set. First, training set is 
used twice to build support vector machine (SVM) and neural network models. Second, it 
used the trained SVM and neural network model taking X of the training set as input to predict 
Y1 and Y2. Then, it takes Y1 and Y2 as inputs to build the Penalized Logistic Regression 
model, which is the ensemble model here. Finally, use the testing set follow the same steps to get 
v 
	  
the final prediction result. The model accuracy is calculated using overall classification accuracy. 
The result shows that the ensemble model has 92% accuracy. The prediction accuracies of SVM, 
neural network and ensemble models are compared to prove that the ensemble model 
successfully captured the power of the two individual learning model.  
 
1	  
CHAPTER 1: INTRODUCTION 
With the explosion of “Big Data”, statistical learning methods having been rapidly 
developed in the last decade. Especially in the industry, more and more companies are trying to 
utilize the power of statistical learning to not only gain insights from their past data sets, but 
more importantly to make predictions of future. There are two category of learning method; one 
is supervised learning and another is un-supervised learning. The difference between these two is 
that supervised learning models are built to predict the target Y, which is predetermined; on the 
other hand, un-supervised learning models don’t have a target variable but are aiming at finding 
patterns from the existing data. Majorities of the predictive analysis are focused on supervised 
learning methods. In supervised learning, there are two types of problems, regression and 
classification. This paper is focusing on the two-class classification problem.  
Two-class classification is one of the most common problems nowadays in the research 
field and also in the industrial world. In the industrial world, when it comes to building machine 
learning solutions, efficiency is one of the primary concern. It often takes 1-2 month just to fine 
tune the machine learning model in order to increase the accuracy, sometimes to only achieve as 
little as 3% improvement. So, rapid development is more important than model accuracy in most 
of the cases. With the help of statistical modeling software, it is fairly easy to build machine 
learning models without fine tuning. Depending on the data, different machine learning methods 
may give similar or different accuracy. However, after the models have been put in real-time 
production for a couple of month, when new data come in, the models’ performance may vary. 
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Because of this nature, is it extremely difficult to choose one machine learning method for the 
particular problem, since the best method today might not be the best tomorrow. So, is there a 
way to combine the power of different two-classification machine learning methods together to 
give the best prediction? This question is the main focus of this paper. And one of the solution to 
this question is discussed in this paper.  
In the industrial world, predictive maintenance is one of the most highly demanded use 
cases of statistical learning. In this paper, the predictive maintenance use case dataset is Turbofan 
Engine Degradation Data Set by NASA [1]. In this dataset the input variables are numeric 
variables of machine log information, the response is a categorical variable with pass/fail two 
classes. The goal of this paper is not to find the best model for this dataset, but using this popular 
use case to compare the model accuracy of traditional 2 single machine learning models with the 
model accuracy of the methodology of combining the two machine learning models together.  
The two machine learning algorithms used here are Support Vector Machine and Neural 
Network. These are the two commonly used statistical learning algorithms today. The two 
classification models are each trained on the training data set, and prediction accuracy is 
accessed using prediction accuracy and sensitivity value, which is calculated separately for two 
models by predicting using the testing set. In order to ensemble the power of the two 
classification results, a penalized logistic regression is trained using the training set prediction 
outputs of the two classification models as two X’s inputs. And the penalized logistic regression 
prediction is done by taking the testing data set prediction results of the two models as X’s 
inputs. The earliest ensemble method is introduced by Dasarathy and Sheela’s 1979 paper [2], 
which is an ensemble system using two or more classifiers to partition the feature space. Here, in 
this paper, the ensemble system is built using the penalized logistic regression to take the 
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information generated by Support Vector Machine, Neural Network as in puts in order to achieve 
a better result. Using the predictive maintenance dataset from NASA, the prediction power of the 
ensemble method is compared with prediction results of the single learning models.  
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CHAPTER 2: METHODOLOGY 
 
 2.1 Statistical Learning Algorithm Formulas  
In this paper, the three statistical learning algorithms used are Support Vector Machine, 
Neural Network and Penalized Logistic Regression. This section is dedicated to introduce the 
math formulas for these algorithms, which are the foundation for the next section.  
2.1.1 Neural Network  
In machine learning, Neural Network is one of the most powerful and widespread 
learning methods in the artificial intelligence field. The inspiration of Neural Network is based 
on the biological neural network of the human brain. In human brain, the neurons are 
interconnected as a web to exchange electrical signals from each other. Input signals are received 
by dendrites, and pass on via an elongated axon, based on those inputs, an output signal is 
generated and passed onto other neurons.  
The first computational neural network was developed in 1943 by a neuroscientist, 
Warren S. McCullock and a logician, Walter Pitts [3]. Taken the inspiration from the brain, they 
developed a mathematic neural network model called threshold logic. Followed by many fellow 
scientists, artificial neural network was developed over the spam of a few decades based on 
mathematics with the intention to help solve real life problems.   
A Neural Network is a two-stage regression or classification model, which can be 
illustrated by a network diagram illustrated in Figure 1. The algorithm uses K-class 
classification, and hence there are k Y’s at the bottom of the graph as output. In this paper, 
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however, the model was built to solve a two-class classification problem, as a result there are 
only two Y response variables in our intended model. The units in the middle of the network, 
Z’s, are called hidden units. There might be more than one-layer of hidden units. Here, the more 
general case, one-layer hidden units are discussed. The derived features Zm are linear 
combination, or linear multilogit [4] of the inputs X, which Z’ are then used as inputs for 
modeling response Y’s. 
  
Figure 1. Single Layer Neural Network System Graph 
 
For the most general case, Z is written as linear combinations of X. The math formula 
representing such a neural network is as follow:  
 
                                                     𝑍" = 	  𝜎 𝛼'" + 𝛼") 𝑋 , 𝑚 = 1,… , 𝐾 
                                                   	  	  𝑇1 = 	  𝛽'1 +	  𝛽1)𝑍, 𝑘 = 1,… , 𝐾 
                                                     𝑓1 𝑋 = 	  𝑔1 𝑇 , 𝑘 = 1,… , 𝐾 
                           Where 𝑍 = 𝑍6, 𝑍7, … , 𝑍8 , and 𝑇1 = (𝑇6, 𝑇7, … , 𝑇:).  
 
     (2.1) 
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In the most common cases, 𝜎	  (𝑣), the activation function is selected to be the sigmoid 𝜎	   𝑣 = 1/(1 + 𝑒?@)  [4]. In equations (2.1), the T on top of 𝑎") 𝑋  and 𝛽1)𝑍  are stands for 
transpose. 𝑎") 𝑋 is the projection of X onto the unit vector 𝛼", the same for 𝛽1)𝑍. For K-class 
classification problem, 𝑔1 𝑇 , the final transformation of the vector outputs T, is mostly in favor 
of the softmax function[4]  
                                                              𝑔1 𝑇 = 	   BCDBCℓ𝓁Fℓ𝓁GH 	    
      
The other unknown parameters, 𝛼'", 𝛼") , 𝛽'1 and 𝛽1)are called weights. It is important to 
choose the initial weights. Weight values, related to individual notes are also called biases. 
Weight values are chosen by the iterative flow of training data through the network.  
Let 𝜃 denotes the full set of weights. For k-classification the errors are represented by:  
  
                                                      𝑅 𝜃 = − 𝑦M1𝑙𝑜𝑔𝑓1(𝑥M):1Q6RMQ6  
2.1.2 Support Vector Machine (SVM) 
Support Vector Machine is a method used for solving classification problem. It was first 
developed in 1990s in computer science and has been gaining popularity ever since. Primarily, it 
is designed to solve two-class classification problem. But now its extensions can solve regression 
problem and multi-class classification problem.  
What distinguish support vector machine from other classification algorithms is the 
concept of hyperplane. SVM built hyperplane, or multiple hypoerplanes in a high or infinite 
dimensional space. What needs to be achieved is a good hyperplane that has the longest distance 
to the nearest training data of any class. The distance is not determined by the whole dataset of 
     (2.3) 
     (2.2) 
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one class, instead just by a set of support vectors. Because of such nature, outlier is not an issue 
when using SVM to solve either regression or classification problems. The hyperplane can be 
either linear form in Figure 2 or non-linear form as shown in Figure 3.  
  
                                         
Figure 2. The Linear Maximum Margin Optimal Hyperplane Graph 
  
There could be many hyperplanes, but which one is the best to choose? Then maximum 
margin comes to play. The optimal hyperplane is the separating hyperplane that has the largest 
margin, the furthest distance from the two different classes.  The maximum margin hyperplane 
separates the two classes perfectly. However, this also means that the maximum margin 
hyperplane is extremely fitted to the training dataset, so that one addition point added can lead to 
drastic change in the maximum margin hyperplane. Because of such characteristics, it would be 
wise to choose a classifier that is based on the hyperplane which does not separate the two 
classes perfectly, in turn the model would be more robust. Such is called Support vector 
classifier. Support vector classifier allow some observations to be on the wrong side of the 
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margin, as well as on the wrong side of the hyperplane. The mathematic functions [5] of the 
support vector classifier is as follow:  
 
  𝜷𝒋𝟐 = 𝟏,𝒑𝒊Q𝟏                                 𝒚𝒊 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + ⋯+ 𝜷𝒑𝒙𝒊𝒑 ≥ 𝑴 𝟏 − 𝝐𝒊 , 
                                     𝝐𝒊 ≥ 𝟎,	  	  	  	  	  	   𝝐𝒊𝒏𝒊Q𝟏 ≤ 𝑪, 
                               
here C is a nonnegative tuning parameter. M is the width of the margin. And 𝝐𝟏, … , 𝝐𝒏 are the 
slack variable[5], which are used to permit individual observations to be on the wrong side of the 
hyperplane or the margin; if 𝝐𝒊 = 0 then the 𝒊th observation is on the right side of the margin; if 𝝐𝒊 > 𝟎 then the 𝒊th observation is on the wrong side of the margin, but not on the wrong side of 
the hyperplane; if 𝝐𝒊 > 𝟏 then the 𝒊th observation is on the wrong side of the hyperplane. Solving 
(2.4) is an optimization problem, here details are not presented. Once (2.4) is solved, then the test 
dataset prediction depends on the sign of 𝒇 𝒙∗ = 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + ⋯+ 𝜷𝒑𝒙𝒑∗ ; if 𝒇 𝒙∗ > 𝟎 then 𝒚 = 𝟏 and if 𝒇 𝒙∗ < 𝟎 then 𝒚 = −𝟏, here y has two classes, -1 and 1.  
Support vector classifier is the approach for two-class classification with linear 
hypserplane boundary. However, linear boundary does not cover all the practice. From the data 
in Figure 3, the non-linear hyperplane is a better classifier than the linear hyperplane. Support 
Vector Machine uses kernals to expand the feature space of support vector classifier.  
The solution of solving (2.4) is in fact the inner product of the observations [5]: 
 
                                             < 𝒙𝒊, 𝒙𝒊g >	  = 𝒙𝒊𝒋𝒙𝒊𝒋g𝒑𝒋Q𝟏                                                              (2.5) 
        maximize      
    β0,β1,...,βp, ε1,...,εn 
M 
subject to 
     (2.4) 
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Figure 3. None-Linear SVM Hyperplane  
 
So, the support vector classifier can be represented as:  
 
                                           𝒇 𝒙 = 𝜷𝟎 + 𝜶𝒊 < 𝒙𝒊, 𝒙𝒊g𝒏𝒊Q𝟏 > ,                                                
 
where 𝜶𝒊 are the n parameters. Solving this equation, the only thing needed is the inner product 
of all observations in the training set. For SVM it uses kernel, 𝑲(𝒙𝒊, 𝒙𝒊j), instead of using the 
inner product. Equation (2.6) represents the linear kernel. Polynomial and radial kernels are often 
commonly used along with linear kernel in SVM problems.  
2.1.3 Penalized Logistic Regression  
Logistic Regression, developed by David Cox in 1958 [6], is a classic method for 
classification, which returns the probability of a class with the transforms of the linear 
combination of the independent variables. Nowadays with the rapid development of big data, 
when it comes to modeling, the biggest challenge statisticians often facing is the large set of 
features. A large set of features also means there is a high chance of multi-collinearity, which 
     (2.6) 
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logistic regression is very sensitive of. Furthermore, over fitting is also a draw back of the classic 
logistic regression when it comes to maximizing prediction accuracy. The solution for multi-
collinearity and over-fitting problems of the logistic regression is called penalized logistic 
regression.  
For the penalized logistic regression, there are two classic methods which are L1 absolute 
lasso penalty [7] and L2 quadratic ridge penalty [8]. Let 𝒑(𝒙𝒊)  be the probability of the 
combination of x of type class y=1.The logit of the classic logistic regression is: 
                                               𝐥𝐨𝐠 𝒑 𝒙𝒊𝟏?𝒑 𝒙𝒊 = 𝜷𝟎 + 𝜷𝒋𝒙𝒋𝒑𝒋Q𝟏  , 
 
the parameters in the logistic regression are best estimated by maximum likelihood. Then log-
likelihood is as follow:  
 
                         𝓵 𝜷 = {𝒚𝒊 𝐥𝐨𝐠 𝒑 𝒙𝒊 + 𝟏 − 𝒚𝒊 𝐥𝐨𝐠 𝟏 − 𝒑 𝒙𝒊 }𝒏𝒊Q𝟏   . 
 
Adding penalty to the log-likelihood gives the penalized log-likelihood:  
                                            𝓵∗ 𝜷 = 𝓵 𝜷 − 𝝀𝑱(𝜽) , 
in (2.9) 𝝀 is the tuning parameter and 𝑱(𝜽) is a penalty function. For the L1 lasso 
penalization:  
                                   L1-penalization:   𝐉 𝛉 = |𝜷𝒋|𝒑𝒋Q𝟏   ,        
for the L2 ridge penalization:  
                                   L2-penalization:    𝐉 𝛉 = 𝜷𝒋𝟐𝒑𝒋Q𝟏  ,         
the L1-penalization shrinks all parameters (𝜷) as 𝝀 increases and sets some of them to exactly 
zero. Because of this nature, L1-penalization performs parameter estimation and variable 
     (2.7) 
     (2.8) 
     (2.9) 
     
(2.10) 
    
(2.11) 
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selection at the same time. L1 normally results in some of the parameters shrinking to zero, but 
others have little shrinkage. Unlike L1-penalization, L2-penalization tends to result in all small 
but none zero parameters. 
2.2 Ensemble Methodology  
The three learning algorithms have been explained, and now it is time to introduce the 
ensemble method which takes the information generated by SVM and neural network as inputs 
into a penalized logistic regression to achieve better prediction result.  
Building the ensemble model has two parts. The first part is training the ensemble model, 
the second part is testing the ensemble model. The dataset is separated in to two sets, training set 
and testing set. Training set is used to train the ensemble model. The purpose of testing the 
model is to mimic the real life prediction scenario that the model needs to make accurate 
prediction when it faces a set of data that it has never seen before.  
The two parts of the model building process are portrayed in the pipeline form in Figure 4 
and Figure 5.  There are multiple steps in each part; they are distinguished in different colors and 
numbers.  
The ensemble model training part has three steps as demonstrated in Figure 4:  
Step1: Train SVM and NN models using training dataset. 
Step2: Run training dataset without result(Y) trough trained SVM and NN to get               
prediction result Y1 and Y2.  
Step3: Use Y1, Y2 as inputs and result(Y) of the training set to train Penalized 
Logistic Regression Model.  
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Figure 4. Ensemble Model Training Pipeline 
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Figure 5. Ensemble Model Prediction Pipeline 
 
The testing part of the ensemble model has 2 steps shown in Figure 5:  
Step 4: Use trained SVM and trained NN taking testing set without (Y) as inputs 
for predictions, Y1’ and Y2’.  
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Step 5: Use trained penalized logistic regression for final prediction use Y1’ and 
Y2’ as two inputs. The final prediction result is compared with the testing set 
label to calculate prediction accuracy.  
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CHAPTER 3 MODELING 
 
3.1 Dataset Introduction  
The machine data used in this paper is a set of turbofan engine degradation data created 
by NASA [1]. Data is already separated by training set and testing set. Both training set and 
testing set data have been normalized and feature engineered. There are 49 variables in total. In 
these 49 variables, 15 of them are from machine sensor raw data, 15 aggregated features 
calculated by using moving average of sensor values, and 15 features is the standard deviation of 
the sensor values. Originally there were 21 raw sensor features. However, 6 of them had constant 
readings, so they are not included. The rest 3 features are three raw features, cycle, setting1, 
setting2. Cycle is a time variable indicating the turbofan engine cycle time. Table 1 is a snapshot 
of a part of the data table.  
All the features (X) are numeric. The response (Y) is a two-class categorical variable, 
where 1 indicates fail, and 0 indicates pass. Figure 6 gives the frequency of each class. 15% of 
the data points are fail, and 85% of the data are pass. Therefore, the frequency of pass and fail is 
not evenly distributed. This is a very common real life scenario. There are 20631 observations in 
the training dataset, and 100 observations in the testing dataset. The ensemble model will be built 
using training data and will be evaluated using the testing set for prediction.  
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Table 1.Turbofan Engine Degradation Simulation Data 
 
         
 
                    
Figure 6. Frequency Histogram of Response Y 
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3.2 Ensemble Modeling  
The statistic software used in this paper for modeling is the open source software R. The 
three R packages, e1071, nnet, penalized were used for building SVM, neural network, penalized 
logistic regression model respectively.  
Follow the ensemble method presented in section 2.2 step by step, the support vector 
machine model and neural network model were first trained using the same training dataset, then 
the logistic regression model was trained by taking the training set in sample prediction results 
(Y1&Y2) from SVM and neural network model.  
When building the SVM model, 10-fold cross validation was used to help validate the 
trained model accuracy. The 10-fold cross validation gave 97% accuracy for the following 
parameters. The tuning parameter C in formula (2.4) is chosen to be 1, the gamma parameter for 
the kernel is 0.02083, and the SVM kernel is radial kernel, 𝒆(−𝜸 𝒖 − 𝒗 𝟐).  
The nnet package for building neural network model has auto parameter tune 
functionality to pick the best model with the lowest error, so the best neural network parameters 
are picked by nnet R package using iteration. A 48-4-1 network is picked with 201 weights, and 
the weight decay parameter is 0.1.  
The in training set prediction result Y1&Y2 along with the Y of the training set form the 
new training data for the penalized logistic regression model. Y1 and Y2 are all probability 
values between 0 and 1. A sample table is presented in table 2. Since SVM and neural network 
models were built using the same training set, then Y1 and Y2 should be very similar. The 
correlation coefficient of Y1 and Y2 is 0.98, which means Y1 and Y2 are very highly correlated. 
This finding confirms with the initial thought when constructing the methodology of ensemble 
model that penalized logistic regression need to be used to penalize the highly correlated inputs.  
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Table 2. Penalized Logistic Regression Model Training Data 
 
                
 
L1-penalization performs parameter estimation and variable selection at the same time. 
L1 normally results in some of the parameters shrunk to zero, but others have little shrinkage. 
Unlike L1-penalization, L2-penalization tends to results in all small but none zero parameters. 
Since there were only two inputs then there is no need to perform variable selection. As a result, 
only L2-penalization was used to build the penalized logistic regression model. The R Penalized 
package used to build the penalized logistic regression model chosen the best parameters with 
the lowest error along with the penalization. The L2 penalty is 172.5935. The trained penalized 
logistic regression model is as follow:  
 
 
	  
19	  
 
   𝒀g = 	  −𝟒. 𝟑𝟎𝟑𝟐𝟔𝟓 + 𝟑. 𝟗𝟑𝟓𝟖𝟔𝒀𝟏 + 𝟒. 𝟑𝟔𝟐𝟎𝟕𝟐𝒀𝟐 − 𝟏𝟕𝟐. 𝟓𝟗𝟑𝟓 
     Y1: input from SVM.  
     Y2: input from Neural Network.  
 
Using the trained models, following the two steps in figure 6 to get the final prediction 
result. The SVM, neural network and ensemble penalized logistic regression prediction 
confusion matrix are listed as Table 3.2, 3.3, 3.4 respectively.  
The confusion matrix is used to check prediction accuracy. The model overall accuracy is 
the total corrected predicted counts divide by total counts. Here in this predictive maintenance 
problem, the goal is also to predict as many of true positive and as little false positive as possible.  
 
 
Table 3. SVM Model Prediction Confusion Matrix 
 
                                Reference 
Prediction  
0 1 
0 74 7 
1 1 18 
Prediction Accuracy  (74+18)/100=92%  
 
 
 
 
 
 
 
 
 
     (3.1) 
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Table 4. Neural Network Model Prediction Confusion Matrix 
 
                                 Reference 
Prediction  
0 1 
0 74 8 
1 1 17 
Prediction Accuracy (74+17)/100=91%  
 
Table 5. Ensemble Model Prediction Confusion Matrix 
 
                                 Reference 
Prediction  
0 1 
0 74 7 
1 1 18 
Prediction Accuracy (74+18)/100=92%  
 
 
3.3 Result  
Combining the prediction results from support vector machine, neutral network and 
ensemble penalized logistic regression gives rise to table 5. From this table, ensemble model and 
support vector machine model have the highest accuracy and sensitivity. And neural network 
model has a slightly lower accuracy and sensitivity value. The classification was done using 50% 
threshold.  
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Table 6. Model Accuracy Comparison 
 
Model  Classification Accuracy  
SVM  92% 
Neural Network  91% 
Ensemble Model  92% 
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CHAPTER 4: CONCLUSIONS, LIMITATIONS AND FUTURE WORK 
 
From section 3.3, ensemble model and support vector machine model have the highest 
accuracy and neural network has slightly lower accuracy. The ensemble model successfully 
captured the highest accuracy among the two individual learning models because ensemble 
model has the same accuracy as SVM model, the lower accuracy of neural network model did 
not cause any negative effect on the ensemble model. This result shows that the ensemble 
method indeed achieved the goal of combining the prediction power of the two individual 
learning models.  
Because the fact that the data has already been normalized and feature engineered, 
additionally with the good quality of the data, the prediction accuracy is high and similar for 
SVM and neural network models.  Therefore, the ensemble model only successfully proved that 
it combined the prediction power of SVM and neural network and that it has the highest accuracy 
among all individual learning models, but didn’t successfully show that it is able to improve 
accuracy more than any of the two learning models.  
With more resources of machine maintenance data becoming available in the future, we 
can try to build more individual learning models and add them to the penalized logistic 
regression model for ensemble modeling. Cross-validation can also be done as an improvement 
instead of simply dividing the data into training and testing set. Furthermore, for most of the 
machine performance data, it is normally the case that the two classes in the response are 
unbalanced. So ideally before building the model, resampling method such as over-sampling, 
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SMOTE can be done to increase the number of the small class in order to achieve the optimal 
learning model performance.  
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