A method is presented for clustering signal space generated by information intensive decentralized systems. By identifying signal space with locally square summable functions, a universal dynamics is designed for successively approximating feature parameters in Fourier images. The approximation sequence is not monotone. However, we can design aggregation scheme for ordering Fourier images governed by feature parameters to be detected. The clustering rule was verified through simulation studies.
Introductory Remarks
Information intensive decentralized system [4] provides a general framework for describing complexity generation mechanisms arising in extended class of networked systems including fractal growth [8] , activity staging in ontogenetic brain [6] , neuronal populations [10] and co-evolution on artificial communication networks [3] . The system has representation of three levels: state space, signal space and symbol space as shown in Fig. 1 . The state variable, U, is the representation of decisions at distributed sites. Decision sites are "intelligent" enough: individual decision at each site is regulated by internal rules so that the performance of each site is observed as the result of nondeterministic process. From the view point of external observers, the decentralized decision is considered as the distributed coding of symbolic performance of entire the system designated by Q. For instance, the physical state of neonatal brains U is specified in terms of distributed decision {active, inactive} of neuronal population. The mental dynamics of neonatal brains, on the other hand, is represented as the transition in a symbol space Q ={awakening, drowse, sleep}. This implies that the aggregation of "selfish" decision sites supports "collective intention" governed by own linguistic dynamics.
Towards possible goals, the system successively applies a set of symbolic propositions to the parallel distributed coding of collective intention. To adapt to the nondeterministic goal search process, each decision site requires comprehensive description of the state of entire participants. To avoid infinite regress due to such self-referential access, the information intensive decentralized system generates "real world representation", S, of abstract state variable U. For example, activity of neuronal populations, is "visualized" after much attenuation as EEG signal and fedback to each decision site. To synchronize decision sites under on-going generation of collective intention, S is formed as noncomputationally observable "signals". By sharing such direct observables, each decision site can interpret the situation of the system for "programming" its own adaptation policy. Thus, the information intensive decentralized system is mathematically described in terms of a dynamical system on the (U, Q, S) triple.
Noticing such dynamic signal -symbol coupling, the understanding of entire decision processes results in the identification of signal space. For this purpose, the structure of signal space has been visualized as 2D imagery associated with statistics of EEG [6] or source signals [5] . This implies that the control of information intensive decentralized systems results in the imaging complexity analysis [2] associated with complex dynamics [1] . In this paper, nonlinear signals associated with information intensive decentralized systems are coded in terms of feature parameters of dominant waveforms. To separate parameter set in noisy observations, approximation method of polynomial zeros is applied to successive clustering of 2D Fourier images generated by the signal space.
Self-Referential Dynamics
Consider dynamical systems identified with the time evolution of symbol space Q t ⊂ Q. Assume that the complexity is "visible" the fluctuation of systems performance is represented in signal space S t ⊂ S.
Let the transition of system state be governed by the following nondeterministic computational process
where c is a fixed "program" to compute a variation of state symbol q ∈ Q t . Suppose that the system is "intelligent entity"; the program determine "partial policy" q in reference to the "possible recognition" s t of entire environment S t . Let the complexity of the system arise, furthermore, from the following self-referential structure:
where the decision by the program c(q, s t ) partially control the time evolution of the symbol space S t+dt s t+dt . The existence of the self-referential dynamics (1) is not trivial because the sustainability of the environment is dependent on the stability of randomly cooperated control systems. For instance, in neurophysiologic/psychologic system, the activity of entire system is observed at each neuron to generate coherent signal s t , as EEG. It is well known that essentially linguistic mental states Q t can be represented in terms of random transition of EEG patterns. Thus, the generation of nondeterministic signals s t by such autonomous system U t implies the existence of computational process "programmable" on the space of random signals.
Stochastic-Computational Representation
Consider the following random signal representation of computational process M:
where U M t is the class of random signals possibly generated under the control of the "machine" M. Let the computational process be "visible" on the signal space; i.e., for each symbol s there exists a stochastic process y t satisfying s :
where sample path y t is randomly selected with measure m of the selection of q in the interval [t, t + dt).
, signal space S is identified with the totality of "random collage" of U M t . By the introduction of computational uncertainty, such collaged signal
is intrinsically unpredictable. Despite such computational -stochastic complexity, however, the space S t is "designable" by programming c. Assume that
with probability one. Then the signal space S is identified with a compact subset of the Riemann sphere. Equation (3) implies that we can associate a set of the Fourier image Y ( √ −1ω), −∞ < ω < ∞ to each time evolution y t as a 2D representation. In the space of Fourier images, the signals are symbolized in terms of the totality of local maxima of associated power |Y |.
Suppose that the complex function Y (z) is approximated by a polynomial, i.e.,
where
Consider the following representation
where G(z) is the aggregation of transient terms
and
with N 1 + 2N 2 = N . Assume that the zeros of the factor F (z|ζ i , ω i ) are sufficiently separated so that the Fourier image Y ( √ −1ω) is structurized by
. For a class of nonlinear signals, it has been proved that the Fourier image representation Y ( √ −1ω) can be covered by basins of iteration procedure for searching the zeros [4] . This implies that each signal s t ∈ S t can be associated with the class of images satisfying
denotes the contribution of S t − s t -signals to the information S t . The representation (14) implies that each signal is specified in terms of parameter (ω i , ζ i ) and "imaged" on the complex plane.
Passive Identification of AR-2 Element
Consider the second order dynamical systems
where ψ is the excitation. By defining
we have the following representation
specified in terms of excitation ψ and feature parameters
respectively. Let the excitation be "transmissive" in the following sense:
i.e., the excitation conveys no information on the system (8). For such transmissively stochastic systems, we can exploit adaptive Kalman filter as state estimator
denotes the gain matrix specified in terms of adaptation parameter θ 3 , θ 4 . In Eq (9), the extended parameter
T can be estimated via the following scheme
∂θ , denotes the stochastic sensitivity given by
Consider the dynamical system subjected to "intrinsic" disturbances:
In this equation, the excitation ψ is generated through complex interaction of the participants constructing the state space. Adding such ψ to the dynamics (8) , the open computation mechanism arising in cooperative and /or competitive interaction is formalized. For such intrinsically stochastic systems, we can apply the globally convergent Newton-Raphson method to yield the parameter estimator as follows:
where σ ∈ [0, 1] is homotopic parameter. For σ = 0, this scheme yields the parameter estimator (10) . Hence, by shifting σ : 1 → 0, we can trace the homotopic path connecting "trivial" estimate θ 0 and "target" estimate θ 1 , if exists. In the intrinsically stochastic systems with nondeterministically specified signal space S t , the trivial estimate θ 0 should be selected within the basin of the estimation process towards the goal θ 1 .
Zeros of Polynomials
Each AR-2 element is identified with the parameter estimate θ supporting one of local maxima in Fourier image Y ( √ −1ω). In such a situation, the selection of the self-referential trivial estimate θ 0 (θ 1 ) requires in efficient clustering of the parameter space into the AR-2 basin.
Combining the polynomial approximation of the Fourier image (6) with the self-referential parameter estimator (13), we have the following polynomial representation: 
to be solved by the joint system (9) plus (10). In general cases (14), on the other hand, "target" zero is obscured by noisy ones associated withF (z|ζ i , ω i ).
To extract target zeros, let the distribution of zeros be evaluated in terms of the following norm.
Definition 1 (Polynomial Norm) For a polynomial
we use the norm p given by
Within this evaluation by this norm, we have Proposition 2 (Weyl's Geometric Construction, Fig. 2 
) [9] Suppose that initial suspect square S contains all the zeros of p(z). By iterating self-similar partitioning of S we can select monotone sequences of regions containing zeros of p(z). Each monotone sequence converges to a zero in the sense of the norm (15).
Furthermore, in h iteration steps, the approximation errors cannot exceeded
where diag(S) denotes the length of the diagonal of the initial suspect square S.
The noisy zeros associated with intrinsic excitationsF (z|ζ i , ω i ) should be located in the domain separated from the target zero. By shifting the origin to target zero, for this purpose, the separation of noisy zeros results in the evaluation of zero-free annulus defined by the following Definition 3 (Zero-Free Annulus) An annulus A is said to be zero-free with respect to a polynomial p if no zeros of p lie in A.
In fact, the introduction of the zero-free annulus reformulates the separation problem as the detection of the following splitting factors: 
To design the splitting factors, we can exploit the following general results.
Proposition 5 (Divide-and-Conquer Approach) [7] Let a polynomial p of degree n satisfy the following relations In both cases, the computation cost is evaluated up to some polylogarithmic factors.
Signal Space Clustering
Consider the distribution of zeros of polynomial satisfying the following equation
The polynomial
associates Fourier image with the parameter (ω i , ζ i ). For given parameter (ω i , ζ i ), conversely, the maximum of the polynomial
yields the guess of the Fourier image associated with the target zero. To separate F andF , we apply the general method, definition 4, to the Fourier image:
Proposition 6
Assume that the zeros of the polynomial
is confined within a unit disk of the complex plane. Then, we have the following scanning algorithm of F (z):
for (ζ i , ω i ) parameter association combined with the following Fourier image update
In n iteration steps, we can approximate the zeros within the error 1/2 n+1 .
The scanning algorithm (19) implies that the sequence
visualizes the structure of signal space on complex plane. Due to the intrinsic disturbancesF ( √ −1ω|ζ i , ω i ), the sequence of Fourier images:
is chaotic. To structurize the image sequence, define a homotopic path in complex plane bŷ
and introduce the orderŶ
means the existence of a monotone increasing path connecting
The aggregation of monotone paths
thus, specifies a domain consisting of an estimate F (z|ζ, ω) and associated basin. The estimate -basin association can be represented by introducing [head|tail] structure on the space of Y . By applying ordering rule, we have the list structure θ = [head|tail] as follows:
otherwise.
(20)
The list structure θ induces clusters consisting of the estimate of zeros as head and sampled basin, tail, homotopically connected toward head.
Experiments
The clustering scheme (20) was verified through simulation studies using nonlinear signal generated by the following Wilson-Cowan's population model:
In these simulations, the Fourier image of I is recorded as the signal space Y ( √ −1ω). By applying the Divide-and-Conquer scheme (19), we have a scanning sequence in the Fourier image. The monotone analysis (20) we have a clustering of parameter space with respect to θ 0 (θ 1 ), as shown in Figs. 3 -5. In these figures, estimates of zeros ( ) and homotopically connected basin ( ) induces partitioning of frequency domain representation of random signals. As shown in Fig. 4 , the clustering rule discriminates five principal features (1 -5) with considerably restricted number of scanning steps.
Concluding Remarks
A clustering was presented for partitioning Fourier images into AR-2 basins of signal space. Proposed scheme has been demonstrated to efficiently estimate feature parameters of nonlinear signals. Joint feature and state estimation is left to future investigations. 
