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Abstract
We consider the invariant measure of homogeneous random walks
in the quarter-plane. In particular, we consider measures that can be
expressed as a finite linear combination of geometric terms and present
conditions on the structure of these linear combinations such that the
resulting measure may yield an invariant measure of a random walk.
We demonstrate that each geometric term must individually satisfy
the balance equations in the interior of the state space and further
show that the geometric terms in an invariant measure must have a
pairwise-coupled structure. Finally, we show that at least one of the
coefficients in the linear combination must be negative.
Keywords: Random walk, quarter-plane, invariant measure, geometric dis-
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1 Introduction
We study random walks in the quarter-plane that are homogeneous in the
sense that transition probabilities are translation invariant. Our interest is in
invariant measures that can be expressed as a linear combination of geometric
terms, i.e., the measure m in state (i, j) is of the form
m(i, j) =
∑
(ρ,σ)∈Γ
α(ρ, σ)ρiσj. (1)
Random walks for which the invariant measure is a geometric product-
form are often used to model practical systems. For example, Jackson net-
works are used to study real systems, see, e.g., [12, Chapter 6]. The benefit of
such models is that their performance can be readily evaluated with tractable
closed-form expressions. The performance of systems that do not have a
product-form invariant measure can often be approximated by perturbing
the transition probabilities to obtain an product-form invariant measure, see
e.g., [3, Chapter 9]. Various approaches to obtaining comparison results as
well as bounds on the perturbation errors exist in the literature, see, [6, 8, 10].
Even though random walks that have a product-form invariant measure
have been successfully used for performance evaluation, this class of random
walks is rather restricted [3, Chapters 1, 5, 6]. As a consequence, in many
applications it is often not possible to obtain exact results. Therefore, it is of
interest to find larger classes of random walks with a tractable invariant mea-
sure. Such classes cannot only be of interest for exact performance analysis,
but may also be the bases for improved approximation schemes.
For some random walks the invariant measure can be expressed as a linear
combination of countably many geometric terms [2]. This naturally leads to
the problem: What are the properties of invariant measures of random walks
that are a linear combination of geometric measures? In this paper, we
restrict our attention to measures that are a linear combination of a finite
number of geometric measures. We present conditions on the structure of
these linear combinations such that the resulting measure can be an invariant
measure of a random walk in the quarter-plane. Our contributions are as
follows.
For geometric terms ρiσj contained in the summation in (1) such that
both ρ > 0 and σ > 0, we obtain the following results: First, we demonstrate
that each geometric term must individually satisfy the balance equations in
the interior of the state space. Second, it is shown that the geometric terms
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in an invariant measure must have a pairwise-coupled structure stating that
for each (ρ, σ) in the summation in (1) there exists a (ρ˜, σ˜) such that ρ˜ = ρ
or σ˜ = σ. Finally, it is shown that if a finite linear combination of geometric
terms is an invariant measure, then at least one coefficient α(ρ, σ) in (1) must
be negative.
Various approaches to finding the invariant measure of a random walk in
the quarter-plane exist. Most notably, methods from complex analysis have
been used to obtain the generating function of the invariant measure [4, 7].
Matrix-geometric methods provide an algorithmic approach to finding the
invariant measure [11]. However, explicit closed form expressions for the
invariant measures of random walks are hard to obtain using these methods.
An overview of the recent work on the tail analysis of the invariant measure
of random walks in the quarter-plane is given in [9].
For reflected Brownian motion with constraints on the boundary transi-
tion probabilities, results similar to those reported in the current paper, are
presented in [5], where it is shown that for the invariant measure to be a
linear combination of exponential measures, there must be an odd number of
terms that are generated by a mating procedure, obtaining a structure that
we call pairwise-coupled. The method used for the analysis of the continuous
state space Brownian motion, however, cannot be used for the discrete state
space random walk. Thus, although our results resemble those of [5], the
proof techniques substantially differ.
The remainder of this paper is structured as follows. In Section 2 we
present the model. Possible candidates of geometric terms which can lead
to an invariant measure are identified in Section 3. Necessary conditions on
the structure of the set of geometric terms are given in Section 4. Section 5
gives conditions on the signs of the coefficients in the linear combination
of geometric terms. Several examples of random walks with finite sum of
geometric terms invariant measure are provided in Section 6. In Section 7
we summarize our results and present an outlook on future work.
2 Model
Consider a two-dimensional random walk P on the pairs S = {(i, j), i, j ∈
N0} of non-negative integers. We refer to {(i, j)|i > 0, j > 0}, {(i, j)|i >
0, j = 0}, {(i, j)|i = 0, j > 0} and (0, 0) as the interior, the horizontal axis,
the vertical axis and the origin of the state space, respectively. The transi-
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Figure 1: Random walk in the quarter-plane.
tion probability from state (i, j) to state (i+ s, j + t) is denoted by ps,t(i, j).
Transitions are restricted to the adjoining points (horizontally, vertically and
diagonally), i.e., ps,t(k, l) = 0 if |s| > 1 or |t| > 1. The process is homoge-
neous in the sense that for each pair (i, j), (k, l) in the interior (respectively
on the horizontal axis and on the vertical axis) of the state space it must be
that
ps,t(i, j) = ps,t(k, l) and ps,t(i− s, j − t) = ps,t(k − s, l − t), (2)
for all −1 ≤ s ≤ 1 and −1 ≤ t ≤ 1. We introduce, for i > 0, j > 0, the
notation ps,t(i, j) = ps,t, ps,0(i, 0) = hs and p0,t(0, j) = vt. Note that the
first equality of (2) implies that the transition probabilities for each part of
the state space are translation invariant. The second equality ensures that
also the transition probabilities entering the same part of the state space are
translation invariant. The above definitions imply that p1,0(0, 0) = h1 and
p0,1(0, 0) = v1. The model and notation are illustrated in Figure 1.
We assume that all random walks that we consider are irreducible, aperi-
odic and positive recurrent. We assume m is the invariant measure, i.e., for
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i > 0 and j > 0,
m(i, j) =
1∑
s=−1
1∑
t=−1
m(i− s, j − t)ps,t, (3)
m(i, 0) =
1∑
s=−1
m(i− s, 1)ps,−1 +
1∑
s=−1
m(i− s, 0)hs, (4)
m(0, j) =
1∑
t=−1
m(1, j − t)p−1,t +
1∑
t=−1
m(0, j − t)vt. (5)
We will refer to the above equations as the balance equations in the interior,
the horizontal axis and the vertical axis, respectively. The balance equation
at the origin is implied by the balance equations for all other states.
We are interested in measures that are a linear combination of geometric
terms. We first classify the geometric terms.
Definition 1 (Geometric measures). The measure m(i, j) = ρiσj is called
a geometric measure. It is called horizontally degenerate if σ = 0, vertically
degenerate if ρ = 0 and non-degenerate if ρ > 0 and σ > 0. We define
00 ≡ 1.
We represent a geometric measure ρiσj by its coordinate (ρ, σ) in [0,∞)2.
Then, a Γ ⊂ [0,∞)2 characterizes a set of geometric measures. The set of
non-degenerate, horizontally degenerate and vertically degenerate geometric
terms from set Γ are denoted by ΓI ,ΓH and ΓV respectively.
Definition 2 (Induced measure). Signed measure m is called induced by Γ
if
m(i, j) =
∑
(ρ,σ)∈Γ
α(ρ, σ)ρiσj,
with α(ρ, σ) ∈ R\{0} for all (ρ, σ) ∈ Γ.
The introduction of signed measures will be convenient in some proofs
in Section 4. Our interest is ultimately only in positive measures. If not
stated otherwise explicitly, measures are assumed to be positive. To identify
the geometric measures that individually satisfy the balance equations in the
interior of the state space, (3), we introduce the polynomial
Q(ρ, σ) = ρσ
(
1∑
s=−1
1∑
t=−1
ρ−sσ−tps,t − 1
)
, (6)
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that captures the notion of balance, i.e., Q(ρ, σ) = 0 implies that m(i, j) =
ρiσj , i, j ∈ S, satisfies (3). Several examples of the level sets Q(ρ, σ) = 0 are
displayed in Figure 2. Let C be the restriction of Q(ρ, σ) = 0 to the interior
of the non-negative unit square, i.e.,
C =
{
(ρ, σ) ∈ [0, 1)2 | Q(ρ, σ) = 0
}
. (7)
In Section 3 we will show that ΓI ⊂ C is necessary for an induced measure
to be the invariant measure of a random walk.
Note that for |Γ| = 1 there are many examples in the literature in which
the measure induced by Γ is the invariant measure, see, for instance, [12,
Chapter 6]. Also, for |Γ| =∞ constructive examples exist, see [1]. Examples
of Γ with finite cardinality are provided in Section 6.
3 Elements in Γ
In this section, we obtain conditions on the geometric terms in Γ that are
necessary for Γ to induce an invariant measure of a random walk. We first
show that all the non-degenerate geometric terms must come from set C.
Then we characterize all random walks which may have an invariant measure
that includes degenerate geometric terms. Finally we demonstrate that the
set Γ that induces a measure m is unique.
The next theorem shows that if the measure induced by set Γ is the
invariant measure, then the non-degenerate geometric terms from set Γ must
be a subset of C, i.e., ΓI ⊂ C.
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Theorem 1. If the invariant measure for a random walk in the quarter-plane
is induced by Γ ⊂ [0,∞)2, where Γ is of finite cardinality, then ΓI ⊂ C.
We first demonstrate a lemma that will be used in the proof of Theorem 1.
Lemma 1. Let
Y =
{
n ∈ N+
∣∣∃(ρ, σ) ∈ ΓI\{(ρ1, σ1)} : ρ1σn1 = ρσn}.
Then |Y | ≤ |ΓI | − 1.
Proof. We will first prove that for any two distinct non-degenerate geometric
terms (ρ1, σ1) and (ρ, σ) satisfying ρ1 6= ρ and σ1 6= σ, there is at most one
n ∈ N+ for which ρ1σ
n
1 = ρσ
n. Assume ρ1σ
n
1 = ρσ
n for some n ∈ N+.
Because σ1 6= σ, for any m ∈ N
+ satisfying m 6= n, we have σ
(m−n)
1 6= σ
(m−n).
Therefore, ρ1σ
n
1σ
(m−n)
1 6= ρσ
nσ(m−n), i.e., ρ1σ
m
1 6= ρσ
m. From this it follows
that there is at most one n ∈ N+ for which ρ1σ
n
1 = ρσ
n.
It can be readily verified that any non-degenerate geometric term (ρ, σ) 6=
(ρ1, σ1) satisfying ρ = ρ1 or σ = σ1 does not satisfy ρ1σ
n
1 = ρσ
n for any n ∈
N
+. Moreover, we have shown above that for the non-degenerate geometric
term (ρ, σ) 6= (ρ1, σ1) satisfying ρ 6= ρ1 and σ 6= σ1, there exists at most
one positive integer n such that ρ1σ
n
1 = ρσ
n. Therefore, the number of
positive integers n for which there exists a (ρ, σ) ∈ ΓI\{(ρ1, σ1)} such that
ρ1σ
n
1 = ρσ
n, cannot exceed |ΓI | − 1.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Without loss of generality we only prove that (ρ1, σ1) ∈
ΓI is in C. By deploying Lemma 1, we conclude that there exists a positive
integer w such that for any (ρ, σ) ∈ ΓI\{(ρ1, σ1)}, we have ρ1σ
w
1 6= ρσ
w.
We now partition {(ρ1, σ1), (ρ2, σ2), · · · , (ρ|ΓI |, σ|ΓI |)} as follows. If ρmσ
w
m =
ρnσ
w
n , then (ρn, σn) and (ρm, σm) will be put into the same element in the
partition. We denote this partition by Γ1I ,Γ
2
I , · · · ,Γ
z
I . It is obvious that
(ρ1, σ1) itself form an element and z ≤ |ΓI |. Without loss of generality, we
denote Γ1I = {(ρ1, σ1)}. Moreover, we arbitrarily choose one geometric term
from this element as the representative, which is denoted by (ρ(ΓkI ), σ(Γ
k
I )).
Since the measures induced by ΓH and ΓV are 0 in the interior of the
state space, the balance equation for state (i, j) satisfying i > 1 and j > 1 is
∑
(ρ,σ)∈ΓI
ρiσj[α(ρ, σ)(1−
1∑
s=−1
1∑
t=−1
ρ−sσ−tps,t)] = 0.
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We now consider the balance equation for states (d, dw) where d = 2, · · · , z+
1,
z∑
k=1
[ρ(ΓkI )σ(Γ
k
I )
w]d[
∑
(ρ,σ)∈Γk
I
α(ρ, σ)(1−
1∑
s=−1
1∑
t=−1
ρ−sσ−tps,t)] = 0.
We obtain a system of linear equations in variables
∑
(ρ,σ)∈Γk
I
α(ρ, σ)(1 −∑1
s=−1
∑1
t=−1 ρ
−sσ−tps,t). The system has a Vandermonde structure in coef-
ficients [ρ(ΓkI )σ(Γ
k
I )
w]d. Since any two elements from set
{ρ(Γ1I)σ(Γ
1
I)
w, ρ(Γ2I)σ(Γ
2
I)
w, · · · , ρ(ΓzI)σ(Γ
z
I)
w}
are distinct, we obtain
1−
1∑
s=−1
1∑
t=−1
ρ−s1 σ
−t
1 ps,t = 0,
since Γ1I = {(ρ1, σ1)}. Therefore, we conclude that (ρ1, σ1) is in C.
Next, we show that the measure induced by set Γ involving degenerate
geometric terms cannot be the invariant measure for any random walk.
Theorem 2. If ΓH 6= ∅ or ΓV 6= ∅, then the measure induced by set Γ cannot
be the invariant measure for any random walk.
Before giving the proof of Theorem 2, we provide three technical lemmas.
We first give conditions for the sets ΓH and ΓV to be non-empty.
Lemma 2. If the invariant measure for a random walk in the quarter-plane
is
m(i, j) =
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρiσj +
∑
(ρ,0)∈ΓH
α(ρ, 0)ρi0j +
∑
(σ,0)∈ΓV
α(0, σ)0iσj , (8)
then ΓH 6= ∅ only when p−1,1 = p0,1 = p1,1 = 0 and ΓV 6= ∅ only when
p1,−1 = p1,0 = p1,1 = 0.
Proof. Since m(i, j) is the invariant measure, m(i, j) satisfies the balance
equation at state (i, 1) for i > 1. Therefore,
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρiσ =
1∑
s=−1
1∑
t=−1
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρi−sσ1−tps,t+
1∑
s=−1
∑
(ρ,0)∈ΓH
α(ρ, 0)ρi−sps,1. (9)
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Since ΓI ⊂ C due to Theorem 1, equation (9) becomes
1∑
s=−1
∑
(ρ,0)∈ΓH
α(ρ, 0)ρi−sps,1 = 0. (10)
The system of equations for i = 2, 3, · · · , |ΓH | + 1 in equation (10) is a
Vandermonde system of linear equations if we consider the coefficient ρi and
unknown
∑1
s=−1 ρ
−sps,1. Since the elements of ΓH are distinct, we have
1∑
s=−1
ρ−sps,1 = 0. (11)
for all (ρ, 0) ∈ ΓH . It can be readily verified that only when
∑1
s=−1 ps,1 = 0,
it is possible to find ρ ∈ (0, 1) such that equation (11) is satisfied. Therefore
we conclude that ΓH is non-empty only when
∑1
s=−1 ps,1 = 0. Similarly, we
conclude that the set ΓV is non-empty only when
∑1
t=−1 p1,t = 0.
Lemma 3. Consider the random walk P in the quarter-plane. If m induced
by set Γ is the invariant measure, then ΓH or ΓV must be empty.
Proof. We know that ΓH is non-empty only when p−1,1 = p0,1 = p1,1 = 0
and set ΓV is non-empty only when p1,−1 = p1,0 = p1,1 = 0 due to Lemma 2.
Assume both ΓH and ΓV are non-empty, we have p−1,1 = p0,1 = p1,1 = p1,0 =
p1,−1 = 0, which leads to a reducible random walk. Therefore, we conclude
that ΓH or ΓV must be empty.
The next lemma provides necessary conditions on invariant measure that
is induced by Γ which includes degenerate geometric terms.
Lemma 4. Suppose that the invariant measure for a random walk in the
quarter-plane is
m(i, j) =
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρiσj +
∑
(ρ,0)∈ΓH
α(ρ, 0)ρi0j, (12)
where set Γ = ΓI ∪ΓH is of finite cardinality. Then m(i, j) = αρ
iσj + α˜ρi0j,
i.e., ΓI = {(ρ, σ)} and ΓH = {(ρ, 0)}. Moreover, such a presentation is
unique. The result for the invariant measure induced by set Γ = ΓI ∪ ΓV
holds similarly.
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Proof. When ΓI = ∅, the random walk reduces to one dimensional. Hence,
we assume ΓI 6= ∅ here. Sincem(i, j) is the invariant measure,m(i, j) satisfies
the balance equation for state (i, 0) where i > 1,
m(i, 0) =
1∑
s=−1
m(i− s, 0)hs +
1∑
s=−1
m(i− s, 1)ps,−1. (13)
We will first prove that the invariant measure can only be of the form
m(i, j) =
K∑
k=1
(αkρ
i
kσ
j
k + α˜kρ
i
k0
j). (14)
Substitution of m(i, j) satisfying (12) in balance equation (13) gives
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρi(1−
1∑
s=−1
ρ−shs −
1∑
s=−1
ρ−sσps,−1)+
∑
(ρ,0)∈ΓH
α(ρ, 0)ρi(1−
1∑
s=−1
ρ−shs) = 0. (15)
Assume there exists a geometric term (ρ˜, 0) ∈ ΓH of which the horizontal
coordinate is different from that of any geometric terms from set ΓI . We
now partition set ΓI ∪ΓH as Γ1,Γ2, · · · ,Γz such that all the geometric terms
with the same horizontal coordinates will be put into one element. The
common horizontal coordinate is denoted by ρ(Γk). Clearly, the geometric
term (ρ˜, 0) itself forms an element. Moreover, notice that the non-degenerate
geometric term (ρ, σ) must satisfy σ = f(ρ), where the function f is defined
as
f(x) =
1− (
∑1
s=−1 x
−sps,0)∑1
s=−1 x
−sps,−1
. (16)
Therefore, there is at most one non-degenerate and horizontal degenerate
geometric term in set Γk. We now rewrite equation (15) as
z∑
k=1
ρ(Γk)
i
∑
(ρ,σ)∈Γk
[α(ρ, σ)(1−
1∑
s=−1
ρ−shs −
1∑
s=−1
ρ−sσps,−1))I[(ρ, σ) ∈ Γk]+
α(ρ, 0)(1−
1∑
s=−1
ρ−shs)I[(ρ, 0) ∈ Γk]] = 0. (17)
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We obtain a system of equations by letting i = 2, 3, · · · , |ΓI ∪ ΓH |+ 1. This
system has a Vandermonde structure by considering the coefficient ρ(Γk) and
the linear relation within the brackets in equation (17) as unknowns. Since
the elements from ρ(Γ1), ρ(Γ2), · · · , ρ(Γz) are distinct and the geometric term
(ρ˜, 0) itself forms an element, we obtain
1−
1∑
s=−1
ρ˜−shs = 0. (18)
Because of equation (18), the balance equation (15) reduces to
∑
(ρ,σ)∈ΓI
α(ρ, σ)ρi(1−
1∑
s=−1
ρ−shs −
1∑
s=−1
ρ−sσps,−1)+
∑
(ρ,0)∈ΓH\(ρ˜,0)
α(ρ, 0)ρi(1−
1∑
s=−1
ρ−shs) = 0. (19)
Notice that equation (19) is the balance equation for the measure induced
by set ΓI ∪ ΓH\(ρ˜, 0). We denote this new measure by m˜. It can be readily
verified that measure m˜ is an invariant measure as well. With the same
measure in the interior, m has greater measure than m˜ at the horizontal axis,
which leads to a contradiction of the uniqueness of the invariant measure for
an irreducible ergodic random walk. Similarly, we will draw a contradiction
if there exists a geometric term (ρ˜, σ˜) ∈ ΓI of which the horizontal coordinate
is different from that of any geometric terms from set ΓH . Therefore, we have
proven that the invariant measure can only be of the form (14). This means
the horizontally degenerate geometric terms and non-degenerate geometric
terms can only exist in pairs.
Next we will show that K = 1 in equation (14). Assume K > 1. Without
loss of generality we consider a measure m(i, j) with K = 2. Since ΓH 6= ∅
here, we have
∑1
s=−1 ps,1 = 0 due to Lemma 2. Moreover, the non-degenerate
geometric term (ρ, σ) must satisfy σ = f(ρ) defined in (16). We observe
several properties of f(x). First, f(x) is a continuous function of x and
f(1) = 1. Secondly, f(x) = c has at most two solutions for any constant
c. Thirdly, f(0) ≤ 0. Hence, we conclude that f(x) = c has at most one
solution on interval x ∈ (0, 1) when c ∈ (0, 1). This implies that ρ1 6= ρ2
and σ1 6= σ2 in measure m(i, j). Moreover, the vertical balance equation for
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m(i, j) at state (0, j) where j > 1 is,
2∑
k=1
αkσ
j
k(1−
1∑
t=−1
ρ−tk vt −
1∑
t=−1
ρ−tk σkp−1,t) = 0. (20)
We obtain a system of equations when j = 2, 3. Consider σjk as coefficient
and αk(1−
∑1
t=−1 ρ
−t
k vt−
∑1
t=−1 ρ
−t
k σkp−1,t) as unknown, we have a Vander-
monde system and therefore obtain that 1−
∑1
t=−1 ρ
−t
k vt−
∑1
t=−1 ρ
−t
k σp−1,t =
0 for k = 1, 2. It can be readily verified that both α1ρ
i
1σ
j
1 + α˜1ρ
i
10
j and
α2ρ
i
2σ
j
2 + α˜2ρ
i
20
j are the invariant measures. Because the invariant measure
is unique up to a constant, we have
α1ρ
i
1σ
j
1 = cα2ρ
i
2σ
j
2,
for i > 1 and j > 1. We obtain a system of equations when i = 2 and
j = 2, 3. Consider σj1, σ
j
2 as coefficients and ρ
2
1α1, cρ
2
2α2 as unknowns, we
have a Vandermonde system and therefore obtain that αk = 0 for k = 1, 2,
which contradicts the assumption of non-zero coefficients. This also implies
that the geometric terms contributed to the invariant measure are unique.
We are now able to prove Theorem 2.
Proof of Theorem 2. From Lemma 3 we know that we cannot have both
ΓH 6= ∅ and ΓV 6= ∅. Without loss of generality, let us assume ΓH 6= ∅.
We know from Lemma 2 that p−1,1 = p0,1 = p1,1 = 0 must be satisfied for
the random walk. Therefore, we must have v1 > 0, otherwise the random
walk is not irreducible, which violates our assumptions. Moreover, we know
from Lemma 4 that if the invariant measure m(i, j) is a sum of geometric
terms, it must be of the form m(i, j) = αρiσj + α˜ρi0j. Assume m(i, j) is
the invariant measure, because p−1,1 = p0,1 = p1,1 = 0, α˜ρ
i0j where i ≥ 0
and j ≥ 0 has no contribution to the interior states. Hence, the measure
mI(i, j) = αρ
iσj must satisfy the vertical balance (5). We now consider the
vertical balance equation at state (0, 1). Since mI(i, j) satisfies the vertical
balance equation itself, we must have mH(i, j) = α˜ρ
i0j satisfying the vertical
balance equation as well. It can be readily verified that v1 must be zero if
mH(i, j) satisfies the vertical balance equation at state (0, 1) for the random
walk with p−1,1 = p0,1 = p1,1 = 0, hence, we conclude that if ΓH 6= ∅, then the
measure induced by set Γ cannot be the invariant measure for any random
walk.
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From now on, we restrict ourselves to the non-degenerate geometric terms,
i.e., (ρ, σ) ∈ (0, 1)2.
The next theorem demonstrates that the representation in Γ is unique,
in the name that adding, deleting or replacing the non-degenerate geometric
terms in set Γ cannot lead to the same measure m.
Theorem 3 (Unique representation). Let m be induced by Γ which contains
only non-degenerate geometric terms. The representation is unique in the
sense that if m is also induced by Γ˜, then Γ˜ = Γ.
Proof. Since both Γ or Γ˜ will lead to m, the following equation must hold
for all i > 0 and j > 0,∑
(ρ,σ)∈Γ∩Γ˜
(α(ρ, σ)−α˜(ρ, σ))ρiσj+
∑
(ρ,σ)∈Γ\Γ˜
α(ρ, σ)ρiσj−
∑
(ρ,σ)∈Γ˜\Γ
α˜(ρ, σ)ρiσj = 0.
(21)
We now prove α(ρ, σ) = 0 for (ρ, σ) ∈ Γ\Γ˜, α˜(ρ, σ) = 0 for (ρ, σ) ∈
Γ˜\Γ and α˜(ρ, σ) = α(ρ, σ) for (ρ, σ) ∈ Γ ∩ Γ˜. Without loss of general-
ity, we show α(ρ1, σ1) − α˜(ρ1, σ1) = 0 for (ρ1, σ1) ∈ Γ ∩ Γ˜. Similar to
the proof of Theorem 1, we find a positive integer w and consider a sys-
tem of equations. This system has a Vandermonde structure with coef-
ficient (ρkσ
w
k )
j and unknown
∑
(ρ,σ)∈Γk
(α(ρ, σ) − α˜(ρ, σ)). When (i, j) =
(1, w), (2, 2w), · · · , (|Γ ∪ Γ˜|, |Γ ∪ Γ˜|w), we have a Vandermonde system and
obtain that α˜(ρ1, σ1) = α(ρ1, σ1).
4 Structure of Γ
In this section we consider the structure of Γ. The proofs in this and the
subsequent sections are based on the notion of an uncoupled partition, which
is introduced first.
Definition 3 (Uncoupled partition). A partition {Γ1,Γ2, · · · } of Γ is hor-
izontally uncoupled if (ρ, σ) ∈ Γp and (ρ˜, σ˜) ∈ Γq for p 6= q, implies that
ρ˜ 6= ρ, vertically uncoupled if (ρ, σ) ∈ Γp and (ρ˜, σ˜) ∈ Γq for p 6= q, implies
that σ˜ 6= σ, and uncoupled if it is both horizontally and vertically uncoupled.
Horizontally uncoupled sets are obtained by putting pairs (ρ, σ) with the
same ρ into the same element of the partition. Vertically coupled sets are
obtained by putting pairs (ρ, σ) with the same σ into the same element.
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Figure 3: Partitions of set Γ. (a) curve C of Figure 2(d) and Γ ⊂ C as
dots. (b) horizontally uncoupled partition with 6 sets. (c) vertically uncoupled
partition with 6 sets. (d) uncoupled partition with 4 sets. Different sets are
marked by different symbols.
We call a partition with the largest number of sets a maximal partition.
Lemma 5. The maximal horizontally uncoupled partition, the maximal ver-
tically uncoupled partition and the maximal uncoupled partition are unique.
Proof. Without loss of generality, we only prove that the maximal horizon-
tally uncoupled partition is unique. Assume that {Γp}
H
p=1 and {Γ
′
p}
H′
p=1 are
different maximal horizontally uncoupled partitions of Γ. Without loss of
generality, Γ1 ∩ Γ
′
1 6= ∅ and Γ1 \ Γ
′
1 6= ∅. Consider (ρ, σ) ∈ Γ1 \ Γ
′
1 and
(ρ˜, σ˜) ∈ Γ1 ∩ Γ
′
1. If ρ = ρ˜, then {Γ
′
p}
H′
p=1 is not a horizontally uncoupled par-
tition. If ρ 6= ρ˜, then {Γp}
H
p=1 is not maximal. Existence of unique maximal
(vertically) uncoupled partitions follows similarly.
Examples of a maximal horizontally uncoupled partition, of a maximal
vertically uncoupled partition and of a maximal uncoupled partition are given
in Figure 3. LetH denote the number of elements in the maximal horizontally
uncoupled partition and Γhp , p = 1, . . . , H , the sets themselves. The common
horizontal coordinate of set Γhp is denoted by ρ(Γ
h
p). The maximal vertically
uncoupled partition has V sets, Γvq , q = 1, · · · , V , where elements of Γ
v
q
have common vertical coordinate σ(Γvq). The maximal uncoupled partition
is denoted by {Γuk}
U
k=1.
We start with an observation on the structure of Γ ⊂ C for which the
maximal uncoupled partition consists of one set. The degree of Q(ρ, σ) is at
most two in each variable. Therefore, for each (ρ, σ) ∈ Γ, there is at most
one other geometric term in Γ which is horizontally or vertically coupled with
(ρ, σ). This means, for instance, that if (ρ, σ) ∈ Γ and (ρ, σ˜) ∈ Γ, σ˜ 6= σ,
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then there does not exist (ρ, σˆ) ∈ Γ, where σˆ 6= σ and σˆ 6= σ˜. It follows that
the elements of Γ must be pairwise-coupled.
Definition 4 (Pairwise-coupled set). A set Γ ⊂ C is pairwise-coupled if and
only if the maximal uncoupled partition of Γ contains only one set.
An example of pairwise-coupled set is
Γ = {(ρk, σk), k = 1, 2, 3 · · · },
where
ρ1 = ρ2, σ1 > σ2, ρ2 > ρ3, σ2 = σ3, ρ3 = ρ4, σ3 > σ4, · · · .
The next theorem states the main result of this section. We show that if
there are multiple sets in the maximal uncoupled partition of Γ, then the
measure induced by this Γ cannot be the invariant measure.
Theorem 4. Consider the random walk P and its invariant measure m. If
m is induced by Γ ⊂ C, where Γ contains only non-degenerate geometric
terms, then Γ is pairwise-coupled.
The proof of the theorem is deferred to the end of this section. We
first introduce some additional notation. For any set Γhp from the maximal
horizontally uncoupled partition of Γ, let
Bh(Γhp) =
∑
(ρ,σ)∈Γhp
α(ρ, σ)[
1∑
s=−1
(
ρ−shs + ρ
−sσps,−1
)
− 1]. (22)
For any set Γvq from the maximal vertically uncoupled partition of Γ, let
Bv(Γvq) =
∑
(ρ,σ)∈Γvq
α(ρ, σ)[
1∑
t=−1
(
σ−tvt + ρσ
−tp−1,t
)
− 1]. (23)
Note that
∑H
p=1(ρ(Γ
h
p))
iBh(Γhp) = 0 and
∑V
q=1(σ(Γ
v
q))
jBv(Γvq) = 0 are the
balance equations for the measure induced by Γ at the horizontal and vertical
boundary respectively.
The following lemma is a key element for the proof of Theorem 4. It gives
the necessary and sufficient conditions for a measure induced by Γ to be the
invariant measure of a random walk in the quarter-plane.
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Lemma 6. Consider the random walk P and a measure m induced by Γ ⊂
C, where Γ contains only non-degenerate geometric terms. Then m is the
invariant measure of P if and only if for all 1 ≤ p ≤ H, 1 ≤ q ≤ V ,
Bh(Γhp) = 0 and B
v(Γvq) = 0.
Proof. Since m is the invariant measure of P , m satisfies the balance equa-
tions at state (i, 0). Therefore,
0 =
1∑
s=−1
[
m(i− s, 0)hs +m(i− s, 1)ps,−1
]
−m(i, 0)
=
∑
(ρ,σ)∈Γ
α(ρ, σ)[
1∑
s=−1
(
ρi−shs + ρ
i−sσps,−1
)
− ρi]
=
H∑
p=1
ρ(Γhp)
i
∑
(ρ,σ)∈Γhp
α(ρ, σ)[
1∑
s=−1
(
ρ−shs + ρ
−sσps,−1
)
− 1]
=
H∑
p=1
ρ(Γhp)
iBh(Γhp). (24)
From (24) it follows that Bh(Γhp), 1 ≤ p ≤ H , satisfy a Vandermonde sys-
tem of equations. Moreover, from the properties of a maximal horizontally
uncoupled partition, the coefficients ρ(Γhp) are all distinct. It follows that
Bh(Γhp) = 0, 1 ≤ p ≤ H . Using the same reasoning it follows thatB
v(Γvq) = 0,
1 ≤ q ≤ V , finishing one direction of the proof.
The reversed statement can be verified as follow. If Bh(Γhp) = 0, then∑H
p=1(ρ(Γ
h
p))
iBh(Γhp) = 0, where i = 1, 2, 3 · · · . Therefore, the balance equa-
tion for (i, 0), i > 0, is satisfied. Using the same reasoning balance at the
vertical states is satisfied. Balance in the interior is satisfied by the assump-
tion that m is induced by Γ ⊂ C. Finally, balance in the origin is implied by
balance in other parts of the state space.
We are now ready to present the proof of Theorem 4.
Proof of Theorem 4. The sets of the maximal uncoupled partition can be
obtained by taking the union of elements from {Γhp}
H
p=1 or {Γ
v
q}
V
q=1. For any
Γuk where k = 1, . . . , U , we can find Ik ⊂ {1, . . . , H} and Jk ⊂ {1, . . . , V } such
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that Γuk =
⋃
p∈Ik
Γhp =
⋃
q∈Jk
Γvq . Using the maximal uncoupled partition, we
can introduce the signed measures mk, defined as
mk(i, j) =
∑
(ρ,σ)∈Γu
k
α(ρ, σ)ρiσj . (25)
This allows us to write m(i, j) =
∑U
k=1mk(i, j). Observe, that mk(i, j) can
be negative.
We will show that if measure m is an invariant measure of the random
walk in the quarter-plane, then the measures mk, k = 1, . . . , U, will satisfy
all balance equations. Let measure mk be induced by Γk. By the definition
of C, this implies that all mk, k = 1, . . . , U , satisfy the balance equations
for the states in the interior. Consider the balance equation for mk at state
(i, 0). We obtain
1∑
s=−1
[mk(i− s, 0)hs +mk(i− s, 1)ps,−1]−mk(i, 0)
=
1∑
s=−1
[∑
(ρ,σ)∈Γu
k
α(ρ, σ)ρi−shs +
∑
(ρ,σ)∈Γu
k
α(ρ, σ)ρi−sσps,−1
]
−
∑
(ρ,σ)∈Γu
k
α(ρ, σ)ρi
=
∑
(ρ,σ)∈Γu
k
α(ρ, σ)[
1∑
s=−1
(
ρi−shs + ρ
i−sσps,−1
)
− ρi]
=
∑
p∈Ik
ρ(Γhp)
i
∑
(ρ,σ)∈Γhp
α(ρ, σ)[
1∑
s=−1
(
ρ−shs + ρ
−sσps,−1
)
− 1]
=
∑
p∈Ik
ρ(Γhp)
iBh(Γhp)
= 0.
The last equality follows from the assumption that m is an invariant measure
and Lemma 6.
In similar fashion it follows that the vertical balance equations of mk are
satisfied as well. As a consequence, we have shown that m1, · · · , mU are
signed invariant measures of P . Therefore, if U > 1 we have a contradiction
to Theorem 3 which states the uniqueness of the representation of the sum
of geometric terms invariant measure.
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5 Signs of the coefficients
In this section we present conditions on the coefficients α(ρ, σ) in the measure
induced by Γ. In particular, we show that at least one of the coefficients in
the linear combination must be negative.
Theorem 5. Consider the random walk P and its invariant measure m,
where m(i, j) =
∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj, Γ ⊂ C, α(ρ, σ) ∈ R\{0}. If m is
induced by a pairwise-couple set containing only non-degenerate geometric
terms, then at least one α(ρ, σ) is negative.
The proof is based on the following three lemma’s. Define
bh(Γhp) =
Bh(Γhp)∑
(ρ,σ)∈Γhp
α(ρ, σ)
+
(
1−
1
ρ(Γhp)
)
h1 +
(
1− ρ(Γhp)
)
h−1 (26)
and
bv(Γvq) =
Bv(Γvq)∑
(ρ,σ)∈Γvq
α(ρ, σ)
+
(
1−
1
σ(Γvq)
)
v1 +
(
1− σ(Γvq)
)
v−1. (27)
Lemma 7. If 0 < σ < σ˜, 0 < ρ < ρ˜ and α(ρ, σ) > 0 then
bh({(ρ, σ), (ρ, σ˜)}) > bh({(ρ, σ)}), bh({(ρ, σ), (ρ, σ˜)}) < bh({(ρ, σ˜)}),
bv({(ρ, σ), (ρ˜, σ)}) > bv({(ρ, σ)}), bv({(ρ, σ), (ρ˜, σ)}) < bv({(ρ˜, σ)}).
Proof. From the definition in (26) it follows that
bh({(ρ, σ), (ρ, σ˜)}) =
α(ρ, σ)σ + α(ρ, σ˜)σ˜
α(ρ, σ) + α(ρ, σ˜)
(ρp−1,−1 + p0,−1 +
1
ρ
p1,−1)−
p1,1 − p0,1 − p−1,1,
bh({(ρ, σ)}) = σ(ρp−1,−1 + p0,−1 +
1
ρ
p1,−1)− p1,1 − p0,1 − p−1,1,
and
bh({(ρ, σ˜)}) = σ˜(ρp−1,−1 + p0,−1 +
1
ρ
p1,−1)− p1,1 − p0,1 − p−1,1.
From the above the first row of inequalities follow directly. The remaining
inequalities follow directly from (27).
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The following lemma is readily verified and stated without proof.
Lemma 8. If t1(1 − ρ) + t2(1 − ρ˜) ≥ 0, t1(1 − 1/ρ) + t2(1 − 1/ρ˜) ≥ 0 and
0 < ρ < ρ˜ < 1, then t1 ≤ 0 and t2 ≥ 0.
Our final lemma indicates that the linear combination of two non-degenerate
geometric terms cannot be the invariant measure of a random walk.
Lemma 9. Consider the random walk P and its invariant measure m, where
m(i, j) =
∑
(ρ,σ)∈Γ α(ρ, σ)ρ
iσj, Γ ⊂ C, α(ρ, σ) ∈ R\{0}. If m is induced by a
pairwise-couple set with only non-degenerate geometric terms, then |Γ| 6= 2.
Proof. Without loss of generality, let
m(i, j) = α(ρ, σ)ρiσj + α(ρ, σ˜)ρiσ˜j , (28)
where (ρ, σ) ∈ C and (ρ, σ˜) ∈ C. It follows from the definition of C that σ
and σ˜ are the roots of the following quadratic equation in x,
1∑
t=−1
1∑
s=−1
ρ−sps,tx
1−t − x = 0. (29)
Note that the maximal vertically uncoupled partition of {(ρ, σ), (ρ, σ˜)}
consists of the two singleton components {(ρ, σ)} and {(ρ, σ˜)}. It follows
from Lemma 6 that Bv({(ρ, σ)}) = Bv({(ρ, σ˜)}) = 0. Therefore, σ and σ˜ are
the roots of the following quadratic equation as well
1∑
s=−1
(ρp−1,s + vs)x
1−s − x = 0. (30)
From a comparison of the coefficients of (29) and (30) it follows that
either a) one of the roots will be 1, contradicting the definition of set C
which is restricted within the unit square, or b) one geometric term from the
pairwise-coupled set must be degenerate. Hence, m cannot be the invariant
measure of P .
We are now ready to provide the proof of Theorem 5.
Proof of Theorem 5. Let (ρ1, σ1) ∈ Γ and (ρ2, σ2) ∈ Γ satisfy the following
conditions:
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• ρ1 ≥ ρ2.
• σ1 ≥ σ2.
• Let (ρ1, σ1) ∈ Γ
v
1, then ρ1 ≥ ρ for all (ρ, σ) ∈ Γ
v
1.
• Let (ρ1, σ1) ∈ Γ
h
1 , then σ1 ≥ σ for all (ρ, σ) ∈ Γ
h
1 .
• Let (ρ2, σ2) ∈ Γ
v
2, then ρ2 ≤ ρ for all (ρ, σ) ∈ Γ
v
2.
• Let (ρ2, σ2) ∈ Γ
h
2 , then σ2 ≤ σ for all (ρ, σ) ∈ Γ
h
2 .
It can be readily verified that such (ρ1, σ1), (ρ2, σ2) always exist.
Without loss of generality, we only discuss the following two cases. In
the first case, we have ρ1 > ρ2 and σ1 > σ2. In the second case, we have
ρ1 = ρ2 and σ1 > σ2. The proofs for the other cases follow from symmetry
considerations.
For the first case we consider the relations
(1− 1/ρ1) h1 + (1− ρ1)h−1 = b
h(Γh1),
(1− 1/ρ2) h1 + (1− ρ2)h−1 = b
h(Γh2),
(1− 1/σ1) v1 + (1− σ1)v−1 = b
v(Γv1),
(1− 1/σ2) v1 + (1− σ2)v−1 = b
v(Γv2),
(31)
which by Lemma 6 are required to hold if m is the invariant measure of the
random walk P . We will construct s1, s2, t1 and t2 that satisfy
(1− 1/ρ1) s1 + (1− 1/ρ2) s2 ≥ 0,
(1− ρ1) s1 + (1− ρ2) s2 ≥ 0,
(1− 1/σ1) t1 + (1− 1/σ2) t2 ≥ 0,
(1− σ1) t1 + (1− σ2) t2 ≥ 0
(32)
and
bh(Γh1)s1 + b
h(Γh2)s2 + b
v(Γv1)t1 + b
v(Γv2)t2 < 0. (33)
By Farkas’ Lemma this leads to a contradiction to (31) because the tran-
sition probabilities h1, h−1, v1, v−1 are non-negative. The s1, s2, t1 and t2
are constructed by considering the auxiliary measure m¯ = α(ρ1, σ1)ρ
i
1σ
j
1 +
α(ρ2, σ2)ρ
i
2σ
j
2 and the two-dimensional random walk P¯ , that has the same
transition probabilities as P in the interior of the state space and transition
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probabilities h¯1, h¯−1, v¯1 and v¯−1 along the boundaries. We now consider the
relations
(1− 1/ρ1) h¯1 + (1− ρ1)h¯−1 = b
h({(ρ1, σ1)}),
(1− 1/ρ2) h¯1 + (1− ρ2)h¯−1 = b
h({(ρ2, σ2)}),
(1− 1/σ1) v¯1 + (1− σ1)v¯−1 = b
v({(ρ1, σ1)}),
(1− 1/σ2) v¯1 + (1− σ2)v¯−1 = b
v({(ρ2, σ2)}).
(34)
For any non-negative boundary transition probabilities h¯1, h¯−1, v¯1 and v¯−1,
(34) is not satisfied due to Theorem 4. Therefore, by Farkas’ Lemma, there
exist s1, s2, t1 and t2 that satisfy (32) and
bh({(ρ1, σ1)})s1 + b
h({(ρ2, σ2)})s2 + b
v({(ρ1, σ1)})t1 + b
v({(ρ2, σ2)})t2 < 0.
Note, that from Lemma 7 it follows that bh({Γh1}) ≤ b
h({(ρ1, σ1)}), b
h({Γh2}) ≥
bh({(ρ2, σ2)}), b
v({Γv1}) ≤ b
v({(ρ1, σ1)}) and b
v({Γv2}) ≥ b
v({(ρ2, σ2)}). Also,
from Lemma 8 it follows that s1 ≥ 0, s2 ≤ 0, t1 ≥ 0, t2 ≤ 0. Therefore, s1,
s2, t1 and t2 satisfy (33). This concludes the proof of the first case.
For the second case we consider the relations
(1− 1/σ1) v1 + (1− σ1)v−1 = b
v(Γv1),
(1− 1/σ2) v1 + (1− σ2)v−1 = b
v(Γv2),
(35)
that are necessary for m to be the invariant measure and obtain a contradic-
tion by constructing t1 and t2 that satisfy
(1− 1/σ1) t1 + (1− 1/σ2) t2 ≥ 0, (36)
(1− σ1) t1 + (1− σ2) t2 ≥ 0, (37)
bv(Γv1)t1 + b
v(Γv2)t2 < 0. (38)
The auxiliary measure that is used is m˜(i, j) = α(ρ1, σ1)ρ
i
1σ
j
1+α(ρ2, σ2)ρ
i
2σ
j
2.
Observe that ρ1 = ρ2 and that the corresponding relations are
(1− 1/ρ1) h1 + (1− ρ1)h−1 = b
h({(ρ1, σ1), (ρ2, σ2)}),
(1− 1/σ1) v1 + (1− σ1)v−1 = b
v({(ρ1, σ1)}),
(1− 1/σ2) v1 + (1− σ2)v−1 = b
v({(ρ2, σ2)}).
From Farkas’ Lemma and Lemma 9 it follows that there exist s1, t1 and t2
that satisfy (36), (37) and
bh({(ρ1, σ1), (ρ2, σ2)})s1 + b
v({(ρ1, σ1)})t1 + b
v({(ρ2, σ2)})t2 ≤ 0, (39)
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where s1 = 0, since it satisfies (1−1/ρ1)s1 ≥ 0 and (1−ρ1)s1 ≥ 0. Moreover,
we have bv(Γv1) ≤ b
v({(ρ1, σ1)}) and b
v(Γv2) ≥ b
v({(ρ2, σ2)}) by Lemma 7. In
addition, by Lemma 8 we have, t1 ≥ 0, t2 ≤ 0. It follows that t1 and t2
satisfy (38). This concludes the proof of the second case.
6 Examples
In this section, we first provide examples of random walks of which the in-
variant measures are finite mixtures of geometric terms. Then we discuss
how such random walks can be constructed.
The values of the parameters in the examples are mostly obtained as nu-
merical solutions of polynomial equations and are therefore, approximations
of the exact results. In addition we depict the transition diagrams of the
random walks. In the transition diagrams we have omitted transitions from
a state to itself. The examples will be illustrated with a representation of Γ
on Q. In addition of Q, we plot in these figures the curves H and V that
are the equivalents of Q for the horizontal and vertical balance equations,
respectively.
In the first example, we provide a random walk for which the invariant
measure is a mixture of three geometric terms. This example also indicates
that under favorable conditions, the compensation approach could stop in
finitely many steps.
Example 1 (Figure 4). Consider the random walk with p−1,1 = 2/5, p0,−1 =
2/5, p1,−1 = 1/5, h1 = 1/5, h0 = 2/5, v−1 = 18/25, v0 = 2/25 and all other
transition probabilities zero. The measure m(i, j) =
∑3
k=1 αkρ
i
kσ
j
k, where
(ρ1, σ1) = (1/2, 1/4), (ρ2, σ2) = (1/16, 1/4), (ρ3, σ3) = (1/16, 1/36),α1 = 1,
α2 = −20/7 and α3 = 862/231 satisfies all balance equations, hence m(i, j)
is the invariant measure of the random walk.
The next example illustrates a random walk with sum of three geometric
terms invariant measure without satisfying the constraint p1,0+p1,1+p0,1 = 0,
which is required by compensation approach, see [2]. This means, for random
walks where the compensation approach cannot be applied, the mixture of
finite geometric terms invariant measure may still exist.
Example 2 (Figure 5). Consider the random walk with p1,0 = 0.05, p−1,1 =
0.15, p0,−1 = 0.15, p0,0 = 0.65 h1 = 0.15, h0 = 0.55, v1 = 0.0929, v−1 = 0.15,
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Figure 4: Example 1. (a) Transition diagram of Example 1. (b) Balance
equations. The geometric terms contributed to the invariant measure are
denoted by the blue squares.
v0 = 0.7071 and all other transition probabilities zero. The measure m(i, j) =∑3
k=1 αkρ
i
kσ
j
k, where (ρ1, σ1) = (0.4618, 0.3728), (ρ2, σ2) = (0.2691, 0.3728),
(ρ3, σ3) = (0.2691, 0.7218), α1 = 0.1722, α2 = −0.2830 and α3 = 0.2251
satisfies all balance equations, hence m(i, j) is the invariant measure of the
random walk.
The next example uses five geometric terms in the invariant measure.
Example 3 (Figure 6). Consider the random walk with p1,0 = 0.05, p0,1 =
0.05, p−1,1 = 0.2, p−1,0 = 0.2,p0,−1 = 0.2, p1,−1 = 0.2, p0,0 = 0.1, h1 =
0.5, h−1 = 0.1, h0 = 0.15, v1 = 0.113, v−1 = 0.06, v0 = 0.577 and all
other transition probabilities zero. The measure m(i, j) =
∑5
k=1 αkρ
i
kσ
j
k,
where (ρ1, σ1) = (0.9773, 0.5947), (ρ2, σ2) = (0.3224, 0.5947), (ρ3, σ3) =
(0.3224, 0.2346), (ρ4, σ4) = (0.2857, 0.2346), (ρ5, σ5) = (0.2857, 0.5073). And
α1 = 0.0088, α2 = 0.1180, α3 = −0.1557, α4 = 0.1718, α5 = −0.1414
satisfies all balance equations, hence m(i, j) is the invariant measure of the
random walk.
The construction of a random walk with sum of finite geometric terms in-
variant measure depends on the locations of the intersections of the boundary
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Figure 5: Example 2. (a) Transition diagram of Example 2. (b) Balance
equations. The geometric terms contributed to the invariant measure are
denoted by the blue squares.
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Figure 6: Example 3. (a) Transition diagram of Example 3. (b) Balance
equations. The geometric terms contributed to the invariant measure are
denoted by the blue squares.
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balance equations and interior balance equation. If there exists a pairwise-
coupled set connecting the intersection of H with Q to the intersection of V
with Q, then there exists mixture of finite geometric terms invariant mea-
sure. We conclude that choosing proper boundary transition probabilities is
essential for the existence of sum of finite geometric terms invariant measure.
7 Conclusion
In this paper, we have obtained necessary conditions on measures induced
by geometric terms that are the invariant measure of a random walk. In
particular, non-degenerate terms must each satisfy the balance equations in
the interior of the state space, and must form a pairwise-coupled set. In
the linear combination of non-degenerate terms, at least one coefficient must
be negative. We have completed the necessary conditions by also including
degenerate terms.
It is interesting to note that the pairwise-coupled structure obtained in
this paper is equal to the structure obtained in the compensation approach
by Adan et al. [2]. It is suggested in [2] that the compensation approach, in
favorable conditions, might provide a finite number of terms. Our example 1
in Section 6 provides a constructive example of such a random walk. Note,
however, that the compensation approach, in general, generates countably
many geometric terms. It is of interest to generalize the necessary condi-
tions of this paper to the case of countably infinitely many geometric terms.
This will require a complete characterization of the algebraic properties of
Q(ρ, σ) = 0 similar to, for instance, the work in [7]. Since these techniques
are fundamentally different from the ones used in the current paper, a gen-
eralization to the case of countably infinitely many terms is among our aim
for future research. As part of further work we will also study corresponding
sufficient conditions and approximations schemes based on sums of geometric
terms.
Among other possible directions for future research are an extension to
higher dimensional walks and random walks with different transition struc-
ture, e.g. by allowing longer jumps. The extension of our results to higher
dimensional random walks seems feasible using the techniques that we have
developed in the current paper. The extension to longer jumps, however, will
require substantially different techniques. The reason is that in the current
work we have made extensive use of the fact that short jumps induce balance
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equations that are polynomials of at most degree two.
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