Abstract-The Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm is a well known maximum a posteriori probability decoding algorithm which has been proposed earlier for point to point communication applications, employing block codes or convolutional codes, and turbo codes. This paper describes an application of the BCJR algorithm for decoding the output of a multiple access channel called the noisy two-user binary adder channel, in the presence of additive white Gaussian noise.
I. INTRODUCTION
T HE Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [1] is a well known maximum a posteriori probability decoding algorithm which has been proposed for point to point communication applications, employing block codes or convolutional codes [1] , and turbo codes [2] . In this paper we apply the BCJR decoding algorithm to the two-user communication system illustrated in Figure 1 , where the channel is the twouser binary adder channel (2-BAC) [3] with the addition of noise. Convolutional codes are considered in the sequel but the treatment for block codes is similar. In Figure 1 the two sources are assumed to produce equally likely 0's and 1's and the two encoders are binary convolutional encoders. For transmission purposes the mapping 0 → 1, 1 → −1 is applied to the components in r and s to produce the vectors v and w, respectively, by means of the expressions v denote components of the vectors v, r, w and s, respectively. In the noiseless case the 2-BAC output y t , at time t, is just the arithmetic sum of the binary inputs v t and w t , i.e., y t = v t + w t ∈ {−2, 0, 2}, while in the noisy case y t = v t +w t +q t and the noisy 2-BAC output behaviour is described by the conditional probability P (y t |v t w t ), where q t denotes a sample of a time-discrete noise process which here we assume to be additive white Gaussian noise (AWGN). In Figure 1 , consider for each user a binary rate k/n convolutional encoder, where k and n are positive integers and k < n. For simplicity we assume each encoder has overall constraint length kν and can be implemented by k shift registers, each of length ν. Let u = u ) denote the output subblocks associated with information blocks u t = (u In order to use error-correcting codes in a noisy 2-BAC and avoid the well known ambiguity resulting from the input pairs (u t = 0, d t = 1) and (u t = 1, d t = 0), a construction was proposed in [4] which employs the same error-correcting code in systematic form, for both users in Figure 1 , in a serial concatenation with noiseless 2-BAC codes. However, the construction described in [4] still leads to a form of ambiguity expressed as the conditional probability equality P{u t = 0, d t = 1|y} = P{u t = 1, d t = 0|y}, which forbids the decoder of separating the symbols sent by each user in the 2-BAC at time instant t, except for the trivial cases, i.e., where u t = d t . For this reason henceforth we consider always distinct turbo codes for user 1 and user 2, respectively. It follows that the potential ambiguity resulting from the input pairs (u t = 0, d t = 1) and (u t = 1, d t = 0) will be resolved by a joint decoder most of the time. The use of distinct codes thus allows both the correction of errors due to noise and the correction of errors due to the interference between users.
II. TWO-USER TRELLIS CONSTRUCTION
Because the 2-BAC is defined in terms of input pairs, at any time interval the decoder must consider pairs of paths, one from each single-user trellis. The a posteriori probabilities of single paths are not defined, however, the a posteriori probabilities of path pairs are defined. This leads immediately to the concept of a two-user trellis [5] . The two-user trellis is defined such that, at any given time slot, each distinct pair of paths, one through each single-user trellis, corresponds to a unique path through the two-user trellis, each branch of the two-user trellis corresponds to a pair of branches, one in each single-user trellis, and each state of the twouser trellis corresponds to a pair of states, one in each
single-user trellis, i.e., the two-user trellis state σ t at time t is simply the contents of the two encoder shift registers.
Representing the state of each encoder as a kν-tuple, we have
t , . . . , σ
. The decoder task is to discover which path along the twouser trellis is the most likely. If each single-user trellis has L i states, i ∈ {1, 2}, then the two-user trellis will have L 1 L 2 states.
Let
. . , x t , . . . , x N } denote a ternary (−2, 0, 2) sequence of sub-blocks through the twouser trellis or, equivalently, let x denote the output of the noiseless 2-BAC, where
The noisy 2-BAC output is the received vector y = y
Example 1: Suppose that recursive rate 1/2 convolutional codes with encoders 1 and 2 in Figure 1 have, respectively, transfer function matrices
. Each single-user trellis has twostates and the two-user trellis has four states as shown in Figure 2 . The branch labels in Figure 2 mean values of 
III. BCJR DECODING FOR THE 2-BAC
The decoding problem for the noisy 2-BAC for a long time was left aside and the main goal in code construction for the 2-BAC has been in most cases just to achieve high rates. Perhaps the most serious difficulty for the practical use of the 2-BAC model has been precisely the decoding problem. In the sequel for simplicity we will consider systematic convolutional codes of rate 1/n, and will write P t (i, j) to mean the joint probability P {u t = i, d t = j} at time slot t, and will write P t (i, j|y) to mean the a posteriori probability P {u t = i, d t = j|y} at time slot t given the received vector y. We employ the two-user trellis [5] , as described earlier, and compute the log-likelihood ratios
For simplifying notation we will denote
. Let σ t denote the twouser trellis state at time slot t and let M denote the number of distinct trellis states, i.e., let
The a posteriori probability of a decoded data pair
, and thus equalities (3), (4) and (5) can be written as follows.
where (i, j) ∈ {(0, 1), (1, 0), (1, 1)}. From (6) and (7) it follows the equation (1). By taking into account that events after time t are not influenced by observation y t 1 and the pair of bits (u t , d t ) if state σ t is known, it follows that (1) can be written as the equation (2) .
Following [1] , let us introduce the probability functions α t (m), β t (m) and γ i,j (y t , m ′ , m) as follows.
Now we can express (2) in terms of α t (m), β t (m) and
where (i, j) ∈ {(0, 1), (1, 0), (1, 1)}, and α t (m) can be recursively calculated [2] , for 1 ≤ t ≤ N , from γ i,j (y t , m ′ , m) as
.
Considering that for t = 0 the initial state for the two-user trellis is σ 0 = 0, we have the boundary conditions α 0 (0) = 1 and α 0 (m) = 0, for m = 0.
Similarly, β t (m) can be recursively calculated for t = 1, 2, . . . , N − 1 as
The appropriate boundary conditions, when we have σ N = 0 are
However, since not always the encoder reaches the state σ N = 0, the following conditions can be used
From (10) it follows that γ i,j (y t , m
where Pr{σ t = m|σ k−1 = m ′ } denotes the state transition probabilities of the two-user trellis, defined by the encoder input statistics. We assume that P t (0, 0) = P t (1, 0) = P t (0, 1) = P t (1, 1) = 1/4, and since there are four possible transitions from each trellis state we assume that P {σ t = m|σ k−1 = m ′ } = 1/4 for each of these transitions; P {y t |u t = i, d t = j, σ t = m, σ t−1 = m ′ } denotes the transition probabilities of the time-discrete Gaussian memoryless 2-BAC which we write as P {y t |u t = i, d t = j, σ t = m, σ t−1 = m ′ } = P {y t |x t }, where P {y t |x t } = n−1 l=0 P {y
t }, and P {y
is equal to either 0 or 1. It follows that P {y
2 , where a = 2 if t,i,j denotes the sub-block through the two-user trellis associated with the transition σ t−1 = m ′ → σ t = m and inputs u t = i and d t = j. From (11) and (17) we can rewrite (3), (4) and (5) in a compact form as (18).
We can now outline the operation of the BCJR decoder:
1) Initialise α 0 (m) and β N (m) according to (13) and (15) or (16); 2) As soon as y t is received the decoder computes γ i,j (y t , m ′ , m) using (17) and α t (m) using (12). The obtained values of α t (m) are stored for all t and m; 3) After the complete sequence y N 1 is received, the decoder computes recursively β t (m) using (14). When the β t (m) have been computed they are multiplied by the appropriate α t (m) and γ i,j (y t , m ′ , m) to obtain (18) and make decisions on (û t ,d t ). We refer the reader to [6] where some performance curves are presented for the BCJR algorithm applied to a turbo coding system for the noisy 2-BAC.
IV. TURBO DECODING
Let (C 1 , C 2 ) denote a pair of turbo convolutional codes associated with user 1 (encoder 1) and user 2 (encoder 2) of a 2-BAC, respectively, as illustrated in Figure 1 .
Suppose the encoder for C 1 employs the turbo code construction of Berrou et al. [2] . It follows that the encoder for C 1 consists of the parallel concatenation of two systematic recursive binary convolutional codes, C − 1 and C | 1 , not necessarily identical. The respective inputs for both component encoders use the same information bits u t , however in different order due to the use of an interleaver in one of the encoders. Similarly, the encoder for C 2 consists of the parallel concatenation of two systematic recursive binary convolutional codes, C − 2 and C | 2 , not necessarily identical. The inputs for both component encoders use the same information bits d t , however in different order due to the use of an interleaver in one of the encoders, which must be identical to the interleaver employed for C 1 . The transmission rate of C 1 is assumed to be equal to that of C 2 . Without loss of essential generality, assume that each systematic recursive encoder has asymptotic rate 1/n.
Example 2: Let C − 1 and C | 1 denote two binary recursive systematic rate 1/2 convolutional codes with identical polynomial generator matrices
Similarly, let C − 2 and C | 2 denote two binary recursive systematic rate 1/2 convolutional codes with identical polynomial generator matrices
The corresponding encoders for users 1 and 2 are illustrated in Figure 3 and Figure 4 , respectively. The decoder employed, illustrated in Figure 5 , uses iterative turbo decoding [7] to detect the most likely pairs (u t , d t ) of binary information symbols. The iterative algorithm employed uses the BCJR technique [1] , adapted for use in the 2-BAC [8] , making use of the 2-user trellis. The log-likelihood ratios Λ 1 (u t , d t ), Λ 2 (u t , d t ) and Λ 3 (u t , d t ) associated with the pair (u t , d t ) of information symbols from users 1 and 2, respectively, are computed using expressions (1), (2) and (3). The decoder operates as follows. The input to the first BCJR decoder, denoted by the block labeled as DEC1 in Figure 5 , is fed with the received sequences y (0) = {y
2 , . . . , y
N } and y
(1) = {y
N }, where y (j) t was defined earlier. DEC1 produces the soft outputs
, which are interleaved and are used to produce estimates of the a priori probabilities of pairs of information sequences to be fed as inputs to the second BCJR decoder, denoted by the block labeled as DEC2 in Figure 5 . The notation by decoder DEC1.
The input to decoder DEC2 receives the sequencesỹ (0) and
N }. The sequenceỹ (0) corresponds to the sequence y (0) interleaved. Decoder DEC2 also produces soft outputs
, to indicate the fact that they are associated with DEC2, respectively. These soft outputs are used to improve the estimates of the a priori probabilities of pairs of information bit sequences (u t , d t ) input to decoder DEC1. Decoder DEC2 computes the log likelihood ratios 
As mentioned in Section I, the use of identical errorcorrecting codes in systematic form for both users in the 2-BAC suffers with a form of ambiguity expressed as P{u t = 0, d t = 1|y} = P{u t = 1, d t = 0|y}. In terms of the decoder operation this ambiguity condition is expressed, equivalently, in terms of log likelihood ratios as
The occurrence of this log likelihood ratio equality, at any time instant t, forbids any trellis decoder of separating the symbols sent by each user in the 2-BAC at time instant t, except for the trivial cases, i.e., where u t = d t .
We notice that the key point which allows the decoder used in this paper to separate from the received noisy sequence the two binary sequences, one for each of the two users, is the fact that, in general,
or, equivalently,
when the turbo codes for user 1 and user 2 are distinct.
V. SIMULATION RESULTS
The standard Berrou and Glavieux [2] interleaver was employed with blocklength 512. The curves obtained, relating the bit error probability and signal to noise ratio for user 1 and for user 2 are illustrated in Figure 6 and Figure 7 , respectively. The encoders for C Figure 6 have polynomial generator matrices G(D) = 1 Figure 7 have polynomial generator matrices
The two curves labeled "Without Turbo", one in Figure 6 and one in Figure 7 , are obtained when the decoder recovers the binary data for each user by running the received sequence y through DEC 1 only once. As expected, when iterative turbo decoding is employed this construction shows a significant performance improvement with respect to the no-iterations (without turbo) case, with a gain of approximately 3dB for a bit error probability of approximately 10 −2 by using 2 iterations, for both users. 
VI. CONCLUSIONS
The advantage of this construction, employing distinct turbo codes, one for each user, comes from the possibility of directly separating the binary data for each of the two users at the receiver by using the BCJR [1] iterative decoding algorithm applied to the received sequence y and the corresponding 2-BAC trellis. In [9] the problem of designing good low density parity-check codes (LDPC) is addressed, for the Gaussian multiple access channel. However long codes are not attractive for some practical cases due to loss of synchronization. In these cases, short codes are desirable. Recently [10] , LDPC codes have been investigated for the 2-BAC and the 3-BAC by means of computer simulation and the results for the 2-BAC are comparable to those presented here.
The complexity analysis of the BCJR algorithm for the 2-BAC produces essentially similar results to those given in [1] , i.e., the algorithm requires large storage and considerable computation, being practical only for short constraint lengths and short subblock lengths. All the values of α t (m) must be stored, which requires roughly τ 2 2kν storage locations. The storage size grows exponentially with constraint length and linearly with block length. The number of computations in determining the α t (m) (or β t (m)) for each t are M 2 2k multiplications and M additions of 2 2k numbers each. The computation of the γ t (m ′ , m) is quite simple and [1] suggests using a table lookup. Computing λ t (m) requires M multiplications for each t and computing the a posteriori probability of the input digits requires kM/2 additions.
