Abstract: An orthogonal subspace minimization method is developed for finding multiple (eigen) solutions to the defocusing nonlinear Schrödinger equation with symmetry. Since such solutions are unstable, gradient search algorithms are very sensitive to numerical errors, will easily break symmetry, and will lead to unwanted solutions. Instead of enforcing a symmetry by the Haar projection, the authors use the knowledge of previously found solutions to build a support for the minimization search. With this support, numerical errors can be partitioned into two components, sensitive vs insensitive to the negative gradient search. Only the sensitive part is removed by an orthogonal projection. Analysis and numerical examples are presented to illustrate the method. Numerical solutions with some interesting phenomena are captured and visualized by their solution profile and contour plots.
Introduction

As a canonical model in physics, the nonlinear Schrödinger equation (NLS), is of the form i ∂w(x, t) ∂t = −∆w(x, t) + v(x)w(x, t) + κf (x, |w(x, t)|)w(x, t), d dt
where v(x) is a potential function, κ is a physical constant and f (x, u) is a nonlinear function satisfying certain growth and regularity conditions, e.g., f (x, |w|)w is super-linear in w. The second equation in (1.1) is a conservation condition under which the NLS is derived, its solutions will be physically meaningful [4] and the localized property will be satisfied. Equation (1.1) is called focusing when κ < 0 and defocusing when κ > 0, such as the well-known Gross-Pitaevskii equation in the Bose-Einstein condensate [2, 3, 4, 11, 12, 14, 19] . Those two cases are both physically and mathematically very different. To study solution patterns, stability and other properties, solitary wave solutions of the form w(x, t) = u(x)e −iλt are investigated where λ is a wave frequency and u(x) is a wave amplitude function. The conservation condition in (1.1) will be automatically satisfied. Then u(x) satisfies the following semi-linear elliptic PDE
λu(x) = −∆u(x) + v(x)u(x) + κf (x, |u(x)|)u(x).
(1. We note that most numerical methods in the literature are designed for finding a single solution, not multiple solutions. Numerical methods for finding one solution and for finding multiple solutions are very different in functionality and complexity. One of the most significant differences between those two types of methods is that the former does not use the knowledge of a previously found solution to find a NEW solution. There are mainly four types of numerical algorithms in the literature for finding solitary wave solutions to the NLS, namely:
(1) One level minimization methods that use the variational structure of the problem to find a local minimum point of the variational energy functional J, e.g., [2, 3, 5, 10, 13] . These methods are usually stable, have less dependence on an initial guess and can treat degeneracy. However, they cannot find saddle type solutions unless the knowledge of previously found solutions is used and some constraints are deliberately designed accordingly and enforced, such as the two-level minimax method described in (4); (2) Monotone iteration schemes that work directly on the equation. These methods are simple to implement, but usually can find only the ground state. When the ground state is zero, with certain normalization skill, they can also find a 1-saddle solution, e.g., [8, 9] , but not other types of saddle solutions; (3) Linearization methods, such as various Newton (homotopy continuation) methods and conjugate gradient methods, etc., [7, 15, 16, 28, 29] , which also work directly on the equation but not on its variational function. As a consequence, variational structure is not a concern. The methods do not need to differentiate the defocusing case from the focusing case in the NLS setting. These methods can usually solve more general non-variational equations, provide very fast local convergence and find any predictable solution by selecting a good nearby initial guess. The weaknesses of these methods in solving multiple solution problems are the following:
(a) they heavily depend on an initial guess. When a PDE is highly nonlinear, its solutions are hard to predict. Then among many solutions, how can a good nearby initial guess to an unknown solution be selected? It is difficult to do so. Even for a Newton homotopy continuation method (NHCM), an initial guess has to be selected in a local basin containing the unknown target solution. These methods do not use the knowledge of previously found solutions. Thus one cannot guarantee that the next solution to be found will always be a new one; (b) since these methods do not use the variational structure of a problem when it is available, they are blind to the (instability/saddle) order of solutions defined by the variational structure. Because of this, one only has physical understanding to tell whether a solution found by these methods is a ground state or saddle type, but not the order of saddles.
(c) once one understands the variational structure of a problem and the Morse index, it is clear that degeneracy always exists in a multiple solution problem, even if all solutions are non-degenerate. So when an initial guess selected is not sufficiently close to an unknown target solution, the methods may still encounter difficulties in dealing with the degeneracy.
(4) When κ < 0 (the focusing case), J has a typical mountain pass structure, i.e., J(tu) → −∞ as t → +∞ for each u ̸ = 0; each solution is of finite Morse index and for each u
. So a mountain pass/linking approach can be used to prove the existence of multiple solutions [20, 22, 27] . A local minimax method (LMM) can numerically find multiple solutions following the order of their J-values (critical levels) or Morse index. Let us briefly introduce LMM [17, 18, 31, 32] below.
The Local Minimax Method (LMM)
Let H be a Hilbert space and The following theorems provided a mathematical justification for LMM and also established an estimate for the Morse index of a solution found by LMM. Step 1:
The Numerical Algorithm and Its Convergence
Step 2: Using the initial guess w = t
Step 3: Compute the steepest descent vector
Step 4: If ∥d k ∥ ≤ ε then output w n = w k , stop; else go to Step 5;
Step 5:
Step 6: 
It is clear that in LMM, the outer loop is a minimization process that inherits the properties of a minimization method as stated in (1) of the Introduction. The inner loop is designed to use the knowledge of some previously found solutions to build a finite-dimensional support L in order for the outer loop to find a new solution with a higher J-value.
However when κ > 0 ( the defocusing case), the super-quadratic term F brings a very different variational structure to J. Indeed both J and −J have no mountain pass structure. Let us check −J first. Although −J(tu) → −∞ as t → +∞ for each u ̸ = 0, but each solution is of infinite Morse index, e.g, −J ′′ (0) = ∆ + λI has infinitely many negative eigenvalues, or, MI(0) = +∞.
So the problem becomes infinitely unstable. Consequently an infinite-dimensional support L has to be used in LMM, which causes serious implementation difficulty. So we stay with J and observe that if
So it is clear that LMM cannot be applied.
In conclusion, the above mentioned four types of numerical methods cannot solve the defocusing NLS (1.2) for multiple solutions in an order. However LMM provides us a hint of using the knowledge of previously found solutions to build a support L in finding new additional solutions.
We will develop a new numerical method to accomplish this. We first note that J is bounded from below, always attains its global minimum and any critical point of J is of finite Morse index, e.g.,
So any nonzero critical point has a J-value less than J(0) = 0. The above observation leads to a local max-min principle to characterize solutions:
where S k is a subspace of H with co-dimension k = 0, 1, 2, .... Since a local minimum exists in any subspace and its value is bounded from above by 0, the max-min problem (1.6) is always theoretically and locally solvable. But a difficulty occurs in its numerical implementation, since one cannot cover all subspaces S k of co-dimension k. In this paper we show that, when our nonlinear problem possesses certain symmetry, the above two-level max-min method can be simplified to become a simple one-level orthogonal subspace minimization method (OSMM) for finding multiple solutions. The basic idea is to use the property that when the problem has certain symmetry, many different symmetric functional subspaces are orthogonal to each other in L 2 and H 1 0 inner products. On the other hand, the Rayleigh-Ritz method (RRM) [33] , a simple orthogonal subspace minimization method
is well-accepted in solving an eigen-solution problem of the form
So RRM simplifies the max-min characterization (1.6).
But it will, in general, not work for nonlinear problems since
⊥ alone is not enough for u k to be a critical point of R.
In this paper, we develop an OSMM through modifying RRM by introducing a support spanned by previously found solutions for finding multiple solutions to the defocusing problem (1.3). We first provide some mathematical background and description of our new method in Section 2.1 and then in Section 2.2, we describe how we resolve an important numerical implementation issue, i.e., how we remove the part of numerical errors sensitive to our algorithm search by a projection to an infinite dimensional subspace. This is vitally important since we are searching for unstable solutions. In Section 3, we carry out some numerical experiments on some typical examples and display our numerical results by their profile and contour plots for visualization, from which some observation on solution properties are presented.
An Orthogonal Subspace Minimization Method
Some Mathematical Background
Let L ⊂ be a closed subspace in H and u ′ be a local minimum point of J restricted to L ⊥ . So
But there is no guarantee that ∇J(u ′ ) = 0. So it will not work for a critical point. In order for RRM or our OSMM to work, we need to use the symmetry of the problem, a very common property in many application problems. To show the mathematical background of our new approach, let us introduce two simple theorems.
Theorem 4.
Let H be a Hilbert space, J ∈ C 1 (H, R) and S ⊂ H be a closed subspace s.t.
How to choose a subspace S ⊂ H s.t. ∇J : S → S? From [24, 25] , let G be a compact group of actions (linear isometrically) on H and S G be the symmetry invariant subspace defined by 
So theoretically a critical point can be found by a gradient method as a local minimum point of J restricted to S G in four steps:
Step 1: Given ε > 0, initial guess u 0 ∈ S G . Set k = 0;
Step 2: Compute d k = ∇J(u k ). If ∥d k ∥ < ε, then output u k and stop; else go to Step 3;
Step 3:
where s k > 0 satisfies the Armijo's step-size rule:
Step 4: Set k = k + 1 and go to Step 2.
Theoretically the above algorithm is symmetry invariant and its convergence, with the Armijo's step-size rule, can be easily established if we do not consider numerical error. So a critical point u * ∈ S G can be obtained. Motivated by LMM and RRM, we can also use the knowledge of previously found solutions to introduce a support L for finding multiple critical points in an order as described in the following flow chart:
Step 0: Given ε > 0. Set w 0 = 0, n = 1;
Step 1:
Step 2:
Step 1 else go to Step 3;
where s k > 0 satisfies the Armijo's step-size rule (2.1);
So if the algorithm is successful, a new solution
The algorithm seems very simple, but actually contains a serious difficulty in its implementation due to numerical errors in finding an unstable saddle point or a local minimum point in a subspace not in H, since the algorithm does not enforce symmetry.
To address this issue, let e k denote the numerical error in approximating
In general, e k is not symmetric or e k / ∈ S G even if e k is small in norm. Without enforcing symmetry, it leads to the search direction d k / ∈ S G and then u k+1 / ∈ S G . Once the symmetry is broken, the symmetry invariance of the algorithm collapses and the algorithm is no longer self-contained in the subspace S G . If we look for a local minimum point in H, then there is no difficulty with such error since e k ∈ H anyway. Even if the symmetry is broken, the minimizer search still leads to a local minimum point in H. But if we look for a saddle point which is a local minimum of J in a subspace S G not in H, once the symmetry invariance of the algorithm is broken, the minimizer search may sense a descent direction outside S G and follow it to a point outside S G with a smaller J-value. So this part of error will be significantly increased and eventually lead to a local minimum point outside S G , either not a solution or an unwanted solution. The Haar projection of d k onto S G can be used to enforce the symmetry on d k [24] . But when a symmetry is very complex or unknown, the Haar projection becomes much more complex or even impossible. In particular, if a finite element mesh used in a computation does not match the symmetry, then it is impossible to do the Haar projection. So far the literature does not provide any alternative. Next we propose a new method to handle such numerical error.
Removal of Sensitive Error in Numerical Implementation
The basic idea of the new method consists of two parts:
(1) When a minimizer search is concerned, the space H can be divided into two portions: its "lower portion" which contains critical points with smaller J-values, denoted by L and also 
Note that the remaining part e ⊥ k ∈ L ⊥ in numerical error is not attractive to the minimizer search and is dominated by
will not be enlarged and the approximation sequence {u k } stays close to S G . Consequently, the minimizer search finds an approximation of a local minimum point
It leads to the following orthogonal subspace minimization method (OSMM)
Step Step 2:
Remark 2.
(1) To identify an MSIS S G , in case it is not unique, one should choose an initial guess in S G accordingly. Consequently it may lead to multiple solution branches; (2) One branch may bifurcate to two or more branches. On the other hand, two or more branches may merge to one branch. This is the complexity one has to face with multiple solution problems. When multiple solution branches exist, one should choose those previously found solutions accordingly to form L; (3) Since we do not enforce symmetry, an MSIS is invisible and selected only by the symmetry of an initial guess. Even an initial guess is selected in a smaller symmetry invariant subspace S G ′ ⊂ S G , the algorithm will still lead to a critical point in an MSIS S G . To see this we further partition e (a) The numerical error e ⊥ k is small and ∇J(u k ) is smaller. That means u k is already a good approximation of a critical point. We may simply stop the iteration and output u k , or switch to a Newton method to accelerate its local convergence; (b) The numerical error e ⊥ k is not small but ∇J(u k ) is small. Then we can reduce e ⊥ k by using a finer mesh, or a more symmetric mesh or switch to a Newton method to speed up its local convergence, since a Newton method is insensitive to such numerical error [25] .
A more detailed example will be presented in the last section to show how to identify an MSIS S G ⊂ L ⊥ in numerical computation. One may ask why cannot we use a Newton method at the very beginning? In addition to the reasons mentioned in the Introduction, there is another one, i.e., the invariance of a Newton method to symmetries is insensitive to numerical error [25] . So a Newton method may be easily trapped in a symmetry invariant subspace defined by an initial guess whose symmetry is different from that of a target solution. Note that u = 0 is a critical point in any symmetry invariant subspace. This means that even when the symmetry of an initial guess is selected correctly, it still needs to be scaled properly for a Newton method to stay away from the local basin of u = 0. Without using a variational structure, it is hard to determine this scale.
Numerical Examples
In this section, by applying the OSMM developed in Section 2, we carry out numerical experiments on solving (1.3) and (1.2) for multiple solutions in the order of their energy values where λ is (a) a fixed parameter and (b) an eigen-value. We find that the algorithm works well and is efficient enough for us to carry out more numerical investigations on several solution properties that are of interests.
We use a symmetric finite element mesh as shown in Fig. 1 (a) or its locally refined mesh such as the one shown in Fig. 2 (a) if necessary, so that the equation and the energy functional J satisfy all symmetry invariant properties. Since NLS (1.1) is defined in the entire space while equation (1.3) is defined in a bounded open domain, due to the conservation condition, the second equation in (1.1), for (1.3) to be valid, its solutions must satisfy the localized property. So we will closely check this property through solution contour plots with several different external trapping potentials v(x). In addition, we note that numerical multiple solutions to focusing NLS, their shape (peak profile), symmetry and other properties are available in the literature and some of the solution properties are even mathematically verified; but multiple solutions to defocusing NLS (1.2) and (1.3) are numerically captured and visualized for the first time. So we carried out a large amount of numerical investigations on solutions' localization property, peak profile, pattern order and possible symmetry breaking phenomenon. We have selected a few typical cases and present them here.
In order to clearly plot a solution profile and its contours in one figure we have shifted the profile vertically in the figure. Since the problem is variational and u * is a solution if and only if J ′ (u * ) = 0, we use ∥d k ∥ H 1 < ε to control the error in our numerical computation. The algorithm can always be followed, after ∥d k ∥ H 1 < 10 −2 (numerically it implies that the approximation solution is in a local basin of the exact target solution), by a Newton method to speed up local convergence. Since we want to see how accurate OSMM can go and OSMM turns out to be very efficient in our numerical computation, we did not use a Newton method in this paper. 
satisfying zero Dirichlet boundary condition. There are many numerical methods available in the literature to solve such a problem. This is where a numerical error is generated. We use a finite element method by calling Matlab subroutine ASSEMPDE. A symmetric finite element mesh is generated by Matlab mesh generator INITMESH and REFINEMESH, and shown in Fig. 1 (a) .
The first 7 numerical solutions u 1 , ..., u 7 are shown in Fig. 1 (b 5 ]. We have also solved the same problem with larger domains and different λ values. Since the external trapping potential v = 0, their solution contours spread out all over the domain and are still dense near the boundary, which indicate that the solutions' peak(s) will not concentrate in this domain if the domain becomes larger. Thus it does not show the localized property.
In our numerical computation, we have tried using: (1) a more symmetric initial guess in L ⊥ , it leads to the same solution in L ⊥ with less symmetry. This can be explained by Remark 2 (3);
(2) asymmetric initial guesses in L ⊥ , it is amazing that as long as the support L is sufficient they still lead to those solutions. But we are not able to establish any mathematical justification for such a case so far. 
We note that solution peaks are sharp, narrow and very close. To compute a sign-changing solution, evenly meshed finite elements lost their accuracy, so local mesh refinements in a small region near the center (0, 0) have to be used to maintain our computational accuracy. A locally refined finite element mesh generated by Matlab mesh generator INITMESH and REFINEMESH is shown in Fig 2 (a) . Though the peaks are sharp and narrow, the solutions look like localized, but are actually not since their contours still spread out all over the domain and are not sparse enough near the boundary. We also note that there is no symmetry breaking taken place, which is in contrast to its focusing counterpart such as the Henon equation where solution peaks are apart and symmetry breaking may take place. 
, Ω = (−1, 1) 2 and ε = 10 −4 . The variational energy of u is
So for u ∈ H to be a solution, we must have ∫
which will force the peaks of u to concentrate on an area where v(x) is small. We note that when r is larger or λ is smaller, inequality (3.2) will force the peaks of u to concentrate on a smaller area where v(x) is smaller. So the solution peaks are localized in the area. For each λ, there are only a finite number of solutions. The first 7 numerical solutions u 1 , ..., u 7 are shown in Fig. 3 [
The solution profiles show an interesting phenomenon i.e., higher order (MI) solutions have less peaks, a significant contrast to all previous examples.
Example 6. (A defocusing eigen problem without external trapping potential) Next we let λ vary as an eigen-value and solve the defocusing eigen problem (1.2) for multiple solutions (λ, u).
, Ω = (−0.5, 0.5) 2 and ε = 10 −4 in the algorithm, then write its energy J(λ, u) = F (u) − λG(u) where
Then can be used to solve for its multiple critical points (λ, u), see [32] . But a standing (solitary) wave solution automatically satisfies the conservation condition in (1.1), the normalized condition ∫ Ω u 2 (x)dx = c is not necessary for NLS, see [4] . So instead of using a Lagrange multiplier method as in [32] , we propose to solve the problem on its energy level, e.g., we fix its energy level
where C > 0 in view of the inequalities in (1.5). For each u at that energy level, we have
Then it is clear that λ(u) has the same symmetry invariant property as F (u) and 
Comparing those two cases, we see that the tops of solution peaks are flatter when C is larger. From their contour plots we see that such eigen functions do not show the localized property, which agree with the condition that the external trapping potential v(x) = 0. 2 ) with r = 200 at the energy level −C = −900. All other parameters remain the same as in Example 6. So the potential function is symmetric. We have
It has the same symmetric property as that of λ in Example 6 with v(x) = 0. So our method can be applied to find its multiple eigen-solutions. The first 8 numerical eigen functions are shown in Fig. 8 According to our numerical experience in the above examples, when the domain is substantially larger, we find that (1) if solutions do not have the "localized property", then the magnitudes of solutions become too large for us to carry out numerical computation; (2) if solutions do have the "localized property", the solutions' peaks remain in a relatively small region where their profile and contour plots become too dense for one to visualize the differences among those multiple solutions' patterns, symmetry and other properties. While those solution properties are of interests for people to understand multiple solution problems. We also note that some multiple solutions in a bounded domain are created by the geometry of the boundary of the domain, such as the square or rectangular domain. The number of multiple solutions will be reduced if a circular domain is used. As long as the domain is not too small, the size of the domain does not play a crucial role.
Conclusion Remark. In this paper, by using the knowledge of previously found solutions, a simple and efficient numerical orthogonal subspace minimization method has been developed for finding multiple (eigen) solutions to the defocusing nonlinear Schrödinger equation with symmetry. Its mathematical justification is provided. Many numerical multiple (eigen) solutions are computed in an order of their variational energy levels and visualized for the first time, where some interesting differences in solution behaviors, such as solution profiles, the symmetry breaking phenomenon, etc. can be observed by comparing the current defocusing cases with their focusing counterparts, such as the Lane-Emden-Fowler, Henon equations and their corresponding eigen solution problems. From the numerical solutions, we also observed that the external trapping potential v(x) plays an important role in determining the localized property, the shape and pattern sequential order of solutions. Since those solutions are numerically computed and visualized for the first time, many of their properties are still unknown and open to be verified. As for algorithm development, it is interesting to compare OSMM with the projected gradient methods [5] for constrained minimization problems in the literature, where the gradient is projected so that an approximation solution in iterations always satisfies the constraints in a problem and the methods focus on finding one solution. While in OSMM, the gradient is projected onto the subspace spanned by previously found solutions so that the sensitive part of numerical errors can be removed. Although the purposes are different, OSMM can be viewed as one of the projected gradient methods in a broad sense. So if interested, one may refer [5] for the convergence properties of projected gradient methods. We are also working on designing multi-level methods for finding multiple solutions in an order to the defocusing type problems without using symmetry. It is our experience that when the problem has symmetries, OSMM is clearly much simpler and more efficient.
