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Resumen 
 
Dentro del ámbito del procesado digital, este proyecto tiene como objetivo 
principal la búsqueda de puntos característicos y asociación de 
correspondencias entre imágenes. Dichos puntos característicos o de interés 
tienen como propiedad principal el hecho de ser muy estables frente a 
perturbaciones, tales como cambios de orientación, traslaciones, cambios de 
escala, de perspectiva, etc.  En función del operador matemático que se 
aplique sobre la imagen original, se podrán obtener diferentes tipos de puntos 
característicos: esquinas, bordes, etc. Una vez detectadas estas zonas de 
interés, el siguiente paso es describir localmente el vecindario de cada punto, 
para posteriormente poder comparar descriptores entre diferentes imágenes y 
decidir si son puntos correspondientes o no. También existen diferentes 
alternativas en el momento de describir estas zonas, como puede ser la 
evaluación del nivel de gris, niveles de color u orientaciones de los gradientes 
vecinos. 
 
En este proyecto se estudiarán e implementarán dos métodos concretos. El 
primero de ellos es el detector de esquinas de Harris. Éste nos proporcionará 
la localización de los puntos de interés, y posteriormente se caracterizarán sus 
píxeles vecinos mediante niveles de color RGB. El segundo método 
desarrollado es el detector de características locales SIFT (Scale-Invariant 
Feature Transform). Éste se centra en buscar puntos característicos que 
cumplen ciertas propiedades en el denominado scale-space. Una vez 
localizados, los descriptores se calcularán a partir de la orientación de los 
gradientes locales. El lenguaje de programación utilizado para realizar la 
aplicación es MATLAB. 
 
Una vez implementado el método de Harris, comprobaremos que no nos 
proporciona resultados suficientemente satisfactorios ante transformaciones 
simultáneas de orientación y escala. Por ese motivo, desarrollamos en 
profundidad el método SIFT, y obtendremos unos resultados sustancialmente 
mejores. Se evaluará el método en aplicaciones concretas como la detección 
de objetos y de puntos faciales. 
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Overview 
 
Within the digital processing field, the aim of this project is the search of feature 
points and matching their association among different images of the same 
scene. The interest points have the property of being stable and strong in front 
of transformations like orientation changes, translations, scale and sight 
variations, etc. Depending on the mathematical operator used, we will be able 
to obtain different types of feature points: corners, edges, etc. Once the interest 
points are detected, the next step is to describe locally the feature point 
neighbourhood, and then compare the descriptors of different images and 
decide if they are the same point or not. There are different ways to describe 
the neighbourhood, such as the grey and colour level evaluation, or gradient 
orientations around the interest point. 
 
We will study and implement two different methods. The first one is the Harris 
corner detector. It will provide us the point localizations, and after that we will 
define the neighbour pixel region through RGB level colour. The second 
method is the SIFT local feature detector (Scale-Invariant feature Transform). 
In this case, the objective is finding keypoints which accomplish some 
properties in the image scale-space. The keypoint descriptors will be calculated 
from local gradient orientations. The application has been developed in 
MATLAB programming language. 
 
Once Harris had been implemented, we will check that it does not provide us 
enough good results in front of simultaneous spatial transformations like 
orientation and scale. Therefore we will develop the SIFT method thoroughly, 
and we will get better results. We will evaluate the SIFT method in two different 
applications: object recognition and facial point detection.  
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INTRODUCCIÓN 
 
 
Este proyecto se sitúa en el amplio marco del procesado digital de imágenes. 
Dentro de éste, tiene como objetivo la detección de determinados puntos o 
zonas de interés de una imagen, que aportan información relevante. Los puntos 
detectados serán útiles para una posterior búsqueda de correspondencias 
entre imágenes que contengan información similar, aunque presentada de 
diferente forma.  
 
Un ejemplo pueden ser las imágenes estereoscópicas, es decir, múltiples vistas 
de una misma escena. Cuando se toman fotografías de un mismo escenario 
desde cámaras en distinta posición, las imágenes obtenidas obviamente 
tendrán puntos comunes, pero diferirán en localización, escala, orientación, etc. 
Por ese motivo es interesante desarrollar un software capaz de encontrar y 
asociar dichos puntos independientemente de cómo estén presentados. 
 
El primer paso, como se ha comentado anteriormente, es buscar los puntos de 
la imagen que aporten información realmente importante. En general, estos 
puntos denominados de interés o característicos, tienen en común una serie de 
propiedades. Algunas de ellas son, por ejemplo, que se pueden encontrar de 
una manera sencilla y clara matemáticamente. Es decir, al someter la imagen a 
una operación matemática determinada, dichos puntos destacan 
significativamente. Además, tienen una posición muy bien definida y el conjunto 
de píxeles vecinos que hay alrededor del punto característico aporta una gran 
cantidad de información local relevante.  
 
La propiedad más importante es su estabilidad frente a perturbaciones locales 
y globales. Éstas pueden incluir transformaciones simples como rotaciones y 
traslaciones, o bien variaciones más complejas como cambios de perspectiva y 
escala. Con el término ‘cambio de escala’ nos referimos a variaciones que se 
puedan dar en el tamaño de un objeto que aparezca en la imagen, debido por 
ejemplo, a un desplazamiento longitudinal de la cámara. 
 
Para realizar la búsqueda de este conjunto de puntos de interés existen 
diferentes métodos. En función del tipo que busquemos utilizaremos una 
técnica u otra. Es decir, ciertos operadores matemáticos aplicados sobre la 
imagen aportan información sobre píxeles con carácter de esquina, mientras 
que otros pueden dar información sobre bordes. Es importante definir 
previamente qué tipo de puntos se quieren detectar, ya que algunos serán más 
estables a determinadas transformaciones, mientras que otros serán 
invariantes a otro tipo de cambio. Por lo tanto, una vez desarrollado nuestro 
software, esperaremos que sea robusto a las transformaciones que hayamos 
definido previamente en la elección del tipo de puntos característicos. 
 
El siguiente paso, una vez calculado dónde están las zonas de interés, es 
describir la zona en cuestión. Los puntos concretos que nos proporcionan 
cualquiera de los métodos anteriores nos aportan información de localización, 
sin embargo, no es suficiente para una posterior búsqueda de 
2                                             Detección y asociación automática de puntos característicos para diferentes aplicaciones 
  
correspondencias entre imágenes. Por ese motivo, una vez los métodos 
anteriores nos dicen dónde se puede extraer información, hay que describir el 
vecindario del punto. Dicha descripción de los alrededores del punto se llevará 
a cabo en un radio determinado. Cuanto mayor sea este radio, mayor coste 
computacional conllevará su cálculo, pero se describirá con mayor amplitud 
cada región de la imagen. Por el contrario, no interesan descriptores 
demasiado grandes, ya que en ese caso se perdería el concepto de ‘localidad’  
en los descriptores. Por tanto, hay que llegar a un término medio que 
proporcione un algoritmo eficiente y a su vez que describa suficientemente 
cada zona importante.  
 
Existen diferentes maneras de describir localmente los alrededores del punto 
característico. Una forma puede ser evaluando el nivel de gris de los píxeles 
vecinos. Partiendo de que la imagen está normalizada a la unidad, aquellos 
píxeles más oscuros tendrán un valor cercano a cero y los más claros serán 
próximos a uno. También cabe la posibilidad de evaluar el nivel de color. Para 
ello, hay que tener en cuenta que hay que analizar las tres matrices que 
definen el color: R, G y B. El color de una región específica puede ser 
representado mediante sus tres histogramas de color, o bien calculando la 
media de la región (y por tanto obteniendo tres escalares). 
 
Dejando de lado los niveles tanto de gris como de color, una tercera opción es 
la de calcular y detallar las orientaciones de los gradientes alrededor del punto 
característico. De la misma forma que antes, se pueden estudiar mediante el  
uso de histogramas o el cálculo de medias, entre otros. Esta multitud de 
posibilidades en el momento de la descripción local de la imagen es 
independiente del método escogido a la hora de buscar los puntos de interés. 
 
La descripción de los vecindarios nos permitirá asociar los puntos clave de una 
imagen de entrenamiento con otra de test, y por tanto seremos capaces de 
identificar puntos correspondientes entre ellas. Por ese motivo es tan 
importante que todos estos descriptores locales sean insensibles a cambios de 
escala, rotaciones, traslaciones, etc. Mientras en una imagen A (de 
entrenamiento) aparece un objeto en una posición determinada, en una imagen 
B (de test) puede aparecer el mismo objeto rotado o escalado de diferente 
forma. Sin embargo, el algoritmo debe ser invariante a esos cambios, gracias a 
las propiedades singulares de los puntos característicos y sus correspondientes 
descriptores. 
 
Históricamente, han existido multitud de técnicas que nos permiten buscar 
puntos de interés. Inicialmente, la mayor parte de ellas se basaban en la 
detección de esquinas o corners, ya que éstas son especialmente robustas 
frente a cambios en escala, rotación, orientación, iluminación y otros factores. 
El detector de esquinas propuesto por Moravec [1] fue una de las primeras 
implementaciones (70’s), aunque más tarde fue mejorada por Harris [4] (1988). 
También existen detectores de bordes o edges, como Canny [5] (1986), 
aunque éstos tienden a dar más problemas ante cambios de perspectiva que 
los anteriores. Posteriormente, aparecieron teorías más complejas que 
trabajaban con diferentes escalas de una imagen para buscar puntos 
característicos (scale-space theory [6], 90’s), a partir de la parametrización del 
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tamaño del filtro con la que son filtradas. Un ejemplo es el método SIFT ([7] y 
[8]) (Scale-Invariant Feature Transform) publicado y patentado por David Lowe. 
 
Ante la multitud de opciones, en este trabajo se ha optado inicialmente por 
implementar el detector de esquinas de Harris, debido a su sencillez y rapidez 
de cómputo. Para describir las zonas que nos indica el detector, se ha escogido 
el estudio del color a partir de las matrices RGB, en una ventana de un tamaño 
concreto alrededor del punto. Finalmente, para comparar los descriptores 
locales entre diferentes fotografías y conseguir correspondencias, se han 
desarrollado dos métodos.  El primero se basa simplemente en el cálculo del 
color RGB en todos lo puntos característicos detectados, mientras que el 
segundo se centra en el cálculo la transformación espacial que se da entre las 
imágenes. 
 
Después de analizar los resultados obtenidos, concluimos en que puede 
resultar de utilidad ante cambios simples (traslaciones o rotaciones), pero 
insuficiente para variaciones más complejas (cambios de luminosidad, de 
perspectiva y escala). Por ello, se consideró necesario realizar una 
implementación de un método más robusto como SIFT. 
 
Este método está basado en la teoría de scale-space comentada 
anteriormente. A la vez que es mucho más complejo computacionalmente que 
el detector de Harris, a priori proporcionará mejores prestaciones. En este caso 
no se buscarán esquinas como zona de interés, sino puntos que son muy 
claros o muy oscuros en comparación a su vecindario. Por tanto, se trabajará 
con la imagen en escala de grises. Una vez sean detectados, a diferencia del 
método anterior, se trabajarán con los histogramas de los gradientes locales 
alrededor del punto. Después de un proceso complejo, podremos construir los 
descriptores para poder calcular correspondencias entre diferentes fotografías.  
 
Efectivamente, comprobaremos la considerable mejora en los resultados 
(sobretodo en cuanto a cambios de escala y orientación simultáneos), aunque 
el coste computacional aumentará sustancialmente. Ambas propuestas han 
sido desarrolladas mediante lenguaje de programación MATLAB.  
 
La memoria del proyecto está estructurada en cuatro grandes áreas, siguiendo 
un orden lógico de todo el proceso. En un primer capítulo se explican las 
diferentes motivaciones que puede tener el cálculo de correspondencias entre 
imágenes, donde se muestran aplicaciones reales de uso. A continuación, en 
una segunda y tercera parte se detallan las características de los dos métodos 
que se han programado (Harris y SIFT, respectivamente). El cuarto capítulo 
contendrá los resultados obtenidos. Inicialmente, detección de formas simples 
con Harris y posteriormente dos aplicaciones concretas con SIFT: la detección 
de objetos y puntos faciales.  
 
Durante el transcurso de la memoria se utilizan términos específicos en inglés 
que no se han traducido literalmente al castellano. El motivo es que las 
traducciones no son evidentes y se ha preferido conservar el término original 
para no confundir al lector. En el apartado de anexos se adjunta un glosario 
con los términos utilizados más importantes. 
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CAPÍTULO 1. APLICACIONES DE LOS SISTEMAS DE 
DETECCIÓN Y CARACTERIZACIÓN DE PUNTOS 
CARACTERÍSTICOS 
 
1.1. Reconocimiento de objetos 
 
El término reconocimiento de objetos o patrones se utiliza para designar 
aquellos métodos y técnicas utilizadas para individualizar, reconocer y clasificar 
objetos, formas o estructuras en las imágenes analizadas.  
 
Una posible estrategia para llevar a cabo el reconocimiento de objetos es 
aplicar un sistema de detección y caracterización automática de puntos críticos. 
Mediante la detección y descripción de éstos en la imagen patrón, es posible 
analizar posteriormente imágenes donde se quiere realizar la búsqueda, y 
detectar si contienen un conjunto de puntos críticos similares al del objeto se 
quiere reconocer.  
 
El proceso a seguir sería el siguiente: 
 
• Detección y descripción de puntos característicos de la imagen patrón 
(entrenamiento). 
• Detección y descripción de puntos característicos en imágenes de test. 
• Comparación y cálculo de correspondencias entre los descriptores. 
• Decidir si el conjunto de puntos detectados en las imágenes de test 
pertenecen al objeto que se está buscando. 
 
 
  
 
Fig. 1. 1  Izquierda: Patrón de entrenamiento. Derecha: Imagen de test. 
 
 
La detección automática tiene multitud de aplicaciones, que se distribuyen en 
temáticas tan dispares como la industria, seguridad, medicina o robótica, entre 
otras. En aplicaciones robóticas, el robot busca patrones u objetos 
continuamente y los procesa para su propio aprendizaje, y así analizar el 
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entorno que le rodea. En la industria, el reconocimiento puede tener un objetivo 
a primera vista tan simple como el control de piezas producidas en una cadena 
de montaje (Fig. 1.1). Otro ejemplo interesante puede ser el montaje, pintura y 
soldadura automática de un automóvil en una factoría del sector. También 
relacionado con la industria, el control de acceso a cualquier espacio a partir 
del reconocimiento ocular, facial o de  huella dactilar puede ser un buen 
ejemplo de detección visual automática. 
 
Finalmente, otro ejemplo de este tipo de técnicas de procesado de imagen lo 
podemos encontrar en las cámaras digitales (Fig. 1.2). Gran parte de ellas 
llevan incorporado un sistema de reconocimiento facial, e incluso se disparan 
automáticamente al reconocer sonrisas. 
 
 
 
 
Fig. 1. 2  Detector facial en cámara comercial. 
 
 
1.2. Calibración de cámaras 
 
La calibración es el proceso con el cual se obtienen los parámetros internos de 
una cámara a partir de varias imágenes (ver [2]). Estos parámetros pueden ser 
intrínsecos (coordenadas de proyección del centro óptico, largo focal...) o 
extrínsecos (rotación y translación). Suelen representarse en forma matricial. 
 
La matriz de cámara o matriz de proyección de cámara relaciona las 
coordenadas 3D del mundo real con las coordenadas 2D de su proyección en 
el plano (1.1). 
 
 
11 12 13 14
21 22 23 24
31 32 33 34
1
i
i i
i
i i
i
i
X
u w a a a a
Y
v w a a a a
Z
a a a aw
 
     
     =     
       
 
                                  (1.1) 
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El proceso de calibración de cámaras es el siguiente: 
 
• Colocar un patrón o escena conocida delante de las cámaras. 
• Determinar los puntos críticos del patrón en las vistas tomadas desde las 
diferentes cámaras, y obtener sus localizaciones mediante un método de 
reconocimiento de puntos característicos. 
• A partir de las localizaciones anteriores, calcular la relación matemática 
que existe entre las cámaras. 
• Realizar la calibración final. 
 
Después de finalizar este proceso, una vez conocido un punto concreto de una 
imagen obtenida por una cámara, se pueden determinar los puntos que le 
corresponden a esa misma imagen vista desde otra cámara.  
 
 
1.3. Reconstrucción de imágenes 3D 
 
La transformación de una imagen tridimensional (3D) a bidimensional (2D) no 
es un proceso reversible, ya que al realizar la proyección se pierde información. 
Para poder recuperar dicha información, una posible solución es utilizar dos o 
más imágenes estéreo (Fig. 1.3), tal y como funciona, por ejemplo, el sistema 
de visión humano. 
 
 
 
 
Fig. 1. 3  Esquema de sistema estereoscópico orientado al punto P. 
 
 
El proceso a seguir se describe a continuación. 
 
• Colocar dos cámaras en diferentes posiciones a una distancia conocida 
del objeto a reconstruir. 
• Detectar y caracterizar los puntos de interés vistos desde las imágenes 
obtenidas de ambas cámaras. 
• Calcular las correspondencias entre los puntos. 
• Medir la diferencia relativa (disparidad) entre la posición de los puntos 
correspondientes y realizar la reconstrucción 3D final. 
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Fig. 1. 4  De izquierda a derecha: Imagen desde cámara 1, imagen desde 
cámara 2 y mapa de disparidad. 
 
 
Una vez calculada la disparidad [3] entre el par de imágenes estéreo (Fig. 1.4), 
existe una relación directa con la profundidad a la que se encuentra el objeto 
del observador (en este caso las cámaras) y así obtener finalmente la imagen 
3D. Para evitar que ciertas partes de la escena no sean captadas (oclusiones), 
se pueden añadir más cámaras para aportar mayor fiabilidad a la 
reconstrucción tridimensional final.  
 
En concreto en esta aplicación, es especialmente importante el correcto 
funcionamiento en la fase de búsqueda de puntos críticos y cálculo de 
matchings, ya que de no ser así la reconstrucción final sería errónea. A partir 
de los resultados que aportaría nuestro software (correspondencias de puntos 
característicos entre imágenes estéreo), posteriormente sería necesario un 
bloque encargado de calcular la disparidad y profundidad de la escena. 
 
 
1.4. Alineación de imágenes 
 
Las técnicas de alineación de imágenes tienen como objetivo combinar 
múltiples fotografías para producir una imagen panorámica o de alta resolución, 
Esta imagen en alta resolución puede tener aplicaciones tales como la creación 
de mapas digitales y fotografías de satélite.  
 
Las imágenes iniciales están condicionadas a que entre ellas tengan ciertas 
zonas que se superpongan o se solapen, para así poder realizar el matching o 
correspondencias entre puntos comunes. En Fig. 1.5 y Fig. 1.6 se puede ver 
este concepto con mayor claridad. 
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Fig. 1. 5  Imágenes independientes con zonas superpuestas. 
 
 
  
 
Fig. 1. 6  Vista panorámica final. 
 
 
El proceso a seguir para la correcta alineación o stitching es el siguiente:  
 
• Calibración de las imágenes previas: corrección de perspectiva, 
reducción del brillo en el perímetro, etc. 
• Cálculo de características comunes utilizando un método concreto, como 
puede ser la búsqueda de proyecciones geométricas o puntos 
invariantes a la escala y orientación. 
• Mezcla y obtención de la imagen compuesta. Para mejorar la calidad 
final, existen técnicas como la corrección del color y compensación de 
movimiento. 
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CAPÍTULO 2. DETECTOR DE ESQUINAS DE HARRIS 
 
 
En este capítulo se explicará con detalle uno de los dos métodos 
implementados durante la realización del proyecto para conseguir 
correspondencias entre imágenes: el detector de Harris [4]. La Fig. 2.1 muestra 
los pasos que se han seguido para ello. En capítulos posteriores se detallará el 
segundo algoritmo y finalmente se extraerán conclusiones, analizando posibles 
ventajas y desventajas de utilizar cada uno de ellos.  
 
 
Matriz de 
autocorrelación
M
Imagen A
Cornerness map
R
Non-maximal 
supression
Cálculo de 
gradientes
Imagen B
Comparación 
RGB
Transformación 
entre puntos
[TR]
Resultado
final
B Ú S Q U E D A   
 D E    E S Q U I N A S
C Á L C U L O     D E
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M
Cornerness map
R
Non-maximal 
supression
Corners A
Corners B
C O R R E S P O N D E N C I A S
 
 
Fig. 2. 1  Diagrama de bloques: Detector de Harris y búsqueda de 
correspondencias. 
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2.1. Definición 
 
Un gran número de algoritmos utilizan como referencia para el matching la 
detección de bordes o edges. Aunque éstos no son sensibles a cambios de 
intensidad, presentan problemas cuando se presentan otras transformaciones 
entre imágenes. Un ejemplo de ellos es el detector de Canny [5]. 
 
Al encontrar bordes cercanos al umbral de detección, un pequeño cambio en la 
intensidad del mismo puede causar un gran cambio en su topología. Por tanto, 
sería muy probable un error en la búsqueda de correspondencias. 
 
 
           
 
Fig. 2. 2  Izquierda: Imagen original. Derecha: Detección de bordes de Canny. 
 
 
Para evitar ese efecto, el detector de Harris se basa, a diferencia de Canny, en 
la búsqueda de esquinas. Éstas son puntos característicos muy poco 
susceptibles a cambios de rotación y escala. Una esquina o corner se 
caracteriza por ser una región de la imagen con cambios de intensidad en 
diferentes direcciones. Éste será el principio básico de búsqueda de puntos de 
Harris. Filtrando la imagen con una ventana móvil en ocho direcciones, se 
obtienen tres tipos de región (Fig. 2.3). 
 
• Flat o plana: No hay cambios en ninguna dirección. 
• Edge o borde: No hay cambios en la dirección del propio edge. 
• Corner o esquina: Hay cambios significativos en todas direcciones. 
 
 
 
 
Fig. 2. 3  Tipos de regiones detectadas. De izq. a derecha: Flat, edge y corner. 
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Una vez detectados los puntos de interés, en este caso los corners, en 
apartados posteriores se precisará cómo se han calculado las 
correspondencias entre puntos. 
 
   
2.2. Búsqueda de esquinas 
 
2.2.1. Matriz de autocorrelación 
 
El primer paso del algoritmo es calcular la matriz de autocorrelación 2x2 de la 
imagen a procesar. Para ello, previamente se obtienen las derivadas horizontal 
y vertical de primer orden con plantillas 1x3 y 3x1, respectivamente. 
 
 
                               
 
Fig. 2. 4  Izq: Plantilla derivada horizontal. Derecha: Plantilla derivada vertical. 
 
 
   
  
Fig. 2. 5  Arriba: Imagen original. Abajo izquierda: Derivada horizontal.      
Abajo derecha: Derivada vertical. 
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Se calculan los elementos de la matriz (2.1). 
 
 
  
A C
M
C B
 
=  
 
                                              (2.1) 
 
donde 
 
( )
( )
( )
2
2
2
2
IA w X w
x
IB w Y w
y
C X Y w
∂
= ⊗ = ⊗∂
∂
= ⊗ = ⊗∂
= ⋅ ⊗
                                 (2.2) 
 
 
Los elementos de la matriz de autocorrelación se obtienen al elevar al 
cuadrado las derivadas parciales y posteriormente filtrar (2.2). Se utiliza el filtro 
w de tipo gausiano para evitar que la respuesta sea ruidosa, tal y como pasaría 
con un filtro rectangular. Éste tendrá un factor de filtrado σ=2, y un tamaño de 
ventana seis veces el factor de filtrado (tamaño: 6 x σ = 12). Si definimos λ1 y λ2 
como los valores propios de la matriz M calculada, se podrán obtener las tres 
tipos de regiones comentadas en el apartado 2.1. 
 
• Si ambos valores son pequeños, indica que la función de autocorrelación 
es plana, por tanto la zona de la imagen tiene una intensidad 
aproximadamente constante  →  Flat 
• Si uno de los valores es pequeño y otro es elevado, la función de 
autocorrelación tendrá un cierto rizado  →  Edge 
• Si los dos valores son elevados, en la función se observarán picos 
bruscos  →  Corner 
 
 
 
Fig. 2. 6  Regiones en función de valores propios de M. 
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Se puede justificar intuitivamente el motivo de esta clasificación a partir de los 
valores propios. λ1 y λ2 reflejan los modos de variación de las direcciones 
principales de los gradientes. Por ese motivo, cuando en una región de la 
imagen los dos valores son elevados, deducimos que localmente existen dos 
direcciones importantes de los gradientes, y se concluye en que es una 
esquina. 
 
2.2.2. Cornerness map 
 
El siguiente paso una vez calculados los valores propios es construir un mapa 
de esquinas o cornerness map. Para ello, se medirá la respuesta a éstas, a 
partir de la traza y determinante de la función M (2.3). 
 
 
2
( )
( )
Tr M A B
Det M A B C
= +
= ⋅ −
                                     (2.3) 
 
 
Se considera la respuesta a las esquinas (R) como (2.4). 
 
 
            
( )2( ) ( )R Det M k Tr M= − ⋅
                                (2.4) 
 
 
Donde k es una constante arbitraria obtenida empíricamente, que en este caso 
utiliza el valor estándar k=0,04. En la Fig. 2.7, se observa la función R aplicada 
sobre la imagen original. 
 
 
 
 
Fig. 2. 7  Respuesta a las esquinas (R) de la matriz de autocorrelación (M). 
 
 
Todos los puntos marcados en negro son los que tienen un mayor carácter de 
esquina, y por tanto serán objeto de estudio en el posterior procesado. 
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2.2.3. Non-maximal suppression 
 
Ésta es la última fase en la búsqueda sobre la imagen. En este caso ya no se 
buscan más puntos, sino que se trata de descartar varios de los obtenidos 
anteriormente.  
 
El primer paso es definir un umbral para la función R por encima de un cierto 
valor, y así descartar varios de los píxeles que aparecen marcados como 
posibles esquinas. Cuanto mayor sea este valor, más restrictivo será el 
detector en cuanto a número de corners detectados, aunque aumentará su 
fiabilidad. 
 
Para evitar múltiples detecciones en una misma esquina (nubes de puntos 
negros en Fig. 2.7) se utiliza el denominado filtro non-maximal supression. Este 
filtro se encarga de eliminar todos los puntos en los cuales la dirección del 
gradiente no sea la máxima en un entorno local.  
 
 
  
 
Fig. 2. 8  Izquierda: imagen original. Derecha: Puntos finales obtenidos 
después del filtro non-maximal. 
 
 
Observamos, efectivamente, la supresión de las nubes de puntos. Sólo quedan 
píxeles individuales, que era el objetivo previo marcado (Fig. 2.8). 
 
 
2.3. Cálculo de correspondencias (matching) 
 
En este apartado se realizará el paso posterior a la búsqueda de puntos 
característicos que nos proporciona el detector, es decir, la descripción de las 
zonas de interés (vecindarios de puntos alrededor de los puntos críticos). De 
esta manera, podremos comparar descriptores entre pares de imágenes y 
buscar correspondencias entre ellas. Se han desarrollado dos métodos, que se 
detallarán a continuación. 
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Hay que señalar que dichos métodos no pertenecen estrictamente al detector 
de Harris, ya que la fase de ‘detección’ es independiente de la de ‘descripción’. 
Ambos tienen como parte común la manera de describir la zona alrededor del 
punto, pero difieren en cómo buscar las correspondencias entre imágenes. 
 
Por su simplicidad en el cálculo, se ha elegido como método de descripción la 
evaluación de las matrices que aportan información del color (RGB), en 
ventanas 5x5 alrededor del punto característico (Fig. 2.9). Además, a todos los 
puntos de la imagen que Harris marca como esquinas, se les calcula su 
gradiente (Fig. 2.10). Así, tendremos la localización y la dirección de cambio 
máxima, para así obtener invariancia a la orientación. 
 
 
 
 
Fig. 2. 9  Esquema de cálculo de similitud entre descriptores. 
 
 
 
 
Fig. 2. 10  Imagen 1 y 2. En rojo marcadas las esquinas detectadas. Sobre 
ellas su gradiente correspondiente. 
 
 
Aquí termina la parte común entre ambas técnicas, con lo cual seguidamente 
se explicará por separado la forma de buscar las correspondencias de cada 
una de ellas. 
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2.3.1. Correlación entre descriptores 
 
Como se ha comentado anteriormente, se define una ventana de 5x5 píxeles 
alrededor de cada esquina, en función de la orientación del gradiente (será 
nuestro descriptor del punto). Como una imagen en color está formada por tres 
matrices (R, G y B), en cada corner se definirán tres ventanas 5x5. Cabe 
señalar que el tamaño de ventana escogido pretende conseguir un equilibrio 
entre fiabilidad y coste computacional. 
 
El siguiente paso es comparar mediante cálculo de correlaciones los 
descriptores de las dos imágenes (trío de ventanas 5x5), ya que se intentarán 
asociar los puntos que tengan descriptores más parecidos. Éstos serán los que 
sean más similares matemáticamente, es decir, con una correlación máxima. A 
diferencia del método que se detallará a continuación, la comparación se 
realizará entre TODOS los descriptores obtenidos en ambas imágenes. 
 
Al terminar esta fase, tendremos un listado de puntos de la imagen 1 con sus 
correspondencias en la imagen 2. El proceso se habrá completado (Fig. 2.11). 
 
 
 
 
Fig. 2. 11  Matching final. 
 
Como es previsible, hacer toda esta serie de correlaciones entre matrices 
incrementa enormemente el coste computacional, y en consecuencia el tiempo 
de procesado. 
 
Aunque al hacer las comparativas siempre nos quedemos con el punto más 
similar de la segunda imagen, esto no implica que no se produzcan fallos en el 
matching. Mientras un punto de la imagen 1 puede tener su correspondiente en 
la imagen 2 con un grado de semejanza del 95% (correlación entre ventanas 
igual a 0.95), otro punto puede tener el suyo al 60%. En este último caso, es 
muy posible que no se correspondan.  
 
Al aplicar a una imagen transformaciones espaciales como traslaciones o 
rotaciones, los descriptores no sufren grandes cambios (simplemente rotan, si 
es el caso). Por lo tanto, esta manera de comparar las ventanas 5x5 es robusta 
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frente a este tipo de cambio. Por el contrario, ante cambios de escala, los 
descriptores varían considerablemente (ya que el tamaño del objeto es 
diferente, sin embargo el tamaño del descriptor 5x5 es fijo). Por ese motivo, 
este método es sensible a cambios de escala pronunciados, como podremos 
comprobar más adelante en el capítulo 4. Para subsanar estos errores se ha 
implementado un segundo método. Puede tener ciertas ventajas sobre éste, 
aunque también tiene un claro inconveniente que se analizará posteriormente. 
 
2.3.2. Cálculo de transformación entre puntos 
 
Mientras que el algoritmo anterior se queda en calcular las correlaciones del 
trío de ventanas RGB entre puntos de imagen 1 y 2, y posteriormente buscar el 
más similar; esta vez intentamos ir un poco más allá. De todas esas 
correspondencias, sólo nos quedamos con las cuatro ‘más fiables’ (tendrán 
grados de similitud por encima del 90%). Esta fase es la más importante, ya 
que hemos de estar realmente seguros de que esos cuatro matchings son 
correctos. En caso contrario, los siguientes cálculos no servirían. 
 
La esencia de este método es calcular la transformación espacial que se ha 
producido entre los cuatro puntos de la primera imagen y los cuatro de la 
segunda. Una vez calculada la transformación TR, la aplicamos a un nuevo 
punto P de la imagen 1. Si la correspondencia obtenida en la imagen 2 es 
correcta, añadimos el punto P a nuestro listado de puntos fiables, que ahora 
pasarán de ser cuatro a ser cinco. Este proceso se repetirá sucesivamente 
hasta obtener la función óptima TR que transforma una imagen en otra.  
 
 
 
Fig. 2. 12  Diagrama de flujo del cálculo de la transformación. 
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Existen diferentes modelos para describir los movimientos 2D (Tabla 2.1). En 
función de la complejidad de la transformación, se necesitarán un mayor o 
menor número de parejas de puntos iniciales para calcularla. En nuestro caso, 
al utilizar cuatro inicialmente, habrá determinados tipos de transformación 
específica que no podremos afrontar. 
 
 
Tabla 2.1.  Tipos de transformación espacial 2D. 
 
Tipo de transformación Mínimo nº de puntos Ejemplo 
Traslación / rotación / escala 2 
 
   
Afín 3 
 
   
Proyectiva 4 
 
   
Polinómica 6 
  
  
 
 
 
Utilizando este método, a diferencia del anterior (apartado 2.3.1.) se evitan de 
manera significativa errores en el matching. Esto es así debido a que los 
puntos que no ‘caen’ en el lugar correcto son excluidos y no toman parte en el 
cálculo de la transformación espacial.  
 
Sin embargo, la gran desventaja es que sólo funciona correctamente si las 
primeras correspondencias (a partir de las cuales se obtiene TR0) son válidas. 
 
La solución a este problema sería que el algoritmo fuera capaz de decidir si 
realmente los cuatro primeros puntos iniciales eran correctos, a medida que 
avanza la ejecución del código. Es decir, cuando vemos que la mayoría de 
puntos siguientes va fallando, hay que ser capaz de descartar los iniciales y 
escoger otros cuatro. Esta mejora no ha sido implementada durante la 
realización de este proyecto. 
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Fig. 2. 13  Arriba: Puntos a los que se les calcula la transformación inicial [TR0]. 
Abajo: Matching final. 
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CAPÍTULO 3. SIFT (SCALE-INVARIANT FEATURE 
TRANSFORM) 
 
 
En este capítulo se detallará el segundo método implementado durante el 
proyecto: el detector de características SIFT (ver [7] y [8]). En un primer 
apartado, se definirá brevemente cuál es su uso y sus características 
principales. Posteriormente describiremos el algoritmo con mayor detalle, con 
ejemplos gráficos que facilitarán la comprensión del proceso.  
 
 
 
 
Fig. 3. 1  Diagrama de bloques: SIFT y cálculo de correspondencias. 
SIFT (Scale-Invariant Feature Transform)   21 
3.1. Definición 
 
El término SIFT proviene de Scale-Invariant Feature Transform. Es decir, es 
una transformación de la información que proporciona una imagen en 
coordenadas invariantes a la escala en el ámbito local. A partir de las 
características locales, se busca conseguir invariancia a la escala, orientación, 
parcialmente a cambios de iluminación, etc. También se puede utilizar para 
buscar correspondencias entre diferentes puntos de vista de una misma 
escena.  
 
Estas características locales se almacenan en los denominados descriptores, 
los cuales nombraremos habitualmente a partir de este punto. Como su nombre 
indica, tratan de describir localmente zonas importantes de la imagen con 
determinadas variables, entre ellas el gradiente. 
 
A diferencia del método analizado en el capítulo anterior, SIFT es 
considerablemente más complejo, por lo tanto tiene un coste computacional 
mayor. Sin embargo, una correcta implementación del algoritmo puede ser 
utilizada en una aplicación en tiempo real, siempre y cuando la base de datos 
de búsqueda o entrenamiento no sea muy extensa. Esto se debe 
principalmente a que las operaciones con un mayor coste se aplican sólo a las 
localizaciones que han pasado un test o filtro inicial. 
 
El algoritmo está estructurado en cuatro fases bien diferenciadas: 
 
• Scale-space extrema detection 
• Keypoint localization 
• Orientation assignment 
• Keypoint descriptor 
 
A continuación, se describirán cada una de las etapas. 
 
 
3.2. Cálculo de características 
 
3.2.1. Scale-space extrema detection 
 
La primera fase del algoritmo es la encargada de buscar un primer conjunto de 
puntos de interés de la imagen. A dichos puntos se les denomina keypoints. A 
medida que vayamos avanzando por las posteriores etapas, la cantidad de 
keypoints irá disminuyendo, debido a que algunos se irán descartando por no 
cumplir ciertos requisitos. 
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3.2.1.1. Función scale-space:  L(x,y,σ) 
 
Por el momento, la búsqueda se realiza sobre todas las localizaciones y todas 
las escalas de la imagen, ya que son características muy importantes en el 
momento de ver un objeto desde diferentes vistas. Para detectar localizaciones 
invariantes a cambios de escala, se utilizará la función continua conocida como 
scale-space:  L(x,y,σ). 
 
Para obtener esta función  L(x,y,σ)  a partir de la imagen original I(x,y), se 
utiliza la función gausiana de la forma (3.1). 
 
 
( , , ) ( , , ) ( , )L x y G x y I x yσ σ= ∗
                            (3.1) 
 
 
Donde el operador ∗  indica la convolución entre la imagen y la gausiana G. 
 
 
2 2
2
( )
2
2
1
( , , )
2
x y
G x y e σσ
piσ
− +
= ⋅
                                (3.2) 
 
 
Para calcular todo el espacio L(x,y,σ) hay que construir una pirámide gausiana, 
convolucionando con diferentes filtros G(x,y,σ) variando el parámetro σ. A 
continuación definimos dos términos que ayudarán a comprender la 
construcción de la pirámide: 
 
• Octava: Conjunto de imágenes del espacio L con el mismo tamaño que 
difieren en el filtrado σ  con el que han sido obtenidas. 
• Escala: Conjunto de imágenes del espacio L filtradas con el mismo 
parámetro σ pero con diferentes tamaños. 
 
En el algoritmo implementado, se ha establecido en cinco el número de escalas 
por octava (por tanto habrá que filtrar cuatro veces). El número de octavas total 
dependerá del tamaño de la imagen original, y el factor de escalado entre las 
diferentes octavas es de ½. 
 
Antes de calcular la pirámide L, se realiza un pre-procesado a la imagen 
original I(x,y), que consiste en suavizarla con un filtro gausiano de σ0 = 0.5 y 
posteriormente re-escalarla un factor 2 mediante interpolación lineal. La imagen 
resultante, al tener el doble de tamaño, tendrá un valor σ1 = 1 y es la que 
utilizaremos como imagen inicial para construir L(x,y,σ). Este suavizado previo 
mejorará considerablemente la estabilidad de los keypoints que se obtendrán 
más adelante. 
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Fig. 3. 2  Pirámide gausiana L(x,y,σ) compuesta por 5 escalas y 6 octavas. 
 
 
La condición que tienen que cumplir los diferentes valores de σ es que el 
penúltimo (σ4 en este caso) ha de ser el doble que el primero (σ1). Por tanto, 
dividiremos cada octava en intervalos múltiplos de k (3.3) y (3.4). 
 
 
1 1 1
º 2 5 2 32 2 2n escalask − −= = =
                               (3.3) 
 
 
1
1 32
i
i
i kσ
−
−
= =
                                         (3.4) 
 
 
Una vez completada la primera octava, se toma como referencia la imagen con    
σ4 = 2 como imagen inicial de la siguiente octava, ya que al re-escalarla a la 
mitad su factor de filtrado vuelve a ser σ1 = 1. Este proceso se va repitiendo 
hasta completar toda la pirámide. 
 
3.2.1.2. Función Difference-of-Gaussian: D(x,y,σ) 
 
Para detectar keypoints estables en el scale-space, no utilizamos la función L 
calculada anteriormente, sino una que deriva de ella: difference-of-gaussian 
D(x,y,σ) (3.5). Ésta no comporta un gran aumento del coste computacional 
total, ya que se calcula simplemente restando imágenes vecinas de una misma 
octava. 
 
 
( , , ) ( ( , , ) ( , , )) ( , )D x y G x y k G x y I x yσ σ σ= − ∗
 
( , , ) ( , , )L x y k L x yσ σ= −
                                  (3.5) 
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En este momento pasaremos a tener cuatro imágenes-resta por octava        
(Fig. 3.3). 
 
 
 
 
Fig. 3. 3  Pirámide Difference-of-Gaussian D(x,y,σ). 
 
 
Se utiliza difference-of-Gaussian debido a que se aproxima considerablemente 
a Laplacian-of-Gaussian ( 2 2Gσ ∇  ). Los máximos y mínimos de esta función 
proporcionan las características más estables (ver [9]) comparando con otras 
funciones utilizadas también en este ámbito (Hessiano, gradiente, Harris…). 
Calcular el laplaciano es computacionalmente complejo, por ese motivo 
aproximamos mediante D(x,y,σ). 
 
 
2 ( , , ) ( , , )G G x y k G x yG
k
σ σ
σ
σ σ σ
∂ −∇ = ≈
∂ −                       (3.6) 
 
2 2( , , ) ( , , ) ( 1)G x y k G x y k Gσ σ σ− ≈ − ∇
                     (3.7) 
 
 
Observamos, efectivamente, que la diferencia entre gausianas es equivalente a 
Laplacian-of-Gaussian, salvo por la constante ( k-1 ) (3.7). 
 
3.2.1.3. Local extrema detection 
 
A partir de los cálculos anteriores, se calcularán los máximos y mínimos locales 
del espacio D(x,y,σ). Todos los píxeles de cada imagen de la pirámide son 
comparados con sus ocho vecinos de la propia imagen y con los nueve vecinos 
de la escala anterior y posterior (Fig. 3.4). 
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Fig. 3. 4  En rojo: Píxel en estudio. En verde: Vecinos en escala actual. En 
amarillo: Vecinos de escala anterior y posterior. 
 
 
Un punto será seleccionado como keypoint sólo si es mayor que sus 26 
vecinos o menor que todos ellos. El coste de realizar todas las comparaciones 
no es elevado, ya que la mayoría de puntos se van descartando a medida que 
se explora la imagen. Cabe señalar que sólo se podrán detectar keypoints en 
escalas centrales de D(x,y,σ), debido a que no existen imágenes vecinas en las 
escalas laterales.  
 
 
 
 
Fig. 3. 5  En verde, keypoints detectados. 
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3.2.2. Keypoint localization 
 
La segunda fase del método SIFT se centra en almacenar toda la información 
disponible de cada keypoint. Es decir, para cada punto de interés encontrado 
se guardará a qué escala y octava de la pirámide pertenece, y su posición   
[fila, columna] dentro de la imagen correspondiente. 
 
Además, todos estos datos permitirán descartar varios de ellos, según dos 
criterios: 
 
• Bajo contraste 
• Localizados a lo largo de bordes 
 
Los puntos descartados por esas dos condiciones no son de interés debido a 
que serían muy sensibles al ruido. A continuación analizaremos 
matemáticamente ambos criterios. 
 
 
3.2.2.1. Supresión de puntos de bajo contraste 
 
Para descartar los puntos con un contraste bajo se utiliza la expresión de 
Taylor de la función difference-of-gaussian D(x,y,σ), hasta el término 
cuadrático. Si definimos un punto p de los seleccionados como keypoint en el 
apartado anterior, tal que p = (x,y,σ)T, se obtiene la expresión (3.8). 
 
 
2
2
1
( )
2
T
TD DD p D p p p
p p
∂ ∂
= + +
∂ ∂                               (3.8) 
 
             
Determinamos el extremo pˆ  derivando la expresión e igualando a cero. De tal 
manera obtenemos (3.9). 
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   ∂ ∂ ∂ ∂ 
                (3.9) 
 
El vector pˆ  resultado de la operación se definirá como offset del punto. A partir 
de este offset, podremos calcular el contraste de su keypoint correspondiente. 
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La expresión (3.10)  proviene de sustituir (3.9) en (3.8). 
 
 
1
ˆ ˆ( )
2
TD
D p D p
p
∂
= +
∂                                       (3.10) 
 
 
La función ˆ( )D p  es muy útil para descartar puntos de bajo contraste. Para ello, 
se establece un umbral mínimo al que deben llegar los keypoints para no ser 
rechazados. Aquellos que no cumplan la condición ( )ˆ| | 0.03D p >  serán 
eliminados de la lista (asumimos que los píxeles de la imagen están 
normalizados a 1). 
 
Existe un método para mejorar la correcta localización de los keypoints que han 
superado la condición. Si el offset pˆ  calculado es mayor a 0.5 en cualquiera de 
sus dimensiones, implicaría que el extremo está más cerca de otra posición. 
Por lo tanto, para calcular la nueva localización se interpolaría entre ambas. Sin 
embargo, esta última especificación no ha sido implementada en este proyecto, 
ya que no creímos conveniente tal nivel de precisión para conseguir nuestros 
objetivos. 
 
 
3.2.2.2. Supresión de puntos situados a lo largo de bordes 
 
La función D(x,y,σ) tiene una gran respuesta ante puntos situados sobre edges. 
Muchos de esos puntos no serán suficientemente estables. Un keypoint que 
esté situado sobre un borde tendrá una respuesta muy pobre en la dirección 
del borde, pero muy elevada en la dirección perpendicular. Para realizar el 
cómputo correspondiente, se utilizará el Hessiano (3.11) de la misma forma 
que con el método Harris. 
 
 
xx xy
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                                         (3.11) 
 
 
Los vectores propios de H (α y β) son proporcionales a las principales curvas o 
respuestas de D.  
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Siendo  r  la relación entre ellas (α=r β), y utilizando la traza y determinante de 
la matriz (3.12), se define un nuevo criterio (3.13). 
 
 
2 2( ) ( 1)
( )
Tr H r
Det H r
+
<
                                       (3.13) 
 
 
Establecemos un valor de r=10, ello implicará la eliminación de los keypoints 
que tengan una relación entre respuesta paralela y perpendicular al borde 
superior a 10.  
 
 
 
 
Fig. 3. 6  En verde: Keypoints iniciales. En rojo: Keypoints no descartados. 
 
 
Como se deduce de la Fig. 3.6, son rechazados un alto porcentaje de puntos 
que provienen de la fase inicial de SIFT. Así, sólo quedarán los que son 
realmente invariantes al cambio. Desde el punto de vista computacional es una 
ventaja, ya que calcularemos muchos menos descriptores en etapas 
posteriores.  
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3.2.3. Orientation assignment 
 
En este apartado nos centraremos en calcular las orientaciones de cada 
keypoint. Una vez las tengamos, se podrán construir los descriptores   
(apartado 3.2.4), ya que éstos serán referenciados a sus respectivas 
orientaciones y por tanto, conseguiremos la invariancia a la rotación. 
 
Definimos una región de 16x16 píxeles alrededor del punto donde vamos a 
calcular la orientación, y a cada uno de los píxeles se les calcula su gradiente. 
Éste viene determinado por su módulo (3.14) e inclinación (3.15), ambos 
parámetros se calcularán utilizando diferencias entre píxeles. 
 
 
2 2( , ) ( ( 1, ) ( 1, )) ( ( , 1) ( , 1))m x y L x y L x y L x y L x y= + − − + + − −
    (3.14) 
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                    (3.15) 
 
 
La imagen utilizada para hacer los cálculos anteriores será la imagen de la 
pirámide L donde se detectó el keypoint que esté siendo analizado. 
 
 
 
 
Fig. 3. 7  Arriba: Ventana 16x16 alrededor del keypoint.                                                       
Abajo izquierda: m(x,y). Abajo derecha: θ(x,y). 
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Después de realizar el proceso de la Fig. 3.7, se agrupará la información en 
forma de histograma, uno para cada keypoint. De tal forma, cada histograma 
de orientaciones estará formado por 36 bins para cubrir el rango total de 360º. 
 
A medida que se añade al histograma cada orientación θ(x1,y1) de la región 
16x16, dicho valor se pondera por su módulo m(x1,y1) y por una ventana 
circular gausiana con valor  σ  igual a 1.5 veces la escala del keypoint         
(Fig. 3.8). Existen diversos motivos para realizar estas dos ponderaciones. 
 
• Dar mayor peso a las orientaciones con módulos elevados, que por tanto 
son más importantes. 
• Dar mayor importancia a los puntos cercanos al keypoint, es decir, los 
puntos centrales de la ventana. 
 
 
 
 
Fig. 3. 8  Izquierda: Región de gradientes 16x16. Centro: Ventana circular 
gausiana. Derecha: Histograma final del keypoint. 
 
 
Los picos más altos de cada histograma son las direcciones dominantes de los 
gradientes locales, y por lo tanto la orientación final del keypoint. Sin embargo, 
en algunas ocasiones no nos quedaremos sólo con el pico más alto. El proceso 
será el siguiente: 
 
• Detección del mayor pico. 
• Búsqueda de picos secundarios que tengan una altura mayor al 80% del 
principal. Si no hay ninguno, nos quedamos sólo con el mayor. 
• A cada pico seleccionado, se interpola su posición para una mayor 
precisión. Se lleva a cabo mediante la construcción de una parábola 
entre él mismo y sus vecinos laterales. 
 
Para localizaciones con múltiples picos elevados de similar magnitud, se 
obtendrán varias orientaciones para un mismo punto de la imagen. Es decir, al 
construir los descriptores en la siguiente etapa del algoritmo, los keypoints con 
orientaciones múltiples tendrán asignados varios descriptores, que sólo 
diferirán en su inclinación (Fig. 3.9). 
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Hay que precisar que la mayoría serán orientaciones simples, y sólo a un 
porcentaje de entre el 10% y 20% de los puntos se les construirán múltiples 
descriptores. Por tanto, este hecho no producirá un aumento significativo del 
tiempo de procesado total.  
 
 
   
 
Fig. 3. 9  Izquierda: Ejemplo de histograma con orientación simple. Derecha: 
Ejemplo de histograma con orientaciones múltiples. 
 
 
En la Fig. 3.10, se observa esquemáticamente el proceso de interpolación de 
los picos a partir del bin anterior y posterior.  
 
 
 
 
Fig. 3. 10  Interpolación parabólica del máximo utilizando las dos muestras 
vecinas al pico. 
 
 
Hasta este apartado, de cada región importante de la imagen se tiene 
almacenada la siguiente información: localización, octava, escala y 
orientaciones principales. Ya puede comenzar el proceso de construcción de 
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3.2.4. Keypoint descriptor 
 
Los parámetros calculados hasta ahora forman un sistema de coordenadas 2D 
que describe localmente cada región de la imagen, y por tanto proporciona 
invariancia a esos mismos parámetros. El siguiente paso es, utilizando toda 
esa información, obtener un descriptor para cada zona de interés. Éste nos 
aportará además robustez ante posibles variaciones de iluminación y cambios 
de puntos de vista 3D. 
 
El proceso parte de las regiones 16x16 del apartado 3.2.3 ya multiplicadas por 
la ventana gausiana con  σ  igual a 1.5 veces la escala. Éstas se dividen en 
subregiones de 4x4 píxeles con el objetivo de resumir toda esa información en 
pequeños histogramas de sólo 8 bins, es decir, 8 orientaciones. Antes de 
realizar esta adaptación de la información, cada gradiente de la ventana 16x16 
se rota tantos grados como especifique la orientación principal del keypoint 
(calculada en la etapa anterior), y así será independiente a la inclinación de la 
imagen.  
 
Para cada keypoint, mientras antes teníamos un gran histograma con 36 
posibles orientaciones (que provenía de 256 muestras alrededor del punto), 
ahora pasaremos a tener 16 pequeños histogramas de 8 bins cada uno de 
ellos. Para evitar cambios abruptos entre fronteras, cada subregión es filtrada 
de nuevo por una ventana circular gausiana (en esta ocasión de tamaño 4x4) 
con un factor σ = 0.5 x escala (Fig. 3.11). 
 
 
 
 
Fig. 3. 11  Izquierda: Subdivisiones 4x4. Centro: Ventanas circulares 
gausianas. Derecha: Descriptor compuesto por 16 histogramas de 8 bins. 
 
 
Existen dos parámetros que marcan la complejidad del descriptor: el número de 
orientaciones de cada histograma (r) y el ancho de la matriz (n). En nuestro 
caso, el tamaño será de 128 elementos (3.16). 
 
 
 
[ ]2 28 4 128Tamaño r n elementos= ⋅ = ⋅ =
                (3.16) 
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Es necesario realizar una serie de modificaciones para conseguir mayor 
robustez ante posibles cambios de iluminación. El objetivo es ser invariante a 
tres tipos de variación. 
 
• Luminosidad 
• Contraste 
• No linealidades 
 
Hasta el momento, nuestro descriptor sí que es invariante a la primera de las 
tres características, la luminosidad. Esto es así debido a que los gradientes 
están calculados mediante diferencias entre píxeles vecinos. Por tanto, el 
hecho de sumar una constante de luz a la imagen no influirá en el resultado 
final. 
 
Para conseguir ser robusto a cambios de contraste, sólo hay que normalizar a 
la unidad cada uno de los ‘sub-histogramas’ del total de 16 que tiene cada 
descriptor. Así, un cambio de contraste en el que cada píxel y gradiente sean 
multiplicados por una constante, será automáticamente cancelado por la 
normalización. 
 
Finalmente, el tercer y más difícil caso a controlar es la variación no lineal de 
luz. Ésta puede producirse por la saturación de la cámara o cambios de 
iluminación sobre superficies 3D. Ante este problema, se suelen ver más 
afectados los módulos de los gradientes antes que las orientaciones, por lo 
tanto para reducir sus efectos impondremos un umbral de 0.2 a los histogramas 
normalizados (se eliminarán los valores superiores a este valor), y 
posteriormente se renormalizará de nuevo a la unidad. Con este hecho se 
deduce que para el matching final, el módulo de los gradientes más 
pronunciados no es tan importante como la distribución global de las 
orientaciones. 
 
Una vez realizadas estas modificaciones, podemos dar por finalizado el 
proceso de construcción de los descriptores. El método SIFT en cuestión 
terminaría en este punto. Sin embargo, de la misma manera que con Harris, el 
próximo apartado se centrará en cómo comparar los descriptores de las 
diferentes imágenes para su correcto matching entre puntos correspondientes. 
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3.3. Cálculo de correspondencias (matching) 
 
Como hemos visto anteriormente, un descriptor no es más que un conjunto de 
128 elementos que indican las orientaciones más importantes alrededor de un 
punto de interés. Si dos imágenes contienen descriptores muy similares,  es 
probable que ambos estén describiendo una misma zona y por tanto sean 
correspondientes.   
 
Para calcular el grado de similitud entre ellos existen varias alternativas. Sin 
embargo, en este proyecto nos hemos centrado en una de ellas, la diferencia 
euclídea (3.17). 
 
 
( )2
128
1
_
i i i
i
dif a b
dif total dif
= −
=∑
                                      (3.17) 
 
 
Donde  difi  es la diferencia euclídea entre el elemento  ai  de un descriptor de 
la imagen A, y  bi  su correspondiente de un descriptor de la imagen B. La 
variable  dif_total   es la suma de las diferencias euclídeas que hay entre los 
128 elementos de ambos descriptores. 
 
Realizando esta serie de operaciones entre cada descriptor de la imagen A con 
cada uno de la imagen B, seremos capaces de decidir cuales son 
correspondientes con mayor probabilidad, eligiendo siempre el que haya dado 
una diferencia euclídea total menor. 
 
El coste computacional total de las comparaciones será muy elevado si no se 
fijan restricciones previas. Por ejemplo, si sabemos con certeza que ciertos 
puntos de la imagen A no pueden aparecer de ningún modo en una zona 
determinada de la imagen B, podríamos descartar los descriptores de esa zona 
y así ahorrar el coste de las comparaciones. Por tanto, en función del tipo de 
aplicación que se quiera implementar y de la información que se tenga a priori, 
se podrá optimizar el código de una forma u otra. 
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CAPÍTULO 4. RESULTADOS 
 
 
En este capítulo se mostrarán los resultados obtenidos para cada uno de los 
métodos en estudio. Primero, explicaremos las pruebas realizadas con Harris y 
el motivo por el cual no se ha seguido desarrollando y se ha optado por 
cambiar de método. Posteriormente, veremos los resultados que nos 
proporciona SIFT en dos aplicaciones más complejas, ya que a priori debería 
ofrecernos mejores prestaciones. También se comparará el coste 
computacional de cada uno de ellos, a partir del tiempo de procesado. Éste 
puede ser un punto crítico si el interés posterior es utilizar el software en 
aplicaciones en tiempo real. 
 
Antes de analizar los resultados, nos planteamos de qué manera se evalúan 
normalmente este tipo de algoritmos. Aunque se realizan pruebas similares a 
las efectuadas en este proyecto (invariancia a la rotación y a cambios de 
escala), existen diferencias que es necesario comentar (ver [10]). En visión 
computacional se suele utilizar el término repeatability. Éste indica el número 
de puntos característicos que se repiten entre dos imágenes consecutivas 
dividido por el total de puntos característicos detectados. Al referirnos a 
‘imágenes consecutivas’ nos referimos a frames o diapositivas consecutivas de 
una secuencia de vídeo. Al no disponer de ese tipo de base de datos para la 
evaluación de nuestros algoritmos, nos decantamos simplemente por 
comprobar su fiabilidad en términos de matchings correctos. 
 
Comprobamos que en las diferentes publicaciones consultadas no existe una 
base de datos de imágenes estándar para evaluar los diferentes métodos de 
una manera objetiva. Por ese motivo, en este proyecto se ha optado por utilizar 
imágenes propias. 
 
4.1. Harris 
 
En unas pruebas iniciales, se empezará testeando Harris con imágenes 
simples que contienen formas geométricas básicas.  
 
 
 
Fig. 4. 1  Detección de esquinas en figuras geométricas. 
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En la Fig. 4.1, el método utilizado para calcular las correspondencias es la 
correlación de matrices RGB entre todos los corners. No podemos utilizar la 
otra propuesta (apartado 2.3.2.) ya que la transformación espacial de la imagen 
(en este caso traslaciones) no se ha producido de forma global a toda la 
imagen, sino individualmente a cada figura. En este ejemplo, el porcentaje de 
acierto es del 100%, aunque no es generalizable, ya que si testeamos 
geometrías con formas y colores muy similares se pueden producir errores.  
 
 
 
 
Fig. 4. 2  Detección de esquinas en figuras similares. 
 
 
Como se observa en la Fig. 4.2, el matching marcado en color rojo es erróneo. 
Esto se debe a que el color y los gradientes de ambos puntos son 
prácticamente idénticos. Este problema no hubiera ocurrido calculando la 
transformación espacial, sin embargo con esta imagen tampoco podemos 
utilizarlo. A continuación compararemos resultados con las dos maneras de 
calcular los matchings, con imágenes que nos permitan hacerlo. Primero, 
observaremos las correspondencias que resultan de aplicar una transformación 
espacial simple como es la traslación (Fig. 4.3). 
 
 
 
 
Fig. 4. 3  Prueba de invariancia a la traslación mediante las dos opciones. 
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Realizamos una segunda prueba, esta vez con aplicando una rotación de 20º 
respecto la imagen original. 
 
 
 
 
Fig. 4. 4  Prueba de invariancia a la rotación mediante las dos opciones. 
 
 
Como se puede ver en Fig. 4.3 y Fig. 4.4, en ambas pruebas obtenemos 
menos errores calculando la transformación espacial de la imagen frente a la 
comparación de matrices RGB. Sin embargo, no nos decantamos claramente a 
favor de ésta, ya que, como detalla el capítulo 2, está sujeto a dos 
restricciones: que haya una transformación espacial de toda la imagen (no por 
partes) y que los cuatro primeros matchings que se utilizan para calcular TR 
sean al 100% fiables. Por tanto, en función del uso y de las imágenes que se 
vayan a tratar, convendrá utilizar uno u otro. 
 
Una vez comprobado el funcionamiento de Harris con figuras geométricas y 
algún tipo de transformación, el siguiente paso es testearlo con fotografías 
reales de objetos, que combinen tanto rotaciones, traslaciones, e incluso 
cambios de escala. Ésta será la manera de decidir si seguimos perfeccionando 
este detector o decidimos cambiar de técnica.  
 
En una primera toma de contacto con fotografía real, se somete a prueba el 
algoritmo con imágenes estéreo, es decir, donde sólo hay un pequeño cambio 
de posición de la cámara. En la Fig. 4.5, Tsukuba (imagen muy utilizada en 
pruebas de procesado digital); en la Fig. 4.6, imagen con varios objetos 
variando la posición de la cámara ligeramente. 
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Fig. 4. 5  Comportamiento de Harris en imagen estéreo: Tsukuba. 
 
 
 
Fig. 4. 6  Comportamiento de Harris en imagen estéreo doméstica. 
 
Aunque el resultado es aparentemente bueno en la Fig. 4.6 (90% de 
correspondencias correctas), en Tsukuba ese porcentaje disminuye al 
aproximadamente al 70%. Este hecho nos hace dudar de la robustez de esta 
técnica ante imágenes con mucho nivel de detalle.  Por último, realizaremos un 
último test combinando diferentes transformaciones espaciales (Fig. 4.7). 
 
 
 
Fig. 4. 7  Harris frente a una situación compleja: rotación y cambio de escala. 
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Los resultados que muestra la Fig. 4.7 no son buenos, ya que alrededor del 
50% de las asociaciones de puntos son incorrectas. No podemos dar el test 
como satisfactorio. Por lo tanto, analizando todos los resultados obtenidos 
hasta el momento, concluimos en que Harris puede ser un algoritmo 
interesante en casos en los que las imágenes varíen de posición en un cierto 
margen, pero no excesivo.  
 
Aunque el planteamiento inicial era aplicar nuestro programa en reconocimiento 
de objetos y detección de puntos faciales, éste último no se llevará a cabo con 
este detector. Los motivos principales son que hemos comprobado que el 
programa pierde fiabilidad cuando la imagen tiene mucho detalle (las caras lo 
tienen), y además somos conscientes de que en este tipo de imágenes los 
puntos a estudiar no tendrán tanto carácter de esquina como los de los objetos. 
Sería necesario buscar otro tipo de puntos característicos que no fueran 
corners. En la Fig. 4.8 comprobamos efectivamente que en los puntos con 
poco carácter de esquina (los interiores de la cara), se producen muchos 
errores en el cálculo de correspondencias. 
 
 
 
 
Fig. 4. 8  Harris en imagen facial con cierta rotación. 
 
A partir de este momento, decidimos que es necesario implementar un nuevo 
método con mejores prestaciones que el actual. Comprobaremos si 
efectivamente superamos el porcentaje de aciertos en objetos, y además se 
testeará en una nueva aplicación, en concreto de tres puntos faciales: ojo 
izquierdo, ojo derecho y nariz. En el siguiente subapartado se mostrará el 
comportamiento de SIFT. 
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4.2. SIFT 
 
Como se ha comentado anteriormente, a continuación se mostrarán algunos 
resultados obtenidos con este método en dos escenarios muy concretos.  
 
4.2.1.      Reconocimiento de objetos 
4.2.1.1. Tests generales 
 
En este apartado, el testeo se basará en comparar dos imágenes que 
contengan diferentes objetos. En cada una de ellas habrá objetos comunes y 
por tanto deberán ser correspondidos. Para comenzar, habrá poca variación en 
las posiciones, ya que simplemente queremos comprobar su identificación de la 
manera más sencilla. Si el test es satisfactorio, se irá aumentando el grado de 
complejidad en posteriores apartados. 
 
 
 
 
Fig. 4. 9  Reconocimiento de objetos: Tijeras. 
 
 
 
 
Fig. 4. 10  Reconocimiento de objetos: Caja. 
 
Después de analizar los matchings anteriores, podemos dar la prueba por 
buena. En el primer y segundo caso (Fig. 4.9 y Fig. 4.10) el porcentaje de 
acierto está por encima del 80%. 
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Fig. 4. 11  Reconocimiento de objetos: Tarjeta. 
 
En la Fig. 4.11 se aprecia una mejora en los resultados, ya que la fiabilidad 
aumenta incluso al 90%. Como se deduce, el porcentaje de errores no es un 
parámetro fijo para todos los casos, ya que variará en función de la iluminación, 
el grado de semejanza entre los objetos que aparecen, etc.  
 
4.2.1.2. Pruebas de invariancia a la rotación 
 
En este apartado se comprobará la respuesta ante cambios de orientación. Se 
aplicarán diferentes grados de rotación.  
 
 
 
Fig. 4. 12  Invariancia a la rotación: 45º 
 
 
 
Fig. 4. 13  Invariancia a la rotación: 90º 
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Ante la rotación, podemos decir que nuestro algoritmo es suficientemente 
invariante. Al realizar la prueba con diferentes grados de inclinación de la 
imagen ‘tarjeta’ en el intervalo [0…180], obtenemos los resultados del gráfico 
de la Fig. 4.14. 
 
 
 
Fig. 4. 14  Relación de aciertos en función de la orientación. 
 
 
Podemos extraer diferentes conclusiones. La principal de ellas es que nunca se 
baja del 80% de fiabilidad, lo que define la robustez de SIFT ante la rotación. 
Como cabía esperar, en inclinaciones pequeñas (cerca de 0º y 180º, debido a 
la simetría rectangular del objeto ‘tarjeta’) el porcentaje de matchings correctos 
es mayor.  
 
 
4.2.1.3. Pruebas de invariancia a la escala 
 
Como último test en el reconocimiento de objetos, se comprobará el 
funcionamiento del algoritmo ante cambios de tamaño. Como hicimos en el 
apartado anterior, se examinarán diferentes escalados.   
 
 
 
 
Fig. 4. 15  Invariancia a la escala: factor x 2.25 
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Fig. 4. 16  % de puntos que se corresponden en función de la escala. 
 
 
A diferencia de la Fig. 4.14, en el gráfico de la Fig. 4.16 observamos que la 
escala tiene un papel más restrictivo en este método. A medida que aumenta el 
tamaño del objeto, el número de aciertos disminuye considerablemente. Si 
consideramos como resultado satisfactorio obtener una tasa de error menor al 
20%, podríamos escalar objetos hasta un factor de 2.5. Para mayores, la 
fiabilidad cae rápidamente. En principio podríamos pensar que aumentando el 
número de octavas mejoraría esta propiedad. Sin embargo, nuestro algoritmo 
calcula inicialmente el número de octavas máximo que permite el tamaño de la 
imagen, y posteriormente construye la pirámide a partir de ese cálculo. Es 
decir, ya estamos utilizando al máximo el scale-space. 
 
4.2.1.4. Tiempo de procesado 
 
En función del número de puntos característicos que contenga la imagen, la 
carga computacional variará notoriamente y en consecuencia el tiempo de 
procesado. Por ese motivo, en la Fig. 4.17 se muestra una comparativa 
temporal entre tres imágenes de igual resolución (640x480), cada una con un 
número diferente de puntos a estudiar, y por lo tanto con diferente número de 
descriptores. 
 
 
 
Fig. 4. 17  Tiempo empleado en cada etapa de SIFT. 
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Un detalle importante que muestra el gráfico es que la mayor carga de cómputo 
se lleva a cabo en las primeras fases, ya que es donde se calculan las 
operaciones más complejas y sobre más puntos. A medida que el programa 
avanza se van descartando muchos keypoints, lo que conlleva un ahorro de 
tiempo significativo. Tomando como ejemplo la imagen 3 (la de menor detalle), 
la suma de sus cuatro etapas sería de 3.22 segundos. Teniendo en cuenta que 
habría que procesar otra imagen con la que compararla, y finalmente calcular 
correspondencias entre ambas el tiempo total podría estar entre 12-14 
segundos. Si queremos utilizar nuestro software para aplicaciones en tiempo 
real, es necesario que el número de puntos característicos por imagen sea 
menor. 
  
4.2.2.      Detección de puntos faciales 
4.2.2.1. Estructura 
 
A continuación se detallará el proceso que se ha seguido para la correcta 
detección de puntos faciales, en concreto los ojos y la nariz. Aunque el motor 
central del algoritmo es el mismo que en reconocimiento de objetos (SIFT), el 
planteamiento general cambia radicalmente. Mientras antes se comparaban 
imágenes dos a dos, en esta ocasión se trabajará con la fotografía de la cara 
en la cual se quieran detectar los puntos, y con tres bases de datos diferentes: 
de ojos izquierdos, de ojos derechos y de narices. Cada una de ellas contendrá 
una cantidad determinada de fotografías. 
 
 
 
Fig. 4. 18  Esquema utilizado en la detección de puntos faciales. 
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Se aplica SIFT a la imagen en estudio y a cada elemento de cada base de 
datos. Posteriormente, se calculan las correspondencias entre los keypoints de 
la imagen facial y los de las bases. Así obtendremos en qué lugares de la 
imagen ‘caen’ mayoritariamente los keypoints del tipo ojo izquierdo, los del tipo 
ojo derecho y los del tipo nariz. Las zonas con mayor densidad de matchings 
serán teóricamente las zonas que nos interesan.  
 
Después de seguir el esquema de la Fig. 4.18, obtenemos la imagen original 
con los diferentes puntos propuestos por el programa para ser ojo o nariz. 
Como habrá demasiados candidatos, nos quedaremos sólo con las zonas más 
densas, es decir, los puntos de la imagen original donde hayan ‘caído’ más 
keypoints de las tres bases de datos.  
 
4.2.2.2. Tests generales 
 
Se realizarán pruebas con caras en posición frontal. Como nuestra base de 
datos es amplia, aparecerán rostros muy dispares en cuanto al color de piel, de 
los ojos, iluminación… Esto proporcionará mayor seguridad en el momento de 
decidir si el resultado del test es aceptable.  
 
 
   
 
Fig. 4. 19  Puntos con mayor probabilidad de ser: ojo izquierdo (rojo), ojo 
derecho (azul) o nariz (verde). 
 
 
En la Fig. 4.19 podemos ver que muchos de los puntos marcados no están ni 
sobre los ojos ni sobre la nariz. Sin embargo, SIFT los propone como 
candidatos firmes a serlo. Esto se debe a que los descriptores que definen 
esas zonas erróneas de la cara son similares a los que buscamos. Para ser 
capaces de descartar estos puntos incorrectos, se imponen ciertas 
restricciones basadas en la topología facial. Sabemos que el rostro humano 
tiene unas proporciones determinadas, por tanto si somos capaces de 
aplicarlas sobre los puntos anteriores, podremos suprimir los que no las 
cumplan.  
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min max
distancia entre ojos
altura nariz
valor valor< <
                       (4.1) 
 
ojo izquierdo nariz ojo derecho narizdistancia distancia→ →≈              (4.2) 
 
 
Se define la altura de la nariz como la distancia entre la punta de ésta y el 
punto medio del segmento que une ambos ojos. Imponiendo estas  
restricciones (4.1 y 4.2), se evitan un gran número de errores. En la Fig. 4.20 
queda reflejada esta mejora. 
 
 
   
 
Fig. 4. 20  Resultado después de imponer restricciones de topología. 
 
 
Sin embargo, estas mejoras no son suficientes para asegurar una fiabilidad del 
100%. Si en las imágenes que muestran los puntos candidatos (Fig. 4.19) 
aparecen tríos de puntos que cumplan casualmente esa geometría, 
obtendremos falsos positivos (Fig. 4.21). 
 
 
 
 
Fig. 4. 21  Falso positivo: Trío de puntos que cumplen con la geometría facial 
impuesta. 
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Para evitarlos, es necesaria la implementación de una segunda restricción para 
dar más consistencia al algoritmo. Esta segunda y última condición que se va a 
implementar no trabaja sobre la geometría de los puntos, sino sobre la 
intensidad de los píxeles en escala de grises (Fig. 4.22). Concretamente, a 
partir de la línea que une el ojo izquierdo y derecho, se analiza la forma de la 
traza del nivel de gris a lo largo de dicha línea.  
 
 
 
 
Fig. 4. 22  Nivel de intensidad de gris en línea ocular. 
 
 
Las zonas más oscuras del segmento que une los ojos (pelo, pupilas…) 
aparecen en el gráfico con un nivel de gris muy bajo, por tanto muy oscuro. Por 
el contrario, en la parte de la nariz aparece un máximo, indicativo de que es 
una zona más clara.   
 
Con estas premisas, para dar por buenos los triángulos que han superado las 
condiciones geométricas, hay que analizar la línea que une los teóricos ojo 
izquierdo y derecho. Si ésta responde al nivel de gris  de forma muy similar al 
gráfico de la Fig. 4.22, se dará como válido el trío de puntos. 
 
Después de estas verificaciones termina la aplicación de detección facial 
implementada. Se podrían imponer más restricciones para dar mayor fiabilidad, 
pero se consideran suficientes las dos propuestas. Podemos observar las 
mejoras obtenidas después de aplicar esta segunda condición en el anexo 1 
adjunto. 
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4.2.2.3. Tiempo de procesado 
 
Inicialmente, se realizaron las pruebas con 125 imágenes por base de datos, es 
decir, se comparaban un total de 375 fotografías con la imagen objeto de 
estudio. Aunque para cada una de ellas SIFT emplea unos 0.2 segundos 
(debido a su pequeño tamaño: 56x76 el ojo y 101x81 la nariz), la suma de 
todas ellas y sus correspondientes comparaciones elevaban demasiado el 
tiempo total de cómputo (hasta un total de 3 minutos). 
 
Por ello, se ha optado por ir rebajando el tamaño de las bases de datos, pero 
siempre manteniendo la diversidad en las mismas. Así, aunque con menor 
número de imágenes, las muestras seguirán siendo representativas. 
 
 
 
 
Fig. 4. 23  En verde: Tiempo total en segundos en función del tamaño de la BB 
DD. En rojo: Porcentaje de caras de nuestra BBDD donde el algoritmo no da 
una solución correcta. 
 
 
Al tener una BBDD más reducida, se complicará la detección de los ojos y 
nariz, ya que al buscar las zonas de mayor densidad éstas no serán tan 
pronunciadas como antes. Por tanto, se podrá reducir hasta cierto punto. 
Llegamos a disminuir el tamaño hasta 5 imágenes por tipo, pero de esta 
manera alrededor del 35% de las caras testeadas no se detectan los tres 
rasgos correctamente, sino sólo dos de ellos o en algunos casos incluso uno. 
Cuando sucede esto, la topología facial en ningún caso devolverá el triángulo 
que buscamos. 
 
Aunque según el gráfico de la Fig. 4.23 el punto óptimo sería en el corte de las 
dos curvas (tamaño BBDD ≈ 125 imágenes), creemos excesivo el tiempo de 
procesado y por tanto utilizamos un tamaño menor (45 imágenes) con lo que 
reducimos el tiempo total a 20 segundos aproximadamente. 
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CONCLUSIONES 
 
 
El objetivo principal de este proyecto era la implementación de un programa 
capaz de relacionar puntos comunes entre diferentes imágenes. Además, 
debería ser capaz de ser invariante a varios tipos de cambio.  
 
En una primera aproximación se utilizó el detector de esquinas Harris. En 
primeras pruebas, proporcionó buenos resultados con imágenes simples, pero 
no ofrecía suficientes prestaciones para utilizarlo en fotografía real con cambios 
de escala, rotaciones, etc.  Por ese motivo, no se continuó mejorando el 
algoritmo, y se intentó llegar a nuestro objetivo por otra vía completamente 
diferente.  
 
Al realizar los tests con SIFT, notamos una amplia mejoría respecto al anterior. 
Su respuesta ante la rotación y el escalado es satisfactoria en el 
reconocimiento de objetos, hecho que nos impulsó a implementar una nueva 
aplicación para la detección de puntos faciales. Ésta, gracias a la adición de 
dos condiciones relacionadas con la topología facial, nos da resultados 
positivos en gran parte de los rostros testeados. 
 
En el caso del reconocimiento de objetos, es difícil llegar a conclusiones 
numéricas concretas en cuanto a porcentaje de aciertos. Esto se debe 
principalmente a que la base de datos utilizada es limitada y no cubre todas las 
opciones posibles. Por lo tanto, los resultados que hemos obtenido se ajustan a 
nuestros tests, pero no son extrapolables para cualquier tipo de imagen y 
situación. De igual forma, durante la búsqueda de rasgos en rostros se ha 
alcanzado un nivel de fiabilidad suficiente para nuestras pretensiones iniciales, 
pero sin duda mejorables para aplicaciones de más alto nivel.  
 
En términos de coste computacional, SIFT contiene un mayor número de 
operaciones y posee mayor complejidad que Harris. Sin embargo, al ir 
descartando keypoints a medida que avanza el algoritmo (hecho que no ocurre 
con Harris), causa un ahorro temporal significativo. Por lo tanto, al ser ambos 
métodos equiparables temporalmente, esto no será motivo a tener en cuenta 
en el momento de elegir uno u otro. 
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GLOSARIO 
 
 
Bin.  ‘Compartimento o intervalo’. Cada una de las partes que forman el 
histograma de orientaciones. Hay un total de 36 bins por histograma, cada uno 
abarca un intervalo 10 grados. 
 
Cornerness map. ‘Mapa de esquinas’. Segunda etapa del detector de Harris. 
 
Difference-of-Gaussian. ‘Diferencia entre gausianas’. Operador matemático 
basado en restar imágenes del espacio de escala. Segundo paso que se lleva 
a cabo durante la primera fase de SIFT. 
 
Keypoint. ‘Punto clave o crítico’. 
 
Keypoint descriptor. ‘Descriptor del punto crítico’. Cuarta y última fase del 
detector SIFT. 
 
Keypoint localization. ‘Localización de puntos críticos’. Segunda fase del 
detector SIFT. 
 
Local extrema detection. ‘Detección de extremos locales’. Último paso a 
realizar durante la primera fase de SIFT. 
 
Matching. ‘Cálculo de correspondencias’. 
 
Non-maximal supression. ‘Supresión de no máximos’. Tercera etapa del 
detector de Harris. 
 
Orientation assignment. ‘Asignación de orientaciones’. Tercera fase del 
detector SIFT. 
 
Scale-Invariant Feature Transform. ‘Transformación en características 
invariantes a la escala’. Segundo método desarrollado en este proyecto. 
 
Scale-space. ‘Espacio de escala’. Conjunto de imágenes obtenidas a partir de 
diferentes filtrados de una original. Primer paso que se lleva a cabo durante la 
primera fase de SIFT. 
 
Scale-space extrema detection. ‘Detección de extremos en el espacio de 
escala’. Primera fase del detector SIFT. 
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ANEXOS 
 
Anexo 1. Resultados en la detección facial con SIFT 
 
 
 
 
Fig. A. 1  Resultados cara 1. 
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Fig. A. 2  Resultados cara 2. 
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Fig. A. 3  Resultados cara 3. 
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Fig. A. 4  Resultados cara 4. 
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TRIANGULACIONES QUE CUMPLEN LA GEOMETRÍA (1ª RESTRICCIÓN)
PUNTOS CANDIDATOS SOBRE IMAGEN ORIGINAL
PUNTOS QUE NO SUPERAN EL FILTRO DE LÍNEA OCULAR 
(2ª RESTRICCIÓN)
PUNTOS QUE SUPERAN EL FILTRO DE LÍNEA OCULAR 
(2ª RESTRICCIÓN)
 
 
Fig. A. 5  Resultados cara 5. 
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Fig. A. 6  Resultados cara 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
