Abstract-Applications of genomic studies are spreading rapidly in many domains of science and technology such as healthcare, biomedical research, direct-to-consumer services, and legal and forensic. However, there are a number of obstacles that make it hard to access and process a big genomic database for these applications. First, sequencing genomic sequence is a time consuming and expensive process. Second, it requires large-scale computation and storage systems to process genomic sequences. Third, genomic databases are often owned by different organizations, and thus, not available for public usage. Cloud computing paradigm can be leveraged to facilitate the creation and sharing of big genomic databases for these applications. Genomic data owners can outsource their databases in a centralized cloud server to ease the access of their databases. However, data owners are reluctant to adopt this model, as it requires outsourcing the data to an untrusted cloud service provider that may cause data breaches. In this paper, we propose a privacy-preserving model for outsourcing genomic data to a cloud. The proposed model enables query processing while providing privacy protection of genomic databases. Privacy of the individuals is guaranteed by permuting and adding fake genomic records in the database. These techniques allow cloud to evaluate count and top-k queries securely and efficiently. Experimental results demonstrate that a count and a top-k query over 40 Single Nucleotide Polymorphisms (SNPs) in a database of 20 000 records takes around 100 and 150 s, respectively.
between some diseases and our genes. Researchers can now analyze susceptibility to any particular disease or even make personalized medicine based on the patient's genomic sequence [1] . Therefore, the continuation and advancement of medical research heavily depend on the availability of large genomic datasets.
There is an urgent need for a unified genomic data repository [2] . The current practice is to keep genomic records within organizations (hospitals, government agencies, etc.) and share them with specific researchers on request. It allows researchers to gain access to genome sequences and conduct their studies. However, one critical flaw in this approach is each organization has to take responsibility of gathering, storing, and sharing data independently. It instigates concerns among privacy and security specialists because these duties are time consuming and sometimes well beyond the abilities and expertise of small organizations. Also there are issues of sharing data beyond borders or even a single province of a country [3] . A possible solution that addresses these concerns is establishing a centralized data repository to store genomic data and securely share this information among researchers. Outsourcing genomic data in a unified repository will accelerate research and reduce required time and cost for research studies. Therefore, many projects have started to collect and centralize genome sequences and other sensitive attributes of individuals in a unified repository [4] .
A recent survey documented 14 different techniques for breaching genomic data privacy, and classified these techniques under three categories: identity disclosure attacks, attribute disclosure attacks, and completion attacks [5] . These techniques question the efficacy of the protection mechanisms that are currently in practice for genomic data sharing. This reality demands new privacy preserving framework that can provide data privacy of genomic databases and prevent inference attacks against outsourced data.
The objectives of this paper is to present a privacy-preserving framework to store and execute queries on genomic data. In particular, the framework should ensure the privacy of individuals (e.g., genome sequence or sensitive attributes) and the query execution mechanism should be scalable to large databases.
A. Current Techniques
One of the earlier attempts to securely outsource genomic data in a cloud is a cryptographic model proposed by Kantarcioglu et al. [6] . Their proposed model encrypts every record by a homomorphic encryption scheme. Although encrypting all data prevents malicious observers from gaining any information 2168-2194 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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and provides much security, their method has two shortcomings. First, the query execution time for their method is quite large. As mentioned in their paper, it takes around 30 min to execute a count query over 40 SNPs in a database of 5000 records. Therefore, their method may not be scalable for big databases containing millions of records. Second, due to the use of homomorphic encryption scheme, which has a large ciphertext expansion factor, the encrypted database requires large storage space. Canim et al. later presented a cryptographic model to improve the efficiency of the previous scheme [7] . However, the proposed model requires a secure coprocessor, which is not always possible to ensure in real-life scenarios. In practice, we outsource our data to cloud servers (e.g., Amazon EC2) where it is not easy to ensure the availability of a secure hardware. These are the only two solutions that are closely related to the problem of secure query execution over outsourced genomic data.
There are a number of other cryptographic solutions proposed for genomic data privacy over the past few years [8] - [11] . These methods, although related, do not address the problem discussed in this paper (see supplementary notes for more discussion).
B. Contributions
In this paper, we propose a private and efficient model that addresses the challenges of outsourcing genomic data for query execution. Our proposed model supports two types of queries: count query and top-k. In a count query, researchers indicate some positions of SNPs along with their values. The query result returns the number of individuals matching this query predicate. Top-k query determines k records in a database that are most similar to a given reference sequence. Other complex functions can be computed using these primitive queries.
The privacy of genomic databases in an outsourced model can be guaranteed by encrypting each record with a semantically secure encryption scheme (as done by the existing technique). Encrypted data provide protection against internal (i.e., cloud service provider) or external (i.e., adversaries exploiting system vulnerabilities) parties as the decryption key is only known to the data owner. However, the main shortcoming of this approach is efficiency. We propose a private and efficient model for data outsourcing without encrypting the whole database. In designing our solution, we attempt to tradeoff between the privacy, efficiency, and storage. Our proposed framework is very efficient for small number of phenotypes compared to other crypto-based solutions (see supporting documents for more discussion).
The contributions of this paper are summarized as follows. 1) Privacy: It guarantees privacy of participants' genome sequences and their sensitive attribute (e.g., disease). 2) Type of Queries: The proposed model can privately execute count and top-k queries. 3) Efficiency: The proposed model has been implemented and tested with both real-life and synthetic datasets. Experimental results demonstrate that a count and a top-k query over 40 SNPs in a database of 20 000 records takes around 100 and 150 s, respectively. The rest of this paper is organized as follows. Section II provides an overview of the proposed method. Section III reviews genomic dataset and security requirement of the framework. In Section IV, we introduce the concept of valid permutation, which is used in our method to protect the privacy of individuals. We describe our proposed model in Section V. Section VI analyzes how the proposed model preserves privacy of individuals. The experimental results are presented in Section VII. We finally review previous works in supplementary notes and conclude in Section VIII.
II. OVERVIEW OF THE PRESENTED SCHEME
The proposed model includes four major parties: proxy, cloud, researchers, and data providers. The architecture of the proposed model is shown in Fig. 1 . 1) Data providers: Data providers (e.g., hospitals) possess raw genomic databases and provide their data to proxy. Proxy after preprocessing stores the data in the cloud. Once stored in the cloud, no further interaction is needed between data providers and the cloud to execute any query. 2) Proxy: Proxy is a trusted party that plays an important role in the proposed model. It preprocesses raw data by encrypting, permuting, and adding fake genomic sequences. After preprocessing, it stores the modified version in the cloud. Proxy also translates queries received from researchers to facilitate query execution by the cloud. Finally, proxy receives encrypted results from the cloud and it returns query results to researchers after decryption. 3) Cloud server: Any commercial cloud service provider can play this role as they offer a cheap and highly scalable solution for any organization. Cloud receives translated queries from the proxy and it executes these queries on the stored data. The query execution process does not leak any information to cloud since the whole computation is done on modified data. In this paper, DB refers to the database inside the cloud. 4) Researchers: Researchers might be an individual or an organization who want to execute queries over genomic databases. Researchers submit their queries to the proxy. The proposed framework is practical for real-life application scenarios. We assume that the cloud is an untrusted entity as it is operated by third party organizations (e.g., Amazon and Microsoft). In addition, there are different privacy regulations (e.g., HIPAA and CLIA), which do not allow the usage of public cloud without ensuring privacy protection [12] . For example, the National Institutes of Health (NIH) allows researchers to use public cloud; however, it is the responsibility of the researchers to 
ensure data security and privacy [13] . On the other hand, the proxy is unconditionally trusted in our framework. This assumption is not far-fetched because there are government organizations (e.g., NIH in U.S.) that are trusted and currently mediate data sharing requests by researchers. These government organizations provide access controls and other services. Hence, these organization can play the role of proxy and connect researchers to the cloud.
III. PRELIMINARY
In this section, we present the format of genomic dataset and privacy requirement of our model. Table I shows an example of raw genomic dataset (ignore the frequency rows for now). We can categorize the attributes of each record, Rec i , into two categories: 1) genomic sequence and 2) phenotype. A genomic sequence is consisted of four letters A, T, G, and C. Genome sequence is sensitive because it contains information regarding physical characteristics of an individual [14] . We store this sequence according to their positions. Phenotype attribute contains an individual's observable physical trait. In this paper, we assume that the phenotype attribute refers one disease affection status.
A. Data

B. Privacy Requirements
A genomic database consists of genomic sequences and disease status of patients. Recent research results show that given some background information about an individual, an adversary can identify or learn sensitive information about the victim from the dataset [15] , [16] . If an adversary is able to link a record to an individual then she will also learn the sensitive attribute (the value of the attribute Cancer), since the relation between genomic sequence and phenotypes are not eliminated. Therefore, a model provides privacy protection if it prevents revealing genome sequence and also thwarts inference attack against victim's sensitive value.
Definition 1: We consider a genomic dataset (DB) secure if 1) it does not reveal the original genome sequence;
2) given a victim's genome sequence g victim , an adversary A after observing the DB cannot guess better than random (1/2) the value of the sensitive attribute. In this paper, we assume that the cloud is semihonest and noncolluding with other parties. A party is semihonest when it follows the protocol. However, it might be curious to gain more information from the messages of the protocol execution. Noncolluding means a party does not collude with others to derive more information. Please see [17] for a formal definition regarding semihonest adversary model.
C. Homomorphic Encryption
Homomorphic encryption allows one to compute any function on encrypted data without having the secret key. The scheme was defined soon after RSA in 1978 [18] but was in theory for 30 years. The scheme in a nutshell is: if c 1 = ξ(m 1 ) and c 2 = ξ(m 2 ) (where m 1 and m 2 are the plaintexts, c 1 and c 2 are the ciphertexts, and ξ = Any randomized encryption), we can compute any function on c 1 and c 2 and get the same result as if we were computing with m 1 and m 2 .
In our proposed framework, we use an additive homomorphic encryption scheme called Paillier cryptosystem [19] which denotes that we can do an efficient addition operation over ciphertexts.
IV. VALID PERMUTATIONS
In this paper, we use a permutation technique over genome sequences to prevent the cloud from getting meaningful information about any genome sequences. Any permutation over a set with n elements can be represented as follows:
We cannot use any permutation because of the available background knowledge regarding genome sequences. An adversary can use the background knowledge about a specific position and its allele frequency to undo a permutation. Further discussion on this is available in the supporting document.
For example, if the proxy applies (1, 4) permutation to Table I , background knowledge of allele frequency will reveal this permutation due to different frequencies. However, the permutation (1, 2) is a valid permutation because both the first and the second column have same nucleotide set (i.e., "A" and "T") and same nucleotide-frequency ("A" and "T" appear with half probability).
Definition 2: A permutation over genomic sequences is called valid if it swaps columns with same nucleotide set having same frequency. The set of all of the valid permutation is denoted by VP. 
If valid permutations are applied, the permuted genome sequences will inherit statistical features of the original data. Therefore, no adversary can infer information about the permutation. Obviously, VP is strongly related to background knowledge about genomic sequences. For example, in Table I , the first and the second column can be swapped. Similarly, third and fourth columns can be swapped. Therefore, we have three valid permutations that can be applied VP = {(1, 2), (3, 4), (1, 2)(3, 4)} for Table I .
V. PROPOSED MODEL
In this section, we present our proposed model. The dataset is first preprocessed by the proxy, and then, stored at the cloud. The cloud uses the stored database to execute queries.
A. Data Preparation
Proxy receives genomic dataset (i.e., Table I ) from the data provider. Data preparation phase has two steps: Valid permutation and adding fake records. 1) Permutation: Proxy permutates genome sequences according a valid permutation π (π ∈ VP) as described in Section IV. Proxy then generates a public-private key pair for the homomorphic encryption E(.) and computes (E(1), π(g), A g ) for each record where A g is the sensitive attribute like disease association. Suppose the chosen valid permutation is (1, 2), then we get Table II from Table I. 2) Adding Fake Records: The second privacy requirement is to remove inference attack on sensitive attribute (e.g., disease) using the knowledge of the genomic sequence of a victim. We add fake genomic sequences to permuted sequences to achieve this objective.
Proxy adds fake records to original dataset to disassociate the relationship between genomic sequence and sensitive attribute. For any g ∈ DB, the proxy adds (E(0), g, YES) or (E(0), g, NO) to the dataset. The encryption of the tag 0, denoted by (E(0), indicates that this record is a fake record. All records are shuffled randomly before sending data to the cloud to hide fake records from original ones. The modified dataset after adding fake records as shown in Table III will be shuffled, and then, sent to cloud for query execution.
B. Query Execution
The cloud is able to execute count and top-k queries on the stored database. Following, we elaborate the procedure for query execution.
1) Count Query: 1) Researchers submit a count query as follows: 
SELECT * FROM Sequences WHERE POS_1='A' AND POS_2='T' AND CANCER='YES' 2) Proxy translates this query to SELECT * FROM Sequences WHERE POS_1='T' AND POS_2='A' AND CANCER='YES' where π(1) = 2 and π(2) = 1. 3) After getting translated query, the cloud computes the output as follows:
) ∈ DB if g and A g satisfies the translated query then ANS = ANS + E(θ g ), where θ g ∈ {0, 1}. 4) Cloud sends ANS to Proxy. 5) Proxy decrypts ANS and delivers the answer to the researcher. The cloud gains no information about the output of the query as it is encrypted by a semantically secure encryption system.
Example: After receiving the translated query (POS 1 = T and POS 2 = A and CANCER = YES), the cloud initializes ANS = E(0). In Table III , record number 2, 6, and 8 match the query predicate. Cloud adds their tags to ANS = ANS + E(0) + E(0) + E(0) = E(0) and gives ANS to the proxy. Proxy after decryption obtains the answer (which is zero) and finally sends it back to researcher.
2) Top-k Query: 1) Researchers submit a top-k query as follows: SELECT * FROM Sequences WHERE POS_1='A' AND POS_2='T' LIMIT k where k is the number of records. 2) Proxy translates the query to SELECT * FROM Sequences WHERE POS_1='T' AND POS_2='A' LIMIT n where π(1) = 2, π(2) = 1 and n is security parameter and have no relation with k. 3) Cloud finds n nearest records and sends to the proxy. 4) Proxy decrypts tags of these records to verify if there are k original records. If there are less than k original records, proxy sends a message to the cloud to send the next n nearest records. 5) Proxy repeats this procedure until it receives k nearest original records. 6) After getting k records, proxy sends the records to the researcher. The variable n is introduced to hide the variable k (required limit) from the cloud. In each iteration, the cloud sends n records containing both fake and real records. Therefore, the cloud does not know exactly what is the real value of k.
Example: Suppose in a top-k query (POS 1 = T and POS 2 = A), the values for the parameters k and n are 5 and 3, respectively. Hence, the cloud finds three nearest records that are sent back to proxy. These records are # 1, 2, and 5 in Table III . After decryption of the tag, proxy obtains two (1, 5) original record. As it's a top-five query, it requests for the next three nearest records which are # 6, 7, and 8. After proxy decrypts these values, it gets only one original record. Therefore, the proxy asks for three more records, which the cloud does not have. At this stage, proxy obtains k (or less) number of original records according to the query. Finally, it sends three records # 1, 5, and 7 to the researcher.
VI. PRIVACY DISCUSSION
In this section, we discuss the privacy analysis of the proposed method. We provide a sketch of how this model thwarts privacy attacks and present the formal proofs in the Appendix.
A. Preventing Cloud to Retrieve Genomic Sequences
We mentioned two major privacy concerns. The first one is that the genomic sequence should not be revealed to the cloud. To achieve this requirement, proxy applies a valid permutation on genome sequences. The following theorem shows why applying a valid permutation prevents the cloud from gaining original genome sequences.
Theorem 1: Given a permuted genomic database DB and for any two possible valid permutation keys π 1 , π 2 ∈ VP, we get
where π key is the chosen key for this permuted database DB.
The proof of this Theorem is in the supplementary notes. Therefore, permutation is irreversible and it is impossible for an observer to rearrange the columns and retrieve the original genome sequence.
B. Removing Disease Association
The second security requirement is to eliminate the association between a genomic sequence and the corresponding sensitive attribute (e.g., disease). We show that cloud cannot exploit relation between genomic sequences and sensitive attribute.
Theorem 2: Suppose a genomic sequence g is given. An adversary A after observing DB cannot guess better than half the sensitive value of g.
The formal proof is provided in the supplementary notes. Suppose, Alice's (victim) genomic sequence g A is known to adversary (i.e., cloud). This does not help the adversary to gain knowledge regarding the sensitive attribute of Alice. This is because according to the Theorem 1, the adversary cannot gain information about the permutation. Moreover, the proxy disassociates the relationship between genomic sequence and sensitive attribute by adding fake sequences. Thus, an adversary finds that half of possible candidate records for Alice genomic sequence have cancer while the other half do not. Therefore, observing even the full database does not help the adversary to obtain Alice's disease better than a random guess.
C. Limitation
However, this framework is still vulnerable to Homer et al.'s attack [16] as we preserve the frequency of individual position. As we use commercial cloud platforms for data storage or computation, the risk of reidentification is not totally mitigated. In other words, any malicious cloud can reidentify specific person (if it has the original sequence) but still cannot guess better than random about the disease association. Since we do not encrypt the whole sequence for efficiency, this vulnerability remains for the malicious cloud (although we assume the cloud to be semihonest in Section II).
We assume for Theorem 1 that the polymorphic sites are independent. In real life, certain SNPs are correlated and might be utilized together to infer the valid permutation key. However, the risk from linkage disequilibrium between two different sites is hard to quantify in general and permutation on the original sequence impacts this as well. Thus, it is not clear how an adversary can use this information to undo a permuted database.
VII. IMPLEMENTATION
In this section, we experimentally evaluate the performance of the proposed model. To simulate the real-life scenario, we placed the proxy and the cloud in two different machines located in two different geographic regions. For the cloud, we use Amazon EC2 in Oregon U.S. with t2.micro configuration. The proxy was on a separate machine (Ram 8 GB, Intel i5 3.3 GHz) located in Winnipeg, Canada. The source code is available publicly at https://github.com/mominbuet/PermutationGenomicData.git.
We consider the following aspects in order to assess the efficiency of our proposed method. 1) Query time: Time needed to answer any count or ranked query. 2) Insertion time: Time needed to process genomic database by the proxy. 3) Space complexity: Storage space needed to store the database (both original and fake records) in the cloud. We also compare our proposed method with a nonsecure (i.e., no permutation and addition of fake records) scheme and the method proposed by Kantarcioglu et al. [6] . Their model is objective wise similar to ours as it answers count query but uses homomorphic encryption to encrypt the entire database.
We use both real-life and synthetic datasets for evaluating our model. The real-life data are taken from iDash competition 2015 [20] where there are 311 different SNPs of 400 different participants divided into case and control groups. We use the case-control group separation to denote the value of the sensitive attribute Cancer. For synthetic data, we took the allele frequency of CHB, CHS, JPT, and MXL population from 1000 genomes dataset (August 2010 Release) and generated 60 000 data rows according to that frequency. We evaluate our method using the real-life data in Section VII-B. The comparison is done for both secure and nonsecure versions. For nonsecure version, we do computations on plaintext to get the run time for operations. We call this model as regular model. We then perform the same operations for the proposed model and report their run times. For synthetic dataset, we use 5000, 10000, 15000, and 20000 records to compare the model with the regular and the Kantarcioglu et al.'s model [6] (see Section VII-C).
A. Insertion Time and Required Space
Two important factors in efficiency are insertion time and required space for the data. The time required for processing the raw data (provided by the data owners) and storing them in the cloud is called insertion time. Table IV shows insertion time and required space for different models.
Unfortunately, the insertion time is not reported in Kantarcioglu et al's paper [6] . However, their method offers stronger security by encrypting the whole database and the expanding factor is bigger due to the encryption scheme (the size of each ciphertext is 1024 bits). Therefore, we can conclude that it has significantly higher insertion time than our scheme. Our model's insertion time is almost four times greater than that of regular model. Moreover, Table IV shows that the proposed model requires double the space of the regular model because of fake genomic sequences.
B. Query Time for Real-life Data
The run times for count and top-k queries over the real-life data are shown in Figs. 2 and 3 .
According to the balancing technique, the size of database doubles due to the addition of fake records. Therefore, the required time for query execution also doubles for the additional records. In addition, the proxy needs to do small amount of work to get the final result. Fig. 2 shows that our proposed model pays a small penalty in terms of execution time to achieve security. 
C. Query Time for Synthetic Data
In this section, we present our experimental results for 5000, 10000, 15000, and 20000 records. Fig. 5 shows the results for count query on different data sizes.
Experimental results show a big difference in running time of our model compared to the existing method (logarithmic scale). This is because the existing technique encrypts the whole database using homomorphic encryption, while we only encrypt the tag (original/fake). Homomorphic encryption imposes heavy computational cost on the cloud effecting both running times and storage requirement.
Second type of query is top-k query (Fig. 4) . To the best of our knowledge, the problem of secure top-k query on outsourced databases has not yet addressed. Recent work addresses the problem of secure edit distance [21] , which is related our problem; however, they have a different architecture and do not provide a benchmark for genomic data.
We also evaluated the scalability of the proposed method by varying the number of SNPs. The query time does not depend on the number of SNPs. Due to the space constrain, we report these results in the supplementary document.
VIII. CONCLUSION
In this paper, we propose a model for outsourcing genomic data to a public cloud. The proposed model ensures the security of outsourced data by permutation and addition of fake records. Cloud is able to evaluate two kinds of queries (count query and top-k) on the outsourced data. We demonstrate that storing genomic data using the proposed method does not reveal the identity of an individual and mitigates the risk of association between genome sequence and sensitive data against an adversary. We conducted extensive experiments and implemented the model using a public cloud. Experimental results on real-life and synthetic data demonstrate that the proposed model outperforms the existing technique in terms of query execution time and its performance is close to the insecure method.
