Abstract. We explore the connection between the concepts "excess" and "duality gap" from epigraphical analysis and optimization, and the functional analytic concepts of weak* and weak compactness. We also discuss briefly the connection with R. C. James's "sup theorem".
Introduction
In this paper, we will explore the connection between two concepts from epigraphical analysis and optimization, "excess" and "duality gap", and the classical functional analytic concepts of weak* and weak compactness.
If X and X are subsets of a normed space, then the excess of X over X is defined by e( X, X) := sup z∈ X dist(z, X) = sup z∈ X inf y∈X z − y .
See Beer [1, §1.5, pp. 28-33] for more information on this concept.
We will use the concept of duality gap only with reference to the canonical bilinear form associated with a normed space and its dual -we will define it at the beginning of Section 1 below.
The main result on excess and duality gap appears in Theorem 2(a), and it leads rapidly to Theorem 2(b), a minimax criterion for certain subsets of a dual space to be weak* compact. Corollary 4 contains an application of Theorem 2(b) to reflexive spaces.
One of the side-effects of the Banach-Alaoglu theorem is that weak* compactness is much less interesting than weak compactness, and so we show in Theorem 5 how to adapt Theorem 2 to obtain results on weak compactness. The bidual is mentioned in Theorem 5(a), however it is interesting and significant that Theorem 5(b) is bidual-free.
Theorem 5(b) is an old result, which was first obtained in connection with R. C. James's sup theorem. We discuss this issue briefly in Section 3.
We shall use the following classical minimax theorem frequently as a computational tool. It follows from a result of Fan; see [2] 
"dgap" stands for "duality gap". However, we should caution the reader that some authors use the phrase "duality gap" for the interval
Theorem 2. (a) Let X be a nonempty bounded convex subset of F * and X be the
We now prove the inequality "≥" in (2.1). To this end, let
We first take the infimum over y ∈ Y and reorder the terms and derive that
Taking the infimum over x * ∈ X, we obtain
Finally, taking the supremum over z * ∈ X, we obtain
From Lemma 1 and (2.6),
Substituting this into (2.7) gives
That is to say, dgap(Y, X) ≤ e( X, X). Since this holds for all Y ∈ C, we can take the supremum of the left-hand side and obtain the inequality "≥" in (2.1). The inequality "≥" in (2.2) is immediate, so it only remains for (a) to prove that
There is so much "loss" in the the proof of the inequality "≥" in (2.1) above that it seems unlikely that (2.8) holds. However, it does, and here is a proof. Let
Let z * ∈ X and ε > 0. Since B, z * is bounded and z * is continuous and linear on F , we can write
Combining this with (2.6), we obtain
Further, from the definition of "supremum", for all i ∈ {1, . . . , m} there exists
Let K be the convex hull of the finite set {x * 1 , . . . , x * m }. K is a norm-compact convex subset of X. We shall prove that
Once this has been done, it is evident that dist(z * , X) ≤ α + 2ε. Since this construction can be carried out for all z * ∈ X, and ε can be made arbitrarily small, e( X, X) ≤ α, and (2.8) follows, as required. In order to establish (2.12), we note from Lemma 1 that dist(z
. Consequently, using (2.10) and (2.11),
Since each Y i ∈ CC, we derive from (2.9) that
. This gives (2.12), and completes the proof of (a).
(b) We first prove that (2.3) is equivalent to X ⊃ X. (2.13) Indeed, if (2.3) is satisfied, then X is w(F * , F )-closed and (2.13) follows immediately. If, conversely, (2.13) is satisfied, then, since X ⊃ X in any case, X = X and the Banach-Alaoglu theorem gives (2.3). Thus (2.3) and (2.13) are equivalent. However, (2.13) is equivalent to the statement that e( X, X) = 0, and the equivalence of (2.13) with (2.4) and (2.5) follows from (a).
Remark. Of course, by performing an appropriate scaling, we can obtain two further equivalent conditions in Theorem 2(b) by replacing C in (2.4) by the set of all nonempty bounded convex subsets of F (instead of B) and replacing CC in (2.5) by the set of all nonempty bounded closed convex subsets of F .
Corollary 3. Let Y be a nonempty bounded convex subset of F and X be a nonempty convex subset of F
Proof. Since X is convex, its norm-closure is identical with its w(F * , F * * )-closure. The result now follows from Theorem 2(b), enhanced as in the remark above.
The author is grateful to both the referee and Professor Jon Borwein for pointing out that the following result is well-known, and can be proved in several other ways. 
Proof. This follows from Corollary 3, since the reflexivity of F implies w(
Remark. It follows from Lemma 1 that if F is a reflexive Banach space, Y is a (possibly unbounded) nonempty convex subset of F and X is a nonempty bounded closed convex subset of F * , then (3.1) holds. It is tempting to surmise that (3.1) holds if Y is a nonempty closed convex subset of F and X is a nonempty bounded convex subset of F * (we are transferring the "closedness" from X to Y -another way of looking at this is an attempted "interpolation" between Lemma 1 and Corollary 4). However, this is false, as can be seen from the following simple example. Let F := R, Y := [0, ∞) and X := (−1, 0). Then inf y∈Y sup x * ∈X yx * = 0 and sup x * ∈X inf y∈Y yx * = −∞.
The dual setup, and weak compactness in a normed space
In this section, we show how the results of Section 1 can be parlayed into results on weak compactness. E is a real normed space, C stands for the set of all nonempty convex subsets of the unit ball of E * , CC stands for the set of all nonempty normclosed convex subsets of the unit ball of E * and δ is the canonical bilinear form on E × E * . We point out again, as we have already done in the Introduction, the significant fact that the bidual of E is not mentioned in Theorem 5(b) below. 
Proof. (a) This is immediate from Theorem 2(a) with
However, the canonical map is also a norm-isometry from X onto Z, hence Z is complete and so Z = Z, the norm-closure of Z in E * * . Thus (5.4) is equivalent to
(b) now follows from Theorem 2(b), with F := E * .
Remark. As was the case with Theorem 2(b), by performing an appropriate scaling, we can obtain two further equivalent conditions in Theorem 5(b) by replacing C in (5.2) by the set of all nonempty bounded convex subsets of E * , and replacing CC in (5.3) by the set of all nonempty bounded closed convex subsets of E * .
Comments on James's theorem
The equivalence of (5. It is clear that if we combine Theorem 6 and Theorem 5, we can obtain a proof of: James's Theorem. If X is a nonempty bounded convex norm-complete subset of E and each element of E * attains its supremum on X, then X is w(E, E * )-compact.
The proof of Theorem 6 given in [3] is rather hard. It is possible to give a much simpler proof of Theorem 6 for locally convex spaces that, when specialized to normed spaces, gives the following result: If X is a nonempty bounded convex (not necessarily closed) subset of E and there exists ψ ∈ ∞ (X) such that, for all x * ∈ E * , x * | X − ψ attains its supremum on X, then (5.2) holds. The corresponding generalization of James's theorem is then: If X is a nonempty bounded convex norm-complete subset of E and there exists ψ ∈ ∞ (X) such that, for all x * ∈ E * , x * | X − ψ attains its supremum on X, then X is w(E, E * )-compact. Details of these results will appear elsewhere.
