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CHAPTER 1. INTRODUCTION 
The goal of design engineers is to create a design which satisfies a number of 
design requirements and provides high-quality performance. Mathematical models are 
often employed to help understand the behavior of existing systems and to make predic­
tions of the performance resulting from proposed improvements. 
Recently, finite element-based optimization techniques have emerged as useful 
design tools which play a central role in improving the behavior of structural or 
mechanical systems. These techniques include two main focuses, design sensitivity 
analysis and the utility of these sensitivities in design activities. Design sensitivity 
analysis typically entails the derivatives of various types of responses with respect to 
design parameters. These sensitivities allow the designers to predict the behavior of the 
proposed systems by changing the design parameters in re-design/re-analysis or optimi­
zation cycles. 
This dissertation is concerned with engineering problems which can be modelled 
as damped linear vibrational systems with harmonic excitation. Finite element analj^sis 
is frequently utilized to determine the dynamic characteristics of these systems. If the 
system is excited at or near one of its resonant frequencies, it may exhibit undesirably 
large responses. One way to avoid this problem is to move natural frequencies of the 
system away from the range of excitation. However, when the driving frequencies cover 
2 
a large range, removal of natural frequencies from the range may be impossible, and the 
alternative is to minimize the resonant peaks of the system. 
The purpose of this dissertation is to develop methods which efficiently limit 
resonant response of a vibrational system. These methods use sensitivities of steady 
state resonant response to reduce the amplitudes at resonance. 
Chapter 2 reviews the literature dealing with sensitivity analysis and optimiza­
tion of linear vibrational systems in the frequency domain. Chapter 3 presents a brief 
derivation of equations which yield the first derivatives of eigenvalues and eigenvectors 
and the second derivatives of eigenvalues. Chapter 4 presents a derivation for comput­
ing sensitivity derivatives of steady state resonant response in both direct and modal 
formulations through a semi-analytical approach. Chapter 5 presents several procedures 
which use the derivatives of the amplitudes at resonance to reduce the vibration of a 
system in the design process. Chapter 6 presents three examples to demonstrate various 
applications of the proposed methods. Chapter 7 presents conclusions and a discussion 
of future work. 
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CHAPTER 2. LITERATURE REVIEW 
Optimization of a linear vibrational system with n  degrees of freedom in the fre­
quency domain often requires the solution and derivatives to a dynamic problem of the 
form 
M i e )  Û  (to, e ,  t )  + B ( e ) ù  (o), e ,  t )  + K ( e ) u  (co, e , t )  =  p  (o), e ,  t )  (2.1) 
where t  is 
0) is 
e  is 
^ n x n  is 
^ n x n  is 
"•nxn is 
P n x l  is 
"«x 1 is 
1 is 
«nx l  is 
This may be written in the form 
M x  +  K x  =  q ( t )  (2.2) 
where 
4 
X = Ù and q = 0 
u R 
(2.3) 
and 
M  =  0 M  and K  =  - M  0 
M  _0 K  
(2.4) 
The first order form in equation (2.2) yields a 2n-dimensionaI dynamic system. All of 
the mass, damping and stiffness matrices of the dynamic system have elements depen­
dent on design variables e, while the vectors of displacements, velocities, and accelera­
t i o n s  a r e  f u n c t i o n s  o f  d e s i g n  v a r i a b l e s  e ,  d r i v i n g  f r e q u e n c y  c o ,  a n d  t i m e  t .  
First, let us consider the second order form in equation (2.1). Assume 
u = and p = f M X1 Substituting in equations (2.1) yields 
where 
Z (o), e )  U  (o), e )  =  P  (o), e )  (2.5) 
Z (to, e) = - gTM (g) +yo)B (e) +  K  ( e )  (2.6) 
and j  is the imaginary unit 
is called the mechanical impedance or the transfer function. 
Pnxi is the vector of force magnitudes. 
is the complex vector of frequency response. 
Two types of harmonic loadings which commonly appear in the engineering problems 
are 
and 
P  = P °  (2.7) 
5 
P  = (-^) V (2.8) 
CO® 
where P" is a n x 1 constant column vector of force magnitudes and r  is typically 1 or 
2. For a system that is kinematically excited, the equations of motion may have the gen­
eral forcing form as 
p = MPp + BPp + RPp (2.9) 
where and are ( n x m )  matrices connecting the system with the -dimen­
sional vector of kinematic excitation sources p ,  i.e., the total force vector p  is propor­
tional to the displacements, velocities, and accelerations of excitation sources. Now 
assuming the vector of kinematic excitations as /» = and substituting into equa­
tion (2.9) yields 
P = P((0, e) = (- ( ù ^ M P  ( e )  + j ( ù B P  ( e )  + K F  { e ) ) P °  (2.10) 
where f is a /M x 1 constant vector which represents the magnitudes of excitation 
sources. In general, matrices M^, B^ and KP are functions of design variables e. Note 
that equations (2.7) and (2.8) are special cases of equation (2.10) and the types of load­
ings in equations (2.7), (2.8), and (2.10) frequently arise in modeling of motor vehicle 
behaviors, unbalanced machines, vibration isolation problems... etc. In the literature, 
the harmonic loadings in equations (2.7) and (2.8), which are not explicit functions of 
design variables e, are considered. Therefore, for a given driving frequency, the vector 
of force magnitudes P become constant and the vector of frequency response U is only 
a function of design variables e. Secondly, we assume *2nxi ~ and sub­
stitute into the first order form in equation (2.2) to yield the governing equation in the 
frequency domain as 
U(ÛM + K)X = Q (2.11) 
6 
where 
*2„x i=  • '  y "  and  f i  =  *  (2.12) 
A variety of finite element solvers may be used to produce steady state frequency 
response of the vibrational system by solving equation (2.5) or (2.11) which can be 
assembled by modeling the vibratory system through a finite element preprocessor. 
For systems with many degrees of freedom and multiple design variables, design 
optimization becomes an arduous task. Two main difficulties appear in the design pro­
cesses; the solution to equation (2.5) or (2.11) is computationally intensive, and insuffi­
cient information is available to guide design modification. The goal of engineers is to 
obtain an improved design with systematic guidance and with as few re-solutions as 
possible. This leads to the need for developing methods which efficiently compute the 
sensitivity derivatives of frequency response and which utilize these sensitivities 
appropriately so that the vibrational response of the existing systems can be quickly 
improved. 
Controlling the vibration of a dynamic system may require formulation of an 
optimization problem which contains an objective function with or without constraints. 
A typical objective function can be written 
where C is an explicit function of the frequency response U  and design parameters e .  
Many algorithms use the derivatives of the objective function with respect to each 
design variable i.e.. 
C = C ( U ( e ) , e )  (2.13) 
(2.14) 
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where V °  represents the frequency response of the initial design and e °  indicates the 
initial design. Computing the derivative of frequency response, is often called dCk 
design sensitivity analysis. 
The remainder of this chapter provides a brief survey of the literature dealing 
with design sensitivity analysis and optimization of vibrational systems in the fre­
quency domain. 
2.1 Design Sensitivity Analysis Based on Second Order Form 
In 1983, Kitis, Wang, and Pilkey [1] presented a method to compute the first 
derivatives of frequency response ^ at several specified driving frequencies. The de^ 
method started with design changes of the initial system through the modification 
matrices of the structural model such that the system of any design change was 
expressed as 
M { e )  =  M  i e " )  + AM (e) , B { e )  =  B  ( e " )  +  ^ B  (e), (2.15) 
and*(e )  =  XK)  4-AK(e)  
They substituted (2.15) into equation (2.5) and applied the modal summation, combined 
the analysis results of a complex eigenproblem to invert the transfer function Z" for 
producing the solution of the initial system, and then computed the linear sensitivities 
of frequency response by direct differentiation of equation (2.5) through a vector-
matrix approach. 
M. Yoshimura [2] considered viscous and hysteretic damping in equation (2.5) 
with an assumption of proportional damping in the vibrational system and rewrote 
equation (2.5) as 
V  =  R ( ( û ) P  (2.16) 
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where R((o) was the receptance matrix and was a function of natural frequency, damp­
ing ratio and modal flexibility which were all dependent on design variables e. He pre­
sented design sensitivity analysis for the components of the receptance matrix with 
respect to fundamental structural elements - masses, springs, and dampers. He replaced 
the driving frequency o) by the angular natural frequency and treated it as a function 
of design variables e in the derivation. He also applied the method to evaluate design 
sensitivity coefficients for the structural model of a lathe. However, this method which 
required the sensitivities of eigenvectors might increase the computational cost. 
Nalecz and Wicher [3] followed a similar expression in equation (2.16) but con­
sidered the general kinematic excitations P in equation (2.10) with constant matrices, 
y and Kf, and applied P to a viscously damped and linear mechanical system. 
They determined linear sensitivities of response functions of the mechanical system at a 
specified excitation by direct differentiation and a vector-matrix approach. The method 
was later expanded by the same authors [4] to compute second order sensitivity deriva­
tives of frequency response at a given driving frequency. The second derivatives of fre­
quency response involved the cross derivatives with respect to multiple design 
variables in the formulation. They applied the proposed methods to two examples, vehi­
cle passive and active front suspension, modeled as two degree of freedom spring-mass 
systems. 
Moore and Nagendra [5] introduced a general scheme to compute dynamic 
response sensitivities via a semi-analytical approach in both direct and modal formula­
tions for frequency response, i.e., using the direct differentiation to the governing equa­
tions and finite difference approximations to the first derivatives of the structural 
model. In modal formulation, a technique has been implemented in sensitivities calcu­
lation without computing the derivatives of eigenvectors. Li and Bernard [6] expanded 
9 
Moore and Nagendra's approach to include variable resonant frequency for computing 
linear sensitivities of steady state resonant response of damped structures. 
2.2 Design Sensitivity Analysis Based on First Order Form 
Some researchers used the first order form of the governing equation (2.2) and 
modal reduction for sensitivity analysis of the vibrational systems in the frequency 
domain. This approach usually required eigenvalues, eigenvectors, and their deriva­
tives. The orthogonality of eigenvectors is applied so that the transfer function can be 
diagonalized. Then the system was decoupled for computing the solution of frequency 
response. 
In 1983, Thomson [7] presented the derivation of first derivatives of peak ampli­
tudes based on equation (2.2) and modal formulation in the frequency domain by direct 
differentiation. Both constant and variable resonant frequencies were considered. Simi­
larly, Sharp and Brooks [8] presented a method using a first order expression of the 
equation of motion combining the modal formulation to compute the sensitivities of 
frequency response of a linear vibrational system with distinct eigenvalues by a vector-
matrix approach. Asrahamsson [9] followed a similar approach to implement the sensi­
tivity calculations of frequency response of a vibrational system. He studied the magni­
tude functions related to the displacements, velocities, and accelerations, and to 
sectional and reactive forces. Both frequency response magnitudes at specific driving 
frequencies and averaged magnitudes over a frequency range were investigated. Chen 
[10] proposed methods for computing the linear sensitivities of eigenvalues, eigenvec­
tors, and frequency response in a reduced approximate model. Both distinct and 
repeated eigenvalue systems were investigated. Based on equation (2.2), he applied 
modal reduction and expressed the frequency response in terms of eigenvalues, eigen­
10 
vectors, and modal damping ratios in components and determined the derivatives of fre­
quency response by direct differentiation of the components. 
This dissertation presents an efficient method for computing sensitivity deriva­
tives of any order of resonant response of a vibrational system, including the general 
kinematical excitations in equation (2.10) and considering variable driving frequency 
via the semi-analytical and vector-matrix approaches. The methods, which are based on 
equation (2.1), include both direct and modal formulations, and compute the derivatives 
of resonant response without using the derivatives of eigenvectors in the formulation 
except for computing the higher order derivatives of resonant driving frequency. 
2.3 Optimization Techniques in the Frequency Domain 
Effective design optimization techniques usually depend on design sensitivity 
analysis. These techniques use sensitivities to estimate the effect of a design change. 
Kitis, Wang, and Pilkey [1] also formulated the objective function with design 
constraints, a sum of quadratic functions of frequency response at several specified 
driving frequencies O)^, as 
m 
C =  J ^ U ' ( e , ( û ^ ) w U ( e , ( ù ^ )  (2.17) 
k = i 
e'<e<e'* (2.18) 
and minimized the cost function C to obtain an improved design, where is a diagonal 
weighting matrix, and e", e' were the upper and lower bound of design variables. They 
used this method to solve the problem of designing two dynamic absorbers for an 
undamped cantilever beam. 
11 
In 1986, Starkey and Bernard [11] introduced an objective function based on so-
called constraint functions. They replaced the traditional objective function with a set 
of constraint functions with weighted parameters for size of design change and natural 
frequencies, and cast the original constrained minimization problem to be the uncon­
strained one. This method provided an interactive design mode by using power series 
approximations. The shortcoming of the linear approximations is that the validity of 
prediction is only limited in the vicinity of the initial design. Rizai and Bernard [12] 
later expanded the constraint function methods and proposed using linear approxima­
tions to find a direction of search in a multiple design space during an optimization pro­
cess. In the direction of search, they used higher-order terms in Taylor-series to 
estimate the eigenvalues. 
Thomson [7] applied the constraint function method to reduce the resonant 
peaks for a 10 degree-of-freedom system spring mass system. Watt and Starkey [13] 
used the same method to modify the response amplitude through changes in the mode 
shapes and damping, and explored the trade-offs between the cost of the design change 
and the size of improvement in the response. Li and Bernard [6] considered sensitivities 
of resonant response in the context of a simple two degrees of freedom spring-mass sys­
tem and a clamped plate with 1575 degrees of freedom. 
Several other useful approximation techniques, such as power series, Fade' 
approximants, and curve fitting, have been applied to static problems by Kwon [14] and 
normal mode problems by Vance [15]. These techniques are valuable candidates for 
approximating the resonant response. 
12 
CHAPTER 3. SENSITIVITY DERIVATIVES OF EIGENVALUES AND 
EIGENVECTORS 
This chapter presents a brief review of the derivation of first derivatives of 
eigenvalues and eigenvectors with respect to multiple design variables and second 
derivatives of the eigenvalues with respect to one design variable. These derivatives are 
needed to compute the derivatives of steady state resonant response of a linear vibra­
tory system with harmonic excitations in Chapter 4. 
3.1 First Derivatives of Eigenvalues and Eigenvectors 
An eigensolution problem of particular interest in this dissertation has the form 
[ K i e ) - ' K . i e ) M i e ) ] ^ . i e )  = 0 (3.1) 
and 
(t)jAf(|),. = 1 (3.2) 
(3.3) 
where e  is a vector of design parameters. 
is the symmetric mass matrix, 
is the symmetric stiffness matrix. 
13 
X.. is the Jeigenvalue. 
is the i"* normalized eigenvector. 
(Ù. is the i"' angular natural frequency. 
Both mass and stiffness matrices are real and symmetric in the common structural or 
mechanical systems, the elements of which are dependent on design variables e only. 
Assume the solution to equation (3.1) produces a set of distinct eigenvalues and eigen­
vectors. Fox and Kapoor [16] presented a direct differentiation to equation (3.1) which 
yields an exact expression for the first derivatives of an eigenvalue with respect to 
design variable ej^. 
% = (3.4) 
Thus, differentiating equation (3.3) yields 
Fox and Kapoor [16] also presented two methods for computing the first deriva­
tives of the eigenvectors for the generalized eigenproblem in equation (3.1). These 
methods are summarized as follows: 
•Method I 
Differentiating equations (3.1) and (3.2) yields 
By combining equations (3.6) and (3.7), a matrix form of the system is found to be 
14 
K-'K.M 
2(^\M det. 
BK , dM 
Bej^ ^'Bef^ Be 
B X :  
M 
< 
(3.8) 
Pre-multiplying equation (3.8) by [(jf-x,M) M(|)] yields 
B^i _I 
^  =  - [ i K -  X . M )  ( K -  X . M )  +  2 M ( 1 ) •  
( K  -  X . M )  
(3.9) 
(3.10) 
As a result from direct differentiation, this method calls for the inversion of an n x /t 
matrix in equation (3.9) but only involves the eigenvalues and eigenvectors of interest. 
•Method 2 
This method assumes the derivative of with respect to design variable is a 
linear combination of a complete set of eigenvectors and is expressed as 
Z ", t 
*  J = l  
The coefficients Oj can be obtained by the following equations. 
Fo i  j ^ i  
(3.11) 
«; = 
X, — A,. (3.12) 
For y = i  
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a,- 2 (3.13) 
In contrast to Method 1, the first derivatives of in equation (3.11) require a complete 
solution of the eigenproblem, but don't not require the inversion of an « x « matrix. For 
a large degree-of-freedom system, it is appropriate to use a reduced set of eigenvectors 
to approximate the derivatives of 
J - ± 
3.2 Second Derivatives of Eigenvalues 
By applying the orthogonality of eigenvectors = 1 and replacing by 
a, equation (3.4) can be rewritten as 
and ^ is obtained through replacing by a in equations (3.11) or (3.14), 
^  = ^a j '  and  / •  <  «  (3 .16)  
;•= 1 
where a is a single design parameter which usually represents the step size of design 
change in multiple design space. 
Now differentiate equation (3.15) with respect to a 
^ O j ' where r < n  (3.14) 
(3.15) 
Equation (3.17) can be used to compute the second derivatives of an eigenvalue of 
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interest. Furthermore, By differentiating equation (3.3) twice with respect to a, the first 
and second derivatives of natural frequency co^. are obtained as 
rfo). 1 dK. 
and 
fd \ .  r fco.  aco. ^ J rfV 
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CHAPTER 4. SENSITIVITY DERIVATIVES OF RESONANT RESPONSE 
This chapter presents the sensitivity calculations of steady state resonant 
response with respect to design variables in direct and modal formulations. The method 
employed here to calculate sensitivity derivatives is a semi-analytical approach includ­
ing direct differentiation of the governing equations combined with finite difference 
approximations to first and second derivatives of the structural model. In this disserta­
tion, a commercial finite element package, MSC/NASTRAN, is used as the computa­
tional vehicle to implement the sensitivity calculations of steady state resonant 
response with variable driving frequency. 
4.1 Equations of Motion 
Again consider the governing equations for an n  degree-of-freedom linear vibra­
tory system subject to harmonic excitations. 
(- (e) +ya)g (e) + A: (g) ) [/ (w, e) =P(co,e) (4.1) 
In MSC/NASTRAN, the mass matrix M is a sum of the contributions from element Mj 
and the direct matrix input at grids M2. The total damping force matrix B is the sum of 
the contributions of viscous elements and the direct matrix input at grids The 
complete stiffness matrix K for frequency response analysis consists of a superposition 
from the following sources: 
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K = K,+;«Ki + 5;«A+«2 (4.2) 
where is the structural stiffness matrix. 
g  is the uniform structural damping coefficient. 
gg are the structural damping coefficients from different materials. 
K2 is the direct matrix input at grids. 
With these capabilities in MSC/NASTRAN, we are able to model the large vibrational 
systems which include viscous or structural damping or both. 
4.2 Resonant Peaks 
Resonant amplitudes occur when the driving frequency is at or near one of the 
resonant frequencies of a vibrational system. It is our purpose to reduce resonant ampli­
tudes by changing the design. The literature [1,3-5,8-10] has considered the sensitivity 
calculations of frequency response at a fixed or constant driving frequency. The 
approach is not appropriate for the sensitivity derivatives of resonant peaks. In short, if 
one makes a change in the original design, both the resonant frequencies and ampli­
tudes at resonance will change. The variation of resonant frequency has an important 
influence on the sensitivity calculations. This can be explained by the frequency 
response of a two degree-of-freedom system and is shown in Figure 4.1. 
The solid line represents the frequency response of initial design and is labelled 
by e". The lowest resonant frequency of the initial design is at ci)® and point A is the 
amplitude of vibration at this frequency. Suppose that a finite difference scheme is used 
to find the first derivative of peak A. Consider a small change in the original design by 
Ag. The dashed line represents frequency response after this design change and is 
labeled e". Note that the new resonant frequency shifts to co" and point B indicates the 
response amplitude corresponding to this frequency. The slope between peaks A and B 
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Figure 4.1: Frequency response of a two degree-of-freedom system. 
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is an approximation to the derivative of the original resonant response with respect to design 
variable e at e", i.e., 
Now consider the calculation of resonant response based on the change in ampli­
tu d e of frequency response at the original resonant frequency O)® with respect to e at 
e°. This procedure would yield 
Obviously, equation (4.3), which is computed at constant forcing frequency, does not 
relate directly to the derivative of resonant response to the design change. 
4.3 Direct Formulation 
Let e° denote a vector of design parameters of the initial design, and (of be the 
natural frequency of the initial design. The mass, damping, and stiffness matrices of 
the structural model are functions of design variables e. We assume small damping so 
that the resonant frequency is not damping dependent and can be replaced by the natu­
ral frequency CO.. Now consider the variation of the driving frequency O). as a function 
of design variables e, and the general forcing form in (2.10). Equation (4.1) becomes 
Z (û). ( e )  , e ) U ( e )  =  P  (co. ( e ) ,  e )  (4.5) 
where 
Z (CO. ( e )  , e )  =  - ( o f  ( e )  M  ( e )  + J 0 ) .  ( e )  B ( e )  + K  ( e )  
P  ( C O .  ( e )  , e )  =  i -  ( û f  ( e )  ( e )  + ; c o .  ( e )  B P  ( e )  +  R P  ( e )  )  P "  
(4.6) 
(4.7) 
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Note that the complex vector of frequency response becomes an explicit function of 
design variables e only. 
4.3.1 First derivatives of resonant response 
Taking partial derivatives of equation (4.5) with respect to each design parame­
ter yields 
(4.8) 
Define 
(4.9) 
where ^ is the sensitivity of resonant response with a fixed or constant driving fre­
quency, and represents the sensitivity of resonant response due to the change in res­
onant frequency, i.e.. 
de^ de^ (4.10) 
C0 = CO" 
where 
az 
dek 
(4.12) 
to = to 
d P  
de^ (4.13) 
to = to 
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d Z  d(û. 
dù). de/^ 
dP 3(0, 
5côl 
e = e 
= (-2<,,Jf+y«)(g) 
e = e 
(S) 
(4.14) 
(4.15) 
For convenience, we use X,^. which is the eigenvalue of the undamped system to 
replace co? and equation (3.5) developed in Chapter 3. Equation (4.8) becomes 
,dU 
'Be^ ' ' de^ (4.16) 
dX. 9(0, 
where ^ and ^ are obtained from equations (3.4) and (3.5), respectively. Be* 
Note that equation (4.16) needs to be solved once for each design variable 
The right hand side includes only products of vectors and matrices, i.e., they require on 
the order of calculations. Therefore, the solution for ^ can then also be found in 
O (w^) calculations because the decomposition of Z is known from the solution of 
equation (4.5). 
4.3.2 First derivatives of resonant response in magnitude 
Equation (4.16) yields the complex vector The magnitude of is needed 
for the application in the design process. Assume that is the /entry of the complex 
vector of response amplitudes I/, and is the magnitude of i/,-, then a simple relation-
3y. W-
ship between ^ and ^ is derived as 
y ,  =  J ( R e { V i ) f +  ( I m ( U , ) f  (4.17) 
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de„ 
fBUi\ fdUA 1 (l/yi) (4.18) 
After is computed in equation (4.16), other sensitivity calculations, such as 
those for velocities, accelerations, stresses, can be found as follows: 
Let 
u  = l/e'"'' and X .  = (O? (4.19) 
Ù  =  Ù  (0). (g), e )  e'""''' = yo). (g) U  (e) e'"'' (4.20) 
ii = 1/ (\. ( e ) , e) e'"'' = (e) t/ (e) e""'' (4.21) 
a  =  D U  (4.22) 
and take partial derivatives of equations (4.20), (4.21) and (4.22) with respect to 
where Û and Û are the magnitudes of velocities and accelerations, G is the vector of 
stresses of interest, and D is the shape function relating stresses and displacements. 
This yields 
dCf _ ai) 
4.3.3 Finite difference approximations to first derivatives of the structural model 
In a semi-analytical approach, the forward and central finite differences are com­
monly used to approximate the first derivatives of the structural model with respect to 
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each design parameter e^. The first derivatives of mass, damping, and stiffness matrices 
are approximated as 
Forward difference: 
(4.26) 
d e  
Central difference: 
d M  +
 1
 
- M { e l )  
dek Le, 
d B  B {el + Aep - B ( e l )  
d B k  
d K  A:(g^ + Ae*) - K i e l )  
de^ 
de, 
h  
M ( 4  +  A e ^ )  - M { e l -- A e p  
ILe, 
g ( g ^  +  A g * )  - B { e l --Ae,) 
l^Bk 
K ( e l  +  A e , ) - K i e l -•Ae,) 
(4.27) 
(4.28) 
de, lAe, 
(4.29) 
(4.30) 
(4.31) 
Note that forward difference only requires us to assemble one additional set of matrices 
of the structural model for each design variable e^, i.e. M(el+Aei^), B(el+Ae^) and 
K(el+Aei) but the central difference requires us to assemble an extra set of matrices of 
the structural model, M(el-Ae^), B(el-Ae^), and K(el-Ae^), to compute the first deriva­
tives. In general, the central difference tends to provide more accurate results than 
those from the forward difference. Besides, the calculations of second derivatives of the 
structural model are done by using the central difference. For these reasons, the central 
difference scheme has been used throughout this dissertation. Section 6.3.4 presents a 
detailed discussion. 
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4.3.4 Second derivatives of resonant response 
Generally, using higher order sensitivities in optimization provides more accu­
rate predictions to the behavior of a system across a wide range of design change. How­
ever, with multiple design variables, higher order sensitivity calculations with cross 
derivative terms become computationally intensive or even unmanageable. It is reason­
able to convert multiple design space into a single design space to implement higher 
order sensitivities [12]. 
Through a redesign or optimization process based on linear sensitivities, a direc­
tion of search d in multiple design space is obtained. Thus, the improved design can be 
expressed by 
e  = e^ + a- d (4.32) 
where a is called the step size of design change or move limit 
d  is the direction of search in multiple design space. 
This converts multivariable design space e to a single design space a, allowing the cal­
culations of high order sensitivity derivatives of resonant response with respect to one 
design variable a. 
Replacing by a in equation (4.16) yields 
Now by again differentiating equation (4.33) with respect to a, the second derivatives 
of resonant response are obtained as 
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+ 
Note that —^ and —' need to be computed first by using equations (3.16) and (3.19). 
rfX. #. 
To compute —L we need first derivatives of eigenvalue and eigenvector, ^and — 
^(X wCC uOt 
which are computed in equations (3.15) and (3.11). 
4.3.5 Second derivatives of resonant response in magnitude 
The second derivatives between and can be obtained as follows. Assume 
a = ReiU^)  and6  =  ImiU^)  (4.35) 
y I = (4.36) 
Taking the derivatives of equation (4.36) with respect to a twice yields 
,  da ^  ,db \  
dy, _ 
d a  y i  
(4.37) 
and 
da' 2 Va' "É l+O '  + i â j+OHl)  (4.38)  
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4.3.6 Finite difference approximations to second derivatives of the structural 
model 
The first and second derivatives of the structural model with respect to a may be 
approximated by central finite difference schemes as 
dM M{e°-\-ad[)-M{e''-ad) 
da 2a 
dB B{e'' + ad)-B{e''- a d )  
da 2a 
d K  K { e °  +  a d ) - K i e ' ' - a d )  
da 2a 
d^ M i e ^  +  a d )  + M i e ' ' - a d )  - 2 . M ( 0  
da^ .2 a 
d^B B i e ^  +  a d )  + B { e ' ' - a d )  - 2 - f i ( 0  
da^ -2 a 
d^K K i e ^  +  a d )  + K { e ° - a d )  - 2 - K ( , e ° )  
da^ 
where â is the perturbation step size of design change. 
(4.39) 
(4.40) 
(4.41) 
(4.42) 
(4.43) 
(4.44) 
4.3.7 L*** derivatives of resonant response 
Even though the higher order sensitivity derivatives of resonant response may 
not be practically useful in the design process, the derivation is presented here for refer­
ence. Consider again the equations of motion with one design variable a 
Z(û) . ( a ) , a ) l / ( a )  =P(a ) . ( a ) , a )  
For the first derivatives, we may write 
(4.45) 
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(4.46) 
Differentiating the equation (4.43) again, it yields 
=  A(^) f -2 (A(^)Z)  ( ^ )  -  (A(^)Z) [ /  (4.47) 
Note that equations (4.46) and (4.47) are equivalent to equations (4.33) and (4.34). This 
process can be repeated L times to yield 
where 
A^'^) denotes the differential operator W fA. 3 dco-+-A- — 
. dû); da 
C0= CO 
r 
a = 0.0^ 
Equation (4.48) calls for the derivatives of the structural model, the derivatives 
of eigenvalues which require the (L-l)"' derivatives of eigenvectors. Kwon [14] and 
Vance [15] addressed a procedure to compute the derivatives of the structural model 
and applied it to static response and normal mode problems, respectively. 
4.4 Modal Formulation 
For large dynamic systems, modal reduction is commonly used to reduce compu­
tational effort. Assume 
(4.49) 
and consider the governing equation of the form 
Z (CO; ( e )  , e ) ^ ( e )  =  P  (o). ( e ) ,  e )  (4.50) 
29 
where 
Z ( ( û . ( e ) , e )  =  ^ ' [ - ( a } i e ) M ( e ) + j ( û . ( e ) B ( e )  + K ( e ) ] ^  (4.51) 
P  (0). ( e )  )  =  $ ' ( -  0)f ( e )  M P  ( e )  + J ( û .  ( e )  (e) +  R P  ( e )  )  P °  (4.52) 
where 0 is the normalized reduced modal matrix from the solution of equation (3.1) 
and ^ represents the reduced response vector from modal frequency response analysis. 
The solution of frequency response U is obtained by equations (4.49). 
4.4.1 First derivatives of resonant response 
Now assume that 
Substituting equations (4.49) and (4.53) into equation (4.8) and pre-multiplying both 
(4.53) 
sides by yields 
dCO. \ 
(4.54) 
Again we define 
- Z { q i f ^  +  q f ^  ) (4.55) 
where 
(4.57) 
(4.56) 
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Equations (4.53) and (4.54) can be rewritten as 
H = m 0) (4.58) 
Z«r = *'((- 20),W +/«'') f - (- 2«),.W +/«)($ . ^ ) ) j (4.59) 
Therefore, the sensitivities of resonant response are obtained from the following 
relationship. 
4.4.2 Second derivatives of resonant response 
Following a procedure similar to the direct formulation, we can write the equa­
tion of first derivatives of resonant response with respect to a as: 
2». = (4.61) 
and 
Wyxl  
Now assume 
$ = <,x. (4.63) 
Substituting equations (4.46), (4.59), and (4.60) into equation (4.34) and pre-multiply-
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ing by <ï>' yields 
WCM-.j.® .g, , ,-
We may use equation (4.61) to solve for Ç. Then the second derivatives of resonant 
response may be approximated by 
^ = (4.65) 
da 
4.4.3 L'** derivatives of resonant response 
To obtain the derivatives of resonant response by modal formulation, we 
assume 
0  = $ .x ,  '  («a ' )yx l  • ' •= ' •  )  ^  
and substitute equations (4.49) and (4.66) into equation (4.48). Pre-multiplying by 0' 
yields 
Z jW =  (4 .67)  
Given from equation (4.67), equation (4.66) will yield the required derivatives. 
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Note that using equations (4.54), (4.61), (4.64), and (4.67) to compute the sensitivity 
derivatives of resonant response will provide the results with sufficient accuracy when 
a sufficient number of modes are used. We will discuss this issue in more detail in sec­
tion 6.3.4. 
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CHAPTER 5. THE UTILITY OF SENSITIVITY DERIVATIVES OF 
RESONANT RESPONSE IN THE DESIGN PROCESS 
This chapter presents two procedures, the steepest descent direction method and 
the constraint function method which are based on linear sensitivities with respect to 
multiple design variables, and which allow the designer to interactively determine the 
direction of search. These methods allow the designer to convert a multiple-design-
variable space into a one-design-variable space. In this direction, the designer is able to 
compute higher order derivatives of resonant response which are needed in the applica­
tion of power series approximations and to resolve the result and first derivatives at a 
design change which are needed to apply the curve fitting techniques. Power series 
approximations and curve fitting techniques which allow the designer to predict the 
reduction of the amplitudes at resonance across a range of design change. 
5.1 The Steepest Descent Direction Method 
Assume that is the vector of possible design parameters, and repre­
sents a v e c t o r  o f  r e s o n a n t  a m p l i t u d e s  o f  i n t e r e s t ,  w h e r e  i s  t h e  c o m p o n e n t  o f  Y .  
Our goal is to reduce each component in Y. We introduce a procedure, the steepest 
descent direction method, which is used to find a direction of search d in multiple 
design space without minimizing an objective function. 
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With the result of initial analysis and first derivatives of resonant response with 
respect to each design variable we define our measure of the amplitude, H{e), as 
H { e )  =  =  S f l f  f 3 ' f +  
1 = 1 1 = 1 ^ t = 1 * / 
where are the values of the initial design. 
y1 are the amplitudes of the initial system, 
a, are the weighting parameters. 
Then the gradient vector of H  ( e )  is defined as 
VH = d H  d H  d H  
dei 3^2 ^^3 
aw 
de. 
where 
j = 1 V « 
(5.1) 
(5.2) 
(5.3) 
The negative direction of the gradient vector is commonly called the steepest descent 
direction of H{e) with the specified weighting parameters a,-. The design parameter 
which gives the largest design change of H(e) is which satisfies 
max B H  
de, 
d H  
de. (5.4) nmax ^nmax i _ j 
Now we define each normalized component of the steepest descent direction of search 
d as 
^^nmax 
(5.5) 
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This procedure allows the designer to convert a multiple-design-variable space into 
one-design-variable space as 
e  = c^ + a- rf (5.6) 
Note that the step size of design change, a, is the new design variable. The amplitudes 
of resonant response Y can be expressed as a function of the step size of design change 
a 
y, = " (5.7) 
t=1  *  
where 
=  a - w h e r e  A : = l , 2 , 3 . . . s  ( 5 . 8 )  
According to the design requirement or engineering judgement, the weighting 
parameters allow the designer to weight the relative importance among the ampli­
tudes y I and to iterate interactively during design optimization [18]. The method is 
summarized as follows: 
f ' dy. \ 1. Define H ( e )  =  ^  A,. - Y,. = 2 "i• • K?"'" s 3^  ' m e a s u r e  of amplitudes Y. 
1 = 1 i = 1 * = 1 
2. Select the weighting parameters a/f, where i = l,2,3,...r, and define each compo­
n e n t  o f  t h e  g r a d i e n t  v e c t o r  o s ^  =  '  " c  
* 1 * 
3. Find the maximum of k=l,2,3., s) to yield k=nmax. 
dH du 4. Define the steepest descent direction search d^ = . 
J. Define the step size of design change as àej^ = e^.-ei/' = OL -df^ 
36 
6. Predict y. = ji?+ (Ae^^) =y°^ + (^) a by choosing different step sizes of design 
*= 1 * 
change a. 
7. In the direction of search d, higher order sensitivities with respect to step size of 
design change a can be computed by using equations (4.48) or (4.67). 
5.2 The Constraint-Function Method 
This section presents another procedure, the constraint function method [11], of 
using linear sensitivities to attain an improved design and to determine the direction of 
search resulting from the initial design and the proposed design. In this dissertation, we 
consider an objective function which consists of the constraint functions for the size of 
design change and resonant response. The design problem can be qualified when the 
objective function is minimized to yield an improved design. 
There are two goals of the design problem, to minimize the resonant amplitudes 
of the vibrational system and to minimize the size of design changes necessary to 
reduce the amplitudes at resonance. Since these two goals may conflict, a dual objective 
function, which is a linear combination of the two design goals, will be used as the 
measure of the design problem. 
A useful form of the objective function [13] is 
C ( Y , e )  =  a - S i e ) + b - R ( Y ( e ) )  (5.9) 
where S  ( e )  is a column vector of the design parameter functions and R ( ¥ )  is a col­
umn vector of the response functions of interest which are the functions of resonant 
amplitudes Y (e). The response function provides a measurement of the resonant 
amplitude of vibration at specific modes and the design parameter function is a measure 
of the cost of design change relative to a reference design or engineering judgements 
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which are chosen by the designer to reflect a good design. The row vectors of a and b 
are weighting parameters which allow the designer to set the relative weights of the two 
design goals, the cost of design changes and the reduction of resonant response. Note 
that the ratios among a,- influence the range of each design variable and the ratios 
among bj influence the relative importance of the response functions. 
In this dissertation, we use linear approximations for the response functions and 
the quadratic functions for the design parameter functions. The objective function is of 
the form 
c =  ( « « - 4 ) 1  ( 5 - 1 0 )  
1  1  \  &=1 *  /  
Figure 5.1 presents a response function and a design parameter function. An improved design 
êgx i  i s  ob ta ined  by  min imiz ing  equa t ion  (5 .10)  [26] .  The  improved  des ign  ê^x i  sugges t s  a  
descent direction of search to reduce the resonant response. Then, the descent direction of 
search and the vector of design variables can be expressed as 
/MûfX(|ê^ —^j(.|) => i^nmax~ ^nmax^ (5.11) 
e = e'' + a =e'' + ad (5.12) 
^^nmax ~ ^ nmax^ 
Thus, 
y-i - (^) • " (5-i3) 
*=1  *  
5.3 Power Series Approximations and Curve Fitting 
It may be important to predict the results of design changes across a large range 
of design change. Vance [15] addressed several techniques to predict the normal modes, 
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Figure 5.1: A typical response function (y^) and a typical design parameter function 
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including power series approximations, Fade's approximants, and curve fitting. Following 
Vance's approach, we apply Taylor's series approximations and a cubic curve fits to predict 
the amplitudes at resonance across a range of design change in this dissertation. 
Higher order derivatives of resonant response may be computed using equations 
(4.48) or (4.67). Then the amplitudes y,- at resonance can be predicted by using Taylor's 
series approximations 
yi = y'i + (^) + 1=1,2,3 r (5.14) 
This is expected to give a good prediction for a fair amount of design change. Example 
1 presents the details in the context of a simple system. The utility of Taylor's series 
approximations, however, are limited by the radius of convergence [12]. This leads us 
to consider curve fitting techniques [15] in the prediction of resonant response across a 
wide range of design change. In example 3, we apply a cubic curve based on the 
response values and their first derivatives at two design points to predict the amplitudes 
at resonance across a wide range of design change. 
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CHAPTER 6. EXAMPLES 
This chapter presents three examples which illustrate sensitivity calculations of 
resonant response in vibrational systems and the application of these sensitivities in the 
design processes. Example 1, a simple two degree-of-freedom spring-mass vibratory 
system, has a closed-form solution which allows analytical verification of the finite ele­
ment-based sensitivity calculations of resonant response. This example also serves as a 
test problem which illustrates two procedures, the steepest descent direction method 
and the constraint function method, to reduce the first resonant amplitude by varying 
the properties of masses and springs. 
The second example is a two degree of freedom model of a shaker which demon­
strates the sensitivity calculations of resonant response subject to kinematic excitations. 
This example involves sensitivities with respect to mass, spring, and damper elements. 
Finally, in the third example, a clamped plate will demonstrate that the methods 
developed in this dissertation can apply to a large system with various types of damp­
ing. The example demonstrates various applications of using the sensitivity derivatives 
of the resonant response to guide the vibration reduction subject to constant and fre­
quency-dependent excitations. DAMP (Direct Matrix Abstraction Programs) which 
consist of a series of subroutines in MSC/NASTRAN - a commercial finite element 
software, were used to implement the sensitivity calculations of resonant response for 
these examples. 
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6.1 Example 1: A Two Degree-of-Freedom Spring-Mass System 
Figure 6.1 presents the configuration of a simple two degree of freedom system 
consisting of two masses connected by springs and dampers. A harmonic load with 
constant forcing magnitude is applied to mass 1, where = p\- The governing 
equations for the steady state frequency response of this system are 
-co, 
0 
0 
+ycoi Cj + C2 -C2 
-C2 C2 + C3 
^2 "^2 
—^2 ^2 ^3 
Pi 
0 
(6.1) 
where {%} are the response amplitudes of the displacement vector {%}, and where the 
driving frequency is at the first natural frequency cOj. The initial design has /Mj = 3.0, 
W2 = 2.0, ÂJj = 2.0, ^2 = 1.0, kj = 2.0, Cj = 0.1, C2 = 0.05, C3 = 0.1, and = 1.0. 
This yields, for excitation at first mode resonance. 
(-"î 3.0 0.0" +yo)j " 0.15 -0.05 + " 3.0 -1.0" 1. X'l "i.d 0.0 2.0 -0.05 0.15 .-1.0 3.0 J h P-Q 
(6.2) 
where co^ = 2%fi and f\ = f\= 0.140 (hz). 
6.1.1 The meaning of sensitivity derivatives of resonant response 
First, assume that is the only design variable. Figure 6.2 presents the topol­
ogy of resonant response amplitude across a design range of from 2.0 to 4.0 and 
a driving frequency range of co = 2nfj from 0.0 to 0.4 (hz). This figure clearly shows 
the relationship between /Mj and the amplitude of resonant response . Note that both 
frequency and amplitude at resonance change with Solving equation (6.2) yields 
the original resonant response = 0.083-7.497j with |Xj| = 7.498. Using equation (4.16) to 
compute the first derivatives of resonant amplitude X^ with respect to Wj yields 
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Figure 6.1: A two degree-of-freedom spring-mass system. 
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Figure 6.2: Topology of the amplitude at resonance. 
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dX  ^ dX  ^ dX\ 
dm^dm'^dm'^ (-43.35l-0.956j) + (43.264-0.947j) = -0.087-1.903j. (6.3) 
Equation(4.18) yields the sensitivity of the amplitude of the resonant response |%^|. 
" 
r (dX. \ (dX. \ 1 
/?é(Xi)/?e[^^J-H//n(Xi)//M[^^J • (l/|%i|) = 1.902 (6.4) 
Two observations follow from these numerical results. First note that both X^ and its 
derivative ^ are dominated by the imaginary part. This is to be expected for resonant 
' dx^ 
response. Secondly note that the sensitivity at constant driving frequency, is not 
' dX^ 
useful by itself - the varying frequency term ^ is an important part of the amplitude 
sensitivity. Table 6.1 presents the details. 
Figure 6.3 presents resonant values of |%^| at various values of m^. The dashed 
line indicates that the predicted resonant amplitude |%^| calculated using the resonant 
response sensitivity gives a good prediction for a design change within ten percent 
change of the original This figure clearly indicates that the resonant frequency O)^ 
and amplitude |Xj| at resonance are functions of m^. Thus it is clear that the varying 
frequency term has significant contribution to the sensitivity of resonant response in 
this example. 
Now we use equation (4.34) to compute the second derivative of jX^j. Table 6.1 
gives the numerical details. Figure 6.4 compares the predicted results of resonant 
amplitude using linear and second order approximations with the exact solutions. 
The figure indicates that using second order approximation 
F.I = (6,5) 
gives a very good prediction across a wide range of m^. This figure also implies two 
reasons for using second order resonant response sensitivities; attaining a more 
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Table 6.1: First and second derivatives of resonant frequency (X,j, cOj) and resonant 
amplitude |%i| 
(a) Resonant frequency 
Terms Values Terms Values 
0.771 0)i 0.878 
dfftj -0.196 
dCOj 
rf/Mj -0.111 
d\ 
dm] 
0.074 
d^ (û^  
dm] 
0.028 
(b) Resonant amplitude 
Terms Values 
Fil 7.498 
0.478 
1.902 
-0.875 
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Figure 6.3: The amplitudes at resonance at various values of Wj. 
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Figure 6.4: A comparison of the exact and predicted amplitudes |Xj| at resonance across a 
range of /Wj. 
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accurate prediction for response approximations immediately beyond the range of 
validity of the linear approximations and estimating the local range of validity of linear 
resonant response sensitivities. 
6.1.2 A note on the verification of sensitivity calculations of resonant response 
All of the results in the examples were calculated using DMA? solution 
sequences in MSC/NASTRAN. This particular example, however, has a closed form 
solution which can be used to verify the NASTRAN-based results. For convenience, we 
start with a spring mass system with one degree of freedom in Figure 6.5. 
Figure 6.5: A one degree-of-freedom spring-mass system. 
The equation of motion of the system in the frequency domain is 
, where p° is constant. It is easy to show that, at resonance Cû = co^ = ^k/m, the ampli­
tude |X| is 
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Differentiating equation (6.7) with respect to m yields 
= pV(2cVW) (6.8) 
With the given values, the closed form solution of is obtained. Furthermore, the 
. am 
closed form solution of second derivatives -^X\ can be obtained by differentiating 
dmr 
equation (6.8). 
For this two degree of freedom example, we used MAPLE (a symbolic mathe­
matical manipulation software [17]) to produce closed form equations for the natural 
frequency od^ and the amplitude at resonance. The derivatives of this closed form 
solution were obtained by direct differentiation with respect to /Mj. We found the solu­
tion, and its derivatives, match our NASTRAN-based solution within 0.1%. Similar 
checking, with equally good results, was done for the multiple-design-variable exam­
ples to be considered in the following sections. 
6.1.3 Using the steepest descent direction method to guide redesign 
Now consider a more complicated example in which all masses and springs are 
selected as the design variables. Table 6.2 presents the sensitivities of resonant ampli­
tudes |%| with respect to e. 
Our goal in this example is to reduce the resonant amplitudes |%|. We use a pro­
cedure, the steepest descent direction method, combined with three different schemes to 
find the desired directions of search d based on the discussion in section 5.1. H{e) will 
be our measure of amplitude, where 
H  ( e )  -  •  l ^ i l  +  « 2  '  (6.9) 
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Table 6.2: First derivatives of resonant amplitudes |%| with respect to e. 
H 
1.902 -0.061 
W2 -0.981 1.380 
-2.465 0.080 
^2 -1.370 0.865 
h 1.272 -1.789 
Then the gradient vector of H  ( e )  is defined as 
V N  =  dH dH dN dH dH 
it 
Be^ 9^2 3^3 3^4 9^5 
(6.10) 
The negative direction of the gradient vector V H is commonly called the steepest 
descent direction. 
First, in Case 1, we choose equally weighted parameters ûj = 02 = 1.0 and first 
derivatives of |%| with respect to e = [m^, k^, ki, kj] . The design parameter which 
gives the largest design change of it is e which satisfies 
max dH 
Be, } BH Be nmax (6.11) nmax "nmax 
The weighting parameters and ^2 can be chosen to set the relative weight of reduc­
ing either |Xj| or jXj]. Furthermore, even when we consider and \X^ equally 
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important, the weighting parameters may be helpful in the sense that |Xj| and [Xj] may 
be in different units. For example, |%^| may be in meters and \X^ in radians. Note also 
that we intend the weighting parameters to be under designer control. This allows the 
designer to iterate interactively during design optimization [18]. 
Now we define each normalized component of the steepest descent direction of 
search d as 
d, = , J = 1,2,...5 (6.12) 
^ ^^nmax 
and the amplitudes of resonant response |%| are expressed as a function of the step size 
of design change a 
ftl = M + i • (A«,) = M + (^|X,|) • «, (=1.2 (6.13) 
y = 1 / 
where 
Agy = {ej—e") = a • dy = a • 7=1,2...5 (6.14) 
a is the step size of design change. 
â represents the step size of design change in percentage. 
In Case 2, we determine the direction of search by using the same weighting 
parameters and first derivatives of |%| with respect to the normalized design vector 
(6.15) //I J /M2 ^3 
Clearly, proceeding as in equation (6.15) is useful when the percentage change rather 
than the absolute value of the change is important. 
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Table 6.3: Using the steepest descent direction method to determine the directions of 
search d. 
Case 1 
k 
flj = 1.0 and «2 ~ 1.0 
dk 
1 mi 1.840 -0.771 
2 0.398 -0.167 
3 ky -2.386 1.000 
4 h -0.504 0.211 
5 ^3 -0.517 0.216 
Case 2 
k H 
flj = 1.0 and «2 = 1.0 
dk 
1 m^/ml 5.521 1.000 
2 0.797 0.144 
3 k^/k\ -4.772 -0.864 
4 k^/kl -0.504 -0.091 
5 -1.033 -0.187 
Case 3 
k 
flj = 1.0 and «2 = 1.50 
|^ = «2(«r^l*il+«2-^*2|) àk 
1 m^/ml 5.429 1.000 
2 'W2/W2 2.176 0.401 
3 k^/k\ -4.692 -0.864 
4 k2/kl -0.072 -0.013 
5 k-i/kl -2.821 -0.520 
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Table 6.4: First and second derivatives of the amplitudes |%| at resonance with respect to the 
step size of design change a. 
Items Case 1 Case 2 Case 3 
1.000 1.000 1.000 
«2 1.000 1.000 1.500 
-3.770 3.778 2.996 
-0.320 0.325 1.341 
0.574 -0.326 0.693 
-0.503 -0.167 0.754 
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Table 6.5: Using scaled step sizes of design change to compare the predicted and exact 
resonant frequencies (Oj = 27c/i and amplitudes |%| at resonance. 
(a) Case 1 
Items Initial 
values 
Change 
normalized 
to a 10% 
change of 
ki 
Change 
normalized 
to a 25% 
change of 
ki 
Change 
normalized 
to a 50% 
change of 
mi 3.000 2.846 2.614 2.229 
W2 2.000 1.967 1.917 1.833 
A:, 2.000 2.200 2.500 3.000 
^2 1.000 1.042 1.106 1.211 
^3 2.000 2.043 2.108 2.216 
f [predicted* 0.148 0.160 0.181 
flprediced** (^ z) 0.148 0.160 0.180 
flexact 0.140 0.148 0.160 0.180 
|Y 1 * 
1 predicted 6.744 5.613 3.728 
\XA ** 1 p^redicted 6.755 5.684 4.015 
exact 7.498 6.751 5.658 3.935 
predicted 5.065 4.969 4.809 
\^ 2\predicted** 5.055 4.906 4.558 
I'^ l^ exact 5.129 5.055 4.881 4.362 
* indicates using linear approximation. 
** indicates using second order approximation. 
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Table 6.5: (continued) 
(b) Case 2 
Items Initial 
values 
Change 
normalized 
to a -10% 
change of 
Wl 
Change 
normalized 
to a -25% 
change of 
mi 
Change 
normalized 
to a -50% 
change of 
Wl 
mi 3.000 2.700 2.250 1.500 
m2 2.000 1.957 1.892 1.784 
h 2.000 2.259 2.648 3.297 
h 1.000 1.027 1.069 1.137 
kj 2.000 2.056 2.140 2.281 
f [predicted* 0.152 0.171 0.201 
flpredicted** (^ z) 0.152 0.173 0.210 
flexact 0.140 0.152 0.171 0.199 
predicted 6.365 4.664 1.831 
\^ \^Dredicted** 6.350 4.573 1.464 
exact 7.498 6.340 4.477 1.770 
predicted 5.031 4.885 4.642 
\^ 2\predicted** 5.024 4.838 4.454 
1^2! exact 5.129 5.012 4.627 3.106 
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Table 6.5: (continued) 
(c) Case 3 
Items Initial 
values 
Change 
normalized 
to a-10% 
change of 
mi 
Change 
normalized 
to a -25% 
change of 
mi 
Change 
normalized 
to a -50% 
change of 
mi 
mi 3.000 2.700 2.250 1.500 
«*2 2.000 1.880 1.699 1.397 
ki 2.000 2.259 2.648 3.297 
k2 1.000 1.004 1.010 1.020 
ks 2.000 2.156 2.390 2.780 
fIpredicted 0.154 0.175 0.210 
flpredicted** (^ z) 0.155 0.181 0.237 
flexact (^z) 0.140 0.154 0.179 0.230 
^^ vredicted 6.599 5.251 3.004 
predicted** 6.630 5.447 3.788 
exact 7.498 6.624 5.346 2.991 
predicted 4.726 4.123 3.117 
\^ 2\predicted** 4.760 4.334 3.964 
1^2! exact 5.129 4.757 4.280 3.379 
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Finally, in Case 3, we increase the weighting parameter flj i" Case 2 to deter­
mine the desired direction of search which allows us to reduce more rapidly. 
Table 6.3 presents the calculations of derivatives ^ or ^ which are used to de^ de^ 
define the direction of search d for each case. Each case gives a direction of search 
which facilitates calculation of second or higher order derivatives of resonant response 
with respect to the step size of design change a. Table 6.4 presents the first and second 
derivatives of resonant response with respect to a for each case. Table 6.5 compares the 
predicted and exact resonant amplitudes |%| based on 10%, 25%, and 50% perturbed 
step sizes of or and Figure 6.6 plots the predicted and exact resonant ampli­
tudes for each case. 
Observing the numerical results in these tables and figures indicates that, for this 
example, sensitivities give very good approximations for 10% up to 25% design 
change. The approximations are clearly much less useful for a 50% change. 
6.1.4 Using the constraint function method to guide redesign 
Again consider optimization with the goal to reduce the first mode resonant 
amplitudes of and jXgl • Following the constraint function method discussed in sec­
tion 5.2, we minimize an objective function of the form 
C = («,-«/)'+ i ft,f|xf| + X (6.16) 
7  =  1  ,  =  i  \  t = r  ^  /  
Minimization of the objective function C leads to an improved design ê. Note that aj 
and bi weight the size of design change and the change in resonant response. For exam­
ple, if we choose large Uj relative to a large design change is not allowed because 
the quadratic functions of design parameters become very steep for small changes. The 
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Figure 6.6: A comparison of the exact and predicted amplitudes |%| at resonance across a 
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Figure 6.6: (continued) for Case 2. 
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ratios among Uj influence the Orange of design change for each design variable and the 
ratio between A, influences that relative importance of reduction in and |%2| • 
In this example, we chose small a,- to allow large design changes and select 
Z?2>to emphasize the amplitude reduction of \X^. Table 6.6 presents a comparison 
of the predicted and exact resonant response of |%| for the proposed design % and Fig­
ure 6.7 presents a comparison of the exact and predicted frequency response for the 
improved design %. The changes are large, thus it is not surprising that the approxima­
tion, as indicated by the box in Figure 6.7, is not directly on target. The proposed 
design indicated about 79% change of k^. Nevertheless, the overall results, as indicated 
by the exact response of both amplitudes are clearly a step in the right direction. 
Now we use the improved design ê to define the descent direction of search and 
compute the second derivatives of resonant amplitudes |%|. These results are shown in 
Table 6.7 and Table 6.8, respectively. Table 6.9 compares the predicted and exact reso­
nant response of |%| across a large range of design change. Figure 6.8 plots the pre­
dicted and exact results. These tables and figures indicate a good prediction even across 
a large design change. 
It may be interesting to study the case wherein we choose larger a,, allowing 
smaller design changes. The improved design suggests about 25% change of k^. Table 
6.10 presents a comparison of the predicted and exact resonant response of |%| for the 
proposed design ê and Figure 6.9 presents a comparison of the exact and predicted fre­
quency response for the improved design ê. Note that the prediction closely matches 
the exact solution since the design changes are relatively small. 
With the weighting parameters, this method presents a convenient tool for the 
design engineer to interactively predict the resonant response. 
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Table 6.6: Optimization result of the two degree-of-freedom spring-mass system 
Items 
Weighting 
parameters 
ai,bj 
Initial 
values e" 
Improved 
Design ê 
Ml,*!  0.750 3.000 1.783 
7M2» ^2 0.750 2.000 1.504 
0.750 2.000 3.577 
0.750 1.000 1.192 
*3,45 0.750 2.000 2.642 
fIpredicted* (^ z) 0.209 
flexact (hz) 0.140 0.218 
I'^llprcrfic/cd ' 1.000 2.336 
7.498 3.049 
1.250 3.662 
I'^ l^ exact 5.123 3.550 
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Figure 6.7: A comparison of the exact and predicted amplitudes |%| at resonance for the 
improved design with a large design change. 
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Table 6.7: The direction of search toward the improved design ê. 
k H ê - e "  4 
1 nil -1.216 -0.771 
2 ^2 -0.495 -0.314 
3 1.577 1.000 
4 0.192 0.122 
5 0.642 0.407 
Table 6.8: First and second derivatives of amplitudes |%| at resonance in the direction 
toward the improved design 
Items Values 
-3.272 
-0.930 
1.092 
0.298 
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Table 6.9: Using scaled step sizes of design change to compare the predicted and exact 
amplitudes |%| at resonance in the direction toward the improved design è. 
Items Initial 
values 
Change 
normalized 
to a 10% 
change of 
*1 
Change 
normalized 
to a 25% 
change of 
Change 
normalized 
to a 50% 
change of 
k i  
mi 3.000 2.846 2.614 2.229 
m i  2.000 1.937 1.842 1.686 
k i  2.000 2.200 2.500 3.000 
k 2  1.000 1.024 1.061 1.122 
^3 2.000 2.081 2.204 2.407 
f[predicted 0.149 0.162 0.184 
hpredicted** (^ z) 0.149 0.163 0.188 
flexact 0.140 0.149 0.162 0.187 
^^ oredicted 6.843 5.862 4.226 
6.865 5.998 4.772 
exact 7.498 6.863 5.969 4.571 
predicted 4.943 4.664 4.198 
4.949 4.701 4.347 
I'^ l^ exact 5.129 4.948 4.685 4.224 
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Figure 6.8: A comparison of the exact and predicted amplitudes |%| at resonance across a 
range of design change. 
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Table 6.10: Optimization result of the two degree-of-freedom spring-mass system. 
Items 
Weighting 
parameters 
fl,.. 6,. 
Initial 
values e" 
Improved 
Design è 
/Ml, f l j  2.500 3.000 2.635 
^2, «2 2.500 2.000 1.851 
2.500 2.000 2.473 
^2' *4 2.500 1.000 1.058 
*3,45 2.500 2.000 2.193 
f [predicted'^  0.161 
f I exact (hz) 0.140 0.161 
l^ l^predicted ' 1.000 5.950 
7.498 6.047 
predicted ' ^2 1.250 4.689 
|%2 , 1 ^ CAcac/ 5.123 4.709 
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Figure 6.9: A comparison of the exact and predicted amplitudes |%| at resonance for the 
improved design with a small design change. 
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6.2 Example 2: A Two Degree-Of-Freedom System with Kinematic Excitation 
This section presents the sensitivity calculations of resonant response of a two degree 
of freedom vibrational system with kinematic excitation as indicated in equation (2.10). Fig­
ure 6.10 presents the configuration of the system. The equations of motion of the model are 
expressed as 
n V. /,. f Zr V. \ Inl Inl 
(6.17) 
In this example, we assume mass remains constant and the other elements of the 
system are selected as design parameters e = [wj to perform the sensitivity 
calculations of resonant response |%|. Substituting the kinematic excitation 
p = P° ' e'"' and the displacement x = X - in equation (6.17) yields the equations 
of motion in the frequency domain 
s
'
 
0
 1 
+ Ci -Ci + kl -kl 1 = 0" p +  0 |_0 mjJ 52 —Cj Cj + C 2  h  -kl &1+&2 .^ 2 ) S i  ^2 
(- CO'' /Mj 0 0 /Mo +70) Cj -Ci 
—Cj Cj +  ^ 2 
-^1 ) 0 (6.18) 
—ki ki + ^ 2 
With the given values of the initial system, = 594 { k g ) , ^«2 = 60 ( k g ) ,  
C j  =  2 0 0 0  (  ( N  s e c  )  / m ) ,  C 2  =  2 0 0  (  ( N  •  s e c  )  / m ) ,  k i  =  3 5 0 0 0  ( N / m ) ,  
k2 = 250000 {N/m) and P° = 0.1 {m), equation (6.18) becomes 
(- 594 0 0 60 +yco " 2000 -200Ô + " 35000 -35000' 1 '^ i = 0.1 -2000 2200 .-35000 285000 J X 2  0 2000)^; +25000(5'*^^^ 
Assume the driving frequency (O of kinematic excitation p  is across a range of 
(0~12) hz. Our major concern is to reduce the resonant response of mass within this 
range regardless of the response of ^2. Table 6.11 and Figure 6.11 present the resonant 
frequencies and amplitudes of the initial system deriving from equation (6.19). Notice 
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*1 X2 
Figure 6.10: A two degree-of-freedom system with kinematic excitation. 
Table 6.11: The resonant frequencies and amplitudes at resonance. 
Resonant Resonant Resonant 
i Frequency Response Response 
CO = 2%f- F,l 
1 1.143 (hz) 0.304 0.121 
2 10.977 (hz) 0.008 0.161 
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Figure 6.11: Frequency response of the initial system. 
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that although both natural frequencies lie in this range, the amplitude of mass at the sec­
ond resonant frequency is very small relative to the amplitude at first resonant frequency. 
Therefore, we only consider the first mode resonant response. 
Now we start to perform sensitivity calculations of resonant response |%| at first 
mode resonance, i.e., O) = 0)°. Table 6.12 presents first derivatives of the first mode 
resonant response with respect to design variables and the direction of search. Note the 
third column of this table which indicates first derivatives with respect to the absolute 
values of design variable cannot evidently tell the relative importance of these sensitiv­
ities, while the fifth column of the table which indicates the sensitivities with respect to 
normalized design variables gives a more distinct expression. 
Table 6.12 First derivatives of the amplitude |%^| at resonance. 
k  6^.1 < 4 
1 m 2  0.7438E-04 W2//M2 0.0446E-01 -0.0172 
2 h  0.0533E-04 k ^ / k l  1.8655E-01 -0.7192 
3 ^2 -0.0022E-04 -0.5655E-01 0.2180 
4 ^1 -1.2969E-04 Cl/Cl -2.5939E-01 1.0000 
5 ^2 -0.0306E-04 C2/C2 -0.0061E-01 0.0024 
The sensitivities in Table 6.12 indicate that design variables ë^, ëg, and ëg, 
have slight influence on the first mode resonant response jX^j. This is expected for the 
first mode resonant response of mass in this example. Note that two relatively 
important sensitivities with respect to normalized design variables are the spring rate 
and the damping coefficient c^. These sensitivities suggest that decreasing or 
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increasing or both will efficiently reduce the resonant amplitude |%^| of mass m^. We 
like to examine the suggestions from the sensitivities with respect to the normalized 
design variables. Since the ratio between and is -0.720, we decrease by 
18% k\ of and increase by 25% of c®, i.e. becomes 28700 (N/m) and becomes 
2500 ( (N • sec ) /m). We compare the predicted resonant frequency = 1.053 and the 
amplitude |%i| = 0.205 at the first mode resonance with the exact solutions 
= 1.047and |%^| = 0.227. It is clear that the proposed design is toward the right 
direction of an improved design. 
Now we scale 10% and 25% of the step sizes of design changes to produce two 
groups of improved designs. The proposed designs in group A are based on the step size 
a defined as 
Ae^ = a - dj^ = (a • (6.20) 
, while the proposed designs in group B are based on the step size defined as 
A e f  = = ( a - e ^ )  - d f ^  (6.21) 
From the direction of search, ^2 = 0.72, ^4 = 1.00, and = 2000.0, if 
we scale the step size by ct=25%, this yields 
= 0.25 • 1.00 • 2000.0 = 500.0 (6.22) 
Aej = 0.25 • 0.72 • 2000.0 = 360.0 (6.23) 
Aef = 0.25 • 0.72 • 35000.0 = 6300.0 (6.24) 
Equations (6.23) and (6.24) indicate that is 18% change of c® and Aef is 18% 
change of k°. Note that the design change Ae^ is quite different from Aef because the 
values of initial design variables are quite different. The selection of the two choices is 
dependent on the design problem itself. However, in this example, the second choice, 
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group B, seems to be preferable and more reasonable. 
Table 6.13 and Figure 6.12 present the predicted resonant frequency and the 
amplitude at first mode resonance of the proposed designs with the exact solutions. The 
table and figure indicate that both groups propose the improvements in the right direc­
tion. Note group B provides a larger design change. 
Table 6.13: A comparison of the predicted resonant frequencies o)j = 2nf^ and the 
amplitudes at resonance of the proposed designs with the exact solu­
tions. 
Items Initial design 
e" 
= 
o.w.c.,'4 
n^max ~ *^ 1 
Aef = 
0.25-C., 4 
<max = < 
Ae» = 
0.10. . d* 
Ae» = 
0.25 . . d* 
m2 60.00 56.56 51.40 59.90 59.74 
h 35000.00 34856.16 34640.41 32482.88 28707.20 
h 250000.00 250043.60 250109.00 255449.91 263624.78 
2000.00 2200.00 2500.00 2200.0 2500.00 
(^2 200.00 200.47 201.18 200.05 200.12 
p^redicted 1.141 1.138 1.109 1.057 
Inexact 1.143 1.141 1.138 1.108 1.050 
^^ vredicted 0.277 0.236 0.263 0.202 
0.304 0.279 0.251 0.267 0.225 
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10% change 
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Linear approximations 
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Driving Frequency: fd (hz) 
(a) Group A 
Figure 6.12: A comparison of the predicted resonant frequencies cOj = litfi and the 
amplitudes |%^| at first mode resonance of the proposed designs with the 
exact solutions. 
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(b) Group B 
Figure 6.12: (continued) 
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6.3 Example 3: A Clamped Plate 
The first two examples concerned simple two degree of freedom systems which 
are amenable to closed form solutions. This example is more demanding. 
Assume a steel plate of thickness 0.25 in, width 20 in, and length 90 in is 
clamped along two edges. This plate is used to support a 60 lb machine which is 
mounted in its center. During the operation of this machine, the plate is subjected to a 
sinusoidal load resulting from oscillating imbalance of the machine, f (f), with driving 
frequency O) at the first natural frequency (Oj of the initial system. Figure 6.13 illus­
trates the system. 
For the purpose of finite element analysis, the plate is divided into nine sections. 
We select the thickness of each section to be a design variable. The plate is modelled 
using a finite element preprocessor [19] with 288 CQUAD4 elements with 1575 degrees 
of freedom. The model also includes a single scalar mass element at the center with a 
weight 60 lb which indicates the weight of the machine. We assume the uniform struc­
tural damping equivalent to damping ratio 0.025 (PARAM,G 0.05). Figure 6.14 pre­
sents the finite element mesh of the plate and its first mode shape. 
Our goal is to reduce the amplitude of vibration at the middle of the plate for 
first mode resonance. This example illustrates the application of a modal reduction 
scheme in computing the resonant response sensitivities with variable driving fre­
quency. In section 6.3.1, we consider the plate subject to a harmonic load with constant 
magnitude. In section 6.3.4, we study the plate subject to a harmonic excitation with 
frequency-dependent magnitude due to the rotating imbalance of the machine. In sec­
tion 6.3.3, we demonstrate the application of using linear sensitivities of resonant 
response with respect to damper elements to guide the locations of viscous dampers. 
Finally, section 6.3.4 provides a discussion of the computational aspects of sensitivity 
analysis of resonant response. 
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N167 20 in 
] P(t) 0.25 in 
t2 tg *4 *5 (6 *7 *8 *9 
90 in 
Figure 6.13: A clamped plate subject to a harmonic load P ( t ) .  
I MM VI, njMMUCXMMrttfl 
Figure 6.14: Finite element model of the plate and its first mode shape. 
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6.3.1 Harmonie load with constant magnitude 
Assume that a harmonic load P  =  P °  with constant magnitude, 20 lb, which 
results from the operation of the machine, acts on the middle of the plate. We use a 
modal formulation with the first twenty modes to implement the sensitivity calculations 
for the first derivatives of resonant response. Table 6.14 presents linear sensitivities of 
the amplitude |[/^167| at first mode resonance with respect to the design variables. 
Since it is not practical to compute the closed form solution for this example, we verify 
the sensitivities with finite difference calculations. 
The right hand column of Table 6.14 provides the sensitivities normalized with 
respect to the largest sensitivity. This facilitates the selection of the steepest descent 
direction of search and the calculation of the second derivative in that direction. Table 
6.15 presents the numerical details. 
Table 6.16 and Figure 6.15 present predicted and exact amplitudes in the steep­
est descent direction as a function of the percent change in the most sensitive design 
variable, Figure 6.16 presents predicted and exact amplitudes as a function of pre­
dicted and exact frequencies in the form of a frequency response plot. The table and fig­
ures make it clear that the linear approximations provide excellent predictions up to 
10% design change, and that the second order term increases the useful range up to 
about a 25% change in fg. Furthermore, it is clear that the second order Taylor series 
becomes increasingly inaccurate as the change increases beyond 25%. 
To consider wider ranges, say as large as a 50% change in fg, it is clear that we 
will either need to include additional higher order terms or rely on methods that entail 
re-solution of the finite element problem. Since the calculation of the second order term 
is already becoming numerically tedious, a factor we will be discussing in more detail 
in subsequent sections, we now consider curve fitting techniques as in Reference 15. In 
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particular, we intend to re-solve at the 50% point and then use a cubic approximation 
based on amplitude and first order sensitivity. 
To facilitate the curve fit, consider a cubic polynomial f i s )  
f i s )  = a Q  +  û i s  +  a 2 S ^  +  a ^ s ^  (6.25) 
where the a,- are constant coefficients. The cubic curve f i s )  can be expressed as a lin­
ear combination of blending functions 
f i s )  = /(O) + f i l ) b 2  +/'(0) 63 +/'(1) ^ 4 (6.26) 
where b^ = 2s^ - 3^^ + 1 
62 = -2s^ + 3s^ 
= s ^ - 2 s ^  +  s  
b ^  =  s ^ -  s ^  
f i O ) ,/( 1) are the values at the initial and end points respectively. 
/'(O),/'(!) are the first derivatives at the initial and end points respec­
tively. 
For convenience, we use œ for cOj and U  for |(/^167|. Based on the initial design and 
the re-solution at 50% point, we can write 
( û i s )  = Cû(0)^>i + Q)(l)Ô2 + O)'(0)^3 + œ'(l)ft4 (6.27) 
U i s )  =  U i 0 ) b ^  +  U i l ) b 2  +  U ' i 0 ) b ^  +  U ' i l ) b 4  (6.28) 
We can now again plot U i s )  vs. the percent change. Note these calculations call for an 
exact match in coordinate and slope at the initial design and at the 50% change point. 
Figure 6.17 compares the predicted amplitudes based on a cubic curve with the exact 
solutions and indicates an excellent match in the range between initial and 50% change 
design points. This figure extends the prediction of resonant response beyond the range 
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between the initial and 50% change point by linear approximations. We use the same 
scheme to examine the prediction of resonant frequency and plot U (s) vs. co (s) in 
Figure 6.18. It is clear that the curve fit gives a very good prediction both for resonant 
frequency and for the amplitude at resonance across a very large range of design 
change. 
Finally, Figure 6.19 presents the configuration of an improved design with 25% 
change of t^. With this design, finite element results indicate that first mode resonance 
will yield 36.8% less amplitude at the middle of the plate than the original design. 
Table 6.14: First derivatives of the amplitude | [/^167| at resonance with respect to thickness 
a n d  t h e  d i r e c t i o n  o f  s e a r c h  d .  
H  MSC/ 
NASTRAN 
FINITE 
DIFFERENCE 
4 
h  -4.558 -4.560 0.793 
h  -0.987 -1.000 0.172 
h  -0.236 -0.236 0.041 
U  -2.383 -2.385 0.414 
h  -5.751 -5.760 1.000 
h  -2.383 -2.385 0.414 
h  -0.236 -0.236 0.041 
'g -0.987 -1.000 0.172 
h  -4.558 •4.560 0.793 
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Table 6.15: First and second derivatives of resonant frequency tOj) and amplitude 
at resonance with respect to the step size of design change a. 
Items MSG/ NASTRAN 
FINITE 
DIFFERENCE 
X. 7.746E+02 7.746E+02 
dXj 
da 5.649E+03 5.649E+03 
d\ 
d^ 
1.853E+04 1.849E+04 
COi 2.783E+01 2.783E+01 
rfCOj 
da 1.015E+02 1.015E+02 
</\0j 
d^ 
-3.713E+01 -3.795E+01 
|£/,167| 1.835E+00 1.835E+00 
à"-'"! -1.531E+01 -1.531E+01 
1.935E+02 1.977E+02 
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Table 6.16: The predicted and exact resonant frequencies Oj = 2nfi and amplitudes 
[ï/^lô?! at several changes of t^. 
Items Initial 
values 
Change 
normalized 
to a 10% 
change of 
5^ 
Change 
normalized 
to a 25% 
change of 
5^ 
Change 
normalized 
to a 50% 
change of 
5^ 
h 0.250 0.270 0.300 0.349 
h 0.250 0.254 0.261 0.271 
h 0.250 0.251 0.253 0.255 
U 0.250 0.260 0.276 0.302 
h 0.250 0.275 0.313 0.375 
h 0.250 0.260 0.276 0.302 
h 0.250 0.251 0.253 0.255 
h 0.250 0.254 0.261 0.271 
tg 0.250 0.270 0.300 0.349 
f [predicted* 4.833 5.439 6.449 
flpredicted** (^ z) 4.831 5.427 6.402 
flexact (hz) 4.429 4.827 5.401 6.299 
2^ '^^ \vredicted* 1.452 0.878 -0.079 
1.513 1.256 1.433 
1.835 1.506 1.160 0.806 
* indicates using linear approximation. 
** indicates using second order approximation. 
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— — Using linear approximations 
— — — Using second order approximations 
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Step size of design change (%, 
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Figure 6.15: A comparison of the predicted and exact resonant amplitudes \U^\61\ 
across a range of design change. 
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Legend 
• Exact Bolutlons 
0 Using linear approximations 
• -25% A Using second order approximations Initial result 
-1 
50% 
J. 
4 6 
Driving Frequency: fd (hz) 
Figure 6.16: A comparison of the predicted resonant frequencies cOj = 271/^ and 
amplitudes |[/^167| at resonance at various changes of with the exact 
solutions. 
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Exact solutions 
— — — Using ft cubic curvsb«tO% and 50% Changs# 
0 50 
Step size of design change (%] 
100 
Figure 6.17: Using a cubic curve combined linear approximations to predict the ampli­
tude |[/^167| at resonance across a large range of design change â = -50 ~ 
100.0%. 
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Lsgind 
• Exact Solutions 
O Using a cubic curve b«t.O% and 60% changes 
— — — Initial result 
± 
4 6 
Driving Frequency; fd (hz) 
Figure 6,18: A comparison of the predicted resonant frequencies tOj = 2nf^ and 
amplitudes |[/^167| at resonance based on a cubic curve combined linear 
approximations with the exact solutions. 
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Figure 6.19: The configuration of an improved design with 25% change of 
6.3.2 Harmonic load with frequency-dependent magnitude 
Now consider a harmonic load with frequency dependent magnitude, 
2 P  =  (©J ( e ) / ( ù ° )  •  P " ,  a quadratic dependence might result from the rotating imbal­
ance of the machine mounted on the plate. 
Table 6.17 compares the first derivatives of resonant response |C/^167| from 
NASTRAN-based results with the finite difference results and presents the direction of 
search d. Table 6.18 presents first and second derivatives of resonant frequency 
0)^) and amplitude \U^\61\ at resonance in the steepest descent direction. The pre­
dicted results at several values of are indicated in Table 6.19. It is interesting to note 
that the steepest descent direction calls for very little change in resonant frequency. 
This is in contrast with the previous section, which considered a constant-amplitude 
frequency function and which called for changes that increased the resonant frequency. 
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The attempt to avoid increasing resonant frequencies is an apparent consequence of 
increasing the amplitude of the forcing function with forcing frequency. 
Figure 6.20 presents the predicted and exact response amplitudes \U^\61\ across 
a range of design change. This figure indicates that using second order approximations 
gives a good prediction for the amplitude at resonance. Figure 6.21 indicates that the 
predictions of resonant frequencies were not as good. 
We also applied a cubic curve between initial design and 50% design change, 
with linear approximations beyond this range. This yields an excellent prediction for 
the amplitude |[/^167| at resonance, shown in Figure 6.22. Figure 6.23 compares the 
predictions of both resonant frequency and amplitudes at resonance. Figure 6.24 pre­
sents the configuration of an improved design with 25% change of fg. This design 
results in 8.7% reduction of the first mode resonant response of the initial system. 
Several comments of the proposed methods are made in the subsequent sections. 
6.3.3 Using linear sensitivities of resonant response with respect to damper 
elements to guide the locations of viscous dampers 
The last example extends the work in Reference 20, illustrating the use of NZS 
(Nearly Zero Section) dampers to locate the most effective application parts. 
This section presents the concept of using the linear sensitivities of simple scalar 
elements - lumped masses, springs, and dampers - to guide design modification. We 
select viscous damper elements as our example. Now we attached one damper element 
to each node parallel to the direction of displacement t/^167. The procedure is easily 
done using a finite element preprocessor [19]. Figure 6.25: presents the configuration of 
the clamped plate with dampers. Then we compute the sensitivities of |[/^167| with 
respect to each NZS damper element which has the same very small initial damping 
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Table 6.17: First derivatives of resonant amplitudes jf/^lô?! with respect to thickness 
and the direction of search d. 
H MSC/ 
NASTRAN 
FINITE 
DIFFERENCE 
dk 
h 0.488 0.483 -0.244 
h -0.156 -0.156 0.078 
h -0.257 -0.258 0.129 
4 -0.742 -0.744 0.372 
h -1.996 -2.000 1.000 
h -0.742 -0.744 0.372 
-0.257 -0.258 0.129 
^8 -0.156 -0.156 0.078 
tg 0.488 0.483 -0.244 
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Table 6.18: First and second derivatives of resonant frequency (Xj.œp and ampli­
tudes |(/gl67| at resonance with respect to the step size of design change 
a. 
Items MSC/NASTRAN FINITE DIFFERENCE 
X, 7.746E+02 7.746E+02 
do, l.llOE+03 l.llOE+03 
d\ 
da^ 
-1.280E+04 -1.280E+04 
2.783E+01 2.783E+01 
da^ 
da 1.994E+01 1.993E+01 
d\ 
da^ 
-2.441E+02 -2.442E+02 
1.835E+00 1.835E+00 
à".'"! -2.880E+00 -2.880E+00 
1.252E+01 1.216E+01 
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Table 6.19: The predicted and exact resonant frequencies cOj = 27c/j and amplitudes 
with several changes of 
Items Initial 
values 
Change 
normalized 
to a 10% 
change of 
'5 
Change 
normalized 
to a 25% 
change of 
5^ 
Change 
normalized 
to a 50% 
change of 
5^ 
0.250 0.244 0.235 0.219 
h 0.250 0.252 0.255 0.260 
h 0.250 0.253 0.258 0.266 
U 0.250 0.259 0.273 0.296 
h 0.250 0.275 0.313 0.375 
h 0.250 0.259 0.273 0.296 
t-j 0.250 0.253 0.258 0.266 
h 0.250 0.252 0.255 0.260 
h 0.250 0.244 0.235 0.219 
f [predicted* 4.509 4.628 4.826 
hpredicted** (^ z) 4.497 4.552 4.523 
flexacl 4.429 4.497 4.561 4.599 
predicted* 1.763 1.655 1.475 
1.767 1.680 1.573 
1.835 1.767 1.675 1.547 
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Figure 6.20: The predicted and exact amplitudes |[/^167| at resonance across a range 
of design change. 
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Figure 6.21: The predicted and exact resonant frequencies 0)j = and amplitudes 
|f/gl67| at resonance at several changes of fg. 
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Figure 6.22: Using a cubic curve combined linear approximations to predict the reso­
nant response across a large range of design change a=-50.0 100.0%. 
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Legend 
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Figure 6.23: A comparison of the predicted resonant frequencies and 
amplitudes |[/^167| at resonance based on a cubic curve combined linear 
approximations with the exact solutions. 
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; ; ; ; 
Figure 6.24: The configuration of an improved design with 25% change of fg. 
coefficient 0.0005 Note the damping coefficients are very small so that the value of 
I 1 6 7 |  i s  o n l y  s l i g h t l y  d i f f e r e n t  f r o m  t h e  i n i t i a l  v a l u e .  E v e n  t h o u g h  t h e  v a l u e s  o f  t h e s e  s e n s i ­
tivities may not be useful for estimating resonant amplitude under realistic-sized damping, the 
relationship among sensitivities provides guidance for the location of the dampers which will 
efficiently reduce the amplitude |f/^167| 
Figure 6.26 presents the sensitivity contour of |i/zl67| with respect to each 
damper on the node. This figure suggests that installing a damper at the center of the 
plate is most effective, and damping becomes less effective as attachment points move 
away from the center. Figure 6.27 indicates the installment of a damper with coefficient 
0.25 ^ at three different locations by small dots, from middle to the right N167, 
N239 and N311.Figure 6.28 presents a comparison of the amplitude 11/^1671 at reso­
nance with one damper at three different locations. 
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Figure 6.25: The configuration of the clamped plate with viscous dampers. 
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Figure 6.26: The sensitivity contour of |t/zl67| with respect to viscous dampers on 
nodes. 
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Figure 6.27: The configuration of the clamped plate indicates different locations for a 
viscous damper with damping coefficient 0.25 
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Legend 
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— — A viscous damper at N239 
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Figure 6.28: A comparison of resonant response with respect to one damper at differ­
ent locations 
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6.3.4 Computational aspects of design sensitivity analysis of resonant response 
The dissertation used three methods, central difference, direct formulation, and 
modal formulation, to compute first and second derivatives of resonant response. The 
first two examples used closed-form solutions to verify the results from sensitivity 
equations by direct formulation, while the third example used central difference meth­
ods to evaluate the NASTRAN-based results from sensitivity equations by modal for­
mulation. 
Each method requires the solution to the initial system resulting from real eigen­
value analysis (SOL 103 in MSC/NASTRAN) which produces the natural frequencies 
of interest and frequency response analysis (SOL 108 - direct formulation or SOL 111 -
modal formulation in MSC/NASTRAN) with driving frequencies replaced by natural 
frequencies which produce the amplitudes at resonance. 
First, consider linear sensitivity calculations of resonant response with respect to 
multiple design variables. Table 6.20 summarizes the central difference method and the 
direct formulation for computing the first derivatives of resonant response. For each 
design variable e,^, the central difference method requests two solutions (SOL 103) of 
the perturbed eigenproblems for computing the first derivative of an eigenvalue and two 
solutions (SOL 108) of resonant response of the perturbed systems for computing the 
first derivatives of resonant response of the initial system. Note that each solution in 
SOL 103 calls for the assembly of mass and stiffness matrices, while each solution in 
SOL 108 calls for the assembly of mass, damping, stiffness, and forcing matrices. On 
the other hand, sensitivity analysis using direct formulation via a semi-analytical 
approach, combining direct differentiation to the governing equation and central differ­
ence approximations to first derivatives of the structural model, requires assembling 
two more sets of mass, damping, and stiffness matrices of the perturbed systems for 
computing first derivatives of the structural model. Then the first derivatives of reso­
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nant response are followed by vector-matrix multiplications with order O  ( n ^ ) .  Due to 
computer memory limitations, we are not able to implement the direct formulation for a 
large degree of freedom problem, such as example 3, by DMAP solution sequences. 
However, the procedures summarized in Table 6.20 give an insight to the benefit of 
using sensitivity equations by direct formulation when we compare it with the central 
difference method. 
A summary of the central difference method and the modal formulation for sen­
sitivity analysis is addressed in Table 6.21. Note that the modal formulation method 
does not require the first order sensitivities of eigenvectors, which are much more 
numerically demanding than the first order sensitivities of eigenvalues. Thus this 
method provides a very efficient way for computing the first derivatives of resonant 
response. 
In example 3, the modal matrix formed by the first twenty modes is used to cal­
culate the solutions and first derivatives of resonant response. Each solution (SOL 103) 
to produce natural frequency takes 34 seconds and each solution (SOL 111) to produce 
resonant response takes 23 seconds*. Due to the symmetry of this example, only five 
design variables are considered for sensitivity analysis. Therefore, the central differ­
ence method takes about a total of 570 seconds. Applying the modal formulation to 
compute first derivatives of resonant response by DMAP solution sequences takes 
218.5 seconds which includes the read-in of several matrices, such as M(eg + Ae^), 
flf(e^-Aep, Mie"), 0...etc., about 179 seconds but does not include the time for assem­
bling the matrices of the structural model, such as M(eg+Ae*), M(el-Ae^), K(el + Ae^), and 
K(el-Ae^) etc. 
•SGI Indigo R4000: 
1 SO MHZ IP20 Processor 
Two Drivers with a total 3 Gbytes 
Main memory size: 32 Mbytes 
Data cache size: 8 Kbytes. 
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Secondly, consider the higher order sensitivities of resonant response. Ihble 6.22 pre­
sents a summary of the central difference method and the direct formulation for computing 
first and second derivatives of resonant response in the direction of search. Note that the cen­
tral difference method only requires two solutions for natural frequency and two solutions for 
resonant response to compute the first and second derivatives of resonant response. 
To produce second derivatives of the resonant frequency in equation (4.34) 
requires first derivative of the eigenvector of interest in equation (3.11). A modal 
matrix with sufficient modes is required to compute linear sensitivity of the eigenvector 
of interest so that the accuracy of the second derivatives of driving frequency is 
attained. Since the sensitivity calculations of an eigenvector is expensive for a large 
degree of freedom system, using equations (4.34) or (4.64) does not provide an advan­
tage for computing second derivatives of resonant response. Similarly, Table 6.23 pre­
sents a summary of the central difference method and modal formulation for computing 
first and second derivatives of resonant response with respect to the step size of design 
change. Note that while computing second derivatives of resonant response by modal 
formulation doesn't require the sensitivity of an eigenvector, the calculations of the 
second derivative of the driving frequency does require the derivative of an eigenvec­
tor. Again, since eigenvector sensitivities are expensive, sensitivity calculations lose 
their advantage over finite difference calculations for higher order derivatives of reso­
nant response. 
In example 3, to compute the second derivative of resonant response, the central 
difference method requires two solutions from the real eigenvalue analysis and two 
solutions from the frequency response analysis. These calculations take 114 seconds. 
However, using the modal formulation to compute the first and second derivatives of 
resonant response in the direction of search by DMA? with a modal matrix formed by 
the first 20 modes takes 120 seconds which includes 89 seconds for the read-in of 
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matrices. This yields about 7% error compared to central difference results. If we use a 
modal matrix formed by the first 500 modes, the modal formulation takes 677 seconds 
within 2% central difference results. Thus it is clear that using equations (4.34) or 
(4.64) for the calculations of second derivatives of resonant response will be more 
numerically demanding than finite difference calculations. 
Another issue of using finite difference approximations is the uncertainty in the 
choice of the perturbation step sizes which are used to approximate derivatives of the 
structural model for sensitivity calculations of eigenvalues and resonant response and 
which are used to compute derivatives of eigenvalues and resonant response through 
overall central difference. If the step size is too large, truncation errors may occur. On 
the other hand, if the step size is too small, round-off errors may occur. lott, Haftka, and 
Adelmen [21] addressed a discussion of selecting the perturbation step size in the finite 
difference methods. 
In example 3, in the direction of search, we find that using the step size within a 
range with 0.05%'-1.0% change of initial value, = 0.25 in, to approximate first 
derivatives of the structural model for sensitivity calculations of eigenvalues and reso­
nant response produces valid results. However, only using the step size with 0.05% 
change of to approximate the second derivatives of the structural model provides suf­
ficiently accurate second derivatives of eigenvalues and resonant response. For the cen­
tral difference results, valid first derivatives of eigenvalues and resonant response are 
obtained by using the step size in 0.05% ~ 2.5% change of t^. However, the valid sec­
ond derivative of an eigenvalue is obtained by using 0.055% change of and the valid 
second derivatives of resonant response is produced by using 0.5% change of These 
results are shown in sections 6.3.1 and 6.3.2 respectively. 
Some comments may be made here from observing the tables and figures in sec­
tions 6.3.1 and 6.3.2. We observe that, although second order approximations give more 
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accurate predictions for a larger range of design change, the advantage is not decisive. 
The expensive calculation for the second derivatives of resonant response attenuates the 
validity of its application in the design process. 
Using linear sensitivities combined with the appropriate response approximation 
methods is demanding. We recommend using the re-analysis/re-design techniques 
based on linear sensitivities in designing large vibrational systems with multiple design 
variables since the computational cost of linear sensitivities is economical when we 
compare it with the linear sensitivities results from finite difference and the cost of 
higher sensitivity calculations. The redesign techniques based on linear sensitivities, 
such as the steepest descent direction method and the constraint function method, can 
be used to determine a direction of search and to accurately predict a proposed design 
with a fair amount of design change, say 10% up to 20% change. The proposed design 
in each design cycle is verified. This design process will be iterated until a satisfactory 
design is completed. 
A cubic curve fit based on the results and first sensitivities of two design points 
in the direction of search is more convincing about the accuracy of the predictions of 
resonant response across a wide range of design change. This approach is more 
demanding. 
Through the discussion, it is clear that to implement linear sensitivity calcula­
tions of resonant response is relatively easy and economical. By combining the pro­
posed methods, these sensitivities allow the designer to efficiently support the design 
activities of structural or mechanical systems in the frequency domain. 
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Table 6.20: A summary of the central difference method and direct formulation for 
computing the first derivatives of resonant response with respect to 
Central Difference Direct Formulation 
Governing 
Equations 
(SOL 103)^ = 0 (3.1) 
(SOL 108)'» zu = p (4.5) 
= 0 (3.1) 
zv = p (4.5) 
Initial 
solutions 
f = 
1. solve equation (3.1) for XJ. 
2. solve equation (4.5) with driving 
frequency m" for v° at resonance. 
1. solve equation (3.1) for XJ. 
2. solve equation (4.5) with driving 
frequency toj for i/° at resonance and 
store (Z")"'. 
DSA^of 
an eigen­
value 
wrt each 
design 
variable e* 
1. solve equation (3.1) for at 
2. solve equation (3.1) for at 
e* = 4 + ^ ^k' 
1 
* Be* 2Ae* ' Be* 2(0° ' 
1. solve equations (3.4) and (3.5) for 
3%, . Bco, 
=— and 5—. Be* Be* 
DSA of 
resonant 
response 
wrt each 
design 
variable 
1. solve equation (4.5) with driving 
frequency coj_ for u_ at 
e* = 
2. solve equation (4.5) with driving 
frequency for i/ + at 
= 4+^^k' 
^  d V  V  ^  - v _  
Be* 2Ag* ' 
DMAP^ 
1. compute 1^, and ^ by equa­
tions (4.29), (4.30), and (4.31). 
2. solve equation (4.16) for 
1. The superscript " indicates the properties of the initial system. 
2. DSA is the abbreviation of Design Sensitivity Analysis. 
3. SOL 103 (Real eigenvalue analysis) requires the assembly of M and K to solve equation (3.1). 
4. SOL 108 (Direct frequency response) requires the assembly of M, B, K, and P to solve equa­
tion (4.5). 
5. DMAP is the abbreviation of Direct Matrix Abstraction Program in MSC/NASTRAN. 
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Table 6.21: A summary of the central difference method and modal formulation for 
computing the first derivatives of resonant response with respect to 
Central Difference Modal Formulation 
Governing 
Equations 
= 0 (3.1) 
(SOL 111)® z% = = (4.50) 
tK-A,jM](t), = 0 (3.1) 
= (4i'Z4») % = 4»'P (4.50) 
Initial 
solutions 
e = e® 
1. solve equation (3.1) for 
2. solve equation (4.5) with driving 
frequency toj for where 
V" = 
1. solve equation (3.1) for A,?, and 
where 7=1,...»», and store 4)°^,. 
(m=20) 
2. solve equation (4.5) with driving 
frequency toj for and store (z") % 
where £/" = 
DSA of an 
eigenvalue 
wrt each 
design 
variable e* 
1. solve equation (3.1) for and 
i|,y_ , where y=l,...m, and store 4> _ at 
(m=20) 
2. solve equation (3.1) for and 
, where j=\,...m, and store $ + at 
Bf, = +Ae^. (m=20) 
g \+ 1 
' ~ 2Aej ' de,^ 9e* 2toJ ' 
1. solve equations (3.4) and (3.5) for 
3A,, 3to, 
and =— « de^ de^ 
DSA of 
resonant 
response 
wrt each 
design 
variable e* 
1. solve equation (4.50) with driving 
frequency for % _ at e* = c*-Ac^ 
and U _ = . 
2. solve equation (4.50) with driving 
frequency tOj^ for % ^ at e* = e^+Ae^ 
and £/ + = 4> ^ ^ . 
^  a u  u ^ - u _  
Be^ 2Ae* ' 
DMA? 
1. compute and by equa­
tions (4.29), (4.30), and (4.31). 
2. solve equation equations (4.58) 
and (4.59) for q^. 
6. SOL 111 (Modal frequency response) requires the assembly of M and A!' to solve C> and then 
needs the assembly of B and P to solve equation (4.55). 
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Table 6.22: A summary of the central difference method and direct formulation for 
computing the first and second derivatives of resonant response with 
respect to the step size of design change a. 
Central Difference Direct Formulation 
Governing 
Equations 
= 0 (3.1) 
zu = p (4.5) 
= 0 (3.1) 
zu = p (4.5) 
Initial 
solutions 
e = e' + ad 
where 
a = 0.0 
1. solve equation (3.1) for 
2. solve equation (4.5) with driving 
frequency toj for v° at resonance. 
1. solve equation (3.1) for and 
where store 4»° ^ j. 
2. solve equation (4.5) with driving 
frequency co^ for v° at resonance and 
store (Z")"'. 
DS A of an 
eigenvalue 
wrt the step 
size of 
design 
change a 
1. solve equation (3.1) for at 
e  =  e " - a d .  
2. solve equation (3.1) for at 
e  =  e ^  +  a d .  
-J \+ ''^1 1 
«fa 2a ' d a  d a  2cof 
and solve da^ 
d^a, 
equation (3.19) for —-. 
da^ 
DMAP 
1. compute and A by 
equations (4.39), (4.41), (4.42), and 
(4.44). 
2. solve equations (3.15), (3.18) 
(3.11) for J-", 55', 35'and equations 
(3.17). (3.19) for 
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Central Difference Direct Formulation 
DSAof 
resonant 
response 
wrt the step 
size of 
design 
change a 
1. solve equation (4.5) with driving 
frequency coj_ for u_ at 
e = e" -a- d. 
2. solve equation (4.5) with driving 
frequency coj^ for u at 
e  =  e "  +  a - d .  
^ dU V ^ -V _ 
da 2h ' 
d H j  V  ^  - i V + v  _  
*• 
DMAP 
1. compute ^ and ^ by equations 
(4.40) and (4.43). 
2. solve equation (4.33) for 
.2,, 
3. solve equation (4.34) for 
da/-
I l l  
Table 6.23: A summary of the central difference method and modal formulation for 
computing the first and second derivatives of resonant response with 
respect to the step size of design change a. 
Central Difference Modal Formulation 
Governing 
Equations 
= 0 (3.1) 
= (4.50) 
= 0 (3.1) 
= (4»'Z4») % = 4»'P (4.50) 
Initial 
solutions 
1. solve equation (3.1) for X? and «t»?, 
where y=l,...m, store 0°. (m=20) 
2. solve equation (4.50) with driving 
frequency coj for where 
v" = 
1. solve equation (3.1) for Xj", to®, and 
where y=l,....7M. (m=500) 
2. solve equation (4.50) with driving 
frequency coj for and store (z") % 
where v° = 
DSA of an 
eigenvalue 
wrt the step 
size of 
design 
change a 
1. solve equation (3.1) for \j_ and 
, where ;=l,...,m, and store 4» _ 
dX e = e°-h,-d. (m=20) 
2. solve equation (3.1) for and 
(1)^.^ , where y=l,...,w, and store 4» + 
dX e = e' + a d. (m=20) 
d a  2 a  ' d a  d a  2 a ° '  
4_A j 
da^ o? 
d\i, (3.19) for—'. 
DMAP 
1. compute and A by 
equations (4.39), (4.41), (4.42), and 
(4.44). 
2. solve equations (3.15), (3.18) 
d\. dm. d^. (3.11) for , — and equations 
d\ d\ (3.17), (3.19) for 
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Central Difference Modal Formulation 
DSA of 
resonant 
response 
wrt the step 
size of 
design 
change a 
1. solve equation (4.50) with driving 
frequency co,, for ^ _ at 
e* = ej-and U _ = 0 _ - ^  _ 
2. solve equation (4.50) with driving 
frequency toj^ for % ^ at 
6)^ = e\+Acj and u ^ ® ^ • 
^  d V  _ v  ^  - V _  
da 2Ô 
V ^  -2V° + V _ 
DMAP 
1. compute ^ and ^ by equations 
(4.40) and (4.43). 
2. solve equation (4.61) for and 
solve equation (4.64) for Ç. 
1 «*1 , \ 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
Both of the resonant frequencies and amplitudes at resonance of a vibrational 
system with harmonic excitations are identified as functions of design variables. Based 
on the features, we recognize that the variation of resonant frequency is significant in 
deriving the sensitivity derivatives of steady state resonant response. Several methods 
including direct and modal formulations are developed through a semi-analytical 
approach: direct differentiation of the governing equation and using finite difference to 
approximate the derivatives of the structural model. The derivations include the calcu­
lations of linear sensitivities with respect to multiple design variables and nonlinear 
sensitivities with respect to one design variable. In modal formulation, a technique is 
addressed to produce linear sensitivities without calculating first derivatives of eigen­
vectors. This feature provide an efficient way to compute the linear sensitivities of res­
onant response. 
This dissertation also proposed two procedures based on linear sensitivities to 
interactively determine the direction of search. The direction of search converts a mul-
tiple-design-variable space to a one-design-variable space and facilitates the designers 
to predict the resonant frequencies and amplitudes at resonance for a fair amount of 
design change. In addition, the direction of search also allows the designers to imple­
ment higher order sensitivity calculations for applying higher order power series 
approximations and/or to compute the result and first derivatives at another design 
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point for applying a cubic curve fit in the prediction of resonant amplitudes across a 
large range of design change. The proposed methods have been successfully applied to 
several examples. The applications of the proposed methods to the real world design 
problems of vibrational systems are more demanding. 
An immediate extension of this work is to perform shape or size sensitivity cal­
culations in shape optimization. The formulations developed here are not only for siz­
ing design variables but also for shape design variables. However, a challenge emerges 
in shape optimization when sensitivity calculations involve a huge amount of grid 
movements. The sensitivity calculations of resonant response become extremely inten­
sive. Therefore, A technique that links grid movements with a few design variables 
which can properly represent the shape change of an object is needed. Finally, the ulti­
mate objective is to blend these sensitivities into a graphics-based interface which will 
facilitate better participation of the designer in the optimization process. 
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