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Abstract
We present some fixed point results in Banach algebras based on the so called
degree of nondensifiability φd. It is shown that φd is an alternative method to
measures of noncompactnes to obtain fixed point result. As an application of
the usefulness of φd it is proved the existence of solution for some quadratic
integral equations.
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1. Introduction
Quadratic integral equations are used to model many problems arising in
diverse fields of applied science and engineering, as we can see for instance in
[1, 2, 3] and references therein. In an abstract form, such equations can be
written as
x = A(x)B(x) + C(x), x ∈ Ω, (1.1)
where A(x), B(x), C(x) are continuous mappings (below it will be specified) on
a closed convex set Ω of a Banach algebra. To solve (1.1) it is usually needed
to apply fixed-point results in Banach spaces. These results are based on the
so-called measure of noncompactness (briefly MNC), see ([4, 5, 6, 7, 8, 9, 10,5
11, 12]).
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To set the notation, (X, ‖·‖) will denote a Banach space, BX the closed unit
ball and BX the class of non-empty and bounded sets of X. Likewise, given
S ⊂ X, S̄ and Conv(S) will represent the closure and the convex hull of S,
respectively. As usually, I := [0, 1] and R+ := [0,+∞).10
Since the definition of MNC may slightly vary according to the author (see,
for instance, [13, 14]), here we adopt that of it was given in [15]:
Definition 1.1. A mapping μ : BX −→ R+ is said to be a MNC if it satisfies
the following properties:
(i) Regularity: μ(S) = 0 if, and only if, S is a precompact set.15
(ii) Invariant under closure: μ(S) = μ(S), for all S ∈ BX .
(iii) Monotony: μ(S1 ∪ S2) = max{μ(S1), μ(S2)}, for all S1, S2 ∈ BX .
(iv) Semi-homogeneity: μ(λS) = |λ|μ(S), for all λ ∈ R and S ∈ BX .
(v) Invariant under translations: μ(x+S) = μ(S), for all x ∈ X and S ∈ BX .
A widely studied MNC is that of Hausdorff, denoted by χ (see, for instance,
[13, 14]) and defined as
χ(S) := inf
{
ε > 0 : S can be covered by finitely many balls with radii ≤ ε},
for every S ∈ BX . For instance, if X has infinite dimension, then χ(BX) =20
1. Moreover, χ is invariant under the passage to the convex hull, that is,
χ(Conv(B)) = χ(B) for any B ∈ BX .
Remark 1.1. In others papers (for instance [4]), monotony condition is given
by
(iii)′ μ(S1) ≤ μ(S2), for all S1, S2 ∈ BX with S1 ⊂ S2.
However, (iii)′ has been substituted by (iii) which is more restrictive than (iii)′
since (iii) ⇒ (iii)′. It is immediate that regularity condition, (i) in Definition
1.1, does not hold for MNC satisfying (iii)′ instead of (iii). Indeed, μ(S) :=25
Diam(S) proves this fact since precompactness of S does not implies necessarily
μ(S) = 0. Note that Hausdorff MNC χ satisfies condition (iii) so (iii)′.
In many works (see, for instance, [8, 11]), a key fact in the proof of fixed
point results is, under suitable conditions, to start proving the existence and
continuity of a mapping T := (I−CA )
−1 defined on B(Ω), I being the identity,30
A, C given in (1.1), and applying then to T the celebrated Darbo fixed point
theorem (see, for instance, [14, Theorem 5.4, p. 40]). It is relevant to point out
that a generalization of the Lipschitzian mappings, namely, the D-Lipschitzian
mappings (see Definition 3.1), are frequently used to prove the existence of T
(see [8] and references therein).35
Note that in Darbo fixed point theorem MNCs need not satisfy monotony
property (iii). It is enough to suppose property (iii)′. Indeed, as we have indi-
cated in Remark 1.1 by defining μ(S) := Diam(S), Darbo fixed point theorem
follows.
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In this paper we present some new fixed point results that are not based on40
MNCs. Our main tool is the so-called degree of nondensifiability (briefly, DND)
based on α-dense curves (a generalization of the space-filling curves). Both
concepts are explained in detail in Section 2. In [16] the DND has been applied
to prove the existence of solutions of certain integral equations of fractional
order. To attain our goal, we will first prove, using the DND, a fixed point45
result that works out under more general conditions than Darbo fixed point
theorem and its known generalizations.
Following the above research line, we have introduced in Section 3.1 a new
class of mappings, larger than those of D-Lipschitzian. Furthermore, in Section
3.2 we have proved a fixed point result in Banach algebras without using Darbo50
fixed point theorem for χ. As we will show in several examples, the hypothesis
of Darbo fixed point theorem and its generalizations are not fulfilled.
The usefulness of our results are evidenced in Section 4 where we have
demonstrated the existence of solutions for certain quadratic integral equations.
We have also prove that the sufficient conditions of Proposition 4.1 are more55
general than others required in some of the above cited works.
2. The degree of nondensifiability
Let (E, d) be a metric space and BE the class of non-empty and bounded
subsets of E. In 1997 the concept of α-dense curve was introduced by Mora and
Cherruault [17]:60
Definition 2.1. Let α ≥ 0 and D ∈ BE. A continuous mapping γ : I −→ (E, d)
is said to be an α-dense curve in D if it satisfies the two conditions:
(i) γ(I) ⊂ D.
(ii) For any x ∈ D, there is y ∈ γ(I) such that d(x, y) ≤ α.
Note that, given D ∈ BE , there is an α-dense curve in D for any α ≥65
Diam(D), the diameter of D. Indeed, fixed a point x0 ∈ D, the mapping
γ(t) := x0 for all t ∈ I is an α-dense curve in D provided that α ≥ Diam(D).
If D is a connected, compact and locally connected set, by Hahn-Mazurkiewicz
theorem (see [18]), there exists a continuous mapping γ such that γ(I) = D and
then γ is called a space-filling curve. Since γ obviously satisfies the conditions70
of Definition 2.1 for α = 0, in particular, γ is an α-dense curve in D. Therefore
the α-dense curves generalize the space-filling curves.
The α-dense curves generate a class of sets in (E, d) called densifiable sets.
Definition 2.2. A set D ∈ BE is said to be densifiable if for every α > 0 there
is an α-dense curve in D.75
The class of densifiable sets is strictly between the class of Peano Continua
(the sets that are a continuous image of I) and the class of connected and
precompact sets (see [19]). For a detailed exposition of the above concepts, see
[17, 19, 20, 21] and references therein.
The notion of DND is obtained from the above concept of α-dense curve.80
3
Definition 2.3. The degree of nondensifiability (DND) is the mapping φd :
BE −→ R+ defined as
φd(D) := inf{α ≥ 0 : Γα,D = ∅}, D ∈ BE ,
Γα,D being the class of α-dense curves in D.
As we have pointed out above, Γα,D = ∅ for any α ≥ Diam(D), so φd is
well defined. In accord with the dimension of X, we have φd(BX) = 0 (see
Proposition 2.1 below) if X is finite dimensional, and φd(BX) = 1 if X has
infinite dimension (see [21]).85
Example 2.1. Let L1 be the Banach space of absolute value Lebesgue integrable










one has φd(D) = 2 (see [15]). Therefore the inequality
1 = φd(BL1) = φd(BL1 ∪D) < max{φd(D), φd(BL1)} = 2,
means that the DND φd is not a MNC because the monotony condition of Defi-
nition 1.1 is not satisfied.
From now on, we will assume that (X, ‖ · ‖) is a Banach algebra satisfying
the condition ‖xy‖ ≤ ‖x‖‖y‖ for all x, y ∈ X.
In spite of φd is not a MNC, it has properties very close to it.90
Proposition 2.1. The DND satisfies the following properties:
(1) Regularity on the subfamily Ba,X ⊂ BX of arc-connected sets: φd(S) = 0
if and only if S is a precompact set, for each S ∈ Ba,X .
(2) Invariant under closure: φd(S) = φd(S̄), for each S ∈ BX .
(3) Semi-homogeneity: φd(λS) = |λ|φd(S), for each λ ∈ R and S ∈ BX .95
(4) Invariant under translations: φd(x + S) = φd(S), for each x ∈ X and
S ∈ BX .
(5) φd(Conv(S1)) ≤ φd(S1) and
φd(Conv(S1 ∪ S2)) ≤ max{φd(Conv(S1)), φd(Conv(S2))},
for each S1, S2 ∈ BX .
(6) φd(S1 + S2) ≤ φd(S1) + φd(S2), for each S1, S2 ∈ BX .
(7) φd(S1S2) ≤ φd(S1)‖S2‖+φd(S2)‖S1‖+φd(S1)φd(S2), for each S1, S2 ∈ BX ,100
where ‖Si‖ := sup{‖x‖ : x ∈ Si}, for i = 1, 2.
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Proof. We only prove (6) and (7) (for a proof of (1)-(5) see [15]). Consider αi-
dense curves in Si, γi : I −→ X with αi > φd(Si), i = 1, 2 and let τ : I −→ I2,
τ(t) := (τ1(t), τ2(t)), t ∈ I, a space-filling curve in I2 (see [18]). Then given
xi ∈ Si there are ti ∈ I such that
‖xi − γi(ti)‖ ≤ αi, i = 1, 2.
Now by defining γ̃(t) := γ1(τ1(t)) + γ2(τ2(t)), the above inequalities imply that
γ̃ is an (α1 + α2)-dense curve in S1 + S2. Thus, in view of the arbitrariness
of αi > φd(Si), for i = 1, 2, we conclude that φd(S1 + S2) ≤ φd(S1) + φd(S2),
which proves (6).105
To demonstrate (7), first, let us note that the condition (ii) of Definition 2.1
is equivalent to say
Si ⊂ γi(I) + αiBX , for i = 1, 2 (2.1)
Therefore given z := x1x2 ∈ S1S2 with xi ∈ Si, i = 1, 2, from (2.1) we can
express z = (y1 + α1u1)(y2 + α2u2) for some yi ∈ γi(I) and ui ∈ BX , i = 1, 2.
By a simple verification we then deduce
‖z − y1y2‖ ≤ α1‖y2‖+ α2‖y1‖+ α1α2. (2.2)
Now, define ω : I −→ X as ω(t) := γ1(τ1(t))γ2(τ2(t)), t ∈ I. Clearly,
ω is continuous and ω(I) ⊂ S1S2. By taking ti ∈ I such that γi(τi(ti)) =
yi, i = 1, 2, from (2.2) we deduce that ω is an α-dense curve in S1S2 for
α := α1‖S2‖ + α2‖S1‖ + α1α2. Therefore φd(S1S2) ≤ α. Finally, noticing the
arbitrariness of αi > φd(Bi), for i = 1, 2, the property (7) follows.110
Note that the properties (2)-(4) and (6) of the above result remain true if
we replace the DND φd by the Hausdorff MNC χ (see, for instance, [14] and
also [8, Lemma 2.4]).
In the subclass Ba,X of arc-connected sets of BX , we have the following115
inequalities (see [15, Theorem 2.5]):
Proposition 2.2. The inequalities
χ(S) ≤ φd(S) ≤ 2χ(S), S ∈ Ba,X ,
are the best possible in infinite dimensional Banach spaces.
Now, we focus in the particular case of the sets of the form
{A(x)B(x) + C(x) : x ∈ Ω},
where A, B, C : Ω −→ X are continuous, X is a Banach algebra of functions
and Ω is a convex set of BX . Assume A(Ω), B(Ω), C(Ω) ∈ BX . Under these
conditions, the properties (6) and (7) of Proposition 2.1 remain true for a MNC
μ. In particular, from the properties of the Hausdorff MNC χ and the condition
5
μ(B1) ≤ μ(B2), for B1 ⊂ B2 ⊂ Ω (equivalent to condition (iii) of Definition
1.1), we infer
χ({A(x)B(x) + C(x) : x ∈ Ω}) ≤ χ(A(Ω)B(Ω) + C(Ω)) ≤
≤ χ(A(Ω))‖B‖+ χ(B(Ω))‖A‖+ χ(A(Ω))χ(B(Ω)) + χ(C(Ω)).
(2.3)
Since φd has not the monotony property (see Example 2.1), the inequality
(2.3) may not be satisfied by φd. However, in view of (2.3) and Proposition 2.2,
the DND fulfills:
φd({A(x)B(x) + C(x) : x ∈ Ω}) ≤
≤ 2[φd(A(Ω))‖B‖+ φd(B(Ω))‖A‖+ φd(A(Ω))φd(B(Ω)) + φd(C(Ω))].
(2.4)
We will use this inequality later.
3. Main results
For clarity, we divide this section in two subsections. In the first one we120
define the key concepts and in the second we prove the fixed points results that
will be applied in the analysis of certain quadratic integral equations in Section
4.
3.1. Preliminary definitions and results
To setting the notation, let
D := {h : R+ −→ R+ : h is continuous nondecreasing and h(0) = 0}.
The following concepts, due to Dhage [22], are crucial for our goal.125
Definition 3.1. A mapping T : Ω ⊆ X −→ X is said to be D-Lipschitzian if
there is h ∈ D such that ‖T (x) − T (y)‖ ≤ h(‖x − y‖) for each x, y ∈ Ω. The
function h is then called a D-function of T . If, in addition, h satisfies h(r) < r
for all r > 0, then T is called a D-nonlinear contraction with a contraction
function h.130
Remark 3.1. Every Lipschitzian mapping is a D-Lipschitzian mapping, but the
converse is not true in general. Indeed, we can take the mapping T : R −→ R
defined as T (x) :=
√|x| which is not Lipschitzian but it is D-Lipschitzian with
h(r) :=
√
r as D-function; see [8, Remark 2.1].
In [8, Lemma 2.1] it is shown that if T : X −→ X is a D-Lipschitzian
mapping with a D-function h, and T (S) ∈ BX for each S ∈ BX , then
χ(T (S)) ≤ h(χ(S)), for all S ∈ BX . (3.1)
In the next result we prove that the above property is also true for φd, even135
if T is defined on a subset of X.
6
Proposition 3.1. Let Ω ⊆ X non-empty and T : Ω −→ X be a D-Lipschitzian
mapping with a D-function h such that T (Ω) ∈ BX . Then
φd(T (S)) ≤ h(φd(S)),
for each S ⊂ Ω non-empty and bounded.
Proof. Given a non-empty and bounded set S ⊂ Ω and α > φd(S), let γ be an
α-dense curve in S. Then, given x ∈ S there is t ∈ I such that
‖x− γ(t)‖ ≤ α. (3.2)
Clearly, the mapping T ◦ γ : I −→ X is continuous and T (γ(I)) ⊂ T (S).
Given y ∈ T (S), so y := T (x) for some x ∈ S, noticing (3.2) and the properties
of T there is t ∈ I such that
‖y − T (γ(t))‖ ≤ h(‖x− γ(t)‖) ≤ h(α),
which means that φd(T (S)) ≤ h(α). Now, by tending α → φd(S), the proposi-
tion follows from the above inequality and the continuity of h.
It is important to stress that there are spaces for which, on certain Ω ∈ BX ,140
it may be defined an isometry T : Ω −→ Ω such that T is a D-Lipschitzian
mapping with a D-function h equal to the identity in such a way that (3.1) fails
(see [23]).
By virtue of (3.1) and Proposition 2.2, noticing h is nondecreasing, the next
result follows immediately for the Hausdorff MNC χ.145
Corollary 3.1. Let Ω ⊆ X non-empty and T : Ω −→ X be a D-Lipschitzian
mapping with a D-function h such that T (Ω) ∈ BX . Then
χ(T (S)) ≤ h(2χ(S)),
for each S ⊂ Ω non-empty and bounded.
Remark 3.2. The above inequality is achieved, see [23].
In view of the above results, it is convenient to introduce the following classes
of mappings.
Definition 3.2. Let Ω ∈ BX convex and T : Ω −→ X a mapping such that
T (Ω) ∈ BX . We will say that T is (φd,D)-Lipschitzian with a D-function h if
for each non-empty and convex set S ⊂ Ω,
φd(T (S)) ≤ h(φd(S)).
If this inequality holds for a contraction function h ∈ D and each non-empty150
and convex set S ⊂ Ω with φd(S) > 0, then T is said to be a (φd,D)-nonlinear
contraction with a contraction function h ∈ D.
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Let us note that the class of (φd,D)-nonlinear contractions is larger than
the D-nonlinear contractions one. For instance, a compact mapping (see, for
instance, [14, Definition 2.5, p. 13]), in view of Proposition 2.1, is a (φd,D)-155
nonlinear contraction for any contraction function h ∈ D. Of course, a compact
mapping is not necessarily a D-nonlinear contraction. The same can be stated
for the class of (φd,D)-Lipschitzian and D-Lipschitzian mappings. A less trivial
example is the following:
Example 3.1. Let (
2, ‖ · ‖2) be the Banach space of the real sequences with
‖x‖2 := (
∑
n≥1 |xn|2)1/2 < +∞, for x := (x1, x2, . . . , xn, . . .). Fixed 0 < β <
1/2, on the closed unit ball B2 we define T : B2 −→ B2 as
T (x) := (
√
1− ‖x‖2, βx1, βx2, . . . , βxn, . . .), x ∈ B2 .
Then, if ‖x‖2 = 1 we have ‖T (x)− T (θ)‖2 =
√
1 + β2 > 1 = ‖x− θ‖2, θ being160
the null vector of 
2. Therefore T can not be a k-contraction for any 0 ≤ k < 1.
Given a non-empty and convex set S ⊂ B2 , it can be shown (see [14, Ex-
ample 7, p. 41]) that χ(T (S)) ≤ βχ(S) and therefore, noticing Proposition
2.2,
φd(T (S)) ≤ 2βχ(S) ≤ 2βφd(S).
Consequently T is a (φd,D)-nonlinear contraction with a contraction function
h(r) := 2βr.
3.2. Fixed points of (φd,D)-Lipschitzian mappings
The next result is decisive for our goal:165
Theorem 3.1. Let Ω ∈ BX be a closed and convex set, and T : Ω −→ Ω a
(φd,D)-nonlinear contraction with a contraction function h ∈ D. Then T has
some fixed point.
Proof. Fixed x0 ∈ Ω we define the class
C :=
{
S ⊂ Ω : S is non-empty closed convex, x0 ∈ S, T (S) ⊂ S
}
.




S, G := Conv
(
T (F ) ∪ {x0}
)
.
Since x0 ∈ F , we have F = ∅. Note that x0 ∈ S and T (F ) ⊂ F , so G ⊂ F
and then T (G) ⊂ T (F ) ⊂ G. That is, G ∈ C, and consequently F ⊂ G. Then170
it follows that F = G.
Now we claim that F is precompact. Otherwise, since F is convex, so arc-
connected, by Proposition 2.1 we have φd(F ) > 0 and then again by Proposition
8
2.1 and using Definitions 3.1 and 3.2, we infer
φd(F ) = φd
(








φd(Conv(T (F ))), φd({x0})
}
= φd(Conv(T (F ))) ≤ φd(T (F ))
≤ h(φd(F )) < φd(F ),
which is a contradiction. Therefore F is precompact as claimed. Since F is
closed and convex, F is a convex compact subset of X and then by Schauder
fixed point theorem, T has a fixed point.
175
Let us note that for the particular case that h(r) := kr, for some 0 ≤ k < 1,
the above result becomes into the celebrated Darbo fixed point (see, for instance,
[14]) replacing the DND φd by a MNC invariant under convex hull. Nevertheless,
even under these conditions, the above result and Darbo fixed point theorem are
essentially different. We evidence the difference between Darbo fixed theorem180
and Theorem 3.1 by means of the next example due to Akhmerov et al [13].
Example 3.2. Consider the Banach space C(I) of the continuous functions
defined on I, endowed the usual supremum norm ‖·‖∞, and let (pn)n≥1, (qn)n≥1,
(rn)n≥1 and (sn)n≥1 be sequences in I such that 0 < sn+1 < pn < qn < rn <
sn → 0. For each integer n ≥ 1, define
fn(t) :=
{ −1, for t = rn, sn, 1




−1, for t = rn
0, for t = 0, pn, sn, 1
1, for t = qn
and extend fn and gn, by linear interpolation, to the whole interval I. Then,
for each integers n = m, we have
‖fn − fm‖∞ = 2, ‖gn − fm‖∞ = 2, ‖gn − gm‖∞ = 1. (3.3)
Now, let C := Conv{θ, f1, g1, f2, g2, . . .}, where θ is the identically null func-
tion, and T : C −→ C defined as
T (θ) = θ, T (fn) = g2n−1, T (gn) = g2n,
T (λ1h1 + . . .+ λnhn) = λ1T (h1) + . . .+ λnT (hn),
where λi ≥ 0 with
∑n
i=1 λi = 1, and h1, . . . , hn ∈ {f1, g1, f2, g2, . . .}. It is not
difficult to check that T is well defined and, by (3.3), it satisfies
‖T (f)− T (g)‖∞ = 1
2
‖f − g‖∞, for all f , g ∈ C. (3.4)
Then there is a unique extension of T , noted in the same way, T : C −→
C, that satisfies (3.4). Therefore T is a (φd,D)-nonlinear contraction with a
contraction function h(r) := r/2.
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However one has (see [13, Remark 1.5.3, p. 22])
χ
({f1, f2, . . .}) = 1 = χ(T ({f1, f2, . . .})),
and then Darbo fixed point theorem (for the Hausdorff MNC χ) can not be185
applied here.
The celebrated paper of Krasnosel’skĭı [24] states that if Ω ∈ BX is closed
and convex, A,C : Ω −→ X continuous and the conditions:
(1) A(x) + C(x) ∈ Ω, for each x ∈ Ω.
(2) A is a k-contraction, for some k ∈ [0, 1), i.e. ‖A(x)−A(x)‖ ≤ k‖x− y‖ for190
all x, y ∈ Ω.
(3) C is compact.
hold, then the equation A(x) + C(x) = x, x ∈ Ω, has solution.
In our context, an analogous to the result of Krasnosel’skĭı is the following:
Corollary 3.2. Let Ω ∈ BX be a closed and convex set and A,C : Ω −→ X195
continuous. Assume the conditions:
(1) A(x) + C(x) ∈ Ω, for each x ∈ Ω.
(2) A is (φd,D)-Lipschitzian with a D-function hA.
(3) C is compact.
In addition, suppose that
2hA(φd(S)) < φd(S), (3.5)
for each non-empty and convex set S ⊂ Ω with φd(S) > 0. Then, the equation200
A(x) + C(x) = x has a solution for some x ∈ Ω.
Proof. The mapping T := A + C is continuous and, by condition (1), satisfies
T (Ω) ⊂ Ω. Let S ⊂ Ω be a non-empty and convex set with φd(S) > 0. By
virtue of Proposition 2.2 and in view of conditions (2) and (3) of the statement,
we have
φd(T (S)) ≤ 2(χ(A(S)) + χ(C(S))) = 2χ(A(S)) ≤ 2φd(A(S)) ≤ 2hA(φd(S)).
Thus, noticing (3.5), T is a (φd,D)-nonlinear contraction and then the corollary
follows by Theorem 3.1.
By Definition 3.2, a k-contraction T : Ω −→ X, for some 0 ≤ k < 1, is a205
(φd,D)-nonlinear contraction with a contraction function h(r) := kr. However,
the condition h(r) < r/2 required in (3.5), for all r ∈ (0,Diam(Ω)], a priori
may not be necessarily satisfied. Therefore to find an application of Corollary
3.2 where Krasnosel’skĭı result does not work, we need to find a mapping that
is not a k-contraction satisfying the inequality of such corollary. The following210
example illustrates this fact.
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Example 3.3. In X := C(I) we define the set
Ω :=
{
x ∈ X : 0 ≤ x(t) ≤ 1, for each t ∈ I},
which is clearly closed, and convex but not compact. Also, Diam(Ω) = 1 and
then 0 ≤ φd(S) ≤ 1 for every non-empty and convex set S ⊂ Ω.
Define the “sawtooth” periodic function ξ : R −→ R as
ξ(t) :=
{ |t|, for t ∈ [−1, 1]
ξ(t+ 2), otherwise
,
and the function h(t) :=
∑
k≥1 2
−kξ(2kt), for each t ∈ I. As h is nowhere differ-
entiable (see, [25, Chap. V]), by Rademacher’s theorem (see, for instance, [26,215
§3.1.6, p. 216]) h is not Lipschitzian. However, h has the following property:
|h(t)− h(t′)| ≤ α whenever |t− t′| ≤ α, for each α > 0.






, C(x)(t) := (1− β)x0(t),
for each x ∈ Ω and t ∈ I.
Then, C is compact but A is not Lipschitzian and, in particular, is not a
k-contraction for any k ∈ [0, 1). Therefore the above exposed Krasnosel’skĭı220
result can not be applied here. But, from the above considerations, A is a
(φd,D)-nonlinear contraction with a contraction function hA(r) := βr, and so
hA(φd(S)) ≤ βφd(S) < φd(S)/2 for each non-empty and convex set S ⊂ Ω with
φd(S) > 0.
On the other hand, we have the following fixed point result in Banach alge-225
bras.
Theorem 3.2. Let Ω ∈ BX be a closed and convex set and A,B,C : Ω −→ X
continuous. Assume the conditions:
(1) A(x)B(x) + C(x) ∈ Ω, for each x ∈ Ω.
(2) A, C are (φd,D)-Lipschitzian with D-functions hA and hC , respectively.230
(3) B is compact.
In addition, suppose that
2
[‖B‖hA(φd(S)) + hC(φd(S))] < φd(S), (3.6)
for each non-empty and convex set S ⊂ Ω with φd(S) > 0. Then, the equation
A(x)B(x) + C(x) = x has some solution x ∈ Ω.
Proof. First, by the compactness of B, ‖B‖ is well defined. Now, define T :
Ω −→ X as T (x) := A(x)B(x) + C(x), for each x ∈ Ω. Clearly T is continuous
and T (Ω) ⊂ Ω, from the condition (1). Bearing in mind the inequality (2.4),
given a non-empty and convex set S ⊂ Ω with φd(S) > 0, we have
φd(T (S)) ≤ 2
[





Now, as φd(B(S)) = 0, from (1) of Proposition 2.1, and by condition (2) of
the statement φd(Z(S)) ≤ hZ(φd(S)) for Z := A, C, in view of (3.7) we have
φd(T (S)) ≤ 2
[‖B‖hA(φd(S)) + hC(φd(S))].
From (3.6), h̃ := 2[‖B‖hA + hC ] ∈ D is clearly a nonlinear contraction, so T
is a (φd,D)-nonlinear contraction. The result follows then by Theorem 3.1.235
Before continuing, some comments are needed.
(I) The mappings A and C are (φd,D)-Lipschitzian instead D-Lipschitzian as
required in most works cited in Section 1. As we have shown in Section
3.1, this condition is more general than the D-Lipschitzian condition.240
Furthermore, note that we do not need to prove the existence of the
inverse of any mapping.
(II) The class of (φd,D)-nonlinear contractions is larger than others classes of
mappings used in certain generalizations of Darbo fixed point theorem.
For instance, in [4, Theorem 3] (see also Remark 1.1), if T : Ω −→ Ω is
continuous, with Ω ∈ BX convex and closed, the following condition is
required
μ(T (S)) ≤ ψ(μ(S)),
for each non-empty S ⊂ Ω, where ψ is a nondecreasing function such that
limn ψ
n(r) = 0 for each r ≥ 0, where the exponent means composition. As
one can easily check, under those conditions, ψ ∈ D and it is a nonlinear245
contraction.
(III) Surely, a result similar to Theorem 3.2 for the Hausdorff MNC χ can be
proved. But, in view of Corollary 3.1, the inequality (3.6) of the above
theorem must be of the form
‖B‖hA(2χ(S)) + hC(2χ(S)) < χ(S),
for each non-empty S ⊂ Ω with χ(S) > 0. Of course, in general, the
above inequality is more difficult to check than (3.6).
(IV) Note if we take the “inner” (also called “relative”) Hausdorff MNC χi,
see [13, 23], defined as
χi(S) := inf
{
ε > 0 : S can be covered by finitely many balls
with centers in S and radii ≤ ε} for all S ∈ BX ,
instead the DND φd in Examples 3.1, 3.2 and 3.3, the obtained results
remain true. However, χi is not a MNC (see [13, p. 12]). Also, the DND
φd and χi are essentially different mappings. Indeed, for
S :=
{
(x, sin(1/x)), x ∈ [−1, 0) ∪ (0, 1]} ∪ {[0, y] : y ∈ [−1, 1]} ⊂ R2
we find that χi(S) = 0 < 1 = φd(S). See also Example 3.4 below.
12
A special case of Theorem 3.2 is when C is a compact mapping. Indeed, as250
φd(C(S)) = 0 for each non-empty and convex S ⊂ Ω, the inequality (3.6) can
be replaced by 2‖B‖hA(φd(S)) < φd(S) whenever φd(S) > 0. Formally:
Corollary 3.3. Let Ω ∈ BX be closed and convex and A,B,C : Ω −→ X
continuous. Assume the conditions:
(1) A(x)B(x) + C(x) ∈ Ω for each x ∈ Ω.255
(2) A is (φd,D)-Lipschitzian with a D-function hA.
(3) B and C are compact.
In addition, assume that
2‖B‖hA(φd(S)) < φd(S),
for each non-empty and convex set S ⊂ Ω with φd(S) > 0. Then the equation
A(x)B(x) + C(x) = x has some solution x ∈ Ω.
We conclude this section with the following example.260
Example 3.4. Let X := C(I) and Ω as in Example 3.3. Fixed x0 ∈ Ω, define












for every x ∈ Ω and t ∈ I. Let us note that A is not a k-contraction, for any
0 ≤ k < 1, but as log(1 + a) − log(1 + b) ≤ log(1 + |a − b|) for each a, b > 0,
a = b, we can derive the inequality
φd(A(S)) ≤ log(1 + φd(S)) < φd(S),
for every non-empty and convex set S ⊂ Ω with φd(S) > 0. So, the conditions
of Corollary 3.3 are satisfied, taking hA(r) := log(1 + r).
On the other hand, we have χ(Ω) = 1/2 and we prove in the following lines
that χ(A(Ω)) = 1/2. Let us note that | log(1+x(t))−log(1+1/2)| ≤ |x(t)−1/2| ≤
1/2, and so, χ(A(Ω)) ≤ 1/2.265





Then, for a given ε > 0, taking x(t) := tm ∈ Ω there is δ > 0 such that
tm ≤ ε for each t ∈ [1 − δ, 1). Let fi be such that ‖ log(1 + x) − fi‖∞ ≤ r. If
g ∈ Ω ∩B(fi, r), we have
r ≥ ‖ log(1 + x)− fi‖∞ ≥ ‖x− g‖∞ − 1
2
≥ g(t)− log(1 + ε)− 1
2
,
for each t ∈ [1− δ, 1). Letting t → 1−, from the above inequality we have
r ≥ 1
2
− log(1 + ε),
13
which, taking into account the arbitrariness of ε, is contradictory with the as-
sumption that r < 1/2.
Let us note that χi(Ω) = 1 and χi(A(Ω)) ≥ χ(A(Ω)) = 1/2 (see comment
(IV) above), and therefore the inequality χi(A(S)) ≤ log(1 + χi(S)) for every
S ⊂ Ω with χi(S) > 0 does not hold.270
4. Existence of solutions for certain quadratic integral equations
Fix T > 0 and let X be the Banach algebra of continuous functions x :
[0, T ] −→ R equipped with the usual supremum norm ‖ · ‖∞. In infinite di-
mensional Banach spaces, a large class of compact mappings is that of integral
operators with sufficiently regular kernels (see, for instance, [27]). In our next
result, we will apply Corollary 3.3 to prove the existence of solutions for the
quadratic integral equations of the form








K2(t, s, x(s))ds, (4.1)
for each t ∈ [0, T ], where q : [0, T ] −→ R, f : [0, T ]×R −→ R and pi : [0, T ] −→
[0, T ] , Ki : [0, T ]
2 × R −→ R for i = 1, 2 are known.
Note that for f ≡ 0, p2 ≡ 1, K2 ≡ 1 and p1(t) := t we find the well known
nonlinear Volterra integral equation




while if f ≡ 0, p2 ≡ 1, K2 ≡ 1 and p1(t) := 1 we have the Urysohn integral
equation. Likewise, equation (4.1) is more general than that was analysed in [4,275
7, 8, 10]. In [2], the above equation is considered for K1(t, s, x(s)) := σ(t, s)x(s),
K2(t, s, x(s)) := μ(s, t)K(s, x(s)) and T = p1 = p2 := ∞, for certain functions
σ, μ, K. As we will see in Example 4.2, equation (4.1) contains the celebrated
integral equation of Ambartsumian-Chandrasekhar type.
Assume the following conditions are satisfied.280
(C1) The functions q, f and pi, Ki, for i = 1, 2, are continuous.
(C2) There are functions ψ, ψ1, ψ2 : R+ −→ R+ such that





∣∣∣ ≤ ψi(R), i = 1, 2,
whenever ‖x‖∞ ≤ R, for each x ∈ X. Likewise, there is R0 > 0 such that











(C3) Let Ω := {x ∈ X : ‖x‖∞ ≤ R0}, with R0 as above, and assume there is
h ∈ D such that for every non-empty and convex set S ⊂ Ω,
φd
({








∣∣∣ : x ∈ S}h(φd(S)) < φd(S)
2
, (4.3)
for every t ∈ [0, T ], whenever φd(S) > 0.
We can now state and prove the following result:
Proposition 4.1. Assume conditions (C1)-(C3). Then, the equation (4.1) has
some solution x ∈ Ω, where Ω has been defined in condition (C3).285
Proof. Define the mappings A, B, C : X −→ X as










K2(t, s, x(s))ds ∀t ∈ [0, T ],
for each x ∈ X. Let us note that the above mappings are well defined and
are continuous by condition (C1). Since a solution for the equation (4.1) is
equivalent to the existence of some fixed point of A(x)B(x) + C(x), we will
apply Corollary 3.3 to show the existence of such fixed point in the set Ω :=
{x ∈ X : ‖x‖∞ ≤ R0}, where R0 > 0 is given in condition (C2).290
For clarity, we will divide the remain of the proof into several steps.
Step 1. A(x)B(x) + C(x) ∈ Ω for each x ∈ Ω.

















and from the arbitrariness of t ∈ [0, T ], ‖A(x)(t)B(x)(t)+C(x)(t)‖∞ ≤ R0. So,
A(x)B(x) + C(x) ∈ Ω for each x ∈ Ω.
Step 2. B and C are compact mappings. This fact immediately follows
taking into account that the mapping




is compact for p := p1, p2, K := K1, K2 (courtesy of Arzelá-Ascoli theorem, see295
also [14, Example 3, p. 13]).
Step 3. A is a (φd,D)-Lipschitzian mapping.
Indeed, from condition (C3), given a non-empty and convex set S ⊂ Ω,
φd(A(S)) = φd({f(·, x(·)) : x ∈ S}) ≤ βh(φd(S)).
15
Then, since βh ∈ D, A is (φd,D)-Lipschitzian.
Step 4. Relationship between 2‖B‖φd(A(S)) and φd(S).
Let S ⊂ Ω be a non-empty and convex set with φd(S) > 0. Recalling that
‖B‖ := sup{‖B(x)‖∞ : x ∈ Ω}, in view of condition (C3) and the inequality
(4.3), one has
2‖B‖φd(A(S)) ≤ 2β‖B‖h(φd(S)) < φd(S).
Therefore the assumptions of Corollary 3.3 are satisfied and then the proof300
is now complete.
Example 4.1. Consider the integral equation
x(t) := t2+











2(s)ds, for all t ∈ I.
(4.4)
It is clear that all involved functions are continuous and



















whenever ‖x‖∞ ≤ R. Moreover














so the conditions (C1) and (C2) hold for every R0 ≥ 2. In the following lines
we will show that condition (C3) is satisfied.
Fixed R0 ≥ 2, let Ω := {x ∈ X : ‖x‖∞ ≤ R0} and S ⊂ Ω a non-empty and
convex set with φd(S) > 0. By the properties of the logarithm function we have
φd
({
f(·, x(·)) : x ∈ S}) ≤ ln(1 + φd(S)),
where f(t, x(t)) := ln(1 + |x(t)|)/(1 + t). Likewise, following the notation of







2(s)ds : x ∈ S
}




Therefore, by Proposition 4.1, the equation (4.4) has some solution x ∈ Ω.305
It is important to stress that conditions (C1)-(C3) are more general than
those proposed in others works. For instance, in [4] the following conditions for
the function f(t, x) are required:
(1) |f(t, x)− f(t, y)| ≤ h(|x− y|), for every t ∈ R+ and x, y ∈ R.
(2) h(r) + h(s) ≤ h(r + s), for every r, s ∈ R+.310
16
where h : R+ −→ R+ is an upper semicontinuous function with limn hn(r) = 0,
for every r ∈ R+. Therefore, in the above example, the function h(r) := ln(1+r)
obeys condition (1) but not (2).
Likewise, in [5, 6] Lipschitzian conditions for the involved functions are re-
quired. Clearly, the boundness conditions exposed in condition (C2) are fulfilled315
for Lipschitzian functions, but the reciprocal does not hold in general. Indeed,
one can think, for instance, in the square root function.
To end the paper, we will show in the following example the existence of
continuous solutions for the so called Ambartsumian-Chandrasekhar integral
equation, which is used in the theory of radiative transfer in semi-infinite atmo-320
spheres (see, for instance, [2, 28, 29]).
Example 4.2. Let the Ambartsumian-Chandrasekhar integral equation





x(s)ds for all t ∈ I, (4.5)




1/2. As it is pointed out in [29], equation 4.5 has a unique nonnegative solution
x∗ ∈ L1(I) such that ‖x∗‖1 ≤ ‖f‖1 + 1/2, where ‖ · ‖1 is the usual norm of
L1(I).325
We claim that if there is 0 < R0 < 1/2 such that
max{q(t) : t ∈ I}
R0
+ ln(2) ≤ 1, (4.6)
then the equation (4.5) has some solution in Ω := {x ∈ X : ‖x‖∞ ≤ R0}.
Indeed, with the notation used above, we have
f(t, x(t)) = x(t), p1 = p2 ≡ 1, K1 ≡ 0, K2(t, s, x(s)) = t
t+ s
x(s).
Therefore, in view of (4.6), conditions (C1) and (C2) hold for ψ(R) = R,
ψ2(R) = R ln 2, ψ1(R) = 0. Taking β := 1/ ln(2) and h(r) := r,
φd({f(·, x(·)) : x ∈ S}) = φd(S) < βφd(S),






∣∣∣ : x ∈ S}φd(S) ≤ βR0φd(S) ln 2 < φd(S)
2
,
holds. Therefore the claim follows by Proposition 4.1.
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