In this paper, we propose a novel method for detecting glandular structures in microscopic images of human tissue. We first transform the image from Cartesian space to polar space and introduce a novel random field model with an efficient inference strategy that uses two simple chain graphs to approximate a circular graph to infer possible boundary of a gland. We then develop a visual feature based support vector regressor (SVR) to verify if the inferred contour corresponds to a true gland. And finally, we combine the outputs of the random field and the regressor to form the GlandVision algorithm for the detection of glandular structures. In the experiments, we treat the task of detecting glandular structures as object (gland) proposal, detection and segmentation problems respectively and show that our new technique outperforms state of the art computer vision algorithms developed for generic objects.
Introduction
Tissue diagnosis is an important part of modern day medicine. Where disease is suspected, tissue samples can be taken from the patient and viewed under the microscope by a Pathologist. In many human tissues, cells are organized into complex anatomical units called glands. In many disease states the glands are disrupted, often in a characteristic fashion. If automated image analysis is to be used to facilitate tissue diagnosis, then recognition of glands is essential.
In this study we sought to devise an algorithm for the automated detection of glandular structures in human tissues. A typical microscopic image of the human colon and the glands contained in it are shown in Fig.1 . It can be seen there that a gland is composed of a group of cells who sit side-by-side and form the boundaries. Depending on the way the tissue has been sectioned, the shape of a gland can vary hugely and this poses significant challenge to computational algorithms for automatic gland detection. The glands are manually annotated in blue solid color as shown in the right image. (c) A, B and C correspond to cases where the polar space's origin is inside a gland while D corresponds to the case where the polar space's origin is not inside a gland. We can clearly see a continuous line structure in A, B and C, while this kind of structure can not be seen in D.
In this paper, we proposed a novel method for detecting glandular structures in microscopic images of human tissue. In section 2 we briefly review related literature, and we present our new polar space random field model and a novel efficient inference solution in section 3. In section 4 we introduce a support vector regression model to verify the potential glandular structures. In section 5 we present our overall glandular structure detection method and section 6 presents extensive experimental results and comparison with state of the art.
Related Work
Since gland exhibits irregular shapes on tissue sections, most of the previous works tackle the gland detection problem by focusing on lumen detection. Lumen is the region in the center of a gland. Previous methods assume that lumen can be identified by their color [20, 21] or texture [7, 10] . Once the lumen area is detected, it is considered as the seed region, and some segmentation methods, such as region growing [23] , active contour [25] , level-set [19] , etc, can be adopted to segment out the glands.
Because color can vary significantly in different microscopic images, these methods sometimes will require human intervention [25] to label the lumen regions for model construction. In contrast, our method is totally color-free and processes the grey-scale image. Besides this, we also believe that texture is not an informative cue in this kind of images as can be seen in our experimental section 6.3 where a state-of-art semantic segmentation algorithm which utilizes texture features can only obtain a relatively low performance.
A Novel Random Field Model for Gland Proposal
One of the most distinctive properties of a gland is that they usually exhibit a closed shape structure. If we place our viewpoint inside the gland, we will see a closed contour, which means if we place the co-ordinate's origin inside a gland and transform the gland to the polar space, we will see a continuous line structure along vertical direction in the polar image. Some examples are shown in Fig.1(c) . It is seen that if the origin is inside a gland, we can see an obvious line structure in their corresponding polar image (e.g., regions circled as A, B, and C); if the origin is outside a gland there is no such line structure in its polar image (e.g., the region circled as D). Based on this observation, the problem of detecting glands can be formulated as the problem of detecting those line structures in the polar image. In this section, we have developed a novel Conditional Random Field (CRF) model to achieve this.
A Novel Random Field in the Polar Space
At each point (x 0 , y 0 ) in the Cartesian space, we crop a sub-image with (x 0 , y 0 ) at its center. A point (x, y) in the sub-image is transformed to the polar space (r, θ ) using:
In this work, θ is discretized to 360 units corresponding to 360 degrees. For a practical system, we only need to consider a limited range of r ∈ (1, r max ), which means that we assume the diameter of the maximum size of the gland is 2 * r max (to detect larger glands, we can down-scale the image and still use the same r max value). After this transformation, a circular region with radius of r max in the original image is transformed to a fixed size polar image of 360 rows × r max -columns.
To detect the gland contours in the polar image, we developed a Conditional Random Field (CRF) model [16] . A CRF is formally consisted of a random variable X over the observed data and a set of random variables Y = {Y 1 ,Y 2 , ...,Y n } over the labels to be inferred. All components Y i of Y are usually assumed to range over a finite label alphabet Y. In our case, we assign each row of the polar image a label Y i , which indicates the position of the gland contour at each row. Accordingly, the label alphabet Y equals {1, 2, ..., r max }.The graphical model of our CRF contains only 360 nodes in total and is illustrated in Fig.2(a) .
The energy function of our CRF consists of two terms: the unary potential ψ i and the pairwise potential ψ i j . It is formally defined as:
where X represents the polar image data. It can be represented as X = {X 1 , X 2 , ..., X 360 }, where X i corresponds to the ith row in the polar image, as illustrated in Fig.2 (b). We then made two further assumptions about the unary potential and the pairwise potential. For the unary potential ψ i (Y i | X), we assume it only depends on X i instead of the whole X, and we assume the pairwise potential ψ i j (Y i ,Y j | X) only depends on X i and X j . Thus our energy function can be re-written as:
The factor graph of our CRF is shown in Fig.2 (c). The definition of our unary potential and the pairwise potential will be described in section 3.3 and section 3.4. We also noticed that there exists previous work that also utilize the polar image [18] or the polar property [24] and adopted a random field model for image segmentation. However, the structure of their random field is quite different from ours. In their work, they assign each pixel a random variable which can take two labels corresponding to 'inside' and 'outside'. For a polar image of 360 rows × r max -columns, their definition will produce 2 360 * r max = (2 r max ) 360 possible states, whilst our definition will only produce (r max ) 360 states, which is much smaller than theirs. Besides, our structure of the random field automatically satisfies the star-convexity property which is considered as an extra constraint in [24] . 
Inference
The inference procedure of our CRF is to find the optimal Y that can achieve the lowest energy E. From the graph shown in Fig.2 (a), we could see that it contains a loop structure, which means we could not perform exact inference, and we had to resort to approximate inference methods, such as loopy belief propagation [2] which is known to be computationally intensive. We noticed that the graph structure in our scenario is a loop structure only if it contains one more edge which links Y 1 and Y 360 , otherwise it will be a chain, and there exists very efficient inference methods, such as dynamic programming, for chain structure. To avoid the influence of this extra edge, we have developed a novel efficient solution that uses two chain structures to approximate this circulate graph. More specifically, we generate two polar images I(r, θ ), one with a θ ranges from 0 to 2π, the other with a θ ranges from π to 3π. This is shown in Fig.3 (a). For these two graphs, we do not connect their heads and tails, hence they are just two chain graphs. We use the well known Viterbi algorithm for inference in this chain structure. The inference is performed separately on each of these two graphs. Finally, we combine the two results together. Figure 3 : An Efficient Inference Strategy. (a) An image is transformed into two polar images, one's θ ranges from 0 to 2π, and the other's ranges from π to 3π. The Viterbi inference algorithm is performed separately on these two polar images, and the results are shown in (b) and (c). These two results are then combined to generate the final result shown in (d).
This 'divide and merge' approach works extremely well in practice, and it only takes a few milliseconds on a 360 × 100 pixel polar image.
Unary Potential
Now we define the unary potential ψ i (Y i | X i ) appears in our energy function. We noticed that the gland's boundary usually corresponds to the darker area of the image (see Fig.1 for example). Therefore, a natural strategy is to use the pixel intensity as the unary potential. Let I(r, θ i ) be the grey value at position (r, θ i ) in the polar image, then a simple definition of the unary potential can be written as:
As illustrated in Fig.4(c) , such simplistic definition is flawed and produces lots of noise. To make the unary potential more informative, we make another stronger assumption that the boundary position prefers a smaller r value. In other words, we prefer the inner contour than the outer contour. This assumption is reasonable because the inner part of a gland is usually in lighter colors. To achieve this, the polar image is first filtered with a vertical edge filter [-1, 0, 1]. Then we calculate the cumulative sum of the edge image in the horizontal direction, and the values in each line of this cumulative edge map are normalized to (0,1). Our new unary potential is defined as:
where α is the trade-off parameter between the two terms. Note that only when I(r, θ i ) and I cumedge (r, θ i ) both approaches 0, ψ i (Y i = r) approaches 0. If either of these two terms approaches 1, ψ i (Y i = r) will approach 1. We empirically set α = 0.5 in all our experiments. The complete procedure of generating the unary potential is shown in Fig.4 . (4) is shown in (c) right in pseudo color. This kind of unary potential definition is flawed which will result in bad detection result as shown in (d) and (e). Instead, we first calculate the cumulative edge map (g) based on the edge map (f). Then this cumulative edge map is combined with the original polar image according to (5) to generate our new unary potential shown in (h). Based on this unary potential, we obtain the correct results as shown in (i) and (j).
Pairwise Potential
As shown in Fig.2(a) , edges only exist among neighbouring nodes. In the simplest case, we can adopt the conventional Gaussian edge potential:
where σ is the standard deviation. In practice, we found it is always difficult to set up a suitable σ value. That's one of the reasons why we need to adopt a CRF model instead of a Markov Random Field (MRF) model. On defining the pairwise potential, we adopt similar idea from the contrast sensitive Potts model [14] . We draw a line between (r i , θ i ) and (r j , θ j ), and we integrate all the intensity values in this line:
Then we calculate the average intensity along this line I avg = I sum /length. Our new data dependent pairwise potential is defined as:
where f (I avg ) is a function over I avg . It is formally defined as:
where c, thresh and β are all constants. From the above definition of f (I avg ), we can see that when I avg approaches 0, f (I avg ) approaches c, and when I avg approaches 1 − thresh, f (I avg ) approaches c * thresh β . Although we can utilize the training data to learn these parameters, we didn't find the learning procedure much helpful. We empirically set c = 80, thresh = 0.5 and β = 4 in all our experiments.
Verification by a Visual Feature based Regressor
Based on the above gland proposal model, we adopt a sliding window style detection strategy on a given whole image. As our random field model directly searches the radius at each angle, and the radius ranges from 1 to r max , it means our algorithm can detect glands whose radius can vary from 1 to r max . Therefore, we do not need to slide the detecting windows at different scales. Instead, we only need to apply our detection model at each position once. In practice, we sub-sample the pixel locations by 10 pixels, and only apply our model at these positions. In this way, for an image whose size is 1000 pixel width and 1000 pixel height, we will get around 10000 potential gland contours. The possible gland contours detected by the above random field model still contain much noise, because a true glandular structure is not only defined by its contour but also the structure inside the contour. Therefore, we will design a visual feature based verification module to judge if the contours detected correspond to true glands. We firstly use the energy output of the random field to sort all the potential gland contours. Then a threshold T is set to remove those obvious non-glands. We set T to be a relatively larger value in order to maintain a high recall rate. On average, we will retain about 4000 contours among all the 10000 detected contours for each image. For each of these remaining contours, we extract the PHOG visual feature [4] from the smallest bounding box enclosing it. We also compute a score to measures its quality. This score is defined as the maximum overlap between the detected contour S and any ground truth glands S i :
We train a regressor to regress this score using the PHOG features. Recent research have shown that regression is sometimes more suitable than classification for object recognition [3, 17] . We utilize the popular LIBSVM toolbox [6] to learn a nonlinear ε − SV R. The pyramid match kernel defined in [4] is used to generate the kernel matrix. In training the nonlinear kernel SVR, we also adopt the 'mining hard negative' strategy [11, 17] to incrementally increase the training set. In each step, we only retain the support vectors and add those samples with the largest regression errors.
GlandVision: Integrating Random Field with Regressor
To perform the final gland detection, we fuse the outputs of the random field and the regressor using a classifier level fusion paradigm [13] . The random field energy output and the regressor output both have probabilistic meanings. Previous work [13] has shown that adding classifier outputs is a more robust way for fusing two probabilistic outputs. We directly sum the two outputs together. Recently, Fu et al. [12] have shown that calibrating the distributions of different measures before combining them can improve performances and we have also tried this approach in the experimental section. The flowchart of our complete gland detection algorithm is depicted in Fig.5 . 
Experiments
We have collected a dataset consisting of 20 high resolution 1280 × 1024 pixel microscopic images of human colon tissues. The dataset contains 1072 glands and all have been manually labelled with pixel accuracy, see Fig.1 for a visual example of the images. The dataset and ground truth data will be made public for research purposes in due course. In the experiments, we randomly chose half of these 20 images for training and the rest for testing. As our dataset contains pixel-level ground truth, we can perform different tasks on this dataset. In the following, we will consider three scenarios: Gland Proposal, Gland Detection and Gland Segmentation.
Gland Proposal Accuracy
It is not until recently that the term of object proposal [1, 5, 8] have attracted researcher's attention which either advocates the segment-then-recognize strategy [5] or can facilitate the sliding window object detector [1] . In this theme, our random field model can also be considered as an object (gland) proposal algorithm. In the first experiment, we consider the problem as a gland proposal problem and evaluate the object proposal accuracy of our algorithm against one of the state-of-art algorithms in object proposal [1] . Given an image, the task of object proposal is to return a ranked list of bounding boxes that are most likely to contain an object. The performance is evaluated using the Detection-Rate/Signal-To-Noise curve [1] . For the object proposal algorithm in [1] , we directly use their public code. The parameters in their method are learned using our training images.
A proposal whose overlap score, as defined in (10), exceeds a predefined threshold is considered as a true positive. A common setting is to set the threshold to be 0.5, which is the standard PASCAL criterion [9] . Besides this, we have also considered to set it to 0.8. A higher threshold means that the proposed object and the groundtruth must have a higher degree of overlap hence indicating a higher standard to be considered as true positive.
The results we have achieved together with the objectness method [1] are shown in Fig.6(a) . From there we can see that our method outperforms objectness by a large margin. This comparison is perhaps not fair, as objectness is designed to detect generic objects, while our random field model is specifically designed for gland proposal. We show the result of objectness here to illustrate that gland proposal is a very distinct problem from generic object proposal, and a method that works well for generic object proposal does not necessarily work well in our scenario. Besides this, we could also tell from the figure that our method can achieve a high detection rate (recall rate), even when the overlap threshold is set to 0.8. This indicates our random field model can accurately propose the glands. 
Gland Detection Accuracy
We now consider the problem as a gland detection problem. For the baseline method, we have implemented the part-based object detection model [11] using their public code. This method is considered to be the state of the art method in object detection literature.
For the evaluation criterion, we adopt the Mean Average Precision (MAP) which is the standard PASCAL criterion. Fig.6(b) shows the detection results achieved by our methods together with results of part-based object detection model. On their own, our Random Field and phog_SVR methods achieve a MAP of 0.50 and 0.54 respectively, which is lower than the results obtained by part-based model. However, when we combine these two methods by simply summing their outputs together, our result exceeds part-based model. Besides this, if we adopt the method introduced in [12] to combine the two outputs, our result is further improved. We directly use the histogram matching code by [12] which is publicly available.
Although our method obtains a higher MAP than the part-based model, the advantage is not obvious. A significant advantage of our model is that it can not only detect the glands, but can also accurately localize them. Therefore, instead of setting the overlap threshold to be 0.5, we set it to higher values. Note that a higher threshold means higher degree of overlapping between the detected objects and groundtruth hence requiring more accurate localization. We can see from Fig.6 (c) that for the part-based detection model, as the threshold increases, MAP drops significantly, whilst for our methods, the drop is not that obvious. When the threshold is set to 0.8, the MAP of part-based detection model drops to 0.02, which means it can hardly detect any glands. But still, our methods can achieve a relatively much higher MAP. Some qualitative examples comparing part-based detection model and our method are shown in Fig.7 . [11] with threshold varies from 0.5 to 0.8 (g)-(j) The results obtained by our model. As the threshold increases, the bounding boxes have to be more accurate. As the accuracy requirements increases (higher threshold), the detection result of [11] dropped significantly.
Gland Segmentation Accuracy
Just as shown in the previous experiments, our model can accurately localize the glands, which means it can be considered as a segmentation algorithm. In this section, we treat the problem as a semantic segmentation problem, and adopt the PASCAL VOC score = T P T P+FP+FN as the evaluation criterion. There are in total two semantic classes: 'gland' and 'background'. For the baseline method, we implemented the hierarchical CRF model [15] using their public code. This method build a hierarchical graph among pixels and superpixels, and has obtained the best result on some famous semantic segmentation datasets including MSRC21 [22] .
For our segmentation methods, we simply assign all the pixels contained in a gland proposal to be 'gland' class. Here we need to set a hard threshold to judge if a gland proposal is true positive. For the phog_SVR method, we can simply select 0.5, as this model is trained to have an output ranges from 0 to 1, but for other models, it is difficult to select an appropriate threshold. Therefore, we count the number of gland proposals whose phog_SVR score is above 0.5, and chose a threshold that retain the same number of proposals for other methods. Table. 1 shows the results obtained by our methods and the method proposed in [15] . We can see that [15] can only obtain an accuracy of 0.119 for the 'gland' class, which means it is very difficult to distinguish the 'gland' class from the 'background' class only based on the features extracted from the pixel or superpixel level. In fact, the inner regions contained in a gland is exactly the same as the regions between glands. It is the circular structure that our model tries to capture that separates the 'gland' class from the 'background' class. An example output of [15] and our method is shown in Fig.8 . 
Concluding remarks and future work
In summary, we have presented a novel method for detecting glandular structures in microscopic images of human colon tissues. We consider the problem at hand from three different angels, i.e. object proposal, object detection and semantic segmentation, and compare our algorithm with several state of the art methods in the respective fields. Different evaluation criteria have confirmed the effectiveness of our methods.
Our method has some limitations. Firstly, due to the utility of the polar image and the structure of the random field model, our method can only detect star-convexity shapes [24] . Secondly, the regressor is trained only based on the PHOG feature, it is anticipated that adding more features could boost the performance of the regressor as well as our final model. Thirdly, the glands contained in a microscopic image will never overlap, but we haven't utilized this property in this paper. Future works will try to utilize this property and obtain a global consistent result.
