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Hydration plays important roles in various solid-liquid interfacial phenomena. Very recently, three-dimensional scanning force
microscopy (3D-SFM) has been proposed as the tool to visualise solvated surfaces and their hydration structures with lateral
and vertical (sub)molecular resolution. However, the relationship between the 3D force map obtained and the equilibrium water
density, ρ(r), distribution above the surface remains an open question. Here, we investigate this relationship at an interface of
an inorganic mineral, fluorite, and water. The force maps measured in pure water are directly compared to force maps generated
using the solvent tip approximation (STA) model and from explicit molecular dynamics simulations. The results show that the
simulated STA force map reproduces the major features of the experimentally obtained force image. The agreement between the
STA data and experiment establishes the correspondence between the water density used as an input to the STA model and the
experimental hydration structure and thus provides a tool to bridge between the experimental force data and atomistic solvation
structures. Further applications of this method should improve the accuracy and reliability of both interpretation of 3D-SFM
force maps and atomistic simulations in wide range of solid-liquid interfacial phenomena.
1 Introduction
Hydration plays an important role in various solid-liquid in-
terfacial phenomena, including crystal growth1, electrochem-
ical reactions2 and biomolecular functions3–5. To understand
the mechanism of these processes, non-uniform water den-
sity distributions, ρ(r), (i.e. hydration structures) at solid-
liquid interfaces have been intensively studied by spectro-
scopic methods using x-ray6 or neutron7 beam technologies,
and mechanical methods such as surface force apparatus8 and
atomic force microscopy (AFM)9. However, direct imag-
ing of a hydration structure generally requires subnanometer-
scale and three-dimensional (3D) spatial resolution, which has
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been difficult for conventional measurement techniques. A re-
quirement that these measurements should be relatively non-
invasive, limits the application of approaches using charged
particles (e.g. electron microscopies).
Recently, AFM techniques for imaging a 3D force distri-
bution at a solid-liquid interface have been proposed10,11. In
these methods, an AFM tip is scanned vertically as well as
laterally in an interfacial space. During scanning, the varia-
tion of force applied to the tip, F(r), is recorded to produce
a 3D F(r) image. These methods can be combined with any
AFM operation modes such as frequency modulation10,11 and
amplitude modulation12 modes. However, realising the full
potential of this powerful technique requires establishing the
imaging mechanism and developing a practical algorithm to
connect the force measurement to the water density distribu-
tion about the interface, ρ(r).
In this paper, for the first time, we make direct comparison
of two theoretical models with experimental 3D force distribu-
tion measured using AFM in aqueous solution. This has been
achieved by improvements in experimental technique and data
processing, which now allow measurements to be made in
pure water within 20 minutes of the sample being exposed
to solution. This, in turn, allowed us to overcome the main
difficulties in previous studies, which have been obtaining sta-
ble working conditions to take the measurements of dissolving
surface and will thus greatly widen the number of systems ac-
cessible to this technique. Experimentally, it had been found
to be significantly easier to work with (super-saturated) elec-
trolyte solutions, which provide a larger signal and more sta-
ble system13. But, the electrolyte solution significantly com-
plicates theory and simulation of the system, making detailed
interpretations of images unreliable. Although the influence
of a tip on the intrinsic hydration structure or the presence
of ions in solution can affect the 3D force distribution, as we
show below, the pure water measurements allow quantitative
comparison of experimental data to forces predicted by two
theoretical approaches. The resulting simple model provides
a bridge between the experimental force data and atomistic
solvation structures.
Atomistic simulations have been vital for our understand-
ing and interpretation of atomic-scale AFM measurements in
vacuum14 and recently in solutions15–18. Harada and Tsukada
investigated the correlation between free energy of the sys-
tem and overlap between the tip and sample hydration lay-
ers15. They found that an attractive F(r) peak appears at a
tip position where the tip and sample hydration peaks over-
lap with each other. Watkins and Shluger investigated the
changes in potential energy and entropy during a tip approach
to a CaF2(111) surface16,19. They clarified that potential en-
ergy increase caused by removal of water from the interface
is largely compensated by the increase of entropy. Fukuma
et al. performed detailed comparison between 3D F(r) im-
ages obtained by experiments and simulation20. They showed
that subnanometer-scale F(r) contrasts mainly originate from
the direct interaction between the tip apex atom and a hydra-
tion peak (i.e. localised enhanced ρ(r) distribution) just un-
der it. These simulations, however, use specific tip models
and require high computational costs. They provided deep
insight into the mechanisms of imaging in solutions, but are
less practical for routine interpretation of the growing number
of images and 3D force distributions at solid-liquid interface.
There is a strong need for simpler, more general and efficient
models.
Recently, a model describing the relationship between F(r)
and ρ(r) distributions was proposed21,22. In the model, an
AFM tip is approximated by a single water molecule (we re-
fer to water, but the model is applicable to other solvents).
Namely, F(r) is approximated by the force that a water
molecule would experience when it is held fixed at a specific
site, r. By a statistical-mechanical approach, the relationship





∂ z ; (1)
where kB, T and z denote Boltzmann’s constant, temperature
and the vertical tip position with respect to the sample surface,
respectively. Hereafter, we refer to this model as the solvent
tip approximation (STA) model. If proven accurate, such a
model can become a key ingredient in a practical method of
deducing hydration structures from 3D AFM data: we can
calculate an F(r) image from a computed ρ(r) and compare
it with experimental data, agreement implying the soundness
of the calculated water density. However, due to the signifi-
cant simplification made for deriving the STA model, its ap-
plicability should be carefully verified by both simulation and
experiments.
In this study, we investigate the relationship between F(r)
and ρ(r) distributions at a fluorite-water interface by experi-
ments, explicit MD simulation of tip-substrate force and cal-
culation based on the STA model and conclude that conversion
of the ρ(r) image to an F(r) image by the STA model is the
current best practice for image interpretation.
2 Methods
2.1 AFM experiment
Fluorite(111) surface rapidly dissolves in water to form is-
lands made of calcium hydroxo complexes23. These interfa-
cial processes prevent atomic-scale measurements after 20
min since the immersion of a fluorite substrate into water24. In
practice, the optical alignment of a cantilever deflection sen-
sor and tip coarse approach process take 10 min. Thus, 3D
force images should be collected within 10 min, which is
very severe experimental condition. To overcome this diffi-
culty, we used 3D scanning force microscopy (3D-SFM)10.
In the method, we modulate the z tip position with a sine wave
while the tip is laterally scanned (Figure 2a). During the scan,
∆ f (r) induced by the F(r) variation is detected to form a 3D
∆ f (r) image. Among several ∆ f (r) measurement techniques
proposed so far, 3D-SFM provides the highest imaging speed
of less than 1 min/frame. This capability allows us to obtain a
∆ f (r) image even in the very limited experimental time win-
dow available (10 min) and to examine the structure of a
much wider variety of solvated mineral interfaces with atomic
resolution in 3D.
Another problem is that force variation induced by a hy-
dration structure in pure water is much smaller than that in
electrolyte solution. In addition, the fast imaging requires a
wide bandwidth in the force detection. This leads to a lower
signal-to-noise ratio (SNR). Due to these severe experimen-
tal conditions, the SNR obtained by a conventional cantilever
( f0 ' 150 kHz) was insufficient for providing clear atomic-
scale 3D force image. To solve this problem, we used an ultra-
short cantilever (USC, Nanoworld) with an f0 of 3.5 MHz
in water25. This high f0 greatly improves force sensitivity
and hence enables atomic-resolution 3D ∆ f (r) measurements
even in pure water.
Even with these efforts, an experimental condition that al-
lows to obtain an image showing clear atomic-scale contrast
lasts only for a few tens of seconds as shown in Figure S1 in
Supplementary Information. As we needed to obtain a 3D ∆ f
image in less than 20 min after the immersion of the sample
into water, the thermal and mechanical drifts were not negligi-
ble. The initial swelling of the sample and cantilever hold-
ers induced by their contact with water leads to non-linear
mechanical drift. The irradiation of the laser beams for the
cantilever excitation and deflection measurement initially in-
duces non-linear thermal drift. In addition, the dissolution of
the fluorite surface changes the solution condition and hence
the effective setpoint for the tip-sample distance regulation.
These factors lead to the instability of the experimental condi-
tions. To solve these problems, we focused on the image area
showing atomic-scale contrasts with negligible distortion and
applied an averaging filter using a pattern matching algorithm
(see Figure S1 in Supplementary Information for details). Al-
though the imaging conditions were not stable, we were able
to confirm the reproducibility of the main contrast features in
the 3D ∆ f image. An example of such images is shown in
Figure S4 in Supplementary Information.
We converted the filtered 3D ∆ f image to a 3D Fexp(r) im-
age using the Sader’s equation26. From the 3D Fexp(r) image,
we subtracted the long-range (LR) component (due to macro-
scopic effects) to obtain a 3D short-range (SR) Fexp(r) im-
age (Figure 2b) (see Figure S2 in Supplementary Information
for details). The obtained 3D SR Fexp(r) image shows clear
atomic-scale contrasts, which should be directly comparable
to forces calculated by the two computational methods as the
data is (i) measured in pure water (ii) has long range macro-
scopic interactions subtracted out.
The AFM experiments were performed by a custom-built
AFM with an ultra-low noise cantilever deflection sensor27,28
and a high stability photothermal excitation system25,29.
A commercially available phase-locked loop (PLL) circuit
(OC4, SPECS) was used for oscillating a cantilever at its res-
onance frequency with constant amplitude and for detecting
∆ f (r) induced by the F(r) variation. The AFM head was con-
trolled with a commercially available AFM controller (ARC2,
Asylum Research). We modified the control software to per-
form 3D force measurements. Size of the original 3D ∆ f (r)
image was 3 3 1:5 mm3 with 64 64 256 pixels. The
frequency and amplitude of the z modulation and the lateral
scan speed during the 3D-SFM imaging were 195.3 Hz, 1.5
nm and 9.16 nm/s 1, respectively. The whole 3D image was
obtained in 53 s.
We used commercially available small cantilevers (USC-
F5-k30, Nanoworld) with following modifications30. We re-
moved an electron beam deposited (EBD) tip which comes
with an as-purchased USC cantilever. Subsequently, we at-
tached a silica bead with a diameter of 2 µm (43-00-203 Sicas-
tar, Micromod) on the cantilever end. We fabricated an EBD
tip with a length of approximately 500 nm and a tip apex ra-
dius of less than 10 nm using field emission scanning electron
microscope (FE-SEM) (ERA-8000FE, ELIONIX) with a 30
kV accelerating voltage on the attached silica bead. Just be-
fore the AFM experiment, we coated the cantilever with Si (30
nm) using a dc sputter coater (K575XD, Emitech). This is to
remove surface contaminants on the tip apex31 as well as to
prevent dissolution of carbon from the EBD tip and the resul-
tant contamination of the sample surface30 The f0 and Q fac-
tor (Q) in liquid, and the spring constant (k) of the cantilever
were 3.91 MHz, 9.6 and 106.0 N/m 1, respectively.
We used fluorite(111) substrate with a size of 10 10 2
mm3 (Crystal Base). The substrate was glued onto a sample
holder and cleaved with a razor blade. Immediately after the
cleavage, we dropped 50 µL of water onto the substrate and
performed AFM experiments at room temperature.
2.2 AFM simulation
Extensive details of the calculations used in this paper and dis-
cussions on the accuracy of various free energy methods, can
be found in reference17.
The ρ(r) distribution of water at a fluorite(111)-water inter-
face was calculated by MD simulation, and is shown in Fig-
ures 2c and 2d16. From the obtained ρ(r) distribution, an F(r)
map was obtained using the STA model, FSTA(r), (Figure 2e).
Force versus distance curves over special sites of fluorite(111)
surface were calculated using MD simulation with an explicit
AFM tip model, FMD(r) (Figure 2d). The free energy profiles
were calculated by free energy perturbation (FEP) method of
Zwanzig32 applied to the vertical motion of an explicit tip
model (a 72 ion CaF2 cluster) sampled using molecular dy-
namics simulation. F(r) profiles were determined by numer-
ical differentiation of the free energy profiles with respect to
z (only the component of the force perpendicular to the inter-
face affects the oscillation frequency of the cantilever in the
mode of operation used here).
We do not know the exact atomic-scale structure of the tip
end during the imaging as we do not have a method to confirm
it in situ. As we coated the tip with Si, a silicon oxide clus-
ter may be one of the possible models. However, it is highly
likely that the tip was covered with CaF2 due to an acciden-
tal crash into the surface or adsorption of the dissolved ions.
Similar assumptions have often been made for simulation of
atomic-scale AFM imaging of ionic crystals14,16,17,19–21,33,34.
In addition, the CaF2 tip model used in this study was well
tested in the previous studies16,17,19,21. Therefore, we used
the CaF2 tip model as described above.
Simulations were carried out using classical molecular dy-
namics as implemented in the version 4 series of the GRO-
MACS code35. The force-field describing CaF2 and water-
CaF2 interactions was taken from de Leeuw36, discarding po-
larization terms. To describe water the TIP4P/2005 model was
used37. We applied a 0.9 nm cut-off to treat non-bonded inter-
actions and smooth particle mesh Ewald method to treat elec-
trostatics38. The equations of motion were integrated using a
2 fs time step, and the LINCS algorithm was used to enforce
rigid water geometries. An NPT ensemble (300 K, 1 atm) was
generated using Berendsen thermostats and barostats, with
time constants of 1.0 and 10.0 ps for temperature and pres-
sure, respectively. The first 0.5 ns of the 4 ns simulations were
discarded as equilibration periods.
3 Results and discussions
3.1 3D distribution of ρ(r), FSTA(r) and Fexp(r)
The number of solid-liquid interfaces that have been stud-
ied by atomic-level AFM simulation is very limited15,16,18,20.
Fluorite(111)-water interface is one of the few examples and
hence suitable for detailed comparison between simulation
and experiments. Fluorite (CaF2) crystals are widely used
for semiconductor lithography39, other laser technologies40
and radioactivity investigations41,42. Their growth process in
an aqueous environment is important not only for fabrication
of industrial devices but also for understanding mechanism of
bio-mineralisation, formation of tooth enamel43,44, desalina-
tion for oil recovery45–47 and water purification48–50. Hydra-
tion structures formed at a fluorite-water interface strongly in-
fluences ion adsorption and desorption in these processes.
Fluorite (111) surface consists of hexagonally arranged
Ca2+ and F  ions as shown in Figure 1a. Among the F  ions,
some are higher and the others are lower than the Ca2+ ions.
Here, we refer to the former as Fh and the latter as Fl as indi-
cated in Figure 1b. All of the three ions (i.e. Ca, Fh and Fl)
exist along Line AB in Figure 1a.
In the experiment, we obtained a 3D short-range (SR) force
map, Fexp(r), (Figure 2b). In the simulation, we calculated a
ρ(r) distribution at a fluorite(111)-water interface by MD sim-
ulation (Figures 2c and 2d)16. The ρ(r) distribution was con-
verted to a force map using the STA model, FSTA(r), (Figure
2e). The FSTA(r) image is compared with the Fexp(r) map.
We extracted z cross sections along line A-B in Figure 1a
through the ρ(r) and F(r) distributions (Figures 3a-c) to visu-
alise their local distributions over the three special sites in one
image. We plotted z profiles over each of the three sites for
easier quantitative comparison (Figures 3d-f).
The z cross section of the ρ(r) image (Figure 3a) shows
localised enhanced contrasts (hydration peaks) above Ca, Fh
and Fl sites as indicated by the circles with dotted lines. Here,
we refer to each of the hydration peaks as S1, S2 and S3, re-
spectively as we move away from the water-fluorite interface.
Above these peaks, the image shows a layer-like enhanced




















Fig. 1 Crystal structure of fluorite(111) surface. (a) Top view. (b)
Side view.
z profiles (Figure 3d) of the ρ(r) image over Ca, Fh and Fl
sites also show peaks corresponding to S1-S4. These profiles
reveal that the peak corresponding to S1 is much larger than
the others reflecting the strong attraction of water to the diva-
lent cation.
3.2 Comparison between ρ(r) and Fexp(r)
We converted the ρ(r) distribution to an FSTA(r) map using
the STA model (i.e. Equation (1)). Figures 3b and 3e show
z cross section and z profiles of the FSTA(r) image. Equation
(1) shows that FSTA(r) is proportional to (∂ρ(r)=∂ z)=ρ(r).
Thus, repulsive force peaks appear at locations where ρ(r) is
small but its gradient is large, namely, at a lower edge of a
hydration peak. Consequently, the peak positions are shifted
downwards by the ρ(r) to FSTA(r) conversion process. Here,
we define the repulsive force peaks originating from S1-S4
as F1-F4, respectively. To facilitate the comparison between
the two images, the vertical position of the FSTA(r) is shifted
upwards to match the S4 and F4 positions. Due to the contri-
bution of the factor (1=ρ(r)) in Equation (1), FSTA(r) goes to
infinity near the sample surface where water is sterically for-
bidden from approaching. In Figures 3b and 3e, we indicated
this z range with a grey background colour.


































































































































Fig. 3 z cross sections of the (a) ρ(r), (b) FSTA(r) and (c) Fexp(r) images. z profiles of the (d) ρ(r), (e) FSTA(r) and (f) Fexp(r) images over
Ca, Fh and Fl sites.
Qualitatively, similar features appear in both the FSTA(r)
and ρ(r) maps, such as the layer-like distribution of S4 and
F4, and localised distributions of S1-S3 and F1-F3 over Ca,
Fh and Fl sites (circles with dotted lines). The similarity
of the FSTA(r) and ρ(r) maps can be understood by the ob-
servation that moving away from the surface, the ρ(r) map
over each site appears, to a reasonable approximation, as a
damped sinusoidal function. The sinusoidal form means that
the (∂ρ(r)=∂ z) factor in Equation (1) preserves the general
form of the ρ(r) map, but with a quarter wavelength shift
- or approximately the radius of a water molecule. This re-
sult shows clearly why attempts to associate force peaks and
troughs directly to water density has been broadly success-
ful10,11, due to the qualitative similarity between ρ(r) and
FSTA(r) maps.
However, closer examination reveals significant differences
between the two functions. The force peak (F40) originating
from the secondary hydration peak over the Ca site (S30) is
strongly enhanced in the FSTA(r) image as indicated by arrows
in Figures 3a and 3b. Over the Ca site, the ρ(r) value at the
z position between S1 and S30 (z ' 0.4 nm) is as small as 0.3
g/cc. Thus, the water density gradient ∂ρ=∂ z shows a large
value at z= 0.4–0.55 nm. This leads to an enhancement of the
corresponding FSTA(r) peak (i.e., F30).
A local spot showing such a small ρ(r) distribution does not
generally exist near a solid surface. For example, in the case
of a mica-water or a calcite-water interface, hexagonally ar-
ranged hydration peaks are closely packed to fill out the whole
3D inter-facial space10,20. Thus, there is no local site showing
such a small ρ(r) and hence no clear difference between the
ρ(r) and F(r) images was found in these cases. In contrast, at
a fluorite-water interface, a more complicated hydration struc-
ture is formed due to the existence of the three different sites
(i.e. Ca, Fh and Fl sites). These results show that the contrasts
in the ρ(r) and F(r) images do not necessarily agree with each
other.
Another difference is that F1-F3 in the FSTA(r) image are
lower than S1-S3 in the ρ(r) image, using the S4 and F4 po-
sitions as a vertical reference. For example, the S3-S4 separa-
tion in the ρ(r) profile is 0.25 nm, while the F3-F4 separation
in the FSTA profile is 0.33 nm. In general, the individual peaks
in the ρ(r) profile have different shapes, and the magnitude of
the peak shift caused by the conversion by Equation (1) is not
constant. Therefore, peak separations in the ρ(r) and FSTA(r)
maps are not necessarily the same.
This is an important finding. In previous studies, oscillatory
force profiles were often attributed to a hydration force mainly

























Subtract LR force STA (eq.(1))
Fig. 2 Outline of the methods used for obtaining 3D F(r) maps at a
fluorite(111)-water interface by experiment and simulation. (a)
Measurement of 3D ∆ f distribution. (b) 3D SR F(r) distribution
converted from (a). (c) Snapshot of the MD simulation model. (d)
3D ρ(r) distribution obtained by the MD simulation. (e) 3D F(r)
distribution calculated from (b) using the STA model.
(0.25-0.30 nm) and the peak separations (0.2-0.4 nm)9,51–53.
However, the reported variation of the force peak separation
is larger than expected from the size of a water molecule. So
far, these discrepancies have tentatively been attributed to the
influence of ions or the invasive nature of the tip during mea-
surement54. In contrast, the above argument has clarified an-
other mechanism to create such variations, even without any
influence of ions in solution, with an absolutely idealised tip
model.
3.3 Comparison between FSTA(r) and Fexp(r)
Similarly to the ρ(r) and FSTA(r) images, the Fexp(r) image
(Figure 3c) shows localised distributions of F1-F3 and a layer-
like distribution of F4. In Figure 3c, the vertical position of
the Fexp(r) image is adjusted to match its F4 position to the S4
position of the ρ(r) image. In this case, the presence of the F4
may also provide a marker for calibrating the height of the tip
above the surface.
The lateral alignment of the Fexp(r) image is then adjusted
to best match the 3D distribution in the FSTA(r): This is per-
fectly reasonable to do as we do not know which image fea-
tures correspond to which surface sites a priori. In the future,
it may be possible to devise numerical optimization schemes
for the alignment - here we use symmetry to determine the
correct slice to work with and a best judgement on the relative
positions of the various maxima and minima along the slice.
If the agreement between theory and experiment is good this
operation should be quite well defined. The arrangement be-
tween S1-S3 and F1-F3 is similar to that between the ρ(r) and
FSTA(r) images. Moreover, the other features of the FSTA(r)
image, such as an enhancement of F30 and the lower posi-
tions of F1-F3 than S1-S3, are confirmed in the Fexp(r) image.
These features can be seen more clearly in the z profiles (Fig-
ure 3f). These profiles show that the F3-F4 separation in the
Fexp(r) image (0.45 nm) is larger than the S3-S4 separation in
the ρ(r) image (0.25 nm). They also show that the magnitude
of the F3, F30 and F4 peaks in the Fexp(r) image approximately
agrees with that in the FSTA(r) image.
This result indicates that FSTA(r) gives a much better overall
description of Fexp(r) than ρ(r), especially at larger distances
from the surface. The overall shape of the force map is suf-
ficiently detailed to allow a reliable assignment of the lateral
alignment between theory and experiment - this means that we
identify the atomic sites at the surface.
3.4 Comparison between FSTA(r), Fexp(r) and FMD(r)
To make a connection to an atomistic picture of the measure-
ment process, we briefly examine the results of atomic-scale
MD simulation of the tip-surface interaction in water16 and
compare the results to the STA and experimental data. Pre-
vious comparison to simulations with explicit AFM tip mod-
els revealed modest agreement between the explicit modelling
and the STA results21. Nevertheless, the 3D FSTA(r) and
Fexp(r) show strong similarities, as seen in the last section,
possibly suggesting that the AFM tip models used were not
totally realistic, rather than a breakdown of the STA model.
Figure 4a shows the free energy and FMD(r) changes during
the approach of a CaF2 cluster tip model over a Ca site. The
FMD(r) profile is obtained by differentiating the free energy
profile with respect to z. Thus, the repulsive and attractive
force peaks appear at the positions where the free energy pro-
file shows the minimum and maximum slopes, respectively.
As the tip approaches the surface, the free energy gradually
decreases to show a minimum at position (i). At this posi-
tion, the first hydration peak just under the tip apex atom (T1)
overlaps with S1 as indicated by the snapshot of the MD sim-
ulation in Figure 4c(i). At this tip-sample separation, there are
energetically favorable interactions for water molecules with




































































Fig. 4 (a) Free energy and FMD(r) profiles over a Ca site obtained by MD simulation. (b) FMD(r), FSTA(r) and Fexp(r) profiles over a Ca site.
(c) Snap shots of the MD simulation model for z tip positions (i)-(iii) indicated in (a).
With a further tip approach, the free energy increases to
show a maximum at position (ii). During the tip approach pro-
cess, water density continues to occupy the space between tip
and sample. It is confined compared to the minima in the free
energy at (i), leading to an increase of the free energy. When
the tip reaches position (ii), the tip penetrates the confined wa-
ter layer and starts to directly interact with the sample surface
as indicated in Figure 4c(ii). This leads to a decrease of the
free energy due to the release of the confined water as well as
an attractive interaction between the tip and sample atoms.
At position (iii), the free energy has a minimum. At this
position, the confined water layer is entirely removed and
the multiple tip apex atoms directly interact with the surface
atoms, as indicated in Figure 4c(iii). A further tip approach
leads to a sharp increase of the free energy due to the steric
repulsion between the tip and sample atoms. These results
show that the free energy change after the penetration of the
last water layer strongly depends on the tip apex structure and
properties.
Figure 4b shows the same FMD(r) profile as shown in Fig-
ure 4a but with a magnified scale. To compare it with the
Fexp(r) and FSTA(r) profiles, we also plotted them with their
z positions adjusted to match the peak positions. As we can-
not determine the absolute z tip position in an experiment, it is
natural to adjust the z position of the Fexp profile with respect
to the others. As for FSTA(r) and FMD(r), their z positions are
defined in the same way in the simulation box. Nevertheless,
we needed to shift the z position of FSTA(r) profile upwards
by 0.35 nm to match the S4 and F4 positions. The origin for
this z position difference is explained in the next section.
Figure 4b shows that the FMD(r), FSTA(r) and Fexp(r) pro-
files are similar in the z range above S1, i.e. at distances larger
than a water molecule above the surface. In contrast, we find
clear differences between them in the z range below S1. In
this z range, FMD(r) sharply decreases after the tip penetration
of S1 and subsequently steeply increases. Thus, the FMD(r)
profile shows a clear repulsive peak F1. In contrast, Fexp(r)
and FSTA(r) continue to increase.
3.5 Physical reason for the agreement and disagreement
between FSTA(r), Fexp(r) and FMD(r)
3.5.1 Above S1 positionIn the STA model, a tip is ap-
proximated by a solvent molecule as shown in Figure 5a(i). A
water molecule is attracted to the centre of a hydration peak.
Thus, the water tip experiences an attractive or a repulsive
force at an upper or a lower edge of a sample hydration peak,
respectively (Figures 5a(ii) and 5a(iv)).
In a real experiment, we should consider the water tip as a
hydration peak (T1) under the tip apex atom (T0) as shown
in Figure 5b(i). An attractive or repulsive force applied to T1














(v) Tip1 (v)' Tip2
Fig. 5 Schematic models showing relationship between a tip
position and a measured force in (a) the STA model and (b) a real
experiment.
tatively agree with Fexp(r). This model explains the upward
shift that we needed to apply to the FSTA(r) profile in Figure
4b. In fact, the shifted distance (0.35 nm) approximately cor-
responds to the distance between T0 and T1.
3.5.2 Below S1 positionIn the STA model, a water tip and
a sample show no deformation (Figure 5a(v)). Thus, FSTA
goes to infinity as soon as the tip contacts with the sample sur-
face. This behavior is indicated by an arrow with a dotted line
in Figure 4b. In a real experiment, a tip approach beyond S1
position leads to either of the following two events. For a rigid
tip (Tip 1), force gradually increases due to confinement of S1
and deformation of a tip and a sample (Figure 5b(v)). This be-
havior corresponds to the Fexp(r) profile in Figure 4b, which
implies that the experimentally used tip has a relatively stable
structure. For a flexible tip (Tip 2), force once decreases due
to removal of T1 (Figure 5b(v)0), showing a clear peak corre-
sponding to S1. This behavior corresponds to FMD(r) profile
in Figure 4b. Thus, the tip used for the MD simulation has a
relatively high flexibility. In fact, the original tip structure at
position (i) in Figure 4c is severely deformed when a repulsive
force is applied to the tip just above position (ii) in Figure 4c.
As we see in Figure 4b, the FSTA(r) profile is closer to the
Fexp(r) profile (rigid tip case) than the FMD(r) profile. In our
experiments, we hardly find a force profile showing a clear
peak corresponding to S1. This result suggests that real tips
used for an atomic-scale measurements mostly correspond to
a rigid one. In an experiment, a cantilever mechanically os-
cillates at a frequency higher than 3.5 MHz. The repeated
tip approach and retraction cycles may change an unstable
tip structure into a stable one. In addition, at the beginning
of an imaging experiment, we often see atomic-scale contrast
changes but it settles down after several scans. During this
process, the tip apex structure is probably stabilised.
4 Conclusions
We have investigated the relationship between 3D hydra-
tion structures and force distributions measured by AFM at
a fluorite-water interface and performed a detailed compari-
son between 3D images of F(r) measured by AFM, ρ(r) cal-
culated by MD simulation, and F(r) calculated by the STA
model. This comparison has been enabled by the improved
experimental protocols allowing accurate force maps to be ob-
tained in less than 20 minutes in pure water.
We propose that conversion of the ρ(r) image to an F(r)
image by the STA model is the current best practice for image
interpretation. The converted F(r) image quantitatively repro-
duces the main features in the experimentally obtained F(r)
image in the z range above the first hydration layer on a sam-
ple (S1). However, we should consider that F(r) calculated by
the STA model represents F(r) applied to the hydration peak
just under a tip apex. In addition, the STA model cannot be
used for calculating a force profile in the z range below S1
(i.e. z < 0.25 nm).
Good agreement between the STA model and experimen-
tal data implies very strongly that the water density used as
an input for the STA model is in good agreement with that
probed experimentally by the AFM. The agreement between
STA model and experiment also implies that the experimen-
tal measurement is essentially noninvasive at larger distances
from the surface. The STA model only requires the calculation
of the equilibrium solvent density above the interface, which
will soon be tractable using ab initio methods for simple sys-
tems.
Figure 2 shows a practical scheme for the reconstruction of
the solvent density by joint experiment and theory. It works
by direct comparison of experimentally measured short range
forces between the tip and hydration structures and the sim-
ulated force calculated from a simulated solvent density map
using the STA model. Good agreement between the forces
from experiment and theory increase the reliability of both.
The water density can be taken as a working model for the
solvation structure at the interface where agreement between
theory and experiment is good.
The proposed method should improve the accuracy and re-
liability of this measurement technique and lead to its future
applications in various solid-liquid interfacial studies. The
greatly improved speed of measurements makes the technique
applicable to a large number of systems that would have been
too unstable to measure previously.
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