A formulation based on that of Stephen for randomly diluted systems near the percolation threshold is analyzed in detail. By careful consideration of various limiting procedures, a treatment of xy spin models and resistor networks is given which shows that previous calculations (which indicate that these systems having continuous symmetry have the same crossover exponents as the Ising model) are in error. By studying the limit wherein the energy gap goes to zero, we exhibit the mathematical mechanism which leads to qualitatively different results for xy-like as contrasted to Ising-like systems. A distinctive feature of the results is that there is an infinite sequence of crossover exponents needed to completely describe the probability distribution for R(x,x'), the resistance between sites x and x' . Because of the difference in symmetry between the xy model and the resistor network, the former has an infinite sequence of crossover exponents in addition to those of the resistor network. The first crossover exponent φ 1 =1+ε/42 governs the scaling behavior of R(x,x') with ‖x-x'‖≡r: [R(x,x')] c~x φ 1 /ν , where [ ] c indicates a conditional average, subject to x and x' being in the same cluster, ν is the correlation length exponent for percolation, and ε=6-d, where d is the spatial dimensionality.
spin models and resistor networks is given which shows that previous calculations (which indicate that these systems having continuous symmetry have the same crossover exponents as the Ising model) are in error. By studying the limit wherein the energy gap goes to zero, we exhibit the mathematical mechanism which leads to qualitatively different results for xy-like as contrasted to Ising-like systems. A distinctive feature of the results is that there is an infinite sequence of crossover exponents needed to completely describe the probability distribution for R (x, x'), the resistance between sites x and x'. Because of the difference in symmetry between the xy model and the resistor network, the former has an infinite sequence of crossover exponents in addition to those of the resistor network. The first crossover exponent P, =1+e/42 governs the scaling behavior of R (x, x') p]/v with~x -x'~= r: [R (x, (1.2) where v is the correlation-length g exponent for percolation: g(p) -~p -p,~, and t()& is a crossover exponent which governs the growth of the configurationally averaged resistance [R (r) ] between two nodes which are separated by a distance r and which are known to be in the same cluster: [R(r)]-r . The relation (1. 2) is $1/v commonly believed to be a consequence of the node-link picture, ' but in reality it is a result of scaling and hydrodynamics, and as such, should be true even though now the node-link picture has been superseded by the nodelink-blobs model.
One result of the present paper is to give a firm scaling argument for Eq. (1.2). The first e
The properties of a randomly diluted network of resistors near the percolation threshold has been the object of much study over the last decade or so. ' Most attention has been given to the exponent t which describes how the conductivity X(p) behaves ' ' Also experimental data, ' and a very convincing physical argument of Coniglio, ' showed that indeed Pw as not expected to be the same for both the Ising model (where p~--I has been accepted for some time ) and the Heisenberg model (which is known to be equivalent to the resistor network). It remained to resolve the final question as to why the e-expansion treatments giving P, = I were in error.
As reported previously, ' we have located the difficulty in the previous e-expansion treatments.
Here we give the analysis based on the xy model as first presented by Stephen, ' but slightly modified here. It seems entirely possible that more calculations of this type will appear in the near future.
The formulation in terms of the xy model affords a direct calculation of the configurational average of arbitrary powers of the resistance, R (x, x') between two sites x and x'. In fact, we will give results, both within meanfield theory and to first order in e for the probability distribution governing the stochastic variable R(x, x'). As we shall see, in spatial dimensionalities d for which scaling holds, i.e. , for d &6, this distribution involves a scaling function in which only the exponent P( sets the scale of resistances. ' We find an infinite hierarchy of exponents, [(t "I, of which (t ( is the first member. The P"'s for n & 1 describe corrections to scaling in the probability distribution function for R (x, x'). The calculation of these additional exponents involves some unusual subtleties.
As we discuss, the calculation of these correction-to-scaling exponents given previously ' is not the appropriate one for the random-resistor network. As this calculation may have repercussions for other problems we describe it in some detail here. are respectively the probability that a site is in the infinite cluster and the mean-square cluster size. The first terms in these expressions can easily be identified with the leading corrections from thermally excited spin excitations (spin waves when there is an infinite cluster). The higher-order terms are more difficult to characterize. The distribution function P(R, x -x') can be expressed as (2.28) 6+/, = (t P)+2v- Then P(R, x)dR is the number of points in the histogram between R and R+dR divided by the total number of measurements made. A related and sometimes more useful distribution is the conditional probability P, (R, x -x ) that the resistance between x and x' is R given that x and x' are in the same cluster. This is simply
(2.38b) in agreement with Refs. 34 to 36. The voltage satisfies the same diffusion equation as the probability that a diffusing particle is at position x at time~. Thus, Thus, using the scaling relations of Eq. (2. 16), one can predict the scaling form of P(R, x):
is the probability averaged over clusters that a diffusing particle is at x at time~given that it was at the origin at 
We can obtain higher-order resistive susceptibilities corresponding to averages of higher moments of the twopoint resistance by differentiation with respect to the parameter A, in Eq. (2.38a):
o. R »1, the probability of having a resistance R should be independent of x. Thus Eq. (2.39) yields 
(3.1b) 
where y""' is the matrix inverse of y"",Dpk(x) = gk "dpk(x), and In the evaluation of critical exponents in the vicinity of six dimensions, we can expand L in powers of gk(x) and use a continuum limit. In addition, we can expand Bk in powers of k . Also, since we will always take the limit n~0 before 6k~0, we can replace the factors Dk by unity. For h (0) =0, the resulting Hamiltonian, which we will study in the next section, can then be expressed as (0) and an "anomalous" part given by to order e for p -p,~0 (e~ao We may summarize this paper as follows.
(1) We have given a detailed calculation of the crossover exponents, scaling fields, and amplitude ratios at the percolation threshold using the xy formalism proposed by Stephen. ' We introduced some refinements in the formalism in order to recover the usual results for the percolation problem.
We discussed the necessity of taking the replica limit (n~0) before the limit sh oo, in which continuous spin symmetry is recovered. Indeed our results reproduce the expected behavior: for s finite the crossover exponents are unity, ' ' whereas for s~oo 13, 19, 20 their values depart from unity.
( 
This relation leads to Eq. (2.14b). Now we consider the behavior of Gq(x, x') in the limit when the sites x and x' are infinitely far apart. We expect, and it is true here, that in this limit the correlation function is the square of the order parameter. In this limit D '(x, x') vanishes, so that
Since widely separated points have independent environments we have
Mg,~x -x'~~oo .
The second equality in Eq. 
where this can be taken as a definition of what is meant by the resistance from x to infinity, denoted R (x). For k~O, Mk becomes the percolation order parameter, the probability of being in the infinite cluster. Note that the resistance between two widely separated sites obeys
The For two-component vectors there are just two eigenvectors of angular momentum of magnitude k. To generalize to three components we should expand in spherical harmonics. However, the analysis can be carried out for a general number of spin components, m. In this case the expansion will be in terms of kth-order polynomials in the variables x], x2, . . . , x which are orthogonal on the unit sphere. As will become evident, we do not have to explicitly construct this family of polynomials. We will label the n (k) kth-order polynomials as Q"' '(II), tM = 1, 2, . . . , n (k), (D2) where 0 is the set of m -1 spherical angles needed to specify the vector x;. Each Q"'"' is a homogeneous polynomial of degree k which satisfies
We will assume that these polynomials are real and have been orthogonalized, but may not be normalized. However, for a given value of k they have equivalent normalization so that under rotations in m-component space, the functions Q"'"' transform into one another by orthogonal (k matrices. The normalized functions, Q"'"'= bkg"willalso be used. We can chose one angle 6 via cost9=x, and there will be a single kth-order polynomial which remains nonzero for cos8= 1, which we label go"', in analogy with the spherical harmonic 1'k. Thus Eq. (3.9) will be gen- (k ) eralized by replacing fk (x) by Q& (x).
We therefore wish to determine the expansion coefficient Ft(k, lj, ) 
