INTRODUCTION
The purpose of this article is to establish a set of sufficient conditions for the existence of a "nonoscillatory" solution for a linear system of the form i;(t)+ i aij(t) x,(t-Tzj(f) ) ,=I The literature concerned with oscillation and nonoscillation of scalar systems of differential equations with and without deviating arguments is quite extensive. It appears that vector systems such as (1.1) where n is any positive integer have not received much attention with respect to their oscillation and nonoscillation characteristics. Oscillation and nonoscillation of mostly two-dimensional systems with deviating arguments have been considered by some authors (Kitamura and Kusano [6- We recall that it is customary to define a real valued continuous function x on a half-line [to, co) to be oscillatory if there exists a sequence {t,} + co as m + cc such that x( t,) = 0 for each 1,. Such a definition has been adequate for analysing the oscillatory and nonoscillatory characteristics of scalar differential equations with deviating arguments. In applications and particularly for vector systems such as (1.1 ), it is advantageous to use the following: DEFINITION 1. A real valued differentiable function u defined on a halfline (t,, co) is said to be oscillatory if there exists a sequence (tmi + cc as m -+ cg such that t,E (to, co) and u(t,) zi(t,) =0 for each t,, where ti(t,) = du/dt evaluated at t,; u is said to be nonoscillatory on (to, co) if there exists a t* > t, such that u(t) ti( t) # 0 for t > t*.
Using the above definition we define oscillation and nonoscillation of R" valued functions as follows. DEFINITION 2. An R"-valued function x(t) = {x,(t), x,(t), . . . . x,(t)} defined on (to, co) with differentiable components is said to be oscillatory if at least one component of x is oscillatory in the sense of Definition 1; a vector x: (t,, co) -+ R" with differentiable components is said to be nonoscillatory if every component of x is nonoscillatory. DEFINITION 3. The system (1.1) is said to be oscillatory if every solution of ( 1.1) defined on a half-line of the form (to, co ) is oscillatory in the sense of Definition 2; the system (1.1) is said to be nonoscillatory if (1.1) has at least one solution on a half-line which is nonoscillatory.
We note that we exclude from our consideration those solutions of (1.1) having one or more components which become identically constant eventually (i.e., those x(t)= {xl(t), x2(t), . . . . x,(t)} with x,(t) = c for some constant c and for some Jo { 1,2, 3, . . . . n} and all t > t*, t* being some real number). We add that definitions of oscillatory and nonoscillatory R"-valued functions are varied in the literature. Our Definitions 2 and 3 above provide one of the ways of generalising the corresponding notions of oscillation and nonoscillation of real valued functions to the case of functions with values in R". The proof is based on the following coincidence theorem due to Goebel [4] . One can verify that T(Q) is a complete metric space contained in r and that S(Q) c T(Q). We have from the definitions of S and T that If u*(to) = 0 for some i E (1, 2, 3 , . . . . n) and for some to > 0 for the first time t = to, we will have from (2.23) that ziF(t) < 0 at to, implying that for E > 0, u*(t) < 0 on (to, to + E) and this is not possible since U* E L?. This completes the proof.
We remark that if (IBIl = 0 then (2.6) can be replaced by I/All 6 < l/e.
