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1
1 Introduction
Index theory plays a significant role in the development of dynamical systems, in-
cluding topological degree, Morse index, Conley index, Maslov index and shape index.
Among these indices, Conley and shape indices were used to describe the topological
property of invariant sets. Conley index was introduced by Conley [2] and extended to
local semiflows on complete metric spaces by Rybakowski et al [20] later. We briefly
present the basic idea of Conley index theory below.
Let K be a compact isolated invariant set of a semiflow Φ on a complete metric
space X . Some appropriate homotopies induced by the semiflow Φ can help to show
that all the pointed quotient spaces (N/E, [E]) of Conley index pairs (N,E) have the
same homotopy type. Recall that a Conley index pair is a pair of suitable closed sets
(N,E), where N is an isolating neighborhood of K, and E is an exit set of N . Then
the homotopy Conley index h(Φ, K) of K is defined to be the homotopy type of the
pointed space (N/E, [E]).
Shape, invented by Borsuk [1] for metric spaces, is a more general topological con-
cept than homotopy type, to describe the topology of spaces with more complicated
structures. Since spaces with the same homotopy type have also the same shape, for
the compact isolated invariant setK given above, one can immediately define the shape
index s(K) ofK as
s(K) = Sh(N/E, [E]), (1.1)
where (N,E) is a suitable index pair and Sh denotes the shape functor. This setting is
the basic idea of defining shape index of the compact isolated invariant set K in [27]
and this present paper.
Shape index was first introduced by Robbin and Salamon [18] for the flows on a
compact smooth manifold. Their approach to the shape index theory was further de-
veloped in the works of Mrozek [17] and Sa´nchez-Gabites [21] for dynamical systems
on locally compact spaces. The case where the phase space is non-locally compact
is much more complicated. Kapitanski and Rodnianski in [10] proved that the global
attractor of a semiflow on complete metric spaces has a shape of the phase space. Their
work was extended to isolated invariant sets of flows on locally compact metric spaces
in [24] by Sanjurjo, in which the author also considered semiflows on non-locally
compact spaces (see [24], Section 6). It was shown that if a semiflow Φ is two-sided
when restricted on the unstable manifold W u(K), then the shape index of K can be
successfully calculated via its unstable manifold.
For more general cases, the authors in [27] used quotient flows to establish the shape
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Conley index theory via index pairs. The semiflow Φ is assumed to be local, asymp-
totically compact on complete metric spaces and more generally, is not supposed to
be two-sided on the unstable manifolds. The index pair (N,E) of isolated invariant
sets used therein is a shape index pair, different from Conley index pairs. The shape
index pair (N,E) of a compact isolated invariant set K is a pair of closed sets N and
E possessing the following properties:
(i) N \ E is strongly admissible with E being an exit set of N ;
(ii)K is the maximal compact invariant set in N \ E; and
(iii) N \ E contains a local unstable manifold ofK.
To use the Borsuk’s shape to give the definition (1.1), we need some additional as-
sumptions to guarantee the metrizability of N/E under the quotient topology for a
shape index pair (N,E). It is clear that the shape index pair can be constructed by
using local unstable manifoldsW uN(K) and their appropriate sections, since the com-
pactness ofW uN (K) ( [20]) can make the quotient space metrizable.
In this paper, we employ the compactly generated shape defined for general Haus-
dorff spaces in Rubin and Sanders [19], which allows us to remove the additional
assumptions in [27], such as the separability of the phase space and the compactness
of the exit set (this was not mentioned clearly in [27]). Then we develop a new type
of shape index theory for local semiflows on complete metric spaces via much more
general index pairs (N,E).
Since N/E is a normal Hausdorff space for a closed pair (N,E) in a metric space,
we adopt the compactly generated shape (H-shape for short, denoted by ShH). We
still use the shape index pair (N,E) stated above for a compact isolated invariant set,
but with no assumption that the quotient space N/E is metrizable. Thanks to the
consequence in [4] that the compact global attractor and the whole phase space have
the same H-shape for semiflows on Hausdorff spaces, we prove that the pointed spaces
(N/E, [E]) have the same H-shape for all shape index pairs (N,E), by the similar
strategy in [27]. Thus we can define the compactly generated shape index (H-shape
index) s(K) as the H-shape ShH(N/E, [E]) of (N/E, [E]). And H-shape index also
has the continuation property.
Since the basic idea of establishing shape index theory in this paper resembles that
of [27], we necessarily present a precise comparison between them. Firstly, the paper
[27] provided the main method and process of quotient flows, by aid of which we
developed the shape index theory; in this paper we use the same routine for H-shape
index theory. Secondly, in [27], to define shape Conley index, we are only allowed
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to choose shape index pairs (N,E) such that N/E is metrizable under the quotient
topology, but in this paper, for H-shape index, we can pick an arbitrary shape index pair
without any extra requirement. Thirdly, due to the lack of metric on the quotient space,
the quotient flow used in this paper is merely defined on normal Hausdorff spaces.
Therefore, the relevant results for quotient flows are of new versions and all based on
the dynamical systems on topological spaces (see [13]). Moreover, in order to give the
Morse equations with respect to H-shape index, we develop somehow cohomological
theory and the exactness property for compactly generated shape in this paper.
Note that, H-shape is defined via the direct systems of compact subspaces of the
given Hausdorff space X and (ANR-)shape maps between them. When considering
the Cˇech cohomology, which is ANR-shape (see Section 4 below) invariant ( [15]), we
obtain an inverse system G∗ of Cˇech cohomology groups of the compact subspaces of
X . We know from Appendix 3.F in Chapter 3 of [6] that, the inverse limit of the inverse
system G∗ may not be isomorphic to the Cˇech cohomology group of X , although the
inverse limits are equivalent for equivalent inverse systems. Thus it remains a question
whether the Cˇech cohomology group is H-shape invariant. However, we can avoid
answering this question by using the H-shape cohomology groups, denoted by CHˇ∗.
Due to the definition of H-shape index of a compact isolated invariant set K, we
are allowed to define the cohomology index of K as the H-shape cohomology groups
CHˇ∗(N/E, [E]) for a shape index pair (N,E). This is sufficient for us to develop the
Morse theory.
In our situation, similar to the shape Conley index given in [27], the H-shape index
s(K) and Morse equations of an isolated invariant set K can be calculated by using
either the Conley index pairs or local unstable manifolds, which greatly increases the
flexibility of calculations. Moreover, the phase space is not required to be separa-
ble. As an application to illustrate these advantages, we consider an abstract retarded
nonautonomous parabolic equation and use the H-shape index to obtain the existence
of bounded full solutions.
This paper is organized as follows. In Section 2 we present some necessary notions
and results in the theory of homotopy on quotient spaces and dynamical system on
Hausdorff spaces. Some necessary results of quotient flows defined on quotient spaces
of Waz˙ewski pairs are given in Section 3. Section 4 is the central part of this paper,
in which we introduce the concept of shape index pairs, define compactly generated
shape indices for isolated invariant sets and illustrate the continuation property by a
simple example. Section 5 consists of the definition of H-shape cohomology index
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and the establishment of Morse equations. In Section 6, we consider an application of
H-shape index to an abstract retarded nonautonomous parabolic equation.
2 Preliminaries
In this section we collect some necessary notions and results in the theory of topol-
ogy and dynamical systems on Hausdorff spaces (see [13]). The reader is supposed to
be familiar with basic knowledge of algebraic topology.
2.1 HEP and homotopy equivalence
Let X be a topological space. Given a closed subset A of X , the pair (X,A) is
said to have the homotopy extension property (HEP for short), if for every space Y
and continuous mapping F : X × {0} ∪ A × I → Y , there exists a continuous map
F˜ : X × I → Y such that F˜ is an extension of F .
Proposition 2.1 ( [20]). The pair (X,A) has the HEP if and only if A is a strong
deformation retract of one of its open neighborhoods.
Let A and B be two closed subsets of X . The quotient space B/A is defined as
follows. If A 6= ∅, then the space B/A is obtained by collapsing A to a single point
[A] in B ∪A. If A = ∅, we choose a single isolated point ∗ /∈ B and define B/A to be
the space B ∪ {∗} equipped with the sum topology. In the latter case we still use the
notation [A] to denote the base point ∗.
We have a homotopy equivalence of quotient spaces as follows, see [27].
Proposition 2.2. Let A and B be two closed subsets of X . Suppose (X,A) has the
HEP and that B is a strong deformation retract of A. Then (X/A, [A]) ≃ (X/B, [B]).
2.2 Local semiflows
Let X be a Hausdorff topological space. A local semiflow Φ on X is a continuous
map Φ : D(Φ) → X , where D(Φ) is an open subset of R+ × X , and Φ enjoys the
following properties:
(1) for each x ∈ X , there exists 0 < Tx ≤ ∞ such that (t, x) ∈ D(Φ) if and only if
0 ≤ t < Tx;
(2) Φ(0, x) = x for all x ∈ X;
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(3) if (t + s, x) ∈ D(Φ), where t, s ∈ R+, then Φ(t + s, x) = Φ(t, Φ(s, x)),
where D(Φ) is the domain of Φ. In the case when D(Φ) = R+ ×X , we simply call Φ
a global semiflow.
Let Φ be a given local semiflow on X . For notational convenience, we will rewrite
Φ(t, x) as Φ(t)x.
A subset N of X is said to be admissible, if for arbitrary sequences xn ∈ N and
tn → +∞ with Φ([0, tn])xn ⊂ N for all n, the sequence of the end points Φ(tn)xn
has a convergent subsequence. If additionally Φ does not explode in N , i.e., we have
Tx =∞ whenever Φ([0, Tx))x ⊂ N for all x ∈ N , we say N is strongly admissible.
SinceX may be an infinite-dimensional space, to overcome the difficulty due to the
lack of compactness of X , we always assume that Φ is asymptotically compact, that
is, each bounded subset of X is admissible. It is well known that this condition is
naturally satisfied by many important examples from applications, see [20, 26].
A solution (or trajectory) on an interval J ⊂ R is a map γ : J → X satisfying
γ(t) = Φ(t− s)γ(s), for all s, t ∈ J, s ≤ t.
A full solution γ is a solution defined on the whole real line R. If x ∈ X is such that
Φ(t)x = x for all t ≥ 0, we say x is an equilibrium.
The ω-limit set and α-limit set of a solution γ are defined as follows. If γ is defined
on an interval containing [0,∞), it is defined that
ω(γ) = {y ∈ X : there exists tn →∞ such that γ(tn)→ y}.
If γ is defined on an interval containing (−∞, 0], it is defined that
α(γ) = {y ∈ X : there exists tn → −∞ such that γ(tn)→ y}.
For an x ∈ X with Tx =∞, we define ω(x) = ω(γ) with γ(t) = Φ(t)x for t ≥ 0.
A set A is said to be invariant if Φ(t)A = A for all t ≥ 0. For A ⊂ X , we denote by
I(A) the maximal invariant set in A. When a closed set A is strongly admissible, one
can easily verify I(A) is compact (see Theorem 4.5, Chap. 1 in [20]).
An invariant set A ⊂ X is said to be isolated, if A has a neighborhood N such that
A = I(N). Accordingly, a neighborhood N of A such that A = I(N) is called an
isolating neighborhood of A.
Given an invariant set A with A ⊂ N ⊂ X , we define the local stable and unstable
manifold,W sN (A) andW
u
N (A) of A in N as follows:
W sN(A) : =
⋃
ω(γ)⊂A
{γ(t) : γ([0, ∞)) ⊂ N, t ∈ [0, ∞)},
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and W uN(A) : =
⋃
α(γ)⊂A
{γ(t) : γ((−∞, 0]) ⊂ N, t ∈ (−∞, 0]},
where γ is a solution and ω(·) and α(·) are limit sets. If N = X is the whole phase
space, we simply writeW s(A) = W sX(A) andW
u(A) = W uX(A).
2.3 Attractors
Here we use the attractor theory of topological spaces stated in [13], which is a
generalisation of the attractor theory in metric spaces [16, 26].
Let X be a Hausdorff topological space and A, B be two subsets ofX . We say that
A attracts B, if Tx =∞ for all x ∈ B and moreover, for an arbitrary neighborhood U
of A there exists T > 0 such that
Φ(t)B ⊂ U, for all t > T.
A nonempty sequentially compact invariant set A ⊂ X is said to be an attractor of
Φ, if it attracts a neighborhood U of A and A is the maximal sequentially compact
invariant set in U .
Remark 2.3. This definition of attractor differs from the setting in [13], where the
authors consider U to be a neighborhood of A if A ⊂ intU . Here we will adopt the
concept in common sense that U is a neighborhood of A provided A ⊂ intU . In this
sense, this definition of attractor is the same as that in [13] in essence.
Here we use sequential compactness over compactness, due to the fact that these
two concepts are not equivalent in general topological spaces. Moreover, we can make
good use of the convergence of sequences under sequential compactness (in compari-
son to [16]).
Particularly, for metric spaces, sequential compactness is equivalent to the com-
pactness. Consequently, if X is metrizable, this definition of attractors is equivalent to
those given in [26]. Precisely, A ⊂ X is an attractor of Φ in X , if and only if A is
nonempty, compact and invariant and attracts a neighborhood of itself.
Let A be an attractor. The set Ω(A) = {x ∈ X : A attracts x} is called the region
of attraction (or attraction basin) of A. One can easily verify that Ω(A) is open;
moreover,A attracts each compact subset of Ω(A), see [13]. In the case when Ω(A) =
X , we simply call A the global attractor of Φ.
Let K ⊂ X be a closed subset and U be a subset of X with K ⊂ U . A continuous
function ζ : U → R+ is called a K0 function ofK on U , if
ζ(x) = 0⇐⇒ x ∈ K.
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If moreover the level set
ζa = {x ∈ U : ζ(x) ≤ a}
is closed inX for every a ≥ 0, we say ζ is a K∞0 function ofK on U .
If X is a metric space and A is a nonempty closed subset of X , then the distance
d(x,A) is a K∞0 function of A on X . If B is another nonempty closed subset of X
with A ∩ B = ∅, then the function defined as
d(x,A)
d(x,B)
, x ∈ X \B
is a K∞0 function of A on X \B. Thus we conclude a simple lemma.
Lemma 2.4. Let A be a closed subset and U be an open subset of a metric space X
with A ⊂ U . Then, there is a K∞0 function of A on U .
Let A be a closed attractor and Ω := Ω(A) be the region of attraction of A. A
nonnegative continuous function ζ : Ω→ R+ is said to be a Lyapunov function of A,
if ζ is aK0 function ofA onΩ, and for x ∈ Ω\A and t > 0, we have ζ(Φ(t)x) < ζ(x).
The existence of Lyapunov function for an attractor in Hausdorff spaces is given in the
following proposition, a result similar to that for other spaces ( [9–11, 13]).
Proposition 2.5. Let X be a Hausdorff space. Assume that the attractor A is closed
and has a K0 function ψ on Ω. ThenA has a Lyapunov function ζ on Ω. What is more,
if ψ is K∞0 of A on Ω, so is ζ .
Proof. The first conclusion comes from Theorem 5.1 in our earlier paper [13]. In order
to prove it, we defined for x ∈ Ω,
ψ1(x) = sup
t≥0
ψ(Φ(t)x) and ζ(x) = ψ1(x) +
∫ ∞
0
e−tψ1(Φ(t)x)dt. (2.1)
By a standard argument ( [10, 13]), we showed that ψ1 is continuous and ζ is the K0
Lyapunov function we want.
Now we assume ψ is K∞0 of A on Ω and show the second conclusion. It suffices to
show that ζ defined in (2.1) is K∞0 of A on Ω, i.e., for every a > 0, ζ
a is closed in X .
Indeed, by definition, we have
ζ(x) ≥ ψ1(x) ≥ ψ(x) for every x ∈ Ω.
This means ζa ⊂ ψa. By the continuity of ζ on Ω, ζa is a closed subset of ψa. The as-
sumption that ψ isK∞0 ofA on Ω implies that ψ
a is closed inX . Then we immediately
obtain that ζa is closed inX . The proposition is proved.
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2.4 Morse Decomposition
For the reader’s convenience, we recall briefly the definition of Morse decomposi-
tions of invariant sets for the dynamical systems on topological spaces (see, [13] or
more classically [2, 10, 11, 20]).
Let X be a topological space and K a compact invariant set. Then the restriction
Φ|K of Φ onK is a semiflow onK. A set A ⊂ K is called an attractor of Φ inK, if it
is an attractor of Φ|K . Note that this attractor inK is a restricted one, defined locally.
Let A be an attractor of Φ inK. The set A∗ = {x ∈ K : ω(x)∩A = ∅} is called the
repeller dual to A relative to K. Accordingly, (A, A∗) is called an attractor-repeller
pair in K.
LetK be a compact invariant set. An ordered collection
M = {M1, · · · , Mn}
of subsetsMk ⊂ K is called aMorse decomposition ofK, if there exists an increasing
sequence ∅ = A0 ( A1 ( · · · ( An = K of attractors inK such that
Mk = Ak ∩A
∗
k−1, 1 ≤ k ≤ n.
The attractor sequence of Ak (k = 0, 1, · · · , n) is often called the Morse filtration of
K, and eachMk is called a Morse set ofK.
Remark 2.6. It is well known that each Morse set is compact and invariant, and more-
over, ifK is isolated, then so are the Morse setsMk (see [20]).
3 Waz˙ewski Pairs and Quotient Flows
In this section the phase space X is assumed to be a complete metric space. Given a
subset N ⊂ X , define a function tN : X → R+ ∪ {∞} as
tN(x) = inf{t ≥ 0 : either t ≥ Tx , or Φ(t)x 6∈ N}, for x ∈ X. (3.1)
Note that for each x, tN(x) is the maximal time such that Φ([0, tN(x))x ⊂ N .
Let N and E be two closed subsets of X . The subset E is said to be N-positively
invariant, if for all x ∈ E ∩ N and t ≥ 0, we have Φ([0, t))x ⊂ E whenever
Φ([0, t))x ⊂ N .
The subset E is said to be an exit set of N , if
(1) E is N-positively invariant; and
(2) for every x ∈ N with tN(x) < Tx, there exists t ≤ tN(x) such that Φ(t)x ∈ E.
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Definition 3.1. A pair of closed subsets (N, E) of X is called aWaz˙ewski pair, if
(1) E is an exit set of N; and
(2) N \ E is strongly admissible.
Let there be given a Waz˙ewski pair (N, E). Now we consider the quotient space
N/E. For notational simplicity, we denote [A] = pi(A) for A ⊂ N ∪ E, where
pi : N ∪E → N/E is the usual quotient map. Define the quotient flow Φ˜ of Φ onN/E
as follows:
If x˜ = [E], then Φ˜(t)x˜ ≡ x˜ for t ∈ R+; and if x˜ = [x] for some x ∈ N \ E, then
Φ˜(t)x˜ =
 [Φ(t)x], for t < tN\E(x);[E], for t ≥ tN\E(x).
Since E is N-positively invariant, it can be easily seen that Φ˜(t) is a well defined
semigroup on N/E.
Observe that N/E is a normal Hausdorff space. Lemma 3.2 in [27] applies here,
and we obtain that Φ˜ is a global semiflow on N/E as follows, see also [12].
Lemma 3.2. The quotient flow Φ˜ is continuous on R+ × N/E and N/E is strongly
admissible. Moreover, if I(N \E)∩E = ∅, the equilibrium [E] is an attractor of Φ˜ in
N/E.
Let (N,E) be a Waz˙ewski pair and Φ˜ be the quotient flow on N/E. Then we have
the following conclusions.
Theorem 3.3. Every attractor of Φ˜ in N/E is closed.
Proof. LetA be an attractor of Φ˜ inN/E and pi the quotient map fromN ∪E toN/E.
If N ∩E = ∅, the conclusion is obvious. We only consider the case whenN ∩E 6= ∅.
If [E] /∈ A, we know the restricted map pi|N\E : N \ E → pi(N \ E) is homeomor-
phic. It follows from the sequential compactness ofA that pi−1(A) is also sequentially
compact inN \E. SinceN \E is a subspace of the metric spaceX , pi−1(A) is compact
and hence closed. Thus A is surely closed in N/E.
If [E] ∈ A, since pi is a closed map, we only need to show pi−1(A) is closed in
N ∪ E. It suffices to prove that the limit point x0 of every convergent sequence xn ∈
pi−1(A) belongs to pi−1(A). If x0 ∈ E, we are done. If x0 /∈ E, we can assume
xn ∈ pi−1(A) \ E. Then via pi, we have pi(xn) → pi(x0) and pi(xn) ∈ A. By the
sequential compactness ofA, we know pi(x0) ∈ A and hence x0 ∈ pi−1(A). The proof
is complete.
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Theorem 3.4. Every attractorA of Φ˜ has a K∞0 Lyapunov function on Ω(A).
Proof. By Theorem 3.3 and Proposition 2.5, we only need to find a K∞0 function ψ of
A on Ω(A). If N ∩ E = ∅ and A = {[E]}, we have that Ω(A) = {[E]}. The function
ψ([E]) = 0 is just what we desire. Thus we only consider the case when N ∩ E 6= ∅
or A 6= {[E]}.
In order to find the function ψ in this case, we necessarily get back to the Waz˙ewski
pair (N,E). Let pi : N ∪ E → N/E be the quotient map. Denote
U = pi−1(Ω(A)) and A = pi−1(A).
We see that U is open and A is closed in N ∪ E. By Lemma 2.4, we obtain a K∞0
function δ of A on U .
Now define ψ : Ω(A)→ R+ such that
ψ([E]) = 0 and ψ(x˜) = δ(x) for x˜ = pi(x) ∈ Ω(A) with x ∈ U \ E.
The map ψ is well defined. The continuity of ψ is guaranteed by the properties of δ and
pi. Furthermore, ψa = pi(δa) is closed in N/E by the closedness of pi, which indicates
that ψ is K∞0 of A on Ω(A). This completes the proof.
4 Compactly Generated Shape Index
In this section we introduce the shape index pairs and define compactly generated
shape indices for isolated invariant sets in metric spaces.
For the presentation hereafter, we first introduce the definition of H-shape of pairs
of Hausdorff spaces here, see [4] for the case of Hausdorff spaces and originally [19].
4.1 H-Shape for Pairs of Hausdorff Spaces
Shape theory was first introduced by Borsuk [1] for metric spaces in 1968, and later
Mardesˇic´ and Segal [15] gave an extension of Borsuk’s shape theory via ANR-systems
to include compact Hausdorff topological spaces. We refer to this definition of shape
given by Mardesˇic´ and Segal as ANR-shape, denoted by ShANR. In 1974 Rubin and
Sanders gave a different extension to the realm of Hausdorff spaces, called “compactly
generated shape”, shortly H-shape, see [19]. The establishment of H-shape theory is
based on the ANR-shape theory of compact Hausdorff spaces.
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In the following, we introduce the definition of H-shape for pairs of Hausdorff spaces
in detail as an extension of H-shape for Hausdorff spaces ( [4, 19]).
Let (X,X0) and (Y, Y0) be pairs of Hausdorff spaces. If the pairs satisfy that the
relation Y ⊂ X and Y0 ⊂ X0, we denote this relation by (Y, Y0) ⊂ (X,X0). A
compact pair (X,X0) is a pair with bothX and X0 being compact Hausdorff spaces.
Given two compact pairs (K,K0) and (L, L0), there is a shape map f : (K,K0) →
(L, L0), which is defined as follows, see [4, 15, 19]. The shape map f assigns to every
pair (Q,Q0) having the homotopy type of a CW-complex pair and to every homotopy
class η : (L, L0) → (Q,Q0), a homotopy class f(η) : (K,K0) → (Q,Q0), such
that, if (Q′, Q′0) is another pair having the homotopy type of a CW-complex pair and
η′ : (L, L0) → (Q′, Q′0) is a homotopy class, then if ξ : (Q,Q0) → (Q
′, Q′0) is a
homotopy class, the commutativity (up to homotopy) of
✲
◗
◗
◗
◗
◗
◗
◗s ❄
η
(L,L0) (Q,Q0)
η′
(Q′, Q′0)
ξ implies that of
✲
◗
◗
◗
◗
◗
◗
◗s ❄
f(η)
(K,K0)
f(η′)
(Q,Q0)
(Q′, Q′0)
ξ
Let Λ be a directed set. A CS2-system is a direct system X∗ = {(Xλ, X0λ), pλλ′,Λ}
in the compact shape category of pairs of Hausdorff spaces (see [15]), that is to say,
each (Xλ, X0λ) is a compact pair and if λ ≤ λ′ in Λ, then pλλ′ : (Xλ, X0λ) →
(Xλ′ , X0λ′) is a shape map such that
(i) pλλ = 1(Xλ,X0λ) is the identity shape map,
(ii) if λ ≤ λ′ ≤ λ′′, then pλ′λ′′pλλ′ = pλλ′′ .
A CS2-morphism F : X∗ → Y ∗ = {(Yµ, Y0µ), qµµ′ ,M} is a pair F = (fλ, f)
consisting of an increasing function f : Λ → M and a collection of shape maps
fλ : (Xλ, X0λ) → (Yf(λ), Y0f(λ)) such that if λ ≤ λ′ then qf(λ)f(λ′)fλ = fλ′pλλ′ , that is
to say, the following diagram commutes.
✲
✲
❄ ❄
fλ
fλ′
(Xλ,X0λ) (Yf(λ), Y0f(λ))
(Xλ′ ,X0λ′) (Yf(λ′), Y0f(λ′))
pλλ′ qf(λ)f(λ′)
Defining the identity 1X∗ and compositions in the usual way, we finally have a cate-
gory of CS2-systems and CS2-morphisms between them, denoted by CS2.
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Two CS2-morphisms F,G : X∗ → Y ∗ are homotopic, F ≃ G, if for each λ ∈ Λ,
there is µ ∈ M with f(λ), g(λ) ≤ µ such that qf(λ)µfλ = qg(λ)µgλ, i.e., the following
commutative diagram.
✑
✑
✑✑✸
◗
◗
◗◗s
◗
◗
◗◗s
✑
✑
✑✑✸
(Yf (λ), Y0f(λ))
(Yg(λ), Y0g(λ))
fλ qf(λ)µ
gλ qg(λ)µ
(Xλ,X0λ) (Yµ, Y0µ)
Surely the homotopy relation≃ is a morphism equivalence, see [19]. We sayX∗ and
Y ∗ have the same homotopy type, provided there are CS2-morphisms F : X∗ → Y ∗
and G : Y ∗ → X∗ such that GF ≃ 1X∗ and FG ≃ 1Y ∗; and we say F is a homotopy
equivalence from X∗ to Y ∗.
Given a pair (X,X0) of Hausdorff spaces, let c(X,X0) be the set of all compact
pairs of (K,K0) ⊂ (X,X0) ordered by inclusions, which makes c(X,X0) a directed
set. Then one has a CS2-system
C(X,X0) = {(K,K0), i(K,K0)(K ′,K ′0), c(X,X0)}
such that (K,K0) ∈ c(X,X0) and if (K,K0) ⊂ (K ′, K ′0) then i(K,K0)(K ′,K ′0) is the
inclusion shape map.
Definition 4.1. Let (X,X0) and (Y, Y0) be pairs of Hausdorff spaces. If C(X,X0)
and C(Y, Y0) have the same homotopy type, we say (X,X0) and (Y, Y0) have the same
shape, denoted by ShH(X,X0) = ShH(Y, Y0).
Remark 4.2. Since ANR-shape is defined by the inverse systems of neighborhoods of a
given metric space (compact Hausdorff space) in an ANR and the homotopy classes be-
tween them, it mainly describes the space from outside, see [10,15]. Here ANR means
the absolute neighborhood retract of metric spaces (or compact Hausdorff spaces)
(see [15]).
By comparison, H-shape defined above is via the direct systems of compact subsets
of a given Hausdorff space and the (ANR-)shape maps between them (see also [4,19]).
Correspondingly, H-shape provides an inner description of the Hausdorff space. In
spite of the definitions in different means and distinct descriptions of the space, ANR-
shape and H-shape coincide for compact Hausdorff spaces ( [19]).
If ϕ : (X,X0) → (Y, Y0) is a continuous map, let f : c(X,X0) → c(Y, Y0)
and f(K,K0) : (K,K0) → (ϕ(K), ϕ(K0)) such that f((K,K0)) = (ϕ(K), ϕ(K0)),
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which is increasing, and f(K,K0) is the shape map induced by ϕ|(K,K0) : (K,K0) →
(ϕ(K), ϕ(K0)). Thus we obtain a CS
2-morphism F = (f(K,K0), f) induced by ϕ. If
F is a homotopy equivalence from C(X,X0) to C(Y, Y0), we say that ϕ induces an
H-shape equivalence.
We can see in a straightforward way that H-shape is a homotopy invariant for pairs
of Hausdorff spaces, as stated in Rubin and Sanders [19], i.e.,
(X,X0) ≃ (Y, Y0) ⇒ ShH(X,X0) = ShH(Y, Y0).
The following result is a pointed version of Theorem 4.2 in [4], and the similar
results in metric spaces can be found in [5, 10, 25].
Theorem 4.3. LetX be a Hausdorff space, and Φ be a global semiflow onX . Suppose
thatΦ has a compact global attractorA, and that the system has an equilibrium e ∈ A.
Then the inclusion (A, e)→ (X, e) induces an H-shape equivalence.
Let (X, x0) and (Y, y0) be two pointed spaces. The wedge sum (X, x0)∨ (Y, y0) and
smash product (X, x0) ∧ (Y, y0) are defined, respectively, as follows,
(X, x0) ∨ (Y, y0) = (W, (x0, y0)), (X, x0) ∧ (Y, y0) = ((X × Y )/W, [W]),
where W = X × {y0} ∪ {x0} × Y . Similar to the definition for homotopy type
(see [6, 20]), the operations “∨” and “∧” can be also defined to H-shape of pointed
spaces as follows. This is also a natural generalisation of the definitions of wedge sum
and smash product for H-shape of Hausdorff spaces (see [19]).
For pointed spaces (X, x0), (X
′, x′0), (Y, y0) and (Y
′, y′0), if
ShH(X, x0) = ShH(X
′, x′0) and ShH(Y, y0) = ShH(Y
′, y′0),
then by the definition of H-shape of pointed spaces and using the method in [19], we
similarly obtain that
ShH((X, x0) ∨ (Y, y0)) = ShH((X
′, x′0) ∨ (Y
′, y′0))
and ShH((X, x0) ∧ (Y, y0)) = ShH((X
′, x′0) ∧ (Y
′, y′0)).
This allows us to define the operators ∨ and ∧ for H-shape of pointed spaces as follows,
ShH(X, x0) ∨ ShH(Y, y0) = ShH((X, x0) ∨ (Y, y0)),
and ShH(X, x0) ∧ ShH(Y, y0) = ShH((X, x0) ∧ (Y, y0)).
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4.2 H-Shape Index
From now on we let X be a complete metric space and Φ a local semiflow onX .
Definition 4.4. LetK ⊂ X be a compact isolated invariant set of Φ. A Waz˙ewski pair
(N, E) is said to be a shape index pair ofK, if
(1) there is a closed admissible neighborhood U ofK such thatW uU(K) ⊂ N \ E;
(2)K ∩ E = ∅; and
(3)K = I(N \ E).
Remark 4.5. (1) A Conley index pair (N,E) of a compact isolated invariant set K is
a Waz˙ewski pair such that N \ E is an isolating neighborhood ofK (see [2, 20]). The
set N \ E surely contains a local unstable manifold of K and K ∩ E = ∅. Therefore,
a Conley index pair is naturally a shape index pair in Definition 4.4.
(2) The shape index pairs (N,E) given in [27] are also specific examples of the
shape index pairs defined above, since besides the conditions (1) (2) (3) in Definition
4.4, it is also implicated therein that the quotient space N/E is metrizable in quotient
topology.
We are now prepared to define the H-shape index via shape index pairs.
Definition 4.6. Let (N, E) be a shape index pair of K. The H-shape index s(Φ, K)
of K is defined as
s(Φ, K) = ShH(N/E, [E]).
When the semiflow Φ is clear, we will simply write s(Φ, K) as s(K).
Example 4.7. (1) If the compact isolated invariant set K = ∅, we can take (∅, ∅) to
be the shape index pair of ∅, and thus we have s(∅) = 0, where 0 is the H-shape of a
pointed singleton. Applying this fact, we can determine thatK 6= ∅, if s(K) 6= 0. This
property is analogous to Conley index.
(2) By Theorem 4.3, ifX is a complete metric space and A is the global attractor, it
is clear that
s(A) = ShH(X ∪ {∗}, ∗),
where ∗ /∈ X is a single isolated point and X ∪ {∗} is endowed the sum topology.
Particularly, if X is a normed linear space, s(A) = Σ0, since X is contractible. Here
and in the sequel, we use Σn to denote the H-shape of pointed n-dimensional sphere.
The following result indicates that the H-shape index is well defined.
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Theorem 4.8 (Main Theorem). The H-shape index s(K) of K is independent of the
choice of shape index pairs.
To show Theorem 4.8, we need the following lemma (we omit the proof), which is a
new version of Lemma 4.6 and 4.7 in [27], in the framework of topological dynamical
systems (given in Section 2) on the quotient space.
Lemma 4.9. LetK be a compact isolated invariant set with its shape index pair (N,E)
and let Φ˜ be the quotient flow onN/E. Then Φ˜ has a compact global attractorA such
that
A = W u([K]) ∪ {[E]} and (A, [E]) ≃ (W uN(K)/E, [E]).
The proof of Theorem 4.8 is indeed a modification of that of Theorem 4.5 in [27].
For the reader’s convenience, we present the main sketch of the proof as follows. Nev-
ertheless, we need to keep in mind that the referred conclusions in [27] involved in the
following proof is under the framework of the shape index pair and the quotient flow
defined in this paper. And the proofs of the referred conclusions in [27] also work well
here, with the Lyapunov functions used therein following from Theorem 3.4.
Proof of Theorem 4.8. In the case when W u(K) = K, for every shape index pair
(N,E),W uN(K) = K. By Lemma 4.9, the quotient flow onN/E has a global attractor
A. Moreover, we have A = [K] ∪ {[E]}, and so
ShH(N/E, [E]) = ShH(A, [E]) = ShH([K] ∪ {[E]}, [E]) = ShH(K ∪ {∗}, ∗),
which implies the conclusion of Theorem 4.8.
Now we only consider the case whenW u(K) 6= K. In this case, for all shape index
pairs (N,E) ofK, we infer thatW uN(K) ∩ E 6= ∅ (see Lemma 4.8 in [27]).
Let (N1, E1) and (N2, E2) be two shape index pairs of K. Let N = N1 ∩ N2 and
E = E1 ∪ E2. Then we have that (N,E) is also a shape index pair of K. We aim to
show that (N1/E1, [E1]) and (N2/E2, [E2]) have the same H-shape, for which we only
need to prove that
ShH(Nk/Ek, [Ek]) = ShH(N/E, [E]), k = 1, 2. (4.1)
In the following we only need to show that (4.1) holds true for k = 1, since the same
argument also works for k = 2.
Set Eu =W uN(K) ∩ E, and define
Γ1 = {x ∈ N1 : there exist t ≥ 0 and y ∈ Eu such that
Φ([0, t])y ⊂ N1, and Φ(t)y = x}.
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It is easy to check that Eu and Γ1 are N-positively invariant and N1-positively invari-
ant, respectively. Moreover, we have
W uN(K) ∪ Γ1 = W
u
N1
(K). (4.2)
Applying Lemma 4.10 in [27], we have an open neighborhood U of K such that Γ1 ∩
U = ∅.
By using Lemma 4.9 in [27], there is a closed neighborhood F of E in N ∪ E with
K ∩ F = ∅ such that (N,F ) is a shape index pair and has HEP; moreover,
W uN(K) \ F ⊂ U, (N/E, [E]) ≃ (N/F, [F ]). (4.3)
Hence ShH(N/E, [E]) = ShH(N/F, [F ]). On the other hand, by Theorem 4.3, we
deduce
ShH(N/F, [F ]) = ShH(A
′, [F ]),
whereA′ is the global attractor of the quotient flow onN/F . Therefore by Lemma 4.9
we find that
ShH(N/E, [E]) = ShH(A′, [F ])
= ShH(W
u
N(K)/F, [F ]) = ShH(W
u
N(K)/F
u, [F u]),
(4.4)
where F u =W uN (K) ∩ F .
Let Γ = F u ∪ Γ1. Based on the fact that Γ1 ∩ U = ∅ and (4.3), we have
W uN (K) ∩ Γ = F
u ∪ (W uN(K) ∩ Γ1)
= F u ∪ [W uN(K) ∩ (F ∪ F
c) ∩ Γ1] = F u ∪ (W uN (K) ∩ F ∩ Γ1) = F
u,
where F c = X \ F . Then we have
(W uN(K)/F
u, [F u]) ∼= (W uN(K)/Γ, [Γ])
∼= ((W uN(K) ∪ Γ)/Γ, [Γ])
∼= (by (4.2)) ∼=
(
W uN1(K)/Γ, [Γ]
)
.
Therefore by (4.4) we obtain that
ShH(N/E, [E]) = ShH(W
u
N1
(K)/Γ, [Γ]). (4.5)
Let Eu1 = W
u
N1
∩ E1. Consider the quotient space W uN1(K)/E
u
1 along with the
quotient flow Φ˜1. Let pi be the quotient map fromW
u
N1
(K) toW uN1(K)/E
u
1 . It is clear
that (
W uN1(K)/Γ, [Γ]
)
∼=
(
pi(W uN1(K))/pi(Γ), [pi(Γ)]
)
. (4.6)
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Theorem 3.2 asserts that [Eu1 ] is an attractor of Φ˜1. Since pi(Γ) is positively invari-
ant and contained in the attraction basin of [Eu1 ] with [E
u
1 ] ∈ pi(Γ), then [E
u
1 ] is a
strong deformation retract of pi(Γ) (see Proposition 2.5 in [27]). Because (N,F ) has
HEP, by Proposition 2.1, it is easy to see that (W uN(K), F
u) has HEP. Consequently,
(W uN1(K), Γ) and
(
pi(W uN1(K)), pi(Γ)
)
have HEP as well. Therefore by Proposition
2.2 we have (
pi(W uN1(K))/pi(Γ), [pi(Γ)]
)
≃
(
pi(W uN1(K))/pi(E
u
1 ), [pi(E
u
1 )]
)
∼=
(
W uN1(K)/E
u
1 , [E
u
1 ]
)
≃
(
W uN1(K)/E1, [E1]
)
.
By (4.5) and (4.6), we have that
ShH(N/E, [E]) = ShH(W
u
N1
(K)/E1, [E1])
= (by Lemma 4.9) = ShH(A1, [E1]),
where A1 is the global attractor of the quotient flow on N1/E1. Furthermore, by The-
orem 4.3 we conclude that
ShH(N/E, [E]) = ShH(A1, [E1]) = ShH(N1/E1, [E1]).
The proof is finished now.
4.3 Continuation Property
Similar to the Conley index (see [20]) and shape Conley index, H-shape index also
has the continuation property, which involves a continuous family of local semiflows.
We follow the basic concepts given for Conley index theory in [20] below.
Let X be a complete metric space. For a sequence of local semiflows Φn on X , we
write Φn → Φ0, if for all sequences xn ∈ X and tn ∈ R+ with xn → x0 and tn → t0,
Φn(tn)xn → Φ0(t0)x0.
Let Φn be a sequence of local semiflows on X . A set N ⊂ X is said to be strongly
{Φn}-admissible if for two arbitrary sequences xn ∈ X and 0 ≤ tn → ∞ satisfy-
ing Φn([0, tn])xn ⊂ N for all n ∈ N
+, the sequence of endpoints Φn(tn)xn has a
convergent subsequence and furthermore, Φn does not explode inN for every n ∈ N+.
Let Λ be a metric space. We write Φλ → Φλ0 , if Φλn → Φλ0 for every sequence
λn ∈ Λ with λn → λ0. A continuous family of local semiflows Φλ on X is a family of
local semiflows such that Φλ → Φλ0 for each λ0 ∈ Λ with λ→ λ0.
Now we recall the definition of S-continuity. The pair (Φλ, Kλ) is said to be S-
continuous at λ0 ∈ Λ, if there is δ > 0 and a closed subset N of X such that the
following two conditions are fulfilled:
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(1) for every Φλ and λ with ρ(λ, λ0) < δ, the subset N is a strongly admissible
closed neighborhood ofKλ;
(2) Whenever λn → λ0, then Φλn → Φλ0 and N is {Φλn}-admissible.
If (Φλ, Kλ) is S-continuous at each point λ ∈ Λ, (Φλ, Kλ) is said to be S-continuous
on Λ.
Since the Conley index pairs are also shape index pairs for an isolated compact set,
by similar discussion for Conley index (see Theorem 12.2 in [20]), one immediately
concludes that H-shape index possesses the following property, which is just what we
call the continuation property.
Theorem 4.10. Let Kλ be a compact isolated invariant set of Φλ for each λ lying
in a connected component Λ0 of Λ. Suppose (Φλ, Kλ) is S-continuous on Λ0. Then
s(Φλ, Kλ) is constant for λ ∈ Λ0.
4.4 An Example
For a better understanding of continuation property and the shape index pair, we
consider the initial-boundary problem of the equation
∂u
∂t
−∆u = βu(1− up−2), x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
u(x, 0) = u0(x), x ∈ Ω,
(4.7)
where Ω ⊂ Rn is a bounded domain, p > 2 and β > 0 are constants. Such a problem
has an invariant domain
X = {u ∈ L∞(Ω)| 0 ≤ u ≤ 1}.
Hence we have a semiflow on X . Note that X is not separable. Now we compute the
H-shape index of 0 in X .
Let V = H10 (Ω). The inner product 〈·, ·〉 on V is defined by
〈u, v〉 =
∫
Ω
∇u∇vdx, u, v ∈ V,
and the corresponding norm ‖ · ‖. We know that the equation (4.7) has a weak solution
u ∈ L∞(0, T ;X) ∩ L2(0, T ;V ),
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such that ∫
Ω
∂u
∂t
vdx+ 〈u, v〉 =
∫
Ω
βu(1− up−2)vdx,
for every v ∈ V (see [26]).
We first consider the case when the phase space is V ∩ X . To compute the shape
index of 0 for (4.7), we consider the following equation related to (4.7),
∂u
∂t
− (∆ + β)u = −λβup−1, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
(4.8)
where λ ∈ [0, 1]. When λ = 0, (4.8) is the linearisation of (4.7) at u = 0; when λ = 1,
(4.8) is just (4.7). It is well known that the linear operator −(∆ + β) has only finitely
many negative eigenvalues. Denote the eigenvalues of −∆ in V by
0 < µ1 < µ2 < · · · < µk < · · · → ∞.
Let Φλ be the semiflow generated by (4.8). We first consider the case when β 6= µk
for all k ∈ N+. By the standard argument (see [20]), the family of semiflows Φλ is
continuous in λ ∈ [0, 1], and (Φλ, {0}) is S-continuous on [0, 1]. By the continuation
property (Theorem 4.10), we have
s(Φ1, {0}) = s(Φ0, {0}) =
{
0, β > µ1, β 6= µk,
Σ0, 0 < β < µ1.
(4.9)
The second equality in (4.9) results from the following discussion.
Since β 6= µk, we let V0 be the subspace of V spanned by the eigenfunctions of µk
with 0 < µk < β. Pick R ∈ (0, 1) and let
N := {u ∈ V0 ∩ L
∞(Ω) : 0 ≤ u ≤ R} and E := {u ∈ N : u = R}.
We know that N is a local unstable manifold of 0 in V ∩ X and E is the exit set of
N . Hence the pair (N,E) is a shape index pair of {0} for Φ0. When 0 < β < µ1, we
see that (N,E) = ({0}, ∅) and so s(Φ0, {0}) = Σ0. When β > µ1, the space N/E is
contractible and then s(Φ0, {0}) = 0.
If β = µk for some k ∈ N+, we need to consider the centre manifold of 0. It is well
known (see Chapter 6, [7]) that 0 is asymptotically stable in its centre manifold. As a
consequence, we obtain that
s(Φ0, {0}) =
{
0, β = µk, k > 1,
Σ0, β = µ1.
(4.10)
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Now we consider the case when the phase space is X . Let Φ be the semiflow gen-
erated by (4.7). Since there is a natural embedding from L∞(Ω) into Lp(Ω), then
Φ(t)u0 ∈ V for all u0 ∈ X . The unstable manifold of 0 in V ∩ X is hence also that
of 0 in X . Note that the local unstable manifoldW uU(0) of 0 is finite-dimensional, for
some closed neighborhood U of 0 in X . The topologies of W uU(0) induced by X and
V ∩X are equivalent. As a result, by summarising (4.9) and (4.10), we conclude the
following result
s(Φ, {0}) =
{
0, β > µ1,
Σ0, 0 < β ≤ µ1.
Remark 4.11. If we replace the nonlinear term βu(1−up−2) in (4.7) by βu(1−|u|p−2),
we are allowed to set the phase space to be X = {u ∈ L∞(Ω)| − 1 < u < 1}. With
almost the same argument, we obtain that s({0}) = Σr, where r is defined as
r = r(β) :=
∑
0<µk<β
rk,
where rk denotes the multiplicity of the eigenvalue µk.
5 Establishment of Morse Equations
In this section we study the Morse equations for a compact isolated invariant set
associated to H-shape. To do this, we need to consider someH-shape invariant for these
invariant sets. In our theory, we need the H-shape invariant to possess the following
property:
(P) The pair (N,E) and its quotient space (N/E, [E]) have the same H-shape invariant.
By Theorem 2.3 of [22] and Theorem 2.9 of [23], we know the shape groups (ob-
tained from direct limits of homotopy groups) are H-shape invariants for the pointed
Hausdorff spaces. However, homotopy groups do not meet (P), let alone the shape
groups. Note that the Cˇech cohomology groups satisfy the property (P) and the ex-
actness property ( [3]). But we do not know whether the Cˇech cohomology group is
H-shape invariant. Hence it is necessary to develop some new type of cohomology
theory based on Cˇech cohomology groups.
5.1 H-shape Cohomology Groups and Indices
Given a pair (X,X0) of Hausdorff spaces, an abelian group A and each q ∈ N, there
exists a Cˇech cohomology group Hˇq(X,X0;A), which is also abelian. It is found from
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the third section of Chapter II in [15] that Cˇech cohomology groups are shape (by
the inverse systems) invariant for pairs of topological spaces, including compact pairs.
Thus when two compact pairs (X,X0) and (Y, Y0) have the same ANR-shape, for an
arbitrary abelian group G, we have that
Hˇ∗(X,X0;A) ≈ Hˇ
∗(Y, Y0;A).
We omit the coefficient groupA in the following and the reader can take the coefficient
group as the integer group. By considering the Cˇech cohomology groups of each com-
pact pair (K,K0) ⊂ (X,X0), we can obtain an inverse system of Cˇech cohomology
groups
Hˇ∗(C(X,X0)) = {Hˇ
∗(K,K0), i
∗
(K,K0)(K ′,K ′0)
, c(X,X0)}.
Recall the inverse limit (see [3]) of an inverse system of groups G∗ = (Gλ, pλλ′ ,Λ)
consists of a group G∞ and homomorphisms pλ : G∞ → Gλ such that
pλλ′pλ′ = pλ, λ ≤ λ
′. (5.1)
Moreover, if p′λ : G
′ → Gλ is another collection of homomorphisms with property
(5.1), then there is a unique homomorphism g : G′ → G∞ such that
pλg = p
′
λ, λ ∈ Λ.
We denoteG∞ = lim
←−
G∗. Clearly, the inverse limitG∞ of G∗ is unique up to a natural
isomorphism. According to Theorem 3.14 in Chapter VIII of [3], the inverse limit
lim
←−
G∗ exists for every inverse system G∗ of groups.
Definition 5.1. Let (X,X0) be a pair of Hausdorff spaces. The H-shape cohomology
group CHˇq(X,X0) for each q ∈ N is defined as
CHˇq(X,X0) = lim
←−
Hˇq(C(X,X0)).
Since Cˇech cohomology groups satisfy (P), so do the H-shape cohomology groups
via the inverse limit. Furthermore, by the properties of inverse limit, H-shape coho-
mology group is H-shape invariant, i.e., for each q ∈ N,
ShH(X,X0) = ShH(Y, Y0)⇒ CHˇ
q(X,X0) ≈ CHˇ
q(Y, Y0). (5.2)
It is trivial that H-shape cohomology groups satisfy Eilenberg-Steenrod Axioms ex-
cept the exactness property. But in our situation, we only need the exactness property
for pairs of Hausdorff spaces with H-shape of compact pairs. This is confirmed by the
following theorem.
21
Theorem 5.2. Suppose that (X,X0) and a compact pair have the same H-shape. Then
CHˇ∗(X,X0) satisfies the exactness property.
Proof. Let (K,K0) is a compact pair. Assume that (X,X0) and (K,K0) have the same
H-shape.
First we prove that CHˇ∗(K,K0) satisfies the exactness property. Since (K,K0)
is compact, we have another direct system K∗ = {(K,K0), 1K} besides C(K,K0),
where the index set is a singleton and 1K is the identity shape map. It is a simple result
in [19] that C(K,K0) andK
∗ have the same homotopy type and so do Hˇq(C(K,K0))
and Hˇq(K∗) as inverse systems of groups for q ∈ N. Thus by considering the inverse
limit, we have
CHˇq(K,K0) ≈ lim
←−
Hˇq(K∗) = Hˇq(K,K0). (5.3)
As known in [3], Cˇech cohomology groups Hˇ∗(K,K0) satisfy the exactness property.
And hence by the isomorphism (5.3), CHˇ∗(K,K0) also has the exactness property.
By the supposition and (5.2), we obtain the exactness of CHˇ∗(X,X0). The proof is
complete.
Now we consider a local semiflow Φ on a complete metric space X . Let K be a
compact isolated invariant set of Φ.
Definition 5.3. Let K be a compact isolated invariant set with (N,E) being a shape
index pair ofK. The H-shape cohomology index of K is defined for each q ∈ N, as
CHˇq(s(Φ, K)) = CHˇq(N/E, [E]).
If the semiflow Φ is clear, we simply write the H-shape cohomology index of K as
CHˇ∗(s(K)).
As H-shape cohomology groups satisfy the property (P) and (5.2), by Theorem 4.8,
it is easy to see that CHˇq(s(K)) is independent of the choice of shape index pairs.
Therefore, H-shape cohomology index is well defined as above.
5.2 Morse Equations
Morse equation is one of the most interesting and important topics of compact invari-
ant sets for dynamical systems ( [2,10,18,20,24,27]). It can reflect a lot of information
of the inner structure of compact invariant set, such as the dimensions, the topologi-
cal structure of the Morse sets and the connected trajectories between Morse sets. We
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establish the Morse equations in the framework of H-shape cohomology index in a
standard way as follows.
Let X be a complete metric space and K a compact isolated invariant set. Suppose
K has a Morse decomposition M = {M1, · · · , Mn} with the corresponding Morse
filtration
∅ = A0 ⊂ A1 ⊂ · · · ⊂ An = K.
Let (N,E) be a shape index pair of K. Let Φ˜ be the quotient flow on N/E defined
as in Section 3. Then it can be shown that M˜ = {M˜0, M˜1, · · · , M˜n} forms a Morse
decomposition of the global attractor A of Φ˜, where
M˜0 = {[E]}, M˜k = pi(Mk) (1 ≤ k ≤ n),
and pi : N ∪ E → N/E is the quotient map. Then we have a corresponding Morse
filtration {∅,A0, · · · ,An} of M˜ . MoreoverAk is closed for each k = 0, · · · , n, since
N/E is a normal Hausdorff space.
By Theorem 3.4, for k = 0, 1, · · · , n−1, Ak has a K∞0 Lyapunov function ζk on the
region of attraction Ωk : = Ω(Ak). Pick ak > 0 and set
N˜k : =
n−1⋂
i=k
ζaii , k = 0, 1, · · · , n− 1.
Let Nn = N and Nk = pi
−1(N˜k), k = 0, 1,· · · , n − 1. Then we have a sequence of
closed subsets satisfying
N0 ⊂ N1 ⊂ · · · ⊂ Nn.
It is easy to verify that (Nk, Nk−1) and (Nk, N0) are shape index pairs of Mk and
Ak, respectively, k = 1, · · · , n. By very standard argument (see e.g. [20, 24]) one can
obtain the followingMorse equation associated with H-shape cohomology theory:
n∑
k=1
∞∑
q=0
tq rankCHˇq(Nk, Nk−1) =
∞∑
q=0
tq rankCHˇq(Nn, N0) + (1 + t)Q(t), (5.4)
where
Q(t) =
n∑
k=1
∞∑
q=1
tq−1rank δqk
and δqk is the coboundary operator from CHˇ
q−1(Nk−1, N0) to CHˇ
q(Nk, Nk−1).
Referring to the property (P), we know for 0 ≤ l ≤ k ≤ n, CHˇq(Nk, Nl) is isomor-
phic to CHˇq(Nk/Nl, [Nl]). As (Nk, Nk−1) and (Nk, N0) are shape index pairs ofMk
and Ak, respectively, we have
CHˇq(Nk, Nk−1) ≈ CHˇ
q(s(Mk)), CHˇ
q(Nk, N0) ≈ CHˇ
q(s(Ak)).
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Hence (5.4) can be rewritten as follows:
n∑
k=1
∞∑
q=0
tq rankCHˇq(s(Mk)) =
∞∑
q=0
tq rankCHˇq(s(K)) + (1 + t)Q(t). (5.5)
For each compact isolated invariant setM , set
p(t, s(M)) =
∞∑
q=0
tq rankCHˇq(s(M)).
Then p(t, s(M)) is called the formal Poincare´ polynomial of s(M). Now the Morse
equation (5.5) can be restated in terms of formal Poincare´ polynomials,
n∑
k=1
p(t, s(Mk)) = p(t, s(K)) + (1 + t)Q(t).
Remark 5.4. We consider the calculation of the Morse equation of the maximal com-
pact invariant set for a general nonlinear evolutionary equation
du
dt
+Nu+ f(u) = 0, u ∈ X, (5.6)
where X is a Banach space, N : X → X∗ is a nonlinear operator and f : X → X∗
is a nonlinear functional.
In a large number of applications (see, [7, 20, 26]), the maximal compact invariant
setK of (5.6) is contained in some (finite dimensional) subspace ofX . Indeed, Morse
equation ofK only relies on the unstable manifold ofK, but not the spaces containing
K. Thus shape index pairs’ independence of neighborhoods for isolated invariant sets
brings great convenience to the relevant calculations.
The topological structure of K is usually very complicated, let alone the dynamical
behaviors of the restricted systems on K. Besides, the natural Lyapunov function of
(5.6) (whenever existing) is often defined on some proper subspace or even some lower-
dimensional invariant manifold inX . As a result, one can hardly give the Conley index
pairs of the Morse set of K via merely the Lyapunov function of (5.6). However, our
shape index pairs can well avoid such difficulties.
The example (Section 6) in [27] illustrates the flexible calculations of our shape
index pairs and Morse theory. Moreover, the theory in this paper can applied to the
case when the phase space is not separable.
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6 Applications to a Retarded Nonautonomous System
6.1 Basic Notations and Results
Let H be a compact metric space with metric d(·, ·). A given dynamical system θ
is defined on H, i.e., a continuous mapping θ : R × H → H satisfying the following
group property:
θ0h = h, θs+th = θsθth
for all h ∈ H and s, t ∈ R. (Here we have written θ(t, h) as θth.)
We assume H is minimal for θ, that is, the dynamical system θ has no nonempty
compact invariant proper subsets ofH.
Let X be a real Banach space with norm ‖ · ‖ and L be a sectorial operator on X
with compact resolvent. Pick a number a > 0 such that
Re z ≥ a0 > 0, for all z ∈ σ(L+ aI) and a constant a0. (6.1)
Set L = L+aI . Then we can define the fractional powersLα for α ∈ (0, 1); see [7] for
details. For each α ≥ 0, define the fractional power Xα of X to be the space D(Lα),
which is equipped with the norm ‖ · ‖α defined by
‖x‖α = ‖L
αx‖, x ∈ Xα.
Note that the definition ofXα is independent of the choice of the number a. We denote
by Cα the embedding constant from X
α intoX , i.e., ‖x‖ ≤ Cα‖x‖α, for x ∈ X
α.
Suppose that L has a spectral decomposition σ(L) = σ− ∪ σ+, where
Re z ≤ −β < 0 (z ∈ σ−), Re z ≥ β > 0 (z ∈ σ+) (6.2)
for some β > 0. Let X = X1 ⊕ X2 be the corresponding direct sum decomposition
of X with X1 and X2 being invariant subspaces of L. Let Πk : X → Xk (k = 1, 2)
be the projection from X to Xk. Denote Lk = L|Xk and by {e
−Lkt}t≥0 the semigroup
generated by −Lk. By the basic knowledge on sectorial operators (see Henry [7]), we
know that there existsM ≥ 1 such that
‖Lαe−L1t‖ ≤Meβt, ‖e−L1t‖ ≤Meβt, t ≤ 0,
‖Lαe−L2tΠ2L−α‖ ≤Me−βt, ‖Lαe−L2t‖ ≤Mt−αe−βt, t > 0.
(6.3)
25
6.2 Main Problem and Conclusion
Consider the following retarded cocycle system in X:
du
dt
+ Lu = f(θth, u, u(· − τ)), t > 0, h ∈ H,
u(t) = ς(t), t ∈ [−τ, 0],
(6.4)
where f : H×Xα×X → X for some α ∈ [0, 1) and ς : [−τ, 0]→ X are continuous
and the nonnegative number τ is the time delay. The space H and the system θ are
usually called the base space and the driving system of (6.4), respectively. We make
the following assumption.
(F1) The nonlinear term f(h, x, y) is globally Lipschitzian in (x, y) in a uniform
manner with respect to h ∈ H, namely, there exists l > 0 such that
‖f(h, x, y)− f(h, x′, y′)‖ ≤ l(‖x− x′‖α + ‖y − y
′‖)
for all h ∈ H, x, x′ ∈ Xα and y, y′ ∈ X .
Under this assumption, we infer from the basic theory on retarded evolution equa-
tions in Banach spaces (see [14, 28]) that, the system (6.4) has a unique global mild
solution u : [−τ,∞)→ X for each initial data ς ∈ C := C([−τ, 0], X). Here a global
mild solution u = u(t; ς, h) for (6.4) is a mapping u from [−τ,∞)× C ×H toX such
that u(t; ς, h) ∈ Xα = D(Lα) for t > 0, ς ∈ C, h ∈ H and u satisfies the integral
problem u(t) = e
−Ltς(0) +
∫ t
0
e−L(t−ν)f(θνh, u(ν), u(ν − τ))dν, t > 0,
u(t) = ς(t), −τ ≤ t ≤ 0.
(6.5)
Furthermore, we assume that f satisfies the following condition.
(F2) The nonlinear term f is sublinear at the infinity in the subspace Xα ×Xα uni-
formly onH, i.e.,
‖f(h, x, y)‖
‖x‖α + ‖y‖α
→ 0 as ‖x‖α + ‖y‖α →∞, for all h ∈ H.
Then we have the existence of bounded full solutions for (6.4) as follows.
Theorem 6.1. Suppose H is minimal for θ. Under the assumptions (F1) and (F2) on
f , the system (6.4) has a bounded full solution pertaining to each h ∈ H, i.e., for each
h ∈ H, there exists a bounded full solution u(t; ς, h) defined for a certain ς ∈ C and
all t ∈ R.
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As a generalisation of a similar result for nonautonomous systems in [8], this theo-
rem can be verified by using Banach contraction mapping principle in complete metric
spaces. In our situation, we will employ H-shape index to prove this theorem in the
following subsection.
6.3 The Proof of Theorem 6.1
First we consider the following equation dependent on λ ∈ [0, 1],
du
dt
+ Lu = λf(θth, u, u(t− τ)), t > 0, h ∈ H,
u(t) = ς(t), −τ ≤ t ≤ 0,
(6.6)
where λ ∈ [0, 1]. Note that when λ = 0, (6.6) is a linear equation; when λ = 1, (6.6) is
our original equation (6.4). Let ϕλ : [−τ,∞)×H × C → X be the solution mapping
of (6.6) for each λ ∈ [0, 1]. Then by the classical theory of retarded, nonautonomous
functional differential equations (see [7, 18, 28]), ϕλ(t; h, ς) is continuous in λ, t, h, ς
respectively.
Concerning the equation (6.6), we have the following result.
Lemma 6.2. There exists R > 0 such that, for every bounded full solution u : R→ X
of (6.6) with each λ ∈ [0, 1], we have that
u(t) ∈ Xα and ‖u(t)‖α ≤ R for all t ∈ R. (6.7)
Proof. This conclusion is a generalisation of a relevant one for autonomous dynamical
systems (Theorem 5.1 in Chapter II of [20]).
By the theory of functional differential equations (see [7, 28]), if u is a full solution
of (6.6) inX , u(t) is inXα for all t ∈ R.
We prove (6.7) by contradiction. Suppose that for every R > 0, there exists a full
solution u(t) of (6.6) such that ‖u(t)‖α > R for some t ∈ R and λ ∈ [0, 1]. Then there
is a sequence λn ∈ [0, 1] and a sequence of full bounded solutions t → un(t) of (6.6)
with λ = λn such that
cn := sup
t∈R
‖un(t)‖α →∞, as n→∞, (6.8)
and ‖un(tn)‖α > cn − 1 for some tn ∈ R.
Let vn = c
−1
n un and fn : H×X
α ×X → X be defined as
fn(h, x, y) = c
−1
n λnf(h, cnx, cny). (6.9)
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We claim that for each R0 ≥ 0,
Sn := sup{‖fn(h, x, y)‖ : ‖x‖α + ‖y‖α ≤ R0, h ∈ H} → 0 as n→∞. (6.10)
Assume that this claim holds. Noting that ‖vn(t)‖α is bounded by 1 for t ∈ R, we
take R0 ≥ 2 in (6.10). By [8], the bounded full solution u(t) of (6.4) satisfies the
following integral equation,
u(t) =
∫ t
−∞
e−L2(t−ν)Π2f(θνh, u(ν), u(ν − τ))dν
−
∫ ∞
t
e−L1(t−ν)Π1f(θνh, u(ν), u(ν − τ))dν.
(6.11)
By substitution of u, f by vn, fn, respectively, (6.11) also satisfies (6.6). As a result,
by the inequalities (6.3),
‖vn(tn)‖α ≤ SnM
(∫ tn
−∞
(−ν)−αeβνdν +
∫ ∞
tn
e−βνdν
)
→ 0, as n→∞.
However, by (6.8),
1 ≥ ‖vn(tn)‖α = c
−1
n ‖un(tn)‖α >
cn − 1
cn
→ 1, as n→∞,
which leads to a contradiction! This asserts the lemma.
Now it remains to show the claim (6.10). Indeed, by the assumption (F2), for every
ε > 0, there is R1 > 0 such that for all h ∈ H,
‖f(h, x, y)‖ ≤ ε(‖x‖α + ‖y‖α) for ‖x‖α + ‖y‖α > R1.
By the assumption (F1), for ‖x‖α + ‖y‖α ≤ R1, we have
‖f(h, x, y)‖ ≤ l(‖x‖α + Cα‖y‖α) + ‖f(h, 0, 0)‖ ≤ l(1 + Cα)R1 +m,
wherem = maxh∈H ‖f(h, 0, 0)‖. When ‖x‖α+ ‖y‖α ≤ R0, we obtain from (6.9) that
‖fn(h, x, y)‖ ≤
{
c−1n [l(1 + Cα)R0 +m], if cn(‖x‖α + ‖y‖α) ≤ R1,
εR0, if cn(‖x‖α + ‖y‖α) > R1.
This implies the claim. The proof is thus complete.
For sake of applying H-shape index, we take the space C into consideration as the
phase space for the system generated by (6.6) as follows (see [28]).
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We endow a norm ‖ · ‖C on C, such that ‖ς‖C = max−τ≤s≤0 ‖ς(s)‖. For two real
numbers t′ ≤ t′′, t ∈ [t′, t′′] and a continuous function u : [t′ − τ, t′′]→ X , we denote
by ut the element of C given by ut(s) = u(t+s) for t ∈ [t
′, t′′] and s ∈ [−τ, 0]. Similar
to (6.5), the mild solution of (6.6) can be written as
ut(s) = e
−L(t+s)ς(0) + λ
∫ t+s
0
e−L(t+s−ν)f(θνh, uν(0), uν(−τ))dν,
t > 0, −τ ≤ s ≤ 0,
u0 = ς.
(6.12)
In this framework, we denote the solution mapping of (6.6) by ϕ˜λ : R
+ ×H× C → C
such that for s ∈ [−τ, 0],
ϕ˜λ(t; h, ς)(s) = ϕλ(t + s; h, ς) = ut(s)
with ut(s) defined as (6.12). The continuity of ϕ˜λ overR
+×H×C follows immediately
from that of ϕλ and the compactness of [−τ, 0] for each λ ∈ [0, 1]. Also ϕλ depends
on λ ∈ [0, 1] continuously. This allows us to define a skew product flow Φλ onH× C
for each λ ∈ [0, 1] as
Φλ(t)(h, ς) = (θth, ϕ˜λ(t; h, ς)), (6.13)
where we endow the spaceH× C a metric d˜(·, ·) such that
d˜((h1, ς1), (h2, ς2)) = d(h1, h2) + ‖ς1 − ς2‖C.
Furthermore, we define a subspace Cα of C such that
Cα = {ς ∈ C : ς(t) ∈ Xα, for all t ∈ [−τ, 0]},
with the norm ‖ς‖Cα = max−τ≤s≤0 ‖ς(s)‖α for every ς ∈ Cα.
Let Kλ be the union of all full bounded orbits of Φλ in H × C for each λ ∈ [0, 1].
By Lemma 6.2, there is R > 0 such that
Kλ ⊂ H× B
α(R) ⊂ H× B(CαR), for all λ ∈ [0, 1], (6.14)
where Bα(R) and B(R) denote the open balls centred at the origin 0 with radiusR ≥ 0
in Cα and C, respectively. By the property of mild solutions, the unstable manifold of
Kλ is surely contained inH× Cα. Thus, we have the following conclusion.
Lemma 6.3. The pair (Φλ,Kλ) is S-continuous on [0, 1].
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Proof. Since f is globally Lipschitzian on Xα × X uniformly in h, by the classical
results ( [7,20,28]), we know that Φλ does not explode in every bounded set ofH× C
for λ ∈ [0, 1]. Then by the definition of S-continuity and the continuity of Φλ in λ, we
only need to verify that the product set H × B(CαR) is {Φλn}-admissible for every
sequence λn ∈ [0, 1] with λn → λ.
Let hn ∈ H, ςn ∈ B(CαR), 0 < tn → ∞ such that Φλn([0, tn])ςn ⊂ B(CαR).
We will show that Φλn(tn)(hn, ςn) has a convergent subsequence in H × C. By the
definition of global mild solutions, we can assume tn > 2τ for all n ∈ N+ and hence
we have that ϕ˜λn(tn, hn, ςn) ∈ C
α. Note thatH is compact. By Arzela-Ascoli theorem,
it is sufficient to show that the sequence ϕλn(tn+·; hn, ςn) is equi-continuous on [−τ, 0]
in X for all n, i.e., for every ε > 0, there exists δ > 0 such that for all s1, s2 ∈ [−τ, 0]
with |s1 − s2| < δ,
‖ϕλn(tn + s1; hn, ςn)− ϕλn(tn + s2; hn, ςn)‖ < ε for all n ∈ N
+.
Indeed, denoting unt (s) = ϕλn(t + s; hn, ςn) and applying the representation (6.12),
we have for −τ ≤ s1 ≤ s2 ≤ 0,
untn(s2)− u
n
tn
(s1)
=[e−L(s2−s1) − I]untn(s1) + λn
∫ tn+s2
tn+s1
e−L(tn+s2−ν)f(θνhn, u
n
ν (0), u
n
ν(−τ))dν
:=J1 + J2, (6.15)
where I : X → X is the identity.
It is deduced from Theorem 1.4.3 in [7] that, if s ≥ 0 and u ∈ Xα with arbitrary
α ∈ (0, 1), then there is κα > 0 such that
‖(e−Ls − I)u‖ ≤ α−1καs
α‖u‖α.
Hence we have
‖(e−Ls − I)u‖
≤ ‖(e−Ls − I)easu‖+ ‖(eas − 1)u‖
≤ α−1καsαeas‖u‖α + Cα(eas − 1)‖u‖α
≤ Csα‖u‖α,
where the positive constant C depends only on α. The last inequality holds for all
sufficiently small s < 1. Thus, we have that when s2 − s1 is sufficiently small,
‖J1‖ ≤ C(s2 − s1)
α‖untn(s1)‖α. (6.16)
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By the assumption (F1) and the discussion in the proof of Lemma 6.2, we concludes
that for a certainm > 0,
‖f(h, x, y)‖ ≤ m+ lCαR + l‖x‖α, for ‖y‖ ≤ CαR.
It follows from (6.1) that ‖e−Lt‖ ≤ eβ0t, for all t ≥ 0 and a certain β0 > 0. And hence
‖J2‖ ≤
∫ s2
s1
‖e−L(s2−ν)f(θνhn, u
n
tn
(ν), untn(ν − τ))‖dν
≤
∫ s2
s1
eβ0(s2−ν)
(
m+ lCαR + l‖u
n
tn
(ν)‖α
)
dν.
(6.17)
By the estimates (6.3), there areM0, β0 > 0 such that for all t ≥ 0,
‖Lαe−Lt‖ ≤M0t
−αeβ0t.
Hence for s ∈ [−τ, 0],
‖untn(s)‖α
≤‖e−L(s+2τ)untn−2τ (0)‖α +
∫ s
−2τ
‖e−L(s−ν)f(θνhn, u
n
tn
(ν), untn(ν − τ))‖αdν
≤M0(s+ 2τ)
−αeβ0(s+2τ)‖untn−2τ (0)‖
+M0
∫ s
−2τ
(s− ν)−αeβ0(s−ν)
(
m+ lCαR + l‖u
n
tn
(ν)‖α
)
dν
≤M0e
2β0τ
[
τ−αCαR +
∫ s
−2τ
(s− ν)−α
(
m+ lCαR + l‖u
n
tn
(ν)‖α
)
dν
]
≤M0e
2β0τ
[
τ−αCαR + (m+ lCαR)
(2τ)1−α
1− α
+ l
∫ s
−2τ
(s− ν)−α‖untn(ν)‖αdν
]
By Gronwall’s inequality (see Lemma 7.1.1 in [7]), we easily know that
‖untn(s)‖α ≤M
′, (6.18)
for s ∈ [−τ, 0], whereM ′ =M ′(τ, α, l,m,R) and is independent of the sequence λn.
Combining (6.15), (6.16), (6.17) and (6.18), we obtain the desired equi-continuity
for the sequence unt . This makes Φλn(tn)(hn, ςn) possess a convergent subsequence.
Hence H × B(CαR) is strongly {Φλn}-admissible, which indicates that (Φλ,Kλ) is
S-continuous on [0, 1]. The proof is complete.
Since L has a compact resolvent, according to (6.1) and (6.2), the set σ− contains
only finitely many eigenvalues. Let r be the sum of all multiplicities of the eigenvalues
in σ−. It is known that r > 0.
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For the calculation of H-shape index s(Φ1,K1), we also need to notice the following
simple result,
s(Φ1 × Φ2, K1 ×K2) = s(Φ1, K1) ∧ s(Φ2, K2),
for two disjoint semiflows Φ1 and Φ2 with their compact isolated invariant setsK1 and
K2, respectively, where
(Φ1 × Φ2)(t)(x1, x2) := (Φ1(t)x1,Φ2(t)x2). (6.19)
Now we calculate the H-shape index as follows.
Lemma 6.4. The H-shape index of K1 for Φ1 is
s(Φ1,K1) = H
∗ ∧ Σr 6= 0,
where H∗ denotes the H-shape of the pointed space (H ∪ {∗}, ∗) with ∗ /∈ H.
Proof. We split the proof into two steps.
Step 1. We first consider the linear equation, that is, (6.6) when λ = 0,
du
dt
+ Lu = 0, t > 0, u(s) = ς(s), −τ ≤ s ≤ 0.
In consideration of the phase space C and recalling the consequences in [28], we
obtain that the function w(t) := ut satisfies the linear system,
dw
dt
+ Lww = 0, t > 0, w(0) = ς, (6.20)
where Lw is a sectorial operator on C corresponding to L on X . Furthermore, the
operator Lw has the same eigenvalues as L with the same multiplicities, respectively.
We denote by φ the semiflow generated by the linear equation (6.20). Observe that
the origin 0 of C is the maximal compact invariant set of φ in C, and 0 is a hyperbolic
point for (6.20). Therefore, the unstable subspace of 0 in C is r-dimensional. By this
fact, it is easy to obtain that
s(φ, {0}) = Σr.
Step 2. We consider the continuous family of semiflows Φλ, λ ∈ [0, 1], defined in
(6.13), and compute the H-shape index of K1 for Φ1 via the continuation property.
When λ = 0, we see that Φ0 = θ × φ, which is defined as (6.19). By the results of
Step 1, we have that for every R > 0,
s(Φ0,K0) = s(Φ0,H× {0}) = s(θ,H) ∧ s(φ, {0}) = H
∗ ∧ Σr.
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By the S-continuity of (Φλ,Kλ) at λ ∈ [0, 1] stated in Lemma 6.3, we infer from
Theorem 4.10 that
s(Φ1,K1) = s(Φ0,K0) = H
∗ ∧ Σr.
Since H ∪ {∗} is not connected, it is clear that H∗ ∧ Σr 6= 0. The calculation is
finished.
Remark 6.5. Here we adopt H-shape index instead of Conley index, due to the flexible
choices of the index pairs for H-shape index. We only need to consider the unstable
subspace (manifold), no matter how complicated the original phase space is.
In the following, we use the framework of Φ = Φ1 : H × C → H × C and denote
simply
Φ(t)(h, ς) = (θth, ϕ˜(t; h, ς)) and K = K1.
Based on Lemma 6.2, 6.3 and 6.4, we now prove the main result Theorem 6.1.
Proof of Theorem 6.1. By Lemma 6.4, Example 4.7 and Lemma 6.2, we know that
K 6= ∅ and K ⊂ H× B
α
(R) for some R > 0.
We claim that for each h ∈ H, there is ς ∈ C such that (h, ς) ∈ K .
Suppose that this claim is true. Noting that K is an invariant set of Φ. For each
h ∈ H, there is a full solution γ˜h of Φ contained in K such that
γ˜h(t) = (θth, u
h
t ), for all t ∈ R,
with uht satisfying u
h
t = ϕ˜(t − t
′; θt′h, u
h
t′) for all t, t
′ ∈ R and t ≥ t′. Converting the
phase space from C back toX , we have a full solution uh of (6.4) such that
uh(t) = uht (0).
Then uh is a full solution of (6.4) pertaining to h with ‖uh(t)‖ ≤ ‖uht ‖C ≤ CαR for all
t ∈ R. This leads to the final conclusion of Theorem 6.1.
Now it remains to prove the claim. Since the driving system θ is independent of the
phase space, the projection P : H×C → H and the systems Φ, θ satisfy the following
commutativity,
θt ◦ P = PΦ(t).
Because K is invariant for Φ, we have
θt(PK ) = PΦ(t)K = PK , for all t ≥ 0,
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which implies PK is invariant for θ. Moreover, by the compactness of K , we know
that PK is compact inH. Therefore, PK is a compact invariant set for θ inH.
By the minimality ofH for θ, the compact invariant sets inH are only ∅ andH itself.
Whereas, K is nonempty, and so is PK . As a result, we must have that PK = H,
which implies the claim.
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