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Abstract
Symbolic model checking has become a successful technique for verifying large ﬁnite
state systems up to more than 1020 states. The key idea of this method is that
extremely large sets can often be eﬃciently represented with propositional formulas.
Most tools implement these formulas by means of binary decision diagrams (BDDs),
which have therefore become a key data structure in modern VLSI CAD systems.
Some board games like American checkers have a state space whose size is well
within the range of state space sizes that have been tackled by symbolic model
checking. Moreover, the question whether there is a winning strategy in these games
can be reduced to two simple µ–calculus formulas. Hence, the entire problem to
solve such games can be reduced to simple µ–calculus model checking problems.
In this paper, we show how to model American checkers as a ﬁnite state system
by means of BDDs. We moreover specify the existence of winning strategies for
both players by simple µ–calculus formulas. Further still, we report on our exper-
imental results with our own model checking tool, and we describe some powerful
improvements that we have found in trying to solve the game.
Michael Baldamus’s and Roberto Ziller’s work is supported by the Deutsche Forschungsge-
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Figure 1. We consider American checkers on boards of diﬀerent sizes. This ﬁgure
shows numberings of the squares used in checkers for board sizes from 3×3 to 8×8.
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1 Introduction
Board games such as checkers, chess or nine men’s morris have a long history
of many centuries. This proves the quality of these games, for most of them
have survived numerous attempts to be solved, which means to either ﬁnd a
winning strategy for one of the players or to prove that no such strategy exists.
The latter case would imply that both players are always able to conduct the
game from the initial position to a draw.
Even when such a solution can be found, it is in general too complex to be
used by a human player. However, from a computational point of view, this
kind of solution is highly interesting, since it leads to a better understanding
of practical problems.
A notable success in solving board games has been achieved by Gasser [15].
He showed that there is no winning strategy for nine men’s morris. To obtain
this result, Gasser implemented special search algorithms that considered a
large state set. Gasser’s work beneﬁted from the fact that nine men’s morris
has a highly symmetric state space so that a reduction to symmetry classes
reduces the problem to far fewer states.
Computers can play checkers on world champion level with a combination
of brute force search and various heuristics [18]. We present an attempt at
ﬁnding a solution for the game. It is remarkable that checkers does not have
any symmetries that can be exploited to reduce the state space. We are there-
fore confronted with a much larger state space than in the case of nine men’s
morris. Our main idea consist of handling this large state space by symbolic
traversal methods that have become popular in the domain of hardware design
and ﬁnite state veriﬁcation procedures. In particular, we show in this paper
how the problem of ﬁnding winning strategies in checkers can be reduced to an
equivalent µ–calculus veriﬁcation problem (see also [20]), and we give results
of our experiments. To illustrate the inﬂuence of the size of the state space on
the computation time, we begin with a 3 × 3 board version of the game and
then proceed increasing it towards the 8× 8 oﬃcial board size.
The paper is organized as follows: In Section 2, we present the basics of
symbolic state traversal techniques and µ–calculus model checking; in Sec-
tion 3, we then show how winning strategies in checkers are formulated by
µ–calculus formulas, so that the problem of ﬁnding such strategies is reduced
to µ–calculus model checking; in Section 4 we describe what we have done in
the way of actually carrying out that model checking using automated meth-
ods. – It turned out that time and memory utilisation are both critical issues.
Finally, we conclude the paper with a short summary and a discussion of
possible future work.
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2 Basics
One of the most challenging problems in verifying ﬁnite state systems is the
state space explosion problem. This means that the number of states of a
system may exponentially grow with the number of its components. In general,
this can not be circumvented, and for this reason, there is a strong interest in
algorithms that can traverse large state sets. A successful approach is known
as symbolic model checking. This technique has been independently developed
by Burch, Clarke, McMillan, and Dill [9,8,10,7], and by Berthet, Coudert,
and Madre [4] (both were inspired by [2]). We give in this section a brief
explanation of the basics of symbolic µ–calculus model checking. The next
subsection is concerned with the use of ordered binary decision diagrams as
the key data structure for these algorithms; the subsection afterward formally
deﬁnes the propositional µ–calculus and a simple model checking procedure
for it.
2.1 Implicit Representation of Large Sets by OBDDS
The ﬁrst key idea of this approach is to store sets not by explicit enumeration.
Instead, characteristic functions are used to represent sets: Recall that given
a set G, the characteristic function χG,M of a subset M ⊆ G is the function
that maps any e ∈M to true, and any e ∈ G \M to false.
The second key idea is to encode the set G (which must be a ﬁnite one) by
some boolean variables. Clearly, we need at least log(|G|)+1 such variables,
but we may use more, say {x1, . . . , xn} with n > log(|G|). Formally, this
means that we deﬁne two functions ΦG : G→ Bn and ΦB : Bn → G, such that
∀e ∈ G.e = ΦB(ΦG(e)) holds. With such an encoding, we can represent any
characteristic function χG,M as a propositional formula ϕG,M over the variables
{x1, . . . , xn} such that ϕG,M is satisﬁed by a minterm whenever this minterm
encodes a member of the set M . As all equivalent formulas obviously encode
the same set, we are particularly interested in propositional normal forms.
While there are many normal forms for propositional formulas that could
all be used in this setting, OBDDs as developed by Bryant [5] are best suited
for this purpose. OBDDs are based on the so–called Shannon decomposition
of a propositional formula ϕ, which says that a formula ϕ is equivalent to
x ∧ ϕx:=1 ∨ ¬x ∧ ϕx:=0, denoting by ϕx:=τ the formula obtained by replacing
x with τ in ϕ. This decomposition may be viewed as a case distinction where
in the ﬁrst case, it is assumed that x is true, so that ϕ = ϕx:=1 holds, and in
the second case, it is assumed that x is false, so that ϕ = ϕx:=0 holds. The
formulas ϕx:=1 and ϕx:=0 are sometimes called the cofactors of ϕ.
An OBDD of a formula is obtained by a complete Shannon decomposi-
tion until only constants are obtained as cofactors. Bryant’s observation was
that OBDDs provide a normal form for propositional formulas whenever the
Shannon decomposition is done in the same order for all cofactors. — Hence,
they are called ordered BDDs, or OBDDs for short. In the following, we only
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Figure 2. BDD for
∧n
i=1 xi ≡ yi.
consider OBDDs, so we simply speak of BDDs.
BDDs can be eﬃciently implemented and allow us therefore to manipulate
large propositional formulas. Hash–tables are used to keep track of previously
computed BDDs, so that recomputations are avoided, and common sub–BDDs
are shared. For this reason, BDDs may be pictorially represented as acyclic
graphs as given in Figure 2 with a single root vertex. Vertices of these graphs
are also often called nodes. We denote the number of nodes of a BDD B as
|B|.
Tautologies are all reduced to the leaf node 1, and unsatisﬁable formulas
to the leaf node 0. For any other formula, we obtain a model of the formula
by following any path from the root to a leaf 1.
Using special algorithms given in [5], we can moreover eﬃciently perform
boolean operations such as conjunction or disjunction on BDDs B1 and B2:
the result will have at most |B1||B2| nodes. On the other hand, BDDs may
still suﬀer from an exponential blow–up (as any normal form will necessarily
do [12]). The size of a BDD crucially depends on the ordering in which the
Shannon decomposition is done (also simply called variable orderings). Dif-
ferent variable orderings lead to diﬀerent BDDs that may considerably diﬀer
in their size. For example, any BDD for the formula
∧n
i=1 xi ≡ yi with an
ordering where all xi’s appear before any yi will have an exponential size in n
while the one given in Figure 2 has size 3n+ 2.
Today, BDDs are used in many applications, in particular to solve graph
based problems. Many variants using diﬀerent decomposition schemes have
been developed [3,13]. A couple of publicly available BDD packages can be
downloaded from the Internet [19].
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2.2 Symbolic Model Checking of the Propositional µ–Calculus
Most veriﬁcation problems, including the veriﬁcation of temporal logic speciﬁ-
cations, can be reduced to equivalent ﬁxed point problems. This view has been
advocated by Emerson and Lei [14] early on in that they have shown how var-
ious problems can be naturally expressed using the propositional µ–calculus
[16].
Definition 2.1 (Syntax of µ–Calculus) The following rules deﬁne the set of
µ–calculus formulas Lµ over a given ﬁnite set of variables V :
Variables: each variable is a µ–calculus formula: V ⊆ Lµ
Closure under Boolean Operators: ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ ∈ Lµ if ϕ, ψ ∈ Lµ
Closure under Next–State Operators: EXϕ,AXϕ ∈ Lµ if ϕ ∈ Lµ
Closure under Fixed Point Operator: µx.ϕ ∈ Lµ if x ∈ V and ϕ ∈ Lµ
We must additionally impose the restriction on Lµ formulas that in case of
ﬁxed point formulas µx.ϕ, all occurrences of x in ϕ must be positive, that is,
occur beneath an even number of negation symbols. This requirement assures
that ﬁxed points exist, and in particular that least ﬁxed points exist. The
semantics is given with respect to Kripke structures, which are sometimes
also simply called labelled transition systems.
Definition 2.2 (Kripke Structures) A Kripke structure K = (I,S,R,L) for
a set of variables V is given by a ﬁnite set of states S, a set of initial states
I ⊆ S, a transition relation R ⊆ S × S, and a labeling function L : S → 2V
that maps each state to a set of variables.
To deﬁne the semantics of µ–calculus formulas, we need to deﬁne the existen-
tial and the universal predecessor sets of a set of states Q ⊆ S. These are
formally deﬁned as:
• preR∃ (Q) := {s1 ∈ S | ∃s2.(s1, s2) ∈ R ∧ s2 ∈ Q}
• preR∀ (Q) := {s1 ∈ S | ∀s2.(s1, s2) ∈ R =⇒ s2 ∈ Q}
preR∃ (Q) is the set of all states that have at least one successor state in Q;
and preR∀ (Q) is the set of all states where all successor states belong to Q.
To deﬁne the semantics, we need one more piece of notation: Given a Kripke
structure K, a variable x and a set of states Q ⊆ S, we denote the structure
where exactly the states in Q are labelled with x as KQx . All other labels are
retained in the modiﬁed structure KQx .
Definition 2.3 (Satisfying States of a Formula) Given a Kripke structure
K = (I,S,R,L), we deﬁne the set of satisfying states of a state formula Φ as
follows:
• xK := {s ∈ S | x ∈ L(s)} for all variables x ∈ V
• ¬ϕK := S \ ϕK
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• ϕ ∧ ψK := ϕK ∩ ψK
• ϕ ∨ ψK := ϕK ∪ ψK
• EXϕK := pre
R
∃ (ϕK)
• AXϕK := pre
R
∀ (ϕK)
• µx.ϕK :=
⋂{Q ⊆ S | ϕKQx ⊆ Q}
One can easily verify that µx.ϕK is the least set of states Q ⊆ S such
that Q = ϕKQx holds. Moreover, with the requirement that all occurrences
of x in ϕ are positive, it follows that such a ﬁxed point always exists, and that
there is always a (uniquely determined) least one.
The set of states that satisfy a µ–calculus formula ϕ can be computed by
symbolic model checking using Tarski’s famous ﬁxed point theorem [21]. A
simple algorithm is given in Figure 3. It is easily seen that the algorithm runs
in exponential time in case there are nested ﬁxed point operators. This can
be signiﬁcantly improved [11]. However, the formulas we need to check in
order to ﬁnd winning strategies do not have nested ﬁxed point operators, and
therefore the algorithm of Figure 3 is well suited for our purposes.
function ΦK
case Φ of
is var(Φ): return {s | Φ ∈ L(s)};
¬ϕ : return S \ ϕK;
ϕ ∧ ψ : return ϕK ∩ ψK;
ϕ ∨ ψ : return ϕK ∪ ψK;
EXϕ : return preR∃ (ϕK);
AXϕ : return preR∀ (ϕK);
µx.ϕ : Q1 := {};
repeat
Q0 := Q1;
L := LQ1x ;
Q1 := ϕK;
until Q0 = Q1;
return Q0;
end;
Figure 3. Algorithm for Checking µ calculus formulas
It is easily seen that the set operations can be replaced with corresponding
boolean operations when a symbolic encoding with BDDs is used. The com-
putation of AXϕK can be reduced to the computation of EXϕK, since we
have AXϕ ≡ ¬EX¬ϕ. Hence, the only problem that remains is to compute
the function preR∃ (Q).
To see how this is implemented with BDDs, assume that the states
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of a particular Kripke structure K are encoded with some boolean state
variables, say {x1, . . . , xn}. The transition relation can then be rep-
resented by a propositional formula R(x1, . . . , xn, x′1, . . . , x′n) over vari-
ables {x1, . . . , xn, x′1, . . . , x′n}, where x1, . . . , xn encode a current state and
x′1, . . . , x
′
n a successor state. There is a transition from a state en-
coded by x′1, . . . , x
′
n to another one encoded by x
′
1, . . . , x
′
n iﬀ the formula
R(x1, . . . , xn, x′1, . . . , x′n) is evaluated to true under this assignment of vari-
ables. In a similar way, we can represent sets of states by propositional for-
mulas over the variables {x1, . . . , xn}. Now, assume that Q(x1, . . . , xn) repre-
sents a set of states. Then, we can compute the set of existential predecessors
preR∃ (Q) with BDDs as follows:
preR∃ (Q) := ∃ x′1 . . . x′n.Q(x1, . . . , xn) ∧R(x1, . . . , xn, x′1, . . . , x′n)
Existential quantiﬁcation over a boolean variable is thereby deﬁned as ∃x.ϕ :=
ϕx:=0 ∨ ϕx:=1. It is important to implement the above ‘relational product’
eﬃciently, since it is frequently used in the model checking algorithm given in
Figure 3. There are a lot of state–of–the–art techniques to do that. We will
discuss this issue in more detail in Section 4.
3 Reducing the Checkers Problem to µ–Calculus Model
Checking
3.1 Rules
Checkers is played in many variations around the world. The rules presented
below are extracted from the web site of the American Checkers Federation
[1].
I. Checkers is played on the dark ﬁelds of an 8 × 8–grid of light and dark
square ﬁelds. The board is placed between the players in such a way that
each of them has a light square on his or her near right corner. Each
player places his or her pieces on the dark squares of the rows nearest to
him or her. The player with the darker pieces makes the ﬁrst move of the
game, and the players take turns thereafter, making one move at a time.
II. The objective of the game is to prevent the opponent from moving, either
by capturing all of his or her pieces or by blocking them. If neither player
can accomplish this, the game is a draw.
III. Single pieces, known as men, move forward only, one square at a time
in diagonal direction. They can capture any opposing checker on a diag-
onally adjacent square by jumping over it to a free square immediately
beyond. Jumping continues as part of the same move as long as there
are adjacent opposing pieces with a free square beyond them. Men may
not jump over pieces of their own colour.
IV. A man that reaches the far side of the board becomes a king. The op-
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ponent must crown the new king before making his or her next move.
This implies that a new king cannot continue jumping in the same turn
it became crowned.
V. Kings move and jump forward or backward. They may not jump over
pieces of the same colour and may not jump over the same opposing man
or king more than once.
VI. When a player is able to make a capture, he or she must do so. If there
is more than one way to capture, the player can choose any possibility.
However, all the possible captures in the chosen sequence must be made.
3.2 Modelling the Game
According to the methodology presented in Section 2, constructing a model
for the game amounts to deﬁning the associated Kripke structure and set of
variables. An automatic test tool can then verify whether a given assertion in
the form of a µ–calculus formula — for example the statement that black (or
white) can always win — is true for the given model.
In order to deﬁne the state space of the Kripke structure, we use a set
of variables that reﬂect all situations that can possibly be achieved during
a game. We choose the variables considering the diﬀerent states in which a
square of the board can be. In addition to being empty, a square can have a
man or a king, which can be black or white. Another important consideration
that comes from rule VI is whether a man or king must go on capturing during
its turn. While in the real game jumping over many pieces is considered a
single move, we model each jump as a single transition. The equivalence to
the real game is guaranteed through the fact that we do not toggle turns while
capturing must go on.
The possible states associated with each square are therefore: ‘empty’,
‘black man’, ‘white man’, ‘man must capture’, ‘black king’, ‘white king’, and
‘king must capture’. These seven possible states for the square i, j can be
encoded with three binary variables xi,j, yi,j, and zi,j (with one unused com-
bination). An additional variable m tells which player has to move. This
information is also used in conjunction with the states where a man or a king
must capture, in order to determine its colour. Thus, the number of binary
variables for a board of size n× n with d dark squares is
3× d+ 1, where d is given by d =
{
1
2
n2 n even
1
2
(n2 + 1) n odd.
We still need a copy of each variable to represent the current state and the
next states in the transition relation of the Kripke structure. Hence, the total
number of binary variables is twice the number of variables used to represent
the states of the game. We moreover immediately see that there are at most
2
3
2
(n2+1)+1 possible game situations.
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3.2.1 Defining the State Space and the Initial State
Each state in the Kripke structure corresponds to one of the possible value
assignments to the set of variables. This allows us to deﬁne the state set of the
Kripke structure as the set of all possible value assignments that can be made
to the chosen set of variables; we do not list all of those combinations explicitly,
since this is clearly impracticable. The variable assignments corresponding to
the initial state reﬂect the starting position of the game with m telling that
black has to play.
3.2.2 Defining the Transition Relation
The transition relation φcheckers for the Kripke structure can now be given as
a boolean formula that takes into account all the possible moves that can
happen from each square. For example, the fact that a black man can move
from the leftmost lower corner to the diagonally adjacent square is stated like:
• the leftmost lower square has a black man
• and the diagonally adjacent square is empty
• and in the next state the leftmost lower square will be empty
• and in the next state the diagonally adjacent corner will have a black man
• and it is black’s turn
• and in the next state it will not be black’s turn
• and black can not capture
• and the next state for all other squares remains equal to the current state
• and it is not already a winning state for either black or white
(terms like “its not already a winning state” are also expanded into Boolean
assertions about the deﬁned variables). This completes the deﬁnition of the
Kripke structure. The next step is to write down the formulas that express
the behaviour we want to verify in the given model. Two diﬀerent statements
must be made to ﬁnd out whether there is a winning strategy for black or
white. In the formulas presented below, φblack has won is expanded into the
Boolean assertion “not black’s turn and white can not move and white can
not capture”; φwhite has won is the corresponding term for white. The formula
that speciﬁes a winning strategy for black, φblack can win, is
φblack can win
µx.φblack has won ∨ (m ∧EXx) ∨ (¬m ∧AXx),
meaning that:
• the state is an end–state in which black has won (φblack has won) or
• it is black’s turn (m = 1) and there is a next state in which the formula is
recursively true for at least one next move (EXx) or
• it is white’s turn (m = 0) and the formula is recursively true for all possible
next moves (AXx)
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The formula that speciﬁes a winning strategy for white, φwhite can win, is deﬁned
analogously:
φwhite can win
µx.φwhite has won ∨ (¬m ∧EXx) ∨ (m ∧AXx)
The formulas φblack has won and φwhite has won can also be easily deﬁned by µ–
calculus formulas: φblack has won := ¬m ∧AX 0 and φwhite has won := m ∧AX 0.
To see that these deﬁnitions are correct, note that AX 0K is the set of states
of K that have no outgoing transition. Hence, φblack has won means that it is
white’s turn (m = 0), but there is no possibility to proceed with the game,
and analogously for φwhite has won. Using these deﬁnitions of φblack has won and
φwhite has won, we can furthermore simplify our µ–calculus formulas as follows:
φwhite can win ≡ µx.φwhite has won ∨ (¬m ∧EXx) ∨ (m ∧AXx)
≡ µx.(m ∧AX 0) ∨ (¬m ∧EXx) ∨ (m ∧AXx)
≡ µx.(m ∧ (AX 0 ∨AXx)) ∨ (¬m ∧EXx)
≡ µx.(m ∧AXx) ∨ (¬m ∧EXx),
using the law AX 0 ∨ AXφ ≡ AXφ. With this formalisation of winning
strategies as µ–calculus formulas, the problem is now reduced to µ–calculus
model checking. This means that all we have to do is to use the algorithm
given in Figure 3 to compute the set of states φblack can winKcheckers , whereKcheckers is the Kripke structure for the checkers game, and φblack can win is
the above–deﬁned formula. Note that φblack can winKcheckers is the set of states
where black has a winning strategy. In particular, this is the case for the
states where black has won, hence, we clearly have φblack has wonKcheckers ⊆
φblack can winKcheckers , so this set is certainly not empty. The important ques-
tion is, however, whether the initial position of the game belongs to either
φblack can winKcheckers or φwhite can winKcheckers , which would mean that either
black or white has a winning strategy from the beginning.
4 Carrying Out the Model Checking Using Automated
Methods
In Section 2 we have recalled the basics of the symbolic model checking of µ–
formulas; in Section 3 we have described a reduction of the checkers problem
to the satisfaction of two speciﬁc µ–formulas. This section combines these
strands: We describe how we have used automated symbolic methods in trying
to solve the veriﬁcation task set out in Section 3.
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4.1 Building the BDD Representation of φcheckers
To begin with, we consider the BDD representation of checkers, that is, the
BDD normal form of the transition relation of checkers given in the preceding
section. This sub–task has to be completed for all attempts to solve checkers
by symbolic traversal methods. The aim is to ﬁnd a representation with as
few BDD nodes as possible.
Several values can be found in Table 1, as we have not only considered
the 8 × 8–board but also smaller boards starting from a 3 × 3–board. It
is thereby possible to ﬁnd out just how far one can get in solving checkers
through symbolic model checking.
All values are stated for both a ﬁxed and a heuristically optimised variable
ordering. The ﬁxed ordering is respectively called the horizontal ordering and
was chosen for simplicity. It is given by
m ≺ xi1 ≺ x′i1 ≺ yi1 ≺ y′i1 ≺ zi1 ≺ z′i1 ≺ . . .
. . . ≺ xin ≺ x′in ≺ yin ≺ y′in ≺ zin ≺ z′in ,
where n is the number of black squares, i1, . . . , in is the numbering of these
squares as it is depicted in Figure 1 and ‘′’ designates a next state variable. The
optimised ordering was in all cases computed by the built–in sifting algorithm
of the SMV model checker.
variable ordering
horizontal sifted
3× 3 482 482
4× 4 3, 165 2, 966
5× 5 ≈ 36, 000 ≈ 34, 000
6× 6 ≈ 138, 000 ≈ 119, 000
7× 7 ≈ 1, 295, 000 ≈ 471, 000
8× 8 ≈ 4, 601, 000 ≈ 1, 594, 000
Table 1
BDD sizes in representing checkers.
As for interpreting these ﬁgures, the tool that we have used for trying
to solve checkers needs 16 bytes to store each BDD node (cf. Figure 4 on the
next page). It is thus possible to represent checkers in 74 MB of main memory,
given that one uses the horizontal variable ordering. Only 26 MB are required
if one uses the ordering computed by the SMV tool.
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It became clear that we could not solve checkers symbolically without opti-
mising the basic algorithm. This situation, in turn, required tight control,
so we developed SymQuest, a symbolic model checker for alternation–free
µ–formulas. SymQuest’s input language is a subset of the input language
of the popular symbolic model checker SMV, up to that SymQuest accepts
µ–formulas. The input language overlap has of course helped validating
SymQuest.
The core of a symbolic model checker is always made up of a BDD
package. We did not develop our own package but relied on the Cal BDD
package [17].
Figure 4. SymQuest — a veriﬁcation tool.
4.2 Verifying φblack can win and φwhite can win
4.2.1 Failure of Straightforward Symbolic Model Checking
For our experiments, we mustered a PC with 1 GB of main memory. Two facts
gave hope that we might be able to solve checkers: ﬁrst, the possibility of using
just 26 MB to represent the game; second, 500,995,484,682,338,672,639 is the
number of positions according to [22], a ﬁgure well within the range of state
space sizes tackled with symbolic model checking to date. Our next step was
therefore to compute φblack can winKcheckers or φwhite can winKcheckers right away,
without any optimisations. The result was disappointing, as the veriﬁcation
process got stuck due to memory overﬂow. Using swap space is not an op-
tion; the reason is that BDD packages slow down drastically once swapping
occurs, conﬁrming a general experience with the runtime behaviour of BDD
algorithms.
4.2.2 Investigating Various Optimisation Heuristics
Because of the above–described failure, we concluded that the decisive issue
was to reduce the peak number of BDD nodes allocated during veriﬁcation.
This proposition, in turn, led us to investigating various techniques that can
inﬂuence BDDs sizes in symbolic model checking.
Restricting Model Checking to Reachable States
One technique consists of restricting model checking to reachable states. It
depends on the particularities of the respective veriﬁcation task whether the
BDDs involved become smaller in this way, but often they do become smaller.
As far as our purposes are concerned, this approach requires a BDD that
represents the set of reachable states. This BDD can also be subject to the
size problem. It turns out that checkers is a case where this calamity occurs.
Speciﬁcally, we have not been able to build the BDD for the set of reachable
states beyond the 5 × 5–case (cf. Table 2). We concluded that restricting
model checking to reachable states is, therefore, not a road to success.
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3× 3 70
4× 4 2081
5× 5 ≈ 1, 400, 000
Table 2
BDD sizes in representing the reachable states of checkers using SMV with sifting
turned on.
Ruling out States with Too Many Pieces
A technique that is similar to restricting model checking to reachable states
consists of ruling out at least some unreachable states, again hoping that the
ensuing BDDs become smaller. We have found such a technique; it leads to a
signiﬁcant reduction of the peak number of BDD nodes at least in the 3× 3–
and 4 × 4–cases. What is more, the peak number in these cases is actually
smaller than what is achieved by the restriction to reachable states. We expect
that this overall situation also prevails in all other cases.
The idea is simply to rule out (unreachable) states that contain more black
or white pieces than are theoretically possible; on an 8×8 board, for example,
at most 12 pieces of each color are possible. Technically, let φlimit be a formula
that characterises all (reachable or un–reachable) states with at most p black
pieces and at most p white pieces, where p is the number of pieces of each
color at the beginning. The model checking algorithm is so modiﬁed as to
substitute the formula φcheckers ∧ φlimit for the formula φcheckers at all places.
Concrete results are such that the peak number of BDD nodes in verifying
4 × 4–checkers is reduced from 90, 125 to 19, 725 relative to the horizontal
variable ordering. Another beneﬁt is a reduction of the number of ﬁxed point
iterations from 32 to 16.
Finding a Good Variable Ordering
Up to this point, we had not devoted any serious attention to the issue
of ﬁnding a variable ordering that was as good as possible. There are lots
of heuristics for this task, but we adopted a brute force method. What we
did was to consider all permutations of the black squares of the 4× 4–board;
we veriﬁed φblack can win with each one of the corresponding variable orderings,
analysing what orderings led to the lowest peak in BDD node usage. This
program was manageable because of the short runtime of the 4× 4–case on a
500 Mhz PC combined with the fact that there are only 40, 320 permutations
of those 12 squares. — We only considered placing m at the beginning or at
the end of the ordering. Also, our orderings were always such that xi, x
′
i, yi y
′
i,
zi and z
′
i occurred in this same order and without any interspersed variables
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for each square i. To our experience, tearing apart such blocks of closely
connected variables is almost never advantageous.
The result was that all of the 100 best orderings were variations of a unique
diagonal pattern, and that this pattern itself was only marginally worse than
the best ordering. The pattern is shown in Figure 5. It reduces the above–
stated peak of 19, 725 to 16, 415 when m is placed at the beginning. We
expect that analogous orderings are also good for verifying φblack can win and
φwhite can win for the other board sizes.
2 1
5 3
6 4
8 7
Figure 5. Diagonal square ordering.
On a more intuitive remark, it is not unusual in symbolic model checking
that problems with some kind of regular structure are best encoded with some
kind of regular variable ordering. This situation seems to prevail in the case
of American checkers as well. Speciﬁcally, the game has a regular structure in
the sense that the board is regular and in the sense that only a small number
of adjacent squares are directly involved in each individual move, where the
rules governing this move are always the same up to the possible promotion
of a man to a king. Then, the diagonal variable ordering is obviously regular
too.
Partitioning the BDD Used to Represent φcheckers
Still another possibility of reducing the peak number of BDD nodes consists
of partitioning the BDD used to represent φcheckers (cf. [6]).
The background consists in part of the fact that the most costly BDD
operation that we need is the relational product of φcheckers and ψ (cf. Sec-
tion 2).; its (exponential) worst case complexity is |BDD(χ))||X|, where χ is
the formula beneath the quantiﬁer, BDD(χ) is its BDD representation and X
is the set of quantiﬁed variables.
The other background aspect of partitioning is that φcheckers has the form
φ1 ∨ · · · ∨ φk
for some k ≥ 1, where every φi describes what moves can occur on two speciﬁc,
diagonally adjacent squares s1 and s2, or what jumps can occur on three such
squares s1, s2 and s3, where a piece on s2 is taken. Every φi is given as
φi := φi,change ∧ φi,stable.
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The ﬁrst formula, φi,change, is a formula overm, m
′ and the variables associated
with s1 and s2 or with s1, s2 and s3; this formula describes the actual moves or
jumps. The second formula, φi,change, is a formula over all other variables; this
formula is a conjunction of equivalences of the form x ≡ x′, which determine
that those moves or jumps leave the rest of the board unaﬀected.
The idea is to rewrite the relational product of φcheckers and ψ so that
existential quantiﬁcation occurs not once over all but several times over some
next state variables. To this end, we exploit that existential quantiﬁcation
distributes over disjunction, meaning that
∃s ′.φcheckers ∧ ψ[s ′/s ] ≡ (∃s ′.φ1 ∧ ψ[s ′/s ]) ∧ · · · ∧ (∃s ′.φk ∧ ψ[s ′/s ]).
We also exploit that substituting x′ for x in ψ and quantifying over it is
unnecessary if φi,stable determines x ≡ x′; this property entails
∃s ′.φi ∧ ψ[s ′/s ] ≡ ∃s ′i,change.φi,change ∧ ψ[s ′i,change/si,change],
where s ′i,change is the vector of free variables of φi,change, 1 ≤ i ≤ k.
In sum, each quantiﬁcation involves 7 or 10 variables regardless of the
board size, and the formula beneath the quantiﬁer does not involve φcheckers
but φi,change, 1 ≤ i ≤ k. What is more, such a φi,change is only moderately
complex and also independent of the board size up to variable renaming;
for this reason, its BDD representation is much smaller than that of φcheckers.
The eﬀect is another reduction of the space and time requirements of verifying
φblack can win and φwhite can win. A particular advantage is that building the BDD
representation of φcheckers becomes unnecessary; it suﬃces to build the BDD
representation of each individual φi,change. This situation is the reason why
one speaks of partitioning, or of disjunctive partitioning, as far as our context
is concerned.
A tradeoﬀ involved in partitioning consists of the time and space necessary
to form the BDD representation of
k∨
i=1
∃s ′i,change.φi,change ∧ ψ[s ′i,change/si,change]
in terms of the representation of each individual disjunct ∃s ′i,change.φi,change ∧
ψ[s ′i,change/si,change]. Working with fewer partitions may in general be more
time but less space eﬃcient. Indeed, our most space eﬃcient run for the
4×4–board involves full partitioning, has a peak of 11, 945 nodes and requires
37.09 seconds of user time on a 500 MHz Pentium III PC under Linux. The
user time can be reduced to 15, 77 seconds by keeping all options but using
10 partitions. In this case the peak is 16, 180.
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Putting Everything Together
Finally, putting everything together means to use our optimisations all at
once, that is, replacing φcheckers by φcheckers∧φlimit, using the diagonal variable
ordering and partitioning φcheckers ∧ φlimit, which is possible since φcheckers ∧
φlimit ≡ (φ1 ∧ φlimit) ∨ · · · ∨ (φk ∧ φlimit). The above–stated peak of 11, 945
nodes is actually the outcome of that. Speciﬁcally, our experimental results
indicate that 11, 945 nodes is the best 4×4–peak that those optimisations can
achieve.
5 Conclusions
We have explored the question whether American checkers can be solved by
means of symbolic model checking of µ–formula. To this end, we have ﬁrst
described how the game can be represented with a boolean formula; second, we
have described what those µ–formulas look like; third, we have reported our
failure in terms of straightforward model checking; fourth, we have examined
the eﬀect of various optimisations on the veriﬁcation process.
The next question is how far our optimisations can get us with respect to
board sizes bigger than 4 × 4. Here, we mention that a 5 × 5–run without
optimisations got stuck for days in the fourth iteration before we terminated
it; with the maximum number of partitions and the other optimisations, the
average over several weeks is between one and two days per iteration. More-
over, memory utilisation stabilises at a staggering 500 MB. At far lower levels,
this kind of stabilisation can also be observed in the 3 × 3– and 4 × 4–cases.
For the record, our results in terms of solving the game are stated in Figure
6. The total user time needed to solve the 5× 5–case was about two months
on platform mentioned in Section 4.
3× 3 white can win
4× 4 a draw
5× 5 black can win
6× 6 – 8× 8 ?
Figure 6. Final results. Note that the 3×3–case can very easily be solved without
a computer.
We conclude two things: First, our optimisations scale up as the 5 × 5–
case becomes solvable if one is patient enough; second, the jump from 4 × 4
to 5× 5 in terms of memory utilisation is so drastic that it is not obvious how
one could get beyond 5 × 5, even if time utilisation were not an issue. The
checkers problem thus seems to be a very hard and peculiar one if one tries to
solve it with symbolic model checking.
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