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Because of uncertainties involved in modeling, construction, and measurement systems,
the assessment of the FE model validation must be conducted based on stochastic mea-
surements to provide designers with confidence for further applications. In this study,
based on the updated model using response surface methodology, a practical model vali-
dation methodology via uncertainty propagation is presented. Several criteria of testing/
analysis correlation are introduced, and the sources of model and testing uncertainties are
also discussed. After that, Monte Carlo stochastic finite element (FE) method is employed to
perform the uncertainty quantification and propagation. The proposed methodology is
illustrated with the examination of the validity of a large-span prestressed concrete
continuous rigid frame bridge monitored under operational conditions. It can be concluded
that the calculated frequencies and vibration modes of the updated FE model of Xiabaishi
Bridge are consistent with the measured ones. The relative errors of each frequency are all
less than 3.7%. Meanwhile, the overlap ratio indexes of each frequency are all more than
75%; The MAC values of each calculated vibration frequency are all more than 90%. The
model of Xiabaishi Bridge is valid in the whole operation space including experimental
design space, and its confidence level is upper than 95%. The validated FE model of Xia-
baishi Bridge can reflect the current condition of Xiabaishi Bridge, and also can be used as
basis of bridge health monitoring, damage identification and safety assessment.
© 2015 Periodical Offices of Chang'an University. Production and hosting by Elsevier B.V. on
behalf of Owner. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Model validation for structural dynamics has been compre-
hensively studied for the last 20 years and is still under active
development in research and in the field of industrial92550.
Lin), zongzh@seu.edu.cn
al Offices of Chang'an Un
'an University. Production
se (http://creativecommoapplications (Babuska and Oden, 2004; Oberkampf and Roy,
2010; Roache, 1998). The objective of model validation is to
refine the mathematical model of a critical structure by using
reference data obtained from experimental tests or numerical
simulations in order that the refinedmathematical model can
be capable of representing the physical behavior of the actual(Z. Zong), niujie@seu.edu.cn (J. Niu).
iversity.
and hosting by Elsevier B.V. on behalf of Owner. This is an open
ns.org/licenses/by-nc-nd/4.0/).
Fig. 1 e Flowchart of model validation process.
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design optimization (Thacker et al., 2004). The flowchart for
validating the analytical model is shown in Fig. 1.
Three types of uncertainties are included in both uncer-
tainty quantification and model validation: (1) natural vari-
ability in loading and material properties; (2) data uncertainty
due to measurement errors, sparse data, and different in-
spection results (crack not detected, crack detected but size
notmeasured, and crack detected with sizemeasurement); (3)
modeling uncertainty and errors during numerical approxi-
mations, and finite element discretization. Global sensitivity
analysis is used to quantify the contribution of each source of
uncertainty to the overall prediction uncertaint, and to iden-
tify important parameters that need to be calibrated. A
computational model may generate multiple response quan-
tities at a single location or the same response quantity at
multiple locations, and a validation experiment might yield
corresponding measured responses in a single test. In each
case, the multiple responses, being derived from the same
input, are correlated. In both cases, model validation involves
comparison of multiple quantities of model prediction and
test data (multivariate analysis). In recent years, a number ofstochastic finite element methods, probabilistic models, and
non-probabilistic models have been investigated and applied
to structural modelling and validation, taking into account
uncertainties and modelling errors (Ladeveze et al., 2006; Roy
and Oberkampf, 2011; Soize et al., 2008; Zang et al., 2008).
These stochastic methods are more complex and require
more computing resources than deterministic methods.
The concept of using experiments to inform numerical
models, such as testeanalysis correlation, uncertainty quanti-
fication and propagation, and model validation, has only
recently been extended to civil engineering structures.
Atamturktur et al. (2012) focused on the verification and
validation (V&V) of numerical models for establishing
confidence in model predictions, and demonstrated the
complete process through a case study application completed
on the Washington National Cathedral masonry vaults.
Successful repair and retrofit schemes ultimately depend on
the development of a verified and validated simulation
capability that can be used to better understand the behavior
of historic monuments. Sankararaman et al. (2011) presented
a methodology for uncertainty quantification and model
validation in fatigue crack growth analysis. Several models
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etc.) are connected through a Bayes network that aids in
model calibration, uncertainty quantification, and model
validation. Zang et al. (2008) summarized the procedures of
model validation using experimental data on a structure and
applied to a structural dynamics validation problem developed
by Sandia National Laboratories. They separated out any non-
linear features of the system and constructed an appropriate
linear model that was as accurate as possible to cope with
variability of the subsystem structures. Rebba and Mahadevan
(2006) developed methods to assess the predictive capability of
computational models used in system analysis and design. A
validation metric based on Bayesian hypothesis testing is
presented and the method is extended to consider multiple
response quantities or a single model response at different
spatial and temporal points. The proposed methods are
illustrated for application to structural dynamics problems.
Hemez and Tippetts (2004) focused on the validation of the
modal response of eight-ply laminated composite plates.
Uncertainty was propagated to estimate the variability of
predictions given input uncertainty. Test measurements were
compared with predictions of modal frequencies. The
predictive accuracy of the composite model and the level of
confidence with which modal frequency predictions were
made for potentially different multi-layered configurations
were obtained. Using response surface methodology to create
meta-models, Chen et al. (2004) presented methods for
validating models with both normal and nonnormal response
distributions. The proposed methodology was illustrated with
the examination of the validity of two finite element analysis
models for predicting springback angles in a sample flanging
process. The approach reduces the number of physical tests at
each design setting to one by shifting the evaluation effort to
uncertainty propagation of the computational model. Hemez
et al. (2003) reviewed the quantification of uncertainty and
model validation of the “Damage Prognosis” project at Los
Alamos National Laboratory. This is the effective attempt to
identify the damage while considering the uncertainty
quantification and propagation. Doebling and Hemez (2001)
overviewed a project at Los Alamos National Laboratory that
aimed at developing a methodology for quantifying
uncertainty and assessing the total predictability of structural
health monitoring. The propagation of parametric variability
through numerical simulations was discussed. The discussion
was illustrated with component-level and system-level
validation experiments that feature the response of nonlinear
models to impulse excitation sources. They put forward early
the relevant concepts and implementation steps of
verification and validation of numerical models. Alvin et al.
(1998) studied the uncertainty forward propagation methods
while the parameters and model structures contain
uncertainties. Subsequently, evaluation criteria for model
validation and technologies for response feature extraction
are gradually improved.
The ultimate task of verifying that predictions of the opti-
mized model are correct remains a challenging one. Practi-
cally, this implies that:
(1) Test-analysis correlation must be able to discriminate
discrepancies caused by environmental variability,experimental and modeling uncertainty from those
caused by parametric modeling errors;
(2) The consistency between different models must be
assessed when different features and metrics are used
to define the optimization's objective functions;
(3) Data sets not used during the updating step are required
to assess the predictive quality of a model;
(4) Probabilities must be assigned to eachmodel developed
to reflect the degree of confidence (or lack of confidence)
in its prediction.
In this paper, based on the updated model using response
surface (RS) methodology, we present a practical approach for
model validation (uncertainty via model validation propaga-
tion) that utilizes the knowledge of system variations along
with computationally efficient uncertainty propagation tech-
niques to provide a stochastic assessment of the validity of a
modeling approach for a specified design space. Several as-
pects, including testing/analysis correlation, uncertainty
quantification and propagation, and prediction accuracy
assessment, etc., are discussed. The proposed methodology is
illustratedwith the examination of the validity of a large-span
prestressed concrete continuous rigid frame bridgemonitored
under operational conditions. The validated FE model of Xia-
baishi Bridge can be used as the basis of the bridge health
monitoring, damage identification and safety assessment.2. Uncertainty quantification and
propagation
The use of an analysis approach to estimate the effect of un-
certainties on model prediction is referred to as uncertainty
propagation. The success of any model validation depends on
the ability to quantify uncertainty. The goal of uncertainty
quantification is to characterize the effect that parametric vari-
ability and non-parametric uncertainty have on physical
experiment or numerical simulation output. It is emphasized
that “uncertainty” is not necessarily restricted to parametric
uncertainty, that is, the imperfect knowledge of the control pa-
rameters of a physical experiment or input parameters of a nu-
mericalmodel. Uncertaintymay also take the formof stochastic
equations of motion, environmental variability, measurement
errors, discretization and numerical errors, to name only a few.
During the finite element model validating process, uncer-
tainty quantification and propagation include two aspects
(Chen et al., 2004; Doebling and Hemez, 2001): (1) forward
propagation of uncertainty: statistically analyze uncertainty
influence of the input parameter on the response characteris-
tics; (2) the inverse propagation of uncertainty: figure out the
input parameter uncertainties by analyzing the response
characteristics of uncertainties; by the input parameter
screening, identify that which input parameters and their
combinations cause the response characteristics uncertainties.
For engineering applications, representing the uncertainty
as probability information is reasonable because large amounts
of test data and well-established formal theories are available.
The conventional approach is to use probabilistic techniques to
represent the uncertainty in terms of a probability density
function (PDF) (Alvin et al., 1998).Uncertaintypropagation relies
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Hypercube sampling (Hemez, 2004; Montgomery, 2006;
Roberts and Casella, 1999). The outcome of the forward
propagation of uncertainty is an estimation of the joint
probability density function (JPDF) of the output features, from
which statistics such as the mean and standard deviation can
be calculated. A probability-based reliability analysis generally
implements similar sampling algorithms (Monte Carlo, Latin
hypercube, D-optimal, importance sampling, etc.) (Srivastava,
2002) because it estimates the probability of failure, PF, or the
probability that the output feature y might exceed a critical
level yc, and the resulting reliability R
PF ¼ Pr

y  yc

; R ¼ 1 PF (1)
In order to make up the inadequacy of Monte Carlo finite
element analysis method, a response surface-based on Monte
Carlo simulationwas adopted to conduct the randomdynamic
analysis. The main idea of the methodology is that each of a
deterministic analysis usingMonteCarlomethod is performed
through the response surface model. It effectively combines
the response surface method (RSM) and the Monte Carlo
method, using response surfacemodel to replace the complex
finite element model, and the calculation efficiency is effec-
tively improved. The steps are specified as follows: (1) the
response surface-based finite element model updating is con-
ducted, and the mean values of design parameters are ob-
tained; (2) basedontheprincipleofoptimization, themeasured
sample frequency estimations from the health monitoring
system are used to calculate the sample values of design pa-
rameters, and the variances of design parameters are gained;
(3) the Monte Carlo method combined with response surface
model is used to do large amounts of calculation, the statistical
values of the response features may be concluded.3. Correlation analysis of testing/calculation
One important application of uncertainty propagation is the
correlation analysis of testing/calculation. Learning which
combinations of input parameters are responsible for
explaining the variability of the output is critical to under-
stand complex physical experiments or numerical simula-
tions. Correlation analysis of testing/calculation goes beyond
conventional sensitivity analysis because it assesses the
sensitivity of the output over the entire range of applicability
of the model. Basically, correlation analysis of testing/calcu-
lation addresses the difference comparison between the
testing and calculation by differentiating a function with
respect to a random variable.
To illustrate the concept of correlation analysis, consider
that the phenomenon investigated (experiment or simulation)
is replaced with a surrogate model
y ¼ a0 þ
XN
i¼1
aipi þ
XN
i¼1
XN
j¼1;ji
bijpipj (2)
Clearly, if all input parameters pi;pj are normalized in [1,
þ1], then the relativemagnitude between coefficients ai and bij
is indicative of the importance of the corresponding effect,
whether it is a linear effect (pi), a linear interaction (pipj) or aquadratic effect (p2j ). Statistical tests can be implemented to
assess the global contribution of each effect to the total vari-
ability. Assume that the output variability can be explained by
a particular input parameter or interaction effect denoted by
pM. The expected value of the output given pM is denoted by
y ¼ E½ypM. It can be shown that the total variance of yT
observed from the data is equal to the variance of y and the
expected value of the total variance given by pM.
s2

yT
 ¼ s2ðyÞ þ Es2ypM

(3)
Obviously, the last term in the right-hand side of Eq. (3)
represents the influence of parameter effect pM on the total
variability of the output y. If this effect has little influence,
then, the contribution E½s2ðypMÞ remains small. A popular
statistic that approximates E½s2ðypMÞ is the R-square criterion
(R2). It is defined as the ratio of variance that can be attributed
to a given effect to total variance (Ghanem and Spanos, 1991)
J1ðpÞ ¼ R2 ¼ 1
PN
j¼1

yðjÞ  ytðjÞ
2
PN
j¼1

ytðjÞ  y
2 (4)
where y, yt are the calculation and testing values of each
design point in the continuous space, and y is the testing
mean value of each design point in the continuous space.
There are many response characteristic validation criteria
for the correlation analysis of testing/calculation, such as
relative error criterion (REC), overlap ratio criterion (ORC),
response mean square error criterion (RMSEC) (Zong and Ren,
2012), principal component criterion (PCC) (Wu and Hamada,
2000), modal assurance criterion (MAC) (Hasselman et al.,
1998), etc. REC and ORC can be employed when response
characteristic is scalar quantity, such as frequency and peck
acceleration. R2 criterion, PCC, RMSEC, and MAC, etc., can be
employed when the response characteristic is continuous
variable quantity, such as vibration mode, time-history
response and frequency response, etc.
In this paper, REC, ORC and MAC are employed to validate
response characteristics. Relative error criterion is defined as
J2ðpÞ ¼ 100

yc  yt

yt (5)
where yt and yc are response characteristic mean values after
experiment and updating of the FE model calculation,
respectively.
Overlap ratio criterion is defined as
J3ðpÞ ¼ PDFt∩PDF (6)
where PDFt and PDF are probability distributions after exper-
iment and updating of the FE model calculation, respectively.
Probability distribution coincidence areas of the experiment
and calculation are investigated by ORC. Thus, consistent
degree of the response characteristic between experiment and
calculation is overall appraised. When J3(p) ¼ 1, the experi-
mental values are in full accorded with the calculated values.
Modal assurance criterion is defined as
J4ðpÞ ¼ MACð4a;4eÞ ¼
4Ta4e
2

4Ta4a

4Te4e
 (7)
where 4a and 4e are modal vibration mode vectors of the FE
analysis and experiment measuring, respectively. The value
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of correlation between experimental and calculated modes.4. Prediction accuracy assessment
Uncertainty assessment is also a critical component of model
validation. A pre-requisite to model validation is therefore the
total error between physical observation and model predic-
tion, which should be characterized. The approach generally
agreed upon consists of breaking down the total error into
individual components and estimating the probability infor-
mation of each one. Eq. (8) illustrates a total uncertainty
model commonly adopted.
yt ¼ yp þ e ¼ M

p1;p2;/; pN
þ e e2Nð0; stÞ (8)
The total error is defined as the difference between testing
and predicted responses. The numericalmodelM is a black box
that provides an output y given N input parameters labeled p1
through pN. In addition, a probabilistic error model must be
chosen. It consists in Eq. (8) of anunbiasedGaussianprobability
density function with unknown standard deviation st.
Characterizing the predictability of the numerical model
can be achieved by decomposing the total error into inde-
pendent contributions. For example, if the error is thought to
be a Gaussian process that includes measurement error,
parametric variability and discretization error, then the total
variance can be decomposed into
s2t ¼ s2T þ
XN
j¼1
s2j þ s2D þ s2R (9)
where sT denotes the standard deviation of measurement/
testing error, sj denotes the standard deviation of parametric
variability for the jth parameter, sD represents the discretiza-
tion error, and sR represents the residual sources of uncer-
tainty including model form error. It may happen that the
sources of uncertainty are not independent from each other,
in which case the right-hand side in Eq. (9) becomes an upper
bound. Variance decomposition is further complicated in the
case of multivariate statistics because each variance term s2
in Eq. (9) then becomes a covariance matrix s. This happens
when several, possibly correlated, output features
ðy1; y2;/; yNÞ are considered simultaneously.
In a typicalmodel validation experiment, the total variance
st is obtained from a comparison of testing and predicted re-
sponses for a design of experiments that attempts to exploreTable 1 e Statistical characteristics of uncertainty parameters
Parameter Parameter after updating Standard deviati
RV1 15.455 1.369
RV2 25.190 2.788
RL1 4.449 0.961
RL2 1.202 1.244
RT1 31.997 4.054
RT2 3.582 0.698
N 1.244 0.064
Note: unit of RV1, RV2 and RL1 is 10
7 N/m, unit of RL2, RT1 and RT2 is 10
6 N/mthe input space as much as possible. Components such as sT
and sD areestimatedby investigating themeasurementsystem
andmeshconvergenceproperties, respectively. Thevariability
sj of the output due to input uncertainty of the jth parameter is
typically identified through an inputeoutput effect analysis.
Obtaininganestimationofmodel formerror is critical toassess
the validity of the numerical model over its domain of appli-
cability. Once available, the probability information Nð0; sRÞ
can be propagated to future predictions to assess confidence
bounds associated with a prediction of the model.
The model validity can be evaluated quantitatively by
comparing the consistency between model data-out and
actual system data-out. Confidence interval approach is an
important statistical-testing method in quantitatively anal-
ysis of the model validation. If confidence interval could
satisfy the demands of model acceptable range of accuracy
(ARA) which is given in advance, the model should be
considered as valid, and its confidence level is
Pv ¼ 100ð1 vÞ%. The concrete steps are listed as follows:
Confirm ARA whose definition is described as
Lj  mmj  msj  Uj j ¼ 1;2;3;/;K (10)
where Lj and Uj are the lower and upper bounds of ðmmj  msj Þ,
respectively, L ¼ ðL1; L2;/; LKÞT andU ¼ ðU1;U2;/;UKÞT, K is the
number of output variances, mmj is total mean value of model
output with jth variance, msj is total mean value of real physical
system output with jth variance.
Obtain data: a group of simulated data set
X1i ¼ fx11; x12;/; x1n1g produced by the FE model, and the
actual testing data set X2i ¼ fx21; x22;/; x2n2g obtained from
the actual system will be accumulated.
Select appropriate statistical analysis method: in this
study, paired-t confidence interval estimation was employed
to conduct statistical analysis.
Setting n1 ¼ n2 ¼ n, a new sequence expressed as Yi ¼ X2i 
X1i can be paired constituted by X1i and X2i.
When confidence level for the mean values is 1 v, the
confidence interval of Yi is yðnÞ±tv=2;n1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
S2ðnÞ=n
p
. yðnÞ is the
sample mean value of Yi, S
2ðnÞ is the sample variance of Yi,
and S2ðnÞ ¼ 1n1
Pn
i¼1ðyi  yÞ2, tv=2;n1 is the v=2 quartile of t-
distribution when the degree of freedom is n-1.
Take the model for valid and its confidence level for
Pv ¼ 100ð1 vÞ%, if the 1 v degree confidence interval sat-
isfies the ARA. If not, enlarge sample size or reduce the value
of 1 v under the condition of permission. The model should
be regarded as invalid if the sample size is large enough or the
value of 1 v is not reduced.for Xiabaishi Bridge.
on s Coefficient of variation (%) Distribution type
8.430 Normal distribution
14.386 Normal distribution
28.319 Normal distribution
91.328 Normal distribution
15.331 Normal distribution
18.026 Normal distribution
4.944 Normal distribution
, and unit of N is 3.65 104 MPa.
Table 2 e Statistic values of each frequency.
Case Statistic Transversal Vertical Longitudinal
1st 2nd 1st 2nd 3rd 4th 5th 6th 1st
1 Mean (Hz) 0.398 0.526 0.659 0.834 1.252 1.353 1.617 1.892 1.741
Standard deviation 0.0001 0.0001 0.0005 0.0005 0.0018 0.0010 0.0072 0.0003 0.0023
Coefficient of variation (%) 0.027 0.013 0.072 0.061 0.144 0.070 0.445 0.014 0.132
2 Mean (Hz) 0.398 0.526 0.660 0.835 1.252 1.353 1.619 1.892 1.741
Standard deviation 0.0005 0.0009 0.0039 0.0040 0.0039 0.0034 0.0086 0.0046 0.0004
Coefficient of variation (%) 0.138 0.171 0.591 0.479 0.312 0.251 0.531 0.243 0.022
3 Mean (Hz) 0.398 0.526 0.659 0.833 1.252 1.352 1.612 1.887 1.740
Standard deviation 0.0005 0.0004 0.0005 0.0051 0.0097 0.0137 0.0453 0.0259 0.0227
Coefficient of variation (%) 0.114 0.079 0.081 0.612 0.775 1.013 2.809 1.372 1.304
4 Mean (Hz) 0.398 0.526 0.659 0.834 1.252 1.352 1.618 1.893 1.741
Standard deviation 0.00050 0.00002 0.00080 0.00120 0.00090 0.00870 0.00910 0.00040 0.02110
Coefficient of variation (%) 0.119 0.004 0.125 0.144 0.068 0.643 0.563 0.022 1.212
5 Mean (Hz) 0.398 0.526 0.659 0.834 1.251 1.353 1.618 1.890 1.741
Standard deviation 0.0002 0.0004 0.0008 0.0008 0.0013 0.0009 0.0074 0.0181 0.0031
Coefficient of variation (%) 0.056 0.076 0.112 0.090 0.104 0.065 0.457 0.958 0.178
6 Mean (Hz) 0.398 0.526 0.659 0.833 1.253 1.353 1.618 1.893 1.741
Standard deviation 0.0021 0.0062 0.0001 0.0024 0.0008 0.0004 0.0006 0.0080 0.0063
Coefficient of variation (%) 0.528 1.180 0.018 0.288 0.062 0.033 0.038 0.423 0.362
7 Mean (Hz) 0.398 0.526 0.659 0.833 1.252 1.353 1.619 1.893 1.741
Standard deviation 0.0090 0.0108 0.0141 0.0173 0.0295 0.0318 0.0507 0.0501 0.0391
Coefficient of variation (%) 2.261 2.054 2.141 2.076 2.356 2.350 3.131 2.647 2.246
8 Mean (Hz) 0.398 0.526 0.659 0.833 1.250 1.352 1.611 1.885 1.741
Standard deviation 0.0005 0.0006 0.0010 0.0052 0.0100 0.0138 0.0464 0.0316 0.0230
Coefficient of variation (%) 0.130 0.111 0.152 0.624 0.800 1.021 2.880 1.676 1.321
9 Mean (Hz) 0.398 0.526 0.660 0.834 1.252 1.352 1.619 1.893 1.741
Standard deviation 0.0022 0.0063 0.0040 0.0049 0.0041 0.0094 0.0127 0.0092 0.0220
Coefficient of variation (%) 0.553 1.199 0.606 0.587 0.327 0.695 0.785 0.486 1.264
10 Mean (Hz) 0.398 0.526 0.660 0.834 1.251 1.351 1.611 1.888 1.741
Standard deviation 0.0009 0.0010 0.0040 0.0067 0.0106 0.0168 0.0478 0.0262 0.0309
Coefficient of variation (%) 0.217 0.190 0.606 0.803 0.847 1.244 2.967 1.388 1.775
11 Mean (Hz) 0.398 0.526 0.659 0.833 1.252 1.353 1.618 1.891 1.741
Standard deviation 0.0021 0.0062 0.0008 0.0026 0.0015 0.0010 0.0074 0.0199 0.0070
Coefficient of variation (%) 0.528 1.180 0.114 0.312 0.120 0.073 0.457 1.053 0.402
12 Mean (Hz) 0.398 0.525 0.660 0.834 1.250 1.351 1.612 1.887 1.741
Standard deviation 0.0093 0.0125 0.0147 0.0187 0.0313 0.0359 0.0699 0.0600 0.0503
Coefficient of variation (%) 2.337 2.380 2.229 2.244 2.503 2.657 4.336 3.180 2.889
Table 3 e Comparison of updated frequencies and
measured frequencies.
Modal
order
Measured
frequency (Hz)
Updated
frequency (Hz)
Relative
error (%)
T1 0.418 0.409 1.918
T2 0.527 0.526 0.188
V1 0.659 0.658 0.146
V2 0.813 0.835 2.706
V3 1.261 1.249 0.967
V4 1.404 1.366 2.728
V5 1.675 1.615 3.612
V6 1.892 1.946 2.854
L1 1.684 1.714 1.793
Table 4 e Overlap ratio index of each modal frequency.
Modal order Transversal
1st 2nd 1st 2nd
Overlap ratio index 0.787 0.788 0.967 0.975
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duce randomnumberduringobtaining thesimulateddata.The
responsemodel instead of FEmodel is used for calculating the
data set X1i. Therefore, the FEmodel validation based on high-
order RS method can avoid a time-consuming calculation.5. Model validation of Xiabaishi Bridge based
on RS methodology
5.1. Uncertainty propagation analysis of Xiabaishi
Bridge
Analysis of uncertainty quantification and propagation is an
important content of FE model validation. In the paper ofVertical Longitudinal
3rd 4th 5th 6th 1st
0.922 0.979 0.755 0.917 0.982
Fig. 2 e Probability distribution comparison of measured and calculated frequencies. (a) 1st transversal frequency. (b) 2nd
transversal frequency. (c) 1st vertical frequency. (d) 2nd vertical frequency. (e) 3rd vertical frequency. (f) 4th vertical
frequency. (g) 5th vertical frequency. (h) 6th vertical frequency. (i) 1st longitudinal frequency.
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j o u r n a l o f t r a ffi c and t r an s p o r t a t i o n e n g i n e e r i n g ( e n g l i s h e d i t i o n ) 2 0 1 5 ; 2 ( 4 ) : 2 7 9e2 8 9286“Finite element model validation of bridge based on structural
health monitoringdPart I: response surface-based finite
element model updating”, model updating method based on
response surface model was presented. In this section, a
response surface-based on Monte Carlo simulation was
adopted to conduct quantitative analysis of Xiabaishi Bridge
and its statistical influence. First of all, the updating param-
eters were assumed to obey normal distribution, and the
optimal parameter values obtained from the FE model
updating of Xiabaishi Bridge were taken as themean values of
the updating parameters. Secondly, based on the response
surface function, the standard deviation of the updating pa-
rameters was calculated from the actual sample frequencies
of the health monitoring system. The statistical characteris-
tics of the updating parameters are shown in Table 1. Finally,
Monte Carlo simulation was employed to produce 106 random
numbers, the response surfacemodel instead of FEmodel was
used to conduct 106 times calculation. Then, the mean,
standard deviation and coefficient of variation can be
obtained for each vibration mode. The influence of various
parameters on the response also can be investigated.
In order to analyze the impact of each parameter and
combination on the frequency response, the simulations
were divided into 12 cases so as to statistically analyze
the mean, standard deviation and coefficient of variation
of each frequency. The statistical results are shown in
Table 2.
Case 1: only the vertical spring stiffness at two ends of the
main bridge RV1 was taken as a random variable, and other
parameters were optimized values from the model updat-
ing to study the statistical values of each vibration
frequency.
Case 2: only the vertical spring stiffness at the horizontal
connection between two bridges RV2 was taken as a
random variable, and other parameters were optimized
values from the model updating to study the statistical
values of each vibration frequency.
Case 3: only the longitudinal spring stiffness at two ends of
the main bridge RL1 was taken as a random variable, and
other parameters were optimized values from the model
updating to study the statistical values of each vibration
frequency.
Case 4: only the longitudinal spring stiffness at the hori-
zontal connection between two bridges RL2 was taken as a
random variable, and other parameters were optimized
values from the model updating to study the statistical
values of each vibration frequency.
Case5:onlythe transversal springstiffnessat twoendsof the
main bridge RT1 was taken as a random variable, and other
parameterswere optimized values from themodel updating
to study the statistical values of each vibration frequency.Table 5 e MAC values of each modal frequency.
Modal order Transversal
1st 2nd 1st 2nd
MAC value (%) 98.6 97.5 98.4 98.0Case 6: only the transversal spring stiffness at the hori-
zontal connection between two bridges RT2 as a random
variable, and other parameters were optimized values
from the model updating to study the statistical values of
each vibration frequency.
Case 7: only the multiple of changes of the bridge concrete
elastic modulus N was a random variable, and other pa-
rameters were optimized values from the model updating
to study the statistical values of each modal frequency.
Case 8: the parameters RV1, RL1 and RT1 were taken as
random variables, and other parameters were optimized
values from the model updating to study the statistical
values of each vibration frequency.
Case 9: the parameters RV2, RL2 and RT2 were taken as
random variables, and other parameters were optimized
values from the model updating to study the statistical
values of each vibration frequency.
Case 10: the parameters RV1, RL1, RV2 and RL2 were taken as
random variables, and other parameter were optimized
values from the model updating to study the statistical
values of each vibration frequency.
Case 11: the parameters RT1 and RT2 were taken as random
variables, and other parameters were optimized values
from the model updating to study the statistical value of
each modal frequency.
Case 12: total of the parameters RV1, RL1, RT1, RV2, RL2, RT2
and N were taken as random variables to study the statis-
tical value of each modal frequency.
Some important remarks can be concluded from Table 2
and listed as follows: influence of parameter uncertainties
on the mean values of each frequency is very small, which
is less than 0.01. Influence of total parameter combinations
on each frequency is very significant. Coefficients of
variation are all greater than 2%, and those of vertical high-
order vibration modes arrived at 3% or more. Influence of
modulus of elasticity of concrete material on each frequency
is significant and uniform. Coefficients of variation are all
greater than 2%. Parameter RT2 and the combination of RV2,
RL2 and RT2, as well as RT1 and RT2 have great influence on
the transversal frequency in which coefficient of variation of
the first-order transversal vibration is larger than 0.5%, and
that of second-order transversal vibration is greater than
1.1%. Parameter RL1 and the combination of RV1, RL1 and RT1,
RV2, RL2 and RT2, as well as RV1, RV2 and RL2 have great
influence on the vertical frequency. In the same case, the
coefficients of variation of the high-order vibration
frequencies are generally greater than those of the low-order
vibration frequencies.
As for the first-order longitudinal vibration frequency,
there are many influencing parameters and compositions,
including RV1, RL1, RL2 and the combination of RV1, RL1 and RT1,Vertical Longitudinal
3rd 4th 5th 6th 1st
96.6 96.5 98.7 97.6 97.0
Fig. 3 e Comparison between measured and calculated vibration modes. (a) 1st transversal frequency. (b) 2nd transversal
frequency. (c) 1st vertical frequency. (d) 2nd vertical frequency. (e) 3rd vertical frequency. (f) 4th vertical frequency. (g) 5th
vertical frequency. (h) 6th vertical frequency. (i) 1st longitudinal frequency.
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Table 6 e Statistic values of measured and simulated frequencies of Xiabaishi Bridge.
Modal order Mean of Yi Standard deviation of Yi Coefficient of variation ARA
T1 0.0206 0.0161 (0.0052, 0.0360) (0.1, 0.1)
T2 0.0004 0.0176 (0.0157, 0.0165) (0.1, 0.1)
V1 0.0004 0.0275 (0.0205, 0.0197) (0.1, 0.1)
V2 0.0203 0.0260 (0.0399, 0.0007) (0.1, 0.1)
V3 0.0114 0.0436 (0.0139, 0.0368) (0.1, 0.1)
V4 0.0538 0.0449 (0.0281, 0.0795) (0.1, 0.1)
V5 0.0652 0.0710 (0.0328, 0.0976) (0.1, 0.1)
V6 0.0050 0.0587 (0.0244, 0.0344) (0.1, 0.1)
L1 0.0558 0.0534 (0.0839, 0.0277) (0.1, 0.1)
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variation are all greater than 1%.Table 7 e Comparison of average values of each modal
frequency of Xiabaishi Bridge.
Modal
order
Considering parameter uncertainty
Measured
frequency (Hz)
Validated
frequency (Hz)
Relative
error (%)
T1 0.418 0.3984 4.689
T2 0.527 0.5266 0.076
V1 0.659 0.6594 0.061
V2 0.813 0.8333 2.497
V3 1.261 1.2496 0.904
V4 1.404 1.3502 3.832
V5 1.675 1.6098 3.893
V6 1.892 1.8870 0.264
L1 1.684 1.7398 3.3145.2. Correlation analysis of testing/calculation of
Xiabaishi Bridge
In this section, relative error criterion, overlap ratio criterion
and modal assurance criterion were employed to conduct the
correlation analysis of testing/calculation of Xiabaishi Bridge
by comparing the calculated values with the measured values
of response characteristic, in which optimized parameters
replaced the initial parameters for the FE model calculation.
5.2.1. Calculation of relative error
Relative errors of each frequency calculated by Eq. (5) are
shown in Table 3. Table 3 indicates that calculated
frequencies of the updated FE model of Xiabaishi Bridge are
consistent with the measured frequencies. The maximum
relative error is less than 3.7%. Meanwhile, it can be
exhibited that the dynamic characteristic of the FE model is
similar to that of the actual situation of Xiabaishi Bridge.
5.2.2. Overlap ratio criterion
The probability distribution coincidence areas of the
measured and calculated frequencies calculated by Eq. (6) are
shown in Table 4 and Fig. 2.
It can be seen from Fig. 2 that the response features, for
example, modal frequencies, also obey to normal
distributions because of normal distributions of input
parameters. Table 4 indicates that overlap ratio index of
each frequency is more than 75%, of which the vertical first
to fourth order, vertical sixth-order and longitudinal first-
order are all more than 90%. These indicate that the updated
FE model can well reflect the random dynamic
characteristics of Xiabaishi Bridge.
5.2.3. Modal assurance criterion
According to Eq. (7) of MAC, correlation of measured and
calculated vibration modes of Xiabaishi Bridge was
analyzed. The calculated results are shown in Table 5, and
comparisons between each calculated and measured
vibration mode are shown in Fig. 3. It can be seen from the
figures that each calculated and measured vibration mode is
much coincident. The MAC values are all more than 95%,
showing that the measured and calculated vibration modes
of the updated FE modal of Xiabaishi Bridge are wellcorrelated. The updated FE modal of Xiabaishi Bridge has
higher accuracy.5.3. Evaluation of prediction accuracy of the FE model of
Xiabaishi Bridge
According to the confidence interval approach proposed in
Section 4, evaluation of the model validity, as well as the
prediction accuracy of Xiabaishi Bridge was performed in this
section. The paired-t confidence interval estimation was used
to calculate the confidence interval. When n1 ¼ n2 ¼ 276,
v ¼ 0:05, 1 v ¼ 0:95 and then t0:025;275 ¼ 2:0141 can be found in
the relative table.
When confidence level for the mean value is 0.95, the
confidence interval of Yi is yð276Þ±2:0141
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
S2ð276Þ=276
p
. When
the degree of freedom is 0.95 the sample means, sample
variance and confidence interval of the sequenceYi can be
extracted and shown in Table 6. These data indicate that
when the degree of freedom is 0.95 the calculated
confidence interval can be satisfied with ARA. Therefore, the
FE model of Xiabaishi Bridge is valid in the whole operation
space including experimental design space, and its
confidence level Pv is higher than 95%.
The comparison of average values of each vibration fre-
quency is shown in Table 7. It indicates that the maximum
relative error between calculated and measured frequencies
is less than 4.7% while considering the parameter
uncertainties. The results show that FE model is relatively
accuracy and can reflect the actual situation of Xiabaishi
Bridge well.
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In the two-paper series, theoretical principles and algorithms
of FE model validation based on high-order RS method are
investigated systematically. The proposed methodology is
illustratedwith the examination of the validity of a large-span
prestressed concrete continuous rigid frame bridgemonitored
under operational conditions. The main conclusions can be
extracted and listed as follows:
(1) A response surface-based on Monte Carlo simulation
was adopted to conduct analysis of uncertainty quan-
tification and propagation of Xiabaishi Bridge. Effects of
each parameter and combinations on the frequencies
are also quantitatively analyzed.
(2) The correlation analysis of testing/calculation using the
updated FE model of Xiabaishi Bridge indicates that
calculated frequencies and vibration modes of the upda-
ted FE model of Xiabaishi Bridge are consistent with the
measured ones. The relative errors of each frequency are
all less than 3.7%.Meanwhile, the overlap ratio indexes of
each frequency are allmore than 75%. TheMAC values of
eachcalculatedvibration frequencyareallmore than90%.
(3) The evaluation of the model validity of Xiabaishi Bridge
can be assessed with confidence interval approach.
When the degree of freedom is 0.95 the calculated
confidence interval can be satisfied with ARA (0.1, 0.1).
Therefore, the model of Xiabaishi Bridge is valid in the
whole operation space including experimental design
space, and its confidence level is higher than 95%.
(4) The updated FE model with higher accuracy can well
reflect the random dynamic characteristics of Xiabaishi
Bridge. It canbeusedas thebasisof thehealthmonitoring,
security evaluation, and damage identification. This pro-
posed method of FE model validation based on response
surface method has feasibility for further applications.Acknowledgments
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