A recent paper by Hochbaum and Shanthikumar presented "a general-purpose algorithm for converting procedures that solve linear programming problems with . . integer variables, to procedures for solving.. . separable [non-linear] problems".' Their work showed that "convex separable optimization is not much harder than linear optimization". In contrast, polynomial algorithms in the literature for "non-separable" integer quadratic problems use qualitatively different techniques. By linearly transforming these problems so that the objective is separable in the transformed reference frame, we provide alternative algorithms for these problems based on Hochbaum and Shanthikumar's algorithms. Inter alia we introduce a new class of polynomially solvable integer quadratic optimization problems. We also show that a slight generalization of integer linear programming having a non-separable, non-linear objective and totally unimodular constraints in NP-hard. Keywords: Integer programming; Quadratic programming; NP-hardness; Polynomial algorithms 1 [18, Abstract]. 0166-218X/95/$09.50 0 1995-Elsevier Science B.V. All rights reserved SSDI 0166-218X(94)00016-7 R. Baldick 1 Discrete Applied Mathematics 61 (1995) 195 212 sense. This can be proved, for example, via a problem reduction involving the maximum independent set problem [14, Theorem 5, Section X.21.
Introduction
Consider linearly constrained integer quadratic minimization problems of the form given: ~,~EZ+,QEW~",~EQ", AEZmxn, with A totally unimodular, b E iz"', solve: min (f(x): Ax < b, x E Z"}, (1) where f(x) = xTQx -dTx. If Q is arbitrary and the minimization is over binary variables, but otherwise unconstrained, then problem (1) is NP-hard in the strong G(Q) = (V,-V, v= {L...,n), E = {{i,j}: i,j E V, i #j, Qij # O}.
(2)
A graph is series-parallel if it has no subgraph homeomorphic to &, the complete graph on four vertices [25, Section 14.21 ; the integer quadratic "non-separable" transportation problem formulated and solved in [17] ; and, the problem of minimizing the energy losses in an electric distribution system over choices of switched capacitance [ 1, 4] . While these problems seem to be desparate, we show that the last two problems and generalizations of the fn-st two problems can also be solved using the algorithms in [ 181 applied in the transformed reference frame. In most cases, a faster special purpose algorithm exists; however, the contribution of this paper is to unify and generalize the solvable problems into a single framework for linearly constrained integer quadratic problems. As an example of the power of this framework, we introduce a new class of polynomially solvable integer quadratic programming problems that, to the author's knowledge, has not appeared in the literature previously.
In the next section we introduce the transformations. In Section 3 we identify classes of Q and A and the corresponding transformation matrices. The transformation for the electric distribution system problem is described in detail along with computational results in [l] , while the transformation for the non-separable integer ' In [16] , more general functions and general box constraints are treated. quadratic transportation problem of [ 171 is described in the appendix. (An alternative derivation and proof of polynomial solvability is described in [ 111.) The transformations for both the electric distribution problem and the quadratic transportation problem derive from the proof of Theorem 4.1 of [17] .
In Section 4, we note the limitations of the approach with some complexity results. We show that a slight generalization of integer linear programming having a nonseparable, non-linear objective and totally unimodular constraints is NP-hard, suggesting that -in agreement with Hochbaum and Shanthikumar's comments in [18, Remark 3.2 and Section 61 and in contrast to their favorable results for separable non-linear optimization -convex 'non-separable' optimization is much harder than linear optimization. We conclude in Section 5.
Transformation of quadratic problems
Our approach begins by considering the structure of Q. Following Granot and Skorin-Kapov [lo, Section 21, suppose that we are given an N x n integer matrix L, and an N x N diagonal rational matrix D with non-negative diagonal elements, such that Q = LTDL. In contrast to [lo, Section 23,  we allow N to be greater than n: we will use this flexibility to seek L having a simple structure. Now consider the variable y E ZN defined by y = Lx. We have the following sub-problem of problem (1):
given: n,m,NeZ+,
where g(x, y) = yTDy -dTx
is separable. We now apply the algorithms of Hochbaum and Shanthikumar [18] 
In the following two subsections, we describe the cases of A totally unimodular and 2 not totally unimodular, respectively. 
A totally unimodular
where
c' is a rational n-vector; A' is an m' x n' integer matrix; and, b' is an integer m'-vector.
Proof. Straightforward application of [18, Theorem 4 .31 to problem (3).3 0
For A' totally unimodular, T(n', m', A') is polynomial in n' and m', so that the overall solution time is polynomial in n, m and log, 11 b 11 m; however, the log, II b II m term prevents the algorithm from being strongly polynomial.
3 not totally unimodular
We first recall some definitions from [2] : Definition 1. Let U be a finite set of vectors. Then let II U 11 m = maxUEu II u II ,,, , where II u II m is the co -norm of the vector u. (8) ' Hochbaum and Shanthikumar use the estimate B = 2 11 b' 11 m m' for the size of a bounding box for the polytope A'x' Q b' [ 18, p. 8553 ; however, this can be improved to B = 2 11 b' II m n', accounting for the absence of a log,(m'/n') term in (6) . If tighter explicit bounds are known for a bounding box of xx d b; then these can be used to decrease the solution time further. Definition 3. Let C be a cone that is generated by a finite set of integral generators. Then let . II C II = mjn { II u II m. U is a finite set of integral generators for C > . In the following we use some proximity results from [2] to refine an algorithm in WI.
Theorem 2.2. Suppose that the feasible region Ax < b is bounded. Then problem (3) can be solved in time: [log, I/ b llcol T@(n + N)26(A),m + 2N, [~]8'"fN'd"') + TZ(2nS(A)),
where A and 6 were dejned in (5) and Ti(6') is the time to solve the following integer programming problem:
given: x(O) E 7" 9 h'EZ+, In [IS], they solve problem (12) by piece-wise linearizing; however, we will solve (12) with a special purpose algorithm that is polynomial in all the special cases that we consider in Section 3 and which takes advantage of the explicit box constraints x(O) -6'1 < x < x(O) + 6'1. If A is (0, + l> and s(A) is polynomial in n and m, then application of Tardos' algorithm shows that
T(8(n + N)26(A),m + 2N,[A]8("+N)b('))
is also polynomial in n and m [12, Corollary 6.6.41; however, as in the case of 2 totally unimodular, the log, )I 6 )I o3 term prevents the algorithm from being strongly polynomial.
Classes of Q and A matrices
In this section, we will show that all of the problems mentioned in Section 1 are of the form of problem (3) . For each problem: 1.
2.
the factorization Q = LTDL can be performed in time that is polynomial in n, and, either: l the resulting 2 is totally unimodular, or, l 6(A) is bounded and the integer programming problem (12) can be solved in polynomial time, so that problem (3) can be constructed from problem (1) and solved in polynomial time. In the next subsection we describe two basic classes of Q and A matrices; then, in the following subsection we describe some elementary extensions of the basic classes. In the course of the discussion we will cover or generalize all the non-separable integer quadratic problems mentioned in Section 1 and also introduce a new class of problems 3. I. Basic classes 1. Let Q be diagonally dominant; that is, Vi, Qii > Cj +i IQijl. Let N = in(n + 1) and let D E Q","" be a diagonal matrix with N positive diagonal entries. The entries are as follows, consisting of n groups of, respectively, n, n -1, . . . , 1 entries: Then, L consists of n blocks in a column. The ith block is an (n -i + 1) x n matrix with ones in its ith column and an (n -i) x (n -i) diagonal matrix, Ji , in the bottom right-hand part of the block. The jth diagonal entry of Ji is sgn(Qi,i+j).
That is,
Following [ 19, Section 11, since L has no more than two non-zero entries per row, we call L a 'degree-two inequality matrix'. There are two special subclasses:
(4 Suppose that Q has non-positive off-diagonal elements. Then let
which is totally unimodular by [21, Proposition 2.6, Section 111.1.21, since each of its rows has no more than one 1 and one -1. If
is also totally unimodular, then, by Theorem 2.1, the overall algorithm is polynomial in n, m, and log, II b Hm. A sufficient condition on A is that it is (0, f 1} with no more than one 1 and one -1 in each row. Suppose that A is a degree-two inequality constraint matrix and that
The matrix D is analogous to (13), but corresponds only to the non-zero elements of Q. We delete the rows of L in (15) 
The matrix L is defined by
Then Q = LTDL. By suitable reordering of the columns of L, L has the consecutive-ones property. (b) Suppose that Q has positive entries such that:
where a 9 b means that a greatly exceeds b. Then Q can be written as a sum of positive, symmetric mesa-matrices.4 Class 1 consists of diagonally dominant matrices, while class 2 includes matrices that are not diagonally dominant. The objectives of both the electric distribution system problem and the non-separable integer quadratic transportation problem are in class (2a). Class (2b) represents diminishing strength of interaction at a distance along a one-dimensional array such as in a one-dimensional Ising spin-glass model 4 Conditions (20) and (21) are stronger than necessary.
[7, Ch. 121. To the author's knowledge, polynomial solvability of the general form of class (2b) has not appeared in the literature before. An example of class (2b), illustrating the conditions (20) and (21), is as follows. Let E 2 0 and '1 & E2 E3 0 **a 0 -
. . 
where M(a, k, I) was defined in (16) and @(Ed) denotes a number such that O(s") + E! as E -+ 0. For E G 1, Q is therefore the sum of positive, symmetric mesa-matrices. (In fact, in the case given, 0 < E G t suffices for Q to be expressible as a sum of positive, symmetric mesa-matrices.)
Extensions

Row and column sign changes
Let S be any subset of (1, . . . . n} and u E Z". Consider changing variables from x to x', as follows:
With this change of variables, the classes of Q matrix can be extended to those matrices obtained from Q by: 1. changing the sign of all elements in the subset S of the rows, followed, 2. by changing the sign of all elements in the subset S of the columns.
In the binary case, if we let Ui = 1, Vi, then a binary problem is transformed into another binary problem. It is not possible to change the sign of all the off-diagonal elements of Q, and in particular we cannot generate diagonally dominant matrices with arbitrary non-negative off-diagonal terms from class 1.
Class (lb) coincides with its extension under this change of variables.
A necessary condition for a matrix Q to belong to the extension of classes (la), (2a), or (2b) is that it is possible through the change of variables (23) to change the signs of the elements of Q so that all the non-zero off-diagonal elements of Q have the same sign (negative for class (la) and positive for classes (2a) and (2b)). An efficient algorithm for determining a change of variables that satisfies the conditions, when it exists, is described in [15, Section 41.
The binary case
Since ([13, Theorem 11):
in the special case of binary quadratic minimization:
given: nEZ+,
solve: min { f(x): Ax < b, 0 d x < 1, x E I?'}, (25) the flexibility in the choice of d gives an extra degree of freedom. The classes of Q can be extended in this special case to include those Q with the same off-diagonal elements as the previous ones, but with arbitrary diagonal entries. For class (lb), the extension includes all submodular Boolean quadratic functions [21, p. 6951. In the case that the constraints Ax < b in problem (25) are empty, then the extension of class (la) is the indefinite binary quadratic minimization problem analyzed in [16; 21, Corollary 7.4, Section 111.3.7; 22-241, where the diagonal is arbitrary and the off-diagonal terms non-positive. Similarly, the extension of class (lb) is the indefinite binary quadratic minimization problem analyzed in [S] , where the diagonal is arbitrary and where the graph G(Q) defined in (2) is series-parallel. Note, however, that the general integer algorithm is not competitive with the special purpose algorithms for these binary problems, since, for example, solving problem (12) is more difficult than solving the corresponding binary problem.
If we let A in problem (25) consist of rows with no more than one 1 and one -1 in each row, then the extension of class (la) is the problem of minimizing a quadratic submodular function over the sublattice of (0, l}" specified by Ax < b. Since every sublattice of (0, l}" can be described in this way [12, Section 10.31 , this provides an alternative proof of the fact that a quadratic submodular function can be minimized in polynomial time over any sublattice of (0, l}" [12, Section 10.31.
Complexity results
The extensions of class 1 described in Section 3.2 do not include the unconstrained binary minimization problem with Q having arbitrary non-negative off-diagonal terms. In fact, this last subproblem is NP-hard [14, Theorem 5, Section X. 23 . This means that it is not possible to find in polynomial time suitable totally unimodular transformation matrices L for arbitrary Q. However, even if we restrict our attention to Q that can be so transformed and require A to be totally unimodular, A may still not be totally unimodular. We have the following theorem. 
where g is dejined in (4) . This problem is NP-hard in the strong sense.
Proof. Note that the following problem is NP-complete in the strong sense [8, Section A.61:
given 
:olumn of A' appear in m columns of A. Note that A is totally unimodular since it has no more than one 1 and one -1 in each column. Define L to be the block-diagonal matrix with each of its n' diagonal blocks an m x m matrix of the form 
By construction, the answer to problem (27) is the same as the answer to the following problem:
given: A and Q = LTDL defined in (29) and (30),
which is in the decision problem form of problem (26) since A and L are both totally unimodular. Therefore problem (26) is NP-hard in the strong sense. 0
Problem (26) is only a slight generalization of linear programming with totally unimodular constraints in that the structure of the non-separable, non-linear objective is very simple. Yet we have the following corollaries. The matrix Q constructed in the proof of Theorem 4.1 is singular. If we relax the requirements in the theorem on the entries of D and d, then, for given E, we can make the 'condition number' [9, Section 3.61 of Q less than 1 + E by observing that (24) allows f to be replaced by h(x) = x*Rx -dTx, where R = Q + rZ, with condition number less than 1 + E; d = yl; and, y is polynomial in l/e, m, and n. In other words, the NP-hardness result applies to objectives that are arbitrarily well-behaved from the perspective of continuous optimization.
Conclusion
We have examined the notion of separability for quadratic objective functions and shown that apparently 'non-separable' quadratic integer programming problems can sometimes be transformed so that the problem is separable. For certain constraint matrices, the resulting problem is polynomially solvable. Four problems in the literature are covered or generalized by the technique and we have introduced a new class of polynomially solvable integer quadratic problems. The transformations indicate that the polynomial solvability of these problems is due to their underlying separability structure.
The general algorithm is not as fast as special purpose algorithms available for three of the problems: for example, in the appendix we compare the complexity of solving the integer quadratic transportation problem using the results of Sections 2 and 3 with the complexity of the algorithm in [17] . Our results do not provide a competitive algorithm for these problems, but instead unify the observation that they are all polynomially solvable.
The complexity result in Section 4 points to the well-known difficulty in general of integer quadratic programming. Problem (26) is only a slight generalization of integer linear programming with totally unimodular constraints, which is polynomially solvable, yet (26) does not even admit of a polynomial time approximation algorithm unless P = NP. In other words, convex 'non-separable' optimization is in general much harder than linear optimization.
Two related open questions arise from this work: 1. Is it possible to characterize the matrices that can be expressed in the form Q = LTDL with L totally unimodular and D diagonal? 2. If Q can be expressed in this form, then is it possible to find L and D in polynomial time?
and simplifying the proof of Lemma A. 1. Most of this work was done while the author was a Post-Doctoral Fellow at the Lawrence Berkeley Laboratory.
Appendix A: A quadratic 'non-separable' transportation problem
We present the transformation of the quadratic 'non-separable' transportation problem described in [17] . An alternative derivation of this result is contained in Ill]. The Q matrix is of class (2a).
A.1. Formulation
In [17] , the following formulation is derived for a certain scheduling problem:
given: n E 7,; pj,djEZ+, j= l,..., n; 6iEZ+, i=O ,..., n; z(i), a permutation of (0, . . . , n}, satisfying z(O) = 0 and 0 =:d,(,,, < drCl, <,drC2) < .a. < d,(,, 
A.2. Transformation into a separable reference frame
First consider the objective. For each i, let su) = 1 {k: drCi, 2 dk} 1, and, for each i, let a"' be a permutation of { 1, . . . , n} satisfying:
@((s(i) + 1 ,+-.,a)) = (k: d,(i) < dk)T (36) 1 < k < j < sci) =s a(')(k) < a(')(j),
.sCi) + 1 < k < j < n =a a(')(k) < @(j).
In the terminology of [17] [17] By Theorem 2.1, the complexity of solving the transformed problem (44) is polynomial in n and A = log, (max { pl, . . . , pn, ho, . . . ,a,,} ), which falls short of the complexity result in [17] in that their result is independent of A. However, the complexity of solving (44) with the above transformation is only linear in ,4 and is independent of the weights wi. The transformation suggests that the separability structure of the objective and its relation to the constraints, which allows AL-' to be totally unimodular, is at the heart of the strong-polynomial solvability of (34).
