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Abstract 
Ill-posed problems described by first-kind Fredholm equations appear in many interesting practical cases in engineering 
or mathematical physics, such as deconvolution, and require regularization techniques to get adequate solutions. 
This paper presents, under a projection operators onto convex sets (POCS) framework to introduce the needed regular- 
ization operations, a series of non-adaptive and adaptive POCS regularization algorithms which offer as main advantages 
(besides including previously proposed methods) a lower computational load and the possibility of including any kind of 
constraints, linear and nonlinear. 
A series of simulation examples serve to appreciate the high performance of the proposed techniques in a typical 
problem: recovering the discontinuites of a sequence showing sharp edges. 
Keywords: Regularization; POCS (projection operators onto convex sets); Deconvolution 
AMS classz$cations: 45B05, 65520 
1. Introduction 
Fredholm integral equation of the first kind represents, matematically, many physical situations; 
among them, many cases in seismology, astrophysics, optics, etc., correspond to signal extrapolation 
and deconvolution problems [26]. It is known that this equation is usually an ill-posed problem when 
considered in a Hilbert space framework [ 171, requiring regularization techniques to control arbitrary 
error amplifications. 
In this paper we will consider the noisy version of the discrete Fredholm equation of the first 
kind 
Df+n=g+n=ij, 
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where ~‘EE~; g,gEE”; and D E Jt’(EN, EM), &(EN, EM) being the set of matrices which transform 
EN into EM, where EN and EM are N-and M-dimensional Euclidean real spaces, respectively; IZ is 
an additive noise vector. 
The classical way of solving (1 .l ) is the Tikhonov-Miller regularization procedure [ 161, which is 
shown in Appendix A: to find a regularized approximate solution of (1. l), the smoothing functional 
where a is Miller’s regularization parameter (see Appendix A, formula (A.7)), is minimized. This 
solution, called Miller’s regularized solution, can be obtained by solving the normal equations 
(DTD + LXLTL)f = DT& (1.3) 
where L E k!‘(EN, EN ) is selected to obtain N(D) n N(L) = 0 (where N(D) and J(L) are the 
null-spaces of D and L, respectively), to ensure the existence and uniqueness of the solution [3]. 
There are several direct [3,6,9,24,28] and semiiterative methods [lo] to solve (1.3); but iterative 
approaches offer interesting advantages, such as the possibility of developing adaptive procedures, 
easier ways to include constraints, etc.; since these advantages are important in many practical 
applications, we will deal here with these iterative methods. 
There is also a high number of iterative techniques to solve (1.3), such as those of Tikhonov et al. 
[24,26]; for deconvolution, we can mention the methods proposed in [ 19,20,22], and, in particular, 
the gradient based methods [2,11,12,14, 151, which are briefly reviewed in Section 2. Section 3 
summarizes some basic ideas of the POCS method. A new adaptive POCS method is introduced in 
Section 4.1; on the other hand, in Section 4.2 we develop a POCS-based regularization technique 
which avoids limitations and provides advantages over previous regularization. Then, in Section 4.3 
we formulate a new adaptive regularization technique having a reduced computational load with 
respect to those previously presented in the literature. Some experimental results in sharp edge 
sequence deconvolution, which show the improvement gained with these new methods, are given in 
Section 5. Section 6 closes the paper exposing the main conclusions. 
2. Iterative deconvolution 
To solve (1.3), gradient approaches use 
fk+l = (I- @LTL)fk + DT(s - Dfk) = H(h), (2.1) 
where fi is a contraction (relaxation) parameter. The following theorems (where A = DTD + aLTL 
and b = DTG) explain how they work. 
Theorem 1 (Bialy [l]). Let A : EN + EN be a positive dejinite matrix, b E EN and f0 E EN. When 
0 < /3 < 2)IAIj-‘, (2.1) ge_nerates sequences which converge to the unique Jixed point of mapping 
H, the required solution f of (1.3). 
Theorem 2 (Bialy [l]). Let A : EN + EN be a posi ’ tlve semidejnite matrix, b E EN and fO E EN. 
When 0 < p < 2jIAII-‘, (2.1) g enerates sequences which converge to f * = f + + qVCAj{ fO}, where 
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f’ is the minimum norm solution to (1.3) and PJrcA){ fO} is the projection of f0 onto the null-space 
of A, if and only if b E S?(A), where 9(A) denotes range of A. 
Obviously, since P,+“(A) = I - AfA (A+ being the pseudoinverse of A), imposing f0 = pb = PDT@ 
forces ?lr(A){ fo} = 0, because b E 9(A). An efficient election is f0 = 0, because ~,,~(A){O} = 0. On 
the other hand, it is clear that (2.1) can be accelerated by using conjugate gradient or higher order 
algorithms [2, 11, 14, 151. 
Constraints can be introduced as requirements to be included into convex sets C [30], defining 
the corresponding projection operators P; then, if an obtained estimate f* is such that f^ @ C, it is 
possible to get fp = Pi such that fp E C. Biemond and Lagendijk [2], Lagendijk et al. [15], and 
Katsaggelos et al. [ 11, 121 introduce these constraints applying P after each iteration 
h+1 =PH(h) P-2) 
and show that (2.2) converges to the only fixed points of PH in C when Theorem 1 or Theorem 
2 hold (with respect to the value of p). But these approaches have some practical drawbacks: for 
instance, quality in recovering sharp edge sequences is low, due to the filtering effects. To solve this 
difficulty, we propose to represent the unknown sequence which we are looking for with respect to 
an adequate basis that allows a sparse representation of the solution, and to try to define the needed 
basis elements to represent such a solution by means of an adaptive procedure. 
On the other side, when considering constraints which originate from nonlinear operators, to 
calculate the relaxation parameter is computationally expensive when using any first order gradient 
algorithm, and the higher order methods do not allow including nonlinear constraints. To avoid these 
difficulties and limitations, we propose a reformulation of (2.2) using a POCS framework; offering 
also the possibility of formulating adaptive regularization methods. 
3. The projection operators onto convex sets (POCS) method 
Bregman [4] introduced this method, which has been further refined by Gubin et al. [g]; Youla 
[29] extended it for Signal Processing problems. 
POCS is an iterative method which serves to find a common element for a series of given convex 
sets, which are established according to the “a priori” known properties of the solution vector or other 
characteristics of the problem (noise, etc.). If Ci, i = 1,. . . , m, are the convex sets, and Pi, i = 1,. . . , m, 
the corresponding (non-expansive) projection operators, assuming that Co = n5, Ci # 0, the solution 
will be into Co, and can be obtained by the iteration 
_ti+1 = pInpI?-1 . . Plji, (3.1) 
where the initial value f0 is an arbitrary vector; or, alternatively, under relaxation of each projection 
operator, according to 
T,=Z+i,,(P,-I), O<I+<2 (3.2) 
we can use 
fk+l = TmTm-, . . . T1.h. (3.3) 
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(Note that (3.1) is a particular case, for 3Li = 1, Vi = 1,. . . , m, of (3.3).) 
This is guaranteed by the following theorem. 
Theorem 3 (Youla [30]). Let C, = nT=, Cj # 8; then (3.3) (under (3.2)) OY (3.1) converge weakly 
to an element of CO. 
4. The proposed regularization procedure 
4.1. A new adaptive 
When representing 
we can write 
PBf = f, 
where 
;n other cases = j and f[i] # 0, 
POCS method 
solution f with respect to an adequate basis (allowing a sparse representation), 
(4.1) 
/A 7\ 
and f [i] is the ith component of f. Therefore, (1.1) can be reformulated as 
D&f +n=s”. (4.3) 
A solution will require the knowledge of PB, and it is not usual that this be an “a priori” infor- 
mation. In [7], an adaptive method to get iterated estimates of PB is given for sparse deconvolution; 
here, we will follow the same idea, but using a POCS framework. 
Let us accept that Bc is the basis of EN which offers the adequate sparse representation of f (this 
basis will be selected according to the kind of problem which we were considering: a sparse vector, 
a superposition of sinusoidal sequences, a sequence showing sharp edges, etc.). If 
& = {b(i)}i=r,...,~ (4.4) 
calculating the dot product 
ay) = (b”‘, fk) (4.5) 
fk being the result of the kth iteration of our POCS, we can say that, if 
la!)1 > u, (4.6) 
U being an adequate threshold, vector b(‘) must remain in the set of vectors which can appear in 
the solution; if not, the vector must be removed from the set. That way, we will define iteratively 
a subspace of EN onto which we must project our iterates to get the desired solution. 
The needed projection operator PB will be, accordingly, defined at each iteration, as Pi; as well 
as the corresponding subset Bk from the elements of Bc. 
The election of Bc is obvious when we are looking for a sparse solution 
BC = Bs = (61 n - 1 I>VI=I ,..., N; V’n=l,..., NY (4.7) 
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where 6[ rz - I] are Kronecker delta sequences, and n is the independent variable. In other cases, it is 
not so evident: for example, to locate sharp edges, there are several alternatives, the most immediate 
being the first difference operators 
BE = (8 n - 11 - a[ n - 1 - 1 ]}w=I ,_.., N; vn=~ ,..., N (4.8) 
that will require the inclusion of a regularization technique, as is well known. When working with 
periodic sequences, a complex sinusoidal basis BP [5] will be adequate; etc. 
4. I. 1. New projection operators 
The equivalent of the technique in [7] for sparse sequences in the POCS framework is to define 
the corresponding convex set at iteration k in the form 
Uk,i being the ith component of a kth step threshold which can be empirically established according 
to the characteristics of the problem. A simple and robust possibility is that suggested in [ 181 
uk,i =maX { uk--l,i, a $i [ Ifk-l[ill : Ifk--l[d > uk-1,i 1 } (4.10) 
with 0 < CI < 1. Therefore, using Pis for operator P,” for sparse sequences, this corresponds to 
P& = 
{ 
Y: 
i fj, 
i = j and IN:‘] = I($‘, fk)] = Ifk[i] > uk,i, 
0, i = j and ]$‘I = I($‘, fk)] = jfk[i] < uk,i* 
In other cases, we need further elaboration. For example, for sharp edge sequences, we need 
(4.11) 
Ck A {bg’ E BE / IfiF’ = I(b$‘, fk)l > Uk,, } (4.12) 
where 
uk,i =max 
{ 
uk-I& “T$ { l(fk[nl - fk[n - 11>1, n EA >} (4.13) 
with 0 < r < 1, and A being the set of points selected by the previous threshold. To define the 
projection operator, we consider that scalar products (bg’, fk) are obtained by applying a basis 
change matrix BE M from the standard basis to BE (see (4.8)); thus, using 
{ 
0, i #.i, 
Pf= 1, i = j and I@ = Ifk[i] - fk[i - 111 > uk,i, 
0, i = j and I#‘] = Ifk[i] - fk[i - 111 < uk,i. 
is equivalent to apply 
PiE = (B,M)-’ Pf Bf 
(using PjE for operator Pj for sharp edge sequences) to the original data. 
(4.14) 
(4.15) 
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In a similar way, it is possible to work with the periodic sequences, where 
U,,i =max 
{ 
Uk_-l,i, 8 ?I {I@-[c0]\, oEBW}} (4.16) 
with 0 < 8 < 1, and g[o] being the elements of the Discrete Fourier Transform (DFT) of vector 
f [5], while BW are the previously selected discrete frequencies. 
Similar methods can be applied in other cases; then, in general, we will have 
P; = (B”)-’ Pk B”, (4.17) 
where Pk is established as in the above case, and BM is the basis change matrix from the standard 
basis to the basis which results appropriate for the problem under consideration. It is easy to see 
that Pf is a conservative operator; i.e., P,k fk = f k, where fk is the kth estimate provided by a POCS 
process such as (3.1) or (3.3). 
4.1.2. Formulating the adaptive POCS method 
Introducing P,k in POCS algorithm (3.1), we have a POCS algorithm which defines, at each 
iteration, starting from any fo, the subspace of the solution, and the corresponding reduction will 
allow a better approximation to the desired (kind of) solution, in general. We mean that we will 
get a “good” solution among all of them in the sense of a monotonic nonincreasing sequence of 
error norms at consecutive iterations: with a reasonable thresholding mechanism, this sequence can 
approach a very low magnitude for a high enough number of iterations (although its convergence 
to zero has not been proved). 
So, if C,, i = 1,. . . , m and Ci are closed and convex sets in EN, and PI,. . . , P,, P,k are the corres- 
ponding POCS, we can say: 
Theorem 4. Let Cl = Ci n Co = Cj n (ny=, Ci) + 8. Then, for any f0 E EN, the adaptive POCS 
algorithm 
fk+l = P; Pin ’ ’ . PI ji, (4.18) 
where Pi is a conservative projection operator, converges strongly to an element in Co. This will be 
a “good” solution (in the above discussed sense) tf an adequate thresholding mechanism is applied. 
Proof. Since Ck is a linear variety in EN, it is a closed convex set; therefore, its projection operator 
is a POCS. 
If the optimal C, was “a priori” known (and so P,), Theorem 3 would serve to demonstrate that, 
using Ps, (4.18) converges in norm to some vector f * E Yt, n Co, where LYE is the p-dimensional 
vector subspace generated by the corresponding basis; the convergence being strong because EN is 
a finite-dimensional normed space. 
In our case, {Pgk}k is a sequence that approaches Ps in the following sense: {&k}k, where 
Ek = 1 Ip,“fk - &fklIi , fk E ci n CO (4.19) 
is a monotonically nonincreasing sequence of positive real numbers. 
To prove it, note that P,k is a conservative operator: P,k fk = fk , fk being the estimate that the kth 
step of (4.18) provides; then, fk is a fixed point of Pi; on the other side, since Sp, is a closed 
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subspace of EN, we can write EN = Yp @ 9’;; then, fk can be uniquely decomposed in the form 
fk = (.hh + (f ) k 2, where (hh = PBfk and (fk)2 = QBfk ; QB = I - PB. 
When applying the threshold, we make zero some of the components of fk, those under a certain 
threshold; then, (4.19) can be written 
lIpskfk--pBfklI:=Ilfk-(fk)lll~=Il(fk)l +(h)2-(h)lI(;=I/(h)211:=&k (4.20) 
and it is easy to see that {sk}k is monotonically nonincreasing by its own construction: if two 
consecutive iterations of (4.18) are considered, fk E Co n yfl and fk+l ECo fl Ynl , n' < n < N, and 
since p < n’, we can write 
fk+~ = fifk+l + QB~+I = (.h+l )I + (h+1)2, 
h = fifk + Q~fk = (fkh + (fkh. 
(fk)l and (fk+i)1 are elements of some vector subspace C0 n pp, thus, since 12’ < IZ, it is clear that 
the number of nonzero components of (fk+,)2 is not larger than that of ( fk)2. Then, 
&k+l = il(fk+1)211; < ll(fk)2/1; =&k; 
consequently, sequence { &k}k is monotonically nonincreasing. 
From the above and Theorem 3, it can be said that the estimate sequence obtained from (4.18) 
converges in norm to an element in C0 n5fn,, , p < n” < N. It must be remarked that the conservative 
character of operator P,” is, therefore, a sufficient condition to ensure this kind of convergence. 0 
We can say that a “good’ solution is obtained if an adequate thresholding mechanism is used, as 
previously stated; this is verified by many simulation examples, such as those presented in Section 5. 
To establish under which thresholding conditions limk__ I I( fk)21[: + 0 remains an open problem. 
Obviously, it is also possible to apply the relaxed version of the POCS algorithm. 
4.2. Standard regularization via POCS 
Before introducing a general formulation, we will prove that (2.1), used in [2,11,12, 14, 151 as 
the basic algorithm, is the explicit form of a projection operator onto a given convex set. 
Proposition 1. Let D E A(EN, EM), L E d(EN, EN), f E EN, and i E EM in (1.3); then, iterated 
regularized algorithm (2.1) 
fk+~ = fk - B[ DT(Dfk - s”) + aLTLfk 1 
is a relaxed version of a POCS algorithm. 
Proof. It is well known that if vector f G( E EN minimizes functional M(f, a) of (1.2), then 
$(f> = + 0, M(f, a) = D’(Df - s”) + aLTLj- (4.21) 
is zero for f = f y. On the other hand, the iterative algorithm 
htl = fk - $(.fi) (4.22) 
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converges to a minimum of M(f, a). Now, we will see that (4.22) is a projection operator onto a 
given convex set, and its relaxed version is just algorithm (2.1). 
Starting (4.22) with some fo E EN and considering the set 
CL = {h E EN/M@, a> < M(fo, E,} (4.23) 
which is closed and strictly convex [30], we will calculate $(fO), noting that its direction is orthogo- 
nal to the surface of CL and, consequently, to its tangent hyperplane in fO, So. Let 2; =X0 - $(fo) 
be an affine hyperplane which is parallel to X0 and contains point f, = f. - $(fo); noting that 
fr E CL and lies in the surface of 
CL = {h E EN/M@, a> d M(f,, a)}, (4.24) 
iteration (4.22) for k = 0 is the orthogonal projection of f. onto the closed and convex set 
CL2 = {h E $IM(h, a) d M(f,, co}. (4.25) 
At iteration (k+l), (4.22) will be the orthogonal projection of fk onto 
Ck .Z = {h E @Wh, a) d M(fk+r, a)> M (4.26) 
thus, (4.22) describes the operator P M of projection onto the closed and convex set (4.26) 
.h+l = fk - ti(ufi> = PMfk (4.27) 
PM = I - $ being the same operator for any iteration. 
Formula (4.27) can be also written using the relaxed version of PM, according to (3.2), in the 
form 
fkfl = _fi + b(pM_fi - fk> = T~_fi, (4.28) 
0 < p < 2, /3 being the relaxation parameter. Formula (4.28) has the form shown by (2.1): if we 
calculate 
$(fk) = ; 0, M(fk, a) = oT(ofk - s”) + dTLfk (4.29) 
and introduce (4.29) in (4.27), and the result in (4.28), we get the relaxed POCS algorithm 
fk+l = T._fi = fk - p[~‘(~_h - s”> + xLTLji 1 (4.30) 
equivalent to (2.1). 0 
Accordingly, we can establish the following theorem: 
Theorem 5. Let D E _&‘(EN, EM) and L E JZ(EN, EN) such that N(D)nN(L)=O; then the sequence 
of estimates { fk, k > 0 } given by iterative algorithm (4.30), with 0 < j? < 2 and an arbitrary fo, 
converges strongly to Miller’s regularized solution. 
Proof. Let f be Miller’s regularized solution for (1.3): it minimizes M( f, a); then, $g) = 0, and, 
according to (4.27) 
P,f”=f-@)=j, (4.3 1) 
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i.e., f” is a fixed point of PM; consequently, of T M; and it will be unique, since we assume M(D) n 
X(L) = 0. Proposition 1 proved that (4.30) is a relaxed POCS algorithm; thus, we can use Theorem 
3 to study the behaviour of sequence {fk, k > 0) which the algorithm generates. The set of fixed 
points will be 
CM = {h E EN/ M(h, cc) d M( f, a)} (4.32) 
comprising only point f”; then, if 0 < p < 2 in (4.30), according to Theorem 3 
_fi+f, k-+a 
the convergence being weak; but, since EN is a finite-dimensional Hilbert 
II&f”ll+O, k-too 
i.e., {fk, k > 0) g enerated by (4.30) converges strongly to Miller’s 
(1.3). 0 
(4.33) 
space 
(4.34) 
regularized solution for 
On the other hand, assuming m “a priori” known characteristics of the solution, we can represent 
them by the inclusion into m sets Cj , j = 1,. . . , m; considering CM in (4.32) as one of the closed 
convex sets onto which we want to project the solution, and defining 
Co- fiCj nCM, ( ) j=l (4.35) 
C, will be a closed convex set. 
To get a point of the intersection set C ,,, we use projection operators TM and Pj, j = 1,. . . , m, 
applying the following POCS algorithm 
j&l =pm ... PI T,fk 
with an arbitrary fO; when 0 < p < 2 in T M, we get the unique vector minimizing (1.2): this will 
be the vector solving (1.3). Additionally, this vector will have all the “a priori” known properties 
or characteristics assumed about the solution. 
Obviously, different versions of the gradient algorithm for implementing TM can be used to ac- 
celerate the convergence of (4.36); then, the POCS method which we are proposing here con- 
verges to the same solution as those proposed by Biemond and Lagendijk [2], Katsaggelos et 
al. [ 11,121, and Lagendijk et al. [ 14,151 if P in (2.2) corresponds to the same composition of 
the m projection operators Pj , j = 1,. . . , m, used in (4.36). Nevertheless, the algorithms to reach 
the same result are different, and the new formulation allows to gain some advantages with re- 
spect to the previous ones, as we will see in the following remarks; in particular, it serves to 
develop new algorithms: among them, the adaptive regularized algorithms which we will present in 
Section 4.3. 
1. Considering (2.1) as a relaxed version of a POCS algorithm allows to apply conjugate gradient 
methods in their strict sense, and this cannot be done when using the classical framework: in [ 151 
the authors establish algorithms including a POCS (or a sequence of POCS) and algorithm (2.1) in 
its classical version, but, when using a conjugate gradient algorithm to implement (2.1), they note 
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that the corresponding equations “represent a true conjugate gradients algorithm only when the 
projection operator is omitted”. 
On the other hand, the proposed approach offers the advantage of allowing a simpler and less 
expensive computation of the relaxation parameter for any of the gradient methods used to imple- 
ment (4.30): in [15] it can be seen that an explicit calculation of the relaxation parameter value can 
be obtained only when using linear POCS, and, even then, a previous application of the projection 
(or the projections) to the residual of the previous iteration is needed to calculate the parame- 
ter at each iteration; [ 151 also emphasizes that if one of the POCS is nonlinear, search methods 
such as repeated quadratic interpolation or the Golden-Section rule are needed to find the para- 
meter. 
Our proposed method does not need these calculations: we can compute the relaxation pa- 
rameter explicitly for any (linear or nonlinear) POCS and any gradient algorithm; on the other 
hand, this derivation requires only the previous estimate without needing to project the 
residual. 
2. The proposed method allows to solve the problem of introducing nonlinear constraints in higher 
order algorithms. Formulations in [ 14,151 do not allow to use nonlinear POCS combined with these 
algorithms, and, although Katsaggelos et al. [l 1,121 suggest combined algorithms, it is clear that 
such an approach greatly increases the computational load. The proposed POCS formulation permits 
to solve the problem in a straighforward manner, since any kind of constraints can be included 
in the algorithm, independently of the method (steepest descent, conjugate gradient, higher order) 
which is selected to implement operator TM. This is a clear and significant advantage in many 
practical situations: for example, in deconvolution, many of the constraints offering better results are 
nonlinear. 
4.3. Adaptive regularization via POCS 
It is possible to introduce an adaptive mechanism in the above method to find operator Ps in 
an iterative way: it is enough to apply (4.30) to the system which appears when substituting f by 
PBf in (1.3) (note that both systems are equivalent since PBf = f because of the construction of 
fi) 
fkfl = fk - PP; [ D’(q$fk - s”) + LxL’LPifk ] (4.37) 
considering that each iteration arrives at a vector Pgkfk, and that (P,“)’ = Pi; and, since Pj is a 
conservative operator, i.e., Pifk = fk, we can rewrite (4.37) in the form 
h+l = p; [ fk - b ( oT(@fi - 6) + dTLfk)] (4.38) 
or 
fk+l = P; TMfk (4.39) 
now, if we include the m “a priori” known characteristics assumed about the solution defined by 
operators P, , . . . , P, onto convex sets Cr, . . . , C,, we get 
fk+l = pm .. . p&TM fk (4.40) 
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(starting from an arbitrary fO). Expression (4.40) corresponds to a general adaptive regularization 
procedure. Note that, according to what was previously said about TM, it is possible to introduce 
any linear or nonlinear constraint in this POCS framework. Note also that the operators in (4.40) 
are not commutative. 
With respect to the convergence of (4.40), calling C0 = CM n ( ny=, Ci), we can establish that if 
C,B = Ci n Co # 8; then, for any f0 E EN and any p in TM such that 0 < p < 2, sequence { fk, k 2 0) 
which (4.40) generates converges strongly to a “good” Miller’s regularized solution if an adequate 
thresholding mechanism is applied. 
Considering Proposition 1 and the definition of P,“, which proves that it is a POCS, (4.40) co- 
rresponds to an adaptive POCS algorithm, where one of the operators, TM, appears in its relaxed 
version; then, according to Theorems 3 and 4, we can present a discussion equivalent to that of 
Theorem 5: a “good” Miller’s regularized solution having the same sense as there. 
In our experiments, we have used only the steepest descent and the conjugate gradient tech- 
niques for implementing TM; but it is clear that many other, such as variable step steepest de- 
scent algorithms or higher order methods, can be tried for accelerating convergence. This fact, 
added to the above mentioned capability of including any kind of constraints and the use of 
an adaptive version of the projection operator which selects the basis to represent the solution, 
make this method very attractive; it is also efficient, as we will see in the examples of the next 
section. 
5. Some experimental results in sharp edge sequence deconvolution 
We have carried out a high number of simulations to check the performance of both proposed 
techniques: the standard and the adaptive POCS regularization. As we said previously, the results 
obtained using the standard regularization are equivalent to those provided by the algorithms of 
Biemond and Lagendijk [2], Katsaggelos et al. [ll, 121 and Lagendijk et al. [14, 151; so, their com- 
parisons with the results coming from using adaptive regularization serve to illustrate the advantages 
here a representative example (all numerical results have been obtained with of the later. We show 
PC-MATLAB). 
Test signal f (Fig. 
20, 30, 34, 40, 49, 65, 
an 108 x 128 Toeplitz 
linear-phase FIR digital filter 
1. (a)) is a 108-point-length sequence (l-108) with sharp edges at positions: 
70, 80; having values: 3, - 1.5, - 1, 0.4, -0.9, 2, 1 and -3, respectively. D is 
matrix corresponding to a length N’ (N’ = 2 1) Hamming-windowed lowpass 
b(n) = w(n)h(n) , 0 d n < N’, 
where the impulse response is 
h(n) = sin (0.25 (n - 10)) 
7c(n- 10) . (5.1) 
The filtered sequence is perturbed with an addittive, white, zero-mean, Gaussian noise, with levels 
such that the signal-to-noise ratio (SNR) is 30 dB (Fig. 1 (b)) or 15 dB in the different examples. 
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Fig. 1. (a) Original signal f. (b) Perhubated signal S (SNR=30dB). (c) Final estimate by applying a fixed step (/?= 1.4) 
gradient algorithm to solve equation (1.1). 
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Regularization operator L in ( 1.3) is the 108 x 108 matrix 
i 
o-1 0.. ................... 0 
-1 2-l 0.. ............. 0 
0 -1 2-l 0.. ........ 0 
0 0 -1 2 -1 0 ... 0 
L= . *. *. *. ‘. *. * . . . . : 
I 0 .......... 0 -1 2-l 0 0 ............... 0 -1 2 -1 0 ..................... o-1 0 
(5-Z) 
and CI is l/SNR (we have checked that this is a reasonable selection). 
Fig. 1 (c) shows the deconvolution result when there is no regularization: this result demostrates 
the ill-conditioned character of D. 
We have included in our regularized deconvolution experiments four kinds of constraints: finite 
support, limited magnitude, given energy, and non-negativity, using corresponding projection ope- 
rators Ps, PiMA, PE and PNN, respectively [29]. The best algorithm for the kind of deconvolution 
problem we are considering is 
jic+l=PSP~ATi~_fi, fo=o- (5.3) 
Table 1 shows statistics for this algorithm when SNR =30 dB; Table 2, when SNR =15 dB. TM 
is implemented by means of the conjugate gradient algorithm to get these results: with steepest 
descent, the results are slightly worse. This is confirmed by similar experiments in other cases, such 
as sinusoid detection: so, using conjugate gradient can be recommended for standard regularized 
POCS algorithms. 
Using the adaptive regularized POCS algorithm 
(5.4) 
we get the results of Tables 3 (30 dB) and 4 ( 15 dB) when applying the steepest descent minimiza- 
tion algorithm (which gives better results here, as predictable since we are applying an adaptive 
threshold). This is also confirmed by other experiments: so, steepest descent seems to be preferable 
for adaptive regularized POCS algorithms. 
Table 1 
Results using a conjugate gradient version of standard POCS algorithm (5.3), 
SNR=30 dB 
Edge No. Detection 
W) 
Position 
Average 
Magnitude 
rr Average 0 
100 20 0 2.9182 0 
100 30.08 0.271 -0.83 10 0.077 
73 34.26 0.524 -0.5110 0.035 
100 39.83 1.311 0.2526 0.060 
100 48.98 0.140 -0.5352 0.001 
100 65 0 1.2801 0 
99 70.02 0.141 0.7146 0.041 
100 80 0 -2.9218 0 
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Table 2 
Results using a conjugate gradient version of standard POCS algorithm (5.3) 
SNR=15 dB 
Edge No. Detection Position Magnitude 
(%) Average fJ Average cr 
1 100 20 0 2.2001 0 
2 100 31.35 0.792 -0.5033 0.093 
3 12 34.25 0.829 -0.4065 0.068 
4 99 40.0606 1.293 0.2935 0.069 
5 100 48.57 0.886 -0.3715 0.043 
6 100 65.52 0.574 0.6404 0.100 
7 15 71.2667 0.680 0.2524 0.077 
8 100 80 0 -2.1789 0 
Table 3 
Results using a steepest descent version of adaptive POCS algorithm (5.4), 
SNR=30 dB 
Edge No. Detection Position 
W) Average 
100 20 
100 30.05 
100 34.33 
100 39.71 
100 48.99 
100 65 
100 70.04 
Magnitude 
Average 
2.9572 
-0.8923 
-0.5593 
0.3706 
-0.7365 
1.2177 
0.7998 
0 
0 
0.027 
0.036 
0.048 
0.040 
0 
0.068 
0 
0 
0.218 
0.600 
0.620 
0.090 
0 
0.190 
100 80 0 -2.9673 0 
Table 4 
Results using a steepest descent version of adaptive POCS algorithm (5.4), 
SNR=lSdB 
Edge No. Detection Position Magnitude 
(%) Average a Average a 
100 20 0 2.1535 0 
100 30.06 1.01 -0.5179 0.100 
100 34.43 1.27 -0.3552 0.118 
100 39.85 1.37 0.2618 0.058 
100 48.37 0.94 -0.4064 0.03 1 
100 64.91 0.63 0.7268 0.070 
100 69.75 0.80 0.3490 0.033 
100 80 0 -2.1248 0 
It is very clear that (5.4) gives better results than (5.3): the detection of “difficult edge” #3 is got 
in 100% of the cases versus 73% (30 dB) or 12% (15 dB) with (5.3) (68% and 1 l%, respectively, 
if using steepest descent). There is also a clear improvement in the estimates of the edge position 
and magnitude. 
Fig. 2 shows the results for a randomly selected simulation case: Fig. 2(c) and (e) show the results 
with the standard POCS algorithm (5.3) (for 30 and 15 dB, respectively), and Fig. 2(d) and (f) with 
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Fig. 2. (a) Perturbated sequence, SNR=30dB, (b) SNR=I5 dB; (c), (e) Final estimate with the standard POCS algo- 
rithm (5.3), SNR=30dB and SNR=15 dB, respectively; (d), (fJ Final estimate with the adaptive POCS algorithm (5.4), 
SNR=30 dB, and SNR= 15 dB, respectively. 
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the adaptive POCS algorithm (5.4) (for 30 and 15 dB, respectively): note the important improvement 
which the adaptive regularized POCS method provides with respect to the standard one. 
6. Conclusions 
We have proposed a new adaptive POCS algorithm requiring a comparatively low computational 
charge and without the need of additional statistical information, these being advantages with respect 
to the presently available algorithms. Additionally, a standard regularization method is presented in 
an exclusive POCS framework; it includes previous procedures and it allows easier formulations, 
more efficient algorithms, and the inclusion of any kind of (linear or nonlinear) constraints. Finally, 
a new adaptive regularization procedure is presented, also under a POCS framework, which provides 
clearly higher performance in typical problems than the previous techniques. 
The application of these methods to practical problems in Mathematical Physics will serve to get 
improvements with respect to the current results. These improvements can even be more significant 
if some effort is paid for the development of alternatives to some open aspects: the selection of 
adequate thresholding mechanisms for reducing the representation basis, the extension of the methods 
to problems to be solved by means of constrained least squares filtering, and so on. 
Appendix A 
To get a regularized solution to (l.l), Tikhonov and Arsenin [23,24] propose to minimize the 
functional 
~~~f~g”l=lI~f-8ll2+~~~fl~ (A.1) 
where D is a stabilizing functional and ) 1. ) 1 2 is the Euclidean norm. M,[ f, Lj] is called the smoothing 
functional, or, when working in metric spaces, regularization operator depending on parameter OZ. 
This parameter can be obtained by imposing 
IIQL - s”ll2 = 6, (A.2) 
where 6 is a bound of the “level” of error or noise in the system [24]. 
Tikhonov established the following theorem with respect to the minimization of (A.l), when 
working in metric spaces and accepting that set F of solutions to ( 1.1) is a metric space and that 
Q[ f ] is a stabilizing functional defined on F, c F. 
Theorem A.1 (Tikhonov and Arsenin [24]). Let D denote a continous operator from F into G, G 
being a given metric space, and p’,(., .) the distance between two elements of G according to the 
corresponding metric. For every element g of G and every positive parameter CI, there exists an 
element fE E F1 for which the functional 
K[ f 9 g I= &Df 7 g> + afi2[ f 1 
attains its greatest lower bound 
(A-3) 
inf A4,[f,gl=M[_Ta~gl. (-4.4) 
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Tikhonov and Arsenin [24] established also sufficient conditions for the uniqueness of the result; 
in particular, if D is linear, F is a Hilbert space, and Q[.] is a quadratic functional, fE is unique. 
From here, Miller [ 161 elaborated the method of Tikhonov-Miller, including “a priori” knowledge 
about the problem or some of its elements, proposing to solve (1 .l) finding f under the restrictions 
(I of - $3 I12 G c, II&I- 112 GE> (A.Sa,b) 
where E is an estimate of the data error (the noise norm), E a given constant, and L a linear operator, 
called regularization operator. 
The approximation that Miller proposes in [ 161 is to find an element of EN which minimizes the 
smooting functional 
M(.f->~) = II of - s” 11; + 4 Lf Ilk 
where 
(A.61 
x= 5 0 
2 
E (A-7) 
is Miller’s regularization parameter. The solution to (A.6), f, called Miller’s regularized solution, 
is obtained by solving the normal equations 
(ND + NLTL) j- = DT 9. (A-8) 
References 
VI 
PI 
[31 
141 
151 
[61 
[71 
PI 
[91 
UOI 
[Ill 
WI 
u31 
H. Bialy, Iterative behandlung linearen funktionalgleichungen, Arch. Rational Me& Anal. 4 (1959) 166176. 
J. Biemond and R.L. Lagendijk, Regularized iterative restoration in a weighted Hilbert space, Proc. ZEEE Znternat. 
Conf on Acoustic, Speech, and Signal Processing (1986) 1485-1488. 
A. Bjiirck, Least squares methods, in: P.G. Ciarlet and J.L. Lions, Eds., Solution of Equations in RN (Part. I) 
(Elsevier, Amsterdam, 1990) 467652. 
L.M. Bregmann, The method of succesive projection for finding a common point of convex Sets, Dokl. Akad. Nauk. 
SSSR 162(3) (1965) 487-490. 
R.V. Churchill, Operational Mathematics (McGraw-Hill, New York, 1972). 
L. Elden, Algorithms for the regularization of ill-conditioned least squares problems, BIT 17 (1977) 134-145. 
A.R. Figueiras-Vidal, D. Docampo-Amoedo, J.R. Casar-Corredera and A. Art&s-Rodriguez, Adaptive iterative 
algorithms for spiky deconvolution, IEEE Trans. Acoust. Speech Signal Process. ASSP-38 (8) (1990) 1462-1466. 
L.G. Gubin, B.T. Polyak and E.V. Raik, The method of projections for finding the common point of convex sets, 
U.S.S.R. Comput. Maths. Math. Phys. 7 (6) (1967) l-24. 
G. Himmerlin and K.H. Hoffmann, Eds., Improperly posed problems and their numerical treatment, Znternat. Series 
of Numer. Math. 63 (Birkhalser, Basal, 1983). 
M. Hanke, Accelerated Landweber iterations for the solution of ill-posed problems, Numer. Math. 60 (1991) 341- 
373. 
A.K. Katsaggelos, J. Biemond, R.W. Schafer and R.M. Mersereau, A regularized iterative image restoration algorithm, 
IEEE Trans. Signal Process. SP-39(4) (1991) 914-929. 
A.K. Katsaggelos and S.N. Efstratiadis, A class of iterative signal restoration algorithms, IEEE Trans. Acoust. 
Speech Signal Process. ASSP-38(5) (1990) 778-786. 
S. Kuo and R.J. Mammone, Image restoration by convex projections using adaptive constraints and the Lr norm, 
IEEE Trans. Signal Process. SP-40( 1) (1992) 159-l 68. 
C.S.-kvila, A. R.F.- Vidall Journal of Computational and Applied Mathematics 72 (1996) 21-39 39 
[14] R.L. Lagendijk, J. Biemond and D.E. Boekee, Regularized iterative image restoration with ringing reduction, IEEE 
Trans. Acoust. Speech Signal Process. ASSP-36 (12) (1988) 18741888. 
[15] L.R. Lagendijk, R.M. Mersereau and J. Biemond, On increasing the convergence rate of regularized iterative image 
restoration algorithms, Proc. IEEE Znternat. Conf on Acoustic, Speech, and Signal Processing (1987) 1183-l 186. 
[ 161 K. Miller, Least squares methods for ill-posed problems with a prescribed bound, SIAM J. Math. Anal. 1 (1) 
(1970) 52-74. 
[17] M.Z. Nashed, Operator-theoretic and computational approaches to ill-posed problems with applications to antenna 
theory, IEEE Trans. Antennas and Propagation AP-29(2) (198 1) 220-23 1. 
[18] A. Papoulis, A new algorithm in spectral analysis and band-limited extrapolation, IEEE Trans. Circuits Systems 
CS-22 (1975) 735-742. 
[19] G. Ross, Iterative methods in information processing for object restoration, Optica Acta 29( 11) (1982) 1523-1542. 
[20] R.W. Schafer, R.M. Mersereau and M.A. Richards, Constrained iterative restoration algorithms, Proc. IEEE 69(4) 
(1981) 432-450. 
[21] M.I. Sezan and A.M. Tekalp, Adaptive image restoration with artifact suppression using theory of convex projections, 
IEEE Trans. Acoust. Speech Signal and Process. ASSP-38( 1) (1990) 181-185. 
[22] S. Singh, S.N. Tandon and H.M. Gupta, An iterative restoration technique, Signal Process. 11 (1986) l-l 1. 
[23] A.N. Tikhonov, On the solution of ill-posed problems and the regularization method, Dok. Akad. Nauk. SSSR 
W(3) (1963) 501-504. 
[24] A.N. Tikhonov and V.Y. Arsenin, Solutions of Ill-Posed Problems (Winston & Sons, Washington, 1987). 
[257 A.N. Tikhonov, V.B. Glasko and J.A. Kriksin, On the question of quasi-optimal choice of a regularized 
approximation, Dokl. Akad. Nauk. SSSR 248(3) (1979) 1036-1040. 
[26] A.N. Tikhonov and A.V. Goncharsky, Eds., Ill-Posed Problems in the Natural Sciences (Mir, Moscu, 1987). 
[27] A.N. Tikhonov and V.A. Morozov, Methods of Calculations and Programming (Universidad de MO&, Moscow, 
1981). 
[28] J.M. Varah, A practical examination of some numerical methods for linear discrete ill-posed problems, SIAM Rev. 
21 (1979) 100-111. 
[29] D.C. Youla, Image restoration by the method of projections onto convex sets - Part 1, Polytechnic Institute of New 
York, Report No. POLY-MRI (1981) 1420-1481. 
[30] D.C. Youla, Image restoration by the method of convex projections: Part 1 - Theory, IEEE Trans. Medical Imaging 
MI-l(2) (1982) 81-94. 
