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In this paper, according to integrated pestmanagement principles, a class of Lotka–Volterra
predator–prey model with state dependent impulsive effects is presented. In this model,
the control strategies by releasing natural enemies and spraying pesticide at different
thresholds are considered. The sufficient conditions for the existence and stability of the
positive order-1 periodic solution are given by the Poincaré map and the properties of the
LambertW function.
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1. Introduction
In the recent decades, considerable work on the permanence, the extinction and the global asymptotic stability of
autonomous or nonautonomous Lotka–Volterra type systems have been studied extensively, for example [1–9]. In addition
to these, the book by Takeuchi [10] is a good source for dynamical behavior of Lotka–Volterra systems. On the other hand,
the effect of pest control in population dynamics has become an increasingly complex issue over the past two decades. In
pest management, insecticides are useful because they quickly kill a significant proportion of an insect population. Another
importantmethod for pest control is biological control, which is amanipulation of existing natural enemies to increase their
effectiveness. This can be achieved by mass production and periodic release of natural enemies of the pest, and by genetic
enhancement of the enemies to increase their effectiveness at control. However, researches on augmentation as a biological
controlmethod have shown that some practices are cost-effective and others are not. Integrated pestmanagement (involves
combining biological, mechanical, and chemical tactics) has been proved to bemore effective than the classicmethods (such
as biological control or chemical control) both experimentally (e.g. [11–13]) and theoretically (e.g. [14,15]). Recently, Nie
et al. [9] proposed a predator–prey state-dependent impulsive system by releasing natural enemies and spraying pesticide
at different thresholds. The system can be written as
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
dx
dt
= x(t)[b1 − a11x(t)− a12y(t)]
dy
dt
= y(t)[−b2 + a21x(t)]
 x 6= h1, x 6= h2
1x = 0
1y(t) = y(t+)− y(t) = α
}
x = h1
1x = x(t+)− x(t) = −px(t)
1y(t) = y(t+)− y(t) = −qy(t)
}
x = h2.
(1)
Under model (1) (i.e., model (1.1) in [9]), Nie et al. obtained the following results when a11 = 0.
Result 1 (Nie et al. [9], Theorem 2). For any p, q ∈ (0, 1) and h2 6 (b2/a21), if
0 < α <
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
+ b1
a12
:= α0
holds, where L∗ = a21(h1 − (1− p)h2)− b2 ln[h1/(1− p)h2]. Then system (1.1) has a positive order-1 periodic solution.
Result 2 (Nie et al. [9], Theorem 3). Suppose that conditions of Result 1 hold. Let (ϕ(t), ψ(t)) be a positive order-1 periodic
solution of system (1.1) starting from the point (h2, η0). If the condition
µ =
∣∣∣∣ω1(η0)[b1 − a12(ω1(η0)+ α)](b1 − (1− q)a12ω1(η0))(b1 − a12ω1(η0))(ω1(η0)+ α)(b1 − a12η0)
∣∣∣∣ < 1
holds, where
ω1(η0) = − b1a12W0
(
− (1− q)a12η0
b1
exp
(
L1 − (1− q)a12η0
b1
))
and L1 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and which has
the asymptotic phase property.
Result 3 (Nie et al. [9], Theorem 4). Suppose that p, q ∈ (0, 1) and h1 6 (b2/a21) < h2. If the following condition
0 < α < ρ1 + b1a12W0
(
−(1− q) exp
(
L4 − (1− q)b1
b1
))
:= α∗
holds, where
ρ1 =

−b1
a2
W0
(
−exp
(−L3− b1
b1
))
, the trajectory O+
((
h2,
b1
a12
)
, 0
)
of system
(1.1) without impulse intersects with
h1∑
;
b1
a− 12 , otherwise,
L3 = a21(h2 − h1) − b2 ln(h2/h1) and L4 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then system (1.1) has a positive
order-1 periodic solution.
Result 4 (Nie et al. [9], Theorem 5). Suppose that conditions of Result 3 hold. Let (ϕ(t), ψ(t)) be a positive order-1 periodic
solution of system (1.1) starting from the point (h2, θ0). If the condition
ν =
∣∣∣∣ω1(θ0)[b1 − a12(ω1(θ0)+ α)](b1 − (1− q)a12ω1(θ0))(b1 − a12ω1(θ0))(ω1(θ0)+ α)(b1 − a12θ0)
∣∣∣∣ < 1
holds, where
ω1(θ0) = − b1a12W0
(
− (1− q)a12θ0
b1
exp
(
L1 − (1− q)a12θ0
b1
))
and L1 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and which has
the asymptotic phase property.
However, the following Example shows that these results, i.e., Results 1–4 are not correct under the model (1).
Example 1. For any initial point A, let O+(A, t0) be the trajectory of system (1) (i.e., system (1.1) in [9]). Here we analyze
two cases according to the values of xA and h1 for h2 ≤ (b2/a21), as shown in Fig. 1.
2918 Y. Tian et al. / Journal of Computational and Applied Mathematics 234 (2010) 2916–2923
Fig. 1. The trajectory of system (1) starting from A for h2 ≤ (b2/a21) : (a) xA < h1; (b) h1 < xA < h2 .
Case (a), xA ≤ h1. Denote the first intersecting point between O+(A, t0) and the line x = h1 as B. Then, followed by the third
and fourth equations of system (1) the amount of prey keeps at h1 and the amount of predator abruptly turns to yB + α,
i.e., the state is changed from B into B1 by the impulsive effect. Since the amount of prey in the state B1 is still h1, i.e., xB1 = h1,
the third and fourth equations are active and the amount of prey keeps at h1 and the amount of predator abruptly turns to
yB1 + α = yB + 2α, i.e., the state is turned from B1 into B2 by the impulsive effect. And so on, the state Bk−1 is turned into Bk
by the impulsive effect, i.e., xBk = h1 and yBk = yB + kα. Therefore,
lim
k→∞ yBk = yB + limk→∞αk = ∞.
Case (b), xA ≤ h1. Similarly to the analysis of Case (a), the trajectory O+(A, t0) first intersects the line x = h2 at B. Then
followed by the fifth and sixth equations of system (1) the state is turned from B to B1. The trajectory O+(B1, tB1) first
intersects the line x = h1 at the point C and then turns to C1 by the impulsive effect. And so on, the state Ck−1 is turned into
Ck by the impulsive effect, i.e., xCk = h1 and yCk = yC + kα. Therefore,
lim
k→∞ yCk = yC + limk→∞αk = ∞.
Followed by case (a) and case (b) that for any p, q ∈ (0, 1) and α > 0, system (1) (i.e., system (1.1) in [9]) does not
have positive order-1 periodic solution. This implies that Result 1 (i.e., Theorem 2 in [9]) is false. Therefore, the Result 2
(i.e., Theorem 3 in [9]) is false too.
For the case of h1 < (b2/a21) < h2, it can be easily shown in a similar way that for any p, q ∈ (0, 1) and α > 0, system
(1) (i.e., system (1.1) in [9]) does not have positive order-1 periodic solution. This implies that Result 3 (i.e., Theorem 4 in [9])
is false. Therefore, the Result 4 (i.e., Theorem 5 in [9]) is false too.
It can be easily seen from system (1) and the analysis of Example 1 thatwhen the amount of the prey reaches the threshold
h1, it will be kept at that level, and the amount of the predator will tend to infinity due to the impulsive effect. In fact, this
phenomenon is unreasonable in a realistic predator–prey system. The level h1 is the first threshold, when the amount of the
prey reaches this level, the first control measure, i.e., biological control is taken. In this case a fixed amount of the predator
is released into the system and the amount of prey is unchanged. But this control strategy can not be taken unrestrictedly.
When the amount of predator in the system is larger than a level, i.e., the amount of predator is sufficient to keep the
balance of zoology, the biological control strategy should be cancelled, the predator and the prey will propagate according
to the order of nature until the amount of prey reaches the second threshold h2. Motivated by providing a reasonable
model according to biological and chemical control strategy, and presenting a corrected results of Nie et al. [9], in this
note, we construct a predator–prey state-dependent impulsive system by releasing natural enemies and spraying pesticide
at different thresholds.
2. Model formulation and preliminaries
According to biological and chemical control strategy for pests, the Lotka–Volterra predator–prey state-dependent
impulsive system from releasing natural enemies and spraying pesticide at different thresholds can be written as
dx
dt
= x(t)[b1 − a11x(t)− a12y(t)]
dy
dt
= y(t)[−b2 + a21x(t)]
 x 6= h1, x 6= h2x = h1, y > τy∗
1x = 0
1y(t) = y(t+)− y(t) = α
}
x = h1, y < τy∗
1x = x(t+)− x(t) = −px(t)
1y(t) = y(t+)− y(t) = −qy(t)
}
x = h2
(2)
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where x and y represent the population densities at time t; b1, b2, a12 and a21 are positive constants, a11 ≥ 0, α ≥ 0,
p, q ∈ (0, 1), 0 < (1−p)h2 < h1 < h2, y∗ = b1/a12−a11b2/a12a21 > 0, y¯ = [a11b2/a12b1−(a11+a21)/a12](b2/a21−b1/a11),
τ ∈ [0, τ ∗], where τ ∗ = y¯/y∗. When the amount of the prey reaches the threshold h1 at time th1 and the amount of the
predator is less than τ times y∗, then release natural enemies (the predator) until the amount of the predator is larger than
τ times y∗. Further, when the amount of the prey reaches the threshold h2 at time th2 , then spray pesticide and the amount
of prey and predator abruptly turns to (1− p)xth2 and (1− q)y(th2), respectively.
From the biological background of system (2), we only consider the dynamic behavior of system (2) in the region
Ω := {(x, y)|x > 0, 0 6 y 6 y¯}. Set R = (−∞,+∞). Let S ⊆ R2 be an arbitrary set and P ∈ R2 be an arbitrary
point. Then the distance between the point P and the set S is denoted by
d(P, S) = inf
P0∈S
|P − P0|.
Let z(t) = (x(t), y(t)) be any solution of system (2) and the positive orbit through the point z0 ∈ R2+ = {(x, y) : x > 0, y > 0}
for t > t0 be defined as
O+(z0, t0) = {z ∈ R2+, t > t0, z(t0) = z0}.
Denote
∑p = {(x, y) : x = (1− p)h2, y > 0},∑h1 = {(x, y) : x = h1, y > 0} and∑h2 = {(x, y) : x = h2, y > 0}. Suppose
that the trajectory O+(Cn, tn) starts from the point Cn(h2, yn) on
∑h2 , then jumps to the point An+1((1− p)h2, (1− q)yn) on∑p due to the impulsive effects1x = (1−p)x and1y = (1−q)y, then reaches the point Bn+1(h1, y˜n+1) on the section∑h1 .
If y˜n+1 < τy∗, then the state is turned from Bn to B+n (h1, y˜n+1 + α) on
∑h1 due to impulsive effects 1x = 0 and 1y = α.
Else, the state remains at Bn. Further, the trajectory reaches the point Cn+1(h2, yn+1) on
∑h2 , where yn+1 is decided by the
parameters q, τ , α and yn. Therefore, we define the Poincaré map of
∑h2 as follows
yn+1 = F(q, τ , α, yn). (3)
Definition 1 (Definition 1 in [9], Orbital Stability). z∗(t) is said to be orbitally stable if, given ε > 0, there exists δ = δ(ε) > 0
such that, for any other solution z(t) of system (1.1) satisfying |z∗(t)− z(t)| < δ then d(z(t),O+(z0, t0)) < ε for t > t0.
Definition 2 (Definition 2 in [9], Asymptotic Orbital Stability). z∗(t) is said to be asymptotically orbitally stable if it is orbitally
stable and for any other solution z(t) of system (1.1), there exists a constant η > 0 such that if |z∗(t0) − z(t0)| < η then
limt→∞ d(z(t),O+(z0, t0)) = 0.
Definition 3 (Definition 3 in [9]). A trajectory O+(z0, t0) of system (1.1) is said to be order-k periodic if there exist positive
integer k 6 1 such that k is the smallest integer for yk = y0.
Definition 4 (Definition 4 in [9]). A solution x(t) = (x(t), y(t)) of system (1.1) is said to be a semi-trivial solution if one
component is zero and the other one is nonzero.
Definition 5 (Definition 5 in [9], Corless, et al. [16]). LambertW functionW is defined as multiple valued inverse function of
f : y→ yey = x. Then we haveW (x)eW (x) = x, and its derivative satisfies:
x(1+W (x))W ′(x) = W (x)
when x 6= 0 and x 6= −1/e.W (x) has two branches when x > −1/e, here we defineW0(x) as a principal branch satisfying
W0(x) ≥ −1 and another branch asW−1(x) satisfyingW−1(x) ≤ −1.
Lemma 1. If z > 0, then 1− z + ln z ≤ 0, where the equal sign holds for z = 1.
3. Existence and stability of positive periodic solutions
In this section, corresponding to Results 1–4 (i.e., Theorems 2–5 in [9]), we give the corrected results for the system (2)
with a11 = 0.
Theorem 1. For any p, q ∈ (0, 1) and h2 6 (b2/a21), if
0 < α ≤ −1
2
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
=: α0 and 0 < τ ≤ a12α
b1
hold, where L∗ = a21(h1 − (1 − p)h2) − b2 ln[h1/(1 − p)h2], then system (2) with a11 = 0 has a positive order-1 periodic
solution.
Proof. Firstly, for any two points (x1, y1) and (x2, y2) on a trajectory of continuous system (2) with a11 = 0, we have
y∗ = b1/a12 and
b1 ln
(
y2
y1
)
− a12(y2 − y1) = a21(x2 − x1)− b2 ln
(
x2
x1
)
. (4)
2920 Y. Tian et al. / Journal of Computational and Applied Mathematics 234 (2010) 2916–2923
Suppose that the trajectory O+(E, t0) of system (1) with a11 = 0 starts from the initial point E((1 − p)h2, b1/a12) and
intersects
∑h1 at the point F(h1, y˜). Then, by (4), we can determine y˜ from the following relation
b1 ln
(
a12y˜
b1
)
− a12
(
y˜− b1
a12
)
= a21(h1 − (1− p)h2)− b2 ln
(
h1
(1− p)h2
)
=: L∗,
which can be rewritten as
−a12y˜
b1
exp
(
a12y˜
b1
)
= −exp
(
L∗ − b1
b1
)
.
From Lemma 1, it is easy to prove that L∗ < 0, i.e., −exp((L∗ − b1)/b1) > −1/e. Since −a12y˜/b1 > −1, we only need to
consider the branchW0(z) of the LambertW function. That is, we obtain that
y˜ = − b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
. (5)
Thus, for any
0 < α ≤ −1
2
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
=: α0 and 0 < τ ≤ a12α
b1
,
we have τy∗+α = τb1/a12+α < y˜, i.e., the trajectory O+(S1, t0) starting from the point S1((1− p)h2, y) (y ∈ (0, b1/a12))
on
∑p will intersect with∑h1 and∑h2 an infinite number of times due to the impulsive effects.
Let the point A1((1− p)h2, β1) on∑p, where 0 < β1 < τy∗ is sufficiently small. Suppose that the trajectory O+(A1, t0)
of system (1) with a11 = 0 first intersects∑h1 at the point B1(h1, θ1) at the time t = t1, and then jumps to the point
B+1 (h1, θ1 + α) due to the impulsive 1x = 0, 1y = α. Since θ1 + α > τy∗, then the trajectory O+(B+1 , t1) intersects the
section
∑h2 at the point C1(h2, γ1) at the time t = t2. Due to the impulsive effect 1x = (1 − p)x and 1y = (1 − q)y, the
state jumps from C1 to the point A2((1−p)h2, β2) on∑P , where β2 = (1−q)γ1. Further, the trajectoryO+(A2, t2) intersects∑h1 at the point B2(h1, θ2)when t = t3, and then jumps to B+2 (h1, θ2 + α). Further the trajectory O+(B+2 , t3) intersects the
section
∑h2 at the point C2(h2, γ2). Let ε > 0 be a small enough positive constant such that θ1 + α < (b1 − ε)/a12, then
integrating both sides of the first equation of system (2) from the orbit B̂+1 C1 we have
t2 − t1 =
∫ t2
t1
=
∫ h2
h1
dx
x(b1 − a12y) <
∫ h2
h1
dx
x
(
b1 − a12 b1−εa12
) < ln(h2
h1
)1/ε
. (6)
Further, integrating both sides of the second equation of system (2) from the orbit B̂+1 C1 then
ln
(
γ1
θ1 + α
)
=
∫ γ1
θ1+α
dy
y
=
∫ t2
t1
(−b2 + a21x)dt ≥ (a21h1 − b2)(t2 − t1).
In view of Eq. (6), we have
γ1 ≥ (θ1 + α)
(
h2
h1
)a0(a21h1−b2)/ε
.
If β1 is small enough and β1 < (1 − q)α(h2/h1)(a21h1−b2)/ε , then the point A2 is above the point A1. Therefore, the point C2
is above the point C1. Hence, from Eq. (3) we have γ2 = F(q, τ , α, γ1) and
γ1 − F(q, τ , α, γ1) = γ1 − γ2 < 0. (7)
On the other hand, for any 0 < α < α0, the trajectory O+(E, t0) starts from the initial point E1((1 − p)h2, b1/a12)
intersects
∑h1 at the point F(h1, y˜). Since y˜ > τy∗, then the trajectory passes through F and intersects∑h2 at the point
G(h2, λ1) when t = t ′. Then the state jumps from G to E1((1 − p)h2, (1 − q)λ1) on∑p. Further, the trajectory O+(E1, t ′)
intersects
∑h1 at the point F1(h1, ϑ) when t = t ′′. If ϑ ≥ τy∗, then ϑ < y˜, the trajectory passes through F1 and reaches∑h2 at the point G1(h2, λ2), where λ2 < λ1. Else ϑ < τy∗, then the state turns from F1(h1, ϑ) to F+1 (h1, ϑ + α). Then the
trajectory O+(F+1 , t ′′) intersects
∑h2 at the point G1(h2, λ2), where λ2 < λ1 due to ϑ + α < τy∗ + α < y˜. Therefore, from
(3) we have
λ1 − F(q, τ , α, λ1) = λ1 − λ2 > 0. (8)
In view of Eqs. (7) and (8), it follows that the Poincaré map (3) has a fixed point, that is the system (2) with a11 = 0 has a
positive order-1 periodic solution. This completes the proof of Theorem 1. 
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Theorem 2. Suppose that conditions of Theorem1 hold. Let (ϕ(t), ψ(t)) be a positive order-1 periodic solution of system (2)with
a11 = 0 starting from the point P0((1− p)h2, (1− q)η0). If
η0 = η∗ , −b1 ln(1− q)− [a21(h2 − h1)− b2 ln(h2/h1)]a12q
and
µ =
∣∣∣∣b1 − (1− q)a12ω1(η0)b1 − a12η0
∣∣∣∣ < 1
hold, where
ω1(η0) = − b1a12W0
(
− (1− q)a12η0
b1
exp
(
L1 − (1− q)a12η0
b1
))
and L1 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the
asymptotic phase property; If η0 6= η∗ and
µ =
∣∣∣∣ω1(η0)[b1 − a12(ω1(η0)+ α)](b1 − (1− q)a12ω1(η0))(b1 − a12ω1(η0))(ω1(η0)+ α)(b1 − a12η0)
∣∣∣∣ < 1
hold, then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the asymptotic phase property.
Proof. If η0 = η∗, then the points P2(h2, η0) and ((1 − p)h2, (1 − q)η0) satisfy the relation (4). Thus, the order-1 periodic
solution (ϕ(t), ψ(t)) starting from P0((1−p)h2, (1−q)η0) passes through P1(h1, η1) and reaches∑h2 at the point P2(h2, η0)
and jumps to P0((1− p)h2, (1− q)η0) again. Similarly to the proof of Theorem 2 (i.e., Theorem 3 in [9]), if the condition
µ =
∣∣∣∣b1 − (1− q)a12ω1(η0)b1 − a12η0
∣∣∣∣ < 1
holds, where
ω1(η0) = − b1a12W0
(
− (1− q)a12η0
b1
exp
(
L1 − (1− q)a12η0
b1
))
and L1 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the
asymptotic phase property.
If η0 6= η∗, then the order-1 periodic solution (ϕ(t), ψ(t)) starting from P0((1 − p)h2, (1 − q)η0) intersects∑h1 at
P1(h1, η1), where η1 < τy∗, then the state jumps to P+1 (h1, τ1 + α), further the trajectory intersects
∑h2 at the point
P2(h2, η0) and jumps to P0((1− p)h2, (1− q)η0) again due to the impulsive effects. Similarly to the proof of Theorem 2 (i.e.,
Theorem 3 in [9]), if the condition
µ =
∣∣∣∣ω1(η0)[b1 − a12(ω1(η0)+ α)](b1 − (1− q)a12ω1(η0))(b1 − a12ω1(η0))(ω1(η0)+ α)(b1 − a12η0)
∣∣∣∣ < 1
holds, then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the asymptotic phase property. This completes the
proof of Theorem 2. 
Theorem 3. Suppose that p, q ∈ (0, 1) and h1 6 (b2/a21) < h2 ≤ x˜, where
x˜ = − b2
a21
W−1
(
−a21(1− p)h2
b2
exp
(
−a21(1− p)h2
b2
))
.
If the following conditions
0 < α ≤ −1
2
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
=: α0 and 0 < τ ≤ a12α
b1
hold, where L∗ = a21(h1 − (1 − p)h2) − b2 ln[h1/(1 − p)h2], then system (2) with a11 = 0 has a positive order-1 periodic
solution.
Proof. By the proof of Theorem 1, if
0 < α ≤ −1
2
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
=: α0 and 0 < τ ≤ a12α
b1
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hold, then we have τy∗+ α = τb1/a12+ α < y˜, where y˜ is defined by Eq. (5), which implies that the trajectory O+1 (E, t0) of
system (2) with a11 = 0 starting from E((1−p)h2, b1/a12) passes through the point F(h1, y˜) and reaches the line y = b1/a12
at the point K(x˜, b1/a12), where x˜ is determined by the following equation
−a21
b2
x˜ exp
(
−a21
b2
x˜
)
= −a21(1− p)h2
b2
exp
(
−a21(1− p)h2
b2
)
:= L0.
It can be easily shown that L0 > −1/e. Since−a21x˜/b2 < −1, we only need to consider the branchW−1(z) of the LambertW
function. That is, we obtain that
x˜ = − b2
a21
W−1
(
−a21(1− p)h2
b2
exp
(
−a21(1− p)h2
b2
))
.
If h2 ≤ x˜, then for any
0 < α ≤ −1
2
b1
a12
W0
(
−exp
(
L∗ − b1
b1
))
=: α0 and 0 < τ ≤ a12α
b1
,
we have τy∗+α = τb1/a12+α < y˜, i.e., the trajectory O+(S1, t0) starting from the point S1((1− p)h2, y) (y ∈ (0, b1/a12))
on
∑p will intersect with∑h1 and∑h2 an infinite times due to the impulsive effects.
Similar to the proof of Theorem 1, we obtain that system (2) with a11 = 0 has a positive order-1 periodic solution and
this completes the proof. 
Theorem 4. Suppose that conditions of Theorem3 hold. Let (ϕ(t), ψ(t)) be a positive order-1 periodic solution of system (2)with
a11 = 0 starting from the point P0((1− p)h2, (1− q)ϑ0). If
ϑ0 = ϑ∗ , −b1 ln(1− q)− [a21(h2 − h1)− b2 ln(h2/h1)]a12q
and
µ =
∣∣∣∣b1 − (1− q)a12ω1(ϑ0)b1 − a12ϑ0
∣∣∣∣ < 1
hold, where
ω1(ϑ0) = − b1a12W0
(
− (1− q)a12ϑ0
b1
exp
(
L1 − (1− q)a12ϑ0
b1
))
and L1 = a21(h1 − (1 − p)h2) − b2 ln(h1/(1 − p)h2), then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the
asymptotic phase property; If η0 6= η∗ and
µ =
∣∣∣∣ω1(ϑ0)[b1 − a12(ω1(ϑ0)+ α)](b1 − (1− q)a12ω1(ϑ0))(b1 − a12ω1(ϑ0))(ω1(ϑ0)+ α)(b1 − a12ϑ0)
∣∣∣∣ < 1
hold, then (ϕ(t), ψ(t)) is local orbitally asymptotically stable and has the asymptotic phase property.
The proof of Theorem 4 is similar to that of Theorem 2, we therefore omit it here.
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