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1.3. Enmascaramiento Caótico . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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2.1. Sistema Caótico de Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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1.4. Enmascaramiento Caótico . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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1.6. Sistema Caótico de Chen - Condiciones iniciales cercanas . . . . . . . . . . 16
1.7. Sistema Caótico de Chua - Condiciones iniciales cercanas . . . . . . . . . . 17
1.8. Aplicación Logı́stica - r = 3.95 . . . . . . . . . . . . . . . . . . . . . . . . 18
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2.9. Parámetro r contra valor real . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.10. Diagrama de Bifurcaciones Aplicación Lógistica . . . . . . . . . . . . . . 35
2.11. Diagrama de Bifurcaciones Aplicación de Hénon . . . . . . . . . . . . . . 37
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4.23. Correlación Hénon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.24. Sensibilidad Coseno - ϕ = 9876.000000000000001 . . . . . . . . . . . . . 70
4.25. Sensibilidad Coseno - X(0) = 0.5000000000000001 . . . . . . . . . . . . . 70
4.26. Correlación Coseno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.1. Encriptación - Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A–3
7.2. Encriptación - Chua . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A–3
7.3. Encriptación - Logı́stica . . . . . . . . . . . . . . . . . . . . . . . . . . . . A–4
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Resumen
En este trabajo se muestra el uso dado a los sistemas dinámicos en la encriptación de datos.
Para esto se utiliza el análisis dinámico de puntos de equilibrio, puntos fijos, estabilidad,
bifurcaciones y exponentes de Lyapunov en los generadores caóticos de Chen, Chua, Logı́sti-
ca, Hénon y Coseno, este último presentado por primera vez.
El sistema de encriptación toma la secuencia dada por el generador y realiza la opera-
ción rotación, pensada para hacer más sensible el sistema ante pequeñas variaciones, y los
une con los datos de entrada por medio de la operación XOR para producir la encriptación.
El análisis de seguridad se realiza por medio del análisis del espacio de clave, análisis
de sensibilidad y análisis de correlación.
IX
Abstract
In this document the dynamical systems are used in the data encryption. Using the dynami-
cal analysis, equilibrium point, fixed point, stability, bifurcations and exponent of Lyapunov
in the chaotic generators of Chen, Chua, Logistic, Henon, Cosine.
The encryption system uses the sequence of the generator and realize the rotation ope-
ration, this operation is thought to make the system more sensible for small variations, and
data are encryption by means of XOR operation.




Obtener la encriptación y desencriptación de datos usando técnicas caóticas, algoritmos
de cifrado, análisis no lineal, puntos de equilibrio, estabilidad y bifurcaciones.
Objetivos Especı́ficos
Analizar los métodos de encriptación: clave pública, clave privada.
Estudiar el comportamiento de los generadores caóticos a utilizar, como el sistema
caótico de Chen, Chua, Aplicación Logı́stico y Aplicación de Hénon, utilizando el
análisis no lineal, puntos de equilibrio, estabilidad y bifurcaciones.
Elaborar un sistema de encriptación y desencriptación.
Obtener la encriptación de datos haciendo uso de imágenes en escala de grises y texto
representado en código ASCII.
Realizar el criptoanálisis (análisis de seguridad) dado por el generador caótico y el
método de encriptación usado.
XI
Introducción
Las redes de computadoras han permitido la descentralización de la información. Un usuario
conectado a la red puede acceder a la información alojada en un punto de red por el solo
hecho de estar conectado.
La creación y masificación de redes ha contribuido en muchos ambientes, disminuyendo
el costo de recursos como impresoras o faxes, mejorando las comunicaciones internas de
una empresa y permitiendo el trabajo en grupo de diferentes personas alejadas fı́sicamente.
Aspectos muy importantes que hoy en dı́a son ampliamente usados.
La dificultad nace al pensar: ¿toda la información debe ser compartida?. Es muy posible
tener, en un punto de red, diferentes archivos que no quieran ser compartidos con todo el
conjunto usuarios, sino con algunos pocos, o ninguno, según sea el caso. De aquı́ pues,
empieza a tener vigencia la idea de privacidad y seguridad.
Como las redes de computadoras ya están establecidas y son ampliamente usadas, la so-
lución no es desconectarse. La solución es proteger los datos de usuarios no válidos. Para
esto se cuenta, en las computadoras personales, con claves que no suelen ser muy seguras
debido a la incorporación de puertas traseras por donde ingresan algunos otros usuarios
libremente [2]. Además se debe pensar en ¿qué seguridad se tiene de que sólo el destinata-
rio escogido recibe el mensaje?. Por esto, el objetivo no es sacar la información de la red,
el objetivo es saber ocultarla.
1
Para lograr este objetivo, se propone la unión de sistemas de encriptación y sistemas caóti-
cos con los que se busca dar seguridad a la información. ”Sobre Encriptación y Caos”, en
el capı́tulo 1, expone las ideas principales, en forma individual, de cada tema para abor-
dar el problema, además explica la forma en que puede ser acopladas. En el capı́tulo 2, se
realiza un análisis dinámico de los generadores caóticos usados: Sistema Caótico de Chen,
Chua, Aplicación Logı́stica y Hénon, ampliamente estudiados en la bibliografı́a, y como
primer aporte de este trabajo se presenta por primera vez la Aplicación Coseno desarrollada
a lo largo de la investigación. Este análisis dinámico de los generadores hace posible deter-
minar los parámetros con los que el sistema presenta comportamiento caótico, utilizando
el modelado matemático de las ecuaciones del sistema, puntos de equilibrio, puntos fijos,
estabilidad y bifurcaciones. En el capı́tulo 3, se presenta como segundo aporte el sistema
de encriptación propuesto que hace uso del la operación rotación y módulo, para el acon-
dicionamiento del señal de salida del generador. Este capı́tulo muestra también el análisis
de seguridad usado. Los resultados se tiene en el capı́tulo 4, los datos utilizados son imáge-
nes en escala de grises y texto representado en código ASCII. Finalmente se muestran las
conclusiones y trabajo futuro, al igual que un anexo con el cifrado de diferentes imágenes
con distintas propiedades en su histograma.
2
Capı́tulo 1
Sobre Encriptación y Caos
En este capı́tulo se muestra una forma de abordar la encriptación de datos haciendo uso
de los sistemas dinámicos en su estado caótico. Para lograr acoplarlos y poder realizar el
cifrado, se hace necesario primero conocer la ideas básicas de la encriptación.
1.1. Encriptación
El cifrado de datos es una técnica que se ha venido usando desde hace bastante tiempo con
el fin de limitar tanto como sea posible el conocimiento de la información enviada. Se habla
de algunos escritores que cifraban sus textos invirtiendo la posición del alfabeto, la última
letra en lugar de la primera. Las técnicas de cifrado han tenido cambios en la medida en
que los datos a encriptar han cambiado. Tal es el caso del sistema elaborado por Leonardo
da Vinci denominado Criptex, con el que se hacı́a posible ocultar información escrita en
papiro dentro de un cilindro cerrado cuya clave dependı́a de un combinación de 5 rodillos
con 26 distintas posibilidades. Si la clave no era la correcta al momento de abrir el cilindro
el mecanismo rompı́a un frasco de vidrio que contenı́a un lı́quido que hacia que el papiro
se diluyera, generando la pérdida de la información.
En este momento se cuenta con otros tipos cifrado como el Estándar de Encriptación de
Datos (DES) o el Algoritmo de Encriptación de Datos Internacional (IDEA) con los que se
buscan realizar un manejo de la información en su estado binario. Esto debido a la forma
en que hoy en dı́a se manejan los datos y las redes por donde se transmiten.
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1.2. Criptosistema
Un criptosistema es aquel que cumple la siguiente condición:
Dk(Ek(m)) = m
donde m representa el mensaje, Ek representa el tipo de cifrado usado, Dk el tipo de des-
cifrado usado para la recuperación del mensaje y k la clave utilizada en el proceso.
Se cuenta con dos tipos fundamentales de criptosistemas:
1.2.1. Sistemas de Encriptación de Clave Privada
Los sistemas de encriptación de clave privada son básicamente los sistemas que utilizan la
misma clave para cifrar y descifrar la información. Veamos algunos ejemplos: [22]
Secuencias Pseudoaleatorias
Consiste en obtener una secuencia con la que no sea posible predecir el siguiente valor.
El inconveniente nace debido a que los generadores aleatorios tradicionales no permiten
calcular secuencias totalmente aleatorias y se hace posible determinar el valor siguiente de
la secuencia. En este caso la clave son las condiciones iniciales y los parámetros utilizados
para obtener la secuencia usada.
Por otra parte, se han tomado, por ejemplo, dispositivos de sonido a los que sin ningu-
na entrada, ruido básicamente, se toma la salida como una secuencia aleatoria. Esta salida
es totalmente aleatoria, pero el inconveniente radica en que se hace imposible reproducir
nuevamente la señal.
Registros de Desplazamiento Retroalimentados
Los registros de desplazamiento retroalimentados lineales generan periodos de secuencia
con buenas propiedades aleatorias y facilita su implementación en hardware.
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El registro lineal contiene L estados S0, S1, ..., SL−1 que almacena un bit cada uno. Du-
rante cada iteración se efectúan las operaciones: (ver figura 1.1)
El contenido de S1 es desplazado al estado Si−1, para 1 ≤ i ≤ L− 1.
El contenido de SL−1 se calcula como la suma del módulo de los valores de un
subconjunto prefijado de L.
El contenido de S0 es la salida de registro.
Figura 1.1: Registros de Desplazamiento Retroalimentados Lineal
Se utilizan también registros de desplazamiento no lineales, como se ilustra en la figura
1.2, con la diferencia que estos cambian la suma que se hace en los registros lineales por
una función no lineal definida.
Figura 1.2: Registros de Desplazamiento Retroalimentados no Lineal
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Algoritmo RC4
El algoritmo RC4 es una implementación orientada a generar secuencias en unidades de
un byte, demás permite claves de diferentes longitudes. Se debe tener en cuenta que para
hacer uso del algoritmo es necesario pagar los derechos del mismo.
RC4 consta de una S-Caja de 8*8 que almacena una permutación del conjunto 0, 1, ..., 256.
Una S-Caja m ∗ n es una tabla de sustitución que toma cadenas de entrada de m− bits y
cadenas de salida de n− bits.
Se utilizan dos contadores i y j y cada byte Or se calcula utilizando la secuencia:
1. i = (i + 1) mod 256
2. j = (j + Si) mod 256
3. Intercambiar los valores de Si y Sj
4. t = (Si + Sj) mod 256
5. Or = St
Para calcular los valores iniciales de la S-Caja, se hace:
1. Si = 0 ∀0 ≤ i ≤ 255
2. Llenar el arreglo K0 a K255 repitiendo la clave las veces que sea necesario.
3. j=0;
4. Para i = 0 hasta 255 hacer : j = (j + Si+Ki) mod 256 e intercambiar Si y Sj
1.2.2. Sistemas de Encriptación de Clave Pública
Este tipo de sistemas realizan la comunicación sobre un canal público. Para poder lograr
una comunicación segura se hace necesario el uso de algún tipo de técnica. La figura 1.3
muestra un sistema propuesto para lograrlo [9], [12].
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Figura 1.3: Sistema de Clave Pública
Un criptosistema de clave pública es un par de familias {Ek} ∈ k y {Dk} ∈ k de algoritmos
representando transformaciones invertibles,
Ek : {M} → {M}
Dk : {M} → {M}
En un espacio de mensaje finito {M}, tal que:
1. para todo K ∈ {K}, Ek es la inversa de Dk
2. para todo K ∈ {K} y M ∈ {M}, el algoritmo Ek y Dk son fácilmente calculados.
3. para al menos todo K ∈ {K}, cada cálculo del algoritmo equivalente para Dk es
computacionalmente improbable deducirlo usando Ek.
4. para cada K ∈ {K}, es posible calcular la inversa de Ek y Dk a partir de K
En un sistema de este tipo, el inconveniente de la distribución de la clave se ha simplificado
ya que cada usuario puede generar un par de transformaciones inversas E y D para su uso.
La transformación de D debe ser tomado en secreto, pero no necesita ser comunicada por
ningún canal. Además, la clave de cifrado E puede ser distribuida de forma pública para
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ser usada en el cifrado de la información. Es necesario proteger los archivos de modifica-
ciones para usuarios no autorizadas debido a que la información será transmitida por un
canal público.
Hasta el momento los sistemas de encriptación que se han mostrado no utilizan sistemas
caóticos para realizar el cifrado de la información, pero en esencia lo que hacen es gene-
rar una secuencia pseudoaleatorias para luego unirlas con el mensaje. Es aquı́ donde los
sistemas caóticos toman sentido en las aplicaciones de encriptación de datos, debido a
que se hace posible reemplazar estas secuencias pseudoaleatorias por las generadas en un
sistema caótico, en donde además estas secuencias pseudoaleatorias son determinı́sticas,
como comprobará más adelante.
Entonces lo que se necesita es tomar la evolución de un sistema en estado caótico y utilizar-
la para el cifrado de la información. Ahora la pregunta es: ¿Como unir el sistema caótico
con los datos a cifrar?. En la bibliografı́a se muestran algunas formas de hacerlo como el
enmascaramiento y la conmutación caótica.
1.3. Enmascaramiento Caótico
El enmascaramiento caótico es un método usado para realizar la transmisión de informa-
ción utilizando una señal caótica usada para cifrar el mensaje.
Figura 1.4: Enmascaramiento Caótico
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En este método la señal de información s(t) se suma a la señal y(t) del sistema caótico en
el momento de la transmisión s(t)+ y(t). En el momento de recibir la información se debe
generar una señal idéntica y(t) que al restarla recupere el mensaje [15] (Ver figura 1.4).
1.4. Conmutación Caótica
Este método al igual que el enmascaramiento caótico utiliza una señal caótica para cifrar el
mensaje. La gran diferencia es que s(t) es una señal binaria en el sentido que puede tener
dos posibles parámetros p y p′. Estos parámetros determinan el comportamiento del sistema
caótico al mismo tiempo que generan la salida y(t). El receptor cuenta con dos generadores
caóticos con parámetros p y p′ que generan una salida _y(t) y _y
′
(t) que restadas a y(t)
producen una señal dos señales de error La señal de error más cercana a cero representa el
bit que se envió en el transmisor [15] (ver figura 2.1).
Figura 1.5: Conmutación Caótica
Además de estos dos último métodos mostrados, se cuenta una función de la lógica boo-
leana que permite el cifrado de la información y puede ser usada en para acoplar una señal
caótica con una de información. Esta es la operación lógica xor.
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1.5. Operación Lógica XOR
La operación XOR entre dos bits da como resultado un ’1’ lógico si los bits son diferentes
y un ’0’ lógico si los bits son iguales.
Tabla 1.1: Tabla de verdad XOR





La propiedad 1.1 puede ser usada en el cifrado de datos de la siguiente manera: supongamos
que A representa los datos en binario de la entrada del sistema de encriptación y B los datos,
también en binario, dados por el sistema para cifrar el mensaje.
(A ⊕ B) ⊕ B = A (1.1)
Esta propiedad puede ser demostrada utilizando las propiedades del Algebra Booleana,
como sigue:
Como : Ā.B + A.B̄ = A ⊕ B ó A xor B,
A = (A xor B) xor B
A = (Ā.B + A.B̄) xor B
A = (Ā.B + A.B̄).B + (Ā.B + A.B̄).B̄
A = (Ā.B ).(A.B̄).B + Ā.B.B̄ + A.B̄.B̄
A = (A + B̄).(Ā + B).B + 0 + A.B̄
A = A.Ā.B + A.B.B + Ā.B̄.B + B̄.B.B + A.B̄
A = 0 + A.B + 0 + 0 + A.B̄
A = A(B + B̄) = A(1)
A = A
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Haciendo la operación XOR entre ellos obtenemos los datos encriptados notados por E.
(A ⊕ B) = E
Para obtener los datos originales a partir de los datos encriptados E es necesario conocer la
secuencia precisa de B usada en el cifrado. Esto se logra conociendo la clave, y haciendo
uso de la propiedad anterior para obtener:
E ⊕ B, con E = A ⊕ B
(A ⊕ B) ⊕ B = A
Lo más importante de cifrar los datos de esta forma es que no se tiene pérdida de infor-
mación. Además los archivos encriptados tienen el mismo tamaño en bits que el mensaje
original.
1.6. Criptoanálisis
El criptoanálisis, contrario a lo que se ha mostrado, busca descifrar el sistema de encrip-
tación, para esto utiliza diferentes de mensajes cifrados usando la misma clave. Se busca
algún tipo de correspondencia entre los mensajes, de modo que sea posible deducir la clave.
El criptoanálisis no consiste en encontrar un algoritmo de cifrado. De hecho la mayorı́a
de algoritmos son conocidos, consiste mejor en encontrar la clave utilizada en la encripta-
ción [22].
Con el fin de encontrar la clave de un sistema se ha utilizado un método para generar
todas las posibles combinaciones de clave. Para esto es necesario que cada salida sea
analizada con el fin de encontrar posibles resultados válidos. Ello hace que el algoritmo
sea sumamente costoso computacionalmente. A este método se le conoce como ataque de
fuerza bruta debido a que no tiene una lógica establecida para variar el espacio de clave o
al menos la forma de establecer un punto de inicio apropiado.
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El análisis diferencial utiliza pares de mensajes cifrados, al analizarlos se intenta de obtener
diferencias a las cuales se le asigna una probabilidad de clave. Al hacer muchos más pares
es posible obtener la clave más probable, esta es la clave buscada [22].
El análisis lineal realiza la operación XOR entre algunos bits del mensaje y el mensaje
cifrado, al final se obtiene un único bit. Al hacer numerosas veces esta operación se obtiene
una probabilidad usada para determinar la posibilidad de recuperar la clave [22].
En general, la cantidad de técnicas de criptoanálisis es igual o mayor que el número de
sistemas de encriptación analizados. Esto debido a que no existe un lineamiento establecido
para determinar la clave de un sistema de cifrado. Por esto la mayorı́a de algoritmos que
intentan romper la seguridad de un sistema son diseñados, por lo menos en principio, de
forma intuitiva.
Es muy importante anotar que hasta el momento no se cuenta con una solución eficiente y
que, por ahora, los algoritmos de encriptación usados siguen vigentes.
1.7. Caos
El comportamiento caótico es vital en el desarrollo de este trabajo y se ha mencionado ya
la forma general en que puede ser usado en un sistema de encriptación. Es por esto que
se deben aclarar algunas ideas antes de intentar dar una definición concreta a este tipo de
comportamiento.
1.7.1. Sistemas Lineales
Los sistemas lineales fueron estudiados ampliamente en los años anteriores. Estos sistemas
son de la forma: [2]
ẋ = Ax + B
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donde A es la matriz del sistema y x es el vector de estados. Este tipo de sistemas tienen
las siguientes propiedades:
- Tiene un único punto de equilibrio si A es no singular.
- El punto de equilibrio es estable si todos los valores propios de A tiene parte real negativa,
sin importar la condición inicial.
- La solución analı́tica del sistema siempre puede ser encontrada.
- En presencia de una entrada u, el sistema queda descrito por:
ẋ = Ax + Bu
donde se satisface el principio de superposición, sistema BIBO estable y que a entra-
da sinusoidal tiene salida sinusoidal.
1.7.2. Sistemas no Lineales
Los sistemas no lineales presentan un comportamiento mucho más complejo que los sistemas
lineales. Esto es debido a la falta de linealidad y a que en estos sistemas no opera el prin-
cipio de superposición. Por esto el sistema puede responder de una forma muy diferente
ante una misma entrada con condiciones iniciales diferentes. Un sistema no lineal es de la
forma:
ẋ = f(x)
Algunos de los fenómenos que se pueden presentan en los sistemas no lineales son por
ejemplo:
Puntos de equilibrio
Los puntos de equilibrio de un sistema no lineal se encuentran igualando a cero las ecua-
ciones diferenciales del sistema.
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ẋ = 0 → f(x) = 0
La diferencia es que un sistema lineal puede tener solo un punto de equilibrio, mientras que
un sistema no lineal puede tener más de un punto de equilibrio. La caracterı́stica principal
de los puntos de equilibrio es que una vez el sistema alcance este punto, permanece en él
mientras no exista una fuerza externa que lo afecte.
Cabe anotar que para sistemas continuos se habla de puntos de equilibrio y para sistemas
discretos de puntos fijos.
Estabilidad
Básicamente la estabilidad de los puntos de equilibrio de un sistema no lineal pueden obte-
nerse usando linealización. Esto implica obtener la matriz Jacobiana del sistema evaluada
en los puntos de equilibro:
A′ = J(A)|xequilibrio
Con esta matriz resultante se calculan los valores propios:
λ(A′)
Estos determinan el tipo de estabilidad que presenta el punto de equilibrio que se está ana-
lizando de la siguiente forma:
- Si la parte real de los valores propios son negativos el punto de equilibrio es asintótica-
mente estable.
- Si la parte real de uno ó más valores propios es positiva el punto de equilibrio es inestable.
- Si la parte real de uno o más valores propios es cero no se puede concluir nada.
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Bifurcaciones
Las bifurcaciones de un sistema pueden generarse al variar sus parámetros. Esto es debido
a que al cambiar los parámetros de un sistema determinado puede cambiar el lugar de los
puntos de equilibrio u otros elementos estacionarios en el espacio de estados y cambiar
su tipo de estabilidad. El valor numérico del parámetro, o los valores numéricos de los
parámetros, en el que el comportamiento cualitativo del sistema cambia, se denomina valor
de bifurcación o valor crı́tico.
En pocas palabras, una bifurcación ocurre cuando un pequeño cambio cuantitativo en los
parámetros conlleva a un cambio cualitativo en el comportamiento del sistema.
Caos
Un sistema presenta comportamiento caótico, cuando al variar solo un poco una de las
condiciones iniciales, las trayectorias en el diagrama de fase se comportan de forma muy
diferente a las anteriores. Este cambio puede ser tan solo del orden de 10−6, con relación
al valor de sus parámetros. Un sistema de encriptación puede ser sensible a variaciones del
orden de 10−14, como se muestra más adelante.
Además, este tipo de comportamiento hace que un sistema, ante condiciones iniciales dife-
rentes y alejadas, seguramente, cambie por completo la dinámica que presenta.
1.8. Generadores Caóticos
En este momento se pueden presentar algunos ejemplos de generadores caóticos muy uti-
lizados en la bibliografı́a. En general, cuando se trata de sistemas con comportamiento
caótico, lo que se busca es mantenerlos en su estado caótico para hacer un buen cifrado del
mensaje [30].
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Sistema Caótico de Chen
Ecuaciones del sistema:
ẋ = a(y − x)
ẏ = (c− a)x− xz + cy
ż = xy − bz
(1.2)
En la ecuación (1.2) las variables de estado son x,y,z y los parámetros son a,b,c.
El sistema presenta comportamiento caótico con (a,b,c) = (35,3,28) [32]. En la figura 1.6
se observa la evolución del sistema variando solo un poco las condiciones iniciales y man-
teniendo los mismos valores de los parámetros. Se observa que la trayectoria representada
con una lı́nea delgada se aleja considerablemente de la linea gruesa.
Figura 1.6: Sistema Caótico de Chen - Condiciones iniciales cercanas
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Sistema Caótico de Chua
Ecuaciones del sistema:
ẋ = α(y − c0x− c1x3)
ẏ = x− y + z
ż = −βy
(1.3)
En la ecuación (1.3) las variables de estado son x,y,z y los parámetros son α, β, c0, c1.
El sistema presenta comportamiento caótico con (α, β, c0, c1) = (10,16,-0.143,1). En la
figura 1.7 se muestra como las trayectorias en lı́nea gruesa y delgada divergen al evolu-
cionar el sistema con condiciones iniciales cercanas.
Figura 1.7: Sistema Caótico de Chua - Condiciones iniciales cercanas
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Aplicación Logı́stica
Ecuación del sistema:
Xn+1 = r ·Xn(1−Xn) (1.4)
En esta ecuación, la variable de estado es X y el parámetro es r. La figura 1.8 muestra la
evolución de este sistema. Con condición inicial X0 = 0,1 y r = 3,95, el sistema entra en
estado caótico.
Figura 1.8: Aplicación Logı́stica - r = 3.95
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Aplicación de Hénon
Ecuaciones del sistema:
Xn+1 = a−X2n + bYn
Yn+1 = Xn
(1.5)
En este caso, las variables de estado son X,Y y los parámetros son a y b.
Figura 1.9: Aplicación de Hénon - a = 1.4 y b = 0.3
La figura 1.9 muestra el comportamiento caótico del sistema con valores del parámetro en
a = 1,4 y b = 0,3 con condición inicial X0, Y0 = 1.
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Análisis Dinámico de los Generadores
Caóticos
2.1. Sistema Caótico de Chen
2.1.1. Modelado Matemático
Ecuaciones del sistema:
ẋ = a(y − x)
ẏ = (c− a)x− xz + cy
ż = xy − bz
(2.1)
En la ecuación 2.1 las variables de estado son x,y,z y los parámetros son a,b,c.
2.1.2. Puntos de Equilibrio
Para obtener los puntos de equilibrio del sistema se deben igualar a cero las ecuaciones del
sistema, ası́, se tiene:
0 = a(y − x)
0 = (c− a)x− xz + cy
0 = xy − bz
Se encuentra que:
20
Capı́tulo 2. Análisis Dinámico de los Generadores Caóticos
x = y
z = x2/b
que puestas en (c− a)x− xz + cy = 0 generan el polinomio:
(2bc− ab)x− x3 = 0





son puntos de equilibrio del sistema. De aquı́ se puede concluir que se tiene tres puntos de
equilibrio si 2bc − ab > 0. Esto se cumple si c > a/2; de lo contrario solo se contará con
el punto de equilibrio (0,0,0). En adelante x =
√
2bc− ab se notará por
√
·
Los puntos de equilibrio del sistema en x,y,z están dados por:
x = 0 y = 0 z = 0
x = +
√
2bc− ab y = +
√
2bc− ab z = 2c− a
x = −
√
2bc− ab y = −
√
2bc− ab z = 2c− a
Matriz Jacobiana
La matriz Jacobiana del sistema está dada por:
−a a 0
c− a− z c −x
y x −b

Matriz jacobiana en los puntos de equilibrio
La matriz jacobiana es evaluada en los puntos de equilibrio para luego obtener los valores
propios de la matriz. Estos valores darán las propiedades de estabilidad de cada punto.
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·,2c−a) Al evaluar este punto de equilibrio de forma analı́tica
se obtiene un polinomio bastante extenso. Para reducirlo, sus parámetros son evaluados en
a = 35, b = 3, c = 28 con lo que se obtiene:
(λ = −18,42)
(λ = (4,21 + 14,89i))
(λ = (4,21− 14,89i))
(2.3)




·,2c−a) Al evaluar este punto de equilibrio de forma analı́tica
se obtiene un polinomio bastante extenso. Para reducirlo, sus parámetros son evaluados en
a = 35, b = 3, c = 28 con lo que se obtiene:
(λ + 18,42)
(λ− (4,21 + 14,89i))
(λ− (4,21− 14,89i))
(2.4)
Estabilidad en los puntos de equilibrio
Para realizar los cálculos se toman como valores fijos b = 3, c = 28, debido a esto, la
estabilidad depende del parámetro a. Se realizan diferentes gráficas observar con mayor
facilidad los cruces por cero del valor real y el valor imaginario.
Punto de equilibrio (0,0,0) El comportamiento del segundo y tercer valor propio dependen
del valor de la raı́z
√
c2 + 6ac− 3a2 de (2.2) que tiene como raı́ces −4,3316 y 60,3316.
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La figura 3.1 muestra el comportamiento de la parte real de los valores propios con el
parámetro a variando de −70 a 70.
Figura 2.1: Parámetro a contra valor real - Primer Punto de Equilibrio
Para poder observar también el comportamiento de la parte imaginara, se tiene la figura 2.2.
De estas dos gráficas se pude observar el cambio que tienen los valores propios al pasar por
las raı́ces −4,3316 y 60,3316. A partir de −4,3316 y hasta 60,3316 se tienen solo valores
propios con parte real. En general, se observa que el sistema tiene el tercer valor propio
(pintado en rojo) estable en todo el rango de a localizado en -3 dado por el parámetro b,
con a < 0 el primer y segundo valor propio (pintado en amarillo y azul respectivamente)
tienen parte real positiva. El punto de equilibrio es inestable, con 0 < a < 56, el primer
valor propio real es negativo y el segundo positivo, con esto de tiene dos valores propios
estables y uno inestable con parte imaginaria cero. Esto significa que se tiene un punto de
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Figura 2.2: Parámetro a, valor real, valor imaginario - Primer Punto de Equilibrio
silla en este rango, con a > 56 los valores propios reales son todos negativos. Esto implica
que en este punto de equilibrio es estable. Además, en la raı́z a = 60,3316 se tienen de
nuevo valores complejos.





Este punto de equilibrio tiene como primera restricción el valor del parámetro a, debido
a que este punto de equilibro deja de existir con valores de a mayores a 56. La figura
2.3 muestra el comportamiento de la parte real de los valores propios con el parámetro a
variando de −70 a 70. Nótese que efectivamente para a > 56 no se tiene valores propios
por que el punto de equilibrio deja de existir.
Para poder observar también el comportamiento de la parte imaginaria, se tiene la figura
2.4.
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Figura 2.3: Parámetro a contra valor real - Segundo Punto de Equilibrio
Figura 2.4: Parámetro a, valor real, valor imaginario - Segundo Punto de Equilibrio
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En este caso, se tiene dos tipos generales de comportamiento: con a negativo y a positivo.
Con el parámetro a < 0 el segundo y tercer valor propio tiene tienen parte real cercana a
cero y el primer valor propio cuenta con la parte real mucho mayor a cero. Entonces, se
tiene que este punto es inestable para valores negativos de a. Con a > 0 se tienen diferentes
intervalos en los que cambia el valor real de los valores propios. Con 2 < a < 49,15 se tiene
valores propios reales positivos y negativos (punto de silla). Entre 16.65 y 27.75 el primer
valor propio pasa de negativo a positivo, el segundo valor propio real es constante, pero
el valor imaginario cambia y en el tercer valor propio real pasa de ser positivo a negativo.
Aunque tenga estos cambios, en todo el intervalo es una punto de silla. En el intervalo
49,15 < a < 56 los valores propios reales son todos negativos (estable).




·,2c − a) Este punto de equilibrio presenta las mismas ca-
racterı́sticas del punto de equilibrio anterior. La única diferencia es que el signo de la parte
imaginaria en los valores propios dos y tres es contrario.
2.1.3. Bifurcaciones
El diagrama de bifurcaciones del sistema caótico de chen se muestra en la figura 2.5, el
sistema presenta comportamiento caótico a medida que se acerca al valor del parámetro
a = 35.
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Figura 2.5: Diagrama de Bifurcaciones Sistema Caótico de Chen
2.2. Sistema Caótico de Chua
2.2.1. Modelado Matemático
Ecuaciones del sistema:
ẋ = α(y − c0x− c1x3)
ẏ = x− y + z
ż = −βy
(2.5)
En la ecuación (2.5) las variables de estado son x,y,z y los parámetros son α, β, c0, c1.
2.2.2. Puntos de Equilibrio
Para obtener los puntos de equilibrio del sistema se deben igualar a cero las ecuaciones del
sistema, ası́, se tiene:
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0 = α(y − c0x− c1x3)
0 = x− y + z
0 = −βy
Desarrollando se encuentra que:
x = −z
y = 0












··. Los puntos de equilibrio del sistema en x,y,z están
dados por:


















La matriz Jacobiana del sistema está dada por:




Matriz jacobiana en los puntos de equilibrio
La matriz jacobiana es evaluada en los puntos de equilibrio para luego obtener los valores
propios de la matriz. Estos valores darán las propiedades de estabilidad de cada punto. Los
valores definidos para α, β, c0, c1 fueron 10, 16,−0,143, 1 respectivamente.
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Punto de equilibrio (0,0,0) Para este punto de equilibrio se obtienen los siguientes valores
propios:
(λ = 0,1524)
(λ = (−0,5047 + 3,8414i))
(λ = (−0,5047− 3,8414i))
(2.6)




··) Los valores propios son:
(λ = 0,3053)
(λ = (−0,4903 + 3,8401i))
(λ = (−0,4903− 3,8401i))
(2.7)




··) Se obtienen los valores propios:
(λ = 0,3053)
(λ = (−0,4903 + 3,8401i))
(λ = (−0,4903− 3,8401i))
(2.8)
Estabilidad en los puntos de equilibrio
Para los cálculos siguientes se utilizaron como valores constantes β = 16, c0 = −0,143,
c1 = 1. Debido a esto, la estabilidad depende del parámetro α. Las siguientes figuras buscan
mostar con mayor facilidad los cruces por cero del valor real de los valores propios.
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Punto de equilibrio (0,0,0)
La figura 2.6 muestra el comportamiento de la parte real de los valores propios con el
parámetro α variando de −25 a 25.
Figura 2.6: Parámetro α contra valor real - Primer Punto de Equilibrio
El sistema cercano al punto de equilibrio (0,0,0) es estable para todo valor de α menor a
cero. En adelante, el primer valor propio (pintado en amarillo) es positivo y los dos restan-
tes (pintados de rojo y azul) siguen siendo negativos. Por esto con α > 0 se tiene un punto
de silla.





La figura 2.7 muestra la evolución de la parte real de los valores propios al variar α.
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Figura 2.7: Parámetro α contra valor real - Segundo Punto de Equilibrio
Con α < −10,75 el sistema es inestable, los tres valores propios son positivos. En el
intervalo −10,75 < α < 0 se tiene un punto de silla. Con un valor del parámetro 0 < α <
7,25 se cuenta con estabilidad y finalmente en el intervalo α > 7,25 se presenta nuevamen-
te un punto de silla.




··) Este punto de equilibrio presenta las mismas carac-
terı́sticas de punto de equilibrio anterior. Ello debido a que los dos últimos puntos de equili-
brio difieren solo en los signos de la raiz y como en la matriz Jacobiana no hay dependencia
de z y el término (1,1) vuelve siempre positiva la raiz, se obtienen los mismos resultados.
2.2.3. Bifurcaciones
El diagrama de bifurcaciones del sistema caótico de chen se muestra en la figura 2.8.
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Xn+1 = r ·Xn(1−Xn) (2.9)
En la ecuación 2.9, r es el parámetro. La variable de estado es Xn.
2.3.2. Puntos Fijos
Este sistema dinámico, a diferencia de los dos anteriores, es un sistema dinámico a tiempo
discreto por eso se habla de puntos fijos y no de puntos de equilibrio. Las ecuaciones de
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estado se igualan ahora a Xn:






Nótese que con r cercano a cero no se tiene uno de los puntos fijos.
Matriz Jacobiana
La matriz Jacobiana del sistema está dada por:[
r − 2r Xn
]
Matriz jacobiana en los puntos de equilibrio
Al igual que en los sistemas continuos, la matriz jacobiana es evaluada en los puntos fijos.
Punto fijo (0) Para este punto fijo se obtienen los siguientes valores propios:
(µ = r) (2.10)
Punto fijo ( r−1
r
) con este punto fijo se obtiene los valores propios:
(µ = 2− r) (2.11)
Estabilidad de los puntos fijos
La estabilidad de los puntos fijos está determinada por el valor de la norma de sus valores
propios, este valor debe estar entre −1 y 1 (−1 < |µ| < 1).
33
Capı́tulo 2. Análisis Dinámico de los Generadores Caóticos
Figura 2.9: Parámetro r contra valor real
Puntos fijos (0) y r−1
r
La figura 2.9 muestra el cambio en los valores propios al variar el parámetro r. Se delimita
en color verde el espacio en el que se tiene estabilidad. En color azul se muestra el primer
valor propio, estable en el intervalo −1 < r < −1 e inestable fuera del intervalo. El
segundo valor propio, en color amarillo, es estable en el intervalo 1 < r < 3 e inestable
fuera del intervalo.
2.3.3. Bifurcaciones
El diagrama de bifurcaciones para la aplicación logı́stica se muestra en la figura 2.10, el
sistema presenta doblamiento de periodo con r cercano a 3, de este punto en adelante el
doblamiento de periodo es cada vez más rápido generando comportamiento caótico, luego
una banda de periodo tres cercana a r = 3,8 rápidamente genera nuevos doblamientos de
periodo que terminan en comportamiento caótico.
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Figura 2.10: Diagrama de Bifurcaciones Aplicación Lógistica
2.4. Aplicación de Hénon
2.4.1. Modelado Matemático
Ecuaciones del sistema:
Xn+1 = a−X2n + bYn
Yn+1 = Xn
(2.12)
En esta ecuación a y b son los parámetros, Xn y Yn son las variables de estado.
2.4.2. Puntos Fijos
Puntos fijos del sistema con a = 1,4 y b = 0,3 como valores de los parámetros:
Xn = 1,4−X2n + 0,3Xn
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La matriz Jacobiana del sistema está dada por: −2Xn b
1 0

Matriz jacobiana en los puntos de equilibrio
Punto fijo (0,8839 y −1,5839) para estos dos puntos de equilibrio se tiene el mismo valor
propio debido al término 0 de la matriz Jacobiana que anula a −2Xn:
(µ1,2 = −b) (2.13)
Estabilidad de los puntos fijos
La estabilidad de los puntos fijos está ligada únicamente con el valor de b. Por consiguiente
los dos puntos fijos son estables en el intervalo −1 < b < 1 e inestables fuera de él, de
igual forma como se analizó el la figura 2.9 cuando el valor propio dependı́a de r en la
Aplicación Logı́stica.
2.4.3. Bifurcaciones
El diagrama de bifurcaciones se muestra en la figura 2.11, cercano a b = −0,4 el sistema
tiene el primer doblamiento de periodo que se repite cercano en b = −0,1. A partir de
r = 0 el doblamiento se incrementa hasta entrar en regimen caótico.
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Para esta ecuación ϕ es el parámetro, Xn la variable de estado.
2.5.2. Puntos Fijos
Igualando a Xn la ecuación 2.14, se tiene:
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Xn = cos(ϕXn)
Xn − cos(ϕXn) = 0
El numero de ceros en la ecuación anterior depende del valor de ϕ. Por esto los puntos fijos
del sistema 2.14 varı́an con el valor de ϕ.
2.5.3. Bifurcaciones
El diagrama de bifurcaciones se muestra en la figura 2.12, el sistema se comporta en forma
caótica en toda la variación del parámetro excepto en la región cercana a cero. Esto es muy
importante en el cifrado de datos debido a que se cuenta con un espacio de clave bastante
amplio para ser utilizado por el usuario.
Figura 2.12: Diagrama de Bifurcaciones Aplicación Coseno
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2.6. Exponentes de Lyapunov
Los sistemas dinámicos mencionados hasta el momento presentan comportamiento caóti-
co ante determinados valores de sus parámetros. Un sistema de encriptación prefiere un
generador caótico que entregue valores lo menos correlacionados posibles para tener un
mejor cifrado de la información.
Algunas de las razones fundamentales para querer cuantificar el comportamiento caóti-
co son: [16]
1. Cuantificar el caos ayuda a distinguir el comportamiento caótico del ruido.
2. Determinar que variables son necesarias para modelar la dinámica del sistema.
3. Clasificar los sistemas según su comportamiento.
4. Relacionar los cambios en la dinámica del sistema con la medida del caos.
Pero, ¿cómo medir el caos?. Se puede hacer una medida de este comportamiento utilizando
Exponentes de Lyapunov. Estos exponentes son la generalización de los valores propios en
el punto de equilibrio y los multiplicadores caracterı́sticos. Pueden ser usados para determi-
nar la estabilidad del comportamiento cuasi-periódico y caótico como también las puntos
de equilibrio y las soluciones periódicas [25].
Los exponentes de Lyapunov parten de la idea de que un sistema se comporta de forma
caótica si las trayectorias cercanas, al cabo de un tiempo o de un número de iteraciones,
divergen de forma exponencial. Gráficamente se puede observar que un sistema de encrip-
tación se comporta en forma caótica si el valor de sus exponentes de Lyapunov son mayores
a cero; de lo contrario, con un valor menor a cero, el sistema no presenta comportamiento
caótico.
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2.6.1. Exponentes de Lyapunov en Sistemas Continuos
Exponentes de Lyapunov en el sistema caótico de Chen
El resultado de calcular los exponentes de Lyapunov para este sistema se muestran en la
figura 2.13. Para el intervalo calculado 32 < a < 40 el valor máximo del exponente de
Lyapunov es 2,6 que ocurre en un valor cercano a a = 37.
Figura 2.13: Exponentes de Lyapunov - Sistema Caótico de Chen (32 < a < 40)
La figura 2.14 muestra la forma que los exponentes de Lyapunov cambian en el tiempo. Con
esto se puede asegurar que el sistema a medida que transcurre en tiempo, sigue produciendo
las secuencias caóticas necesarias para el cifrado de la información.
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Figura 2.14: Exponentes de Lyapunov Vs tiempo
Exponentes de Lyapunov en el sistema caótico de Chua
La figura 2.15 muestra los exponentes de Lyapunov obtenidos a lo largo de 5 < α < 15. El
mayor valor se encuentra cercano a α = 8, aproximadamente 3,8
Figura 2.15: Exponentes de Lyapunov - Sistema Caótico de Chua (5 < α < 15)
El cambio de los exponentes de Lyapunov en el tiempo se muestran en la figura 2.16.
ja
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Figura 2.16: Exponentes de Lyapunov Vs tiempo
2.6.2. Exponentes de Lyapunov en Sistemas Discretos
Exponentes de Lyapunov en la Aplicación Logı́stica
Para la aplicación logı́stica se tiene en un valor del parámetro menor de r = 4 el valor
máximo del exponente de Lyapunov igual a 0,7 aproximadamente (ver figura 2.17).
Figura 2.17: Exponentes de Lyapunov - Aplicación Logı́stica (3,2 < r < 4,2)
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La figura 2.18 muestra el parámetro entre 3.4 y 4.
Figura 2.18: Exponentes de Lyapunov - Aplicación Logı́stica (3,4 < r < 4)
La figura 2.19 muestra los exponentes de Lyapunov a medida que aumentan las iteraciones.
Figura 2.19: Exponentes de Lyapunov Vs Iteraciones
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Exponentes de Lyapunov en la Aplicación de Hénon
En este caso se toma el parámetro en el intervalo −0,8 < b < 0,6, el valor máximo del
exponente de Lyapunov es 0,6 aproximadamente. La figura 2.20 muestra el resultado.
Figura 2.20: Exponentes de Lyapunov - Aplicación de Hénon (−0,8 < b < 0,6)
El cambio en los valores del exponente de Lyapunov a medida que aumentan las iteraciones,
se muestra en la figura 2.21.
Figura 2.21: Exponentes de Lyapunov Vs Iteraciones
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Exponentes de Lyapunov en la Aplicación Coseno
Se han calculado en diferentes intervalos del parámetro el valor de los exponentes de
Lyapunov. Para el intervalo −5 < ϕ < 5 el máximo valor es 5,1 (ver figura 2.22). En
este intervalo aparecen numerosos valores del parámetro en los que se tiene signos negati-
vos para el exponente de lyapunov.
Figura 2.22: Exponentes de Lyapunov - Aplicación Coseno (−5 < ϕ < 5)
En el intervalo −50 < ϕ < 50, 7,35 es el valor máximo (ver figura 2.23). Con valores
del parámetro ϕ < −10 y ϕ > 10 solo uno de los signos en el exponente de Lyapunov es
negativo, ocurre en ϕ = 14,777, valor del parámetro en que el sistema no se comporta de
forma caótica.
Nótese, además, que a medida que aumenta el parámetro en esta aplicación también lo
hace su correspondiente exponente de Lyapunov.
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Figura 2.23: Exponentes de Lyapunov - Aplicación Coseno (−50 < ϕ < 50)
El valor máximo en el intervalo −5000 < ϕ < 5000 es de aproximadamente 11,95 (ver
figura 2.24).
Figura 2.24: Exponentes de Lyapunov - Aplicación Coseno (−5000 < ϕ < 5000)
La figura 2.25 muestra solo una rama debido a que se toma el intervalo 0 < ϕ < 50000.
El máximo valor es de 14,32. El valor del exponente de Lyapunov sigue creciendo y los
valores negativos que se tienen en el intervalo −5 < ϕ < 5 ya no se tienen a medida que
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el parámetro aumenta. Esta es una caracterı́stica muy importante en el sistema debido que
se tiene un amplio margen en el que el parámetro se comporta siempre en forma caótica y
al momento en que el usuario tenga que escoger su clave, que en este caso es el valor del
parámetro, pueda tener una gran variedad de valores para escoger.
Figura 2.25: Exponentes de Lyapunov - Aplicación Coseno (0 < ϕ < 50000)
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Sistema de Encriptación Propuesto
El sistema de encriptación propuesto utiliza la dinámica no lineal de los generadores caóti-
cos analizados en el capı́tulo 2 y hace uso de la propiedad determinı́stica de los sistemas
dinámicos con la que es posible generar una misma secuencia cuasi-aleatoria conocien-
do las condiciones iniciales del sistema. Está secuencia permite el cifrado de los datos
en el momento en que estas se fusionan. En el artı́culo [30] citado en la bibliografı́a se
menciona textualmente: ... El comportamiento cuasi-aleatorio llamado caos es en esencia,
ruido determinı́stico.
Esta unión se llevará a cabo usando la propiedad de la operación lógica XOR demostrada
en (1.1). Por tal motivo los datos usados estarán representados de forma binaria.
3.1. Datos utilizados
El tipo de datos usado para realizar la encriptación son los siguientes:
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3.1.1. Imagen Utilizada
La imagen usada es la imagen conocida como Lena en escala de grises con un tamaño de
256x256 (ver en Anexo otros tipos de imágenes utilizadas) . Los pı́xeles de la imagen son
representados utilizando 8 bits (ver figura 3.1). De igual forma se puede usar la imagen a
color teniendo en cuenta que esta imagen es un arreglo de tres matrices que representan la
información de color rojo, verde y azul.
(a) Lena (b) Histograma
Figura 3.1: Imagen Utilizada
3.1.2. Texto Utilizado
El texto usado está representado en código ASCII utilizando 7 bits. El texto es el siguiente:
Encriptacion y Desencriptacion de Datos Usando Tecnicas Caoticas
PCI - Percepcion y Control Inteligente
ABC Dynamics - Analisis, Bifurcaciones y Control
Universidad Nacional de Colombia Sede Manizales
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3.2. Sistema de Encriptación y Desencriptación
Se propone utilizar el diagrama de flujo de la figura 3.2 como sistema de encriptación y
desencriptación debido a que la diferencia entre cifrar o descifrar la información se en-
cuentra en el tipo de entrada al sistema. Si se tiene datos planos (sin cifrar) a la entrada del
sistema el resultado en la salida serán datos cifrados y con datos cifrados a la entrada, la
salida tendrá datos planos.
Figura 3.2: Diagrama de Flujo Sistema
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Pasos detallados para el cifrado de la información:
1. Tomar los datos de entrada, imágenes o texto.
Como datos de entrada se tiene una imagen de 256x256 representada en escala de
grises y texto representado en código ASCII.
2. Vectorizar los datos y ponerlos en binario
Al vectorizar la información de la imagen se tiene un arreglo de 1x65536 datos re-
presentado en valores decimales desde 0 hasta 255 que determinan el nivel de gris de
cada pı́xel. Estos valores decimales se toman en su representación binaria utilizando
8 bits de precisión. Para texto se tiene también una representación en números deci-
males de 0 hasta 127. Al vectorizar se tiene un arreglo de 1x el número de letras o
sı́mbolos usados. Estos valores se pasan a binario usando 7 bits de representación.
3. Determinar las condiciones iniciales y parámetros del generador caótico
Estas condiciones son en definitiva la clave que el usuario da a su sistema de encripta-
ción. Por esto es muy importante escoger valores en los que el generador se comporta
de forma caótica. Para esto, en el capı́tulo 2, se realizó el análisis de cada generador.
Se hace muy útil usar esta información para escoger de manera apropiada los con-
diciones iniciales y los parámetros haciendo uso, por ejemplo, de los Exponentes de
Lyapunov.
4. Hacer a los valores dados por el generador.
El sı́mbolo , denominado rotación se propone en este sistema de encriptación, es
la forma de representar la idea con la que se quiere dar al sistema mayor sensibi-
lidad ante condiciones iniciales cercanas. Consiste en tomar la salida del generador
caótico utilizando 15 números enteros intercambiando su posición de atrás hacia ade-
lante. Con esto se busca que un pequeño cambio en el generador (representado por
un cambio en el número entero que determina las unidades), posiblemente dado por
una condición inicial cercana, tenga una gran repercusión en el sistema al ponerlo
como el entero con más peso de los 15 números enteros.
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Ejemplo: Supongamos que la salida del generador caótico usado ante una condición
inicial determinada es de: 0.123456789012345 y que se quiere hacer la operación de
rotación . Lo que se debe hacer el tomar los 15 números y ponerlos como enteros
y luego cambiar de posición, ası́:
Con una salida del generador de 0.123456789012345, se tiene: 123456789012345
poniéndolos como enteros, y haciendo la operación de rotación:
5. Calcular la operación mod( , 255 ) ó mod( , 127 ) y pasar a binario.
La operación mod toma el residuo de la división entre el dato de la operación anterior
y 255, esto con el fin de acotar los valores de la salida del generador para poderlos
acoplar con los datos de la imagen. Para una entrada de texto la operación mod se
hace usando 127 en lugar de 255.
6. Determinar la operación lógica XOR notada por ⊕ entre los datos de entrada y los
datos rotados
Esta operación determina el cifrado de los datos de entrada.
7. Pasar a decimal los datos encriptados y ordenar según el tipo de entrada.
Con esto se busca devolver los datos manipulados a su estado inicial con el fin de
representar los datos encriptados con una imagen de tamaño y extensión original.
Igualmente con el texto de igual tamaño y caracteres representados en código ASCII.
52
Capı́tulo 3. Sistema de Encriptación Propuesto
3.3. Análisis de Seguridad Usado
El análisis de seguridad del sistema es el último paso a seguir en la tarea del cifrado de
datos. Para esto se utilizará un análisis del espacio de clave, análisis de sensibilidad y
análisis de correlación.
3.3.1. Análisis de Espacio de Clave
El espacio de clave es un asunto fundamental es un sistema de encriptación. El usuario
debe escoger una clave dentro de los valores en que el generador se encuentra en régimen
caótico para que los datos sean cifrados apropiadamente. Cuanto más grande sea el espacio
de clave, el sistema puede soportar mejor los intentos de descifrado.
”...La seguridad de un criptosistema dependerı́a únicamente de su clave. No importa que
tan fuerte o bien diseñado sea el algoritmo de encriptación, si la clave es mal escogida o
el espacio de clave es pequeño, la criptosistema será fácilmente desecho” [1].
3.3.2. Análisis de Sensibilidad
En este análisis se busca el menor valor ∆ que sumado a la clave mantenga el cifrado de la
información. Por lo general este valor de ∆ es menor a 1 y alcanza valores de hasta 10−15.
3.3.3. Análisis de Correlación
Este análisis es usado en imágenes. Su objetivo es medir la correlación entre los pı́xeles
vecinos. Para encontrar la correlación entre dos pı́xeles adyacentes horizontales, verticales
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donde, x y y son los valores de los pı́xeles adyacentes en la imagen, E(x) es el valor espera-
do de x y D(x) la varianza de x [7].
Adicional a este análisis, que utiliza N pares de pı́xeles de la imagen, se tomarán M mues-
tras de este tipo con el fin de realizar algunas medidas estadı́sticas como el valor medio y
varianza del coeficiente de correlación en cada resultado. También se realizará el análisis
de correlación utilizando el entorno del pı́xel analizado, utilizando sus 3 y 8 vecinos más
cercanos como se muestra en la figura 3.3.




4.1. Sistema de Encriptación de Imágenes
La imagen utilizada es la presentada en el capı́tulo 4 (figura 3.1) conocida como Lena con
un tamaño de 256x256 en escala de grises. En cada uno de los generadores se muestran las
condiciones iniciales y valores de los parámetros usados. A la derecha de cada imagen se
muestra su respectivo histograma. Más adelante se muestra el análisis de seguridad hecho
a cada sistema de encriptación.
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4.1.1. Sistema Caótico de Chen como Generador
Parámetros: a = 38, b = 3,c = 28 - Condiciones iniciales: x(0) = 5, y(0) = 5, z(0) = 10
Figura 4.1: Encriptación Usando el Sistema Caótico de Chen
Figura 4.2: Desencriptación Usando el Sistema Caótico de Chen
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4.1.2. Sistema Caótico de Chua como Generador
Parámetros: α=10, β=16, C0=-0.143, C1=1 - x(0)=-0.01, y(0)=0.05, z(0)=-0.05
Figura 4.3: Encriptación Usando el Sistema Caótico de Chua
Figura 4.4: Desencriptación Usando el Sistema Caótico de Chua
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4.1.3. Aplicación Logı́stica como Generador
Parámetro: r = 3.95 - Condición inicial: X(0) = 0.1
Figura 4.5: Encriptación Usando la Aplicación Logı́stica
Figura 4.6: Desencriptación Usando la Aplicación Logı́stica
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4.1.4. Aplicación de Hénon como Generador
Parámetros: a = 1.4, b = 0.3 - Condiciones iniciales: X(0) = 1, Y (0) = 1
Figura 4.7: Encriptación Usando la Aplicación de Hénon
Figura 4.8: Desencriptación Usando la Aplicación de Hénon
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4.1.5. Aplicación Coseno como Generador
Parámetro: ϕ = 9876 - Condición inicial: X(0) = 0.5
Figura 4.9: Encriptación Usando la Aplicación Coseno
Figura 4.10: Desencriptación Usando la Aplicación Coseno
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4.2. Análisis de Seguridad
Para este análisis se mostrará los resultados obtenidos con cada generador caótico de forma
independiente. En el análisis de sensibilidad se muestra la imagen generada en el proce-
so de desencriptación con su respectivo histograma, moviendo el valor del parámetro o la
condición inicial según como se indique en cada gráfica. En el análisis de correlación se
muestran la imagen utilizada y las imágenes correspondientes a la correlación de los pı́xeles
horizontales, verticales y diagonales, al igual que su coeficientes de correlación. Para estos
ejercicios se ha tomado como referencia la imagen obtenida en el proceso de encriptación
anterior.
La figura 4.11 muestra el análisis de correlación de la imagen de entrada de todos los
sistema de encriptación.
Coeficiente de Correlación horizontal = 0.93701 - vertical = 0.96627 - diagonal = 0.91270
Figura 4.11: Correlación de la Imagen de Entrada
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4.2.1. Sistema Caótico de Chen como Generador
Análisis de Espacio de Clave
El espacio de clave es de: 34,5 < a < 42,5
Análisis de Sensibilidad
Sensibilidad parámetro = 10−14 - Sensibilidad Cond Inicial = 10−15
Figura 4.12: Sensibilidad Chen - a = 38.00000000000001




Coeficiente de Correlación horizontal =-0.03023 - vertical = 0.02320 - diagonal = 0.00256
Figura 4.14: Correlación Chen
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4.2.2. Sistema Caótico de Chua como Generador
Análisis de Espacio de Clave
El espacio de clave es de: −5 < α < ...
Análisis de Sensibilidad
Sensibilidad parámetro = 10−15 - Sensibilidad Cond Inicial = 10−16
Figura 4.15: Sensibilidad Chua - alpha = 10.000000000000001




Coeficiente de Correlación horizontal =-0.04067 - vertical = 0.01841 - diagonal =-0.03844
Figura 4.17: Correlación Chua
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4.2.3. Aplicación Logı́stica como Generador
Análisis de Espacio de Clave
El espacio de clave es de: 3,85 < r < 4
Análisis de Sensibilidad
Sensibilidad parámetro = 10−15 - Sensibilidad Cond Inicial = 10−16
Figura 4.18: Sensibilidad Logı́stica - r = 3.950000000000001




Coeficiente de Correlación horizontal = 0.08759 - vertical = 0.03899 - diagonal =-0.00486
Figura 4.20: Correlación Logı́stica
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4.2.4. Aplicación de Hénon como Generador
Análisis de Espacio de Clave
El espacio de clave es de: 0,056 < b < 0,315
Análisis de Sensibilidad
Sensibilidad parámetro = 10−16 - Sensibilidad Cond Inicial = 10−15
Figura 4.21: Sensibilidad Hénon - a = 1.4, b = 0.3000000000000001




Coeficiente de Correlación horizontal = 0.03541 - vertical = 0.01036 - diagonal =-0.01764
Figura 4.23: Correlación Hénon
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4.2.5. Aplicación Coseno como Generador
Análisis de Espacio de Clave
El espacio de clave es de:
 ... < ϕ < −5,8714,78 < ϕ < ...
Análisis de Sensibilidad
Sensibilidad parámetro = 10−15 - Sensibilidad Cond Inicial = 10−16
Figura 4.24: Sensibilidad Coseno - ϕ = 9876.000000000000001




Coeficiente de Correlación horizontal =-0.02475 - vertical =-0.00581 - diagonal = 0.00553
Figura 4.26: Correlación Coseno
La tabla 4.1 muestra en forma compacta los resultados de análisis de seguridad para el
sistema de encriptación de imágenes. Utilizando N = 1000 pı́xeles.
Tabla 4.1: Sensibilidad y Coeficiente de Correlación Imagen Encriptada
Generador Caótico Sensibilidad Coeficiente de Correlación
Parámetro Cond. Horizontal Vertical Diagonal
Chen 10−14 10−15 -0.03023 0.02320 0.00256
Chua 10−15 10−16 -0.04067 0.01841 -0.03844
Logı́stica 10−15 10−16 0.08759 0.03899 -0.00486
Hénon 10−16 10−15 0.03541 0.01036 -0.01764
Coseno 10−15 10−16 -0.02475 -0.00581 0.00553
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Como se puede apreciar en la tabla 4.1, el sistema de encriptación que presenta la mayor
sensibilidad del parámetro es el que usa el generador caótico de la Aplicación de Hénon,
con un valor de 10−16, seguido por los generadores caóticos de Chua, Aplicación Logı́stica
y Aplicación Coseno, con un valor de 10−15. La mayor sensibilidad de la condición ini-
cial se presenta usando el generador caótico de Chua, Aplicación Logı́stica y Aplicación
Coseno, con un valor de 10−16, seguido por los generadores caóticos de Chen y la Aplica-
ción de Hénon, con un valor de 10−15.
Con respecto al coeficiente de correlación, los resultados obtenidos son muy cercanos a
cero, estos valores son los esperados en un sistema de encriptación seguro. El sistema de
encriptación con el valor más cercano a cero en el coeficiente de correlación horizontal es
el que usa el generador caótico de la Aplicación Coseno, con un valor de −0,02475. El
coeficiente de correlación vertical más cercanos a cero es también el generador caótico de
la Aplicación Coseno, con un valor de −0,00581. Por último, el coeficiente de correlación
diagonal en el valor más cercano a cero se tiene con el generador caótico de Chen, con un
valor de 0,00256.
Las tablas 4.2 y 4.3 muestran el análisis de correlación utilizando N = 1000 pı́xeles de
la imagen, M = 10 y M = 100 muestras.
Tabla 4.2: Coeficiente de Correlación Imagen Encriptada (10 Muestras)
Generador Valor medio Coef. de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.03460 0.02200 0.02737 0.39x10−3 0.20x10−3 0.10x10−3
Chua 0.02588 0.01924 0.02495 0.23x10−3 0.26x10−3 0.24x10−3
Logı́stica 0.02588 0.01908 0.02911 0.28x10−3 0.19x10−3 0.32x10−3
Hénon 0.03059 0.02077 0.02732 0.43x10−3 0.60x10−3 0.32x10−3
Coseno 0.01837 0.03336 0.02969 0.49x10−3 0.44x10−3 0.47x10−3
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En la tabla 4.2 los generadores con menores coeficientes de correlación son: Horizontal,
la Aplicación Coseno con un valor medio de 0,01837 y varianza 0,49x10−3. Vertical, la
Aplicación Logı́stica con un valor medio de 0,01908 y varianza 0,19x10−3. Diagonal, el
generador de Chua con un valor medio de 0,02495 y varianza 0,24x10−3.
Tabla 4.3: Coeficiente de Correlación Imagen Encriptada (100 Muestras)
Generador Valor medio Coef. de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.02537 0.02564 0.02609 0.38x10−3 0.39x10−3 0.32x10−3
Chua 0.02478 0.03029 0.02814 0.41x10−3 0.42x10−3 0.43x10−3
Logı́stica 0.02868 0.02714 0.02333 0.49x10−3 0.37x10−3 0.35x10−3
Hénon 0.02529 0.02709 0.02160 0.38x10−3 0.37x10−3 0.28x10−3
Coseno 0.02328 0.02911 0.02465 0.33x10−3 0.46x10−3 0.27x10−3
En la tabla 4.3 los generadores con menores coeficientes de correlación son: Horizontal,
la Aplicación Coseno con un valor medio de 0,02328 y varianza 0,33x10−3. Vertical, el
generador de Chen con un valor medio de 0,02564 y varianza 0,39x10−3. Diagonal, Apli-
cación de Hénon con un valor medio de 0,02160 y varianza 0,28x10−3.
La tabla 4.4 muestra los resultados de correlación de la imagen encriptada utilizando los 3
vecinos del pı́xel analizado (N = 1000 pı́xeles).
Tabla 4.4: Coeficiente de Correlación Imagen Encriptada - 3 Vecinos
Generador Caótico Coeficiente de Correlación
Horizontal Vertical Diagonal
Chen 0.04020 0.02775 0.01278
Chua 0.01973 0.02479 0.01042
Logı́stica 0.02335 0.02957 0.03645
Hénon 0.00770 0.01381 0.05254
Coseno 0.00433 0.02389 0.03646
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El sistema de encriptación con el valor más cercano a cero en el coeficiente de correlación
horizontal es el que usa el generador caótico de la Aplicación Coseno, con un valor de
0,00433. El coeficiente de correlación vertical más cercanos a cero es el generador caótico
de la Aplicación de Hénon, con un valor de −0,01381. Por último, el coeficiente de corre-
lación diagonal en el valor más cercano a cero se tiene con el generador caótico de Chua,
con un valor de 0,01042.
Las tablas 4.5 y 4.6 muestran el análisis de correlación utilizando N = 1000 pı́xeles de
la imagen, M = 10 y M = 100 muestras.
Tabla 4.5: Coeficiente de Correlación Imagen Encriptada - 3 Vecinos (10 Muestras)
Generador Coeficiente de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.02150 0.02053 0.02196 0.33x10−3 0.25x10−3 0.17x10−3
Chua 0.02268 0.02530 0.03005 0.32x10−3 0.27x10−3 0.22x10−3
Logı́stica 0.02465 0.02453 0.02249 0.40x10−3 0.40x10−3 0.55x10−3
Hénon 0.03926 0.01615 0.02912 0.19x10−3 0.22x10−3 0.15x10−3
Coseno 0.02621 0.02264 0.02201 0.68x10−3 0.19x10−3 0.21x10−3
En la tabla 4.5 los generadores con menores coeficientes de correlación son: Horizontal,
el generador de Chen con un valor medio de 0,02150 y varianza 0,33x10−3. Vertical, la
Aplicación de Hénon con un valor medio de 0,01908 y varianza 0,22x10−3. Diagonal, el
generador de Chua con un valor medio de 0,02201 y varianza 0,21x10−3.
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Tabla 4.6: Coeficiente de Correlación Imagen Encriptada - 3 Vecinos (100 Muestras)
Generador Valor medio Coef. de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.02430 0.02444 0.02437 0.32x10−3 0.28x10−3 0.29x10−3
Chua 0.03061 0.02624 0.02431 0.51x10−3 0.34x10−3 0.33x10−3
Logı́stica 0.02395 0.02641 0.02838 0.36x10−3 0.35x10−3 0.42x10−3
Hénon 0.02726 0.02765 0.02674 0.40x10−3 0.34x10−3 0.45x10−3
Coseno 0.02893 0.02879 0.02423 0.44x10−3 0.44x10−3 0.28x10−3
En la tabla 4.6 los generadores con menores coeficientes de correlación son: Horizontal,
la Aplicación Logı́stica con un valor medio de 0,02395 y varianza 0,36x10−3. Vertical, el
generador de Chen con un valor medio de 0,02444 y varianza 0,28x10−3. Diagonal, la Apli-
cación Coseno con un valor medio de 0,02423 y varianza 0,28x10−3.
La tabla 4.7 muestra los resultados de correlación de la imagen encriptada utilizando los 8
vecinos del pı́xel analizado (N = 1000 pı́xeles).
Tabla 4.7: Coeficiente de Correlación Imagen Encriptada - 8 Vecinos
Generador Caótico Coeficiente de Correlación
Horizontal Vertical Diagonal
Chen 0.03322 0.00999 0.01593
Chua 0.05124 0.03620 0.00249
Logı́stica 0.04386 0.01609 0.00436
Hénon 0.03470 0.03979 0.01396
Coseno 0.00787 0.00079 0.01954
El sistema de encriptación con el valor más cercano a cero en el coeficiente de correlación
horizontal es el que usa el generador caótico de la Aplicación Coseno, con un valor de
0,00787. El coeficiente de correlación vertical más cercanos a cero es también generador
caótico de la Aplicación Coseno, con un valor de 0,00079. Por último, el coeficiente de
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correlación diagonal en el valor más cercano a cero se tiene con el generador caótico de
Chua, con un valor de 0,00249.
Las tablas 4.8 y 4.9 muestran el análisis de correlación utilizando N = 1000 pı́xeles de
la imagen, M = 10 y M = 100 muestras.
Tabla 4.8: Coeficiente de Correlación Imagen Encriptada - 8 Vecinos (10 Muestras)
Generador Coeficiente de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.02287 0.02093 0.03154 0.14x10−3 0.12x10−3 0.28x10−3
Chua 0.02943 0.01854 0.02330 0.33x10−3 0.39x10−3 0.15x10−3
Logı́stica 0.02723 0.02532 0.02529 0.43x10−3 0.18x10−3 0.19x10−3
Hénon 0.02882 0.02580 0.03364 0.64x10−3 0.48x10−3 0.48x10−3
Coseno 0.01626 0.02781 0.03536 0.10x10−3 0.25x10−3 0.50x10−3
En la tabla 4.8 los generadores con menores coeficientes de correlación son: Horizontal,
la Aplicación Coseno con un valor medio de 0,01626 y varianza 0,10x10−3. Vertical, la
Aplicación de Hénon con un valor medio de 0,01854 y varianza 0,39x10−3. Diagonal, el
generador de Chua con un valor medio de 0,02330 y varianza 0,15x10−3.
Tabla 4.9: Coeficiente de Correlación Imagen Encriptada - 8 Vecinos (100 Muestras)
Generador Valor medio Coef. de Correlación Varianza Coef. de Correlación
Horizontal Vertical Diagonal Horizontal Vertical Diagonal
Chen 0.02533 0.02869 0.02520 0.52x10−3 0.48x10−3 0.35x10−3
Chua 0.02765 0.02666 0.02621 0.39x10−3 0.44x10−3 0.46x10−3
Logı́stica 0.02457 0.02437 0.02611 0.50x10−3 0.43x10−3 0.46x10−3
Hénon 0.02438 0.02681 0.02588 0.39x10−3 0.48x10−3 0.33x10−3
Coseno 0.02498 0.02900 0.02504 0.31x10−3 0.42x10−3 0.34x10−3
En la tabla 4.9 los generadores con menores coeficientes de correlación son: Horizontal,
la Aplicación de Hénon con un valor medio de 0,02438 y varianza 0,39x10−3. Vertical, la
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Aplicación Logı́stica con un valor medio de 0,02437 y varianza 0,43x10−3. Diagonal, la
Aplicación Coseno con un valor medio de 0,02504 y varianza 0,34x10−3.
4.3. Comparación Sistemas de Encriptación
4.3.1. Sensibilidad
La tabla 4.10 muestra la comparación del análisis de sensibilidad de los sistemas de encrip-
tación citados en la bibliografı́a con relación al sistema de encriptación propuesto.
La resultados que se muestran al final de la tabla son los obtenidos con el sistema de en-
criptación propuesto en este trabajo utilizando los Generadores caóticos de Chen, Chua,
Aplicación Logı́stica, Hénon y Coseno.
Tabla 4.10: Comparación Sistemas de Encriptación - Sensibilidad










Los artı́culos citados en la tabla 4.10 son:
[11] Titulo: A New Chaotic Algorithm for Image Encryption. Autores: H. Gao, Y. Zhang,
S. Liang and D. Li. State Key Laboratory of Plastic Forming Simulation, Huazhong
University of Science and Technology, China. Año: 2005.
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[13] Titulo: Chaos-based image encryption algorithm. Autores: Z. Guan, F. Huang and
W. Guan. Department of Control Science and Engineering, Huazhong University of
Science and Technology, China - Department of Electric and Computer Engineering
of Waterloo, Canada. Año: 2005.
[34] Titulo: An Image Encryption Scheme Based on Chaotic Systems. Autores: H. Xiao,
G. Zhang. School of Computer Science and Engineering - School of Mathematical
Sciences , South China University of Technology, China. Año: 2006.
[37] Titulo: The Application of Chaotic Maps in Image Encryption. Autores: J. Zou, C.
Xiong, D. Qi and R. Ward. College of Electrical Engineering, Zhongshan University,
China - Department of Electrical and Computer Engineering, University of British
Columbia, Canada. Año: 2005
El menor valor de sensibilidad en la tabla 4.10 es 10−16 que se presenta en el sistema de
encriptación propuesto usando como generador caótico la Aplicación de Hénon. El menor
valor de sensibilidad el los sistemas de encriptación en la bibliografı́a es de 10−15
4.3.2. Coeficiente de Correlación
La tabla 4.11 muestra la comparación de resultados, utilizando la imagen de Lena en escala
de grises, de sistemas de encriptación citados en la bibliografı́a con relación al sistema de
encriptación propuesto.
La resultados que se muestran al final de la tabla son los obtenidos con el sistema de en-
criptación propuesto en este trabajo utilizando los Generadores caóticos de Chen, Chua,
Aplicación Logı́stica, Hénon y Coseno.
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Tabla 4.11: Comparación Sistemas de Encriptación - Coeficiente de Correlación
Sistema de Encriptación Coeficiente de Correlación
Horizontal Vertical Diagonal
[10] 0.0361 0.0022 0.0324
[11] -0.01589 -0.06538 -0.03231
[34] -0.020859 -0.024583 0.009668
[37] 0.01183 0.00872 0.01527
Chen -0.03023 0.02320 0.00256
Chua -0.04067 0.01841 -0.03844
Logı́stica 0.08759 0.03899 -0.00486
Hénon 0.03541 0.01036 -0.01764
Coseno -0.02475 -0.00581 0.00553
Los artı́culos citados en la tabla 4.11 son:
[10] Titulo: An Image Encryption Algorithm Based on Mixed Chaotic Dynamic Systems
and External Keys. Autores: P. Fei, S. Qiu and L. Min. Electronic and Information
College, South China University of Technology. Año: 2005.
[11] Titulo: A New Chaotic Algorithm for Image Encryption. Autores: H. Gao, Y. Zhang,
S. Liang and D. Li. State Key Laboratory of Plastic Forming Simulation, Huazhong
University of Science and Technology, China. Año: 2005.
[34] Titulo: An Image Encryption Scheme Based on Chaotic Systems. Autores: H. Xiao,
G. Zhang. School of Computer Science and Engineering - School of Mathematical
Sciences , South China University of Technology, China. Año: 2006.
[37] Titulo: The Application of Chaotic Maps in Image Encryption. Autores: J. Zou, C.
Xiong, D. Qi and R. Ward. College of Electrical Engineering, Zhongshan University,
China - Department of Electrical and Computer Engineering, University of British
Columbia, Canada. Año: 2005
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En la tabla 4.11, se cuenta con valores cercanos a cero del coeficiente de correlación hori-
zontal, vertical y diagonal en cada uno de los sistemas de cifrado.
4.4. Sistema de Encriptación de Texto
El texto utilizado es el presentado en el capı́tulo 4, código ASCII utilizando 7 bits. En cada




4.4.1. Sistema Caótico de Chen como Generador
Parámetros: a = 38, b = 3,c = 28 - Condiciones iniciales: x(0) = 5, y(0) = 5, z(0) = 10
Encriptación Usando el Sistema Caótico de Chen
• Texto de Entrada:
• Texto de Salida:
Desencriptación Usando el Sistema Caótico de Chen
• Texto de Entrada:
• Texto de Salida:
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4.4.2. Sistema Caótico de Chua como Generador
Parámetros: α=10, β=16, C0=-0.143, C1=1 - x(0)=-0.01, y(0)=0.05, z(0)=-0.05
Encriptación Usando el Sistema Caótico de Chua
• Texto de Entrada:
• Texto de Salida:
Desencriptación Usando el Sistema Caótico de Chua
• Texto de Entrada:
• Texto de Salida:
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4.4.3. Aplicación Logı́stica como Generador
Parámetro: r = 3.95 - Condición inicial: X(0) = 0.1
Encriptación Usando la Aplicación Logı́stica
• Texto de Entrada:
• Texto de Salida:
Desencriptación Usando la Aplicación Logı́stica
• Texto de Entrada:
• Texto de Salida:
83
Capı́tulo 4. Resultados
4.4.4. Aplicación de Hénon como Generador
Parámetros: a = 1.4, b = 0.3 - Condiciones iniciales: X(0) = 1, Y (0) = 1
Encriptación Usando la Aplicación de Hénon
• Texto de Entrada:
• Texto de Salida:
Desencriptación Usando la Aplicación de Hénon
• Texto de Entrada:
• Texto de Salida:
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4.4.5. Aplicación Coseno como Generador
Parámetro: ϕ = 9876 - Condición inicial: X(0) = 0.5
Encriptación Usando la Aplicación Coseno
• Texto de Entrada:
• Texto de Salida:
Desencriptación Usando la Aplicación Coseno
• Texto de Entrada:
• Texto de Salida:
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4.5. Análisis de Seguridad
En este caso se tiene como análisis de seguridad el análisis de sensibilidad debido a que el
análisis de correlación está ligado a las imágenes por la naturaleza que presentan los pı́xeles
vecinos, la tabla 4.12 muestra los resultados obtenidos.










4.6. Cómo escoger la clave
Como ya se ha mencionado, se hace necesario utilizar una clave que se encuentre dentro
del rango en que el sistema se comporta de forma caótica. Por este motivo se utilizará los
resultados obtenidos en el capı́tulo 2 en donde se muestra el análisis dinámico de los gene-
radores caóticos utilizando los exponentes de Lyapunov con el fin de delimitar el rango del
parámetro.
La tabla 4.13 muestra los rangos seguros de los parámetros y las condiciones iniciales
en los que los generadores caóticos usados presentan comportamiento caótico.
Tabla 4.13: Rangos Seguros de los Parámetro y Condiciones Iniciales
Generador Caótico Parámetro Condición Inicial
Chen 34.5 < a < 42.5
−20 < X0, Y0 < 20
10 < Z0 < 40
Chua -5 < α < ...
−0,5 < X0 < 0,5
−0,1 < Y0 < 0,1
−0,8 < Z0 < 0,8
Logı́stica 3.85 < r < 4 0 < X0 < 1
Hénon 0.056 < b < 0.315 -2 < X0,Y0 < 2
Coseno
... < ϕ < −5,87
14,78 < ϕ < ...
0 < X0 < 1
[13], [21], [34], [11], [26], [6], [36], [27], [31], [33], [18], [14], [3], [17], [8], [29], [28],




... Se hizo necesaria la unión de diferentes conceptos y teóricas con el fin de lograr el
sistema de encriptación propuesto. Todas las piezas utilizadas conforman esta idea que
fusiona lo teórico con lo experimental, lo que se muestra como resultado es un trabajo que
intenta innovar con sus ideas sostenido por otras que han sido ampliamente aceptadas por
los investigadores en el mundo. Cada paso combina el sustento matemático con un poco
de imaginación.
Los sistemas dinámicos aportan las secuencias pseudo-aleatorias que los sistemas de
cifrado necesitan en los sistemas de comunicación usados en la actualidad; son una
fuerte herramienta en continuo crecimiento que utiliza tanto los parámetros como
su condición inicial para producir salidas cuyo comportamiento es en esencia ruido
determinı́stico [30].
Un sistema de encriptación que utiliza un sistema caótico es tan fuerte como amplio
es su espacio de clave, es indispensable que el usuario tenga la posibilidad de escoger
con un buen rango la clave que tendrán sus datos cifrados.
En la medida en que sea posible aumentar la precisión numérica del cálculo de la




La operación rotación mejora la seguridad del sistema de encriptación. Esto debido a
que un pequeño cambio afecta al número con menor peso de la salida del generador
(en este caso el número con un peso de 10−15) y este número, utilizando la operación
rotación, pasa a tener un peso de 1015 que hace que la operación modulo tenga salidas
aún más cuasi-aleatorias, permitiendo un mejor cifrado de la información.
Independiente del generador caótico utilizado, el sistema de encriptación entrega re-
sultados absolutamente confiables que pueden ser utilizados en sistemas de cifrado
de empresas a nivel práctico en cualquiera de sus sistemas de comunicación.
La Aplicación Coseno en comparación con los otros generadores caóticos utilizados,
presenta las mejores propiedades que requiere un usuario de un sistema de encripta-
ción dado el amplio espacio de clave, sensibilidad y altos valores del exponente de




Se tienen algunas ideas para ser desarrolladas como trabajo futuro:
Abrir el estudio dinámico de nuevos sistemas continuos y discretos que presenten
diferentes comportamientos para ser usados en tareas como la que se muestra en este
trabajo o por ejemplo en control de caos.
Modificar la operación rotación, mostrada en este trabajo, para que pueda tener nue-
vos comportamientos ente una entrada especı́fica. Es posible hacer que esta función
realiza nuevos tipos de rotaciones dependiendo del dato de entrada, haciendo uso
de un nuevo generador caótico que determine estas posiciones. Esto datos podrán
nuevamente ser generados en el sistema de desencriptación.
Reemplazar la operación de modulo por otra que permita de igual forma delimitar
los datos de la salida de la operación de rotación, por ejemplo serı́a posible usar una
normalización.
Utilizar la Aplicación Coseno, presentada por primera vez en este trabajo, utilizando
una segunda o tercera dimension. Esto seguramente aumentarı́a la aleatoriedad de los
datos de salida.
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[22] M. Lucena. Criptografı́a y Seguridad en Computadores.
[23] A. Palacios and H. Juarez. Cryptography with cycling chaos. ELSEVIER Phiysics
Letters A, 2002.
[24] N. Pareek, V. Patidar, and K. Sud. Discrete chaotic cryptography using external key.
ELSEVIER Phiysics Letters A, 2003.
[25] T. Parker and L. Chua. Practical Numeric Algorithms for Chaotic Systems. Springer-
Verlag, New York, 1989.
[26] N. Pereek, V. Patidar, and K. Sud. Image encryption using chaotic logistic map.
ELSEVIER Image Vision Computing, 2006.
[27] R. Rivest. The rc5 encryption algorithm. MIT Laboratory for Computer Science.
[28] C. E. SHANNON. Communication theory of secrecy systems.
[29] C. E. SHANNON. A mathematical theory of communication. The Bell System Tech-
nical Journal, Vol. 27, 1948.
[30] C. Silva and A. Young. Introduction to chaos-based communications and signal pro-
cessing. IEEE, 2000.
[31] M. Sobhy and A. Shehata. Chaotic algoritm for data encryption. IEEE, 2001.
[32] T. Veta and G. Chen. Bifurcation and chaos of chen’s equation. IEEE International
Symposium on Circuits and Systems, 2000.
[33] K. Wong. A fast chaotic scheme with dynamic look-up table. ELSEVIER Phiysics
Letters A, 2002.
[34] H. Xiao and G. Zhang. An image encryption scheme based on chaotic systems. Da-
lian, 2006.




[36] B. Zhang. Simulation of optical xor encryption using matlab. IEEE AFRICON, 2004.





A continuación se muestran la encriptación y análisis de correlación. Cada imagen es cifra-
da utilizando un generador caótico diferente para no hacer extensa la sección. La mayor par-
te de las imágenes son tomadas de la base de datos USC-SIPI (http://sipi.usc.edu/database/).
(a) Universidad Nacional (b) Cruz
(c) Airplane F16 (d) Fishing Boat
A–1
Capı́tulo 7. Anexos
(e) Tiffany (f) Camera Man
(g) Mandrill (h) Moon Surface
(i) Peppers (j) Airplane U2
A–2
Capı́tulo 7. Anexos
Figura 7.1: Encriptación - Chen
Figura 7.2: Encriptación - Chua
A–3
Capı́tulo 7. Anexos
Figura 7.3: Encriptación - Logı́stica
Figura 7.4: Encriptación - Hénon
A–4
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Figura 7.5: Encriptación - Coseno
Figura 7.6: Encriptación - Chen
A–5
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Figura 7.7: Encriptación - Chua
Figura 7.8: Encriptación - Logı́stica
A–6
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Figura 7.9: Encriptación - Hénon
Figura 7.10: Encriptación - Coseno
A–7
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Tabla 7.1: Correlación Imagen Utilizada
Imagen Coeficiente de Correlación
Horizontal Vertical Diagonal
Universidad Nacional 0.96758 0.95500 0.93085
Cruz 0.93520 0.96532 0.89942
Airplane F16 0.92871 0.92208 0.86387
Fishing Boat 0.89213 0.90867 0.84549
Tiffany 0.88642 0.91718 0.86030
Camera Man 0.95539 0.95822 0.91828
Mandrill 0.75419 0.69344 0.69359
Moon Surface 0.89840 0.94026 0.90178
Peppers 0.95586 0.96922 0.93196
Airplane U2 0.95661 0.97707 0.95585
Tabla 7.2: Correlación Imagen Encriptada
Imagen Coeficiente de Correlación
Horizontal Vertical Diagonal
Universidad Nacional -0.04198 -0.02628 -0.00727
Cruz 0.01878 0.04122 -0.00944
Airplane F16 0.00833 0.00184 -0.00070
Fishing Boat -0.02010 -0.00597 0.01677
Tiffany 0.00106 0.01381 -0.00358
Camera Man -0.03681 -0.04562 -0.02806
Mandrill -0.02473 -0.03765 -0.04636
Moon Surface -0.01705 0.02731 -0.05466
Peppers 0.01493 0.04457 0.03281
Airplane U2 0.02584 -0.00867 -0.00231
A–8
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Tabla 7.3: Correlación Imagen Encriptada - 3 Vecinos
Imagen Coeficiente de Correlación
Horizontal Vertical Diagonal
Universidad Nacional 0.00622 0.03245 0.01519
Cruz 0.000158 0.00345 0.01198
Airplane F16 0.04883 0.00154 0.00728
Fishing Boat 0.00664 0.04208 0.00868
Tiffany 0.02151 0.00111 0.01559
Camera Man 0.01841 0.03392 0.00875
Mandrill 0.00132 0.00474 0.01391
Moon Surface 0.01365 0.04451 0.00051
Peppers 0.00271 0.01248 0.00772
Airplane U2 0.03484 0.02087 0.00319
Tabla 7.4: Correlación Imagen Encriptada - 8 Vecinos
Imagen Coeficiente de Correlación
Horizontal Vertical Diagonal
Universidad Nacional 0.05269 0.06265 0.02164
Cruz 0.03309 0.01024 0.01271
Airplane F16 0.05241 0.02255 0.01096
Fishing Boat 0.00423 0.00651 0.03915
Tiffany 0.02785 0.02433 0.02483
Camera Man 0.02152 0.01627 0.02933
Mandrill 0.00178 0.03829 0.00186
Moon Surface 0.00065 0.00875 0.02616
Peppers 0.02228 0.05164 0.05272
Airplane U2 0.00922 0.00180 0.04043
A–9
