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Обозначения и определения 
  
F(х) = P{Х ≤ х} обозначает функцию распределения случайной величины 
(с.в.) Х; 
Соответствующая  F(х) плотность распределения  f(х) обозначается с 
маленькой буквы; 
 
Будем говорить, что случайная величина Х  имеет  
 
 экспоненциальное распределение с параметром   (далее будем 
обозначать   ), если плотность распределения Х представляется в 
виде:  
  







xxf exp1 , если 0x , и   0xf , иначе; 
 геометрическое распределение с параметром р (далее будем 
обозначать Geo(р)), если распределение Х  представляется в виде:  
   ррnX п   11 , где 2,... ,1п ; 
 распределение Гумбеля, если её функция распределения представляется 
в виде: 
    xxF  expexp ,  x ;  
 стандартное нормальное распределение, если её плотность 
представляется в виде: 
  






2
exp
2
1 2xxf

,  x ;  
 x обозначает функцию стандартного нормального распределения.  
 отрицательное биномиальное распределение с параметрами  р, r если 
распределение Х  представляется в виде:  
   rпnn ррСnX 
 111-r+ , где 2,... ,1п . 
Буквы  n, k, i, j  будут использоваться для обозначения целых чисел. 
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       Теория рекордов является в настоящее время активно развивающейся 
областью теории вероятностей и математической статистики. Существенный 
интерес представляет рассмотрение и изучение новых рекордных схем. 
Настоящая выпускная квалификационная работа посвящена рассмотрению 
некоторых нестационарных рекордных схем. Получен ряд новых результатов 
для таких рекордных моделей. 
 
1 Введение 
1.1 Классическая рекордная схема в случае непрерывных 
рекордных величин 
 
       Пусть  1, kX k  - независимые случайные величины (с.в.). Определим 
новые последовательности с.в.- верхние рекордные моменты L(n) и верхние 
рекордные величины Х(n) следующим образом: 
 
                                                 L(0) =0,  L(1) =1,                                          (1.1.1) 
L(n+1)=min{j >L(n) : Xj  >XL(n)}, 
X(n)= XL(n) ,   n≥1.                 
       Нижние рекордные моменты l(n)  и нижние рекордные величины x(n) 
определяются аналогично, путем замены в (1.1.1)  второго знака неравенства 
на противоположный. Далее будут рассматриваться только верхние 
рекордные моменты и рекордные величины (слово ”верхние” будем 
опускать), так как,  если вместо исходной последовательности  1, kX k  
взять  1,  kXY kk ,  то все результаты для верхних рекордов естественным 
образом переписываются для нижних рекордов.  
 
       Далее определим k-рекордные моменты L(n, k) и k-рекордные величины 
X(n, k): 
                                              L(0, k) = 0,   L(1, k) = k,                                 (1.1.2)                  
L(n+1)=min{j >L(n, k): Xj  >X j-k, j-1},                           
X(n, k)=XL(n, k)- k+1,   n≥1,                 
где Xk, m означает k-порядковую статистику,  построенного по с.в.  X1,.. , X m,  
вариационного ряда: 
 
X1, m ≤  X2, m ≤ … ≤ X k, m  ≤ … ≤ X m,m  . 
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Заметим, что при k =1 определения (1.1.2) и (1.1.1) суть одно и то же. 
 
       Определим также межрекордные времена  (n, k): 
 
                                        (n, k)= L(n, k) - L(n-1, k) , n≥1,                             (1.1.3)                  
 
Также для k-рекордов определим рекордные индикаторы ζn(k) следующим 
образом: 
                                   ζn(k) =



 
иначе
XXесли nknn
,0
>,1 1, ,  n≥ k.                              (1.1.4)                  
Другими словами,  ζn(k) =1, если найдется такое т, для которого  Xn= X(т, k). 
Для индикаторов k-рекордов сформулируем следующий важный 
результат. 
  
Теорема 1.1.1 (Renyi (1962)).  Для   независимых с.в.  1, пX п , имеющих 
общую непрерывную функцию распределения F, и для любого натурального 
k индикаторы   kпkп ,  независимы  и верно равенство: 
 
                                      P{ζn(k) = 1}= n
k ,  k≥1,     n≥ k.                               (1.1.5) 
 
       Из теоремы 1.1 следует, что L(1, k), L(2, k), … образуют цепь Маркова с 
переходными вероятностями вида: 
 
                P{L(n+1, k)=s | L(n, k)=m}=    
   ssm
kkskm
1...1+
1-...-1+

 .                         (1.1.6)   
 
Совместное распределение L(1, k), …, L(n, k) представляется выражением: 
 
           P{L(1, k)=k, L(2, k)=m(2), …, L(n, k)= m(n)}=
    



n
i
k
nm
n
kimC
k
2
1
,         (1.1.7)     
где  
 
  !!
!
knmk
nmC k nm

   . 
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       Наряду с рекордными моментами, введем в рассмотрение с.в. N(n, k), 
обозначающие число рекордов в последовательности  X1, X2, ...  . Связь 
между N(m, k)  и L(n, k) демонстрируют соотношения: 
 
                           P{L(n, k) > m}= P{N(m, k) < n},                              (1.1.8)                  
                       P{L(n, k) = m}= P{N(m-1, k)= n -1, N(m, k)= n}.                    (1.1.9)                  
 
Имеет место представление N(m, k) в виде суммы независимых индикаторов: 
 
                               N(m, k) = ζk (k) +…+ ζm(k).                                   (1.1.10) 
 
При  помощи ЦПТ для независимых и ограниченных с.в. из (1.1.10), 
применяя стандартную технику, можно получить асимптотическое 
соотношение следующего вида: 
 
                      
  2/1
12/1
log
log<log,sup
n
kCxnkxnkknN
x
 ,     n ,        (1.1.11) 
где  kC1  -  зависящая от k константа. 
 
Воспользовавшись соотношением (1.1.8) ,  из (1.1.11) получаем 
асимптотическую нормальность случайных  величин Т(n)=  knL ,log : 
 
                        
n
kCxnxnknLk
x
2< - ,logsup  ,        n .                (1.1.12) 
 
       Теперь рассмотрим в сравнении моментные характеристики рекордов и        
k-рекордов.  
В случае обычных рекордов из теоремы 1.1.1  получаем: 
 
        P{ L(2) =i}= P{ L(2) >i-1}- P{ L(2) >i}= 
 1
11
1
1


 iiii
,  i≥1.           (1.1.13) 
 
Откуда следует, что EL(2)=   и тем более EL(n)=  . 
В случае же k-рекордов  справедливо следующее соотношение: 
                                          
  11
,


 n
n
k
kknL , n1, k2 ,                             (1.1.14) 
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                         
      22
2
11 11
+
2
1,D





 n
n
n
n
n
n
k
k
k
k
k
kkknL , n1, k3.               (1.1.15) 
 
 Из (1.1.14) следует, что EL(n, k) <  при k ≥2 , а из (1.1.15) - DL(n, k) <  при  
k ≥3. Это важное свойство k-рекордных моментов дает преимущество их 
использования в статистических критериях.  
  
       Сформулируем несколько результатов, относящихся к распределению 
рекордных величин, построенных по последовательности независимых 
случайных величин с общей функцией распределения. 
Представление 1.  Пусть  1, пX п  - с.в., имеющие общую непрерывную 
функцию распределения  F,  1, пZ п - E(1) - распределенные с.в.. Тогда для 
любых k≥1, n ≥1 верно следующее равенство: 
 
                      (X(1, k), … , X(n, k)) 
d
  (H(Z(1, k)), … , H(Z(n, k))) ,              (1.1.16) 
где H(x)= F -1(1- exp(-x)), а F -1 - функция, обратная к функции распределения 
F, которая определяется следующим образом:     yxFxyF   :inf1 . Знак  
 ” 
d
  ”   означает  равенство по распределению. 
 
 
Представление 2.  Пусть  1, пZ п - E(1)-распределенные с.в.. Тогда для 
любых k≥1, n ≥1верно, что         
        
                  (Z(1, k), … , Z(n, k)) 
d
 





kkk
n +...++,...,+, 21211 ,                  (1.1.17) 
где ,... , 21   - независимые E(1)-распределенные с.в..  
Как следствие (1.1.17) получаем, что в условиях представления 1 верно 
равенство: 
             (Х(1, k), … , Х(n, k)) 
d
 























k
H
k
H
k
H n +...++...,,+, 21211 .     (1.1.18) 
         
Применяя данное представление, можно доказать, что рекордные величины  
Х(1, k), Х(2, k), … образуют цепь Маркова и верно равенство: 
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                                    P{ X(n +1, k) | X(n, k) =y}=  
 
k
yF
xF








1
1   .                   (1.1.19) 
Из (1.1.18) также следует выражение, связывающее обычные и k-рекордные 
величины: 
         (Х(1, k), … , Х(n, k)) 
d
  (Y1(1), … , Yn(n)) ,    k≥1, n ≥1, 
 
где с.в. Y1, Y2,… определяются следующим образом: 
Y1=min(Х1, …, Хk) , Y2=min(Хk+1, …, Х2k) ,…    . 
 
В дальнейшем нам понадобится также следующее  представление для 
порядковых статистик Z1,n ≤ …≤ Zn,n , построенных по независимым E(1)-
распределенным с.в.  Z1, …,Zп .  
 
Представление 3.   
                  (Z1,n, … , Z n,n) 
d
 






nnnnnn

 +
1
+,...,
1
+, 21211 ,      n ≥1 .           (1.1.20) 
 
       Приведем также некоторые важные результаты для рекордных величин в 
случае дискретных распределений. Не умаляя общности, будем считать, что 
распределение задано на множестве натуральных чисел. Также 
предположим, что распределение не имеет такой точки х, для которой 
выполнялось бы следующее: 
 
                                                      1<<  хXхX .                                 (1.1.21) 
 
Условие (1.1.21) необходимо для того, чтобы с вероятностью единица для 
любого n были определены Х(n). 
 
        Определим рекордные индикаторы п , принимающие значение равное 
единице, если существует такое т,  для которого X(т)=Хп. Сформулируем 
следующий результат. 
 
Теорема 1.1.2(Shorrock(1972)). Рекордные индикаторы  1, пп  независимы 
и справедливо равенство: 
 
                                          
  
   | | 1
пX
пX
пXпXп


    .                     (1.1.22) 
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Эта теорема позволяет представить распределение Х(n) в виде суммы 
независимых индикаторов и, применяя ЦПТ, получить асимптотические 
соотношения для Х(n). 
Ограничимся здесь ещё одним представлением.  
 
Представление (Shorrock). Пусть  1, пYп - Geo(1)-распределенные с.в.. 
Тогда для любых k≥1, n ≥1верно, что 
Y(n) 
d
 n +...++ 21 , 
               
где 1, пn  - Geo(1)-распределенные независимые с.в.. 
 
       Рассмотрим также предельное поведение рекордных величин. 
Сформулируем следующий важный результат. 
 
Теорема 1.1.3. Предельная функция T распределения  надлежащим образом 
центрированных и нормированных рекордных величин Х(n)  имеет 
следующий вид: 
                                                     T(x)= (gk(x)),                                           (1.1.23) 
 
где k=1,2,3 и gk(x) одна из функций следующих трех типов:             
   
g1(x)=x,          
g2(x)= log x,  >0, если x>0,           и g2(x)=-  , если x<0,      
g3(x)=- log (-x),  >0, если x<0,      и  g3(x)=   , если x>0.  
 
 
1.2 Неклассические рекордные схемы 
 
       Выше мы рассмотрели классическую схему, в рамках которой изучаются  
рекордные значения в последовательностях независимых и одинаково 
распределенных с.в.,  и изложили некоторые  важные результаты для неё. 
Теперь перейдем к рассмотрению неклассических схем.  
 
 Первая нестационарная рекордная модель была предложена Йенгом 
(Yang, (1975)).  В своей модели Йенг рассматривал рекорды среди 
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максимальных значений в группах независимых одинаково распределенных 
с.в.. Т.е. в последовательности случайных величин, определенных 
следующим образом: 
 
Yk = max{Xk,1, …,Xk,n(k)} , 
где для любых k ≥1, n(k) ≥1  с.в. Xk,1, …,Xk,n(k)  независимы и имеют общую 
непрерывную функцию распределения F.  
 
       Перейдем к обобщению модели Йенга - так называемой Fα - схеме.  
Определение Fα- схемы. Последовательность независимых с.в.  1, пX п
образует Fα- схему, если существует непрерывная функция распределения F 
и положительные константы α(1), α(2),…, такие  что для любого k ≥1функция 
распределения c.в. X k  представляется в виде Fk(x) = Fα(k)(x). 
 
Заметим, что в модели Йенга с.в.  1, пYп  образуют Fα-схему, в которой 
α(k)= n(k) целые числа. 
 
       Так же, как и в классической схеме, рассмотрим рекордные индикаторы 
ζ1, ζ2, ... , принимающие значение равное единице, если существует такое т,  
для которого X(т)=Хп. Сформулируем результат, обобщающий теорему 1.1.1. 
 
Теорема 1.2.1. В Fα- схеме рекордные индикаторы ζ1, ζ2, ... независимы и 
верно равенство: 
 
                        pn = P{ ζn=1}=  
 nS
n   , где S(n)= α(1)+…+ α(n) , n≥1,          (1.2.1) 
 
Из теоремы 1.2.1 следует, что, как и в случае классической схемы, число 
рекордов N(n) представляется в виде суммы независимых индикаторов: 
 
                                                  N(n)= ζ1+…+ ζn   , n≥1,                                             (1.2.2) 
Обозначим 
                                                А(n)= EN(n)= 

n
j
jp
1
.                                       (1.2.3) 
Из курса анализа известно, что последовательности N(n) и А(n) при n
одновременно имеют или не имеют конечный предел. Из этого факта, а 
также из равенства, связывающего рекордные моменты  и число рекордов: 
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P{ L(n) ≤  m}=P{ N(n)≥ n}, 
следует, что любой рекордный момент существует тогда и только тогда, 
когда     nS . Поэтому естественно в Fα- схеме полагать ограничение на 
коэффициенты α(n), при котором   nS . 
В случае классической схемы S(n)= n, поэтому  это условие обеспечивается 
автоматически.  
 
       Независимость рекордных индикаторов позволяет обобщить на Fα- схему 
многие результаты, характерные для классической схемы. Так получаем, что 
и в случае  Fα- схемы рекордные моменты образуют цепь Маркова и верно 
следующее: 
                            P{L(n) =j | L(n-1) =i }=S(i) 
   







 jSjS
1
1
1
,                       (1.2.4) 
 
                                     P{ L(n) >j | L(n-1) =i }=  
 jS
iS   .                                         (1.2.5)   
 
Также из независимости рекордных индикаторов следует формула для 
совместного распределения рекордных моментов: 
 
                  P{L(1) =1, L(2) =k(2),... L(n) =k(n)}= 
  
  
   
12
nkS
ikS
ikn
i

 

    .            (1.2.6) 
 
       Отметим важное свойство Fα- схемы. 
Теорема1. 2.2 (Ballerini and Resnick, 1987)  В Fα- схеме рекордные 
индикаторы ζ1 , … , ζn и М(n)= max{ X1, …, Xn} независимы для любого n≥1. 
 
       Используя этот факт, с помощью формулы полной вероятности  можно 
получить соотношение, связывающее рекордные моменты и рекордные 
величины: 
 
                                        P{Х(n) < х}=E(F(x))S(L(n))  .                                                             (1.2.7) 
 
       Приведем также результаты,  касающиеся асимптотического 
распределения рекордных величин. Оказывается, что для Fα- схемы при 
нежестких ограничениях на α(k) предельные функции распределения 
исчерпываются теми же функциями, что и в случае классической модели.  
13 
 
Сформулируем здесь несколько важных результатов. 
 
Теорема 1.2.3 Пусть в Fα- схеме при n выполнены  условия: 
1.   nS  
2. pn = α(n)/S(n) 0 , 
3.  
 
0
 

nA
nD  
Тогда предельная функция распределения T для надлежащим образом 
центрированных и нормированных рекордных величин имеет вид, 
определенный в (1.1.23). 
 
Сформулируем также предельную теорему для межрекордных времен. 
 
Теорема 1.2.4 (Ballerini and Resnick, 1987). Если в Fα- схеме 
 
 
 
p
nS
n
n


lim ,  0 < p < l, 
то  при п    (n) имеет геометрическое Geo(p)-распределение. 
 
       Рассмотрим ещё одну нестационарную модель – так называемую схему с 
линейным сносом.  
Пусть   1, пX п  независимые одинаково распределенные с.в.. Будем 
рассматривать рекорды в последовательности   1,+  ппсХY пп , где  c(n) - 
константы,  зависящие от п. Логично предполагать,  что с≥0,  и  наиболее 
интересной  в этом случае является ситуация,  когда c(n)= cn.  
 
       В данной модели для рекордных индикаторов, вероятности которых 
определяются соотношением:  
 
                            pn= P{ξn=1}=1-P{ξn=0}
 






1
1
)()(
n
j
xdFcjxF ,                    (1.2.8) 
не характерно свойство независимости, за исключением того случая, когда 
исходная последовательность с.в. имеет распределение Гумбеля (в этом 
частном случае  1, пYп  образуют Fα- схему с показателем   cnexp ). 
 
        Т.к. из (1.2.8)следует, что последовательность  pn  убывает, то 
существует предел p=
n
lim  pn.  Вычислению этого предела для определенных 
классов распределений были посвящены исследования Ballerini and Resnick 
(1985), Nagaraja (1994).  
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       Также существенные различия с классической моделью наблюдаются в 
предельном поведении с.в. N(n) – числа рекордов. Для классической модели 
был характерен логарифмический рост  E N(n), а в рамках данной модели 
верны следующие асимптотические соотношения (Ballerini and Resnick 
(1985)): 
 
                    E(N(n)/n)p and E(N(n)/n –p)20,  n .                       (1.2.9) 
 
 
2 Схема рекордных величин Пфайфера 
2.1 Определения и свойства рекордных величин 
 
       В этом параграфе пойдет речь  ещё об одной нестационарной модели, 
которую предложил рассматривать Пфайфер (Pfeifer, (1982, 1984)) . 
Пусть имеется последовательность серий независимых с.в.   1,1,  nkX nk , в 
которой для любого 1n  с.в.   1, kX nk , принадлежащие одной серии, имеют 
общую функцию распределения Fn. Суть схемы состоит в том, что каждый 
раз при достижении нового рекорда осуществляется переход к новой серии 
случайных величин, имеющих другое распределение.   
 
       Введем в рассмотрение межрекордные времена       1-  nLnLn , 
определив их следующим образом: 
 
                              1 =1,  1+n =        nnnj XXnLj > | >min 1+ ,   n≥1,               (2.1.1) 
 
т.е.  n  обозначает число случайных величин в n-ой серии, приводящих к 
появлению нового рекорда. 
Рекордные моменты L(n) и рекордные величины X(n)  тогда выражаются 
следующим образом:  
 
                                             00 L ,  nL =    n +...+1 ,     n≥1,                                (2.1.2) 
  00 Х ,  nХ =   nnX . 
 
       Из определения рекордной модели следует, что межрекордные времена  
 1 ,…,  n  условно независимы при фиксированных значениях   
X(n), …, X(n-1). При этом верно равенство:  
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                    P{  1 =1,  2 =m(2), …,   n =m(n)  | X(1)=x1, …, X(n-1)=xn-1}=            (2.1.3) 
=        



n
i
im
iiii хFхF
2
1
111   m(j) ≥1,  j=2, …, n. 
 
В  данной модели,  в отличие от классической схемы,  рекордные моменты 
  1, ппL  не образуют цепь Маркова. Ряд полезных свойств, характерных 
для классической схемы, например,  таких как теорема Реньи, не 
выполняется. 
 
Однако, цепь Маркова образуют рекордные величины   1, ппХ  и при этом 
формула переходной вероятности имеет следующий вид:  
 
                         P{ X(n) > xn | X(n-1)=xn-1}=
 
 11
1


nn
nn
xF
xF ,   xn  > xn-1  .                         (2.1.4) 
 
Пфайфером было показано, что последовательность  векторов (  n , X(n)) 
также обладает Марковским свойством. При этом верно, что  
 
                       P{  n = mn,  X(n) >xn |  1 n = mn-1 ,  X(n-1) =xn-1 }=            (2.1.5) 
      111


nm
nnnn xFxF ,    xn  > xn-1. 
 
Вектора (  nL , X(n)) также образуют цепь Маркова. 
 
       Приведем здесь один результат, доказанный Шорроком для классической 
рекордной схемы. 
Лемма 2.1 (Shorrock, (1972)).  Пусть {Хп ,  п≥1} - последовательность 
независимых Geo(рп) - распределенных c.в.. Тогда, если ряд 

1п п
р сходится, 
верно следующее  равенство: 
 
n
pX nn
n log
loglim

1
..нп
  
 
Тот факт, что согласно  (2.1.3) для любого п распределение  n  при 
фиксированном значении X(n-1)=хп-1  имеет Geo(рп)  распределение, где                   
рп=  1nn xF , позволил Пфайферу обобщить лемму Шоррока и получить 
следующую теорему. 
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Теорема 2.1 (Pfeifer, (1984)).  Пусть в модели Пфайфера рассматриваются 
с.в.   1,1,  nkX nk , функции распределения Fn которых непрерывны и  не 
убывают по п. Тогда верно следующее равенство: 
 
                                              
n
пXHп n
n log
1loglim 

1
..нп
 ,                             (2.1.6) 
 
где     XFXH n  1log . 
 
Приведем также еще один результат, полученный Пфайфером. 
 
Теорема 2.2 (Pfeifer, (1984)).  Пусть в модели Пфайфера функции  
распределения  Fn  с.в.   1,1,  nkX nk    имеют вид      пxFxFn

 11 , где 
С+пn  ,  
С – фиксированное натуральное число. Тогда верно следующее: 
 
 
 1loglog  Cxn
n
п
G
d , где 
 
 nxG  обозначает п-ую нижнюю рекордную величину в последовательности  
с.в. {Wn, п≥1}, имеющих распределение Гумбеля.  
 
Из этой теоремы видно, что  асимптотическая нормальность  пlog , 
характерная для классической модели,  не всегда присуща  модели 
Пфайфера. 
 
2.2  k-рекорды в схеме Пфайфера 
 
       В данном параграфе приведем ряд новых результатов для модели 
Пфайфера. Пусть теперь переход к новой серии случайных величин будет 
осуществляться лишь после того, как k величин превзойдут предыдущий 
рекорд, а за новую рекордную величину будет полагаться меньшая из них. В 
этом случае межрекордные времена  kn  , ,  k- рекордные моменты и  L(n, k) 
и k- рекордные величины X(n, k)  определяются следующим образом:  
 
                       k ,1 =k,          n knkknn jkj XXjkn ,1,+,1+ 1,+ > :min 1,+    ,          (2.2.1) 
  0,0 kL ,  L(n, k) =  k ,1 +…+  kn  ,  , 
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  0,0 kХ ,  X(n, k)=     n knkknX ,1,+,  , n≥1. 
 
       Рассмотрим свойства данной рекордной модели.  
Совместное распределение  межрекордных времен  k ,1 , …,  kn  ,  и 
рекордных величин  X(1, k),… , X(n, k) будет иметь следующий вид: 
 
P{ X(1, k) < x1, …, X(n, k) < xn,  k ,1  = k,  k ,2 =m(2), …,    ,kn =m(n)}= 
P{  1,1 kX < x1,    
 2
2,2 тkтX  ≤ 
 1
,1 kX  <    
 2
2,1+2 тkтX  < x2, …, 
   
 n
nтknтX , ≤     1 11,+1 n nтknтX  <    
 n
nтknтX ,1+ < xn} = 
                                     =           nn
n
k
x
k
x
n dvvfdvvfvv
n
,111
1
,11 ...,...,...
1
 
 
 ,    n≥2,                          (2.2.2) 
где  ikf ,1  обозначает плотность распределения     iki XX ,...,min 1 и задается 
формулой        xfxFkf ikiik 1,1 1  ,  
   
   




n
i
i
kiт
i
k
iтn vFCvv
2
1
1
11 ,..., , если  <<...<< 1 nvv  и  nvv ,...,1 0, иначе. 
 
Дифференцированием (2.2.2) по переменным nxx ,...,1  получаем функцию 
        knXknkXkf ,,,,...,,1,,1  , которая представляет плотность по отношению к 
рекордным величинам X(1, k),… ,  X(n, k) и распределение вероятностей 
рекордных моментов  k ,1 , …,  kn  , : 
 
                               nnkknnknXknkXk xfxfxxxxnssf ,111,111,,,,...,,1,,1 ...,...,,...,,,...,1   .     (2.2.3) 
 
Найдем распределение X(n, k)  при условии, что фиксированы  значения    
X(1, k) = 1x ,… , X(n-1, k) = 1nx . Воспользуемся тем фактом, что 
  1,+1   iXY inLi  не зависят от X(1, k),… , X(n-1, k) и  независимы между 
собой. Обозначим  за  uY  - первую величину в последовательности  1, iYi , 
которая превышает и. Т.е. рекордную величину можно представить в новых 
обозначениях  как X(n, k) =   1пХY  . Верно следующее равенство: 
 
                                            11 1,...,1 |> nп хnХхХхпХ                       (2.2.4) 
         111+1 1,...,1 |>   nпnXnL хnХхХхХ  =        пxпxnL хYхХ nn >> 11+1     =                                                     
               ...+>,+>,+> 2+,312+,21+,211+,1,1 xYxYxYxYxY nknnknknnknk  
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                ...+1+1+-1
2
1
2
1+1
1 k
nnnk
k
nnnk
k
n xFxFCxFxFCxF  
    =      



0
11+-1
i
i
nn
i
ik
k
n xFCxF =
  
  kпn
k
n
xF
xF
1-1
-1

,    1> пxх  .                    
Здесь мы воспользовались следующей  формулой:   
 



 
0
1+ 1
i
kii
ik xxC . 
Из (2.2.4) также следует, что рекордные величины  {X(n, k), п≥1} образуют 
цепь Маркова и условная плотность X(n, k) при фиксированном значении 
X(n-1, k) = 1nx  имеет вид: 
 
                                  
    
  kпn
k
nn
xxknX xF
xFxkf
хf
n
1
1
,...,  | , -1
-1
11




 ,    1> пxх  .                   (2.2.5) 
 
Напишем также выражение для плотности совместного распределения 
рекордных величин X(1, k),… , X(n, k): 
 
                               ...,...,,..., 11,1 ,...,,1,...,  | ,1, ,...,,1 11 nknXkXnxxknXnknXkX xxfxfxxf n         (2.2.6) 
      



n
i
ii
kn xWxFxfk
2
1
1111 1 ,   
где  
    
  kii
k
iiii
ii xF
xFxfxW
1
1
1
1




 .     
              
Из  (2.2.6) получаем, что функция распределения X(n, k) представляется в 
виде: 
                                          nnknXkXnknX dvdvvvfxF ...,...,... 11, ,...,,1, ,                   (2.2.7) 
 
где область интегрирования задается неравенствами:   <<<...<<- 1 nn xvv . 
 
Замечание 1. Получаем, что в схеме Пфайфера, так же как и в классической 
рекордной модели,  имеет место равенство: 
Х (n, k) 
d
  Y(n), 
где Х (n, k) – k-рекорды в модели Пфайфера   1,1,  nmX nт и nF - функция 
распределения с.в.   1, mX nт , 
а Y(n) – рекордные величины в схеме Пфайфера   1,1,  nmY nm ,  
определяемые следующим образом:  
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 
 
    nkmnmknm ХХY ,...,min 1+1 ,  
 при  этом функцией распределения   1, mY nm  является  
k
nn FG  11 . 
 
       Теперь с помощью (2.2.3) и (2.2.5) найдем распределение межрекордных 
времен при условии, что фиксированы значения рекордных величин: 
 
                                     nxknXxkXnsknsk ,,...,,1 |,,...,2,2 1            (2.2.8) 
   
    





 
n
i
k
ii
kis
ii
k
is xFxFC
2
11
1
1 1  
 
Из (2.2.8) видно, что межрекордные времена условно независимы и верно 
равенство: 
                                 knnknsnnk nsn xFxFСxknXnskn 111 11 1,1 |,     .      (2.2.9) 
 
Заметим, что распределение  kn, при фиксированном значении 
  1,1  nxknX  представляет собой отрицательное биномиальное 
распределение с параметром p=  1nn xF . 
       Теперь рассмотрим важный частный случай, когда     1,1,  nmZ nm  
являются  т -распределенными  независимыми случайными величинами.  
  
       Будем интересоваться представлением распределения  Z (n, k). 
Воспользуемся представлением для порядковых статистик экспоненциально 
распределенных случайных величин (1.1.20). Из указанного представления 
ясно, что первая рекордная величина распределена как: 
Z (1, k)= Z1,n = 
k
11  . 
Напомним, что  1i распределенные с.в. ,  1i . 
Пусть Z (n, k) принимает значение zп . Найдем представление для Z (n+1, k).      
Выделим из последовательности     1,1+ mZ nm  подпоследовательность
    nnmnm zZZ jj > : 1+1+ .  
Согласно (2.2.4) имеем: 
     1+/ >,1+ nn kzxexknZ    , nzx >  ,    то есть Z (n+1, k) 
d
  Zп+ k
пп 1+1+  . 
Откуда следует, что 
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Z (n+1, k) 
d
  Z (n, k) +
k
пп  
Таким образом, получаем следующее представление для экспоненциальных 
величин: 
 
                                              Z (n, k) 
d
  

n
i
iik 1
1
 .                                      (2.2.10) 
 
        Также можно было рассматривать и более общую ситуацию, когда 
значение k не фиксировано, а представляет собой функцию k=k(n) от  номера 
серии n. В этой ситуации представление(2.2.10)  для экспоненциально 
распределенных величин перепишется в виде: 
 
Z (n, k) 
d
  
 
n
i
ii
ik1
 . 
 
       Из замечания 1 следует, что Z (n, k) 
d
  nZ~ , где   1, mZ im  -  i - 
распределенные с.в., а   1,~ mZ im -  i
~
 -распределенные с.в.,   ikii /
~
  . 
В схеме Пфайфера параметры i  можно интерпретировать, как параметры 
изменения системы, а  ik  - параметры управления этой системой.  
       Далее будем интересоваться предельным поведением Z (n)= 

n
i
ii
1
 . 
Из представления распределения Z (n) в  виде суммы независимых с.в.          
(в (2.2.10) полагаем k=1) сразу получаем выражения для математического 
ожидания и дисперсии: 
 
                                      


n
i
inZ
1
 ,            


n
i
inZ
1
2D  .                              (2.2.11) 
 
Из ЦПТ для независимых и ограниченных с.в. имеем следующее: 
 
                                    
 
 1,0
D
N
nZ
nZnZ d  при  n ,                           (2.2.12) 
 если ряд 

n
i
i
1
2
 расходится. 
Если ряд 

n
i
i
1
2
  сходится, то существует такая с.в. V, что  
                                                    VnZnZ нп .. .                                      (2.2.13) 
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       В случае, когда   1, mZ im  -  i - распределенные с.в. , функция nH в 
условии теоремы 2.1 имеет  вид:   ххH пn  . Теорема для экспоненциально 
распределенных с.в. переписывается следующим образом: 
 
     
n
nZп n
n log
1loglim 

 1
..нп
     или       1log
loglim 


nZп
n n
n
n 

1
..нп
 .        (2.2.14) 
 
Если ряд

n
i
i
1
2
 расходится и при этом также 
n
n
log

, то тогда из 
соотношений (2.2.12) и (2.2.14) следует  асимптотическая нормальность 
центрированных и нормированных с.в. 
 
n
n
пW



log . 
 
        Мы рассмотрели рекордную модель, в которой  в каждой серии за 
рекордную величину полагалась наименьшая  из k с.в., превосходящих 
предыдущий рекорд. Если бы мы принимали за рекорд максимальную из 
этих случайных величин, то тогда получили бы обобщение рассмотренной 
В.Б. Невзоровым схемы так называемых рекордов с подтверждениями (2008). 
Рекордные моменты   knL ,ˆ  и рекордные  величины  knX ,ˆ для данной серии 
определяются соответственно: 
 
                                  k ,1 =k,        
  n knknn jkj XXjkn ,,,1+ 1,+ > :min 1,+  ,                  (2.2.15) 
  0,0ˆ kL ,  knL ,ˆ =  k ,1 +…+  kn  , , 
  0,0ˆ kХ ,  knX ,ˆ =     n knknX ,,,   . 
В случае экспоненциально распределенных случайных величин, используя 
представление (1.1.20), аналогично (2.2.10) получаем следующее 
представление для рекордных величин  knZ ,ˆ : 
                         knZ ,ˆ
d
  
   
 
 

  









n
i
k
j
i
j
i
n
i
i
k
ii
i jkkk 1 11
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1+
+...+
1
+



   .         (2.2.16) 
 
Из представления (2.2.14) сразу следуют формулы для математического 
ожидания и дисперсии  knZ ,ˆ : 
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                        


 

n
i
k
j
i jk
knZ
1
1
0
1,ˆ   ,     
 



 

n
i
k
j
i jk
knZ
1
1
0
2
2 1,ˆD     .             (2.2.17) 
        Заметим, что если в этой схеме рассматривать k=k(n), то мы получим 
обобщение рекордной схемы Йенга.  
        В зависимости от рассматриваемой задачи  за  рекордную величину мы 
можем принимать любую порядковую статистику вариационного ряда, 
построенного по k превышающим предыдущий рекорд случайным 
величинам. 
 
Например, можно было бы рассматривать схему, где за новый рекорд 
принимается не обязательно крайнее, а, например, среднее значение в 
вариационном ряду. В этом случае для экспоненциально распределенных 
случайных величин получили бы следующее представление: 
 
                                      Z (n, k) 
d
  
  

  
2/
1 1 1+
n
i
k
j
i
j
i jk

  .                              (2.2.18) 
    
2.3  Схема Пфайфера в случае дискретных распределений 
 
      Рассмотрим  схему Пфайфера в случае дискретно распределенных с.в.,  
принимающих с ненулевыми вероятностями целые неотрицательные 
значения. 
Введем те же обозначения, что и при доказательстве марковского свойства 
рекордных величин(2.2.4). Вновь воспользовавшись тем, что 
  1,+1   iXY inLi  не зависят от X(1, k),… , X(n-1, k) и  независимы между 
собой, докажем аналогичный  факт в случае дискретной модели: 
 
                111+11 1,...,1 |1,...,1 |   nпnXnLnп хnХхХхХхnХхХхпХ  = 
              ...+,+ 2111+ 11 ппппxпxnL хYхYхYхYхХ nn   
                                            
 1
2
11 -1
...+++1




п
п
ппп
хF
хX
хFхFхX ,  n≥2.           (2.3.1) 
Из (2.3.1) сразу получаем выражение для совместного распределения 
рекордных величин в дискретном случае: 
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                                 
  


n
i i
i
п
хF
хX
хXхпХхХ
2 1
11 -1
,...,1  , n≥2.                (2.3.2) 
Откуда следует:   
          
  
  


121 ...<<< 2 1
1 -1
nxxx
n
i i
i
п
хF
хX
хXхпХ , где iх < nх , i= 1, ..., n-1., n≥2     (2.3.3) 
 
       Рассмотрим важный частный случай. Пусть   1,1,  nkX nk  - Geo( пр )-
распределенные  с параметрами  1, nрп   с.в..  
Тогда формулы (2.3.1) и (2.3.2) перепишутся соответственно в виде:   
 
      ,      (2.3.4) 
                                  


 
n
i
i
хх
i
х
п ppppхпХхХ ii
2
1
1
1
11 11,...,1 11 .                   (2.3.5) 
Заметим, что если от рассмотрения рекордных величин   1, nпХ  перейти к 
величинам           2,1,11  nпХпХnVХV , то соотношение (2.3.4) 
представится в виде произведения независимых геометрически 
распределенных с параметрами  случайных величин: 
                            



n
i
i
y
i
y
п ppppyпХyVyV i
2
1
1
1
121 11,...,2,1 1 .            (2.3.6) 
 
Из (2.3.5) получаем представление для рекордной величины  пХ : 
 
                                                               
n
i
d
iVпХ ,                                              (2.3.7) 
 
где   1, nпV  -геометрически  распределенные с.в. с параметрами 1, nрп . 
Заметим, что в частном случае, когда прр  ...1 , в (2.3.7) получаем   
представление Шоррока для классической рекордной модели. 
 
       Из ЦПТ для независимых и ограниченных с.в. следует, что 
 
                                    
 
 1,0
D
N
nХ
nХnХ d  при  ,                           (2.3.8) 
      
     n
хх
nх
n
n
х
n
nп ppp
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хnХхХхпХ пп
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







111,...,1 | 1
1
11
1
1
 1, nрп
n
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где     
 

n
i ip
nX
1 1
1 ,     
 

 

n
i i
i
p
pnZ
1
21
D .                        
 
 
 
3 Рекорды с ограничениями 
3.1 Определения и свойства рекордных величин 
    
        Рассмотрим последовательность независимых одинаково 
распределенных с.в.  X1, X2 ... Также фиксируем C>0. Определим рекордные 
моменты      L (n) и рекордные величины X (n) следующим образом: 
 
                  L(0)=0, L(0)=1, L(n+1)=min{j>L(n) : X(n) < Xj  ≤ X(n)+C},        (3.1.1) 
 
Х(0)=0, X(n)= XL(n) , п ≥1. 
   
Таким образом,  отличие данной рекордной модели от классической состоит 
в том, что новая рекордная величина не должна превышать предыдущий 
рекорд более, чем на заранее фиксированное  С>0. Случайные величины, 
которые значительно превысили предыдущее рекордное значение, в рамках 
данной модели считаются сомнительными и в рассмотрении не учитываются.  
 
Для данной схемы в случае непрерывных распределений было показано 
(Невзоров, (2013)), что рекордные величины  образуют цепь Маркова. При 
этом условная плотность распределения X(n) при фиксированном значении 
X(n-1) =xn-1 имеет следующий вид:  
 
                                  
 
   11
  | +1  


пп
n
nxnX xFCxF
xf
хf
n
,  п ≥2,                        (3.1.2) 
 
если  Cxxx nnn +< 11   , и           01  |  nxnX хf n , иначе, 
 
а плотность совместного распределения X(1), X(2), ..., X(n) представляется в 
виде: 
 
                             
 
     

n
i ii
i
nnXX xFCxF
xfxfxxf
2 11
11 ,...,1 +
,...,   , п ≥2,             (3.1.3) 
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если  Cxxx iii +< 11   , i ≥2,  и        nnXX xxf ,...,1 ,...,1 =0 , иначе. 
 
Также было показано, что  в случае    - распределенных исходных 
случайных величин имеет место следующее представление для  X(п):    
                                                       


n
i
i
d
VпХ
1
,                                                (3.1.4) 
 
где Vп, п≥1   независимые с.в. , V1-представляет собой   -распределенную 
случайную величину, а плотность распределения Vп , п≥2  определяется 
соотношением:  
g(v)= 


 /C
v/
1
1


 e
e ,  
если 0≤ v≤ C,  и g(v)=0, иначе.  
 
     Заметим, что схема рекордов с ограничениями очень похожа на 
рекордную модель Пфайфера: каждый раз после достижения очередного 
рекорда X(n) =xn  осуществляется переход к новой серии величин с 
плотностью распределения, определяемой соотношением (3.1.2). 
 
 
3.2 Обобщение модели рекордов с ограничениями. Случай 
непрерывных распределений 
 
       Рассмотрим  более общий случай схемы рекордов с ограничениями. 
Пусть даны две последовательности {Cп , п≥1}≥0, {сп , п≥1}>0.  
Положим L(0)=0, L(1)=1, X0 =0.  Последующие  рекордные моменты L (n) и 
рекордные величины X (n) определим следующим образом:   
 
            L(n+1)=min{j >L(n) : X(n)+сn <Xj≤ X(n)+Cn}, X(n)= XL(n) ,           (3.2.1) 
 
X(n)= XL(n) , п ≥1.                                       
 
Рассуждая схожим образом, как и при доказательстве соотношений (2.2.5) и 
(2.2.6), приходим  к  формулам,  аналогичным (3.1.2) и (3.1.3), которые   в 
рамках рассматриваемой модели перепишутся следующим образом: 
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                           
 
   1111
  | , ++1  


пппп
n
nxnX
сxFCxF
xf
хf
n
,   п ≥2,                    (3.2.2) 
 
если  1111 +<+   пnnпn Cxxсx ,   и           01  |  nxnX хf n , иначе, 
 
 
                    
  

n
i iiii
i
nnXX xFCxF
xfxfxxf
2 1111
11 ,...,1 )с+()+(
)()(,...,  ,    п ≥2,      (3.2.3) 
   
если  1111 +<+   iiiii Cxxсx , i ≥2,   и        nnXX xxf ,...,1 ,...,1 =0 , иначе. 
При этом функция распределения X(n) будет иметь следующий  вид: 
 
                                        







пn
пn
cx
Cx
сx
Cx
nnknXkXnnX dvdvvvfxF
1
1
12
12
...,...,... 11, ,...,,1 ,             (3.2.4) 
 
где область интегрирования задается неравенствами:   
nn xv < ,  111 <<   iiiii cvvCv ,  ni 2 . 
 
        Пусть теперь  1, пX п  имеют   -распределение,  C0= C1=… = C≥0,          
с0= с1=… = с>0. Также предположим, что  L(1) определяется соотношением 
(3.2.1).  
 
Из (3.2.2) получаем следующее: 
 
    
  
   

/exp/exp
/exp1| > 11 Cc
xxxnХxnХ nnпп


    , Сxxсx ппп +<+ 11     ,  1п   
 
Откуда следует, что 
  пп
d
VxпХ +1 , 
 
где плотность распределения пV  определяется следующим выражением: 
 
                                               g(v)= 
 

 /C/с
v/


 ee
e ,                                    (3.2.5) 
если   с <v≤ C ,  и   g(v)= 0, иначе.                       
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Значит, для всех п ≥1 верно: 
    п
d
VпХпХ +1 , 
 
и следовательно 
                                                               


n
i
i
d
VпХ
1
,  1п ,                                      (3.2.6) 
где iV , 1≤i≤n  независимые с.в., плотность которых определяется 
соотношением (3.2.5). 
 
       Если в данной модели положить все Ci =0,  а c1 = …= cn=…= δ, то 
получим в этом частном случае так называемую δ-схему (Balakrishnan, 
Balasubramanian, Panchapakesan, (1997)).  
 
 
3.3  Обобщение модели рекордов с ограничениями. Случай 
дискретных распределений 
 
       Рассмотрим прежнюю схему в случае дискретно распределенных 
случайных величин,  принимающих с ненулевыми вероятностями целые 
неотрицательные значения. Будем предполагать в данном случае, что {Cп , 
п≥1} и   {сп , п≥1} принимают натуральные значения. 
Действуя,  как и при доказательстве соотношения (2.3.1), получаем 
следующий вид для условного распределения X(n): 
 
                                           11 1,...,1 | nп хnХхХхпХ                        (3.3.1)              
    
 
   1111
1 ++
1 |




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пппп
nп
сxFCxF
хХ
хnХхпХ  , п ≥2, 
 
если  1111 +<+   пnnпn Cxxсx ,   и            11 1,...,1 |  nп хnХхХхпХ =0, 
иначе. 
 
Дискретный аналог формулы (3.2.3) представляется в следующем виде: 
 
               
  


n
i iiii
i
п xFCxF
хХ
хХхпХхХ
2 1111
11 )с+()+(
,...,1 ,  п ≥2 ,    (3.3.2) 
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если  1111 +<+   iiiii Cxxсx , i ≥2,      и          пхпХхХ  ,...,1 1 =0, иначе, 
 
        Рассмотрим частный случай, когда  1, пX п  имеют Geo(р) 
распределение, C0= C1=… = C,  с0= с1=… = с. Также предположим, что  L(1) 
определяется соотношением (3.2.1).  
В этом случае (3.3.2) будет иметь следующий вид: 
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 
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

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i
п
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1
1
1
1,...,1
1
 , п ≥1 ,                   (3.3.3) 
 
После замены 1 ппn ххv , что соответствует переходу к  с.в. 
      1,1  nпХпХnV ,  (3.3.3) представится в виде: 
 
                                 
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1,...,2,1    .                         (3.3.4) 
Из (3.3.4) получаем следующее представление для X (n): 
                                                               


n
i
i
d
VпХ
1
,  1п ,                                      (3.3.5) 
где iV , 1≤i≤n  независимые с.в., распределение которых определяется 
выражением: 
 
 
 Сс
т
пп
рр
pp
тV
п



 11 , где   Стс п < .  
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4  Заключение 
       В первой части данной работы приведены некоторые необходимые 
сведения из теории рекордов. Дан обзор классической рекордной схемы и 
некоторых неклассических схем - Fα- схемы и схемы с линейным сносом. 
 
       Во второй и третьей частях  были рассмотрены две рекордные схемы – 
модель Пфайфера и схема рекордов с ограничениями.   
 
       В модели Пфайфера были рассмотрены k-рекордные моменты и k-
рекордные величины и получены некоторые новые результаты для данной 
обобщенной модели.  В частности, было установлено, что 
последовательность k-рекордных величин образует цепь Маркова, найдены 
соответствующие переходные вероятности (2.2.4) и выражение (2.2.6)  для 
плотности совместного распределения  первых п рекордных величин. Также 
была отмечена связь k-ых и обычных рекордов. При дополнительном 
предположении об экспоненциальном  т - распределении, исходных 
случайных величин   1,1,  nmZ nm , найдено представление для рекордной 
величины Z (n, k)  и установлена её асимптотическая нормальность  в случае, 
когда ряд 

n
i
i
1
2
 расходится. 
       В пункте 2.3 была рассмотрена схема Пфайера в дискретном случае.  В 
предположении геометрического Geo( пр )- распределения, исходных 
случайных величин   1,1,  nkX nk , найдено представление для рекордной 
величины Х(n).    
 
       В модели рекордов с ограничениями был рассмотрен более общий 
случай – схема с верхней и нижней границами. Для непрерывного и  
дискретного случая были найдены совместные распределения рекордных 
величин((3.2.3) и (3.3.3)). В непрерывном случае при предположении об 
экспоненциальном распределении, а в дискретном – при предположении  
геометрического распределения исходных случайных величин были найдены 
соответствующие представления для п-ой  рекордной величины((3.2.6) и 
(3.3.5)). 
Рассмотренные рекордные схемы являются некоторым обобщением 
классической модели.  
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