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ON THE GLOBAL DYNAMICS OF THE INHOMOGENEOUS BOLTZMANN
EQUATION WITHOUT ANGULAR CUTOFF: HARD POTENTIALS AND
MAXWELLIAN MOLECULES
LING-BING HE AND JIN-CHENG JIANG
Abstract. We consider the global dynamics of the original Boltzmann equation without angular cutoff
on the torus for the hard potentials and Maxwellian molecules. The new idea to solve the problem is
the energy-entropy method which characterizes the propagation of the regularity, H-theorem and the
interplay between the energy and the entropy. Our main results are as follows:
(1). We present a unified framework to prove the well-posedness for the original Boltzmann equation
for both angular cutoff and without cutoff in weighted Sobolev spaces with polynomial weights. As a
consequence, we obtain the propagation of the regularity and an explicit formula for the asymptotics of
the equation from angular cutoff to non-cutoff.
(2). We describe the global dynamics of the equation under the almost optimal assumption on the
solution which ensures that the Boltzmann collision operator behaves like a fractional Laplace operator
for the velocity variable. In particular, we obtain a new mechanism for the convergence of the solution
to its equilibrium with quantitative estimates.
(3). We prove that any global and smooth solution to the equation is stable, i.e., any perturbed
solution will remain close to the reference solution if initially they are close to each other. Here we remove
the assumption that perturbed solution and the reference solution should have the same associated
equilibrium.
Our approach incorporates almost all the fundamental properties of the equation: the entropy pro-
duction inequality, the immediately appearance of pointwise lower bound of the solution, the smoothing
property of the positive part of the collision operator, averaging lemma for the transport equation, the
Povnzer inequality for L1 moment and the sharp bounds for the collision operator.
MSC2010: 35Q20;35A01 A02 A09;35B35 B40.
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1. Introduction
We investigate the global dynamics of the Boltzmann equation without angular cutoff in this paper
and an upcoming paper [23]. Due to the different structures of the collision operator, only the hard
potentials and Maxwellian molecules will be discussed in this paper and the soft potential case is left
to [23]. The new idea of this program is an introduction of the energy-entropy method which characterizes
the propagation of the regularity, H-theorem and the interplay between the energy and the entropy.
1.1. Boltzmann equation: basic assumptions and properties. We first recall that the spatially
inhomogeneous Boltzmann equation with the initial data f0 reads:{
∂tf + v · ∇xf = Q(f, f),
f |t=0 = f0.(1.1)
where f(t, x, v) ≥ 0 is a distribution function at time t ≥ 0 of colliding particles at position x ∈ T3 =
[− 12 , 12 ]3 with velocity v ∈ R3. Here the collision operator Q is a bilinear operator which acts only on the
velocity variable, that is,
(1.2) Q(g, f)(v)
def
=
∫
R3
∫
S2
B(v − v∗, σ)(g′∗f ′ − g∗f)dσdv∗.
In the above we use the standard shorthand notations f = f(t, x, v), g∗ = g(t, x, v∗), f ′ = f(t, x, v′),
g′∗ = g(t, x, v
′
∗) where (v, v∗) and (v
′, v′∗) are the velocities of particles before and after the collision. Here
v′ and v′∗ are given by
(1.3) v′ =
v + v∗
2
+
|v − v∗|
2
σ , v′∗ =
v + v∗
2
− |v − v∗|
2
σ , σ ∈ S2
which follows from the parametrization of the set of solutions of the physical laws of elastic collision:
v + v∗ = v′ + v′∗, |v|2 + |v∗|2 = |v′|2 + |v′∗|2.
The non-negative function B(v− v∗, σ), Boltzmann collision kernel, in the collision operator is always
assumed to depend only on |v − v∗| and v−v∗|v−v∗| · σ. Usually, we introduce the angle variable θ through
cos θ = v−v∗|v−v∗| · σ. Without loss of generality, we may assume that B(v − v∗, σ) is supported in the set
0 ≤ θ ≤ π2 , i.e, v−v∗|v−v∗| · σ ≥ 0, otherwise, B can be replaced by its symmetrized form:
B¯(v − v∗, σ) = [B(v − v∗, σ) +B(v − v∗,−σ)]1{ v−v∗
|v−v∗|
·σ≥0}.
Here, 1A is the characteristic function of the set A. By change of variables, it is easy to check that
〈Q(f, g), h〉v =
∫∫∫
f∗g(h′ − h)B(v − v∗, σ)dσdv∗dv.
In this paper, we assume that the collision kernel satisfies the following assumptions:
• The cross-section B(v − v∗, σ) takes a product form as
B(v − v∗, σ) = Φ(|v − v∗|)b(cos θ),(1.4)
where both Φ and b are non-negative functions.
• The angular function b(cos θ) is not integrable and it satisfies for θ ∈ [0, π/2]
Kθ−1−2s ≤ sin θb(cos θ) ≤ K−1θ−1−2s, with 0 < s < 1, K > 0.(1.5)
• The kinetic factor Φ takes the form
Φ(|v − v∗|) = |v − v∗|γ , with 0 ≤ γ ≤ 2.(1.6)
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When the deviation angle θ has a lower bound, i.e., θ ≥ Cǫ > 0 which corresponds to the famous
Grad’s cutoff assumption, the equation is called the Boltzmann equation with angular cutoff. In this
case, the collision operator Q is turned to be Qǫ defined by:
(1.7) Qǫ(g, f)(v)
def
=
∫
R3
∫
S2
Bǫ(v − v∗, σ)(g′∗f ′ − g∗f)dσdv∗ def= Qǫ+(g, f)−Qǫ−(g, f),
where Bǫ(v− v∗, σ) = bǫ(cos θ)|v− v∗|γ with bǫ(cos θ) = b(cos θ)(1−ψ)((sin θ2 )/ǫ). The bump function ψ
with support around 0 is defined in (1.21). Then the Boltzmann equation with angular cutoff and initial
data f0 is written as {
∂tf + v · ∇xf = Qǫ(f, f),
f |t=0 = f0.(1.8)
Remark 1.1. The parameter ǫ is used to emphasize that the deviation angle θ has the lower bound that
θ ≥ Cǫ. In this paper, we will consider the case that ǫ is sufficiently small. The mathematical problem
of the asymptotics of the Boltzmann equation from angular cutoff to non cutoff is formulated by taking
the limit in which the parameter ǫ goes to zero. Although there is a slightly difference, it is convenient to
regard this process intuitively as a limit from short-range interactions to long-range interactions.
The solutions of the Boltzmann equation (1.1) or (1.8) enjoy the fundamental properties of the con-
servation of mass, momentum and kinetic energy, that is, for all t ≥ 0,∫∫
T3 ×R3
f(t, x, v)φ(v)dvdx =
∫∫
T3×R3
f(0, x, v)φ(v)dvdx, φ(v) = 1, v, |v|2.
Definition 1.1. Suppose ρ¯, u¯, T¯ are constants. We call the function Mρ¯,u¯,T¯ to be a global Maxwellian if
Mρ¯,u¯,T¯
def
= ρ¯e
|v−u¯|2
2T¯
(2πT¯ )
3
2
. For given a distribution function f , Mf is called to be a global Maxwellian associated
to f if Mf is a global Maxwellian and has the same mass, momentum and the kinetic energy as those for
f .
Definition 1.2. The hydrodynamical fields: the density ρ, mean value velocity u and temperature T ,
associated to the distribution f(x, v) are defined by
ρ(x) =
∫
R3
fdv, (ρu)(x) =
∫
R3
fvdv, 3(ρT )(x) =
∫
R3
f |v − u|2dv.(1.9)
Then the local Maxwellian Mfρ,u,T associated to f can be defined by M
f
ρ,u,T
def
= ρe
|v−u|2
2T
(2πT )
3
2
.
Next we introduce the relative entropy H(f |Mf) which is defined by
H(f |Mf)(t) def=
∫∫
T3 ×R3
(f ln
f
Mf
− f +Mf)dvdx.
Then the Boltzmann’s H-theorem can be stated as follows
d
dt
H(f |Mf )(t) = −D(f) def=
∫∫
T3 ×R3
Q(f, f) ln fdvdx ≤ 0,
which predicts that the entropy is decreasing over time. It is not difficult to check that D(f) = 0 is
equivalent to f =Mfρ,u,T .
1.2. Short review of the problem. The global dynamics of the Boltzmann equation is to describe the
behavior of the solution of the Cauchy problem when the initial data is given. Mathematically it can be
formulated to prove the propagation of the regularity of the solution and give the quantitative estimate
for the convergence to the equilibrium. To solve the problem, we introduce the energy-entropy method
which characterizes the propagation of the regularity, H-theorem and the interplay between the energy
and the entropy. We mention that this new method is motivated by the following aspects:
(i). As a well known fact, H-theorem indicates that the relative entropy H(f |Mf) will never stop
decreasing whenever D(f) > 0. Thus to get the longtime behavior of the solution, the essential part is to
make full use of the entropy dissipationD(f). However it is very difficult to derive useful information from
D(f) for the inhomogeneous equation due to the complexity of the structure. The authors in [10] overcome
the difficulty by imposing the regularity assumptions on the solution to derive the explicit dissipation
estimate (see (1.10)) which is the key to get the desired result. This shows that the propagation of the
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regularity is helpful to get the convergence to the equilibrium. Thus it is natural to take the energy into
consideration and investigate the interplay between the energy and the entropy.
(ii). In [8], Carlen, Carvalho and Lu constructed a large class of the solutions verifying that the rate of
convergence to equilibrium is only algebraic for the Boltzmann equation with or without angular cutoff if
the initial data only have finite L1-moment. Yet it is proved only for the moderate soft potentials in the
spatially homogeneous setting. But we believe that this phenomenon is universal for soft potentials. It
discloses that the rate of the convergence has strong connection with the initial data. Roughly speaking,
the initial data with polynomial moment induces the polynomial convergent rate while the initial data
with exponential moment induces the exponential convergent rate. We stress that the propagation of the
regularity should be involved in the strategy to catch the rich phenomenon of the longtime behavior of
the solution. Only in this way, we can quantify the dependence of the rate of the convergence on the
initial data.
There are huge number of literatures on the global dynamics of the Boltzmann equation. In the
following, we only review the results on the inhomogeneous equation.
1.2.1. Linearized theory. The first breakthrough to the global dynamics is due to the linearized theory.
The main idea of the linearized theory is looking for a special solution near the global Maxwellian which
is the steady solution to the equation. Suppose f = µ + µ
1
2F where µ = M1,0,1. Then the equation is
transformed into
∂tF + v · ∇xF + LBF = Γ(F, F ),
where LBf def= −(µ− 12 (Q(µ, µ 12 f) + Q(µ 12 f, µ))) and Γ(h, f) def= µ− 12Q(µ 12 h, µ 12 f). By the standard
perturbation theory, the problem is essentially reduced to the coercivity estimate for the self-adjoint
operator LB and the upper bounds for the nonlinear term Γ(h, f). We remark that the entropy is useless
in this framework. The typical explanation is that in this situation all information is contained in the
linearized collision operator LB. We refer readers to [3, 7, 12, 13, 16, 17, 18, 37] and references therein
for more details.
Based on the linearized theory, the stability results may be relaxed to so-called weakly inhomogeneous
data. It corresponds to the perturbation of any homogeneous solution. We refer readers to [5, 14, 19, 38].
We comment that
(1) These results more or less depend on the linearized theory. In particular, the linearized theory is
widely used in the construction of the existence of the solution;
(2) The equation is treated as a semi-linear equation by the standard perturbation theory;
(3) These results require that the perturbed solution and the reference solution have the same asso-
ciated global Maxwellian.
1.2.2. Entropy method. The entropy method is built on the H-theorem. The ambitious goal of this
method is to show how the solution converges to its associated equilibrium when the initial data is far
away from the equilibrium. The main difficult part of the method lies in the entropy dissipation estimate:
D(f) & C(f)H(f |Mfρ,u,T )1+ǫ.(1.10)
It only measures the distance between the current state and the local Maxwellian which is not enough
to get the convergence to the equilibrium. The breakthrough by this method is due to Desvillettes and
Villani in [10]. Suppose that the solution is smooth and uniformly bounded for all time. Then based
on the instability of the hydrodynamic description, that is, ruling out the eventuality that the
solution spends much of its time close to a local (non global) Maxwellian, the authors derived estimates on
the rate of the convergence to equilibrium. Technically, the method relies on the analysis of a differential
inequality like
h′′(t) + Ch(t)1−ǫ ≥ c > 0.(1.11)
This pioneer result gives the first positive answer for the convergence to the equilibrium without the
restriction that the initial data is near equilibrium.
However the result in [10] is not completely satisfactory because of the strong assumptions on the
regularity. Moreover the statement of the result was not given in a quantitative way. It only indicates
that the high regularity will induce the high rate of the convergence. Some comments are in order:
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(1) We first note that in the reality the assumption on the solution as in [10] is too strong. For
instance, when the solution verifies that the rate of the convergence to the equilibrium is algebraic,
we can only have the uniform control of the solution with finite derivative.
(2) Secondly, from the point view of the dynamics, the method used in [10] only emphasized the role
of the entropy. It neglected the propagation of the regularity and so the interplay between the
entropy and the energy. As a result, the pure entropy method cannot quantify the dependence
of the rate of the convergence on the initial data.
(3) Thirdly, in the reality, the propagation of the regularity and the convergence to the equilibrium
should be treated as an organic whole (see Section 1.3.3 for details in the below).
1.2.3. Semi-group method. The semi-group method was introduced by Gualdani, Mischler and Mouhot
in [14]. The goal of the method is to build a bridge between the entropy method and the linearized
theory to obtain the optimal rate of the convergence beyond the linearized setting. It is a remarkable
method when the solution is near the equilibrium in the sense that f −Mf ∼ o(1). We emphasize that
it is different from the words “near the equilibrium” in the linearized theory. In the latter case, we mean
(f −Mf )/
√
Mf ∼ o(1).
1.2.4. Existence results. There are few results on the local well-posedness for the original equation (1.1).
We refer to [36] for the local well-posedness result in Gevrey space with exponential weight, to [2] for
the local solution in Sobolev spaces if the initial data has exponential moment and to [32] for the local
existence of polynomial decay solutions to the Boltzmann equation for soft potentials. It is also worthy to
mention the result on the global renormalized solution in [11] and [4] for the equation with and without
angular cutoff respectively.
1.3. Difficulties, new ideas and strategies. The difficulties of the problem of the global dynamics lies
in three parts. The first one is on the propagation of the regularity. The second one comes from the hypo-
function of (1.10) which only measures the distance between the current state and the local Maxwellian.
We need a new ingredient to ensure that the solution will converge to its associated equilibrium. The
third one is the strategy to catch the interplay between the energy and the entropy.
1.3.1. New ideas and strategies (I): propagation of the regularity. The main obstacles for showing the
propagation of the regularity for the original Boltzmann equation without angular cutoff lie in three
aspects: the increase in weight from the lower and upper bounds for the collision operator, getting the
non-negativity of the solution and the robustness of the method which can extend the local existence to
be global. In what follows, we will explain them in detail.
(i). The increase in weight. Roughly speaking, if g is a non-negative and smooth function and have
some lower bound of the density, then the lower and upper bounds for the collision operator in Sobolev
spaces can be stated as follows:
Cg|f |2Hs
γ/2
− |g|L1 |f |2L2
γ/2
≤ 〈−Q(g, f), f〉v . |g|L1γ+2s |f |2Hsγ/2+s ,(1.12)
where the weighted Sobolev norm | · |Hm
l
is defined in Section 1.4. It is obvious that additional weight
is required for f in the upper bound compared to that in the lower bound. The reason results from the
fractional Laplace-Beltrami operator (−△S2)s which exists in the structure of the operator(see [22] for
details). Moreover when γ > 0, the lower bound in (1.12) is not handy for the energy estimates. For
instance, from the basic L2 energy estimate, we have
d
dt
‖f‖2L2 + Cf‖f‖2Hs
γ/2
≤ ‖f‖L∞x L1γ+2s‖f‖2L2γ/2.
It is not sure that ‖f‖L∞x L1γ+2s‖f‖2L2γ/2 can be controlled by the dissipation Cf‖f‖
2
Hs
γ/2
. On the other
hand, since γ > 0, we cannot apply the Gronwall inequality to close the estimate. It is not difficult to
see that the problem, the increase in weight, occurs in each step of L2 and high order energy estimates.
Note that this difficulty does not exist for the linearized theory thanks to the coercivity estimates(see
[3, 13] for details).
Now let us review how this difficulty is overcome in the previous work. In [36], the author designed a
proper Gevrey space with exponential weighted function to solve the problem. In [2], by assuming that the
initial data f0 has exponential moment, i.e., f0e
a〈v〉2 ∈ L2, and taking the transform: f = e−(a−t)〈v〉2g,
the equation (1.1) will be reduced to the equation for g verifying
∂tg + v · ∇xg + 〈v〉2g = Γt(g, g).
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Now the problem of the increase in weight is absorbed by the damping term in the equation if γ+2s < 1.
Then the well-posedness for g is obtained. However in this case the lifespan of the well-posedness depends
not only on the initial data but also on the transform from f to g. Indeed the lifespan will not be longer
than a because the equation for g is valid only in the time interval [0, a). In [32], the authors constructed
a local solution to the equation with soft potentials in weighted Sobolev spaces with s ∈ (0, 12 ] and
γ+2s ≤ 0. Let us explain how to establish the local existence in this case. From the sharp upper bounds
for the collision operator Q in Theorem 7.2, the lower bound in (1.12) and the observation that
〈∂αQ(f, f), ∂αf〉v = 〈Q(f, ∂αf), ∂αf〉v +
∑
|α1|≥1,α1+α2=α
〈Q(∂α1f, ∂α2f), ∂αf〉v,
we derive that |〈∂αQ(f, f), ∂αf〉v| .
∑
|α1|≥1,α1+α2=α |∂α1f |L27 |∂α2f |H2sγ+2s |∂αf |L2 . Thanks to the restric-
tions that s ∈ (0, 12 ] and γ + 2s ≤ 0, the above inequality implies that
|〈∂αQ(f, f), ∂αf〉v| .
∑
|α1|≥1,α1+α2=α
|∂α1f |L27 |∂α2f |H1 |∂αf |L2.
By the standard estimates for the commutator between the weight function and the operator Q, the
energy estimate can be concluded as
d
dt
X(t) ≤ X(t) 32 ,
where X(t) denotes the proper energy functional for the solution. It is enough to close the argument and
get the local existence. Thus the increase in weight does not occur in the energy estimates due to the
restrictions s ∈ (0, 12 ] and γ + 2s ≤ 0.
(ii). Getting the non-negativity. As for the non-negativity of the solution, since the Boltzmann equation
is a non-local parabolic type equation, the maximum principle is not available and so it is not so easy to
prove the desired result. In [3], the authors use proper energy estimates to prove the non-negativity but
with the restriction that the solution should have the exponential moment. While in [36, 32], authors
proved it by the cutoff approximation thanks to the Duhamel formula. Here we will follow the latter
method to prove the non-negativity by reducing the problem to the study of the asymptotics of the
equation from angular cutoff to non-cutoff.
(iii). Robustness of the method. As we mentioned before, we request that the method is robust such
that the local solution can be extended to be the global one. It is not difficult to check that the methods
in [3, 32, 37] are not robust. We need some new idea.
Our new idea on the proof of the propagation of the regularity is a combination of the smoothing
property of the positive part of the collision operator, averaging lemma for the transport equation, the
Povnzer inequality for L1 moment and the sharp bounds for the collision operator.
To make the method robust, we will consider the equation:
∂th+ v · ∇xh = Q(f, h) +Q(h, g),(1.13)
where h = f − g and f and g are non-negative smooth and bounded functions verifying that their
densities have lower bounds. The equation (1.13) is related to the original equation if g = 0, related to
the consideration of the long time behavior of the solution if g = Mf and related to the strong stability
result if g is a reference solution to the equation. In what follows, we will assume that f and g are given
functions and focus on the energy estimates for the linear equation (1.13).
Next we will sketch our strategy and explain what is new in the proof and how to overcome the
difficulties mentioned before. Our strategy can be concluded as follows:
(1) We first consider the propagation of L1-moment. By revisiting the Povnzer inequality (see Lemma
3.2), we prove that∫
σ∈S2
(−〈v′〉l + 〈v〉l)b(cos θ)dσ = O(ls)〈v〉l + L.O.T.
Compared to the previous result, we get the sharp coefficient of 〈v〉l which is of order ls. This
fact will be used to prove the gain of the moment and also the uniqueness result considering that
l can be chosen arbitrarily large. Based on this new estimate, we prove the propagation of L1
moments.
(2) When the propagation of L1-moment is available, we are ready to prove the propagation of
L2-moment. To get rid of the increase in weight in the lower bound of (1.12), we perform
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a decomposition of the collision operator and make full use of the smoothing property of the
positive part of the collision operator. Roughly speaking, Q can be decomposed into three parts:
Q =
1
2
Q+
1
2
(Qδ+ −Qδ−) +
1
2
(Q −Qδ),
where δ is sufficiently small and Qδ is defined in (1.7). Then the coercivity estimate can be
improved by∫
T3
〈−Q(f, hWl), hWl〉vdx & ‖h‖2Hs
l+γ/2
+ (δ−2s − cf )‖h‖2L2
l+γ/2
− δ−6−6s‖h‖L12l+γ‖h‖L∞x L22 ,
where Wl = 〈v〉l. It is clear that there is no increase in weight in the estimate.
(3) As we explain it before, we will meet the increase in weight in each time of using the energy
estimates. To prove the propagation of the high order regularity, the key observation lies in the
result from the regularity theory. In fact, from L2-moment estimate and the averaging lemma,
we can get the smoothing estimates with respect to x variable as follows∫ t
0
‖h‖2H̺xL2l dτ . ‖h0‖
2
L2l+2
+
∫ t
0
[‖h‖2L2γ+2s+l + ‖h‖
2
Hs
l+γ/2
]dτ + C(‖h‖L12l+γ , ‖h‖L∞x L22),
where ̺ ∈ (0, 1). It seems that the minus term in the coercivity estimate (1.12) can be absorbed
by the smoothing estimate if we replace h by |Dx|ρh in (1.13). In other words the fractional
regularity with respect to x variable for the solution can be propagated. By using the same idea
to bootstrap the order, we can prove the propagation of the regularity for x variable. To overcome
the increase in weight in the upper bound of (1.12), the weight function and the regularity should
be designed well which obeys the law that the high order regularity is equipped with the low order
weight function.
(4) Once we have the control of the regularity with respect to x variable, the equation will behave
like a homogeneous Boltzmann equation. Then it is not difficult to prove the propagation of the
regularity for v variable. This completes the energy estimates.
To apply the strategy to the non-linear equation (1.1), the proper bootstrap assumptions for the
solution itself should be given and then applied in the iteration scheme. In this sense our approach is
really quasi-linear. Moreover in the proof, we find that the lower bound of the density and upper bound
of the solution in the space H
3
2+δ
x L24 will control the propagation of the regularity. These conditions are
comparable to the minimal assumptions on the solution to ensure that the collision operator behaves like
a fractional Laplace operator for v variable.
Finally let us illustrate how to prove the non-negativity of the solution. Our method is to reduce the
problem to the study of the asymptotics of the equation from angular cutoff to non-cutoff. If such kind
of asymptotics can be justified, we will automatically get the desired result. However it is not so easy
to do that because the collision operator Qǫ behaves like a fractional Laplace operator only in the low
frequency part and remains the hyperbolic structure in the high frequency part. Thus to show that the
strategy explained in the above is stable for the equation (1.8), we face the following difficulties:
(1) Prove the propagation of the regularity noticing that the equation is hyperbolic in the high
frequency part;
(2) Modify the energy functional to ensure that all the estimates obtained in the strategy are uni-
formly bounded with respect to the parameter ǫ.
Both of above request sharp bound estimates for the collision operators which are uniform with respect
to ǫ, the commutator estimates and the localization of the equation (1.8) in the frequency space.
1.3.2. New ideas and strategies (II): revisiting the entropy dissipation. To bypass the difficulty caused by
(1.10), the authors in [10] derived a second-order in time differential inequality on ‖f −Mfρ,u,T ‖ to prove
that the solution f cannot stay too close to local Maxwellians. Roughly speaking, they repeatedly used
the inequality (1.11) to show that the solution will depart from of the set of local Maxwellians except
one point, the global Maxwellian. It ensures that the solution converges to its equilibrium.
Our new idea for using the entropy is to show that the relative entropy will never stop decreasing until
it vanishes. Assume that Mf = M1,0,1 = M and H(f |M)(t1) = H(f |M)(t2) with t1 < t2. Then the
entropy dissipation estimate (1.10) implies that f =Mfρ,u,T for t ∈ [t1, t2]. Our strategy is carried out by
three steps:
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Step 1: From the equation for f −Mfρ,u,T , we prove that there exists a function F1 = F1(ρ, u, T ) such
that
d
dt
(f −Mfρ,u,T , F1(ρ, u, T )) + r1‖T − 〈T 〉x‖2L2 ≤ C‖f −Mfρ,u,T ‖L2;
where 〈T 〉x =
∫
T3
Tdx. It implies that f =Mfρ,u,T =M
f
ρ,u,〈T 〉x for t ∈ [t1, t2].
Step 2: By checking the equation for f − Mfρ,u,〈T 〉x , we obtain that there exists a function F2 =
F2(ρ, u, 〈T 〉x) such that
d
dt
(f −Mfρ,u,〈T 〉x , F2(ρ, u, 〈T 〉x)) + r2‖u− 〈u〉x‖2L2 ≤ C‖f −M
f
ρ,u,〈T 〉x‖L2 ;
which implies that f =Mfρ,〈u〉x,〈T 〉x for t ∈ [t1, t2].
Step 3: From the equation for f−Mfρ,〈u〉x,〈T 〉x , we derive that there exists a function F3 = F3(ρ, 〈u〉x, 〈T 〉x)
such that
d
dt
(f −Mfρ,〈u〉x,〈T 〉x , F3(ρ, 〈u〉x, 〈T 〉x)) + r3‖ρ− 1‖2L2 ≤ C‖f −M
f
ρ,〈u〉x,〈T 〉x‖L2;
which yields f =Mf1,〈u〉x,〈T 〉x for t ∈ [t1, t2].
Due to the conservation of the mass, momentum and the energy, we can derive that f = M1,0,1 for
t ∈ [t1, t2]. It implies that the entropy is a strictly decreasing function until it vanishes. In other words,
the solution never arrives at the local Maxwellian Mfρ,u,T until it reaches the equilibrium. Moreover this
method provides some kind of the dissipation estimates for hydrodynamical fields which are crucial to
the quantitative estimate on the convergence.
1.3.3. New ideas and strategies (III): new mechanism for the convergence. Now we are in a position to
introduce the energy-entropy method to catch the propagation of the regularity, entropy dissipation and
the interplay between the energy and the entropy.
To explain our idea in detail, we go back to (1.13) with g = Mf . Let X(t), D(t) and H(t) denote
the energy and dissipation functionals for h and the relative entropy H(f |Mf ) respectively. Then the
energy-entropy method relies on the following first-order system:
d
dt
X(t) +D(t) . H(t),(1.14)
d
dt
H(t) + c1H(f |Mfρ,u,T )(t) . c2(H(t)a +X(t)),(1.15)
d
dt
Mh(t) + (‖(ρ− 1)(t)‖2L2 + ‖u(t)‖2L2 + ‖(T − 1)(t)‖2L2) . H(f |Mfρ,u,T )b(t)X1−b(t),(1.16)
where 0 < a ≤ 1, c2 ≪ c1, |Mh(t)| ≤ X(t) and b ∈ (0, 1). Let us explain where they come from.
(i). Energy inequality (1.14). We first note that (1.14) comes from the energy estimates for h-equation,
i.e.,
d
dt
X(t) +D(t) . ‖h‖2L1,(1.17)
where D(t) ≥ X(t) for hard potentials and D(t) ≤ X(t) for soft potentials. Generally it is impossible to
eliminate the righthand side term otherwise we will get the convergence to the equilibrium without using
the entropy. Notice that the term in the righthand side of (1.17) can be bounded by the relative entropy
thanks to the Csiszar-Kullback-Pinsker inequality. Thus the energy inequality can be rewritten as (1.14).
(ii). Entropy dissipation (1.15) and (1.16). Without loss of generality, we assume thatMf =M1,0,1
def
=
M . Since now the regularity of the solution is propagated at least within a time interval, we may get the
pointwise lower bound of the solution thanks to the main results in [33]. Then the entropy method is
invoked. By a slight modification of the entropy dissipation inequality (see [10]), we get (1.15). Thanks
to the dissipation estimates for the hydrodynamical fields derived in the last subsection, it is not difficult
to obtain (1.16).
Putting together all the estimates, eventually we arrive at the first-order system (1.14-1.16). Since
the energy is involved in the system, we can quantify the dependence of the rate of the convergence on
the initial data. And in particular, for γ = 2, we recover the exponential rate of the convergence to the
equilibrium.
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Finally let us give some comments on the the mechanism of the convergence for hard potentials and
soft potentials.
(i). Roughly speaking, for the hard potentials, the mechanism for the convergence can be concluded
as follows. By the energy estimates, we first have the control of the energy thanks to the conservation of
the mass and the energy estimate (1.17):
d
dt
X +X . 1.
Then due to the main theorem in [33], we have the pointwise lower bound of the solution for any positive
time. It in turn gives the entropy dissipation estimate. Finally the interplay between the energy and the
entropy results in the convergence to the equilibrium.
(ii). For the soft potentials, the mechanism is more subtle because in this case the dissipation in the
energy estimate is weaker than that for the hard potentials. In fact, if the initial data only has finite
moment, then the dissipation functional D(t) verifies D(t) < X(t). In this case, we only get
d
dt
X . 1,
which implies that we cannot get the uniform bounds for the solution first. It seems that the strategy
applied for hard potentials does not work anymore. Therefore for soft potentials, we should go back to
the first-order system to treat the global existence, pointwise lower bound and the convergence to the
equilibrium as a organic whole. We refer readers to [23] for details.
1.3.4. Summary. The key point to understand the global dynamics of the equation relies on characterizing
the propagation of the regularity, H-theorem and the interplay between the entropy and the energy. Let
us summarize our results in this paper.
We first consider the propagation of the regularity. The quasi-linear method instead of the standard
linearization method is used and meanwhile the approach is stable in the asymptotics of the equation
from angular cutoff to non-cutoff. As a byproduct, we prove that
(1) (1.1) (or (1.8)) admits a non-negative and unique solution in weighted Sobolev spaces with poly-
nomial weight. The lifespan of the solution is totally determined by the initial data.
(2) The lower bound of the density together with the upper bound of the solution in the space
H
3
2+δ
x L2γ+4 control the propagation of the regularity.
(3) We derive the first explicit formula on the asymptotics of the Boltzmann equation from angular
cutoff to non-cutoff.
In the next, under the assumptions that we have the control of the density and the upper bound for
the solution in the space H
3
2+δ
x L2γ+4, we obtain the global dynamics of the equation. In particular, we
derive a new mechanism for the convergence. More precisely, we obtain
(1) the propagation of the regularity or smoothing estimates uniformly in time;
(2) the relative entropy is a decreasing function until it vanishes.
(3) the quantitative estimates for the dependence of the rate of the convergence on the initial data.
As a corollary of the local-wellposedness and the new mechanism for the convergence, we can prove
the general strong stability. Roughly speaking, we prove that any small perturbation for a reference
solution initially will generate a global solution to the equation and these two solutions will remain close
to each other for all time. Compared to the previous work, our stability result removes the assumption
that perturbed solution and the reference solution should have the same associated equilibrium. Hence
the result implies that the set of smooth and bounded solutions to the equation is open.
The strategy of the proof for the stability falls into three steps:
(1) By the local well-posedness for the equation (1.13), we can show that the perturbed solution f
will keep close to the reference solution g for a long time if initially they are close.
(2) The mechanism for the convergence implies that the reference solution is close to its associated
global equilibrium after a long time.
(3) Combining these two facts, we can find a time t0 such that t0 is far away from the initial time
and f(t0) is close to its equilibrium Mf . Then it is not difficult to prove the global existence in
the close-to-equilibrium setting.
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1.4. Notations, function spaces and main results. We first list some notations which will be used
in the paper. We denote the multi-index α = (α1, α2, α3) with |α| = α1 + α2 + α3. We write a . b to
indicate that there is a uniform constant C, which may be different on different lines, such that a ≤ Cb.
We use the notation a ∼ b whenever a . b and b . a. The notation a+ means the maximum value
of a and 0 and [a] denotes the maximum integer which does not exceed a. The Japanese bracket 〈·〉
is defined by 〈v〉 = (1 + |v|2) 12 . We denote C(λ1, λ2, · · · , λn) by a constant depending on parameters
λ1, λ2, · · · , λn. The notations 〈f, g〉v de´f=
∫
R3
f(v)g(v)dv and (f, g)
def
=
∫
R3 ×T3 fgdxdv are used to denote
the inner products for v variable and for x, v variables respectively. We also set 〈f〉x def=
∫
T3
f(x)dx to
denote the average value of the function f over the domain T3 recalling that |T3 | = 1.
1.4.1. Function spaces. For a distribution function f(v), we have the following definitions.
(1) For real number m, l, we define the weighted Sobolev space
Hml
def
=
{
f(v) : |f |2Hml =
∫
R3v
|〈D〉m〈v〉lf(v)|2dv < +∞
}
,
Here a(D) is a differential operator with the symbol a(ξ) defined by(
a(D)f
)
(v)
def
=
1
(2π)3
∫
R3
∫
R3
ei(v−y)ξa(ξ)f(y)dydξ.
Similarly we can define a differential operator Dax on the position variables x in the tours T
3,
Daxf
def
=
∑
q∈Z3,q 6=0 |q|afˆ(q)e2πiq·x, where fˆ denotes the Fourier transform with respect to x vari-
ables and a ∈ R.
(2) The general weighted Sobolev space WN,pl with p ∈ [1,∞) is defined as follows
WN,pl
def
=
{
f(v) : |f |WN,pl =
∑
|α|≤N
(∫
R3
|∂αf(v)|p〈v〉lpdv
)1/p
<∞
}
.
In particular, if N = 0, we introduce the weighted Lpl space as
Lpl
def
=
{
f(v) : |f |Lpl =
(∫
R3
|f(v)|p〈v〉lpdv
) 1
p
<∞
}
.
(3) The L logL space is defined by
L logL
def
=
{
f(v) : |f |L logL =
∫
R3
|f | log(1 + |f |)dv <∞
}
.
For a distribution function f(x, v), we use the following weighted Sobolev spaces with weight on velocity
variable.
(1) For N1, N2 ∈ N, the general weighted Sobolev space HN2x WN1,pl with p ∈ [1,∞) is defined by
HN2x W
N1,p
l
def
=
{
f(x, v) : ‖f‖2
H
N2
x W
N1,p
l
=
∑
|α|≤N2
∫
T3
|∂αx f |2WN1,pl dx <∞
}
.(1.18)
When N2 = 0, we introduce the weighted L
p1
x W
N1,p2
l space as
Lp1x W
N1,p2
l
def
=
{
f(x, v) : ‖f‖
L
p1
x W
N1,p2
l
=
(∫
T3
|f |p1
W
N1,p2
l
dx
) 1
p1
<∞
}
.(1.19)
When p1 = p2 = p and N1 = 0, for simplicity we will use the notation L
p
l to denote L
p
xL
p
l . In
this case, we set that ‖f‖Lpl
def
= ‖f‖LpxLpl .
(2) For real numbers m,n, l with m ≥ 0, we define the weighted Sobolev space HnxHml as
HnxH
m
l
def
=
{
f(x, v) : ‖f‖2HnxHml = ‖〈D〉
mWlf‖2L2xL2v + 1n∈N
∑
|α|=n
‖〈D〉mWl∂αx f‖2L2xL2v
+1n/∈N
∑
|α|=[n]
∫∫∫
R3 ×T3 ×T3
|(〈D〉mWl∂αx f)(x+ k, v)− (〈D〉mWl∂αx f)(x, v)|2
|k|3+2(n−[n]) dxdkdv <∞
}
.(1.20)
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Due to the fact that
∫
T3
|eiq·k−1|2
|k|3+2a dk ∼ |q|2a for a ∈ (0, 1), it is easy to check that ‖f‖2HnxHml ∼∑
q∈Z3(1 + |q|2)n|fˆ(q)|2Hml , where fˆ denotes the Fourier transform with respect to x variables.
Let X be a function space defined in (1.20-1.19), then L2([0, T ];X) is defined by
L2([0, T ];X)
def
= {f(t, x, v)∣∣‖f‖2L2([0,T ];X) = ∫ T
0
‖f(t)‖2Xdt <∞}.
1.4.2. Two types of the dyadic decomposition. We first list some basic knowledge on the Littlewood-Paley
decomposition. Let B 4
3
def
= {ξ ∈ R3 | |ξ| ≤ 43} and C
def
= {ξ ∈ R3 | 34 ≤ |ξ| ≤ 83}. Then one may introduce
two radial functions ψ ∈ C∞0 (B 43 ) and ϕ ∈ C∞0 (C) which satisfy
ψ, ϕ ≥ 0, and ψ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ξ ∈ R3.(1.21)
We first introduce the dyadic decomposition in the phase space. Let N0 be a integer. The dyadic
operator in the phase space Pj can be defined as
P−1f(x) = ψ(x)f(x), Pjf(x) = ϕ(2−jx)f(x), (j ≥ 0).
Let P˜jf(x) =
∑
|k−j|≤N0 Pkf(x) and Ujf(x) =
∑
k≤j Pkf(x) where N0 verifies PjPk = 0 if |j − k| > N0.
For any smooth function f , we have f = P−1f +
∑
j≥0 Pjf.
Next we introduce the dyadic decomposition in the frequency space. We denote m˜
def
= F−1ψ and
φ˜
def
= F−1ϕ, where they are the inverse Fourier Transform of ϕ and ψ. If we set φ˜j(x)
def
= 23j φ˜(2jx), then
the dyadic operator in the frequency space Fj can be defined as follows
F−1f(x) =
∫
R3
m˜(x− y)f(y)dy, Fjf(x) =
∫
R3
φ˜j(x− y)f(y)dy, (j ≥ 0).
Let F˜jf(x) =
∑
|k−j|≤3N0 Fkf(x) and Sjf(x) =
∑
k≤j Fkf. Then for any f ∈ S ′(R3), it holds f =
F−1f +
∑
j≥0 Fjf.
1.4.3. The symbol of the collision operator. We first give the definition on the symbol Sm1,0.
Definition 1.3. A smooth function a(v, ξ) is said to a symbol of type Sm1,0 if a(v, ξ) verifies for any
multi-indices α and β,
|(∂αξ ∂βv a)(v, ξ)| ≤ Cα,β〈ξ〉m−|α|,
where Cα,β is a constant depending only on α and β.
To analyze the operator Qǫ, we introduce
W ǫq (ξ)
def
= 〈ξ〉q(1− φ(ǫξ)) + ǫ−qφ(ǫξ), W ǫq+log(ξ) = φ(ǫξ)〈ξ〉q log〈ξ〉+ (1 − φ(ǫξ))ǫ−q| log ǫ|,
with q ∈ R+ and φ def= 1−ψ. We also set functions fφ def= (1−φ(ǫD))f and fφ def= φ(ǫD)f . We emphasize
that W ǫq (D) and φ(ǫD) are pseudo-differential operators acting only on v variable.
1.4.4. Well-prepared sequences of Weight functions. To prove the propagation of the regularity for the
equation, two types of sequences of weight functions will be introduced. These sequences of weighted
functions have decreasing orders.
Definition 1.4. Wl(v) is called to be a weight function if Wl(v)
def
= 〈v〉l.
Let ̺ ∈ (0, 1) be a parameter related to the hypoellipticity of the equation. It is easy to check that if
1
2̺ /∈ N, then 0 < Nd < ̺ where Nd
def
= (N̺,2 + 1)̺− 12 with N̺,2
def
= [1/(2̺)].
Definition 1.5. Let N ∈ N and ̺, κ, δ1 ∈ (0, 1) verify
• (P-1) ̺ ≤ s4(s+4) , 12̺ , 1̺ /∈ N;
• (P-2) 3δ1 ≤ Nd/2 and [(12 + 2δ1)/̺] = N̺,2;
• (P-3) N + κ ≥ 32 + 2δ1 and κ̺ /∈ N.
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Assume that 2s < q2 < q1 < 1 + s and
N̺,1
def
= [1/̺], N̺,κ
def
= [κ/̺];N̺,δ1
def
= [log2(̺/δ1 + 2)] + 1, Nδ1
def
= [log2(3(2δ1)
−1 + 1)] + 1,
Nq,s,1
def
= max{[log2(q + s)] + 1, [log2
(q + s
2s
(1 + δ1)
)
] + 1}, Nq1,s,2
def
=
[
log2(
q1 + s
q1 − s )
]
+ 1,
Ns
def
=
2s
1− s,Nq2,s,2
def
=
[
log2(
q2
q2 − 2s(1 + δ1))
]
+ 1, Nq1,q2,s
def
= [log2(
q2 + s
q1 − q2 + 1)] + 1.
Suppose that Ix(N, κ)
def
=
{{0, 1, · · · , N − 1} × {−1, 0, · · · , N̺,1 + 1} ∪ {{N} × {−1, 0, · · · , N̺,κ + 1}}
and Wm,n
def
= Wlm,n = 〈v〉lm,n . Then WI(N, κ, ̺, δ1, q1, q2) def= {W1, 12+δ1 ,W1, 12+2δ1}∪{Wm,n}(m,n)∈Ix(N,κ)
is called to be a well-prepared sequence of the weighted functions of Type I if it verifies the following
conditions:
• (W-1) If W0,−1 =Wl1 ,W0,0 =Wl2 , then l1 ≥ min{Ns + 2, 2l2 + γ};
• (W-2) if m ∈ [0, N − 1], Wm,N̺,1+1 =Wm+1,0, WN,N̺,κ+1 =WN,κ def= WlN,κ ≥Wγ+4;
• (W-3) if m ∈ [1, N ], Wm,−1 =Wm−1,N̺,1 ;
• (W-4) max{Wm,n+1W 3
2γ+2s+d1+d2
Wd3 ,Wd3Wm,n+1(W2s)
2
N̺,δ1 } ≤Wm,n;
• (W-5)W1, 12+δ1 =Wl1, 12 +δ1 =W1,N̺,2+1Wd2/2, max{W1, 12+δ1W 32γ+2s+d1+d2Wd3 ,Wd3W1, 12+δ1(W2s)
2
N̺,δ1 } ≤
W1,N̺,2 , where d1 >
3
2 , d2 > γ, d3 ∈ R+ and W1, 12+2δ1 =Wγ+4;
• (W-6) γ/2 + max{ 522Nq1,s,1 , 522Nq2,s,1 , γ2 2Nq1,s,2(2s+ 2), 2Nδ1+Nq1,q2,s(2s)} ≤ l2.
For simplicity, we use notation WI to denote WI(N, κ, ̺, δ1, q1, q2).
Definition 1.6. Let N ∈ N and ̺, κ, δ1 ∈ (0, 1) verify (P-1)-(P-3). Then WII(N, κ, ̺, δ1) def=
{W1, 12+δ1 ,W1, 12+2δ1} ∪ {Wm,n}(m,n)∈Ix(N,κ) is called to be a well-prepared sequence of the weighted func-
tions of Type II if it verifies (W-1)-(W-5). For simplicity, we use the notationWII to denote WII(N, κ, ̺, δ1).
Some remarks are in order:
Remark 1.2. The well-prepared sequences of weight functions depend on the parameters γ, s,N, κ, ̺, q1, q2
and δ1. Even when all the parameters are fixed, the well-prepared sequences of weighted functions are not
unique. Let us explain the meaning of the parameters. The sum of parameters N and κ is the regularity
index for x variable. Parameters q1 and q2 are the regularity indices for the velocity variable v.
Remark 1.3. Conditions ((W-1)-(W-6)) reflect the fact that the propagation of the regularity depends
heavily on the L1 moment. Indeed, Conditions ((W-1)-(W-5)) are used to prove the propagation of the
regularity for the spatial variable x. While Condition (W-6) is used to prove the propagation of the
regularity for the velocity variable v. It obeys the rule that the high moment we have, the more regularity
can be propagated and produced(thanks to the hypo-elliptic property of the equation).
Remark 1.4. Due to the lower and upper bounds for the original Boltzmann collision operator, we
believe that the design of the well-prepared sequences of the weighted functions is compulsory to catch the
propagation of the regularity.
1.4.5. Energy spaces and the dissipation functionals. In this subsection, we introduce the energy spaces
and the related dissipation functionals. We emphasize that all the definitions are based on the well-
prepared sequences of weight functions.
(i). Notation Em,n,ǫ. In the procedure of applying energy estimates to the equation, the inductive
method will be used. To catch the smoothing effect or the propagation of the regularity for x variable in
each step, we introduce the notationsEm,n,ǫ(f), Dm,n,ǫ2 (f) andD
m,n,ǫ
3 (f). LetWm,n ∈WII(N, κ, ̺, δ1)(or
WI(N, κ, ̺, δ1, q1, q2)). Then E
m,n,ǫ(f)
def
= ‖Wm,nf‖2Hm+n̺x L2 and
Dm,n,ǫ2 (f)
def
= ‖W ǫs (D)Wm,nWγ/2f‖2Hm+n̺x L2 +
∫
T3
E0,ǫµ (Wm,nWγ/2|Dx|m+n̺f)dx,
Dm,n,ǫ3 (f)
def
= ‖W−d1(Wm,n+1Wγ/2+d1+d2f)φ‖2Hm+(n+1)̺x L2 ,
where µ
def
= M1,0,1 and
Eγ,ǫg (f) def=
1
2
∫
σ,v∗,v
|v − v∗|γbǫ(cos θ)g∗(f ′ − f)2dσdv∗dv.(1.22)
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We remark that they are used in the (m+ n)-th step of the energy estimates for the equation.
Similar notations can be defined for E1,
1
2+δ1,ǫ, E1,
1
2+2δ1,ǫ, EN,κ,ǫ and D
1, 12+δ1,ǫ
2 , D
1, 12+2δ1,ǫ
2 , D
N,κ,ǫ
2 . For
instance, EN,κ,ǫ(f)
def
= ‖WN,κf‖HN+κx L2 and
DN,κ,ǫ2 (f)
def
= ‖W ǫs (D)WN,κWγ/2f‖2HN+κx L2 +
∫
T3
E0,ǫµ (WN,κWγ/2|Dx|N+κf)dx.
When ǫ = 0, we simplify the notations Em,n,0(f), Dm,n,02 (f) and D
m,n,0
3 (f) to E
m,n(f), Dm,n2 (f) and
Dm,n3 (f).
(ii). Energy spaces V q,ǫ and V q. To prove the smoothing effect or the propagation of the regular-
ity for v variable, we introduce the notation: V q,ǫ(f)
def
=
∑
j≤| log ǫ|
22qj‖Fjh‖2L2 +
∑
j≥| log ǫ|
ǫ−2q‖Fjh‖2L2 ∼
‖W ǫq (D)f‖2L2 and V q(f)
def
=
∑
j≥−1
22qj‖Fjh‖2L2 ∼ ‖〈D〉qf‖2L2. Energy spaces V q,ǫ and V q are defined by
V q,ǫ = {f |V q,ǫ(f) <∞}, V q = {f |V q(f) <∞}.
(iii). Energy space EN,κ,ǫ(EN,κ) and the dissipation functional DN,κ,ǫ(DN,κ). The energy space EN,κ,ǫ is
called to be a function space associated to WI(N, κ, ̺, δ1, q1, q2) if it is defined by E
N,κ,ǫ = {f |EN,κ,ǫ(f) <
∞}, where
E
N,κ,ǫ(f)
def
= ‖Wl1f‖L1 + ‖Wl1−γf‖2L1 +
∑
(m,n)∈[0,N−1]×[0,N̺,1]
Em,n,ǫ(f) +
∑
n∈[0,N̺,κ]
EN,n,ǫ(f) + EN,κ,ǫ(f)
+V q1,ǫ(f) + E1,
1
2+δ1,ǫ(f) + E1,
1
2+2δ1,ǫ(f) + 1N+κ≥ 52+δ1‖W
ǫ
q2(D)f‖2
H
3
2
+δ1
x L2
,
with Wm,n ∈ WI(N, κ, ̺, δ1, q1, q2) and W0,−1 = Wl1 ,W0,0 = Wl2 . We remark that this kind of space is
used to prove the well-posedness for the equation.
The dissipation functional DN,κ,ǫ consists of four parts:
D
N,κ,ǫ(f) = DN,κ,ǫ1 (f) + D
N,κ,ǫ
2 (f) + D
N,κ,ǫ
3 (f) + D
N,κ,ǫ
g (f),
where
D
N,κ,ǫ
1 (f)
def
= ls1‖Wl1+γf‖L1 + ls1‖Wl1−γf‖L1‖Wl1f(t)‖L1 + δ−2s‖Wl2+γ/2f‖2L2,
D
N,κ,ǫ
2 (f)
def
= ‖W ǫq1+s(D)Wγ/2f‖2L2 +
∑
(m,n)∈[0,N−1]×[0,N̺,1]
Dm,n,ǫ2 (f) +
∑
n∈[0,N̺,κ]
DN,n,ǫ2 (f)
+DN,κ,ǫ2 (f) +D
1, 12+δ1,ǫ
2 (f) +D
1, 12+2δ1,ǫ
2 (f) + 1N+κ≥ 52+δ1‖W
ǫ
q2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
,
D
N,κ,ǫ
3 (f)
def
=
∑
0≤m≤N−1,0<n≤N̺,1
Dm,n,ǫ3 (f) +
N∑
m=1
Dm,0,ǫ3 (f) +
∑
n∈[1,N̺,κ+1]
DN,n,ǫ3 (f)
+‖W−d1(W1,N̺,2+1Wγ/2+d1+d2f)φ‖2H1+(N̺,2+1)̺x L2 ,
D
N,κ,ǫ
g (f)
def
=
∫
T3
( ∑
(m,n)∈[0,N−1]×[0,N̺,1]
Eγ,ǫg (Wm,n|Dx|m+n̺f) +
∑
n∈[0,N̺,κ]
Eγ,ǫg (WN,n|Dx|N+n̺f)
+Eγ,ǫg (WN,κ|Dx|N+κf) + Eγ,ǫg (W1, 12+δ1 |Dx|
3
2+δ1f) + Eγ,ǫg (W1, 12+2δ1 |Dx|
3
2+2δ1f)
)
dx.
We explain that DN,κ,ǫ1 ,D
N,κ,ǫ
2 ,D
N,κ,ǫ
3 and D
N,κ,ǫ
g correspond to the gain of the weights, gain of the
regularity for v variable, gain of the regularity for x variable and gain of the sharp regularity respectively.
The parameter δ in DN,κ,ǫ1 will be determined by the initial data of the equation.
When ǫ = 0, we use the notation EN,κ
def
= EN,κ,0 to denote the total energy functional for the
Boltzmann equation without angular cutoff. Similarly the notations DN,κ1 ,D
N,κ
2 ,D
N,κ
3 and D
N,κ
g will be
used in the context.
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(iv). Energy space PN,κe and the dissipation functional D
N,κ
e . The energy space P
N,κ
e is called to be a
function space associated to WII(N, κ, ̺, δ1) if it is defined by P
N,κ
e = {f |PN,κe (f) <∞}, where
P
N,κ
e (f)
def
= ‖Wl1f‖2L1 +
∑
(m,n)∈[0,N−1]×[0,N̺,1]
Em,n(f) +
∑
n∈[0,N̺,κ]
EN,n(f)
+EN,κ(f) + E1,
1
2+δ1(f) + E1,
1
2+2δ1(f),
with Wm,n ∈ WII(N, κ, ̺, δ1) and Wl1 = W0,−1,Wl2 = W0,0. Then the corresponding dissipation func-
tional can be defined by
D
N,κ
e (f)
def
= ‖Wl1f‖L1‖Wl1+γf‖L1 +
∑
(m,n)∈[0,N−1]×[0,N̺,1]
Dm,n2 (f) +
∑
n∈[0,N̺,κ]
DN,n2 (f)
+DN,κ2 (f) +D
1, 12+δ1
2 (f) +D
1, 12+2δ1
2 (f).
The energy space PN,κe is used to show the propagation of the regularity for x variable.
(v). Energy space XN,κ,q. Suppose that PN,κe is associated to WII(N, κ, ̺, δ1). The energy space
XN,κ,q is defined by XN,κ,q = {f |XN,κ,q(f) < ∞}, where q verifies that 522Nq,s,1 ≤ l0,0 and XN,κ,q(f)
def
=
PN,κe (f) + V
q(f). It is easy to check that XN,κ,q = PN,κe ∩ V q. The space XN,κ,q is used to consider the
propagation of full regularity.
1.4.6. Main results. Now we are in a position to state our main results. We begin with the well-posedness
for the original Boltzmann equation.
Theorem 1.1 (Well-posedness). Let EN,κ,ǫ(EN,κ) and E1,
1
2+2δ1,ǫ(E1,
1
2+2δ1) be function spaces associated
to WI(N, κ, ̺, δ1, q1, q2) where WI(N, κ, ̺, δ1, q1, q2) = {W1, 12+δ1 ,W1, 12+2δ1} ∪ {Wm,n}(m,n)∈Ix(N,κ) with
N + κ ≥ 52 + δ1 and W0,−1 = Wl1 ,W0,0 = Wl2 ,W1, 12+δ1 = Wl1, 12+δ1 . Assume that f0 is a non-negative
function verifying ‖f0‖2
H
3
2
+2δ1
x L2γ+4
≤ c2/2 and inf
x∈T3
|f0|L1 ≥ 2c1. Let Ai(c1, c2)(i = 1, . . . , 9) be the
constants which can be calculated explicitly from Proposition 3.1 to Proposition 3.12 and (4.5). Suppose
that WI(N, κ, ̺, δ1, q1, q2), c1 and c2 verify
max{A1(c1, c2)− 1s , 1γ 6=08CI(c
1
2
2 + V
q1(f0)), Ns + 2} < l1, 12+δ12
−Nq2,s,2 −Ns − 2− γ,(1.23)
l1+s1 ≥ 40CE
√
c2A
−1
8 , δ
−2s ≥ max{40CEc2A−18 ,
4C2
C3 ,
12c2
C5 },(1.24)
where CI is defined in (4.21), Ns, Nq2,s,2 are defined in Section 1.4.4, CE is a universal constant appearing
in Proposition 3.12, δ is a constant appearing in the definition of DN,κ1 and Ci(i = 2, 3, 5) are constants
in Theorem 2.1, Proposition 2.2 and Theorem 2.3. Then if E1,
1
2+2δ1(f0) ≤M1 and EN,κ(f0) ≤M2, there
exists a time T ∗ = T ∗(c1, c2,M1,M2,WI) such that
(i). (1.8) admits a unique and non-negative solution f ǫ in the function space C([0, T ∗];EN,κ,ǫ) if
ǫ ≤ min{[( A5coA7
200A6(N̺,1 + 2)(2CEc0A5 + 1)
)1+4/sc−12 ]
1/(2(1−s)),
(
min{A7, 1}
20(N̺,1 + 2)CE,1(A6 + 4M1 + 4 + c2CE,1)
)1/(2s), l
− 12−η
1 ,
1
2
δ},(1.25)
where η > 0, CE,1 and co are universal constants appearing in Proposition 3.12 and (4.16). Moreover f
ǫ
satisfies that
inf
x∈T3,t∈[0,T∗]
|f ǫ|L1 ≥ c1; sup
t∈[0,T∗]
‖f ǫ‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T∗]
V q1,ǫ(f(t)) ≤ 4V q1,ǫ(f0);
sup
t∈[0,T∗]
E
1, 12+2δ1,ǫ(f ǫ(t)) +A7(c1, c2)
∫ T∗
0
D
1, 12+2δ1,ǫ
2 (f
ǫ(τ))dτ
+A8(c1, c2)
∫ T∗
0
D
1, 12+2δ1,ǫ
1 (f
ǫ(τ))dτ ≤ 4M1;
∫ T∗
0
D
1, 12+2δ1,ǫ
3 (f
ǫ(τ))dτ ≤ 4A9(c1, c2)M1;
sup
t∈[0,T∗]
E
N,κ,ǫ(f ǫ(t)) +A7(c1, c2)
∫ T∗
0
D
N,κ,ǫ
2 (f
ǫ(τ))dτ ≤ 4M2;
∫ T∗
0
D
N,κ,ǫ
3 (f
ǫ(τ))dτ ≤ 4A9(c1, c2)M2.
If additionally f0 ∈ V q with 2 ≤ q ≤ N+κ, 522Nq,s,1 ≤ l2 and (γ+5)q ≤ l1, 12+δ1 , then f ǫ ∈ C([0, T ∗];V q).
GLOBAL DYNAMICS OF BOLTZMANN EQUATIONS 15
(ii). (1.1) admits a unique and non-negative solution f in the function space C([0, T ∗];EN,κ) and for
t ∈ [0, T ∗],
inf
x∈T3,t∈[0,T∗]
|f |L1 ≥ c1; sup
t∈[0,T∗]
‖f‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T∗]
V q1(f(t)) ≤ 4V q1(f0);
sup
t∈[0,T∗]
E
1, 12+2δ1(f(t)) +A7(c1, c2)
∫ T∗
0
D
1, 12+2δ1
2 (f(τ))dτ
+A8(c1, c2)
∫ T∗
0
D
1, 12+2δ1
1 (f(τ))dτ ≤ 4M1;
∫ T∗
0
D
1, 12+2δ1
3 (f(τ))dτ ≤ 4A9(c1, c2)M1;
sup
t∈[0,T∗]
E
N,κ(f(t)) +A7(c1, c2)
∫ T∗
0
D
N,κ
2 (f(τ))dτ ≤ 4M2;
∫ T∗
0
D
N,κ
3 (f(τ))dτ ≤ 4A9(c1, c2)M2.
(iii). ∀t ∈ [0, T ∗], ‖f − f ǫ‖L1 = O(ǫ2−2s).
Remark 1.5. Function spaces E1,
1
2
+2δ1,ǫ and E1,
1
2
+2δ1 are used to prove the propagation of the key
quantity ‖f‖
H
3
2
+2δ1
x L2γ+4
. And the function spaces EN,κ,ǫ and EN,κ are used to prove the propagation
of the lower bound of the density. When these two quantities are controllable, the regularity (or the
smoothing estimates) can be propagated(or produced).
Remark 1.6. Conditions (1.23) and (1.24) are crucial to prove the stability and the uniqueness results for
the equation. They also indicate the dependence of WI(N, κ, ̺, δ1, q1, q2) and E
N,κ(EN,κ,ǫ) on the initial
data. As a result, conditions (1.23) and (1.24) should be verified when we want to use the continuity
argument to improve the lifespan of the solution.
Remark 1.7. The estimates in result (i) are the bootstrap assumptions for the existence theory. To
the best of our knowledge, the formula f − f ǫ = O(ǫ2−2s) is the first result on the asymptotics of the
Boltzmann equation from angular cutoff to non-cutoff.
Our second result is on the global dynamics of the equation.
Theorem 1.2 (Global dynamics). Suppose that f is a non-negative and smooth solution to the equation
(1.1) verifying that for t ≥ 0 and x ∈ T3,
ρ(t, x)
def
=
∫
R3
fdv ≥ 2c1 > 0, ‖f(t)‖2
H
3
2
+2δ1
x L2γ+4
≤ c2/2,(1.26)
where ci(i = 1, 2) are universal constants. Let h = f −Mf .
(1) (γ = 0). Let 6 < q ≤ N + κ and η1 ≪ 1.
(a) (Propagation of the regularity and the lower bound of the solution) Suppose that
XN,κ,q = PN,κe ∩ V q and P1,
1
2+2δ1
e are function spaces associated to WII(N, κ, ̺, δ1). Then
for t ≥ 0,
X
N,κ,q(h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h) + V
q+s(Wγ/2h))dτ ≤ C(c1, c2,XN,κ,q(h0)).
Moreover, if t ≥ (N − 1)(N̺,1 + 1) +N̺,κ + [q/s] + 3, it holds
X
N,κ,q(h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h) + V
q+s(Wγ/2h))dτ ≤ C(c1, c2,P1,
1
2+2δ1
e (h0)).
As a direct consequence, we have the pointwise lower bound: f ≥ K0 exp{−A0|v|q0} where
K0, A0, q0 are constants depending only on c1, c2,P
1, 12+2δ1
e (h0).
(b) (Control of the entropy) For t > (N − 1)(N̺,1 + 1) + N̺,κ + [q/s] + 3, H(f |Mf )(t)
is a strictly decreasing function until it vanishes and verifies limt→∞H(f |Mf )(t) = 0 and
H(f |Mf)(t) ≤ C(c1, c2,P1,
1
2+2δ1
e (h0))‖f −Mf‖L1q0+2 .
(c) (Long time behavior) Suppose that XN,κ,q1 = P
N,κ
e,1 ∩ V q and X1,
1
2+2δ1,q1
2 = P
1, 12+2δ1
e,2 ∩ V q1
are the function spaces associated to W
(1)
II (N, κ, ̺, δ1) and W
(2)
II (1,
1
2 +2δ1, ̺, δ1) respectively.
Assume that h0 ∈ P1,
1
2+2δ1
e,1 , W
(2)
m,n(= Wl(2)m,n
) ≤ W (1)m,n(= Wl(1)m,n) if (m,n) ∈ Ix(1,
1
2 + 2δ1),
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W
(2)
1, 12+δ1
≤W (1)
1, 12+δ1
and
8CE(‖Mf‖Hη1γ+4 + c
1
2
2 ) ≤
1
2
(l
(2)
0,−1)
1+sA1(c1, c2).(1.27)
Let m¯, q1 ∈ R+, a, θ1 ∈ (0, 1) verify
1 < q1 < 1 + s, 102
Nq1 ≤ l(2)0,0, where Nq1 = [log2(
q1
q1 − 1)] + 1,(1.28)
max{2(1− a)−1(q0 + m¯+ 1) + q0 + 2, q0 + 2m¯+ 4} ≤ l(2)0,0, 5q0 + 4m¯+ 6 ≤ l(2)1, 12+2δ1 ,(1.29)
and the interpolation inequality(
X
1, 12+2δ1,q1
2 (h)
) 1
2 ≤ ‖h‖θ1L1
(
X
N,κ,q
1 (h)
)(1−θ1)/2
.(1.30)
There exists a constant c = min{(1− θ1)−1,
3
2−A
2(1−a) (A+ η(
3
2 −A))−1} with A = 32(m¯+2) and
η < 12 such that for t ≥ (N − 1)(N̺,1 + 1) +N̺,κ + [q/s] + 3,
H(f |Mf)(t) + P1,
1
2+2δ1
e,2 (h(t)) . (1 + t)
−c.
(2) (γ > 0). Let t ≥ t0 > 0.
(a) (Smoothing estimates and low bound of the solution) For any N, q, l ∈ R+,
‖h(t)‖HNx Hql ≤ C(t0, N, q, l, c1, c2).
As a corollary, for t ≥ t0 > 0, there exist constants K0, A0, q0 depending only on c1, c2, t0
such that f ≥ K0 exp{−A0|v|q0}.
(b) (Control of the entropy) For t ≥ t0 > 0, H(f |Mf) is a strictly decreasing function until
it vanishes and verifies limt→∞H(f |Mf)(t) = 0 and H(f |Mf )(t) . ‖f −Mf‖L1q0+2 .
(c) (Long time behavior) For any sufficiently small η > 0,
H(f |Mf )(t) . (1 + t)− 1η .
If γ = 2, then there exists a universal constant c such that H(f |Mf)(t) . e−ct.
Some remarks are in order.
Remark 1.8. The solutions constructed in [13] and [21] verify (1.26). The lower bound of the density
and the condition ‖f(t)‖L∞x (L1γ+2s∩L logL) ≤ c
1
2
2 are the minimal assumptions to prove that the collision
operator Q behaves like a fractional Laplace operator for velocity variable. Obviously (1.26) is a little
stronger than the optimal one. Considering that ‖f‖L∞x (L1γ+2s∩L logL) is comparable to ‖f‖H 32+δx L2γ+2s+2
,
we think that the assumption (1.26) is almost optimal. It is not clear how to relax it. Some new idea
should be introduced, for instance, the recent development of the De Giorgi’s method for the Boltzmann
equation in [26].
Remark 1.9. Since our new mechanism for the convergence is still related to the entropy method, we
do not get the exponential rate (except for γ = 2) of the convergence compared to the linearized theory.
Noting the recent development of the semi-group’s method introduced in [14], for γ > 0, one may obtain
the optimal decay rate by construction of the proper energy functional when the solution is sufficiently
close to its equilibrium(see [24]).
Remark 1.10. It is not clear that the proof in [33] can be applied to (1.8) to get the pointwise lower
bound for the solution f ǫ uniformly in ǫ. If it holds, slight modification of our proof will yield the rate of
the convergence to the equilibrium for (1.8) which will be uniform in ǫ.
Our final result is concerned with the global-in-time strong stability for the equation.
Theorem 1.3 (Global-in-time strong stability). Suppose that g is a non-negative and smooth solution
to the equation (1.1) verifying (1.26) and g ≥ K0 exp{−A0|v|q0}. Let 6 < q ≤ N + κ, η1 ≪ 1.
(1) (γ = 0) Suppose that XN,κ,q1 = P
N,κ
e,1 ∩ V q(EN,κ,P1,
1
2+2δ1
e,1 ) and X
1, 12+2δ1,q1
2 = P
1, 12+2δ1
e,2 ∩ V q1 are
the function spaces associated to W
(1)
I (N, κ, ̺, δ1, q
(1)
1 , q
(1)
2 ) and W
(2)
II (1,
1
2+2δ1, ̺, δ1) respectively.
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Assume that W
(1)
I and W
(2)
II verify all the assumptions stated in result (c) of Theorem 1.2 for
γ = 0. Moreover, W
(1)
I satisfies (1.23) and (1.24). Let h0, g0 ∈ EN,κ ∩ V q and for W (2)m,n ∈W(2)II ,
8CE(sup
t≥0
‖g(t)‖
H
3
2
+δ1
x H
η1
γ+4
+ ‖Mg‖Hη1γ+4 + c
1
2
2 ) ≤
1
2
(l
(2)
0,−1)
1+sA1(c1, c2); ‖W (2)0,−1W2+Nsg‖2
H
3
2
+δ1
x H2s+η1
(1.31)
+‖W (2)m,nW 32γ+2s+4g‖
2
Hm+n̺x Hs
+
2∑
i=1
‖W (2)
1, 12+iδ1
W 3
2γ+2s+4
g‖2
H
3
2
+iδ1
x Hs
. X
N,κ,q
1 (g).(1.32)
There exists a sufficiently small constant η depending only on c1, c2,P
N,κ
e,1 (g0) such that if P
1, 12+2δ1
e,1 (h0) ≤
η, then (1.1) admits a unique, non-negative and smooth solution f with the initial data f0 = g0+h0
in the space C([0,∞);EN,κ ∩ V q). Moreover, for any t ≥ 0, we have
P
1, 12+2δ1
e,2 ((f − g)(t)) . min{(1 + | ln η|)−c, (1 + t)−c + η},
where the constant c is stated in Theorem 1.2.
(2) (γ > 0) Suppose E2,
1
2+δ1(P
1, 12+2δ1
e,1 ) and X
1, 12+2δ1,q1
2 = P
1, 12+2δ1
e,2 ∩ V q1 are the function spaces
associated to W
(1)
I (2,
1
2 + δ1, ̺, δ1, q1, q2) and W
(2)
II (2,
1
2 + δ1, ̺, δ1) respectively. Assume that W
(2)
II
verify (1.31) and
sup
t≥0
(
V q1(g(t)) + ‖W (2)0,−1W2+Nsg(t)‖2
H
3
2
+δ1
x H2s+η1
+
∑
(m,n)∈Ix(1, 12+2δ1)
‖W (2)m,nW 32γ+2s+4g(t)‖
2
Hm+n̺x Hs
+‖W (2)
1, 12+δ1
W 3
2γ+2s+4
g(t)‖2
H
3
2
+δ1
x Hs
+ ‖W (2)
1, 12+2δ1
W 3
2γ+2s+4
g(t)‖2
H
3
2
+2δ1
x Hs
) ≤ C¯,(1.33)
Moreover, W
(1)
I verifies (1.24), W
(2)
m,n(= Wl(2)m,n
) ≤ W (1)m,n(= Wl(1)m,n) if (m,n) ∈ Ix(1,
1
2 + 2δ1),
W
(2)
1, 12+δ1
≤W (1)
1, 12+δ1
and
max{A1(c1, c2)− 1s , 8CI(C¯ + b2(1 +N) + C(C¯, c1, c2) 12 , Ns + 2} < l(1)1, 12+δ12
−Nq2,s,2 −Ns − 2− γ,(1.34)
where b2, C are defined in Lemma 5.4 and N > 0. Let h0 ∈ E2, 12+δ1 . There exists a sufficiently
small constant η depending only on g such that if P
1, 12+2δ1
e,1 (h0) ≤ η and V q1(h0) ≤ N , then (1.1)
admits a unique, non-negative and smooth solution f with the initial data f0 = g0 + h0 in the
space C([0,∞);E2, 12+δ1). Moreover, for any t ≥ t0 > 0, P1,
1
2+2δ1
e,1 ((f − g)(t)) ≤ O(| ln η|−∞).
Remark 1.11. The perturbation is performed in function space P
1
2+2δ1
e . But we still request that the
perturbed solution is in the energy space E2,
1
2+δ1 to get the uniqueness. Condition (1.34) is used to ensure
that (1.23) holds for the perturbed solution for all time. It will allow us to use continuity argument to
prove the global stability.
1.5. Organization of the paper. Section 2 is devoted to the analysis of the collision operator and the
hypo-elliptic estimate for the transport equation. Then the proof of the well-posedness for the equation
with and without angular cutoff will be given in Section 3 and Section 4. In Section 5, we will prove the
global dynamics for the equation under the assumption (1.26). We will prove the global-in-time stability
for the equation in Section 6. Technical lemmas and auxiliary theorems will be list in the appendix.
2. Analysis of the collision operator and the transport equation
In this section, we will make a full analysis of the collision operator and the transport equation in
order to get some key estimates for proving the main theorems.
2.1. The function spaces related to the symbol W ǫq . We will show some useful equivalences and
inequalities for the function spaces related to the symbol W ǫq .
Lemma 2.1. Let f be a smooth function defined in R3. Then for l ∈ R and p,m, q ≥ 0, it hold
|f |Hml ∼ |fφ|Hml + |fφ|Hml ;(2.1)
|fφ|Hml . ǫ−p|fφ|H(m−p)l , for p ≤ m;(2.2)
|W ǫq (D)(Wlf)|Hm ∼ ǫ−q|fφ|Hml + |fφ|Hm+sl ∼ |W
ǫ
q (D)f |Hml ;(2.3)
|W ǫq (D)Wlf |2L2 . |W ǫq−η(D)W2lf |L2 |W ǫq+η(D)f |L2 , for η ≤ q.(2.4)
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Proof. (i) Proof of (2.1): By Lemma 7.2 and the definition of fφ, We infer that
|fφ|Hml ∼ |Wl〈D〉m(1− φ(ǫD))f |L2 . |〈D〉m(1− φ(ǫD))Wlf |L2 + |[Wl, 〈D〉m(1− φ(ǫD))]f |L2
. |〈D〉mWlf |L2 + |f |Hm−1l−1 . |f |Hml .
The same argument can be applied to fφ which together with the above imply the first equivalence (2.1)
since the inverse inequality is trivial by the triangle inequality.
(ii) Proof of (2.2): Due to the facts (1 − φ(ǫξ))(1 − φ(12 ǫξ)) = 1 − φ(ǫξ) and ǫp〈ξ〉m(1 − φ(12 ǫξ)) ∈
Sm−p1,0 (see Definition 1.3) and Lemma 7.1, we deduce that
|fφ|Hml ∼ |Wl〈D〉m(1− φ(ǫD))f |L2 = |Wl〈D〉m(1− φ(
1
2
ǫD))fφ|L2
. ǫ−p|〈D〉m−pWlfφ|L2 ∼ ǫ−p|fφ|Hm−pl .
(iii) Proof of (2.3): We claim that
|W ǫq (D)(Wlf)|Hm ∼ |W ǫq (D)f |Hml .(2.5)
Let Aǫ(ξ)
def
= W ǫq (ξ)〈ξ〉m and Bǫ(ξ) def=
(
(1 − φ(ǫξ))〈ξ〉−q + ǫqφ(ǫξ))〈ξ〉−m. It is easy to check
that AǫBǫ, (Aǫ)−1(Bǫ)−1 ∈ S01,0. We first prove that |Aǫ(D)Wlf |L2 . |WlAǫ(D)f |L2 . Observe that
Aǫ(D)Wl = P1P2WlA
ǫ(D), where P1 = A
ǫ(D)WlB
ǫ(D)W−l and P2 = Wl(Bǫ(D))−1(Aǫ(D))−1W−l. We
reduce the desired estimate to show that P1 and P2 are bounded operators in L
2.
Due to Lemma 7.2, we have Bǫ(D)W−l = W−lBǫ(D) +
∑
1≤α≤N−1
1
α! (∂
αW−l)(∂αBǫ)(D) + rN (v,D),
where 〈v〉l+N rN (v,D) ∈ S−N1,0 . Then we deduce that
Aǫ(D)WlB
ǫ(D)W−l = Aǫ(D)Bǫ(D) +
∑
1≤α≤N−1
1
α!
Aǫ(D)Wl(∂
αW−l)(∂αBǫ)(D) +Aǫ(D)WlrN (v,D).
Notice that if N ≥ m+ q, |Aǫ(D)WlrN (v,D)f |L2 . |〈D〉m+qWlrN (v,D)f |L2 . |f |L2 . Then to show that
P1 is a bounded operator, it suffices to prove that for 1 ≤ α ≤ N − 1,
|Aǫ(D)Wl(∂αW−l)(∂αBǫ)(D)f |L2 . |f |L2 .(2.6)
By the similar expasion, we have
Aǫ(D)Wl(∂
αW−l)(∂αBǫ)(D) = Wl(∂αW−l)Aǫ(D)(∂αBǫ)(D) +
∑
1≤|β|≤N1−1
1
β!
∂β
(
Wl(∂
αW−l))
×(∂βAǫ)(D)(∂αBǫ)(D) + rN1(v,D)(∂αBǫ)(D),
where 〈v〉|α|rN1(v,D) ∈ Sm+q−N11,0 . It implies (2.6). Thus we obtain that |P1f |L2 . |f |L2.
Note that (Aǫ)−1(Bǫ)−1 ∈ S01,0. With the help of Lemma 7.1, it is easy to check that |P2f |L2 . |f |L2,
which gives |Aǫ(D)Wlf |L2 ≤ |WlAǫ(D)f |L2 .
To prove the inverse inequality of (2.5), we notice thatWlA
ǫ = P3P4A
ǫ(D)Wl, where P3 =WlA
ǫW−lBǫ(D)
and P4 = (B
ǫ(D))−1(Aǫ(D))−1. Following the similar argument just used before, we can show that P3
and P4 are bounded operators in L
2. Thus we have |WlAǫ(D)f |L2 ≤ |Aǫ(D)Wlf |L2, which completes the
proof to (2.5).
Now we are in a position to prove (2.3). Thanks to Lemma 7.2, we get
Wl〈D〉m+qφ(ǫD)W−l =WlW−l〈D〉m+qφ(ǫD) +
∑
1≤|α|≤N−1
1
α!
Wl(∂
αWl)
(
∂α(〈·〉m+qφ(ǫ·)))(D) +WlrN (v,D),
where vl+NrN (v,D) ∈ Sm+q−N1,0 withN ≥ m+q. It implies that |fφ|Hm+ql ∼ |(Wl〈D〉
m+qφ(ǫD)W−l)Wlf |L2 .
|W ǫq (D)Wlf |Hm . Similarly we can obtain that ǫ−q|fφ|Hml . |W ǫq (D)Wlf |Hm . These two inequalities yield
that |fφ|Hm+ql +ǫ
−q|fφ|Hm
l
. |W ǫq (D)Wlf |Hm . Observe that |W ǫq (D)f |Hml = |〈D〉m+qfφ+ǫ−q〈D〉mfφ|L2l .
We derive that
|W ǫq (D)f |Hml . |fφ|Hm+ql + ǫ
−q|fφ|Hm
l
. |W ǫq (D)Wlf |Hm ∼ |W ǫq (D)f |Hml ,
where we use (2.5) in the last step. It completes the proof to (2.3).
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(iv).Proof of (2.4): It is not difficult to check that 〈W ǫq (D)Wlf,W ǫq (D)Wlf〉v = 〈WlW ǫq−η(D)Wlf,
W−lW ǫq+η(D)Wlf〉v. Thanks to (2.3), we have
|W ǫq (D)Wlf |2L2 . |WlW ǫq−η(D)Wlf |L2 |W−lW ǫq+η(D)Wlf |L2 . |W ǫq−η(D)W2lf |L2|W ǫq+η(D)f |L2 .
We complete the proof of the lemma. 
Corollary 2.1. Suppose Φ(v) ∈ Sl1,0. For q ≥ 0, Aǫ(ξ) and W ǫq (ξ) verify |Aǫ(ξ)| ≤ W ǫq (ξ) and
|(∂αAǫ)(ξ)| ≤W ǫ(q−|α|)+(ξ). Then we have
|ΦAǫ(D)f |Hm + |Aǫ(D)Φf |Hm . |W ǫq (D)Wlf |Hm .(2.7)
As applications, one has ∑
k≥−1
|[W ǫq (D),Pk2kpWl]f |2L2 . |W ǫ(q−1)+(D)Wl+p−1f |2L2 ;(2.8)
|[W ǫq (D),Uk]f |L2 . |W ǫ(q−1)+(D)f |L2 ;(2.9) ∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2 ∼ |W ǫq (D)Wlf |2L2.(2.10)
Proof. We set Bǫq(ξ) = (1− φ(ǫξ))〈ξ〉−q + φ(ǫξ)ǫq. It is easy to check that BǫqAǫ, (Bǫq)−1(W ǫq )−1 ∈ S01,0.
(i). Proof of (2.7): We first note that
Wl〈D〉mAǫ(D) = P5(Bǫq(D))−1〈D〉mWl, 〈D〉mAǫ(D)Φ = P6P7Wl〈D〉mW ǫq (D)
where P5 =Wl〈D〉mAǫ(D)W−lBǫq(D)〈D〉−m, P6 = 〈D〉mAǫ(D)ΦBǫq(D)〈D〉−mW−l and
P7 = Wl(B
ǫ
q(D))
−1(W ǫq (D))
−1W−l. By using the similar argument applied to Pi(i = 1, 2, 3, 4), we can
prove that P5, P6 and P7 are bounded operators in L
2. Thus we have
|ΦAǫ(D)f |Hm . |Wl〈D〉mAǫ(D)f |L2 . |(Bǫq(D))−1〈D〉mWlf |L2 . |W ǫq (D)Wlf |Hm ,
|Aǫ(D)Φf |Hm . |Wl〈D〉mW ǫq (D)f |L2 ∼ |W ǫq (D)Wlf |Hm .
(ii). Proof of (2.8): We first observe that
[W ǫq (D),Pk2kpWl] = 2−k[W ǫq (D),Pk2k(p+1)Wl]
= 2−k
( ∑
1≤|α|≤N−1
1
α!
∂α(Pk2k(p+1)Wl)(∂αW ǫq )(D) + rN (v,D)
)
,
where 〈v〉N−(l+p+1)rN ∈ Sq−N1,0 with N ≥ l + p+ 1. Then we have
|[W ǫq (D),Pk2kpWl]f |L2 .
∑
1≤|α|≤N−1
|∂α(Pk2kpWl)(∂αW ǫq )(D)f |L2 + 2−k|f |L2 ,
which together with (2.7) imply that∑
k≥−1
|[W ǫq (D),Pk2kpWl]f |2L2 . |Wl+p−1W ǫ(q−1)+(D)f |2L2 + |f |2L2 .(2.11)
To prove the desired result, we observe the facts that |[W ǫq (D),Pk2kpWl]f |L2 = |[W ǫq (D),Pk2kpWl]W−(l+p−1)
(Wl+p−1f)|L2 and
[W ǫq (D),Pk2kpWl]W−(l+p−1) = [W ǫq (D),Pk2kpW−(p−1)] +
∑
1≤|α|≤N−1
1
α!
Pk2kpWl∂αW−(l+p−1)
×(∂αW ǫq )(D) + Pk2kpWlrN (v,D),
where 〈v〉N+l+p+1rN (v,D) ∈ Sq−N1,0 . By (2.7), we first have∑
k≥−1
|[W ǫq (D),Pk2kpWl]f |2L2 ≤
∑
k≥−1
‖[W ǫq (D),Pk2kpW−(p−1)](Wl+p−1f)‖2L2 + ‖W ǫ(q−1)+(D)Wl+p−1f‖2L2.
Then (2.8) is derived by (2.11).
(iii). The result of (2.9) is easily derived by (2.7) and the expansion [W ǫq (D),Uk] =
∑
1≤|α|≤N−1
1
α!∂
αUk
(∂αW ǫq )(D) + rN (v,D), where 〈v〉N rN (v,D) ∈ Sq−N1,0 .
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(iv). Proof of (2.10): We first notice that∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2
∼
∑
j≤[log2 1ǫ ]
22qj |WlFj(1− φ(1
4
ǫD))f |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjφ(4ǫD)f |2L2(2.12)
=
∑
j≥−1
(
22qj |WlFj(1− φ(1
4
ǫD))f |2L2 + ǫ−2q|WlFjφ(4ǫD)f |2L2
)
(2.13)
−
∑
j≥[log2 1ǫ ]
22qj |WlFj(1 − φ(1
4
ǫD))f |2L2 −
∑
j≤[log2 1ǫ ]
ǫ−2q|WlFjφ(4ǫD)f |2L2 .
Thanks to Theorem 7.1 and (2.7), (2.12) implies that∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2 . |(1 − φ(
1
4
ǫD))f |2Hql + ǫ
−2q|φ(4ǫD)f |2L2l . |W
ǫ
q (D)f |2L2l .
To prove the inverse inequality, we claim that∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2 & |(1− φ(
1
4
ǫD))f |2Hql + ǫ
−2q(|φ(4ǫD)f |2L2
l
+|Wl(φ(4ǫD)− φ(1
4
ǫD))f |2L2) & |(1− φ(
1
4
ǫD))f |2Hq
l
+ ǫ−2q|φ(1
4
ǫD)f |2L2l ∼ |W
ǫ
q (D)Wlf |2L2 .
We first note that if j ∼ [log2 1ǫ ], then
|WlFj(1− φ(1
4
ǫD))f |L2 = |WlF˜j(1− φ(1
4
ǫD))Fjf |L2
≤ |F˜j(1− φ(1
4
ǫD))WlFjf |L2 + |[Wl, F˜j(1− φ(1
4
ǫD))]Fjf |L2 ≤ (1 + 2−j)|WlFjf |L2,
which yields that ∑
j≥[log2 1ǫ ]
22qj |WlFj(1− φ(1
4
ǫD))f |2L2 =
∑
j∼[log2 1ǫ ]
22qj |WlFj(1− φ(1
4
ǫD))f |2L2
.
∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2.
Similarly we can prove
∑
j≤[log2 1ǫ ] ǫ
−2q|WlFjφ(4ǫD)f |2L2 .
∑
j≤[log2 1ǫ ] 2
2qj |WlFjf |2L2+
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2.
From these two estimates together with (2.13) and Theorem 7.1, we have∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2 & |(1 − φ(
1
4
ǫD))f |2Hql + ǫ
−2q|φ(4ǫD)f |2L2l .(2.14)
Secondly we have
|Wl(φ(4ǫD)− φ(1
4
ǫD))f |L2 = |Wl(φ(4ǫD)− φ(1
4
ǫD))
∑
[log2
1
ǫ ]−N0≤j≤[log2 1ǫ ]+N0
Fjf |L2
. |
∑
[log2
1
ǫ ]−N0≤j≤[log2 1ǫ ]+N0
Fjf |L2l + ǫ|
∑
[log2
1
ǫ ]−N0≤j≤[log2 1ǫ ]+N0
Fjf |L2l−1,
which implies that
ǫ−2q|Wl(φ(4ǫD)− φ(1
4
ǫD))f |2L2 .
∑
j≤[log2 1ǫ ]
22qj |WlFjf |2L2 +
∑
j>[log2
1
ǫ ]
ǫ−2q|WlFjf |2L2 ,
from which together with (2.14), we conclude the claim. Then we complete the proof to (2.10). 
2.2. Lower and upper bounds for the collision operator Qǫ. We will give various lower and upper
bounds for the collision operator Qǫ in weighted Sobolev spaces.
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2.2.1. Lower bounds for the collision operator Qǫ. We begin with a useful proposition which is related to
the symbol of the collision operator Qǫ.
Proposition 2.1. Suppose Aǫ(ξ)
def
=
∫
σ∈S2 b
ǫ( ξ|ξ| · σ)min{|ξ−|2, 1}dσ, where ξ− = (ξ − |ξ|σ)/2. Then we
have Aǫ(ξ) + 1 ∼ (W ǫs (ξ))2.
Proof. By definition, we first getAǫ(ξ) = 2π
∫ π/2
0
sin θb(cos θ)φ(sin θ2/ǫ)min{|ξ|2 sin2(θ/2), 1}dθ. By change
of variable: t = sin(θ/2), we have
Aǫ(ξ) ∼
∫ 1
2
0
t−1−2sφ(t/ǫ)min{|ξ|2t2, 1}dt = |ξ|2s
∫ |ξ|/2
0
t−1−2sφ(ǫ−1t|ξ|−1)min{t2, 1}dt.
It is easy to check there exist constants c¯1 and c¯2 such that c¯1 < c¯2 and
|ξ|2s
∫ |ξ|/2
c¯2ǫ|ξ|
t−1−2smin{t2, 1}dt . Aǫ(ξ) . |ξ|2s
∫ |ξ|/2
c¯1ǫ|ξ|
t−1−2smin{t2, 1}dt.
Now we focus on the quantity I(ξ)
def
= |ξ|2s ∫ |ξ|/2cǫ|ξ| t−1−2smin{t2, 1}dt.
(1) For the case of |ξ| ≤ 2, we have I(ξ) = |ξ|2s ∫ |ξ|/2cǫ|ξ| t1−2sdt ∼ (1 − s)−1|ξ|2.
(2) For the case of 2 < |ξ| ≤ (cǫ)−1, we have
I(ξ) = |ξ|2s( ∫ 1
cǫ|ξ|
t1−2sdt+
∫ |ξ|/2
1
t−1−2sdt
) ∼ (1− s)−1|ξ|2s(1− (cǫ|ξ|)2−2s) + |ξ|2s(1− (2|ξ|−1)2s).
(3) For the case of |ξ| ≥ (cǫ)−1, we have I(ξ) = |ξ|2s ∫ |ξ|/2cǫ|ξ| t−1−2sdt ∼ ǫ−2s.
Patching together all the estimates, we arrive at Aǫ(ξ) + 1 ∼ I(ξ) + 1 ∼ (W ǫs )2, which concludes the
desired result. 
Now we can state the coercivity estimate for the Boltzmann collision operator Qǫ:
Theorem 2.1. Suppose that the non-negative function g verifies the conditions
|g|L1 ≥ c1, |g|L12 + |g|L logL < c2.(2.15)
Then for any smooth function f , there exist constants C1 and C2 depend only on c1 and c2 such that
〈−Qǫ(g, f), f〉v ≥ C1(c1, c2)
(E0,ǫµ (Wγ/2f) + |W ǫs (D)Wγ/2f |2L2)− C2(c1, c2)|f |2L2
γ/2
.(2.16)
Proof. It is easy to derive that 〈−Qǫ(g, f), f〉v = Eγ,ǫg (f) − N γ,ǫ(f), where Eγ,ǫg (f) is defined in (1.22)
and N γ,ǫ(f) def= 12
∫
σ,v∗,v
|v− v∗|γbǫ(cos θ)g∗(f ′2− f2)dσdv∗dv. We recall that the cancellation lemma(see
[1]) can be stated as follows: if A(v − v∗, σ) = A(|v − v∗|, cos θ) with cos θ = v−v∗|v−v∗| · σ, then∫
σ,v
A(v − v∗, σ)(f ′ − f)dσdv = (f ∗ S)(v∗),(2.17)
where S(z) = | S1 | ∫ π/2
0
[cos−3(θ/2)B(|z|/ cos(θ/2), cos θ) − B(|z|, cos θ)] sin θdθ. It implies |N γ,ǫ(f)| .
|g|L1γ |f |2L2
γ/2
. Next we concentrate on the functional Eγ,ǫg (f). We begin with the case γ = 0. From the
computation in [1], one has
E0,ǫg (f) + |f |2L2 & C(g)
∫
R3
(Aǫ(ξ) + 1)|fˆ(ξ)|2dξ ≥ C(c1, c2)|W ǫs (D)f |2L2 .(2.18)
By Lemma 3.4 in [22], one has Eγ,ǫg (f) + |f |2L2
γ/2
≥ C(c1, c2)E0,ǫµ (Wγ/2f). From this together with (2.18),
we complete the proof of the theorem. 
In order to get sharp bounds for Qǫ, we perform the following decomposition: Q = Qδ + Q
ǫ
r defined
by Qδ(g, h)
def
=
∫
v∗,σ
Bǫ(|v − v∗|, σ)φ( sin(θ/2)δ )(g′∗h′ − g∗h)dσdv∗, and Qǫr(g, h)
def
=
∫
v∗,σ
Bǫ(|v − v∗|, σ)
(
1−
φ( sin(θ/2)δ )
)
(g′∗h
′−g∗h)dσdv∗. By the definition of φ, for δ > 2ǫ, one has φ( sin(θ/2)δ )φ( sin(θ/2)ǫ ) = φ( sin(θ/2)δ ),
which implies that
Qδ(g, h) =
∫
v∗,σ
B(|v − v∗|, σ)φ( sin(θ/2)
δ
)(g′∗h
′ − g∗h)dσdv∗.
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Let κ
def
= c
1
3
1 (3 exp{3c2/c1+3})−
1
3 . Then Qδ we has the further decomposition: Qδ(g, h) = Q
+
δ,κ(g, h)−
Lδ,κ(g)h + Qκδ (g, h), where Q
+
δ,κ(g, h)
def
=
∫
v∗,σ
B(|v − v∗|, σ)φ( sin(θ/2)δ )φ( |v−v∗|2κ )g′∗h′dσdv∗, Lδ,κ(g)h
def
=∫
v∗,σ
B(|v−v∗|, σ)φ( sin(θ/2)δ )φ( |v−v∗|2κ )g∗hdσdv∗ andQδκ(g, h)
def
=
∫
v∗,σ
B(|v−v∗|, σ)φ( sin(θ/2)δ )(1−φ( |v−v∗|2κ ))
(g′∗h
′ − g∗h)dσdv∗.
In summary, we have a new decomposition for Qǫ:
Qǫ(g, h) = Q+δ,κ(g, h)− Lδ,κ(g)h+Qδκ(g, h) +Qǫr(g, h).(2.19)
In what follows, we will focus on the estimates for Lδ,κ and Q+δ,κ.
Proposition 2.2. Let δ > 2ǫ. Suppose that the non-negative function g verifies the condition (2.15).
Then there exists a constant C3 depending only on c1, c2 such that
Lδ,κ(g) ≥ C3(c1, c2)δ−2s〈v〉γ .
Proof. We first recall that Lδ,κ(g) ≥ ( ∫|v−v∗|≥κ |v − v∗|γg∗dv∗)( ∫σ b(cos θ)φ( sin(θ/2)δ )dσ). It implies that
Lδ,κ(g) ≥ δ−2s ∫|v−v∗|≥κ |v − v∗|γg∗dv∗. Let M = exp{3c2/c1 + 1}.
Since κ = c
1
3
1 (3 exp{3c2/c1 + 3})−
1
3 , on one hand, it is easy to check that∫
|v−v∗|≥κ
|v − v∗|γg∗dv∗ ≥ κγ(|g|L1 − κ3M − (logM)−1|g|L logL) ≥ κγ c1
3
.
On the other hand, we can derive that if R = max{√2c2/c1, 2κ}, then∫
|v−v∗|≥κ
|v − v∗|γg∗dv∗1|v|≥R ≥ (1
2
|v|)γ1|v|≥R
∫
|v∗|≤R/2
g∗dv∗
≥ 1|v|≥R(1
2
|v|)γ(|g|L1 −R−2|g|L12) ≥
c1
2
1|v|≥R(
1
2
|v|)γ .
The desired result follows these two inequalities . 
For Q+δ,κ, we will use the Randon transform to capture the smoothing property of the operator. In
order to do that, we use ω-representation to rewrite Q+δ,κ as follows:
(2.20) Q+δ,κ(f, g)(v) =
∫
v∗∈R3
∫
ω∈S2
f(v′)g(v′∗)B˜δ(|v − v∗|, ω)φ(
|v − v∗|
2κ
)dΩ(ω)dv∗
where v′ = v − ((v − v∗) · ω)ω , v′∗ = v∗ + ((v − v∗) · ω)ω. Here B˜δ is of the form
B˜δ(v − v∗, ω) = |v − v∗|γbδ(cos θ) def= |v − v∗|γ b˜(cos θ)φ(cos θ
δ
) , cos θ =
v − v∗
|v − v∗| · ω,
where the angular function b˜ is defined by
(2.21) b˜(cos θ) = 4(cos θ)b(
v − v∗
|v − v∗| ·
v′ − v′∗
|v′ − v′∗|
).
We remark that now the singularity of the cross-section occurs near θ = π/2. More precisely, one has
b˜(cos θ) ∼ (cos θ)−1−2s.
Before giving the upper bound for Q+δ,κ, we state a crucial lemma:
Lemma 2.2. Let µ > 0 be a small number. Suppose cµ(|x|) is a positive smooth bump function which
equals to 1 when |x| > µ and 0 when |x| < µ/2. Let Th(x) def= ∫S2 cµ(|x|)bδ(cos θ)h(x − (x · ω)ω)dΩ(ω)
and cos θ = 〈x, ω〉/|x|. Then
(2.22) |Th|L2 . δ−2−2sµ−1|h|H−1 .
Proof. We rewrite T as
(2.23) Th(x) = (2π)−3
∫
R3
eix·ξa(x, ξ)ĥ(ξ)dξ
where a(x, ξ) =
∫
S2
e−i(x·ω)(ξ·ω)cµ(|x|)bδ(cos θ)dΩ(ω).
We split the operator T to the one restricted to |x| > 1 and the other to µ < |x| < 3/2 by multiplying
it with suitable bump functions.
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Part I. |x| > 1.
The operator is denoted by T again. We should evaluate a(x, ξ) on three different domains. Thus the
operator T is split into three operators accordingly. For simplicity of representation, we will denote the
function on three domains by a(x, ξ) again.
Case 1. |x| ≥ 1, |ξ| ≥ 1.
The operator T restricted to this domain is again denoted by T and we wish to show
(2.24) |Th|L2 ≤ C(δ)|h|H−1
where C(δ) is of order δ−2−2s.
The calculation of a(x, ξ) on this domain can be done by the same method as that in [28] which has
its origin from [29]. Hence we sketch the calculation of a(x, ξ) and the estimate of T quickly. With these
in mind, we can show the estimate still holds for the case 2 by modifying the argument of case 1. This
new argument to the case 2 was not seen in [28].
In order to prove (2.24), we further split the phase space {(x, ξ)||x| ≥ 1, |ξ| ≥ 1} into cones by
letting m ∈ N and Γ0 =
{
(x, ξ)| 2δ ≤ θ0 ≤ π − 2δ
}
, Γm =
{
(x, ξ)| π − δ2m−3 < θ0 ≤ π − δ2m−1
}
,
Γ−m =
{
(x, ξ)| δ2m−1 ≤ θ0 < δ2m−3
}
, where θ0 is the angle spanned by x and ξ.
By a similar calculation as [28], using stationary phase formula, we obtain that a(x, ξ) equals
(2.25)

e−iφ+(x,ξ)c+(θ0)p+(x, ξ) +e−iφ−(x,ξ)c−(θ0)p−(x, ξ), if (x, ξ) ∈ Γ0
p−∞(x, ξ) +e−iφ−(x,ξ)c−(θ0)p−(x, ξ), if (x, ξ) ∈ Γm
e−iφ+(x,ξ)c+(θ0)p+(x, ξ) +p−∞(x, ξ), if (x, ξ) ∈ Γ−m
where φ±(x, ξ) = 12 [x ·ξ±|x||ξ|], p±(x, ξ) ∈ S−11,0 are in the class of symbol of order −1 and p−∞ ∈ S−∞1,0 is
the symbol of the smooth operator. Please note that the coefficients c+(θ0), c−(θ0) and their derivatives
with respect to x, ξ are bounded by Cδ−(2+2s). The upper bound of c±(θ0) and their derivatives tends
to this order when θ0 tends to 0 or π.
Absorbing the factor 〈ξ〉−1 into ĥ(ξ) and take out δ−(2+2s), the proof of (2.24) is then reduced to the
proof of L2 boundedness of integral operator T±h(x) =
∫
R3
e
1
2 i(x·ξ∓|x||ξ|)p±(x, ξ)ĥ(ξ)dξ on cones Γj , j ∈ Z
where p±(x, ξ) are symbols of order 0. We note that the phase functions ψ±(x, ξ) = i2 (x · ξ ∓ |x||ξ|) of
operators satisfy the non-degeneracy condition
(2.26)
∣∣∣det ∂2ψ±(x, ξ)
∂xj∂ξk
∣∣∣ > c > 0
on Γ0. Hence the operator satisfies (2.24) on the cone Γ0 by the Theorem 2.1 of [35]. Its proof relies on
the localization of operator T , integration by parts and Coltar-Stein lemma. Let d ∈ C∞0 (R3) be a real
valued positive function such that {dk(x)}k∈Z3 forms a partition of unity where dk(x) = d(x − k). For
example we can decompose the operator T+ as
(2.27) T+ =
∑
(j,l)∈Z3×Z3
T(j,l)
where T(j,l) = djT+dl, that is T(j,l)u(x) = dj(x)
∫
eiψ+(x,ξ)p+(x, ξ)dl(ξ)u(ξ)dξ. The adjoint of Tj,l, denoted
by T ∗j,l is T
∗
(j,l)v(ξ) = dl(ξ)
∫
e−iψ+(y,ξ)p+(y, ξ)v(y)dj(y)dy. The non-degeneracy condition and integra-
tion by parts give |T(j,l)T ∗(k,m)|L2→L2 ≤ CA2 h(l−m)1+|j−k|7 , and |T ∗(j,l)T(k,m)|L2→L2 ≤ CA2 h(j−k)1+|l−m|7 . Thus the
operator T+ is L2 bounded on Γ0 by Coltar-Stein lemma.
The estimates of operator T± on cones Γj is based on the estimate on Γ0. The fact that constant c in
the non-degeneracy condition (2.26) tends to 0 as |j| → ∞ means the decay rate of the kernel of T on
Γ|j+1| is one half of that on Γ|j|. On the other hand, the span of angle θ0 on Γ|j+1| is one half of that on
Γ|j|. Combine these observations and use the argument in [28], we can see that the bounds on Γj form a
geometric series as |j| → ∞ and we conclude the result for this case.
Case 2. |x| ≥ 1, |x||ξ| ≥ 2.
As before, we may restrict the operator T on the domain E = {|x||ξ| > 2} − {|x| > 1, |ξ| > 2} by
multiplying a smooth bump function to a(x, ξ). We denote the resulting function by a(x, ξ) again for
simplicity and recognize that it is restricted to the domain E.
We note that if the Fourier variable of a functionh is restricted to low frequency |ξ| < 2, then we have
|h|H−1 ≃ |h|L2 . Hence we only have to show |Th|L2 ≤ |h|L2 for T restricted to E.
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By Plancherel theorem, it equals to consider T defined by
(2.28) T f(x) =
∫
R3
eix·ξa(x, ξ)f(ξ)dξ,
where
(2.29) a(x, ξ) =
∫
ω∈S2
e−i(x·ω)(ξ·ω)bδ(cos θ)dΩ(ω).
Let
∑∞
i=1 γi(x) be a partition of unity on {x||x| > 2} where γi(x) = γ0(2−ix) for some nonnegative
smooth γ0 whose support is in [1/2, 2]. Then
∑∞
i=0 γ−i(ξ) is a partition of unity on {ξ||ξ| < 2}. We
decompose the operator T as T =∑T(j,−l) , (j, l) ∈ {N× (N ∪ {0})} where
(2.30) T(j,−l)f(x) =
∫
R3
eix·ξa(j,−l)(x, ξ)f(ξ)dξ
and
(2.31) a(j,−l)(x, ξ) = γj(x)γ−l(ξ)a(x, ξ).
We note that the condition (x, ξ) ∈ E implies that a(j,−l)(x, ξ) = 0 if j − l < 0. In other words, we must
have
(2.32) j ≥ l + 1.
As the proof of case 1, the L2 boundedness of T can be proved through the estimates of |T(j,−l)T ∗(k,−m)|L2→L2
and |T ∗(j,−l)T(k,−m)|L2→L2 where T ∗(k,−m) is the adjoint of T(−k,m) and (k,m) ∈ {N×(N∪{0})}, k ≥ m+1.
By symmetry, it suffices to study the latter, i.e. operators of the form
(2.33) T ∗(j,−l)T(k,−m)g(ξ) =
∫
K(j,−l),(k,−m)(ξ, η)g(η)dη
where
(2.34) K(j,−l),(k,−m)(ξ, η) =
∫
eix·(η−ξ)a(j,−l)(x, ξ)a(k,−m)(x, η)dx.
If |k − j| ≥ 2 then we have K(j,−l),(k,−m)(ξ, η) = 0 by γj(x)γk(x) = 0 and (2.31). Without loss of
generality, we assume k = j + 1. Let x = 2jx˜, ξ = 2−j ξ˜, η = 2−j η˜. We observe that this change of
variables does not change the direction of vectors x, ξ, η, thus it is easy to see that from (2.29) we have
a(x, ξ) = a(x˜, ξ˜). Applying it to (2.31), we have
(2.35) a(j,−l)(x, ξ) = a(0,j−l)(x˜, ξ˜) , a(k,−m)(x, η) = a(1,j−m)(x˜, η˜),
and
K(j,−l),(k,−m)(ξ, η) = (2j)3K(0,j−l),(1,j−m)(ξ˜, η˜).
Let g(2−j ξ˜) = g−j(ξ˜), we have
T ∗(j,−l)T(k,−m)g(ξ) =
∫
K(j,−l),(k,−m)(ξ, η)g(η)dη
=
∫
K(0,j−l),(1,j−m)(ξ˜, η˜)g−j(η˜)dη˜ = T ∗(0,j−l)T(1,j−m)g−j(ξ˜).
Since |T ∗T g−j(ξ˜)|L2
ξ˜
= (2−j)−3/2|T ∗T g(ξ)|L2ξ , |g−j(η˜)|L2η˜ = (2−j)−3/2|g(η)|L2η , we see that
|T ∗(j,−l)T(k,−m)|L2η→L2ξ = |T ∗(0,j−l)T(1,j−m)|L2η˜→L2ξ˜ . We note that the bound of |T
∗
(0,j−l)T(1,j−m)|L2η˜→L2ξ˜ is
determined by the kernel of operator K(0,j−l),(1,j−k)(ξ˜, η˜). We also note that if we define
T˜(1,j−m)f(x˜) =
∫
R3
eix˜·ξ˜a(1,j−m)(x˜, ξ˜)f(ξ˜)dξ˜.
Then the operatorT˜ ∗(0,j−l)T˜(1,j−m) has kernel K(0,j−l),(1,j−m)(ξ˜, η˜).
The purpose of this change of variables is to give new indices 0, j − l, 1, j −m which are nonnegative
by (2.32). And it suffices to consider |T˜ ∗(·,·)T˜(·,·)|L2→L2 with nonnegative indices. Thus the operators
T˜ , T˜ ∗ are defined in the domain {|x˜| ≥ 1, |ξ˜| ≥ 1} and their kernels a, a can be estimated by the method
of Case 1. We note that if j − l or j −m is strictly larger than 1, then the support set of γj−l(ξ˜) or
γj−m(ξ˜) is larger than that of d function given in (2.27). Since we may take a refine decomposition to
γ−l(ξ), γ−m(ξ) such that the size of each support is of order 2−j and relabel it before change of variable,
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the role of γ(·)(ξ˜) here will be later regarded as that of function d(·) in case 1. Therefore the proof of this
case just follows the case 1 and enjoys the same L2 bound.
Case 3. |x| ≥ 1, |x||ξ| < 3
Since we have |ξ| < 3 on this domain, to prove (2.24) is equivalent to show
(2.36) |Th|L2 ≤ C|h|L2 .
Recall Th(x) =
∫
R3
eix·ξa(x, ξ)hˆ(ξ)dξ where for |x| > 1, we have
(2.37) a(x, ξ) =
∫
S2
e−i(x·ω)(ξ·ω)bδ(cos θ)dΩ(ω).
By Plancherel theorem, it suffices to consider the operator T1 as
T1h(x) =
∫
R3
eix·ξa(x, ξ)h(ξ)dξ =
∫
R3
K(x, ξ)h(ξ)dξ.
It is clear that K satisfies
(2.38) |K(x, ξ)| ≤ C , |x||ξ| < 3.
where C ≃ (2s)−1(δ)−2s is a uniform constant.
Let p(x) = (1+ |x|)−1 and q(ξ) = |ξ|2. For any fixed |x0| ≥ 1, using spherically coordinate and (2.38),
we have ∫
{|ξ|≤3|x0|−1}
|K(x0, ξ)|q(ξ)dξ ≤ C1
∫ 3|x0|−1
0
r−2 · r2dr ≤ C2|x0|−1 ≤ C3p(x0).
And for any fixed |ξ0| ≤ 3, we have∫
{1≤|x|≤3|ξ0|−1}
|K(x, ξ0)|p(x)dx ≤ C1
∫ 3|ξ0|−1
1
r−1 · r2dr ≤ C2|ξ0|−2 = C2q(ξ0).
By Schur’s test, we conclude that T1 is bounded on L
2 and hence (2.36) holds.
Part II. µ < |x| < 3/2.
Let ψ(x) ∈ C∞0 ((1, 2)) be a function such that sequence ψj(x) = ψ(2jx) , j ∈ Z forms partition of
unity in R. Then cµ(|x|) =
∑N
j=−∞ cµ,j(|x|) =
∑N
j=−∞ cµ(|x|)ψj(x) where N depends on µ.
The estimate of Part I works for the operator T with a(x, ξ) being replaced by cµ,0(|x|)a(x, ξ). Indeed
we have
(2.39) |Th|L2 . δ−2−2s|h|H˙−1 .
when cµ,0(|x|)a(x, ξ) is further restricted to the domain 1 < |x| < 2, |x||ξ| > 1 and we have
(2.40) |Th|L2 . δ−2−2s|h|L2
when cµ,0(|x|)a(x, ξ) is restricted to the domain 1 < |x| < 2, |x||ξ| < 1.
Now we consider the operator T with a(x, ξ) being replaced by cµ,1(|x|)a(x, ξ). First we consider the
domain where cµ,1(|x|)a(x, ξ) is further restricted to the domain |x||ξ| > 2. By scaling argument as the
case 2 of part I, enlarge x and shrink ξ by scale 2 and 2−1 respectively, we see that this operator again
enjoys (2.39). For the operator defined on the domain |x||ξ| < 2, we can obtain (2.40) by Schur’s test
with the bound twice large. Since the same argument works for the operator with a(x, ξ) being replaced
by cµ,j(|x|)a(x, ξ), sum up all the estimates and conclude the result. 
Now we are in a position to give the upper bound for Q+δ,κ.
Theorem 2.2. For smooth functions g, h and f and a, b ∈ R with a+ b = γ, we have
|〈Q+δ,κ(g, h), f〉v| ≤ C(κ)δ−2−2s(|g|L1 |h|L2a |f |H−1b + |g|L1γ |h|L2 |f |H−1).
Proof. By (2.20), we have
〈Q+δ,κ(g, h), f〉v =
∫
φ(
|v − v∗|
2κ
)|v − v∗|γbδ(cos θ)g′∗h′fdΩ(ω)dv∗dv
=
∑
k≥−1
2kγ
∫
g∗h[τ−v∗ ◦ T ◦ τv∗f(v)]dv∗dv def=
∑
k≥−1
2kγIk(g, h, f).
where (τv∗h)(v) = h(v − v∗) and Th(x) =
∫
S2
cκ(|x|)bδ(cos θ)h(x − (x · ω)ω)dΩ(ω) with cκ(|x|) =
2−kγ |x|γψk(|x|)φ(|x|/(2κ)).
26 LING-BING HE AND JIN-CHENG JIANG
Thanks to Lemma 2.2, we have
|Ik(g, h, f)| . |g|L1 |h|L2 sup
v∗
|τ−v∗ ◦ T ◦ τv∗f |L2 . δ−2−2s|g|L1 |h|L2 sup
v∗
|τv∗f |H−1
. δ−2−2s|g|L1 |h|L2 |f |H−1 .
Suppose |v∗| ∼ 2j and |v − v∗| ∼ 2k. Then thanks to the fact |v − v∗| ∼ |v′ − v∗|, we have
• If j ≤ k −N0, then |v| ∼ |v′| ∼ 2k;
• If j ≥ k +N0, then |v| ∼ |v′| ∼ 2j;
• If |j − k| < N0, then |v| ≤ 2k+N0 , |v′| ≤ 2k+N0 .
Due to this observation, we have the following decomposition:
〈Q+δ,κ(g, h), f〉v =
∑
j≥−1
〈Q+δ,κ(Pjg, h), f〉v =
∑
k≥N0−1
2kγIk(Uk−N0g, P˜kh, P˜kf)
+
∑
j≥k+N0
2kγIk(Pjg, P˜jh, P˜jf) +
∑
|j−k|≤N0
2kγIk(Pjg,Uk+N0h,Uk+N0f),
which together with Theorem 7.1 imply that
|〈Q+δ,κ(g, h), f〉v| . δ−2−2s|g|L1 |h|L2a
[
(
∑
j≥−1
22jb|P˜jf |2H−1)1/2 + |g|L1γ |h|L2 sup
k
|Uk+N0f |H−1
]
. δ−2−2s(|g|L1 |h|L2a |f |H−1b + |g|L1γ |h|L2 |f |H−1).
We complete the proof of the theorem. 
Combining the previous results, we arrive at:
Theorem 2.3. Suppose that the non-negative function g verifies the conditions (2.15) . Then for any
smooth function f , there exist constants Ci(i = 4, 5, 6, 7) depending only on c1 and c2 such that
(i). 〈−Qǫ(g, f), f〉v ≥ 1
3
Eγ,ǫg (f) + C4(c1, c2)(E0µ(Wγ/2f) + |W ǫs (D)Wγ/2f |2L2) + C5(c1, c2)δ−2s|f |2L2
γ/2
−C6(c1, c2)δ−6−6s|f |2L1
γ/2
;(2.41)
(ii). 〈−Qǫ(g, f), f〉v ≥ 1
3
Eγ,ǫg (f) + C4(c1, c2)(E0µ(Wγ/2f) + |W ǫs (D)Wγ/2f |2L2) + C5(c1, c2)δ−2s|f |2L2
γ/2
−C7(c1, c2)δ−4−2s|f |2H−1
γ/2
,
where 2ǫ < δ < ( C34C2 )
1
2s .
Proof. By (2.19), we observe that
〈−Qǫ(g, f), f〉v = 1
3
〈−Qǫ(g, f), f〉v + 1
3
〈−Qǫ(g, f), f〉v + 1
3
〈Lδ,κ(g)f, f〉v
+
1
3
〈−Q+δ,κ(g, f), f〉v +
1
3
〈−Qδκ(g, f), f〉v +
1
3
〈−Qǫr(g, f), f〉v def=
6∑
k=1
Ik.
For I1 and I2, we apply Theorem 2.1 directly. For I5, I6, by the proof of Theorem 2.1, we only need to
use (2.17) to give the upper bounds. We have
I1 + I2 + I5 + I6 ≥ 1
3
Eγ,ǫg (f) +
1
3
C1(c1, c2)(E0µ(Wγ/2f) + |W ǫs (D)Wγ/2f |2L2)−
4
3
C2(c1, c2)|f |2L2
γ/2
.
Thanks to Proposition 2.2 and Theorem 2.2, we have
I3 + I4 ≥ C3(c1, c2)δ−2s|f |2L2
γ/2
− δ−2−2sC4(c1, c2)|f |L2
γ/2
|f |H−1
γ/2
.
Use the inequality |f |L2
γ/2
|f |H−1
γ/2
. |f |L2
γ/2
|f | 13
L2
γ/2
|f | 23
L1
γ/2
. η|f |2L2
γ/2
+ η−2|f |2L1
γ/2
, then we are led to the
desired result by putting together all the estimates. 
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2.2.2. Upper bounds for the collision operator Qǫ. In this subsection, we will give the upper bounds for
the Boltzmann collision operator Qǫ.
Theorem 2.4. Suppose that g, h and f are smooth functions. Then
(1) For a, b ≥ 0 with a+ b = γ, |〈Qǫ(g, h), f〉| . |g|L1γ+2s |W ǫs (D)Wa+2sh|L2 |W ǫs (D)Wbf |L2 .
(2) |Qǫ(g, h)|L22 . |g|L1γ+2s+2|W ǫ2s(D)h|L2γ+2s+2 .
(3) If 2s ≤ 1, |〈Qǫ(g, h), f〉| . |g|L1γ+2s |Wγ+2sh|L2 |f |H2s . If 2s > 1, then for η > 0, |〈Qǫ(g, h), f〉| .(
(η + |g|L1γ+2sǫ1−s)|W ǫs (D)Wγ+2sh|L2 + η
− 2s−11−s |g|
2s−1
1−s
L1γ+2s
|h|L2γ+2s
)|f |H1 .
Proof. (i). Proof of (1): From Theorem 7.2, the upper bound for the collision operator with cutoff in [34]
and the decomposition that 〈Qǫ(g, h), f〉v = 〈Qǫ(g, hφ + hφ), fφ + fφ〉v, we have
|〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|Hsa+2s |fφ|Hsb , |〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|H2sa+2s |fφ|L2b ,
|〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|L2a+2s |fφ|H2sb , |〈Qǫ(g, hφ), fφ〉v| . ǫ−2s|g|L1γ |hφ|L2a |fφ|L2b .
Thanks to Lemma 2.1, we get that |hφ|H2sa+2s . ǫ−s|hφ|Hsa+2s , which implies
|〈Qǫ(g, h), f〉v| . |g|L1γ+2s
(|hφ|Hsa+2s + ǫ−s|hφ|L2a+2s)(|fφ|Hsb + ǫ−s|fφ|L2b)
. |g|L1γ+2s |W ǫs (D)Wa+2sh|L2 |W ǫs (D)Wbf |L2 .
It ends the proof of the first inequality.
(ii). Proof of (2): We prove it by duality. By Theorem 7.2 and the decomposition 〈Qǫ(g, h), f〉v =
〈Qǫ(g, hφ + hφ), f〉v, we get
|〈Qǫ(g, hφ), f〉v| . |g|L1γ+2s+2|hφ|H2sγ+2s+2 |f |L2−2 , |〈Qǫ(g, hφ), f〉v| . ǫ−2s|g|L1γ+2|hφ|L2γ+2 |f |L2−2,
which yields |〈Qǫ(g, h), f〉v| . |g|L1γ+2s+2|W ǫ2s(D)h|H2sγ+2s+2 |f |L2−2 .
(iii). Proof of (3): The first inequality follows Theorem 7.2. Thanks to Lemma 2.1, we deduce that if
2s > 1,
|〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|H2s−1γ+2s |fφ|H1 ,
|〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|H2sγ+2s |fφ|L2 . |g|L1γ+2s |hφ|H2s−1γ+2s |f
φ|H1 ,
|〈Qǫ(g, hφ), fφ〉v| . |g|L1γ+2s |hφ|L2γ+2s |fφ|H2s . |g|L1γ+2s
(
ǫ−(2s−1)|hφ|L2γ+2s
)|fφ|H1
and |〈Qǫ(g, hφ), fφ〉v| . ǫ−2s|g|L1γ |hφ|L2γ |fφ|L2 . |g|L1γ
(
ǫ−(2s−1)|hφ|L2γ
)|fφ|H1 .
From this, we obtain that |〈Qǫ(g, h), f〉| . |g|L1γ+2s |W ǫ2s−1(D)Wγ+2sh|L2 |f |H1 . By interpolation and
Lemma 2.1, we have
|W ǫ2s−1(D)Wγ+2sh|L2 ∼ |hφ|H2s−1γ+2s + ǫ
−(2s−1)|hφ|L2γ+2s
. η−
2s−1
1−s |hφ|L2γ+2s + η|hφ|Hsγ+2s + ǫ1−sǫ−s|hφ|L2γ+2s . (η + ǫ1−s)|W ǫs (D)Wγ+2sh|L2 + η
− 2s−11−s |h|L2γ+2s .
We get the desired result by choosing η := η|g|−1
L1γ+2s
. It ends the proof of the lemma. 
2.3. Commutator estimates for Qǫ. In this subsection, we want to give two types of estimates on the
commutators.
2.3.1. Commutator estimates for Qǫ with the weight function Wl. We begin with
Lemma 2.3. Suppose l > 3 + γ + s and a, b ≥ 0 with a+ b = γ. Then for smooth functions g, h and f ,
we have∣∣〈Qǫ(g, h)Wl −Qǫ(g, hWl), f〉v∣∣ . |g|L1γ+2s |h|L2l+a |f |L2b + |g|L1γ+2s |h|L2l+a+2s−1 |W ǫs (D)Wbf |L2
+|g|L2l+a|h|L1γ |f |L2b .
Moreover, for g ≥ 0, we have∣∣〈Qǫ(g, h)Wl −Qǫ(g, hWl), f〉v∣∣ . ηEγ,ǫg (f) + η−1(|g|L1γ+2s |h|2L2l−1 + |g|L1|h|2L2l+γ/2)
+|g|L1γ+2s |h|L2l |f |L2 + |g|L1γ |h|L2l+a|f |L2b + |g|L2l+a|h|L1γ |f |L2b .
28 LING-BING HE AND JIN-CHENG JIANG
Proof. We perform the following decomposition that∣∣〈Qǫ(g, h)Wl −Qǫ(g, hWl), f〉v| = ∫ |v − v∗|γbǫg∗hf ′((Wl)′ −Wl)(1|v|≥4|v∗| + ψ(|v − v∗| sin(θ/2))
×1|v|≤4|v∗|)dσdv∗dv +
∫
|v − v∗|γbǫg∗hf ′
(
(Wl)
′ −Wl
)
(1− ψ(|v − v∗| sin θ
2
))1|v|≤4|v∗|dσdv∗dv
def
= I + II.
Let us give the estimates term by term. Before that, we remark that the following estimate will be
frequently used in the proof: if κ(v) = v + (1− κ)(v′ − v) with κ ∈ [0, 1], then
1|v|≥4|v∗||v| ∼ 1|v|≥4|v∗||v − v∗| ∼ 1|v|≥4|v∗||κ(v)|.(2.42)
Step 1: Estimate of I. Observe that (Wl)
′ − Wl = (∇Wl) · (v′ − v) + 12
∫ 1
0 (1 − κ)(∇2Wl)(κ(v)) :
(v′ − v) ⊗ (v′ − v)dκ, where κ(v) = v + (1 − κ)(v′ − v). Then I has the further decomposition that
I = I1 + I2 where
I1 =
∫
|v − v∗|γbǫg∗hf ′(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv,
I2 =
1
2
∫
(1− κ)|v − v∗|γbǫg∗hf ′(∇2Wl)(κ(v)) : (v′ − v)⊗ (v′ − v)(1|v|≥4|v∗|
+ψ(|v − v∗| sin θ
2
)1|v|≤4|v∗|)dσdv∗dvdκ
def
= I12 + I
2
2 .
Step1.1: Estimates of I1. We will give two types of the estimates for I1 due to the different property
of the function g.
(i). For the case of g ≥ 0, we see that
I1 =
∫
|v − v∗|γbǫg∗h(f ′ − f)(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
+
∫
|v − v∗|γbǫg∗hf(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
def
= I1,1 + I1,2.
Estimate of I1,1. By Cauchy-Schwartz inequality and (2.42), one has
|I1,1| ≤
(Eγ,ǫg (f))1/2( ∫ |v − v∗|γbǫg∗h2|(∇Wl) · (v′ − v)|2(1|v|≥4|v∗| + ψ(|v − v∗| sin θ2)1|v|≤4|v∗|)2dσdv∗dv)1/2
. ηEγ,ǫg (f) + η−1(|g|L1 |h|2L2
l+γ/2
+ |g|L1γ+2s |h|2L2l−1).
Estimate of I1,2. By the facts that |v − v∗| sin θ2 = |v − v′| and∫
S2
b(
v − v∗
|v − v∗| · σ)(v − v
′)ψ(|v − v′|)dσ =
∫
S2
b(
v − v∗
|v − v∗| · σ)
1− 〈 v−v∗|v−v∗| , σ〉
2
ψ(|v − v′|)dσ(v − v∗),
we derive that |I1,2| . |g|L1γ+2s |h|L2l−1 |f |L2 + |g|L1|h|L2l+a |f |L2b .
Now putting together these two estimates, we conclude that
|I1| . ηEγ,ǫg (f) + η−1(|g|L1 |h|2L2
l+γ/2
+ |g|L1γ+2s |h|2L2l−1) + |g|L1γ+2s |h|L2l−1 |f |L2 + |g|L1|h|L2l+a |f |L2b .
(ii). For the general case, I1 is decomposed into tow parts:
I1 =
∫
|v − v∗|γbǫg∗h(fφ)′(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
+
∫
|v − v∗|γbǫg∗h(fφ)′(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
def
= I1,3 + I1,4.
Estimate of I1,4. Thanks to (2.42), one has
|v − v∗|γ |(∇Wl) · (v′ − v)|(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)
. 1|v|≥4|v∗|Wl+a(v)Wb(v
′)θ + 1|v|≤4|v∗|ψ(|v − v∗| sin
θ
2
)Wl−1|v − v∗|γ(|v − v∗| sin θ).
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Then by Cauchy-Schwartz inequality, we have
|I1,4| . (| log ǫ|12s≤1 + ǫ1−2s12s>1)(|g|L1
γ+min{1,2s}
|h|L2l−1 |fφ|L2 + |g|L1γ |h|L2l+a|fφ|L2b ).
Estimate of I1,3. We split I1,3 into two parts: I1,3 = A1 +A2 where
A1
def
=
∫
|v − v∗|γbǫg∗h((fφ)′ − fφ)(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv,
A2
def
=
∫
|v − v∗|γbǫg∗hfφ(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv.
We remark that the structure of A2 is very similar to that of I1,2. Thus we have
|A2| . |g|L1γ+2s |h|L2l−1 |fφ|L2 + |g|L1 |h|L2l+a |fφ|L2b .
In the next we will give the estimate to A1. Observe that
A1 =
∑
j≥−1
∫
|v − v∗|γbǫg∗h((fφ)′j − (fφ)j)(∇Wl) · (v′ − v)(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
=
∑
j≥−1
(∫
|v − v∗|γbǫg∗h((fφ)′j − (fφ)j)(∇Wl) · (v′ − v)1θ≤2−j|v−v∗|−1(1|v|≥4|v∗|
+ψ(|v − v∗| sin θ
2
)1|v|≤4|v∗|)dσdv∗dv +
∫
|v − v∗|γbǫg∗h((fφ)′j − (fφ)j)(∇Wl) · (v′ − v)1θ>2−j|v−v∗|−1
×(1|v|≥4|v∗| + ψ(|v − v∗| sin
θ
2
)1|v|≤4|v∗|)dσdv∗dv
)
def
=
∑
j≥−1
(Aj1,1 +A
j
1,2).
For Aj1,1, due to the fact |(∇Wl) · (v′ − v)| .Wl−1(v)|v − v∗|θ and the mean value theorem, we have
|Aj1,1| .
∫
|v − v∗|γ+2θ2bǫ|g∗||Wl−1h||
(∇(fφ)j)(κ(v))|1θ≤2−j |v−v∗|−1dσdv∗dvdκ
.
∫
|v − v∗|2−2s(14|v∗|≤|v|W2s+a(v)Wb(κ(v)) + 14|v∗|≥|v|Wγ+2s(v∗))θ2bǫ|g∗|
×|Wl−1h||
(∇(fφ)j)(κ(v))|1θ≤2−j |v−v∗|−1dσdv∗dvdκ
.
( ∫ |v − v∗|2−2sθ2bǫ(|g∗||Wl+a+2s−1h|2 + |gWγ+2s||Wl−1h|2L2)1θ≤2−j|v−v∗|−1dσdv∗dvdκ)1/2
×( ∫ |v − v∗|2−2sθ2bǫ(|g∗||(∇(fφ)jWb)(κ(v))|2 + |gWγ+2s||(∇(fφ)j)(κ(v))|2)
×1θ≤2−j|v−v∗|−1dσdv∗dvdκ
)1/2
. 2(2s−2)j |g|L1γ+2s |h|L2l+a+2s−1 |(fφ)j |H1b .
For Aj1,2, we first have
|Aj1,2| .
∫
|v − v∗|γbǫ|g∗||Wl−1h|(|(fφ)′j |+ |(fφ)j)|)|v − v∗| sin θ1|v∗|≤|v|1θ≥2−j|v−v∗|−1dσdv∗dv
+
∫
|v − v∗|γbǫ|g∗||Wl−1h|(|(fφ)′j |+ |(fφ)j)|)(|v − v∗| sin θ)1|v|≤4|v∗|ψ(|v − v∗| sin
θ
2
)1θ≥2−j |v−v∗|−1dσdv∗dv.
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By Cauchy-Schwartz inequality and the upper bounds for the collision operator in [34], one has
|Aj1,2| .
( ∫
(12s>1|v − v∗|2s+1 + 12s≤1| log |v − v∗||)bǫ|v − v∗|2a|g∗||Wl−1h|2 sin θ1|v∗|≤|v|
×1θ≥2−j|v−v∗|−1dσdv∗dv
) 1
2
( ∫
(12s>1|v − v∗|1−2s + 12s≤1| log |v − v∗||−1)bǫ|v − v∗|2b|g∗|(|(fφ)′j |2
+|(fφ)j)|2) sin θ1|v∗|≤|v|1θ≥2−j|v−v∗|−1dσdv∗dv
) 1
2 +
( ∫ |v − v∗|γbǫ|g∗||Wl−1h|2(12s>1|v − v∗| sin θ
+12s≤1|v − v∗|2s sin θ2s)1|v|≤4|v∗|1|v−v∗|−1θ≥2−j |v−v∗|−1dσdv∗dv
) 1
2
( ∫ |v − v∗|γbǫ|g∗|(|(fφ)′j |2 + |(fφ)j)|2)
×(12s>1|v − v∗| sin θ + 12s≤1|v − v∗|2s sin θ2s)1|v|≤4|v∗|1|v−v∗|−1θ≥2−j |v−v∗|−1dσdv∗dv
) 1
2
. 12s>12
(2s−1)j(|g|L1γ |h|L2l+a+2s−1 |(fφ)j |L2b + |g|L1γ+2s |h|L2l−1 |(fφ)j |L2) + 12s≤1j(|g|L1γ |h|L2l+a−1 |(fφ)j |L2b
+|g|L1γ+2s |h|L2l−1 |(fφ)j |L2).
Thanks to Theorem 7.1, we have |A1| . |g|L1γ+2s |h|L2l+a+2s−1 |fφ|Hsb , which together with the estimate of
A2 yield that |I1,3| . |g|L1γ+2s |h|L2l−1 |fφ|L2+|g|L1γ+2s |h|L2l+a+2s−1 |fφ|Hsb . Now combining with the estimates
to I1,3 and I1,4, we have
|I1| . |g|L1γ+2s |h|L2l+a|f |L2b + |g|L1γ+2s |h|L2l+a+2s−1|W
ǫ
s (D)Wbf |L2.
Step1.2: Estimates of I2. For the term I2, it is easy to check that
|(∇2Wl)(κ(v)) : (v′ − v)⊗ (v′ − v)| ≤ Cl(Wl−2(v)|v − v′|2 + |v − v′|l).
Estimate of I12 . Thanks to (2.42), we have
1|v|≥4|v∗||v − v∗|γ(Wl−2(v)|v − v′|2 + |v − v′|l) .Wl+a(v)Wb(v′)θ2,
which implies that |I12 | . |g|L1b |h|L2l+a |f |L2b .
Estimate of I22 . Observe that
1|v|≤4|v∗|ψ(|v − v∗| sin
θ
2
)|v − v∗|γ(Wl−2(v)|v − v′|2 + |v − v′|l)
. 1|v|≤4|v∗|ψ(|v − v∗| sin
θ
2
)|v − v∗|γ+2θ2Wl−2 + |v − v∗|l+aθl−b(Wb(v) +Wb(v′)).
Then one has |I22 | . |g|L1γ+2s |h|L2l−2 |f |L2 +
∫
bǫθl−b|(gWl+a)∗||hWb||(fWb)′|dσdv∗dv. If we denote the
integration in the above by B, then by Cauchy-Schwartz’s inequality, we have
B .
( ∫
bǫθ2|(gWl+a)∗|2|hWb|dσdv∗dvdκ
)1/2( ∫
bǫθ2l−2b−2|hWb||(fWb)′|2dσdv∗dvdκ
)1/2
.
Let cos θ˜ = v
′−v
|v′−v| · σ, then we have θ˜ + θ/2 = π/2. It implies that bǫθ2l−2b−2 ∼ (cos θ˜)2l−2b−4−2s. Use
the facts l > 3 + γ + s and
∣∣∂v∗
∂v′
∣∣ = 4
1− v−v∗|v−v∗| ·σ
, then we have
B . |g|L1l+a |h|
1
2
L1
(∫
(cos θ˜)2l−2γ−6−2s|hWb||(fWb)′|2dθ˜dv′dv
) 1
2
. |g|L1l+a|h|L1b |f |
2
L2
b
.
It implies that |I22 | . |g|L1γ+2s |h|L2l−2 |f |L2 + |g|L2l+a|h|L1b |f |L2b .
Finally we derive that
|I2| . |g|L1b |h|L2l+a|f |L2b + |g|L1γ+2s |h|L2l−2 |f |L2 + |g|L2l+a|h|L1 |f |L2 .
Step 2: Estimate of II. We have the decomposition that II = II1 + II2 where
II1
def
=
∫
|v − v∗|γbǫg∗hf ′Wl(1− ψ(|v − v∗| sin θ
2
))1|v|≤4|v∗|dσdv∗dv,
II2
def
=
∫
|v − v∗|γbǫg∗hf ′(Wl)′(1− ψ(|v − v∗| sin θ
2
))1|v|≤4|v∗|dσdv∗dv.
Let us give a short proof to the estimates of II1 and II2.
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Step 2.1: Estimate of II1. By Cauchy-Schwartz inequality, we have
|II1| .
( ∫ |v − v∗|γbǫ|g∗|h2W 2l (1− ψ(|v − v∗| sin θ2))1|v|≤4|v∗|dσdv∗dv) 12
×( ∫ |v − v∗|γbǫ|g∗|(f ′)2(1− ψ(|v − v∗| sin θ
2
))1|v|≤4|v∗|dσdv∗dv
) 1
2
. |g|L1γ+2s |h|L2l |f |L2 ,
where we use the change of variables and the fact |v − v∗| ∼ |v′ − v∗| . |v∗|.
Step 2.2: Estimate of II2. Observe that (Wl)
′ .Wl + |v − v′|l and
1|v|≤4|v∗||v − v∗|γ |v − v′|l
. 1|v|≤4|v∗||v − v∗|a+b(|v′|b + |v|b)|v − v′|l−b . |v∗|l+aθl−b(|v′|b + |v|b).
Then following the argument applied to I22 , we get that
|II2| . |g|L1γ+2s |h|L2l |f |L2 + |g|L2l+a|h|L1γ |f |L2b .
Finally summing up all the estimates, we derive the desired inequalities in the lemma. 
Combining the above estimates, we are led to the following corollary.
Corollary 2.2. Suppose g, h and f are smooth functions. We have
(i). |〈Qǫ(g, h)Wl, f〉v| . |g|L1γ+2s |W ǫs (D)Wl+γ/2+2sh|L2 |W ǫs (D)Wγ/2f |L2 + |g|L2l+γ/2|h|L12 |f |L2γ/2;
(ii). |〈Qǫ(g, h)Wl, f〉v| .
(|g|L1γ+2s |W ǫs (D)Wl+γ+2sh|L2 + |g|L2l+γ |h|L12)|W ǫs (D)f |L2 ;
(iii). |〈Qǫ(g, h)Wl, f〉v| .
(
12s>1(η + ǫ
1−s|g|L1γ+2s)|W ǫs (D)Wl+γ+2sh|L2 + η
− 2s−11−s |g|
2s−1
1−s
L1γ+2s
|h|L2l+γ+2s
+|g|L1γ+2s |h|L2l+γ+2s + |g|L2l+γ |h|L12
)|f |H1 .
Moreover, if 2ǫ < δ < (min{ C34C2 , C512c2 })
1
2s and g is a non-negative function verifying the condition (2.15),
then it hold
(iv). 〈Qǫ(g, h)Wl, hWl〉v . −1
6
Eγg (hWl)− C4(c1, c2)(|W ǫs (D)Wl+γ/2h|2L2 + E0,ǫµ (Wl+γ/2h))−
1
2
C5(c1, c2)
×δ−2s|h|2L2
l+γ/2
+ C6(c1, c2)δ−6−6s|h|L1
2l
|h|L1γ + |g|2L1γ+2s |h|
2
L2l
+ |g|2L2
l+γ/2
|h|2L12 ;
(v). 〈Qǫ(g, h)Wl, hWl〉v . −1
6
Eγg (hWl)− C4(c1, c2)(|W ǫs (D)Wl+γ/2h|2L2 + E0,ǫµ (Wl+γ/2h))−
1
2
C5(c1, c2)
×δ−2s|h|2L2
l+γ/2
+ C7(c1, c2)δ−4−2s|h|2H−1
γ/2
+ |g|2L1γ+2s |h|
2
L2l
+ |g|2L2
l+γ/2
|h|2L12 ;
(vi). 〈Qǫ(g, h)Wl, hWl〉v . −1
3
Eγg (hWl)− C1(c1, c2)(|W ǫs (D)Wl+γ/2h|2L2 + E0,ǫµ (Wl+γ/2h))
+C2(c1, c2)|h|2L2
l+γ/2
+ |g|2L1γ+2s |h|
2
L2
l
+ |g|2L2
l+γ/2
|h|2L12 .(2.43)
2.3.2. Commutator estimates for Qǫ with the symbol W ǫq (D). By setting
Φγk(v)
def
=
{
|v|γϕ(2−k|v|), if k ≥ 0;
|v|γψ(|v|), if k = −1.(2.44)
we derive that 〈Qǫ(g, h), f〉v =
∑∞
k=−1〈Qǫk(g, h), f〉v, whereQǫk(g, h) =
∫∫
σ∈S2,v∗∈R3 Φ
γ
k(|v−v∗|)bǫ(cos θ)(g′∗h′−
g∗h)dσdv∗.
By Bony’s decomposition, we have
Qǫk(g, h) =
∑
p≥−1
[
Qǫk(Sp−N0g,Fph) +Qǫk(Fpg,Sp−N0h)
]
+
∑
|p−p′|≤N0
Qǫk(Fp′g,Fph),
where N0 is a integer such that FpFm = 0 if |p−m| > N0. We recall that the Bobylev’s formula of the
operator can be stated as
〈F(Qk(g, h)),Ff〉(2.45)
=
∫∫
σ∈S2,η,ξ∈R3
bǫ(
ξ
|ξ| · σ)
[
F(Φγk)(η − ξ−)− F(Φγk)(η)
]
(Fg)(η)(Fh)(ξ − η)(Ff)(ξ)dσdηdξ,
32 LING-BING HE AND JIN-CHENG JIANG
where Ff denotes the Fourier transform of f and ξ− def= ξ−|ξ|σ2 . Then we get the following decomposition:
〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v
=
∑
|p−j|≤2N0
〈FjQǫk(Sp−N0g,Fph)−Qǫk(Sp−N0g,FjFph),Fjf〉v +
∑
|p−j|≤2N0
〈FjQǫk(Fpg,Sp−N0h),Fjf〉v
+
∑
|p−j|≤2N0
∑
|p−p′|≤N0
〈FjQǫk(Fp′g,Fph)−Qǫk(Fp′g,FjFph),Fjf〉v(2.46)
+
∑
p>j+2N0
∑
|p−p′|≤N0
〈FjQǫk(Fp′g,Fph),Fjf〉v def=
4∑
i=1
T ji .
We first have
Proposition 2.3. For smooth functions g, h and f , we have
(1) if 2j ≥ 1ǫ ,
|〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v| .
{
2k(γ+
3
2 )(ǫ−2s+112s>1 + 12s=1| log ǫ|+ 12s<1)|g|L2 |h|L2 |Fjf |L2;
2k(γ+
3
2 )2−jǫ−2s|g|H1 |h|L2 |Fjf |L2.
(2) if 2j ≤ 1ǫ ,
|〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v|
. 2k(γ+
5
2 )|g|L2 |h|L2(12s>1|Fjf |H2s−1 + 12s=1j|Fjf |L2 + 12s<1|Fjf |L2).
Proof. By Bobylev’s formula, we observe that
〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v =
∫
σ∈S2,η,ξ∈R3
bǫ(
ξ
|ξ| · σ)
[
F(Φγk)(η − ξ−)− F(Φγk)(η)
]
(Fg)(η)(Fh)(ξ − η)
×ϕ(2−jξ)(Ff)(ξ)(ϕ(2−jξ)− ϕ(2−j(ξ − η))dσdηdξ def= A.
We split the estimates into two cases.
Case 1: 2j ≥ 1ǫ . We have
|A| .
∫
R6 × S2
2−j|η|bǫ( ξ|ξ| · σ)
[|F(Φγk)(η − ξ−)|+ |F(Φγk)(η)|]|(Fg)(η)||(Fh)(ξ − η)||ϕ(2−jξ)(Ff)(ξ)|dσdηdξ
.
∫
R6 × S2
2−jbǫ(
ξ
|ξ| · σ)
[|F(Φγk)(η − ξ−)||η − ξ−|+ |F(Φγk)(η)||η|]|(Fg)(η)|
×|(Fh)(ξ − η)||ϕ(2−jξ)(Ff)(ξ)|dσdηdξ +
∫
R6 × S2
2−jbǫ(
ξ
|ξ| · σ)|ξ| sin
θ
2
|F(Φγk)(η − ξ−)||η − ξ−|
×|(Fg)(η)||(Fh)(ξ − η)||ϕ(2−jξ)(Ff)(ξ)|dσdηdξ.
By Cauchy-Schwartz inequality, it holds
|A| . 2−j( ∫
R6 × S2
bǫ(
ξ
|ξ| · σ)[|F(Φ
γ
k)(η − ξ−)||η − ξ−|+ |F(Φγk)(η)||η|
]|2|(Ff)(ξ)ϕ(2−jξ)|2dσdηdξ) 12
×( ∫
R6× S2
bǫ(
ξ
|ξ| · σ)|(Fg)(η)|
2|(Fh)(ξ − η)|2dσdηdξ) 12 + ( ∫
R6 × S2
bǫ(
ξ
|ξ| · σ)θ|F(Φ
γ
k)(η − ξ−)|2
×|(Ff)(ξ)ϕ(2−jξ)|2dσdηdξ) 12 ( ∫
R6× S2
bǫ(
ξ
|ξ| · σ)θ|(Fg)(η)|
2|(Fh)(ξ − η)|2dσdηdξ) 12
. ǫ−2s2−j2k(γ+
1
2 )|g|L2 |h|L2 |Fjf |L2 + 2k(γ+ 32 )(ǫ−2s+112s>1 + 12s=1| log ǫ|+ 12s<1)|g|L2 |h|L2 |Fjf |L2.
Here we use the fact ‖Φγk‖L2 . 2k(γ+
3
2 ) and
∫
R3
|F(Φγk)(ξ)|2|ξ|2dξ . 22k(γ+
1
2 ). It completes the proof of
the first estimate. If we do not split |η| into |η − ξ−| and ξ−, then the second estimate in (1) can be
obtained directly by Cauchy-Schwartz inequality.
Case 2: 2j ≤ 1ǫ . We split the domain into two parts: 2|ξ−| ≤ 〈η〉 and 2|ξ−| > 〈η〉. Then A can be
decomposed into two parts: A1 and A2, which denote the integration of A over the domains 2|ξ−| ≤ 〈η〉
and 2|ξ−| > 〈η〉 respectively. In what follows, we give the proof to the case that 2s ≥ 1.
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In the region 2|ξ−| ≤ 〈η〉, we have sin(θ/2) ≤ 〈η〉/|ξ| and 〈η − tξ−〉 ∼ 〈η〉 for t ∈ [0, 1]. By Taylor
expansion, we have
|A1| ≤
∣∣ ∫
2|ξ−|≤〈η〉
bǫ(
ξ
|ξ| · σ)(∇F(Φ
γ
k))(η) · ξ−(Fg)(η)(Fh)(ξ − η)ϕ(2−jξ)(Ff)(ξ)(ϕ(2−jξ)
−ϕ(2−j(ξ − η))dσdηdξ∣∣ + ∣∣ ∫ 1
0
∫
2|ξ−|≤〈η〉
bǫ(
ξ
|ξ| · σ)(∇
2(F(Φγk))(η − tξ−) : ξ− ⊗ ξ−)(Fg)(η)(Fh)(ξ − η)
×ϕ(2−jξ)(Ff)(ξ)(ϕ(2−jξ)− ϕ(2−j(ξ − η))dσdηdξdt∣∣.
Since it hold |(∇F(Φγk))(η)| . 2k(γ+4)〈2kη〉−(γ+4) and |∇2(F(Φγk))(η− tξ−)| . 2k(γ+5)〈2kη〉−(γ+5), we get
|A1| . 2−j2k(γ+4)
∫
ξ,η
|η|(〈2kη〉−(γ+4)|ξ|min{1, (〈η〉/|ξ|)2−2s}+ 2k〈2kη〉−(γ+5)|ξ|2(〈η〉/|ξ|)2−2s)|(Fg)(η)|
×|(Fh)(ξ − η)||ϕ(2−jξ)(Ff)(ξ)|dηdξ . 2k(γ+ 52 )|g|L2 |h|L2 |Fjf |H2s−1 .
In the region 2|ξ−| > 〈η〉, we have sin(θ/2) & 〈η − ξ−〉/(3|ξ|) and sin(θ/2) ≥ 〈η〉/(2|ξ|). We have
|A2| . 2−j
( ∫
2|ξ−|>〈η〉
bǫ(
ξ
|ξ| · σ)(|F(Φ
γ
k)(η − ξ−)|2 + |F(Φγk)(η)|2)|η|2−2s|(Ff)(ξ)ϕ(2−jξ)|2
×〈ξ〉2sdσdηdξ) 12 ( ∫
2|ξ−|>〈η〉
bǫ(
ξ
|ξ| · σ)|(Fg)(η)|
2|(Fh)(ξ − η)|2〈ξ〉−2s|η|2sdσdηdξ) 12
. 2k(γ+
3
2 )|g|L2 |h|L2(12s>1|Fjf |H2s−1 + 12s=1j|Fjf |L2),
where we use change of variables from (η, ξ) to (η − ξ−, ξ) if needed.
We conclude that for 2s ≥ 1, |A| . 2k(γ+ 52 )|g|L2 |h|L2(12s>1|Fjf |H2s−1 + 12s=1j|Fjf |L2). We remark
that the case of 2s < 1 can be treated in a similar way. We complete the proof of the proposition. 
Next we want to prove:
Lemma 2.4. Suppose g, h and f are smooth functions and q ≥ s. We have
(i).
∑
j≤− log2 ǫ
22qj |〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v|+
∑
j≥− log2 ǫ
ǫ−2q|〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v|
. 2k(γ+
5
2 )|g|L2(12s>1|W ǫq+s−1(D)h|L2 + 12s=1|W ǫq−s+log(D)h|L2 + 12s<1|W ǫq−s(D)h|L2)
×|W ǫq+s(D)f |L2 + 1k=−1|W ǫq+s−1(D)g|L2 |h|L2 |W ǫq+s(D)f |L2 + 1k≥0|g|L1|h|L2 |f |L2,
(ii).
∑
j≥−1
22qj |〈FjQǫk(g, h)−Qǫk(g,Fjh),Fjf〉v|
. 2k(γ+
5
2 )(|g|H1 |〈D〉q−1W ǫs (D)h|L2 + |g|L2(12s=1|W ǫq−s+log(D)h|L2 + 12s<1|W ǫq−s(D)h|L2))
×|〈D〉qW ǫs (D)f |L2 + 1k=−1|〈D〉q−1W ǫs (D)g|L2 |h|L2 |〈D〉qW ǫs (D)f |L2 + 1k≥0|g|L1|h|L2 |f |L2.
Proof. We only give the proof in the case 2s > 1. The other cases can be proved by the same argument.
Due to (2.46), it suffices to give the estimates to T ji (i = 1, 2, 3, 4) term by term. For T j1 and T j3 , by
Proposition 2.3, we have∑
j≤− log2 ǫ
22qj(T j1 + T j3 ) +
∑
j≥− log2 ǫ
ǫ−2q(T j1 + T j3 ) . (2k(γ+
3
2 ) + 2k(γ+2s+
1
2 ))
( ∑
j≤− log2 ǫ
2(2q+2s−1)j
×[ ∑
|p−j|≤2N0
|Sp−N0g|L2 |Fph|L2 |Fjf |L2 +
∑
|p−j|≤2N0
∑
|p−p′|≤N0
|Fp′g|L2 |Fph|L2 |Fjf |L2
]
+
∑
j≥− log2 ǫ
ǫ−2q−2s+1
[ ∑
|p−j|≤2N0
|Sp−N0g|L2 |Fph|L2 |Fjf |L2 +
∑
|p−j|≤2N0
∑
|p−p′|≤N0
|Fp′g|L2 |Fph|L2 |
×Fjf |L2
)
. 2k(γ+
5
2 )|g|L2 |W ǫq+s−1(D)h|L2 |W ǫq+s(D)f |L2 .
Next we turn to the terms T j2 and T j4 . For T j2 , Thanks to (2.45), if |p− j| ≤ 2N0 and m ≤ p−N0, then
〈FjQǫk(Fpg,Fmh),Fjf〉v =
∫∫
σ,v∗,v
(
F˜pΦ
γ
k
)
(|v − v∗|)b(cos θ)(Fpg)∗(Fmh)
[
((F2jf)
′ − F2jf
]
dσdv∗dv,
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which enjoys the same structure as that for M1k,p,l defined in Lemma 7.3. Then we conclude that in this
case, on one hand,
|〈FjQǫk(Fpg,Fmh),Fjf〉v| . 1k=−122sm2−p|Fpg|L2 |Fmh|L2 |Fjf |L2 + 1k≥0CN2−pN |Fpg|L1 |Fmh|L2 |Fjf |L2 .
On the other hand, for k = −1, we may use the fact ‖F˜pΦγk‖L2 . 2−p(
3
2+γ) and the Cauchy-Schwartz
inequality to get |〈FjQǫ−1(Fpg,Fmh),Fjf〉v| . ǫ−2s2−(
3
2+γ)p|Fpg|L2 |Fmh|L2 |Fjf |L2 .
For T j4 , in the cae of |p− p′| ≤ N0 and p > j + 2N0, by (2.45), it is easy to see that the structure of
〈FjQǫk(Fp′g,Fph),Fjf〉v is as the same as that for M4k,p,l,m in Lemma 7.3. Then for any N ∈ N, one has
|〈FjQǫk(Fp′g,Fph),Fjf〉v| . 1k=−122sj2−p|Fp′g|L2|Fph|L2 |Fjf |L2 + 1k≥0CN2−pN |Fp′g|L2 |Fph|L2 |Fjf |L2 ,
|〈FjQǫk(Fp′g,Fph),Fjf〉v| . 1k=−1ǫ−2s2−(
3
2+γ)p|Fp′g|L2 |Fph|L2 |Fjf |L2 + 1k≥0CN2−pN |Fp′g|L1 |Fph|L2 |Fjf |L2.
Now putting together all the estimates, we infer that∑
j≤− log2 ǫ
22qj(T j2 + T j4 ) +
∑
j≥− log2 ǫ
ǫ−2q(T j2 + T j4 )
.
∑
j≤− log2 ǫ
[ ∑
|p−j|≤N0
∑
m≤p−N0
22qj(1k=−122sm2−p|Fpg|L2|Fmh|L2 |Fjf |L2 + 1k≥0CN2−pN |Fpg|L1|Fmh|L2
×|Fjf |L2) +
∑
p>j+2N0
∑
|p−p′|≤N0
22qj(1k=−122sj2−p|Fp′g|L2|Fph|L2 |Fjf |L2 + 1k≥0CN2−pN |Fp′g|L2|Fph|L2
×|Fjf |L2)
]
+
∑
j≥− log2 ǫ
[ ∑
|p−j|≤N0
∑
m≤p−N0
ǫ−2q(1k=−1ǫ−2s2−
3
2 p|Fpg|L2 |Fmh|L2 |Fjf |L2 + 1k≥0CN2−pN
×|Fpg|L1 |Fmh|L2 |Fjf |L2) +
∑
p>j+2N0
∑
|p−p′|≤N0
ǫ−2q(1k=−1ǫ−2s2−
3
2p|Fp′g|L2 |Fph|L2 |Fjf |L2 + 1k≥0CN
×2−pN |Fp′g|L2 |Fph|L2 |Fjf |L2)
]
. 1k=−1|W ǫq+s−1(D)g|L2 |h|L2 |W ǫq+s(D)f |L2 + 1k≥0|g|L1|h|L2 |f |L2 .
Combining the above estimates, we will derive the first result in the lemma. The second one can be
obtained by the similar argument and we skip the details here. 
Now we can state the main result in this subsection:
Lemma 2.5. Suppose g, h and f are smooth functions and q ≥ s. We have
(i).
∑
j≤− log2 ǫ
22qj |〈FjQǫ(g, h)−Qǫ(g,Fjh),Fjf〉v|+
∑
j≥− log2 ǫ
ǫ−2q|〈FjQǫ(g, h)−Qǫ(g,Fjh),Fjf〉v|
. |g|L2(12s>1|W ǫq+s−1(D)Wγ/2+ 52h|L2 + 12s=1|W
ǫ
q−s+log(D)Wγ/2+ 52 h|L2 + 12s<1|W
ǫ
q−s(D)Wγ/2+ 52 h|L2)
×|W ǫq+s(D)Wγ/2f |L2 + |g|L2γ+3(12s>1|W ǫq+s−1(D)h|L2 + 12s=1W ǫq−s+log(D)h|L2
+12s<1|W ǫq−s(D)h|L2)|W ǫq+s(D)f |L2 + |W ǫq+s−1(D)g|L2 |h|L2 |W ǫq+s(D)f |L2 + |g|L1 |h|L2 |f |L2 ;
(ii).
∑
j≥−1
22qj |〈FjQǫ(g, h)−Qǫ(g,Fjh),Fjf〉v| . (|Wγ+3g|H1 |〈D〉q−1W ǫs (D)h|L2 + |g|H1
×|〈D〉q−1W ǫs (D)Wγ/2+ 52h|L2)|W
ǫ
q+s(D)Wγ/2f |L2 + |g|L2(12s=1|W ǫq−s+log(D)Wγ/2+ 52h|L2
+12s<1|W ǫq−s(D)Wγ/2+ 52 h|L2)|W
ǫ
q+s(D)Wγ/2f |L2 + |g|L2γ+3(12s=1W ǫq−s+log(D)h|L2
+12s<1|W ǫq−s(D)h|L2)|W ǫq+s(D)f |L2 + |〈D〉q−1+ηW ǫs (D)g|L2 |h|L2 |〈D〉qW ǫs (D)f |L2 + |g|L1|h|L2 |f |L2 .
Proof. We observe that
〈Q(g, h), f〉v
=
∑
k≥−1
∑
m≥−1
〈Qk(Pmg, h), f〉v =
∑
m≤k−N0
〈Qk(Pmg, P˜kh), P˜kf〉v +
∑
m≥k+N0
〈Qk(Pmg, P˜mh), P˜mf〉v
+
∑
|m−k|≤N0
〈Qk(Pmg,Uk+N0h),Uk+N0f〉v =
∑
k≥N0−1
〈Qk(Uk−N0g, P˜kh), P˜kf〉v(2.47)
+
∑
m≥k+N0
〈Qk(Pmg, P˜mh), P˜mf〉v +
∑
|m−k|≤N0
〈Qk(Pmg,Uk+N0h),Uk+N0f〉v.
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Then by Lemma 7.2, Lemma 2.4, (2.8), (2.9) and (2.10) we have∑
j≤− log2 ǫ
22qj |〈FjQǫ(g, h)−Qǫ(g,Fjh),Fjf〉v|+
∑
j≥− log2 ǫ
ǫ−2q|〈FjQǫ(g, h)−Qǫ(g,Fjh),Fjf〉v|
. |g|L2(12s>1|Wγ/2+ 52W
ǫ
q+s−1(D)h|L2 + 12s=1|Wγ/2+ 52W
ǫ
q−s+log(D)h|L2 + 12s<1|Wγ/2+ 52
×W ǫq−s(D)h|L2)|Wγ/2W ǫq+s(D)f |L2 + |g|L2γ+3(12s>1|W ǫq+s−1(D)h|L2 + 12s=1W ǫq−s+log(D)h|L2
+12s<1|W ǫq−s(D)h|L2)|W ǫ2s(D)f |L2 + |W ǫq+s−1(D)g|L2 |h|L2 |W ǫq+s(D)f |L2 + |g|L1 |h|L2 |f |L2 .
This ends the proof of the first result of the lemma. The second result can be obtained by the similar
argument and we skip the details. 
2.4. Trilinear estimates in T3×R3. We will give the estimates to the nonlinear terms involved in the
energy estimates. We begin with a useful lemma:
Lemma 2.6. Suppose 0 < δ2 ≪ 1 and a, b ≥ 0 with a+ b = 32 + δ2. Then we have
|
∑
k∈Z3
∑
p∈Z3
ApBk−pCk| .
( ∑
p∈Z3
|p|2aA2p
) 1
2
( ∑
p∈Z3
|p|2bB2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 .(2.48)
As an application, suppose
I def=
∑
k∈Z3
∑
p∈Z3
(|p|aAp)(|k − p|bBk−p)Ck,
where a, b ≥ 0 with a+ b = m+ n̺. For 0 ≤ δ3 ≤ a, we have
(1) Case1: m+ n̺ ≤ 32 . It holds
|I| ≤

(( ∑
p∈Z3
|p|2( 32+δ2+δ3)A2p
) 1
2
( ∑
p∈Z3
|p|2(m+n̺−δ3)B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 ,
( ∑
p∈Z3
|p|2(m+n̺)A2p
) 1
2
( ∑
p∈Z3
|p|2( 32+δ2)B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 .
(2) Case 2: m+ n̺ > 32 . For δ˜ ≤ 32 + δ2, it holds
|I| ≤ ( ∑
p∈Z3
|p|2( 32+δ2+δ3)A2p
) 1
2
( ∑
p∈Z3
|p|2(m+n̺−δ3)B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2
+
( ∑
p∈Z3
|p|2(m+n̺+δ˜)A2p
) 1
2
( ∑
p∈Z3
|p|2( 32+δ2−δ˜)B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 .
Proof. It is easy to check that∑
k∈Z3
∑
p∈Z3
ApBk−pCk = (
∑
2|p|≤|k|
+
∑
2|k|≤|p|
+
∑
|k|/2<|p|<2|k|
)ApBk−pCk.
In the case of 2|p| ≤ |k|, we have |p| . |k| ∼ |k − p| which implies that
|
∑
2|p|≤|k|
ApBk−pCk| .
∑
2|p|≤|k|
|p|− 32−δ2(|p|a|Ap|)(|k − p|b|Bk−p|)|Ck|
.
( ∑
p∈Z3
|p|2aA2p
) 1
2
( ∑
p∈Z3
|p|2bB2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 .
By the symmetric structure, we can handle the case 2|k| ≤ |p|. Next we turn to the case |k|/2 < |p| < 2|k|.
In this situation, we have |k − p| . |k| ∼ |p|. It yileds
|
∑
2|p|≤|k|
ApBk−pCk| .
∑
2|p|≤|k|
|k − p|− 32−δ2(|p|a|Ap|)(|k − p|b|Bk−p|)|Ck|
.
( ∑
p∈Z3
|p|2aA2p
) 1
2
( ∑
p∈Z3
|p|2bB2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 .
It completes the proof of (2.48).
The estimates for I follows the similar argument. It ends the proof of the lemma. 
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Let us introduce the translation and finite difference operators for x variable:
T nk h
def
=
{
Tkh
def
= h(·+ k), if n > 0;
h, if n = 0.
(2.49)
△¯n̺k h def=
{(
Tkh(t, x, v)− h(t, x, v)
)|k|−3/2−n̺, if n > 0;
h, if n = 0.
(2.50)
Combining the lower bounds in Corollary 2.2 and Lemma 2.6, we have
Corollary 2.3. Suppose g, h and f are smooth functions and let δ2 ≪ 1 and |α| = m with m ∈ N. If g
is a non-negative function verifying (2.15), we have the coercivity estimates:∑
|α|=m
∫
T6
〈Qǫ(g, △¯n̺k ∂αx h)Wm,n, △¯n̺k ∂αx h)Wm,n〉vdxdk . −
1
3
∫
T3
Eγg (Wm,n|Dx|m+n̺h)dx− C1(c1, c2)
×(‖W ǫs (D)Wγ/2Wm,n|Dx|m+n̺h‖2L2 +
∫
T3
E0,ǫµ (Wγ/2Wm,n|Dx|m+n̺h)dx) + C2(c1, c2)‖Wγ/2Wm,nh‖2Hm+n̺x L2
+‖g‖2
H
3
2
+δ2
x L2γ+4
‖Wm,nh‖2Hm+n̺x L2 + 1m+n̺≤ 32 ‖Wγ/2Wm,ng‖
2
Hm+n̺x L2
‖h‖2
H
3
2
+δ2
x L24
+1m+n̺> 32 ‖Wγ/2Wm,ng‖
2
H
3
2
+δ2
x L2
‖h‖2
Hm+n̺x L24
.
Proof. For simplicity, we denote Wm,n by Wl. We first observe that∫
T3
|eiq·k − 1|2
|k|3+2̺ dk ∼ |q|
2̺,(2.51)
which implies that
∫
T3 ×T3(△¯̺kF − △¯̺kG)2dxdk ∼
∑
q∈Z3 |q|2̺(Fˆ (q) − Gˆ(q))2 = ||Dx|̺(F −G)|2L2x , where
we use the notation that fˆ denotes the Fourier transform with respect to x variables. Then we arrive
at
∫
T6
Eγg (Wl△¯̺kh)dxdk ∼
∫
T3
Eγg (Wl|Dx|̺h)dx,
∫
T3
‖W ǫs (D)Wl△¯̺kh‖2L2dk ∼ ‖W ǫs (D)Wl|Dx|̺h‖2L2 and∫
T6
E0,ǫµ (Wl△¯̺kh)dxdk ∼
∫
T3
E0,ǫµ (Wl|Dx|̺h)dx.
Thanks to these facts, by comparing desired results to the coercivity estimate (2.43) obtained in
Corollary 2.2, we only need to take care of the terms: |g|2L1γ+2s |h|
2
L2
l
and |g|2L2
l+γ/2
|h|2L12 appearing in (2.43).
It is easy to check that the first term can be estimated by∫
T3
|g|2L1γ+2s |h|
2
L2l
dx . ‖g‖2
H
3
2
+δ2
x L2γ+4
‖h‖2L2l .
Notice that the second term comes from the estimates for I22 and II2 in the proof of Lemma 2.3. Thus
to get the desired results, we should first apply Plancherel formula with respect to x variable to I22 and
II2 and then use the upper bounds for v variable. Then we get the desired results thanks to Lemma 2.6
and ends the proof of the corollary. 
Moreover, we have the following upper bounds:
Corollary 2.4. Suppose g, h and f are smooth functions and let δ2 ≪ 1 and α = α1 + α2 with |α| =
m ∈ N.
(i). If 0 ≤ δ3 ≤ m− |α2| and δ˜ ≤ 32 + δ2, then∣∣ ∫
T3
∫
T3
〈Qǫ(∂α1x g, ∂α2x △¯n̺k h)Wm,n, △¯n̺k f〉vdxdk
∣∣ . (‖g‖
H
3
2
+δ2+δ3
x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ3x L2
+1m+n̺> 32 ‖g‖Hm+n̺+δ˜x L2γ+4‖W
ǫ
s (D)Wm,nWγ/2+2sh‖
H
3
2
+δ2−δ˜
x L2
+ 1m+n̺> 32 ‖Wm,nWγ/2g‖H 32+δ2+δ3
×‖h‖Hm+n̺x L24 + ‖Wm,nWγ/2g‖Hm+n̺x L2‖h‖H 32 +δ2x L24
)‖W ǫs (D)Wγ/2f‖Hn̺x L2 ,
(ii). If 0 ≤ δ3 ≤ m+ n̺− |α2| and δ˜ ≤ 32 + δ2, then
|
∫
T3
∫
T3
〈Qǫ(∂α1x △¯n̺k g, T nk ∂α2x h)Wm,n, △¯n̺k f〉vdxdk| .
(‖g‖
H
3
2
+δ2+δ3
x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ3x L2
+1m+n̺> 32 ‖g‖Hm+n̺+δ˜x L2γ+4‖W
ǫ
s (D)Wm,nWγ/2+2sh‖
H
3
2
+δ2−δ˜
x L2
+ 1m+n̺> 32 ‖Wm,nWγ/2g‖H 32+δ2+δ3
×‖h‖Hm+n̺x L24 + ‖Wm,nWγ/2g‖Hm+n̺x L2‖h‖H 32 +δ2x L24
)‖W ǫs (D)Wγ/2f‖Hn̺x L2 .
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Proof. Thanks to the Plancherel theorem, we have
∫
T3
g(x)h(x)f(x)dx =
∑
q∈Z3
∑
p∈Z3 gˆ(p)hˆ(q− p) ¯ˆf(q),
where fˆ denotes the Fourier transform with respect to x variables. Then we get∫
T3
〈Qǫ(∂α1x g, ∂α2x △¯n̺k h)Wm,n, △¯n̺k f〉vdx
=
∑
q∈Z3
∑
p∈Z3
(∫
T3
(1n6=0
(ei(q−p)k − 1)(eiqk − 1)
|k|3+2n̺ + 1n=0)dk
)
pα1(q − p)α2〈Qǫ(gˆ(p), hˆ(q − p))Wm,n, ¯ˆf(q)〉v
By (i) of Corollary 2.2 and (2.51), we deduce that∣∣ ∫
T3
∫
T3
〈Qǫ(∂α1x g, ∂α2x △¯n̺k h)Wm,n, △¯n̺k f〉vdxdk
∣∣
.
∑
q∈Z3
∑
p∈Z3
|p||α1||q − p||α2|+n̺|q|n̺(|gˆ(p)|L2γ+4 |W ǫs (D)Wm,nWγ/2+2shˆ(q − p)|L2 |W ǫs (D)Wγ/2fˆ(q)|L2
+|Wm,nWγ/2gˆ(p)|L2 |hˆ(q − p)|L24 |fˆ(q)|L2γ/2
) def
= S.
Then due to Lemma 2.6, if m+ n̺ ≤ 32 , we have
S . (‖g‖
H
3
2
+δ2+δ3
x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ3x L2
+‖Wm,nWγ/2g‖Hm+n̺x L2‖h‖H 32+δ2x L24
)‖W ǫs (D)Wγ/2f‖Hn̺x L2 .
And if m+ n̺ > 32 , we have
S . (‖g‖
Hm+n̺+δ˜x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖
H
3
2
+δ2−δ˜
x L2
+ ‖g‖
H
3
2
+δ2+δ3
x L2γ+4
×‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ3x L2 + ‖Wm,nWγ/2g‖H 32 +δ2‖h‖Hm+n̺x L24
+‖Wm,nWγ/2g‖Hm+n̺x L2‖h‖H 32+δ2x L24
)‖W ǫs (D)Wγ/2f‖Hn̺x L2 .
Combining estimates for S in the above, we get (i). The second result can be derived in a similar way.
We ends the proof of the upper bounds. 
Corollary 2.5. Suppose g, h and f are smooth functions and let δ2 ≪ 1, a ≥ 0 and α = α1 + α2 with
|α| = m ∈ N.
(i). If 0 ≤ δ3 ≤ m− |α2|, then
‖Qǫ(∂α1x g, △¯n̺k ∂α2x h)Wm,n+1Wγ/2+a‖2L2x,kH−1v . 1m+nρ> 32 ‖Wm,n+1W 32γ+ag‖
2
H
3
2
+δ2
x L2
‖h‖2
Hm+n̺x L24
+‖g‖2
H
3
2
+δ2+δ3
x L2γ+4
‖W ǫs (D)Wm,n+1W 32γ+2s+ah‖
2
H
m+n̺−δ3
x L2
+ 1m+nρ> 32 ‖g‖
2
Hm+n̺x L2γ+4
×‖W ǫs (D)Wm,n+1W 32γ+2s+ah‖
2
H
3
2
+δ2
x L2
+ ‖Wm,n+1W 3
2 γ+a
g‖2
Hm+n̺x L2
‖h‖2
H
3
2
+δ2
x L24
.
(ii). If 0 ≤ δ3 ≤ m+ n̺− |α2|, then
‖Qǫ(△¯n̺k ∂α1x g, T nk ∂α2x h)Wm,n+1Wγ/2+a‖2L2x,kH−1v . 1m+nρ> 32 ‖Wm,n+1W 32γ+ag‖
2
H
3
2
+δ2
x L2
‖h‖2
Hm+n̺x L24
+‖g‖2
H
3
2
+δ2+δ3
x L
2
γ+4
‖W ǫs (D)Wm,n+1W 32γ+2s+ah‖
2
H
m+n̺−δ3
x L2
+ 1m+nρ> 32 ‖g‖
2
Hm+n̺x L2γ+4
×‖W ǫs (D)Wm,n+1W 32γ+2s+ah‖
2
H
3
2
+δ2
x L2
+ ‖Wm,n+1W 3
2γ+a
g‖2
Hm+n̺x L2
‖h‖2
H
3
2
+δ2
x L
2
4
.
(iii). If α1 = 0, then
‖Qǫ(g, △¯n̺k ∂αx h)Wm,n+1Wγ/2+a‖2L2x,kH−1v . (η
2
1 + ǫ
2(1−s)‖g‖2
H
3
2
+δ2
x L
2
γ+4
)× ‖W ǫs (D)Wm,n+1W 32γ+2s+ah‖
2
Hm+n̺x L2
+η
− 2(2s−1)1−s
1 ‖g‖
2(2s−1)
1−s
H
3
2
+δ2
x L2γ+4
‖Wm,n+1W 3
2γ+2s+a
h‖2
Hm+n̺x L2
+ ‖g‖2
H
3
2
+δ2
x L2γ+4
‖Wm,n+1W 3
2γ+2s+a
h‖2
Hm+n̺x L2
+1m+n̺> 32 ‖Wm,n+1W 32γ+ag‖
2
H
3
2
+δ2
x L2
‖h‖2
Hm+n̺x L24
+ ‖Wm,n+1W 3
2γ+a
g‖2
Hm+n̺x L2
‖h‖2
H
3
2
+δ2
x L24
.
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Proof. We prove the desired results by duality. In fact, by (ii) of Corollary 2.2, we have∣∣∣∣ ∫
T3
∫
T3
〈Qǫ(∂α1x g, △¯n̺k ∂α2x h)Wm,n+1Wγ/2+a, f〉vdxdk
∣∣∣∣
=
∣∣∣∣ ∑
q∈Z3
∑
p∈Z3
(∫
T3
(1n6=0
(ei(q−p)k − 1)
|k|3/2+n̺ + 1n=0)dk
)
pα1(q − p)α2〈Qǫ(gˆ(p), hˆ(q − p))Wm,n+1Wγ/2+a, ¯ˆf(q)〉v
∣∣∣∣
.
∑
q∈Z3
∑
p∈Z3
|p|α1 |q − p|α2+n̺(|gˆ(p)|L2γ+4 |W ǫs (D)Wm,n+1Wγ/2+aWγ+2shˆ(q − p)|L2
+|Wm,n+1Wγ/2+agˆ(p)|L2γ |hˆ(q − p)|L24
)|W ǫs (D)fˆ(q)|L2k,v .
Then due to Lemma 2.6, we get the first result. The last two results can be obtained in a similar way
thanks to (ii) and (iii) of Corollary 2.2 and Lemma 2.6. We skip the details here and complete the proof
of the corollary. 
2.5. Hypo-elliptic estimate for the transport equation. In this subsection we will show the hypo-
elliptic estimates for the transport equation which reads:
(2.52) ∂tf(t, x, v) + v · ∇xf(t, x, v) = g(t, x, v).
Lemma 2.7. Let f ∈ L2([0, T ]× T3 × R3) be a solution of the transport equation (2.52). Suppose that
g ∈ L2([0, T ]×T3;H−1(R3v)). If we further assume that fφ ∈ L2([0, T ]×T3;Hs(R3v)) for some 0 < s < 1,
then for any l < − 32 and η > 0, we have
(2.53)∫ T
0
‖Wlfφ‖2
H
s
4(4+s)
x L2v
dt . η−8‖f |t=0‖2L2+η2s‖fφ‖2L2([0,T ];L2xHsv)+η
−8(‖g‖2
L2([0,T ];L2xH
−1
v )
+‖f‖2L2([0,T ];L2)).
Proof. Recall that Tkfφ(t, x, v) = fφ(t, x+ k, v) and △¯̺kfφ(t, x, v) =
(
Tkfφ(t, x, v)− fφ(t, x, v)
)|k|−3/2−̺,
with ̺ = s4(4+s) . Using (2.51), we observe that
Wlfφ ∈ L2([0, T ];H̺xL2v) ⇔ ‖Wlfφ‖2L2([0,T ];L2) +
∫ T
0
∫
R3
∫
T3
∫
T3
〈v〉2l|△¯̺kfφ|2dtdvdxdk < +∞
⇔ ‖Wlfφ‖2L2([0,T ];L2) +
∫ T
0
∫
R3
〈v〉2l
(∑
m∈Z3
|m|2̺
∣∣∣fˆφ(t,m, v)∣∣∣2
)
dtdv < +∞,(2.54)
where fˆφ(t,m, v) is the Fourier transform of fφ with respect to x variable.
We now turn to prove (2.54). Let χ(v) = F−1v (1 − φ) where Fv and F−1v are the Fourier transform
for v variable and its inverse. Then it is easy to check
∫
R3
χ(v)dv = 1. For any η > 0, we denote the
regularizing sequence χη by χη(v) = η
−3χ
(
v
η
)
and write
(2.55) fˆφ(t,m, v) = [fˆφ(t,m, v)− (fˆφ(t,m, ·) ∗v χη)(v)] + (fˆφ(t,m, ·) ∗v χη)(v).
We point out that η will be chosen later and it will depend on |m|.
We use Minkowski and Cauchy-Schwartz inequalities to get∫
R3
〈v〉2l|fˆφ(t,m, v)− (fˆφ(t,m, ·) ∗v χη)(v)|2dv .
∫
R3
∣∣∣∣∫
R3
[fˆφ(t,m, v)− fˆφ(t,m, v − u)]χη(u)du
∣∣∣∣2 dv
.
(∫
R3
(∫
R3
|fˆφ(t,m, v)− fˆφ(t,m, v − u)|2dv
)1/2
χη(u)du
)2
.
(∫
R3
χ2η(u)|u|3+2sdu
)(∫
R6
|fˆφ(t,m, v)− fˆφ(t,m, v − u)|2
|u|3+2s dudv
)
. η2s
∣∣∣fˆφ(t,m, ·)∣∣∣2
Hs
.
Then it gives ∫ T
0
∫
R3
〈v〉2l
(∑
m∈Z3
|m|2̺
∣∣∣fˆφ(t,m, v)− (fˆφ(t,m, ·) ∗v χη)(v)∣∣∣2
)
dtdv
.
∫ T
0
(∑
m∈Z3
|m|2̺η2s
∣∣∣fˆφ(t,m, ·)∣∣∣2
Hs
)
dt.(2.56)
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For the second term of the right-hand side of (2.55), we recall that g ∈ L2([0, T ] × T3;H−1(R3v))
implies that g(t, x, v) = g0(t, x, v) +
∑3
j=1 ∂vjhj(t, x, v), where g0(t, x, v) = F
−1[(1+ |ξ|)−1Fg](t, x, v) and
hj(t, x, v) = −Rjg0(t, x, v), j = 1, 2, 3. Here Rj is the Riesz transform with respect to v variable. Then,
one has g0, hj ∈ L2([0, T ]×T3 ×R3), j = 1, 2, 3. Following the proof of (2.16) in Theorem 2.1 (averaging
lemma) of [6] and the fact fˆφ = (1− φ(ǫD))fˆ = fˆ ∗v χǫ, we can deduce that∫ T
0
|(fˆφ(t,m, ·) ∗v χη)(v)|2dt =
∫ T
0
|(fˆ(t,m, ·) ∗v (χǫ ∗ χη))(v)|2dt
. |m|− 12 (‖(χǫ ∗ χη)(v − u)(1 + |u|2)‖L∞u + ‖∇(χǫ ∗ χη)(v − u)(1 + |u|2)‖L∞u )2
×
|fˆ(0,m, ·)|2L2 + ∫ T
0
(|fˆ(t,m, ·)|2L2 + |gˆ0(t,m, ·)|2L2 +
3∑
j=1
|hˆj(t,m, ·)|2L2)dt
 .
From the facts that if ǫ ≪ η, χǫ ∗ χη = χη and if η ≪ ǫ, χǫ ∗ χη = χǫ, together with the estimate
‖χǫ(v−u)(1+ |u|2)‖L∞u . ǫ−3(1+ |v|2), we get that ‖(χǫ ∗χη)(v−u)(1+ |u|2)‖L∞u . η−3(1+ |v|2), which
yields ∫ T
0
∫
R3
〈v〉2l
(∑
m∈Z3
|m|2̺
∣∣∣(fˆφ(t,m, ·) ∗v χη)(v)∣∣∣2
)
dtdv(2.57)
.
∑
m∈Z3
|m|2̺− 12 (η−6 + η−8)
[
|fˆ(0,m, ·)|2L2 +
∫ T
0
(|fˆ(t,m, ·)|2L2 + |gˆ0(t,m, ·)|2L2 +
3∑
j=1
|hˆj(t,m, ·)|2L2)dt
]
.
Thanks to the fact ‖Wlfφ‖L2([0,T ];L2) ≤ ‖f‖L2([0,T ];L2), we complete the proof of Lemma 2.7 if we
choose η := η|m|− 14(4+s) in (2.56) and (2.58). 
3. A priori estimates for the linear equation
In this section, we will focus on a priori estimates for the linear equation:
(3.1)
{
∂th+ v · ∇xh = Qǫ(f, h) +Qǫ(h, g)
h|t=0 = h0.
In what follows, we assume that f and g are smooth and bounded functions.
3.1. L1 and L2 moment estimates for the equation. In this subsection, we will give the estimates
on the propagation of the moments.
3.1.1. L1 moment estimates to the equation. We begin with two useful lemmas which are related to the
Povnzer’s inequality.
Lemma 3.1. Suppose that l ∈ R+, ǫ ≤ l−1/2−a with a > 0 and E(θ) def= 〈v〉2 cos2(θ/2) + 〈v∗〉2 sin2(θ/2)
Then there exists a constant c ≥ 0 such that∫
σ∈S2
(
(E(θ))l/2 − 〈v〉l)bǫ(cos θ)dσ . −cls〈v〉l + ls(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2)+ l−1〈v∗〉l.(3.2)
Proof. We first recall that Gamma function Γ(x) and Beta function B(x, y) are defined by Γ(x) =∫∞
0
tx−1e−tdtand B(x, y) =
∫ 1
0
tx−1(1 − t)y−1dt. Observe that for p ≥ 1 and kp = [(p+ 1)/2],
kp−1∑
k=0
Γ(p+ 1)
Γ(k + 1)Γ(p+ 1− k) (x
kyp−k + xp−kyk) ≤ (x + y)p ≤
kp∑
k=0
Γ(p+ 1)
Γ(k + 1)Γ(p+ 1− k) (x
kyp−k + xp−kyk),
where x, y ≥ 0(see [31]), we get that
(E(θ))l/2 − 〈v〉l ≤
kl/2∑
k=1
Γ(l/2 + 1)
Γ(k + 1)Γ(l/2 + 1− k)
[(〈v〉2 cos2(θ/2))k(〈v∗〉2 sin2(θ/2))l/2−k
+
(〈v〉2 cos2(θ/2))l/2−k(〈v∗〉2 sin2(θ/2))k]+ ((cos2(θ/2))l/2 − 1)〈v〉l + (sin2(θ/2))l/2〈v∗〉l
def
= K1 +K2 +K3.
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Suppose Ii
def
=
∫
σ∈S2 Kib
ǫdσ. For the term I1, by direct calculation, we have
I1 .
kl/2∑
k=1
Γ(l/2 + 1)
Γ(k + 1)Γ(l/2 + 1− k)
∫ π/2
0
[(cos2(θ/2))k(sin2(θ/2))l/2−k
+(cos2(θ/2))l/2−k(sin2(θ/2))k] sin θ−1−2sdθ
(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2)
.
( kl/2∑
k=1
Γ(l/2 + 1)
Γ(k + 1)Γ(l/2 + 1− k)
∫ 1
2
0
[(1− t)k−s−1tl/2−k−s−1 + tk−s−1(1 − t)l/2−k−s−1]dt
)(〈v∗〉2〈v〉l−2
+〈v〉2〈v∗〉l−2
)
.
( kl/2∑
k=1
Γ(l/2 + 1)
Γ(k + 1)Γ(l/2 + 1− k)
Γ(k − s)Γ(l/2− k − s)
Γ(l/2− 2s)
)(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2)
. ls
(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2).
We remark that in the above inequalities we use the facts∫ 1
0
tk(1− t)pdt = B(k + 1, p+ 1) = Γ(k + 1)Γ(p+ 1)
Γ(k + p+ 2)
andB(x, y) ∼
√
2π
xx−
1
2 yy−
1
2
(x+ y)x+y−
1
2
,
which can be derived by Stirling’s approximation.
Note that (cos2(θ/2))l/2 ≤ 1 and the condition ǫ ≤ l−1/2−a. For sufficiently small η > 0, we get
I2 .
∫
θ∼ηl− 12
(
(cos2(θ/2))l/2 − 1) sin θ−1−2sdθ〈v〉l . [− ∫
θ∼ηl− 12
(sin(θ/2))2(sin θ)−1−2sdθ
+
[l/2]∑
k=2
Γ(l/2 + 1)
Γ(k + 1)Γ(l/2 + 1− k)
∫
θ∼ηl− 12
(sin(θ/2))2k(sin θ)−1−2sdθ
]
〈v〉l . −Cη2−2sls(1− Cη2)〈v〉l.
Finally, it is easy to check that I3 .
∫ π/2
0
(sin(θ/2))l−1−2sdθ〈v∗〉l . l−1〈v∗〉l.
Putting together the estimates for Ii(i=1,2,3), we are led to the desired result. 
Lemma 3.2. Under the conditions in Lemma 3.1, it holds∫
σ∈S2
(〈v′〉l − 〈v〉l)bǫ(cos θ)dσ . −ls〈v〉l + ls(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2)+ l−1〈v∗〉l
+l2al
(〈v∗〉2 + 〈v〉2)l/2−2(|v∗|2|v|2 − (v∗ · v)2),
where al
def
=
∫ π/2
0
( ∫ 1
0 t(1− t4 sin2 θ)l/2−2dt
)
bǫ(cos θ) sin3 θdθ.
Proof. We follow the notations used in [31] to set h = (v + v∗)/|v + v∗|, n = (v − v∗)/|v − v∗| and
j = h−(h·n)n√
1−(h·n) . Then we have σ = cos θn+sin θω, with ω ∈ S
1(n). This implies that h ·σ = (h ·n) cos θ+√
1− (h · n) sin θ(j · ω).
Thanks to the σ-representation (1.3), we derive that 〈v′〉2 = E(θ) + sin θ(j · ω)h˜ and 〈v′∗〉2 = E(π −
θ)− sin θ(j · ω)h˜ where h˜ =√|v∗|2|v|2 − (v∗ · v)2. By Taylor expansion, it yields that
〈v′〉l = (E(θ) + sin θ(j · ω)h˜)l/2 = (E(θ))l/2 + l
2
(E(θ))
l
2−1h˜ sin θ(j · ω)
+
l
2
l − 2
2
∫ 1
0
(1− t)(E(θ) + th˜ sin θ(j · ω)) l2−2dth˜2 sin2 θ(j · ω)2.
Since E(θ) + th˜ sin θ(j · ω) ≤ E(θ) + tE(π − θ) ≤ (〈v∗〉2 + 〈v〉2)(1− 1−t2 sin2 θ), we deduce that
〈v′〉l − 〈v〉l ≤ (E(θ))l/2 − 〈v〉l + l
2
(E(θ))
l
2−1h˜ sin θ(j · ω)
+l2
(∫ 1
0
t(1− t
4
sin2 θ)l/2−2dt
)(〈v∗〉2 + 〈v〉2)l/2−2h˜2(j · ω)2 sin2 θ.
Now using Lemma 3.1 and the fact
∫
S1(n)(j · ω)dω = 0, we arrive at the result. 
Now we are in a position to state the estimates for the moments.
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Lemma 3.3. Let l ∈ R+ verify l > Ns+2(recalling that Ns = 2s1−s) and ǫ ≤ l−1/2−a with a > 0. Assume
that h is a solution to (3.1). Then there exits a universal constant c such that for η, η1 > 0,
d
dt
‖h‖L1l + cls
∫
f∗|h|〈v〉l|v − v∗|γdv∗dvdx .
∫ (
2l
(|h|L1l+γ−2 |f |L1γ+2 + |h|L1γ+2|f |L1l+γ−2)+ l−1|f |L1l+γ |h|L1γ
+η−2s(|h|L1γ |W ǫ2s+η1 (D)g|L2l+γ+2+Ns + |W
ǫ
2s+η1 (D)g|L2l+2 |h|L1Ns+γ ) + |h|L1l+γ (η
2−2s|W ǫ2s+η1(D)g|L22
+l−1|W ǫη1(D)g|L22) + 2l(|h|L1γ+2 |W ǫη1 (D)g|L2l+γ + |h|L1l+γ−2|W ǫη1(D)g|L2γ+4) + l−1|W ǫη1(D)g|L2γ+2 |h|L1l
)
dx.
Proof. By multiplying both sides of (3.1) by (sgnh)〈v〉l and integrating over v and x, we obtain that
(3.3)
d
dt
‖h‖L1l =
∫∫
(sgnh)〈v〉lQǫ(f, h)dvdx +
∫∫
(sgnh)〈v〉lQǫ(h, g)dvdx.
Observing that
∫∫
(sgnh)〈v〉lQǫ(f, h)dvdx ≤ ∫∫∫∫ f∗|h|(〈v′〉l − 〈v〉l)Bǫdσdv∗dvdx, we get that
d
dt
‖h‖L1l ≤
∫
f∗|h|(〈v′〉l − 〈v〉l)Bǫdσdv∗dvdx+
∫
h∗g((sgnh′)〈v′〉l − (sgnh)〈v〉l)Bǫdσdv∗dvdx
def
= I + II.(3.4)
We will give estimates for I and II term by term.
Step 1: Estimate of I. Thanks to Lemma 3.2, we derive that
I .
∫∫∫
R9
f∗|h||v − v∗|γ
(
− ls〈v〉l + ls(〈v∗〉2〈v〉l−2 + 〈v〉2〈v∗〉l−2)+ l−1〈v∗〉l
+l2al
(〈v∗〉2 + 〈v〉2)l/2−2(|v∗|2|v|2 − (v∗ · v)2))dv∗dvdx
. −ls
∫
f∗|h|〈v〉l|v − v∗|γdv∗dvdx+
∫
2l
(|h|L1l+γ−2 |f |L1γ+2 + |h|L1γ+2|f |L1l+γ−2)+ l−1|f |L1l+γ |h|L1γdx.
Step 2: Estimate of II. We split II into two parts that II = II1+II2 where II1
def
=
∫
h∗gφ(sgnh′〈v′〉l−
sgnh〈v〉l)Bǫdσdv∗dvdx and II2 def=
∫
h∗gφ(sgnh′〈v′〉l − sgnh〈v〉l)Bǫdσdv∗dvdx.
Step 2.1: Estimate of II1. Set g
j
φ
def
= Fjgφ. For any fixed v, v∗, η > 0, we write Bǫ = Bǫ> + B
ǫ
≤
where Bǫ≤ = B
ǫ(1 − φ( 2j sin θη/〈v−v∗〉α )) and Bǫ> = Bǫφ( 2
j sin θ
η/〈v−v∗〉α ) with α = (1 − s)−1. We remark that Bǫ>
and Bǫ≤ denote the kernels with the restriction that the derivation angle θ is bigger and not bigger than
(2−jη)/〈v − v∗〉α respectively. Then we have
II1 =
∑
j≤[log2 1ǫ ]+1
∫∫∫∫
h∗g
j
φ(sgnh
′〈v′〉l − sgnh〈v〉l)Bǫdσdv∗dvdx
=
∑
j≤[log2 1ǫ ]+1
(∫∫∫∫
h∗
(
gjφ sgnh〈v〉l
)′ − gjφ sgnh〈v〉l)Bǫdσdv∗dvdx+ ∫∫∫∫ h∗(gjφ − (gjφ)′)(sgnh〈v〉l)′
×Bǫ≤dσdv∗dvdx+
∫∫∫∫
h∗g
j
φ(sgnh〈v〉l)′Bǫ>dσdv∗dvdx −
∫∫∫∫
h∗
(
gjφ)
′(sgnh〈v〉l)′Bǫ>dσdv∗dvdx
def
=
∑
j≤[log2 1ǫ ]+1
4∑
i=1
IIj1,i.
Estimate of IIj1,1.Thanks to (2.17), we have
IIj1,1 = 2π
∫∫
(gjφ(sgnh)〈v〉l)
∫ π
2
0
[ 1
cos3(θ/2)
Bǫ(
|v − v∗|
cos(θ/2)
, cos θ)−Bǫ(|v − v∗|, cos θ)
]
sin θdθdv∗dv.
From the fact
∣∣∣∣ 1cos3(θ/2)Bǫ( |v−v∗|cos(θ/2) , cos θ) − Bǫ(|v − v∗|, cos θ)∣∣∣∣ . θ−2s|v − v∗|γ , we derive that |IIj1,1| .∫ |h|L1γ |gjφ|L1l+γdx.
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Estimate of IIj1,2. We use Taylor expansion
g(v)− g(v′) = (v − v′) · ∇g(v′) + |v − v′|2
∫ 1
0
(1 − κ)D2g(v′ + κ(v − v′)) · ( v − v
′
|v − v′| ,
v − v′
|v − v′| )dκ,(3.5)
to write IIj1,2 = II
j
1,21 + II
j
1,22 where
IIj1,21
def
=
∫∫∫∫
h∗(v − v′) · ∇gjφ(v′)(sgnh〈v〉l)′Bǫ≤(v − v∗, σ)dσdv∗dvdx.(3.6)
We claim that IIj1,21 = 0. To see that, for each v∗ and σ, let ψσ(v
′) represent the inverse transform
v′ → ψσ(v′) = v (see [1]) one has
∣∣∣dv′dv ∣∣∣ = 14 〈 v′−v∗|v′−v∗| , σ〉2 and∫∫
(v − v′) · ∇gjφ(v′)(sgnh〈v〉l)′Bǫ≤(v − v∗, σ)dσdv
= 4
∫∫
(ψσ(v)− v)
〈 v′−v∗|v′−v∗| , σ〉2
· ∇gjφ(v)(sgnh〈v〉l)Bǫ≤(ψσ(v) − v∗, σ)dσdv = 0
(3.7)
The last equality comes from the symmetry property of ψσ(v) with respect to σ.
To estimate IIj1,22, we will use change of variable u = κv
′ + (1 − κ)v. From [1], we know that∣∣∣dudv ∣∣∣ = (1− κ2 )2{(1− κ2 )− κ2 〈 v−v∗|v−v∗| , σ〉} is bounded above and below. For the kernel Bǫ≤, we have
|v′ − v∗| ≤ |u− v∗| ≤ |v − v∗| , |v − v∗| ≤ (1 + ǫ)|v′ − v∗|, θ
2
≤ θ˜ ≤ θ,
where cos θ˜ = |u− v∗|−1〈u− v∗, σ〉. Combining above observations, we have
|IIj1,2| = |IIj1,22| =
∣∣ ∫ 1
0
(1− κ)
∫∫∫∫
h∗|v − v′|2D2gjφ(u)(sgnh〈v〉l)′Bǫ≤(v − v∗, σ)
∣∣∣du
dv
∣∣∣dσdv∗dudxdκ∣∣
. η2−2s2(2s−2)j
∫∫∫
|h∗||u− v∗|2+γ−α(2−2s)|D2gjφ(u)|max{〈v∗〉l, 〈u〉l}dv∗dudx
. η2−2s2(2s−2)j
∫
|h|L1
l+γ
|D2gjφ|L1 + |h|L1 |D2gjφ|L1l+γdx.
Estimate of IIj1,3. We observe that
IIj1,3 =
∫∫∫∫
h∗g
j
φ(sgnh〈v〉l)′Bǫ≥dσdv∗dvdx
≤
∫∫∫∫
|h∗||gjφ|
[
(〈v〉l)′ − 〈v〉l]Bǫ≥dσdv∗dvdx + ∫∫∫∫ |h∗||gjφ|〈v〉lBǫ≥dσdv∗dvdx.
Following the proof of Lemma 3.1 and Lemma 3.2, we conclude that
IIj1,3 .
∫ (
2l|gjφ|L1l+γ−2|h|L1γ+2 + 2
l|gjφ|L1γ+2 |h|L1l+γ−2 + l
−1(|gjφ|L1 |h|L1l+γ + |g
j
φ|L1γ |h|L1l )
)
dx
+η−2s22sj
∫ (|gjφ|L1l+γ+Ns |h|L1 + |gjφ|L1l |h|L1Ns+γ)dx.
Estimate of IIj1,4. Direct calculation gives
IIj1,4 . η
−2s22sj
∫ (|gjφ|L1l+γ+2αs |h|L1 + |gjφ|L1l |h|L1γ+2αs)dx . η−2s22sj ∫ (|gjφ|L1l+γ+Ns |h|L1 + |gjφ|L1l |h|L1Ns+γ)dx.
Thanks to Theorem 7.1 and the fact that gjφ = Fjgφ, patching together all the above estimates will
give
II1 .
∫ (
η−2s(|h|L1γ |gφ|H2s+η1l+γ+2+Ns + |gφ|H2s+η1l+2 |h|L1Ns+γ ) + |h|L1l+γ (η
2−2s|gφ|H2s+η12 + l
−1|gφ|Hη12 )
+2l(|h|L1γ+2 |gφ|Hη1l+γ + |h|L1l+γ−2|gφ|Hη1γ+4) + l
−1|gφ|Hη1γ+2 |h|L1l
)
dx.
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Step 2.2: Estimate of II2. Following the argument applied to II
j
1,3, we get that
II2 ≤
∫∫∫ [|h∗||gφ|(〈v′〉l − 〈v〉l) + 2|h∗||gφ|〈v〉l]Bǫdσdv∗dvdx . ∫ (2l|gφ|L1l+γ−2 |h|L1γ+2
+2l|gφ|L1γ+2|h|L1l+γ−2 + l
−1(|gφ|L1 |h|L1l+γ + |g
φ|L1γ |h|L1l )
)
dx+ ǫ−2s
∫
|h|L1γ |gφ|L1l+γdx.
Combine the estimates for II1 and II2, then we finally arrive at
II .
∫ (
η−2s(|h|L1γ |W ǫ2s+η1 (D)g|L2l+γ+2+Ns + |W
ǫ
2s+η1 (D)g|L2l+2 |h|L1Ns+γ ) + |h|L1l+γ (η
2−2s|W ǫ2s+η1(D)g|L22
+l−1|W ǫη1(D)g|L22) + 2l(|h|L1γ+2 |W ǫη1(D)g|L2l+γ + |h|L1l+γ−2 |W
ǫ
η1(D)g|L2γ+4) + l−1|W ǫη1(D)g|L2γ+2 |h|L1l
)
dx,
which is enough to get the desired result thanks to the estimate in Step 1. 
Then L1-moment estimate for the equation can be stated as follows.
Proposition 3.1. Suppose that W−1,0 ∈ WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)) with W−1,0 = Wl1
and ǫ ≤ l−1/2−a1 . Then there exists a constant A1(c1, c2) which is in proportion to C3(c1, c2) defined in
Proposition 2.2 such that for η, η1 > 0,
(i). ‖h(t)‖L1l1 +
∫ t
0
(ls1A1(c1, c2)− η2−2s‖W ǫ2s+η1(D)g‖H 32+δ1x L22
− 2l−11 ‖W ǫη1(D)g‖H 32+δ1x L2γ+2
)‖h‖L1l1+γdτ
≤ ‖h0‖L1l1 + C(l1)
[ ∫ t
0
(‖h‖L1l1+γ−2(‖f‖L∞x L1γ+2 + ‖W ǫη1(D)g‖H 32 +δ1x L2γ+4) + ‖h‖L∞x L1γ+2(‖f‖L1l1+γ−2
+‖W ǫη1(D)g‖L2l1+γ )
)
dτ
]
+
∫ t
0
(Cl−11 ‖h‖L∞x L1γ‖f‖L1l1+γ + η
−2s(‖h‖L∞x L1γ‖W ǫ2s+η1(D)g‖L2l1+γ+2+Ns
+‖W ǫ2s+η1(D)g‖L2l1+2‖h‖L∞x L1Ns+γ ))dτ ;
(ii). ‖h(t)‖2L1
l1−γ
+
∫ t
0
ls1A1(c1, c2)− η2−2s‖W ǫ2s+η1(D)g‖H 32+δ1x L22
− 2l−11 ‖W ǫη1(D)g‖H 32+δ1x L2γ+2
)
×‖h‖L1l1‖h‖L1l1−γdτ ≤ ‖h0‖
2
L1l1−γ
+ C(l1)
[ ∫ t
0
(‖h‖L1l1−γ‖h‖L1l1−2(‖f‖L∞x L1γ+2 + ‖W ǫη1(D)g‖H 32+δ1x L2γ+4)
+‖h‖L1l1−γ‖h‖L∞x L1γ+2(‖f‖L1l1−2 + ‖W
ǫ
η1(D)g‖L2l1 )
)
dτ
]
+
∫ t
0
(Cl−11 ‖h‖L1l1−γ‖h‖L∞x L1γ‖f‖L1l1 + η
−2s
×‖h‖L1l1−γ (‖h‖L∞x L1γ‖W
ǫ
2s+η1 (D)g‖L2l1+2+Ns + ‖W
ǫ
2s+η1(D)g‖L2l1−γ+2‖h‖L∞x L1Ns+γ ))dτ.
3.1.2. L2 moment estimates for the equation. In this subsection, we will give the basic energy estimates
in L2l space. We first recall
∂t(hWl) + v · ∇x(hWl) = Qǫ(f, h)Wl +Qǫ(h, g)Wl.
By multiplying hWl and taking inner product, we have
d
dt
‖h‖2L2l =
∫
〈Qǫ(f, h)Wl, hWl〉v + 〈Qǫ(h, g)Wl, hWl〉vdx.
Applying (i) and (iv) of Corollary 2.2 to the righthand side of the equality, we have
d
dt
‖h‖2L2
l
+
1
6
∫
T3
Eγf (hWl)dx+ C4(c1, c2)(‖W ǫs (D)Wl+γ/2h‖2L2 +
∫
T3
E0,ǫµ (Wl+γ/2h)dx+
1
2
C5(c1, c2)δ−2s
×‖h‖2L2
l+γ/2
.
∫ [C6(c1, c2)δ−6−6s|h|L12l |h|L1γ + |f |2L1γ+2s |h|2L2l + |f |2L2l+γ/2|h|2L12 + |h|2L1γ+2s
×|W ǫs (D)Wl+γ/2+2sg|2L2 + |h|2L1γ+2s |g|
2
L2l
+ |h|2L2
l+γ/2
|g|2L12
]
dx.
We arrive at
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Proposition 3.2. Suppose that W0,0 ∈ WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)) with W0,0 = Wl2 .
Then there exist constants A2(c1, c2) ∼ C4(c1, c2), A3(c1, c2) ∼ C5(c1, c2), A4(c1, c2) ∼ C6(c1, c2) such that
‖h(t)‖2L2
l2
+
1
6
∫ t
0
∫
T3
Eγf (hWl2)dxdτ +A2(c1, c2)
∫ t
0
[(‖W ǫs (D)Wl2+γ/2h‖2L2 + ∫
T3
E0,ǫµ
(
Wl2+γ/2h
)
dx
]
dτ
+A3(c1, c2)δ
−2s
∫ t
0
‖h‖2L2
l2+γ/2
dτ
≤ ‖h0‖2L2l2 +A4(c1, c2)δ
−6−6s
∫ t
0
‖h‖L12l2‖h‖L∞x L1γdτ + CE
∫ t
0
(‖f‖2L∞x L1γ+2s‖h‖2L2l2 + ‖f‖2L2l2+γ/2‖h‖2L∞x L12
+‖h‖2L∞x L1γ+2s‖W
ǫ
s (D)Wl2+γ/2+2sg‖2L2 + ‖h‖2L∞x L1γ+2s‖g‖
2
L2
l2
+ ‖h‖2L2
l2+γ/2
‖g‖2L∞x L12)dτ.
3.2. Gain and propagation of derivatives for x and v variables. In this subsection, we will show
the gain of fractional derivatives for x variable due to hypo-elliptic property of the transport equation
and also the propagation of derivatives for v variable.
3.2.1. Gain of fractional derivatives for x variable. By (iii) of Corollary 2.2, for sufficiently small η, we
have
|Q(f, h)Wl +Q(h, g)Wl|H−1 . (η + ǫ1−s|f |L1γ+2s)|W ǫs (D)Wl+γ+2sh|L2 + η
− 2s−11−s |f |
2s−1
1−s
L1γ+2s
|h|L2l+γ+2s
+|f |L1γ+2s|h|L2l+γ + |f |L2l+γ |h|L12 + |h|L1γ+2s |W
ǫ
s (D)Wl+γ+2sg|L2 + |h|L2l+γ |g|L12 .
From this together with Lemma 2.7, we get that
‖W−d1(hWl)φ‖2
L2TH
s
4(4+s)
x L2
. η−8‖h0‖2L2l + η
2s‖(hWl)φ‖2L2TL2xHs + η
−8
(∫ T
0
∫
T3
[|h|2L2l + 12s>1(η21
+ǫ2(1−s)|f |2L1γ+2s)|W
ǫ
s (D)Wl+γ+2sh|2L2 + η
−2 2s−11−s
1 |f |
2 2s−11−s
L1γ+2s
|h|2L2l+γ+2s +
(|f |2L1γ+2s |h|2L2l+γ + |f |2L2l+γ |h|2L12
+|h|2L1γ+2s |W
ǫ
s (D)Wl+γ+2sg|2L2 + |h|2L2l+γ |g|
2
L12
)]
dxdt
)
.
We arrive at
Proposition 3.3. Suppose that Wm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then∫ t
0
‖W−d1(W0,1Wγ/2+d1+d2h)φ‖2H̺xL2dτ . η−8‖W0,1Wγ/2+d1+d2h0‖2L2 + η−8
∫ t
0
‖W0,1Wγ/2+d1+d2h‖2L2dτ
+η2s
∫ t
0
‖W ǫs (D)(W0,1Wγ/2+d1+d2h)‖2L2dτ + η−8
(∫ t
0
12s>1(η
2
1 + ǫ
2(1−s)‖f‖2L∞x L1γ+2s)‖W
ǫ
s (D)W0,1
×W 3
2γ+2s+d1+d2
h‖2L2dτ +
∫ t
0
[
η
−2 2s−11−s
1 (‖f‖
2 2s−11−s
L∞x L
1
γ+2s
+ ‖f‖2L∞x L1γ+2s + ‖g‖L∞x L12)‖W0,1W 32 γ+2s+d1+d2h‖
2
L2
+‖W0,1W 3
2γ+d1+d2
f‖2L2‖h‖2L∞x L12 + ‖h‖
2
L∞x L
1
γ+2s
‖W ǫs (D)W0,1W 32γ+2s+d1+d2g‖
2
L2
]
dτ
)
.
3.2.2. Propagation of the regularity for v variable. We have two results. The first one reads:
Proposition 3.4. For q ≥ s and η > 0, it holds
V q,ǫ(h(t)) + C1(c1, c2)
∫ t
0
‖W ǫq+s(D)Wγ/2h‖2L2dτ ≤ V q,ǫ(h0) + C2(c1, c2)
×
∫ t
0
‖W ǫq (D)Wγ/2h‖2L2dτ + CE
∫ t
0
(
‖W ǫ(q−1)+(D)h‖2H1xL2 + ‖h‖
2
L∞x L
1
γ+2s
‖W ǫq+s(D)Wγ/2+2sg‖2L2
+‖f‖2L∞x L2(12s>1‖W
ǫ
q+s−1(D)Wγ/2+ 52 h‖
2
L2 + 12s=1‖W ǫq−s+log(D)Wγ/2+ 52h‖
2
L2 + ‖f‖2L∞x L1‖h‖
2
L2
+12s<1‖W ǫq−s(D)Wγ/2+ 52h‖
2
L2) + ‖f‖2L∞x L2γ+3(12s>1‖W
ǫ
q+s−1(D)h‖2L2 + 12s=1‖W ǫq−s+log(D)h‖2L2 + 12s<1
×‖W ǫq−s(D)h‖2L2) + ‖W ǫq+s−1+η(D)f‖2L2‖h‖2L∞x L2 + ‖h‖
2
L∞x L
2(12s>1‖W ǫq+s−1(D)Wγ/2+ 52 g‖
2
L2 + 12s=1
×‖W ǫq−s+log(D)Wγ/2+ 52 g‖
2
L2 + 12s<1‖W ǫq−s(D)Wγ/2+ 52 g‖
2
L2) + ‖h‖L∞x L2γ+3(12s>1‖W ǫq+s−1(D)g‖2L2
+12s=1‖W ǫq−s+log(D)g‖2L2 + 12s<1‖W ǫq−s(D)g‖2L2) + ‖W ǫq+s−1+η(D)h‖2L2‖g‖2L∞x L2 + ‖h‖
2
L22
‖g‖2L∞x L2
)
dτ.
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Let us sketch the proof of the proposition. By frequency localization, we first observe that
∂t(Fjh) + v · ∇x(Fjh) = [v · ∇x,Fj]h+Qǫ(f,Fjh) +
[
FjQ
ǫ(f, h)−Qǫ(f,Fjh)
]
+Qǫ(h,Fjg) +
[
FjQ
ǫ(h, g)−Qǫ(h,Fjg)
] def
=
5∑
i=1
Ri.
ForR1, by using the estimates |[vi,Fj ]h|L2 ≤ 2−j|(∂iϕ)(2−jD)h|L2 and ‖W ǫq (D)h‖2L2 ∼
∑
j≤| log ǫ|
22qj‖Fjh‖2L2+∑
j≥| log ǫ|
ǫ−2q‖Fjh‖2L2, we derive that∑
j≤| log ǫ|
22qj |([vi,Fj ]∂xih,Fjh)|+
∑
j≥| log ǫ|
ǫ−2q|([vi,Fj ]∂xih,Fjh)| . ‖W ǫ(q−1)+h‖H1xL2‖W ǫq (D)h‖L2 .
For R2, we may apply (vi) of Corollary 2.2 and (2.10) to get the coercivity estimate. For R3, R4 and R5,
we may treat them by (i) of Corollary 2.2, (i) of Lemma 2.5 and (2.10). Summarizing all the estimates,
we get the propagation of the partial regularity for v variable.
Next we want to show that the regularity for v variable can be propagated. To get that, we only need
to modify the proof of the previous proposition. More precisely, we shall apply (v) of Corollary 2.2 to
R2 and apply (ii) of Lemma 2.5 to R3 and R5 to renew the corresponding estimates. Finally by the
interpolation inequality |f |Hq−1 ≤ |f |
1
q+1
L2 |f |
q
q+1
Hq , we will get
Proposition 3.5. For q ≥ 2 and η > 0, it holds
V q(h(t)) + C1(c1, c2)
∫ t
0
‖W ǫs (D)Wγ/2h‖2L2xHqdτ + δ
−2s‖h‖2L2xHqγ/2
≤ V q(h0) + C6(c1, c2)δ−4−2s−4(q−1)
∫ t
0
‖h‖2L2
γ/2
dτ + CE
∫ t
0
(
‖h‖2H1xHq−1 +
∫
T3
(|Wγ+3f |2H1
×|W ǫs (D)h|2Hq−1 + |f |2H1 |W ǫs (D)Wγ/2+ 52h|
2
Hq−1 )dx + ‖f‖2L∞x L2(12s=1‖W
ǫ
q−s+log(D)Wγ/2+ 52 h‖
2
L2
+12s<1‖W ǫq−s(D)Wγ/2+ 52h‖
2
L2) + ‖f‖2L∞x L2γ+3(12s=1‖W
ǫ
q−s+log(D)h‖2L2 + 12s<1‖W ǫq−s(D)h‖2L2)
+‖W ǫs (D)f‖2L2xHq−1+η‖h‖
2
L∞x L
2 + ‖f‖2L∞x L1‖h‖
2
L2 + ‖h‖2L∞x L1γ+2s‖W
ǫ
s (D)Wγ/2+2sg‖2L2xHq
+
∫
T3
(|Wγ/2+3h|2H1 |W ǫs (D)g|2Hq−1 + |h|2H1 |W ǫs (D)Wγ/2+ 52 g|Hq )
2dx+ ‖W ǫs (D)h‖2L2xHq−1+η‖g‖
2
L∞x L
2
+‖h‖2L22‖g‖
2
L∞x L
2 + ‖h‖2L∞x L2(12s=1‖W
ǫ
q−s+log(D)Wγ/2+ 52 g‖
2
L2 + 12s<1‖W ǫq−s(D)Wγ/2+ 52 g‖
2
L2)
+‖h‖L∞x L2γ+3(12s=1‖W ǫq−s+log(D)g‖2L2 + 12s<1‖W ǫq−s(D)g‖2L2)
)
dτ.
3.3. High order energy estimates. We recall notations: Wm,n = 〈v〉lm,n and |α| = m ≤ N . Observe
that if h is a solution to (3.1), then Wm,n△¯n̺k ∂αx h and Wm,n+1Wγ/2+2△¯n̺k ∂αx h solve the equations:
(1). ∂t(Wm,n△¯n̺k ∂αx h) + v · ∇x(Wm,n△¯n̺k ∂αx h)
= Qǫ(f, △¯n̺k ∂αx h)Wm,n +
∑
|α1|≥1;α1+α2=α
Qǫ(∂α1x f, △¯n̺k ∂α2x h)Wm,n +
∑
α1+α2=α
Qǫ(△¯n̺k ∂α1x f, T nk ∂α2x h)Wm,n
+
∑
α1+α2=α
Qǫ(∂α1x h, △¯n̺k ∂α2x g)Wm,n +
∑
α1+α2=α
Qǫ(△¯n̺k ∂α1x h, T nk ∂α2x g)Wm,n def=
5∑
i=1
Ri;
(2). ∂t(Wm,n+1Wγ/2+2△¯n̺k ∂αx h) + v · ∇x(Wm,n+1Wγ/2+2△¯n̺k ∂αx h) = Qǫ(f, △¯n̺k ∂αx h)Wm,n+1Wγ/2+2
+
∑
|α1|≥1;α1+α2=α
Qǫ(∂α1x f, △¯n̺k ∂α2x h)Wm,n+1Wγ/2+2 +
∑
α1+α2=α
Qǫ(△¯n̺k ∂α1x f, T nk ∂α2x h)Wm,n+1Wγ/2+2
+
∑
α1+α2=α
Qǫ(∂α1x h, △¯n̺k ∂α2x g)Wm,n+1Wγ/2+2 +
∑
α1+α2=α
Qǫ(△¯n̺k ∂α1x h, T nk ∂α2x g)Wm,n+1Wγ/2+2 def=
10∑
i=6
Ri.
where T nk and △¯n̺k are defined in (2.49) and (2.50). In what follows, we want to derive the high order
estimates for (3.1) from these two equations.
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To obtain the propagation of ‖Wm,nh‖Hm+n̺x L2 , the key point is to give the bounds for
∫
RiWm,n△¯n̺k ∂αx hdxdkdv
(i = 1, . . . , 5). For the term involving R1, one may apply Corollary 2.3 to obtain the coercivity esti-
mate. We can apply (i) of Corollary 2.4 to the terms involving R2 and R4 and apply (ii) of Corollary
2.4 to the terms involving R3 and R5 to get the upper bounds. To get the hypo-elliptic estimate of
Wm,n+1Wγ/2+2△¯n̺k ∂αx h, we will employee (iii) of Corollary 2.5 to handle R6, (i) of Corollary 2.5 to
bound R7 and R9 and (ii) of Corollary 2.5 to treat R8 and R10. Finally applying directly Lemma 2.7 to
the equation of Wm,n+1Wγ/2+2△¯n̺k ∂αx h will yield the desired result. Our results can be summarized as
follows:
3.3.1. Propagation and gain of regularity for x variable in the case of {m = 0, 0 < n ≤ N̺,1}, {m =
1, n = 0} and {m = 1, 0 < n ≤ [1/2̺]}.
Proposition 3.6. Suppose that Wm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then
‖Wm,nh(t)‖2Hm+n̺x L2 +
co
3
∫ t
0
(∫
T3
Eγf (Wm,n|Dx|m+n̺h)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2Wm,nh‖2Hm+n̺x L2 +
∫
T3
E0,ǫµ (Wγ/2Wm,n|Dx|m+n̺h)dx
))
dτ
≤ ‖Wm,nh0‖2Hm+n̺x L2 +A6(c1, c2)
∫ t
0
‖Wγ/2Wm,nh‖2Hm+n̺x L2dτ + CE
∫ t
0
(
‖f‖2
H
3
2
+δ1
x L2γ+4
‖Wm,nh‖2Hm+n̺x L2
+‖Wγ/2Wm,nf‖2Hm+n̺x L2‖h‖
2
H
3
2
+δ1
x L
2
4
+ ‖W ǫs (D)Wm,nWγ/2+2sh‖2Hm+n̺−δ1x L2‖f‖
2
H
3
2
+2δ1
x L
2
γ+4
+‖h‖2
H
3
2
+δ1
x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sg‖2Hm+n̺x L2 + ‖Wm,nWγ/2h‖
2
Hm+n̺x L2
‖g‖2
H
3
2
+δ1
x L24
)
dτ,
where A5(c1, c2) ∼ C1(c1, c2), A6(c1, c2) ∼ C2(c1, c2) and co is a small and universal constant.
Proposition 3.7. Suppose that Wm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2h)φ‖2Hm+(n+1)̺x L2dτ . η
−8‖Wm,n+1Wγ/2+d1+d2h0‖2Hm+n̺x L2 + η
2s
×
∫ t
0
‖W ǫs (D)Wm,n+1Wγ/2+d1+d2h‖2Hm+n̺x L2dτ + η
−8
∫ t
0
‖Wm,n+1Wγ/2+d1+d2h‖2Hm+n̺x L2dτ + η
−8
×
[∫ t
0
(
12s>1(η
2
1 + ǫ
2(1−s)‖f‖2
H
3
2
+δ1
x L2γ+4
)‖W ǫs (D)Wm,n+1W 32 γ+2s+d1+d2h‖
2
Hm+n̺x L2
+ η
− 2(2s−1)1−s
1
×‖f‖
2(2s−1)
1−s
H
3
2
+δ1
x L2γ+4
‖Wm,n+1W 3
2 γ+2s+d1+d2
h‖2
Hm+n̺x L2
+ ‖f‖2
H
3
2
+δ1
x L2γ+4
‖Wm,n+1W 3
2γ+2s+d1+d2
h‖2
Hm+n̺x L2
+‖Wm,n+1W 3
2γ+d1+d2
f‖2
Hm+n̺x L2
‖h‖2
H
3
2
+δ1
x L24
+ ‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫs (D)Wm,n+1W 32γ+2s+d1+d2h‖
2
H
m+nρ−δ1
x L2
+‖h‖2
H
3
2
+δ1
x L2γ+4
‖W ǫs (D)Wm,n+1W 32γ+3+2sg‖
2
Hm+n̺x L2
+ ‖Wm,n+1W 3
2 γ+d1+d2
h‖2
Hm+n̺x L2
‖g‖2
H
3
2
+δ1
x L24
)
dτ
]
.
3.3.2. Propagation of regularity for x variable in the case of {m = 1, n̺ = 12 + δ1, 12 + 2δ1}.
Proposition 3.8. Suppose that W1, 12+δ1 ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then
(i). ‖W1, 12+δ1h(t)‖
2
H
3
2
+δ1
x L2
+
co
3
∫ t
0
(∫
T3
Eγf (W1, 12+δ1 |Dx|
3
2+δ1h)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2W1, 12+δ1h‖2H 32+δ1x L2 +
∫
T3
E0,ǫµ (Wγ/2W1, 12+δ1 |Dx|
3
2+δ1h)dx
))
dτ
≤ ‖W1, 12+δ1h0‖
2
H
3
2
+δ1
x L2
+A6(c1, c2)
∫ t
0
‖Wγ/2W1, 12+δ1h‖
2
H
3
2
+δ1
x L2
dτ + CE
∫ t
0
(
‖Wγ/2W1, 12+δ1f‖
2
H
3
2
+δ1
x L2
×‖h‖2
H
3
2
+δ1
x L
2
4
+ ‖f‖2
H
3
2
+δ1
x L
2
γ+4
‖W1, 12+δ1h‖
2
H
3
2
+δ1
x L2
+ ‖W ǫs (D)W1, 12+δ1Wγ/2+2sh‖
2
H
3
2
x L2
‖f‖2
H
3
2
+2δ1
x L
2
γ+4
+‖h‖2
H
3
2
+δ1
x L2γ+4
‖W ǫs (D)W1, 12+δ1Wγ/2+2sg‖
2
H
3
2
+δ1
x L2
+ ‖W1, 12+δ1Wγ/2h‖
2
H
3
2
+δ1
x L2
‖g‖2
H
3
2
+δ1
x L24
)
dτ.
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(ii). ‖Wγ+4h(t)‖2
H
3
2
+2δ1
x L2
+
co
3
∫ t
0
(∫
T3
Eγf (Wγ+4 |Dx|
3
2+2δ1h)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
+
∫
T3
E0,ǫµ (Wγ/2Wγ+4|Dx|
3
2+2δ1h)dx
))
dτ
≤ ‖Wγ+4h0‖2
H
3
2
+2δ1
x L2
+A6(c1, c2)
∫ t
0
‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
dτ + CE
∫ t
0
(
‖f‖2
H
3
2
+2δ1
x L
2
γ+4
‖Wγ+4h‖2
H
3
2
+2δ1
x L2
+‖Wγ/2Wγ+4f‖2
H
3
2
+2δ1
x L2
‖h‖2
H
3
2
+2δ1
x L24
+ ‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫs (D)Wγ+4Wγ/2+2sh‖2
H
3
2
+δ1
x L2
+ ‖h‖2
H
3
2
+2δ1
x L2γ+4
×‖W ǫs (D)Wγ+4Wγ/2+2sg‖2
H
3
2
+2δ1
x L2
+ ‖Wγ+4Wγ/2h‖2
H
3
2
+2δ1
x L2
‖g‖2
H
3
2
+2δ1
x L24
)
dτ.
3.3.3. Propagation and gain of regularity for x variable in the case of {m = 1, [1/2̺] ≤ n ≤ N̺,1} and
{2 ≤ m ≤ N, 0 ≤ n ≤ N̺,κ}. We have
Proposition 3.9. Suppose that Wm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then
‖Wm,nh(t)‖2Hm+n̺x L2 +
co
3
∫ t
0
(∫
T3
Eγf (Wm,n|Dx|m+n̺h)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2Wm,nh‖2Hm+n̺x L2 +
∫
T3
E0,ǫµ (Wγ/2Wm,n|Dx|m+n̺h)dx
))
dτ
≤ ‖Wm,nh0‖2Hm+n̺x L2 +A6(c1, c2)
∫ t
0
‖Wγ/2Wm,nh‖2Hm+n̺x L2dτ + CE
∫ t
0
(
‖Wm,nh‖2Hm+n̺x L2
×‖f‖2
H
3
2
+δ1
x L2γ+4
+ ‖Wm,nWγ/2f‖2
H
3
2
+δ1
x L2
‖h‖2
Hm+n̺x L24
+ ‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖2Hm+n̺−δ1x L2
+‖f‖2
Hm+n̺x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sh‖2
H
3
2
+δ1
x L2
+ ‖Wm,nWγ/2f‖2Hm+n̺x L2‖h‖
2
H
3
2
+δ1
x L24
+ ‖h‖2
H
3
2
+δ1
x L2γ+4
×‖W ǫs (D)Wm,nWγ/2+2sg‖2Hm+n̺x L2 + ‖h‖
2
Hm+n̺x L2γ+4
‖W ǫs (D)Wm,nWγ/2+2sg‖2
H
3
2
+δ1
x L2
+‖Wm,nWγ/2h‖2Hm+n̺x L2‖g‖
2
H
3
2
+δ1
x L24
+ ‖Wm,nWγ/2h‖2
H
3
2
+δ1
x L2
‖g‖2
Hm+n̺x L
2
4
)
dτ.
Proposition 3.10. Suppose that Wm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2h)φ‖2Hm+(n+1)̺x L2dτ . η
−8‖Wm,n+1Wγ/2+d1+d2h0‖2Hm+n̺x L2 + η
2s
×
∫ t
0
‖W ǫs (D)Wm,n+1Wγ/2+d1+d2h‖2Hm+n̺x L2dτ + η
−8
∫ t
0
‖Wm,n+1Wγ/2+d1+d2h‖2Hm+n̺x L2dτ + η
−8
×
[∫ t
0
(
12s>1(η
2
1 + ǫ
2(1−s)‖f‖2
H
3
2
+δ1
x L2γ+4
)‖W ǫs (D)Wm,n+1W 32 γ+2s+d1+d2h‖
2
Hm+n̺x L2
+ η
− 2(2s−1)1−s
1 ‖f‖
2(2s−1)
1−s
H
3
2
+δ1
x L2γ+4
×‖Wm,n+1W 3
2γ+2s+d1+d2
h‖2
Hm+n̺x L2
+ ‖f‖2
H
3
2
+δ1
x L2γ+4
‖Wm,n+1W 3
2γ+2s+d1+d2
h‖2
Hm+n̺x L2
+ ‖h‖2
Hm+n̺x L24
×‖Wm,n+1W 3
2γ+d1+d2
f‖2
H
3
2
+δ1
x L2
+ ‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫs (D)Wm,n+1W 32γ+2s+d1+d2h‖
2
H
m+n̺−δ1
x L2
+‖W ǫs (D)Wm,n+1W 32γ+2s+d1+d2h‖
2
H
3
2
+δ1
x L2
‖f‖2
Hm+n̺x L
2
γ+4
+ ‖Wm,n+1W 3
2γ+d1+d2
f‖2
Hm+n̺x L2
‖h‖2
H
3
2
+δ1
x L24
+‖W ǫs (D)Wm,n+1W 32γ+2s+d1+d2g‖
2
Hm+n̺x L2
‖h‖2
H
3
2
+δ1
x L
2
γ+4
+ ‖W ǫs (D)Wm,n+1W 32γ+2s+d1+d2g‖
2
H
3
2
+δ1
x L2
×‖h‖2
Hm+n̺x L2γ+4
+ ‖Wm,n+1W 3
2γ+d1+d2
h‖2
Hm+n̺x L2
‖g‖2
H
3
2
+δ1
x L
2
4
+ ‖Wm,n+1W 3
2γ+d1+d2
h‖2
H
3
2
+δ1
x L2
×‖g‖2
Hm+n̺x L24
)
dτ
]
.
3.3.4. Propagation of regularity for x variable in the case of {m = N,n̺ = κ}. We have
Proposition 3.11. Suppose that WN,κ ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then
‖WN,κh(t)‖2HN+κx L2 +
co
3
∫ t
0
(∫
T3
Eγf (WN,κ|Dx|N+κh)dx
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+coA5(c1, c2)
(‖W ǫs (D)Wγ/2WN,κh‖2HN+κx L2 +
∫
T3
E0,ǫµ (Wγ/2WN,κ|Dx|N+κh)dx
))
dτ
≤ ‖WN,κh0‖2HN+κx L2 +A6(c1, c2)
∫ t
0
‖Wγ/2WN,κh‖2HN+κx L2dτ + CE
∫ t
0
(
‖f‖2
H
3
2
+δ1
x L2γ+4
×‖WN,κh‖2HN+κx L2 + ‖Wγ/2WN,κf‖
2
H
3
2
+δ1
x L2
‖h‖2
HN+κx L24
+ ‖f‖2
HN+κx L2γ+4
‖W ǫs (D)WN,κWγ/2+2sh‖2
H
3
2
+δ1
x L2
+‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫs (D)WN,κWγ/2+2sh‖2HN+κ−δ1x L2 + ‖Wγ/2WN,κf‖
2
HN+κx L2
‖h‖2
H
3
2
+δ1
x L24
+‖h‖2
H
3
2
+δ1
x L2γ+4
‖W ǫs (D)WN,κWγ/2+2sg‖2HN+κx L2 + ‖h‖
2
HN+κx L2γ+4
‖W ǫs (D)WN,κWγ/2+2sg‖2
H
3
2
+δ1
x L2
+‖WN,κWγ/2h‖2HN+κx L2‖g‖
2
H
3
2
+δ1
x L
2
4
+ ‖WN,κWγ/2h‖2
H
3
2
+δ1
x L2
‖g‖2
HN+κx L24
)
dτ.
3.3.5. Mixed energy estimates for the equation. It is easy to check that ∂αx △¯akFjh with a ∈ (0, 1) solves
∂t(△¯ak∂αxFjh) + v · ∇x(△¯ak∂αxFjh) = [v · ∇x,Fj]△¯ak∂αx h+Qǫ(f, △¯ak∂αxFjh)
+
∑
|α1|≥1;α1+α2=α
Qǫ(∂α1x f, △¯ak∂α2x Fjh) +
∑
α1+α2=α
Qǫ(∂α1x △¯akf, ∂α2x TkFjh)
+
∑
α1+α2=α
([
FjQ
ǫ(∂α1x f, △¯ak∂α2x h)−Qǫ(∂α1x f, △¯ak∂α2x Fjh)
]
+
[
FjQ
ǫ(∂α1x △¯akf, ∂α2x Tkh)
−Qǫ(∂α1x △¯akf, ∂α2x TkFjh)
]
+Qǫ(∂α1x h, △¯ak∂α2x Fjg) +Qǫ(∂α1x △¯akh, ∂α2x TkFjg) +
[
FjQ
ǫ(∂α1x h, △¯ak∂α2x g)
−Qǫ(∂α1x h, △¯ak∂α2x Fjg)
]
+
[
FjQ
ǫ(∂α1x △¯akh, ∂α2x Tkg)−Qǫ(∂α1x △¯akh,Fj∂α2x Tkg)
]) de´f
=
10∑
i=1
Ri.
Then we have the propagation of ‖W ǫq (D)h‖
H
3
2
+δ1
x L2
:
Proposition 3.12. For q ≥ s and η > 0, we have
‖W ǫq (D)h(t)‖2
H
3
2
+δ1
x L2
+ C1(c1, c2)
∫ t
0
‖W ǫq+s(D)Wγ/2h‖2
H
3
2
+δ1
x L2
dτ
≤ ‖W ǫq (D)h0‖2
H
3
2
+δ1
x L2
+ C2(c1, c2)
∫ t
0
‖W ǫq (D)Wγ/2h‖2
H
3
2
+δ1
x L2
dτ + CE
∫ t
0
(
‖W ǫ(q−1)+(D)h‖2
H
5
2
+δ1
x L2
+‖f‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫq+s(D)Wγ/2+2sh‖2
H
3
2
x L2
+ ‖h‖2
H
3
2
+δ1
x L2γ+4
‖W ǫq+s(D)Wγ/2+2sg‖2
H
3
2
+δ1
x L2
+‖f‖2
H
3
2
+δ1
x L2
(12s>1‖W ǫq+s−1(D)Wγ/2+ 52 h‖
2
H
3
2
+δ1
x L2
+ 12s=1‖W ǫq−s+log(D)Wγ/2+ 52 h‖
2
H
3
2
+δ1
x L2
+12s<1‖W ǫq−sWγ/2+ 52 h‖
2
H
3
2
+δ1
x L2
) + ‖f‖
H
3
2
+δ1
x L
2
γ+3
(12s>1‖W ǫq+s−1(D)h‖2
H
3
2
+δ1
x L2
+12s=1‖W ǫq−s+log(D)h‖2
H
3
2
+δ1
x L22
+ 12s<1‖W ǫq−s(D)h‖2
H
3
2
+δ1
x L2
) + ‖W ǫq+s−1+η(D)f‖2
H
3
2
+δ1
x L2
×‖h‖2
H
3
2
+δ1
x L2
+ ‖f‖2
H
3
2
+δ1
x L22
‖h‖2
H
3
2
+δ1
x L2
+ ‖h‖2
H
3
2
+δ1
x L2
(12s>1‖W ǫq+s−1(D)Wγ/2+ 52 g‖
2
H
3
2
+δ1
x L2
+12s=1‖W ǫq−s+log(D)Wγ/2+ 25 g‖
2
H
3
2
+δ1
x L2
+ 12s<1‖W ǫq−s(D)Wγ/2+ 52 g‖
2
H
3
2
+δ1
x L2
)
+‖h‖
H
3
2
+δ1
x L2γ+3
(12s>1‖W ǫq+s−1(D)g‖2
H
3
2
+δ1
x L2
+ 12s=1‖W ǫq−s+log(D)g‖2
H
3
2
+δ1
x L2
+12s<1‖W ǫq−s(D)g‖2
H
3
2
+δ1
x L2
) + ‖W ǫq+s−1+η(D)h‖2
H
3
2
+δ1
x L2
‖g‖2
H
3
2
+δ1
x L2
+ ‖h‖2
H
3
2
+δ1
x L2
‖g‖2
H
3
2
+δ1
x L2
)
dτ.
Let us sketch the proof of the proposition. We first remark that R1 can be handled by copying the
argument in Proposition 3.4. The coercivity estimate for R2 can be derived from Corollary 2.3 and (2.10).
Next we apply Corollary 2.4 and (2.10) to R3, R4, R7 and R8 to get the corresponding estimates. Finally
R5, R6, R9 and R10 can be treated by Plancherel equality with respect to x variable and also by (i) of
Lemma 2.5.
4. Well-posedness of the Boltzmann equation in weighted Sobolev spaces
In this section, we will give rigorous proofs to the well-posedness for the Botlzmann equations with
angular cutoff and without cutoff. To do that, we first show that the linear Boltzmann equation admits
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a unique and non-negative solution in weighted Sobolev spaces. Meanwhile we show that the energy
estimates can be closed in the function space EN,κ,ǫ. Next by the standard Picard iteration scheme and
the estimates obtained for the linear equation, we give the proof of the well-posedness for the nonlinear
Boltzmann equation with angular cutoff. Based on the uniform bounds obtained from the previous steps,
we finally get the well-posedness for the equation without angular cutoff.
4.1. Well-posedness of the linear Boltzmann equation. Suppose that EN,κ,ǫ and E1,
1
2+2δ1,ǫ are
function spaces associated to WI(N, κ, ̺, δ1, q1, q2) where WI(N, κ, ̺, δ1, q1, q2) = {W1. 12+δ1 ,W1. 12+2δ1} ∪
{Wm,n}(m,n)∈Ix(N,κ) with N +κ ≥ 52 + δ1 and W0,−1 =Wl1 ,W0,0 =Wl2 . In this subsection we will prove
the existence of non-negative solutions to the linear Boltzmann equation{
∂tf + v · ∇xf = Qǫ(g, f),
f |t=0 = f0,(4.1)
where g is a non-negative function verifying the conditions
inf
x∈T3,t∈[0,T ]
|g|L1 ≥ c1; sup
t∈[0,T ]
‖g‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T ]
V q1,ǫ(g(t)) ≤ 4V q1,ǫ(g(0));(4.2)
sup
t∈[0,T ]
E
1, 12+2δ1,ǫ(g(t)) +A7
∫ T
0
D
1, 12+2δ1,ǫ
2 (g(τ))dτ
+A8
∫ T
0
D
1, 12+2δ1,ǫ
1 (g(τ))dτ ≤ 4M1;
∫ T
0
D
1, 12+2δ1,ǫ
3 (g(τ))dτ ≤ 4A9M1;(4.3)
sup
t∈[0,T ]
E
N,κ,ǫ(g(t)) +A7
∫ T
0
D
N,κ,ǫ
2 (g(τ))dτ ≤ 4M2;
∫ T
0
D
N,κ,ǫ
3 (g(τ))dτ ≤ 4A9M2;(4.4)
where T ≤ L,
A7
def
=
1
2
min{A2, C1, coA5}, A8 def= min{A1, A3}, A9 def= CE
(
c0A7A5
20(N̺,1 + 2)(2CEc0A5 + 1)
)− 4s
+ 1.(4.5)
To achieve the goal, our strategy lies in the construction of the approximate equations and a priori
estimates for the linear equation (3.1).
4.1.1. Well-posedness for the approximate equation (I). We first want to solve the equation:{
∂tf + v · ∇xf + η〈v〉γ+2sf = QǫN (g, f),
f |t=0 = f0,
(4.6)
where QǫN (g, f)
def
=
∫
σ,v∗
|v − v∗|γ1|v−v∗|≤Nbǫ(cos θ)(g′∗f ′ − g∗f)dσdv∗ def= Qǫ+N (g, f) − LǫN(g)f. We have
the proposition:
Proposition 4.1. Let Wl1 ,Wl2 ,W2,0 ∈ WI(N, κ, ̺, δ1, q1, q2). Suppose g is a non-negative function
verifying the conditions (4.2),(4.3) and (4.4). Then (4.6) admits a unique and non-negative solution in
L∞([0, T ];L1xL
1
l1
∩ L2xL2l2 ∩ H2xL2l2,0) ∩ L1([0, T ];L1xL1l1+γ) ∩ L2([0, T ];L2xL2l2+γ/2 ∩ H2xL2l2,0+γ/2) if f0 ∈
L1xL
1
l1
∩ L2xL2l2 ∩H2xL2l2,0 .
Proof. To prove the proposition, we introduce the approximate equation to (4.6):
∂tf
n + v · ∇xfn + η〈v〉γ+2sfn + LǫN(g)fn = Qǫ+N (g, fn−1),
fn|t=0 = f0,
f0 = f0.
(4.7)
The equation (4.7) is easily solved by characteristic method in frequency space. Moreover, by Duhamel
formula, we get for each n, fn ≥ 0. Next we will prove the well-posedness for (4.6). The proof falls into
two steps.
Step 1: Uniform bounds for {fn}n∈N. We shall give the uniform bounds for {fn}n∈N in the space
L∞([0, T ];L1xL
1
l1
∩ L2xL2l2 ∩H2xL2l2,0).
L1l -estimate. It is not difficult to check that
d
dt
‖fn‖L1l1 + η‖f
n‖L1l1+γ+2s ≤
∣∣∣∣ ∫ |v − v∗|γ1|v−v∗|≤Nbǫ(cos θ)g∗fn−1〈v′〉l1dσdv∗dvdx∣∣∣∣.
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By using 〈v′〉l . 〈v〉l + |v′ − v|l . 〈v〉l + θl(〈v〉l + 〈v∗〉l), we infer that
d
dt
‖fn‖L1l1 + η‖f
n‖L1l1+γ+2s . N
γ(ǫ−2s‖g‖L∞x L1‖fn−1‖L1l1 + ‖g‖L1l1‖f
n−1‖L∞x L1)
. Nγ(ǫ−2s‖g‖H2xL22‖fn−1‖L1l1 + ‖g‖
2
L∞([0,T ];L1l1
) + ‖fn−1‖2H2xL22).
L2l -estimate. Using the fact (L
ǫ
N (g)f
nWl2 , f
nWl2) ≥ 0, we first have
1
2
d
dt
‖fn‖2L2l2 + η‖f
n‖2L2
l2+γ/2+s
≤
∣∣∣∣ ∫ |v − v∗|γ1|v−v∗|≤Nbǫ(cos θ)g∗fn−1W ′l2(fWl2)′dσdv∗dvdx∣∣∣∣
Using the fact 〈v′〉l . 〈v〉l + θl(〈v〉l + 〈v∗〉l) and the argument applied to B in Step 1.2 of the proof of
Lemma 2.3, we derive that
d
dt
‖fn‖2L2l2 + η‖f
n‖2L2
l2+γ/2+s
. Nγ(ǫ−2s‖g‖L∞x L1‖fn−1‖L2l2‖f
n‖L2l2 + ‖g‖L2l2‖f
n−1‖L∞x L1‖fn‖L2l2 )
. Nγ(ǫ−2s‖g‖H2xL22‖fn−1‖L2l2‖f
n‖L2l2 + ‖g‖L2l2‖f
n−1‖H2xL22‖fn‖L2l2 ).
H2xL
2
l2,0
-estimate. It is easy to check
∂t∂
α
x f
n + v · ∇x∂αx fn + η〈v〉γ+2s∂αx fn + LǫN(g)∂αx fn
=
∑
|α1|≥1;α1+α2=α
LǫN (∂
α1g)∂α2x f
n +
∑
α1+α2=α
Qǫ+N (∂
α1
x g, ∂
α2
x f
n−1).
By applying the similar argument used in L2l estimate, we have
d
dt
‖fn‖2H2xL2l2,0 + η‖f
n‖2H2xL2l2,0+γ/2+s .
∑
|α1|≥1;α1+α2=α
Nγ
∫
|∂α1x g∗|bǫ(cos θ)|∂α2x fn−1|(W ′2,0)2
×|(∂αx fn|)′dσdv∗dvdx +
∑
α1+α2=α
Nγ
∫
|∂α1x g∗|bǫ(cos θ)|∂α2x fn−1|(W2,0)2|∂αx fn|dσdv∗dvdx
. Nγ
(
ǫ−2s‖g‖H2xL22‖fn−1‖H2xL2l2,0 + ‖g‖H2xL2l2,0‖f
n−1‖H2xL22
)‖fn‖H2xL2l2,0 .
Closing the energy estimates. We setEn(f)(t)
def
= ‖fn(t)‖L1l1+‖f
n(t)‖2
L2l2
+‖fn(t)‖2
H2xL
2
l2,0
+‖g‖2
L∞([0,T ];L1l1
)
and E0
def
= ‖f0‖L1
l1
+ ‖f0‖2L2l2 + ‖f0‖
2
H2xL
2
l2,0
+ ‖g‖2
L∞([0,T ];L1l1
)
. It is easy to see E0(f)(t) = En(f)(0) = E0.
The estimates in the above can be summarized as follows:
d
dt
En(t) . C(N, ǫ, ‖g‖L∞([0,T ];L2l2∩H2xL2l2,0 )(E
n(t) + En−1(t)).
which together with (4.3) and (4.4) imply that for t ≤ T ,
En(t) . eCTE0
n∑
i=0
(eCT )i
i!
. C(T,N, ǫ, ‖g‖L∞([0,T ];L2
l2
∩H2xL2l2,0
).(4.8)
Step 2: Convergence of {fn}n∈N. We want to prove that {fn}n∈N is a Cauchy sequence in
L∞([0, T ];L2). By setting hn = fn − fn−1, we have{
∂th
n + v · ∇xhn + η〈v〉γ+2shn + LǫN(g)hn = Qǫ+N (g, hn−1),
hn|t=0 = 0.
Due to the energy estimates, we have
d
dt
‖hn‖2L2 + η‖hn‖2L2
γ/2+s
. Nγǫ−2s‖g‖H2xL22‖hn−1‖L2‖hn‖L2 ,
from which together with (4.3) and (4.4) yield that for t ≤ T , ‖hn(t)‖2L2 .
(C(T,ǫ,N,‖g‖
L∞([0,T ];H2xL
2
2)
T )n−1
(n−1)! .
Thus we deduce that {fn}n∈N is a Cauchy sequence in L∞([0, T ];L2). This together with (4.8) imply
the existence of non-negative solutions to the equation (4.6). 
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4.1.2. Well-posedness for the approximate equation (II). We want to solve the equation:{
∂tf + v · ∇xf + η〈v〉γ+2sf = Qǫ(g, f),
f |t=0 = f0.
(4.9)
We have the proposition:
Proposition 4.2. Let Wl1 ,Wl2 ,W2,0 ∈ WI(N, κ, ̺, δ1, q1, q2). Suppose g is a non-negative function
verifying conditions (4.2),(4.3) and (4.4). Then (4.9) admits a unique and non-negative solution in
L∞([0, T ];L1xL
1
l1
∩ L2xL2l2 ∩ H2xL2l2,0) ∩ L1([0, T ];L1xL1l1+γ) ∩ L2([0, T ];L2xL2l2+γ/2 ∩ H2xL2l2,0+γ/2) if f0 ∈
L1xL
1
l1
∩ L2xL2l2 ∩H2xL2l2,0 .
Proof. To prove the result, we introduce the following approximate equation{
∂tf
n + v · ∇xfn + η〈v〉γ+2sfn = Qǫn(g, fn) def= Qǫ+n (g, fn)−Qǫ−n (g, fn),
fn|t=0 = f0.
(4.10)
To get the result, it suffices to prove the uniform bounds and the convergence for the sequence {fn}n∈N.
Step 1: Uniform bounds for {fn}n∈N . We want to give the uniform bounds for {fn}n∈N in the space
L∞([0, T ];L1l1 ∩ L2l2 ∩H2xL2l2,0).
L1l1-estimate. By change of variables, we get
d
dt
‖fn‖L1l1 + η‖f
n‖L1l1 =
∫
T3 ×R6 × S2
bǫ(cos θ)|v − v∗|γ1|v−v∗|≤ng∗fn(〈v′〉l1 − 〈v〉l1)dσdv∗dvdx.
Thanks to Lemma 3.2, we infer that
d
dt
‖fn‖L1l1 + η‖f
n‖L1l1+γ+2s . l
−1
1 ‖g‖L1l1+γ‖f
n‖L∞x L1γ + C(l1)
(‖g‖L1l1‖fn‖L∞x L1γ+2 + ‖fn‖L1l1‖g‖L∞x L1γ+2).
L2l2-estimate. We first claim that∣∣〈Qǫn(g, h),Wlf〉v∣∣ . ǫ−2s|g|L2γ+2 |h|L2l+γ/2|f |L2γ/2 + |g|L2l+γ/2|h|L2γ+2 |f |L2γ/2.(4.11)
In fact, it is easy to check that
∣∣〈Qǫ−n (g, h),Wlf〉v∣∣ . ǫ−2s|gL2γ+2|h|L2l+γ/2|f |L2γ/2. Observe that
|〈Qǫ+n (g, h),Wlf〉| =
∣∣∣∣ ∫ bǫ|v − v∗|γ1|v−v∗|≤ng∗hf ′(Wl)′dσdv∗dv∣∣∣∣.
By using the fact 〈v′〉l . 〈v〉l + |v′ − v|l . (1 + θl)〈v〉l + 〈v∗〉l, we copy the argument used for B in Step
1.2 of the proof of Lemma 2.3 to the righthand side of the equality. From this, we conclude the claim.
Now we derive that
d
dt
‖fn‖2L2l2 + η‖f
n‖2L2
l2+γ/2+s
. ‖g‖L∞x L2γ+2‖fn‖2L2l2+γ/2 + ‖g‖L2l2+γ/2‖f
n‖L∞x L2γ+2‖fn‖L2l2+γ/2 .
By the interpolation inequality that ‖f‖2
L2
l+γ/2
. Rγ‖f‖2
L2l
+R−2s‖f‖2
L2
l+γ/2+s
, we deduce that
d
dt
‖fn‖2L2
l2
+ η‖fn‖2L2
l2+γ/2+s
. (‖g‖L∞x L2γ+2 + 1)(R−2s‖fn‖2L2l2+γ/2+s +R
γ‖fn‖2L2
l2
) + ‖g‖2L2
l2+γ/2
‖fn‖2L∞x L2γ+2 .
Choose C(‖g‖L∞x L2γ+2 + 1)R−2s = η/2, then we derive that
d
dt
‖fn‖2L2l2 + η‖f
n‖2L2
l2+γ/2+s
. ‖g‖2L2
l2+γ/2
‖fn‖2H2xL24 + C(η, ‖g‖L∞([0,T ];H2xL2γ+2))‖f
n‖2L2l2 .
High order estimate. It is easy to check that for |α| ≤ 2,
∂t∂
α
x f
n + v · ∇x∂αx fn + η〈v〉γ+2s∂αx fn = Qǫn(g, ∂αx fn) +
∑
|α1|≥1;α1+α2=α
Qǫn(∂
α1
x g, ∂
α2
x f
n).
Thanks to Plancheral equality with respect to x variable, (4.11) as well as Lemma 2.6, we can derive that
for |α| ≤ 2, it holds∣∣ ∫
T3 ×R3
Qǫn(∂
α1
x g, ∂
α2
x h)fdvdx
∣∣ . ǫ−2s‖g‖H2xL2γ+2‖h‖H2xL2l+γ/2‖f‖L2γ/2 + ‖g‖H2xL2l+γ/2‖h‖H2xL2γ+2‖f‖H2γ/2.
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By applying this estimate and the fact ‖f‖2
L2
l+γ/2
. Rγ‖f‖2
L2l
+R−2s‖f‖2
L2
l+γ/2+s
, we get
d
dt
‖fn‖2H2xL2l2,0 + η‖f
n‖2H2xL2l2,0+γ/2+s .
[
C(ǫ, η, ‖g‖L∞([0,T ];H2xL2γ+2)) + ‖g‖2H2xL2l2,0+γ/2
]‖fn‖2H2xL2l2,0 .
Closing the energy estimates. By setting En(t)
def
= ‖fn(t)‖L1l1 + ‖f
n(t)‖2
L2l2
+ ‖fn(t)‖2
H2xL
2
l2,0
+ ‖g‖L1([0,T ];L1l1+γ) + ‖g‖
2
L∞([0,T ];L1l1
)
, we obtain that for t ≤ T ,
d
dt
En .
[
C(ǫ, η, ‖g‖L∞([0,T ];L1l1), ‖g‖L∞([0,T ];H2xL2γ+2)) + (‖g‖L1l1+γ + ‖g‖
2
L2xL
2
l2+γ/2
+ ‖g‖2H2xL2l2,0+γ/2)
]
En.
It implies
En . C(ǫ, η, ‖g‖L∞([0,T ];L1l1), ‖g‖L∞([0,T ];H2xL2γ+2), ‖g‖L1([0,T ];L1l1+γ), ‖g‖L2([0,T ];L2xL2l2+γ/2),
‖g‖L2([0,T ];H2xL2l2,0+γ/2))
def
= C˜e.
Step 2: Convergence of {fn}n∈N. We will prove that the sequence {fn}n∈N is a Cauchy sequence in
the space L∞([0, T ];L1). Let hn = fn − fn−1. Then it solves{
∂th
n + v · ∇xhn + η〈v〉γ+2shn = Qǫn(g, hn) +Qǫn,n−1(g, fn−1),
hn|t=0 = 0,
where Qǫn,n−1(g, f
n−1) =
∫
S2 ×R3 b
ǫ(cos θ)|v − v∗|γ1n−1≤|v−v∗|≤n(g′∗(fn−1)′ − g∗fn−1)dσdv∗. It is easy to
check
d
dt
‖hn‖L1 + η‖hn‖L1γ+s .
∫
T3 ×R6 × S2
bǫ(cos θ)|v − v∗|γ+21n−1≤|v−v∗|≤ng∗fn−1dσdv∗dvdx
. C(ǫ)
1
n2
‖g‖H2xL2γ+4‖fn−1‖L1γ+4.
Then we deduce that for t ≤ T , ‖hn‖L∞([0,T ];L1) . C˜e 1n2 , which is enough to prove that {fn}n∈N is a
Cauchy sequence in L∞([0, T ];L1).
Combining the results in Step 1 and Step 2, we complete the proof of the proposition. 
4.1.3. Energy estimates to the linear equation (4.1) in function space EN,κ,ǫ. In this subsection, we want
to close the energy estimates in EN,κ,ǫ for the linear Boltzmann equation (4.1). Before stating our main
results, we give several propositions which will be used frequently.
Proposition 4.3. Suppose thatWm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then for any smooth
function h, it holds
‖Wm,nWγ/2h‖2Hm+n̺x L2 ≤ ((Wm,n)
2Wγ)(η
−1/(2d2))‖h‖2
Hm+n̺x L2
+ η‖W−d1(Wm,nWγ/2Wd1+d2h)φ‖2Hm+n̺x L2
+ǫ2s‖W ǫs (D)Wm,nWγ/2h‖2Hm+n̺x L2 .
In other words, we have
‖Wm,nWγ/2h‖2Hm+n̺x L2 . C(η
−1,Wm,n)Em,n,ǫ(h) + ηD
m,n−1,ǫ
3 (h) + ǫ
2sDm,n,ǫ2 (h).
Proof. It is easy to check
‖Wm,nWγ/2h‖Hm+n̺x L2 ≤ ‖ψRWm,nWγ/2h‖Hm+n̺x L2 + ‖(1− ψR)Wm,nWγ/2h‖Hm+n̺x L2
≤ Wm,nWγ/2(R)‖h‖Hm+n̺x L2 + ‖(1− ψR)W−(d1+d2)
(
Wm,nWγ/2Wd1+d2h
)
φ
‖Hm+n̺x L2
+‖(Wm,nWγ/2h)φ‖Hm+n̺x L2 + ‖(1− ψR)[Wd1+d2 , φ(ǫD)]Wm,nWγ/2Wd1+d2h‖Hm+n̺x L2
By Lemma 7.2, we have |[W−(d1+d2), φ(ǫD)]h|L2 . ǫ|h|L2−(d1+d2)−1 , which implies
‖Wm,nWγ/2h‖Hm+n̺x L2 ≤ (Wm,nWγ/2)(R)‖h‖Hm+n̺x L2 +R−d2‖W−d1(Wm,nWγ/2Wd1+d2h)φ‖Hm+n̺x L2
+ǫs‖W ǫs (D)Wm,nWγ/2h‖Hm+n̺x L2 + ǫ‖Wm,nWγ/2−1h‖Hm+n̺x L2 .
By choosing η
1
2 = R−d2 and using the notations introduced in Section 1.4.5, we derive the desired
results. 
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Remark 4.1. By the similar argument, we also have
(i). ‖W1, 12+δ1Wγ/2h‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4Wγ/2h‖2
H
3
2
+2δ1
x L2
. C(η−1,Wm,n)(E1,
1
2+δ1,ǫ(h) + E1,
1
2+2δ1,ǫ(h)) + ηD
1,N̺,2,ǫ
3 (h) + ǫ
2s(D
1, 12+δ1,ǫ
2 (h) +D
1, 12+2δ1,ǫ
2 (h));
(ii). ‖WN,κWγ/2h‖2HN+κx L2 . C(η
−1,Wm,n)EN,κ,ǫ(h) + ηD
1,N̺,κ,ǫ
3 (h) + ǫ
2sDN,κ,ǫ2 (h).
Indeed, using (W-5) of Definition 1.5 and the fact 32+δ1 = 1+(N̺,2+1)̺+δ1−Nd ≤ 1+(N̺,2+1)̺−Nd/2,
we can prove that
‖W1, 12+δ1Wγ/2h‖H 32+δ1x L2 ≤W1, 12+δ1Wγ/2(R)‖h‖H 32 +δ1x L2 +R
−d2/2‖W−d1
(
W1, 12+δ1Wγ/2Wd1+d2/2h
)
φ
‖
H
3
2
+δ1
x L2
+ǫ2s‖W ǫs (D)W1, 12+δ1Wγ/2h‖
2
H
3
2
+δ1
x L2
+ ǫ2‖W1, 12+δ1Wγ/2−1h‖
2
H
3
2
+δ1
x L2
,
which is enough to get the first result. We remark that the second one can be obtained by the same way.
Proposition 4.4. Suppose thatWm,n ∈WI(N, κ, ̺, δ1, q1, q2)( or WII(N, κ, ̺, δ1)). Then for any smooth
function h we have
‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ1x L2 . η(‖W
ǫ
s (D)Wm,nWγ/2h‖Hm+n̺x L2 + ‖W ǫs (D)Wm,n−1Wγ/2h‖L2
+‖W ǫs (D)Wm,n−1Wγ/2−d3h‖Hm+(n−1)̺x L2) +
η−2
N̺,δ1
2N̺,δ1
(η−1−2
N̺,δ1 2−N̺,δ1 )
m+(n−1)̺−δ1
δ1
×(Wγ/2−d3Wm,n−1)
(
(η−1−2
N̺,δ1 2−N̺,δ1 )
m+(n−1)̺−δ1
δ1d3
)‖W ǫs (D)h‖L2 .
In other words, we have
‖W ǫs (D)Wm,nWγ/2+2sh‖2Hm+n̺−δ1x L2 . C(η
−1,Wm,n)‖W ǫs (D)h‖2L2 + η(Dm,n−1,ǫ2 (h) +Dm,n,ǫ2 (h)).
Proof. We observe that for any J ∈ N,
‖Wlh‖Hm−δ1x L2 . ‖(W2J l)h‖
2−JL2
H
m−(2J−1)δ1
x L2
‖h‖1−2−JL2Hmx L2 .
By choosing that (2J − 1)δ1 ≥ ̺+ δ1, that is, J ≥ [log2(̺/δ1 + 2)] + 1 = N̺,δ1 , we have
‖W ǫs (D)Wm,nWγ/2+2sh‖Hm+n̺−δ1x L2 .
η−2
N̺,δ1
2N̺,δ1
‖W ǫs (D)Wm,nWγ/2(W2s)2
N̺,δ1 h‖
H
m+(n−1)̺−δ1
x L2
+η‖W ǫs (D)Wm,nWγ/2h‖Hm+n̺x L2 .
By (W-4) of Definition 1.5, we get that
‖W ǫs (D)Wm,nWγ/2(W2s)2
N̺,δ1 h‖
H
m+(n−1)̺−δ1
x L2
. ‖W ǫs (D)Wm,n−1Wγ/2W−d3h‖Hm+(n−1)̺−δ1x L2
. K−δ1‖W ǫs (D)Wm,n−1Wγ/2W−d3h‖Hm+(n−1)̺x L2 +K
m+(n−1)̺−δ1‖W ǫs (D)Wm,n−1Wγ/2−d3h‖L2 .
Next we focus on the term ‖W ǫs (D)Wm,n−1Wγ/2W−d3h‖L2 . It is easy to check that
‖W ǫs (D)Wm,n−1Wγ/2−d3h‖L2 . (Wγ/2−d3Wm,n−1)(R)‖W ǫs (D)h‖L2 +R−d3‖W ǫs (D)Wm,n−1Wγ/2h‖2L2.
Choose R−d3Km+(n−1)̺−δ1 = 1, then we have
‖W ǫs (D)Wm,nWγ/2(W2s)2
N̺,δ1 h‖
H
m+(n−1)̺−δ1
x L2
. K−δ1(‖W ǫs (D)Wm,n−1Wγ/2−d3h‖Hm+(n−1)̺x L2
+‖W ǫs (D)Wm,n−1Wγ/2h‖L2) +Km+(n−1)̺−δ1(Wγ/2−d3Wm,n−1)(K
m+(n−1)̺
d3 )‖W ǫs (D)h‖L2 .
The desired result is concluded by choosing K−δ1 η
−2
N̺,δ1
2
N̺,δ1
= η and combining all the estimates. We end
the proof of the proposition. 
Remark 4.2. Thanks to (W-4) and (W-5) of Definition 1.5, by the similar argument, we have
‖W ǫs (D)W1, 12+δ1Wγ/2+2sh‖
2
H
3
2
x L2
+ ‖W ǫs (D)Wγ+4Wγ/2+2sh‖2
H
3
2
+δ1
x L2
. C(η−1,Wm,n)‖W ǫs (D)h‖2L2 + η(D1,N̺,2,ǫ2 (h) +D1,
1
2+δ1,ǫ
2 (h) +D
1, 12+2δ1,ǫ
2 (h)),
‖W ǫs (D)WN,κWγ/2+2sh‖2HN+κx L2 . C(η
−1,Wm,n)‖W ǫs (D)h‖2L2 + η(DN,N̺,κ,ǫ2 (h) +DN,κ,ǫ2 (h)).
Now we state our estimates for (4.1) in function space EN,κ,ǫ.
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Theorem 4.1. Suppose that function spaces EN,κ,ǫand E1,
1
2+2δ1,ǫ, the well-prepared sequenceWI(N, κ, ̺, δ1, q1, q2)
and f0 verify all the conditions stated in Theorem 1.1. Let g verify (4.2), (4.3) and (4.4) and f be a
solution to (4.1) with the initial data f0.
(1) If ǫ ≤ min{[( A5coA7200A6(N̺,1+2)(2CEc0A5+1) )1+4/sc
−1
2 ]
1/(2(1−s)), l−
1
2−η
1 , (
A7
20(N̺,1+2)A6
)
1
2s } with η > 0,
then there exists a constant CE,1 = C(c1, c2,M1,WI ,L) defined in (4.16) such that
sup
t∈[0,T ]
E
1, 12+2δ1,ǫ(f(t)) +
∫ T
0
D
1, 12+2δ1,ǫ(f(τ))dτ ≤ CE,1,
sup
t∈[0,T ]
E
N,κ,ǫ(f(t)) +
∫ T
0
D
N,κ,ǫ(f(τ))dτ ≤ C(T,CE,1, c1, c2,M1,M2,WI).
(2) Suppose that ǫ verifies (1.25). There exists a time T ∗ = T ∗(c1, c2,M1,M2,WI) ≤ T such that
for t ∈ [0, T ∗], f verifies (4.2), (4.3) and (4.4).
Proof. We divide our proof into several steps.
Step 1: Closing the energy estimates in space E1,
1
2+2δ1,ǫ. We first show that the energy estimates can
be closed in E1,
1
2+2δ1,ǫ. To do that, we first revisit the estimates obtained in the previous section.
Step 1.1: L1 moment estimates. Thanks to Proposition 3.1, the L1 moment estimates can be summa-
rized as follows:
(i). ‖f(t)‖L1l1 + l
s
1A1(c1, c2)
∫ t
0
‖f‖L1l1+γdτ ≤ ‖f0‖L1l1 + C(l1)
[ ∫ t
0
(
(c2 + 4M1)E
1, 12+2δ1,ǫ(f(τ))dτ
]
+CEl
−1−s
1
∫ t
0
‖f‖
H
3
2
+2δ1
x L2γ+4
D
1, 12+2δ1,ǫ
1 (g(τ))dτ ;
(ii). ‖f(t)‖2L1l1−γ + l
s
1A1(c1, c2)
∫ t
0
‖f‖L1l1‖f‖L1l1−γdτ
≤ ‖f0‖2L1l1−γ + C(l1)
[ ∫ t
0
(c2 +M1 + l
−1)E1,
1
2+2δ1,ǫ(f(τ))dτ
]
.
Step 1.2: L2 moment estimates. Thanks to Proposition 3.2, we have
‖f(t)‖2L2l2 +
1
6
∫ t
0
∫
T3
Eγ,ǫg (fWl2)dxdτ +A2(c1, c2)
∫ t
0
[(‖W ǫs (D)Wl2+γ/2f‖2L2
+
∫
T3
E0,ǫµ
(
Wl2+γ/2f
)
dx
]
dτ +A3(c1, c2)δ
−2s
∫ t
0
‖f‖2L2
l2+γ/2
dτ ≤ ‖f0‖2L2
l2
+ (A4(c1, c2)δ
−6−6s
+CEc2)
∫ t
0
E
1, 12+2δ1,ǫ(f(τ))dτ + CEδ
2s
∫ t
0
D
1, 12+2δ1,ǫ
1 (g(τ))‖f‖2
H
3
2
+2δ1
x L2γ+4
dτ.
Step 1.3: Propagation of the regularity with the symbol W ǫq (D). Due to (2.4) and Proposition 3.4, we
have
V q1,ǫ(f(t)) + C1(c1, c2)
∫ t
0
‖W ǫq1+s(D)Wγ/2f‖2L2dτ ≤ V q1,ǫ(f0) + C2(c1, c2)
∫ t
0
‖W ǫq1(D)Wγ/2f‖2L2dτ
+CE
∫ t
0
(
‖W ǫ(q1−1)+(D)f‖2H1xL2 + ‖g‖
2
H
3
2
+δ1
x L2
(12s>1‖W ǫq1+s−1(D)Wγ/2+ 52 f‖
2
L2 + ‖W ǫq1−s+log(D)Wγ/2+ 52 f‖
2
L2
×12s=1 + 12s<1‖W ǫq1−s(D)Wγ/2+ 52 f‖
2
L2) + ‖g‖2
H
3
2
+δ1
x L2γ+3
(12s>1‖W ǫq+s−1(D)f‖2L2 + 12s=1‖W ǫq1−s+log(D)f‖2L2
+12s<1‖W ǫq1−s(D)f‖2L2) + ‖W ǫq1+s−1+η(D)g‖2L2‖f‖2
H
3
2
+δ1
x L2
+ ‖g‖2
H
3
2
+δ1
x L22
‖f‖2L2
)
dτ.
It is not difficult to check that
|W ǫq1(D)f |L2l . |f |
s
q1+s
L2l
|W ǫq1+s(D)f |
q1
q1+s
L2l
;
‖W ǫ(q1−1)+(D)f‖H1xL2 . ‖W ǫ((q1−1)+−(2n1−1)(1+s−q1))+(D)f‖2−n1H1xL2‖W ǫs (D)f‖1−2−n1H1xL2 ;
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|W ǫq1+s−1(D)Wγ/2+ 52 f |
2
L2 . |W ǫ(q1+s−2n2 )+(D)Wγ/2W 522n2f |
2−n2
L2 |W ǫq1+s(D)Wγ/2f |1−2
−n2
L2 ;
|W ǫq1−s+η(D)Wγ/2+ 52 f |
2
L2 . |W ǫ(q1−s+η−(2n3−1)(2s−η))+(D)Wγ/2
5
2
W2n3 f |2−n3L2 |W ǫq1+s(D)Wγ/2f |1−2
−n3
L2 .
Here η can be chosen to be sufficiently small. By choosing n1 = [log2(
s
1+s−q1 )] + 1 if 1 < q1 < 1 + s and
n2 = n3 = Nq1,s,1 = max{[log2(q1 + s)] + 1, [log2
(
q1+s
2s (1 + δ1)
)
] + 1}, and using (W-6) of Definition 1.5,
we conclude that
V q1,ǫ(f(t)) +
1
2
C1(c1, c2)
∫ t
0
‖W ǫq1+s(D)Wγ/2f‖2L2dτ
≤ V q1,ǫ(f0) + η
∫ t
0
D
1, 12+δ1,ǫ
2 (f)dτ + C(CE , c1, c2,M1, η
−1,WI)
∫ t
0
E
1, 1
2
+2δ1,ǫ(f(τ))dτ.(4.12)
Step 1.4: High order estimates. Thanks to Proposition 3.6, we get that
‖Wm,nf(t)‖2Hm+n̺x L2 +
co
3
∫ t
0
(∫
T3
Eγ,ǫg (Wm,n|Dx|m+n̺f)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2Wm,nf‖2Hm+n̺x L2 +
∫
T3
E0,ǫµ (Wγ/2Wm,n|Dx|m+n̺f)dx
))
dτ
≤ ‖Wm,nf0‖2Hm+n̺x L2 +A6(c1, c2)
∫ t
0
(
C(η−11 ,WI)E
1, 12+2δ1,ǫ(f) + η1D
1, 12+2δ1,ǫ
3 (f) + ǫ
2s
D
1, 12+2δ1,ǫ
2 (f)
)
dτ
+CE
∫ t
0
(
c2E
1, 12+2δ1,ǫ(f) +
(
C(η−12 ,WI)M1 + η2D
1, 12+2δ1,ǫ
3 (g) + ǫ
2s
D
1, 12+2δ1,ǫ
2 (g)
)‖f‖2
H
3
2
+δ1
x L24
+c2(η3D
1, 12+2δ1,ǫ
2 (f) + C(η
−1
3 ,WI)E
1, 12+2δ1,ǫ(f)
)
dτ.
Then we conclude that if Wm,n ∈WI(N, κ, ̺, δ1, q1, q2) with m+ nρ ≤ 32 + 2δ1,
(i). ‖Wm,nf(t)‖2Hm+n̺x L2 +
co
3
∫ t
0
(∫
T3
Eγ,ǫg (Wm,n|Dx|m+n̺f)dx
+coA5(c1, c2)
(‖W ǫs (D)Wγ/2Wm,nf‖2Hm+n̺x L2 +
∫
T3
E0,ǫµ (Wγ/2Wm,n|Dx|m+n̺f)dx
))
dτ
≤ ‖Wm,nf0‖2Hm+n̺x L2 + C(WI , η
−1
1 , η
−1
2 , η
−1
3 , c1, c2,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ +A6η1
∫ t
0
D
1, 12+2δ1,ǫ
3 (f)dτ
+(A6ǫ
2s + CEc2η3)
∫ t
0
D
1, 12+2δ1,ǫ
2 (f)dτ +
∫ t
0
(η2D
1, 12+2δ1,ǫ
3 (g) + ǫ
2s
D
1, 12+2δ1,ǫ
2 (g)
)
E
1, 12+2δ1,ǫ(f)dτ,
(ii).‖W1, 12+δ1f(t)‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4f(t)‖2
H
3
2
+2δ1
x L2
+
co
3
∫ t
0
(∫
T3
(Eγ,ǫg (W1, 12+δ1 |Dx| 32+δ1f)
+Eγ,ǫg (Wγ+4 |Dx|
3
2+2δ1f)
)
dx + coA5(c1, c2)
(‖W ǫs (D)Wγ/2W1, 12+δ1‖2H 32+δ1x L2 + ‖W ǫs (D)Wγ/2Wγ+4f‖2H 32 +2δ2x L2
+
∫
T3
(E0,ǫµ (Wγ/2W1, 12+δ1 |Dx|
3
2+δ1f) + E0,ǫµ (Wγ/2Wγ+4|Dx|
3
2+2δ1f))dx
))
dτ ≤ ‖W1, 12+2δ1f0‖
2
H
3
2
+δ1
x L2
+‖Wγ+4f0‖2
H
3
2
+2δ1
x L2
+ C(WI , η
−1
1 , η
−1
2 , η
−1
3 , c1, c2,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ +A6η1
∫ t
0
D
1, 12+2δ1,ǫ
3 (f)dτ
+(A6ǫ
2s + CEc2η3)
∫ t
0
D
1, 12+2δ1,ǫ
2 (f)dτ +
∫ t
0
(η2D
1, 12+2δ1,ǫ
3 (g) + ǫ
2s
D
1, 12+2δ1,ǫ
2 (g)
)
E
1, 12+2δ1,ǫ(f)dτ.
Step 1.5: Smoothing estimates for x variable. We rewrite the smoothing estimates for x variable.
By taking η ∼ (coη2A5A6 )1/(2s), η1 ∼ (coη2A5A6 )1/2+2/s, ǫ ≤ [(coη2A5A6 )1+4/sc−12 ]1/(2(1−s)) in Proposition 3.7 ,
which imply that η−8 ∼ (coη2A5A6 )−4/s, we have
2A6(c1, c2)
∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2f)φ‖2Hm+(n+1)̺x L2dτ
56 LING-BING HE AND JIN-CHENG JIANG
≤ 2A6CE(coη2A5
A6
)−4/s‖Wm,nW−d3f0‖2Hm+n̺x L2 + 2CEc0η2A5
∫ t
0
‖W ǫs (D)Wm,nWγ/2W−d3f‖2Hm+n̺x L2dτ
+CE(coη2
A5
A6
)−4/s
(
1 + c
(2s−1)
1−s
2 ((coη2
A5
A6
)−
(s+4)(2s−1)
s(1−s) + c2 + 4M1
) ∫ t
0
‖Wm,nW−d3f‖2Hm+n̺x L2dτ
+CE(coη2
A5
A6
)−4/s
∫ t
0
(c2η3D
1, 12+2δ1,ǫ
2 (f) + C(η
−1
3 ,WI)‖W ǫ(D)f‖2L2)dτ.
Choose CE(coη2
A5
A6
)−4/sc2η3 = η2, then for m+ n̺ ≤ 1 +N̺,1̺, we conclude that
2A6(c1, c2)
∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2f)φ‖2Hm+(n+1)̺x L2dτ
≤ 2A6CE(coη2A5
A6
)−4/s‖Wm,nW−d3f0‖2Hm+n̺x L2 + (2CEc0A5 + 1)η2
∫ t
0
D
1, 12+2δ1,ǫ
2 (f)dτ(4.13)
+C(η−12 ,WI , c1, c2,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ.
It implies that if (2CEc0A5 + 1)η2(N̺,1 + 2)2 ≤ A7/100, then
2A6(c1, c2)
∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2f)φ‖2Hm+(n+1)̺x L2dτ ≤ C(c1, c2)‖Wm,nW−d3f0‖
2
Hm+n̺x L2
+
A7
200(N̺,1 + 2)
∫ t
0
D
1, 1
2
+2δ1,ǫ
2 (f)dτ + C(Wm,n, c1, c2,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ.
Moreover the conditions ǫ ≤ [(coη2A5A6 )1+4/sc−12 ]1/(2(1−s)) and (2CEc0A5+1)η2(N̺,1+2)2 ≤ A7/100 yield
that
ǫ ≤ [( A5coA7
200A6(N̺,1 + 2)(2CEc0A5 + 1)
)1+4/sc−12 ]
1/(2(1−s)).(4.14)
Step 1.6: Closing the estimates. Now patch together all the estimates from Step 1.1 to Step 1.4, then
for η ≪ 1, we arrive at
(i).E1,
1
2+2δ1,ǫ(f(t)) +
co
3
∫ t
0
D
1, 12+2δ1,ǫ
g (f(τ))dτ +A7
∫ t
0
D
1, 12+2δ1,ǫ
2 (f(τ))dτ +A8
∫ t
0
D
1, 12+2δ1,ǫ
1 (f(τ))dτ
≤ E1, 12+2δ1,ǫ(f0) + C(δ, η−1, c1, c2,Wm,n,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ + CEl
−1−s
1
∫ t
0
‖f‖
H
3
2
+2δ1
x L2γ+4
×D1, 12+2δ1,ǫ1 (g(τ))dτ + CEδ2s
∫ t
0
D
1, 12+2δ1,ǫ
1 (g(τ))‖f‖2
H
3
2
+2δ1
x L2γ+4
dτ + 2(N̺,1 + 2)(4.15)
×
∫ t
0
[(
C(η−1,WI)M1 + ηD1,
1
2+2δ1,ǫ(g) + ǫ2sD
1, 12+2δ1,ǫ
2 (g)
)
E
1, 12+2δ1,ǫ(f) +A6ηD
1, 12+2δ1,ǫ
3 (f)
]
dτ.
From this together with the estimate in Step 1.5, if (4.14) and A6ǫ
2s ≤ A7/(Nρ,2+2) hold, we drive that
E
1, 12+2δ1,ǫ(f(t)) +
co
3
∫ t
0
D
1, 12+2δ1,ǫ
g (f(τ))dτ +A7
∫ t
0
D
1, 12+2δ1,ǫ
2 (f(τ))dτ +A8
∫ t
0
D
1, 12+2δ1,ǫ
1 (f(τ))dτ
+
3
4
A6
∫ t
0
D
1, 12+2δ1,ǫ
3 (f(τ))dτ ≤ C(c1, c2)E1,
1
2+2δ1,ǫ(f0) + C(c1, c2,WI ,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ
+C(c1, c2)
∫ t
0
(
D
1, 12+2δ1,ǫ
1 (g(τ)) + D
1, 12+2δ1,ǫ
2 (g(τ)) + D
1, 12+2δ1,ǫ
3 (g(τ)
)
E
1, 12+2δ1,ǫ(f)dτ.
By Gronwall inequality, we deduce that for t ∈ [0, T ] with T ≤ L,
E
1, 12+2δ1,ǫ(f(t)) +
∫ t
0
D
1, 12+2δ1,ǫ(f(τ))dτ
≤ 2 exp{C(c1, c2,WI ,M1)L+ C(c1, c2)4M1}C˜(c1, c2,WI ,M1,L) def= CE,1.(4.16)
It gives the proof of the first result of (1) in the theorem.
Step 2: Continuous bounds with respect to the initial data. We want to prove that the continuous
bounds with respect to the initial data can be obtained if we shrink the time interval.
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We first give the new bound for ‖f‖
H
3
2
+2δ1
x L2γ+4
. Thanks to Proposition 3.8, Remark 4.1 and the
bounds obtained in Step 1, we derive that for t ∈ [0, T ],
‖f(t)‖2
H
3
2
+2δ1
x L2γ+4
≤ c2/2 + (A6 + c2CE,1)
(
C(η1,WI)CE,1t+ (η1 + ǫ
2s)CE,1
)
+ CEc2CE,1t
+c2
(
C(η2,WI)CE,1t+ η2CE,1
)
.
Then with the help of (1.25), it implies that there exists a time T1 = T1(CE,1,Wm,n, c1, c2) ≤ T such
that for t ∈ [0, T1],
‖f(t)‖2
H
3
2
+2δ1
x L
2
γ+4
≤ c2.(4.17)
Now we can improve the estimate for E1,
1
2+2δ1,ǫ(f(t)). Use conditions (4.16),(4.17) and (1.24), then we
obtain that
∫ t
0
E1,
1
2+2δ1,ǫ(f(τ))dτ ≤ CE,1t, CEl−1−s1
∫ t
0
‖f‖
H
3
2
+2δ1
x L
2
γ+4
D
1, 12+2δ1,ǫ
1 (g(τ))dτ ≤ CEl−1−s1
√
c2
× A−18 4M1 ≤ M1/10, CEδ2s
∫ t
0
D
1, 12+2δ1,ǫ
1 (g(τ))‖f‖2
H
3
2
+2δ1
x L2γ+4
dτ ≤ CEδ2sc2A−18 4M1 ≤ M1/10. Then
(1.25) and (4.15) imply that there exists a time T2 = T2(CE,1,Wm,n, c1, c2) ≤ T1 such that for t ≤ T2,
E
1, 12+2δ1,ǫ(f(t)) +A7
∫ t
0
D
1, 12+2δ1,ǫ
2 (f(τ))dτ +A8
∫ t
0
D
1, 12+2δ1,ǫ
1 (f(τ))dτ ≤ 4M1.(4.18)
From this together with (4.12), we may also derive that supt∈[0,T2] V
q1,ǫ(f(t)) ≤ 4V q1,ǫ(f0).
Next we go back to (4.13) to improve the estimate of
∫ t
0
D
1, 12+2δ1,ǫ
3 (f(τ))dτ . Choose η2 verifying that
2(N̺,1 + 2)(2A6)
−1(2CEc0A5 + 1)η24A−17 = 1/5, we have∫ t
0
‖W−d1(Wm,n+1Wγ/2+d1+d2f)φ‖2Hm+(n+1)̺x L2dτ
≤ A9‖Wm,nW−d3f0‖2Hm+n̺x L2 +
1
10(N̺,1 + 2)
M1 + C(η
−1
2 ,WI , c1, c2,M1)
∫ t
0
E
1, 12+2δ1,ǫ(f)dτ.
It implies that there exists a time T3 = T3(Wm,n, c1, c2) ≤ T2 such that
∫ T3
0
D
1, 12+2δ1,ǫ
3 (f(τ))dτ ≤ 4A9M1.
From this together with (4.18) imply that(4.3) holds for f in the time interval [0, T3].
Step 3: Energy estimates in EN,κ,ǫ with N + κ ≥ 52 + δ1. We will use the inductive method to prove
the propagation of the smoothness.
Step 3.1: Propagation of the regularity in space Em,n,ǫ with m + n̺ ≥ 1 + (N̺,2 + 1)̺. Assume that
for t ∈ [0, T ∗m,n−1 = T ∗m,n−1(T, c1, c2,M1,M2,Wm,n)] ≤ T3, it hold
E
1, 12+2δ1,ǫ(f(t)) ≤ 4M1 ≤ 4M2;
∫ t
0
Dm,n−1,ǫ3 (f(τ))dτ ≤ A9M2 +
A9
N(Nρ,1 + 2)
M2;
Em,n−1,ǫ(f(t)) +A7
∫ t
0
Dm,n−1,ǫ2 (f(τ))dτ ≤ Em,n−1,ǫ(f0) +
1
N(Nρ,1 + 2)
M2 ≤ 4M2.
Next we will show that there exists a time T ∗m,n = T
∗
m,n(T, c1, c2,M1,M2,Wm,n) ≤ T ∗m,n−1 such that∫ t
0
Dm,n,ǫ3 (f(τ))dτ ≤ A9M2 +
A9
N(Nρ,1 + 2)
M2;(4.19)
Em,n,ǫ(f(t)) +A7
∫ t
0
Dm,n,ǫ2 (f(τ))dτ ≤ Em,n,ǫ(f0) +
1
N(Nρ,1 + 2)
M2 ≤ 4M2.(4.20)
Thanks to Proposition 3.9 and the inductive assumptions, we first have
Em,n,ǫ(f(t)) + coA5
∫ t
0
Dm,n,ǫ2 (f)dτ +
co
3
∫ t
0
Dm,n,ǫg (f)dτ
≤ Em,n,ǫ(f0) + (A6 + CEc2)
∫ t
0
[
C(η−11 ,WI)E
m,n,ǫ(f) + η1D
m,n−1,ǫ
3 (f) + ǫ
2sDm,n,ǫ2 (f)
]
dτ + CE(c2
+4M1)
∫ t
0
Em,n,ǫ(f)dτ + CE(c2 + 4M2)
∫ t
0
[
C(η−12 ,WI)‖W ǫs (D)f‖2L2 + η2(Dm,n,ǫ2 (f) +Dm,n−1,ǫ2 (f))
]
dτ
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≤ Em,n,ǫ(f0) + (A6 + CEc2)η14A9M2 +
(
(A6 + CEc2)ǫ
2s + CE(c2 + 4M1)η2
) ∫ t
0
Dm,n,ǫ2 (f)dτ
+
[
(A6 + CEc2)C(η
−1
1 ,WI) + CE(c2 + 4M1)
] ∫ t
0
Em,n,ǫ(f)dτ + CE(c2 + 4M2)C(η
−1
2 ,WI)4M1t
+CE(c2 + 4M2)η24M2.
Thanks to (1.25), we may choose η2 sufficiently small such that (A6 + CEc2)ǫ
2s + CE(c2 + 4M1)η2 ≤
A7. Then Gronwall’s inequality implies that for t ∈ [0, T ∗m,n−1], Em,n,ǫ(f(t)) + A7
∫ t
0
Dm,n,ǫ2 (f)dτ +
co
3
∫ t
0 D
m,n,ǫ
g (f)dτ ≤ C(c1, c2,M1,M2,WI) def= CE,2. It yields
Em,n,ǫ(f(t)) +A7
∫ t
0
Dm,n,ǫ2 (f)dτ +
co
3
∫ t
0
Dm,n,ǫg (f)dτ
≤ Em,n,ǫ(f0) + (A6 + CEc2)η14A9M2 +
[
(A6 + CEc2)C(η
−1
1 ,WI) + CE(c2 + 4M1)
]
CE,2t
+CE(c2 + 4M2)C(η
−1
2 ,WI)4M1t+ CE(c2 + 4M2)η24M2.
Then there exists a time T ∗m,n,1 = T
∗
m,n,1(T, c1, c2,M1,M2,WI) ≤ T ∗m,n−1 such that (4.20) holds.
Next we give the estimate for
∫ t
0 D
m,n,ǫ
3 (f)dτ . Thanks to Proposition 3.10, we have∫ t
0
Dm,n,ǫ3 (f)dτ ≤ CEη−8Em,n,ǫ(f0) + CEη2s
∫ t
0
Dm,n,ǫ2 (f)dτ + CEη
−8
∫ t
0
Em,n,ǫ(f)dτ
+CEη
−8(η21 + ǫ
2(1−s)c2)D
m,n,ǫ
2 (f)dτ + CEη
−8− 2(2s−1)1−s c
2s−1
1−s
2
∫ t
0
Em,n,ǫ(f)dτ
+CEη
−8(c2 + 4M1)
∫ t
0
Em,n,ǫ(f)dτ + CEη
−8c24M2t
+CEη
−8(c2 + 4M2)
∫ t
0
[
C(η−13 ,WI)‖W ǫs (D)f‖2L2 + η3(Dm,n,ǫ2 (f) +Dm,n−1,ǫ2 (f))
]
dτ.
By following the argument applied in Step 1.5, we derive that for t ∈ [0, T ∗m,n,1]∫ t
0
Dm,n,ǫ3 (f)dτ ≤ A9Em,n,ǫ(f0) + (2CEc0A5 + 1)η2
∫ t
0
(Dm,n,ǫ2 (f) +D
m,n−1,ǫ
2 (f))dτ
+C(η−12 ,WI , c1, c2,M2)4M2t.
This implies that there exists a time T ∗m,n = T
∗
m,n(T, c1, c2,M1,M2,WI) ≤ T ∗m,n,1 such that (4.19) holds.
We complete the the inductive argument.
Step 3.2: Propagation of the mixed regularity. Thanks to Proposition 3.12, we have
‖W ǫq2(D)f(t)‖2
H
3
2
+δ1
x L2
+ C1(c1, c2)
∫ t
0
‖W ǫq2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
dτ
≤ ‖W ǫq2(D)f0‖2
H
3
2
+δ1
x L2
+ C2(c1, c2)
∫ t
0
‖W ǫq2(D)Wγ/2f‖2
H
3
2
+δ1
x L2
dτ + CE
∫ t
0
(
‖W ǫ(q2−1)+(D)f‖2
H
5
2
+δ1
x L2
+‖g‖2
H
3
2
+2δ1
x L2γ+4
‖W ǫq2+s(D)Wγ/2+2sf‖2
H
3
2
x L2
+ ‖g‖2
H
3
2
+δ1
x L2
(12s>1‖W ǫq2+s−1(D)Wγ/2+ 52 f‖
2
H
3
2
+δ1
x L2
+12s=1‖W ǫq2−s+log(D)Wγ/2+ 52 f‖
2
H
3
2
+δ1
x L2
+ 12s<1‖W ǫq2−s(D)Wγ/2+ 52 f‖
2
H
3
2
+δ1
x L2
)
+‖g‖2
H
3
2
+δ1
x L2γ+3
(12s>1‖W ǫq2+s−1(D)f‖2
H
3
2
+δ1
x L2
+ 12s=1‖W ǫq2−s+log(D)f‖2
H
3
2
+δ1
x L2
+ 12s<1
×‖W ǫq2−s(D)f‖2
H
3
2
+δ1
x L2
) + ‖W ǫq2+s−1+η(D)g‖2
H
3
2
+δ1
x L2
‖f‖2
H
3
2
+δ1
x L2
+ ‖g‖2
H
3
2
+δ1
x L
2
2
‖f‖2
H
3
2
+δ1
x L2
)
dτ.
It is not difficult to check that
|W ǫq2 (D)f |L2l . |f |
s
q2+s
L2l
|W ǫq2+s(D)f |
q2
q2+s
L2l
;
‖W ǫ(q2−1)+(D)f‖H 52+δ1x L2 . ‖W
ǫ(
(q2−1)+−(2n0−1)(1+s−q2)
)+(D)f‖2−n0
H
5
2
+δ1
x L2
‖W ǫs (D)f‖1−2
−n0
H
5
2
+δ1
x L2
;
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‖W ǫq2+s(D)Wγ/2+2sf‖H 32x L2 . ‖W
ǫ
q2+s(D)Wγ/2W2n12sf‖2
−n1
H
3
2
−(2n1−1)δ1
x L2
‖W ǫq2+s(D)Wγ/2f‖1−2
n1
H
3
2
+δ1
x L2
;
‖W ǫq2+s(D)Wγ/2W2n12sf‖L2 . ‖W ǫ(q2+s−(q1−q2)(2n2−1))+(D)Wγ/2W2n1+n22sf‖2
−n2
L2 ‖W ǫq1+s(D)Wγ/2f‖1−2
−n2
L2 ;
|W ǫq2+s−1(D)Wγ/2+ 52 f |
2
L2 . |W ǫ(q2+s−2n3 )+(D)Wγ/2W 522n3f |
2−n3
L2 |W ǫq2+s(D)Wγ/2f |1−2
−n3
L2 ;
|W ǫq2−s+η(D)Wγ/2+ 52 f |
2
L2 . |W ǫ(q2−s+η−(2n4−1)(2s−η))+(D)Wγ/2W 522n4 f |
2−n4
L2 |W ǫq2+s(D)Wγ/2f |1−2
−n4
L2 .
By choosing n0 = [log2(
s
1+s−q2 )]+1, n1 = Nδ1 = [log2(3(2δ1)
−1+1)]+1, n2 = Nq1,q2,s = [log2(
q2+s
q1−q2 +
1)] + 1 and n3 = n4 = Nq2,s,1 = max{[log2(q2 + s)] + 1, [log2
(
q2+s
2s (1 + δ1)
)
] + 1}, and using (W-6) of
Definition 1.5, we conclude that
‖W ǫq2(D)f(t)‖2
H
3
2
+δ1
x L2
+ C1(c1, c2)
∫ t
0
‖W ǫq2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
dτ
≤ ‖W ǫq2(D)f0‖2
H
3
2
+δ1
x L2
+ η1
∫ t
0
‖W ǫq2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
dτ + C(η1, c1, c2)4M2t+ CE
(
4M2t+
+
∫ t
0
c2(η2‖W ǫq2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
+ η34M2t+ C(η2, η3)4M2t) + c24M2t+ c
2
2t
)
.
Then it yields that there exists a time Tq2 = Tq2(c1, c2,M2,WI) ≤ TN,κ such that
‖W ǫq2(D)f(t)‖2
H
3
2
+δ1
x L2
+
1
2
C1(c1, c2)
∫ t
0
‖W ǫq2+s(D)Wγ/2f‖2
H
3
2
+δ1
x L2
dτ ≤ 4‖W ǫq2(D)f0‖2
H
3
2
+δ1
x L2
≤ 4M2.
Step 3.3: The lower bound of the density. By Theorem 2.4, it is easy to see
d
dt
|f |L1 ≥ −CE‖f‖
H
5
2
+δ1
x L23
− |Qǫ(g, f)|L1
≥ −CE(‖f‖
H
5
2
+δ1
x L23
+ ‖g‖
H
3
2
+δ1
x L2γ+2s+4
‖W ǫ2s(D)f‖L2γ+2s+2).
Observe that ‖W ǫ2s(D)f‖L2γ+2s+2 . ‖W ǫ(2s−(2J−1)(q1−s))+(D)WγW2J (2s+2)f‖2
−J
L2 ‖W ǫq1+s(D)Wγ/2f‖1−2
−J
L2 .
By choosing J ≥ [ log2( q1+sq1−s )] + 1 = Nq1,s,2 and using (W-6) of Definition 1.5, we have
‖W ǫ2s(D)f‖L2γ+2s+2 . ‖WγW2Nq1,s,2(2s+2)f‖2
−Nq1,s,2
L2 ‖W ǫq1+s(D)Wγ/2f‖1−2
−Nq1,s,2
L2
. ‖Wl2f‖2
−Nq1,s,2
L2 ‖W ǫq1+s(D)Wγ/2f‖1−2
−Nq1,s,2
L2 .
It implies that for t ∈ [0, TN,κ], |f(t)|L1 ≥ |f0|L1 − 2CE
√
M2(t+ 2
√
M1
√
t).
Let T ∗ = min{Tq2 , c14CE√M2 ,
(
c1
8CEM2
)2}. Then for t ∈ [0, T ∗], |f(t)|L2 ≥ c1. We remark that (4.17)
and (4.3) are proved in Step 2. (4.4) can be obtained by combining the results from Step 3.1 and Step
3.2. Then we complete the proof of (2) in the theorem.
Finally let us complete the proof of the second result in (1). Actually it is easily obtained by the
similar argument applied in Step 3.1 and Step 3.2. We skip the details here. 
Now we are in a position to prove the well-posedness for the linear equation (4.9).
Theorem 4.2. Suppose that function spaces EN,κ,ǫand E1,
1
2+2δ1,ǫ, the well-prepared sequenceWI(N, κ, ̺, δ1, q1, q2)
and f0 verify all the conditions stated in Theorem 1.1. Let g verify (4.2), (4.3) and (4.4). Then if ǫ ver-
ifies (1.25), (4.9) admits a unique and non-negative solution in L∞([0, T ];EN,κ,ǫ) Moreover, there exists
a time T ∗ = T ∗(T, c1, c2,M1,M2,WI) ≤ T such that for t ∈ [0, T ∗], f verifies (4.2), (4.3) and (4.4).
Proof. We construct the approximate equation as follows: ∂tfn + v · ∇xf +
1
n
〈v〉γ+2sfn = Qǫ(g, fn),
fn|t=0 = f0.
Thanks to Proposition 4.2, we know that the approximate equation admits a unique and non-negative
solution. By the observation that the term 1n 〈v〉γ+2sfn plays no harmful role in the energy estimates and
hypo-elliptic estimates in the proof of Theorem 4.1, we obtain that for each n,
sup
t∈[0,T ]
E
1, 12+2δ1,ǫ(fn(t)) + EN,κ,ǫ(fn(t)) ≤ C(c1, c2,M1,M2,WI ,L),
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and there exists a time T ∗ = T ∗(L, c1, c2,M2,WI) such that (4.2), (4.3) and (4.4) hold uniformly for fn
in the interval t ∈ [0, T ∗].
Next we prove that {fn}n∈N is a Cauchy sequence in L1l space where l satisfies that l + γ ≤ l1, 12+δ1 .
Set hn
def
= fn+1 − fn, then hn solves
∂th
n + v · ∇xhn + 1
n
〈v〉γ+2shn = Qǫ(g, hn) + 1
n(n+ 1)
〈v〉γ+2sfn+1.
By Proposition 3.1, one has
d
dt
‖hn‖L1l + c(c1, c2)‖h
n‖L1l+γ . C(‖g‖L∞x L1l+γ )‖h
n‖L1l +
1
n2
‖fn+1‖L1l+γ+2s .
Gronwall’s inequality implies that for t ∈ [0, T ], ‖hn‖L∞([0,T ];L1l ) . 1n2C(c1, c2,M1,M2,WI), which yields
that {fn}n∈N is a Cauchy sequence in L∞([0, T ];L1l ) space. In other words, we get the existence of the
solution f to the linear equation (4.9). Finally let us check that (4.2), (4.3) and (4.4) hold for f in the
interval t ∈ [0, T ∗]. From the fact that fn strongly converges to f in L∞([0, T ];L1l ) together with Fatou
Lemma, interpolation inequality and uniform boundedness principle, the uniform bounds for fn will yield
the desired results except the term
∫
T3
E0,ǫµ (WN,κWγ/2|Dx|N+κf)dx in DN,κ,ǫ2 . However, this estimate can
be achieved if we go back to the equationWm,n△¯n̺k ∂αx f with |α| = N−1. In this situation,Wm,n△¯n̺k ∂αx f
can be chosen as a test function to the equation of Wm,n△¯n̺k ∂αx f . Then the standard energy estimate
will yield the control of
∫
T3
E0,ǫµ (WN,κWγ/2|Dx|N+κf)dx. We complete the proof of the theorem. 
4.2. Proof of Theorem 1.1(Part I). Based on the estimates for the linear equation, we will use Picard
iteration scheme to get the well-posedness for the non-linear equation (1.8).
Proof of Theorem 1.1(Part I). We split the proof into three steps.
Step 1: Iteration scheme and uniform bounds. Let f0 = c1M1,0,1 and{
∂tf
n + v · ∇xfn = Qǫ(fn−1, fn),
fn|t=0 = f0.
It is easy to check that
|f0|L1 = c1, |f0|L12∩L logL ≤ c3
E
N,κ,ǫ(f0) +A7
∫ t
0
D
N,κ,ǫ
2 (f
0)dτ +A8
∫ t
0
D
N,κ,ǫ
1 (f
0)dτ
= EN,κ,ǫ(f0) +A7D
N,κ,ǫ
2 (f
0)t+A8D
N,κ,ǫ
1 (f
0)t ≤ C(l1, l2).
Then by the proof of Theorem 4.1, we deduce that there exists a time T1 = T1(M2, c1, c2,WI) such
that for t ∈ [0, T1],
inf
x∈T3,t∈[0,T1]
|f1|L1 ≥ c1; sup
t∈[0,T1]
‖f1‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T1]
V q1,ǫ(f1(t)) ≤ 4V q1,ǫ(f0);
sup
t∈[0,T1]
E
1, 12+2δ1,ǫ(f1(t)) +A7(c1, c3)
∫ T1
0
D
1, 12+2δ1,ǫ
2 (f
1(τ))dτ
+A8(c1, c3)
∫ T1
0
D
1, 12+2δ1,ǫ
1 (f
1(τ))dτ ≤ 4M1;
∫ T1
0
D
1, 12+2δ1,ǫ
3 (f
1(τ))dτ ≤ 4A9(c1, c3)M1;
sup
t∈[0,T1]
E
N,κ,ǫ(f1(t)) +A7(c1, c3)
∫ T1
0
D
N,κ,ǫ
2 (f
1(τ))dτ
+A8(c1, c3)
∫ T1
0
D
N,κ,ǫ
1 (f
1(τ))dτ ≤ 4M2;
∫ T1
0
D
N,κ,ǫ
3 (f
1(τ))dτ ≤ 4A9(c1, c3)M2.
We emphasize that c3 actually is a universal constant which is not related to the size of the initial data.
Thus in the next procedure, we deduce that there exists a time T2 = T2(M2, c1, c2,WI) ≤ T1 such that
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for t ∈ [0, T2],
inf
x∈T3,t∈[0,T2]
|f2|L1 ≥ c1; sup
t∈[0,T2]
‖f2‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T2]
V q1,ǫ(f2(t)) ≤ 4V q1,ǫ(f0);
sup
t∈[0,T2]
E
1, 12+2δ1,ǫ(f2(t)) +A7(c1, c2)
∫ T2
0
D
1, 12+2δ1,ǫ
2 (f
2(τ))dτ
+A8(c1, c2)
∫ T2
0
D
1, 12+2δ1,ǫ
1 (f
2(τ))dτ ≤ 4M1;
∫ T2
0
D
1, 12+2δ1,ǫ
3 (f
2(τ))dτ ≤ 4A9(c1, c2)M1;
sup
t∈[0,T2]
E
N,κ,ǫ(f2(t)) +A7(c1, c2)
∫ T2
0
D
N,κ,ǫ
2 (f
2(τ))dτ
+A8(c1, c2)
∫ T2
0
D
N,κ,ǫ
1 (f
2(τ))dτ ≤ 4M2;
∫ T2
0
D
N,κ,ǫ
3 (f
2(τ))dτ ≤ 4A9(c1, c2)M2.
It is obvious that f2 verifies (4.2), (4.3) and (4.4) in the time interval [0, T2]. Then thanks to Theorem
4.2, we derive that there exists a time T3 = T3(T2, c1, c2,M1,M2,WI) ≤ T2, such that (4.2), (4.3) and
(4.4) hold for f3 in the time interval [0, T3].
Now let us focus on the lifespan T3. From the proof of Theorem 4.1, the estimate (4.16) shows that
CE,1 can be chosen to be independent of T2 if we use the condition T2 ≤ T1. As a direct consequence, we
get that there exists a time Tu = Tu(c1, c2,M1,M2,WI , T1) such that T3 = min{Tu, T2} if we carefully
check the argument of Step 2 and Step 3 in the proof of Theorem 4.1. By the iteration scheme and the
condition T3 ≤ T1, the similar argument yields that there exists a time T4 = min{Tu, T3} such that (4.2),
(4.3) and (4.4) hold for f4 in the time interval [0, T4]. It is easy to see that T4 = min{Tu, T3} = T3.
It implies that there exists a common lifespan T3 such that (4.2), (4.3) and (4.4) hold for the sequence
{fn}n≥3 in the time interval [0, T3].
Step 2: Existence and uniqueness. Thanks to (1.23), there exists a constant l verifies
max{A1(c1, c2)− 1s , 1γ 6=08CI(c
1
2
2 + V
q1,ǫ(f0)), Ns + 2} < l ≤ l1, 12+δ12
−Nq2,s,2 −Ns − 2− γ.
In other words, l satisfies Ns + 2 ≤ l, 2Nq2,s,2(l + γ + 2 +Ns) ≤ l1, 12+δ1 , 1γ 6=08CI l−1(c
1
2
2 + V
q1,ǫ(f0)) ≤ 1
and lsA1(c1, c2) > 1. Next we will prove that {fn}n≥3 is a Cauchy sequence in the space L∞([0, T3];L1l ).
Let hn
def
= fn+1 − fn, then hn solves
∂th
n + v · ∇xhn = Qǫ(fn+1, hn) +Qǫ(hn−1, fn).
By Lemma 3.3, one has
d
dt
‖hn‖L1l + l
sA1(c1, c2)‖hn‖L1l+γ ≤ C(l)‖h
n‖L1l ‖f
n+1‖L∞x L1l+γ + C(l, η
−1)‖hn−1‖L1l
×‖W ǫ2s+η1(D)fn‖H 32 +δ1x L2l+γ+2+Ns
+ C‖hn−1‖L1
l+γ
(η2−2s‖W ǫ2s+η1(D)fn‖H 32 +δ1x L22
+ l−1‖W ǫη1(D)fn‖H 32 +δ1x L22
).
Notice that if 2n ≥ q2q2−2s−η1 , that is, n ≥ Nq2,s,2, one has
(i). ‖W ǫ2s+η1(D)fn‖H 32+δ1x L2l+γ+2+Ns
. ‖W ǫ(
2s+η1−(2n−1)(q2−2s−η1)
)+(D)W2n(l+γ+2+Ns)fn‖2−n
H
3
2
+δ1
x L2
×‖W ǫq2(D)fn‖1−2
−n
H
3
2
+δ1
x L2
. ‖W1, 12+δ1f
n‖2−n
H
3
2
+δ1
x L2
‖W ǫq2(D)fn‖1−2
−n
H
3
2
+δ1
x L2
. 2
√
M2,
(ii). Cl−1‖W ǫη1(D)fn‖H 32+δ1x L22
≤ CI l−1‖fn‖
1
2
H
3
2
+δ1
x L2γ+4
‖W ǫ2η1(D)fn‖
1
2
H
3
2
+δ1
x L2
≤ CI l−1‖fn‖
1
2
H
3
2
+δ1
x L2γ+4
×(‖W ǫq1(D)fn‖L2 + ‖fn‖H 32+2δ1x L2)
1
2 ≤ CI l−1(c
1
2
2 + 2V
q1,ǫ(f0)) ≤ 1,(4.21)
where CI is a universal constant independent of ǫ(see Lemma 2.1). Denote L = l
sA1(c1, c2) > 1, then we
have
d
dt
‖hn‖L1l + L‖hn‖L1l+γ ≤ C(l,M2)‖hn‖L1l + C(l,M2)‖hn−1‖L1l + ‖hn−1‖L1l+γ .(4.22)
Let Xn(t) = e−C(l,M2)t‖hn‖L1l and Y n(t) = e−C(l,M2)t‖hn‖L1l+γ . Then one has
d
dt
Xn + LY n ≤ CXn−1 + Y n−1.
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Now set Sn =
∑n−4
i=0 L
−iXn−i with n ≥ 4, then we infer that
Sn(t) ≤ C
∫ t
0
Sn−1(τ)dτ + L−(n−4)
∫ t
0
(CX3 + Y 3)dτ ≤ C
∫ t
0
Sn−1(τ)dτ + L−(n−4)C˜t,
which implies that∑
n≥4
Sn(t) ≤
∑
n≥4
((
sup
t∈[0,T∗]
X4(t)
)
Cn−4
tn−4
(n− 4)! + (C + 1)C˜
n−4∑
i=1
L−(n−3−i)
ti
i!
)
≤
∑
n≥4
C˜
(Ct)n−4
(n− 4)! + (C + 1)C˜
∑
n≥4
L−(n−3)
n−4∑
i=1
(Lt)i
i!
.
We deduce that for t ≤ T3,
∑
n≥3
Xn(t) <∞ since Xn(t) ≤ Sn(t). Thus we get that {hn}n≥3 is a Cauchy
sequence in L∞([0, T3];L1l ). Suppose that for t ≤ T3, limn→∞ ‖fn(t)− f(t)‖L1l = 0. Then f is a solution
to (1.8). Thanks to the uniform bounds obtained from Step 1, the similar argument applied in Theorem
4.2 will imply that (4.2), (4.3) and (4.4) hold for f in the time interval [0, T3].
For the uniqueness of the equation, if set h = f1−f2 where f1 and f2 denote two solutions to (1.8) with
the same initial data, then thanks to (4.22), we arrive at ddt‖h‖L1l ≤ C(l,M2)‖h‖L1l . From this together
with Gronwall inequality, we are led to the uniqueness.
Step 3: Propagation of the regularity for v variable. Suppose q ≤ N + κ. Then by the interpolation
inequalities |f |Hq−1l ≤ |f |
1
q
L2ql
|f |1−
1
q
Hq and |f |H1l ≤ |f |
1− 1q
L2 q
q−1
l
|f |
1
q
Hq , we have∫
T3
(|Wγ/2+ 52 f |
2
H1 |W ǫs (D)f |2Hq−1 + |f |2H1 |W ǫs (D)Wγ/2+ 52 f |
2
Hq−1)dx
. η−q+1(‖W ǫs (D)f‖2
H
3
2
+δ1
x L2
+ ‖W ǫs (D)W(γ/2+ 52 )qf‖
2
H
3
2
+δ1
x L2
)‖f‖2L2xHq + η‖Wγ+5f‖
2
H
3
2
+δ1
x L2
‖W ǫs (D)f‖2L2xHq
≤ C1(c1, c2)
100
‖W ǫs (D)Wγ/2f‖2L2xHq + C(c1, c2)‖Wγ+5f‖
2(q−1)
H
3
2
+δ1
x L2
(‖W ǫq1(D)f‖2
H
3
2
+δ1
x L2
+‖W ǫq1(D)f‖H 32+δ1x L2‖W(γ+5)qf‖H 32+δ1x L2)‖f‖
2
L2xH
q .
From the conditions 522
Nq,s,1 ≤ l2 and (γ +5)q ≤ l1, 12+δ1 , the Proposition 3.5 as well as the interpolation
inequalities used in Step 1.1.3 of the proof of Theorem 4.1, we deduce from that for any t ∈ [0, T3],
V q(f(t)) + C1(c1, c2)
∫ t
0
(‖W ǫs (D)Wγ/2f‖2L2xHq + δ−2s‖Wγ/2f‖2L2xHq )dτ
≤ V q(f0)
∫ t
0
(C6(c1, c2)δ−4−2s−4(q−1)‖f‖2L2
γ/2
+ CE‖f‖2HN+κx L2)dτ
+C(c1, c2)
∫ t
0
(1 + EN,κ,ǫ(f))q‖f‖2L2xHqdτ +
∫ t
0
E
N,κ,ǫ(f)DN,κ,ǫ2 (f)dτ.
Gronwall inequality will yield that f ∈ C([0, T3];V q). It ends the proof of the first part of the theorem. 
4.3. Proof of Theorem 1.1(Part II). Now we are in a position to complete the proof of Theorem 1.1
thanks to the uniform bounds obtained from the previous result.
Proof of Theorem 1.1(Part II). The proof falls into three steps.
Step 1: Existence of the solution for the equation without cutoff. Suppose that fn is a solution to{
∂tf + v · ∇xf = Q 1n (f, f),
f |t=0 = f0.
Then by the first part of Theorem 1.1, we arrive at that there exists a common lifespan T ∗ such that if
1
n verifies (1.25) then f
n has uniform bounds as follows
inf
x∈T3,t∈[0,T∗]
|fn(t)|L1 ≥ c1; sup
t∈[0,T∗]
‖fn(t)‖2
H
3
2
+2δ1
x L2γ+4
≤ c2; sup
t∈[0,T∗]
V q1,
1
n (fn(t)) ≤ 4V q1, 1n (f0);
sup
t∈[0,T∗]
E
1, 12+2δ1,
1
n (fn(t)) +A7(c1, c2)
∫ T∗
0
D
1, 12+2δ1,
1
n
2 (f
n(τ))dτ
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+A8(c1, c2)
∫ T∗
0
D
1, 12+2δ1,
1
n
1 (f
n(τ))dτ ≤ 4M1;
∫ T∗
0
D
1, 12+2δ1,
1
n
3 (f
n(τ))dτ ≤ 4A9(c1, c2)M1;
sup
t∈[0,T∗]
E
N,κ, 1n (fn(t)) +A7(c1, c2)
∫ T∗
0
D
N,κ, 1n
2 (f
n(τ))dτ
+A8(c1, c2)
∫ T∗
0
D
N,κ, 1n
1 (f
n(τ))dτ ≤ 4M2;
∫ T∗
0
D
N,κ, 1n
3 (f
n(τ))dτ ≤ 4A9(c1, c2)M2.
Thanks to the renormalized theory for the equation(see [11]), we infer that there exists a sub-sequence
{nk} and f(t) such that limk→∞ ‖fnk − f‖L1((0,T∗)×T3 ×R3) = 0. It is easy to check that for any test
function Ψ,∣∣∣∣ ∫ t
0
∫
T3
〈Q 1nk (fnk , fnk)−Q(f, f),Ψ〉vdxdτ
∣∣∣∣ . ∫ t
0
‖fnk − f‖L1γ+2
(‖Ψ‖L∞x W 2,∞ + ‖Ψ‖L∞x H2s)
×(‖fnk‖L∞x L2 + ‖f‖L∞x L1γ+2)dτ + n
2s−2
k ‖f‖L1γ+2‖f‖L∞x L1γ+2‖Ψ‖L∞x W 2,∞t.
It implies that f is a non-negative weak solution to the nonlinear Boltzmann equation in the time interval
[0, T ∗]. Thanks to the uniform bounds obtained for fn, the argument applied in Theorem 4.2 will yield
that f verifies all the estimates in the theorem. This means that f is a classical solution to the equation.
Step 2: Uniqueness. Suppose that f1, f2 are two solutions to the equation with the same initial data
f0, then h
def
= f1 − f2 solves
∂th+ v · ∇xh = Q(f1, h) +Q(h, f2).
Thanks to (1.23), there exists a constant l verifies Ns + 2 ≤ l, 2Nq2,s,2(l + γ + 2 + Ns) ≤ l1, 12+δ1 ,
1γ 6=08CI l−1(c
1
2
2 + V
q1(f0)) ≤ 1 and lsA1(c1, c2) > 1. Due to Lemma 3.3, we have
d
dt
‖h‖L1l + (lsA1(c1, c2)− η2−2s‖f2‖H 32+δ1x H2s+η2
− l−1‖f2‖
H
3
2
+δ1
x H
η
2
)‖h‖L1l+γ
≤ C(l)‖h‖L1l ‖f1‖L∞x L1l+γ + C(l, η
−1)‖h‖L1l ‖f2‖H 32+δ1x H2s+ηl+γ+2+Ns
.
Then by the argument used to get (4.22), we deduce that ddt‖h‖L1l ≤ C‖h‖L1l . Then Gronwall inequality
implies the uniqueness result.
Step 3: Asymptotic formula. Set Rǫ = ǫ2s−2(f − f ǫ) and then it solves
∂tR
ǫ + v · ∇xRǫ = Qǫ(f,Rǫ) +Qǫ(Rǫ, f ǫ) + ǫ2s−2(Q(f, f)−Qǫ(f, f)).
Thanks to Lemma 3.3, it is not difficult to check that
d
dt
‖Rǫ‖L1l + (lsA1(c1, c2)− η2−2s‖f2‖H 32+δ1x H2s+η2
− l−1‖f2‖
H
3
2
+δ1
x H
η
2
)‖Rǫ‖L1l+γ
. C(l)‖Rǫ‖L1
l
‖f‖L∞x L1l+γ + C(l, η
−1)‖Rǫ‖L1
l
‖W ǫ2s+η(D)f ǫ‖
H
3
2
+δ1
x L2l+γ+2+Ns
+ ‖f‖L∞x L1l+γ‖f‖L1l+γ .
Choose that l verifies (1.23), then we obtain that ‖f − f ǫ‖L∞([0,T∗];L1l ) = O(ǫ2−2s). It ends the proof of
the theorem. 
5. Global dynamics of the Boltzmann equation
In this section, we will consider the global dynamics of the Boltzmann equation (1.1) under the
assumption that the solution f verifies (1.26). Our key observation lies in the energy-entropy method.
To carry out our strategy, we divide our proof into four parts. In the first part, we will derive the
entropy dissipation inequality following the argument due to Villani(see [39]). In the second part, we will
investigate the dissipation estimates for the hydrodynamical fields. In the third part, we will show that
under the condition (1.26), regularity of the solution can be propagated. In the last part, we will show
the new mechanism for convergence to the equilibrium.
Without loss of the generality, we assume that the conserved quantities verify∫
T3×R3
fdvdx = 1;
∫
T3×R3
fvdvdx = 0;
∫
T3 ×R3
f
|v|2
2
dvdx =
3
2
,
which imply that the hydrodynamical fields satisfy∫
T3
ρdx = 1;
∫
T3
ρudx = 0;
∫
T3
(ρT +
1
3
ρ|u|2)dx = 1,(5.1)
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and Mf =M1,0,1
def
= M .
5.1. Entropy dissipation inequality. In this subsection, we will prove the following lemma:
Lemma 5.1. Suppose f is a solution to the equation (1.1) verifying f ≥ K0 exp{−A0|v|q0}. Then for
any δ,m,R > 0 and 0 < a < 1, it holds
D(f)
def
=
∫∫
(f ′∗f
′ − f∗f) log f
′
∗f
′
f∗f
|v − v∗|γb(cos θ)dσdv∗dvdx
≥ K−1(π/2)−1−2s
[
δγR−(2−γ)CK0H(f |Mfρ,u,T )− δγR−(2m+4−γ)
(
H(f |M) + ‖f −M‖2L2xL2q0+2m+4
×(1 + ‖f‖L∞x L25q0+4m+6) +H(f |M)
a(1 + ‖f‖L2xL22(1−a)−1(q0+m+1)+q0+2)
1−a)
−δγ+ 32 (‖f −M‖2L2q0 + ‖f −M‖L∞x L22q0H(f |M))
]
.
When γ = 2, then a = 1.
Proof. The proof is inspired by the work [39] due to Villani. We first notice that
|v − v∗|γb(cos θ) ≥ K−1|v − v∗|γθ−1−2s ≥ K−1(π/2)−1−2s|v − v∗|γ
≥ K−1(π/2)−1−2s[δγR−(2−γ)((1 + |v − v∗|2)− (1 + |v − v∗|2)1|v−v∗|≥R)
−δγ(1 + δ)γ1|v−v∗|≤δ
]
.
Suppose D1(f)
def
=
∫∫
(f ′∗f
′−f∗f) log f
′
∗f
′
f∗f
(1+|v−v∗|2)dσdv∗dvdx, D2(f) def=
∫∫
(f ′∗f
′−f∗f) log f
′
∗f
′
f∗f
(1+
|v − v∗|2)1|v−v∗|≥Rdσdv∗dvdx and D3(f) def=
∫∫
(f ′∗f
′ − f∗f) log f
′
∗f
′
f∗f
1|v−v∗|≤δdσdv∗dvdx. Then we get
D(f) & D1(f)−D2(f)−D3(f).
Step 1: Estimate of D1(f). Thanks to Theorem 2.1 in [39], one has D1(f) & T∗(f)H(f |Mfρ,u,T ), where
T∗(f) = min
e∈S2,x∈T3
∫
R3
f(v · e)2dv. It is easy to check that
T∗(f) ≥ K0
∫
R3
exp{−K0|v|q0}(v · e)2dv ≥ 2
3
K0
∫ ∞
0
r4 exp{−K0rq0}dr def= CK0 .
Step 2: Estimate of D2(f). From the lower bound condition and the fact(see Lemma 4.3 in [39]),
(X − Z) log XZ ≤ Cmax{1, log XZ , log ZX }((X − Y ) log YZ , (Y − Z) log YZ ), we easily deduce that
(f ′∗f
′ − f∗f) log f
′
∗f
′
f∗f
. (1 + logK0 +A(〈v′〉q0 + 〈v′∗〉q0)(f ′∗f ′ −M ′∗M ′) log
f ′∗f
′
M ′∗M ′
+(1 + logK0 +A(〈v〉q0 + 〈v∗〉q0)(f∗f −M∗M) log f
′
∗f
′
M∗M
.
From this together with the symmetric property, we get
D2(f) . R
−2m−2
∫
|v−v∗|≥R
(〈v〉 + 〈v∗〉)q0+2m+2(f∗f −M∗M) log ff∗
M∗M
dvdv∗dx
. 2R−2m−2
∫
|v−v∗|≥R
(〈v〉+ 〈v∗〉)q0+2m+2(f∗f −M∗M) log f
M
dvdv∗dx.
Due to the decomposition
(f∗f −M∗M) log f
M
= (f −M)∗ log f
M
(f −M) +M∗ log f
M
(f −M)
+(f −M)∗(M log M
f
−M + f) + (f −M)∗(f −M),
the estimate of D2(f) will be split into four terms denoted by Ii(i = 1, 2, 3, 4). We first observe that
I1
def
=
∫
|v−v∗|≥R
(〈v〉+ 〈v∗〉)q0+2m+2(f −M)∗ log f
M
(f −M)dvdv∗dx
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=
∫
|v−v∗|≥R
(〈v〉 + 〈v∗〉)q0+2m+2(f −M)∗[f log f
M
− f +M +M log M
f
−M + f ]dvdv∗dx
. ‖f −M‖L∞x L2q0+2m+4
∫∫
〈v〉q0+2m+2[f log f
M
− f +M +M log M
f
−M + f ]dvdx.
Using the lower bound condition and the inequalityM log Mf −M+f ≤ Cmax{1, log Mf }(f log fM−f+M),
we infer that I1 . ‖f −M‖L2xL2q0+2m+4H(f |M)
1
2 (1 + ‖f‖L∞x L25q0+4m+6)
1
2 .
Let I2
def
=
∫
|v−v∗|≥R(〈v〉+〈v∗〉)q0+2m+2M∗ log
f
M (f−M)dvdv∗dx, I3
def
=
∫
|v−v∗|≥R(〈v〉+〈v∗〉)q0+2m+2(f−
M)∗(M log Mf −M + f)dvdv∗dx and I4
def
=
∫
|v−v∗|≥R(〈v〉+ 〈v∗〉)q0+2m+2(f −M)∗(f −M)dvdv∗dx. Then
by similar argument which is used to handle I1, we may derive that
I2 + I3 + I4 . H(f |M)a(1 + ‖f‖L2xL2(1−a)−1(2q0+2m+2)+q0+2)
1−a
+‖f −M‖L2xL2q0+2m+4H(f |M)
1
2 (1 + ‖f‖L∞x L25q0+4m+6)
1
2 + ‖f −M‖2L2xL2q0+2m+4 ,
which implies that
D2(f) . H(f |M)a(1 + ‖f‖L2xL2a−1(2q0+2m+2)+q0+2)
1−a
+‖f −M‖L2xL2q0+2m+4H(f |M)
1
2 (1 + ‖f‖L∞x L25q0+4m+6)
1
2 + ‖f −M‖2L2xL2q0+2m+4 .
Step 3: Estimate of D3(f). The argument used to the estimate of D2(f) can be applied to give the
upper bound for D3(f). The only difference is that integral domain verifies 〈v〉 ∼ 〈v∗〉 thanks to the
condition |v − v∗| ≤ δ. We are led to
D3(f) . δ
3
2
(‖f −M‖2L2q0 + ‖f −M‖L∞x L22q0H(f |M)).
Combine all the estimates and then we will conclude the result. It ends the proof of the lemma. 
5.2. Dissipation estimates for the hydrodynamical fields. By formal hydrodynamics, we first recall
that ρ, u and T defined in (1.9) verify
∂tρ+ u · ∇xρ+ ρ∇x · u = 0;(5.2)
∂tu+ u · ∇xu+∇xT + T∇xρρ + ∇x·Dρ = 0,(5.3)
∂tT + u · ∇xT + 23T∇x · u+ 23 1ρ(∇xu : D +∇x ·R) = 0,(5.4)
where R(x) = 12
∫
R3
f |v−u|2(v−u)dv andD = (Di,j)3×3 with Dij =
∫
R3
f((v−u)i(v−u)j− 13 |v−u|2δij)dv.
Let MρuT be any smooth local Maxwellian with parameters ρ, u and T which may depend on t and x.
Then we obtain that
∂t(f −MρuT ) + v · ∇x(f −MρuT )
= −MρuT
{[
∂tρ+ u · ∇xρ
ρ
− 3
2
∂tT + u · ∇xT
T
]
+
v − u√
T
·
[√
T
∇xρ
ρ
− 3
2
∇xT√
T
+
∂tu+ u · ∇xu√
T
]
+
∑
1≤i<j≤3
(
v − u√
T
)
i
(
v − u√
T
)
j
[∂xiuj + ∂xjui] +
∑
1≤i≤3
(
v − u√
T
)2
i
[
∂xiui +
1
2
∂tT + u · ∇xT
T
]
+
∣∣∣∣v − u√T
∣∣∣∣2 v − u√T · ∇xT2√T
}
+Q(f, f −MρuT ) +Q(f −MρuT ,MρuT ).
Let us abuse the notations to set Mfρ,u,〈T 〉x
def
= ρe
−
|v−u|2
2〈T 〉x
(2π〈T 〉x)
3
2
and Mfρ,〈u〉x,〈T 〉x
def
= ρe
−
|v−〈u〉x|
2
2〈T 〉x
(2π〈T 〉x)
3
2
where ρ, u
are the hydrodynamical fields associated to f , 〈T 〉x =
∫
T3
Tdx and 〈u〉x =
∫
T3
udx. Then thanks to
(5.2-5.4), we infer that
(i). ∂t(f −Mfρ,u,T ) + v · ∇x(f −Mfρ,u,T )
= −Mfρ,u,TP1
(
v − u√
T
)
+Q(f, f −Mfρ,u,T ) +Q(f −Mfρ,u,T ,Mfρ,u,T ),
(ii). ∂t(f −Mfρ,u,〈T 〉x) + v · ∇x(f −M
f
ρ,u,〈T 〉x)
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= −Mfρ,u,〈T 〉xP2
(
v − u√〈T 〉x
)
+Q(f, f −Mfρ,u,〈T 〉x) +Q(f −M
f
ρ,u,〈T 〉x ,M
f
ρ,u,〈T 〉x),
(iii). ∂t(f −Mfρ,〈u〉x,〈T 〉x) + v · ∇x(f −M
f
ρ,〈u〉x,〈T 〉x)
= −Mfρ,〈u〉x,〈T 〉xP3
(
v − 〈u〉x√〈T 〉x
)
+Q(f, f −Mfρ,〈u〉x,〈T 〉x) +Q(f −M
f
ρ,〈u〉x,〈T 〉x ,M
f
ρ,〈u〉x,〈T 〉x),
where
P1
(
v − u√
T
)
def
=
[∇xu : D
ρT
+
∇x ·R
ρT
]
+
v − u√
T
·
[
− 5
2
∇xT√
T
− ∇x ·D
ρ
√
T
]
+
∑
1≤i<j≤3
(
v − u√
T
)
i
(
v − u√
T
)
j
×[∂xiuj + ∂xjui] +
∑
1≤i≤3
(
v − u√
T
)2
i
[
∂xiui −
1
3
∇x · u− ∇xu : D
3ρT
− ∇x · R
3ρT
]
+
∣∣∣∣v − u√T
∣∣∣∣2 v − u√T · ∇xT2√T ,
P2
(
v − u√〈T 〉x
)
def
=
(
−∇x · u+ 3
2
〈− 13T∇x · u+ 23 1ρ (∇xu : D +∇x ·R)〉x
〈T 〉x
)
+
v − u√〈T 〉x ·
[√
〈T 〉x∇xρ
ρ
− ∇xT√〈T 〉x
−T∇xρ+∇x ·D
ρ
√〈T 〉x
]
+
∑
1≤i<j≤3
(v − u)i√〈T 〉x (v − u)j√〈T 〉x [∂xiuj + ∂xjui] +
∑
1≤i≤3
(
(v − u)i√〈T 〉x
)2
×
(
∂xiui −
1
2
〈− 13T∇x · u+ 23 1ρ (∇xu : D +∇x ·R)〉x
〈T 〉x
)
,
P3
(
v − 〈u〉x√〈T 〉x
)
def
=
(
−∇x · u+ 3
2
〈− 13T∇x · u+ 23 1ρ (∇xu : D +∇x ·R)〉x
〈T 〉x
)
+
v − 〈u〉x√〈T 〉x ·
[√
〈T 〉x∇xρ
ρ
−〈u · ∇xu+∇xT +
1
ρ(T∇xρ+∇x ·D)〉x√〈T 〉x
]
+
∑
1≤i≤3
(
(v − u)i√〈T 〉x
)2(
− 1
2
〈− 13T∇x · u+ 23 1ρ (∇xu : D +∇x ·R)〉x
〈T 〉x
)
.
Here we use the notation: A : B
def
=
3∑
i,j=1
aijbij if A = (aij)3×3 and B = (bij)3×3.
Before showing the dissipation estimates for the hydrodynamical fileds, we first give the estimates on
the hydrodynamical fields ρ, u, T and D,R in (5.2-5.4).
Proposition 5.1. Suppose that the solution f to the equation (1.1) verifies (1.26). Then we have
(i). T ≥ c(c1, c2) > 0; ‖ρ− 1‖
H
3
2
+δ1
+ ‖u‖
H
3
2
+δ1
+ ‖T − 1‖
H
3
2
+δ1
≤ C(c1, c2);
(ii). ‖D‖
H
3
2
+δ1
≤ C(c1, c2); ‖D‖L2 ≤ C(c1, c2)‖f −Mfρ,u,T ‖L2xL24 ;
(iii). ‖R‖
H
3
2
+δ1
≤ C(c1, c2); ‖R‖L2 ≤ C(c1, c2)‖f −Mfρ,u,T ‖L2xL25 ;
(iv). ‖(∇xa)∇|Dx|−2(b − 〈b〉x))‖L2 + ‖a∇2|Dx|−2(b− 〈b〉x)‖L2 ≤ C‖a‖H 32+δ1 ‖b− 〈b〉x‖L2 ;
(v). ‖|Dx|−1(a∇b − 〈a∇b〉x)‖L2 ≤ C(‖a‖H 32 +δ1‖b‖L2 + ‖a‖L2‖b‖H 32+δ1 );
(vi). |MρuTP(v − u√
T
)|H2s4 ≤ C(c1, c2);
(vii). |(Q(f, f −MρuT ),MρuTP(v − u√
T
)F (ρ, u, T )
)|+ |(Q(f −MρuT ,MρuT ),MρuTP(v − u√
T
)F (ρ, u, T )
)|
≤ C(c1, c2)‖f −MρuT ‖L2γ+4‖F (ρ, u, T )‖L2,
where a, b are functions depending on x variable, P is a polynomial function and F (ρ, u, T ) is a function
depending only on ρ, u, T .
Proof. Let us give the proofs to the results term by term. We first remark that the inequalities in (i) are
easily obtained by the definitions of the hydrodynamical fields and the assumption (1.26).
(1). For the results in (ii) and (iii), we first observe that ‖D‖
H
3
2
+δ1
. ‖f‖
H
3
2
+δ1
x L24
(1 + ‖u‖
H
3
2
+δ1
)2.
Notice that D =
∫
R3
(f −Mfρ,u,T )((v−u)⊗ (v−u)− 13 |v−u|2I3)dv. We have ‖D‖L2 . ‖f−Mfρ,u,T‖L24(1+
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‖u‖L∞)2, which implies the results in (ii). Since R enjoys the similar structure as that forD, the estimates
in (iii) are easily followed.
(2). It is easy to see that (iv) is obtained by the fact that ‖ab‖L2 ≤ ‖a‖Hj‖b‖Hk where j + k = 32 + δ1
with j, k ≥ 0. We remark that this fact can be derived by Lemma 2.6. As for (v), we may copy the proof
of Lemma 2.6 to show that
|
∑
m∈Z3,m 6=0
∑
p∈Z3
|m|−1Ap(|m− p|Bm−p)Cm| .
( ∑
p∈Z3
|p|2( 32+δ1)A2p
) 1
2
( ∑
p∈Z3
B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2
+
( ∑
p∈Z3
A2p
) 1
2
( ∑
p∈Z3
|p|2( 32+δ1)B2p
) 1
2
( ∑
p∈Z3
C2p
) 1
2 ,
which is enough to yield the desired result in (v).
(3). Observe that 〈v〉4 = (|v|2 + 1)2 = (|v − u + u|2 + 1)2 = a(v − u) + b(v − u)c(u) + d(u), where
a, b, c, d are polynomial functions. Then we have
|MρuTP(v − u√
T
)|2H2s4 =
∫
R3
|〈Dv〉2s〈v〉4MρuTP(v − u√
T
)|2dv =
∫
R3
|〈Dv〉2s(a(v − u) + b(v − u)c(u)
+d(u))MρuTP(
v − u√
T
)|2dv . ρ2
∫
R3
|〈ξ/
√
T 〉2se−iuξ/
√
TFξ(M(a(
√
T ·) + b(
√
T ·)c(u) + d(u))P)(ξ)|2dξ
≤ C(‖ρ‖L∞ , ‖u‖L∞, ‖T ‖L∞),
which implies (vi). Next we recall that |〈Q(g, h), f〉v| . |g|L2γ+4|h|L2 |f |H2sγ+2s . From this together with
the result in (vi), we derive the desired result in (vii).
We complete the proof of the proposition. 
Now we are in a position to prove
Lemma 5.2. Suppose that the solution f to the equation (1.1) verifies (1.26). Then there exist constants
C = C(c1, c2) and ri(i = 1, 2, 3) such that
(i).
d
dt
(
f −Mfρ,u,T ,Mfρ,u,T
(2πT )
3
2
ρ2
(
− 5 +
∣∣∣∣v − u√T
∣∣∣∣2)(v − u) · ∇x|Dx|−2(T − 〈T 〉x))+ r1‖T − 〈T 〉x‖2L2
≤ C‖f −Mfρ,u,T‖L2γ+4(‖u− 〈u〉x‖L2 + ‖T − 〈T 〉x‖L2 + ‖ρ− 1‖L2 + ‖f −M
f
ρ,u,T ‖L2xL25);
(ii).
d
dt
∑
1≤m<n≤3
(
f −Mfρ,u,〈T 〉x ,M
f
ρ,u,〈T 〉x
(2π)
3
2
ρ2
(v − u)m√〈T 〉x (v − u)n√〈T 〉x |Dx|−2[∂xm(un − 〈un〉x) + ∂xn(um
−〈um〉x)]
)
+
d
dt
(
f −Mfρ,u,〈T 〉x ,M
f
ρ,u,〈T 〉x
(2π)
3
2
ρ2
∑
1≤i≤3
(−1 + (v − u)
2
i
〈T 〉x )|Dx|
−2∂xi(ui − 〈ui〉x)
)
+r2‖u− 〈u〉x‖2L2 ≤ C‖f −Mfρ,u,〈T 〉x‖L2xL2γ+4(‖u− 〈u〉x‖L2 + ‖T − 〈T 〉x‖L2 + ‖ρ− 1‖L2 + ‖f −M
f
ρ,u,T ‖L2xL25);
(iii).
d
dt
3∑
j=1
(
f −Mfρ,〈u〉x,〈T 〉x ,M
f
ρ,〈u〉x,〈T 〉x(vj − 〈uj〉x)∂xj |Dx|−2(ρ− 1)
)
+ r3‖ρ− 1‖2L2
≤ C‖f −Mfρ,〈u〉x,〈T 〉x‖L2xL2γ+4(‖u− 〈u〉x‖L2 + ‖T − 〈T 〉x‖L2 + ‖ρ− 1‖L2).
Proof. Since the proofs of (i), (ii) and (iii) are very similar, we only give the detailed proof to (i). Denote
P(
v − u√
T
)F (ρ, u, T )
def
=
(2πT )
3
2
ρ2
(
− 5 +
∣∣∣∣v − u√T
∣∣∣∣2)(v − u) · ∇x|Dx|−2(T − 〈T 〉x).
It is easy to check that
d
dt
(
f −Mfρ,u,T ,Mfρ,u,TP(
v − u√
T
)F (ρ, u, T )
)
=
(
−Mfρ,u,TP1(
v − u√
T
),Mfρ,u,TP(
v − u√
T
)F (ρ, u, T )
)
+
(
Q(f, f −Mfρ,u,T ) +Q(f −Mfρ,u,T ,Mfρ,u,T ),Mfρ,u,TP(
v − u√
T
)F (ρ, u, T )
)
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+
(
f −Mfρ,u,T ,Mfρ,u,T v · ∇x
(
P(
v − u√
T
)F (ρ, u, T )
))
+
(
f −Mfρ,u,T ,Mfρ,u,TP1(
v − u√
T
)P(
v − u√
T
)F (ρ, u, T )
)
+
(
f −Mfρ,u,T ,Mfρ,u,T∂tP(
v − u√
T
)F (ρ, u, T ) +P(
v − u√
T
)∂tF (ρ, u, T )
)
de´f
=
5∑
i=1
Ii.
We will give the estimates to Ii(i = 1, 2, 3, 4, 5) term by term. By Proposition 5.1, changing of variables
and using the condition that if 1 ≤ i, j, k ≤ 3, ∫
R3
wie
−|w|2dw =
∫
R3
wiwjwke
−|w|2dw = 0, we have(
Mfρ,u,TP1(
v − u√
T
),Mfρ,u,TP(
v − u√
T
)F (ρ, u, T )
)
=
1
2
∫
T3
∫
R3
e−|w|
2
(−5 + |w|2)2(w · ∇xT )(w · ∇x|Dx|−2(T − 〈T 〉x))dwdx
−
∫
T3
∫
R3
ρ−1e−|w|
2
(−5 + |w|2)(w · (∇x ·D))(w · ∇x|Dx|−2(T − 〈T 〉x))dwdx
≥
3∑
j=1
(
1
2
∫
R3
e−|w|
2|wj |2(−5 + |w|2)2dw)‖∂xj |Dx|−1(T − 〈T 〉x)‖2L2 − C‖D‖L2‖T − 〈T 〉x‖L2
≥ r1‖T − 〈T 〉x‖2L2 − C‖f −Mfρ,u,T ‖2L2xL24 ,
which implies that I1 ≤ −r1‖T − 〈T 〉x‖2L2 + C‖f −Mfρ,u,T ‖2L2xL24 .
For I2, by virtue of (vii) of Proposition 5.1, it is not difficult to check that
|I2| ≤ C‖f −Mfρ,u,T ‖L2xL2γ+4‖T − 〈T 〉x‖L2.
For I3 and I4, we first observe that the typical terms in the expression of ∇x
(
P(v−u√
T
)F (ρ, u, T )
)
and
P1(
v−u√
T
)P(v−u√
T
)F (ρ, u, T ) are P1(
v−u√
T
)P2(ρ, u, T,D)∇a∇x|Dx|−2(T − 〈T 〉x) and P3(v−u√T )P4(ρ, u, T )
∇2x|Dx|−2(T − 〈T 〉x), where Pi(i = 1, 2, 3, 4) are polynomial functions and a = ρ, u, T,D,R. By (ii− iv)
of Proposition 5.1, we arrive at
|I3|+ |I4| ≤ C‖f −Mfρ,u,T ‖L2xL22‖T − 〈T 〉x‖L2 .
For I5, the difficult term lies in the case that the time derivative acts on ∂xj |Dx|−2(T − 〈T 〉x). The
other terms can be handled similarly as those for I3 and I4. By (5.4), we derive that
∂xj |Dx|−2∂t(T − 〈T 〉x) = −∂xj |Dx|−2
(
2
3
div(uT − 〈u〉x〈T 〉x) + 1
3
[
(u− 〈u〉x) · ∇x(T − 〈T 〉x)− 〈u · ∇xT 〉x
]
+
1
3
〈u〉x · ∇x(T − 〈T 〉x) + 2
3
[
(
1
ρ
− 1)(∇x(u− 〈u〉x) : D +∇x · R)− 〈(1
ρ
− 1)(∇xu : D +∇x ·R〉x
]
+
2
3
[
(∇x(u− 〈u〉x) : D +∇x ·R)
]− 〈(∇xu : D +∇x · R〉x).
Thanks to (v) of Proposition 5.1, we obtain that
‖∂xj |Dx|−2∂t(T − 〈T 〉x)‖L2 ≤ C(‖u− 〈u〉x‖L2 + ‖T − 〈T 〉x‖L2 + ‖ρ− 1‖L2 + ‖f −Mfρ,u,T ‖L2xL25),
which implies that
|I5| ≤ C‖f −Mfρ,u,T ‖L2xL22(‖u− 〈u〉x‖L2 + ‖T − 〈T 〉x‖L2 + ‖ρ− 1‖L2 + ‖f −M
f
ρ,u,T ‖L2xL25).
Now putting together all the estimates will yield the result in (i). We may repeat the similar argument
to derive (ii) and (iii). We only emphasize that to get (ii) we will use Korn inequality, that is,
‖∇sym|Dx|−1(u− 〈u〉x)‖L2 & ‖∇x|Dx|−1(u− 〈u〉x)‖L2 ∼ ‖u− 〈u〉x‖L2,
where ∇symu = 12 (∇u+ (∇u)T ). We complete the proof of the lemma. 
As a consequence, we get the full dissipation estimates for the hydrodynamical fields. That is,
Theorem 5.1. Suppose that the solution f to the equation (1.1)verifies (1.26). Then there exist a
function Mh(t) and a constant C = C(c1, c2) verifying that |Mh(t)| . ‖(f −M)(t)‖2L2xL24 and
d
dt
Mh(t) + ‖T − 1‖2L2 + ‖u‖2L2 + ‖ρ− 1‖2L2 ≤ Cη−3H(f |Mfρ,u,T ) + Cη(‖f −M‖2H1xL210 + ‖f −M‖
2
L2xH
1
10
).
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Proof. Thanks to Lemma 5.2, the results can be written as
d
dt
A1(t) +
r1
2
‖T − 〈T 〉x‖2L2 ≤ Cη−2‖f −Mfρ,u,T ‖2L2xL2γ+5 + η
2(‖u− 〈u〉x‖2L2 + ‖ρ− 1‖2L2);
d
dt
A2(t) +
r2
2
‖u− 〈u〉x‖2L2 ≤ Cη−1(‖f −Mfρ,u,T ‖2L2xL2γ+5 + ‖T − 〈T 〉x‖
2
L2) + η‖ρ− 1‖2L2 ;
d
dt
A3(t) +
r3
2
‖ρ− 1‖2L2 ≤ C(‖f −Mfρ,u,T ‖2L2xL2γ+5 + ‖T − 〈T 〉x‖
2
L2 + ‖u− 〈u〉x‖2L2),
where we use the inequalities ‖f −Mfρ,u,〈T 〉x‖L2xL2γ+5 ≤ ‖f −M
f
ρ,u,T ‖L2xL2γ+5 + C‖T − 〈T 〉x‖L2 and ‖f −
Mfρ,〈u〉x,〈T 〉x‖L2xL2γ+5 ≤ ‖f −M
f
ρ,u,T ‖L2xL2γ+5 + C(‖T − 〈T 〉x‖L2 + ‖u− 〈u〉x‖L2).
Let A(t) = A1(t) +
r1
4 C
−1ηA2(t) + η
3
2A3(t) with η sufficiently small. Then we have
d
dt
A(t) + η
3
2
r3
4
(‖T − 〈T 〉x‖2L2 + ‖u− 〈u〉x‖2L2 + ‖ρ− 1‖2L2) ≤ Cη−2‖f −Mfρ,u,T ‖2L2xL2γ+5 .
Thanks to (5.1), we derive that |〈u〉x| = |
∫
T3
(ρ− 1)udx| and | − 〈T 〉x + 1| = |
∫
T 3
((ρ− 1)T + 13ρ|u|2)dx|,
which yield ‖T − 〈T 〉x‖2L2 + ‖u− 〈u〉x‖2L2 + ‖ρ− 1‖2L2 ≥ C(‖T − 1‖2L2 + ‖u‖2L2 + ‖ρ− 1‖2L2).
Then the theorem is followed by settingMh(t) = 4η
− 32 (Cr3)−1A(t) and the inequality ‖f−Mfρ,u,T‖2L2xL2γ+5
≤ ‖f −Mfρ,u,T ‖
1
2
L1‖(f −Mfρ,u,T )W10‖
3
2
L3 . η
−3
1 H(f |Mfρ,u,T ) + η1(‖f −M‖2H1xL210 + ‖f −M‖
2
L2xH
1
10
). 
5.3. Refined energy estimates for the equation. Under the assumption (1.26), we will refine the
energy estimates for the equation
∂th+ v · ∇xh = Q(f, h) +Q(h, g),(5.5)
where h = f − g. Suppose that P1, 12+2δ1e and PN,κe are function spaces associated to WI(N, κ, ̺, δ1)
where WI(N, κ, ̺, δ1) = {W1. 12+δ1 ,W1. 12+2δ1} ∪ {Wm,n}(m,n)∈Ix(N,κ) with N + κ ≥
5
2 + δ1 and W0,−1 =
Wl1 ,W0,0 =Wl2 . In what follows, we will assume that
8CE(‖g(t)‖
H
3
2
+δ1
x H
η1
γ+4
+ c2) ≤ l1+s1 A1(c1, c2), ‖g(t)‖
H
3
2
+δ1
x L2γ+4
≤ C1,
sup
t≥0
(‖Wl1WNs+3g(t)‖
H
3
2
+δ1
x H2s+η
+
∑
(m,n)∈Ix(1, 12+δ1)
‖Wm,nW 3
2γ+2s+4
g(t)‖Hm+n̺x Hs
+
2∑
i=1
‖W1, 12+iδ1W 32γ+2s+4g‖
2
H
3
2
+iδ1
x Hs
) ≤ C(l1, g).(5.6)
5.3.1. Estimates of the propagation and production of L1 and L2 moments. We want to prove:
Lemma 5.3. Suppose that (1.26) and (5.6) hold for f and g respectively and h is a unique and smooth
solution to (5.5). If δ = δ(c1, c2, C1) is sufficiently small, then there exists a constant c0,0 = C(δ, A2, A3)
such that
4A−11 A4δ
−12(1+s)‖h(t)‖2L1
l1
+ ‖h(t)‖2L2
l2
+ ls1A4δ
−12(1+s)
∫ t
0
‖h‖L1l1‖h‖L1l1+γdτ
+A2
∫ t
0
‖Wl2+γ/2h‖2L2xHsdτ +
1
2
A3δ
−2s
∫ t
0
‖h‖2L2
l2+γ/2
dτ + c0,0
∫ t
0
‖W0,1Wγ/2+d2h‖2H̺xL2dτ
≤ δ−12(1+s)4A−11 A4‖h0‖2L1l1 + ‖h0‖
2
L2l2
+ c0,0‖W0,1Wγ/2+d1+d2h0‖2L2 + C(l1, g)
∫ t
0
(‖h‖2L1 + ‖h‖2
H
3
2
+δ1
x L2γ+4
)dτ.
Moreover, the moment production estimates hold for γ > 0, i.e. for any l1(= 2l2) > Ns+2 and t ≥ t0 > 0,
‖h(t)‖L1l1 + ‖h(t)‖
2
L2
l1/2
.
( 8C(l1, c2)
C(c1, c2)(1− e−C(l1,c2)tγ/l1)
)l1/γ
;∫ t+1
t
‖Wl2+γ/2h‖2L2xHsdτ +
∫ t+1
t
‖W0,1Wγ/2+d2h‖2H̺xL2dτ ≤ C(t0).
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Proof. The proof will be concluded by L1 and L2 moments estimates.
L1-moment estimates. By Lemma 3.3 and the facts∫
T3
|f |L1l1+γ−2 |h|L1γ+2dx . ‖h‖L∞x L1γ+2‖h‖L1l1+γ−2 + ‖h‖L1γ+2‖g‖L∞x L1l1+γ−2 . C(l1, g)‖h‖L1l1+γ−2 ,∫
T3
|f |L1l1+γ |h|L1γdx . C(l1, g)‖h‖L1γ + (C1 + c2)‖h‖L1l1+γ ,
we infer that
‖h(t)‖L1
l1
+
∫ t
0
(
ls1A1(c1, c2)− η2−2s‖〈D〉2s+η1g‖
H
3
2
+δ1
x L22
− 2l−11 CE‖〈D〉η1g‖
H
3
2
+δ1
x L2γ+2
− 2l−11 CE
×(C1 + c2)
)
‖h‖L1l1+γdτ ≤ ‖h0‖L1l1 + C(l1, g)
[∫ t
0
‖h‖L1l1+γ−2dτ
]
+ η−2sC(c2)
∫ t
0
‖h‖L1Ns+2dτ.
Thanks to (5.6) and interpolation inequality, we deduce that
‖h(t)‖L1l1 +
1
2
ls1A1(c1, c2)
∫ t
0
‖h‖L1l1+γdτ ≤ ‖h0‖L1l1 + C(l1, g)
∫ t
0
‖h‖L1dτ,
which implies that
d
dt
‖h‖L1l1 +
1
8
ls1A1(c1, c2)‖h‖1+γ/l1L1l1 ≤ C(l1, g)‖h‖L1l1 .(5.7)
On the other hand, slight modification of the proof in the above will yield that
‖h(t)‖2L1l1 +
1
2
ls1A1(c1, c2)
∫ t
0
‖h‖L1l1+γ‖h‖L1l1dτ ≤ ‖h0‖
2
L1l1
+ C(l1, g)
∫ t
0
‖h‖2L1dτ.(5.8)
L2-moment estimates. By modifying Proposition 3.2 and using the assumptions (1.26) and (5.6), we
will get
‖h(t)‖2L2l2 +A2(c1, c2)
∫ t
0
‖Wl2+γ/2h‖2L2xHs + (A3(c1, c2)δ
−2s − 3CE(C1 + c2))
∫ t
0
‖h‖2L2
l2+γ/2
dτ
≤ ‖h0‖2L2l2 +A4(c1, c2)δ
−12(1+s)
∫ t
0
‖h‖2L12l2dτ + C(l1, g)
∫ t
0
‖h‖2L∞x L1γ+2dτ,(5.9)
d
dt
‖h(t)‖2L2
l2
+A2(c1, c2)‖Wl2+γ/2h‖2L2xHs + (A3(c1, c2)δ
−2s − 3CE(C1 + c2))‖h‖2L2
l2+γ/2
≤ C(c1, c2)δ−6(1+s)‖h‖L12l2 + C(l1, g)‖h‖
2
L2γ+4
.(5.10)
Now we are in a position to prove the lemma. If we choose that 12A3(c1, c2)δ
−2s > 3CE(C1+ c2), then
by (5.8) and (5.9) we deduce that
4A−11 A4δ
−12(1+s)‖h(t)‖2L1
l1
+ ‖h(t)‖2L2
l2
+ ls1A4δ
−12(1+s)
∫ t
0
‖h‖L1l1‖h‖L1l1+γdτ
+A2
∫ t
0
‖Wl2+γ/2h‖2L2xHsdτ +
1
2
A3δ
−2s
∫ t
0
‖h‖2L2
l2+γ/2
dτ
≤ 4A−11 A4δ−12(1+s)‖h0‖2L1l1 + ‖h0‖
2
L2l2
+ C(l1, g)
( ∫ t
0
‖h‖2L1dτ +
∫ t
0
‖h‖2
H
3
2
+δ1
x L2γ+4
dτ
)
.
Recalling Proposition 3.3, we derive that∫ t
0
‖W0,1Wγ/2+d2h‖2H̺xL2dτ ≤ ‖W0,1Wγ/2+d1+d2h0‖2L2 + C
∫ t
0
‖W0,1Wγ/2+d1+d2h‖2L2xHsdτ
+C(c2)
∫ t
0
‖W0,1W 3
2γ+2s+d1+d2
h‖2L2 + C(l0,1)
∫ t
0
‖h‖2L2γ+4dτ.(5.11)
We conclude the desired result by combining the last two estimates.
Next we will prove the moment production estimates. In fact, by (5.7) and (5.10), we have
d
dt
(
2C(c1, c2)‖h‖L1l1 + ‖h‖
2
L2l2
)
+
1
8
ls1A1(c1, c2)‖h‖L1l1+γ +
1
4
A3(c1, c2)δ
−2s‖h‖2L2
l2+γ/2
≤ C(C, c1, c2)
(‖h‖L1l1 + ‖h‖2L2l2),
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which together with interpolation inequality will give
d
dt
(
2C(c1, c2)‖h‖L1l1 + ‖h‖
2
L2l2
)
+
1
8
ls1A1(c1, c2)‖h‖1+γ/l1L1l1 +
1
4
A3(c1, c2)δ
−2s‖h‖2(1+γ/(2l2))
L2l2
≤ C(C, c1, c2)
(‖h‖L1l1 + ‖h‖2L2l2).
It implies that for any l1(= 2l2) > Ns+2, ‖h‖L1l1 + ‖h‖
2
L2
l1/2
.
( 8C(C,c1,c2)
C(c1,c2)(1−e−C(C,c1 ,c2)tγ/l1 )
)l1/γ
. From this
together with (5.10) and (5.11), we get the desired results. 
5.3.2. Refined energy inequality. We want to prove
Lemma 5.4. Suppose that (1.26) and (5.6) hold for f and g respectively and h is a unique and smooth
solution to (5.5). Let X(t) = X1,
1
2+2δ1,q1(h(t)) or X(t) = P
1, 12+2δ1
e (h(t)). Then one has for any t2 > t1 ≥
0, there exist constants bi = bi(c1, c2, C1)(i = 1, 2) such that
X(t2) +
b1
2
∫ t2
t1
(
X(τ) + ‖W1,Nρ,2+1Wγ/2+d2h‖2H1+(Nρ,2+1)̺x L2
)
dτ ≤ b2X(t1) + C(C, c1, c2)
∫ t2
t1
‖h‖2L1dτ,
and for all t ≥ 0, e b14 tX(t) + b14
∫ t
0 e
b1
4 τX(τ)dτ ≤ b2X(0) + C(C, c1, c2)
∫ t
0 e
b1
4 τ‖h‖2L1dτ. As a result, we
have X(t) ≤ b2e−
b1
4 tX(0) + C(C, c1, c2)
∫ t
0 e
− b14 (t−τ)‖h‖2L1dτ.
Proof. We separate the proof into three steps to get the desired results. We remark that the condition
(5.6) will be used in each step.
Step 1: Propagation of regularity for v variable. Thanks to Proposition 3.4 and the interpolation
inequalities used in Step 1.3 in the proof of Theorem 4.1, we get that
V q(h(t)) + C1(c1, c2)
∫ t
0
‖Wγ/2h‖2L2xHq1+s
≤ V q(h0) + C(c1, c2, η−1)
∫ t
0
‖h‖2
H
3
2
+δ1
x L
2
γ+4
dτ + η
∫ t
0
‖h‖2H1xHsdτ + C
∫ t
0
‖h‖2L2l2dτ.
Step2: Propagation of regularity for x variable. Thanks to Proposition 3.6, Proposition 3.8 and Propo-
sition 3.9, we get
‖Wm,nh(t)‖2Hm+n̺x L2 + ‖W1, 12+δ1h(t)‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h(t)‖2
H
3
2
+2δ1
x L2
+ coA5(c1, c2)
×
∫ t
0
(
‖Wγ/2Wm,nh‖2Hm+n̺x Hs + ‖Wγ/2W1, 12+δ1h‖
2
H
3
2
+δ1
x Hs
+ ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x Hs
)
dτ
≤ ‖Wm,nh0‖2Hm+n̺x L2 + ‖W1, 12+δ1h0‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h0‖2
H
3
2
+2δ1
x L2
+ C(c2,C)
×
∫ t
0
(
‖Wγ/2Wm,nh‖2Hm+n̺x L2 + ‖Wγ/2W1, 12+δ1h‖
2
H
3
2
+δ1
x L2
+ ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
+‖Wm,nWγ/2+2sh‖2Hm+n̺−δ1x Hs + ‖W1, 12+δ1Wγ/2+2sh‖
2
H
3
2
x Hs
+ ‖Wγ+4Wγ/2+2sh‖2
H
3
2
+δ1
x Hs
)
dτ.
With the help of Proposition 4.3 and Proposition 4.4, we conclude that∑
0<n≤Nρ,1
‖W0,nh(t)‖2Hnρx L2 +
∑
0<n≤Nρ,2
‖W1,nh(t)‖2H1+nρx L2 + ‖W1, 12+δ1h(t)‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h(t)‖2
H
3
2
+2δ1
x L2
+coA5(c1, c2)
∫ t
0
( ∑
0<n≤Nρ,1
‖Wγ/2W0,nh‖2Hnρx L2 +
∑
0<n≤Nρ,2
‖Wγ/2W1,nh‖2H1+nρx L2
+‖Wγ/2W1, 12+δ1h‖
2
H
3
2
+δ1
x L2
+ ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
)
dτ
≤
∑
0<n≤Nρ,1
‖W0,nh0‖2Hnρx L2 +
∑
0<n≤Nρ,2
‖W1,nh0‖2H1+nρx L2 + ‖W1, 12+δ1h0‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h0‖2
H
3
2
+2δ1
x L2
+C(c2,C, η
−1)
(∫ t
0
‖h‖2
H
3
2
+2δ1
x L2
dτ +
∫ t
0
‖h‖2L2xHsdτ
)
+ ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
+η
( ∑
m=0,0<n≤Nρ,1
+
∑
m=1,0<n≤Nρ,2
)∫ t
0
(‖Wm,nWγ/2+d2h‖2Hm+nρx L2 + ‖W1, 12+δ1Wγ/2+d2h‖2H 32+δ1x L2)dτ.
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Step3: Gain of regularity for x variable. Thanks to Proposition 3.7, we get∫ t
0
‖Wm,n+1Wγ/2+d2h‖2Hm+(n+1)̺x L2dτ ≤ C(η
−1)‖Wm,n+1Wγ/2+d1+d2h0‖2Hm+n̺x L2
+η2s
∫ t
0
‖Wm,n+1Wγ/2+d1+d2h‖2Hm+n̺x Hsdτ + C(η
−1)
∫ t
0
(
‖Wm,n+1W 3
2γ+2s+d1+d2
h‖2
Hm+n̺x L2
+‖Wm,n+1W 3
2 γ+2s+d1+d2
h‖2
H
m+nρ−δ1
x Hs
+ ‖h‖2
H
3
2
+δ1
x L2γ+4
)
dτ.
Due to (W-4) of Definition 1.5: Wm,n+1W 3
2γ+2s+d1+d2
Wd3 ≤ Wm,n, the interpolation inequality and
Proposition 4.4, we derive that∫ t
0
‖Wm,n+1Wγ/2+d2h‖2Hm+(n+1)̺x L2dτ ≤ C(η
−1)
[‖Wm,n+1Wγ/2+d1+d2h0‖2Hm+n̺x L2 + C(η−1)
∫ t
0
(‖h‖2L2xHs
+‖h‖2
H
3
2
+2δ1
x L2γ+4
)dτ
]
+ η
∫ t
0
‖Wm,nh‖2Hm+nρx L2dτ + η
2s
1∑
i=0
∫ t
0
‖Wm,n−iWγ/2h‖2Hm+(n−i)̺x Hsdτ.
Combining the estimates in Step 2 and Step 3, we are led to∑
0<n≤Nρ,1
‖W0,nh(t)‖2Hnρx L2 +
∑
0<n≤Nρ,2
‖W1,nh(t)‖2H1+nρx L2 + ‖W1, 12+δ1h(t)‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h(t)‖2
H
3
2
+2δ1
x L2
+
1
2
coA5(c1, c2)
∫ t
0
( ∑
0<n≤Nρ,1
(‖Wγ/2W0,nh‖2Hnρx L2 + ‖W0,n+1Wγ/2+d2h‖2H(n+1)̺x L2)+ ‖Wγ/2Wγ+4h‖2H 32+2δ1x L2
+
∑
0<n≤Nρ,2
(‖Wγ/2W1,nh‖2H1+nρx L2 + ‖W1,n+1Wγ/2+d2h‖2H1+(n+1)̺x L2)+ ‖Wγ/2W1, 12+δ1h‖2H 32+δ1x L2
)
dτ
≤ C
( ∑
0<n≤Nρ,1
‖W0,nh0‖2Hnρx L2 +
∑
0<n≤Nρ,2
‖W1,nh0‖2H1+nρx L2
)
+ ‖W1, 12+δ1h0‖
2
H
3
2
+δ1
x L2
+ ‖Wγ+4h0‖2
H
3
2
+2δ1
x L2
+C(C, c2)
(∫ t
0
‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
dτ +
∫ t
0
‖h‖2L2xHsdτ
)
+ η
∫ t
0
‖W0,1Wγ/2+d2h‖2HρxL2dτ.
From this together with Lemma 5.3 and the estimate in Step 1, we finally conclude that there exists
constants bi such that
X(t) + b1
∫ t
0
X(τ)dτ +
∫ t
0
(‖W1,Nρ,2+1Wγ/2+d2h‖2H1+(Nρ,2+1)̺x L2 + ‖Wl2+γ/2h‖
2
L2xH
s)dτ
≤ b2X(0) + C(C, c1, c2)
∫ t
0
‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
dτ + C(C, c1, c2)
∫ t
0
‖h‖2L1dτ.
Thanks to (P-2) of Definition 1.5, we have 1 + (Nρ,2 + 1)ρ >
3
2 + 2δ1. By interpolation inequalities
that ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
≤ η‖Wγ/2Wγ+4h‖2
H
1+(Nρ,2+1)̺
x L2
+ Cη‖Wγ/2Wγ+4h‖2L2 , ‖Wγ/2Wγ+4h‖2L2 ≤
Cη‖h‖2L2 + η‖W3γ+8h‖2L2 , ‖h‖2L2 ≤ η‖h‖2L2xHs + Cη
∫
T3
|h|2L1dx, and
∫
T3
|h|2L1dx ≤ Cη‖h‖2L1 + η‖h‖2L∞x L22 ,
we derive that ‖Wγ/2Wγ+4h‖2
H
3
2
+2δ1
x L2
≤ η(X+‖W1,Nρ,2+1Wγ/2+d2h‖2
H
1+(Nρ,2+1)̺
x L2
+‖Wl2+γ/2h‖2L2xHs)+
Cη‖h‖2L1, which implies that
X(t) +
b1
2
∫ t
0
(
X(τ) + ‖W1,Nρ,2+1Wγ/2+d2h‖2H1+(Nρ,2+1)̺x L2
)
dτ ≤ b2X(0) + C(C, c1, c2)
∫ t
0
‖h‖2L1dτ.
By slightly modification, for any t2 > t1 ≥ 0, we can get that
X(t2) +
b1
2
∫ t2
t1
(
X(τ) + ‖W1,Nρ,2+1Wγ/2+d2h‖2H1+(Nρ,2+1)̺x L2
)
dτ ≤ b2X(t1) + C(C, c1, c2)
∫ t2
t1
‖h‖2L1dτ.
If all the estimates are performed for ectX(t) with c < b1/8, then we have
e
b1
4 tX(t) +
b1
4
∫ t
0
e
b1
4 τX(τ)dτ ≤ b2X(0) + C(C, c1, c2)
∫ t
0
e
b1
4 τ‖h‖2L1dτ.
As a corollary, we have X(t) ≤ b2e−
b1
4 tX(0) + C(C, c1, c2)
∫ t
0
e−
b1
4 (t−τ)‖h‖2L1dτ. We complete the proof
of the lemma. 
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5.3.3. Propagation of the regularity. We will use inductive method to prove the global-in-time estimates
for the solution h to (5.5). We will show
Lemma 5.5. Suppose that (1.26) and (5.6) hold for f and g respectively and h is a unique and smooth
solution to (5.5).
(1)(γ > 0). For t ≥ t0 > 0 and m, q, l ∈ R+, ‖h(t)‖Hmx Hql ≤ C(t0,m, q, l, c1, c2).
(2)(γ = 0). If 522
Nq,s,1 ≤ l2, q ≤ N + κ and PN,κe (h0) + V q(h0) <∞, then for t ≥ 0,
P
N,κ
e (h(t)) + V
q(h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h) + V
q+s(Wγ/2h))dτ ≤ C(c1, c2,PN,κe (h0), V q(h0)).
Moreover, if t ≥ (N − 1)(N̺,1 + 1) +N̺,κ + [q/s] + 3, it holds
P
N,κ
e (h(t)) + V
q(h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h) + V
q+s(Wγ/2h))dτ ≤ C(c1, c2,P1,
1
2+2δ1
e (h0)).
Proof. We will divide the proof into two steps.
Step 1: Propagation of the regularity for x variable. The result can be concluded as:
Proposition 5.2. (1) (γ > 0) For any t ≥ t0 > 0 and m,n ∈ N, one has
Em,n(h(t)) +
∫ t+1
t
(Dm,n2 (h) +D
m,n
3 (h))dτ ≤ C(t0).
(2) (γ = 0) If PN,κe (h(t0)) <∞, one has for t ≥ t0 ≥ 0,
P
N,κ
e (h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h))dτ ≤ C(c1, c2,PN,κe (h(t0))).
And if t ≥ t0 + (N − 1)(Nρ,1 + 1) +Nρ,κ + 1,
P
N,κ
e (h(t)) +
∫ t+1
t
(DN,κe (h) + D
N,κ
3 (h))dτ ≤ C(c1, c2,P1,
1
2+2δ1
e (h0)).
Proof. We first claim that if i ≤ m, j ≤ n, the solution h verifies that for any t ≥ t0 ≥ 0,
Ei,j(h(t)) +
∫ t+1
t
(Di,j2 (h(τ)) +D
i,j
3 (h(τ)))dτ . 1,
then one has that for t ≥ t0,
Em,n+1(h(t)) +
∫ t+1
t
(Dm,n+12 (h(τ)) +D
m,n+1
3 (h(τ)))dτ . E
m,n+1(h(t0)) + 1,(5.12)
Em,n+1(h(t)) +
∫ t+1
t
(Dm,n+12 (h(τ)) +D
m,n+1
3 (h(τ)))dτ . 1t∈(t0,t0+2)(t− t0)−1 + 1t∈[t0+2,∞).(5.13)
In particular, if t ≥ t0 + 1, Em,n+1(h(t)) +
∫ t+1
t
(Dm,n+12 (h) +D
m,n+1
3 (h))dτ . 1.
Thanks to Proposition 3.6 and Proposition 3.9, we derive that for 0 ≤ t2 − t1 ≤ 2,
(1) if m+ nρ ≤ 32 + δ1,
Em,n+1(h(t2)) + c0A5(c1, c2)
∫ t2
t1
Dm,n+12 (h)dτ ≤ Em,n+1(h(t1)) + C(c1, c2)
∫ t2
t1
(Dm,n2 (h)
+Dm,n−12 (h) +D
m,n
3 (h) +D
0,0
2 (h))dτ + C(c2, g) ≤ Em,n+1(h(t1)) + C(c1, c2, g),
(2) if m+ nρ ≥ 32 + 2δ1,
Em,n+1(h(t2)) + c0A5(c1, c2)
∫ t2
t1
Dm,n+12 (h)dτ ≤ Em,n+1(h(t1)) + C(c1, c2)
∫ t2
t1
(Dm,n2 (h)
+Dm,n−12 (h) +D
m,n
3 (h) +D
0,0
2 (h) +D
1, 12+δ1
2 (h))dτ + C(c2, g) ≤ Em,n+1(h(t1)) + C(c1, c2, g).
These two estimates yield that for 0 ≤ t2 − t1 ≤ 2,
Em,n+1(h(t2)) + c0A5(c1, c2)
∫ t2
t1
Dm,n+12 (h)dτ ≤ Em,n+1(h(t1)) + C(c1, c2, g),(5.14)
which gives the proof of (5.12) with t ∈ [t0, t0 + 2].
74 LING-BING HE AND JIN-CHENG JIANG
(i). For t2 ≥ t0 + 2, integrating (5.14) with respect to t1 over [t2 − 2, t2 − 1], we have
Em,n+1(h(t2)) ≤
∫ t2−1
t2−2
Em,n+1(h(t1))dt1 + C(c1, c2, g) ≤
∫ t2−1
t2−2
Dm,n3 (h(t1))dt1 + C(c1, c2, g) . 1t2≥t0+2,
which implies Em,n+1(h(t)) . 1 + Em,n+1(h(t0))1t∈[t0,t0+2] + 1t≥t0+2.
(ii). For t2 ∈ (t0, t0 + 2], one has
t2 − t0
2
Em,n+1(h(t2)) ≤
∫ t2+t0
2
t0
Em,n+1(h(τ))dτ + C(c1, c2, g) ≤
∫ t2+t0
2
t0
Dm,n3 (h(τ))dτ + C(c1, c2, g).
It implies that Em,n+1(h(t2)) . 1t∈(t0,t0+2)(t− t0)−1 + 1t≥t0+2.
(iii). Go back to (5.14), then for t1 ≥ t0 we get∫ t1+1
t1
Dm,n+12 (h)dτ . E
m,n+1(h(t1)) + C(c1, c2, g) ≤ C(t0).
Thanks to Proposition 3.7 and Proposition 3.10, the estimate of
∫ t2
t1
Dm,n+13 (h)dτ follows the results in
(i), (ii) and (iii). We complete the proof of the claim.
Now we are in a position to complete the proof for the desired results.
(a). For γ > 0, thanks to Lemma 5.3, we obtain that the condition of the claim is verified for
(m,n) = (0, 0). Then the first result follows the inductive method.
(b). For γ = 0, we first recall that from the proof of Lemma 5.4,
P
1, 12+2δ1
e (h(t)) +
∫ t+1
t
(
D
1, 12+2δ1
e (h) + D
1, 12+2δ1
3 (h)
)
dτ . P
1, 12+2δ1
e (h(t0)) + 1.
Therefore the condition of the claim is verified for m ≤ 1, n ≤ N̺,2. Then the result follows the claim
and the inductive method. Observe that by (5.13), Em,n+1(h(t)) . 1 if t ≥ t0 + 1. Thus if t ≥
t0 + (N − 1)(N̺,1 + 1) +N̺,κ + 1, PN,κe (h(t)) . 1. 
Step 2: Propagation of the regularity for v variable. We want to prove
Proposition 5.3. (1) (γ > 0) For any t ≥ t0 > 0 and m,n ∈ N, one has
V ns(h(t)) +
∫ t+1
t
V (n+1)s(Wγ/2h)dτ ≤ C(t0).
(2) (γ = 0) If 522
Nq,s,1 ≤ l2, q ≤ N + κ and PN,κe (h(t0)) + V q(h(t0)) <∞, one has for t ≥ t0 ≥ 0,
V q(h(t)) +
∫ t+1
t
V q+s(Wγ/2h)dτ ≤ C(c1, c2, V q(h(t0)),PN,κe (h(t0))).
In particular, if t ≥ t0 + [q/s] + 2, V q(h(t)) +
∫ t+1
t
V q+s(Wγ/2h)dτ ≤ C(c1, c2,PN,κe (h(t0))).
Proof. Recall the definition of Nq,s,1 in Definition 1.5. Then we first claim that if 2
N(n+1)s,s,1 ≤ l2, (n +
1)s ≤ N + κ and t ≥ t0 ≥ 0,
V ns(h(t)) +
∫ t+1
t
(
V (n+1)s(Wγ/2h) + V
0(Wl2+γ/2h) +D
N,κ
2 (h)
)
dτ . 1,
then for t > t0,
V (n+1)s(h(t)) +
∫ t+1
t
V (n+2)s(Wγ/2h)dτ . 1t∈(t0,t0+2)(t− t0)−1 + 1t∈(t0+2,∞).
In particular, for t ≥ t0 + 1, it holds V (n+1)s(h(t)) +
∫ t+1
t
V (n+2)s(Wγ/2h)dτ . 1.
Thanks to Proposition 3.4, the interpolation inequalities used in Step 1.3 in the proof of Theorem 4.1
as well as the conditions 522
Nn(s+1),s,1 ≤ l2, n(s+ 1) ≤ N + κ, we obtain that for 0 ≤ t2 − t1 ≤ 2,
V (n+1)s(h(t2)) + C1(c1, c2)
∫ t2
t1
V (n+2)s(Wγ/2h)dτ ≤ V (n+1)s(h(t1)) +
∫ t2
t1
(
V 0(Wl2+γ/2h) +D
N,κ
2 (h)
)
dτ.
It implies that for t2 ≥ t0+2, V (n+1)s(h(t2)) .
∫ t2−1
t2−2 V
(n+1)s(h(t1))dτ +1 . 1.While for t2 ∈ (t0, t0+2],
1
2
(t2 − t0)V (n+1)s(h(t2)) .
∫ (t2+t0)/2
t0
V (n+1)s(h(t1))dτ + 1 . 1.
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We conclude the claim by combining the above estimates.
Now we are in a position to complete the proof of the proposition.
(a). For γ > 0, thanks to Lemma 5.3, the condition of the claim is always verified with n = 0. Thus
the result is obtained by the inductive method.
(b). For γ = 0, thanks to Proposition 5.2, the condition of the claim is verified with n = 0 thanks to
P
N,κ
e (h(t0)) < ∞. Moreover conditions 522Nq,s,1 ≤ l2 and q ≤ N + κ yield that the claim can be applied
for any n ∈ N verifying (n+1)s ≤ q. Thus to conclude the desired result, we only need to copy the proof
of the claim via replacing the energy V (n+1)s(h) by the energy V q(h). 
Now we give the proof of Lemma 5.5. The results follow Proposition 5.2 and Proposition 5.3. 
5.4. Proof of Theorem 1.2. Now we are in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Without lose of generality, we assume that Mf = M1,0,1
def
= M and h = f −M .
We first consider γ = 0. Since h0 ∈ P1,
1
2+2δ1
e,1 , by Lemma 5.5 and (1.27), we derive that P
N,κ
e,1 (h(t)) and
V q(h(t)) withN+κ ≥ q > 6 are bounded globally in time (for t ≥ t0 def= (N−1)(N̺,1+1)+N̺,κ+[q/s]+3).
Observe that the condition supt,x |f |L logL in the main theorem of [33] can be replaced by the condition
supt ‖f‖
H
3
2
+2δ1
x L
2
4
. Then due to [33], we have the pointwise lower bound: f ≥ K0 exp{−A0|v|q0} where
K0, A0, q0 are constants depending on c1, c2,P
N,κ
e,1 (h(t0)), V
q(h(t0)). Then for t ≥ t0, we have
H(f |M)(t) .
∫
T3 ×R3
|h|max{(1 + ‖h‖L∞x,v), C(K0, A0)}〈v〉max{2,q0}dvdx(5.15)
. C(PN,κe,1 (h(t)), V
q(h(t)))‖(f −M)(t)‖L1q0+2 ,
thanks to the mean-value theorem and the lower bound of f .
Due to the condition (1.28), we have |h|H110 . |hW
(2)
0,0 |L2 + |h|Hq1 , which implies that X1,
1
2+2δ1,q1
2 (h) =
P
1, 12+2δ1
e,2 (h)∩ V q1(h) & ‖h‖2L2xH110 . Now we want to patch together all the results in Lemma 5.1, Theorem
5.1 and Lemma 5.4. By using the condition (1.29) and the notation X(t) = X
1, 12+2δ1,q1
2 (h(t)), we arrive
at that there exist constants bi(i = 1, . . . , 6) such that for any δ¯, η¯ ≪ 1,
H(f |M)(t2) + b1δ¯γ+
3(2−γ)
2(2m+4−γ)
∫ t2
t1
H(f |Mfρ,u,T )dτ
≤ H(f |M)(t1) + b2δ¯γ+ 32
∫ t2
t1
(
H(f |M) +H(f |M)a +X)dτ ;(5.16)
d
dt
Mh(t) + ‖T − 1‖2L2 + ‖u‖2L2 + ‖ρ− 1‖2L2 ≤ η¯−3H(f |Mfρ,u,T ) + η¯b3X ;(5.17)
X(t2) + b4
∫ t2
t1
Xdτ ≤ b5X(t1) + b6
∫ t2
t1
H(f |M)dτ.(5.18)
Suppose A = 3(2−γ)2(2m+4−γ) and X(t) ≤ C for all t ≥ 0. Let η¯ = δ¯
η
4 (
3
2−A) with η ∈ (0, 1). Then from the
fact H(f |M) ∼ H(f |Mfρ,u,T ) + ‖T − 1‖2L2 + ‖u‖2L2 + ‖ρ− 1‖2L2 if ρ ∼ 1 and T ∼ 1, we derive that there
exist constants b7 and b8 such that
Y (t)
def
= H(f |M)(t) + δ¯γ+A+η( 32−A)(b7Mh(t) + b8X(t)) ∼ H(f |M)(t) + δ¯γ+A+η( 32−A)X(t),
and for any t1 < t2,
Y (t2) +
1
2
δ¯γ+A+η(
3
2−A)
∫ t2
t1
(b1H(f |M) + b4b7X)dτ ≤ b5Y (t1) + b2δ¯γ+ 32
∫ t2
t1
H(f |M)adτ.(5.19)
Next we want to prove that lim
t→∞H(f |M)(t) = 0 and H(f |M) is a strictly decreasing function until it
vanishes.
(i). Suppose that lim
t→∞
H(f |M)(t) = c 6= 0. Then by (5.19), we have
Y (t) +
1
2
b1δ¯
γ+A+η( 32−A)ct ≤ b5Y (0) + b2δ¯γ+ 32 tH(f |M)a(0).
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By choosing δ¯ sufficiently small, we will get that for all t > 0, 13b1δ¯
γ+A+η( 32−A)ct ≤ b5Y (0), which
contradicts the fact that the lefthand side will tend to infinity when t goes to infinity. We conclude the
desired result.
(ii). Note that the relative entropy H(f |M)(t) is a decreasing function. Thus if we assume that
H(f |M)(t1) = H(f |M)(t2), then thanks to (5.16), we get that
b1δ¯
γ+ 3(2−γ)
2(2m+4−γ)
∫ t2
t1
H(f |Mfρ,u.T )dτ ≤ b2δ¯γ+
3
2
∫ t2
t1
(
H(f |M)(0) +H(f |M)a(0) + C)dτ.
Since δ¯ is arbitrary small, we obtain that
∫ t2
t1
H(f |Mfρ,u,T )dτ = 0, which implies that f = Mfρ,u,T for
t ∈ (t1, t2). Thanks to the result (i) in Lemma 5.2, we first get that T = 〈T 〉x for t ∈ (t1, t2). It implies
that f = Mfρ,u,〈T 〉x . Due to the result (ii) in Lemma 5.2, we obtain that u = 〈u〉x for t ∈ (t1, t2) which
yields that f =Mfρ,〈u〉x,〈T 〉x . Now by result (iii) in Lemma 5.2, we get that ρ = 1 for t ∈ (t1, t2). Due to
(5.1), it is not difficult to check that u = 〈u〉x = 0 and T = 〈T 〉x = 1 for t ∈ (t1, t2). Finally we derive
that f = M1,0,1 = M for t ∈ (t1, t2) which implies H(f |M)(t1) = H(f |M)(t2) = 0. It implies that the
relative entropy H(f |M) is a strictly decreasing function until it vanishes.
Going further, we want to get the decay rate of the relative entropy. Suppose that at time tj we
have H(f |M)(tj) = 2−j. Let Tj = tj+1 − tj , η < 12 and δ¯ = 2−jB with B = 2(1−a)3
2−A
. Then it is easy to
check that B
(
γ + A + η(32 − A)
)
+ 1 < (γ + 32 )B + a. From this together with (5.19), we obtain that
Y (tj+1) +
1
8b12
−j(B(γ+A+η( 32−A))+1)Tj ≤ b5Y (tj). Thanks to the condition (1.30), we infer that
Tj ≤ 8b5b−11 2j(B(γ+A+η(
3
2−A))+1)
(
H(f |M)(tj) + 22−jB(γ+A+η( 32−A))X(tj)
)
≤ 8b5b−11 (2jB(γ+A+η(
3
2−A)) + 22j(1−θ1)).
We conclude that tN ≤
∑N−1
j=0 Tj . 2
NB(γ+A+η( 32−A))+2N(1−θ1) . 2Nc
−1
. In other words, H(f |M)(tN ) =
2−N . t−cN , where c = min{(1− θ1)−1,
3
2−A
2(1−a) (A+ η(
3
2 −A))−1}. It implies H(f |M)(t) . t−c. Thanks to
Lemma 5.4, we obtain that P
1, 12+2δ1
e,1 (h(t)) . t
−c. It concludes the result for γ = 0.
For the case of γ > 0, thanks to the smoothing estimates in Lemma 5.5, we infer that the parameter
a and θ1 can be chosen to be close to 1 arbitrarily. Thus c can be chosen as large as we want. It implies
that the order of the decay rate will be O(t−∞).
For the case of γ = 2, by modifying the inequalities (5.16-5.18) (in the sense that we replaceX(t), H(f |M)(t)
and Mh(t) by e
ctX(t), ectH(f |M)(t) and ectMh(t) with c sufficiently small), we can deduce that for any
t > t0 > 0, e
ctY (t) + c
∫ t
t0
ecτY (τ)dτ ≤ Y (t0), which implies the desired result. 
6. Global-in-time strong stability for the Boltzmann equation
In this section, we will give the proof of Theorem 1.3.
Proof of Theorem 1.3. We first give the proof in the case of γ = 0. Observe that f0 = g0 + h0 verifies
that E2,
1
2+δ1(f0) ≤ EN,κ(f0) with N +κ ≥ q > 6 and W(1)I (N, κ, ̺, δ1, q(1)1 , q(2)2 ) verifies (1.23) and (1.25).
Then by Theorem 1.1, the equation (1.1) admits a unique and smooth solution in C([0, T˜ ];E2,
1
2+δ1).
Notice that conditions (1.23) and (1.25) depend only on c1 and c2. Then by the continuity argument, we
can assume that there exists a time T which is a maximum time verifying that
for t ∈ [0, T ), ρf (t, x) > c1, ‖f‖2
H
3
2
+2δ1
x L2γ+4
< c2.(6.1)
It is obvious that T > 0. Let h = f − g. Notice that the conditions (1.31) and (1.32) implies (5.6). Thus
by Lemma 5.4, we arrive at that for t ∈ [0, T ], P1, 12+2δ1e,2 (h(t)) ≤ b2P1,
1
2+2δ1
e,2 (h0)+C
∫ t
0 ‖h‖2L1dτ. From this
together with the Gronwall inequality, we are led to that for t ∈ [0, T ],
P
1, 12+2δ1
e,2 (h(t)) ≤ b2P1,
1
2+2δ1
e,2 (h0)e
Ct.(6.2)
Recalling that P
1, 12+2δ1
e,2 (h0) ≤ P1,
1
2+2δ1
e,1 (h0) ≤ η, we are in a position to assume that
T ∗ def= sup{t > 0 |P1, 12+2δ1e,2 (h(τ)) ≤ η
1
2 , ∀τ ∈ [0, t]}.
Observe that for t ∈ [0, T ∗], the condition (6.1) always holds, which implies that T ≥ T ∗ due to the
definition of T . Thus we have the estimate (6.2) for t ∈ [0, T ∗] which gives that T ∗ ≥ C−1(− ln b2+ 12 | ln η|).
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Let t0 = (N − 1)(N̺,1 + 1)+N̺,κ + [q/s] + 3. Then t0 ≤ T ∗ if η is sufficiently small. By Lemma 5.5, for
t ∈ [t0, T ∗], we have
P
N,κ
e,1 ((f −Mf)(t)) + V q((f −Mf)(t)) . C(c1, c2,P1,
1
2+2δ1
e,1 (f0)).
Then due to [33], we have the pointwise estimate as follows: for t ∈ [t0, T ∗], f ≥ K0e−A0|v|q0 , where
K0, A0 and q0 depend only on c1, c2,P
1, 12+2δ1
e,1 (g0) + 1. Let t1 = (2C)
−1(− ln b2 + 12 | ln η|). Thanks to
(5.15), for t ∈ [t1, T ∗], we have H(f |Mf )(t) . ‖f −Mf‖L2q0+4 . Notice that
P
1, 12+2δ1
e,2 (f −Mf ) . P1,
1
2+2δ1
e,2 (h) + P
1, 12+2δ1
e,2 (Mg −Mf ) + P1,
1
2+2δ1
e,2 (g −Mg).
From this together with the fact P
1, 12+2δ1
e,2 (Mg−Mf) . η and Theorem 1.2, we deduce that for t ∈ [t1, T ∗],
we have P
1, 12+2δ1
e,2 ((f −Mf )(t)) . (1+ | ln η|)−c, which in turn implies that for t ∈ [t1, T ∗], H(f |Mf)(t) ≤
(1 + | ln η|)−c/2.
Now we choose t1 as a new initial time. Suppose that
T ∗1
def
= sup{t ≥ t1 |P1,
1
2+2δ1
e,2 (f −Mf)(τ)) . (1 + | ln η|)−c/3, ∀τ ∈ [t1, t]}.
It is easy to check that (6.1) still holds for t ∈ [t1, T ∗1 ] and then T ≥ T ∗1 ≥ T ∗. Thanks to Lemma 5.4, we
deduce that for t ∈ [t1, T ∗1 ], we have
P
1, 12+2δ1
e,2 ((f −Mf )(t)) . P1,
1
2+2δ1
e,2 ((f −Mf)(t1))e−c(t−t1) +H(f |Mf)(t1) . (1 + | ln η|)−c/2.
It means that T ∗1 =∞ which yields that (6.1) holds globally. In other words, the equation (1.1) admits
a unique and global smooth solution f ∈ C([0,∞);PN,κe,1 ∩ V q) with the initial data f0 = g0 + h0. We
derive that for t ≥ 0,
P
1, 12+2δ1
e,2 (h(t)) . P
1, 12+2δ1
e,2 ((f −Mf )(t)) + P1,
1
2+2δ1
e,2 ((g −Mg)(t)) + P1,
1
2+2δ1
e,2 ((Mg −Mf )(t))
. (1 + t)−c + η.
From this together with the definition of T ∗ and the fact T ∗ ≥ C−1(− ln b2 + 12 | ln η|), we conclude that
for t > 0, P
1, 12+2δ1
e,2 (h(t)) . (1 + | ln η|)−c. We complete the proof to the desired result for γ = 0.
We may follow the similar argument to prove the result for γ > 0. The only thing that we need to take
care of is the existence of T which is defined in the above. We observe that if (6.1) holds for t ∈ [0, T˜ ],
then by Lemma 5.4 and (1.33), we obtain that X
1, 12+2δ1,q1
2 (f(t)) ≤ 2
(C¯ + b2(1 +N) +C(C¯, c1, c2)), which
together with (1.34) imply that (1.23) holds for f(t) with t ∈ [0, T˜ ]. Therefore the continuity argument
can be applied which is enough to derive the existence of T defined in the before. Thanks to the smoothing
estimates for g, we may copy the similar argument to get the desired result. 
7. Appendix
Lemma 7.1. (see [25]) Let s, r ∈ R and a(v), b(v) ∈ C∞ satisfy for any α ∈ Z3+,
|Dαv a(v)| ≤ C1,α〈v〉r−|α|, |Dαξ b(ξ)| ≤ C2,α〈ξ〉s−|α|
for constants C1,α, C2,α. Then there exists a constant C depending only on s, r and finite numbers of
C1,α, C2,α such that for any f ∈ S(R3),
|a(v)b(D)f |L2 ≤ C|〈D〉s〈v〉rf |L2, |b(D)a(v)f |L2 ≤ C|〈v〉r〈D〉sf |L2.
As a direct consequence, we get that |〈D〉m〈v〉lf |L2 ∼ |〈v〉l〈D〉mf |L2 ∼ |f |Hml .
Lemma 7.2. (see [22]) Let l, s, r ∈ R, M(ξ) ∈ Sr1,0 and Φ(v) ∈ Sl1,0. Then there exists a constant C
such that |[M(Dv),Φ(v)]f |Hs ≤ C|f |Hr+s−1l−1 . Moreover, for any N ∈ N,
M(Dv)Φ = ΦM(Dv) +
∑
1≤|α|<N
1
α!
ΦαM
α(Dv) + rN (v,Dv),(7.1)
where Φα(v) = ∂
α
v Φ, M
α(ξ) = ∂αξ M(ξ) and 〈v〉N−lrN (v, ξ) ∈ Sr−N1,0 .
Now we are in a position to give the new profiles of the weighted Sobolev spaces Hml (R
3).
Theorem 7.1. Let m, l ∈ R. Then for f ∈ Hml ,
∑∞
k=−1 2
2kl|Pkf |2Hm ∼ |f |2Hml ∼
∑∞
j=−1 2
2jm|Fjf |2L2l .
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Proof. The first equivalence is proved in [22]. The second one will be proven in a similar way. Thanks to
the fact |[Wl, 2mjFj ]f | . 2− 12 j |f |
H
m− 1
2
l−1
, we infer that
∑∞
j=−1 2
2jm|Fjf |2L2l + |f |
2
H
m− 1
2
l−1
∼ |f |2Hml .
We first show that the result holds for l ≥ 0. In this case, we have ∑∞j=−1 22jm|Fjf |2L2l ≥ |f |2Hm .
By induction, we deduce that for any n ∈ N, ∑∞j=−1 22jm|Fjf |2L2l + |f |2Hm−n2l−n ∼ |f |2Hml . Choose n large
enough, then we get the equivalence.
Next we turn to the case l < 0. We only need to prove
∑∞
j=−1 2
2jm|Fjf |2L2l & |f |
2
Hml
. Notice that
∣∣ ∫
R3
fgdv
∣∣ . ( ∞∑
j=−1
22jm|Fjf |2L2
l
) 1
2
( ∞∑
j=−1
2−2jm|F˜jg|2L2
−l
) 1
2 .
( ∞∑
j=−1
22jm|Fjf |2L2
l
) 1
2 |g|H−m−l .
Then it yields | ∫
R3
〈D〉mWlfgdv| .
(∑∞
j=−1 2
2jm|Fjf |2L2
l
) 1
2 |g|L2 , which ends the proof to the second
equivalence. 
Theorem 7.2. (see [22]) Let w1, w2 ∈ R, a, b ∈ [0, 2s] with w1 + w2 = γ + 2s and a+ b = 2s. Then for
smooth functions g, h and f , we have
(1) if γ + 2s > 0,
|〈Q(g, h), f〉v| . (|g|L1
γ+2s+(−w1)
++(−w2)
+
+ |g|L2)|h|Haw1 |f |Hbw2 ,(7.2)
(2) if γ + 2s = 0,
|〈Q(g, h), f〉v| . (|g|L1w3 + |g|L2)|h|Haw1 |f |Hbw2 ,(7.3)
where w3 = max{δ, (−w1)+ + (−w2)+} with δ > 0 which is sufficiently small,
(3) if −1 < γ + 2s < 0,
|〈Q(g, h), f〉v| . (|g|L1w4 + |g|L2−(γ+2s))|h|Haw1 |f |Hbw2 ,(7.4)
where w4 = max{−(γ + 2s), γ + 2s+ (−w1)+ + (−w2)+}.
Lemma 7.3. (see [22]) Recall that Φγk(v) is defined by (2.44). Suppose N ∈ N and γ + 2s > −1. Let
W1k,p,l
def
=
∫∫
σ∈S2,v∗,v∈R3
(
F˜pΦ
γ
k
)
(|v − v∗|)b(cos θ)(Fpg)∗(Flh)
[
(F˜pf)
′ − F˜pf
]
dσdv∗dv,
W4k,p,l,m
def
=
∫∫
σ∈S2,v∗,v∈R3
(
F˜pΦ
γ
k
)
(|v − v∗|)b(cos θ)(Fpg)∗(Flh)
[
(Fmf)
′ − Fmf
]
dσdv∗dv.
(i) If l ≤ p−N0, then for k ≥ 0,
|W1k,p,l| . 2k(γ+
5
2−N)(2−p(N−2s)22s(l−p) + 2−(N−
5
2 )p2
3
2 (l−p))|Φγ0 |HN+2 |ϕ|W 2,∞N |Fpg|L1 |Flh|L2 |F˜pf |L2 ,
|W1−1,p,l| . (22sl2−p + 2
3
2 l2−(γ+3)p)|Fpg|L2 |Flh|L2 |F˜pf |L2 .
(ii). If |l − p| ≤ N0 and m < p− 2N0, then for k ≥ 0,
|W4k,p,m| . 22s(m−p)2(γ+
3
2−N)k2−p(N−
5
2 )|Φγ0 |HN+2 |ϕ|W 2,∞N |Fpg|L1|F˜ph|L2 |Fmf |L2,
|W4−1,p,m| . 22sm2−p|Fpg|L2|F˜ph|L2 |Fmf |L2 .
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