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KFK-Seminarreihe: Aktuelle Forschungsgebiete in der Mathematik 
Seminarbeiträge 1994 
Zusammenfassung 
1994 wurde im KfK die Seminarreihe über aktuelle Forschungsgebiete in der 
Mathematik fortgesetzt. Ziel dieser Seminarreihe ist, im KfK anwendungs-
orientierte, aktuelle Forschungsthemen aus der Mathematik zu präsentieren. 
Übersichtsvorträge sollen Einblicke in moderne Methoden und Verfahren der 
Mathematik ermöglichen. Die Vorträge standen daher wieder im engen Zu-
sammenhang mit praxisbezogenen Anwendungen. Organisiert wurde die Se-
minarreihe von Claus-Peter Rugelmann (KfK, HDI), Rolf Seifert (KfK, IAI) 
und Thomas Westermann (FR Karlsruhe ). 
Im vorliegenden Bericht sind die Seminarbeiträge in schriftlicher Form zu-
sammengefaßt. 
KFK-Seminar Series on Selected Topics in Mathematics 
Seminar reports 1994 
Summary 
In 1994 the KfK seminars on selected topics in applied mathematics were 
continued. The aim was to demonstrate the importance of applied mathe-
matics and to present current research areas in mathematics. Survey lectures 
should give an insight in modern methods and methodologies. The seminars 
were organized by Claus-Peter Rugelmann (KfK, RDI), Rolf Seifert (KfK, 
IAI) and Thomas Westermann (FR Karlsruhe ). 
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H.R. Lerche, R. Sandvoß (Universität Freiburg) 59 
Die Vorhersage und das Entdecken von Trendänderungen bei Finanzdaten 
Vorstellung 77 
A. Tsodikov (St. Petersburg University, Rußland) 79 
N onparametric Estimation of a Survivor Function from incomplete Data 
Vorstellung 99 
J. Weidner (IBM Heidelberg) 101 
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Vorstellung 117 
H. Bauer (FHT Reutlingen) 119 
Computeralgebra und Ingenieurmathematik- Beispiele mit Maple 
Vorwort 
1994 wurde die Seminarreihe "Aktuelle Forschungsgebiete in der Ma-
thematik - Praxisbezogene Anwendungen" fortgesetzt. 
Ziel dieser Seminarreihe ist, im KfK anwendungsorientierte, aktuelle For-
schungsthemen aus der Mathematik zu präsentieren. Gedacht ist an Über-
sichtsvorträge, die Einblicke in moderne Methoden und Verfahren der Ma-
' thematik ermöglichen. Mit dieser Seminarreihe soll auch der Kontakt zu ex-
ternen Forschungseinrichtungen erweitert und vertieft werden, um weitere 
kompetente Wissenschaftler als Gesprächspartner für das Kernforschungs-
zentrum zu gewinnen. Darüber hinaus soll aber auch ein breiter Gedanken-
austausch innerhalb des KfK ermöglicht werden. 
Die Zielgruppe für das Auditorium sind somit mathematisch-interessierte 
Mitarbeiter, die sich neuen mathematischen Verfahren und Methoden aufge-
schlossen zeigen bzw. die selbst an mathematischen Fragestellungen arbeiten. 
Im vorliegenden Bericht sind die Seminarbeiträge für 1994 in schriftlicher 
Form zusammengefaßt. Die Beiträge werden von den Herausgebern durch 
eine Vorstellung der Referenten eingeleitet. 
Die Seminarreihe wird im Jahr 1995 fortgesetzt. Für Anregungen, Themen-
und Vortragsvorschläge sind die Organisatoren Claus-Peter Rugelmann (HDI, 
Tel. 0724 7 /824897), Rolf Seifert (lAI, Tel. 0724 7/824411) und Thomas We-
stermann (FH Karlsruhe, Tel. 0721/9251296) stets offen. 
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Dr. Dietmar Ratz 
Zur Person und zum Vortrag 
Dr. Dietmar Ratz studierte von 1982 bis 1988 Technomathematik an der Universität 
Karlsruhe mit den Nebenfächern Physik und angewandter Informatik. Darin eingeschlossen 
war ein Industriesemester bei Siemens. Seit 1988 ist er am Institut für Angewandte 
Mathematik in Karlsruhe als wissenschaftlicher Mitarbeiter tätig, wo er im Juli 1992 
promovierte. 
Viele Probleme der Kurvenanpassung aus dem technisch-wissenschaftlichen Bereich können 
als globale nichtlineare Optimierungsprobleme formuliert werden. Im Gegensatz zur lokalen 
Optimierung, bei der eine optimale Lösung in der Nähe einer vorgegebenen Stelle gesucht 
wird, verlangt die globale Optimierung das Auffinden des besten aus einer Vielzahl von 
Optima. Die Hauptschwierigkeit liegt nun darin, daß man es einem lokalen Extremum nicht 
ansieht, ob es auch global optimal ist, vielmehr muß der gesamte abzudeckende Bereich 
einschließlich des Randes betrachtet untersucht werden. Herr Dr. Ratz wird uns in seinem 
Vortrag eindrucksvoll darstellen, wie dies elegant mit den am Institut für Angewandte 
Mathematik von Prof. Kulisch entwickelten Einschließungsverfahren für die Intervall-
arithmetik gelöst werden kann. 
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Globale Optimierung mit Ergebnisverifikation 
- Eine Einführung und ein Überblick über neuere Entwicklungen -
Dietmar Ratz 
Institut für Augewandte Mathematik 
Universität Karlsruhe 
Zusammenfassung 
Ziel der globalen Optimierung ist es, unter einer im allgemeinen großen Zahl 
lokaler Optima das globale Optimum zu lokalisieren. Globale Optimierungsverfah-
ren können dazu. zwar auf lokale Verfahren zurückgreifen, benötigen aber zusätz-
lich globale Informationen. Ein exzellentes Hilfsmittel zur Ermittlung globaler In-
formationen ist die Intervallrechnung, da es beispielsweise eine einzige Intervall-
Funktionsauswertung ermöglicht, Aussagen über die Lage der Funktionswerte für 
alle Punkte (im allgemeinen unendliche viele) innerhalb des Intervalls zu machen. 
Neuere Intervallverfahren sind in der Lage, garantierte Einschließungen für alle 
Lösungen eines globalen Optimierungsproblems zu berechnen. Selbst Eindeutig-
keitsnachweise können im Rahmen der numerischen Durchführung erbracht werden. 
In den meisten Fällen ist die Effizienz dieser sogenannten Verifikationsverfahren ver-
gleichbar mit der von klassischen Verfahren. Zahlreiche Standardtestaufgaben aus 
der Literatur können sogar schneller gelöst werden als von herkömmlichen Verfah-
ren. 
Es wird zunächst eine Einführung in die Grundlagen und Prinzipien solcher 
Verifikationsverfahren zur globalen Optimierung gegeben. Im Anschluß wird ein 
Überblick über neuere Methoden gegeben und mittels zahlreicher Beispiele ihre 
Effizienz demonstriert. 
1 Einleitung, Problemstellung und Motivation 
Viele Probleme aus dem Bereich technisch-wissenschaftlicher Anwendungen können als 
globale nichtlineare Optimierungsprobleme formuliert werden. Im Gegensatz zur loka-
len Optimierung, bei der eine optimale Lösung in der Nähe eines vorgegebenen Punktes 
gesucht wird, verlangt die globale Optimierung das Auffinden des "besten" lokalen Op-
timums. Während das Gebiet der lokalen nichtlinearen Optimierung bereits seit vielen 
Jahren erforscht wird und entsprechend zahlreiche Theorien, numerische Verfahren und 
Veröffentlichungen vorliegen, steckt das Gebiet der globalen Optimierung noch in den 
Kinderschuhen. Wie wichtig eine zukünftige intensive Forschung auf diesem Gebiet sein 
wird unterstreicht die Tatsache, daß die meisten sogenannten real-world-Probleme von 
globalem und nicht etwa lokalem Charakter sind (vgl. z. B. [18] und [23]). 
Wir beschränken uns in diesem Artikel auf die Problemstellung der Minimierung, die 
aber natürlich leicht (durch Negation der Zielfunktion) in das entsprechende Maximie-
rungsproblem überführt werden kann. 
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[x] E JF 
Abbildung 1: Ein dreidimensionaler Quader (Intervallvektor) 
Gegeben seien also eine stetige Funktion f : D -+ IR und ein n-dimensionaler Quader 
[x] ~ D ~ JRn mit 
[x] = ([xh, ... , [x]n) und [x]i = [~, xi] 
den wir auch Box oder Intervallvektor nennen (vgl. Abbildung 1). Gesucht sind das 
globale .N!inimum 
j* = minf(x) 
xe[x] 
und alle globale Minimalstellen in [x], d. h. die Menge 
X*= {x E [x] I f(x) = J*}. 
Im allgemeinen existiert eine große Zahl lokaler Minima, und ein globales Optimierungs-
verfahren kann zwar auf bekannte lokale Verfahren zurückgreifen, benötigt aber zusätzlich 
globale Informationen um garantierte Aussagen über das tatsächliche Erreichen des glo-
balen Minimums machen zu können. Setzt man nur lokale Methoden ein, so muß nämlich 
am Ende des Verfahrens eine der lokalen Lösungen zur globalen Lösung gemacht werden, 
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Abbildung 2: Funktion von Shubert 
Klassische numerische Verfahren (approximative Verfahren) zur globalen Minimierung 
verwenden üblicherweise ein möglichst "dicht" im Optimierungsgebiet verteiltes Raster 
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von Testpunkten, die als Startpunkte für lokale Iterationsverfahren (Abstiegsverfahren) 
dienen. Entsprechend problematisch gestaltet sich deshalb die Lösung von Problemen 
mit einer großen Zahllokaler Minima. Wir wollen dies anhand der Funktion von Shubert 
(Abbildung 2) verdeutlichen, bei der viele Startpunkte und damit lokale Iterationen not-
wendig werden um die drei globalen Minimalstellen mittels approximativer Verfahren zu 
lokalisieren. 
Abbildung 3 verdeutlicht eine weitere Problematik bei klassischen Optimierungsver-
fahren, wenn das globale Minimum in einem scharfen Peak liegt. Hier kann zum Beispiel 
der Fall eintreten, daß das eigentliche globale Minimum durch die (mit X gekennzeich-
nete) Iterationsfolge eines Abstiegsverfahrens quasi "übersprungen" und das in der Nähe 
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Abbildung 3: Funktion mit Peak 
Die Notwendigkeit globaler Informationen, die sich somit offensichtlich stellt, wird 
durch den nachfolgenden Satz aus [23] nochmals unterstrichen. 
Satz 1 Ein globaler Optimierungsalgorithmus konvergiert genau dann gegen das globale 
Minimum einer stetigen Funktion j, wenn die Folge der durch den Algorithmus generier-
ten Testpunkte überall dicht im kompakten Minimierungsbereich [x]liegt. 
Beweis: Siehe [23]. 
Ein exzellentes Hilfsmittel zur Ermittlung globaler Informationen über Teilbereiche des 
Optimierungsgebietes ist die Intervallrechnung, denn Intervalle stellen ein ganzes Konti-
nuum dar, d. h. sie repräsentieren im allgemeinen unendlich viele Punkte, nämlich alle 
Punkte, die auf und zwischen den beiden Intervallgrenzen liegen. Unter Verwendung 
einer einzigen intervallarithmetischen Funktionsauswertung können beispielsweise Aussa-
gen über die Lage der Funktionswerte für alle Punkte innerhalb eines Intervalls gemacht 
werden, denn die Intervallauswertung liefert eine Obermenge des Wertebereichs über dem 
Intervall. Somit ersetzt eine Intervallauswertung (unendlich) viele reelle Funktionsauswer-
tungen. Bei der praktischen Durchführung auf dem Rechner werden auch alle auftretenden 
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Rundungsfehler mit erfaßt, so daß garantierte Fehlerschranken automatisch mitgeliefert 
werden. 
Wenn wir mit diesem Hilfsmittel beispielsweise unsere bereits oben erwähnte Funktion 
mit dem Peak (Abbildung 3) behandeln wollen, so bringen bereits die drei Intervallaus-
wertungen (fu], [fv] und [fw] von f über den Intervallen [u], [v] und [w] wertvolle globale 
Informationen, die den approximativ berechneten Wert 0 in Frage stellen oder aber den 
zu untersuchenden Bereich verkleinern können. Schaut man sich die Funktionsintervalle 
am rechten Rand von Abbildung 4 an, so kann [w] auf keinen Fall das globale Minimum 
enthalten, da die Funktionswerte in [u] sämtlich kleiner sind. Außerdem deutet die Inter-
vallauswertungüber [v] mit Funktionswerten kleiner als 0 darauf hin, daß dort das globale 
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[u] [v] [w] 
Abbildung 4: Intervallauswertungen für die Funktion mit Peak 
2 Intervallarithmetik 
Wir wollen nun einige Grundbegriffe der Intervallrechnung einführen und einige für das 
weitere Verständnis notwendige Eigenschaften erläutern. Eine ausführlichere Darstellung 
der Intervallrechnung findet sich zum Beispiel in [1] und in [6]. 
Die kompakte Menge 
[a] := [g_,a] := {x E IR I g_:::; x:::; a} 
mit g_, ä E IR heißt reelles Intervall. Man nennt g_ = inf[a] das lnfimum oder die Un-
terschranke von [a] und ä = sup[a] das Supremum oder die Oberschranke von [a]. Ein 
Intervall [a] heißt Punktintervall, wenn gilt g_ = ä. Die Menge aller reellen Intervalle 
bezeichnet man mit I IR = {[a] I g_ :::; ä}. Die reellen Zahlen m([a]) = Hf!.+ a) und 
d([a]) = ä- g_ heißen Mittelpunkt und Durchmesser von [a]. 
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Für zwei Intervalle [a] und [b] gilt 
[a] ~ [b] <====> Q ~ g_ 1\ a ~ b, 
0 
[a] c [b] <====> Q < g_ 1\ a < b. 
Die Verbandsoperationen n (Schnitt) und U ( Intervallhülle) sind für zwei Intervalle 
[a] und [b] definiert durch 
[a]n[b] := [max{g_,k},min{a,b}], 
[a] U [b] := [min{g_,k},max{a,b}]. 
Dabei ist der Schnitt nur definiert, falls max{g_, k} ~ min{a, b}. 
Die intervallarithmetischen Operationen o E { +, -, ·, /} werden definiert durch 
[a] o [b] := { a ob I a E [a], b E [b]}. 
Sie können auf Operationen mit den Intervallgrenzen zurückgeführt werden: 
[a] + [b] [!! + k, a + b], 
[a] [b] [a-b a-b] - ' -' 
[a] [b] - [min{g_k, g_b, ak, ab}, max{g_k, g_b, aQ, ab}], 
[a] I [b] - [a] · [1/b, 1/k] für 0 rJ. [b]. 
Beispiele: [1, 2] + [3, 4] - [4, 6], 
[1, 2] [1, 2] = [-1, 1], 
[-1,2] [4, 6] = [-6, 12]. 
Das zweite Beispiel zeigt, daß für die Subtraktion im allgemeinen [a] - [a] =I [0, 0] gilt. 
Addition und Multiplikation sind kommutativ und assoziativ, für Intervalle gilt jedoch 
nur die sogenannte Subdistributivität 
[a]· ([b] + [c]) ~ [a]· [b] + [a]· [c], 
bei der für [a], [b], [c] E I IR nur in Ausnahmefällen Gleichheit gilt (z. B. wenn Q ~ 0 und 
f ~ 0). 
Beispiel: [-1, 1]· ([1, 2] + [-2, -1]) = [-1, 1]· [-1, 1] = [-1, 1] 
[-1, 1]· [1, 2] + [-1, 1]· [-2, -1] = [-2, 2] + [-2, 2] = [-4, 4] 
Die zentrale Eigenschaft der Intervalloperationen ist die Inklusionsisotonie oder Ein-
schließungseigenschaft 
a E [a] 1\ b E [b] ==} a ob E [a] o [b] 
[a] ~ [c] 1\ [b] ~ [d] ===> [a] o [b] ~ [c] o [d] 
für alle o E { +, -, ·, /} mit a, b E IR und [a], [b], [c], [d] E !IR. 
In ähnlicher Form ist es möglich die Elementarfunktionen <p: D C IR-+ IR (wie z. B. 
sin, cos, exp etc.) für Intervalle zu definieren durch 
<p([x]) := { <p(x) I x E [x]}. 
Auch diese können teilweise wiederum auf Operationen für die Intervallgrenzen zurück-
geführt werden. 
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Beispiele: <p([x]) - [<p(~), <p(x)], <p E { arctan, arsinh, ln, sinh}, 
<p([x]) - [ <p(x)' ~P(~)]' <p E { arccot, arcoth}, 
Vfxi - r~,vrxJ, 
e[x] - [#,e~]. 
Die zentrale Eigenschaft der Inklusionsisotonie lautet für die Elementarfunktionen 
[a] ~ [b] ===? <p([a]) ~ <p([b]). 
Wir wollen drei wichtige Sachverhalte im Zusammenhang mit der Intervallarithmetik 
unterstreichen: 
e Der Aufwand für eine Intervalloperation ist etwa doppelt so groß wie für die ent-
sprechende reelle Operationen. 
e Beim Rechnen mit Intervallen auf einer Rechenanlage ist zu beachten, daß alle 
Operationen mit Außenrundung ausgeführt werden müssen, um alle Rundungsfehler 
mit zu erfassen. 
• Die reellen Intervalle müssen auf Nlaschinenintervalle abgebildet werden. Dazu 
werden die Intervallgrenzen durch gerichtete Rundungen (Außenrundung) auf Ma-
schinenzahlen abgebildet. Man beachte jedoch, daß ein Intervall auf dem Rechner 
zwar Maschinenzahlen als Unter- und Obergrenzen besitzt, daß es aber trotzdem 
auch alle reellen Werte zwischen den Grenzen umfaßt! Das Maschinenintervall stellt 
somit auf dem Rechner ein Kontinuum dar. 
Unter Einsatz der Intervallarithmetik ist es nun auf einfache Art und Weise möglich, 
den Wertebereich W1 ( ( x]) = { f ( x) I x E ( x]} einer Funktion f : IR ~ IR ü her einem 
Intervall [x] einzuschließen. Ersetzt man im entsprechenden Funktionsausdruck alle reellen 
Größen durch entsprechende Intervallgrößen und alle auftretenden Operationen durch die 
entsprechenden Intervalloperationen, so erhält man die intervallmäßige Auswertung f([x]) 
von f über (x]. Man nennt dies auch natürliche Intervallerweiterung. 
Es gilt stets WJ([x]) ~ f([x]), d. h. die intervallmäßige Auswertung (auf dem Rechner 
einschließlich Außenrundung) liefert eine Obermenge (Einschließung) des Wertebereichs. 
Damit ist es prinzipiell möglich mit einer einzigen Intervallauswertung die Garantie dafür 
zu liefern, daß eine Funktion f keine Nullstelle bzw. keine negative Werte hat. Gilt 
nämlich 0 rJ. f([x]), so gilt auch 0 rJ. W1([x]). Abbildung 5 demonstriert, daß auch eine 
Vielzahl von Gleitkommaauswertungen keine solche Garantie liefern kann, denn zwischen 
den Auswertestellen könnte immer noch ein "Ausreißer" ins Negative vorliegen. Erst die 
lntervallauswertung, als Obermenge des Wertebereichs, kann dies ausschließen. 
Ganz analog zum reellen können die notwendigen Operationen natürlich auch auf In-
tervallvektoren und-matrizenausgedehnt werden, wobei Begriffe wie Mittelpunkt, Durch-
messer, Vereinigung oder Schnitt jeweils komponentenweise interpretiert werden. Damit 
ist es möglich Einschließungsalgorithmen zur Lösung von mehrdimensionalen Problemen 
zu entwickeln wie z. B. für lineare und nichtlineare Gleichungssysteme oder globale Opti-
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Abbildung 5:· Intervallauswertung garantiert positive Werte von f in [x] 
3 Globale Optimierung mit Ergebnisverifikation 
Die Zielsetzung von Intervallverfahren zur Lösung des globalen Optimierungsproblems ist 
die Berechnung von verifizierten Einschlieflungen für das globale Minimum f* und für 
die globalen Minimalstellen x* E X* innerhalb des Optimierungsbereichs [x] E FIRn. 
Der zugrundeliegende Algorithmus basiert auf dem sogenannten Intervall-Branch-and-
Bound-Prinzip: 
Zerlege den Startbereich [x] in Teilbereiche [y] C [x] (branches), bestimme 
garantierte Schranken ( bo·unds) für f auf den Teilbereichen [y] und eliminiere 
diejenigen Teilbereiche, die aufgrund dieser Schranken kein globales Minimum 
enthalten können. 
Neben der natürlicherweise eingesetzten Intervallarithmetik muß das Verfahren mit ei-
ner möglichst optimalen Aufteilungsstrategie und Listenverwaltung für die Teilbereiche 
arbeiten. Weitere Hilfsmittel zur Beschleunigung des Algorithmus sind 
• Lokale (approximative) Optimierungsmethoden, 
• Cut-Off-Tests, 
• Monotonietest (falls feine C1-Funktion), 
• Konkavitätstest (falls feine C2-Funktion) und 
• Intervall-Newton-Schritt (falls f eine C2-Funktion). 
Dabei ist es möglich, die benötigten Ableitungswerte mittels der sogenannten automati-
schen Differentiation zu berechnen. Diese ermöglicht es, bei der Berechnung eines Funk-
tionswertes automatisch die Ableitungswerte mitzuberechnen. Dazu muß lediglich die 
Funktionsvorschrift bekannt sein, während die Ableitungsformeln nicht explizit angege-
ben werden müssen. Wir wollen auf diese Technik jedoch nicht weiter im Detail eingehen 
und verweisen für eine ausführlichere Darstellung auf [6]. 
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Nach einer Beschreibung des Grund-Algorithmus, werden wir im folgenden auf die 
einzelnen Hilfsmittel eingehen, die in einem effizienten Verfahren zum Einsatz kommen. 
Auch dabei werden wir nicht bis ins kleinste Detail vorstoßen, um den Rahmen dieses 
Beitrages nicht zu sprengen. 
3.1 Der Grund-Algorithmus 
Wir wollen zunächst einmal schematisch die Arbeitsweise unseres Algorithmus beschrei-
ben, der mit einer Liste L arbeitet, in der jeweils die noch zur Bearbeitung anstehenden 
Teilbereiche [y] des Optimierungsbereichs [x] abgespeichert werden. Außer dem jeweili-
gen Teilbereich [y] ist zusätzlich die auf diesem Teilbereich berechnete garantierte Unter-
schranke 
/y = inf f([y]) 
für die Funk~ionswerte in [y) mit abgespeichert. Zusätzlich verwendet der Algorithmus 
einen Wert J, ~er eine garantierte Oberschranke für den Wert ~s globalen Minimums 
darstellt, d. h. f 2:: f*. Der Algorithmus arbeitet nun mit L und f folgendermaßen: 
Startphase: 
• Die Arbeitsliste L wird mit dem Startbereich [x] initialisiert: 
. -
L = Lo := , wobei [fx, fx] = [fx] = f([x]) 
-
• Die garantierte Oberschranke f 2:: f* wird durch eine Intervallauswertung mit 
Punktargument initialisiert: 
Iteration: 
Wähle c E [x] (z. B. den Mittelpunkt), berechne [fc] .- fn(c) inter-
vallmäßig und setze J := fc· 
• In der ( i + 1 )-ten Iteration wird der erste Bereich [y] in der Liste Li (aus dem 
i-ten Iterationsschritt) aus der Liste entfernt und in zwei Teile aufgeteilt. Falls 
durch entsprechende Tests die Existenz einer globalen Minimalstelle in diesen 
Teilbereichen nicht ausgeschlossen werden kann, so werden die Teilbereiche an 
die Liste angehängt. 
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• Im nun neuen ersten Element der Liste Li+I wird ein neues c := m([y]) gewählt 
und [Je] := fn(c) intervallmäßig berechnet. Dann wird ein Update des Wertes 
1 durch die Bestimmung von 1 := min{f, fc } durchgeführt. 
• Mit dem neuen Wert f kann nun möglicherweise ein sogenannter Cut-Off-Test 
durchgeführt werden (s. u.). 
Terminierung: 
• Durch eine Genauigkeitsforderung (z. B. in Form einer Bedingung für die 
Durchmesser der Intervalle [y] oder f([y])) kann der Algorithmus abgebrochen 
werden. 
Ergebnis: Für das globale Minimum und die globalen Minimalstellen ergibt 
sich nach dem Ende des Algorithmus, daß 
j* E [min{/y E L }, ]], und X* ~ U [y]. 
(y]EL 
Zu jedem Zeitpunkt während der Durchführung des Algorithmus stellt der kleinste 
jy-Wert in der Liste stets die beste bekannte garantierte Unterschranke und 1 die be-
ste bekannte garantierte Oberschranke für das globale Minimum/* dar. Somit kann auch 
die Distanz beider Werte als mögliches Abbruchkriterium für den Algorithmus verwendet 
werden. 
3.2 Der Cut-Off-Test 
Mit der garantierten Oberschranke f für das Minimum f* ist es möglich, alle Teilboxen 
[y] aus der Liste zu entfernen, die die Beziehung 
r ~ 1 < Jy 
erfüllen, da /y ja jeweils eine Unterschranke für die tatsächlichen Funktionswerte von f auf 
der Teilbox (y] darstellt. Abbildung 6 verdeutlicht dies an einem Beispiel. Die schraffierten 
f(x) 
Abbildung 6: Der Cut-Off-Test 
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Rechtecke stellen dabei jeweils die Intervallauswertungen von /~über dem entsprechenden 
Teil der x-Achse dar. Mit der Höhenlinie auf dem Niveau von f sieht man sofort, daß die 
dunkel schraffierten Gebiete kein globales Minimum enthalten können. 
An diesem Beispiel wird auch deutlich, daß dieser Cut-Off-Test um so besser (schneller) 
funktioniert, je besser der Wert J ist. Somit können gerade hier lokale (approximative) 
Verfahren (Ab~iegsverfahren) zur Verbesserung des Punktes c und damit der garantierten 
Oberschranke f zum Einsatz kommen. Würde nämlich im Beispiel (Abbildung 6) der Wert 
von finderNähe des linken Randes von [y]l bestimmt werden, so könnte der Cut-Off-Test 
sogar alle anderen Teilintervalle [y]k mit k = 2, ... , 10 aus der Liste entfernen. 
Diese Tatsache verdeutlicht die Vorgehensweise der Verifikationsverfahren zur globalen 
Optimierung, nämlich die Ausnutzung der jeweiligen Vorteile beim wechselseitigen Einsatz 
von Gleitkomma- und Intervallrechnur:.g. Der Wert c kann approximativ "verbessert" 
werden, während der garantierte Wert f durch eine Intervallauswertung bestimmt werden 
muß. 
3.3 Algorithmische Darstellung 
Wir wollen nun noch eine vereinfachte algorithmische Beschreibung unseres grundlegenden 
Verfahrens geben, um die prinzipielle Vergehensweise zu verdeutlichen. Bei gegebener 
Arbeitsliste L, Listenelementen ([y], fv), und zu optimierender Funktion f : IRn -+ IR, 
verwenden wir dabei die folgenden Notationen: 
Notation Bedeutung 
L := {} lnitialisierung von L als leere Liste 
L := L + ([y], fv) Einhängen von ( [y], fv) in L 
([y], fv) := PopHead (L) Aushängen von ([y], fv) mit kleinstem fv aus L 
- -
fv Unterschranke der Intervallauswertung [fy] := f([y]) 
fu(c) Intervallauswertung von f im Punkt c 
Algorithmus GlobaiOptimize (f, [x], E, Lres, [!*]) 
1. [Je] := fo(m([x])); J :=Je; 
2. [y] := [x]; L := { }; Lres := { }; 
3. repeat 
(a) k := OptimaiComponent ([y]); Bisect ([y], k, [u]t, [u]2); 
(b) for i := lto 2 do 
i. [/u] := /([u]i); 
ii. if f < fu then nexti; 
iii. Apply additional tests and methods; 
iv. L := L + ([u]i, fu); {Store [u]i} 
(c) Bisect := false; 
(d) while (L # {}) and (not Bisect) do 
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1. ([y], fu) := PopHead (L); c := m([y]); 
ii. Apply approximate method to improve c; 
iii. [fc] := .fi1(c); J := min{i, fc}i CutOffTest (L, [); 
tv. if (d(f([y])) < c:) or (d([y]) < c:) then 
Lres := Lres + ([y], fu)i 
else Bisect := true; 
until (not Bisect); 
4. [!*] := (min{fu E L}, ]]; 
5. return Lres, (J*]; 
. Als Eingabedaten erhält GlobaiOptimize die Funktion J, die Start-Box (x] und einen 
(oder auch mehrere) Genauigkeitsparameter e. In Schritt 1 wird zunächst ~durch eine 
intervallmäßige Mittelpunktsauswertung eine erste garantierte Oberschranke f für f* be-
stimmt. Danach wird die aktuelle Box (y] mit der Startbox [x] und die Arbeitsliste L 
sowie die Ergebnisliste Lres jeweils mit einer leeren Liste initialisiert. 
Schritt 3 stellt die eigentliche Iteration dar, in der in Schritt (a) jeweils eine Bisektion 
der aktuellen Box [y] bezüglich einer möglichst optimal gewählten Koordinate k durch-
geführt wird (Details zu dieser Richtungswahl finden sich z. B. in (20]). Danach werden 
die beiden Hälften [u]l und [u] 2 daraufhin untersucht, ob sie eine globale Minimalstelle 
enthalten können oder nicht. In Schritt (b )iii können dabei die in den nachfolgenden 
Abschnitten beschriebenen Methoden zum Einsatz kommen. Kann die Teilbox nicht eli-
miniert werden, so wird sie in Schritt (b )iv an die Liste L angehängt. 
In Schritt 3( d) wird jeweils eine neue aktuelle Box [y] aus der Liste ausgehängt und 
ausgehend von deren Mittelpunkt eine lok~le approximative Methode zur Verbesserung 
des Wertes c und damit der Oberschranke f angewendet. Mit diesem Wert wird dann der 
Cut-Off-Test durchgeführt. Wenn die aktuelle Box bereits einer bestimmten Abbruch-
bedingung bezüglich des Durchmessers genügt, dann wird diese in die Ergebnisliste Lres 
eingehängt, andernfalls wird sie weiter halbiert. 
In Schritt 4 wird noch die bestmögliche Einschließung [!*] für den Wert des globale~ 
Minimums bestimmt, und zuletzt werden Lres und [f*] als Ergebnisse des Algorithmus 
zurückgegeben. 
In den folgenden Abschnitten wollen wir nun noch auf die weiteren Hilfsmittel ein-
gehen, die in Schritt 3(b )iii zum Einsatz kommen können, sofern die zu behandelnde 
Funktion f die jeweils erforderlichen Differenzierbarkeitsvoraussetzungen erfüllt. 
3.4 Der Monotonietest 
Ist f streng monoton in einer Box [y] C (x], so kann diese aus der Liste gelöscht werden, 
denn [y] kann in diesem Fall keinen stationären Punkt und somit auch kein lokales oder 
gar globales Minimum enthalten. Die Ausnahme bilden natürlich Randminima auf dem 
Rand des ursprünglichen Optimierungsgebietes [x], die keine stationäre Punkte sind. 
Erfüllt also die intervallmäßige Auswertung des Gradienten [g] = V f([y]) die Bedin" 
gung 




Abbildung 7: Zum Monotonietest 
dann besitzt der Gradient keine Nullstelle in [y], undfiststreng monoton in [y] bezüglich 
der i-ten Koordinate. Die Box [y] kann also gelöscht werden. Enthält [y] allerdings Teile 
des Randes von [x], so dürfen diese (zumindest vom Monotonietest) je nach Monotonie-
eigenschaft nicht gelöscht werden. 
In dem in Abbildung 7 skizzierten Fall mit n = 1 und für vier Teilintervalle kann der 
Monotonietest [y]l auf den Randpunkt !f. reduzieren, die Box [y] 2 bleibt unverändert, und 
[y ]3 kann gelöscht werden. Da f in [y ]4 monoton steigend ist, kann das ganze Intervall 
gelöscht werden, da ja ein Minimum gesucht wird. 
In diesem Beispiel reduziert der Monotonietest die ursprüngliche Liste von vier In-
tervallen [y]\ [y] 2, [y]3 und [y] 4 auf zwei Intervalle [!f.] und [y]2. Hier wäre sogar der 
Fall gegeben, daß ein anschließender Cut-Off-Test mit einer Funktionsauswertung in [!f.] 
außerdem noch [y ]2 eliminieren würde und damit die eindeutige Lösung x* = !f. zum Preis 
von nur vier Intervallauswertungen des Gradienten und zwei Intervallauswertungen von 
f bestimmt wäre. 
4 Der Konkavitätstest 
Dieser Test prüft eigentlich die "Nicht-Konvexität", und er erhielt seinen Namen in der 
Literatur wohl zur Vereinfachung der Sprechweise. Er wird verwendet, um festzustellen 
ob die zu minimierende Funktion f auf einer Teilbox [y] C [x] nicht konvex ist. Ist dies 
der Fall, so braucht [y] nicht mehr weiter auf eine Minimalstelle untersucht zu werden, 
außer wenn [y] Teile des Randes von [x] enthält. In diesem Fall kann [y], wie auch im 
Monotonietest, zumindest auf den Rand, der möglicherweise eine globale Minimalstelle 
enthält, reduziert werden. 
Eine Funktionfist konvex in [y], wenn ihre Hessematrix überall in [y] positiv semidefi-
nit ist (vgl. Satz 1.6.3 in [24]). Eine notwendige Bedingung für die positive Semidefinitheit 
ist, daß alle Diagonalelemente der Hessematrix nichtnegativ sind (vgl. Satz 1.1.2 in [20]). 
Gilt nun für alle Hessematrizen in [y], daß ein Diagonalelement kleiner als 0 ist, so kann 
die Hessematrix nicht positiv semidefinit sein. 
Erfüllt also die intervallmäßige Auswertung der Hessematrix [H] = V 2 f([y]) die Be-
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f(x) 
Abbildung 8: Zum Konkavitätstest 
dingung 
Hii < 0 für ein i = 1, ... , n, 
dann ist Hii < 0 für H = V 2 f(y) und für alle y E [y]. Somit kann [y] gelöscht werden. 
Abbildung 8 skizziert den eindimensionalen Fall für vier Teilintervalle, in dem der Kon-
kavitätstest [yjl auf den Randpunkt !!2. reduzieren, [y]3 löschen und [y] 4 auf den Randpunkt 
x reduzieren kann. Die Box [y] 2 bleibt erhalten. 
4.1 Intervall-Newton- ( Gauß-Seidel)-Schritt 
Ein weiteres Hilfsmittel zur Elimination bzw. zur Verkleinerung einer Teil-Box [y] ist die 
Anwendung eines einzelnen Schrittes aus der Intervall-Newton- bzw. Gauß-Seidel-Iteration 
zur Lösung des nichtlinearen Gleichungssystems 
V f ( y) = 0, y E [y]. 
Dabei wird eine a-priori Einschließung [y] der Nullstelle des Gradienten durch Auflösen 
des Intervallgleichungssystems 
[A](c- x) = b 
mit [A] E IJRnxn und b E JRn verbessert. [A] und b sind dabei gegeben durch 
[A] := R · V 2 /([y]) und b := R ·V /(c), 
wobei R ~ (m(V2f([y]))t 1 und c := m([y]). 
Die neue (verbesserte) Einschließung N08([y]) berechnet sich gemäß 
[z] := [y] 
[z]i := ( Cj- ( bi + :t[A]ij. ([z]j- c;)) I [A]ii) n [z]i 
i = 1, ... ,n 
Nbs([y]) := [z] 
j=l 
j;l>i 
Bei der Division durch [A]ii tritt hier das zunächst formale Problem auf, daß der Nenner 
die Null enthalten könnte. Aus diesem Grund bedient man sich im Intervall-Gauß-Seidel-
Schritt der sogenannten erweiterten Intervallarithmetik (vgl. [6], [9]), die eine Division 
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durch Intervalle, die die Null enthalten, erlaubt. Wir wollen dies hier nicht weiter vertiefen 
und verweisen für eine detaillierte Beschreibung des Intervall-Gauß-Seidel-Schrittes auf [1], 
[6, Kapitel 13,14] und [20, Abschnitt 2.5]. 
Im Rahmen unseres globalen Optimierungsverfahrens wäre eine vollständige Intervall-
Newton-Iteration zwar möglich, aus "Kostengründen" wird dies aber nicht praktiziert. 
Der einzelne Newton-Schritt ist aufgrund der notwendigen Hessematrix-Auswertung re-
lativ teuer, während die anderen Tests, die möglicherweise eine Box löschen bevor ein 
weiterer Newton-Schritt notwendig wird, wesentlich billiger sind. Außerdem behandelt 
der Newton-Schritt das Nullstellenproblem für den Gradienten und zielt damit auf die 
Berechnung eines stationären Punktes ab, der nicht notwendigerweise ein Minimalpunkt 
sein muß. 
Die Anwendung des Intervall-Gauß-Seidel-Schrittes innerhalb unseres Verfahrens kann 
nun folgende Ergebnisse liefern: 
• Die Ergebnisbox Nb8 ([y]) ist leer, d. h. [y] enthält keinen stationären Punkt. 
• Die Ergebnisbox Nbs([y]) ist signifikant verkleinert worden. 
• Ergebnisbox Nb8 ([y]) ist insgesamt verkleinert und in Teilboxen aufgespalten wor-
den. 
Wir wollen dies im eindimensionalen Fall kurz graphisch erläutern. 
Ähnlich wie das klassische Newton-Verfahren kann auch das Intervall-Newton-
Verfahren geometrisch dadurch interpretiert werden, daß in jedem Iterationsschritt an 
der Stelle c = m([y]) zwei Geraden an den Graphen der Funktion f angelegt werden. Es 
handelt sich dabei um die Geraden mit der Steigung f'([y]) bzw. f'([y]), also mit der klein-
sten bzw. größten Steigung von f im Intervall [y]. Ihre Schnittpunkte mit der x-Achse 
entsprechen den Intervallgrenzen der neuen Iterierten, die nachfolgend noch mit der alten 
Iterierten [y] geschnitten wird. Anhand von zwei Skizzen wollen wir diese geometrische 
Interpretation für den Fall 0 rJ. J'([y]) und für den Fall 0 E f'([y]) veranschaulichen. 
In Abbildung 9 ist für [y] = [y, y] der Fall 0 rJ. f'([y]) skizziert. Die Gerade mit 
der kleinsten Steigung schneidet di-;; x-Achse in >., die Gerade mit der größten Steigung 
schneidet sie in p. In einem Newton-Schritt wird also zunächst das Intervall 
J(c) 









Abbildung 10: Intervall-Newton-Schritt mit 0 E f'([y]) 
berechnet, das in der Skizze links vom Mittelpunkt liegt. Die im Anschluß daran erfol-
gende Schnittbildung liefert somit 
N'([y]) := [w] n [y] = (,\, p] n [~, y] = [~, p], 
als neue Iterierte und somit verbesserte Einschließung der Nullstelle von f'. 
In Abbildung 10 Ist für [y] = [y, y] der Fall 0 E J'([y]) skizziert. Die Gerade mit 
der kleinsten Steigung schneidet die-x-Achse in p, die Gerade mit der grö"ßten Steigung 
schneidet sie in,\, In einem (erweiterten) Newton-Schritt wird also zunächst das erweiterte 
Intervall 
f(c) 
[w] := c- f'([y]) = ( -oo, p] U (,\, oo) 
berechnet und die anschließende Schnittbildung liefert 
N'([y]) := [w] n [y] = ((-oo,p] U (,\,oo)) n [~,y] = [~,p] U (,\,y], 
also die Vereinigungzweier Intervalle, die nach wie vor die Nullstellen von f' in [y] enthält. 
4.2 Eindeutigkeitsaussagen 
Unter Anwendung von speziellen Fixpunktsätzen, deren Voraussetzungen mittels lnter-
vallrechnung auf dem Rechner überprüft werden können, ist es möglich, daß das Verfahren 
selbst nachweist, daß eine Teilbox [y] in der Ergebnisliste Lres eine (lokal in [y]) eindeutige 
Minimalstelle enthält. Dies ist möglich durch den Nachweis eines eindeutigen stationären 
Punktes in [y], d. h. den Nachweis von Existenz und Eindeutigkeit einer Nullstelle von 
V f in [y] zusammen mit dem Nachweis, daß f in [y] streng konvex ist, d. h. durch den 
Nachweis der positiven Definitheit aller V 2 f in [y]. 
Aufgrund der Eigenschaften des Intervall-Gauß-Seidel-Schrittes läßt sich der erste 
Punkt recht leicht überprüfen. vVir fassen diese im nachfolgenden Satz zusammen. 
Satz 2 Sei f : · D ~ IRn -+ IR eine zweimal stetig differenzierbare Funktion, und sei 
[y] E fiRn mit [y] ~ D. Dann besitzt N~8([y]) die folgenden Eigenschaften: 
1. Jede Nullstelle x* in [y] von V f liegt auch in N~8 ([y]). 
2. Ist N~8 ([y]) = 0, dann existiert keine Nullstelle von V f in [y]. 
0 
3. Gilt N~8([y]) C [y], dann existiert eine eindeutige Nullstelle von V f in [y] und damit 
auch in Nbs([y]). 
Beweis: Siehe z. B. [9]. 
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Somit muß das Verfahren lediglich überprüfen, ob N05([y]) echt im Inneren von [y] 
liegt. Mit einer ähnlichen lnklusionsbedingung läßt sich auch die positive Definitheit aller 
Hessematrizen in [y] nachweisen. Wir wollen jedoch auch dies, um den Rahmen dieses 
Beitrags nicht zu sprengen, hier nicht weiter vertiefen und verweisen auf [6, Kapitel 14] 
und [20, Abschnitt 2.7]. 
5 Historie der Methoden und Varianten 
Um dem interessierten Leser bzw. der interessierten Leserin die Möglichkeit zu geben, 
sich tiefer in die vorgestellte Methodik einzuarbeiten, geben wir nun einen kleinen histori-
schen Überblick. Darin führen wir die wichtigsten Stationen der Entstehung verschiedener 
yarianten von Intervallverfahren zur globalen Optimierung einschließlich entsprechender 
Literaturreferenzen auf. Wir erheben jedoch keinen Anspruch auf Vollständigkeit. 
1966: Durch das Buch von Moore [17] wird der Grundstock zur Verwendung der lnter-
vallarithmetik für die globale Optimierung gelegt. 
197 4: Skelboe kombiniert in [22] eine Branch-and-Bound-Strategie mit Moores Intervall-
verfahren und entwickelt ein erstes ableitungsfreies Verfahren, das darauf abzielt, 
Einschließungen für J* zu berechnen. 
1979: lchida und Fujii [10] entwickeln eine Modifikation des Skelboe-Verfahrens unter 
Einbeziehung des Mittelpunktstests und des Intervall-Newton-Verfahrens. Auch 
diese zielt darauf ab, nur Einschließungen für J* zu berechnen. 
1979/80: Eines der wichtigsten Intervall-Verfahren, veröffentlicht Hansen 1979 für den 
eindimensionalen Fall [7] und 1980 für den mehrdimensionalen Fall [8]. Es inte-
griert die Mittelpunkts-, Monotoniec und Konkavitätstests sowie ein spezialisiertes 
Intervall-Newton-Verfahren mit dem Ziel, Einschließungen für J* und für X* zu 
berechnen. 
1988: Ratschek und Rokne fassen in [18] die obigen Verfahren zusammen und führen 
umfangreiche Konvergenzuntersuchungen und Vergleiche durch. 
1988/89/90: In [2], [3] und [4] beschreibt Csendes ein Verfahren mit Cut-Off-Test und 
Monotonietest speziell für Parameterschätzungsaufgaben im Bereich von Fertigungs-
toleranzen. Auch hier gilt das Interesse vornehmlich J*. 
1991/92: Jansson und Knüppel stellen in [11] und [12] ein lntervall-Branch-and-Bound-
Verfahren vor, das ohne Ableitungen auskommt und unter intensiver Nutzung lokaler 
approximativer Verfahren sehr schnell gute Näherungen und garantierte Schranken 
für J* liefert. 
1991/92/93/94: In [19], [20], [6] und [21] beschreiben wir effiziente Modifikationen 
des Verfahrens von Hansen unter Einsatz von optimierter Bisektion, Cut-Off-, 
Monotonie- und Konkavitätstests, Intervall-Gauß-Seidel-Schritt mit modifiziertem 
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Box-Splitting, spezieller Randbehandlung, Eindeutigkeitsnachweisen und automati-
scher Differentiation. Zielsetzung ist dabei, Einschließungen von hoher Genauigkeit 
für f* und X* zu berechnen. 
1992: In seinem Buch [9] faßt Hansen Modifikationen früherer Varianten seines Verfah-
rens, algorithmische Beschreibungen, theoretische Konvergenzuntersuchungen und 
zahlreiche Testbeispiele zusammen. 
1993: In der "Numerical Toolbox for Verified Computing I" [6] wird (unter anderem) 
erstmals Public-Domain-Software für die globale Optimierung mit automatischer 
Ergebnisverifikation zur Verfügung gestellt. 
1994: Jansson beschreibt in [13] ein sehr effizientes Verfahren unter Verwendung von Ab-
leitungen, mit Eindeutigkeitstests für stationäre Punkte und mit einem sogenannten 
Expansionsprinzip. Dieses Verfahren ermöglicht es, hochgerraue Einschließungen so-
wohl für f* als ~uch für X* zu berechnen. 
6 Numerische Resultate und Laufzeitvergleiche 
Mit den nachfolgend aufgeführten Ergebnissen für Testbeispiele aus der Literatur wollen 
wir die Effizienz der Intervallverfahren für die globale Optimierung unterstreichen. Wir 
beschränken uns dabei auf die Resultate in [9], [14], [20] und [21]. 
6.1 Standard-Testbeispiele 
Wir wollen uns zunächst einmal den Funktionen widmen, die in [5] zu einem Standardsatz 
zum Test von globalen Optimierungsverfahren erklärt worden sind. Neben den Punk-
tionsvorschriften geben wir auch die mit einer geforderten relativen Genauigkeit 10-12 
berechneten Einschließungen für die Minimalwerte und die globalen Minimalstellen an. 
85·, 87, 810: Die Shekel-Funktionen (x E JR4 ): 
m 1 
fsm(x) =-"""' )T , {;;: (x- Ai)(x- Ai +Ci 
für m = 5, m = 7 und m = 10. Dabei ist 
4 4 4 4 0.1 
1 1 1 1 0.2 
8 8 8 8 0.2 
6 6 6 6 0.4 
A= 
3 7 3 7 
und 
0.4 
2 9 2 9 c= 0.6 
5 5 3 3 0.3 
8 1 8 1 0.7 
6 2 6 2 0.5 
7 3.6 7 3.6 0.5 
Startbereich: 0 :::; Xi :::; 10, i = 1, ... , 4. 
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Ergebnisse für 85: 
Minimalstelle: 
Minimum: 
Ergebnisse für 87: 
Minimalstelle: 
Minimum: 
Ergebnisse für 810: 
Minimalstelle: 
Minimum: 
[ 4.000037152818980E+OOO, 4.000037152821031E+OOO] 
[ 4.000133276591354E+OOO, 4.000133276591888E+OOO] 
[ 4.000037152819639E+OOO, 4.000037152819693E+OOO] 
[ 4.000133276591559E+OOO, 4.000133276591561E+OOO] 
[-1.015319967905829E+001,-1.015319967905816E+001] 
[ 4.000572916185218E+OOO, 4.000572916186515E+OOO] 
[ 4.000689366185151E+OOO, 4.000689366185395E+OOO] 
[ 3.999489708859148E+OOO, 3.999489708859153E+OOO] 
[ 3.999606158858631E+OOO, 3.999606158858633E+OOO] 
[-1.040294056681887E+001,-1.040294056681845E+001] 
[ 4.000746531591439E+OOO, 4.000746531592502E+OOO] 
[ 4.000592934138421E+OOO, 4.000592934138670E+OOO] 
[ 3.999663398040321E+OOO, 3.999663398040324E+OOO] 
[ 3.999509800586807E+OOO, 3.999509800586809E+OOO] 
[-1.053640981669226E+001,-1.053640981669182E+001] 
H3: Die Hartman-Funktionder Dimension 3 (x E JR3 ): 
10 30) ( 1 ) 5 1.2 
10 30 , c = 3 




und p = 0.1091 0.8732 









[ 1.145248868047914E-001, 1.145248868047942E-001] 
[ 5.555230190395223E-001, 5.555230190395230E-001] 
[ 8.525997844999939E-001, 8.525997844999945E-001] 
[-3.861305797100195E+000,-3.861305797100181E+OOO] 
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H6: Die Hartman-Funktionder Dimension 6 (x E JR6): 
fus(x) =- t. c;exp (- t. A;;(x;- P;;)'). 
( 
10 3 17 
A _ 0.05 10 17 
- 3 3.5 1.7 
17 8 0.05 
( 
0.1312 0.1696 
p - 0.2329 0.4135 
- 0.2348 0.1451 
0.4047 0.8828 
3.5 1.7 8 ) ( 1 ) 0.1 8 14 1.2 
10 17 8 ' c = 3 






















[ 2.016895110066914E-001, 2.016895110067208E-001] 
[ 1.500106918234515E-001, 1.500106918234638E-001] 
[ 4.768739742218904E-001, 4.768739742219030E-001] 
[ 2.753324304940550E-001, 2.753324304940572E-001] 
[ 3.116516166001127E-001, 3.116516166001138E-001] 
[ 6.573005340656198E-001, 6.573005340656208E-001] 
[-3.322368011415553E+000,-3.322368011415477E+OOO] 
BR: Die Branin-Funktion (x E JR2 ): 
faR(x) = (~x1 - :~12 x~ + x2 - 6) 
2 
+ 10 ( 1- 8~) cosx1 + 10. 
Abbildung 11: Die Branin-Funktion 
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Startbereich: -5 ::; x1 ::; 10, 0 ::; x2 ::; 15. 
Ergebnisse: 
Minimalstelle(n): 1. [ 3 .141592653589792E+OOO, 3 .141592653589795E+OOO] 
[ 2.274999999999996E+OOO, 2.275000000000005E+OOO] 
Minimum: 
2. [ 9.424777960769374E+OOO, 9.424777960769387E+OOO] 
[ 2.474999999999978E+OOO, 2.475000000000021E+OOO] 
3. [-3.141592653589798E+000,-3.141592653589789E+OOO] 
[ 1.227499999999998E+001, 1.227500000000002E+001] 
[ 3.978873577297381E-001, 3.978873577297435E-001] 
SHCB: Die Six-Hump-Camel-Back-Funktion (x E JR2): 
fsHca(x) = 4x~- 2.lxt + ~x~ + x1x2- 4x~ + 4x~. 
Startbereich: -2.5 ::; Xi ::; 2.5. 
Ergebnisse: 
Minimalstelle(n): 1. [ -8. 984201310032836E-002, -8. 984201310031070E-002] 
[ 7.126564030207390E-001, 7.126564030207405E-001] 
Minimum: 
2. [ 8.984201310031189E-002, 8.984201310032657E-002] 
[-7.126564030207403E-001,-7.126564030207390E-001] 
[-1.031628453489896E+000,-1.031628453489858E+OOO] 
Wir wollen nun die Laufzeiten verschiedener Verfahren vergleichen. Wir verwenden 
dazu sogenannte Standardzeiteinheiten (auch STUs genannt). Bei der STU handelt es 
Abbildung 12: Six-Hump-Camel-Back-Funktion 
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sich um die sogenannte Standard Time Unit, die der Berechnungszeit für 1000 reelle 
Auswertungen der Shekel-5-Funktion (S5) entspricht. Sie wird als nahezu von Compiler 
und Rechner unabhängige Zeitmeßkonstante üblicherweise in der Literatur verwendet. 
In der nachfolgenden Tabelle vergleichen wir die Verifikationsverfahren von Hansen [9], 
Jansson [13] und Ratz [20] mit klassischen Näherungsverfahren [23]. Bei letzteren ist der 
angegebene STU-Wert ein Mittel aus den Zeiten, die verschiedene dieser approximativen 
Verfahren benötigen (vgl. [23]). 
Vergleich der Standardzeiteinheiten 
H3 H6 S5 S7 SlO BR 
Näherungsverfahren (im Schnitt) 11.5 29.1 15.4 19.4 22.2 6.2 
Verifikationsverfahren (Hansen) 4.4 3641 2.0 6.4 10.2 0.7 
Verifikationsverfahren (Ratz) 2.3 57.3 1.2 1.5 2.3 0.7 
Verifikationsverfahren ( J ansson) 5.6 40.1 1.5 1.8 2.3 2.2 
Die Zahlen machen deutlich, daß die neuen Verfahren in ihrer Effizienz durchaus mit 
den Näherungsverfahren vergleichbar und diesen in den meisten Fällen sogar deutlich 
überlegen sind. Das ableitungsfreie Verfahren von Jansson [12], das Näherungen für den 
Minimalwert und die Minimalstellen sowie garantierte Schranken für den Minimalwert 
liefert, kann sogar mit noch kürzeren Laufzeiten aufwarten. 
6.2 Weitere Testbeispiele 
Wir wollen nun noch Resultate für einige weitere Testfunktionen aus [9] und [23] angeben. 
Darunter befinden sich auch extreme Beispiele mit mehreren 1000 oder sogar 1010 lokalen 
Minimalstellen im Optimierungsbereich. 
In den jeweils nach den numerischen Ergebnissen folgenden Tabellen zu den Testfunk-
tionen vergleichen wir für die Verfahren von Hansen [9], Ratz [20] und Jansson [14] die 
Anzahl der notwendigen Funktions-, Gradienten- und Hessematrixauswertungen sowie die 
Laufzeiten in Standardzeiteinheiten. Der STU-Wert für das Hansen-Yerfahren ist ein aus 
den in [9] angegebenen Laufzeiten grob ermittelter Wert, da keineSTU-Angaben vorliegen. 
Beim Verfahren von Jansson ist zu bemerken, daß aufgrunddes Einsatzes approximativer 
Verfahren neben den Intervallauswertungen noch reelle Auswertungen notwendig sind, die 
jedoch in den Tabellen nicht aufgeführt sind. 
L5: Die Levy-Funktion Nr. 5 (x E IR}): 
5 5 
!Ls( x) Li cos(( i - 1 )x1 + i) L j cos( (j + 1 )x2 + j) + (x1 + 1.42513)2 + (x 2 + 0.80032)2 • 
i=l j=l 
Startbereich: -10 ~ Xi ~ 10, i = 1, 2 (darin: 760 lokale Minima!). 
Ergebnisse: 
Minimals teile: [-1.306853009753580E+000,-1.306853009753564E+OOO] 
[-1.424845041560682E+000,-1.424845041560681E+OOO] 
-29-
-· Abbildung 13: Die Levy-Funktion Nr. 5 
Minimum: [-1.761375780016305E+002,-1.761375780016283E+002] 
Die Abbildungen 13 und 14 zeigen die Levy-Funktion Nr. 5 im originalen Optimie-
rungsgebiet und in einem etwas kleineren Ausschnitt davon. 
Levy-Funktion Nr. 5 
c = 10-12 Hansen Ratz Jansson 
f- Auswertungen 2166 59 732 
V !-Auswertungen 2021 319 2 
v 2 !-Auswertungen 725 69 11 
Laufzeit in STUs > 30 13.4 7.9 
-1~0 
Abbildung 14: Die Levy-Funktion Nr. 5 (Detail) 
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L12: Die Levy-Funktion Nr. 12 (x E JR10): 
9 
!L12(x) = I: y[(1 + 10sin2(7r(1 + Yi+1))) + sin2(7r(1 + Y1)) + Yio, 
i=1 
mit Yi = (xi- 1)/4, i = 1, ... , 10 




[ 9.999999999999998E-001, 1.000000000000001E+OOO] 
[ 9.999999999999998E-001, 1.000000000000001E+OOO] 
[ 9.999999999999998E-001, 1.000000000000001E+OOO] 
[ 9.999999999999998E-001, 1.000000000000001E+OOO] 
[ O.OOOOOOOOOOOOOOOE+OOO, 6.522368011415477E~030] 
Abbildung 15 zeigt die Levy-Funktion Nr. 12 in nur zwei Dimensionen, so daß sich der 
Leser einen Eindruck über die Gestalt der Funktion machen kann. 
Levy-Funktion Nr. 12 
c = w-12 Hansen Ratz Jansson 
f- Auswertungen 559 89 141 
V /-Auswertungen 497 177 1 
V 2 /-Auswertungen 184 41 5 
Laufzeit in STU s > 34 20.1 4.7 
Abbildung 15: Die Levy-Funktion Nr. 12 mit x E JR2 
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Abbildung 16: Die Griewank-Funktion für n = 2 
Gn: Die Griewank-Funktionen (x E IRn): 
n x2 n x· 
!an(x) =I: _i - II cos( ~) + 1. 
i=l an i=l vz 
Startbereich: -500 :=::; Xi :=::; 600, i = 1, ... , n (darin für n = 2 etwa 500 und für n = 10 




[ O.OOOOOOOOOOOOOOOE+OOO, O.OOOOOOOOOOOOOOOE+OOO] 
[ O.OOOOOOOOOOOOOOOE+OOO, O.OOOOOOOOOOOOOOOE+OOO] 
[ O.OOOOOOOOOOOOOOOE+OOO, O.OOOOOOOOOOOOOOOE+OOO] 
[ O.OOOOOOOOOOOOOOOE+OOO, O.OOOOOOOOOOOOOOOE+OOO] 
Auch die Griewank-Funktion läßt sich von Intervallverfahren effizienter bearbeiten als 
von klassischen Verfahren. Vergleicht man die in [23] aufgeführten Ergebnisse für die 
Methoden von Griewank und Snyman mit den Resultaten für die Verfahren von Jansson 
[14] und Ratz (20], so ist zunächst festzustellen, daß die verallgemeinerte Abstiegsmethode 
von Griewank nur ein suboptimales lokales Minimum findet. Für n = 2 benötigt Snymans 
Multi-Start-Algorithmus etwa 1.4 STUs und für n = 10 bereits 90 STUs. Das Verfahren 
von Jansson benötigt für n = 2 etwa eine STU und für n = 10 rund neun STUs. Unser 
Verfahren aus (20] benötigt für n = 2 etwa zwei STUs und für n = 10 rund 16 STUs. 
RB: Die Rosenbrock-Funktion (x E JR2 ): 
Startbereiche: -1.2::; Xi::; 1.2, i = 1,2 bzw. -106 :=::; Xi::; 106 , i = 1,2. 
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Ergebnisse: 
Minimalstelle: [ 9.999999999999603E-001, 1.000000000000133E+OOO] 
[ 9.999999999999705E-001, 1.000000000000266E+OOO] 
Minimum: [ O.OOOOOOOOOOOOOOOE+OOO, 2.969873293021112E-023] 
Abbildung 17: Die Rosenbrock-Funktion 
Die Rosenbrock-Funktion wurde in der Literatur als eine schwere Testfunktion für 
neue Optimierungsverfahren akzeptiert. Eine ihrer Besonderheiten ist die Tatsache, daß 
ihre Hessematrix auf allen Punkten der Parabel 800x2 - 800y + 4 = 0 singulär ist. 
Die nachfolgende Tabelle, in der wiederum die Verfahren von Hansen, Ratz und 
Jansson verglichen werden, demonstriert die (im Vergleich zur enormen Vergrößerung 
des Optimierungsbereiches) nur geringe Erhöhung der Auswertungszahlen und Laufzei-
ten, wenn der Startbereich um den Faktor 106 vergrößert wird. 
Rosenbrock-Funktion 
c = 10-12 Hansen Ratz Jansson Hansen Ratz Jansson 
Startbereich Xi [-1.2, 1.2] [ -106 , 106 ] 
f- Auswertungen 640 111 150 12321 1213 12172 
V !-Auswertungen 583 187 1 12827 2399 1 
V 2 !-Auswertungen 238 50 13 4949 593 13 
Laufzeit in STUs > 2.5 0.2 1.5 > 50 4.1 35 
7 Schlußbemerkung 
Viele der Anwender und Entwickler numerischer Verfahren und entsprechender Software 
werden heutzutage immer noch vom Begriff Intervallrechnung geradezu abgeschreckt. Dies 
liegt wohl vor allem an der Tatsache, daß dieses relativ junge Gebiet der Mathematik, 
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aufgrundzahlreicher Fehlinterpretationen von einigen naiven Anwendern der Anfangszeit, 
mit einem schlechten Ruf zu kämpfen hat. So wird von vielen nach wie vor die Intervall-
rechnung als diejenige Sparte der N umerik abgetan, die "eigentlich den Wert 5 berechnen 
will, als Ergebnis aber eine Einschließung [-1000, 1000] liefert". Der Grund liegt darin, 
daß es bei naiver Anwendung der Intervallarithmetik zu drastischen Überschätzungen der 
Wertebereiche kommen kann. 
Wir hoffen, dieser Artikel weckt bei einigen Lesern, die sich vielleicht bisher eher zu 
den abgeschreckten zählten, zumindest ein gewisses Interesse an Intervallverfahren. Die 
vorangegangenen Abschnitte demonstrierten schließlich, daß es speziell auf dem Gebiet 
der globalen Optimierung hochgenaue und schnelle Intervallverfahren gibt, die sogar ef-
fizienter als klassische approximative Methoden arbeiten können. Darüber hinaus sind 
diese Verfahren in der Lage, mathematische Aussagen über den garantierten Einschluß 
der gesuchten Lösung( en) zu machen. 
Die Grundlage für die Durchführung solcher Verfahren auf einem Rechner bildet eine 
mathematisch formulferte Rechnerarithmetik [16] und eine entsprechende Implementie-
rung dieser Arithmetik, wie sie z. B. in PASCAL-XSC [15] realisiert wurde. Weitere 
Voraussetzung für eine erfolgreiche Entwicklung solcher Intervallverfahren ist natürlich 
stets, daß die eingangs angesprochenen Überschätzungs- und Aufblähungseffekte durch 
ein problemspezifisches und sorgfältiges Design der Algorithmen weitestgehend vermie-
den werden. 
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Prof. Dr. Peter Mäder 
Zur Person und zum Vortrag 
Prof. Mäder studierte in Freiburg gleichzeitig Mathematik und kath. Theologie. Seit nunmehr 
20 Jahren ist er am staatlichen Seminar für Schulpädagogik (Gymnasien) mit der Ausbildung 
von Referendaren betraut und, soweit es sein Deputat zuläßt, erteilt daneben selbst auch noch 
Unterricht an Gymnasien in Mathematik und Religion. 
So wie sich diese beiden Tätigkeiten gegenseitig befruchten und ergänzen, so wirken wohl 
beide unterschiedliche Fachbereiche zusammen hin auf eine mehr erkenntnistheoretisch-
philosophische Betrachtungsweise der Mathematik. Herr Mäder beschäftigt sich nämlich 
zusätzlich mit Aspekten der Entwicklung der Mathematik und hat dies auch bereits in 
Buchform dargelegt. Sein Buch ist 1992 im Metzler Schulbuchverlag erschienen und heißt 
"Mathematik hat Geschichte". Hier schlägt er nun ein neues Kapitel auf und zeigt am Beispiel 
der Ziffer 0 einmal mehr, daß sich die Selbstverständlichkeiten unserer Zeit auch erst mühsam 




0 791 04 FREIBURG 
Tel. 0761 I 57855 
"Wie die Puppe ein Adler sein wollte, der Esel ein Löwe, die 
Äffin eine Königin -so wollte die Null eine Ziffer sein !'_' 
EIN ÜBERBLICK ZUR GESCHICHTE DER ZAHL NULL 
Das oben genannte Zitat (nach Menninger, II. Teil, S. 240; siehe das 
Literaturverzeichnis am Ende dieses Beitrags) stammt aus dem Frankreich des 15. 
Jahrhunderts und verdeutlicht es : tatsächlich war lange unverständlich, warum für 
etwas, das doch gar nicht vorhanden ist ("das Leere") auch noch ein eigenes Zeichen 
stehen sollte. 
Auf der Suche nach der Zahl Null begegnen wir entscheidenden Epochen der 
Mathematikgeschichte. 
Das Lückenzeichen im Sechziger-Systemder Babyionier 
Die ältesten uns bekannten mathematischen Dokumente sind bis zu 4000 Jahre alt; 
sie stammen aus dem Zweistromland zwischen den Flüssen Euphrat und Tigris. 
Archäologen entdeckten ganze Bibliotheken von Tontäfelchen (Keilschrift), und 
darunter waren auch Texte mit Zahlzeichen und mathematischen Abhandlungen. 
So nennt etwa ein Tontäfelchen in einer Liste von Kleinvieh u. a. 38 kleine Lämmer 




lf""! ~ <·. .. , .. • 
• 
~ • . • • 
3 Zehner+ 8 Einer 
Die rechts stehende Darstellung wird nur verständlich, wenn man weiß, daß die 
damalige Zahlschreibweise im 60er-System (in einer Kombination mit dem 
Zehnersystem) erfolgte. Die senkrecht stehenden Keile stehen für die Einer, die 
schrägen Keile für die Zehner. 
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So sieht dann z.B. die Zahl3754 so aus: 
1 . 602 + 2 . 601 + ( 3 . 1 0 + 4) . 60° 
= 3600 + 120 + 34 = 3754 
Die "babylonische Mathematik" im weitesten Sinne umfaßt die Epochen der Sumerer, 
der Akkader (ab 2400 v. Chr.), die babylonischen Dynastien (ab dem 18. Jhdt. v.) und 
die nachfolgenden Zeite~ bis hin zu den Seleukiden (bis zum 1. Jhdt. v. Chr.). 
Wie aber ist erkennbar, ob bei dieser Zahldarstellung gewisse Potenzen von 60 
ausgelassen wurden, weil sie in der Darstellung der betreffenden Zahl nicht 
vorkommen ? Nur aus dem Kontext und aus der Art und Weise, wie die Zeichen 
gruppiert werden, ist hier eine Antwort möglich. Denn ein Lückenzeichen, eine 
Kennzeichnung der Null, fehlt in diesem System! 
Belege für ein Lückenzeichen gibt es dann aber tatsächlich aus den letzten 
vorchristlichen Jahrhunderten (und das war nicht mehr die große Zeit der 
babylonischen Kultur). Zwei kleine schräge Haken oder ein langgezogener schräger 









3. 602 + 0. 601 + 18. 60° = 10818 
Daß das Lückenzeichen auch ganz rechts stehen kann (als Koeffizient von 60° ), ist 
nur in astronomischen Tafeln aus jener Zeit bezeugt. 
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Die Hieroglyphen der ägyptischen Mathematik 
Die ägyptische Mathematik hatte ihre je eigenen Bilder (deren Bedeutung allerdings 
nicht immer ganz geklärt ist) fUr die Zehnerpotenzen. Ein Strich stand für 1, eine 
Fessel für 10, ein Strick für 100, eine Lotuspflanze für 1000, ein gestreckter Finger für 
10000, eine Kaulquappe für 100000 und eine Gottheit für eine Million. Eine 
Kennzeichnung der Null war somit nicht erforderlich. 
1 10 100 1.000 
<t 
Die Zahl3415: 








Vom Horus-Tempel in Edfu (in Oberägypten) gibt es einen interessanten Beleg aus 
dem 2. Jhdt. v. Chr. : da wird eine (allerdings nicht ganz eindeutig geklärte) Formel 
zur Berechnung von Viereckflächen, die mit den vier Seitenlängen arbeitet, 
angegeben. Bei der Anwendung. dieser Formel auf Dreiecke wird einfach eine 
Seitenlänge des Vierecks auf Null gesetzt. Und dafür gibt es ein eigenes Zeichen : die 








Dem griechischen Alphabet entlang 
Die Griechen benutzten in der Antike (und dann auch noch weit Ober sie hinaus) 
einfach die Buchstaben ihres Alphabets zur Zahldarstellung. Drei aus dem 
Semitischen stammende Buchstaben kamen als Zeichen fOr 6, fOr 90 und fOr 900 
noch hinzu. 
1 a; 10 l 100 p 
2 ß 20 X 200 a 
3 y 30 A 300 't" 
4 B 40 fl 400 u 
5 e 50 V 500 Cp 
6 ~ 60 ; 600 X 
7 ~ 70 0 700 tiJ 
8 
~ 
80 7t 800 w 
9 & 90 <] 900 q 
Weil ein Zeichen für die Null fehlte, mußte immer weiter dem Alphabet 
entlanggegangen werden (vgl. die Kennzeichnung von 10, 20, 30, ... , 100, 200, ... ). 
Die Zahl 12 etwa konnte so auch nicht in der Form aß ( 1 · 10 + 2) geschrieben 
werden; sie wurde als tß ( 10 + 2 ) dargestellt. 
Tausender konnten durch einen vorgesetzten Haken gekennzeichnet werden : 
'a = 1000 ~ 'ß= 2000 usw. 
Ptolemäus (1 00- 160 n. Chr.) setzte dann allerdings in seinem astronomischen Werk 
"Aimagest" (= die große Zusammenfassung) ein Lückenzeichen ein : 
flU 0 t'fl :: 41 ° 00 I 1 8 II , 
Ob dieses Lückenzeichen (der kleine Kreis) für das griechische Wort o6o{v (= nichts) 
steht, ist allerdings umstritten. Für die byzantische Zeit aber ist eine Ver\.vendung des 
omikron (o) in diesem Sinne gesichert. 
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Hebräische Buchstaben als Zahlzeichen 
Im Grunde gingen die Hebräer wie die Griechen vor. Auch sie nahmen die 
Buchstaben ihrer Schrift, um Zahlen zu kennzeichnen : 
I 
I t) n T 1 i1 , " :1 ~ 
I 9 8 1 6 5 4 3 2 1 
I 
~~~)?O.l~7~ " 
90 80 70 60 50 40 30 20 10 
1'ltO,p 
400 300 200 1 00 
Hebräisch wird (wie auch Arabisch) von rechts nach links geschrieben und gelesen. 
Bei einer dreisteiligen Zahl des Dezimalsystems stehen also die Hunderter ganz 
rechts, die Einer ganz links. Die Araber schreiben allerdings ihre Zahlzeichen - anders 
als ihre Texte- in der uns vertrauten Anordnung (die Einer stehen rechts). 
Entscheidend ist, daß auch bei den Hebräern ein Zeichen für die Null fehlt und 
ebenso wie bei den Griechen kein Positionssystem vorliegt. Deshalb reichten eben 
zehn Zeichen (als Ziffern) nicht aus, sondern es mußte im Alphabet ständig weiter 
fortgeschritten werden. 
Eine theologische Bedeutung führte zu einer besonderen Darstellung der Zahlen 15 
und 16. Die Zahlzeichen für 10, 5 und 6 (vgl. dazu die Übersicht) kommen als 
Buchstaben im Gottesnamen JAHWE (2 Mose 3,14 : "Ich werde mit und für euch da 
sein") vor. Um diese Buchstaben des Gottesnamens nicht in einen profanen 
mathematischen Zusammenhang zu bringen, wurden die Zahlen 15 und 16 anders 
kombiniert : 6 + 9 und 7 + 9 : 
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Die nicht besetze Spalte auf dem Rechenbrett 
Die Idee, einfach Buchstaben des Alphabets als Zahlzeichen zu verwenden, findet 
sich auch bei anderen Völkern. Auch in Rußland war - sicher bedingt durch den 
byzantinischen Einfluß - sehr lange eine alphabetische Zahlenschreibweise im 
Gebrauch. 
Entscheidend sind dabei nicht die Zeichen (Ziffern könnten durchaus wie Buchstaben 
aussehen), der gemeinsame mathematische Hintergrund liegt vielmehr in der 
fehlenden Null. So braucht man ·immer neue Ziffern, das vorgegebenen Alphabet 
reicht noch nicht einmal dafllr aus. 
Solche alphabetischen Buchstabenziffern waren für das schriftliche Rechnen genauso 
ungeeignet wie die römischen Ziffern. Allerdings wurden diese Schreibweisen auch 
gar nicht für Rechnungen verwendet. Denn dazu gab es das Rechenbrett, den 
Abakus. 
Es gibt viele Varianten dieses Rechenbretts bis in die Gegenwart hinein (vor allem in 
Rußland und Ostasiens). Auch die Form des Rechentisches war möglich. 
Das Rechenbrett und der Rechentisch lösen das Problem der Null auf eine sehr 
direkte Weise :die zugehörige Spalte (oder Zeile) bleibt einfach unbesetzt. 
Die leere Muschel der Mayas 
Die Mayas bewohnten ein Gebiet, das heute zum Süden Mexikos, zu Guatemala, 
Honduras und EI Salvador gehört. Die Blütezeit ihrer Zivilisation ist um das 1 0. Jhdt. 
n. Chr. anzusetzen. Man weiß wenig über die Geschichte dieser Völkerfamilie, zumal 
fast alle der im 16. Jhdt. noch erhaltenen Schriften von den spanischen Eroberern 
brutal vernichtet wurden. 
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Mayas. Zur Darstellung der Zahlen kannten sie verschiedene Zeichen : Götter-, 
Menschen- und Tierköpfe oder auch nur ein einfaches graphisches System, das allein 
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mit Punkten und Strichen auskam. Stufenzahlen konnten die Zahlen 1, 20, 18·20 (= 
360), 18·202 (= 7200) sein. 
• • • ••• • ••• • •• • •• 
MY WA 
1 2 4 6 9 13 18 
• 1 1 X 7 200 ......... 
• • 
17 ......... 17 X 360 13~495 . . . ••• . . 8 8 X 20 . . ........ . . . . . 
15 15 . v . ........ 
Auch die 20er-Potenzen 1, 20, 400, 8000 waren als Stufenzahlen möglich. 
Bemerkenswert fUr uns ist aber vor allem, daß bei den Mayas ein Zeichen fUr die Null 
existierte : eine leere Muschel oder ein leeres Schneckenhaus. Die Mayas hatten 
dafUr den Namen "xok' ' ol" . 
Ein Text aus dem Codex Dresdensis (in Dresden aufbewahrt) zeigt die Verwendung 
dieses Nullzeichens : 
••• 13·7200 
! 
••• I - I 13· 360 I 
26280 = I 
~ i 0·20 I 
·~ 0·1 
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Das Lückenzeichen bei den Chinesen 
Sehr alte, in Europa lange Zeit kaum bekannte mathematische Traditionen auf hohem 
Niveau haben ihre Wurzeln in den Kulturen des Fernen Ostens und SUdostasiens. 
Das älteste zusammenf~ssende Werk der chinesisches Mathematik, das in seinen 
ältesten Teilen bis ins 3. Jahrhundert v. Chr. zurUckreichen könnte, ist die 
"Mathematik in neun SUchern". 
Unterschiedliche chinesische Zahlschriften haben sich in der geschichtlichen 
Entwicklung herausgebildet : 
~ ± I I l - t - • -SJ. 
- m lj - II ___. - 2 
- ~ 111 - 111 - -- - 3 
Im ~ ~ - 1111 -- 4 
:Ji. 1li ~ 
-
11111 b --- 5 
_L ~ __L T j_ ~" 6 
--{:; ~ _L lf _L - - 7 
J\ :WIJ ....L lTf ...L - -- - 8 
}L 1-~ :5{ rm -L.. -- 9 
+ tit + --:0 lo 10 
8 s 317 loo -00 100 
=f 1f =f 1000 
~li ~ 7i 10000 
0 0 0 0 
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Die Strichziffern hängen offensichtlich mit einer ursprünglichen Verwendung von 
Rechenstäbchen auf dem Rechenbrett zusammen. Kam eine bestimmte Stelle bei 
einer Zahl gar nicht vor, so hat man wohl zunächst an dieser Stelle einfach eine Lücke 
(ohne eigenes Zeichen) gelassen. Ein in China arbeitender indischer Astronom 
erwähnte im 8. Jhdt. n. Chr., daß für die Leerstelle auf dem Rechenbrett ein Punkt 
gesetzt wurde. Aus dem Jahr 1247 ist uns das erste gedruckte Nullzeichen in Form 
eines Kreises Oberliefe1t 
Zahldarstellungen in einem dezimalen Positionssystem waren nun ohne weiteres 
möglich. 





I t!!7 1t \"!!7 - o - = o - ...:... t""'F"F I -- -- ~, ~ 
Die Zahl 4,9420130164 (= log 87501) entstammt einer chinesischen Logarithmentafel 
von 1713. 
Es ist historisch ungeklärt, inwieweit die chinesische Mathematik bei der Entwicklung 
des dezimalen Positionssystem mit dem Zeichen für die Null selbständig gearbeitet 
hat oder ob indische EinflOsse ·mitwirkten. 
Der entscheidende Durchbruch in der indische Mathematik 
Es war der nicht hoch genug einzuschätzende Beitrag der indischen Mathematik, ein 
heute weithin in der ganzen Weit übernommenes Stellenwertsystem geschaffen zu 
haben, das mit zehn Ziffern einschließlich der Null auskommt (und sicher gab es 
ähnliche Entwicklungen auch in anderen ostasiatischen Kulturen). Daß die äußere 
Form der Ziffern, ihre Schreibweise, sich dann auf dem Weg Ober die arabisch-
islamischen Länder bis hin nach Europa vielfach verändert hat, spielt dabei keine 
Rolle. 
Die Mathematik war in Indien eine seit altersher hoch angesehene Wissenschaft. Eine 
der ersten Quellen indischer Mathematik sind die "Schnurregeln", die bis ins 2. 
Jahrtausend v. Chr. zurückgehen : Anweisungen zum Spannen von Schnüren beim 
Ausmessen von Altären und Tempeln. 
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Ab dem 3. Jhdt. v. Chr. setzten sich in der Zahlschreibweise immer mehr die Brahmi-
Ziffern durch. Zunächst kam dieses System keineswegs nur mit 'zehn Ziffern aus; 
tatsächlich mußte es - damit durchaus mit den Buchstaben-Ziffern der Griechen, 
Hebräer u.a. vergleichbar- zusätzliche Zeichen für 10, 20, 30, ... , 100 usw. einfOhren. 
' I 
- :( r y, 7 ~ ? I - -- - -
I· 2 3 4 5 8 7 8 9 
I 
ct. 0 ;r ~ J -{ t: <D e I 
I !0 20 JO 40 50 80 70 80 80 
I 
7 7 ]f 1 r crr I I I 700 200 500 1000 ltOOO 70000 
Doch die indische Mathematik unternahm dann schon in den ersten nachchristlichen 
Jahrhunderten erfolgreiche Versuche, allein mit den ersten neun Ziffern und der Null 
alle anderen Zahlen zu schreiben. Damit war der entscheidende Schritte gelungen ! 
Indische Mathematiker des 5. und 6. Jahrhunderts waren bereits mit dem dezimalen 
Positionssystem vertraut und rechneten mit der Null. Die Kunde von dieser neuen Art, 
Zahlen zu schreiben, drang auch nach Westen vor (als ältester Beleg dafür gilt ein 
Hinweis von 662 aus Syrien). 
Das bis heute älteste Zeugnis einer geschriebenen Null (in der Form eines kleinen 
Kreises) findet sich auf der Wand eines kleinen Tempels in Gwalior (bei Lashkar in 
Mittelindien). Es handelt sich um eine Schenkungsurkunde von 870 n. Chr .. 
2 7 0 1 8 7 5 0 
Es existieren aber Zeugnisse außerhalb Indiens, die älter als die frühesten uns 
bekannten schriftlichen indischen Dokumente sind. 
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Das sind Inschriften aus dem 7. Jhdt. n. Chr. : 
605 608 606 
Kambodscha Sundainsel Banka Sumatra 
Und so gibt es die bis heutige nicht eindeutig beantwortete Frage, wie eigenständig 
nun wirklich der Beitrag der Inder war und in welcher Weise Entlehnungen aus 
anderen asiatischen Kulturen eine Rolle bei der Entwicklung dieses dezimalen 
Positionssystems mit der Null gespielt haben. 
ln manchen Formen hatten bereits die indischen Ziffern des 9. Jahrhunderts eine 
gewisse Ähnlichkeit mit den uns vertrauten und geläufigen Ziffern. 
... 
2 3 4 5 6 7 8 9 10 11 12 
(Numerierung eines Gedichts mit 26 Strophen, 875 n. Chr.) 
Schwierigkeiten bereiteten den indischen Mathematikern zunächst gewisse 
Rechnungen mit der Null. So ging Brahmagupta (geboren 598) noch von a : 0 = 0 
aus; später verband sich aber damit doch die Vorstellung von einer gleichsam 
unendlich großen Zahl. Für Bhaskara II. (geboren 1115) blieb a : 0 (mit von Null 
verschiedenem a) unverändert, "was man hier auch hinzufügen oder abziehen möge". 
Unklar blieb allerdings die Frage von "Null durch Null". 
Die Übernahme der neuen Zahlzeichen durch die Araber 
Die sehr rasche Ausbreitung des Islams ab dem 7. Jahrhundert hatte auch ein starkes 
Erblühen der Wissenschaften und Künste zur Folge. Zwar kannte zuweilen auch der 
Islam wissenschaftsfeindliche Tendenzen, im allgemeinen aber förderte er sehr die 
kulturellen Entwicklungen. 
So waren die Ara-ber über Jahrhunderte hinweg das führende Kulturvolk in weiten 
Teilen Asiens und des Mittelmeerraums. Sie haben das Wissen der griechischen 
Antike, das sonst vielleicht in Vergessenheit geraten wäre, nach Europa tradiert (so 
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etwa die Philosophie des Aristoteles); islamische Mathematiker beschäftigten sich in 
ihren Kommentaren mit dem Werk Euklids u.a. Über Handelsbeziehungen - bis hin 
nach Indien und China - kamen die Araber mit den Wissenschaften Ostasiens in 
BerOhrung. 
Einer der einflußreichsten dieser Mathematiker war AI-Chwarizmi (um 850). Über den 
Titel seines berOhmten Werks zur Gleichungslehre hat er das Wort "al-gabr'' (das 
"ROckversetzen"; gemeint sind Äquivalenzumformungen) als das Fachwort "Algebra" 
in die Mathematik eingefOhrt. Bedeutsam fOr die Übernahme der in Indien 
kennengelernten Ziffern war dann vor allem sein "Buch Ober die Addition und 
Subtraktion nach der Rechenweise der Inder''. Erstmals hat hier ein arabisches Werk 
das dezimale Positionssystem aufgegriffen und weitergegeben : "Wir haben uns 
entschlossen, die Rechenweise der Inder mit Hilfe von neun Zeichen zu.zeigen". AI-
Chwarizmi spricht zunächst nur von neun Ziffern, doch zuweilen findet sich in seinem 
Buch ein kleiner Kreis fOr die Null, deren Bedeutung er ausdrUcklieh betont. Die 
Ziffern selbst hat AI-Chwarizmi wohl nicht in seinen Text (der uns nur iri einer 
Übersetzung aus dem 13. Jhdt. vorliegt) eingetragen. Ohnehin war es in der 
damaligen arabischen Mathematik weithin Oblich, Zahlen in ihrer Wortform 
anzugeben. 
Als das älteste uns überlieferte arabische Dokument fOr indische Ziffern (mit der Null) 
gibt ein Papyrus mit der Jahreszahl 260 nach der Hedschra, der Flucht 
(Übersiedlung) Mohammeds von Mekka nach Medina, die 622 stattfand : 
7. 260 
Die neue Schreibweise mit den Ziffern der Inder setzte sich erst allmählich durch und 
konnte andere Zahlensysteme nur langsam verdrängen. Ab dem 12. Jhdt. wurden die 
neuer Ziffern innerhalb der arabischen Kultur weithin allgemein anerkannt. 
Im westlichen Teil des arabischen Kulturgebiets,. vor allem in Marokko, erschienen 
diese neuen Ziffern in anderer Gestalt. So gibt es die ostarabischen und die 
westarabischen Traditionen. ln der westarabischen Form sind diese Ziffern dann auch 
nach Spanien und ins übrige Europa gelangt. 
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Die heutigen ostarabischen Ziffern zeigt ein Kalenderblatt aus dem Jahr ·197 4 : 
r-------------------------------------~ 
I 
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Die Zeilen dieses Kalenderblatts sind dabei von recht nach links zu lesen; die Zahlen 
sind so aufgebaut, wie wir das gewohnt sind (die Einer stehen ganz rechts). Der 
Unterschied liegt allein in der äußeren Gestalt der Ziffern. 
Diese nachfolgende Abbildung dokumentiert Belege aus Indien (die ersten vier 
Zeilen), aus der ostarabishen (Zeilen 5 und 6) und der westarabischen Tradition (7, 8, 
9). Das BeispielS stammt aus Granada. 
I 2 3 4 5 6 7 8 9 0 
I. - - - ~ f1 ~ ? ~ ~ - --
2. () '3 '3 ~ u_ ~ n_ ~ ot • 
3. \_ ~ ~ <6 8 2. ? Tl' & 0 
4. ~ 2. ~ ~ !i & ..s ~ 2. 0 
5. I r ~"'"' y ß 1 V " c:; 0 6. I z ~ er> fJ tj V 1 9 0 
I 
7. I t -t' ~ ll 6 1 ,g .9 0 
8. I 2 3 ~ I .c 7 8 9 0 
9. I 2.. ~ ~ 9 6 1 X 9 0 
Wenn wir heute unsere Zahlformen als "arabische Ziffern" bezeichnen, so meinen wir 
damit die Übernahme der indisch-arabischen Ziffern aus der westarabischen 
Tradition. Dort haben sie die uns vertraute Gestalt. 
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Der Weg der indisch-arabischen Ziffern (mit der Null!) nach Europa 
Die älteste uns bekannte Verwendung der indisch-arabischen Ziffern in Europa (noch 
ohne die Null) findet sich in einer Handschrift des nordspanischen Klosters Albeida 
aus dem Jahr 976. Zu den frühesten Zeugnissen in Deutschland zählt ein Codex des 
Klosters Salem (um 1200 geschrieben); er enthält Auszüge aus der "Algebra" AI-
Chwarizmis. Aber die in Europa üblichen Mittel zur Zahldarstellung waren damals 
noch die römischen Ziffern und der Abakus (abgesehen von den byzantinischen 
Einflüssen in Osteuropa). 
Durch Handel und wissenschaftliche Kontakte war man aber im Abendland 
inzwischen auch außerhalb der vom Islam besetzten Länder mit der arabisc~en Kultur 
in Berührung gekommen. Über Spanien (in Andalusien lagen bis Ende des 15. 
Jahrhunderts wichtige Zentren der maurisch-arabischen Welt) und Sizilien (878 -
1091 unter arabischer Herrschaft) waren die Null und die anderen indisch-arabischen 
Ziffern nach Europa gelangt. Einen ganz entscheidenden und sehr weitreichenden 
Beitrag dazu leistete Leonardo von Pisa (Fibonacci), der auf Reisen bis hin Syrien 
und Ägypten die arabische Mathematik kennengelernt hatte : "Unter wunderbarer 
Anleitung wurde ich in die Kunst der neuen indischen Ziffern eingeführt". 1202 
schrieb Leonardo von Pisa sein "Buch des Abakus" (liber abaci). Dieses Werk ist trotz 
des mißverständlichen Titels gerade kein Buch über den Abakus ("ars abaci" war in 
Italien mittlerweile zur Bezeichnung von "Rechenkunst'' überhaupt geworden), 
sondern eine klare Absage an das Rechenbrett und ein Bekenntnis zur Arithmetik mit 
den indisch-arabischen Ziffern. Nicht nur den Kreis der Gelehrten, sondern etwa auch 
für Kaufleute hatte Leonardo geschrieben. 
Und so wurden die römischen Ziffern und das Rechnen auf dem Abakus immer mehr 
zurückgedrängt. 1338 bestanden in Florenz bereits sechs Schulen zur Ausbildung 
der Kaufleute im Sinne der modernen Arithmetik (obwohl 40 Jahre zuvor den 
Geldwechslern noch die Verwendung der neuen Ziffern verboten worden war). 
Der englische Mathematiker und Astronom Johannes de Sacrobosco (um 1200 -
1256) schrieb eine vielbeachtete und bis ins 17. Jhdt. immer wieder neu aufgelegte 
Einführung in die indisch-arabische Zahlschrift : "Man muß nun wissen, daß es 
gemäß der 9 Einheiten 9 geltende Zahlzeichen (9 bedeutende Figuren) gibt, die die 
Einer darstellen. Eine zehnte heißt theca oder circulus (Kreis) oder cifra oder Figur 
des Nichts (figura nihili), weil sie nichts bedeutet. Doch sie gibt an der (richtigen) 
Stelle den anderen Figuren (höheren) Wert." (zitiert nach Menninger, II, Teil, S. 217). 
Der um 1240 in Paris lebende Mönch P..lexandre de ViiiadieU verfaßte sogar ein 
Gedicht (carmen), um den Gebrauch der neuen Zahlzeichen zu fördern. Diese Verse 
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wurden weit verbreitet und sogar ins Isländische übersetzt : "Diese neue Kunst heißt 
Algorismus, in der wir aus diesen zweimal fUnf Ziffern 0 9 8 7 6 5 4 3 2 1 der 
Inder Nutzen zu ziehen.'' (zitiert nach Menninger, II. Teil, S. 227) 
Leonardo von Pisa hatte von "cephirum" gesprochen und dabei in lateinischer Form 
das arabische Wort "sifr'', das für "Null; Nichts" steht, verwendet. Die arabischen 
Mathematiker hatten dieses Wort für die Bezeichnung des neuen Lückenzeichens 
gewählt und dabei die Bedeutung des indische "sunya" (=leer) übernommen (vgl. 
damit das xok 'ol für die leere Muschel der Mayas). 
Bereits im 12. Jhdt. waren in Europa als Übernahme von "sifr" die Bezeichnungen 
"ciffra" und "cifra" aufgeta~cht. Daraus wurde dann das "zero" im Italienischen und in 
anderen romanischen Sprachen. Carl Friedrich Gauß nannte in einer Abhandl! .. mg von 
1799 die Null noch "cifra". 
Das deutsche Wort "Ziffer" kommt aus dieser arabischen Wurzel. Ursprünglich nur für 
die Null vorgesehen, erfuhren "Ziffer" und das französische Wort "chiffre" dann immer 
mehr eine Bedeutungserweiterung zur Benennung sämtlicher Zahlzeichen von 0 bis 
9 .. Lateinische Handschriften des 12. und 13. Jahrhunderts sprechen auch von 
"circulus" ("kleiner Kreis"), "nihil" oder "figura nihili" ("Darstellung des Nichts"). Das 
deutsche Wort "Null" hat sich ab dem 18. Jhdt. durchgesetzt, nachdem zuvor noch 
"nulla" ("nichts") mit der lateinischen Endung üblich war . 
. Es hatte bis Ober das Ende des Mittelalters hinaus gedauert, bis diese indisch-
arabischen Ziffern mit der Null andere Darstellungs- und Rechenformen endgültig 
verdrängen konnten. ln der Übergangsphase kamen zuweilen in ein- und derselben 
Zahl indisch-arabische, römische und sogar griechische Ziffern vor, z.B. 1·5·1111 = 1504 
oder C8 = 104 (8 ist der vierte Buchstabe des griechischen Alphabets) oder IV02 = 
1502, M·DC·Z4 = 1624 u.a. 
Aber nicht nur bei den Gelehrten, in Klöstern und Universitäten, und nicht nur bei 
Kaufleuten war der Durchbruch der neuen Ziffern mit der Null nicht mehr aufzuhalten. 
ln Deutschland hatten einen wesentlichen Anteil daran die Rechenbücher des 16. 
Jahrhunderts, vor allen die von Adam Ries verfai1ten Schriften. 
Ein Merkgedicht aus dem 15. Jhdt. (nach Menninger, II. Teil, S, 257) weist ganz 
deutlich auf die Verwendung der neuen Ziffern mit der Null hin : 
" ... mit den kanstu recht numeriren 
All zuahl aussprechen und volfüren." 
-52-
Grundlegende Literatur: 
GERICKE, Helmuth :Mathematik in Antike und Orient. Mathematik im Abendland 
(Zusammenfassung zweierBände in einem Buch). 
Fourier Verlag, Wiesbaden 1992 
IFRAH, Georges: Universalgeschichte der Zahlen. 
Campus Verlag, Frankfurt I New York 1986 
JUSCHKEWITSCH. A. P.: Geschichte der Mathematiktik im Mittelalter. 
Teubner, Leipzig 1964 
MENNINGER, Karl : Zahlwort und Ziffer- eine Kulturgeschichte der Zahl 
(Zusammenfassung zweierBände in einem Buch). 
Vandenhoeck & Ruprecht, Göttingen, 3. Auflage 1979 
TROPFKE, Johannes: Geschichte der Elementarmathematik 
(vollständig neu bearbeitet von K. Vogel, K. Reich, H. Gericke), 
Band 1 :Arithmetik und Algebra. 
Oe Gruyter, Berlin und New York, 4. Auflage 1950 
Weitere, systematisch angeordnete Literaturangaben zur Geschichte der Mathematik 
bei: 




Seite 1 lfrah, S. 216 
Seite 2 Mäder, S. 3 ; lfrah, S. 423, S. 421 
Seite 3 : Hans VVußing, Vorlesungen zur Geschichte der Mathematik. 
Deutscher Verlag der Wissenschaften, Berlin 1979, S. 35; 
Gericke, 1.8and,S.59 
Seite 6 : Menninger, II. Teil, S. 153 
Seite 7: lfrah, S. 472, S. 473 
Seite 8: Menninger, II. Teil, S. 274 
Seite 9 : Tropfke, S. 37 
Seite 10 : Juschkewitsch, S. 1 04; lfrah, S. 487 
Seite 11 : Tropfke, S. 45; lfrah, S. 491; lfrah. S. 486 
Seite 25 : Tropf<e. S. 52 
Seite 13 (unten) : Tropfke, S. 66 
-54-
Prof. Hans Rudolf Lerche 
Zur Person und zum Vortrag 
Prof. Lerche studierte bis zu seinem Diplom in Frankfurt, promovierte und habilitierte sich in 
Heidelberg. Dazwischen ( 1982) lag ein einjähriger Aufenthalt in Berkeley, der ihm bis heute 
noch gute Kontakte zu Wissenschaftlern in den USA beschert. Seit 1986 ist er Professor an 
der Universität Freiburg am Institut für Stochastik. Neben vielen Lehrverpflichtungen zur 
Statistikausbildung für verschiedene Fachrichtungen arbeitet er auf dem Gebiet der Sequen-
tialstatistik mit Anwendungen in der Finanzmathematik und der medizinischen Statistik. 
Aus diesem Spezialgebiet, das ursprünglich der Problematik der Qualitätskontrolle ent-
stammt, stellt Prof. Dr. Hans Rudolf Lerche in seinem Vortrag eine Verallgemeinerung des 
Blackwellverfahrens vor. Durch die Reduktion des ursprünglichen Datensatzes auf eine Folge 
von Oll-Sequenzen ist damit prinzipiell eine Zeitreihe aus jedem beliebigen Gebiet untersuch-
bar. Dies wird uns am Beispiel von Börsenindex und Währungskursen demonstriert werden. 
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Die Vorhersage und das Entdecken 
von Trendänderungen bei Finanzdaten 
H. R. Lerche 
R. Sandvoß 
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Die Prognose von Finanzdaten ist eine wichtige Aufgabe der Ökonometrie und Finanz-
mathematik. Eine Vielzahl von Ansätzen und Vorschlägen gibt es für die verschiedenen 
Märkte. Neuronale Netze zum Beispiel erfreuen sich einer großen Popularität, beein-
drucken sie doch durch Aufwand und Komplexität der Rechnung einerseits und schwie-
rige Interpretierbarkeit andererseits. 
In der Mathematik ist es üblich, bei der Durchführung einer Rechnung auch stets den 
Rechengang verständlich zu machen und aus der Rechnung auf die Struktur der un-
tersuchten Objekte zurückzuschließen. Diesen Grundsätzen soll auch diese empirische 
Studie folgen. 
Basierend auf dem Blackwell-Verfahren, einem stochastischen Algorithmus zur sukzes-
siven Vorhersage von unendlichen 0-1-Folgen, studieren wir die Vorhersage von Steigen 
und Fallen von Börsenkursen. Dabei gewinnen wir neben den Vorhersageresultaten 
auch Aussagen über das Gedächtnis der Zeitreihen und über den Informationsgehalt 
ihrer Trendänderungspunkte. Es sei betont, daß unsere Vorgehensweise rein explorativ 
ist und wir keinerlei Modellannahmen über die zugrundeliegenden Zeitreihen machen. 
Untersucht werden sowohl Wechselkurse von US-Dollar /DM in stündlicher Notierung 
für den Zeitraum vom 02.05.1993 bis 29.08.1993 als auch die Schlußkurse des deutschen 
Aktienindex DAX vom 14.08.1992 bis 23.09.1993. 
Die beiden Datensätze gehören zu ganz verschiedenen Märkten, die sich auch in ihrer 
Größe beträchtlich unterscheiden. Die Umsätze im US-Dollar/DM.:.Markt sind etwa 100 
bis 200 mal so groß wie im deutschen Aktienmarkt. Um eine gewisse Vergleichbarkeit 
zu ermöglichen, haben wir deshalb beim ersten Datensatz stündliche Daten gewählt. 
Als Arbeitshypothese schwebte uns während der Untersuchung die folgende Aussage 
vor: je größer der Markt, desto fairer die Preise. Mathematisch ausgedrückt: je größer 
der Markt, desto mehr tendiert der Preisprozeß gegen ein Martingal. Diese These sollte 
der Leser im Gedächtnis behalten und für sich entscheiden, inwieweit unsere Ergebnisse 
sie stützen. Eine Zusammenfassung der Resultate findet sich am Ende der Arbeit. 
Wir danken Herrn Ulrich Müller, Olsen & Associates, Zürich, für die Bereitstellung des 
US-Dollar/DM Datensatzes. 
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2 Das Blackwellsche Vorhersageverfahren 
Es sei x1,x2, ••• eine unendliche 0-1-Folge. Ein Vorhersageverfahren p1,p2, ••• ist ei-
ne zufällige unendliche 0-1-Folge, wobei Pn+l die Vorhersage für Xn+l ist. Der Wert 
von Pn+l kann von x1, ... , Xn und von weiteren von den Beobachtungen unabhängigen 
Zufallsgrößen (sog. Randomisierungen) abhängen. 
Es sei ei = l{p;=xi} die Indikatorfunktion des Ereignisses, daß die i-te Beobachtung Xi 
richtig vorhergesagt wird. Desweiteren seien Xn = ~ 2:7=1 Xi und en = ~ 2:7=1 ei die 
relativen Häufigkeiten der "1" in der Folge x1, x 2 , •.• bzw. der richtigen Vorhersagen 
bis zum Zeitpunkt n. 
Wir betrachten zunächst ein plausibles deterministisches Vorhersageverfahren. Sei 
0 { 1 
Pn+1 = O 
f " - 1 ur Xn > 2' 
f " - < 1 ur Xn _ 2' 
n ~ 1, und p~ = 0. Dieses Verfahren hat Stärken und Schwächen. 
(1) 
Ist x1,x2, ... eine Folge von unabhängigen, identisch verteilten (u. i. v.) Bernoulli-
Variablen, d. h. Zufallsgrößen mit P(xi = 1) = p = 1- P(xi = 0), so gilt wegen des 
Gesetzes der großen Zahlen für jedes p, 0 :::; p :::; 1, 
en ---+ max(p, 1 - p) für n-+ oo fast sicher. (2) 
Für Bernoulli-Variable leistet (p~, n ~ 1) das Bestmögliche. Denn wäre die Wahrschein-
lichkeit p bekannt und beispielsweise p > ~, dann sagt man am besten stets "1 '' vorher 
und erreicht en -+ p. Ist p :::; ~ und bekannt, so gilt entsprechend en -+ 1 - p, falls man 
stets "0" vorhersagt. 
Liegt jedoch die zyklische Folge 1, 0, 1, 0, 1, 0, ... vor, so versagt das deterministische 
Verfahren (p~, n ~ 1) ganz, denn es gilt en = 0 für n ~ 1. 
Das Blackwellsche Verfahren besitzt keine dieser Schwächen. Es ist folgendermaßen 
definiert: Es sei /-tn = (xn, en) E [0, 1] 2 und S = {(x, y) E [0, 1]2 1 y ~ max(x, 1- x)}. 
Außerdem seien D1, D2 und D3 das linke, das rechte und das untere Dreieck im Ein-






Liegt fln E D3, so bezeichne Wn den Punkt, in dem die Verbindungsgerade der Punkte 
( !, ! ) und fln die X-Achse schneidet; Wn = (in- en)/(1- 2en)· Das Blackwell-Verfahren 
lautet dann für n 2: 1 
für fln E D1, 
für fln E D2, 
für fln E D3 
(3) 
und ih = 0, wobei zl, z2, ... unabhängige Zufallsgrößen mit P(Zn+l = 1) = Wn = 
1- P(Zn+l = 0) sind. Im Innern von S kann man Pn+l beliebig wählen. 
Man beachte, der Zufall wird nur dann in die Vorhersage miteinbezogen, wenn fln E D3 
gilt, d. h. wenn die bisherige Erfolgsquote niedrig ist. 
Im folgenden bezeichne d den euklidischen Abstand in IR? und d(x, A) den Abstand 
des Punktes X von der Menge A, A c m2 • 
Satz 1 Beim Blackwell- Verfahren (ßn, n 2: 1) konvergiert für jede unendliche 0-1-Folge 
x 1,x2 , ••• die Folge (Jln,n 2: 1) gegen S, das heißt 
für n -T oo fast sicher. (4) 
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Die Aussage des Satzes hat Minimax-Charakter. Die Bemerkungen nach (2) zeigen, daß 
für u. i. v. Bernoulli-Variablen Aussage (4) bestmöglich ist. Für jede andere 0-1-Folge 
ist das Blackwell-Verfahren (Pn, n 2:: 1) ( asymptotisch) mindestens ebenso gut. Folglich 
sind u. i. v. Bernoulli-Variablen am schwersten vorherzusagen. Für eine ausführliche 
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Bild 2: Vorhersage von P(xi = 1) = 0,6 = 1- P(xi = 0), i = 1, ... ,100 
3 Modifikationen des Blackwell-Algorithmus 
Für die Anwendung auf reale Daten erweist es sich als nützlich, diverse Varianten des 
Blackwell-Verfahrens zu betrachten. Für sie können dann zwar keine Konvergenzsätze 
mehr bewiesen werden, doch sind diese Modifikationen bei konkreten Anwendungen 
bisweilen effizienter. 
Da häufig reale Daten ein gewisses endliches Gedächtnis haben, erscheint es sinnvoll, 
den Einfluß "früher" Datenpunkte zu dämpfen oder ganz zu unterdrücken. Wir be-
trachten drei Modifikationen. 
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3.1 Das gleitende Mittel 
Sei m eine natürliche Zahl mit m ~ 1. Wir definieren 
{ 
1 z:m-1 - X , 
- m i=O n-1 
X -n,m - 1 ""'n-1 . 
n wi=O Xn-1 
und 
{ 
1 ""'m-1 e - ~ wi=O en-i 
n,m - 1 ""'n-1 , 
n wi=O en-1 
für n ::; m, 
für n < m 
für n ::; m, 
für n < m 
und setzehJ.Ln,m = (xn,m' en,m)· Außerdem wird in der Definition des Blackwell-Algorith-
mus (3) J.ln durch J.ln,m ersetzt. Die Punkte J.ln,m des so modifizierten Algorithmus laufen 
durch das Gitter mit Span ~des Einheitsquadrates (n ~ m). Sie können auch im obe-









0,0 0.2 0.4 0.6 0.8 1.0 
Bild 3: Pfad der Vorhersagepunkte J.ln,m mit m = 5 von 100 gleichverteilten 
0-1-Daten. 
3.2 Das gewichtete Mittel 
Sei A eine reelle Zahl mit A > 0. Wir definieren 
- -1 ~n -.\(n-i) 




- -1 Ln -,\(n-i) en ,\ = w e ei, 
I i=l 
wobei w = 2:~= 1 e-.\(n-i) ist. Analog setzt man J.ln,.\ = (xn,.\, en,.\) und ersetzt wiederum 
J.ln durch J.ln,.\ in der Definition des Blackwell-Algorithmus (3). Die Punkte J.ln,.\ des 
neuen Algorithmus berühren lediglich den Rand von S und laufen ziemlich irregulär 
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Bild 4: Pfad der Vorhersagepunkte J.ln,.\ mit A = 1/2 von 100 gleichverteilten 
0-1-Daten 
3.3 Die Streifenstoppregel 
Eine Modifikation ganz anderer Art ist die StreifenstoppregeL Mit ihr wird versucht 
Serien von richtigen Vorhersagen zusammenzufassen, indem bei Trendwechseln das 
Blackwell-Verfahren erneut gestartet wird. Die Stoppregel dazu ist 
r = min({n 2: Bien< 0,5} U{n 2: Slen-1 2: b,en < b}), 
wobei die Schranke b den Gegebenheiten anzupassen ist. Die Vorschrift lautet, lasse 
das klassische Blackwell-Verfahren bis zum Zeitpunkt r laufen und beginne bei r + 1 
das Blackwell-Verfahren von neuem mit den Punkten x~ = X-r+l, x~ = X-r+2, .... 
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1 
Bild 5: Streifenstoppregel 
4 Einige Vorhersageergebnisse 
Im folgenden wollen wir die Vorhersagequalitäten an Hand von Börsendaten untersu-
chen. Wir betrachten dazu zwei Datensätze ganz unterschiedlicher Märkte: zum einen 
stündliche Kurse von US-Dollar/DM, zum anderen tägliche Kurse des deutschen Ak-
tienindex DAX. 
I Titel I N+1 I Zeit 6.t I Art I Zeitraum I Quelle 
Dollar 2041 stündlich Mittelkurs 02.05.93 - 29.08.93 Olsen & Associates 
Dollar 2041 1h 19-Zeit Mittelkurs 02.05.93 - 29.08.93 Olsen & Associates 
Dax 280 täglich Schlußkurs 14.08.92 - 23.09.93 FAZ 
Tabelle 1: Datensätze (zi), i = 1, ... , N + 1, mit Zeitabstand und Quelle 
Es sei bemerkt, daß der zweite Dollar-Datensatz durch eine Zeittransformation ent-
steht. Die Zeitskala ist die sogenannte 19-Zeit. Sie ist eine auf (nahezu) gleiche Handel-
sintensitäten gestreckte Skala und wurde von Dacorogna et al. in (2] vorgeschlagen. 
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Wir studieren nun die Vorhersage von Steigen und Fallen der Kurse, jeweils von einer 
Notierung zur nächsten. Dazu wird jede Zeitreihe (zi), i = 1, ... , N + 1, in eine 0-1-
Folge (xi), i = 1, ... , N, umgewandelt, wobei Null für "Fallen" und Eins für "Steigen" 
steht: 
(5) X;= { ~ für z·+1 - z· < 0 I 1- l 
für Zi+l - Zi > 0. 
Neben dem Blackwell-Verfahren (ßn,n 2:: 1) (vgl. (3)) und den bereits besproche-
nen Modifikationen verwenden wir auch das nichtrandomisierte Vorhersageverfahren 
(p~, n 2:: 1) ( vgl. ( 1)). 
Schließlich betrachten wir die hypothetische Situation, daß die Trendänderungspunkte 
( change-points) bekannt sind. An diesen Punkten stoppen wir das Blackwell-Verfahren 
und starten es dort erneut. In jedem Datensatz wurden fünf Punkte als change-points 
ausgewählt. Die Vorhersageergebnisse dieser Methode gestatten uns Rückschlüsse auf 
den Nutzen der Analyse von change-points. 
Wir beginnen mit der Diskussion der Ergebnisse der Dollardatensätze. Anhand der 
folgenden Abbildung sieht man, daß sich die Kursverläufe der beiden Datensätze kaum 
unterscheiden. 
Dollar (1 h-Theta) 
Dollar (1h) 
0 500 1000 1500 2000 
Bild 6: Kursverläufe der Datensätze Dollar (1h) und (lh19) (verschoben um 0,05) 
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Ebenso sind die Vorhersageergebnisse nahezu gleich, die Quote der richtigen Vorher-
sagen eN der Kurse in t9-Zeit ist etwas höher. Interessant ist auch, daß das klassische 
Blackwell-Verfahren unter allen betrachteten Verfahren am besten abschneidet und daß 
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Bild 7: Vorhersageergebnisse der Datensätze Dollar (1h) und (1ht9) 
Bei der DAX-Vorhersage sehen die erzielten Ergebnisse anders aus. Hier sind die mit 
gleitendem und gewichtetem Mittel modifizierten Verfahren besser als das klassische 
Blackwell-Verfahren. Die optimalen Parameter sind m = 5 und ,\ = 0, 19. 
Diese Werte verdienen besondere Beachtung. Sie zeigen, daß für die untersuchte Periode 
der DAX ein Gedächtnis von etwa 5 Handelstagen besitzt. Dabei ist zu beachten, daß 
dem Wert ,\ = 0, 19 ein Erwartungswert von 1/,\ = 5, 26 entspricht. (Die optimalen 
Parameterwerte m, ,\ und 1/,\ sind vom Datensatz abhängige Schätzwerte.) 
Bei dem DAX-Datensatz zeigt sich ebenfalls, daß die Kenntnis der change-points von 
Nutzen ist. Folglich erscheint es sinnvoll, nach diesen change-points mit geeigneten 
















0,5 f6 ... 
0 
0,48 0 "'l' ... 
nlchtnnd. 'ld ... lsch gleitendes gewichte- Strellen· changa 
Vortunave Blockweil Mittel (5) tosMittel stoppreget points 0 50 100 150 200 250 
.. (0,19) (0,59) IIC<1IOUeben 
Bild 8: Vorhersageergebnis und Kursverlauf des Datensatzes DAX 
Wir wollen uns nun mit der Vorhersage der 3-Glättungen der Originalzeitreihen beschäf-
tigen. Damit zielen wir einerseits in Richtung Trend vorhersage, andererseits können wir 
so die Verfahren auf ihre Anpassungsfähigkeit hin überprüfen. 
Die Trendzeitreihe {Zi), i = 1, ... , N + 1, ist gegeben durch 
Z2 = (z1 + z2)/2, 
1 i 
Zj = - L Zt' i = 3, ... ' N + 1. 
3 
l=i-2 
Entsprechend zur Definition (5) erklären wir die zugehörige 0-1-Folge (xi), i = 1, .. ·., N, 
die Fallen oder Steigen der Zi-Zeitreihe angibt. Trotz der Glättung der Notierungen 
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Bild 9: Original- und Trendzeitreihe des Dollar {lh) (verschoben um 0,05) 
Für die 3-Glättungen der Dollardatensätze beobachtet man eine beträchtliche Steige-
rung der Erfolgsraten für das gleitende und das gewichtete Mittel. Sogar die Resultate 
für vorgegebene change-points werden übertroffen. Die beste Streifenstoppregel schnei-
det deutlich schlechter ab, das Niveau des Blackwell-Verfahrens bleibt auch niedrig. 
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Bild 10: Vorhersageergebnisse der Trendzeitreihen des Dollar {lh) und (lht9) 
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Bei der DAX-Vorhersage liegen die Verhältnisse ähnlich. Gleitendes und gewichtetes 
Mittelliefern die besten Resultate. Bei beiden Datensätzen passen sich die optimalen 
Parameter den veränderten Situationen an. Durch das Glätten der Zeitreihe ( zi) wird 
der Einfluß früherer Datenpunkte geringer. Dies bedeutet, daß m kleiner und A größer 
werden. 
Die guten Erfolgsraten sind insofern nicht erstaunlich, da in die Werte Zi die bereits 





















Bild 11: Vorhersageergebnisse der Trendzeitreihe des DAX 




Wir wollen nun Verfeinerungen der in Abschnitt zwei und drei eingeführten Verfahren 
diskutieren. Diese beruhen auf der Analyse der Trendänderungspunkte (change-points). 
Wie Bild 8 in Abschnitt 4 zeigt, erhöht sich die Erfolgsrate der Prognose bei fiktiver 
Kenntnis der change-points um ca. 8 Prozent bei den Dax-Daten. 
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Bild 12: Kursverlauf des Datensatzes DAX mit change-points 
Als Statistik zur Detektion der change-points verwenden wir die Differenz zweier glei-
tender Mittel: 
. 1 3 1 7 
l(J) := -3 LXi+i-1-- LXi+i-1· 
. 7 . 
t=1 t=1 
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Bild 13: Indikator /(j) für den Datensatz DAX 
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Die Verfeinerungen sehen folgendermaßen aus: Das Blackwell-Verfahren oder eine seiner 
Modifikationen läuft solange, bis ein Minimum oder Maximum der Funktion /(j) er-
reicht wird. Am zweiten Punkt nach der Extremstelle wird es gestoppt und am nächsten 
Punkt erneut gestartet, u.s.w. Wir nennen diese Stoppanweisung die 3-7-Stoppregel. 
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Bild 14: Vergleich der verschiedenen Vorhersageergebnisse des Datensatzes DAX 
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Bild 15: Vorhersageergebnisse (klassisches Blackwellverfahren und Modifikation mit 
3-7-Stoppregel) der Trendzeitreihe DAX für wehrere Tage 
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Auch bei der Trendvorhersage sind die Verbesserungen nicht unbedeutend. Bild 15 
zeigt die Prognoseergebnisse des Trends für die nächsten drei Notierungen. 
6 Eine Komplexitätsanalyse 
Die untersuchten Zeitreihen unterscheiden sich beträchtlich in ihrer Vorhersagbarkeit 
durch die verschiedenen Verfahren. Bei den Dollar-Daten ist das Blackwell-Verfahren 
am besten; bei den DAX-Daten das gewichtete Mittel, das gleitende Mittel ist jedoch 
nur unmerklich schlechter. Wir wollen nun versuchen, die Zeitreihen bezüglich ihrer 
Vorhersagbarkeit zu. klassifizieren. 
Zur Vereinfachung vergleichen wir das Blackwell-Verfahren lediglich mit. seinen Glei-
tenden Mittel-Modifikationen. Zwei Maßzahlen sind dazu notwendig: 
Definition 1 Die maximale relative Häufigkeit r einer 0-1-Folge (xi), i = 1, ... , N, 
der Länge N ist gegeben durch 
{
1 N 1 N } 
r := max N ?= 1{:~:;=0}, N ?= 1{:~:;=1} . 
1=1 1=1 
Definition 2 Die Sortierung s einer 0-1-Folge (xi), i = 1, ... , N, de·r Länge N ist 
gegeben durch 
1 . 
s := -N #{xi lxi = Xi+1, i = 1, ... ,N -1}. 
-1 
Als Komplexitätsmaß für 0-1-Folgen der Länge N wählen wir die Größer- s. 
Unsere intuitive Vorstellung bei dem Vergleich ist die folgende: Ist das Komplexitäts-
maß klein, so soll bei den Vorhersagen eine Steigerung des Erfolges durch ein geeignetes 
gleitendes Mittel gegenüber dem Blackwell-Verfahren möglich sein. Ist r - s groß, so 
soll das Blackwell-Verfahren dominieren. Die Datensätze ordnen wir in der folgenden 
Tabelle nach der Größe von r- s. 
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r- s I s I Titel I Blackwell I Gl. Mittel I Steigerung I 
-0,213 0,550 0,763 Trend Dax 0,564 0,755 0,191 
-0,202 0,507 0,709 Trend Dollar (1ht?) 0,504 0,669 0,165 
-0,187 0,511 0,698 Trend Dollar (1h) 0,513 0,669 0,156 
-0,012 0,535 0,547 Dax 0,500 0,548 0,048 
0,041 0,518 0,477 Dollar (1ht?) 0,516 0,514 -0,002 
0,059 0,518 0,459 Dollar (1h) 0,516 0,505 -0,011 
Tabelle '2: Zeitreihen aus Tabelle 1 mit Komplexität r - s und Vergleich des Erfolgs 
zwischen Blackwell-Verfahren und gleitendem Mittel. 
Die Ergebnisse zeigen, daß mit wachsender Komplexität r- s die Verbesserungen durch 
das beste gleitende Mittel gegenüber dem Blackwell-Verfahren abfallen. 
Schließlich bestimmen wir die Größe r - s für eine Folge von unabhängigen Bernoulli-
Variablen und vergleichen diese mit den 0-1-Folgen, die zu den Dollar-Datensätzen (1h, 
1ht?) gehören. Wir simulieren dazu Daten Xi mit P(xi = 1) = 0, 518 = 1- P(xi = 0), 
i = 1, ... , 2040, und berechnen r- s. Die Ergebnisse von drei so erzeugten zufälligen 
Datensätzen zeigt die folgende Tabelle. Wir sehen, die Ergebnisse könnten auch von 
den Dollar-Datensätzen stammen. 
I Datensatz I r - s I 
1 0,013 0,512 0,499 
2 0,025 0,520 0,495 
3 0,047 0,540 0,493 
Tabelle 3: Komplexität r- s von Xi, P({xi = 1}) = 0,518 = 1- P({xi = 0}), 
i = 1, ... '2040. 
-73-
7 Conclusio 
Beim Vergleich von stündlichen US-Dollar-Daten mit täglichen DAX-Daten anhand 
des Blackwell-Verfahrens und seiner Modifikationen ergeben sich beträchtliche Unter-
schiede in der Struktur der Datensätze. 
Die DAX-Daten lassen sich leichter vorhersagen, ihre Trendänderungspunkte enthal-
ten für die Vorhersage relevante Information. Beim Dollar haben diese Punkte keine 
Bedeutung. 
Das Gedächtnis der DAX-Daten liegt bei etwa fünf Tagen. Die Struktur des US-Dollar 
ist erheblich komplexer, das einfache Blackwell-Verfahren erweist sich wie bei den 
u.i. v. Bernoulli-Variablen als bestmöglich. Der Dollarpreis als stochastischer Prozeß, 
scheint näher an einem Martingal zu liegen als der DAX. 
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NONPARAMETRie ESTIMATION OF A 
SURVIVOR FUNCTION FROM INCOMPLETE 
DATA 
Alexander D. Tsodikov 
St. Petersburg State Technical University, Russia 
Abstract 
This paper is concerned with the estimation of a distribution func-
tion G following a discrete failure time model from incomplete samples. A 
maximum likelihood estimate of G with mild assumptions on the form of 
the likelihood is suggested. The method provides in particular the maxi-
mum likelihood estimates of the times at which the empirical distribution 
function has its steps as well as the estimate of the nurober of steps thus 
answering the question of how detailed an estimate should be to most 
closely correspond to the actual amount of information in the sample. It 
offers an isotonic solution when the monotony property is not inherent to 
the empirical distribution function. Examples for right censored, doubly 
censored and discrete surveillance data are given. 
1 Introd uction 
This paper deals with nonparametric estimation of the distribution ( or survivor) 
function of a nonnegative random variable which is not directly observable. In-
complete data samples usually arise in the reliability analysis and biological 
studies when a failure or disease onset is unobservable either due to its nature · 
or to a specific study design. lt is not uncommon that a sample contains no acu-
rate times to failure, or there are quite few of them. In such cases the amount 
of information contained in a sample turns to be quite poor even if the sample 
itself is large. The estimate also termed the empirical distribution function is 
thought of as a step function, the step points being sometimes referred to as 
the grouping points. The problern of nonparametric estimation of the distribu-
tion function from incomplete samples have been studied by many authors. For 
particular study designs as for example the follow-up with right noninformative 
censoring the problern is well-studied (Cox and Oakes(1983)). Further attempts 
to construct a general algorithm were based on the "self-consistency" condition 
first formulated by Efron (1967) with respect to the product limit estimate. The 
consept of "self-consistency" was extended by Turnbull ( 1976) w ho developed 
an iterative algorithm converging to the maximum likelihood estimate of the 
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distribution function with arbitrary grouped, censored and truncated data. El-
egant and computationally effective, however, the algorithm by Turnbull does 
not cover for example the samples arising from discrete surveillance where the 
time to failure is known with some probability to be at some point from a certain 
set (Tsodikov et al. (1994)). 
In the present paper we develop an alternative approach based on the ex-
haustive search algorithm, which has the following features: 
• It is rather general and covers any real-time study, where each observed 
event is supposed to be a consequence of the past and censoring in non-
informative; 
e It is not iterative and gives the global solution with finite nurober of steps; 
• It offers an isotonic solution when the monotony property is not inherent 
to the empirical distribution function; 
• It offers an optimal data adaptive grouping which is not taken for given 
but is a part of the arguments to be optimized by the maximum likelihood 
method; 
• It allows to find out how detailed an estimate should be to most closely 
correspond to the actual amount of information in the sample; 
• It provides a natural way of data smoothing. 
A disadvantage of the approach is that it takes much computertime to get 
an estimate, which is a payment for generality. 
2 General procedure 
2.1 The problern 
Let the random variable (r.v.) U be the time to failure with the distribution 
function G(t) and the survivor function G(t) = 1 - G(t). The empirical distri-
bution function G(t) will be thought of as a step function with the step points 
in the set T = { ti}~1 sorted in nondecreasing order. Practically, the set T can 
be formed by including the times of all the events observed in the study. In 
this case m is equal to the sample size. For some designs it is known where the 
steps might be, and the set T can be further reduced. 
The actual step-points are denoted by Sn = { ri}~1 , n ::5 m. They are sup-
posed to satisfy the strict inequalities 
(1) 
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Let Vn stand for the set of all possible Sn satisfying (1). Similarly the values 
of the empirical distribution function at the step-points G( ri) ~ Gi satisfy the 
monotony property 
(2) 
en = { Gi}f=1, n ~ m and &n is the set of all possible en satisfying (2). Given 
that n E N, where N is the set of natural numbers bounded by m, the dass 
:F = U~=l { Vn, &n} will be the mutually exclusive dass of all admissible step 
functions. Then the problern of estimation of G(t) may be formulated as 
(3) 
where T is the duration of the study, T > tm, and fr is the loglikelihood 
function. 
2.2 The algorithm 
Let 'Pi be the contribution to the loglikelihood of the events related to the 
point ri, i.e. the events entering the interval ( ri, r;+l]· It is natural to assume 
that this contribution is dependent on the part of the distribution function G 
on the interval [0, ri]. The meaning of this assumption is that any observed 
event is a reflection of failures which mlght have occured prior to the event 
and so 'Pi = 'Pi(s;; ei)· i = 1, .... n. In other words, a failure which has not yet 
occured could not influence the observed process. As a result the loglikelihood 
is supposed to be of the form 
n 
f =I: 'Pi(si;ei)· (4) 
i=O 
Imagine that we have observed the population subject to failures for some 
period x < T. If we knew part of the solution G on [0, xJ then we could get the 
whole estimate G by maximizing only apart of the functional Cr with respect 
to the part of Gon [x, T] 
where j = min{ k : rk > x }. By introduction of a grid for the values of r and G 
-79-
and looking over all combinations of (s;, e;) on the grid it is possible to find the 
solution of (3). At the same time the structure ( 4) of the functional fT allows 
to compute only a part of the functional for each combination ( s;, e;) on the 
grid. We will tenn this procedure an exhaustive search algorithm. If <p; were 
dependent only on the first point in the past 
the exhaustive search procedure could be reduced to the dynamic programming 
one. By the dynamic programming procedure it is also possible to find an 
approximate solution of (3) when Ti-ll G;_1 constitute the most part of the 
dependence ·of I.Pi on the past. This happens in the majority of cases when a 
failure influences the observed process only in the vicinity of the failure time. 
Let skl ekl k < n be the optimal solution to the problern 
(5) 
where e.,.k+l = E7=o t.p;(s;; e;). Consider the optimal value e.,.k+l and the vec-
tors Bk and ek as the functions of Tk+l and Gk+l· According to the dynamic 
programming procedure for sk+l and ek+1 we have 
e.,.k+2(sk+li ek+l) = 
J.l.laX { eTk+t ( Tk+l; Gk+l) + I.Pk+l ( Tk+l; Gk+l)}. (6) 
Tk+t,Gk+l gtvenrk+2,Gk+2 
In the expression (6) sk and ek are omitted in the arguments of the functions f 
and t.p since they are the functions of Tk+l and Gk+l given that they are solutions 
of (5). Solving (6) with respect to Tk+l' Gk+l, we obtain e.,.k+Z and the vectors 
sk+l and ek+l as the functions of Tk+2 , Gk+2... etc. Starting from k = 1 we 
proceed with the above step until k + 2 = m thus looking over n = 1. 2, ... , m. 
Indeed, for any n the optimal solution sn, en may be extracted by solving 
where in 'Pn the contribution of observations right censored by T is included. 
It only remains for us to chose which of the values fT( sm en) is the largest. As 
a result of the above forward procedure we get solutions for n < m submerged 
into the solution for n = m. 
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2.3 Continuity issue 
Denote by Vn and by tn the dasses analogaus to Vn and by en, but subject to 
non-strict inequalities 
and 
respectively. It is then evident that 
The dass {V," &k} may be regarded as the border of the dass {Vk+l, Ek+1}, k = 
1, ... , m - 1, and we will denote this by 
(7) 
Suppose that Sn= (r1, ... ,rn), en = (G1, ... ,Gn) and (sn,en) E {Vn, &n}· We 
may tend (Sn, en) to the border r( {Dn, tn}) by either of the two ways 
or 
for some k < n. 
(sn,en) _____. (s"n-1,e"n-1)asGk -t Gk+1, 
s" n-1 = ( T1, T2' ... , Tk-1, Tk, Tk+2' Tk+3"'' Tn) 
If the maximum likelihood principle is applied correctly, the following equa-
tions hold. 
By the correct application we mean that the observed sample may be reproduced 
with a non zero probability by a step function G from a certain dass. And the 
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purpose is to extract the function from this dass for which the probability of 
the observed sample is maximal. If the equations ( 8) do not hold, the likelihood 
depends on to which dass the pair ( s, e) is attributed. This means that we 
are using not the exact likelihood but the approximate one, thus modifying 
the original observed sample. Consider the life table estimate to make the 
point clear. For this estimate the contribution to the multinomialloglikelihood 
associated with point Ti has the form mi log( Gi - Gi-l) + ni log( Gi), where 
mi and ni are the number of uncensored and censored observations entering the 
interval ( Ti-l, ri}, respectively. Suppose that there is no step at the point Ti while 
mi > 0 and G is regarded as having a zero step at the point Ti. Then we will 
have the loglikelihood equal to -oo. If however we do not allow zero step-points, 
the likelihood will never be -oo. This fact means that any discrete failure time 
model which does not presume a non zero step point at each uncensored member 
of the sample will be inconsistent with the data failing to explain how the failure 
did happen at a point with zero probability. 
This does not necessarily mean that we should not apply the algorith.ms 
when (8) do not hold. The decision depends on whether the final solution 
presents a good approximation or not. 
Let j_~) stand for the optimallikelihoo<;J. in the dass fDn, En} and the equa-
tions ( 8) hold. Then 
(9) 
So, the nested sequence of sets provides the ordered sequence of maximum 
likelihoods. 
The set :F in this case is equivalent to the set :F = {Vm, Ern} which regards 
any step function as a function having exactly m steps allowing that some of 
the step-probabilities be zero. This is the case for example for doubly censored 
data (Subection 3.2) and is not for the follow-up with right censoring. 




Talking in terms of problern (3) we mean that the search for maximum likeli-
hood is performed by pooling (grouping) the data. The problern (10) on the 
contrary means that we simply have an optimization problern with constraints 
and dirnension m. The constraint is that all the step-probabilities are nonnega-
tive. The solution therefore pools the adjacent estimates to make them satisfy 
the constraint. In this context the dinarnie programming algorithm gives the 
same solution as the pooled-adjacent-violators algorithm (Barlow et al. (1972)) 
in particular cases when the problern (10) allows interpretation in terms of iso-
tonic regression as for example in the case of doubly censored data (Subsection 
3.2). The equivallence of the classes :Fand :F means that by grouping the data 
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entering the adjacent intervals we get the same their joint contribution to the 
likelihood as by pooling the values of G in these intervals. However, the opti-
mization with constraints may prove tobe quite a diffi.cult task. The algorithms 
suggested above allow to avoid the optimization with constraints by reducing 
the problern to a nurober of unconstrained ones. 
In this context it is interesting to interpret the algorithms as a backward 
procedure. First consider a problern of optimizing fT in the dass of step func-
tions with m steps (n = m). If the solution happens to be at the border of 
the dass, i.e. if either a step-probability or the length of some interval between 
the adjacent step-points turns to be zero, we have to decrement n and consider 
the problern of optimizing fT in the dass of step functions with m - 1 steps 
according to_ (7). This step can be repeated until for the first time for some 
n we have a solution not at the border. It is this n that should be taken as 
optimal according to ( 9). 
Remark. The procedures can be easily modified to adjust for constraints which 
might be dictated by the nature of the time to failure. For example, it might 
be known a priori that the distribution of time to failure has an increasing fail-
ure rate. Since in the course of solution all possible combinations of { ri} and 
{ GJ are looked over it is not diffi.cult to skip the combinations which are not 
consistent with the constraint. 
2.4 One-side algorithm 
Quite often the likelihood admit analytic maximization for fixed n, 8 71 • Let 
(11) 





Denote the solution of (11) by e~(sn). Then 
n 
f~(sn) = L <p~(si), 
i=l 
where 
The problern (12) may be solved by a reduced version of the procedure described 
-83-
in subsection 2.2. The dynamic programming algorithm. will have the following 
common step. Let Bk, k < n be the solution of the problern 
Consider the optimal value f~k+l and the vector Bk as a function of Tk+l· Then 
for 8 k+ 1 we have 
For any n the optimal solution 8"' e" may be extracted by solving 
where 'P~ contains the contribution of observations right censored by T. 
If the equations (8) hold this procedure can be further simplified. Suppose 
in this context that the problern (11) can be solved by taking a derivative of fr: 
EJer = 0 
ack 
with en relieved of having to satisfy (2), the solution being unique. Denote such 
a Solution by en. We may still use the above procedure substituting en instead 
of e' and excluding those Sn for which en does not satisfy (2). Indeed, if en does 
not satisfy (2) then maximum in (11) is reached at the border and according to 
(8) this means that we should look for solution with Bn-l· 
The general algorithm described in subsection (2.2) can be represented as 
a combination of two one-side algorithms since the problern ( 11) can also be 
solved by a one-side algorithm with respect to en if a simpler solution is not 
available. Such an algorithm, in particular, solves a conventional problern of 
searching for the empirical distribution function with fixed n and s0 • 
3 Examples 
3.1 Right censored data. The life table estimate 
Suppose that we have the sample { ti, 8i}, where 
8i = { 1, if ti is uncensored 
0, if ti is censored, 
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i = 1, ... , m. For such data 
where 
mi = L 8k = mi(Ti-1,Ti), 
k: tk E( Ti-1 ;r;) 
n.-,
k: tkE(Ti-1 ;r;) 
ßGi = Gi- Gi-1 = Gi-1 - Gi, Gi = 1 - Gj. 
This presentation means that the original sample is modified by dragging all 
the observationsentering the interval (ri-l, Ti} to the point Tj. Solution of the 
problern (11) in this case is known as the life table estimate and is given by 
- rri n· + N· 





Ni= m- L(mi + ni) = Ni(Tt, ... , Tj)· 
k=l 
The modified estimate can be obtained by solving (12) with 
where Gj, ßGi are given by (13) as nmctions of S;. 
As it was mentioned in the Subsection 2.3. we have an incorrect problern 
with the life table estimate. It turns out that the optimal function G has only 
one step at the end of the study which is too far from reality. So, application 
of the algorithm is unreasonable in this particular case. 
3.2 Doubly censored data 
Suppose that we have a sample of either right or left noninformatively censored 
data { ti, 8;}, where 
6i = { 1, if ti is right censored 
0, if ti is left censored, 
i = 1, ... , m. For such data 
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where 
ffij= :L:: bk, 
k: tkE(TiiTi+l) 
nj = :L:: (1- ok), 
k: tkE(TiiTi+t) 
i = 1, ... , n, Tn = tm. If we solve (11) disregarding the constraint (2), we will get 
the following estirnate 
- m· 
G • - I I-
m; +n; 
(14) 
Suppose (without loss of generality) that our sample consists of untied observa-
tions. Then it is dear frorn (14) that should we allow a step at each ti with the 
estirnate Gi, ·the estirnate would Iook like a chaotic sequence of jumps frorn zero 
to one and back since in this case Gi = Oj. This indicates that we have a "noisy 
sarnple" and should not take its information that "literaly". This problern was 
addressed as early as in 1955 by Ayer et al. The estirnate was considered as 
a function having exactly m steps and the step-probabilities were allowed to 
be zero, i.e. it was considered as belonging to the dass f: (subsection 2.3). It 
can be easily verified that equations (8) do hold for this study design and the 
general solution by dynarnic programming can be interpreted as the constrained 
rnaxirnization of the likelihood in the dass J'. However, in Ayer et al. (1955) 
another (rnore effective) algorithrn was found to solve the problern in the context 
of constrained optimization for this particular case. The algorithm was named 
for the pooled-adjacent-violators one and it has prornpted the development of 
isotonic theory (Barlow et al. (1972)). According to this algorithrn, the esti-
rnate Gi = Di is a starting point. Then the following step is repeated in arbitrary 
order. If some adjacent values G;, Gi+l violate the monotony property, they 
are pooled i.e. the step-probability at the point i is set to zero and both Gi 
and Gi+l are substituted by a new Gi, the subsequent estirnates being newly 
enurnerated starting frorn i + 1. It was shown by Ayer et al. (1955) that the 
resultant estirnate is consistent and moreover is doser in average to the true 
distribution than Gi (which is not an asyrnptotic property). 
The present paperwas to a great extent prornpted by the observation that 
the Ayer algorithm rnay be interpreted in terms of grouping. The mode of 
grouping suggested by the Ayer algorithm was used to furnish the parametric 
estirnate of survivor function with focus on risk prediction to analyse the data 
on dean-up workers of the Chernobyl accident (Krouglikov et al. (1994)). 
3.3 Discrete surveillance data 
Suppose that a failure can be detected only by means of some test with proba-
bility p and that such tests are performed at tirnes { ti}~1 sorted in increasing 
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order. In addition we might have right noninformative censoring with respect to 
the time to detection. Such study design arise for example when a population 
of initially healthy individuals is repeatedly tested to detect cancers ( cancer 
screening or surveillance) or in reliability theory when some units are tested 
to detect unobservable failures which cause damage. There are sorts of con-
trol problems which can be solved to optimize a surveillance strategy. We refer 
the reader to Beichelt and Franken (1983), Parmigiani (1993), Tsodikov and 
Yakovlev (1991), Tsodikov (1992) for such examples and focus on the statistical 
aspect of discrete surveillance. 
The sample generated by discrete surveillance study consists of 
N - the initial size of the target population; 
mi - the nimber of failures detected at the test performed at t;; 
ni - the nimber of right censored observations in the interval [ ti_ 1, t;). 
With p = 1 this design turns to be equivalent to that related to the life table 
estimate. If in addition each individual is tested only once and ti is the time 
of examination of the i-th individual, the designwill be reduced to the doubly 
censored case. 
In what follows we assume that p < 1 and ti is the time when the whole 
population is tested all-at-once and that we have a sequence of such tests i = 
1, .. ,, m. If a failure occurs in some interval [ti_ 1, ti) it will be detected at ti with 
probability p, at ti+1 with probability (1 - p )p, ... etc. In other words, the 
time of detection conditional on the failure entering [ti_1, t;) is given by ti-1+~, 
where ~ is a random variable following the geometric scheme with parameter p 
truncated by the last test tm. 
Introduce the unconditional distribution function Q of the time to detection 
of failure, which is related to the distribution of time to failure by the following 
recursive relations 
G(ti)- G(ti-1) = ~(~Qi- q6.Qi-1), i = 1, ... , n, q = 1- p. 
p 
In this case 
m 
e = Lif'i, Yi = mi ln(~Qi) + ni ln(Qi-1), i = 1, ... , m- 1, 
i=1 
'Pm= mm ln(~Qm) + nm ln(Qm-1) +Nm ln(Qm)· 
This design was considered in Tsodikov et al. (1994) where the empirical 
distribution function was obtained disregarding the constraint (2) and with 
Ti = ti, i = L ... , m, n = m. The reasoning was quite simple. Using the invariance 
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property of the ML estimate it is possible to estimate the time to detection 
distribution function Q as a life-table estimate Q 
A rri Nk Qj =1- . 
Nk-1- n~c k=l 
':!:'hen using equations expressing G in terms of Q it is easy to extract the estimate 
G. The resultant estimate may be written in a closed form 
(15) 
where Nk = N- L:~=l (mi + ni)· Since the estimate ßGi may be represented 
by a linear combination of the life table ones, it inherits the properties of the 
latter, the consistency among them. To apply the one-side algorithm we need 
to generalize (15) to allow for the steps to occur arbitrary on the set {ti}~ 1 • 
Let Ai be the number suchthat Ti = t>.n i = 1, ... , n, n ::::; n, An = m, Ao = 0. 
Introduce the step-functions Q' such that 
Q >.i = Q~, i = 1, ... , n - 1, Q~ = Q~, ßQ~ = 0. 
Then the estimate G will be given by 
ßGi = ~ [~Q~ - ~Q~-1 q>..;->..;_t)' 
p 
(16) 
i = 1, ... , n, q = 1 - p and the estimates ÄQ~ are obtained by the following 
procedure. For each j = 1, ... , n -1 it is necessary to solve the algebraic equation 
(1 i) 
with respect to ri. Then 
-88-
The function <p~ giving rise to the problern (12) can be written as 
(18) 
.\i+l -1 .\i+l -1 
M?) = L mk, M?) = L mk(k- Ai), 
k=.\i k=.\j 
• I ( I) ( -1) ~ = 1, ... , n- 1, 1Pn = mm In ßQn +Nm In Qn . 
The derivation of (16),(17) and (18) is outlined in the Appendix. lt is not 
difficult to verify that in case Ai = i, i = 1, ... , m, n = m we will have (15) 
instead of (16). 
Another particular case is of interest. If the censoring is of type I ( obser-
vations are censored only by the end of the study), i.e. if ni = 0, i = 1, ... , m, 
then the roots of ( 17) are available in the closed form 
and <p~ are reduced to 
9~ = 1\11?) ln(ßQD + JVI?) ln(q), i = 1, ... , n- 1, 
I I ( -1 ) IPn = mm ln(ßQn) +Nm In Qn · 
It should be noted that the equations ( 8.) hold for p < 1 and do not hold 
for p = 1 ( the life table case). The discrepancy arises from the fact that for 
p < 1 each detected failure ( at point Ti) might have occured at any time prior 
to detection, while for p = 1 it must be in ( Ti-b ri]. So if for p = 1 the ftmction 
G does not have a non zero step at Ti the model happens to be inconsistent with 
the data. 
For p < 1 we can use the one-side form of the exhaustive search algorithm 
( or the dynamic programming one as an approximate solution). As in the case 
of doubly censored data, the solution can be interpreted in terms qf constrained 
optimization of the likelihood in :F. The estimate (16) can be not monotone 
and the constraint is essential. 
It is interesting to note that the monotony property is likely to be violated 
by (15) if the probability of mistake q is large. Indeed, in order that ßGi 
be nonnegative, i = 1, ... , m we have to demand that the expression in square 
brackets in (15) be nonnegative. This can be written as 
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Ni-l-ni . ·
1 mi ~ qmi-1 N , z = , ... ,m. 
i-1 
(19) 
and the point becomes clear. For p = 1 (q = 0) the inequalities (19) hold 
automatically. With increase of q the amount of information in the sample 
{mi, ni} generally decreases and this causes violation of the monotony property 
by (15) or (16). As in the case of doubly censored data, the algorithm provides 
an isotonic solution which helps to overcome the above difficulty. 
3.4 N umerical example 
For an example of application of the dynamic programming algorithm we have 
simulated a sample { xi} of 50 points from the two-parameter Gai?Jlla distribu-
tion with density 
f(t) = .P::_ta-1 -ßt > 1' t > 0 f(a) e ' a ' - . 
The shape parameter a and the scale parameter ß were taken tobe 2.0 and 0.1, 
respectively. Then the simulated observed process was imposed to generate the 
observed data for the doubly censored design and for the discrete surveillance 
one. With the doubly censored data the times { ti}~1 , m =50 were generated 
from the uniform distribution on the interval [0,30] and the i-th member of the 
initial sample was taken as right censored if Xi > ti and left censored otherwise. 
With the discrete surveillance the test times {ti}~1 , m = 10 were taken at 
each 5-th point of the initial sample. Then the detection process was organized. 
For each failure entering the interval [ti-l, ti), i = 1, ... , m the value of ~ was 
generated from geometric distribution ( with p=0.5) truncated by m- i + 1. The 
time of detection was taken tobe ti-1+~· If undetected until tm the observation 
was declared as censored by the end of the study. In figures 1 and 2 the results 
of estimation of the empirical survivor function are shown for the doubly cen-
sored design and for the discrete surveillance one, respectively. The (A) part 
of both figures contains the true curve and the estimate 1 - G having steps at 
each ti disregarding the monotony constraint (2). The part (B) presents the 
true curve and the estimates of the empirical survivor function resulting from 
application of the algorithm. From these figures it is evident that in both ex-
amples the estimate should be taken less detailed than the samples which are 
~'_noisy" and therefore unable to give enough information to make the estimate 
G monotone. The estimates most closely corresponding to the amount of the 
samples' information are produced by the algorithm (figures 1B and 2B). 
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4 Conclusion 
The proposed approach is primarily oriented to the analysis of small ( or low 
information) samples. An indication of such a case could be either the violation 
of monotony by G or its instability to the choice of grouping. With the large 
samples with enough information for the asymptotic ML theory to be applied 
with respect to G, we do not need these algorithms, because in this case G 
is monotone and stable as a consistent estimate and therefore can be made as 
detailed as desired. However, for example in medical applications this is not 
the case more often than not. The field of application of the proposed approach 
is not limited to searching for the empirical distribution function. It might 
be reasonable for example to minimize the chi-square statistics when testing a 
composite parametric hypothesis with respect to grouping n, sn thus avoiding 
the problems associated with instability of the conventional test to the choice of 
grouping. However, the asymptotic distribution of the modified statistics may 
turn to be other than x2 • 
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Appendix 
We are going to derive (16),(17) and (18). In doing so we proceed from the 
likelihood in the form 
m 
e = I)mdn(ßQi) + ndn(Qi-t)] +Nm ln(Qm), (20) 
i=l 
where the time to detection distribution Q and the time to failure distribution 
G are linked · by 
~Qi = Q(ti-d- Q(ti) = p(G(ti-1)- G(ti)) + qßQi-1· (21) 
Since the function G actually has steps at points Ti = t>.p i = 1, ... , n, we have 
G(ti_ 1)- G(ti) = o, j = ,\, Ai+ 1, ... , Ai+1 - 1, i = 1, ... , n- 1. (22) 
Combining (21) and (22) we get 
"Q def "Q'· ''Q _ ''Q' "Q _ "Q' Ai+t->.;-1 
.:..l. >.;- .:..l. i• .:..l. >.;+1- .:..l. iq, ... ,w. Ai+t-1- u iq ' 
, "Q def "Q' z = 1, ... , n- 1, .:..l. m = .;'...lo n' 
The likelihood (20) may be rewritten in the form 
>.i+1-l 
r.p~ = :2:: i.pk, i = 1, ... , n - 1; 'P~ = 'P>.n, 
k=>.; 
nm+1 ~f Nm, 'Pi= mi ln(ÄQi) + ni+tln(Qi), i = 1, ... , m. 
(23) 
üsing (21),(22) and (23) after a little algebra we get expressions (18) for 'Pi in 
terms of ÄQ~. 
Introduce the conditional survivor probabilities 
-, 
rk = -9k , k = 1, ... , n. 
Qk-1 
(24) 
Then it is possible to change the variables ÄQ~ for ri, i = 1, ... , n. We have 
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i-1 0 
ßQ~ = ITrk(1 - Tj), i = 1, ... , n, rr = 1. {25) 
k=1 1 
The expressions for <p~ in terms of ri result from substitution of {25) in {18). 
i-1 
<p~ =(AlP)+ N?)) 2:: ln(rj) + Mi(1) ln(l- ri)+ 
j=1 
..\;+1-1 ..\;+1-1 0 
N?) = L nk+l; N?> = L nk+lln(1- qk-..\;+1), i = 1, ... ,n -1, L = 0, 
k=..\; k=..\; 1 
n-1 
rp~ = (mm +Nm) L ln(rj) + mm ln(1- rn) +Nm ln(rn)· 
j=l 
Taking the derivative 
ae 't a9~ 
8rJ· = . . 
1 
8r1· I=J+ 
and making it zero we get equations (17). 
The estimates D.Qi are obtained by substituting the roots ri of (17) in (25). 
The relationships (16) follow from (21) and (23) with Q' instead of Q'. 
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Figure 1. Survivor cur\·es with doubly censored data. Solid line is the '' true'' 
sun·ivor function used in computer simulations; stepwise curves are nonpara-
metric estimates 1 - G ( A) and the one resulting from application of the 
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Figure 2. Survivor cun·es with discrete surveillance data. Solid line is the 
''true" sun·ivor function used in computer simulations; stepwise curves are 
nonparametric estimates 1 - G (A) and the one resulting from application of 
the dynamic programming algorithm (B). 
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Dr. Jens Weidner: 
Zum Vortrag und zur Person 
Um aussagekräftige, numerische Berechnungen bei technischen Anwendungen durchführen 
zu können, müssen die auftretenden, komplizierten Geometrien realistisch im numerischen 
Modell wiedergegeben werden. Dabei ist es oftmals nicht ausreichend, die Geometrien mit 
monobleck-strukturierten Gittern zu erfassen, sondern man ist gezwungen zumindest auf eine 
block-strukturierte Gitterzerlegung überzugehen. 
Im Zusammenhang mit der EASI-Kooperation zwischen dem Kernforschungszentrum 
Karlsruhe und der IBM Deutschland hat Dr. Weidner Methoden untersucht, um komplizierte 
Geometrien durch block-strukturierte Gitter zu diskretisieren, um anschließend die 
Potentialgleichung mit Hilfe des Schwarzsehen Prinzips zu lösen. 
Dr. Weidner studierte Diplom-Mathematik mit Nebenfach Physik an den Universitäten Kiel, 
Heidelberg, Philadelphia, Marseille und Heidelberg mit den Schwerpunkten algebraische 
Topologie und Operatoralgebren. 1987 promovierte er an der Fakultät für Mathematik der 
Universität Heidelberg. Nach drei Jahren Aufenthalt als Nachwuchswissenschaftler am 
mathematischen Institut wechselte er 1990 zur IBM Heidelberg. 
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Rechnen in Komplexen Geometrien 
Dr. .Jens vVeidner ---------.... ----- -- ------·-
HeidPlberg Sci0nt.ific and Technical Cent.<'r 
Tel.: 06221/594486 
e-nuül: weidn<'r'<'~ lwide I hg. i hn1. con1 
Zusammenfassung 
1\la.cht rnan Simnla.t.ionen in häufig Vf'rii.ndf'l't.l'n CPornet.rien - bei-
spif'lswf'ise lwi df'!' Opt.i 111 iernng eiN Geonwt.rie ei rws Ba.n t.Pils oc!f>t· 
A ppara t.Ps - so Nford0rt. das Erzeugen gPI'ignet.Pr (~it:t.<'l' Pnornwn A 11 f-
wa.nd. r ll lll an eilen Fii.ll<'ll kann m a.n mit. (~<'hiPt.SZf'l'l<',!?;ll ngsnrf't.liod('tl 
mod nla.r ans Pi n faclwn G<'onret.rien schnell sehr kom piPxe ( :l'onwt.rien 
<'r7.PH,gen. Die Si lllllla t ion verwendet. dann Algorit,h mcn a.11s der pa.r-
aiiPIPn Pro.e;mmrniNIIng. Am Beispiel des Schwarz'schen Verfahrens 
soll die MPthociP Nlä11tert werden. 
-99-
Inhaltsverzeichnis 
1 Einleitung 2 
2 Das Schwarz'sche Verfahren 2 
3 Etwas mathematische Theorie 4 
4 Diskretisierung 5 
5 Ein numerisches Beispiel - das Knie 6 
6 Parallele Verarbeitung 14 
7 Nachbemerkung 14 
1 Einleitung 
Die hier skizzierten Idet•n zur Behandlung elliptischer Di~fereulialgleichnngen 
in komplexen Geornetrit.'ll entstand iu einer I\ooperation des \Vissew;chaJtli-
chen Zentrums Heidelberg der 113M tnii dem 1\ernforsdntttgszentntlll f\arls-
ruhe. Ziel war es datuals. dit• Silllulat.ion vott llodtst.rollldiudt:'tt zu erleichtern. 
Wir wolleu hier lllll' die gruttdlegendeu Ideen skizzien~n und die Anwendung 
der Methode alt einem Bt•ispiel vorfii lm.'tl. 
Zunächst soll die Methode der iibt'rlappenden Gebietszerl('gung t•rliiutPrt wer-
den. Anschließend an ein paar Bemerkungen zur rnathematischen Tlteorie 
des Verfahrens soll danu das Diskretisierungsverfahren erH\utt~rt werden. Ab-
schließPud diskut.iPren wir die nuuH~rischeu Ergebnisse a.uch im Hi11blick auf 
Parallelverarbeitung. 
2 Das Schwarz'sche Verfahren 
Das nach Ht•mmtut A. Sdnvarz beuanute Altemierende Verfahren, eine ellip-
tisdte lint'are Dilferentialgleichuug auf zusamnwugesetzteu Gebieten zu lösen, 
entstand urspriiugliclt aus dt'lll Hediirfuis, überha11pt die Existenz von Lösun-
gen der Laplan.·-Cleicllllng in komplexen Geollletrien zu garantieren([5]). Da-














:\hhildung; I: Cchiet.szt-'rlegnng mit zwei Gehiet:en 
G2 
Laplace-Glcichung t-'rst D. Hillwrt. tHichwcis('ll konuf:<". i\lit. (km ,\nfkornnwn 
der Parallelvct·arlwitung wurde dns Vf'rfaltren ('rllPI!f. diskut if'rt. ( [:~] ). Fiir 
die Paralk,lvc-'t'fl.rlwitung ist. das Verfnlli'C'll z11 langsatn 1111d zahln'i('IH' Vc-'r-
besscrungcn wmckn vorgeschlag('ll ([L].[2].[:~]). Weil wir uns hi<'r n11r für di<' 
Bebandl11ng kompkxer Geonwtrien interessieren, diskntineu wir hier nur das 
mspriinglidw multiplika.t.ive Verfahren. Der Einfachheit. hallwr lwschrä.nken 
wir uns auf das l't-'illt' Randwertproblem und a.uf zwei Tt-•ilg<'hif'f.<-'. 
Betrachte auf ckm zusamnlf'ngesc:'tzten Gebiet G = G 1 U G2 mit. Rand öG 
eins elliptisch(~ Randwertproblem bei gpgebenen Funktionen f a.nf G und h 
anf DU: · 
.f in G 
h auf rJG 
( 1 ) 
Dt-~r itt:'rativt' Proz<'SS ent.st.eht clmrh snkz<'~ssives :\ nwc'nden ?.weier Operat.o-
1'<'11. d<'l' sog<'ll<wnt.en Schwar7. [pdaf.t•s 8 1 und S'2 . 8 1 nnd 82 operieren auf 
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einer geeigneten !\lasse von Funktionen auf C: mit Randwerten h. Dabei ist 
der Schwan~-Update S't( ll) = v die Lösung des Problems: 
~1.' f in G1 
v u auf G \ G1 
und S.,J{tt) = v die Lösung des Problerns: 
Su f in G2 
t' u auf G \ C:2 
W~ilde eiue Startfunktion u. 0 auf(,' mit. den richtigen Ranclwerten: u0 = h 
auf i)(,'. St'!zC' dan11: 
l'ür n = L 1, :~ .... 
Sr( 1/·2 11 ) 
,5':!( liJn-l) 
Die Frage ist nun. unl.t.'r weklwn BedingungPn an (,' 1 , (,'.2 und die Funktionen 
f, u0 und h die Opera toreu .)\, ,r...·:!. exi~·d.iert'll, u ud ob dau n die Folge der 
lln, 11 = I , 1. :~ ... kou vergiert gegf'n cli e U)s u ng \'Oll ( 1 ) . 
3 Etwas mathematische Theorie 
Wir fonnuliereu zu11ächst das Problem um. Dazu multiplizif•ren wir die Glei-
chung ~tt = f mit einer T<··stl'ttukt ion 1.' mit verschwiudeudeu Handwert<'ll, 
iutegrieren über G und machen eine partielle Integration: 
j. V ll. V I' = - j' ~~~ . L' = - l f. V 
G G' Je; 
Der folgende H illwrtranm ist da.lwr besonders geeignet für die Anal_y'se: 1/ 1 ( (,') 
der Haun1 dt'r L2-Funktioucn mit L 2-:\blcitnugt'u, die auf dem Rand ver-
scltwindeu. Ebenso sollte f E H -I ( G) sein. Entsprechend sollte h als Rand-
wert vou u in lf 112(()(/) sein. 
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Wenn wir das Schwarz Verfahren beurteilen wollen. interessiert uns der Fehler 
ltn - ltn-2 benachbartt>r Itera.tionen bzw. der Fehler zur wirklichen Lösung 
u. Diese Dilfer<"llU'n liegen in fJ = Ht\(G) der Raum der L2-Funktionen mit 
U-A bkitung0n, die a.uf d<"nl Hand verschwinden. H ist auch ckr Raum der 
Testfunktionen v. Der Raum H hat ein besonders einfaches Skalarprodukt: 
( II, V)= l Vu.. VI• 
( ' _, 
Dt>r Rau1n H1. = Ht](U 1) kann nun als Unt.<~tT<wm von Jl anges<'hen w<-'rden. 
indem man F'unk1.ioue in Fl 1 durch 0 auf ganz G' fortsetzt. Von besondNer 
ßedeut.ung sind die lwidf'll Projektoren P1 bzw F2 von fJ an!' Hf bzw Hf: 
Satz 1 Die asympfolisrhe {\'onurmen::ralr 
.-\.S' = lim llun- ull / llun-2- ull 
11--t•'ü 
Satz 2 Ist .H rin br·:;rhl·tln!.·lrr 0J>rmlor auf flmil tlr.l' lc.'i,ttrnsl·haß fY1• :lf = 0 
//IId p2 . ( l - 111 ) = 0. ,.;() ;..,, 
.\S :S 1- 1/ IIMII 2 
Operatoren M <-'rhält man a.uf geometrischem vVege. Ist zum Beispic-'1 \ eine 
c•·x·-Funkt.ion rnit Werten in (0. l] . \ = 0 in 0 \ (,'2 und \ = l iu G \ 0 1 so 
kann rnan für ;\1 den l\·[nltiplika.tionsoperator mit \ w~-ihlen. 
Auf di<'se \Vt~is<' <'!'hält. man fiir eiiH' große l(l<tsse von Gt'bid('ll die' Konver-
genz des fv[n]t.iplikat.iven Schwarz Verfahrens. 
4 Diskretisierung 
Betracht.<-'n vvir IJochrn<tls die schwache Formulierung unserc's Prohlen1s: 
.l VII· VI'= - L f ·I' fiir alle I' E H (2) 
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Am einfachHten schränkt man sich zur Diskretisierung auf einen endlich-
dimensionalen Unterraum Hd von Hein und sucht dort eine Lösung. Wählt 
ma.n eine Basis von fltt, so entsteht ;:ws (2) ein lineares Gleichungssystem mit 
einer positiv definiten reellen Matrix. 
Es liegt jetzt nahe für Hd einen finiten Elementraum zn nehmen. Die Ba-
sisfunktionen haben dann einen "kleinen" Träger, so daß die resultierende 
Matrix dünn beseb:t ist. 
In unserer zweidimeHHioualen Implementierung haheu wir einfache Dreiecks-
elemente gewählt und z:udem vorausgesetzt, daß die Teilgebit'te logisch Recht-
ecke sind. Dadurch erhä.lt die Matrix eine Ha.nd:;truktur, für deren Cholesky 
Faktorisienwg :;chuelle Systemroutiuen zur Verfügung stehen (z.B. in der 
ESSL-Bibliothek auf den rHM RS/6000 Systemen). 
Die bisher beschriebene Methode setzt voraus. daß das Dreiecksgitter auf 
deu Gebidsüberlappuugen übereinstimmt. Davon kaun lll<UL abweichen, muß 
aber dann Funktionen auf dem einen Gitter in das andere Gitter interpolie-
1'<'11. Das n~\clu;tt~ Bild zeigt schematisch. wie eine solche Gebietszerlegung 
ausselH:'n kann. lm nächsten Kapitel werden wir ein realistischeres Beispiel 
st.ndieren. 
5 Ein numerisches Beispiel - das Knie 
Rei der liuplc•tnentierung das Verfahrens fielen folgende Gesichtspunkte auf: 
I. Die Bt•reclmnug der luterpolationsdatett fiir deu Gebietswechsel ist sehr 
aufwP.Jldig. \Vill man daher mehrfach Simulationen in der gleichen 
Geonwt.rie machen, so sollte malt die Interpolationsdaten nur eiHnud 
lwrecllttt'n und dann auf1wbPn. 
:2. Das Vt•rfahren ist außerordentlich stabiL man kann für den FalL daß 
die C:ittt-•r auf den Durchschuitten der Gebiete iilwreinstimmen mit 
dc•nt Abbntc'hkriterium für das Schwarz V(~rl'alHen in die 0H\he der :vla-
schitwngt-·nauigkeit geltt•n. lrn a.llgemeitwn Fall entsteht durch die In-
terpolatiou ('ill systematischer Felder, weil mau lwitu hiH- nud herill-
terpolieren einer Fnnktion diese nicht wieder zuriickgewinnt. Dieser 
luterpolationsl'dder begrenzt die C:enauigkeit. 
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:{. Im 1\ontinuumsprohlc'm muss dit' rechte SPit.c' .f dt'l' Cl<'ichung lllll' sehr 
sch\\'aclw HegularibHsforderungen erfüllen. Das zeigen auch die numc-
rischt-'n E:q)erinwnt<'. 
4. Oh n<' Sclnvi<-'riglu'i t ki)n nPn mit dem glc,iclwn Verf a.lm~n gern isch te Ran cl-
wcrtprohiC'Illf' gc'löst wndc'll. 
n. vVeil man in verschiedenen C:t>hieten tuJh'rschiedliclw FeiniH'itcn der 
Gitter zulassen knnn. kann tm1n attf diese Wc'is<~ zumindest. statisch di<' 
C:it.t.ergröf.lcn adaptien'n. 
Das Testlwispif'l ist ein kiinst:lich Pl'sonrtenes Problem. das alwr ein fiir die 
Simnlation der Hochstromdioden typisches singuHi.r<'s Vc'rhalten hat. 
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Das nächste Bild zeigt die Geometrie des Rechengebietes und seine Einteilung 
in sechs Teilgebiete. Das Problem ist ein gemischtes Randwertproblem, die 
verschiedeneil Typeu der Bänder sind dargestellt. 
Gelöst werden soll in dieser Geometrie die Gleichung 
~lt = f 
wobei angenommen wird, daß es sich um ein Zylinder symmetrisches Problem 
handelt, a.lsof und somit auch u nur von r- uud .:-Komponente abhängen. 
Eine weitere Besonderlwit ist. daß f auf dem ~iußeren dt•r beiden Dirichlt>t 
Händer singulär wird mit cL-'l.f:l, wenn d dt>r Abstand Zlllll Rand ist. Eine 
zu:-;ätzliche Schwierigkeit. t•uf,steht dadurch, daß dit> gesuchte Lö:·mng t>iue Siu-
gulariUU in den ersteu Ableitungen H1ngs einer Linie aufweist (1\uicklinie). 
Dit• uurnerische Simulation zt>igt nun, daß lliHil hc•i insgesamt ca. GOOO Git-
tt•rpllllktc•n di<:· t-'Xakte i..t):-;ung bis auf w- 5 a.pproximiert W<~t'dt>n kann. Dah<·'i 
weist die rechte Seite der Gleichuug a.n1 ~iußeren Rand ben•it:-; Da.tenuuter-
schiede vou 1000 zwi:-;dH='ll bena.chbarteu Zelleil auf, wälu·t>nd für die L():-;ung 
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Abbildung :l: Die Zerleg11ng ri<'r 1\ni<'gcomPtrie 
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Abbildung -t: Das Gitter 
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Abbildung 5: Anfängliche Zufallsverteilung 
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Abbildung G: Nach dem ersten Schwarz-Schritt 
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Abbildung 7: Nach dem zweiten Schwarz-Schritt. 
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6 Parallele Verarbeitung 
Um zu einem parallelen Algorithmus zu gelangen, kann man jetzt die Schwarz 
Updates für jedes Einzelgebiet auf einem auderen Prozessor rechnen, d.h. 
man weist jedem Prozessor gena.u ein oder auch rnehrere Gebiete zu. Man 
kann sich überlegen, daß die dadurch entstehenden Lösungen auf den Einzel-
gebieten auf den Gebietsdurchschnitten im allgemeiuen nicht übereinstim-
men. Die Abweichungen konvergieren jedoch gegen 0. Für jeden neuen 
Schritt beuöUgt ein Prozessor jeweils nur die Dirichlet Daten auf den inne-
r<~n Gebietsrämlern. Das ist ein niederdimensiona.les Gebilde. Daher eiguet 
sich der Algorithn1us für eine Implementierung auf Parallelrechneru mit ver-
t<~ilt.em Speicher (z.B. lBI\J SP2). Eine solche auf Message Passiug basierende 
Parallelisienmg habeil wir in Ht'idelberg impleme11ti<•rt, wobei verschiedeBell 
lutNfaces g<'Lestet wmden (EXPHESS, lBM MPL, PVM:n. Wie oben schon 
erwä.hnt ist das Multiplikat.ive Schwarz Verfahren jedoch nicht sehr effizient. 
7 Nachbemerkung 
Die Visualisierung de:; Ergebnisse:; wurde mit dem IBM DataExplorer ge-
macht. (t'ill C:raphik Software Paket von der Stange). 
Die Schwarz Verfahren machen es möglich, auch in komplizierten C.:eometrien 
elliptische Differentialgleichungen robust zu lösen. 
Im l\ernforsclnmgszeutrum steht das Paket zur Berechnung elliptischer linea-
l't-'1' Dif-ft'I'cutialgleichungen in kompexen Geometrien als FOHTR:\)J' Paket 
zur Verfügung. Das I\:nie ist dabei als Beispielprogramm implementiert. 
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Prof. Dr. Herbert Bauer 
Zum Vortrag und zur Person 
Wenn man sich die Bücherflut im Bereich der Computeralgebren vergegenwärtigt, wird 
deutlich, welchen Stellenwert Computeralgebrasysteme in den Anwendungen besitzen. 
Mathematica, MatLab, Mathcad und Maple sind wohl die aktuellsten Produkte auf diesem 
Markt. Komplizierte Rechnungen können in symbolischer Form sehr einfach durchgeführt 
werden. Die Numerik kann man spezifizieren, indem man z.B. die Anzahl der Rechenstellen 
vorgibt. Nicht zu vergessen sind dabei die graphischen Möglichkeiten dieser Tools. Die 
Kombination von symbolischer und numerischer Rechnung gepaart mit den graphischen 
Darstellungsmöglichkeiten - auch dreidimensional - machen die Computeralgebrasysteme 
nicht nur attraktiv für Mathematikvorlesungen, sondern auch für andere Disziplinen, in denen 
mathematische Rechnungen durchgeführt werden. 
Prof. Bauer studierte Diplom-Mathematik mit Nebenfach Physik an der Technischen 
Hochschule in Stuttgart, wo er auch an der Fakultät für Mathematik im Institut von Prof. 
Waleher promovierte. Von 1980 bis 1984 war er wissenschaftlicher Mitarbeiter im 
Rechenzentrum der DLR in Oberpfaffenhofen. Seit 1984 ist er Professor für Mathematik an 
der Fachhochschule für Technik und Wirtschaft in Reutlingen im Fachbereich Grundlagen. 
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Computeralgebra und Ingenieurmathematik 
- Beispiele mit Maple -
Herbart Bauer 
Fachbereich Grundlagen, Fachhochschute für Technik und Wirtschaft Reutlingen 
ln diesem Vortrag soll exemplarisch aufgezeigt werden, wie sich moderne Computeralgebra-
systeme als Werkzeug zur Lösung von Ingenieurproblemen und als Hilfsmittel des Mathematik-
Dozenten einsetzen lassen. Dazu werden ein Problem aus einer Konstruktionsabteilung und 
einige Beispiele aus dem Numerikteil einer Mathematik-Vorlesung für Ingenieure mit Hilfe des 
Computeralgebrasystems Maple V behandelt. Als besonders vorteilhaft erweist sich dabei dte 
Vereinigung symbolischer, numerischer und graphischer Fähigkeiten in derartigen interaktiven 
Programmen. Dies kann die bereits heute zu hörende Meinung verständlich machen, daß in 
Zukunft die Computeralgebra als Softwarepaket in keinem Computer eines Ingenieurbüros mehr 
fehlen sollte. 
Computeralgebra und Ingenieurmathematik 
ln dem Report Computeralgebra in Deutschland [1] findet man folgenden Versuch einer 
Begriffsbestimmung: 
Die Computeralgebra ist ein Wissenschaftsgebiet, das sich mit Methoden zum Lösen 
mathematisch formulierter Probleme durch symbolische Algorithmen und deren Umsetzung 
in Soft- und Herdware beschäftigt. Sie beruht auf der exakten endlichen Darstellung 
endlicher oder unendlicher mathematischer Objekte und Strukturen und ermöglicht deren 
symbolische und formelmäßige Behandlung durch eine Maschine. 
Um eine konkrete Vorstellung zu haben, was damit gemeint sein könnte, sollte man 
beispielsweise an das symbolische Lösen von Gleichungssystemen (Fonnelmanipulationen) oder 
das Rechnen mit Buchstaben oder rationalen Zahlen (Bruchrechnen) denken. 
Für die Ingenieurmathematik bedeutet dies, daß die Computeralgebra den Teil der Mathematik 
betrifft, der bisher mit Papier und Bleistift erledigt wurde. Computeralgebra kann also eine Hilfe 
für die mathematische Formulierung bzw. die Modeliierung des Problems sein. Die Modelle selbst 
sind in der Regel so kompliziert, daß sie prinzipiell nur numerisch gelöst werden können; somit 
erhält man nur Ergebnisse für spezielle Werte der Modellparameter. Gelegentlich ist aber auch 
nur der Aufwand zu groß, die Modelle von Hand für beliebige Werte der Modellparameter 
symbolisch zu lösen; dann kann ein Computeralgebrasystem diese Arbeit übernehmen und eine 
symbolische Lösung liefern, die häufig bessere Einsichten in die Zusammenhänge vennittelt als 
eine rein numerische Lösung. 
Seit Ende der sechziger Jahre wurden verschiedene Computeralgebrasysteme für den Bateh-
Betrieb entwickelt, die meist für spezielle Anwendungsgebiete konzipiert waren, wie z. B. 
Hochenergiephysik, Zahlentheorie, algebraische Geometrie oder spezielle Gebiete der Algebra. 
Diese Systeme waren für den Ingenieur weniger geeignet, da sie nur einen kleinen Teil seiner 
mathematischen Tätigkeit unterstützten und umständlich zu handhaben waren. 
ln den achtziger Jahren wurde dann eine neue Generation von interaktiven Allzweck-
Computeralgebrasystemen, wie z.B. Mathematica und Maple, entwickelt, die symbolische, 
numerische und graphische Fähigkeiten in sich vereinigen. Da diese Systeme nicht nur das 
Entwickeln eines mathematischen Modells für das Ingenieurproblem durch Formelmanipulation 
unterstützen, sondern darüber hinaus auch die numerische Berechnung von Lösungen und die 
Visualisierung der Ergebnisse durch zwei- und dreidimensionale Graphiken erlauben, 
versprechen diese Systeme zu einem wertvollen Hilfsmittel bei der täglichen Arbeit des 
Ingenieurs zu werden - ähnlich wie das früher bei Rechenschiebern und Taschenrechnern der 
Fall war. 
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Um einen Einblick in die Fähigkeiten solcher Systeme zu vermitteln und eine erste Einführung in 
ihren Gebrauch zu geben, sollen einige mit Maple V erstellte Worksheets (Arbeitsbljtter) 
präsentiert werden. Nebenbei soll auch die komfortable Onllne-Hitfe gezeigt werden. 
Belspiele mit Maple V 
A. Technische Anwendungen 
K-Hebel.ms optimale Dimensionlerung eines Knickhebels einer 
Wirbelstromrotitarsonde zur Materialprüfung von Metallrohren 
(symbolische Mathematik, Numerik, Graphik) 
Weitere Beispiele im Verzeichnis MAPLEV3\SHARE\ENGINEER, z.B. 
shear.ms Entwurf von Maschinenelementen (symbolische Math.,3d-Graphik) 
stepresp.ms Antwort eines Schwingkreises auf Einschalten (analytische Lösung eines 
Anfangswertproblems, 3d-Graphik) 
robotarm.ms Pfadplanung für einen Roboterarm, Animation 
B. Demos zur Numerik-Vorluu119 für Ingenieure 
1. Akkumulierte Rundyngsfehler der elementaren arithmetischen Operationen(+.-. •. /) 










MMA3 4.ms 1) 
MMA:(e.ms 1) 
ShareODE.ms 
Arithmetischer Ausdruck (Auslöschung führender Stellen) (5) 
Nullstellen eines Polynoms ( " " " ) [4] 
Lineares Gleichungssystem mit Hilbert-Matrix 
Regressionsfunktion y = a + bx + cx2 
(schlecht konditioniertes lineares Gleichungssystem) 
Lineare Regression (Größe der Rundungsfehler hängt von verwendeten 
Formeln ab) [5) 
Rombarg-Verfahren u. Trapez-Regel (Euler-Maclaurinsche Summenformel) 
Asymptotische Entwicklung der Spalten des Romberg-Verfahrens. 
Prozeduren für diese Worksheets 
Diese Prozeduren sind gespeichert in Rombem.m 
Euter-Verfahren (Graph. Veranschaulichung der Verfahrens-Ordnung 1) 
Runge-Kutta-Verfahren (Graph. Veranschaulichung der Verf.-Ordnung 4) 
Share Library file plot/ODE zuganglich machen [9, 10) 
Diesesfile ist gespeichert in ODE.m 
C. Grenzen und Mängel 
Hilb_Eig.ms Eigenwertproblem mit Hilbert-Matrix [10) 
n = 4: exakte Rechnung mit algebraischen Zahlen zu aufwendig 
n = 5: exakte Lösung nicht möglich; 
Genauigkeit der numerischen Ergebnisse ist nicht gesichert 
NLFZ_EX.ms Nullstellen einer transzendenten Funktion [3]; exakte Lösung nicht möglich; 
Genauigkeit und Eindeutigkeit der numerischen Ergebnisse nicht gesichert 
B11_Rump.ms Hat das Polynom positive Nullstellen? (Ein Beispiel von Rump [5]) 
Nachweis mit Maple aufwendig, Fehler in is( ... , real) in Release 3 
output.ms im Verzeichnis MAPLEV3\EXAMPLES 
Erzeugen von FORTRAN- und C-Code. Numerische Rechnungen mit 
Interpreter sind langsamer als campillerte Programme 
1) vgl. Übungsaufgaben zu Mathematische Methoden in der Automatisierung 
2) vgl. Übungsaufgabe zu Statistik und Wahrscheinlichkeitsrechnung 
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H. Bauer, FH Reutlingen 
Obungsaufgaben zu Mathematische Methoden in der Automatisierung für AT 
1.4. Berechnen Sie mit Ihrem Taschenrechner den Ausdruck 
b = 9x• - y4 + 2y2 für x = 10 864.0, y = 18 817.0 
und vergleichen Sie mit dem richtigen Ergebnis (b = 1.0). 
1.5. Berechnen Sie die Funktionswerte des Polynoms 
y = 2030x• - 5741x3 - x2 + 11482x - 8118 
für 1.4140 ~ x ~ 1.4145 (Schrittweite z.B. 0.000 002 5). 
Vergleichen Sie das Ergebnis mit der Tatsache, daß ein Polynom 
4. Grades höchstens 4 Nullstellen haben kann und daß daher 
höchstens 4 Vorzeichenwechsel auftreten können! 
3.2. Die x- bzw. y-Auslenkung einer Kathodenstrahlröhre werde so durch 
zwei Wechselspannungen gesteuert, daß 
x = 2 cos t , y = 2 sin 2t (Einheiten: cm) 
gilt. Berechnen Sie die Bogenlänge der entstehenden Lissajous-
Figur (Skizze!) 
a) mit Hilfe des Romberg-Verfahrens 
b) mit Hilfe der Sehnen-Trapez-Regel 
auf 10-3 cm genau. 
Vergleichen Sie die Ergebnisse! 
Hinweis: Berechnen Sie die Bogenlänge des im 1. Quadranten 
gelegenen Teils der Figur auf 2,5·10-4 cm genau. 
3.4. Lösen Sie mit Hilfe des Euler-Verfahrens das Anfangswertproblem 
2x 
y' = y - y(O) = 1. 
y 
im Intervall 0 ~ x ~ 1 
a) mit Schrittweite h = 0.2, 
b) mit Schrittweite h = 0.02 (Werte nur für 0.2, 0.4, ... ausgeben). 
c) Um welchen Faktor ist der globale Diskretisierungsfehler an den 
Stellen x = 0.2 und x = 1.0 in b) kleiner als in a)? 
(Hinweis: Die exakte Lösung des AWP ist y = 2x + 1 ) 
3.6. Lösen Sie das Anfangswertproblem aus Aufgabe 3.4 im Intervall 
0 ~ x ~ 1 mit Hilfe des Runge-Kutta-Verfahrens 4. Ordnung mit 
Schrittweite h = 0.2. Vergleichen Sie den globalen Diskreti-
sierungsfehler mit demjenigen in Aufgabe 3.4. 
Eine Obungsaufgabe zu Statisitk und Wahrscheinlichkeitsrechnung für WI 
1.16. Bei einem physikalischen Versuch werden für einen frei fallenden 
Körper die Zeit t (in sec.) und die zurückgelegte Strecke s (in m) 
gemessen. Man erhält folgende Beobachtungswerte: 
t 0,14 0,20 0,29 0,35 0,40 0,45 0,50 0,55 0,64 0,70 
s 0,1 0,2 0,4 0,6 0,8 1,0 1,2 1,5 2,0 2,4 
Es soll die KQ-Regressionsfunktion § = a + bt + ct2 bestimmt 
werden. (Diese Funktion entspricht den Fallgesetzen, falls kein 
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H. Bauer, Fachhochschule fftr Technik und Wirtschaft, Reuttingen K-Hebel.ms 
Optimale Dimensionienmg des Knickhebels einer Wirbelstromrotiersonde 
zur Materialpruefung von Metallrohren 
Die Qualitaet der Abtastung ist um so besser, je kleiner die Differenz zwischen den Abstaenden 
des linken bzw. rechten Endes des Sensors vom zu pruefenden Rohr ist Die Fehlerfunktion Delta 
liefert diese Differenz in Abbaengigkeit von den Variablen: 
r (Rohrradius), 
a, 10 (Abmessungen des Knickhebels) 
sowie den Parametern: 
A (Abstand Mittelpunkt Rohr bis Drehpunkt Hebel), w (Weite des Sensors) 
> Delta := (r,a,IO) -> (rA2+( (N\2-(r-a}"2)"(1/2) -IO+w}"2}"(1/2) 
> - (rA2+( (AA2-(r-a}"2}"(1/2) ~O-w}"2}"(1/2); 
A :=(r, a, 10) ~J r2 + (JA2 - (r-a)2 -IO+wl _J r2 + (JA 2 -(r-a)2 -10- w)2 
Optimierungs-Aufgabe: 
Das Maximum des Betrags der Fehlerfunktion Delta soll fuer den Anwendungsbereich 
r 1 <= r <= r2 minimiert werden. 
Zu gegebenem A, rl, r2 und w sollenjeweils die optimalen Werte fuer a und 10 sowie der max. 
Betrag des Fehlers del bestimmt werden. 
Ein vereinfachtes Modell, in dem anstelle von Delta die Abweichung der Sensormitte vom 
Beruehrpunkt von Knickhebel und Rohr minimiert wird, besitzt folgende optimale Loesung: 
> a_v := (r1 + r2)12; IO_v := ( A + (N2-(r2-a_v}"2)A(1/2) ) /2; 
1 1 
a_v :=2rl +2r2 
1 1 2 (1 1 )
2 
IO_v:=2A+2 A - 2r2-2rl 
Damit erhaelt man eine erste Naeherung fuer die Loesung der Optimierungs-Aufgabe. 
Als Beispiel werden A=lOO, rl=30, r2=50, w=S/2 vorgegeben (alle Angaben in mm). 
> A := 100: r1 := 30: r2 := 50: w := 5/2: 
> 'a_v' = a_v; 'IO_v' = evalf(IO_v); 
a v=40 
10 V= 99.74937186 
Schaubild der Fehlerfunktion Delta für a = a_v, 10 = 10_v (Uebersicht): 
> plot(Delta(r, a_ v, 10_ v), r-0 .. 1 00, -5 .. 1 ); 
60 
Schaubild der Fehlerfunktion Delta (fuer den Anwendungsbereich): 
> plot(Deita(r, a_ v, 10_ v), r=r1 .. r2); 
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Dem Schaubild eutnimmt IIWI den mu.. Betrag des Fehlen del_ v 
> de4_v := 0.042; 
del v := .042 
Maximale Werte des Betrags des Fehlers treten am Rand auffuer r=rl und r=r2 sowie dazwischen 
fuerr=r3. 
Fuer die optimale Loesung bat die Fehlerfunktion Delta(r, ... )an den Stellen r = rl, r3, r2 den 
selbcn Betrag und alternierende Vorzeichen. An der Stelle r3 ist die Ableitung DDelta von Delta 
nach r gleich 0. 
> OOelta := 0[1](Delta); 
Damit erbaelt man 3 Gleichungen fuer die 3 Unbekannten a, 10, r3: 
> gl1 := Oetta(r1' a, 10) + Delta(r3, a, 10) ::: 0; 
> gl2 := Oelta(r2. a, 10) + Oelta(r3, a, 10) = 0; 
> gl3 := 0Delt.a(r3, a, 10) = 0; 
g/1 := J.-900-+_(_J_l 0-000---(-30 ___ a_)_2 ___ /0_+_~-)-::-2 - J 900 + ( J 10000 - ( 30 - a )2 - /0- ~f 
+ JrJ2 + ( J 10000 -(r3 -a)2 -10 +~f- r32 + ( J 10000- (r3- al- Jo-if = 0 
g/2 := j2soo + (J10ooo- (50- al-Io +~)2 - j2soo + (J 10000- (50- a)2-10 -~f 
+ r32 + ( J 10000- (r3- a)2 -10 + ~)
2
- r32 + ( J 10000- (r3- a)2 -10- ~f = 0 
%1 -10 + ~) ( -2 r3 + 2 a) ( %1-10- ~) ( -2 r3 + 2 a) 
2 r3 + 
2 
2 r3 + 
2 1 10000- r3-a 1·· 10000- r3-a) 
g/3 := 2 2 - 2 2 = 0 
r32 + ( %1 -10 + ~) r32 + ( %1 - 10- ~) 
%1 :=J 10000- (r3- a)2 
Exakte Loemmg des nichtlinearen Gleichungssystems (gelingt nicht): 
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> # Lsg := solve({gl1, gl2, gl3}, {a, 10, r3}); 
Lsg:= 
Numerische LoeSWlg des nichtlinearen Gleichungssystems: 
> Lsg := fsolve({gl1, gl2, gl3}, {a, 10, r3}, {a=0.9"'a_v .. a_v, 10=0.9"'A..A, r3=r1 .. r2} ); 
Lsg := {10= 99.75138323, a = 39.36918315, r3 = 38.73518823} 
Maximaler Be1rag des Fehlers 
> del := subs( Lsg, Delta(r3, a, 10)); 
de/ := .03176570 
Die Korrektheit dieses Resultats zeigt folgende Graphik: 
> DeitaO := subs( Lsg, Delta(r, a, 10)): 







R Bauer, Fachhochschule fUt Technik und Wirtschaft, Reutlingcn 
Mathematische Methoden in der AT, Aufgabe 1.4 
MMA1_4.ms 
Die Berechnung eines arithmetischen Ausdrucks mit gewöhnlicher Gleitpunktarithmetik kann zu 
ungenauen oder völlig falschen Ergebnissen führen (Quelle: Rump, S.l64, 2.). 
> b := 9*x~4 - y~4 + 2*y~2; 
b :=9x4 -y4 +2y2 
Berechnung des Ausdrucks filr x = 10864, y = 18817 mit exakter ganzzabliger Arithmetik: 
> subs( {x=10864, y=18817}, b); 
1 
Berechnung desselben Ausdrucks mit Gleitpunktarithmetik 
> Digits := 10: 
> subs( {x=10864.0, y-18817.0}, b); 
.81589780 10 7 
> convert(", rational); 
8158978 
Das ungenaue Ergebnis beim Rechnen mit Gleitpunktarithmetik mit 1 0-stelliger Mantisse wird 
durch die Auslöschung führender Stellen bei der Subtraktion gerundeter Zwisehenergebnisse 
verursacht: 
> term1 := subs( {x=10864, y=18817}, 9*x~4 ); 
> term2 := subs( {x=10864, y=18817}, - yA4 ); 
> tzwi := term1 + term2; 
terml := 125372283822342144 
term2 := -125372284530501121 
> term3 := subs( {x=10864, y=18817}, 2*y~2 ); 
tzwi := -708158977 
term3 := 708158978 
> tzwi fpa := subs({x=10864.0, y=18817.0}, 9*x~4- y~4); 
> term3_fpa := subs( {x=10864.0, y=18817.0}, 2*y~2 ); 
tzwi_jpa :=-.1109 
term3_fpa := .7081589780 109 
Abhängigkeit des Ergebnisses von der verwendeten Stellenzahl: 
> Digits; 
10 
> Digits := 15: 
> subs( {x=10864.0, y=18817.0}, b); 
-22.00 
> Digits := 17: 
> subs( {x=10864.0, y=18817.0}, b); 
-2.00 
> Digits := 18: 
> subs( {x=10864.0, y=18817.0}, b); 
1.00 
Literatur 
Rump, S.M.: Wie zuverlässig sind die Ergebnisse unserer Rechenanlagen? in Jahrbuch Überblicke 
Mathematik 1983, S.l63- 168, Bibliographisches Institut, Mannheim 1983. 
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H. Bauer, Fachhochschule für Technik und Wirtschaft, Reutlingen 
Mathematische Methoden in der Automatisierung, Aufgabe 1.5 
MMAl_S.ms 
Um Nullstellen eines Polynoms p zu berechnen, muß man in der Lage sein, Funktionswerte des 
Polynoms zu berechnen. Verwendet man Gleitpunktarithmetik mit endlicher Mantissenlänge, so 
sind evtl. nicht einmal die Vorzeichen korrekt. 
Homer-Schema eines Polynoms p (Quelle: PASCAL-SC Manual and System Disks): 
> p :- (((2030*x- 5741)*x- 1)*x + 11482)*x- 8118; 
p:=(((2030x-5741)x-1)x+ 11482)x-8118 
Dasselbe Polynom p entwickelt nach Potenzen von x: 
> expand(p); 
2030x4 - 5741 x3 -x2 + 11482x- 8118 
Funktionsverlauf und Nullstellen mit exakter rationale Arithmetik: 
> s := solve( p=O, x ); evalf({s}); 
> plot(p, x=-2 .. 3, title='Polynom p für -2 <= x <= 3'); 
Polyno01 p Air -2 <- z <- 3 
> Digits := 12: 
99 41 r;; r;; 
s := 70' 29, y 2, "'\12 
{ 1.414285714, 1.413793103, 1.414213562,-1.414213562} 
> plot( p, x=1.4137 .. 1.4145, title='Polynom p für 1.4137 <= x <= 1.4 
>145'); 
Polynocn p Air 1.4137 <= z <- 1.414~ 
1....c:D7 
Liste der Funktionswerte von p gemäß Homer-Schema für Gleitpunktarithmetik mit 12-stelliger 
Mantisse (Schrittweite 0.000 002): 
> Digits; 
12 
> lh := [[1.4141 + n*0.000002, 
> subs( x=1.4141 + n*0.000002, (1QA8)*p )] $n=0 .. 150): 
> ph := plot( lh, style=LINE, color=RED, title='Polynom (10A8)*p für 
> 1.4141 <= x <= 1.4144', axes=FRAME ) : 
> lN : = [ [ 1. 4141, 0 J I [ 1. 414 4 ' 0) ) : 
> pN := plot( lN, style=LINE, color=BLACK ) : 
> wi th (plots} : 
> th := textplot([1.4141, 4.2, 'Horner-Schema mit Gleitpunktarithmet 
> ik'], color=RED, align={ABOVE,RIGHT}): 
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> display([ph, pN, th]); 
Polynona (l0"8)"'p fbr 1.4141 <- x <- 1.4144 
1.4141 1.41416 1.4142 1.41425 1.4143 1.41436 1.4144 
Liste der exakten Funktionswerte (Schrittweite 0.000 002) und 
Grafik fiir Werte nach Homer mit Gleitpunkarithmetik bzw. fiir exakte Werte: 
> le := [[14141/10000 + n/500000, 
> subs( x=14141/10000 + n/500000, (10"'8)*p)] $n=-O •. 150] :pe := plot( 
> le, style=LINE, color=BLUE ): 
> te := textplot([1.41412, 3.2, 'exakte Rechnung'), color=BLUE, alig 
> n={ABOVE,RIGHT}): 
> display([ph, pN, pe, th, te]); 
Polynona (10"8)"'p fbr 1.4141 <- x <- 1.4144 
1.4143 1.41436 1.4144 
Literatur 
Kulisch, U. (Hrsg.): PASCAL-SC Manual and System-Disks, Teubner-Wiley 1987 
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Die Lösung eines linearen Gleichungssystems Ax=b kann sehr ungenau werden, 
wenn die Koeffizientenmatrix A schlecht konditioniert ist, und man mit endlicher 
Stellenzahl rechnet (Gleitpunk:tarithmetik). 
> with (linalg): 
Warning: new definition for norm 
Warning: new definition for trace 
n =Anzahl der Gleichungen bzw. Unbekannten: 
> n := 8; 
n :=8 
Koeffizientenmatrix A: Hilbert-Matrix 
> A := hilbert(n); 
1 1 1 1 1 
2 3 4 5 
1 1 1 1 1 
2 3 4 5 6 
1 1 1 1 1 
3 4 s 6 7 
1 1 1 1 1 
A:= 4 5 6 7 8 
1 1 1 1 1 
5 6 7 8 9 
1 1 1 1 1 
6 7 8 9 10 
1 1 1 1 1 
7 8 9 10 11 
1 1 1 1 1 
8 9 10 11 12 
Konditionszahl: 
> cond (A); 
33872791095 
Rechte Seite b: 1 2, ... n 
> b := randvector(n); 
h := [ -85 -55 -37 -35 97 
x = Exakte Lösung des Gleichungssystems 


















Digits = Anzahl der Stellen der ~fantisse von Gleitpunk:tzahlen: 
> Digits := 10; 
> Af := map(convert, A, float): 



















hf:= [ -85. -55. -37. -35. 97. so. 79. 56.] 
xf = Lösung des Gleichungssystems mit Gleitpunktarithmetik 
> xf := linsolve(Af,bf): 
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Vergleich von x, xf, x-xf 
> augrnent(map(convert, x, float), xf, add(x,xf,l,-1)); 
> 
.2t990t28 to8 .22tt482000 to8 -t24692.00 
-.1158700536 totO -.11675t2907 10to .88t237t10 7 
.t494886t76 toll .t508004t02 toll -.t3117926 to9 
-.80t8t3t044 toll -.8094887900 toll .76756856 to9 
.2t43977066tot2 .2t65755523 tot2 -.2tn8457tot0 
-.30t732527t tot2 -.3049334560 tot2 .32009289 lOto 
.2137939724 to 12 .216138809t1ot2 -.23448367 1010 
-.6010439292 10 11 -.6078127665 10 ll .67688373 to9 
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Statistik und Wahrscheinlichkeitsrechnung fiir WI, Aufgabe 1.16 
Mathematik ill für AT, Aufgabe 1.9 
Die Bestimmung einer KQ-Regressionsfunktion s = a + b t + c t"2 
SWA1_16.ms 
zu gegebenen Beobachtungspaaren (t[i], s[i]) fUhrt auf ein System von Normalgleichungen 
A • X = d mr die gesuchten Koeffizienten X = (a, b, c) 
> with (linalg): 
> A := array(symmetric, 1 .. 3, 1 .. 3, UNJ, (sum(t(i], i=1 .. N), sum(t(i]A2, i=1 .. N)J, [sum(t(i]A2, i=1 .. N), sum(t{i]"3, i=1 
> .. N), sum(t{i]A4, i=1 .. N)ß ); 
> d := vector(3, (sum(s{iJ, i=1 .. N), sum(t[irs{i], i=1 .. N), sum(t[i]A2"'s{i], i=1..N)] ); 
Warning: new definition for norm 


















N N N 
L~/ L~/ L~/ 
i=1 i=1 i=l 
> t := [0.14, 0.20, 0.29, 0.35, 0.40, 0.45, 0.50, 0.55, 0.64, 0.70]; 
I:= ( .14, .20, .29, .35, .40, .45, .50, .55, .64, . 70) 
s-Werte: 
> s := (0.1' 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 2.0, 2.4]; 
s := [.1, .2, .4, .6, .8, 1.0, 1.2, 1.5, 2.0, 2.4] 
> N := nops(t); 
N:= 10 
Koeffizientenmatrix A (mit rationaler Darstellung Ae): 
> A := map(value, A); 
> Ae := map(convert, A, rational, exact); 
[ 
10 
























Rechte Seite b (mit rationaler Darstellung be): 
> d := map(value, d); 
> de := map(convert, d, rational, exact); 
d:= [10.2 5.535 3.19655] 
de :=[s
5
1 1107 63931] 
200 20000 
x = (a, b, c) =Exakte Lösung des Gleichungssystems 
xe = Gleitpunktapproximation der exakten Lösung 
> x := llnsolve(Ae, de); xe := map(convert, ", float); 
[ 
28567 147020 315859750] 
X := 17000695 64602641 64602641 
xe := [ .001680343068 .002275758355 4.889269929] 
xf = Lösung des Gleichungssystems mit Gleitpunktarithmetik 
Digits = Anzahl der Stellen der Mantisse von Gleitpunktzahlen 
> Digits := 7: 
> xf := linsolve(A, d); 
xf:= [ .001695 .002195 4.889364] 
> Digits := 6: 
> xf := llnsolve(A, d); 
xf:= [ .00148 .00334 4.88805] 
> Digits := 5: 
> xf := linsolve(A, d); 
xf:= [.0054 -.0180 4.9126] 
Rechnet man mit weniger als 6 Stellen, so wird das Ergebnis sehr ungenau. Ursache? 
>Digits:= 10: cond(A); 
> 
3754.926236 
Das lineare Gleichungssystem ist schlecht konditioniert, d.h.. kleine relative Fehler der 
Koeffizienten des Gleichungssystems bewirken große relative Fehler des Ergebnisses. 
Rundungsfehler haben dieselbe Auswirkung! 
Bezogen auf den größten Koeffizienten sind die Fehler allerdings selbst bei 5-stelliger Rechnung 
tragbar. 
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Beispiel 10 aus 
Rump, S.M.: Wie zuverlässig sind die Ergebnisse unserer Rechenanlagen? in Jahrbuch Überblicke 
Mathematik 1983, S.163- 168, Bibliographisches Institut, Mannheim 1983. 
Lineare Regressionsfunktion y = a + b x für drei Punkte auf einer Geraden 
>X:= (52014nl 52014781 5201479]; V:= [999991 1000001 100001]; 
X:= [5201477, 5201478, 5201479] 
y := [ 99999' 100000, 100001 ] 
Exakte Rechnung (Varianz und Kovarianz mit Formeln zur Rechenvereinfachung): 
> LinRegRF := proc(X, V) local xbar1 ybarl s2x, covxy1 nl i1 8 1 b; # Fonnein zur Rechenvereinfachung 
> n := nops(X); 
> xbar := sum( X{i]1 i=1 .. n ) I n; # arith. Mittel von X 
> ybar := sum( Y{i]1 i=1 .. n ) In; # arith. Mittel von V 
> s2x := sum( X{i)A2 I i=1 .. n ) In - xbar'2; #Varianz von X 
> covxy := sum( X[i]*Y[i] I i=1 .. n ) I n - xbar*ybar; #Kovarianz von X und V 
> b := covxyls2x; a := ybar- b*xbar; # RegressionskoeffiZienten 
> a + b*x; # lineare yx-Regres.sionsfunktion 
>end: 
> yOach := LinRegRF(X1V); 
yDach := -5101478 + x 
> subs( x=52014801 yOach ); 
100002 
Gleitpunktarithmetik (Varianz und Kovarianz mit Formeln zur Rechenvereinfachung): 
Digits := 10, 12, 14, 16 
> Digits:= 10: 
> Xf := evalf(X); Vf := evalf(V); yOach := LinRegRF(XfiYf); 
Xf:= [.5201477 10 7, .5201478 10 7, .5201479 10 7] 
Yf:= [99999., 100000., 100001.] 
yDach := -160073.9000 + .05000000000x 
> subs( x=52014801 yOach ); 
100000.1000 
Gleitpunktarithmetik (Varianz und Kovarianz mit Formeln gemäß Definition): 
> LinReg := proc{X1 Y) local xbar1 ybar1 s2x1 COYXy1 n1 i1 8 1 b; # Formeln gemäß Definition 
> n := nops(X); 
> xbar := sum( X{i]1 i=1 .. n ) I n; # arith. Mittel von X 
> ybar := sum( Y{i]1 i=1 .. n) In; # arith. Mittel von V 
> s2x := sum( (X{i] - xbar)'-21 i=1 .. n ) I n; #Varianz von X 
> covxy := sum( (X{i)- xbar)*(Y{i]- ybar)1 i=1..n) In; #Kovarianz von X und V 
> b := covxyls2x; a := ybar - b*xbar; # Regressionskoeffizienten 
> a + b"'x; # lineare yx-Regressionsfunktion 
>end: 
Digits := 10, 8, 6 
> Digits:= 10: 
> Xf := evalf(X); Vf := evalf(Y); yOach := LinReg(Xf1Vf); 
Xf:= [.s2o1477 10 7, .5201478 10 7, .5201479 10 7] 
Yf:= (99999., 100000., 100001.] 
yDach := -.5101470275 10 7 + .9999985150 x 
> subs( x=52014801 yDach ); 
100002.001 
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Mathematische Methoden in der Automatisierung, Aufgabe 3.2 
Gegeben ist die Parameterdarstellung einer Kurve (Liisajous-Figur). 
MMA3_2.ms 
Gesucht ist die Bogenlinae 114 (des im 1. Quadranten gelegenen Teils der Figur). 
> x := 2*cos(t); y := 2*sin(~); 
x := 2 cos(t) 
y := 2 ain(2 t) 
> p1 := plot( [x,y, t=O .. PI/2], color-RED ): 
> p2 := plot( [x,y, t=PIJ2..2*Pi], color-BLACK ): 
> with(plots): dispfay({p1 ,p2}); 
Bogenlänge 
> 1/4 = lnt( sqrt( 'diff(x, t)'A2 + 'diff(y, t)l\2'), t=O .. Pi/2 ); 
1 
21t 
lr = f r--( :-, x-)2-+ (-:,-Y )-2 dt 
0 
Numerische Integration mit dem Romberg-V erfahren 
> f := unapply( sqrt( ditf(x, t)l\2 + ditf(y, t)l\2), t); 
> a := 0; b := Pi/2; 
>Digits:= 8; read ·romberg.m'; 
> SchemaRom(4); 
f:= t--)> 2 J sin(t)2 + 4 cos(2 t)2 
a:=O 
b :=~ 1t 
Digits:= 8 
n T( n, 0) T( n, 1 ) T( n, 2) T( n, 3) T( n, 4) 
0 6.6540003 ---- --- ------
1 4.43ml0 3.6989613 ---
2 4.6962593 4.7824386 4.8546705 -----
3 4.7144586 4.7205250 4.7163974 4.7142026 ---
4 4.7147160 4.7148016 4.7144201 4.7143888 4.7143894 
1T{4,3)- T(4,4)1 < O.OOOOOllegt nahe, daß 114 = 4.7143894 mit Fehler< 0.000001 
Der tasächliche Fehler ist aber wesentlich größer wie Numerische Integration durch Maple 
(Clenshaw..curtis) zeigt 
> readlib(' evalf/lnf): 
> IC := 'evalflinf( f(t), t=a .. b, 10 ); 
> Fehler_Romberg := IC - TRom(4,4); 
IC := 4. 714715654 
Fehler Romberg := .0003263 
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Dagegen ist der Fehler fUr die Sehnen-Trapez-Regel wesentlich kleiner 
> Fehler_Sehnen_Trapez := IC- TRom(4,0); 
Fehler Sehnen Trapez:= -.3 10-6 
Woran liegt das? 
Ist die Funktion f(t) (2m+2)-mal stetig differenzierbar auf [a,b], so besitzt die 
Sehnen-Trapez-Regel T(h) folgende asymptoti.sche Entwicklung (Euler-Maclaurinsche 
Summenformel s. Schwarz [1] S.324, (8.11) und (8.12) oder Stoer (2] S.104ff, 3.2) 
> T(h) = lnt('f(t)', t='a' .. 'b') + Sum( bernoulli(2~)1(21<)1 * ( (D@@(z-k-1))(f)('b')- (D@@(z-k-1))(f)('a')) * h"(2~ 
> ), k=1 .. m) + O(h"(2*m+2));; 
-Jh [~ bernoulli(2k)(D(2k-1)U)(h)-D(2k-1)U)(a))h(2k)) 
T(h)- f(t)dt+ L.J (2 k)l 
a k=l 
+c/.h(2m+2)) 
Für dieses Beispiel verschwinden sämtliche Gliede, unter dem Summenzeichen, da aus der 
Spiegelsymmetrie des Integranden bzgl. t = a = 0 und t = b = Pi/2 (siehe Grafik!) folgt, daß alle 
seine ungeradzabligen Ableitungen ungerade sind und deshalb alle Ausdrücke folgender Gestalt 
verschwinden 
> (D@@(2~-1 ))('f)('b') , (D@@(2"'k-1 ))('f)('a'); 
D(2k-1)(j)(h),D(2k-l)(j)(a) 
> p3:= plot(f, -Pi/2 .. 2*Pi): 
> p4:= plot( { [Pil2,t,t=1.2 .. 4.5], [Pi,t,t=1.2 . .4.5), [-Pil2,t,t=1.2 . .4.5] }, color-RED): 
> tp := textplot( { [Pi/2, 1.1, 'Pi/2'], [Pi, 1.1, 'Pr], [-Pi/2, 1.1, '-Pil2') }, color-RED): 
> display( (p3, p4, tp) ); 
Beweis der behaupteten Symmetrie 
> f(t)=f( -t); 
2 J sin(t)2 + 4 cos(2 t)2 = 2 J sin(t)2 + 4 cos(2 t)2 
> f(Pi12+t)=f(Pil2-t); 
2 Jcos(t)2 +4 cos(2 t)2 = 2 Jcos(t)2 + 4 cos(2 t)2 
Damit folgt, daß für dieses Beispiel der Verfahrensfehler der Sehnen-Trapez-Regel rascher gegen 
Null geht als jede Potenz von h. Die pro Schritt gewonnene Anzahl geltender Stellen nimmt zu: 
>Digits:= 20: read 'romberg.m'; 










Durch das Romberg-V erfahren kann die Konvergenzgeschwindigkeit nicht verbessert weden, 
tatsächlich wird sie sogar verschlechtert. Die Voraussetztungen für die Schätzung des Fehlers 
durch die Differenz von im Romberg-Schema nebeneinander stehenden Gliedern ist auch nicht 
mehr erfüllt 
Probe für das Verschwinden der Glieder unterm Summenzeichen in der asymptotischen 
Entwicklung 
> [(0@@(24<-1 ))(f)(b) , (0@@(2~-1 ))(f)(a)) $ k = 1 .. 3; 
[ 0, 0 ], [ 0, 0 ], [ 0, 0] 
Literatur 
1. Stoer, J.: Einführung in die Numerische Mathematik I. Springer, Berlin 1979. 
2. Schwarz, HR: Numerische Mathematik. Teubner, Stuttgart 1986 
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Numerische Integration mit dem Romberg-Verfahren 
Romberg2.ms 
Asymptotische EntwicklWJ.g der Spalten des Romberg-Rechenschemas 
Schätzwert des Fehlers (Abbmrhkriterium) 
Ist die Funktion f{t) (2m+2)-mal stetig differenzierbar auf[a,b], so besitzt die 
Sehnen-Trapez-Regel T(h) folgende asymptotische Entwicklung (Euler-MacLaurinsche 
Summenformel s. Schwarz [1] S.324, (8.11) und (8.12) oder Stoer [2] S.104ff, 3.2) 
> T(h) = lnt('f(t)', t='a' . .'b') + Sum( bemoulli(Z*k)/(21<)1 • ( (0@@(21<-1 ))(f)('b')- (0@@(21<-1 ))(f)('a')) • h"(Z*k 
> ), k=1 .. m) + O(h"(2*m+2)); 
-Jb [~ bemoulli(2k)(D(2k-l}(f)(b)-D(2k-1)(f)(a))h(2k)J 
T(h)- f{t) dt + ~ (2 k)l 
a k=1 
+ o(h(2 m + 2)) 
Mit dem Integranden f(Funktion f:= t-> f(t)) und den Integrationsgrenzen a .. b 
> # f := t-> (4*sin(t)"2 + 16*cos(2"'t)"2)"(1/2); a := 0; b := 1; 
> f := t-> (2"Pi)"(-1/2) * exp(-t"212); a := 0; b := 2.45; 
> # f := t -> if t=O then 1 else sin(t)Jt fi; a:= 0; b := 0.8; 
Rechengenauigkeit 
> Digits := 10: 
ergibt sich für 
> m:=S: 
beispielsweise folgende asymptotische Entwicklung für die Sehnen-Trapez-Regel 
> read 'romberg.m'; 




b := 2.45 
b 
T{h) = f f(t) dt- .004050126522 h2 + .0002026750814 h4 + .00001445669158 h6 
a 
-.6066156845 10-6 h8 - .5211502714 10-6 h 10 + o(hl2) 
Für h = (b-a)/2"n erhält man eine 0. Folge von Näherungswerten T(n,O) des Integrals. 
Durch Elimination des niedrigsten Fehlertemts aus T{n,O) und T{n-1,0) erhält man eine 1. Folge 
von verbesserten Näherungswerten T{n,1), hieraus entsprechend eine 2. Folge von verbesserten 
Näherungswerten T(n,2), usw. 
Diese Folgen bilden jeweils eine Spalte des Romberg-Rechenschemas (hier mit den Zeilen 0 bis 
m-1) 
> SchemaRom(m-1 ); 
n T(n, 0) T(n, 1) T{n,2) T{n,3) T(n, 4) 











.4928572010 .4928571912 .4928572388 
Für die Spalten des Schemas erhält man folgende asymptotische Entwicklungen 
> for p from 0 to m-2 do T('n',p) = lnt('f(t)', t='a' . .'b') + evalf(SRom(p)) + O(h"(2*m+2)) od; 
> h = (b-a)l2"n; 
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b 
T(n, 0) = J ~t) dt- .004050126522 h2 + .0002026750814 h4 + .00001445669158 h6 
a 
-.6066156845 10-6 h8 - .5211502714 10-6 h10 + o(h12) 
b 
T(n, 1) = J t{t) dt- .0008107003257 h4 - .0002891338316 h6 + .00005095571750 h8 
a 
+ .oootn1910923 h 10 + o(h12) 
b 
T(n, 2) = f t{t) dt+ .0009252282613 h6 - .0008152914799 h8 - .01190724140 h 10 + o(h12) 
a 
b 




Die Differenz nebeneinander stehender Glieder im Romberg-Schema liefert einen Schätzwert fii.r 
den Fehler, falls die höheren Glieder in der asymptotischen Entwicklung gegenüber dem 
niedrigsten Glied vernachlässigbar klein sind 
Zum Vergleich Numerische Integration durch Maple (Clenshaw-Curtis) 
> readlibf evalflinf): 
> 'evalflinf( f(x), x=a .. b, 12 ); 
.492857189265 
Beschreibung der Prozeduren: 
Die Prozedur TRom(n,p) berechnet Näherungswerte für das Integral der Funktion 
x -> ~x) von a bis b. ( options remember) 
TRom(n,O) ... Sehnen-Trapez-Regel für 2"n Intervalle (n = 0, 1, 2, ... ) 
Für p > 0 Richardson-Ext:rapolation: 
TRom(n,p) = (4"p TRom(n,p-1)- TRom(n-l,p-1)) I (4"p- 1) (n = p, p+ 1, p+2, ... ) 
Die Prozedur SchemaRom(m) druckt das Romberg-Rechenschema aus 
bis einschließlich TRom(m,m). 
Die Prozedur SRom(p) berechnet ausgehend von der asymptotiscben Entwicklung der 
Sehnen-Trapez-Regel (p = 0) die asymptotischen Entwicklungen der Spalten im Romberg-Schema 
(p = 0, 1, ... ) bis zum Glied mit h"(2"'m). 




R Bauer, Fachhochschule für Technik und Wirtscllaft, R.euilingen Romberg.ms 
Numerische Integration mit dem Romberg-Verfabrcn 
Die Prozedur TRom.(n,p) berechnet Näherungswerte für das Integral der Funktion 
x -> f(x) von a bis b. 
TRom(n,O) ... Sehnen-Trapez-Regel ftir 2"n Intervalle (n = 0, 1, 2, ... ) 
Für p > 0 Richardson-Extrapolation: 
TRom(n,p} = (4"p TRom(n,p-1)- TRom(n-l,p-1)) I (4"p- 1) (n = p, p+ 1, p+2, ... ) 
> TRom := proc(n,p) local h, i; options remember; 
> if not type(p, integer) or p < 0 then 
> ERROR( '2. Argument muß nichtnegative ganze Zahl sein· ) fi; 
> if not type(n, integer) or n < p then . 
> ERROR( '1. Argument muß ganze Zahl und größer gleich 2. Argument sein') fi; 
> if p > 0 then TRom(n,p) := (41\p*TRom(n,p-1)- TRom(n-1,p-1))/(4"p -1) 
> elif n > 0 then h := (b- a)I2An: 
> TRom(n,p) := evalf( TRom(n-1,p)/2 + h*sum( f( a+(2*i-1)*h ), i=1 .. 211(n-1))) 
> else TRom(n,p) := evalf( (b- a)/2 • ( f(a) + f(b) ) ) 
> fi 
>end: 
Die Prozedur Schem.aRom(m) druckt das Romberg-Rechenschema aus 
bis einschließlich 1Rom(m,m). 
> SchemaRom := proc(m) local n, p; 
> Rechenschema := array(1 .. m+2, 1..m+2): 
> Rechenschema[1,1] := 'n': 
> for p from 0 to m do Rechenschema[1,p+2) := T('n',p) od: 
> for n from 0 to m do Rechenschema{n+2,1) := n od: 
> forpfromOtomdo 
> for n from 0 to p-1 do 
> Rechenschema{n+2,p+2] := ·---
> od: 
> fornfromptomdo 
> Rechenschema[n+2,p+2] := TRom(n,p) 
> od 
> od; 
> print( Rechenschema ); 
>end: 
Die Prozedur SRom(p) berechnet ausgehend von der asymptotischen Entwicklung der 
Sehnen-Trapez-Regel (p = 0) die asymptotischen Entwicklungen der Spalten im Romberg-Schema 
(p = 0, 1, ... ) bis zum Glied mit h"(2"'m). 
Hierbei ist h = (b- a)/2"n. 
> SRom := proc(p) options remember; 
> if not type(p, integer) or p < 0 or p > m then 
> ERROR( · Argument muß ganze Zahl zwischen 0 und m sein· ) fi; 
> if p > 0 then SRom(p) := (4"p*SRom(p-1)- subs(h=2*h, SRom(p-1 )))/(4Ap- 1) 
> else SRom(p) := convert( evalf(Sum( bernoulli(2-t<)/(2~)1 • ( (0@@(2-t<-1} )(f)('b') - (0@@(2~-1 })(f)('a'} ) 
> • h.l\(2~}. k=1 .. m)), rational); 
> fi 
>end: 
Warning, 'Rechenschema' is implicitly declared local 
> 
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Mathematische Methoden in der AT, Aufgabe 3.4 mit Maple V ReL 3 
Ein Anfangswertproblem (A WP) soll mit Hilfe des Euter-V erfabrens numerisch gelöst werden. 
Wendet man das Euler-V erfahren mit unterschiedlichen Schrittweiten h an und vergleicht die 
Fehler, so sieht man, daß der globale Fehler ungefähr proportional zu h ist. Es handelt sich also um 
ein V erfahren 1. Ordnung. 
Differentialgleichung 1. Ordnung (Dgl) 
> Dgl := diff(y(x),x) = y- 2*x/y; 
Ö X 
Dgl := Bxy(x)=y- 2 y 
Anfangsbedingung: y(O) = 1 
Richtungsfeld 
> with(DEtools): with(plots): 
> pl : = dfieldplot ( Dgl, [x, y] , x=O .. 5, y=l .. 5, arrows=LI 
>NE, grid = [16, 12] ): 
> display(pl); 
Die Linienel.mente sind etwas zu lang. Deshalb wird das Richtungsfeld nochmals gezeichnet mit 
Hilfe von "fieldplot" aus der Share Library (file: plots/ODE). (Dieser file kami mit dem Worbbeet 
ShareODE.m.s zugänglich gemacht werden.) 
> # eq := (x,y) -> rhs(Dgl); #So funktioniert's nicht!? 
> eq := unapply(rhs(Dgl),x,y); 
> read 'ODE.m': 
> pl := directionfield(eq, 0 .• 5, 1 .. 5): 
> display(pl); 
I I I I I I I 
J I I J I J J 
I I I I I I I I 
I J I I I I I I 
I I I I I I I I I I / / 
J I I I I I I / / / " / I I I I I / / " / --- -I I I / / / / _,. - - -I / / / ./ -- - - - - ..._ ....... / / / -- - --..... ' V / -- - - -..._ ...... ' ' ' ' -- - - ........ ' ' ' ' ' ' ' - - ........ ' ' ' ' ' ' ' \ \ 
0 
X eq := (x, y) ---)> y- 2-
y 
Folgende Funktion ist die exakte Lösung des A WP 
> f := (2*x+l)A(l/2); 
Probe durch einsetzten in die Dg1 und vereinfachen 















' ' \ 
\ 
!v2x+t =v2x+1-2v2:+ 1 
1 1 
,j2x+ 1 = J2x+ 1 
Richtungsfeld mit exakter Lösung des A WP (rot) 
> p2 := plot( f, x=0 .. 5, color=red): 
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Richtungsfeld mit exakter Lösung des A WP (rot) sowie einer Nlherungslösung mit Hilfe des 
Euter-Verfahrens mit Schrittweite h = 0.04 
>p3 := DEplot1( Dgl, [x, y], x=0 .. 5, {[0, 1]}, y=1 •. 5, ar 
> rows=NONE, method='euler', stepsize=0.04 ) : 
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Richtungsfeld mit exakter Lösung des A WP (rot) sowie Näherungslösungen mit Hilfe des 
Euter-Verfahrens mit Schrittweiten h = 0.04, 0.02 
>p4 := DEplot1( Dgl, [x, y], x=0 .. 5, {[0, 
> rows=NONE, method='euler', stepsize=0.04, 
> display( [pl, p2, p3, p4] ) ; 
, ; ; I , ; ; , , 
I I I I I I I I I 
I I I I I I I I I 
I I I I I I "' / / 
1] } , y=1 .. 5, ar 
iterations=2): 
I ./ / / ./ 
I , 
I 
' ' ' " ' ' ' ' ' ' ' ' ' ' ' \ ' \ \ \ ...... ' ' \ \ ' \ I I \ ' ' ' ' I 
0 
" 
3 4 5 
Richtungsfeld mit exakter Lösung des A WP (rot) sowie Näherungslösungen mit Hilfe des 
Euter-Verfahrens mit Schrittweiten h = 0.04, 0.02, 0.01 
> p5 := DEplot1 ( Dgl, [x, y], x=O .. 5, { [0, 
> rows=NONE, method='euler', stepsize=0.04, 
> display( [p1, p2, p3, p4, p5] ); 
, I , I I I I I , 
I I I I I I I I I 
I I I I I I I , / 
I I I I I I I ./ ./ 
I / ./ -/ I 
." ~~~..:-::: I 
~- __ , 





1 ] } , y= 1 . . 5 , a r 
iterations=4): 
R Bauer, Fachhochschule fllr Technik und Wirtschaft, Reutlingen MMA3_6.ms 
Mathematische Methoden in der AT, Aufgabe 3.6 mit Maple V Rel. 3 
Ein Anfangswertproblem (A WP) soll mit Hilfe des Runge-Kutta· V erfahreos num.eriKh gelöst 
werden. Wendet man das Runge-Kutta-V erfahren mit unterschiedlichen Schrittweireo h an und 
vergleicht die Fehler, so sieht man, daß der globale Fehler ungefähr proportional zu h"4 ist Es 
handelt sich also um ein Verfahren 4. Ordnung. 
Differentialgleichung 1. Ordnung (Dgl) 
> Dgl := diff(y(x),x) = y- 2*x/y; 
{) X 
Dgl:= &y(x)=y-2 y 
Anfangsbedingung: y(O) = 1 
Richtungsfeld 
> with(DEtools): with(plots): 
> eq := unapply(rhs(Dgl),x,y); 
> read 'ODE.m': 
eq := (x,y) ~ y- 2 ~ 
y 
Folgende Funktion ist die exakte Lösung des A WP 
> f := (2*x+1)A(1/2); 
f:=J2x+ 1 
Probe durch einsetzten in die Dgl und vereinfachen 
> simplify( subs( y(x)=f, y=f, Dgl )); 
1 1 
J2x+1 =J2x+1 
Richtungsfeld mit exakter Lösung des A WP (rot) 
> p2 := plot( f, x=0 .. 5, color=red ): 
> display ( {p1, p2] ) ; 
I I I I I I I I I I I I I I I 
11111111111111/ 
I I I I I I I I I I / / / / / 
111111,1//////// 
I I I I / / / / / / / / / / ~ 
I I / / / / / / / / / ~ ~~-­
/ / / / / / , , --~ - -
//// .,.,."..,".....,~--...._ ............... 
;' / // ...... _~- ............................ ' ' 
/ / ~ ~~ - --' ' ' ' ' ' ' 
~~~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 
1--'''''-"'''''"'\ 
Richtungsfeld mit exakter Lösung des A WP (rot) sowie einer Näherungslösung mit Hilfe des 
Runge-Kutta-Verfahrens mit Schrittweite h = 0.1 
> p3 := DEplotl( Dgl, [x, y], x=0 .. 5, { [0, 1] }, y=l .. 5, ar 
> rows=NONE, method='rk4', stepsize=0.1): 
> display ( [pl, p2, p3] ) ; 
Exakte Lösung und Näherungslösung sind in der Grafik nicht zu unterscheiden. 
Deshalb: Ausschnitt aus der Grafik mit 4.9 <= x <= 5.0, 3.287 <= x <= 3.325 
> p4 := directionfield( eq, 4.9 .. 5, 3.287 .. 3.325, grid=[16 
>,11] ): 
> p5 := plot( f, x=4.9 .. 5, color=red): 
> p6 := DEplot( Dgl, [x, y], x=4.9 .. 5, { [0, 1] }, arrows=NO 
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>NE, method='rk4', stepsize=0.1 









,..,., ...- ~-,..... ~ ~ -- _... -- ~ ..-- .-- ..-- -- --
--~~~--------------------------~,.....~~~,..,.,,...-...-_..._..._... ____ _ 
4.9 4.92 4. >( 4.!!6 4.98 6 
Richtungsfeld mit exakter Lösung des A WP (rot) sowie Näherungslösungen mit Hilfe des 
Runge-Kutta-Verfahrens mit Schrittweiten hl = 0.1, h2 = 0.08409 
(Damit gilt (h2"4): (h1"4) = 0.5) 
> p 7 : = DE p 1 ot ( Dg 1, [ x, y], x = 4 • 9 .• 5, { [ 0, 1 ] } , a r row s= NO 
>NE, method='rk4', stepsize=0.08409 ) : 
> di s p 1 a y ( [ p 4 , p 5, p 6, p 7 ] ) ; 
> h2"4/h1"4 = 0.08409"4/0.1"4; 





Richtungsfeld mit exakter Lösung des A WP (rot) sowie Näherungslösungen mit Hilfe des 
Runge-Kuna-Verfahrens mit Schrittweiten hl = 0.1, h2 = 0.08409, h3 = 0.07071 
(Damit gilt (h3"4): (h2"4) = 0.5) 
> p8 := DEp1ot( Dg1, [x, y], x=4.9 •• 5, { [0, 1] }, arrows=NO 
> NE, method= '· rk4', stepsize=O. 07071 
> disp1ay( [p4, p5, p6, p7, p8] ) ; 
> h3"4/h2"4 = 0.07071"4/0.08409"4; 
3·2&'--4;-o;.9::----.. ..,.92=----:-4.-:::-94:.---.--::4-:=.se=---4~.se=---s-:::--
4 113 
4 = .4999722946 
h2 
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Der file plotslüDE aus der Share Libra.ry wird folgendermaßen filr Maple V zugänglich gemacht 
(vgl. Ellis,W., JohnsoJ4E., Lodi,E., Schwalbe,D., Maple V in der matbematisebml Anwendung, 
Flight Manual deutsche Ausgabe (International Thomson Publishing) 1994, S. 133, Kapitel 5 
Differentialgleichungen) 
> with(share); 
Unable to find the share library. 
[ ] 
Funktioniert obiges Vorgehen nicht, dann libname abfragen 
> libname; 
C:\MAPLEV3\UPDATE, C:\MAPLEV3\LIB 
und sbarenam.e selbst definieren: dabei ist lib durch sha.re zu ersetzen 
> sharename:='c:/maplev3/share'; #Hier wurde der in Release 3 Qbliche Pfad eingesetzt 
> with(share); 
sharename := c:/maplev3/share 
See ?share and ?share,contents for information about the share library 
[ ] 
Einlesen von plotslüDE aus der Share Library 
> # readshare(ODE, plots); #Funktioniert erst ab Release 3 
> read ··.sharename.'\\plots\\ODE'; #Funktioniert fOr Release 2 und 3 
> # read ".sharename.'/plots/ODE'; #Vereinfachte Schreibweise 
[ direction.field, phaseplot, imp4Uler, nmgekutta,rungelruttahf] 
directionfleld is the new name for fleldplot in Release 2. 
Jetzt können die Funktionen aus plotslüDE benutzt werden. 
Falls einem der Zugriff auf die Share Library zu umständlich ist, kann man den Zustand dieses 
Work.sheets als ODE.m sichern. Dann kann man künftig mit 
> read 'ODE.m' 
die Funktionen aus plotslüDE verlUgbar machen. 
> save 'ODE.m'; 
> 
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H Bauer, Fachhochschule für Technik und Wirtschaft, Reutlingen Hilb _Eig.ms 
Ellis/ Johnson/ Lodil Schwalbe: Maple V in der mathematischen Anwendung (Maple Flight 
Manual) 
4. 7 Diagonalisierung und Ähnlichkeit 
4. 1.5 Zusätzliche Übungen 
Aufgabe3 
Gegeben sei eine n-rei.hige Hilbert-Matrix H. 
a) Ist H diagonalisierbar? 
b) Bestimme eine Diagonalisierungsmatrix P mit D = P"( -1) • H • P = Diagonalmatrix I 
c) Berechne P"( -1) und das Matrizenprodukt P"( -1) • H • P ! 
> with(linalg): 
Varning: nev definition for norll 
Varning: nev definition for trace 
Setze n = 3, 4, 5 
> n :=4; 




















a) Vielfachheit gleich Ordnung der Eigenwerte > H diagonalisierbar 
> eigsys := eigenvects(H); 
. ·-[ {[12434 0 5590 2 11 0 3 ezgsys .- %1, 1, ~ !Yo1 - -
3
- %1 + 1080 + 1120 Yo1 
7288%12-4368 %13- s;6s21 %1- !;~ 1 49Js6o09 %1- 21~16 %12- ~~~ + 4312 %13 ]} 
J 
%1 := RootOt(604sooo _z4 -10137600 z 3 + 1603680 _z2 - 10496 _z + 1) 
b) Diagonalisierungsmatrix P: Spalten von P = Eigenvektoren von H 
> t : = %1; # falls n > 2 
> # t := op(1, eigsys); #falls n = 2 
t :=RootOt(6048000 z4- 10137600 z 3 + 1603680 z2 - 10496 z + 1) 
all =alle Eigenwerte von H =alle Lösungen von RootOf( ... ) 
Für n > 4 nicht durch Radikale ausdrückbar, daher erhält man dann nur Gleitpunktnäherungen, so 
daß ab hier nur noch mit Gleitpunktarithmetik gerechnet wird! 
> Digits:= 20: all := allvalues(t); 
> P := augment( 'subs( t=all[i], op(eigsys(3]) )' $ is1 .. n }; 
P:= 
[
14s9o5t 6217 v%2 6217 «Y< 3 _5s9o%42 1120 %43 12600 + 850500 + 850500 ° 3 + ' 
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1459051 6217 Jru 2 _ 6217 0~ _ 5590 e/- 52 1120 o/- 53 12600 + 850500 70 850500 7~ 3 70 + 70 ' 
1459051 _ 6217 Jru 2 6217 11/- 6 _ 5590 OL72 1120 0/-73 12600 850500 70 + 850500 70 3 78 + 70 ' 
11~:1- 8~~;6o J%2 - 8~~;~ %6- s5;o %82 + 1120%83 J 
[ 7288 o/o42- 4368 o/o43- 346453- 11803 J%2- 11803 %3 750 405000 405000 ' 
7288 %5
2 
- 4368 o/o53 -






3~g3 + 4~~:0 J%2 - ~~:0 %6' 
7288 o/<82- 4368 o/<83- 346453 11803 JO/o2 + 11803 %6] 0 0 750 + 405000 405000 
[1,1,1,1] 
[ 520453 71087 f%2 + 71087 o/c3-21616%42+4312o/o43 1125 + 2430000 'i 2430000 0.: 3 - ' 
520453 71087 Jft/_2 - 71087 %3-21616 o/<52 4312 o/<53 
1125 + 2430000 70 2430000 3 ° + 0 ' 
520453- 71087 Jo/<2 71087 %6-21616 o/<72 4312 %73 
1125 2430000 ° + 2430000 3 ° + ' 
520453 _ 71087 JOA 2 __ 71087 %6 _ 21616 o/o82 4312 o/< 83] 1125 2430000 ° 2430000 3 + 0 
0 ·- 3805076179 1 1 
Yol .- 6751269000000 + 2250423000 I v 13863954291 
1/3 2/3 








OL4 ·- 44 1 J0"-"'1 1 OL'l 7
0"t .- 105 + 37800 7 """ + 37800 7 o.J 
OJ'.S ,_ 44 1 JoJ' 2 1 IUJ 70 
.- 105 + 37800 70 - 37800 70 
%6:~(-
·375521400 %1




44 1 rn;:;; 1 
%7 := 105- 37800 V %2 + 37800 o/o6 
44 1 rn;:;; 1 
%8 := 105-37800 v%2 - 37800 o/o6 
Vereinfachung bringt nichts: 
> # Pc := map(evalc, P); 
> # Pcs := map(simplify, Pc); 
c)HP :=H•P 
>HP:= evalm( H &* P ); 
IP :=P"(-1) 
Dauert zu lang fUr n = 4 (AufPC 486DX33 nach einer Stunde noch kein Ergebnis!) 
> IP := inverse(P); 
lPHP := P"(-1) • H • P 
> IPHP := evalm( IP &*HP); 
> map(evalf, IPHP): evalf(", 4); 
Vergleiche die Eigenwerte 
> evalf(all): evalf(", 4); 
Für n = 4 ist die exakte Berechnung der Inversen zu aufwendig, daher Gleitpunktarithmetik: 
> Digits := 1 0; 
> PN := map( x-> Re(evalf(x)), P); 
Digits;= 10 
r 
2.458339 -1.142268652 1.78n86342 
PN:= 1.4016675 .7270756 -7.402298780 
1. 1. 1. 
.78210 1.00877129 6.368305075 
> evalm( inverse(PN) & * H & * PN); 
t.soo21428o .73 w·8 
.185466 10-5 .1691412204 
-.11217118 w·5 -.3384 10·9 
-.180402448 w·5 .399971 10·8 
V ergleiehe die Eigenwerte 













1.500214280-.1327808532 1o·11 I, .1691412203 + .4302606422 1o·11 I, 
.006738281730 + .3554955644 10·9 I, .000096693670- .3584703622 w·9 I 
Reine Gleitpunktarithmetik ist schneller 
> HN := map(evalf, H); 
> eigsys := eigenvects(HN); 
> R := augment( 'op(eigsysOJ[3])' $ 'i'=1..n ); 
> evalm( inverse(R) &* HN &* R); 
1.500214280 0 
-.325 w·9 .006738273573 
-.5o w·9 -.8 10-10 
.199805 w·8 -.384 1o·11 
> 
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-.3 w·9 .8 w-9 
-.2110-10 -.5o w·10 
.1691412201 .20 10-9 
.2078410·9 . 00009670231489 
R Bauer, Fachhochschule für Technik und Wirtschaft, Reutlingen 
Nullstellen einer transzendenten Funktion 
> f := exp(-3*x)- (sin(x))"3; 
I:= e ( -3 x) - sin( x) 3 
Exakte Bestimmung der Nullstellen nicht möglich! 
> Nst := solve(f=O, x); 
Nst:= 
> plot(f, x=0 .. 20); 
NLFZ EX.ms 
Berechnung von Näherungswerten Nsti für Nullstellen in der Nähe von Pi *(i-l) und der 
Funktionswerte Fktswert.i an diesen Stellen (i = 1, 2, ... , n): 
> n := 7: 
> for I from 1 to n 
> do Nst.i := fsolve( f=O, x, Pi*(i-1.5) .. Pi*(i-0.5) ); 
> Fldswert.l := evalf(subs(x=", f), 12); 
> od; 
Nstl :=.5885327440 
Fktswertl := -.24 10-lO 
Nst2 := 3.096363932 
Fktswert2 := -.24021 10·11 
Nst3 := 6.285049273 
Fktswert3 := .399520 10-14 
Nst4 := 9.4246972S5 
Fktswert4 := .5108968 10·17 
Nst5 := 12.56637410 
Fktswert5 := .616059541 10·19 
Nst6 := 15.70796312 
Fktswert6 := .18415044058 10-21 
Nst7 := 18.84955S93 
Fktswert7 := -.329560906293 10·24 
Es ist nicht klar, wie genau die Nullstellen berechnet wurden und ob weitere Nullstellen in ihrer 
Nähe liegen! 
Literatur: 
Hammer, R/ Hocks, M/ Kulisch, U.!Ratz, D.: Num.erical Toolbox for verified Computing I, Basic 
Numerical Problems (Springer-Verlag) ISBN 3-540-57118-3 (1993), p. 101, 6.3.2 Example. 
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Beispiel aus 
Rump, S.M: Wie zuverlässig sind die Ergebnisse unserer Rechewmlagen? in Jahrbuch Übetblicke 
Mathematik 1983, S.163- 168, Bibliographisches Institut, Mannheim 1983. 
0 Beispiel 11 
Welche positiven reellen Nullstellen hat das Polynom p 11 ? 
> p11 := 2124476931"xA4 -1226567328WX"'3- 708158977'*x"2 + 408855776-x + 1QA(-27); 
pll := 2124476931 x4 - 1226567328 x3 -708158977 x2 + 408855776 x 
1 
+ 1000000000000000000000000000 
> pfot( p11, x=-1 .. 1.2 ); 
0.5. 
Nullstellen offensichtlich in der Nähe von -0.58 und 0 (Nullstelle < 0, da p11(0) > 0 und p11'(0) > 
0). Gibt es noch 2 Nullstellen in der Nähe von 0.5 ? 
Mit "doppelt genauer" Gleitpunktarithmetik läßt sich nicht feststellen, ob in der Nähe voo x = 0.5 
Nullstellen liegen, da dort nicht einmal das Vorzeichen der Funktionswerte sicher ist. (Setze Digits 
:= 15, 16, 18) 
>Digits:= 15: plot( p11, x=0.5773502 .. 0.5773503, xticlcmarks=2 ); 
Die Stellen, an denen die Funktion ausgewertet wird, wurden bisher durch die Routine plot( ) 
festgelegt Jetzt werden diese Stellen äquidistant vorgegeben: 
>Digits:= 15: 
> Iiste := ([0.5773502 + n*0.0000000005, subs( x=0.5773502 + n"'.0000000005, p11 )] $n=0 .. 200]: 
> plot( Iiste, style=LJNE, xticl<marks=2 ); 
Exakte Bestimmung der Nullstellen mit Maple 
> s11 :={allvalues(solve( p11 =0, x ))]; 
Man erkennt nicht ohne weiteres, welche Nullstellen reell und positiv sind. 
Daher werden Gleitpunkt-Approximationen berechnet 
> Digits := 12: evalf(s11 ); 
>Digits:= 15: evalf(s11); 
[.577350269191 + .673993568552 10-6 J, .577350269191-.673993568552 10-6 I, -.3 10·11, 
-.577350269191] 
[.577350269189628 + .142090320328881 10·7 I, 
.577350269189628-.142090320328881 w·7 1, -.4 10·14, -.577350269189628] 
Ergebnis nicht klar, da die Imaginärteile Rundungsfehler sein könnten. 
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Daher Test, ob eine der Nullstellen in der Nähe von 0.5 reel ist: 
> evalf( op(1, s11) ); is(op(1, s11), real); 
.577350269189628 + .14209032032888110·7 I 
true 
Die Nullstelle 0.57735 ... ist also reell. Folglich gibt es reelle positive Null.stellenf 
Exakte Rechnung mit Maple V Release 3 scheint hier ein falsches Ergebnis zu liefern!? (vgl. 
Rump) 
Die Frage soll deshalb durch Berechnung von Extrcma und Extremwerten von pl1 mit vielstelliger 
Gleitpunktarithmetik beantwortet werden. (Digits := 40) 
Menge der Extrema 
> readlib(extrema): 
> extrema( p11, Q, x, 's11 e'): 
> Digits := 40; t11e := evalf(s11e); 
Digits :=40 
tlle := { {x = -.3697283015046553038332184963199577160024 + .1 1040 I}, 
{x = .2253907342072488625620223341472767231852 + .1 to40 I}, 
{x = .5773502691896257642213308464075741981602}} 
Liste der Extrema (ohne die Im.aginärteile, die aufRundungsfehler zurückzuführen sind) 
>Extreme:= convert(map( proc(u) Re(rhs(op(1,u))) end, t11e), Iist); 
Extrema := [ -.3697283015046553038332184963199577160024, 
.5773502691896257642213308464075741981602, 
.2253907342072488625620223341472767231852] 
Liste der Extremwerte 
> Extremwerte := map( proc(u) subs(x=u, p11) end, Extreme); 
Extremwerte := [ -.1462783449843214334350723507130619219582 109, 
. 882800000000000000000000000000000000000 10-27' 
.4761557084499851677943781137053987519273 to8] 
Da das Minimum (vgl. ersten Plot) in der Nähe von 0.5 positiv ist, gibt es keine reellen positiven 
Nullstellen I? 
1. Nachweis mit exakter Rechnung: 
Das Minimum von p11 im Bereich 0.4 < x < 0.8 wird exakt berechnet und aufPositivität getestet 
> Min := minimi:ze(p11, x, 0.4 .. 0.8); 
> is(Min > 0); 
u· ·= _ 689547562970318977 Roo -./ 
.J.Vlln • 1416317954 tut\ 
4248953862 _z3 -1839850992 _z2 -7Q8158977 _z + 204427888, 
2 
.5773502691896257642213308464075741981601) + 255534860 RootOt( 




Zum Vergleich: Berechnung von Min mit Gleitpunktarithmetik (Digits := 10, 20, 30, 40, 50) 
> for i to 5 do evalf(Min, 10"1) od; 
Da man der Funktion is( ) evtl. nicht trauen kann, folgt noch ein weiterer Nachweis, daß keine 
positiven Nullstellen vorhanden sind, mit Hilfe elementarer Befehle. 
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2. Nachweis mit exakter Rechnung: 
Wendepunkte: 
> solve(diff(p11, x$2) = 0, x); (Walf(", 10); 
102213944 1 .---------
708158971 + 4248953862 V 137909~H259406379S4' 
102213944 1 ~=-~~-:--~-
708158977- 4248953862 V 1379095125940637954 
.4207229664,-.1320478318 
Das Polynom ist flli' x > 0.421 konvex. Um seine Ftmktionswerte in diesem Bereich B nach unten 
abzuschätzen, werden links und rechts von dem lokalen Minim:um xmW. = 
0.57735026918%2576422 ... Tangenten an den Graphen des Pol)"'llmS angelegt Der y-Wert des 
Schnittpunkts S = (n, ys) der Tangenten ist eine untere Schranke fiir die Funktionswerte des 
Polynoms im Bereich B. 
L = (xl, yl) Berührpunkt der linken Taogerne g1 mit Steigung m1 < 0 (s. unten!) 
R = (xr, yr) Berührpunkt der rechten Tangente gr mit Steigung mr > 0 (s. mtenl) 
id < xm.in < xr ( id < xr s. unten; aus m.1 < 0 und mr > 0 folgt, daß xmin zwisclk.ü xl und xr liegt!) 
> xt := sn35026918G62516421/1000000000000000; yl := subs( x=xt, p11); 
xJ·= 57735026918962576421 
. 100000000000000000000 
yl := 88285524422804979456560214856454544939370650511027411/10000000000000000000 \ 
0000 00000000000000000000000000000000000 
> xr := 57735026918962576423/1000000000000000; yr := subs( x=xr, p11); 
57735026918962576423 
xr := 1000000000000000 
yr := 88277984816160724502801266833467745576725168137259171/10000000000000000000\ 
0000000 000000000000000 
Ableitung des Polynoms: 
> p11d := diff( p11, x); 
plld := 8497907124 x3 - 3679701984 x2 - 1416317954 x + 408855776 
> ml := subs( x=xl, p11d ); 
/•- e8024040600531869214315639886065253006076447688809 
m ·- 25000000000 000000000000000000000000 
> mr := subs( x=xr, p11d ); 
6139138939468130774946604337765412344949308330277 
mr := 2500000000000000000000000000000 000000 




2500000000 000000000000000000000 X 
gr:=- 1417773407117775484903373777028979361696574495420836730175504411777513/10\ 
000000000000000000000000 00000000000000000000000000 \ 
000+2soooo~:~:io~~~~~=~==~oox 











ys > 0 ist eine untere Schranke für die Funktionswerte des Polynoms p 11 im Bereich B, dh. für x > 
0.42. 
Daher kann p 11 dort keine Nullstelle besitzen. Das Polynom hat also keine positiven reellen 
Nullstellen. 
Dies steht im Widerspruch zum Ergebnis von is(op(1, s 11 ), real); { s. oben) I I 
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