In the present paper, the numerical calculation of transonic equilibria, first introduced with the FLOW code in Guazzotto et al. [Phys. Plasmas 11, 604 (2004)], is critically reviewed. In particular, the necessity and effect of imposing explicit jump conditions at the transonic discontinuity are investigated. It is found that "standard" (low-b, large aspect ratio) transonic equilibria satisfy the correct jump condition with very good approximation even if the jump condition is not explicitly imposed. On the other hand, it is also found that high-b, low aspect ratio equilibria require the correct jump condition to be explicitly imposed. Various numerical approaches are described to modify FLOW to include the jump condition. It is proved that the new methods converge to the correct solution even in extreme cases of very large b, while they agree with the results obtained with the old implementation of FLOW in lower-b equilibria. V C 2013 American Institute of Physics. [http://dx
I. INTRODUCTION
Tokamaks are currently the most advanced experiments in the path to controlled nuclear fusion and the production of energy. Nevertheless, many challenges still need to be met, and many improvements are still required before tokamaks become a viable source of energy. One of the critical factors determining the performance of tokamak experiments is the energy confinement time, which needs to be larger than some critical value of the order of a second in order to reach the burning plasma regime, when the fusion energy output greatly exceeds the input. It is well known that energy transport in tokamaks is reduced in the so-called high-confinement mode of operation (H-mode), 1 and that the creation of the edge transport barrier is related to the presence of highly sheared rotation in the poloidal direction (the short way around the torus). The region of high velocity shear is also characterized by a high density gradient (commonly known as density pedestal). Recently, it was suggested that H-mode profiles may be related to the discontinuous velocity and density profiles that naturally form in a toroidal system when a sufficiently large (but continuous) source of poloidal momentum is inserted in the system. 2, 3 The velocity and density discontinuities are related to the (discontinuous) so-called transonic equilibrium, 4, 5 which is the only equilibrium allowed by ideal magnetohydrodynamics (MHD) when the poloidal velocity is faster than the poloidal sound speed (C sp ' C s B p =B, where C s is the sound speed, B p is the poloidal field, and B is the total magnetic field) at the edge of the plasma and small in the plasma core. The MHD transonic discontinuity is a special case of a wider class of discontinuities existing in fluid-and magnetohydrodynamics, namely, contact discontinuities, in which there is no velocity normal to the discontinuity (as opposed to shocks). More precisely, since pressure, tangential magnetic field and velocity are discontinuous, the transonic discontinuity is a tangential discontinuity. The wide literature on discontinuities in fluid dynamics, and in particular on transonic flows, even though not strictly relevant to the present work, should not be forgotten. Interested readers are referred, for instance, to Refs. 6-9. Incidentally, it has been pointed out that transonic flows are unlikely to be related to internal transport barriers. 10 The present paper deals with a specific aspect of the transonic equilibrium problem, namely, the physical jump condition that needs to be satisfied at the transonic discontinuity. Numerical results are obtained with the code FLOW. 5 The issue was not considered in previous work on transonic equilibria because it only affects the equilibrium profiles when the discontinuity is located in a high-beta region (b ¼ 2p=B 2 ), a condition that is certainly not verified in experiments. 10 Nevertheless, it is appropriate to include the correct jump condition in transonic equilibrium calculations, even if results for all cases of experimental interest are only very marginally influenced by such jump condition. In the present paper, it is shown that transonic equilibria with the correct jump condition can be calculated numerically also in situations where the old FLOW algorithm cannot find the correct equilibrium.
The remainder of the paper is organized as follows. In Sec. II, the problem of transonic equilibrium is briefly described. In Sec. III, the details of the partial differential equation governing the equilibrium and of the new approaches introduced in this work are discussed. Two strategies for obtaining a correct numerical solution are described in detail, and compared with the "old" method of solution implemented in the original version of FLOW. Numerical results for a "tokamak" equilibrium (where both the old and the new algorithms converge to the same correct result) and of a high-beta, spherical torus equilibrium (where the old algorithm does not converge to the correct equilibrium) are presented in Secs. IV and V. A benchmark problem is examined in Appendix B. a) Author to whom correspondence should be addressed. Email: luca.guazzotto@rochester.edu
II. THE PROBLEM OF TRANSONIC EQUILIBRIUM
A brief review of the problem of MHD equilibrium in the presence of macroscopic rotation, with particular reference to transonic equilibria, is given in the present section for the sake of completeness. A more detailed discussion is given in Refs. 4 
In Eqs. (1), v is the fluid velocity, B is the magnetic field, J is the plasma current, q is the density, p is the (isotropic) pressure, and l 0 has been set to unity for ease of notation. By assuming axisymmetry, the following relations are immediately obtained:
where B p is the poloidal component of B; w is the poloidal flux, and UðwÞ; XðwÞ are free functions of w. Three additional free functions of w are given by the closure equation
and by taking components of Eq. (1) . Namely, the ru component of Eq. (1) gives
while the B component gives the Bernoulli equation
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The rw component of Eq. (1b) gives the modified GradShafranov (GS) equation, which is discussed in detail in Sec. III. Given the five free functions of w introduced above ðF; U; X; H; SÞ, the equilibrium state is determined by solving the system formed by the algebraic Bernoulli equation and the partial differential equation (PDE) GS equation. The GS equation is solved for w, while the Bernoulli equation can be seen as an equation for either the plasma density q or the poloidal Afv enic Mach number U 2 =q. 11 The crucial element for the calculation of transonic equilibria is in the fact that the Bernoulli equation has in general more than one solution (up to four in the most general case). The two solutions corresponding to the slowest poloidal velocities give velocities smaller than the poloidal Alfv en speed (i.e., U 2 =q < 1). The "slowest" solution corresponds to a poloidal velocity smaller than the so-called poloidal sound speed C sp ¼ C s B p =B, while the next solution is larger than C sp . The two solutions can be coincident in a single point of the cross section. We conform here to the standard tokamak notation and use the poloidal sound speed as the relevant velocity in the plasma, even though one should more correctly refer to the poloidal magneto-slow velocity, which in cases of interest is very close to the C sp introduced above (see, for instance, Ref. 12). In the rest of the paper, we will refer to velocities smaller and larger than C sp as sub-and supersonic poloidal flows. A transonic equilibrium is an equilibrium in which a different root of the Bernoulli equation is chosen in different regions of the plasma, separated by some critical value of w. Since the density assumes two different values on the two sides of the critical surface, a radial (tangential) discontinuity, called the transonic discontinuity, is found in the density profile. Due to Eqs. (3)- (5), a discontinuity in the density also produces a discontinuity in plasma velocity, Mach number, pressure, and toroidal field. Where the two solutions of the Bernoulli equation are coincident (typically on the inner midplane) all profiles are continuous. At all other angular locations, plasma properties are discontinuous across the transonic surface. The size of the discontinuity depends on the angular distance from the point where the two solutions of the Bernoulli equation are coincident, 4 and is maximum ad the outer midplane. The poloidal flux w is continuous across the critical surface, but the poloidal field is discontinuous.
The presence of a discontinuity in some plasma properties requires that a set of jump conditions across the discontinuity be satisfied. In past numerical solutions, 5, 13 no explicit jump conditions were enforced, but it was verified a posteriori that the numerical solutions satisfied the necessary conditions. The purpose of this work is to address in detail the issue of jump conditions, and to show the effect of explicitly enforcing the jump conditions in the numerical solution of the GS equation.
At least one additional subtlety exists in the calculation of transonic equilibria, namely, the presence of a small hyperbolic region around the point where the two solutions of the Bernoulli equation are coincident, see, e.g., Refs. 5 and 14. Based on physical arguments, it has been argued in the past (see, e.g., Ref. 5 ) that the two transitions from the elliptic to the hyperbolic regime and back from hyperbolic to elliptic are not going to produce any major modification of the results obtained by numerical codes solving transonic equilibria. The proper treatment of the transitions and associated singularity is the object of active research, and will be discussed in future work. The present work will focus on a specific aspect of the transonic equilibrium calculation, i.e., the analysis of the jump conditions across the discontinuity.
Section III addresses the numerical solution of the GS equation in the presence of discontinuities.
III. GRAD-SHAFRANOV EQUATION AND JUMP CONDITIONS
We now turn our attention to the PDE determining the poloidal magnetic flux in axisymmetric equilibria, i.e., the modified Grad-Shafranov equation. In calculations of MHD equilibrium with arbitrary flow, the modified GradShafranov equation is usually written in the form given in Ref. 14:
Other, equivalent forms exist in the literature, with most of the apparent differences due to nomenclature. The GS equation is derived through straightforward manipulations from the rw component of the momentum equation, Eq. (1b) (or more easily with a variational approach 15 ). As mentioned in Sec. II, a correct solution of the system of Eqs. (6) and (7) in the presence of discontinuities must ensure that the appropriate jump conditions are satisfied. The correct jump condition to be applied at the transonic discontinuity is given by the Rankine-Hugoniot condition
Due to the fact that the discontinuity is a tangential discontinuity, the component of both magnetic field and plasma velocity normal to the discontinuity is identically zero, and thus, Eq. (8) is the only meaningful jump condition [Ref. 16, p. 172] . Comparing Eqs. (7) and (8), it is seen that Eq. (7) imposes
which is not equivalent to Eq. (8) . Equation (9) is true because we assume all free functions to be continuous, and thus, the right hand side of Eq. (7) to be bounded. The correct form of Eq. (9) should read
where Q is some function to be determined. A straightforward manipulation of Eqs. (8) and (10) gives
where the subscripts L and R refer to the two sides ("left" and "right") of the discontinuity (let "left" correspond to the plasma core for convenience), and the partial derivative of w with respect to n is the derivative normal to the discontinuity, proportional to the poloidal field (remember that w itself is continuous, but the poloidal field is discontinuous). Alternatively, one may want to express Q as a Qðq; wÞ, rather than Qðq; w; rwÞ, by eliminating rw in Eq. (11) in favor of the total pressure P 0 (assumed known) at the location of the discontinuity @w @n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
In principle, one could add a term $Qdðw À w crit Þ to the right hand side of Eq. (7) and enforce the correct jump condition that way (w crit is the critical value of w, where the transonic surface is located 
The explicit presence of the total pressure P tot p þ B 2 =2 in the equation ensures that no discontinuity in total pressure will be allowed in a converged equilibrium. It is worthwhile to point out that the quantity inside the divergence operator is a unit vector normal to the magnetic surface, w ¼ const:, divided by the major radius R. Since the normal to the transonic surface is in the same direction on both sides of the discontinuity (which is equivalent to saying that the poloidal field does not change direction) and R is a Cartesian coordinate smooth by definition, the resulting vector inside the divergence is continuous, and thus, no formally divergent contributions can arise from the divergence term in Eq. (13) .
The disadvantage of Eq. (13) with respect to Eq. (7) is its high nonlinearity. The nonlinearity is handled in FLOW successive over relaxation (SOR) method by using the previous iteration to calculate jrwj where needed. More specifically, all jrwj terms in Eq. (13) , including the one necessary to calculate the poloidal field in P tot and all w derivatives outside the divergence operator are expressed using the old-iteration value of w. A second-order interpolation is used to evaluate half-grid values. Due to nonlinearity, the new numerical solution converges considerably more slowly than the old FLOW scheme. Equation (13) is used only in a region near the transonic discontinuity, and Eq. (7) (which is correct everywhere except at the discontinuity) is used in the rest of the plasma, with a weightedaverage transition between the two forms. The approach is needed because jrwj ¼ 0 on the magnetic axis, which makes the coefficient of the first term in the equation vanish on the magnetic axis, and because the numerical evaluation of gradients near the plasma edge is less accurate than inside the plasma. In the following, we will refer to this approach for solving the transonic equilibrium problem as "method I."
Another approach is to modify the Bernoulli equation in order to completely dispense with the discontinuity. This has the advantage of improving the convergence of the numerical solver in the transonic region (see Sec. V). Also, since in a physical system, the discontinuity will be replaced by a sharp transition (with a width that can be expected to be proportional to the ion Larmor radius if kinetic effects are invoked, or to the ion skin depth if two-fluids effects are considered, see, for instance, Ref. 17) , introducing a finite width for the transonic layer has the additional benefit of producing a more physical result, even though the layer width is for now purely a numerical artifact and not yet evaluated based on any physical estimation. Even though there is no discontinuity in this method, we will still occasionally refer to the transonic region as to the transonic discontinuity, especially when comparing results obtained with this approach to results obtained with other numerical implementations. The procedure is as follows. The Bernoulli equation (6) at any point on the transonic surface w ¼ w crit is satisfied by two different values of q; q L and q R . The values q L and q R depend on the angular location (e.g., h ¼ h 0 , where h is any poloidal coordinate) of the point under consideration (and are identical on the inner midplane). Intermediate values of q ðq R < q < q L Þ never satisfy Eq. (6) at h ¼ h 0 . If Eq. (6) is replaced by an equation that admits as solution any value ðq R < q < q L Þ at h ¼ h 0 and in some neighborhood of w ¼ w crit , then the density profile will be continuous, and no jump conditions will need to be explicitly enforced. This method is referred to as "method II" or "Gauss-modified algorithm" in the rest of this work. The details of the derivation and implementation are discussed in Appendix A.
Both methods will be used in the remainder of this work. The next logical step in the transformation of the Bernoulli-GS system is to use Eq. (A2) in the derivation of the GS equation. Since methods I and II already give satisfactory results, this was done only for benchmark purposes.
It is worthwhile to mention that different approaches are also possible. In particular, one could use the conservation form of Eq. (1b)
(I is the identity tensor) and integrate it on a volume around the transonic discontinuity to obtain a relation between the values of w on the two sides of the discontinuity. This approach was considered, but discarded at least for the time being, since it would require major changes in the existing FLOW code. A more promising possibility is to use flux coordinates in the solution of the GS-Bernoulli system. This requires to implement Eq. (7) in a flux coordinate system in a numerical solver, and to use a special treatment at the discontinuity. The advantage of this approach is that the discontinuity is located on a flux surface, i.e., on a curve aligned with one of the grid coordinates. Therefore, imposing the jump condition, Eq. (8) reduces to a one-dimensional problem. One can then set a grid point (in the w direction) on the discontinuity, and calculate the required gradients with a one-sided finitedifference scheme. As for the density, it is possible to define the density to be multi-valued on the critical surface, or to use a staggered grid for density and magnetic flux.
Since no specific choice was made for a system of coordinates in deriving Eq. (7), Eq. (7) is written in arbitrary coordinates. Therefore, in order to write the modified GS equation in flux coordinates, it is sufficient to express the differential operators in Eq. (7) in the appropriate system of coordinates. If a coordinate system ðs; v; uÞ is used, where s is a flux label, v is a poloidal angle, and u is the toroidal angle, such that rs Â rv is parallel to ru, one can simply take the well-known expressions for differential operators in flux coordinates (see, for instance, Ref. 18, p. 136) and replace
where J is the Jacobian of the system of coordinates and
This approach was tested (in both staggered and non-staggered flavors) on a one-dimensional model problem described in Appendix B, using the fact that in the cylindrical case s ¼ r; v ¼ h, and derivatives with respect to h are identically 0. Results were satisfactory, and thus, this method is still being considered for future versions of FLOW.
We now turn our attention to results obtained from the numerical solution of the GS equation described in the present section. In Secs. IV and V, results are given for a "standard" transonic equilibrium and for a high-b spherical torus (ST).
IV. TOKAMAK RESULTS
We start our discussion of results by examining equilibrium profiles calculated with the old and new implementations of FLOW for a "standard" transonic equilibrium. By "standard" it is meant that this equilibrium is similar to the ones that have been published in the past when discussing transonic equilibrium, in the sense that the transonic discontinuity occurs near the plasma edge where pressure and temperature are small, and that numerically calculated poloidal velocities are of the order of $10 to a few 10 s of km/s, i.e., in a range that is not unrealistic for experiments. The equilibrium considered in this section is based on an experimental low-b DIII-D equilibrium, to which transonic poloidal rotation was added. A non-symmetric plasma shape was chosen to emphasize the fact that plasma shape bears no influence on existence and qualitative properties of the transonic discontinuity. The main plasma properties are similar to the ones of the equilibrium used in Refs. 2, 3, and 19, and are listed in Table I together with the properties of the spherical tokamak equilibrium described in Sec. V.
The maximum poloidal velocity obtained in this equilibrium is ' 33:7 km=s: In all figures in this section, a reference equilibrium computed with the old implementation of FLOW on a 256 Â 256 points grid and equilibria obtained with the new implementation and varying resolutions are compared in one-dimensional plots along the midplane. All results shown in this section were obtained using method I (no modification to the Bernoulli equation).
Results are shown in Figs. 1-3. First, we consider the poloidal flux and plasma density profiles shown in Fig. 1 . To the scale of the plots, the results are indistinguishable: jw old À w new j=w old $ 10 À4 (in FLOW w ¼ 0 on the plasma boundary). Incidentally, the two methods give slightly different results even for static equilibria, where no jump conditions need to be satisfied and where both Eqs. (7) and (13) are valid everywhere in the plasma. The position of the magnetic axis is identical. The "double maximum" density profile is due to the experimental profile used in the input. The discontinuity itself is located at R ' 2:21 m. The sharp density profile on the inner midplane is also due to the input experimental profile used for the density. The sharp, but continuous, profile in the inner midplane should not be confused with the discontinuous profile at the transonic discontinuity. The poloidal field B p is presented in Fig. 2 . As expressed by Eqs. (8) and (9), the poloidal field will have a variation across the transonic discontinuity that depends on the jump conditions imposed in the two different implementations. The value of B p on the two sides of the discontinuity depends on the numerical scheme adopted for calculating the poloidal field. Centered differences over two grid cells are used in the present work. The results obtained with the old and new implementations hardly show any difference. Four different resolutions are used in Fig. 2 for the new implementation (FLOW requires a number of points that is a power of 2). All profiles match each other very closely, proving that the shown results correspond to a converged equilibrium solution. Only very close to the discontinuity, it is possible to observe a slight quantitative difference between the old and new results (box in the left bottom corner of Fig. 2 ). The relative difference between old and new values on the supersonic side of the discontinuity is jB
À3 . The total pressure resulting from the old and new approaches (in atmospheres) is shown in Fig. 3 . Only the region close to the transonic surface is shown, since the plots are once more all very close to each other. The total pressure is calculated using the poloidal fields shown in Fig. 2 . As observed for the poloidal field, also the total pressure profiles only differ by very small amounts. The relative difference between old and new values on the supersonic side of the transonic discontinuity is $6 Â 10 À4 . Since the difference between the results of the old and new implementation (using method I) appears to be very small, we do not investigate the issue any further, and do not deem necessary to also use method II for the tokamak equilibrium considered in this section. The smallness of the error in the old implementation (and its immediate consequence, that is the fact that the pressure profile appears to be smooth) is what prevented authors working on the numerical calculation of transonic discontinuities from recognizing the issue. In a way, this is both fortunate and unfortunate. On the one hand, numerical results presented in the past for transonic equilibria are numerically correct up to negligible modifications. On the other hand, the lack of a numerically correct treatment of the physical jump condition, Eq. (8) has long remained unnoticed.
V. HIGH-BETA SPHERICAL TORUS RESULTS
We now repeat the analysis of Sec. IV, but using an equilibrium where we expect that not imposing the correct jump condition across the transonic discontinuity may have a non-negligible effect. This is done by assigning an input with large pressure near the transonic discontinuity. The equilibrium is based on an experimental high-b NSTX equilibrium of arbitrary shape, to which transonic poloidal rotation was added. The main equilibrium parameters are summarized in Table I . The maximum poloidal velocity in the equilibria in this section is in excess of 500 km/s. Clearly this is an unrealistic value: we stress the point that the equilibrium analyzed in this section is not an attempt to model any realistic equilibrium, but a numerical experiment to verify the accuracy of FLOW numerical solutions in a regime far beyond what is of experimental interest. The plots in the remainder of this section are used to highlight the similarities and differences between results obtained with the old and new implementations. In all figures, a reference equilibrium computed with the old implementation of FLOW on a 256 Â 256 points grid and equilibria obtained with the new implementation and varying resolutions are shown. Onedimensional plots along the midplane are used for all figures. First, we present results obtained with method I in Figs. 4-7. Magnetic flux and poloidal velocity are shown in Fig. 4 . The results obtained for w are fairly similar: w axis is jw old À w new j=w old ' 1:2%. The radial position of the magnetic axis obtained with a resolution of 256 Â 256 points differs by one grid point between old and new implementation ð$5 mmÞ. The edge poloidal velocity is unrealistically large (the curves actually extend to $1000 km=s, or տ50 times the velocities we would expect from experimental measurements for a realistic equilibrium). All results are very close in the subsonic part of the plasma and in the inner midplane region. The profiles obtained with the new implementation are rather close to each other also near the transonic discontinuity, but there is a visible difference between old and new implementation. The old implementation finds a slightly different position for the transonic surface and a smaller velocity in the supersonic region (see zoom of the transonic region, top left part of the velocity plot in Fig. 4) . We observe that the solution of the new implementation is converging, as all profiles are located in the same position and V p values are almost identical where the grid points overlap, while the discontinuity is becoming sharper with increasing resolution. The poloidal field is shown in Fig. 5 (a zoom of the transonic discontinuity region is presented on the right). Plots only differ close to the discontinuity region and in the supersonic region. The new implementation gives a large jump in the poloidal field, which is missed by the old one, which however correctly identifies the change in slope of B p . In producing the plots in Fig. 5 , we chose again to use the simplest numerical approach, i.e., centered finite differences (keep in mind that B p is a derived quantity, calculated by a post processor). The result of this choice is that the poloidal field in the grid points closest to the discontinuity is not calculated correctly. However, since the field calculated in grid points that do not require to differentiate across the discontinuity are accurate, we will still be able to see the finite variation of B p across the discontinuity. Simply, instead of a jump between two adjacent grid points our post-processor will produce a transition over three grid points. From the right part of Fig. 5 , it is seen that the new implementation converges to a true discontinuity with increasing number of points, with the numerical values of the field on the two sides of the 
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Guazzotto, Betti, and Jardin Phys. Plasmas 20, 042502 (2013) discontinuity being essentially identical for all resolutions. Some small oscillations, which we consider to be of numerical origin, appear in the equilibrium with the highest resolution. In fact, the appearance of oscillations near the transonic surface in method I was one of the reasons why method II was introduced: Since there is no discontinuity in method II, we expect a smoother numerical solution and no oscillations. We will examine later the results of method II. Notice that, as expressed by Eq. (3), the poloidal velocity depends directly on the poloidal field. The different values obtained for the poloidal field explain the difference in poloidal velocity between old and new implementation observed in Fig. 4 . The effect of the density jump on the velocity jump is the same for the old and new implementations, since the density jump is almost identical in all numerical results, even though the position of the transonic discontinuity is slightly different between old and new results. Next we consider the total pressure P tot ¼ p þ B 2 =2, shown in Fig. 6 . The left part of the figure shows the pressure profile over the whole midplane and the right part of the figure a zoom of the transonic region. A clear difference between old and new implementations is found only in the supersonic region outboard of the transonic surface. All results obtained with the new implementation are very similar, once more confirming the convergence properties of the numerical solution. Some oscillations are again present in the profile with the highest resolution (see above). The old implementation produces a discontinuous profile, while the new one gives a smooth result. The presence of a "dip" in the profile is simply the effect of the way the poloidal field is calculated by the post-processor evaluating the total pressure (the same evaluation of B p is used everywhere for consistency). It is important to emphasize that the total pressure shown in Fig. 6 is not the total pressure that is used in the inner workings of the numerical solution of Eq. (13) (which contains a rP tot term). Indeed, the whole point of having a rP tot term in the GS equation is to guarantee that P tot be continuous. This is accomplished in the code by using an interpolation function and finite differences in a way that guarantees that P tot is a continuous function.
The toroidal current density J u in shown in Fig. 7 ; the right part of the figure shows a zoom of the transonic discontinuity region. The large spike and accompanying oscillations of J u seen in the right part of the figure have been removed from the plot on the left to avoid confusion. Two different approaches can be used to calculate the current density profile. First, one can simply write a finite-difference numerical approximation of Ampère's law
Another possibility is to use Eq. (7) and write
where
is the right-hand side of Eq. (7). While the direct differentiation in Eq. (16) Fig. 7 are quite similar everywhere except near the region of the transonic discontinuity. A large current spike across the discontinuity is found by the new implementation; the spike is completely missed by the old implementation. The spike becomes narrower and higher with increasing resolution. Large numerical oscillations appear in the equilibrium with the highest resolution. Small oscillations (not visible in Fig. 7 ) are also seen for the lower resolution equilibria.
The numerical results presented this far prove that transonic equilibria with high beta at the location of the discontinuity can be handled correctly by the numerical implementation introduced in Sec. III. It is now worthwhile to investigate if the additional modification to the Bernoulli equation of method II will have any positive effect on the numerical evaluation of the quantities of interest. In particular, one would expect that replacing a discontinuity with a sharp, but finite, gradient will at least ameliorate the issue with oscillations seen in Fig. 7 . Also, the fact that everything (including the total pressure) is continuous by construction should result in smoother profiles for the total pressure. Additional reasons for introducing method II where given in Sec. III. The price to pay for introducing method II is that the discontinuity has been removed from the system, and thus, we are solving a simpler problem. It is proven in Appendix B that method II converges to the discontinuous solution in the limit of infinite grid resolution. We repeat the equilibrium calculation using method II, again with grid resolutions from 128 to 1024 points in each direction. Not surprisingly, most numerical results are very similar to the ones obtained with method I. In the remainder of this section, we will only show some representative numerical results. Incidentally, it is mentioned that the relative difference between the new and old values of w axis is $2%, to be compared to the relative difference of $1:2% found with method I.
Results for method II are shown in Figs. 8-11 . The poloidal field profile in the transonic region is shown in Fig. 8 . No qualitative difference is found with respect to method I. In this case, calculating the poloidal field with a centered finite difference method does not introduce any additional approximation, since the profile is continuous, even though steep. The convergence of the method is seen in the identical values assumed by the poloidal field for all grids in the new implementation on the two sides of the discontinuity. The increasing poloidal field gradient with increasing resolution also shows the progressive reduction of the transonic layer width. Methods I and II give fairly similar results, but the poloidal field obtained with method II is slightly larger (also away from the transonic region, even though the difference in the part of the plasma inboard of the transonic surface is extremely small). The toroidal current profile in the transonic region, calculated with Eq. (16), is shown in Fig. 9 . As was the case in Fig. 7 , a current spike near the transonic surface is found, with height increasing and width decreasing for increasing resolution. Differently from Fig. 7 , no large oscillations near the transonic surface appear at high resolution. Some oscillations are still present in equilibria with lower resolution. One clear feature of the profile is the sign change of J u after the transonic region. This effect is very localized and likely of numerical origin. The total pressure profile is shown in Fig. 10 . Since method II replaces discontinuities with sharp gradients, P tot is automatically continuous, and no "dips" such as those seen in Fig. 6 are found. In this case, some oscillations are present for the equilibrium with the lowest resolution (possibly due to a local convergence problem). The total pressure gradient has a sharp change across the transonic region (i.e., there is a clear change in slope in the P tot profile). This is mostly due to the change in slope in B p , which is seen in Fig. 8 . The same general behavior is obtained with method I, even though the presence of the "dip" makes the effect less visible. The total pressure profiles obtained with methods I and II are very similar, with the profile obtained with method II being slightly larger (not shown). Density profiles obtained with method II are shown in Fig. 11 , with zoom of the transonic region in the right part of the figure. All profiles look quite similar everywhere, even though the position of the transonic discontinuity is slightly shifted with respect to the one found by the old method. What is remarkable (and exactly as foreseen) is the fact that the density profiles in Fig. 11 are indeed smoother. This can be noticed comparing FIG. 10. Total pressure along the midplane for the "Gauss-modified" algorithm (limited to the region of the transonic discontinuity). The profiles obtained with the new implementation are continuous and smooth (barring some slight oscillation in the one with lowest resolution). Also, the gradient of the total pressure changes across the discontinuity. This is consistent with the results of method I (compare with Fig. 6 ), but the plot is more clear due to the consistent representation for the total pressure used in the diagnostic and the internal evaluation of the total pressure gradient. the old and new profiles with 256 grid points. One additional point that can be made from Fig. 11 is the fact that method II spreads the discontinuity on approximately 4 grid points (with the value of D used in the calculations presented here, see Appendix A for the definition of D). This is recognized by observing that the steepness of the old (discontinuous) profile calculated with 256 points is approximately the same of the one obtained with the new method with four times as many points.
VI. CONCLUSIONS AND DISCUSSION
In this work, a critical reevaluation of the numerical solution of transonic equilibria was presented. The analysis was inspired by the fact that until now the physical jump condition given by Eq. (8) was not explicitly enforced in any of the codes capable of calculating transonic equilibria. It was verified in the past that the correct jump condition is satisfied by the codes with excellent numerical approximation if realistic profiles are used (in particular with reference to plasma beta and poloidal velocity). It was found that the numerical solution of the code FLOW is not correct across the discontinuity for (unrealistic) profiles specifically designed to produce discontinuities with large beta and poloidal velocity. Two ways to fix the numerical solver were introduced. First, it is possible to write a modified Grad-Shafranov equation that automatically satisfies the physical jump conditions. This comes at the price of a high nonlinearity in the differential operator, which severely slows down the numerical solver. Another possibility is to remove the discontinuity, by spreading it over a finite region through a modification of the Bernoulli equation. This method is used in conjunction with the previous one, since it still requires to solve the modified version of the GS equation. Its beneficial effect is mainly in the reduction of oscillations near the transonic region. One final possibility is to modify the original form of the GS equation with flow to consistently include the effect of a sharp variation across the transonic region. This was used only for benchmark and is discussed in Appendix C. Numerical calculations with the "new" implementations show that the physical jump conditions are correctly reproduced by FLOW, even in the presence of very large discontinuities.
It is worthwhile to consider the Mach number profiles shown in Fig. 12 to emphasize the difference between the two methods presented in Sec. V for correctly solving the equilibrium problem across the transonic region. The Mach number is defined as M ¼ v p =C sp . While both methods satisfy the correct jump condition, method I is solving the discontinuous problem, and method II is solving a regularized version of the problem, with no discontinuities. Thus, as expected from the theory, the Mach number profile is smooth for both methods at the inner midplane, Fig. 12(a) , since in both methods the Bernoulli equation has two coincident solutions at the inner midplane. The inner midplane is the only region in which method I gives a smooth profile, since a discontinuity (due to the difference between the two solutions of the Bernoulli equation) is present at any other angular location. The profile in method II is flatter near M ¼ 1 because the modification of the Bernoulli equation makes the two solutions of the equations very close to each other in a small region around the transonic surface. Strictly speaking, the transition between "subsonic" and "supersonic" flows occurs for M slightly less than unity. In the outer FIG. 11 . Density profile along the midplane for the old and "Gauss-modified" algorithms. All profiles are quite similar everywhere. Zoom of (density profile) restricted to the region of the discontinuity. The steepening of the profile with increasing resolution is visible. The position of the transonic discontinuity is slightly shifted with the new implementation. Comparing the new curves with the old one, it is seen that the new algorithm spreads the discontinuity over $4 grid points (the slopes of the new curve with 1024 points is about the same as the old one with 256 points). 
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Guazzotto, Betti, and Jardin Phys. Plasmas 20, 042502 (2013) midplane, method I gives a true discontinuity, while method II has a smooth profile. Notice the different vertical scale in the two parts of the figure. Each symbol corresponds to a grid point. In practice, the difference between old and new results for realistic profiles is such as to be entirely negligible for equilibrium calculations. One may wonder whether any effect will appear on the stability of transonic equilibria depending on the implementation of the correct jump conditions at the discontinuity. Since no stability calculations for transonic equilibria are available to date, we turn the question into a simpler one, and try and compare safety factor (q) profiles for the old and new implementations. Once again, up to the resolution considered in the present work, no appreciable difference is seen in the tokamak case of Sec. IV. However, a clear, even though limited to the transonic region, difference is observed for the ST equilibrium discussed in Sec. V. This is shown in Fig. 13 , where the safety factor profile obtained with the old FLOW implementation and a grid of 256 points (black curve) is compared to the profile obtained with the new implementation and method II with a resolution of 1024 points (red curve, symbols). Curves are shown along the midplane versus the major radius. The two plots are almost identical everywhere, except near the transonic region. Around the transonic discontinuity, due to the discontinuity in the poloidal field (see, e.g., Fig. 8 ), the safety factor also changes rapidly. In Fig. 13 , the magnetic shear reversal at the transonic surface is evident. For completeness, it needs to be mentioned that the q profiles shown in Fig. 13 were calculated with a numerical integration of the q profile definition on a number of magnetic surfaces $N=3, where N is the number of grid points in each Cartesian direction. Since the grid used by FLOW is not aligned with the magnetic surfaces, quadratic interpolations were used to evaluate the magnetic field on the flux surfaces. One should also keep in mind that the q profile is sensitive to the method used to enforce the jump conditions (since method II actually spreads the discontinuity over a finite range). Thus, the result highlighted by Fig. 13 is not a completely conclusive result, but rather a qualitative indication of the fact the fine detail of the safety factor profile in the transonic region is modified by the presence of a transonic discontinuity. Even though more work will be needed to obtain more accurate results, a qualitative difference (flattening or reversal of the q profile) is identified in the present work. Two elements should be added to our calculation for a more accurate evaluation of the safety factor profile: First, the grid should be aligned with the magnetic surfaces, second, a physics-based approach should be used to resolve the transonic discontinuity predicted by ideal MHD. The first point is under consideration for future versions of FLOW. The second one is being developed: the next step in transonic equilibrium calculations will be the use of a two-fluid model, in which we expect the transonic discontinuity to acquire a width of the order of the ion skin depth. 17 Future results will give a further improvement of the model and understanding of transonic equilibria.
In a more descriptive way, at any given point, we keep w fixed and find the value of q that maximizes the Bernoulli function. Then the maximum value of the Bernoulli equation is calculated, and added to the Bernoulli equation with an exponential dependence on w. It is easy to verify that this additional term replaces the discontinuity obtained from the Bernoulli equation with a smooth transition through a layer, the thickness of which is controlled by the parameter D. In the following, D is set to be proportional to N (N is the number of grid points), giving a decreasing layer width with increasing number of points. For the numerical solution of the equilibrium, we remark that the new Bernoulli equation (A2) always has a single sub-Alfv enic solution for w ¼ w crit , and two separate solutions if w 6 ¼ w crit . As is done in the usual transonic equilibrium calculations, the largest root is chosen in the subsonic part of the plasma, and the smallest one in the supersonic region. The two roots of Eq. (A2) are closer to each other than the roots of Eq. (6), and the more so the closer one gets to the transonic surface. This clarifies how using Eq. (A2) instead of Eq. (6) replaces the discontinuity with a smooth transition.
It is now necessary to verify what changes are necessary in the other equilibrium equations due to the modification of the Bernoulli equation. As discussed in Sec. II, the equilibrium equations (5)- (7) and (13) are obtained by taking components of Eq. (1). It is then natural to modify Eq. (1) by adding a fictitious force F that produces the required modification in Eq. (6) to give Eq. (A2)
Ideally, one would prefer F not to have any effect on the definition of the toroidal field (the ru component of the momentum equation) and on the normal force balance (the rw component). Formally, this translates to the set of equations
where f is given by Eq. (A3). A trivial solution is found by writing
This allows us to consistently leave toroidal field and normal force balance unchanged after the introduction of F . One slight subtlety that still needs to be taken into account is that in deriving Eq. (7), it is necessary to substitute the gradient of the left hand side of Eq. (6) with the gradient of the right hand side of the same equation (this is what makes the derivative of H appear in Eq. (7)) during the derivation, while that is not the case for Eq. (13) . Incidentally, this is the reason why Eq. (7) is not valid across the discontinuity, since in order to derive it one needs to take derivatives of functions that are discontinuous across the transonic discontinuity. Therefore, Eq. (13) should still be used in conjunction with Eq. (A2). Equation (7) can still be used far from the transonic surface, where the new term f in Eq. (A2) is negligible. It may look at this point as if the modification of the Bernoulli equation did not bring any real benefit, since it will still be necessary to solve the same differential equation that was used for method I and face the same numerical difficulties. In fact, there is a clear advantage in the solution of the system of Eqs. (6) and (13) with respect to method I, because there are no discontinuities in method II, and therefore, there is no need for any special treatment of the rP tot term in Eq. (13), since P tot is automatically continuous.
APPENDIX B: ONE-DIMENSIONAL BENCHMARK
Having examined in detail the problem of transonic equilibria in toroidally symmetric systems in various conditions, it is useful to verify the convergence properties of the numerical solution for some benchmark problem. The approach is to calculate transonic equilibria for a cylindrical system, i.e., a onedimensional system, which can be approximated by FLOW using a high aspect ratio. The cylindrical equilibrium is entirely determined by the radial force balance. However, it is also possible to express the same problem in a Grad-Shafranov-like form, see, for instance, Ref. 20 where various symmetries, in particular, the translational one corresponding to cylindrical equilibria, are introduced to simplify the equilibrium system given by Eqs. (1) . With this approach it becomes trivial to assign the same input to the one-and two-dimensional systems, and thus, make a meaningful comparison.
In the one-dimensional equilibrium a grid point can be set on the discontinuity, and Eq. (8) is enforced exactly at the location of the transonic discontinuity. This is done by imposing the radial force balance
at the location of the discontinuity, where gradients are calculated using one-sided approximations of all discontinuous quantities. For B p and V p , the average between the values on the two sides of the discontinuity is used. A staggered grid is used in the 1D problem, with the density being calculated at half grid point of distance from w. A boundary condition w ¼ 0 is used at the edge ðr ¼ 1Þ, and a parabolic extrapolation is used in r ¼ 0. Regarding the transonic discontinuity, an arbitrary location (r ¼ 0:7 in the equilibrium presented in this section) is selected to switch from the subsonic to the supersonic root of the Bernoulli equation. A slight subtlety is in the fact that in this case it is not necessary to adjust the free functions of w in order to make the two solutions of the Bernoulli equation coincident in one point of the transonic surface, as is instead done for the 2D problem (see the figures in Secs. IV and V). Indeed, since there is no h dependence in the problem, making the two solutions coincident in one point would actually make them coincident over the whole transonic surface, and result in an equilibrium that is everywhere continuos. Simple, analytic shapes are chosen for all free functions. In order to make the effect of the transonic discontinuity very dramatic, a large beta is assigned in the plasma. At the location of the discontinuity the plasma beta jumps from ' 0:45 to ' 4:5 Â 10 À3 . We intentionally selected a numerically very difficult problem (due to the large beta and large jump) in order to have a critical assessment of the properties of the new solver. Plots of various quantities for a reference equilibrium calculated with the one-dimensional solver and 400 grid points and for the new implementation of FLOW with various grid resolutions are presented in the remainder of this section (keep in mind that FLOW solves the complete circular cross section, not only the 1D problem with 0 < r < 1). FLOW results are obtained assigning an aspect ratio of 10 3 . Only method II (modification of Bernoulli equation in conjunction with the non-linear algorithm for Eq. (13)) was used for the results in this section. The same expression for D in Eq. (A3) that was used in Sec. V is used here.
First we examine the magnetic flux profile, shown in Fig.  14 . All two-dimensional equilibria are very close to each other, and also fairly close to the one-dimensional one. In particular, the change in slope at r ¼ 0:7 (the location of the discontinuity) is visible in all equilibria. The peak value of w obtained with the two-dimensional solver is slightly larger ($1:6%.) than the value calculated with the 1D approach. In order to make a meaningful comparison, the two-dimensional results were divided by the major radius R 0 ¼ 10 3 . The next plot, Fig. 15 , shows the density profile (in arbitrary units) obtained with the 1D solver and with FLOW using resolutions between 128 and 1024 points. A zoom of the transonic region is included at the bottom left corner of the figure to give more details on the accuracy and convergence of the FLOW solutions. All profiles align rather well in the whole plasma, except at the location of the discontinuity, which is replaced by a smooth transition in FLOW. However, it is clear that the two-dimensional solution is coming closer to the one-dimensional one with increasing resolution. Fig. 15 also gives a good feeling for how wide the pedestal is in FLOW equilibria with the modified Bernoulli equation for the parameters used in the present work.
Next, Fig. 16 shows the poloidal field. Excellent agreement is found for all curves in the central region of the plasma. Some differences are seen across the discontinuity (a zoom of the transonic region is shown in the bottom right corner of the figure). This is in part due to the approximation used in the 2D calculations, which replaces the discontinuity with a finite gradient. It is seen that the poloidal field slope becomes a better approximation of the correct one with increasing resolution. However, an overshoot in the maximum value of B p is left in the high resolution solutions. This is mostly due to numerical reasons, as for each grid the peak decreases with increasing number of iterations. The results shown in Fig. 16 were obtained with the maximum number of iterations used in the present study (10 000 for the highresolution runs). Some small difference between 1D and 2D results is consistently found in the edge region of the plasma, with the field obtained with the two-dimensional solution being smaller than the field calculated with the onedimensional solver. It is seen that the error decreases with increasing resolution and with increasing number of iterations on each grid. A convergence study shows that the field approaches the one-dimensional result on the two sides of the discontinuity as the number of iterations and the number of grid points increase (not shown) For the highest resolution run, the error in B p at the plasma edge is Շ1:2%.
Finally, the total pressure profile is shown in Fig. 17 . Excellent agreement is found in the central region of the plasma and up to the transonic surface. A small error, similar to what seen in Fig. 16 is found in the edge region, where the total pressure calculated with the one-dimensional algorithm is larger than the one obtained with the twodimensional one. The relative error is '1%. As highlighted 
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Since the purpose of this Appendix is to investigate the convergence properties of the two-dimensional approximate solution, it is worthwhile to examine one more figure, Fig. 18 , containing a convergence study of the numerical results shown in the rest of this Appendix. The figure contains three plots, all shown in function of the inverse number of grid points (i.e., of the grid resolution). The "0" point (which would correspond to infinite resolution) is used to show the one-dimensional result (to which a correct twodimensional approximation must converge). The plot on the left shows the sheath current carried at the transonic singularity. As it was shown in Sec. V (Figs. 7 and 9 ), a current spike appears across the transonic discontinuity. The toroidal current carried at the transonic surface is responsible for the change in poloidal field. A converging solution will calculate a converging jump in poloidal filed and thus a converging value of the current carried in the singular layer. It is possible to calculate the current in the transonic region as
where the surface integral is restricted to the region of the transonic discontinuity and the line integral is taken on the two sides of the same region. The line integral is performed on magnetic surfaces at a location depending on the grid resolution. This is due to the fact that the width of the transonic surface is grid-dependent. Two values of w that are approximately located on the two sides of the transonic region are chosen for each grid. The approximation is due to the fact that the transonic region formally extends to the whole plasma, decaying exponentially with increasing distance from the transonic surface, as given by Eq. (A3). For the results shown in Fig. 18 , values of w 2 e-folds from the transonic surface are used. The choice of the integration surfaces is somewhat arbitrary, but if a consistent choice is made for all grids we expect that the specific choice will not have any qualitative effect on the convergence properties of the quantities shown in Fig. 18 . The results in the first plot of Fig. 18 show that the two-dimensional result approaches the onedimensional one with increasing resolution. The second plot in Fig. 18 (top right) shows the error (in %) of the twodimensional result for poloidal field value with respect to the one-dimensional value. Two curves are shown, for the values on the two sides of the discontinuity ("In" corresponds to the left of the discontinuity in Figs. [14] [15] [16] [17] . Both errors decrease with the increasing resolution. The fact that the error for the "In" curve changes sign with the highest resolution considered is simply due to the fact that on this grid the integration surface is slightly to the right of the point where the poloidal field detaches from the one-dimensional value (see Fig. 16 ). For reference, the actual values of the poloidal field on the two sides of the discontinuity is also shown in Fig. 18 (lower right figure) , once more highlighting the increasing accuracy obtained with an increasing number of grid points in the two-dimensional solution.
APPENDIX C: JUMP CONDITIONS IN GAUSS-MODIFIED FORM
It is useful to show explicitly that the Gaussmodified version of the Grad-Shafranov equation satisfies Eq. (8) (continuity of total pressure). We start by rewriting the GS equation including the additional term due to the modification of the Bernoulli equation introduced in Eq. (A2). This is easily accomplished by recalling that the ÀqH 0 on the right is obtained by replacing the left hand side of the Bernoulli equation (6) 
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(keeping in mind that f is a function of w and R). We integrate Eq. (C1) in a layer around the transonic layer, and take the limit for vanishing thickness of the layer, i.e., D ! 1 in Eq. (A3). The derivative of all continuous terms can be ignored with respect to the derivatives of rapidly varying terms (i.e., terms that are discontinuous in a discontinuous equilibrium). The dominant terms give jrwj @ @w 1 À U
