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Abstract
The statistical approach to DNA sequence evolution involves the stochastic modelling of the
substitution, insertion and deletion processes. Substitution has been modelled by 1nite Markov-
process for more than three decades. Modelling the insertion and deletion process is in its
new-age, and the recent model has a serious drawback: it assumes geometric sequence length
equilibrium distribution, which contradicts biological knowledge. An algorithm is presented that
computes the joint probability of two sequences evolved on a non-reversible way from a Poisson
sequence length distribution.
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1. Introduction
Biological sequences evolve by mutations. In this paper, only the three main types of
mutations are taken into consideration: substitutions, insertions and deletions of single
amino acids (or nucleotides). Assuming that two sequences have a common ancestor,
the most extensively utilised tool for determining their evolutionary history is sequence
alignment. The alignment is obtained conventionally with dynamic programming algo-
rithms [5,6]. The weakness of the basic dynamic programming technique is the lack
of a strong statistical basis. Thorne, Kishino and Felsenstein wrote a landmark paper
[9], in which they introduced an exact method for statistical alignment (TKF91). This
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approach calculates the joint probability of two sequences taking every possible align-
ment (namely every possible evolutionary history) into consideration. By de1nition,
the joint probability of two modern sequences A and B is
Pt(A; B) =
∑
C
P(C)Pt(A|C)Pt(B|C); (1)
where P(C) is the probability of sequence C t time ago, Pt(A|C) is the probability
that sequence A evolved from sequence C under time t, Pt(B|C) is the probability that
sequence B evolved from sequence C under time t.
The evolutionary process they described is reversible, thus the following equation is
satis1ed:
P∞(C)P(A|C) = P∞(A)P(C|A); (2)
where P∞(C) and P∞(A) are the equilibrium probabilities of sequences C and A,
respectively. Writing this into the de1nition leads to
Pt(A; B) = P∞(A)P2t(B|A): (3)
This computation avoids the summation over all possible ancestral sequences to obtain
the joint probability of A and B.
This model has a weak point: the equilibrium distribution of sequence lengths ob-
tained with this reversible model is the geometric one. This would mean that the
shortest sequences would be the most frequent contrary to the biological observation
[11]. A new model is introduced in which sequences evolve on a non-reversible way
from a Poisson sequence length distribution under the TKF91 process. Since the model
uses the rules from TKF91, the process converges to the equilibrium distribution of
TKF91 eventually. However, it was shown that a peaked distribution turns very slow
to the geometric one [2]. The length distribution after time t can be calculated with
the generating function approach [1,4], and the analytical formula is in tune with the
results in [2].
2. Denitions
Let 	 be a 1nite alphabet. A sequence A is a 1nite string of letters over 	 of length
l(A)¿ 0. Let ∅ denote the empty sequence of length 0. Let A[m] denote the m-long
pre1x of A.
The TKF91 model is a continuous time Markov process, and can be separated into
two components. Firstly, each character can be substituted for another character dictated
by one of the well-known substitution processes (for a review, see [3,8]). Secondly,
a mortal link is associated to the right of each character, and additionally, there is an
immortal link at the left end of the complete sequence. Each link can birth mortal link
to its right side with birth rate . Accompanying the birth of a mortal link is the birth
of a character drawn from the equilibrium distribution. Each mortal link can die out
with death rate  taking its character to the left with it. This model was generalized
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in [10] to allow insertions and deletions of any length, but in this paper this extension
is not considered.
Supposing independence between links, it is suHcient to describe the fate of mortal
and immortal links. According to the possible histories of links, three types of functions
are considered. Let pk(t) denote the probability that after time t, a mortal link has
survived and has exactly k descendants including itself. Let p′k(t) the probability that
after time t, a mortal link has died, but left exactly k descendants. Finally, let p′′k (t)
denote the probability that after time t, an immortal link has exactly k descendants,
including itself. Let head denote the original link, and real descendants are all the
descendants of the head excluding itself.
From [9]
pk(t) = e−t[1− (t)][(t)]k−1; k ¿ 0; (4)
p′k(t) = [1− e−t − (t)][1− (t)][(t)]k−1; k ¿ 0; (5)
p′0(t) = (t); (6)
p′′k (t) = [1− (t)][(t)]k−1; k ¿ 0; (7)
where
(t) =
1− e(−)t
 − e(−)t : (8)
3. A non-reversible model
In this paper, a new approach is introduced. This model supposes that the distribution
of sequence lengths was Poisson t time ago and the sequences have been evolving
under the TKF91 process for time t. The obvious diIerence between this model and
TKF91 is in the question of reversibility: although the substitution process is reversible,
the insertion–deletion process becomes irreversible. Therefore, it is necessary to sum
over all possible ancestral sequences to compute the joint probability of two modern
sequences because P(C) =P∞(C) in this model, and thus, Eq. (3) are not true.
If sequence C = c1c2 · · · cn then
P(C) = e−
n
n!
n∏
i=1
(ci); (9)
where (c) denotes the equilibrium probability of character c under the substitution
model,  is the parameter of the Poisson distribution.
The fate of the ancestral sequence can be represented as an alignment. For example,
the following alignment represents that the immortal link (◦) has no descendant mortal
link in A and has one mortal link in B. The 1rst ancestral mortal link (∗) survives in
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both sequences and has a real descendant in B. The second ancestral link died out and
the third ancestral link did not survive, but left one descendant in both sequences.
Ancestral sequence C ◦ ∗ ∗ ∗
Sequence A − A − − − A
Sequence B U C G − − G
The probability of this special transition is
P(C)Pt(A|C)Pt(B|C)
=[p′′1 (t)p
′′
2 (t)(U )][p1(t)p2(t)fAC(2t)(A)(G)]
[p′0(t)p
′
0(t)][p
′
1(t)p
′
1(t)(A)(G)]
[
e−
3
3!
]
;
where fAC(2t) is the transition probability that a nucleotide which begins as A is of
C at time 2t. Note that the alignment and thus the obtained probability include all the
possible 3-length ancestral sequences and the reversibility of the substitution process
was used.
The probability of a special transition can be divided into k + 2 clusters where
k is the number of mortal links in the ancestral sequence. The 1rst cluster depicts
the fate of the immortal link; the last cluster gives the probability of the ancestral
sequence length. The other clusters depict the fates of mortal links. Let the remaining
product be called restricted product which is obtained by omitting the probability of
the ancestral sequence length and all the [p′0(t)p
′
0(t)] clusters. Let
mRPt(A; B) denote
the summation over all restricted products that contain m+ 1 remaining clusters. The
key observation is that maximum l(A) + l(B) mortal links have any descendant in A
or B, thus 06m6 l(A) + l(B). Since(
m+ l
l
)
alignments equipped with m + l ancestral mortal links give the same m + 1-clustered
restricted product, the joint probability of sequence A and B is
Pt(A; B) =
∑
l¿0
l(A)+l(B)∑
m=0
mRPt(A; B)
(
m+ l
l
)
p0(t)2le−
m+l
(m+ l)!
: (10)
From this
Pt(A; B) =
l(A)+l(B)∑
m=0
mRPt(A; B)e−(1−
22(t)) 
m
m!
(11)
4. The recursion
The aim is to 1nd a dynamic programming algorithm that computes mRPt(A[i]; B[j])
for all initial segments. For m¿ 0, separating mRPt(A[i]; B[j]) into six components is
needed. The six components are related to the following types of alignments:
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The last character in the alignment is ai, (resp. bj and the pair of ai and bj) and its
(resp. their) associated link is a head. Let hamRPt(A[i]; B[j]) (resp. hbmRPt(A[i]; B[j])
and habmRPt(A[i]; B[j])) denote the summation over all restricted products that contain
m+ 1 clusters and are derived from such alignments.
The last character in the alignment is ai, (resp. bj and the pair of ai and bj)
and its (resp. their) associated link is a real descendent. Let ramRPt(A[i]; B[j]) (resp.
rb
mRPt(A[i]; B[j]) and rabmRPt(A[i]; B[j])) denote the summation over all restricted
products that contain m+ 1 clusters and are derived from such alignments.
First of all, 0RPt(A[i]; B[j]) will be computed. It contains only one restricted product,
p′′i+1(t)p
′′
j+1(t)
∏i
k=1 (ak)
∏j
k=1 (bk). Specially
0RPt(∅; ∅) = p′′1 (t)p′′1 (t).
It is obvious, when m¿i+j; xmRPt(A[i]; B[j])=0, where x∈{ha; hb; hab; ra; rb; rab}.
The recursion for m¿ 0 is the following:
ha
mRPt(A[i]; B[j]) = m−1RPt(A[i − 1]; B[j])p′0(t)p1(t)(ai); (12)
hb
mRPt(A[i]; B[j]) = m−1RPt(A[i]; B[j − 1])p′0(t)p1(t)(bj); (13)
hab
mRPt(A[i]; B[j]) = m−1RPt(A[i − 1]; B[j − 1])p1(t)p1(t)faibj (2t)(ai); (14)
ra
mRPt(A[i]; B[j]) = m−1RPt(A[i − 1]; B[j])p′0(t)p′1(t)(ai)
+ {hamRPt(A[i − 1]; B[j]) +ra mRPt(A[i − 1]; B[j])
+ habmRPt(A[i − 1]; B[j])
+rabmRPt(A[i − 1]; B[j])}(t)(ai)
+ hbmRPt(A[i − 1]; B[j])p
′
1(t)
p′0(t)
(ai); (15)
rb
mRPt(A[i]; B[j]) = m−1RPt(A[i]; B[j − 1])p′0(t)p′1(t)(bj)
+ {hbmRPt(A[i]; B[j − 1]) +rb mRPt(A[i]; B[j − 1])
+ habmRPt(A[i]; B[j − 1])
+ rabmRPt(A[i]; B[j − 1])}(t)(bj)
+ hamRPt(A[i]; B[j − 1])p
′
1(t)
p′0(t)
(bj); (16)
rab
mRPt(A[i]; B[j]) = m−1RPt(A[i − 1]; B[j − 1])p′1(t)p′1(t)(ai)(bj)
+ {habmRPt(A[i − 1]; B[j − 1])
+ rabmRPt(A[i − 1]; B[j − 1])}22(t)(ai)(bj)
+ {hamRPt(A[i − 1]; B[j − 1])
+ hbmRPt(A[i − 1]; B[j − 1])}p
′
1(t)
p′0(t)
(t)(ai)(bj): (17)
The correctness of the recursion is proven easily by considering the possible align-
ments left after cutting the last aligned character or characters. This recursion gives
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the mRPt(A; B)s for all m in O(l(A)l(B)(l(A) + l(B))) time. Applying Eq. (11), the
joint probability of A and B can be obtained from the mRPt(A; B)s in O(l(A) + l(B))
time.
5. Summary
A model and an algorithm that computes the joint probability of two modern se-
quences evolved from a Poisson sequence length distribution in a non-reversible way
were introduced. This model is better than TKF91 because it assumes a peaked length
distribution t time ago, which is more reasonable than the geometric distribution. Nev-
ertheless, under this process the Poisson distribution turns into geometric in in1nite
time. Finding a model and an associated eHcient algorithm that maintains a peaked
distribution seems to be a serious challenge.
The TKF91 algorithm uses Eq. (3) and runs in O(l(A)l(B)) time. Summation over
all possible ancestral sequences causes that the algorithm introduced here is slower.
An algorithm is given in [7] for calculating the probability of r sequences that evolved
on a star tree according to the TKF91 model. This algorithm sums over all possible
ancestral sequences and has O(l2r) running time, where l is the maximum of the
sequence lengths. When r = 2, this means O(l4) running time which is greater than
the running time of the algorithm introduced here.
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