The ability of the three-dimensional Navier-Stokes method, PAB3D, to simulate the eect of Reynolds number variation using non-linear explicit algebraic Reynolds stress turbulence modeling was assessed. Subsonic at plate boundary-layer ow parameters such as normalized velocity distributions, local and average skin friction, and shape factor were compared with DNS calculations and classical theory at various local Reynolds numbers up to 180 million. Additionally, surface pressure coecient distributions and integrated drag predictions on an axisymmetric nozzle afterbody were compared with experimental data from 10 to 130 million Reynolds number. The high Reynolds data was obtained from the NASA Langley 0.3m Transonic Cryogenic Tunnel. There was generally good agreement of surface static pressure coecients between the CFD and measurement. The change in pressure coecient distributions with varying Reynolds number was similar to the experimental data trends, though slightly over-predicting the eect. The computational sensitivity of viscous modeling and turbulence modeling are shown. Integrated afterbody pressure drag was typically slightly lower than the experimental data. The change in afterbody pressure drag with Reynolds number was small both experimentally and computationally, even though the shape of the distribution was somewhat modied with Reynolds number. Introduction Current focused program eorts are considering Reynolds number scaling a signicant aspect of aircraft testing and development. Wing aerodynamics and ow about propulsion systems can have considerable sensitivity to varying Reynolds number. Most of the sub-scale wind tunnel testing occurs at Reynolds numbers below that of ight conditions; therefore, the ability of computational uid dynamics (CFD) to simulate higher Reynolds number ow is of importance.
Introduction
Current focused program eorts are considering Reynolds number scaling a signicant aspect of aircraft testing and development. Wing aerodynamics and ow about propulsion systems can have considerable sensitivity to varying Reynolds number. Most of the sub-scale wind tunnel testing occurs at Reynolds numbers below that of ight conditions; therefore, the ability of computational uid dynamics (CFD) to simulate higher Reynolds number ow is of importance.
Previous to the development of cryogenic test techniques for achieving high Reynolds numbers in wind tunnel facilities, little fundamental research data had been available for the evaluation of any theoretical methods to predict these eects. Several years ago, during the development phase of cryogenic testing techniques at the NASA Langley Research Center; two sets of simple axisymmetric nacelle models were built and tested in what was then known as the 1/3m Pilot Transonic Cryogenic Tunnel (now the 0.3m Transonic Cryogenic Tunnel). This was some of the rst set of test data for nozzle-boattail geometries taken over a large range of Reynolds numbers, refs. 1{4.
The current investigation assesses the capability of the Navier-Stokes method PAB3D, version 13S, (refs. 5{8) using non-linear algebraic Reynolds stress turbulence models to predict the Reynolds number eects on the ow about a nozzle boattail. and simulate a 5 meter at plate at very high Reynolds numbers. Comparisons were made with wind tunnel data for the boattail geometry and boundary layer proles, shape factor, and skin friction with DNS data and textbook equations for incompressible at plate ow. The code used was the general three dimensional (3-D) Navier-Stokes method PAB3D, version 13S. This code has several computational schemes, dierent turbulence models, and viscous stress models that can be utilized, as described in more detail in refs. 5 through 8. The governing equations are the Reynolds-averaged simplied Navier-Stokes equations (RANS) obtained by neglecting all stream-wise derivatives of the viscous terms. The resulting equations are written in generalized coordinates and conservative form. Viscous model options include k-thin layer, j-thin layer, jk-uncoupled and jk-coupled simulations. Typically the thinlayer viscous assumption of the full 3-D viscous stresses is utilized. Experiments such as the investigation of supersonic ow in a square duct was found to require fully coupled 2 directional viscosity to properly resolve the physics of the secondary cross-ow. The Roe upwind scheme with rst, second, or third order accuracy can be used in evaluating the explicit part of the governing equations and the van Leer scheme is used to construct the implicit operator. The diusion terms are centrally dierenced and the inviscid ux terms are upwind dierenced. Two nite volume uxsplitting schemes are used to construct the convective ux terms.
All solutions were developed using third-order accurate schemes for the convective terms, and second-order for the viscous diusion terms, denoted by the rst 3 in the nomenclature in the gures and tables and the min-mod solution limiter, denoted by the second 2 in the nomenclature. Only the viscous model is varied in this study, denoted by the third number in the nomenclature. For completeness, a table of nomenclature designating the order of scheme, limiter, and viscous modeling is given below. Other solution limiters include van Albeda, Spekreijse-Venkat (S-V) and a modied S-V (ref. 9). Solution limiters inuence solution convergence and nal results. In some instances, such as a jet-plume simulation, the van Albeda solution limiter is required to obtain a smooth converged solution. The code can utilize either a 2-factor or 3-factor numerical scheme to solve the ow equations. The 2-factor scheme is typically used as it requires 10 to 15 percent less memory as compared to the 3-factor scheme. The memory dierence is dependent on the size of cross-planes of the specic grid being used. When the 2-factor scheme is used the orientation of the grid and predominate ow direction typically along the i grid index, such that the Roe scheme is utilized to sweep stream-wise through the computational domain and the van Leer scheme for the solution of the cross-plane 2 Americal Institute of Aeronautics and Astronautics (i.e., i = constant) of a 3-D problem. However solving a single-cell wide two-dimensional (2-D) mesh dened with the i direction of the grid oriented in the conventional stream-wise direction will typically converge slower using the Roe relaxation solution scheme compared to solving the equivalent problem with the van Leer scheme. Therefore the i and j directions of a 2-D mesh are swapped allowing the entire ow-eld to be solved implicitly with each iteration. The explicit sweep is not used since only one cell exists in the i direction. The implicit scheme usually has a much higher rate of convergence and typically provides a solution using less computational time.
Turbulence Simulation
The turbulence model equations are uncoupled from the RANS equations and are solved with a dierent time step, typically 1/2, than that of the principle ow solution. A considerably lower principle Courant-Friedrichs-Levy (CFL) number is typically required to solve problems if both the main ow equations and turbulence equations are solved iteratively using identical time rates. Larger time step dierences, e.g., 1/4 to 1/8, slow solution convergence further but result in identical nal solutions. Flow solution transients at times require the turbulence equations time step to be reducted temporarily. Turbulence simulations are resolved at all grid levels, not just at the nest grid level.
Version 13S of the PAB3D code used in this study has options for several algebraic Reynolds stress (ASM) turbulence simulations. The Standard model coecients of the K 0 " equations were used as the basis for all the linear and non-linear turbulent simulations, ref. 10 . Additionally, it is known that the eddy viscosity models produce inaccurate normal Reynolds stresses. Flat plate ow, as well as other more complex aerodynamic ows, are anisotropic.
Successful implementation of the algebraic Reynolds stress models required the solution methodology for turbulent production term P of the underlying linear turbulence calculations to be modied. P depends on high order derivatives of the turbulent Reynolds stresses. Proper representation of the stresses should be provided by face centered values, rather than the cell centered values. Previous attempts to implement non-linear turbulence models in the context of a cell centered eddy viscosity model worked only for 2-D problems and was unable to resolve 3-D ows.
Linear K 0 " equations|The transport equation for the turbulent kinetic-energy, K, and the dissipation rate are written as:
The convective terms are solved using third-order dierencing. The diusion terms are solved using second-order central dierencing. 
The variable G 1 utilized by Girimaji is equal to 0C 3 . A compilation of the parameters used in Girimaji's model can be found in the Appendix. Additional information is in reference 14.
The solution processes for wall-bounded ows were equally robust for each of the models. Previous results, not published here, show Gatski-Speziale requiring lower CFL numbers for the solution of free-shear ows. Obtaining converged solutions using Gatski's C 3 were found to be problem dependent. Girimaji's G 1 function appears to be extremely well behaved permitting for fairly high CFL numbers to used.
Turbulent Trip Equations|The technique used for initializing the viscous ow transition from laminar to turbulent is placing K and " proles at user-specied lines or planes in the oweld. The line or plane of the specied trip area is surveyed for the maximum and minimum velocity and vorticity along that line and a shape function from 0 to 1 is created of the form F = (f 0 f min )=(f max 0 f min ) where f is a product of the velocity and vorticity f = ujW j; jWj = 2 q P W 2 ij .
The turbulent kinetic energy prole is then K = U F , where is a free parameter determining the magnitude of the impulse as a percent of local total velocity, U. The typical value specied by the user, and used for this paper, is 2% (or = 0:02). The " prole is developed from the assumption that production P is equal to the dissipation " equaling C Several parameters were used to gauge solution convergence. Local skin friction, shape factor and solution residual were monitored for convergence of the at plate solutions. Total afterbody drag, nozzle pressure drag, and solution residual were used to determine the solution status at the coarse (144), medium (122), and ne (111) The conservative patch interface package of Pao and Abdol-Hamid (ref. 7) enables the code to properly transmit information between mis-matched block interfaces. Integerto-one interfaces are considered a subset of the arbitrary block interface and do not need to be specied as such to the patching code. The patching program is a preprocessor that writes a connectivity data base prior to the start of the rst solution. Each entry to the patch data base contains cell face areas and indices relating that cell with all other cells that will share momentum ux information. The data base information is automatically re-allocated internal to the code during mesh sequencing. As a result, each block can be sequenced at dierent levels and the correct interface information is maintained at the cell level. However, it is important to note that features in the ow developed on one side of an interface should not be obliterated on the other side due to an excessive grid density mis-match.
Third-order continuity in transmitting the uxes across block boundaries is maintained by the code; lower order continuity may be specied by the user if required. As with most Navier-Stokes methods of the type, equal cell size spacing on either side of an interface in directions normal to the interface should be maintained regardless of the mesh sequencing level of the block.
Boundary Conditions
For this study, solid walls were treated as no-slip adiabatic surfaces. The solid wall boundary condition was satised by setting the momentum ux of the solid wall cell face 4 Americal Institute of Aeronautics and Astronautics to zero. A boundary condition for the Riemann invariants along the characteristics was specied for the free-stream inow face and the lateral free-stream outer boundary of the ow domain. An extrapolation boundary condition was applied on the downstream outow face. The axisymmetric ow assumption for the single-cell grids was implemented by placing ow symmetry conditions to the lateral side boundaries of the computational domain.
Results and Discussion Subsonic Flat Plate
Flat Plate Grid|The 5 m at plate multiblock grid had an H-type mesh topology, with the blocking sketched in gure 1. The computational domain included inow block extending 1 meter upstream from the leading edge of the 5 m at plate. The initial stream-wise grid spacing at the leading edge of the plate was 1:210 4 m and was exponentially stretched from the leading edge to the trailing edge at a rate of 5% with a total of 161 grid points. The rst cell height was 1:0 2 10 6 m xed at both ends of the plate and exponentially stretched from the surface to the outer boundary at a rate of 11% with a total of 121 grid points. The upper boundary was 2 m away and the lateral width of the grid of 0.01 m. All three blocks had dimensions of 81 2 121. Tripping to turbulent ow simulation occurred around R x = :3 million or R 1 = 900, corresponding to a physical distance of approximately 9 mm downstream of the plate leading edge. This allowed for laminar ow to occur over roughly 32 computational cells before tripping to turbulent ow. Grid cell counts were divisible by four to allow a minimum of 2 levels of grid sequencing.
Boundary Layer Characteristics|Figure 2 shows the Reynolds number based on length variation with distance from the leading edge. The Reynolds number at the plate trailing edge was approximately 180 million. Note that the plot is a log-log type with the symbols indicating the streamwise distribution of the grid points. The high Reynolds number was obtained through increasing the free-stream total pressure, rather than physically lengthening the at plate geometry. The normalized velocity and shear stress distributions at R = 1420 and 100,000 are shown in gures 3 and 4. The comparisons at R = 1420 are compared with the DNS calculations of Spalart, ref. 15 , and at R = 100; 000 are compared with the classical at plate equations. All three ASM match fairly closely the DNS calculation shown in gure 3, with the Girimaji model following the closest in the buer region. All three models were slightly above the DNS at the edge of the boundary layer. Similarly, Girimaji best t the DNS stress pro- 
where
R crit is the local Reynolds number at the point of transition from laminar to turbulent ow. Transition was dened as the point at which the shape factor H 12 rst fell below 2.3. Local skin friction and average skin friction coecients and normalized turbulent viscosity are plotted in gures 7, 8 and 9, respectively for all three of the algebraic Reynolds stress models. Girimaji, SZL and GS ASMs predict similar and consistent skin friction characteristics throughout the Reynolds number range. All three models were virtually identical in local and average skin friction for the laminar ow that developed upstream of the transition trip point at R x = 300; 000. Downstream of the trip, the Girimaji model developed slight higher local skin friction that the other two ASM, with subsequently higher average skin friction. All three models departed from the 1/5th power theory for local skin friction at Reynolds numbers above 20 million. The skin friction predicted by Girimaji's model was slightly above the higher Reynolds number theory of White, while the other two tracked slightly low.
The trend of average skin friction through transition to turbulent ow was similar between the three models and followed the 1/5th power theory very closely until, again departing around 20 to 30 million Reynolds number, gure 6. Figure 7 is a plot of the growth of turbulent viscosity normalized by the local laminar viscosity with R 1 . Girimaji's model predicts the highest level of normalized turbulent viscosity, though all three models are very similar in level and rate of growth.
Boundary Layer Shape Factors|All three ASM have very similar shape factor H 12 trends as shown in gure 8. The rst 8 or so computational cells were neither laminar nor turbulent as the solution developed. The subsequent 28 cells matched the theoretical laminar characteristics very closely. The theoretical turbulent shape factor was not closely achieved until around R x = 20 million. Even though transition from laminar ow occured relatively quickly, formation of a turbulent shape factor close to the theoretical shape required some distance to achieve. All three models very closely match the turbulent shape factor of H 12 = 1:27 at very high Reynolds numbers.
Overall, all three non-linear turbulence models appear to be consistent and well behaved turbulent at plate properties up to Reynolds numbers of 180 million. 
the CFD method were obtained through increased total pressure rather than through a combination of free-stream total pressure and cryogenic temperatures. Though data were obtained over range of Mach number from 0.6 to 0.9, only the M = 0:9 data is compared with the CFD in this paper. The following is a Geometry|The conguration used for this study was one of six models that were built for the original Reynolds number study, ref.
1. Four models with diering boattail geometry were associated with a body length of 8 inches from the nose to the start of the boattail (characteristic length) and two models with a characteristic length of 16 inches. The boattail geometries had circular arc, circular arc-conic, or contoured proles. This investigation utilized the circular arc with a length-to-maximum-diameter ratio (neness ratio) of 0.8 boattail. Figure 9 is a photograph of the model mounted in the pilot tunnel. The nose of the model was a 28 cone 1.7956 inches long fairing to the cylindrical body via a 1.3615 inch radius circular arc whose center is 2.125 downstream of the model nose and 0.8615 inches below the model centerline. The circular arc fairing is tangent at its endpoints to the conical nose (1.7956 inches from the nose) and cylindrical body (2.125 inches from the nose). The model was sting mounted with the diameter of the sting being equal to the model base diameter. The length of the constant diameter portion of the sting (6.70 inches measured from the nozzle connect station) was such that, based on the work of Cahn, ref. 17 , there should be no eect of the sting are downstream of the nozzle trailing edge on the boattail pressure distributions. The axisymmetric afterbody grid utilized H-O type mesh topology with all block dimensions that were divisible by 4. The mesh was gridded with a single cell 5 degree wide wedge grid with the stream-wise ow direction oriented along the j index to utilize the implicit ow solver in the code for faster solution convergence. The body was described using 100 cells extending from the leading edge of the nose to the nozzle connect station. There were 80 cells extending from the nozzle connect station to the nozzle boattail trailing edge.
The free-stream conditions for axisymmetric CFD cases were M = 0:9, T t 0 = 540R using air at = 1:4: The rst cell height of each conguration's grid was dierent for each free-stream Reynolds number according to the following schedule. The wind tunnel models were constructed of cast aluminum with stainless-steel pressure tubes cast as an integral part of the model. The model was instrumented with 30 pressure orices in three rows of 10 orices each. The 1 inch diameter of the model physically precluded the placement of all 30 orices along the same row. The following is a tabulation of the non-dimensional orice locations. Grid convergence|Figures 10 and 11 show grid sensitivity of the Girimaji ASM at M = 0:9 at the lowest and highest Reynolds number for this test case, N Re = 7 and 128 million, respectively. These sensitivities were relatively consistent for the other turbulence models and other viscous models investigated. A few exceptions occurred where the coarse grid solution did not converge, but the following medium and ne grid solutions converged and the results were similar in nature as those shown in gures 10 and 11. All solutions were fairly well grid converged and solution converged. Initial inspection of gure 11, the coarse grid solution has the closest match with the data. Further renement of the grid revealed this solution to not be grid converged. In gure 12 all the calculations were performed with using a single thin-layer viscous model, i.e., k-thin layer for this mesh, the min-mod solution limiter, and a turbulent trip point, trip 1, approximately 0.031 inches (0.08 cm) downstream of the nose. The three ASM predicted a shock strength slightly weaker than the data and a pressure recovery slightly lower than the data. The Standard K 0 " model, in this instance, appears to have better agreement with the data closely matching peak negative pressure and recovered to a static pressure only slightly above that of the data at the boattail trailing edge. Figure 13 Figure 15 is representative of the lack of inuence on static pressure coecient distribution on the nozzle boattail between the two turbulent trip points using the minmod solution limiter. Further parametric studies are needed to determine the boundary layer behavior using other solution limiters with changes in the laminar-to-turbulent ow regions. Figure 16 is a study of the eect of dierent viscous models on the ow on the afterbody. Three calculations were performed using k-thin layer (321); j-k viscosity coupled (322); and j-k viscosity uncoupled (323) viscosity models with Girimaji ASM at 7 million Reynolds number. The use of j-k viscosity appears to improve the comparison with experimental data by creating a shock slightly stronger and further downstream than the k-thin layer calculation, in addition to slightly raising the pressure recovery in the region of separated ow. As will be shown subsequently, the observations of best comparison with data will change with Reynolds number. Figure 17 is a comparison of the four turbulence models at N Re = 128 million using k-thin layer viscosity, min-mod limiter and trip1 for turbulent tripping. The three ASM cluster around the experimental data matching the pressure recovery in the separated ow region considerably better than at low Reynolds numbers. The Standard K 0 " model predicts the strongest shock and highest pressure recovery. Figure 18 is the plot of peak turbulent kinetic energy similar to gure 13 for the four turbulence models. Significantly, all four models developed turbulent ow immediately downstream of the turbulent trip as seen by the four curves departing from the trip spike in K=a 2 at levels around 0.004. Each turbulence model remained at slightly dierent levels, but had similar trends until the region of ow involving the shock-separation downstream of x=d m = 0:25: The trend of the peak turbulent kinetic energy was similar to the 7 million Reynolds number trend in gure 13. Though the three ASM have very similar static pressure coecient distributions, gure 17, the peak K=a 2 trends are completely dierent. Also, the C p distributions between SZL and the Standard K 0 " model are very dierent, but the peak K=a 2 have similar trends and levels. Therefore at this point, a correlation between the trend of K=a 2 and C p can not be made. Figure 19 is the eect of viscous model using the Girimaji ASM at 128 million Reynolds number. In this instance, the k-thin layer calculation (321) provides the best comparison with the experimental pressure coecient distribution. The j-k viscous models behaved similarly in that the shock strength increased and the recovery pressure was higher than the k-thin layer calculation. Figure 20 Reynolds number Trends|Figures 22 through 27 are trends of integrated boattail pressure drag, skin friction, and predicted point of ow separation with Reynolds number. The integrated pressure drag variation with Reynolds number comparing CFD with experiment is shown in gure 22. Despite the changes in the shock strength and pressures on the nozzle boattail with Reynolds number; the variation in pressure drag was small. Overall, the predicted level of pressure drag was slightly below that of the experimental data, though at the low and high Reynolds numbers the CFD was almost within the scatter of the experimental data. As a point of reference, 3 additional data points are plotted to 7 Americal Institute of Aeronautics and Astronautics include data obtained for the short cryogenic models tested in the 16 Foot Transonic Tunnel at Langley, and the original 48 inch model also test in the 16 Foot Tunnel. Figure 23 shows the predicted change in static pressure coecient distribution with Reynolds number. The largest change seems to occur from the very low Reynolds number to the mid-range, with the code predicting a large increase in the peak velocity, a downstream shift of the peak and a slight elevation of the static pressure of the ow in the region of separation. Considerably less change was predicted between the mid-range Reynolds number to the high Reynolds number of 128 million. Figure 24 is a bar chart of the integrated pressure drag on the boattail at 7 million Reynolds number comparing the dierent viscous models and trip location predicted drag with the Girimaji ASM with experimental data. The higher recovery pressure that occurred through the j-k viscosity calculations reduced the integrated pressure drag from 37 to roughly 28 nozzle drag counts. The scatter in the CFD results is about the same as the experimental results with the exception of the 48 inch model data tested in 16-Foot.
High Reynolds number comparisons are shown in Figure 25 with the addition of GS, SZL and Standard K 0 ".
The scatter in the CFD is similar to the low Reynolds number comparison with the Standard K 0 " predicting the lowest drag due to the considerably higher pressure recovery at the boattail. Girimaji and SZL, k-thin layer, are the closest to the experimental data, though on the average are low.
Variation of predicted skin friction coecients for Girimaji ASM with Reynolds number is plotted against at plate wetted area estimations in gure 26. In general, the CFD predicts skin friction coecients are 3.5 nozzle drag counts low at 7 million Reynolds number and about 1.5 nozzle drag counts low at 128 million Reynolds number. Considering the ow eects not accounted for by the at plate wetted area calculations, (e.g., non-constant Mach number, adverse/favorable pressure gradients, aft-projected areas and separated ow) this comparison is fairly good. 
