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07 On a “zero mass” nonlinear
Schro¨dinger equation
A. Azzollini ∗ & A. Pomponio†
Abstract
We look for positive solutions to the nonlinear Schro¨dinger equa-
tion −ε2∆u−V (x)f ′(u) = 0, in RN , where V is a continuous bounded
positive potential and f satisfies particular growth conditions which
make our problem fall in the so called “zero mass case”. We prove an
existence result for any ε > 0, and a multiplicity result for ε sufficiently
small.
1 Introduction and statement of the results
In this paper we study the elliptic equation

−∆u− V (x)f ′(u) = 0, in RN ,
u > 0,
u ∈ D1,2(RN),
(P)
where N > 3, V : RN → R and f : R → R. We are interested in the so
called “zero mass case” that is, roughly speaking, when f ′′(0) = 0.
When V is a positive constant, such a problem has been intensely stud-
ied by many authors. Some results have been obtained by [4, 14, 26], if f
corresponds to the critical power t(N+2)/(N−2), and by [10, 11, 12, 24], if f
is supercritical near the origin and subcritical at infinity (see also [9] for the
case of exterior domain and [6] for complex valued solutions).
Up to our knowledge, there is no result in the literature on problem (P)
when V is not a constant. Our aim is to investigate this case. More precisely,
we will assume the following hypotheses on V : RN → R
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(V1) V ∈ C(RN ,R);
(V2) C1 6 V (x) 6 C2, for all x ∈ RN ;
(V3) lim sup|y|→∞ V (y) 6 V (x), for all x ∈ R
N , and the inequality is strict
for some x ∈ RN ;
and f : R→ R satisfying
(f1) f ∈ C2(R,R) and even;
(f2) ∀t ∈ R : f(t) > C3min(|t|p, |t|q);
(f3) ∀t ∈ R : |f ′(t)| 6 C4min(|t|p−1, |t|q−1);
(f4) ∃α > 2 such that ∀t ∈ R \ {0} : αf(t) 6 f ′(t)t < f ′′(t)t2;
with 2 < p < 2∗ = (2N)/(N − 2) < q and C1, C2, C3, C4 positive constants.
These particular growth conditions on f were introduced by [8] to study the
semilinear Maxwell equations.
We get the following result:
Theorem 1.1. If f satisfies (f1-4) and V satisfies (V1-3), then problem
(P) possesses at least a nontrivial solution.
We also consider the singularly perturbed version of problem (P), namely
we look for solutions of the problem

−ε2∆u− V (x)f ′(u) = 0, in RN ,
u > 0,
u ∈ D1,2(RN),
(Pε)
for ε > 0 sufficiently small.
Replacing (V3) by
(V4) lim sup|x|→∞ V (x) < supx∈RN V (x),
we get the following result:
Theorem 1.2. If f satisfies (f1-4) and V satisfies (V1-2) and (V4), then
problem (Pε) possesses at least a nontrivial solution, for ε sufficiently small.
Observe that, since (V3) implies (V4), the introduction of a small param-
eter ε > 0 allows us to obtain an existence result assuming weaker hypotheses
on the potential V .
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Actually the introduction of the parameter ε allows us to get a stronger
result then Theorem 1.2.
We set
M :=
{
η ∈ RN
∣∣ V (η) = max
ξ∈RN
V (ξ)
}
,
and for any γ > 0,
Mγ :=
{
η ∈ RN
∣∣ inf
ξ∈M
‖η − ξ‖RN 6 γ
}
.
Observe that M 6= ∅, by (V4).
We get the following multiplicity result
Theorem 1.3. If V satisfies (V1-2), (V4) and f satisfies (f1-4), then, for
every γ > 0, there exists ε¯ > 0 such that the problem (Pε) has at least
catMγ (M) nontrivial solutions for any ε ∈ (0, ε¯).
Here catMγ (M) means the Lusternik-Schnirelmann category of M in Mγ .
Remark 1.4. The evenness of the nonlinearity f is required just to obtain
positive solutions for problems (P) and (Pε). If we are not interested in the
sign of solutions, the evenness hypothesis can be removed.
This paper has been motivated by some well known works, such as [2, 3,
15, 16, 17, 18, 22, 23, 25, 27, 28], where the nonlinear Schro¨dinger equation
−ε2∆u+K(x)u = R(x)|u|r−2u, in RN
has been studied for 2 < r < 2∗ in the “positive mass case”, namely when K
is bounded below by a positive constant (see also [1] for the p-Laplacian).
In Section 2, we take a variational approach to (P) and (Pε). The key
point of this section is Theorem 2.8, which, in the same spirit of [13, 25],
guarantees the compactness at mountain pass level under a suitable value.
By means of this theorem, we prove Theorems 1.1 and 1.2. Even if Theorem
1.2 follows immediately from Theorem 1.3, we prefer to prove it directly in
this section since it is strictly correlated with Theorem 2.8.
In Section 3, following [1, 15, 16], we look at the topological and com-
pactness properties of the sublevels of the functional associated to (Pε), in
order to prove Theorem 1.3.
2 Existence results
Throughout all this section, we will suppose that the hypotheses (f1-4) and
(V1-2) hold.
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In order to find weak solutions of the problem (P), we define the func-
tional I : D1,2(RN)→ R as:
I(u) =
1
2
∫
RN
|∇u|2 −
∫
RN
V (x)f(u) dx,
where D1,2(RN ) is the completion of C∞0 (R
N ) with respect to the norm
‖u‖ =
(∫
RN
|∇u|2
) 1
2
.
Observe that, by the growth condition (f3), the functional I is well defined
and of class C1, and its critical points correspond to weak solutions of (P).
Moreover we denote by N the so called Nehari manifold of I, namely
N :=
{
u ∈ D1,2(RN) \ {0}
∣∣∣ ∫
RN
|∇u|2 =
∫
RN
V (x)f ′(u)u dx
}
.
Using similar arguments as those in [9], we can prove
Lemma 2.1. 1. N is a C1 manifold;
2. for any u 6= 0 there exists a unique number θ¯ > 0 such that θ¯u ∈ N
and
I(θ¯u) = max
θ>0
I(θu);
3. there exists a positive constant C, such that for all u ∈ N , ‖u‖ > C.
By 2 of Lemma 2.1, the map θ : D1,2(RN) \ {0} → R+ such that for any
u ∈ D1,2(RN), u 6= 0 :
I(θ(u)u) = max
θ>0
I(θu)
is well defined.
Set
c1 = inf
g∈Γ
max
θ∈[0,1]
I(g(θ)); (1)
c2 = inf
u 6=0
max
θ>0
I(θu);
c3 = inf
u∈N
I(u);
where
Γ =
{
g ∈ C
(
[0, 1],D1,2(RN)
)
| g(0) = 0, I(g(1)) 6 0, g(1) 6= 0
}
.
Arguing as in [25, Proposition 3.11], we also have
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Lemma 2.2. The following equalities hold
c = c(V ) := c1 = c2 = c3.
Observe that, since we are in unbounded domain, there is a lack of com-
pactness. In particular, it is in general not true that the (PS)-sequences,
namely sequences of the type (un)n ⊂ D1,2(RN) such that(
I(un)
)
n
is bounded and I ′(un)→ 0,
admit a converging subsequence. Moreover, the presence of the potential
V does not permit us to use any symmetry to recover compactness in a
suitable natural constraint of D1,2(RN). In order to overcome this difficulty,
we are going to use a concentration-compactness argument as in [5] (see also
[19, 20]).
The following lemma provides the boundedness and the concentration of the
(PS)-sequences (actually we consider a more general situation).
In the sequel (Vn)n is a sequence of potentials satisfying (V1-2) uniformly,
(In)n is the sequence of the functionals defined by
In(u) :=
1
2
∫
RN
|∇u|2 −
∫
RN
Vn(x)f(u)
and cn := c(Vn).
Lemma 2.3. Let 0 < a 6 b. If (un)n ⊂ D1,2(RN) is such that
a 6 In(un) 6 b and I
′
n(un)→ 0,
then
1. (un)n is bounded in the D1,2(RN);
2. there exist a sequence (yn)n ⊂ R
N and two positive numbers R, µ > 0
such that
lim inf
n
∫
BR(yn)
|un|
2 dx > µ. (2)
In particular, there exists a positive constant δ > 0 such that, for any
n sufficiently large, ∫
RN
f(un) > δ. (3)
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Proof 1. For n sufficiently large, by (f4), we have
b+ ‖un‖ > In(un)−
1
α
〈I ′n(un), un〉
=
(
1
2
−
1
α
)
‖un‖
2 +
∫
RN
Vn(x)
(
1
α
f ′(un)un − f(un)
)
>
(
1
2
−
1
α
)
‖un‖
2.
2. Suppose, by contradiction, that inequality (2) does not hold. Then, for
any R > 0, we should have
lim inf
n
sup
y∈RN
∫
BR(y)
|un|
2 dx = 0.
By [5, Lemma 2], up to a subsequence,
lim
n
∫
RN
f(un) = 0
which, by (f2) and (f3), implies also∫
RN
f ′(un)un → 0.
Therefore
a + on(1) 6 In(un)−
1
2
〈I ′n(un), un〉
=
∫
RN
Vn(x)
(
1
2
f ′(un)un − f(un)
)
= on(1),
which contradicts a > 0.
By (f2) we get (3). 
Lemma 2.4. Let un,j ∈ D1,2(RN), n > 1, j > 1, such that ‖un,j‖ > C > 0
and
max
θ>0
In(θun,j) 6 cn + δj, (4)
with δj → 0+. Then, there exist a sequence (yn)n ⊂ RN and two positive
numbers R, µ > 0 such that
lim inf
n
∫
BR(yn)
|un|
2 dx > µ, (5)
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where we have set un := un,n.
In particular, there exists a positive constant δ > 0 such that, for any n
sufficiently large, ∫
RN
f(un) > δ. (6)
Proof Observe that, for any fixed u ∈ D1,2(RN), u 6= 0, there exists θ¯ > 0
such that In(θu) < 0 for any θ > θ¯.
As a consequence, the map gn,u : [0, 1]→ D1,2(RN) defined by
gn,u(θ) = θθ¯u
is in Γn (which is defined in a natural way) and
max
θ∈[0,1]
In(gn,u(θ)) = max
θ>0
In(θu).
For any un,j, consider the map gn,j defined as before. By (4) and [21, Theo-
rem 4.3], there exist two sequences (wn,j)n,j ⊂ D
1,2(RN) and (θn,j)n,j ⊂ [0, 1]
such that
‖wn,j − gn,j(θn,j)‖ 6 δ
1/2
j , (7)
|In(wn,j)− cn| < δj ,
‖I ′n(wn,j)‖ 6 δ
1/2
j .
Now we set wn := wn,n and analogously we do for un,n, θn,n and gn,n. By
definition, for n > 1, there exists tn > 0 such that gn(θn) = tnun.
Since (wn)n satisfies the hypotheses of Lemma 2.3, it is bounded and there
exist a sequence (yn)n ⊂ RN and two positive numbers R, µ > 0 such that
lim inf
n
∫
BR(yn)
|wn|
2 dx > µ.
Moreover, by (7), we have
Ctn 6 ‖tnun‖ 6 ‖tnun − wn‖+ ‖wn‖ 6 h
1/2
n + ‖wn‖ 6 C
′,
that is (tn)n is bounded.
So (5) follows immediately observing that
µ1/2 < ‖wn‖L2(BR(yn)) 6 ‖wn − tnun‖L2(BR(yn)) + ‖tnun‖L2(BR(yn))
6 C ′′
(
‖wn − tnun‖+ ‖un‖L2(BR(yn))
)
6 C ′′
(
h1/2n + ‖un‖L2(BR(yn))
)
.
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By (f2), we get (6). 
Let V̂ be another potential satisfying (V1-2) and assume the following
notations:
Iˆ(u) =
∫
RN
|∇u|2 −
∫
RN
V̂ (x)f(u) dx,
N̂ is its Nehari manifold and cˆ = c(V̂ ).
Lemma 2.5. Let (un)n ⊂ D1,2(RN) such that ‖un‖ = 1 and
I(θ(un)un) = max
θ>0
I(θun)→ c(V ), as n→∞.
If V̂ is another potential satisfying (V1-2) (eventually V̂ = V ), then the
sequence (θˆ(un))n ⊂ R+ such that for every n
Iˆ(θˆ(un)un) = max
θ>0
Iˆ(θun),
possesses a bounded subsequence in R.
Proof If, up to a subsequence, for all n > 1, θˆ(un) 6 1, then we are done.
Suppose that θˆ(un) > 1. Then, for all n > 1, by (f4), we have
[θˆ(un)]
2
∫
RN
|∇un|
2 =
∫
RN
V̂ (x)f ′(θ(un)un)θˆ(un)un
> α
∫
RN
V̂ (x)f(θˆ(un)un)
> α[θˆ(un)]
α
∫
RN
V̂ (x)f(un).
Since α > 2, the conclusion follows from Lemma 2.4 and (V2). 
Lemma 2.6. Let f satisfy (f1-4), V and V̂ satisfy (V1-2).
1. If V 6 V̂ , then c > cˆ.
2. If there exists δ > 0 such that V + δ 6 V̂ , then c > cˆ.
Proof 1. For all u ∈ D1,2(RN), u 6= 0, we have
cˆ = inf
u 6=0
sup
θ>0
Iˆ(θu) 6 sup
θ>0
Iˆ(θu) 6 sup
θ>0
I(θu)
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and then the conclusion.
2. By contradiction, suppose c = cˆ and let (un)n ⊂ N be such that
I(un)→ cˆ. (8)
Consider the sequence (θˆ(un))n ⊂ R+ such that, for every n,
Iˆ(θˆ(un)un) = max
θ>0
Iˆ(θun).
We have
I(un) > I(θˆ(un)un) = Iˆ(θˆ(un)un) +
∫
RN
(V̂ (x)− V (x))f(θˆ(un)un)
> cˆ + δ
∫
RN
f(θˆ(un)un),
so, by (8), we deduce that ∫
RN
f(θˆ(un)un)→ 0.
By (f2-3) and (V2),∫
RN
V̂ (x)f ′(θˆ(un)un) θˆ(un)un → 0,
so, since θˆ(un)un ∈ N̂ , we conclude that
‖θˆ(un)un‖ → 0.
This fact contradicts 3 of Lemma 2.1. 
Lemma 2.7. Suppose that f satisfies (f1-4) and V, Vn satisfy (V1-2), for
all n > 1.
If Vn → V in L∞(RN) then c(Vn)→ c(V ).
Proof In this proof we repeat the arguments of [25, Theorem 3.21], so
we skip some details. It is easy to see that we are reduced to prove the case
Vn = V + hn, with hn → 0. We first show
c+ := lim
hn→0+
c(V + hn) = c(V ).
By Lemma 2.6 certainly c+ 6 c(V ). By contradiction suppose
c+ < c(V ). (9)
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Let δj → 0+. For every n, j > 1, by the definition of cn, there exists
un,j ∈ D1,2(RN) such that ‖un,j‖ = 1 and
max
θ>0
In(θun,j) 6 cn + δj.
Denoting un = un,n, since D1,2(RN) →֒ L2
∗
(RN), we have
c(V ) 6 max
θ>0
I(θun) = I(θ(un)un)
= In(θ(un)un) + hn
∫
RN
f(θ(un)un)
6 max
θ>0
In(θun) + hn
∫
RN
f(θ(un)un)
6 cn + δn + hn
∫
RN
f(θ(un)un)
6 c+ + δn + hn‖θ(un)un‖
2∗
L2∗
6 c+ + δn + Chn
(
θ(un)
)2∗
.
By Lemma 2.5 (θ(un))n is bounded, and then we get a contradiction with
(9).
Now we show
c− := lim
hn→0−
c(V + hn) = c(V ).
By Lemma 2.6 certainly c− > c(V ). By contradiction suppose
c− > c(V ).
Let δn → 0+. For every n > 1, by the definition of c(V ), there exists a
sequence (un)n ⊂ D1,2(RN) such that ‖un‖ = 1 and
max
θ>0
I(θun) 6 c(V ) + δn.
We have
c− 6 cn 6 max
θ>0
In(θun) = In(θn(un)un)
= I(θn(un)un)− hn
∫
RN
f(θn(un)un)
6 max
θ>0
I(θun)− hn
∫
RN
f(θn(un)un)
6 c(V ) + δn − hn
∫
RN
f(θn(un)un)
6 c(V ) + δn − Chn
(
θn(un)
)2∗
.
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Again, the conclusion follows from Lemma 2.5. 
In the sequel we will use the following notations
V0 = sup
x∈RN
V (x);
V∞ = lim sup
|x|→∞
V (x).
By (V2), V0, V∞ ∈ R+. Moreover we define
I∞(u) :=
1
2
∫
RN
|∇u|2 −
∫
RN
V∞f(u),
N∞ :=
{
u ∈ D1,2(RN) \ {0}
∣∣∣ ∫
RN
|∇u|2 =
∫
RN
V∞f
′(u)u
}
,
c∞ := inf
u∈N∞
I∞(u).
The following theorem is a crucial step in view of the proof of Theorem 1.1.
Theorem 2.8. Suppose that (f1-4) and (V1-2) hold. Let V̂ > 0 be such
that
V∞ 6 V̂ .
Then either c is a critical value of I or c > cˆ.
Proof Suppose
V∞ < V̂ . (10)
By Lemma 2.2, there exists a sequence (un)n in D1,2(RN ), such that ‖un‖ = 1
and
max
θ>0
I(θun)→ c, as n→∞. (11)
For any un, we construct the function gn ∈ Γ as in the proof of Lemma 2.4.
Since for any n > 1
max
θ∈[0,1]
I(gn(θ)) = max
θ>0
I(θun),
by [21, Theorem 4.3] there exist a sequence (wn)n in D1,2(RN), hn > 0,
hn → 0 and θn ∈ [0, 1] such that
‖wn − gn(θn)‖ 6 h
1/2
n , (12)
|I(wn)− c| < hn, (13)
‖I ′(wn)‖ 6 h
1/2
n .
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Since (wn)n is a (PS)-sequence at level c, by Lemma 2.3 it is bounded and
therefore there exists w ∈ D1,2(RN) such that, up to a subsequence,
wn ⇀ w, weakly in D
1,2(RN),
wn → w, strongly in L
p
loc(R
N). (14)
It is easy to see that w is a critical point of I, then we need only to check
whether w 6= 0.
By (10), there exists ρ > 0, such that for all |x| > ρ we have V (x) 6 V̂ .
Then, for all α > 0, we get
max
θ>0
I(θun) > I(αun)
= Iˆ(αun) +
∫
Bρ
(
V̂ − V (x)
)
f(αun)
+
∫
RN\Bρ
(
V̂ − V (x)
)
f(αun)
> Iˆ(αun) +
∫
Bρ
(
V̂ − V (x)
)
f(αun).
Taking α = θˆ(un), where θˆ(un) > 0 is such that
Iˆ(θˆ(un)un) = max
θ>0
Iˆ(θun),
by Lemma 2.2, referred to Iˆ, we get
max
θ>0
I(θun) > cˆ+
∫
Bρ
(
V̂ − V (x)
)
f(θˆ(un)un). (15)
By Lemma 2.5, (θˆ(un))n is a bounded sequence.
Now, according to the definition of gn, for every n > 1 consider the number
tn > 0 such that gn(θn) = tnun; by (12)
‖wn‖Lp(Bρ) > ‖tnun‖Lp(Bρ) − ‖wn − tnun‖Lp(Bρ) > ‖tnun‖Lp(Bρ) − h
1/2
n . (16)
Observe that (tn)n is bounded below by a positive constant; otherwise, since
(un)n is a bounded sequence, I(tnun) → 0 along a subsequence, which con-
tradicts (12) and (13).
We consider two possibilities:
• there exists a positive constant γ such that, for any n > 1,
‖un‖Lp(Bρ) > γ; (17)
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• up to subsequences,
‖un‖Lp(Bρ) → 0, as n→∞. (18)
If (17) holds, then from (16) we deduce that there exists a positive constant
γ′ such that
‖wn‖Lp(Bρ) > γ
′
and this, by (14), ensures that w 6= 0.
Moreover I(w) = c. Indeed, since w ∈ N , certainly I(w) > c. On the other
hand, by (f4), for any ρ′ > 0
I(wn)−
1
2
〈I ′(wn), wn〉 =
∫
RN
V (x)
(
1
2
f ′(wn)wn − f(wn)
)
>
∫
Bρ′
V (x)
(
1
2
f ′(wn)wn − f(wn)
)
and then, passing to the limit, by (14) and the arbitrariness of ρ′, we have
c >
∫
RN
V (x)
(
1
2
f ′(w)w − f(w)
)
= I(w).
Hence c is a critical value for I.
Suppose, at contrary, that (18) holds. Then, by (11), (15), Lemma 2.5 and
the continuity of the functional
u ∈ Lp(Bρ) 7→
∫
Bρ
f(u),
we have that c > cˆ.
Finally, if
V∞ = V̂ ,
then the conclusion follows from Lemma 2.7, using similar arguments as
in [25]. 
Theorem 2.9. Suppose that f satisfies (f1-4) and V satisfies (V1-3). Then
c is a critical value for I.
Proof We apply Theorem 2.8 for V̂ = V∞.
By [10] (see also [9]), there exists w, a ground state solution for the problem

−∆u = V∞f ′(u), in RN ,
u > 0,
u ∈ D1,2(RN),
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namely, w ∈ N∞ and I∞(w) = c∞.
Let θ(w) > 0 be such that I(θ(w)w) = maxθ>0 I(θw). By (V3), we have
c∞ = I∞(w) > I∞(θ(w)w)
= I(θ(w)w) +
∫
RN
(V (x)− V∞)f(θ(w)w) > c,
and hence, by Theorem 2.8, we conclude. 
Proof of Theorem 1.1 By the previous theorem, there exists u ∈
D1,2(RN) such that I(u) = c and I ′(u) = 0. First of all, we prove that
u does not change sign. Suppose by contradiction that u = u++u−, u± 6= 0,
where u+ = max{0, u} and u− = min{0, u}. It is easy to see that u± ∈ N ,
so I(u±) > c: the contradiction arises observing that I(u) = I(u+) + I(u−).
Now, since f is even, we can suppose that u > 0. By the strong maximum
principle, we argue that u > 0 and so it is a solution to problem (P). 
If we look for solutions of the problem

−ε2∆u− V (x)f ′(u) = 0, in RN ,
u > 0,
u ∈ D1,2(RN),
(Pε)
for ε > 0 sufficiently small, we can weaken the hypotheses on V , replacing
(V3) by (V4).
By the change of variable x 7→ εx, the equation (Pε) can be reduced to
the following one
−∆u = V (εx)f ′(u),
whose solutions correspond to the critical points of the functional defined on
D1,2(RN)
Iε(u) =
1
2
∫
RN
|∇u|2 dx−
∫
RN
V (εx)f(u) dx
restricted on the Nehari manifold
Nε :=
{
u ∈ D1,2(RN) \ {0}
∣∣∣ ∫
RN
|∇u|2 dx =
∫
RN
V (εx)f ′(u)u dx
}
.
We denote by cε the mountain pass level of the functional Iε, namely
cε = inf
u∈Nε
Iε(u).
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By means of Theorem 2.8, we will prove that, for small ε, cε is a critical value
for Iε.
We need two preliminary lemmas. As in Lemma 3.2 of [9] we can prove
the following
Lemma 2.10. There exists C > 0 such that for all ε > 0 and, for all u ∈ Nε,
we get ‖u‖ > C.
Now fix η ∈ RN and let
Iη(u) =
1
2
∫
RN
|∇u|2 dx−
∫
RN
V (η)f(u) dx,
Nη =
{
u ∈ D1,2(RN ) \ {0}
∣∣∣ ∫
RN
|∇u|2 dx =
∫
RN
V (η)f ′(u)u dx
}
,
and c(η) := c(V (η)) be the mountain pass level of Iη. Consider ω
η a ground
state solution of the problem

−∆u = V (η)f ′(u), in RN ,
u > 0,
u ∈ D1,2(RN),
for any ε > 0 define
ωηε = ω
η(· − η/ε)
and let θηε > 0 be such that θ
η
εω
η
ε ∈ Nε. The following result holds
Lemma 2.11. For any η ∈ RN , we get
lim
ε→0
Iε(θ
η
εω
η
ε ) = c(η).
Proof First we show that (θηε )ε>0 is bounded. If θ
η
ε 6 1, we are done;
otherwise by some computations we have
(θηε )
2
∫
RN
|∇ωηε |
2 =
∫
RN
V (εx)f ′(θηεω
η
ε )θ
η
εω
η
ε > α
∫
RN
V (εx)f(θηεω
η
ε )
> Cα(θηε )
α
∫
RN
f(ωηε )
and then, by a change of variable,
(θηε )
2
∫
RN
|∇ωη|2 > Cα(θηε )
α
∫
RN
f(ωη),
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from which we deduce that (θηε )ε>0 is bounded.
Let θη > 0 be such that, up to a subsequence, θηε → θ
η, as ε → 0. Since
θηεω
η
ε ∈ Nε, by Lemma 2.10 we have that
θηε‖ω
η‖ = θηε‖ω
η
ε‖ = ‖θ
η
εω
η
ε‖ > C.
and then θη 6= 0. We prove that θη = 1.
Indeed
(θηε )
2
∫
RN
V (η)f ′(ωη)ωη = (θηε )
2
∫
RN
|∇ωη|2 = (θηε )
2
∫
RN
|∇ωηε |
2
=
∫
RN
V (εx)f ′(θηεω
η
ε )θ
η
εω
η
ε
=
∫
RN
V (εx+ η)f ′(θηεω
η)θηεω
η.
Letting ε→ 0 and using the Lebesgue’s theorem,
(θη)2
∫
RN
V (η)f ′(ωη)ωη =
∫
RN
V (η)f ′(θηωη)θηωη,
so ∫
RN
(
f ′(θηωη)ωη − f ′(ωη)θηωη
)
= 0.
Since for any z ∈ R, z 6= 0, the function
t > 0 7→
f ′(tz)z
t
− f ′(z)z
vanishes only for t = 1, we deduce that θη = 1.
In conclusion
Iε(θ
η
εω
η
ε ) =
(θηε )
2
2
∫
RN
|∇ωηε |
2 −
∫
RN
V (εx)f(θηεω
η
ε )
=
(θηε )
2
2
∫
RN
|∇ωη|2 −
∫
RN
V (εx+ η)f(θηεω
η)→ Iη(ω
η) = c(η),
and the proof is complete. 
Arguing as in the proof of Theorem 1.1, Theorem 1.2 is an immediate
consequence of the following
Theorem 2.12. Suppose that f satisfies (f1-4) and V satisfies (V1-2) and
(V4). Then there exists ε¯ > 0 such that for any ε ∈ (0, ε¯), cε is a critical
value for Iε.
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Proof Suppose by contradiction that for any ε¯ > 0 there exists ε < ε¯ such
that cε is not a critical value for Iε. Then, by Theorem 2.8, there exists a
sequence εn ց 0
+ such that (cεn)n is bounded from below by c∞.
By (V4) there exists η ∈ RN such that V (η) > V∞, so, by 2 of Lemma 2.6,
c(η) < c∞ 6 cεn.
On the other side, by Lemma 2.11, we know that
cεn 6 Iεn(θ
η
εnω
η
εn)→ c(η)
and so, for εn sufficiently small, we get a contradiction. 
3 A multiplicity result
This section is devoted to the proof of Theorem 1.3. In view of this, from
now on we assume that all the hypotheses of Theorem 1.3 hold.
Set
c0 := inf
η∈RN
cη.
By Lemmas 2.6 and 2.7, we have that
c0 = c(V0) = inf
u∈N0
I0(u),
where
I0(u) :=
1
2
∫
RN
|∇u|2 −
∫
RN
V0f(u),
N0 :=
{
u ∈ D1,2(RN) \ {0}
∣∣∣ ∫
RN
|∇u|2 =
∫
RN
V0f
′(u)u
}
.
As a consequence,
M :=
{
η ∈ RN
∣∣ V (η) = max
ξ∈RN
V (ξ)
}
=
{
η ∈ RN
∣∣ cη = c0};
moreover, Lemma 2.6 and (V4) imply that M is compact and
c0 < c∞. (19)
For all a ∈ R and ε > 0, we define Iaε := {u ∈ Nε | Iε(u) 6 a}.
To prove Theorem 1.3 we will refer to the following abstract multiplicity
theorem (see [21])
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Theorem 3.1. Let M be a C1,1 complete Riemannian manifold modeled
on an Hilbert space and J be a C1 functional on M bounded from below. If
there exists b > infM J such that J satisfies the Palais-Smale condition on the
sublevel J−1(−∞, b), then for any noncritical level a, with a < b, there exist
at least catJa(J
a) critical points of J in Ja, where Ja := {u ∈M | J(u) 6 a}.
So, in order to solve (Pε), we need to study the topology of the sublevels
of the functional Iε|Nε, which is positive by (f4). In particular, we will
compare the topology of the sublevels of Iε with that ofM using the following
lemma, which is a consequence of the definitions of category and homotopic
equivalence (we refer to [7] for more details)
Lemma 3.2. Let ε > 0, a ∈ R and γ > 0. If there exist ψ : M → Iaε and
β : Iaε →Mγ two continuous maps such that β ◦ψ is homotopically equivalent
to the embedding j :M →Mγ , then catIaε (I
a
ε ) > catMγ(M).
Taking these two results into account, the proof of Theorem 1.3 can be
divided in two steps: the study of the topology and the study of the com-
pactness of the sublevels.
The subsection 3.1 will be devoted to the construction of the maps ψ and β
in such a way we can relate the topology of a suitable sublevel of Iε|Nε with
that of M.
In subsection 3.2 we prove the compactness of the Palais-Smale sequences in
a suitable sublevel of Iε|Nε, which is guaranteed by assumption (V4) and a
concentration-compactness argument.
Finally, in subsection 3.3 we give the proof of Theorem 1.3.
3.1 The topology of the sublevels
Fix γ > 0. For any ε > 0 define the map βε : D1,2(RN) \ {0} → RN as
βε(u) =
∫
RN
|∇u|2χ(εx) dx∫
RN
|∇u|2 dx
, for all u ∈ D1,2(RN) \ {0},
where χ : RN → RN is defined as
χ(x) :=
{
x if |x| 6 ρ,
ρ x
|x|
if |x| > ρ,
with ρ > 0 such that Mγ ⊂ Bρ = {x ∈ RN | |x| < ρ}.
It is easy to see that for any ε > 0 the map βε is continuous.
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Lemma 3.3. For any u ∈ D1,2(RN) \ {0}, ε > 0, η ∈ M, denote by
uε,η : x ∈ R
N 7→ u(x− η/ε) ∈ R.
Then
lim
ε→0
βε(uε,η) = η, (20)
uniformly in M.
Proof By some computations
βε(uε,η) =
∫
RN
|∇uε,η|2χ(εx) dx∫
RN
|∇uε,η|2 dx
=
∫
RN
|∇u|2χ(εx+ η) dx∫
RN
|∇u|2 dx
= η +
∫
RN
|∇u|2
(
χ(εx+ η)− η
)
dx∫
RN
|∇u|2 dx
.
So
lim
ε→0
sup
η∈M
∣∣βε(uε,η)− η∣∣ 6 lim
ε→0
sup
η∈M
∫
RN
|∇u|2
∣∣χ(εx+ η)− η∣∣ dx∫
RN
|∇u|2 dx
= 0
since, by the compactness of M, for any δ > 0 there exist r, ε¯ > 0 such that
for all η ∈M and for all ε ∈ (0, ε¯)∫
RN
|∇u|2
∣∣χ(εx+ η)− η∣∣ dx 6 εr ∫
Br
|∇u|2 dx+ 2ρ
∫
Bcr
|∇u|2 dx 6 δ.

Now we introduce a technical lemma which describes a sort of com-
pactness for any sequence (un)n such that for all n > 1, un ∈ Nεn and
Iεn(un) → c0. Observe that such sequences exist by the definition of c0 and
by Lemma 2.11. In the proof, we will follow an idea of [1].
Lemma 3.4. Let εn → 0+, as n → ∞, and, for all n > 1, un ∈ Nεn such
that
lim
n
Iεn(un) = c0. (21)
Then there exists a sequence (ηn)n in R
N , η ∈ M and v ∈ D1,2(RN), such
that
1. ηn → η, as n→∞;
2. vn := un (·+ ηn/εn)→ v in D1,2(RN), as n→∞.
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Proof Since for any n > 1 un ∈ Nεn, by (f4) we have
c0 + on(1) =
(
1
2
−
1
α
)
‖un‖
2 +
∫
RN
V (εx)
(
1
α
f ′(un)un − f(un)
)
>
(
1
2
−
1
α
)
‖un‖
2
and then (un)n is bounded in D1,2(RN). Using [5, Lemma 2], by similar
arguments as in 2 of Lemma 2.3, we can prove that there exists a sequence
(ξn)n ⊂ RN and two positive constants R, µ > 0 such that for any n large
enough ∫
BR(ξn)
|un|
2 > µ. (22)
Define vn := un(· + ξn), ηn := εnξn and θn > 0 such that, for any n > 1,
θnvn ∈ N0.
Claim 1: there exists a positive constant C such that (θn)n ⊂ [C, 1].
Since (vn)n is bounded, by 3 of Lemma 2.1 certainly (θn)n is bounded below
by some C > 0. Moreover, since for any n > 1
θ2n
∫
RN
|∇vn|
2 =
∫
RN
V0f
′(θnvn)θnvn
and ∫
RN
|∇vn|
2 =
∫
RN
V (εnx+ ηn)f
′(vn)vn,
we have∫
RN
V0f
′(θnvn)θnvn = θ
2
n
∫
RN
V (εnx+ ηn)f
′(vn)vn 6 θ
2
n
∫
RN
V0f
′(vn)vn,
that is ∫
RN
V0
(
f ′(θnvn)vn
θn
− f ′(vn)vn
)
6 0.
We conclude the proof of the claim just observing that for any z ∈ R, z 6= 0,
the function
t > 0 7→
f ′(tz)z
t
− f ′(z)z (23)
is non positive if and only if t 6 1.
Claim 2: I0(θnvn)→ c0.
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Since (θnvn)n ⊂ N0, we have
c0 6 I0(θnvn) =
1
2
∫
RN
|∇(θnvn)|
2 −
∫
RN
V0f(θnvn)
6
1
2
∫
RN
|∇(θnvn)|
2 −
∫
RN
V (εnx+ ηn)f(θnvn)
=
∫
RN
V (εnx+ ηn)
(
θ2n
2
f ′(vn)vn − f(θnvn)
)
6
∫
RN
V (εnx+ ηn)
(
1
2
f ′(vn)vn − f(vn)
)
= Iεn(un)→ c0,
where we have used the fact that, for any z ∈ R, z 6= 0, the function
t ∈ [0, 1] 7→ (t2/2)f ′(z)z − f(tz) (24)
is increasing. Now define wn = θnvn.
Claim 3: (wn)n converges strongly in D
1,2(RN) to some w which is a ground
state solution of the problem

−∆u − V0f ′(u) = 0, in RN ,
u > 0,
u ∈ D1,2(RN ).
(25)
By Claim 2 and taking [29, Theorem 8.5] into account, we can suppose that
the sequence (wn)n satisfies the (PS)-condition for the functional I0|N0; by
this assumption, it can be proved (see e.g. [16]) that (wn)n is also a (PS)-
sequence for the unconstrained functional. By Claim 1, the sequence (wn)n is
bounded and then there exists w ∈ D1,2(RN) such that, up to a subsequence,
wn ⇀ w weakly in D
1,2(RN), (26)
wn → w in L
s(B), with B ⊂ RN , bounded, and 1 6 s < 2∗. (27)
Observe that w ∈ N0; indeed, by (22), Claim 1 and (27) we deduce that
w 6= 0, while from (26) and (27) it follows that I ′0(w) = 0.
So, for any δ > 0, there exists r′ = r′(δ) > 0 such that
c0 6 I0(w) =
∫
RN
V0
(
1
2
f ′(w)w − f(w)
)
6
∫
Br′
V0
(
1
2
f ′(w)w − f(w)
)
+ δ
= lim
n
∫
Br′
V0
(
1
2
f ′(wn)wn − f(wn)
)
+ δ,
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from which we deduce that
lim sup
n
∫
Bc
r′
V0
(α
2
− 1
)
f(wn) 6 lim
n
∫
Bc
r′
V0
(
1
2
f ′(wn)wn − f(wn)
)
= c0 − lim
n
∫
Br′
V0
(
1
2
f ′(wn)wn − f(wn)
)
6 δ. (28)
By (f2) and (f3) and (28) we deduce that, for any δ > 0, there exists r′′ =
r′′(δ) > 0 such that
lim sup
n
∫
Bc
r′′
V0f
′(wn)wn 6 δ,
therefore for any δ > 0∫
RN
|∇w|2 6 lim inf
n
∫
RN
|∇wn|
2 6 lim sup
n
∫
RN
V0f
′(wn)wn
= lim
n
∫
Br′′
V0f
′(wn)wn + lim sup
n
∫
Bc
r′′
V0f
′(wn)wn
6
∫
Br′′
V0f
′(w)w + δ 6
∫
RN
|∇w|2 + δ. (29)
By (26) and (29) it follows that, up to a subsequence, wn → w in D1,2(RN)
and then w is a ground state solution of (25).
Claim 4: (ηn)n converges to some η ∈ M and (vn)n converges strongly
in D1,2(RN ) to a ground state solution of (25).
First observe that, by Claim 1, up to a subsequence (θn)n converges to some
θ0 > 0. Therefore, by Claim 3, there exists a subsequence (identically rela-
beled) of (vn)n and v ∈ D1,2(RN) \ {0} such that vn → v in D1,2(RN).
There are two possibilities:
1. |ηn| → +∞;
2. up to a subsequence, there exists η ∈ RN such that ηn → η ∈ R
N .
Suppose that |ηn| → +∞ as n→∞.
For any fixed δ > 0, let r = r(δ) > 0 be such that∫
Bcr
f(vn) < δ.
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Since V∞ = lim sup|x|→∞ V (x), for n sufficiently large, and for all x ∈ Br, we
get
V (εnx+ ηn) 6 V∞ + δ.
Therefore, for n large∫
RN
V (εnx+ ηn)f(vn) =
∫
Br
V (εnx+ ηn)f(vn) +O(δ)
6
∫
Br
(V∞ + δ)f(vn) +O(δ) 6
∫
RN
(V∞ + δ)f(vn) +O(δ).
Passing to the limit and by the arbitrariness of δ > 0
lim sup
n
∫
RN
V (εnx+ ηn)f(vn) 6
∫
RN
V∞f(v). (30)
Let θ∞ > 0 be such that θ∞v ∈ N∞, namely
θ2∞
∫
RN
|∇v|2 =
∫
RN
V∞f
′(θ∞v)θ∞v.
By (30) and since un ∈ Nεn, we have
c∞ 6
θ2∞
2
∫
RN
|∇v|2 −
∫
RN
V∞f(θ∞v)
6
θ2∞
2
lim
n
∫
RN
|∇vn|
2 − lim sup
n
∫
RN
V (εnx+ ηn)f(θ∞vn)
6 lim inf
n
(
θ2∞
2
∫
RN
|∇vn|
2 −
∫
RN
V (εnx+ ηn)f(θ∞vn)
)
= lim inf
n
Iεn(θ∞un) 6 lim inf
n
Iεn(un) = c0,
and we get a contradiction with (19).
So, up to subsequences, there exists η ∈ RN such that ηn → η, as n → ∞.
By Lebesgue theorem,∫
RN
V (εnx+ ηn)f(vn)→
∫
RN
V (η)f(v)
and ∫
RN
V (εnx+ ηn)f
′(vn)vn →
∫
RN
V (η)f ′(v)v,
from which we deduce
Iη(v) = c0 and v ∈ Nη,
that is c0 = cη and η ∈M. 
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Theorem 3.5. Let δn → 0+, as n→∞. Then, for every γ > 0, there exists
(ε¯n)n, ε¯n → 0+, such that, for n sufficiently large and for every ε ∈ (0, ε¯n),
Ic0+δnε 6= ∅ and βε(I
c0+δn
ε ) ⊂Mγ .
Proof By Lemma 2.11, certainly for any n > 1 Ic0+δnε 6= ∅ for small ε.
Now suppose by contradiction that there exists γ > 0 and εn → 0+ such that
for any n > 1 there exists un ∈ Ic0+δnεn and
dist(βεn(un),M) > γ. (31)
Since by Lemma 2.6 c0 6 cεn for any n > 1, we have
lim
n
Iεn(un) = c0.
By Lemma 3.4, there exists a sequence (ηn)n in R
N , η ∈M and v ∈ D1,2(RN ),
such that ηn → η and vn := un (·+ ηn/εn) → v, in D1,2(RN ), as n → ∞.
This implies that (ηn)n ⊂Mγ .
We claim that
lim
n
∫
RN
|∇vn|
2χ(εnx+ ηn) =
∫
RN
|∇v|2η.
In fact, for any δ > 0, there exists r = r(δ), such that, for n sufficiently large,∫
Bcr
|∇vn|
2 6 δ,
∫
Bcr
|∇v|2 6 δ,
hence, ∣∣∣∣
∫
RN
|∇vn|
2χ(εnx+ ηn)−
∫
RN
|∇v|2η
∣∣∣∣
6
∣∣∣∣
∫
Bcr
|∇vn|
2χ(εnx+ ηn)
∣∣∣∣+
∣∣∣∣
∫
Bcr
|∇v|2η
∣∣∣∣
+
∣∣∣∣
∫
Br
(|∇vn|
2 − |∇v|2)χ(εnx+ ηn)
∣∣∣∣
+
∣∣∣∣
∫
Br
|∇v|2(χ(εnx+ ηn)− η)
∣∣∣∣ = Cδ.
This implies that
βεn(un) =
∫
RN
|∇un|2χ(εnx)∫
RN
|∇un|2
=
∫
RN
|∇vn|2χ(εnx+ ηn)∫
RN
|∇vn|2
→ η
which contradicts (31). 
On a “zero mass” nonlinear Schro¨dinger equation 25
Let ω be a ground state solution of the problem

−∆u = V0f ′(u), in RN ,
u > 0,
u ∈ D1,2(RN).
For any η ∈ M and ε > 0 define the new function
ωηε = ω(· − η/ε)
and let θηε > 0 be such that θ
η
εω
η
ε ∈ Nε. We set
Φε : η ∈M 7→ θ
η
εω
η
ε ∈ Nε.
By [9], Φε is continuous. Moreover, arguing as in Lemma 2.11, we can prove
the following result
Theorem 3.6. Uniformly for η ∈M
lim
ε→0
Iε(Φε(η)) = c0.
Combining the results of Lemma 3.3, Theorems 3.5 and 3.6 we get the
following
Theorem 3.7. Let δn → 0
+, as n→∞. Then, for every γ > 0, there exists
(ε¯n)n, ε¯n → 0+, such that for n sufficiently large and for every ε ∈ (0, ε¯n) we
have
catI˜nε I˜
n
ε > catMγ M,
where I˜nε := I
c0+δn
ε .
Proof Let δn → 0+, as n → ∞, and γ > 0. According to Theorem 3.6,
there exists (ε¯′n)n such that for every ε ∈ (0, ε¯
′
n)
Φε : η ∈M 7→ Φε(η) ∈ I
c0+δn
ε . (32)
By Theorem 3.5, there exists (ε¯′′n)n, ε¯
′′
n → 0
+, such that, for n sufficiently
large and for every ε ∈ (0, ε¯′′n):
βε : u ∈ I
c0+δn
ε 7→ βε(u) ∈Mγ . (33)
These last two formulas hold simultaneously for any ε ∈ (0, ε¯n), where ε¯n =
min{ε¯′n, ε¯
′′
n}.
Moreover using Lemma 3.3 we have that, uniformly for η ∈M
lim
ε→0
βε(Φε(η)) = η.
So for every ε > 0 sufficiently small, the map βε ◦Φε is homotopically equiv-
alent to the canonical injection j : M → Mγ. By (32), (33) and Lemma 3.2
we get the conclusion. 
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3.2 The compactness on the sublevels
This section is completely devoted to the study of the compactness properties
of the Palais Smale sequences. In particular, in view of Theorem 3.1 and of
the topological considerations in the previous section, we are interested in
investigating the compactness properties of the sublevels of the type Iaε with
a > c0. The following result has been obtained by similar arguments as in
[1].
Lemma 3.8. Let (vn)n ⊂ D1,2(RN) and d < c∞ be such that
Iε(vn)→ d, 〈I
′
ε(vn), vn〉 → 0. (34)
If
vn ⇀ 0 in D
1,2(RN),
then vn → 0 in D1,2(RN).
Proof Let (vn)n satisfy (34) with d < c∞, and assume that vn ⇀ 0.
We show that d = 0. Indeed, since 〈I ′ε(vn), vn〉 → 0, we have∫
RN
|∇vn|
2 =
∫
RN
V (εx)f ′(vn)vn + on(1), (35)
and then, by (f4),
d = Iε(vn)−
1
2
〈I ′ε(vn), vn〉+ on(1)
=
∫
RN
V (εx)
(
1
2
f ′(vn)vn − f(vn)
)
+ on(1) > on(1),
from which we deduce that d > 0. Now suppose by contradiction that d > 0.
It is easy to see that the conclusions of Lemma 2.3 hold also for (vn)n, so
there exist a sequence (yn)n ⊂ R
N and three positive numbers R, µ, δ > 0
such that
lim inf
n
∫
BR(yn)
|vn|
2 dx > µ, (36)
and ∫
RN
f(vn) > δ. (37)
Let (θn)n ⊂ R+ be such that θnvn ∈ N∞. We prove that (θn)n is bounded. If
θn 6 1 we are done; otherwise, since by (f4)
θ2n
∫
RN
|∇vn|
2 =
∫
RN
V∞f
′(θnvn)θnvn > αθ
α
n
∫
RN
V∞f(vn),
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the conclusion follows by the boundedness of (vn)n in D1,2(RN), (f2-3) and
(37).
We are going to prove by contradiction that lim infn θn 6 1. Define v˜n :=
vn(·+ yn) and let ρ > 0 and R′ > 0 such that
V (εx) 6 V∞ + ρ, ∀ |x| > R
′.
We have that, for any (wn)n ⊂ D
1,2(RN) such that wn ⇀ 0 weakly in
D1,2(RN)∫
RN
V (εx)f ′(wn)wn =
∫
BR′
V (εx)f ′(wn)wn +
∫
Bc
R′
V (εx)f ′(wn)wn
6 on(1) +
∫
Bc
R′
(V∞ + ρ)f
′(wn)wn
6 on(1) +O(ρ) +
∫
RN
V∞f
′(wn)wn, (38)
and, analogously,∫
RN
V (εx)f(wn) 6 on(1) +O(ρ) +
∫
RN
V∞f(wn). (39)
Since θnvn ∈ N∞, by (35) and (38) we have∫
RN
V∞f
′(θnvn)θnvn + on(1) = θ
2
n
∫
RN
V (εx)f ′(vn)vn
6 on(1) +O(ρ) + θ
2
n
∫
RN
V∞f
′(vn)vn. (40)
If we suppose that lim infn θn > 1, then by (23) and (40)∫
BR
(
f ′(θnv˜n)v˜n
θn
− f ′(v˜n)v˜n
)
6
∫
RN
(
f ′(θnv˜n)v˜n
θn
− f ′(v˜n)v˜n
)
6 on(1) +O(ρ).
On the other hand, by the boundedness of (v˜n)n and of (θn)n, from (36) we
deduce that, up to a subsequence,∫
BR
(
f ′(θnv˜n)v˜n
θn
− f ′(v˜n)v˜n
)
→ C > 0.
Then, up to a subsequence, one of the following two possibilities holds:
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i) ∀n > 1 : θn 6 1,
ii) ∀n > 1 : θn > 1 and limn θn = 1.
If i) holds, then by (24), (35) and (39) we have
c∞ 6
1
2
∫
RN
|∇(θnvn)|
2 −
∫
RN
V∞f(θnvn)
6
∫
RN
V (εx)
(
θ2n
2
f ′(vn)vn − f(θnvn)
)
+ on(1) +O(ρ)
6
∫
RN
V (εx)
(
1
2
f ′(vn)vn − f(vn)
)
+ on(1) +O(ρ)
= Iε(vn) + on(1) +O(ρ);
if ii) holds, then, by (39),
Iε(vn)− c∞ >
1
2
∫
RN
|∇vn|
2 −
∫
RN
V (εx)f(vn)
−
θ2n
2
∫
RN
|∇vn|
2 +
∫
RN
V∞f(θnvn)
>
1− θ2n
2
∫
RN
|∇vn|
2 +
∫
RN
V (εx)
(
f(θnvn)− f(vn)
)
+ on(1) +O(ρ)
> on(1) +O(ρ).
Both in the first and in the second case we can conclude that
c∞ 6 Iε(vn) +O(ρ) + on(1) = d+O(ρ) + on(1),
and then, letting n go to ∞ and taking ρ smaller and smaller, we deduce
c∞ 6 d which contradicts our hypothesis.
So we have proved d = 0, that is∫
RN
V (εx)
(
1
2
f ′(vn)vn − f(vn)
)
→ 0.
By (f4) we deduce that ∫
RN
V (εx)f(vn)→ 0
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and then, by (f2), (f3) and (35),∫
RN
|∇vn|
2 =
∫
RN
V (εx)f ′(vn)vn + on(1)→ 0,
and we are done. 
Theorem 3.9. For any ε > 0 small enough, the sublevel Ic∞ε is nonempty
and, moreover, Iε|Nε satisfies the (PS)-condition in the strip [cε, c∞).
Proof First observe that, by Theorem 3.6 and hypothesis (V4), for ε
small enough the sublevel Ic∞ε is nonempty.
Now, let (un)n ⊂ Nε be a Palais Smale sequence at the level λ < c∞, namely
Iε(un) = λ+ on(1), (41)
I ′ε|Nε(un) = on(1). (42)
Actually (un)n is a (PS)-sequence for the unconstrained functional, namely
lim
n
sup
v∈D1,2
‖v‖=1
〈I ′ε(un), v〉 = 0. (43)
By Lemma 2.3, the sequence (un)n is bounded in D1,2(RN), and therefore
there exists u ∈ D1,2(RN) such that, up to a subsequence,
un ⇀ u weakly in D
1,2(RN), (44)
un → u in L
s(B), with B ⊂ RN , bounded, and 1 6 s < 2∗. (45)
By (42), (44) and (45) I ′ε(u) = 0, so
Iε(u) = Iε(u)−
1
2
〈I ′ε(u), u〉 =
∫
RN
V (εx)
[
1
2
f ′(u)u− f(u)
]
> 0. (46)
We set vn = un − u, so that our aim is to prove that vn → 0. We show that
(vn)n satisfies all the hypotheses of Lemma 3.8.
By [9, Lemma 2.8] and (46)
Iε(vn) = Iε(un)− Iε(u) + on(1) = λ− Iε(u) + on(1)→ λ− Iε(u) < c∞.
Moreover, again by [9, Lemma 2.8], we infer that
〈I ′ε(vn), vn〉 = 〈I
′
ε(un), un〉 − 〈I
′
ε(u), u〉+ on(1) = on(1),
and so we are done. 
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3.3 Proof of Theorem 1.3
Let γ > 0 and fix δn → 0
+.
Since c0 < c∞, for n sufficiently large, I
c0+δn
ε ⊂ I
c∞
ε and then Theorem 3.9
implies that (PS)-condition holds in Ic0+δnε , for small ε. Therefore, applying
Theorem 3.1 to our case, there exists at least cat
I
c0+δn
ε
(Ic0+δnε ) critical points
of the functional Iε. Now by Theorem 3.7, up to take smaller ε and greater
n, we find at least catMγ (M) critical points of Iε with energy less or equal
to c0 + δn. We need only to prove that such solutions are strictly positive.
First we show that they do not change sign. Otherwise, we would have
u ∈ D1,2(RN) a critical point of Iε,
Iε(u) 6 c0 + δn, (47)
such that u = u+ + u−, u± 6= 0, where u+ = max{0, u} and u− = min{0, u}.
Since u± ∈ Nε, then Iε(u±) > cε > c0. But Iε(u) = Iε(u+) + Iε(u−) > 2c0
which contradicts (47).
Now, since f is even, we can suppose that all these solutions are nonnegative.
Actually, by the strong maximum principle, we argue that they are positive.
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