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Preface 
Scope and Objectives 
The development of computational algorithms for the analysis of anatomical/structural medical images depicting 
only a snapshot of the living tissue has been the primary focus of past MICCAI proceedings and workshops. 
Medical imaging modalities that capture changes in living tissue with time are becoming more prevalent and 
provide a valuable source of knowledge about tissue and organ processes and physiology. This workshop 
provides a venue for presenting the latest advances in mathematical techniques and computational algorithms for 
extracting clinically relevant information from functional and time-varying medical image data. 
 
Topics 
Contributions were solicited in, but were not limited to, the following areas: 
• Novel algorithms for processing and analysis of functional medical image data, including denoising, 
enhancement, restoration, clustering, segmentation, tracking, matching, registration, fusion, kinetic 
modeling, etc. 
• Methods for information extraction from functional medical image modalities including positron emission 
tomography (PET), single photon emission computed tomography (SPECT), functional magnetic 
resonance imaging (fMRI), dynamic contrast-enhanced MRI (DCE MRI), tagged MRI, phase contrast MRI, 
flow imaging, ultrasound, etc. and from multi-modal data fused with other signals such as MEG or EEG. 
• Functional medical image computing algorithms (computational physiology) for quantification and analysis 
of electro-physiological signals, motion patterns, tracer uptake and tissue kinetics, perfusion, flow, 
activation patterns, responses to stimuli, progress of pathology or treatments, and other processes related 
to cardiac, neural, musculoskeletal, renal, blood and other organs, tissues, and fluids at a variety of scales 
of molecular, cellular, tissue, organ, and whole body imaging. 
 
Dates 
Full-paper submission:   June 13, 2008  
Notification of acceptance:  July 15, 2008 
Camera-ready papers:   July 31, 2008 
Workshop:     September 10, 2008 
 
Summary of Submissions and Review Process 
We had 26 completed submissions with authors from 15 different countries (Belgium, Brazil, Canada, China, 
Denmark, France, Germany, Iran, Italy, Japan, Netherlands, New Zealand, Norway, UK, USA), from academia, 
industry and governmental institutes. The topics covered a number of functional medical image modalities, 
including fMRI, PET, DCE-MRI, tagged-MRI, multi-modal data, and cardiac potential. Different clinical areas were 
treated, including neurological, cardiac, renal, musculoskeletal, and breast imaging. The methodologies spanned 
techniques for brain activation and connectivity, segmentation, registration, motion correction, and tracking. 
 
We are thankful to the 33 program committee members and reviewers who provided an average of 4.2 expert 
reviews per paper. The papers were ranked according to the expertise-weighted score. The top 8 ranked papers 
were accepted for oral presentations (31%) and the next 8 for posters. The range of possible scores was 1 to 5, 
with 5 being the best. The lowest score for orals was 3.69 expertise-weighted (3.7 raw score). The respective 
numbers for posters were 3.0 (and 3.0). The paper submission and reviewing was managed using the Precision 
Conference Solutions (PCS). 
  
Ghassan Hamarneh and Rafeef Abugharbieh  
Workshop co-chairs and co-organizers 
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Abstract: 
Data driven methods such as independent component analysis (ICA) have proven quite effective for the analysis of 
fMRI data and for discovering associations between fMRI and other medical imaging data types. Without imposing 
strong modeling assumptions, these methods efficiently take advantage of the multivariate nature of the fMRI data 
and are particularly attractive for use in cognitive paradigms where detailed a priori models of brain activity are not 
available. 
In this talk, we review three data-driven methods that have been successfully applied to fMRI: principal component 
analysis, ICA, and canonical correlation analysis. In particular, we discuss different algorithms that can be used to 
achieve ICA, their mutual relationships, their advantages and disadvantages as well as recent results in 
complex-valued ICA and its promise for the analysis of fMRI data in its native complex form. We provide examples 
of the application of all three data-driven approaches to fMRI data analysis and the fusion of fMRI data with other 
medical data types, such as EEG and structural MRI data. 
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University of Campinas, Brazil, and École Supérieure de Physique et de Chimie Industrielles, Paris, France. 
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Member, Machine Learning for Signal Processing Technical Committee and an Associate Editor, IEEE 
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The multiple comparison problem in fMRI - a new
method based on anatomical priors
G. Lohmann, J. Neumann, K. Mu¨ller, J. Lepsien, R. Turner
Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany
Abstract. The multiple comparison problem arises in the statistical analysis of
functional magnetic resonance images (fMRI) because independent statistical
tests are performed at each voxel of an image. As there are typically many thou-
sands of voxels in an image a standard significance threshold of p < 0.05 would
lead to many false positive classifications. Several methods for multiple com-
parison correction have been proposed in the past but they all ignore anatomi-
cal information resulting in a bias against small anatomical structures. Here, we
propose a new approach based on Monte Carlo simulations that explicitly incor-
porates anatomical priors, namely hemispheric symmetry. Applications to fMRI
data show that this method is indeed more sensitive to small activations provided
they are bilateral.
1 Introduction
One of the principal goals in functional magnetic resonance imaging (fMRI) is the
detection of activation areas in the human brain using sophisticated statistical analy-
sis methods. The most widely used statistical methods are based on the general linear
model (GLM). A GLM provides information on how one or more covariates correspond
to the experimental design. This information is used as input for further statistical anal-
ysis where an effect of interest, usually the contrast between two experimental condi-
tions, is investigated. A standard fMRI data analysis uses null hypothesis significance
tests (NHST) based on frequentist t- or F -statistics.
In this context, we are confronted with the so-called ’multiple comparison problem’.
This problem arises because independent statistical tests are performed at each voxel of
an image. If for example an image contains 10, 000 voxels so that the statistical test is
repeated 10, 000 times, and a significance threshold of 0.05 is applied, then we would
expect to obtain approximately 500 false positive voxels when averaging across many
repetitions of the experiment. As a consequence, small activation areas may potentially
consist of only false positives, and hence cannot be trusted unless some kind of correc-
tion is applied. The most straightforward method for multiple comparison correction
is the so-called ’Bonferroni’ method. The idea is to simply divide the initially defined
significance level by the number of independent tests. In fMRI, this number usually
exceeds 10,000 or more, so that the resulting corrected threshold would then be on the
order of 1.0−6. Clearly, this threshold is by far too conservative, and would lead to
many false negative classifications.
Consequently, many methods have been developed in the context of fMRI data anal-
ysis that are less conservative and therefore better suited for this domain (1; 2). Some
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Fig. 1. Generation of random clusters. a) N (0.1) distributed random image superimposed on a
T1-weighted MR brain image; b) Gaussian smoothing with fwhm = 9 mm; c) clusters obtained
by thresholding at zt = 2.576 (p0 = 0.005). The clusters in the right image correspond to
’false positives’. Their features are recorded to check the likelihood of obtaining such clusters by
chance. At least 1000 images of this type must be generated to obtain a probability distribution
of feature combinations.
methods are based on Gaussian Random Field theory and permutation tests (3; 4; 5),
while others use Monte Carlo type simulations (6; 7). Recently, the false discovery rate
approach has been proposed for multiple comparison correction of fMRI data (8; 9)
where it has become one of the most widely used methods. However, in spite of of-
fering a significant improvement over the traditional Bonferroni correction, we are still
faced with the problem of false negatives. Quite often, activation areas fail significance
testing even though - based on expert knowledge - they are obviously ’true’ activations.
For example, activations in subcortical structures are often clearly present but are ex-
cluded by multiple comparison correction because they are small and often not very
strong. Most multiple comparison corrections test for either activation size or activation
strength or a combination of both (4), so that small and weak activations are always
excluded. Nonetheless, quite often we find such activations - for instance in the left and
right hippocampi - that seem quite trustworthy because they are located in anatomically
plausible locations. This is all the more the case when such activations occur bilaterally.
Here, we propose a new method for multiple comparison correction that aims at
minimizing false negatives while avoiding false positives. The primary idea is to include
anatomical knowledge into the procedure - specifically we exploit left/right hemispheric
symmetries. Our approach is an extension of the Monte Carlo method previously pro-
posed by (6; 7).
2 The method
We assume that fMRI data are given and that a statistical parametric map was created
using a single-voxel fMRI data analysis procedure where each voxel is analysed inde-
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pendently of its neighbours. Each voxel in this map contains a p-value that indicates the
statistical significance of the effect of interest. Initially, the p-values are uncorrected so
that a naive thresholding at a significance level of p < 0.05 would certainly produce
many false positives.
In multiple comparison correction, we try to obtain criteria for distinguishing false
positive from true positive classifications. A false positive can be thought of as being
produced by chance rather than by a physiological effect. As in (6; 7), our approach be-
gins by generating a series of images in which each voxel contains a randomly generated
value drawn from a unit Gaussian distribution N (0,1) (see figure 1). Each “activation”
that is found in such an image is a “false positive” by definition as it is created by a
random process.
The geometric properties of each random image in the series should resemble those
of the original map. In particular, spatial resolution and spatial smoothness should
match. Spatial smoothness describes the degree of spatial correlation within the map.
Several methods for smoothness estimation exist (7; 10), and we assume that it has
been obtained from the original map using such a procedure. In order to simulate spa-
tial smoothness, we convolve each random image using a Gaussian smoothing kernel
with a standard deviation that corresponds to the smoothness of the original map. In ad-
dition, we use the original map to mask out non-brain voxels so that the random images
contains the same number of ’brain’ voxels as the original map.
For each image, we compute the sample mean µ and sample standard deviation σ.
We then compute a threshold zt such that a fraction of approximately p0 of all voxels
has an intensity greater than zt. The quantity p0 is supplied by the user and represents an
initial uncorrected significance threshold, e.g. p0 = 0.005. The quantity zt is obtained
using the inverse of the Gaussian cumulative distribution function. Next, the Gaussian
filtered random image is thresholded at zt resulting in a binary image that contains a
set of connected components. We now fill a histogram of cluster sizes where for each
cluster size s, we record the number of images in which at least one cluster of size s or
larger was present. Finally, we divide this histogram by the number of random images
to compute the probability of obtaining a cluster of a given size by chance.
We expect small areas to be more frequent than larger areas because a large area is
less likely to be produced by chance than a small one. This is the central idea in (7; 6). It
is implemented in the software package AFNI (11) where it is called ’alphasim’. While
this idea works very well in many cases, it fails in cases where ’true’ activations are
small - which may happen when the underlying anatomical structures are small. For in-
stance, subcortical regions such as hippocampus or thalamus quite often produce strong
but spatially small activations and thus are in danger of being erroneously dismissed.
In order to deal with this problem, we propose to test for two further cluster features
in addition to cluster size. The first feature is the minimal p-value per cluster. The idea
is that even small clusters may be ’true’ activations if they show a strong effect. The
second feature exploits an anatomical prior, namely the fact that many brain structures
show a left/right hemispheric symmetry and are co-activated bilaterally. Hemispheric
symmetry has been used by Ashburner et al. (12) in the context of registration and
voxel-based morphometry. Here, we propose to use it for multiple comparison correc-
tion.
3
For each cluster in a random image, we compute three features: cluster size (number
of voxels), the value of its smallest uncorrected p-value, and a symmetry index. The
smallest uncorrected p-value per cluster is a feature that allows the identification of
clusters that may be significant due to a strong activation peak even if they are small.
The symmetry index is defined as follows. For each cluster, we try to find a contra-
lateral counterpart by reflecting the x-coordinates of all voxels in this cluster around
the x-axis of the stereotactic Talairach coordinate system. An overlap with a contra-
lateral cluster indicates symmetry, and the degree of the overlap is used as an index for
the degree of symmetry. Of course, left-right hemispheric symmetry in the human brain
is generally more complex than a simple reflection around the x-axis of the stereotactic
coordinate system. However, as we will show in the following, in using this simple
approximation of symmetry we can avoid at least some false negative classifications.
In order to include more than one feature, we extend the histogram to multiple
dimensions. Since we propose to use three features - cluster size, effect strength and
hemispheric symmetry - we use a three-dimensional histogram of cluster features. We
fill this histogram such that for each combination of the three cluster features we record
the number of images in which at least one cluster of size s or larger, value p or smaller
and symmetry index i or larger, was present. As before, we divide this histogram by
the number of random images to compute the probability of obtaining a cluster of a
given feature combination by chance. For ease of presentation, we call this method
’multicomp’.
Note that the one-dimensional probability distribution derived by the ’alphasim’
method corresponds to a marginal distribution of this new three-dimensional method so
that
P (X = x) =
∑
Y
∑
Z
P (X = x, Y = y, Z = z) ≥ P (X = x, Y = y, Z = z), ∀x, y, z
where X,Y, Z are random variables representing cluster size, maximal z-values, and
symmetry index, respectively. In other words, the probability of obtaining a cluster
having a single given feature value by chance is always larger than the probability of
obtaining a cluster having a combination of several given feature values. As a conse-
quence, ’multicomp’ is less conservative than ’alphasim’. All clusters that survive the
’alphasim’ correction will also survive the ’multicomp’ correction. Also, the symmetry
feature as a third component cannot produce additional false negatives - even though
the symmetry definition is rather crude. By the same line of argument, any new feature
that is added to the histogram and thus to the probability distribution can only make the
method less conservative.
3 Experimental data
We applied the ’multicomp’ procedure to fMRI data from an event-related single trial
version of the Color-Word Matching Stroop task previously published in (13; 14). For
illustration, we present data from one subject who participated in this study.
This experiment had three experimental conditions (neutral, congruent, and incon-
gruent). During neutral trials, letters presented in the top row of the screen were ‘XXXX’
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Fig. 2. Activation map of a single subject of the Stroop experiment, and the results of thresh-
olding after multiple comparison correction (left). The right-hand plot shows the corresponding
threshold combinations found by ’multicomp’. for the features cluster size, maximal z-value and
symmetry index. The cluster size is given in number of voxels. The symmetry index is defined as
percentage of overlap with a contralateral cluster.
printed in red, green, blue, or yellow, and the bottom row consisted of the color words
‘RED’, ‘GREEN’, ‘BLUE’ and ‘YELLOW’ printed in black. For congruent trials,
the top row consisted of the color words ‘RED’, ‘GREEN’, ‘BLUE’ and ‘YELLOW’
printed in the congruent color. The incongruent condition was identical to the congru-
ent one, except that the color word was printed in an incongruent color (e.g. ‘GREEN’
printed in red), in order to produce an interference between color word and color name.
The conditions were presented in a randomized order.
The experiment was carried out on a 3T scanner (Medspec 30/100, Bruker, Ettlin-
gen). Sixteen axial slices (19.2cm FOV, 64× 64 matrix, 5mm thickness, 1mm spacing),
parallel to the AC-PC plane and covering the whole brain were acquired using a single
shot, gradient recalled EPI sequence (TR 2000ms, TE 30ms, 90◦ flip angle).
All data sets were subjected to a standard analysis sequence including motion cor-
rection, baseline correction, transformation into the Talairach stereotactic coordinate
frame, and application of the general linear model for obtaining regression parameters
using the software package Lipsia (15). For each data set, we obtained a map of z-values
indicating the uncorrected level of significance for the the contrast between congruent
and incongruent trials. A more detailed description of the analysis procedure can be
found in (14).
We have applied ’multicomp’ to these fMRI data using a sequence of 1000 random
images. The map contained about 52000 brain voxels where voxels were isotropic with
3×3×3 mm resolution. The computation time was less than 2 minutes on a 2GHz Linux
workstation. An activation map of a single subject is shown in figure 2. Each voxel in
this map has a z-value indicating the uncorrected significance level of the contrast of
interest. For illustration purposes, this map is shown here without any thresholding. In
the following, we will focus only on positive contrast values. The ’multicomp’ proce-
dure produces triples of thresholds corresponding to cluster size, maximal z-value and
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symmetry index, respectively. In applying these thresholds to the map of figure 2, we
obtain twelve clusters. When ’multicomp’ is used without hemispheric symmetry infor-
mation, we obtain pairs of thresholds corresponding to cluster size and maximal z-value
per cluster. In this case, seven clusters pass these thresholds (tables 1,2).
In comparison, the ’alphasim’ procedure yields a cluster-size threshold of 63 voxels
when an initial threshold of p0 = 0.005 is used. Six clusters survive this threshold,
compared to seven clusters when using two features, and twelve clusters when using
three features (tables 1,2). Using FDR (false discovery rate) for multiple comparison
correction (8; 9) yields an FDR-corrected z-value threshold of z = 4.065 that is passed
by no more than 28 voxels (see table 3). Comparing with table 1, we find that one cluster
has a maximal z-value of less than z = 4.065 so that it is dismissed by FDR. All other
clusters of table 1 survive FDR, but are much smaller.
4 Discussion
We have proposed a new method for multiple comparison correction of fMRI activation
maps. Since it is based on Monte Carlo simulations it is not restricted to images of high
spatial smoothness as is the case with methods that are based on Gaussian Random
Field theory. Existing methods are usually based on a combination of spatial extent and
activation peak as the main source of information. However, many activations - espe-
cially those in subcortical areas - are often small and weak, and yet plausible due to their
location and hemispheric symmetry. Such activations are usually dismissed leading to
a bias against small anatomical structures.
In some cases, it is possible to circumvent this problem by restricting multiple com-
parison correction to a small volume of interest. However, this approach is only viable
if well-defined anatomical hypotheses exist. Our method deals with this problem by
incorporating hemispheric symmetry as an additional anatomically plausible feature
allowing us to prevent at least some bilateral activations from being dismissed erro-
neously.
Note that our method is also applicable if no hemispheric symmetry is present. If
hemispheric symmetry is not present then the three-dimensional histogram from which
we compute the probability of obtaining false positives will be equivalent to the two-
dimensional histogram in which symmetry was not included as a feature. Hence, in
this case there will be no increase in sensitivity. If on the other hand symmetry is de-
tected then the probability that it produces a false positive effect is assessed using the
same mechanism as for the other two features ensuring that no misleading results are
produced.
We have proposed a rather simple definition of hemispheric symmetry. The cost of
using this simplification is that we may loose sensitivity. This loss in sensitivity can be
avoided if the statistical map to be analysed is first registered to a symmetrical template
as proposed in (12) for voxel based morphometry.
Our method can be easily extended to more dimensions if any additional cluster
features emerge for which reasonable anatomical priors exist. However, as the number
of features increases, the number of feature combinations increases as well so that the
number of random image should be increased accordingly.
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id size (voxels) max z-value address
1 31 4.791 32 -3 56
2 92 4.094 -27 -3 47
3 132 4.632 -24 -59 53
4 175 4.677 -42 14 15
5 85 4.237 47 17 9
6 64 3.741 -8 -98 3
7 77 4.643 22 -73 -12
Table 1. Table of significant clusters after applying ’multicomp’. The table lists significant clus-
ters (p < 0.05, corrected) for a 2D feature combination (cluster size and maximal z-value per
cluster). The symmetry feature was not used here. The address refers to the Talairach coordinate
of the most significant voxel within the cluster.
id size (voxels) max z-value symmetry index address
1 31 4.791 0.032 32 -3 56
2 92 4.094 0.022 -27 -3 47
3 132 4.632 0.068 -24 -59 53
4 26 3.391 0.231 -5 17 47
5 39 3.379 0.231 29 -65 50
6 21 3.773 0.286 38 6 27
7 175 4.677 0.200 -42 14 15
8 85 4.237 0.353 47 17 9
9 27 3.683 0.148 10 -3 3
10 64 3.741 0.078 -8 -98 3
11 14 3.533 0.214 19 -93 0
12 77 4.643 0.000 22 -73 -12
Table 2. Table of significant clusters after applying ’multicomp’. The table lists significant clus-
ters (p < 0.05, corrected) for a 3D feature combination (cluster size, maximal z-value per cluster
and symmetry index). Note that more clusters survive the ’multicomp’ correction procedure.
id size (voxels) max z-value address
1 4 4.791 32 -3 56
2 2 4.094 -27 -3 47
3 5 4.632 -24 -59 53
4 8 4.677 -42 14 15
5 2 4.237 47 17 9
6 2 4.130 -24 -70 35
7 5 4.643 22 -73 -12
Table 3. Table of significant clusters after applying FDR. Note that clusters are much smaller than
in tables 1,2. Cluster 6 of this table is not present in tables 1,2. It is part of the larger cluster 3 of
tables 1,2. Cluster 6 of table 1 is missing here altogether, as are clusters 4,5,6,9,10,11 of table 2.
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Abstract. We propose a novel concept for comparing fMRI activations
of brain regions of interest (ROI) across subjects. Each individual acti-
vation pattern is compared with a group activation model, rather than
comparing the activations directly, e.g. on a voxel–level basis. Meaning-
ful mappings of functional activations are based on correspondences in
the respective modal eigenspaces. First results on auditory activations
indicate an improvement to the classical ROI methodology as for the
first time several sources of activation variance are considered.
1 Introduction
Hypotheses about the functional organisation of the brain are usually inferred
from specific clusters of activation obtained in functional imaging studies. In the
standard approach, these clusters are derived from group analyses, and then re-
lated to anatomically defined brain areas (e.g. Brodmann areas [3]) and mapped
onto a reference brain (e.g. Talairach [15]). In a region of interest (ROI) approach,
specific activations in individual brains are related to anatomical landmarks (gyri
or sulci) of the corresponding brains (e.g. [1], figure 1). However, there are the
following sources of variance which complicate both approaches [2]:
Anatomical variation: Variability in shape, location and configuration of ana-
tomical landmarks complicate segmentation and correct registration of any given
brain volume to a reference brain (normalisation).
Functional variability : Variation in the relation of functional areas to anato-
mical landmarks and variation in the activation within a functional area com-
plicate identification of equivalent activations across subjects.
We address these issues and decided to use the ROI approach as a starting
point because it can support a reliable inter–individual mapping of functional
activation and preserves the spatial resolution available with fMRI. This is not
the case in the standard approach due to normalisation limitations [5, 11,12].
For providing accurate and reproducible segmentations of macro–anatomical
variations, we recently developed a hierarchical finite element model (FEM) and
applied it to the surface–based labelling of Heschl’s gyrus [6]. In [7] we used Hes-
chl’s gyrus and its relations to the auditory folds for segmentation of landmark–
oriented auditory ROI [1]. Analysis of the regional functional activations was
based on the surface–based registration of the individual cortical folds with a
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(a) (b) (c) (d) (e)
Fig. 1. In case of the primary auditory cortex (pAC) anatomical, functional and cytoar-
chitectonic labels are highly related. (a) Auditory fMRI activations of two subjects in
relation to Heschl’s gyrus (HG). (b) A transversal MRI slice. Our algorithm utilises the
properties of the cortical surface, e.g. 2D–flat maps, which are derived from the recon-
structed cortical white matter [16] using BrainVoyager (http://brainvoyager.com).
(c) Inflated cortical surface. (d-e) Trimmed flat map patch containing the temporal
lobe (color indicates gyri (light), sulci (dark) and background (black)). AC is located
in Sylvian fissure (SF). According to [1], ROI T1 follows the course of HG on its an-
teromedial rim and extends on the lateral aspect of gyrus temporalis superior (lGTS).
T2 is centered to Heschl’s sulcus (HS), adjoining posterior planum temporale (PT).
parametric model of the ROI. It assumes activation clusters being natural cor-
relates for cortical fields of specific functionality and identifies activations based
on their individual spatial position w.r.t. ROI coordinates. Regarding the vari-
ations mentioned above this method has the following advantages. First, it pro-
vides automated segmentations of ROI with high accuracy. Second, in contrast
to [5,8,11,12], multi–subject analysis no longer relies on individual (normalised)
voxels, where functional equivalence is arguable, but compares individual activa-
tion maps at an object level. Third, the surface–based analysis uses more reliable
estimates for proximity of activations on the folded cortex [8].
However, interpretation of regional activations may still be confounded by
pooled responses from adjacent regions. Although regional responses will no
longer be neutralised due to misregistration, activation variance may result in a
number of “unmatched” clusters across subjects. To overcome these limitations,
we propose a method for identifying functional activations across subjects based
on a parametric model of ROI activations. For determining meaningful corres-
pondences it uses a physical matching methodology which allows for activation
variance by employing finite element vibration analysis [13].
2 Method
Our method analyses clustered surface–based statistical parametric maps, which
are in our case obtained from regional activations based on segmentations of
landmark–related cortical ROI. A deformable label field of the group activations
is iteratively compared with each individual regional activation pattern rather
than directly comparing the activations in a reference coordinate system. Our
algorithm operates on embeddings of the feature sets in the spectral domain so
as to normalise them w.r.t. scaling, rigid–body transformation and bending.
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Fig. 2. (a) ROI T1 and T2 are separated by an axis (dotted line) connecting the medial
tip of HG with the intersection of HG and lGTS. (b-c) A local coordinate system is
established by finite element mapping of anatomical landmarks onto V = {ϕi} (sect.
2.1, [7]). (Solid lines denote x–(anterior–posterior) and y–coordinates (lateral–medial)
of the ROI.) It allows analysis of surface–based activation maps Mλt (d-e) (sections
2.2 and 2.3). Note, that λt(α)–values are averaged over vertices ϕi = lr and mapped
to pixels of resolution 1mm2 for visualisation of Mλt . Regardless of the view chosen
for visualisation, the ROI exist in native (folded) coordinates for analyses.
2.1 Surface–based Segmentation of Auditory ROI
In our work, we are interested in specific auditory ROI, T1 and T2, which form
adjacent territories in the individual hemispheres in relation to anatomical land-
marks [1] (figs. 1(d)–1(e)). A collection of dynamic FEM [6, 7] is used for seg-
menting the landmarks for each subject and hemisphere based on 2D–flat maps
of the inner cortical surface (grey–white matter boundary), which is represented
as triangular mesh V = {ϕi}. The anatomical parcellation of the temporal lobe
is based on a combination of the segmentations, and assigns to each vertex ϕi a
label for background lb, or ROI lr, r ∈ {T1,T2} (figure 2). The ROI’s outer cor-
tical (i.e. pial) surfaces, {ϕ∗i = lr}, are estimated by sampling the pre–segmented
grey matter [16] along surface normals ni in {ϕi = lr} ⊂ V.
2.2 Surface–based ROI Analysis of fMRI data
The proposed method is applicable to any kind of activation map, for exam-
ple (combined) statistical parameter maps, such as t–maps Mλt , obtained by
modelling the extracted regional activation profiles Yr using a Likelihood ra-
tio test [9]. In our case, statistical tests are performed on activations which are
projected onto the individual segmented surfaces {ϕi = lr} ⊂ V. Since direct
surface–volume intersection may miss activations closer to the outer cortical sur-
face and is not suitable [7], we map to ϕi the profile yi(vj) of grey matter voxel
vj that is closest to the center of grey matter, i.e. vj = b 12 (ϕi+ϕ∗i )c. Activations{yi,yi+1} for neighbouring vertices are forced to stem from voxel vj , and neigh-
bouring voxels {vj , vj+1}, resp. This will minimise loss or scatter of functional
activation and prevent mapping an activation profile to different folds.
The surface–based statistical maps, e.g.Mλt , are finally vertex–wise thresh-
olded at the desired significance level p(α), i.e. Mλt = λt ≥ λt(α), and activa-
tion clusters smaller than expected minimum field size, e.g. A = 4mm2, on the
(folded) cortical surface are excluded from further analyses (figs. 2(d)-2(e)).
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Fig. 3. (a-b) A deformable label field (+) may be set up by mapping individual activa-
tion peaks (o) onto a template and analysing the occurrence and spatial distribution of
clusters with equivalent ROI coordinates (e.g. within T2). (c-e) Steps of the matching
algorithm which iteratively aligns the label field with an individual activation pattern.
2.3 Multi–subject Analysis of the Functional Activations
Our group analysis uses a deformable object–based description of activation pat-
terns, and compares each individual activation model Xs with the group activa-
tion model, XM . As the eigenmodes of each model provide a frequency–ordered
description of its shape and natural deformations, feature correspondences (i.e.
identical activation clusters) can be determined in these eigenspaces by modal
matching [13]. Unmatched features are finally aligned by deformation of the
elastic shape XM which is attached to matching features in Xs by “springs”.
Computing Object–based Descriptions of Activation Patterns. Depen-
ding on the predefined resolution R(A) = b 12Ac of the ROI coordinate system,
e.g. established using [7], N(s) clusters can be differentiated in activation map
Mλt(s), s = 1, . . . , S, based on their position ci(s), and assigned label li (figs.
2(c)-2(e)). Each description of individual activations, Xs = (xs,1, . . . ,xs,N(s)),
is obtained from MλF (s) by using feature point locations, xs,i = (xs,i, ys,i) =
c¯∗i (s), i = 1, ..., N(s), where c¯
∗
i (s) = |{ϕk = li}|−1
∑
{ϕk=li} ϕk (figure 3(a)).
XM may represent a (hypothetic) model of the functional organisation of a
specific ROI r. In the absence of a prior model of the group activation, a label
field XM can be estimated by mapping the individual clusters to a reference
surface, V = {ϕNi = lr}, and analysing the spatial distribution of (reliable)
identical clusters obtained, e.g. using [7]. Feature positions in the label field,
XM = (xM,1, . . . ,xM,N(M)), are
xM,i =
1
ni
∑
{ci(s):P (ci)≥ϑ}
c¯i(s), where c¯i(s) =
1
|{ϕNk = li}|
∑
{ϕNk =li}
ϕNk , (1)
and ni = |{ci(s) : P (ci) ≥ ϑ}|. Here, P (ci) = S−1
∑
s |{ci(s) = li}|, and ϑ ∈ [0, 1]
is the desired certainty that a cluster contributes to the group result (figure 3(b)).
To build the finite element model for an arbitrary activation pattern, X =
(x1, ...,xN ), stiffness (K) and mass (M) matrices have to be computed. M is a
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constant function of material density, ρ. K is a function of the material constitu-
tive law, and is related to the material–specific Young’s modulus E and Poisson’s
ratio ν. As proposed by Sclaroff and Pentland [13], we use Gaussian radial basis
functions gi with kernel width σ, to obtain finite element interpolation functions,
hi(xj) =
N∑
r=1
airgi(xj), air ∈ [0, 1], gi(xj) = exp(−
r2ij
2σ2
), i, j = 1, . . . , N, (2)
for computing K and M. In our case, to attain invariance to bending, rij = xi−
xj approximates geodesic distances between activation clusters corresponding to
xi and xj on the folded cortical surface by the length of the shortest path between
the respective vertices in V, computed using Dijkstra’s algorithm. Invariance to
uniform scaling can be obtained with σ = maxi 6=j r2ij > 0.
The vibration modes φk, k = 1, . . . , n, are then together with the values ω2k
solutions to the eigenproblem KΦ = ΛMΦ. For a 2D–FEM the diagonal matrix
Λ contains n = 2N modal amplitudes 0 ≤ ω21 ≤ . . . ≤ ω2n, which determine
the amount of variation in regard to the modal vectors in Φ = (φ1 φ2 . . . φn) =
(ςT1 . . . ς
T
N θ
T
1 . . . θ
T
N )
T . Here ΦTMΦ = I, and the row vectors ξi = (ςTi , θ
T
i ) de-
scribe the feature locations in modal coordinates (i.e. generalised features).
Iterative Spectral Alignment. Given this spectral embedding, correspon-
dences between two feature sets XM ,Xs are iteratively determined by compari-
son of displacements in the respective modal eigenspaces. Therefore, the projec-
tion axes derived from Φs have to be adjusted to conform with ΦM (w.r.t. order
and sign) [10, 13, 14]. In our case, we first select m  min{2N(M), 2N(s)}, in-
termediate (non–rigid) modes for obtaining truncated generalised feature spaces
Φ¯M and Φ¯s. Finally, we discard weak affinities zij = |ξM,i − ξs,j |2 > τ and force
the modal matching of the i–th and j–th feature in the group activation model
and in the target to be bijective, i.e. zij = mini zij ∧ zij = minj zij ∧ zij < τ .
Matched nodes are assigned label lM,i = j, and ls,j = i, resp.
The remaining correspondences are obtained by elastic deformation of the
label field XM , which requires the Lagrangian equations of motion to be solved:
MM u¨M (t) +CM u˙M (t) +KMuM (t) = fM (t). (3)
Here, CM = aMM + bKM , a, b ∈ R, estimates the desired critical damping. The
2N(M) × 1–composite vectors, uM (t) and fM (t), contain nodal displacements,
uM,i = (uM,i, vM,i), at time t, and dynamic loads, resp. In terms of modal
displacements q = Φ−1M uM , the equations of motion (3) become q¨(t)+CˆM q˙(t)+
ΛMq(t) = Ψ(t), with CˆM = aI+ bΛM and Ψ(t) = ΦTM fM (t), and a closed–form
solution to the displacement field can be determined using numerical integration.
The deformations are driven by “spring” forces,
fM,i(t+ 1) = κijrij(t), where rij(t) = xM,i(t)− xs,j , j = lM,i, (4)
and κij is related to the confidence on the matching between the feature pairs, i.e.
κij ∝ z−1ij . For unmatched model features (i.e. if lM,i = ∅), fM,i will be set to zero,
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only if no unmatched target feature xs,j with ls,j = ∅ is available. Otherwise, we
dynamically compute di(t) = min{j:ls,j=∅} rij(t), for each unmatched node xM,i,
and assign lM,i = j, if di(t) ≤ |{i : lM,i 6= ∅}|−1
∑
{i:lM,i 6=∅} rij(t). This criterion
allows to estimate nodal loads according to equation 4 based on features that
come into reach of the deforming label field. If the change in nodal displacements
goes below a threshold, the deformable alignment converges.
Based on the displacements of the model features, the spectral embedding ΦM
and affinities zij are updated for the next iteration of the spectral alignment, in-
cluding modal matching and elastic registration. This alignment of the label field
with an activation pattern is usually performed for 5− 10 iterations (figs. 3(c)-
3(e)). Finally, a positive group label for activation cluster cj(s), j = 1, . . . , N(s)
is defined as cj(s) = li ↔ cj(s) 7→ xs,j ↔ j = lM,i ∧ i = ls,j , i = 1, . . . , N(M).
3 Results
We applied our algorithm for surface–based labelling of functional activations
to the auditory fMRI study of Deike et al. [4], and used segmentations of the
auditory ROI r = T2 in left and right hemispheres (LH and RH) of S = 9
subjects, based on the cortical surfaces Vh(s), s = 1, . . . , S, h ∈ {LH, RH}.
The mapsMλt,h(s) were computed by modelling regional activations Yr,h(s)
using the GLM approach [9], desired contrasts [4] and p(α) = 0.01. We further
derived a set of simulated maps,M∗λt,h(s), from this study by randomly shifting
individual cluster locations, varying the significance level p(α) ∈ [0.001, 0.05] and
expected field size A = 2− 8mm2, and adding white noise to activation profiles
Yr,h(s). All experiments have been done with the same set of empirically chosen
parameters, E = 0.85 · 107[Pa], ν = 0.19, ρ = 1[ gcm3 ],m = 8, ϑ = 1S .
For interpretation of our results, we introduced the probability that a cluster
was identified across subjects, P (ci) (sect. 2.3), and a label energy associated
with a positive label, E(li(s)) = |τ−1zij − S−1
∑
s τ
−1zij |.
Algorithm Θ in % P¯ in % E¯ in % f¯ r¯ in mm
LC(1) 13.8± 4.1 23.9± 6.2 - 4.3± 1.6 4.8± 0.7
LC(2) 27.2± 8.0 14.1± 6.8 - 1.8± 0.7 3.9± 0.8
LM(1) 7.4± 3.2 43.0± 7.6 6.71± 0.94 6.4± 2.4 7.6± 2.1
LM(2) 9.5± 4.4 38.1± 7.9 8.83± 3.50 5.7± 2.3 8.4± 2.6
Table 1. Results of activation pattern labelling using [7] (LC) and our iterative align-
ment (LM ). Indices characterise the experiment, where (1) used {Mλt,h}, and (2) used
simulated maps {M∗λt,h} and R = 4mm2. The table provides (the mean ± standard
deviation of) the number of unmatched clusters, Θ = S−1
∑
s(N(s)
−1|{ci(s) = ∅}|),
overall probability of identifying a cluster, P¯ = N(M)−1
∑
i P (ci), average label
energy, E¯ = (N(M)S)−1
∑
i,sE(li(s)), number of detected functional fields, f¯ =
N(M)−1
∑
i |{ci : P (ci) ≥ ϑ∗}|, for ϑ∗ = 0.2, and geodesic distances r¯ between equi-
valent clusters projected onto a reference surface, V = {ϕNi }.
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(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Fig. 4. Results on classifying individual functional activations within T2, using ROI
coordinates [7](a-e), and the proposed deformable label field (f-o). Columns 1-4: Results
for four different subjects. Column 5: Group probability maps, P (ci), computed by
mapping equivalent clusters onto a reference surface, VLH = {ϕNi }. Here, (•) indicates
the positions of functional units, c¯i = li : P (ci) ≥ ϑ∗ (sect.2.3, table 1), while marker
intensity is related to P (ci) ∈ [0, 1]. (k-o) Results for experiment 2 on simulated data.
With our method, ROI analysis results presented in [4] can be reproduced.
Results in [7] showed that comparing activations in a landmark–oriented coor-
dinate system can reduce variance in the group result due to varying shape and
location of ROI. In our current experiments overall probability of a cluster to be
identified across subjects based on its spatial position w.r.t. ROI coordinates was
P¯L(1) = 23.9 ± 6.2% (table 1, figs. 4(a)–4(e)). However, classification rates de-
creased in experiment 2, especially when cluster positions were randomly shifted.
In direct comparison (figs. 4(f)–4(j)), our new method provides more meaningful
correspondences. The main advantage of the proposed activation pattern match-
ing (sect.2.3) lies in decreased sensitivity to activation variance, as indicated by
experiments with real and simulated data. Independent from the resolution of
the coordinate system P¯M(1) was higher compared with our previous method,
and classification rates did not change significantly for simulated data in expe-
riment 2 (table 1, figs. 4(f)–4(o)). In addition to that we found the label energy
E to be suited for estimating the reliability of labelling results. In most cases
meaningful matches provided low energies over multiple subjects.
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4 Discussion
We introduced an algorithm for labelling regional activations by employing in-
formation of the activation patterns in its modal eigenspaces. This provides
invariance to variation in functional activations in relation to anatomical land-
marks and of the activation pattern itself, which is not the case, e.g. using
landmark–based normalisation of ROI activations [7]. Although the results are
for now difficult to validate since we have no ground truth, and have to be further
evaluated using specific fMRI experiments, our labelling produced meaningful
correspondences of functional activations across subjects. Hence it possibly sup-
ports a better understanding of the correlation between anatomy and function
compared with current approaches that compare activations at a voxel level. To
improve representation and detection of specific brain regions, further research
will focus on the analysis of characteristic attributes of such regions.
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Abstract. Lateral fusiform face area (FFA), inferior occipital face area (OFA) 
as well as many other local brain regions are involved in face perception and 
have their specific functions. In order to observe the face-perception brain 
network, Functional connectivity has been investigated in resting and face 
visual task using 0.01~0.08HZ LFFs in BOLD fMRI signals. A weighted RV-
coefficient method is proposed and used here for the first time to precisely 
measure the temporal similarities between these face-selective regions of 
interest (ROI) and each local cube neighborhood of brain volume, this method 
provide us a useful way for the extraction of fine-scale pattern of the functional 
connectivity. Finally, the face perception brain network is educed and discussed 
from the map of fine-scale based functional connectivity. 
Keywords: low frequency fluctuations (LFFs); weighted RV-coefficient; brain 
network; functional connectivity 
1   Introduction 
BOLD-fMRI provides us a useful tool to study the most important visual stimuli we 
perceive: FACE. According to the theory of functional specialization, the most 
consistent and robust face-selective activation was located on the right lateral side of 
the fusiform gyrus in a region which Kanwisher named the fusiform face area (FFA) 
[1]; According to the theory of functional integration, face perception is mediated by 
a distributed neural system that consists of multiple, bilateral regions. Studies have 
found that Lateral inferior occipital gyri( “occipital face area”; “OFA”), posterior 
superior temporal sulcus and many other brain regions are also involved in face 
perception [2][3].   
The activation of multiple brain regions under the condition of viewing faces 
suggests that there exists an independent brain network for face processing. Then the 
question comes: How to detect and extract this face perception brain network? In 
1995, Biswal et al.[4] observed the spontaneous low frequency fluctuations(0.01-
0.08HZ) from single slice in motor cortex under resting state, the connectivity 
extracted from this band exclude respiratory (0.25HZ,0.5HZ), cardiac (1HZ), fMRI 
scan baseline drift and some temporal physiological noise. In the absence of external 
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stimulus or mental task，this spontaneous LFF in BOLD-fMRI is a reflection of 
neuronal baseline activity and correspond to functional connectivity among 
anatomically discrete regions. 
In this article, we investigated the functional connectivity during long term resting 
states and face-visual task. The examination of functional connectivity is based on the 
0.01-0.08HZ LFFs. Then we try to educe the brain network related to multiple face-
selective regions and illustrate its changes between these states.  
Investigation of functional connectivity from fMRI can be roughly classified into 
two categories. Data-driven methods, such as PCA, ICA, PLS, CCA achieved great 
success in extracting the functional connectivity. They can separate the whole brain 
into multiple homogeneous regions according to a certain criterion and extract a 
variety of different coherent networks simultaneously, but the limitation of these 
methods is the difficulty in explaining the function of some networks, while some 
special-function network such as face perception network is hard to obtain; 
Correlation analysis computes the correlation coefficient between the selected region 
of interest (ROI) and whole brain volume, since the functional regions are clustered 
and region homogeneous, univariate correlation method doesn’t make use of the 
spatial information and cause salt-and-pepper structure of the spatial pattern due to 
noise. Smoothing fMRI volume with Gaussian kernel will greatly reduced the fine-
scale structure of the data, the information content is not fully used and the edges of 
the functional regions are obscured.  
A weighted RV-coefficient method is proposed and used here for the first time to 
measure the temporal similarities between two brain regions, which provides a useful 
way for the extraction of fine-scale patterns [6] of face-selective functional 
connectivity. Considering the homogeneity of functional regions and randomization 
of spatial noise distribution, we introduced bilateral filtering technology in image 
processing to the calculation of multivariate RV-coefficient. The weighted RV 
method can efficiently get rid of spatial noise and map the functional connectivity in 
fine scaled pattern. This method is used for the analysis of subject’s face-selective 
functional connectivity in resting and visual task fMRI. 
2   Weighted RV-coefficient Method 
2.1   Classical RV-coefficient Similarity Measure 
RV-coefficient was firstly introduced by Robert and Escoufier in 1976 [7], this 
multidimensional statistics were used here to identify local brain areas whose LFF in 
BOLD fMRI signals are most similar with ROI. For comparison of time series 
between two brain regions, we compute the RV-coefficient as follows: 
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Matrices and are1X 2X pn× and qn× data sets, tX  is the transpose of matrix X , 
here p and are the number of voxels from the two local regions of the brain, andn is 
the number of time points. The RV-coefficient can be viewed as an extension of the 
Pearson correlation coefficient for multivariate data，the value is ranged from 0 to 1. 
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2.2   Weighted RV-coefficient Algorithm 
Classical RV method is used to measure the synchronization of LFF of two local 
regions which involve multiple voxels. To obtain a continuous brain map of 
functional connectivity, we move a cube through the measured volume, the cube is 
centered on each voxel in turn and each location’s RV coefficient is calculated. The 
combination of signals from all voxels within the cube can afford greater statistical 
power, but within the region, the importance of the central voxel won’t be highlighted 
and weighted, this will cause the functional similarity region extend and the whole 
brain map obscure.  
The solution to this problem is to give different weights to the voxels within the 
neighborhood region according to the idea of bilateral filtering in image processing 
[5]. To keep the fine scale patterns of functional connectivity map and avoid the 
problem mentioned above, a weight template can be predetermined and added to the 
voxel-centered neighborhood region before calculating each location’s RV-coefficient. 
The generation of the weight template is based on two criterions: distance to the 
central voxel and similarity of time series with the central voxel’s.  
We define two functions: the closeness function and the similarity 
function . 
),( jiFc
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),( jid  is the Euclidean distance between the voxel i and j. We specify  
and  as the 
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),,( zyx jjj three dimensional coordinates of voxel i and voxel j, then 
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),( ji ggr is the Pearson correlation between time series observation of i and j: 
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tig , is the intensity of the voxel i at the observation of t. A simple and practical 
application of function is isotropic Gaussian, which can be denoted as:  ),( jiFc
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ck is the normalization constant of .The farther away of voxels i and j, the 
smaller the value of the function . If voxel i is located at the center of a cube, 
the closeness function will give more weight to the central voxel and less 
weight to its neighboring voxels;  
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),( ji ggr  is the Pearson correlation coefficient. If the time series of voxel i and j are 
positively correlated, the value of the function is positive; on the contrary, if the time 
series of voxel i and j are negatively correlated, the value is negative;  
Combing the two functions above we get: 
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k is the normalization constant. This function combines the criterion of the spatial 
distance and the similarity of two voxel’s time series, we use this function to generate 
a weight template for central voxel and give different weight to different neighbor 
voxels falling into the cube. To obtain a continues functional connectivity map, the 
cube is moved and centered on each voxel in the brain volume in turn, the weight 
template based on each voxel is predetermined and added to the neighborhood cube 
before calculating the weighted RV of this location. 
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2.3   Test for the Significance of the Weighted RV-coefficient 
Since the distribution of the weighted RV-coefficient is unknown, we do not know a 
critical value to statistically test for similarity, a reasonable strategy is to use non-
parametric permutations to obtain the weighted RV distribution under null. Exact 
permutation test is extremely time consuming and not possible, for just one voxel, we 
have to perform 200! (1.36638 e+374 times) permutations; random sample from the 
space of all possible permutations also does not seem applicable here, because the 
smallest number of random sample permutation test (usually 100000 times) that can 
be tolerated is far from accurate and still time consuming.  
A useful method here is to approximate the permutation test distribution by a 
continuous distribution under the null hypothesis. Some researchers[8][9] have 
proved that the approximation with Pearson type III distribution appears to be an 
excellent approximation of standardized RV coefficient permutation distribution, the 
distribution of Pearson type III distribution can be written: 
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γ is the skweness. is the )(zΓ gamma function, Assuming that this approximation 
allow to perform significance testing with a type I first kind error better controlled 
than the normal approximation, we adapt this distribution to approximate the 
weighted RV and test its significance. Finally, we adjust the significance levels using 
FDR to solve the multiple comparisons problem. 
3   Analysis of face-selective functional connectivity  
3.1   Subjects and Measurements 
Six subjects underwent a resting-state scan first, then it was followed by two similar 
“face-object” visual tasks; Subjects had normal or corrected to normal vision during 
the visual task1 and task2. 
During the resting-state scan, subjects were instructed to lie with their eyes closed, 
think of nothing in particular and not fall sleep. After this, two visual tasks were 
administered, each scan consisted of alternating experimental and control epochs, the 
experimental condition were separated into eight blocks of two object types (faces, 
non-face objects),they were all implemented in a standard block design. 
Structural and functional MRI were collected using a 3.0 T MR imaging system 
(Siemens Trio Tim). The fMRI series was collected using a T2*-weighted EPI 
sequence (TR=2000ms, TE=30ms; 32 slices, 4mm sickness; matrix=64×64) covering 
the whole brain with a resolution of 3.75×3.75mm. 
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3.2   Data Preprocessing 
Preprocessing was performed on each subject’s three fmri runs, the steps included: 
First three volumes of each scan were discarded to remove the initial magnetic 
transients; Six parameter rigid body correction for interframe head motion effects; 
coregistration between the structural and functional data to maximize the mutual 
information; Segmentation of the structure image to gray and white matter images 
with the resolution of 1×1×1mm; Spatially normalized the structural and functional 
images into standard MNI atlas space. Drifts were corrected by second-order 
polynomial detrending; Global proportional scaling of each run to yield a whole brain 
intensity value of 1000; DCT band-pass filter (0.01-0.08Hz) to retain the LFF signal 
only. All the procedure was implemented with SPM5 and in-house Matlab code. Note 
that we do not smooth the fMRI volume with Gaussian in preprocessing steps.  
3.3   Localization of ROI as Region Seed 
For the fMRI scan of visual task 2, a standard GLM analysis was conducted. Among 
each individual’s activation blob, only FFA and OFA was consistent across all six 
subjects, though they may occur in different side. The FFA and OFA was identified in 
subject's native space by contrasting face condition with object condition (Fig.1). 
 
 
 
 
 
(a) 
 
 
 
 
rFFA 
lOFA 
ROI 
ROI 
(b) 
Fig. 1. (a) The localization of single subject’s FFA, p<1e-7; (b) the localization of single 
subject’s OFA, p<1e-9. 
3.4   Face-Selective Functional Connectivity and Brain Network 
For each subject, we use his FFA and OFA extracted from task 2 as region seed 
respectively to calculate the whole brain weighted RV. To obtain a continuous map, 
we move a cube which comprises 27 voxels through the measured volume; the cube is 
centered on each voxel in turn. Fig.2 illustrates a map of weighted RV and its test-
related maps. Fig.3 (a-d) is the map of functional connectivity at visual task and 
resting state with two region seed FFA and OFA. From the map we can see that the 
fine scale patterns of some functional regions are well detected. Fig.3 (e) is the face-
perception brain network from the result of group analysis.  
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4 Discussion 
A weighted RV-coefficient method is proposed and used here to precisely measure 
the face-selective functional connectivity in resting state and visual task. From the 
maps of functional connectivity obtained, we compare the difference between them 
and extracted the face perception brain network. We find that face selective brain 
region has the most similar spontaneous LFF with its contralateral region in different 
states, this can be detected in bilateral OFA, FFA, middle frontal gyrus(MFG); In face 
perception task, activation in FFA, OFA, STS, MFG, amygdale and posterior parietal 
can be detected, among each individual’s activation blob, only FFA and OFA was 
consistent across all six subjects, though they may occur in different side of brain; In 
resting state and visual task, only bilateral FFA and OFA have strong LFF similarity 
at group level, the stable connectivity between FFA and OFA suggests the two 
regions are involved in the core of face perception brain network; We also find that 
the functional connectivity of face-selective regions are similar and changed not much 
in individual’s different states despite their substantial difference among subjects. We 
would hazard a guess that with genetic factors and influence of social environment, 
each person forms his special and stable brain network for face perception.   
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(a)           (b)          (c)           (d)         (e) 
Fig. 2. (a) Map of the weighted RV coefficient; (b) Map of the standardized weighted RV; (c) 
Map of the skewness of weighted RV; (d)Map of the p-value of weighted RV; (e) map of the 
functional connectivity at p>1e-5. 
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Resting state Visual Task 
Fig. 3. The map of functional connectivity in visual task and resting state with region seeds 
lOFA(a)(b) and rFFA(c)(d) for single subject. (e)The face-perception brain network from group 
analysis.  
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Résumé Inter-subjet funtional variability is one of the major issues
in the use of neuroimaging data for ognitive experiments and medial
diagnosti. Here we investigate whether this variability ould be used to
haraterize inter-subjet dierenes. Speially, we study the orrela-
tion between binary demographi and behavioral data measured using
psyhologial tests and funtional neuroimaging data that represent the
funtional ativity of a ohort of about 200 subjets who have undergone
the same experimental protool. The diulties of this study are related
to the high dimension and weak ontrast-to-noise ratio of fMRI data.
We found that the SRDA (Spetral Regression Disriminant Analysis)
lassier espeially used in onjuntion with a seletion of loal maxima
of the features salieny map outperforms other ombinations of features
seletion tehniques (Anova, Manova and Mutual Information) and las-
siers (Linear Support Vetor Mahine and Relevane Vetor Mahine).
1 Introdution
Inter-subjet anatomial and funtional variability represents a diulty
for the interpretation of neuroimaging data. It manifests itself either by mis-
alignments of datasets that remain after spatial normalization, by an important
residual variane in between-subjets analyses, and has rarely been explored
(but see [1,2℄). Some studies, however, have suggested that variability is an in-
formative element that has to be expliitly taken into aount to interpret group
studies [2,3,4,5,6℄. Our study aims at establishing a relationship between fun-
tional neuroimaging variability with binary individual information (e.g. beha-
vioural data), alled heneforth targets. The diulties of this study are related
to the high dimension and weak ontrast-to-noise ratio of fMRI data. Moreover,
fMRI signals are unalibrated, whih makes quantitative inter-subjet ompa-
rison diult in general. Anatomial variability results in shifts in the loation
of orresponding regions ; nevertheless, stereotati normalization is the most
widely used tehnique and therefore the one we hoose for this study.
In order to apture the relationship between fMRI data with targets of inter-
est, we take advantage of the power of reent supervised lassiation tehniques
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that t the target with the set of available information (here voxel-based signals).
However, given the large size of the data (about 65000 voxels at 3mm resolu-
tion), whih is muh larger than the number of samples (about 200 subjets), the
lassiers tend to overt, beause they use non-spei information to make pre-
ditions. To make sure that the lassiation rule will generalize to unobserved
data, we need to base the lassiation on a restrited number of features/voxels.
Here, we ompare the standard analysis of variane (Anova) proedure and
two dierent multivariate features seletion tehniques, Manova and Mutual In-
formation, with a tehnique that takes into aount the image struture : the
Loal Maxima (LM) of features salieny map. We also ompare standard las-
siers, support vetor mahines (SVM) and relevane vetor mahines (RVM),
whih are known to be eetive on high-dimensional data, with the SRDA lassi-
er, an extension of the LDA lassier for high dimensional spae, that operates
in the feature spae and not in the dual.
In this artile, we show that the SRDA lassier espeially used in onjuntion
with a seletion of loal maxima of the features salieny map outperforms other
ombinations of features seletion (Anova, Manova and Mutual Information)
and lassiers (Linear SVM and RVM). In Setion 2, we present the LMSRDA
method (Features extration and SRDA), the analysis pipeline with its dierent
omponents (lassiers, features seletion tehniques and ross-validation proe-
dure) and a brief desription of the database. Setion 3 provides experimental
results on real and simulated data and a disussion follows in Setion 4.
2 Methods
The dataset (X,Y ) omprises a set X of fMRI maps and a binary target Y .
Let m be the number of samples (i.e. the number of subjets under study) and
n be the number of features (i.e. the number of voxels in eah dataset).
2.1 Salieny map and Features extration
Eah feature (voxel-based information x) an be evaluated independently
using lassial statistial proedures, e.g. Analysis of variane (Anova [7, p.11-
13℄). This is based on the univariate linear model : x = x0 + Y β + ǫ, where β is
the eet of interest, x0 is a onstant and ǫ a residual. From the parameter and
the error estimates, we ompute the following statistis to assess the statistial
relationship between the target and these voxels : F =
βˆ
T [(Y TY )−1]
−1
βˆ
q
× n−p
ˆǫT ǫˆ
,
where p = 2 and q = 1 and its signiane with a Fisher statisti with (q, n− p)
degrees of freedom. To avoid redundant information present in this features
salieny map, we retain only its peaks, i.e. the loal maxima. The denition of
the loal maxima of this map depends of a parameter k that denes the radius
of the neighborhood system. The redued (m,n′ < n)-dimensional datasets are
still denoted X.
2.2 Spetral Regression Disriminant Analysis (SRDA)
Let c ∈ {0, 1} be the two lasses of the binary target, Xc = {Xi|Yi=c} the
lass-spei datasets, mc = card(X
c) and µc =
1
mc
∑
i
Xi|Yi=c their ardinals
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and means, µ = mean(X) the overall mean, Sb =
∑
1
c=0
mc(µc−µ)
T (µc−µ) the
between lass ovariane and St the total ovariane. SRDA is an algorithm for
large sale disriminant analysis for lassiation problems [8℄ whih generalizes
Linear Disriminant Analysis (LDA) lassiation in high dimensional spaes.
LDA searhes the projetion axes on whih the data from dierent lasses are
best separated from eah other while data from the same lass are lose to
eah other. Sine the targets are binary, there is only one projetion axis. The
optimal projetion axis is dened by Equation (1) and found in pratie by the
generalized eigenvalue problem (2) :
a∗ = argmax
a
aTSba
aTSta
(1)
Sba = λSta (2)
To get a stable and single solution of LDA, the between satter matrix Sb and
the total satter matrix St are required to be non-singular, whih may not hold
for St. SRDA is a novel algorithm that overomes these diulties through the
ombination of spetral graph analysis and regularized regression.
Let W be the (m,m) matrix dened by Wi,j =
1
mc
if Yi = Yj = c and
Wi,j = 0 otherwise. Then W is re-arranged as a blok-diagonal matrix. Let
X¯c = Xc − µc, c ∈ {0, 1} be the entered data matrix of lass c and X¯ =
[X¯0, X¯1]. Sb and St an be rewritten : Sb = X¯
TWX¯ and St = X¯
T X¯. Equation
(2) beomes :
X¯TWX¯a = λX¯T X¯a (3)
Let y¯ be suh that i) ∃a : y¯ = X¯a ii) Wy¯ = λy¯. Then a learly solves (3). SRDA
thus proeeds in two steps :
 Step 1 : Solve the eigen-problem Wy¯ = λy¯ suh that y¯ ∈ Im(X¯) . The
solution is expliit in the ase of a binary target : y¯ = Y −mean(Y ).
 Step 2 : Solve the regularized least squares problem (4) where α ≥ 0
ontrols the amounts of shrinkage. The expliit solution of y¯ in the ase
of a binary target involves that SRDA lassiation is similar to ridge
regression for binary lassiation problems but they dier for multilas-
siation problems with more than two lasses. In our method, we learn
this parameter to maximize the orret lassiation rate.
a = argmin
a
(
(X¯a− y¯)T (X¯a− y¯) + αaTa
)
= (X¯T X¯ + αI)−1X¯T y¯ (4)
Predition : One we get the projetion axis a, we embed a new sample x to one
dimensional spae x → z = xTa. If z > 0, the sample belongs to the rst lass,
otherwise it belongs to the seond lass.
2.3 Analysis Pipeline
Classiers : We ompare the SRDA method to the standard tehniques of large-
margin lassiation SVM [9℄ and Relevane Vetor Mahine RVM [10℄. In the
ase of the SVM lassier, we set the penalty hyperparameter C to be 1 sine the
optimization of this parameter has little or no eet on the lassier performane.
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Features Seletion : We ompare four dierent tehniques, the Loal Maxima
(LM) of the Anova map (see Setion 2.1), Anova-based univariate seletion, Ma-
nova and Mutual Information-based multivariate feature seletion. Anova-based
univariate feature seletion retains all the voxels v suh that pF (v) ≤ 10
−2
,
where pF is the p-value assoiated with the Fisher statistis dened in Setion
2.1. Manova is an extension of Anova that searhes for features onjointly or-
related with the target [11, h.8℄. To determine the features inluded in the
multivariate model, we used the simplest data-driven model building approah,
i.e. forward seletion. The most signiant feature is reursively added to the
model until no additional feature improves the F sore [7, p.55℄. Mutual infor-
mation (MI) is similar to Manova but makes no assumption on the distribution
of the data. It is estimated with the k-nearest-neighbour approah [12℄.
Cross-validation method : Data X are saled one time before the ross-validation
proedure beause of the mass of information inside data X and data Y are
normalized in eah fold of the ross-validation proedure. The (X,Y ) dataset is
separated into two datasets, a training dataset and a test dataset. The training
dataset is used for an optimization proedure where a redued number of features
are extrated from X and lassier parameters are optimized (For LMSRDA
method, we optimize both the α parameter of SRDA lassier and k in the
LM features seletion proedure). The lassier is trained on this dataset and
evaluated on the test dataset, whih is subjet to the same dimension redution
as the training dataset. This is repeated for K = 10 dierent splits, i.e. features
seletion and parameter optimization are performed in eah split on the train set
and applied on the test set. The ten splits of the dataset are balaned in order
to have the same proportion of samples from eah lass than those existing in
the initial and whole data set.
2.4 Desription of the database
Simulated Data : Let Y be a set of m samples of a binary random variable.
Xν are m randomly generated images with a zero-mean, unit-variane Gaussian
distribution. Let Xp be a binary image with 100 sparsely distributed non-zero
elements. The surrogate data is dened as X = Xν + γXpY , where γ ontrols
the Contrast-to Noise Ratio (CNR) of the data, and is spatially smoothed to
mimi fMRI orrelation struture (kernel width σ = 1 voxel).
Real Data : The database inludes about 200 subjets who performed the same
experimental protool desribed in detail in [13℄. Five types of data have been
olleted from these subjets : Anatomial and funtional MRI data (3T MRI
sanner, SHFJ Orsay), demographi data, behavioral data from psyhologial
tests and geneti data. Here we onentrate only on the fMRI, demographi
and behavioral data. Standard preproessing and rst-level analysis have been
performed on the data with SPM2 software, whih results is m = 200 fMRI
maps of n = 65000 voxels for several funtional ontrasts.
From the database, we take seven ouples (fMRI ontrast, binary target).
Let c1 be the funtional ontrast that yields the areas involved in omputation
versus sentenes reading, c2 the ontrast that yields the areas involved in left
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hand button press versus right hand button press, c3 the ontrast that yields
the areas involved in sentenes reading versus viewing hekerboard and c4 the
ontrast that yields the areas involved in motor tasks versus ognitive tasks.
Let t1 bet the demographi information sex, t2 the behavioral information
lateralization (all the subjets are right handed but a right handedness index ha-
raterizes subtle dierenes, and is thresholded to yield a binary target), t3 a be-
havioral information whih measures a possible dyslexia, t4 a measure of reading
ueny and t5 an index of the diulty of the subjets to identify right and left.
The seven ouples (fMRI ontrast, binary target) are : (c1, t1), (c1, t2), (c2, t3),
(c3, t3), (c3, t4), (c1, t5), (c4, t5).
3 Results
We ompare the performane on 100 tests of the LMSRDA method (SRDA
lassiation based on Loal Maxima) to : (E1) Linear SVM and Linear RVM
lassiers based on loal maxima of the features salieny map ; (E2) SRDA,
Linear SVM and Linear RVM lassiers based on features seleted with the
LM approah followed by Anova, Manova or MI ; (E3) SRDA, Linear SVM and
Linear RVM lassiers based on features seleted with Anova, Manova or MI
only. To assess the signiane of a perentage of lassiation, we ompute its p-
value with a binomial law of probability one-half. If its p-value is inferior to 0.01,
we an onlude that the method sueeds to lassify population of subjets. It
is important to note that only the use of lassiers, i.e without features seletion
step, give no signiant results, i.e. p-value ≤ 0.05. We did not use a Bonferroni
orretion in Anova features seletion beause either it selets too few features
or no features.
Results on simulated Data : We tested dierent values for CNR = {0.1, . . . , 1.0}
but no methods give signiant results when CNR < 0.4. In Table 1, we an see
that the LMSRDA method outperforms Linear SVM and Linear RVM lassi-
ers ombined to LM (E1) and SRDA, Linear SVM and Linear RVM lassiers
ombined to LM approah followed by Anova, Manova and MI features seletion
tehniques (E2) . We obtained similar results for E3 (data not shown). The su-
periority of LMSRDA on the other methods is more signiant for small CNR.
Rate of orret lassiation
Classiers SRDA Linear SVM Linear RVM
FS LM Anova Manova MI LM Anova Manova MI LM Anova Manova MI
CNR = 0.4 57.7 46.7 45.9 45.3 48.8 50.9 47.1 43.1 53.1 52.0 46.7 51.5
CNR = 1.0 90.8 82.9 62.9 79.9 89.2 79.8 66.9 75.2 88.9 79.5 68.5 79.3
Tab. 1: Rate of orret lassiation of LMSRDA and SRDA, Linear SVM and Linear
RVM lassiers ombined to LM approah followed by Anova, Manova and MI features
seletion tehniques for a low and a high CNR = {0.4, 1.0}.
Results on real Data : The results of the method LMSRDA for the seven ouples
(ontrast, target) are presented in Table 2. The number of subjets varies due to
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some missing information. The ouple (c3, t4) has been reated from the database
but ontains only 60 subjets, 30 very quik readers and 30 very slow readers.
The results of experiment E1 are shown in Figure 1.a : For all the (ontrast,
target) ouples, SRDA lassier outperforms Linear SVM and Linear RVM las-
siers when based on loal maxima. Part of the E2 experiment is shown in Figure
1.b : SRDA, Linear SVM and Linear RVM lassiation performane for the se-
ven datasets based on LM plus further Anova seletion, ompared to LMSRDA
lassiation performane. LMSRDA outperforms all the other tehniques. We
obtained similar results with Manova and MI features seletion (data not shown).
Only for the ouple (c3, t4), SRDA lassier based on some Loal Maxima se-
leted with Manova ahieves higher sores. Part of the E3 experiment is shown
in Figure 1. : SRDA, Linear SVM and Linear RVM lassiation performane
based on features seleted with Anova ompared to LMSRDA lassiation per-
formane. LMSRDA outperforms the Linear SVM and RVM lassiers ombined
to Anova. We obtained similar results with Manova and MI features seletion
(data not shown). Loal Maxima of features salieny map orrespond to several
isolated voxels. From this distributed loalization of the seleted and relevant
information, regions of interest emerge (Figure (1.d)).
LMSRDA : SRDA lassier based on Loal Maxima
(ontrast, target) (c1, t1) (c1, t2) (c2, t3) (c3, t3) (c3, t4) (c1, t5) (c4, t5)
m 181 180 179 179 60 180 180
% of orret lassiation 69.2 67.6 61.9 60.4 65.0 73.4 65.4
p-value 6.10−8 1.10−6 8.10−4 2.10−3 6.10−3 5.10−11 1.10−5
n 1548 113 231 32 920 1566 109
Tab. 2: Rate of orret lassiation, number of subjets, p-value and number of se-
leted features of SRDA lassier based on the Loal Maxima of the features salieny
map of seven (ontrast, target) ouples.
4 Disussion
Prediting relevant behavioral information and demographi information from
neuroimaging data is a diult problem, whih is espeially hallenged by the
small CNR of fMRI data and the spatial variability between subjets. Moreover,
the population studied here is rather homogeneous, so that the dierenes under
study may be quite subtle. Our results show that on this problem, the ombina-
tion of loal maxima of the feature salieny map and SRDA lassier ahieves
better results than other ombinations of features seletion (Anova, Manova and
MI) and lassiers (Linear SVM and Linear RVM).
SRDA expliitly down-weights non-informative features and fully takes ad-
vantage of the sparseness of the salieny map. This tehnique uses all the avai-
lable samples for predition while RVM and SVM tehniques are based on a
subset of the training set. These two approahes annot expliitly down-weight
noisy features, but only ombinations thereof.
The seletion of the loal maxima of the feature salieny (Anova statisti)
map is a method that simply eliminates the redundany of the features, and
is very unlikely to disard informative features. It may also provide spurious
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(a) (b)
() (d)
Fig. 1: a) Results of E1 experiment : Linear SVM (blue line) and Linear RVM (green
line) lassiation performane for the seven ouples (ontrast, target) based on Loal
Maxima fMRI data ompared to LMSRDA (red line) lassiation performane. b)
Results of E2 experiment : SRDA, Linear SVM/RVM lassiation performane for the
seven ouples (ontrast, target) based on some Loal Maxima plus Anova ompared
to LMSRDA (red line). ) Results of E3 experiment : SRDA, Linear SVM and Linear
RVM lassiation performane for the same data based on Anova seleted features
ompared to LMSRDA (red line). d) Map of the nal feature weights of the LMSRDA
lassier for the (c1, t5) ouple. The peak weight ((-24, -18, 65) oordinates in MNI
spae) belongs to the prefrontal ortex whih is a part of the fronto-parietal network
known to be involved in the spatial representation obtains the largest weights [14℄.
features, but their inuene is easily down-weighted by the SRDA lassier.
By ontrast, Anova selets redundant features whih are not neessarily jointly
informative. Manova- and MI-based forward seletion tehniques avoid feature
redundany but keep too few features. Results obtained with simulated data
onrm that LMSRDA method outperforms signiantly the other ombinations
of methods for smoothed data with small CNR, i.e. realisti onditions for our
fMRI data.
The last advantage of LMSRDA is that it readily provides a weighting of the
features whih an be interpreted quite easily, and thus enables neurosientists
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to understand the impat of dierent regions on the predition of individual
harateristis.
5 Conlusion and Future work
Extrating the loal maxima of the feature salieny map and using them in
SRDA lassier yields better results than standard approahes in datasets with
small CNR, whih is typially the ase for fMRI data. One of the reasons is
that this tehnique fully exploits the image struture, whih is not the ase for
general purpose heuristis. Further extensions of the present work inlude the
study of geneti and non-binary target information.
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Abstract. We derive a new model for simultaneous segmentation and
deconvolution of dynamic PET images. By incorporating the PSF of
the imaging system into our segmentation model, we simultaneously es-
timate region boundaries, and correct tissue activities for the partial
volume effect. We show improved segmentation results, and outperform
two state-of-the-art dynamic PET segmentation methods.
1 Introduction
Dynamic Positron Emission Tomography (dPET) is a functional imaging modal-
ity that allows observation of the metabolic activity of biological tissue in vivo.
By injecting radioactive tracers into a subject, a 3D+time distribution of tracer
uptake can be reconstructed from the resulting photon emissions.
The reconstructed distribution can be considered a 3D volume, where each
location is described by a Time Activity Curve (TAC): a vector of tracer concen-
tration measurements. By fitting a compartmental model to the observed TAC,
kinetic parameters are recovered which describe the properties of the tissue.
These parameters are important for applications in tracer evaluation, clinical
investigation, and drug design. Unfortunately, accurate quantification of PET
is a difficult problem, and is complicated by both physical factors (photon at-
tenuation and scattering) and characteristics of the scanning hardware itself [1].
Therefore, the images produced by current PET systems exhibit low resolution
and high noise. To overcome these limitations in practice, quantification of PET
data requires delineation of regions of interest (ROIs) that exhibit homogeneous
TACs, and therefore physiological behavior. Accumulated TAC statistics from
these regions can be used to compensate for the effects of noise on TAC estima-
tion and the resulting kinetic parameters.
The response of an imaging system to an infinitesimally small point source
is known as the point-spread function (PSF). The PSF is large in dPET, and
while spatially variant, it can be approximately described by a spatially invari-
ant Gaussian filter with a full width half maximum (FWHM) on the order of
4 − 8mm [1]. As a consequence of this large PSF, TACs of neighboring tissue
structures are corrupted along their boundaries, and regions blur together. This
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is known as “spill–over” and creates a misleading or implausible TAC shape.
This effect, especially pronounced in smaller structures, must be corrected in
order to accurately quantify true activities and boundaries.
Several approaches have been applied to delineation of ROIs in PET data.
Manual delineation by an expert is possible, but is difficult and time consum-
ing, especially for 3D+time data. Automated methods are preferable, and can
provide faster results with decreased variability. Early automated methods em-
ployed factor analysis or principal component analysis. However, the resulting
components do not necessarily have biological significance, and are susceptible
to artifacts. Clustering methods have also been applied, most recently by Saad et
al. [2] where variants of k–Means were extended with kinetic regularization. All
of these methods are susceptible to misclassification errors (Fig. 1, left) because
they do not explicitly correct for the effect of the PSF.
Fig. 1. (Left) TACs in transition regions exhibit a mixture of true activities.
Without proper consideration, segmentation methods such as k–Means classify
these TACs as belonging to incorrect regions. (Right) Empirical comparison of
L2 recovery error using the core method [3], and our model (Sec. 2.3). As noise
increases, the error of the core model increases.
The effect of the PSF introduces a tradeoff. On the one hand, excluding cor-
rupted transition regions from a segmentation will improve parameter recovery,
since it will be based only on TACs uncorrupted by the PSF. On the other
hand, excluding transition regions results in an incorrect segmentation with a
smaller ROI and fewer TACs are available to correct for the effects of noise. In
very recent work, Maroy et. al [3] follow the former approach and extract region
cores for kinetic parameter estimation. These estimates are based on fewer TAC
samples, and are thus more susceptible to noise. We postulate that more ro-
bust estimates and improved delineations are obtained by considering the entire
region, and correcting for the PSF. Fig. 1, right, gives a simple demonstration
via a numerical experiment: for a fixed, 1D, piecewise constant signal of width
>FWHM of the PSF, increasing levels of noise were added and the activity es-
timated using two methods. The mean of the samples in the unaffected interval
(the “core” region) provided one estimator, while the estimator that corrects for
the PSF, developed in Section 2.3, provided another. The developed estimator,
using all region statistics, demonstrates a more robust estimate.
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Direct correction of the effect of the PSF in dPET data has been investi-
gated previously. Given a complete spatial description of region boundaries, and
a model of the PET scanner, the GTM method [1] corrects data for PSF ef-
fects in either sinogram or image space. Relevant scanner characteristics can be
measured, but knowledge of region boundaries necessitates additional structural
information such as CT or MRI. Chiao [4] et al is the only previous work that
attempts to estimate both region boundaries and activities, and avoids the cost
of acquiring structural information. Chiao et al. use an explicit contour model,
and a detailed description of the scanning hardware. However, their method suf-
fers from the known shortcomings of discrete contour models, and is developed
for a single ROI of fixed topology, restricting its applicability. In the 2D image
processing domain, Bar et. al [5] developed a method to simultaneously perform
segmentation and semi–blind restoration of non–medical images. However their
model used an edge map instead of an explicit region model, which prevented
modeling of important region properties. Many other PET segmentation and
correction approaches have been developed. Due to space restrictions, we refer
the reader to the references in [1] or [2].
We propose a new method (Sec. 2) for simultaneous segmentation and cor-
rection of dPET data. To the best of our knowledge, we are the first to apply
a multi–phase level-set Mumford–Shah model, incorporating and accounting for
the PSF, to segmentation of homogeneous physiological regions. We address the
inaccuracies of state of the art methods, and demonstrate more accurate seg-
mentation and signal recovery (Sec. 3 and 4). Our method is general, requiring
no fixed topology, and is therefore not restricted to any specific anatomy. Our
region estimates employ all image statistics, and are more resilient to noise than
methods which use only core statistics. We make the practical assumptions that
the number of regions are known, and the PSF has been measured beforehand.
Measurement of the PSF avoids errors associated with PSF estimation.
2 Method
2.1 Model Formulation
At some spatial location x ∈ Ω ⊂ R3 and time t ∈ [0, T ], we model the formation
of an observed dPET image, I(x, t) as:
I(x, t) = [Itrue(t) ∗ h] (x) + η(x, t). (1)
Here, Itrue is the unknown spatio-temporal distribution. It is convolved by the
PSF of the imaging system, denoted h, which is assumed to be a spatially and
temporally invariant Gaussian. Raw dPET data exhibits Poisson noise charac-
teristics, but the noise becomes approximately Gaussian after image reconstruc-
tion. Therefore, we assume the observed image is corrupted by a zero–centered,
spatially and temporally independent Gaussian noise process, denoted η.
A common assumption in kinetic analysis is that healthy tissue with identical
metabolic behavior exhibits identical functional behavior. Therefore, we assume
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that the true image can be well approximated by a known number, R, of disjoint,
piecewise–constant functional regions, each with a characteristic TAC:
Itrue(x, t) ≈
(
R∑
i=1
χi (x) · ci (t)
)
. (2)
Here, χi denotes the characteristic, or labelling, function that defines the ith
region with TAC ci. The goal is to find the closest estimate of Itrue, by recovering
the characteristic functions χi and associated TACs ci for each region.
We use the approach of Mansouri et al. [6] and represent R regions as com-
binations of the zero level sets of R − 1 level set functions Φk, 1 ≤ k ≤ R − 1.
The zero level set of Φk defines a closed area where Φk > 0 for points inside the
kth contour, and vice versa. Set operations on these areas define the ROIs. The
kth region is the region inside Φk, and outside all previous Φi, i 6= k. The region
outside all Φk represents the final Rth region. Note that the regions are mutu-
ally exclusive and cover the entire domain, eliminating the issues of overlap and
vacuum [6]. Formally, χi for R regions can be expressed using R − 1 functions,
Φi, and the Heaviside step, H(·), and dirac delta, δ(·), functions as:
χi = H (Φi)
1−δ(R−i)
[
i−1∏
k=1
(1−H (Φk))
]
. (3)
2.2 Segmenting Functional Regions
Using this representation we seek the time–varying image estimate, I˜(x, t), formed
by convolving the approximation of Itrue (2) by the imaging PSF, h. This is ac-
complished by minimizing the following energy function, w.r.t χi and ci:
E =
∫
Ω
 T∫
t=0
(
I(x, t)− I˜(x, t)
)2
dt+
R−1∑
i=1
[
µ |∇Φi| (x) + 12(|∇Φi| (x)− 1)
2
] dx.
(4)
The first term describes the spatio–temporal fit of the estimate I˜ to the observed
data. The second and third terms, typical in active contour models, regularize
the level sets, encourage smooth region boundaries [7], and maintain the level
sets as signed distance functions. The parameter µ controls the influence of
the smoothness regularizer. Note that the energy in (4) is a generalization of the
vector–valued Active Contours Without Edges (ACWOE) multiphase energy [7]:
as the PSF h(·) converges to δ(·), (4) converges to the ACWOE energy.
Minimizing equation (4) w.r.t the unknown regions χi we derive the level set
update equations, with artificial step parameter t˜:
∂Φj
∂t˜
(x, t˜) = 2
T∫
t=0
(
I˜(x, t)− I(x, t)
)
·
([(
R∑
i=1
∂χi
∂Φj
· ci(t)
)
∗ h
]
(x)
)
dt
+(µ− 1)∇ ·
( ∇Φj
|∇Φj |
)
(x) +∆Φj(x).
(5)
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∂χi
∂Φj
=

(−H (Φi))1−δ(i−j) δ (Φj)
i−1∏
k=1
(1−H (Φk))1−δ(k−j) ; i 6= R, j ≤ i
−δ (Φj)
i−1∏
k=1
(1−H (Φk))1−δ(k−j) ; i = R, j ≤ i
0 ; ∀j > i
(6)
Note that H(·) and δ(·) are discontinuous functions, and must be regular-
ized [7]. This regularization must have a localized behavior, or I˜ will suffer from
artificial “spill-over” across regions. Therefore we choose:
Hε(z) = abs(z < 1) · 12
(
1− z
ε
+
1
pi
sin
(−piz
ε
))
, δε(z) = −1
ε
cos
(zpi
ε
)
. (7)
with ε = 1. This restricts the effect of regularization to 1 voxel from the level set
boundary. This models the behavior of boundaries that pass through the center
of a voxel (i.e.: H(0) = 0.5, an equal mixture of two regions).
In dPET, temporal activity is measured by accumulating activity over a small
number of time intervals. These intervals are non–uniform, and denoted 4t.
Discretizing the integral (5) yields the evolution equation to iteratively update
Φj and consequently χi ∀i.
∂Φj
∂t˜
(x, t˜) ≈ 2
T∑
t=0
4t
(
I˜(x, t)− I(x, t)
)
·
[(
R∑
i=1
∂χi
∂Φj
· ci(t)
)
∗ h
]
(x)
+ (µ− 1)∇ ·
( ∇Φi
|∇Φi|
)
(x) +∆Φi(x).
(8)
As Φj and the functional regions are updated, the estimated region TAC ci
must also be updated accordingly. This is described below (Sec. 2.3).
2.3 Calculating Region TAC
To determine the corrected TAC estimates ci(t), we use the first order optimality
conditions from equation (4) to derive the optimal ci, for a given estimate of
region boundaries:
∂E
∂cm
(t) = −2
∫
Ω
(
I(x, t)− I˜(x, t)
)
· (χm ∗ h) (x)dx. (9)
Equation (9) is rewritten as a system of linear equations, for m = 1..R, and each
time step t. We obtain estimates of ci(t) as the solution of Ac(t) = b(t), where:
Aij =
∫
Ω
[(χi ∗ h) (x)] [(χj ∗ h) (x)] dx, bi =
∫
Ω
I(x, t) [(χi ∗ h) (x)]dx. (10)
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3 Validation
In order to perform a quantitative evaluation of accuracy, experiments were
performed using synthetic and simulated data (Fig. 2), with a known ground
truth. Accuracy of our method (PSF-SEG) was compared to traditional vector–
valued ACWOE (ACWOE), and the recently proposed kinetically regularized
versions of k–Means (KM-KM) and MRF k–means (KM-MRF) [2]. Parameters
were chosen to give the best results for each method, after manual exploration
of the parameter space. Following segmentation, the DICE similarity index, a
measure of region overlap, was computed for each region to determine segmen-
tation accuracy. A DICE value of 1 indicates perfect segmentation. Recovery of
regional kinetic parameters was evaluated by computing a normalized L2 differ-
ence, denoted k–error, between the recovered and true parameters. A k–error of
0 indicates perfect kinetic recovery.
First, synthetic dPET data was created using 2D slices from 12 labeled MRI
brain scans. Realistic tissue parameters were used to generate TACs using the
COMKAT kinetic modelling tool [8] and FDG model. TACs were assigned to
specific brain structures and a Gaussian filter with a FWHM of 6mm [1] was
applied to simulate PET imaging hardware. Finally, normally distributed noise
was added. The regularization parameter µ for PSF-SEG and ACWOE was
fixed for both methods, and chosen proportional to the noise in the image: µ =
{5, 25, 75, 125, 125, 150} for {0, 1, 3, 5, 8, 10} standard deviations respectively.
Next, 12 Monte Carlo simulated Raclopride dPET volumes [9] were used
to compare the methods in 3D under realistic noise and hardware conditions.
The PSF of the PET simulator has previously been measured as approximately
Gaussian with FWHM of 6.67mm in plane and 7.06mm axially. The parameter
µ was empirically set to 1000 for PSF-SEG and ACWOE. In both datasets, the
tissues of interest are: scalp SP, gray matter GM, white matter WM, cerebellum
CB and putamen PN.
Crude ROI, at most 2 voxelized spheres per ROI, were drawn on each dataset
and used as the manual initializations for all algorithms and subjects.
Data Truth PSF-SEG ACWOE KM-KM KM-MRF
Fig. 2. Column 1: Last time step of input data. Column 2: Ground truth labels.
Columns 3–6: Example segmentations. Top row: Data from the noise experiment
with noise at 3 std. dev. Bottom row: Slice 40 of the simulated data.
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4 Results
For each region and noise level of the synthetic data, the mean DICE index and
k–Error were computed with a 95% confidence interval (Fig. 3).
SP GM WM CB PN
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Noise Level
Fig. 3. DICE index (top) and k–error (bottom) for each region in the noise
experiment. Error bars denote 95% confidence interval.
The DICE index shows significant and consistent performance across all ROI
and noise levels. In general, PSF-SEG realizes an improvement in accuracy be-
tween 10− 35%. Most noteable is the improvement in accuracy in the PN (top–
right). KM-MRF, KM-KM and ACWOE erroneously mislabel the putamen and
cerebellum as identical regions in favor of giving a unique label to transition
regions. The PSF-SEG method successfully deals with these transition regions,
and labels the regions correctly. Examining the k–Error, PSF-SEG outperforms
for the putamen, due to better segmentation results, and performs similarly to
other methods in the remaining regions.
Examining the DICE index for the realistic simulated data (Fig. 4), PSF-SEG
significantly outperforms the state of the art algorithms on the simulated WM,
CB and PN regions. These regions all contain thinner regions which are affected
by the PSF, and subject to misclassification by KM-MRF and KM. PSF-SEG
also exhibits low variability, indicating a more reliable, and consistent behavior.
PSF-SEG appears to perform slightly worse than the other two methods for
GM, but within the variability of these methods. ACWOE also demonstrates
improved results. ACWOE’s regularized characteristic function simulates the
PSF, and improves its performance. For smaller regions, ACWOE’s performance
decreases as the error in PSF approximation becomes more significant.
5 Discussion and Future Work
We developed a novel model for segmentation of dPET data, based on incorpo-
rating the known PSF of the imaging hardware. Improved segmentation results
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Fig. 4. Segmentation results for realistic simulated data
were demonstrated, and our method outperformed two state-of-the art tech-
niques. In addition, we argue that TAC estimates obtained via this method are
more robust under noise than the mean of region cores. The next step is vali-
dation on real dPET data, adapting the model to more general, non-piecewise
constant models and leveraging the underlying kinetic model of TAC.
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Abstract. In this paper, we extend a computationally efficient frame-
work for real-time tracking of deformable subdivision surfaces in 3D
echocardiography with speckle-tracking measurements to track material
points. Tracking is performed in a sequential state-estimation fashion,
using an extended Kalman filter to update the subdivision surface based
on displacement vectors from 3D block-matching in the left ventricular
wall. Fully automatic tracking is demonstrated in two simulations of an
infarcted ventricle, as well as in a set of 21 in-vivo 3D echocardiograms.
Credible tracking results were achieved in all cases, with an average drift
ratio of 12.08 ± 2.09% (2.7 ± 1.0mm). The infarcted regions were also
correctly identified in both of the simulations. Due to the high compu-
tational efficiency of the method, it is capable of operating in real-time.
1 Introduction
With the introduction of 3D echocardiography, rapid and low-cost acquisition
of volumetric images of the left ventricle (LV) has become feasible. Tools for
assessment of global function, based on semi-automatic shape segmentation of
the endocardial boundary, have appeared over the last few years [1]. However,
in order to evaluate regional function of the LV, methods that also estimate
myocardial deformation by tracking material points are required.
The distinctive speckle pattern found in ultrasound images has often been
considered an undesirable image artifact, since it reduces the apparent image
quality. However, this pattern have the fortunate property that it, despite being
gradually decorrelated, moves in the same manner as the underlying tissue being
imaged [2]. This property can be exploited to track the LV myocardial defor-
mation field by means of speckle-tracking techniques. Existing approaches for
2D and 3D speckle-tracking include: Horn-Schunck optical flow speckle-tracking
[3], band-pass Gabor filtering prior to block-matching [4], tracking single speckle
points with motion coherence regularization of the velocity field [5] and elastic
volume registration using B-splines coupled with a mutual-information metric
[6]. To our knowledge, none of these approaches have been demonstrated to
achieve real-time processing times when applied to volumetric data.
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This paper describes a fully automatic, real-time method for LV tracking of
material points in 3D echocardiography. It extends the subdivision model based
Kalman-filter method of [7], with speckle-tracking to capture the full myocardial
deformation pattern, and not only shape changes. A combination of integer voxel
displacement estimation using block matching, coupled with optical flow correc-
tion of the best match, is used to achieve sub-voxel displacement estimation.
2 Methods
The tracking framework is based on a deformable subdivision surface, consisting
of control vertices qi for i ∈ {1 . . . Nq} that are allowed to move to alter the
shape and parameter-space density of the surface. Unlike in [7], where shape
segmentation was the objective, we allow the control vertices to move freely in
any direction, and not just in the surface-normal direction. In addition to the
control vertices, the topological relationships between the control vertices have to
be defined in a list C(c), that maps surface patches c ∈ {1 . . . Nc} to enumerated
lists of control vertex indices that define the control vertices influencing each
surface patch.
We denote the local deformations Tl(xl) to our deformable model as the
deformations obtainable by moving the control vertices of the subdivision model.
These local deformations are combined with a global transform Tg(xg,pl) to
position, scale and orient the model. This leads to a composite state vector
x = [xTg , x
T
l ]
T consisting of Ng global and Nl local deformation parameters.
A manually constructed Doo-Sabin subdivision surface [8] consisting of 20
control vertices is used to represent the LV. A distribution of approximately 450
surface points, spread evenly across the surface as in [7], are used as shown in
Fig. 1(a). These points are used as a basis for both edge-detection and speckle-
tracking measurements, and consists of parametric coordinates (including patch
number) for each of the surface points.
The tracking framework is decomposed into the 5 separate steps shown in Fig.
1(b). Most of the steps are similar to [7], with the exception of the measurement
step, where edge-detection is replaced with 3D speckle-tracking to update the
model. Edge-detection is instead used solely to automatically initialize the model
to the endocardial boundary, prior to speckle-tracking. This initialization leads
to shape deformations, by moving control vertices inwards and outwards in the
direction perpendicular to the surface, but does not impose any deformations
along the surface to alter the parameter-space density, as speckle-tracking does.
The Kalman prediction step and Kalman update steps are identical as in [7],
and therefore not covered in this paper. Instead this paper focuses on what is
new, namely evaluation of the deformable model, speckle-tracking measurements
and assimilation of 3D displacement vectors:
2.1 Evaluation of Deformable Model
Calculation of Local Surface Points: The Kalman filter framework requires
the creation of a set of surface points pl and Jacobi matrices Jl, based on a pre-
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Fig. 1. (a) The Doo-Sabin subdivision surface used for tracking, which consists of 20
control vertices shown in the encapsulating wire-frame mesh. The speckle-tracking dis-
tribution is illustrated with black dots on the surface. (b) Overview over the processing
chain for each new frame in the Kalman filter tracking framework.
dicted state vector x¯l. The creation of these objects can be performed efficiently
following the steps below:
1. Update position of control vertices qi based on the state vector: qi =
q¯i + x(3i)vx + x(3i+1)vy + x(3i+2)vz, where q¯i is the initial position of the
control vertex, vx, vy, vz are unit vectors along the x, y and z axis repec-
tively, and x(3i), x(3i+1), x(3i+2) are the parameters in the state vector cor-
responding to this control vertex. The full state vector for the model then
becomes the concatenation of the state parameters for all control vertices
xl =
[
x0, x1, . . . , x(3Nq−1)
]T .
2. Calculate surface points pl as a sum of control vertices weighted with their
respective basis functions within the surface patch of each surface point:
pl =
∑
i∈C(cl) biqi.
3. Calculate Jacobian matrices for the local deformations Jl by concatenat-
ing the unit vectors multiplied with their respective basis functions: Jl =[
bi1vx, bi1vy, bi1vz, bi2vx, . . .
]
i∈C(cl). The Jacobian matrix will here be
padded with zeros for columns corresponding to control vertices outside the
region of support for the surface patch of each surface point.
Basis functions for these points can be precomputed during initialization if we
restrict the parametric coordinate distribution of the surface points to be con-
stant throughout the tracking. This allows the above operations to be performed
very quickly, which is crucial for enabling real-time implementations.
Global Transform: We denote pl and Jl for the surface points created from
the subdivision surface with local deformations Tl(xl). These points are subse-
quently transformed by means of a global pose transform Tg, that translates,
rotates and scales the model to align it correctly within the image volume:
pg = Tg(pl,xg) . (1)
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The Jacobian matrices for the composite deformations then becomes the con-
catenation of both global and local state-space derivatives. The local part is
created by multiplying the 3 × 3 spatial Jacobian matrix for the global trans-
form with the 3×Nl local Jacobian matrix for the deformable model, as follows
from the chain-rule of multivariate calculus:
Jg =
[
∂Tg(pl,xg)
∂xg
,
∂Tg(pl,xg)
∂pl
Jl
]
. (2)
2.2 Speckle-tracking Measurements
Speckle-tracking measurements are performed 1mm outside the endocardial sur-
face, in order to track deformations inside the myocardium. There, 3D displace-
ment vectors v = [vx, vy, vz]
T for local motion are inferred by matching pre-
dicted surface points p in the current frame to associated surface point from
the updated model in the previous frame. The measurements are computed by
first performing 3D block-matching using a sum of absolute differences (SAD)
metric to determine integer displacements. This is followed by translative Lucas-
Kanade optical flow estimation [9] on the best integer voxel match to correct for
sub-sample displacements, as was done for 2D tracking in [10].
Implementation of this matching can be done efficiently on modern processors
by using vector instructions and multi-core parallelization of the SAD operations.
Furthermore, preprocessing of the data is avoided by doing the tracking directly
on the ”raw” grayscale ultrasound data acquired in spherical coordinates. Track-
ing is performed in data decimated in the beam propagation direction by a factor
of four to reduce window sizes, since ultrasound image resolution is significantly
higher in this direction compared to the two lateral directions. A kernel size of
4x4x4 voxels is used, while the search window has an adaptive size, based on im-
age depth, to make its cartesian dimensions approximately constant regardless
of image depth.
Associated measurement noise values r , for the spatial uncertainty of the
displacement measurement, are computed based on the ratio between the best
and average SAD matching value for each point. After computing the measure-
ments, simple outlier rejection is performed, based on the measurement noise
values and a comparison with neighboring displacement vectors in a local search
area. Parameters were adjusted by trial and error.
2.3 Measurement Assimilation
The measurements can be efficiently assimilated in information space if we as-
sume that they are uncorrelated [11], since uncorrelated measurements lead to a
diagonal measurement covariance matrix R. All measurement information can
then be summed into an information vector and matrix of dimensions invariant
to the number of measurements:
HTR−1v =
∑
iH
T
i vir
−1
i (3)
HTR−1H =
∑
iH
T
i Hir
−1
i . (4)
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Usage of unit vectors in x, y and z-direction for displacing control vertices enables
direct usage of the Jacobian matrices as measurement matrices in the Kalman
filter, since HT = [vx, vy, vz]TJ = J. A covariance matrix for the measurement
can also be used instead of scalar measurement noise values if one desires to
capture any non-isotropy in the spatial uncertainty of the displacement, but this
is not done in this paper.
3 Experimental Validation & Results
In order to show the feasibility of the method and validate its performance, the
method was applied to both simulated and in-vivo data sets:
3.1 Data Description
Two volumetric ultrasound datasets was generated for the experiment, based on
a finite element simulation of a left ventricle with an anterio-apical infarction.
The first simulation used an ellipsoidal shape for the myocardium, while the
second used the average shape of five canine ventricles. The motion and defor-
mation of the ventricle was determined by modeling internal systolic contraction
forces and external forces from the cavity pressure, and the infarcted area was
modeled by abolishing contractile forces in the anterio-apical region, as in [12]. A
k-space ultrasound simulator, described in [13], was then used to create realistic
3D ultrasound simulations based on scatter positions extracted from the finite
element model.
In addition to the simulations, a collection of 21 apical 3D echocardiography
recordings of adult patients, of which half were diagnosed with heart diseases,
were used for in-vivo validation of the method. These recordings were acquired
with a Vivid 7 scanner (GE Vingmed Ultrasound, Norway) using a matrix array
transducer (3V). The exact same configuration was used to initialize tracking in
all in-vivo recordings.
3.2 Simulated Data Results
After tracking, the subdivision surfaces were re-meshed into a grid-structured
mesh in a manner that preserves material points. Area strain  = (a − a0)/a0
values were then computed locally across the surface by comparing the area
of each quadrilateral during tracking with associated end-diastolic (ED) areas.
These strain values represents variations in the parameter-space density of the
subdivision surface, which should correspond to the total muscle contraction
locally in a manner that combines the effect of longitudinal and circumferential
strain.
Figure 2(b) shows end-systolic (ES) area strain values across the tracked
surface, together with ground truth strain values from both simulations. The
infarcted regions exhibit small contraction or stretching, and therefore show up
as blue and green, while healthy myocardium is contracting, and therefore shows
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up as red. One can clearly see that the infarcted regions are correctly identified
in the tracked meshes, although the strain values in the infarcted regions are un-
derestimated compared to the ground truth, especially in the second simulation
which has a more complex geometry.
(a) (b) (c)
Fig. 2. Results from tracking in the simulated data, showing (a) intersection slices
through the simulations, as well as front & back views of color-coded area strain meshes
at ES from (b) the tracked strain meshes and (c) ground truth values. Results from the
infarcted ellipsoid (simulation ’A’) are shown in the top row, and from the infarcted
dog-heart (simulation ’B’) in the bottom row.
3.3 In-vivo Results
For the in-vivo data, no ground truth was available, so tracking was instead
evaluated by computing the average ratio between the drift of surface points
after tracking an entire cardiac cycle, and the walked path distance for the same
point.
Tracking in the 21 in-vivo recordings yielded an average drift ratio of 12.08±
2.09%, which in absolute values corresponds to 2.7 ± 1.0mm. As a comparison,
the drift ratio in the simulated recordings were 8.58% and 10.59%, with absolute
drift values of 0.58 and 0.70mm. Fig. 3 shows orthogonal intersection slices of
the tracking results at ED and ES in two of the recordings.
Tracking in both the simulated and in-vivo recordings consumed approxi-
mately 37ms of processing time per frame on a 2.2GHz Intel Core 2 duo proces-
sor. This makes the method capable of operating in real-time, given a typical
frame-rate of 25fps.
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Fig. 3. Orthogonal image slices of the tracked mesh in two of the in-vivo recordings
(patient ’A’ and ’B’), at both ED and ES. The slices show the initialized mesh in
red (only at ED), and tracked meshes in yellow (both at ED and ES). The difference
between the tracked and initialized mesh at ED constitutes the drift after tracking in
an entire cardiac cycle.
4 Discussion
We have presented a new approach for LV tracking of material points in 3D
echocardiography, using a Kalman filter to fit a deformable subdivision model
to 3D speckle-tracking measurements. The method is automatically initialized
using endocardial edge-detection, and is capable of operating in real-time due to
its strong computational efficiency. Usage of this method might therefore enable
rapid analysis of regional myocardial function.
Automatic myocardial speckle-tracking was feasible in all tested recordings,
both simulated and in-vivo. Based on visual assesment of the tracking and com-
puted drift values, the tracking was found to behave robustly. The obvious dis-
crepancy between absolute drift and drift ratio in the simulations is believed to
stem from the fact that apex moves very little in the simulations, which leads
to high drift ratios in the apical region, even though the absolute drift is quite
small. Furthermore, the method was able to identify the infarcted regions in two
different ultrasound simulations of a left ventricle, although the strain in the
infarcted areas appeared underestimated compared to ground truth.
Tracking accuracy is dependent on the resolution of the subdivision surface
used. Low-resolution surfaces, like the one used in this paper, will exhibit high
robustness, due to the inherent regularization of having fewer parameters to
estimate. This does, however, come at the expense of stronger spatial smoothing
across the surface, compared to more high-resolution surfaces. This might be
some of the reason for the underestimated infarcted strain. Usage of a higher
resolution model, consisting of more control vertices, might therefore enable more
accurate tracking with less spatial smearing of the deformation field. Usage of
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more surface points for block-matching might also increase tracking accuracy at
the expense of computational efficiency.
With feasibility of the method demonstrated, the next step will be to compare
its accuracy to alternative approaches in a more quantitative way. Approaches to
improve its accuracy should also be investigated. Currently, tracking is performed
sequentially, from one frame to the next. This can, however, be extended with
bidirectional tracking, using both a forward and backward Kalman-filter to im-
prove tracking accuracy and reduce drift. Speckle-tracking measurements might
also be combined more directly with edge-detection to reduce the surface-normal
component of the inherent drift associated with sequential block-matching.
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Abstract. Left ventricular cardiac function is clinically assessed using
magnetic resonance imaging (MRI) from multiple consecutive 2D cine
acquisitions along different long axis (LA) and short axis (SA) views
through the heart, each acquired in a different breath hold. Spatial in-
tegration of all image data in 3D is complicated by positional offsets
between different slices induced by differences in breath hold and overall
patient motion. We present a post-processing approach that is able to
correct for both in-plane and out-of-plane translations, can be applied
retrospectively as it only uses the LA and SA data itself, and does not
depend on cardiac wall segmentation. The correct position of each cine
MRI slice is estimated by optimization of the correlation between inter-
secting image lines in all pairs of images in all time frames. Out-of-plane
displacement of the SA slices is constrained by penalizing proximity of
dissimilar parallel image slices to take their inter-dependence into ac-
count. The proposed method is validated both on simulated and real
multi-breath hold image data of normal volunteers and patients.
1 Introduction
Evaluation of left ventricular function is clinically done using cardiac magnetic
resonance (MR) imaging, as the dynamic image sequences allow to assess car-
diac wall motion and contraction over the entire cardiac cycle. Current MR
imaging techniques allow the acquisition of a consistent dynamic 3D data set
of the heart in a single breath hold [1], but at the expense of a reduced spa-
tial and temporal resolution compared to the conventional 2D cine acquisition.
Techniques are being developed to augment this resolution [2] but are not yet
widely available. Although navigator-based techniques have been introduced to
combine MR measurements over multiple breathing cycles [3, 4], they are mainly
used for the acquisition of static images since the acquisition time is increased
as measurements in non-favorable breathing positions are discarded. Hence, in
clinical practice, multiple consecutive 2D cine images are usually acquired in dif-
ferent breath holds. These typically consist of two- and four-chamber LA views
⋆ An Elen is Research Assistant of the Research Foundation - Flanders (FWO - Vlaan-
deren).
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and a stack of 10 to 15 parallel SA views spanning the whole left ventricle (LV)
from apex to base. Random differences in breath hold between different acquisi-
tions, as well as slight patient movements, induce random offsets in the relative
position of different slices. These positional offsets need to be corrected in order
to spatially integrate the available 2D image slices and to properly reconstruct
the shape and deformation of the heart in 3D. Several post-processing methods
have been recently proposed to this end. Chandler et al. [5] use an intensity
based slice-to-volume registration method to rigidly register the end-diastolic
(ED) frame of each SA slice to the ED frame of a 3D MR image with high spa-
tial but low temporal resolution of the same patient. Lo¨tjo¨nen et al. register all
slices of a multi-breath hold SA and LA stack both consisting of 4 to 8 dynamic
parallel slices, thus correcting both image stacks. As neither the single breath
hold 3D volume used by Chandler et al. nor the LA stack used by Lo¨tjo¨nen et al.
is acquired routinely or is available for our clinical data sets, we are interested
in a method that can correct positional offsets based on the 2D cine SA and
two- and four-chamber LA views itself. Van Assen et al. [6] perform breath hold
correction of the SA relative to the LA slices based on manual SA segmentations
of the LV endocardial contours, assuming that the center of gravity of each SA
contour should almost coincide with the intersection line of both LA views. How-
ever, manual segmentation of LV is tedious and error prone, such that a method
that does not depend on segmentations is to be preferred. Such approach was
recently proposed by Slomka et al. [7]. In a 2-step procedure, both LA views and
all SA slices are aligned by maximization of a similarity measure that takes the
correlation and the absolute intensity differences of the intersecting lines of the
images over all time frames into account. However, while their method corrects
for in-plane translational and out-of-plane rotational offsets of each SA slice,
out-of-plane offsets of the SA slices along the longitudinal axis of the heart are
only globally corrected by in-plane translation of the LA views. But the motion
of the heart due to respiration has been shown to be dominated by a translation
in the craniocaudal direction [8], such that significant out-of-plane offsets of the
SA slices can be expected.
We present a post-processing method for correcting the relative positions of
all LA and SA slices, using only the SA and LA image data itself, by optimizing
the full 3D translation (both in-plane and out-of-plane) of each image slice, nec-
essary to realign all acquired images. Different breath hold and patient positions
may also result in rotation and deformation of the heart, but these effects were
found to be small [7, 8] and are therefore assumed to be neglectable in this work.
2 Method
2.1 Cost function
The relative position p of two intersecting 2D slices A and B is assessed by the
cost function DCorr(p) evaluating the correlation of their intersection lines over
all time frames combined (as all frames of the same slice are obtained in a single
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breath hold, causing no additional misalignment between frames):
DCorrA,B (p) =1−
∑
n
i=1
[(IA,i(p)− IA,i(p)) · (IB,i(p)− IB,i(p))]√∑
n
i=1
(IA,i(p)− IA,i(p))2 ·
√∑
n
i=1
(IB,i(p)− IB,i(p))2
, (1)
with {IA,j , j = 1 . . . n} and {IB,j, j = 1 . . . n} linearly interpolated samples of
images A and B respectively along their intersection line in every time frame
at the same spatial and temporal positions (we choose n=1000). Correlation is
used because the images acquired in different breath holds are not guaranteed to
have identical intensities and the number of samples n is relatively small to use
a histogram based registration approach. To exclude confounding image regions
such as the chest and to assure that the correlation captures the position of
the heart itself, a coarse region of interest (ROI) around the heart is manually
defined in the first frame of both LA-views, but this may be automated.
Aligning each SA slice independently relative to the LA slices based on their
intersection lines alone may result in unreliable out-of-plane displacements, be-
cause of the specific shape of the heart. Hence, instead of treating each SA slice
independently, we constrain the out-of-plane motion. Out-of-plane offsets of ad-
jacent SA slices towards each other are more penalized if the slices are more
dissimilar due to differences in myocardial shape or anatomical features within
the ROI, but more allowed otherwise. This is achieved by penalizing the relative
displacement of consecutive SA slices i and i + 1 using a cost function that can
be interpreted as a linear compression spring between them with spring constant
kSAi,SAi+1 depending on the similarity of the image slices:
DECC
SAi,SAi+1
(p) =max(0;−kSAi,SAi+1 · (dSAi,SAi+1(p)− d)), (2)
kSAi,SAi+1 =k0 ·
(
2−
ECC(SAi, SAi+1)
ECC
)
, (3)
with p the position of SA slice i relative to i + 1, d the out-of-plane distance
between the two slices, ECC the entropy correlation coefficient after rigid reg-
istration of SA slice i to i + 1, d and ECC the average values of d and ECC
respectively over all SA slices, and k0 a weight parameter. ECC is defined as
ECC(A, B) = 2 · MI(A,B)
H(A)+H(B)
, with MI the mutual information of the two im-
ages, H(A) the entropy of image A and 0 ≤ ECC ≤ 1. The max-function in
equation (2) prevents remuneration of translations away from each other. The
overall cost function D to be optimized w.r.t. the relative slice positions p of all
slices combined then becomes:
D(p) = DCorr
LA1,LA2
(p) +
∑
i,j
DCorr
SAi,LAj
(p) +
∑
i
DECC
SAi,SAi+1
(p). (4)
2.2 Optimization
The from the DICOM files derived theoretical relative positioning of the SA and
LA images is corrected by a 4-step optimization procedure. The first 2 steps
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serve as initialization for correction of the LA and SA images respectively, while
the last 2 steps take all information and all possible translations into account
and might be applied iteratively, making the method more robust.
Step 1, LA-1D: The relative position of the two LA slices is optimized first by
minimization of the term DCorr
LA1,LA2
in (4) alone, only allowing translation of
one relative to the other along their intersection line.
Step 2, SA-2D: An initial in-plane (XY) translation is searched for each SA
slice i individually, by minimization of the terms
∑
j
DCorr
SAi,LAj
in (4) alone.
Step 3, LA-3D: The full 3D translation of both LA slices is optimized simul-
taneously by minimization of DCorr
LA1,LA2
+
∑
i,j
DCorr
SAi,LAj
in (4).
Step 4, SA-3D: Finally, the full 3D translation of all SA slices combined is op-
timized by minimization of
∑
i,j
DCorr
SAi,LAj
+
∑
i
DECC
SAi,SAi+1
using a minimal
cost path method. The out-of-plane (Z) translation is discretized, retaining
only K discrete possible out-of-plane offsets for each SA slice. For each of
these, the corresponding optimal in-plane translation is searched, using Step
2. A graph of K ×N nodes is then constructed, with N the number of SA
slices. To each node, a cost
∑
j
DCorr
SAi,LAj
for the intersection with both LA
images is attributed. Connections are drawn between the nodes of consecu-
tive SA slices i and i+1 and to each of these connections a cost DECC
SAi,SAi+1
is attributed. Dynamic programming is used to find the optimal sequence of
Z offsets for each slice that globally minimize (4).
3 Experiments and results
To quantify the accuracy of the proposed method and to demonstrate the im-
portance of a constrained out-of-plane translation correction, 3 sets of exper-
iments were performed: (1) recovering simulated translational offsets between
LA and SA slices with known ground truth position; (2) position correction of
multi-breath hold SA and LA slices acquired from healthy volunteers; and (3)
alignment of patient data. Each time, different schemes of our algorithm were
used and compared. A first scheme (XY) only performs optimization Steps 1
and 2, correcting for in-plane translational offsets as in [7]. A second scheme
(XYZ) performs the full 4-step optimization procedure, but without constrain-
ing the out-of-plane offsets of the SA slices, i.e. k0 = 0. A third scheme (XYZ+)
constrained the out-of-plane offsets using an experimentally determined value
k0 = 0.7 (sensitivity of the results is limited for k0 between 0.3 and 1).
3.1 Image data
All images were acquired on a 1.5 T Philips Intera cardiac MR scanner using a
routine clinical imaging protocol. A first data set was obtained from 2 healthy
volunteers, who were repeatedly scanned at different time points (5 and 4 times
respectively). Each time a single breath hold 3D SA image stack (FOV = 350mm,
matrix = 256 × 256, pixel size = 1.37mm, slice thickness = 10mm, TE/TR =
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1.4/2.9ms, flip angle = 60◦, 10 slices, 20 and 10 frames for volunteers 1 and
2 respectively, all obtained in 15 seconds) and a series of 2D multiple breath
hold SA slices (FOV = 330mm, matrix = 256× 256, pixel size = 1.29mm, slice
thickness = 8mm, TE/TR = 1.7/3.5ms, flip angle = 60◦, 12-15 slices, 30 frames)
were acquired, as well as 2 sets of corresponding two- and four-chamber LA views
acquired with the same parameters and temporal resolution as the single and
multi-breath hold SA images. The LA images were acquired in a different breath
hold than the SA images. The single breath hold SA image stacks were visually
checked for accidental movement by an expert reader.
A second set of images was acquired from 9 patients with different pathologies
and consisted of a multi-breath hold SA image stack (10-15 slices, 25 or 30
frames) and two LA images with the same temporal resolution.
3.2 Experiment 1: recovering simulated positional offsets
The LA images acquired from healthy volunteers were aligned with the corre-
sponding single-breath hold SA images with the same temporal resolution point
using Step 3 and the result was visually checked. Some of the SA slices were
removed such that a stack of eight correctly aligned SA slices with alternating
inter-slice distance of 1 and 2cm was obtained, so that the final distance between
consecutive slices dSAi,SAi+1 was not equal to the average value d. The LA and
SA slice positions were then distorted by applying a random 3D translation to
every one of them (with an average of zero and standard deviation of 7mm in-
plane and 6mm out-of-plane, as translations of more than 5mm are found in the
majority of multiple breath hold data sets [7]), without changing the SA slice
order.
The relative positioning of all slices was then corrected using schemes XYZ
and XYZ+ (i.e. without and with constraining the out-of-plane SA displace-
ments). The simulations were run twice for each of the 5 and 4 data sets of
subjects 1 and 2 respectively. The resulting errors on the recovered translations
averaged over all runs for each subject are summarized in Table 1.
Table 1. Mean, standard deviation, min- and maximum error on the recovered relative
position of all LA and SA image slices before correction, after correction without (XYZ)
and with (XYZ+) constraining the out-of-plane motion, for simulated displacements.
In-plane error [mm] Out-of-plane error [mm]
mean std min max mean std min max
Before 5.01 2.77 0.48 11.88 4.60 3.63 0.01 15.25
Volunteer 1 XYZ 1.30 1.07 0.05 5.80 2.34 2.51 0.02 20.00
XYZ+ 1.18 0.86 0.12 4.05 2.19 1.36 0.01 6.50
Before 5.84 2.90 0.53 11.66 4.59 3.34 0.29 12.32
Volunteer 2 XYZ 2.05 1.28 0.33 5.50 3.36 3.37 0.17 16.57
XYZ+ 2.19 0.98 0.43 4.47 2.27 1.73 0.09 6.51
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3.3 Experiment 2: position correction of volunteer data
Manual ED epicardial segmentations of the single-breath hold SA images from
both volunteers were interpolated into a triangulated surface, yielding a “ground
truth” surface (not including apex or base) as the relative positioning of the slices
was correct. The epicardium was chosen since its manual segmentations are less
prone to segmentation errors. The same was done for the multi-breath hold SA
image stack at ED from the same volunteer before correction and after correcting
positional offsets using schemes XY (in-plane translations) and XYZ+ (in-plane
and constrained out-of-planetranslations). The average point-to-surface distance
between the 3D ground truth surface and a dense sampling of the surface recon-
structed from the multi-breath hold data is listed in Table 2. In 95 percent of all
the surface points a distance smaller than the listed P95 value was found. The
average recovered in-plane translation using scheme XYZ+ was 2.05± 1.42mm
with a maximum of 5.81mm, while the average recovered out-of-plane translation
was 1.09± 1.45mm with a maximum of 8.14mm.
Table 2. Average and 95-percentile distance [mm] between interpolating ED surfaces
through LV epicardial contours delineated in a single-breath hold SA image stack and a
multiple-breath hold stack acquired from the same patient, before correction and after
in-plane (XY) and constrained 3D (XYZ+) correction.
Before XY XYZ+
mean P95 mean P95 mean P95
Volunteer 1 1.89 ± 1.07 3.57 1.75 ± 1.03 3.41 1.27± 0.73 2.48
Volunteer 2 1.39 ± 0.68 2.36 0.84 ± 0.57 1.86 0.99± 0.63 2.09
3.4 Experiment 3: patient data
Finally, the correction procedure was applied to 9 clinically acquired multi-breath
hold patient data sets. We used the distance along the intersection lines between
the manually delineated LV contours in the ED LA and SA images to assess resid-
ual positional offsets between LA and SA slices after correction using schemes
XY and XYZ+. The results are listed in Table 3. The average translation was
2.39 ± 1.60mm in-plane with a maximum of 5.80mm, and 1.30 ± 1.29mm out-
of-plane with a maximum of 5.12mm. A Wilcoxon signed-rank test for the error
along each intersection line of all the data sets showed the XYZ+ correction to
yield significantly (p = 5 · 10−8) better results than the XY correction. Figure 1
shows an example of the relative position of the LV epicardial contours before
correction, after XY correction and after XYZ+ correction. Figure 2 shows a
two-chamber view of the SA image stack and a 3D view of both LA slices and
one SA slice before and after XYZ+ correction for the same patient.
4 Discussion and conclusion
We propose a method to correct for in-plane and out-of-plane positional offsets in
multi-breath hold cardiac MR slices. Our method recovers the correct position-
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Table 3. Average distance [mm] between LV epicardial contours in LA and SA image
stack before correction and after XY and XYZ+ correction, for 9 patient data sets.
Before XY XYZ+ Before XY XYZ+
Pat1 3.04 ± 2.61 1.99 ± 1.49 0.74 ± 0.49 Pat6 1.77 ± 1.47 1.05 ± 0.89 0.97± 0.82
Pat2 2.87 ± 2.46 1.13 ± 1.12 1.17 ± 1.44 Pat7 2.71 ± 1.64 0.64 ± 0.52 0.79± 0.65
Pat3 3.67 ± 2.81 3.19 ± 2.63 1.37 ± 1.35 Pat8 3.02 ± 2.64 2.46 ± 2.22 1.07± 1.14
Pat4 2.29 ± 1.55 1.62 ± 1.28 1.57 ± 1.53 Pat9 2.46 ± 2.19 1.82 ± 1.62 1.54± 1.57
Pat5 1.29 ± 0.85 1.63 ± 1.40 0.60 ± 0.49
Before XY XYZ+
Fig. 1. LV epicardial contours of patient 1 before and after XY and XYZ+ correction.
ing of each LA and SA slice without need for additional image data or cardiac
segmentation. The method maximizes the correlation of the image intensities
along the intersection line of each pair of slices over all frames, while constrain-
ing out-of-plane offsets of the SA slices by penalizing proximity of dissimilar
slices. It was shown using simulated data that most translational offsets can be
correctly recovered using the correlation-based cost function (Table 1). However,
this sometimes leads to erroneous out-of-plane SA displacements as indicated by
the large maximal out-of-plane errors using scheme XYZ. We constrain the out-
of-plane translation of adjacent SA slices by taking the full information of the
SA images into account, based on the assumption that dissimilar slices are less
likely to be positioned close to each other than more similar slices. Similarity
between SA slices is assessed using ECC.
The results for volunteer 1 in Table 2 and for most patients in Table 3 illus-
trate the importance of out-of-plane translations. The data sets of volunteer 2
and patients 2 and 7 were properly corrected using only in-plane translations.
The slightly larger remaining errors for volunteer 2 might be caused by the lower
temporal resolution of these single-breath hold images (10 frames). It is noted
that the results for the real multi-breath hold data sets were validated using
manual segmentations which are them selves subject to delineation errors. As
only one 3D translation is searched for every dynamic SA and LA slice the out-
of-plane motion will not be falsely corrected out. The correction of one 4D data
set currently takes about 30 minutes (on one core of a cluster of AMD Opteron
processors with 32GB of memory and a CPU speed of 2.2GHz), but a more
efficient implementation is being made.
The correction of the relative image slice position is a first step in the integra-
tion of information of the different slices. After correction, the contradiction at
55
Before BeforeXYZ+ XYZ+
Fig. 2. Two-chamber view of SA image stack and 3D view of both LA slices and one
SA slice of patient 1 before and after XYZ+ correction.
intersecting lines is diminished (Figure 1 and 2) and knowledge of one slice facil-
itates the interpretation of the other. Further work will focus on integrating the
spatially corrected multiple 2D cardiac views into a single consistent 3D+time
representation, which will facilitate cardiac function analysis and inter-subject
normalization.
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Abstract. This paper discusses impact of a novel registration algorithm
for dynamic MRI data on diagnosis of rheumatoid arthritis. The al-
gorithm is based on a hybrid Euclidean-Lagrangian approach. It was
applied to data acquired with low and high-field MRI scanners. The
scans were processed with region-of-interest based and voxel-by-voxel
approaches before and after the registration. In this paper, we demon-
strate that diagnostic parameters extracted from the data before and
after the registration vary dramatically, which has a crucial effect on
diagnostic decision. Application of the the proposed algorithm signifi-
cantly reduces artefacts incurred due to patient motion, which permits
reduction of variability of the enhancement curves, yielding more dis-
tinguishable uptake, equilibrium and wash-out phases and more precise
quantitative data analysis.
1 Introduction
Rheumatoid arthritis (RA) is an inflammatory disease which affects more than
0.3-1% of the adult population [1]. RA patients are often examined with Dynamic
Contrast Enhanced Magnetic Resonance Imaging (DCE-MRI), where joints are
imaged over time resulting in a 4D dataset. Temporal changes of signal intensity
during and immediately after a bolus injection of a contrast agent reflect un-
derlying changes in local concentration of the contrast agent, which are related
to the extent of tissue inflammation. Typically, DCE-MRI data is processed on
a voxel-by-voxel basis, where enhancement curves are extracted from temporal
slices and evaluated using pharmacokinetic [2], heuristic [3], or region of interest
(ROI) based [4] methods.
These approaches for analysis of DCE-MRI data assume that signal intensity
vs. time changes at each voxel can be attributed to the contrast leakage. However,
patient movement can introduce artefactual enhancement with implications to
? We thank Leeds General Infirmary, UK and The Parker Institute, DK, University of
Genoa, Italy for providing data and assisting us with evaluation of the techniques.
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the extracted measurements. Hands of active RA patients shiver and the range
of motion is approximately 5-10mm translations and 5−150 rotations in 2D and
3D planes.
Alignment of images is complicated by the non-uniformity of motion across
various regions of the imaged joints and non-homogenous contract and brightness
variations in later volumes.
Early registration methods [5, 6] described motion using rigid transformations
that attempted to minimise the variance ratio between a pair of images. Recently,
motion was modelled using optical flow and affine transformation [7, 8]. However,
some optical flow techniques rely on the assumption that the contrast of the
target and source images remains constant while positions of objects change,
which is untrue for DCE-MRI datasets.
To align DCE-MRI data, we have modified the algorithm presented in [9],
which was designed to deal with partial occlusions. We augmented the registra-
tion model with a Euclidean-Lagrangian incremental approach, which was moti-
vated by the fact that some tissue significantly changes its intensity and bright-
ness in the post-contrast images and therefore alignment of the post-contrast
source to the pre-contrast target may not be accurate.
In this article, we will present the registration model and demonstrate its
value for further quantitative analysis of dynamic data.
2 Data
A total of 37 datasets acquired from patients with low-field (0.2T, ESAOTE,
Italy) and high-field (1.5T, Phillips, The Netherlands) scanners were processed.
10 high-field datasets were acquired from metacarpophalangeal joints (MCPJs)
in the axial direction using T1 weighted spoiled gradient-echo sequence; TR/TE:
14/3.8; FOV/imaging matrix: 100× 200mm / 128× 256, slice thickness 3mm, 6
slices. Acquisition time was 142s. 27 low-field datasets were acquired from the
hand, wrist, and tendon using gradient-echo and spin-echo sequences, TR/TE:
100/16 and 60/6, imaging matrix 256×256, resulting in 3 temporal slices, 22-30
images each. Acquisition time was 300s.
3 Methods
The transformation between source f(x, y, z, t) and target f(x, y, z, t−1) volumes
takes the following form:
m13f(x, y, z, t− 1) +m14 =
f(m1x+m2y +m3z +m10,m4x+m5y +m6z +m11,m7x+m8y +m9z +m12, t),
where (m1, ...,m9) represent affine and (m10, ...,m12) translation parameters;
m13 and m14 are spatially varying parameters which explicitly account for con-
trast and brightness variations.m = (m1, ...,m14) are estimated locally for each
small neighbourhood, but for the sake of clarity their spatial notation is dropped.
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To avoid making a decision on the optimal size of the neighbourhood, the
assumption that the parameters m do not change within the neighbourhood is
replaced with a smoothness assumption, which implies that physical properties in
the neighbourhood of a space or within the time interval do not change abruptly.
A least square measure has been employed to deduce parametersm via cost
minimisation. The error function is approximated by a 1st order Taylor series
expansion and differentiated to its unknowns m. The result is set to zero, and
the solution takes the following form:
m =
[ ∑
x,y,z∈Ω
c c T
]−1[ ∑
x,y,z∈Ω
c k
]
, (1)
where Ω denotes a neighbourhood of the current pixel, c and scalar k are defined
by Eq. 2, fx(·), fy(·), fz(·), and ft(·) are spatial and temporal derivatives of f(·).
k = ft − f + xfx + yfy + zfz
c = (xfx, yfx, zfx, xfy, yfy, yfy, xfz, yfz, zfz, fx, fy, fz,−f,−1)T (2)
A smoothness constraint is then imposed on the model parameters m and
the error function is augmented by this, which penalises solutions proportional
to the local change in each parameter across a small spatial neighbourhood. The
error function, defined in such a way, allows for a locally smooth, but globally
non-rigid transformation. Minimisation of the error function was done through
differentiating, setting the result to zero and solving for m.
The entire procedure is built upon a differential multiscale framework [10],
that permits the capture of both large- and small-scale transformations.
3.1 Euclidean-Lagrangian Extension
Let UAB denote a transformation between target A and source B obtained with
the algorithm described above. For a sequence of volumes I1, ..., IN , we can derive
U I1I2 , U I1I3 , ..., U I1IN . Let =k, k = 1..N denote the output: =k = U I1Ik [Ik] ≈ I1.
Geometric differences between pre- and post-contrast image might not be sig-
nificant, however contrast and brightness variations, especially in the datasets
acquired from the patients severely affected by RA, are dramatic. Thus, align-
ment of the post-contrast images to the first one of a dynamic series might not
be accurate.
To minimise the registration error the transformation could be performed in
an incremental rather than pair-wise fashion (a.k.a. Euclidian approach). How-
ever, if the alignment between the volumes at the beginning was not accurate,
the error would further propagate. To overcome this, the output of this sequential
transformation is used as an initial solution for the basic registration algorithm.
Such an approach is often referred to as Lagrangian.
So, for a DCE-MRI dataset, we firstly determine transform between neigh-
bouring volumes, where the contrast and brightness variations are less significant:
V Ik = U I1I2 ⊗ ...⊗ U Ik−2Ik−1 ⊗ U Ik−1Ik (3)
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Fig. 1. Left: Bone interiors outlined in source and superimposed on target before (solid)
and after (dashed) registration with W -transformation. Right: MO between bone re-
gions in source and target in 200 images before registration, and after images were
aligned with the registration with basic U - and proposed W -transformations.
This transformation applied to the kth volume yields the volume Jk, Jk =
V Ik [Ik] ≈ I1. However, if the alignment of the first volumes was not perfect,
registration error would propagate when registering volumes from later in the
study. To compensate for this possible error, a sequence of volumes registered
in the sequential manner {Jk}k=1...N is taken as an initial solution for the basic
registration algorithm.
Then, the final transform is defined asW Ik = U I1Jk⊗V Ik , and being applied
to the kth volume yields the volume Lk, Lk = W Ik [Ik]. With this approach a
DCE-MRI study is considered as a whole, which permits reduction of the trans-
formation error and allows compensation for contrast and brightness variations
between the images.
4 Discussion
To evaluate registration with U -, V -, and W -transformations, we measured mu-
tual overlap (MO) [11] between manually outlined rigid bone interiors in 200
source and target images before and after the registration. Fig. 1 illustrates po-
sitions of bone interiors before and after registration in a sample image (left).
True bone interiors outlined in the target are shown in white. Contours of the
bone interiors from the source image before (solid line) and after (dashed) reg-
istration were superimposed on the target. MO here has increased from 0.76 to
0.92. The same experiment was performed on 200 images and the results are
shown in Fig. 1 (right).
MO before registration was on average 0.74 with the minimum at 0.53 and
standard deviation, σ = 0.07. After registration with the U -transformation, it
became 0.8 with σ = 0.06; after registration with the V -transformation – 0.81
with σ = 0.04. Finally, when the W -transformation was applied, the mutual
overlap became on average 0.92 with σ = 0.03.
The appearance of the images before and after registration with the proposed
transformation is visibly different and medical observers’ judgement was posi-
tive. The algorithm has not failed on any of the images. Registration permits
reduction of the noise artefacts and significant improvement in the location of
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Fig. 2. Pre-contrast (a), post-contrast (b) images of the MCPJs (bottom) and tendon
(top) and subtractions between pre- and post- contrast images before (c) and after (d)
registration. After registration, artefacts have been reduced; shape and location of the
inflamed areas are clearer.
the blood vessels, bone interiors, skin, but most importantly synovial tissue. This
is especially prominent on the data acquired with the low-field scanner (Fig. 2,
top), where the signal to noise ratio is significantly lower and acquisition times
are longer. Fig. 2 illustrates pre- and post-contrast images and their subtraction
before and after registration.
To evaluate the improvement in visual appearance, we subtracted source
before and after registration from the target and estimated the mean square
errors (MSE) on intensity values of subtracted images.
Ideally, in the absence of patient motion and contrast agent MSE between
the registered images should be zero. However, due to the effect of the contrast
agent,MSE is always greater than zero, reflecting the magnitude of the enhance-
ment. Figures 3 illustratesMSE computed before and after the registration with
various transformations applied to 100 images.
The shape of the MSE graphs corresponds to the expected change in the
intensity. The major variations of the intensity occur at the wash-in and wash-
out phases. At the baseline and plateau phases (1-3 and 7-16 time instants,
respectively), where no significant intensity changes are expected, reduction in
MSE can be attributed mostly to the effect of the registration. This experiment
demonstrate that on average for the high-field data MSE has decreased from
0.35 to 0.2 and for low-field data from 0.25 to 0.08.
4.1 Estimation of enhancement curves
Normally, to perform quantitative analysis of DCE-MRI data, a clinical expert
extracts from a small ROI signal intensity vs. time curves. Parameters describing
their shape (maximum of intensity and a slope) are then extracted. Curves cor-
responding to the inflamed synovial tissue exhibit steep wash-in, high maximum
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Fig. 3. MSE between 100 target and source images acquired with the high-field (left)
and low-field (right) scanners and aligned with the registration with U -(bold) and W -
(thin) transformations. The length of the error bars is 1.96σ. Time - number of frames
per acquisition.
intensity values, and a wash-out phase. Curves corresponding to tissue which is
not affected by RA normally exhibit no enhancement.
Patient motion can change the shape of the enhancement curves. Fig. 4 il-
lustrates signal intensity vs. time curves before (left) and after (right) the reg-
istration. A comparison of these two sets suggests that significant movement
occurred between 5th and 10th time instants. Evidently, enhancement curves ex-
tracted from the registered images show much less variation during the wash-in
and equilibrium phases.
The bold black curve (the mean) is the one used by the radiologist to evaluate
the nature of the enhancement. Without registration, the curve shows contin-
ues increase and no wash-out phase, despite the fact that enhancement of the
inflamed synovium is expected to peak around the 15th time instance. After
registration, the behaviour of the enhancement curves corresponds much better
to the nature of the enhancement: with more pronounced wash-in and wash-out
phases, evaluation of the inflammation can be performed more accurately. This
experiment illustrates that registration significantly improves the accuracy of
the estimation.
Fig. 5 illustrates parametric maps of maximum enhancement (ME), com-
puted with the automated quantitative approach [3], superimposed on low-field
post-contrast image of the wrist (top) and MCPJs (bottom), extracted from ac-
tive RA patient and healthy control, respectively. In the top row, it is expected
that synovial tissues and erosions will exhibit high ME (yellow-white colours),
intermediately active tissues will be coloured in dark red, and non-enhancing
tissue have no colour. Before the registration (mid) the most significant enhance-
ment corresponds to skin area; the joint with an erosion in the center is shown
in darker red colours. After registration, a quantitative map of ME reflects ex-
pected activation events (pixels within an erosion are in white-yellow). In the
bottom row, the ME map for a healthy control should only show enhancement
within the blood vessels. Before registration, we observe some activation around
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the joints, after the registration, the inflammation map corresponds precisely to
clinical expectation. This demonstrates that the algorithm allows elimination of
the artifactual enhancement.
5 Conclusion
The paper discussed registration algorithm for alignment of non-rigid multi-slice
DCE-MRI data, which accounts for significant variations in contrast and bright-
ness that occur in the post-contrast volumes. The approach was demonstrated
on data acquired from active RA patients using low and high field scanners.
Enhancement curves extracted from the registered images demonstrate less vari-
ability and more distinguished wash-in and wash-out phases. The registration
algorithm has significant impact on the accuracy of quantitative analysis tech-
niques and allows for significant reduction of the artefactual enhancement. This
contributes to the data fidelity for diagnosis of RA.
The scheme presented here is yet to be tested with other similarity mea-
sures such as local normalised cross-correlation, correlation ratio or mutual in-
formation [7] and in application to other DCE-MRI studies. Our preliminary
experience suggests that it is acceptable for a wider application.
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Fig. 5. From the left: post contrast image, map of ME before and after registration.
Top: evaluation of active patient with RA in wrist. After the registration, erosion
is highlighted white-yellow, which indicates the highest activity and corresponds to
clinical expectation. Bottom: evaluation of healthy control. After the registration, a
number of colour pixels is reduced and as expected, no enhancement is present near
the joints. Maps are produced by DYNAMIKATM , www.image-analysis.org
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Abstract. Because of intrinsic physiological coupling between the mo-
tion and electrical activity in the heart and available higher resolution
imaging techniques, we believe that image-derived cardiac kinematic
measures should be able to reflect patient-specific propagation of cardiac
transmembrane potential (TMP). Therefore, in this paper we developed
a model-based filter framework, which can recover cardiac electrical ac-
tivity from medical image sequences. In the particular implementation,
the cardiac electro-mechanical coupling process is properly modelled over
a meshfree particle representation of cardiac volume and its fiber struc-
ture, and then a model-based unscented Kalman filter (UKF) is cre-
ated to incorporate an electro-mechanical coupling model into the state
space equation to estimate cardiac electrical activity from medical im-
age sequence. At the end, we not only investigate the performance of
our algorithm through two experiments by assuming healthy and dis-
eased propagation patterns in an authentical cardiac geometry, but also
show a potential usage in clinical diagnosis by running our algorithm in
a sequence of clinical MRI images.
1 Introduction
Current non-invasive functional imaging of cardiac electrical activity is aimed
to compute cardiac TMP on the epicardium or inside myocardium from body
surface potentials (BSPs), or even electrocardiograms (ECGs). Unfortunately,
these efforts are such an ill-posed problems that they always overcame the ill-
ness by introducing a regularization term or a model constraint [1–3]. Despite
providing promising results, these works are still in their infancy. In the past
several years, several recovery frameworks have been proposed from medical im-
age community to provide a novel angle of view to understand cardiac electrical
activity using available dense cardiac motion descriptions (displacement, stress
or strain) extracted from cardiac images, through inverting electro-mechanical
coupling process in different ways. In the particular implementations, a prob-
abilistic measure of the onset of regional myocardial activation, derived from
3D motion field obtained by tracking tagged MR image sequence with non-rigid
registration [4], and regularized optimization using law of force equilibrium [5]
65
Fig. 1: Anisotropic cardiac fiber structure.
are established respectively. There is also another related work, which estimates
the apparent conductivity on the surface of the heart using a fast propagation
model of electrical activity and XMR image data [6].
Recently the encouraging performance of physiological models has been widely
demonstrated in cardiac image analysis [7, 8], but a realistic physiological model
has not been applied to inverse the electro-mechanical coupling process yet. In
this paper, an electro-mechanical coupling model is incorporated into UKF [9],
so the inverse approach from medical images to cardiac electrical activity is
interpreted into a multi-frame model-based filter framework. The physiological
model is first adopted into the stochastic state space equation, and then used
to recover cardiac electrical activity from noisy image data in this work. Our
framework is verified in Auckland Heart Model1 under different physiological
conditions with favorable results, and its potential usage is shown in one set of
clinical data.
2 Meshfree Particle Representation
In our framework, we adopt the meshfree particle representation, which has been
well explored in medical image community [5, 2, 8], to represent the heart by a
set of unstructured sample nodes inside and in its boundaries.In Fig. 1, meshfree
particle representation is illustrated in Auckland Heart Model. Let u(x), u˙(x)
and u¨(x) be the displacement, velocity and acceleration of the myocardial tissue
at point x. The approximated displacement, velocity and acceleration uh(x),
u˙h(x) and u¨h(x) are then given: uh(x) =
∑N
I=1
φ(x)uI , u˙h(x) =
∑N
I=1
φ(x)u˙I
and u¨h(x) =
∑N
I=1
φ(x)u¨I where φ(x) is the meshfree shape function [10] of
node I, N is the total number of sample nodes used for local support, uI is
the nodal displacement value, u˙I is the nodal velocity value and u¨I is the nodal
acceleration value.
3 Stochastic State Space Equation
In our framework, the electro-mechanical coupling model in Equation (1),
σ˙c + σc = ueσ0 (1)
1 http://www.bioeng.auckland.ac.nz/cmiss/cmiss.php
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describes the relation between cardiac TMP, ue, and the active stress, σc, which is
an one-dimensional variable along the local fiber orientation and only determined
by ue [7]. The reasons to choose this simple model are: the performance of this
electro-mechanical model have been tested in cardiac image analysis [7, 8], and
fewer parameters can help to reduce the complexity of inverse approach. Our
proposed algorithm will combine electro-mechanical coupling model and patient-
specific loading (external loading) through UKF to recover the waveform of
active stress in the heart. After the waveform of active stress is available, the
temporal changing of cardiac TMP can be obtained, too (Equation (1)).
However the coupling process is continuous, and mapping between external
loading and active stress is nonlinear. Though the extended Kalman filter (EKF)
has been applied extensively to nonlinear estimation [11], but the inherent flaws
of the EKF are due to its linearization approach for calculating the mean and
covariance of a random variable which undergoes a nonlinear transformation.
UKF addresses these flaws by utilizing a deterministic ”sampling” approach to
calculate the mean and covariance terms [9]. Essentially, 2L + 1, sigma points
(L is the state dimension), are chosen based on a square-root decomposition
of the prior covariance. These sigma points are propagated through the true
nonlinearity, without approximation, and then a weighted mean and covariance
is taken. UKF approaches results in approximations that are accurate to the
third order (Taylor series expansion) for Gaussian inputs for all nonlinearities.
For non-Gaussian inputs, approximations are accurate to at least the second-
order [9]. In contrast, the linearization approach of the EKF results only in first
order accuracy.
3.1 State Space Model
The electro-mechanical coupling model in Equation (1) is transformed into a
continuous stochastic equation with deterministic input:
˙σc(t) = −σc(t) + ue(t)σ0 + n
p(t) (2)
where σc(t) is the active stress and n
p(t) the additive, zero-mean, white noise
(E[np(t)] = 0; E[np(t)np(s)′] = Qv(t)δts). The deterministic input, ue(t), is
cardiac TMP, which can be estimated from BSPs [1–3] or calculated from a
computational model [12]. The Equations (2) has continuous dynamics, thus
further temporal discretization is demanded because the sigma points of UKF
have to propagate through the electro-mechanical model numerically. A Runge-
Kutta method [13] that can automatically and adaptively select the size of time
step is embedded in our implementation to fulfil the discretization implicitly for
the sake of reasonable accuracy and numeric stability.
An associated measurement equation, which describes the mapping between
external loading and active stress, can be expressed in this form:
R(t) =HΣ + no(t) (3)
where R(t) external loading, H the measurement matrix and Σ active stress
vector. no(t) is the measurement noise which is additive, zero mean, and white
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(E[no(t)] = 0;E[no(t)no(s)′] = Qn(t)δts), independent of n
p(t). The main com-
ponent of external loading, active force, is always considered as body force, which
is the only force inside myocardium. This is closed to reality since other forces,
such as blood pressures and fixed boundaries, always exist in the cardiac surface.
Hence R(t) could be modelled as a noisy active force loading inside myocardium.
The active force can be calculated from active stress [7, 8]:
R =
∫
V
div(σcffiber ⊗ ffiber)dV
=
∫
V


d(σcfxfx)
dx
+
d(σcfxfy)
dy
+ d(σcfxfz)
dz
d(σcfyfx)
dx
+
d(σcfyfy)
dy
+ d(σcfzfz)
dz
d(σcfzfx)
dx
+
d(σcfzfy)
dy
+ d(σcfzfz)
dz

 dV (4)
with ffiber = [fx, fy, fy]
T a fiber vector, V volume of the heart and σc active
stress.
After discretizing Equation (4), the meshfree shape function is applied here
again to construct the H in Equation (3):
R =
∫
V
div(σcffiber ⊗ ffiber)dv = CR(
∫
ΦT
R
BRdV )ARΣ =HΣ (5)
The state vector Σ is built from the active stress:
Σ =
[
σc1 · · · σcn
]T
(6)
where σci, i = 1, . . . , n is the active stress in the each sample node.
CR is used to remove effect of boundary nodes in measurement vector and
constructed in a very simple way by deleting corresponding rows according the
index of boundary nodes. We also can get:
AR =


1 1 1 0 0 0 0 0 0 · · · 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 · · · 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 · · · 0 0 0 0 0 0 0 0 0
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0 0 · · · 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 · · · 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 · · · 0 0 0 0 0 0 1 1 1


(7)
ΦR =


φ1 0 0 · · · φn 0 0
0 φ1 0 · · · 0 φn 0
0 0 φ1 · · · 0 0 φn

 ;BR =


b1,1 0 0 · · · bn,1 0 0
0 b1,2 0 · · · 0 bn,2 0
0 0 b1,3 · · · 0 0 bn,3

 (8)
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Fig. 2: From (a) to (d) the ground truth of normal propagation in frame 2, 12, 22, 32;
From (e) to (h) the estimated results of normal propagation in frame 2, 12, 22, 32; The
color bar is scale mapping of transmembrane potentials.
bi,1 = φi,xfxfx + φi,yfxfy + φi,zfxfz + φi(
d(fxfx)
dx
+
d(fxfy)
dy
+
d(fxfz)
dz
)
bi,2 = φi,xfyfx + φi,yfyfy + φi,zfyfz + φi(
d(fyfx)
dx
+
d(fyfy)
dy
+
d(fyfz)
dz
)
bi,3 = φi,xfzfx + φi,yfzfy + φi,zfzfz + φi(
d(fzfx)
dx
+
d(fzfy)
dy
+
d(fzfz)
dz
)
where φi meshfree shape functions, φi,x, φi,y and φi,z the derivatives of the
meshfree shape function with respect to x, y and z, and BR the differential
matrix. AR is used to extend the 1D active stress vector into 3D space vector.
ΦR and BR are transferred matrices, which build a mapping between active
stress and external loading.
3.2 Measurements
Another major challenge in our approach is how to obtain meaningful measure-
ments, R(t), from noisy image data. Assuming the cardiac motion field has been
estimated from medical image sequences (quite a lot works in medical image
community could accomplish [7, 8, 14, 15]), and the material property of heart is
a prior knowledge, we can calculate R(t) through the law of force equilibrium
[16]:
MmU¨m(t) +CmU˙m(t) +KmUm(t) = R(t) (9)
with Mm, Cm and Km the mass, damping and stiffness matrices where R
the load vector, and Um the displacement vector. Mm is a known function of
material density and is assumed temporally constant for incompressible material.
Km is a function of material constitutive law, and is related to the Young’s
modulus and Poisson’s ratio which are again assumed constant. Cm is frequency
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Fig. 3: From (a) to (d) the ground truth of RBBB propagation in frame 2, 12, 22, 32;
From (e) to (h) the estimated results of RBBB propagation in frame 2, 12, 22, 32; The
color bar is scale mapping of transmembrane potentials.
dependent, and Rayleigh damping with Cm = αMm + βKm is assumed here
[16]. However, there is not information of the external loadings in the boundary,
which means that they could contain potentially larger error. Those poential
error resulted from unknown boundary conditions will increase unknown factors
into our UKF framework, so the effect of the boundary nodes are removed from
measurement vector in our current approach, which is accomplished by CR in
section 3.1.
4 Experiments
Our approach is first tested under two different cardiac conditions: normal case
and right bundle branch block (RBBB)2. In each case with 2081 sample nodes,
40 frames are generated respectively, and used as the ground truth. Then noisy
external loadings are generated in this way: A) calculate the active stress from
cardiac TMP using Equation (1); B) calculate the external loading using Equa-
tion (4); C) add 10dB gaussian noise into the external loading, R. As we dis-
cussed above, the external loading in the boundary nodes are corrupted by the
other forces. Therefore, we remove those boundary nodes from measurement vec-
tor in both cases. After two kinds of noisy measurements are ready, they are put
into our model-based filter frame by frame. The initial covariance matrix are set
to large enough to guarantee fast convergence. Estimated results in both cases
are compared to the ground truths in Fig. 2(normal case) and Fig. 3 (RBBB
case) respectively.
One experiment on a cardiac MR image sequence of normal human has been
conducted to show the practical potentials of our framework. The image se-
2 RBBB is the right bundle branch of cardiac conduction system no longer conducts
electricity. Therefore, as the electrical impulse leaves the His bundle, it enters left
bundle branch only, and is carried to the left ventricle.
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quence contains 20 frames of a cardiac cycle. Each 3D image frame contains
8 image slices (Fig. 4), with 10mm inter-slice spacing, in-plane resolution of
1.56mm/pixel, and temporal resolution of 43ms/frame. The initial geometry of
the heart is obtained by segmentation of the first image frame, and fibers are
mapped from the fiber architecture of the Auckland heart model. Since the BSPs
are not available yet, simulation of cardiac TMP propagation in this human ge-
ometry is currently applied as deterministic input to our framework again. The
external loading is calculated using image-derived motion field, which has been
described in section 3.2. Experiment is conducted in the first 7 frames using our
framework, and the results are shown in Fig. 4. Further experiments on diseased
human and animal hearts are ongoing for further verifications.
(a) (b) (c) (d) (e) (f)
(g) (h)
Fig. 4: From (a) to (d), MR image sequence of a normal human heart during systole
(frame 1, 3, 5 and 6); From (e) to (h) the estimated propagation results of human
data (frame 1, 3, 5 and 6, again); The color bar is scale mapping of transmembrane
potentials
5 Discussion
In this work, cardiac electrical activity is estimated through a recursive model-
based filter from image data. It is first done in our approach to adopt the electro-
mechanical coupling model to recover patient-specific cardiac electrical activity
from medical image data. The available higher resolution image data and more
powerful motion tracking algorithm will be able to provide much better input
data for us, and help to understand cardiac electrical activity from a different
way. However, the inverse approach from the medical image data to cardiac TMP
is still very difficult due to complicated coupling process between cardiac electri-
cal activities and cardiac mechanical behaviors, which introduce great difficul-
ties in establishing the inverse approach and running computation. Therefore, a
model with more physiological meanings should be sought to guide the recovery
work more efficiently. However, the computational load resulted from adopting
complicated model into UFK is still quite heavy (large state vector and large
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covariance matrix). Hence, a sub-optimal algorithm, which can achieve simi-
lar accuracy in a fast convergence speed, should be considered in the future
works. Furthermore, real BSPs should be applied to provide better input into
our framework.
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Abstract. We present a new method for detailed tracking of cardiac mo-
tion based on MR-tagging imaging, multi-scale optical flow, and HARP-
like image filtering.
In earlier work, we showed that the results obtained with our method cor-
relate very well with Phase Contrast MRI. In this paper we combine the
intrinsic spatiotemporal evidence from perpendicularly encoded tagging
sequences so as to obtain a dense, unambiguous motion field. We com-
pare our results to those obtained using a different (provably incorrect)
strategy advocated in the literature, in which horizontal and vertical
components of the motion field are extracted separately from the mo-
tion pattern of vertically, respectively horizontally initialized tags. From
the extracted motion fields, rotation of the LV is calculated for three
subjects, in three slices using the generalised Stokes’ theorem.
1 Introduction
Volume overload, pressure overload, cardiomyopathy and coronary artery disease
with postinfarction remodelling are common causes for heart failure. Following
disease progress from LV dynamic behaviour is important for, e.g., early diagno-
sis [1]. In hypertensive rats, contractile state was depressed before deterioration
of cardiac performance was observed and before the left ventricle (LV) dilated [1].
Contractile function may thus indicate abnormalities before LV geometry does.
In this paper, we will focus on the analysis of LV rotation from MR images
with SPAtial Modulation of Magnetization (SPAMM, a.k.a. tagging) [2]. Tagging
provides sufficient information to analyse disturbances in twisting motion, which
have been identified as early signs in pathologies [3], and which remain hidden in
surface-based analysis techniques [4]. For tagging image analysis, we follow the
rationale of Horn and Schunck [5] by application of the optical flow constraint
equation (OFCE), which was brought to the multi-scale framework by Florack
et al. [6]. Since the OFCE assumes constant brightness of a pixel along its path,
⋆ The Netherlands Organisation for Scientific Research (NWO) is gratefully acknowl-
edged for financial support.
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(a) (b) (c)
Fig. 1. (a) Vertical and (b) horizontal tag deformation between time frames. By ana-
lyzing horizontal and vertical tags independently and setting the velocity component
perpendicular to the image encoding to zero (see (1)), the given vectors result. (c) Same
patterns, now overlaid. The actual displacement is indicated with the arrow marked
(u, v), which results from systems (2), (3). Clearly (u1, v2) 6= (u, v).
and SPAMM data typically suffers from tag fading due to the spin-lattice relax-
ation (expressed by T1), our proposed method incorporates the Harmonic Phase
(HARP) technique [7]. Thus, tag-phase information is used instead of brightness
information. However, we take the sine of the tag-phase rather than the phase
itself, to avoid spatial discontinuities in gray values.
This paper is organized as follows. Section 2 briefly summarizes previous
work. Section 3 explains our proposed method, Section 4 presents tracking and
rotation extraction results. Finally, Section 5, discusses the method and results.
2 Background
In the late 1980s, Zerhouni et al. introduced “tagging” for visualising intra-
myocardial motion by MR imaging [8], later refined to SPAMM [2]. SPAMM
patterns are inherent in the tissue, allowing analysis of the local dynamic be-
haviour of the LV, while imaging of the cardiac surfaces (e.g., with Cine MRI)
focuses on wall thickening. SPAMM data typically suffers from tag fading due
to the spin-lattice relaxation (with time-constant T1). However, due to velocity
errors that occur with PCMRI mentioned above, and the inherent difficulties to
transform PCMRI data to strain analysis, motion and deformation analysis with
SPAMM imaging data is an active field of research.
Suinesiaputra et al. [9] applied the multi-scale generalisation [6] of the OFCE
to track human hearts. Their method suffers from the fact that flow components
tangential to iso-surfaces cannot be retrieved from data evidence, which was for-
malised in a “normal flow constraint”. Dougherty et al. [10] also applied optical
flow. They estimate global and local cardiac motion in a coarse-to-fine model-
based technique. This technique encompasses a Laplacian filter to compensate
for intensity and contrast loss in myocardial tags. Prince and McVeigh [11] de-
veloped an optical flow based method which requires extensive prior knowledge
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of the relaxation times T1, T2 and the proton density D0 of the myocardium.
The HARP technique, which employs tagging combined with spectral filtering
in Fourier space, overcomes tag fading by directly measuring phase information
of the MR signal [7]. Thus, the tracking algorithm uses the tag-phase informa-
tion instead of tag-brightness information. For a review of MRI motion analysis
protocols, the reader is referred to [12].
Our method extracts cardiac motion from image sequences with mutually
perpendicular encodings. Some methods, however, find the flow vectors’ com-
ponents by analysis of the perpendicularly encoded images separately, followed
by vector addition of the resulting 1D displacement vectors. The displacement
components are implicitly assumed to be zero perpendicular to the original en-
coding direction, and thus to be independent. Although the separate observations
should be independent, the displacement components are not (see figure 1). We
therefore propose to extract the motion field by simultaneous analysis of the
perpendicularly encoded image sequences, with equal 2D motion in both.
3 Methods
The usual way to circumvent the aperture problem is to complement data evi-
dence with prior knowledge, or by stipulating some smoothness hypothesis about
the true motion field. However, there is no guarantee that a regularised solution
is everywhere close to the physical motion field. If the physical motion field ex-
hibits strong variations at some locations, these will not be retrieved correctly,
as they are precluded a priori. We therefore aim for a regularisation free solution,
but one that is not hampered by missing data evidence (aperture problem).
Florack et al. [6] proposed a multi-scale generalisation of the classical OFCE [5],
emphasizing the intrinsic aspects. By imposing conditions reflecting known facts
about simulated object/scene dynamics they were able to obtain very good per-
formance by virtue of exploiting the spatial and temporal scale degrees of free-
dom (dofs) of (Gaussian) derivative filters. Their method’s weakness is that it
only improves the way of handling the intrinsic dofs of the OFCE by incorporat-
ing scale in a slick way, but it does not handle the aperture problem realistically.
It would be desirable if the tangential flow could be retrieved by adding fur-
ther intrinsic evidence to the existing evidence, obviating the need for regulari-
sation altogether. This is possible if one is in possession of a second independent
recording of the same spatiotemporal region of interest. This can be achieved
with the help of suitably chosen MR tagging patterns.
3.1 Zeroth Order Polynomial Expansion of the OFCE
Following this new rationale we exploit the strength of the multi-scale OFCE
by Florack et al. [6], while at the same time removing its shortcomings. The
operational scheme for optical flow extraction makes use of a local polynomial
expansion of the flow field (at each point).
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Let f be shorthand for f(x, y, t;σ, τ), the scalar spatiotemporal image se-
quence as a function of position (x, y), time t, isotropic spatial scale σ> 0, and
temporal scale τ > 0. We denote its partial derivatives with respect to x, y,
and t by self-explanatory subscripts. These are obtained by convolving the raw
image sequence f0(x, y, t) = f(x, y, t; 0, 0) with a corresponding derivative of a
normalised Gaussian,
φ(x, y, t;σ, τ) =
1
2piσ2
1
√
2piτ2
exp
[
−
x2 + y2
2σ2
−
t2
2τ2
]
.
It has been conjectured in the literature that horizontal and vertical compo-
nents of the motion field can be retrieved separately from the vertically, respec-
tively horizontally initialized tagging sequences. For a zeroth order polynomial
expansion scheme this corresponds to the following system of equations:
{
fxu1 + fyv1 + ft = 0
v1 = 0
and
{
gxu2 + gyv2 + gt = 0
u2 = 0
(1)
with f and g the perpendicularly encoded MR tagging image sequences. The as-
sumption here is that the true motion field, (u∗, v∗) say, is given by superposition
of the solutions, i.e. (u∗, v∗) = (u1, 0) + (0, v2). Recall Fig. 1.
However, this superposition based argument is incorrect, cf. Fig. 1. Instead
of the above systems (1),we must consider the following single system for both
components of the physical motion field (u, v) simultaneously.
{
fxu+ fyv+ ft = 0
gxu+ gyv+ gt = 0
(2)
It is evident from (1) and (2) (besides Fig. 1), that the solutions are indeed
fundamentally different.
3.2 First Order Polynomial Expansion of the OFCE
We propose to use a 1st order polynomial expansion scheme, where U(x, y, t) =
u + uxx + uyy + utt respectively V (x, y, t) = v + vxx + vyy + vtt , in which
u, ux, uy, ut, v, vx, vy, vt are eight local parameters of the horizontal, respectively
vertical local optical flow field approximation U(x, y, t) and V (x, y, t).4
The relevant 1st order OFCE is then given by the following linear system (see
[13, 14]). Collecting the unknowns (u, ux, uy, ut, v, vx, vy, vt) in an 8-entry column
vector v, and indicating the 8×8 coefficient matrix by A, and the inhomogeneous
term by the 8-entry column vector a, we have
Av = a , (3)
4 The coordinates (x, y, t) are to be understood as local coordinates within the tangent
space of a fixed base point in the image sequence. The global motion field, i.e.
regarded as a function of this base point, is of course not a simple polynomial.
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v =
[
u v ut vt ux vx uy vy
]T
and a = −
[
ft ftt fxt fyt gt gtt gxt gyt
]T
.
If one would perform separate analysis of the perpendicularly encoded images
(which we do not do), this yields two systems to be solved. These can be produced
from (3) by replacing the last respectively the first four equations with
v1 = 0 , v1,x = 0 , v1,y = 0 , v1,t = 0 , (4)
and
u2 = 0 , u2,x = 0 , u2,y = 0 , u2,t = 0 , (5)
again assuming (incorrectly) the true motion field to be given by (u∗, v∗) =
(u1, 0)+(0, v2). It has to be noted that this is not the same as imposing a “normal
flow” constraint. Equations (4), (5) assume horizontal respectively vertical flow,
while normal flow depends on image structure.
3.3 Calculation of Rotation From a Flow Field
We invoke the generalized Stokes’ theorem: If R is an oriented piecewise smooth
n-dimensional manifold (in our case n = 2), with oriented boundary ∂R, and ω
is a smooth (n− 1)-form on R, then
∫
R
dω =
∮
∂R
ω . (6)
Take ω = udx + vdy, with (u, v) the motion field, i.e. dω = (vx − uy) dx ∧ dy
(∧ being the wedge product). Take R to be a ring, i.e. the interior of two con-
centric circles ∂R = ∂Rint ∪ ∂Rext, the orientation of which is deduced from the
outward normal of the region R (viz. leftward if you are inside R looking across
its boundary). Stokes’ theorem then reduces to the so-called Green’s theorem:
∫
R
(vx − uy) dxdy =
∮
∂R
udx+ vdy . (7)
For our disconnected boundary parts this yields
∫
R
(vx − uy) dxdy =
∮
∂Rext
udx+ vdy −
∮
∂Rint
udx+ vdy . (8)
The interpretation of this result is net rotation of the vector field (u, v) inside
region R, or equivalently net circulation of the vector field along its boundary.
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Fig. 2. Phases shown are {3, 5, 7, 9, 11} (systole), basal slice. Row 1,2: Vertical and
horizontal tagging sequences. Row 3: 1st order multi-scale optical flow field from (3).
Vectors are colour-coded for direction. Row 4: Results from separate analysis of rows 1
and 2 followed by vector addition from (3) modified with (4) and (5). Row 5, 6: Angle
and relative norm differences between rows 3 and 4.
78
5 10 15 20 Frame
-0.04
-0.02
0.00
0.02
0.04
Normalised rotation
5 10 15 20 Frame
-0.04
-0.02
0.00
0.02
0.04
Normalised rotation
5 10 15 20 Frame
-0.04
-0.02
0.00
0.02
0.04
Normalised rotation
Fig. 3. Rotation plots for three volunteers in three slices (basal: solid, mid slice: dashed,
apex: dotted). The first plot is taken from the same subject as presented in figure 2.
4 Experiments and Results
Short-axis MR tagging image data were acquired with a Philips Intera 1.5T
scanner (Philips Medical Systems, Best, Netherlands), from 3 volunteers in a
basal, a mid-ventricular and an apical slice. For the MR Tagging sequences,
a 2D multi-shot gradient-echo with Echo Planar Imaging (EPI factor 9) with
breath-holding in end-expiration was used. The following scan parameters were
used: TE 4.4ms, TR 19ms, flip angle 10◦, field-of-view: 300 mm, scan matrix 128,
acquisition voxel size 2.34×2.68×8 mm3 reconstructed into 1.17×1.17×8 mm3.
Spacing between the taglines was 8 mm. The LV epi- and endocardial contours
were manually indicated by fitting ellipsoids to the image data. The part of
the flow field in between the contours (see Fig. 2 bottom row) was used for LV
rotation analysis throughout systole, cf. next section for details.
Additionally, to demonstrate the differences to our method, motion fields
for one subject were calculated by (3) modified with (4), (5) followed by vector
addition (see Fig. 2). Differences in vector direction and relative differences in
vector L2-norm are expressed in colour maps.
Resulting rotation as a function of time (during systole) is shown in figure 3.
5 Discussion
We presented a multi-scale optical flow-based method for tracking the cardiac LV
myocardium from MR tagging images. It is physically well-founded, and does not
include any assumptions about the flow field or its representation like, e.g. normal
flow, flow perpendicular to original encoding directions, and regularisation or
smoothness constraints. This paper showed that the concept works in practice
on real data, acquired with clinical protocols, yielding a dense motion field.
Employing a multi-scale approach requires (automatic) scale-selection. In our
method, automatic scale selection is performed by optimizing for the condition
number of the coefficient matrix A in equation (3).
The advantages of the 1st order system emerged while calculating LV rota-
tion, requiring uy and vx. Both uy and vx are part of the 8-entry column vector
v (see (3)). Thus, calculation of the heart rotation reduces to a normalised sum-
mation of (vx − uy) over the contributing pixels between the contours.
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Deformation and strain (another clinically relevant parameter) also involve
first order parameters already present in v. Extension of our method for calcu-
lation of those parameters is a topic of ongoing research.
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Abstract. In conventional functional magnetic resonance imaging (fMRI) 
analysis, activation is often inferred by examining only the intensity modulation 
of blood-oxygen-level dependent (BOLD) signal of each voxel in isolation or in 
small, local clusters. However, as has been recently demonstrated, activation 
can in fact be detected by examining the spatial modulation of the BOLD 
distribution within a region of interest (ROI). In this paper, we propose and 
demonstrate with real fMRI data that analyzing such spatial changes can 
enhance the effect size of fMRI response detection over using intensity 
information alone. Furthermore, we show that such spatial changes consistently 
and significantly antecede mean intensity changes in multiple ROIs. We hence 
foresee spatial analysis of BOLD distribution to be a promising direction to 
explore in complementing pure intensity-based approaches. 
Keywords: functional MRI, spatio-temporal fMRI analysis, region of interest 
(ROI) analysis, fMRI response latency, effect size, 3D moments. 
1   Introduction 
Inferring brain activation from functional magnetic resonance imaging (fMRI) data is 
often performed by examining the intensity modulation of each voxel in isolation or 
in small, local clusters. Such voxel-based approach neglects information encoded by 
the spatial pattern of activation, which has been shown to pertain to the representation 
of different cognitive states [1]. Moreover, to make group inference under this 
approach requires spatial normalization to create an assumed voxel correspondence, 
which is prone to mis-registration [2]. An alternative group analysis approach to 
circumvent some of the stated limitations is to specify regions of interest (ROIs) for 
each subject and examine statistical properties of regional activation. This ROI-based 
approach, though not directly comparable to voxel-based analysis, addresses a more 
hypothesis-driven question of whether a certain brain region is activated. 
A standard way of summarizing the response of an ROI is to simply calculate the 
mean intensity [3]. Yet, in our previous work [4], we demonstrated that activation can 
be inferred from the spatial modulation of the blood-oxygen-level dependent (BOLD) 
distribution within an ROI. To further explore the benefits of such spatial analysis, we 
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investigate whether analyzing the spatial distribution changes in BOLD signals can 
increase the effect size of activation detection over using intensity information alone. 
Moreover, since the temporal profile of spatial changes is governed by the response 
onsets of the voxels as explained in Section 3, we propose that spatial changes would 
exhibit reduced detection latency compared to the sluggish hemodynamic response 
(HDR) with a typical delay of 6 s [5]. 
To measure the fMRI response delay, numerous methods have previously been 
proposed. [5-10]. For instance, Liao et al. [5], Friston et al. [6], and Henson et al. [7] 
model the response delay by incorporating the temporal derivative of the expected 
response into the general linear model (GLM). Similarly, Lange and Zeger [8] use 
GLM but in the Fourier domain, to estimate response delay and dispersion. 
Alternatively, Saad et al. [9,10] estimate the response delay by determining the 
amount of shift applied to an expected response that maximizes the correlation 
between a voxel intensity time course and that expected response. In this paper, a 
similar method is used to measure the delay in the spatial response. We demonstrate 
with real fMRI data that certain spatial features of the BOLD distribution, 
characterized using three dimensional (3D) moment descriptors, consistently and 
significantly antecede mean intensity changes in BOLD signals, in addition to 
increasing the effect size of activation detection. 
2   fMRI Data Acquisition and Preprocessing 
After obtaining informed consent, fMRI data were collected from 10 healthy subjects 
(3 men, 7 women, mean age 57.4 ± 14 years) performing a right-handed motor task 
which involved squeezing a bulb with sufficient pressure such that a black horizontal 
bar shown on a screen was kept within an undulating pathway. The pathway remained 
straight during rest and became sinusoidal (at 0.25 Hz, 0.5Hz, or 0.75Hz presented in 
pseudo-random order) at the time of stimulus. Each run consisted of six 20 s stimuli 
with a 20 s rest period between the stimuli and at the start and end of each run. 
Functional MRI data were collected using a Philips Gyroscan Intera 3.0 T scanner 
(Philips, Best, Netherlands) equipped with a head-coil. T2*-weighted images with 
BOLD contrast were acquired using an echo-planar (EPI) sequence with an echo time 
of 3.7 ms, a repetition time of 1985 ms, a flip angle of 90°, an in plane resolution of 
128×128 pixels, and a pixel size of 1.9×1.9 mm. Each volume consisted of 36 axial 
slices of 3 mm thickness with a 1 mm gap. A 3D T1-weighted image consisting of 
170 axial slices was acquired to facilitate anatomical localization of activation. 
Each subject’s fMRI data were preprocessed using Brain Voyager’s (Brain 
Innovation B.V.) sinc interpolation for slice time correction and trilinear interpolation 
for 3D motion correction. Motion corrected independent component analysis 
(MCICA) [11] was then performed to further correct for motion. To account for 
temporal autocorrelations, each voxel’s intensity time course was high-pass filtered at 
0.02 Hz (paradigm frequency being 0.025 Hz) and whitened using an autoregressive 
AR(1) model as in SPM2 [12]. No spatial warping or smoothing was performed. 
Fourteen motor-related ROIs were manually drawn by an expert on each subject’s  
structural scan in their native space based upon anatomical landmarks and guided by a 
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neurological atlas [13] using the Amira software (Mercury Computer Systems, San 
Diego, USA). ROIs included the putamen, caudate, thalamus, cerebellum, primary 
motor cortex (M1), supplementary motor area (SMA), and prefrontal cortex (PFC). 
The segmented ROIs were resliced at the fMRI resolution and raw time courses of the 
voxels within each ROI were extracted for subsequent analysis. 
3   Methods 
The objective of this paper is to demonstrate that analyzing changes in the spatial 
distribution of BOLD signals increases the effect size of activation detection and 
facilitates earlier detection of brain response. Our approach, summarized in Fig. 1, 
consists of the following steps: ROI feature extraction, response delay analysis, and 
activation detection which we detail next. 
3.1   Spatial Feature Time Course Extraction 
To characterize spatial changes in BOLD signal distributions within an ROI, we use 
spatial features based on centralized 3D moments similar to those proposed in [4]:  
dxdydztzyxzzyyxxt rqppqr ),,,()()()()( ρμ ∫∫∫
∞
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∞
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−−−=  , (1) 
where n = p + q + r is the order of the moment, ρ(x,y,z,t) is the intensity of a voxel 
located at (x,y,z) inside a given ROI at time t, and x , y , and z  are the time-
averaged centroid coordinates of ρ(x,y,z,t). To decouple the effect of overall ROI 
amplitude changes so that the detected modulations in the spatial feature can be 
purely attributed to spatial changes in the BOLD signal distribution, ρ(x,y,z,t), is 
normalized using a sigmoid function: 
1
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where ρmax(t) is the 99th percentile of the intensity magnitude of voxels within the 
given ROI at time t, and α is chosen such that outlier voxels with |ρ(x,y,z,t)| > ρmax(t) 
are saturated to 1 (or to 0 if ρ(x,y,z,t) < 0). α is set to 6 in this paper, but varying α 
from 5 to 7 at 0.25 increments did not affect the results. We emphasize that applying 
(2) to map ρ(x,y,z,t) to the same range of (0,1) at every time point t, ensures that any 
overall ROI amplitude changes will not affect the spatial feature values.  
To obtain results that can be easily interpreted physically, we restrict our analysis 
to 2nd and 3rd order 3D moment descriptors, which characterize spatial variance and 
skewness, respectively: 
)()()()( 0020202001 ttttJ μμμ ++=  , (3) 
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Fig. 1. fMRI response and latency estimation. (a) BOLD distribution of the left M1 of an 
arbitrary subject 4 s before to 4 s after stimulus onset (i.e. the time window (dashed box) in 
(b)). Intensity normalized between 0 and 1 is plotted. Intensity of voxels located in the negative 
z-direction (highlighted by red ellipses) increased upon stimulus. (b) z-normalized sample ROI 
feature time courses averaged over 10 subjects. The red solid curve corresponds to skewness of 
the BOLD distribution in the z direction and the blue dashed curve corresponds to mean ROI 
intensity. The solid green box-car curve corresponds to the timing of the stimulus. Changes in 
the skewness feature appear to lead changes in mean intensity. (c) GLM applied to estimate the 
response latency τ* (for each feature time course) at which the stimulus effect β(τ) is 
maximized for a boxcar shifted by τ = 0 to 12 s at 2 s increments. 
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We note that J1(t) is invariant to rotation and translation, which accounts for pose 
inter-subject variability at the cost of losing directional information. To decipher the 
dominant direction of the spatial distribution changes, we separately analyze 
skewness in the x, y, and z directions, instead of summing Sx(t), Sy(t), and Sz(t). Also, 
to compare with the spatial features, the traditionally used mean intensity time course, 
I(t), for each ROI of a given subject is calculated by averaging the un-normalized 
intensity values over the ROI at every time point. 
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3.2 Activation Detection and Response Delay Analysis 
To detect ROI activation, we first model each ROI feature time course (J1(t), Sx(t), 
Sy(t), Sz(t) or I(t)) of a subject using GLM: 
ετβτ += )()(XY  , (5) 
where Y is a feature time course, β(τ) is the stimulus effect, and X(τ) is the regressor 
matrix consisting of a column of ones and a box-car time-locked to stimulus with a 
delay of τ. We did not convolve the box-car with a HDR function since spatial 
changes are expected to exhibit a different temporal profile than that of the HDR, as 
illustrated in Fig. 2. Consider an ROI BOLD distribution (sphere in Fig. 2-a) with the 
intensity of voxels closer to the activation centroid (e.g. shell A in Fig. 2-a) beginning 
to increase at time of stimulus followed by voxels farther away from the centroid (e.g. 
shell B in Fig. 2-b). The rate of this spatial change is governed by the different 
response onset times of the voxels, which is different from the rate at which the HDR 
reaches its peak (Fig. 2-c). Thus, spatial distribution changes are theoretically 
expected to have a different temporal profile than that of the HDR. 
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Fig. 2. Schematic diagram illustrating the timing difference between spatial distribution 
changes and the HDR. (a) The sphere represents a hypothetical ROI BOLD distribution 
spatially changing upon stimulus. At time tA (near stimulus onset), the intensity of the voxels 
inside shell A begins to increase, followed by (b) voxels between shells A and B at a later time 
tB. (c) The HDR temporal profiles of voxels residing on shell A and shell B. The rate at which 
the BOLD distribution spatially changes is governed by the different response onset times of 
the voxels, which is not directly related to the rate at which HDR reaches its peak. 
To estimate β(τ), we apply least squares to (5) for τ ranging from 0 to 12 s at 2 s 
delay increments. We interpolate the resulting β(τ)’s using cubic splines to obtain a 
temporal resolution of 0.5 s. The τ at which β(τ) is maximized, denoted as τ*, is then 
defined as the delay of the ROI feature under consideration [9,10]. Applying this 
procedure for every combination of feature and ROI results in 70 β(τ*)’s (5 features 
and 14 ROIs) for each subject. To test for significant ROI activation, we apply a t-test 
to the β(τ*)’s of all subjects for each combination of feature and ROI (e.g. Sz(t), Left 
M1), and declare significance at a critical t-value of 2.69, corresponding to a family-
wise p-value of 0.05 with FDR correction. To demonstrate reduced latency, we 
calculate the phase difference, Φ, between each spatial feature and mean intensity:  
Φ = τ*(mean intensity) - τ*(spatial feature). (6) 
A t-test is then applied to the Φ’s for each combination of feature and ROI (e.g. I(t) 
vs. Sz(t), Left M1) with significance declared at a p-value of 0.05 corrected with FDR. 
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4   Results and Discussion 
The ROI activation detection results obtained by applying a t-test to the stimulus 
effect across subjects for each feature/ROI combination are summarized in Fig. 3. 
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Fig. 3. ROI activation effect size comparison. The dotted, gridded, vertically, horizontally, and 
diagonally hatched bars correspond to mean intensity, spatial variance, and skewness is the x, 
y, and z directions, respectively. L = left, R = right, PUT = putamen, CAU = caudate, THA = 
thalamus, and CER = cerebellum. Both mean intensity and spatial variance detected the LCER 
and LSMA, but the effect size of spatial variance appears to be double that of mean intensity on 
average. Also, the spatial features additionally detected the LCAU, RTHA, RCER, LM1, RM1, 
RSMA, LPFC, and RPFC, thus demonstrating increased sensitivity. 
Both I(t) and J1(t) detected the left cerebellum and left SMA to be activated, but the 
effect sizes (i.e. the magnitude of the t-value) of J1(t) is double that of I(t) on average. 
In addition, J1(t) detected the left caudate, right cerebellum, left M1, right SMA, and 
right PFC, and skewness detected the right thalamus, right M1, and left PFC, thus 
demonstrating a substantial increase in sensitivity. We note that all examined ROIs 
are motor-related, hence detecting activation in the stated ROIs during performance of 
a motor task conforms to prior neuroscience knowledge. For instance, the thalamus 
has been shown to be associated with the scaling of movement [14]. Regarding 
possible ROI misspecifications, the significant group activation detection results in 
Fig. 3 suggest that the proposed spatial descriptors appear to be relatively robust to 
such potential misspecifications in detecting consistent spatial changes across 
subjects. Also, although skewness is prone to pose variability across subjects (which 
can be accounted for by rigidly pre-aligning the subject’s ROIs), the observed 
directional changes in BOLD concentration as measured with skewness, seems to 
have outweighted such inter-subject variability.   
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The results of the phase analysis obtained by subtracting the delay of the spatial 
feature from that of the mean intensity time course are summarized in Fig. 4. 
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Fig. 4. Phase difference between spatial feature and mean intensity averaged over subjects. The 
dotted, vertically, horizontally, and diagonally hatched bars correspond to average phase 
difference between mean intensity and skewness in the x, y, z directions and spatial variance. 
Significant phase differences are marked by a star with the corresponding p-value indicated. 
Skewness appears to lead mean intensity in the larger cortical regions. 
Significant phase differences were detected between I(t) and Sx(t), Sy(t), and Sz(t) in 
the larger cortical areas such as bilateral M1 and right SMA. In particular, changes in 
skewness of the BOLD distribution within these ROIs appeared to lead mean intensity 
changes by as much as 4 to 6 s. A plausible explanation can be gleaned from Fig. 1. 
Although the mean (unnormalized) ROI intensity did not ramp up significantly upon 
stimulus onset (Fig. 1-b, blue dashed curve), the intensity of the voxels located more 
towards the negative z-direction (voxels circled in red in Fig. 1-a) did increase, which 
would result in a marked shift in where the BOLD signals concentrate as detected by 
the proposed skewness features. Hence, the underlying idea is that even if the voxels 
within an ROI do not increase substantially upon stimulus due to the sluggish HDR, 
mild intensity increases in voxels residing at task-specific locations (while the 
intensity of other task-irrelevant voxels remain similar) would result in an amount of 
spatial shift in the BOLD distribution that appears sufficient to be detected by the 
proposed spatial features. Thus, earlier response detection is enabled. 
5   Conclusions 
We proposed and demonstrated with real fMRI data that analyzing spatial changes in 
the BOLD distribution provides larger activation effect size than examining intensity 
87
alone. We also showed that spatial response significantly antecedes mean ROI 
intensity changes. Based on the results, the detection of task-related spatial changes 
appeared to be minimally affected by the HDR delay. Thus, we foresee that 
substantial benefits can be gained by incorporating spatial information into BOLD 
response detection, in complementing traditional intensity-based fMRI analysis. A 
direct extension of this work would be to deconvolve the spatial feature time courses 
and compare the temporal profile of the spatial response with that of the HDR. 
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Abstract. We present an automatic segmentation method for the ex-
traction of first Heschl’s gyrus (HG), the morphological landmark for hu-
man primary auditory cortex. Extracted HG regions can be used to test
functional hypotheses about this area using a region-of-interest (ROI)-
based approach. The proposed technique consists of a coarse segmenta-
tion phase using a statistical deformation-based atlas, followed by a finer
segmentation using a Laplacian level set. Eighteen subjects participated
in an auditory fMRI study, with structural MR images also acquired.
In each subject’s structural MRI volume, the first HG was manually
identified and labeled by four independent observers. The performance
of the segmentation procedure was assessed by calculating the overlap
between the automatically extracted and the manually labeled HG re-
gions. The overlaps were more than 83% in both hemispheres. In spite
of high variability among subjects, the ROI-based functional analyses
yielded similar results for both the automatic and manually segmented
HG, across a variety of auditory and speech-related functional contrasts.
1 Introduction
In functional MRI (fMRI) studies, inter-subject anatomical variability has been
an obstacle in finding reliable functional/anatomical correspondences. fMRI stud-
ies are built on statistical inferences on a group of subjects that are spatially
normalized to a standard reference frame [1]. Most existing spatial normalization
methods perform a registration of the whole brain structure [2], and substantial
morphological variation remains after normalization. It is a challenge to im-
prove the quality of spatial normalization due to high morphological variation
among individuals. Anatomical region-of-interest (ROI)-based approaches are
an alternative method of analysis, in which the structure of interest is manually
identified in each participant, and then condition- or task-specific evoked signal
is extracted from this region in each subject and analysed. Such approaches can
increase statistical power compared to conventional whole-brain analysis meth-
ods [3], and also permit examination of hemispheric functional specialization
within the ROI. However, manual extraction of a specific ROI is a tedious and
time-consuming chore, and must be conducted by expert observers, trained to
identify a particular structure using a defined set of morphological criteria; each
observer might interpret the criteria in a different way and so multiple observers
are required. Automated segmentation would save time and effort, and be more
objective. Here we present such a method, using the transverse temporal gyrus
of Heschl, the morphological marker for primary auditory cortex, as a test case.
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Heschl’s gyrus is found on the superior temporal plane in humans, buried
in the Sylvian fissure. The morphology of this region is highly variable among
individuals in terms of both geometry and topology, and Heschl’s gyrus may
appear as single, or have two or multiple folds [4]. When more than one transverse
temporal gyrus is present, primary auditory cortex is found on the anteriormost
gyrus [5], and we will use the term “HG” henceforth to mean the first gyrus,
when more than one is present. HG can be identified in MR scans through the
use of a pre-labeled brain [6] or probabilistic atlases [7, 8]. These atlases tackle
the problem of inter-subject variability by using a probabilistic approach - they
specify the likelihood of any voxel in a spatially standardized image being in a
specific structure (e.g., HG). This is not ideal since the reality is not continuous,
but binary - within a subject, brain tissue at a particular coordinate either is, or
is not, Heschl’s gyrus. The approach we propose accommodates each individual’s
own morphology to provide a binary estimate of the location of HG; more like
the ‘gold standard’ manual segmentation method.
Fig. 1. Heschl’s gyrus in human brain.
Here, we present an automatic
segmentation method for the ex-
traction of the first Heschl’s gyrus.
We extract HG volumes in 18 sub-
jects using the proposed technique
and then use these extracted vol-
umes to conduct an ROI-based
analysis on auditory functional
MRI data from the same subjects.
The proposed method consists of
two steps; a coarse segmentation is
performed by the use of a statis-
tical deformation-based atlas pro-
posed by Rueckert [9], followed by
a finer segmentation using a level
set method [10]. After extracting
HG regions in both hemispheres
in every subject, functional analy-
sis can be conducted by extracting
condition-specific fMRI data from
these regions-of-interest. This is an objective way to assess signal level in the
region of primary auditory cortex, and to assess hemispheric asymmetry.
2 Materials and Methods
Following Rueckert’s deformation-based atlas construction technique [9], our pro-
posed segmentation tool utilizes the a-priori knowledge of the desired structure
through a set of training samples in order to construct a 3D statistical atlas
using principal component analysis. To enhance the fit between the actual HG
region in the subject volume and the reconstructed HG, a 3D Laplacian level
set is initialized with the generated HG contours. Details of data acquisition and
methodology are described next.
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2.1 Data Acquisition
T1-weighted anatomical images were acquired from 18 volunteer subjects with
voxel resolution of 1.0mm3. MR imaging was performed on the 3.0 Tesla Siemens
Trio MRI scanner using the MRI facility at Queen’s University. All subjects gave
informed consent and the procedure was approved by Queen’s University Health
Sciences Research Ethics Board. MR data were stripped to remove skull and
scalp using the Brain Extraction Tool (BET) of the FSL software1.
The same 18 subjects participated in an auditory-related fMRI experiment.
The purpose of this study is to show that the activity of primary auditory cortex
is dependent upon the type of auditory input. T2∗-weighted functional images
were acquired using a sparse GE-EPI sequences with a typical field of view of
211 × 211 mm, in plane resolution of 3.3 × 3.3 mm, slice thickness of 4.0 mm,
TA = 2000 msec per acquired volume, and TR = 11000 msec.
2.2 Functional Paradigm
Written text strings were displayed before presentation of single noise-vocoded
(NV) words to create acoustically matched conditions that elicited the percep-
tions of intelligible or unintelligible speech. Two additional speech sounds, clear
speech (C) and signal correlated noise (SCN), were provided as acoustic controls.
A 3×2 factorial design was created by pairing each type of sound with a match-
ing (M) prime (e.g., ‘barn’) or non-matching (NM) prime (e.g. ‘lrptc’ - a length
matched string of random consonants, selected so that no phonemes matched
the original word). A baseline rest condition was created by pairing silence (S)
with a NM prime. During the experimental session, each subject experienced 30
trials per condition (210 total) equally divided into 3 blocks of 70 trials.
2.3 Heschl’s Gyrus Boundaries
Four raters labeled Heschl’s gyrus volumes according to the criteria proposed
by Penhune [8]. MRIcron software2 was used to display the images as well as to
label and save the regions of interest. For cases with two or multiple Heschl gyri,
only the most anterior one was painted. Final volumes of left and right HG were
created by identifying voxels labeled as HG by at least three out of four raters.
2.4 Phase I-a: Deformation-based Atlas Construction
Rueckert’s deformation-based atlas construction method uses non-rigid regis-
tration to establish correspondence between the training sets. The goal of such
non-rigid registration is to find an optimal mapping from every voxel in the
anatomy of the reference template to its corresponding voxel in the anatomy of
any other subject in the population. Here, we use a high-dimensional registra-
tion technique proposed by Shen et al. [11]. HAMMER (Hierarchical Attribute
Matching Mechanism for Elastic Registration) is an elastic registration technique
that utilizes an attribute vector for every voxel of the image. The attribute vec-
tor expresses the geometric features, which are calculated from the tissue maps
1 FSL: Oxford Centre for Functional MRI, Oxford University, UK.
2 MRIcron: http://www.sph.sc.edu/comd/rorden/mricron/.
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to reflect underlying anatomy at different scales. HAMMER’s optimization de-
termines the consistent transformations that give identical mapping between the
two images. Therefore, there exists a one-to-one mapping between every subject
and the template.
Fig. 2. 3D deformation field vector-
ization procedure.
Among all the subjects within the
population, one is randomly selected
as the template. HAMMER registration
starts with a rigid transformation of all
structural MR volume data to the tem-
plate frame. The rigid transformation
guarantees the alignment of the volume
centers among all the brains and com-
pensates for translational and rotational
differences among different datasets. The
resulting transformation parameters were
also applied to the HG volumes of the
corresponding subjects. Rigid transforma-
tion is followed by the nonlinear warp-
ing. HAMMER provides a 3D deforma-
tion field d∗i : ST 7→ Si from the template
(ST ) to subject volume (Si). The defor-
mation fields were masked with the tem-
plate’s HG binary mask to only include those voxels that correspond to Heschl’s
gyrus anatomy in atlas generation. The resulting masked deformation fields were
then used as the training samples for statistical atlas generation.
Each deformation field, d∗i (x, y, z), can be expressed as a concatenation of 3D
vectors which describe the deformation in three orthogonal directions of X, Y,
and Z at each voxel (Eq. 1). Figure 2 depicts the procedure for the vectorization
of the 3D deformation field.
d∗i (x, y, z) = [d
∗
i (x) d
∗
i (y) d
∗
i (z)]
T (1)
Next, principal component analysis is applied to the vectorized deformation
fields to approximate the distribution of d∗i using a parameterized linear model:
dˆ∗ = d¯∗ +
∑
i
αiφi (2)
where d¯∗, and αi refer to average deformation vector, and model parameter
coefficients, respectively. φis are formed by the principal components of the
covariance matrix Σ:
Σ =
1
n− 1
n∑
i=1
(d∗i − d¯∗)(d∗i − d¯∗)T (3)
Assuming a multi-dimensional Gaussian distribution for every voxel, we can
parameterize any deformation field in the form of the principal modes of variation
generated using the training set. Principal modes were calculated for left and
right hemispheres, separately.
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2.5 Phase I-b: HG Reconstruction for a New Subject Data
The following procedure can be used to extract the HG structure within any
new test case:
1. The same template used in atlas generation is registered to the new subject
data using HAMMER.
2. The resulting deformation field is masked using the template’s HG binary
mask, and vectorized using the procedure described in the previous section.
3. The vectorized deformation field is then decomposed along the eigenvectors
of the constructed atlas to find the coefficients for different variation modes:
dˆ∗new = d¯∗ + ΦαT (4)
where dˆ∗new, d¯∗, Φ, and α refer to the deformation field (size: 3mnp × 1),
mean deformation (size: 3mnp× 1), and atlas eigenvectors (size: 3mnp× k)
and eigen coefficients (size: 1 × k), respectively. m × n × p and k represent
the volume size and the number of training samples, respectively.
4. The mean deformation, eigenvectors, and the corresponding eigen coefficients
are used to construct a new mapping that deforms the template’s HG volume
towards the anatomy of the new subject.
2.6 Phase II: Refining Segmentation using 3D Level Set Method
In order to compensate for the residual differences between the reconstructed
and the actual HG volume that were not captured by the atlas parameters, a 3D
Laplacian level set method [10] was implemented using Insight ToolKit3 (Eq. 5)
and employed to the reconstructed HG volumes. As the name implies, Laplacian
level set uses second derivative features in the image to guide the region growing.
d
dt
Ψ = −αA(x) · ∇Ψ − βP(x) | ∇Ψ | +γZ(x)κ∇Ψ (5)
whereA is an advection term,P is a propagation term, and Z is a spatial modifier
term for the mean curvature κ. α, β, and γ are all scalar constants. However,
in current implementation of the Laplacian level set, the advection term is not
used (i.e., α = 0). The other parameters were optimized experimentally.
2.7 ROI-based Functional Analysis
In order to perform an ROI-based functional analysis in the auditory region using
the proposed automated segmentation method, the generated HG ROIs were
segmented into three tissue types; white matter (WM), gray matter (GM), and
cerebrospinal fluid (CSF) using FMRIB’s Automated Segmentation Tool (FAST)
in FSL. This step is required due to the fact that BOLD signal is generated within
the GM tissue. Figure 3 shows an example of Heschl region with the resulting
ROIs after applying each processing step.
Experimental observations showed that at the time of applying the level set,
the overlap between adjacent cortical folds may misguide the propagating curves
3 Insight ToolKit: http://www.insight-journal.org/.
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Hemisphere Overlap Ratio (mean±std) %
Left Hemisphere 84.1± 14.3%
Right Hemisphere 83.0± 14.9%
Table 1. Average of overlap measure between the reconstructed and labeled HG regions
for 18 testing cases shown in the form of (mean±std) percentage.
(i.e., unclear edge points) in a few test cases. Consequently, intensity-based seg-
mentation of the extracted regions results in appearance of small isolated islands
due to the fact that GM voxels corresponding to adjacent folds are separated
by CSF voxels. Such falsely detected regions are removed using morphological
enhancement filters according to the following sequence: (1) apply 2D erosion
filter with one-pixel width in every sagittal plane through the whole brain vol-
ume to remove fragile connections (e.g., connections with one voxel thickness
between regions); (2) repeat step 1 for every coronal plane through the whole
brain volume; (3) go to step 1 until no further voxels are removed; (4) calcu-
late mass-weights (e.g., number of composing voxels) of the isolated islands in
every sagittal plane through the whole brain volume; (5) within every sagittal
plane, remove the isolated islands except for one with the largest mass-weight;
(6) repeat steps 4 and 5 for every coronal plane; (7) go to step 4 until no further
islands are removed. The above morphological processing pipeline was applied
to every subject brain volume.
Fig. 3. Segmentation results after each processing step shown for a sample data.
3 Results and Discussion
From the 18 MRI datasets with labeled HG volumes, one dataset was randomly
selected as the template for the registration. Using a leave-one-out technique,
the 17 remaining labeled datasets were divided into a set of 16 training samples
and a testing set (17 different cases). Following the methodology presented in
Section 2.4, for each case, 16 datasets were used to generate a statistical atlas
for HG. The generated atlas parameters were then used to reconstruct the HG
volume for the omitted test case following the procedure described in 2.5. Next,
the Laplacian level set was initialized with the atlas-based reconstructed HG
to refine the match between the reconstructed HG and the actual HG region
in the test case. Optimum values for the level set parameters were determined
experimentally as follows: propagation scaling: β = 1, curvature scaling: γ = 5,
and finally, the maximum number of iterations was set to 600.
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Contrast
Labeled ROIs Generated ROIs
Statistic P Statistic P
Main Effect of Speech Type F (2, 34) = 30.56 < 0.001 F (2, 34) = 47.72 < 0.001
C > NV t(17) = 3.75 = 0.002 t(17) = 4.92 < 0.001
C > N t(17) = 7.02 < 0.001 t(17) = 8.80 < 0.001
NV > N t(17) = 5.30 < 0.001 t(17) = 5.74 < 0.001
NVM > NVNM t(17) = 1.81 = 0.044 t(17) = 1.61 = 0.063
Table 2. Significant results from the ROI analysis of activity in HG.
3.1 Overlap Measure
The overlap between the pre-labeled HG and the extracted HG volume using
the proposed technique was calculated for each hemisphere, separately, in terms
of the ratio of correctly classified voxels to the total number of voxels composing
the reconstructed HG:
TP
TP + FP
(6)
where, TP refers to the voxels that are correctly classified as HG voxels {TP =
N(VR ∩ VL)| VL: labeled volume, VR: reconstructed volume}, and FP is non-
HG voxels that are incorrectly classified as HG. Overlap measurement results
demonstrated high correspondence between the automatically extracted and the
manually labeled HG volumes as summarized in Table 1.
3.2 ROI-based Functional Analysis
Here, we compare the results of functional group analysis on fMRI data extracted
from the manually labeled HG ROIs as a ‘gold standard’ with that extracted
from the automatically segmented ROIs.
Analysis at the fixed-effects level was conducted using a single General Linear
Model for each participant. The time series of the mean signal of all voxels
contained in right and left HG ROIs, as defined by both manually labeled and
generated volumes, was extracted for each subject using MarsBaR [12], and
entered into the fixed-effects level models. The least-squares parameter estimates
for the condition regressors were used to generate six contrasts for each subject.
The contrast images were entered into a second-level group analysis using SPSS4
and analyzed as a 3 (speech type) × 2 (prime type) × 2 (left vs. right HG)
repeated measures ANOVA. The significant results from analysis of the manually
and automatically segmented HG ROIs are shown in Table 2.
From Table 2 it can be inferred that the functional analysis tests for au-
tomatically generated ROIs yields the same or even higher levels of activation
compared to analysis of data from manually labeled ROIs, with the exception of
the NVM > NVNM contrast. The higher t-statistics of automatically extracted
HG functional analysis might be due to the fact that the HG volumes extended
further into the transverse temporal sulcus and Heschl’s sulcus than the man-
ually segmented volumes. From cytoarchitectonic studies [13], it is known that
‘core’ auditory cortical regions can extend a long way into those sulci.
4 Statistical Package for the Social Sciences: http://www.spss.com/.
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4 Conclusions and Future Work
This work presents an automatic method for the localization and segmentation
of the first Heschl’s gyrus in participants in an auditory fMRI study, so that
these can be used for anatomical ROI-based functional analysis. HG regions,
manually labeled in 18 brains, were compared to those extracted automatically.
We observed an overlap ratio of 84.1 ± 14.3% and 83.0 ± 14.9% in the left and
right hemispheres, respectively. The high overlap ratios confirm that the atlas
generation phase was able to capture much of the variability of Heschl’s gyrus
among individuals, even with a limited number of training samples. When we
conducted ROI analysis on functional data using manually and automatically
segmented ROIs, we observed that the automatically segmented ROIs appeared
to yield similar activation compared to the manually labeled ROIs. The proposed
technique could also be adapted for the extraction of other anatomical regions
in the brain, as long as they are sufficiently defined in their morphology that
they can be reliably segmented (labeled) by skilled observers.
Currently, a pair-wise registration (HAMMER) is used to find the corre-
spondence among training samples, which introduces a bias toward the selected
template’s anatomy. Perhaps incorporating a template-free group-wise registra-
tion would avoid such bias. We plan to extend this work to a larger sample set
and to evaluate this method with other functional studies.
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Abstract. In this work, we explore the use of classification algorithms
in predicting mental states from functional neuroimaging data. We train
a linear support vector machine classifier to characterize spatial fMRI
activation patterns. We employ a general linear model based feature
extraction method and use the t-test for feature selection. We evaluate
our method on a memory encoding task, using participants’ subjective
prediction about learning as a benchmark for our classifier. We show that
the classifier achieves better than random predictions and the average
accuracy is close to subject’s own prediction performance. In addition,
we validate our tool on a simple motor task where we demonstrate an
average prediction accuracy of over 90%. Our experiments demonstrate
that the classifier performance depends significantly on the complexity
of the experimental design and the mental process of interest.
1 Introduction
An important component of human learning is to evaluate whether information
has been successfully committed to memory. Humans with superior judgments
of learning are shown to perform better in learning tasks [1]. Recent functional
neuroimaging studies have identified brain regions correlated with actual and
predicted memory encoding using univariate analysis techniques [2]. In this work,
we adopt the discriminative approach to predicting successful encoding. We view
this work as a first step toward the development of tools that will enhance human
learning. One of the possible applications is human-machine interfaces which
employ a feedback mechanism to ensure successful acquisition of skills in critical
applications.
Univariate techniques, such as the general linear model (GLM), are tradition-
ally used to identify neural correlates in fMRI data [3]. In contrast, multivariate
discriminative methods train a classifier to predict the cognitive state of a sub-
ject from the spatial brain activation pattern at that moment [4–6]. Most studies
use linear classifiers [7–17], while others employ nonlinear classifiers [16–19].
Functional MRI classification is challenging due to the high dimensionality of
the data, noisy measurements, motion artifacts and the small number of available
training examples. Feature selection and dimensionality reduction techniques
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promise to alleviate some of these problems. One approach is to restrict the
analysis to anatomical regions of interest [7, 18]. Another is to compute univariate
statistics to rank the features according to their discriminative power between
the conditions of interest [7, 8, 11, 12]. Multivariate feature selection methods can
evaluate the information content of subsets of features. However, such methods
have to work in a large search space of all possible combinations of features. This
problem is addressed by constraining the search space to local neighborhoods [20]
or by adding one feature at a time to the feature set [18].
Pattern classification methods have been successfully applied to fMRI exper-
iments on visual [7, 9, 10, 15, 16], motor [14], cognitive [11, 13] tasks, and experi-
ments where subject’s cognitive state cannot be inferred from simple inspection
of the stimulus, such as memory retrieval [8].
The performance of the classifier depends on the complexity of the exper-
imental paradigm [21]. O’Toole et al. [15] show that the classifier’s ability to
discriminate between different object categories decreases as the visual similar-
ity of the objects increases. In our experiments, we observe that the classifier
performance depends greatly on the complexity of the cognitive task of interest.
While we achieve high accuracy in a simple motor task, classification accuracy
is lower in a high level memory encoding task.
In this work, we explore the use of classification methods in the context of
an event related functional neuroimaging experiment where participants viewed
images of scenes and predicted whether they would remember each scene in
a post-scan recognition-memory test. We trained support vector machines on
functional data to predict participants’ performance in the recognition test and
compared the classifier’s performance with participants’ subjective predictions.
We show that the classifier achieves better than random predictions and the
average accuracy is close to that of the subject’s own prediction.
2 Methods
Here we describe all the computational steps of the analysis, including feature
extraction, feature selection and classification. We choose to use a GLM-based
feature extraction method, which increases the classification accuracy by extract-
ing the signal related to experimental conditions. We employ a feature selection
method based on univariate statistics to decrease the dimensionality of the data.
We then train a linear support vector machine and evaluate its accuracy on func-
tional neuroimaging data using a set of cross-validation procedures.
2.1 Feature Extraction
Let y(v) be the fMRI signal of N time points measured at a spatial location v, X
be the matrix of regressors, β(v) be the coefficients for regressors in the columns
of X, andM be the total number of stimulus onsets. The general linear model [3]
explains y(v) in terms of a linear combination of regression variables β(v):
y(v) = Xβ(v) + e(v), (1)
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where e(v) is modeled as i.i.d. white Gaussian noise. Each of the firstM columns
of X is obtained by convolving the hemodynamic response function with a
reference vector which indicates the onset of a particular stimulus. The re-
maining columns of X include nuisance regressors that include motion cor-
rection and detrending parameters. The maximum likelihood estimate βˆ(v) =
(XTX)−1XT y(v) also corresponds to the least-squares solution. We obtain a
GLM-beta map by combining m’th elements of βˆ(v) over all spatial locations v
into a vector βˆm which represents the spatial distribution of activations for the
m’th stimulus. βˆm contains V elements, one for each voxel in the original fMRI
scan.
2.2 Feature Selection
Let L = {l1, ..., lM} be a vector denoting the class label of each stimulus, li ∈
{+1,−1}. The t-statistic t(v) for voxel v,
t(v) =
µ+1(v)− µ−1(v)√
σ2
+1
(v)
n+1
+
σ2
−1
(v)
n
−1
, (2)
is a function of nl(v), µl(v) and σ
2
l
(v), l = −1,+1. nl(v) is the number of stimuli
with label l. µl(v) and σ
2
l
(v) are, respectively, the mean and the variance of the
components of βˆ(v) corresponding to stimuli with label l. A threshold is applied
to the t-statistic to obtain a subset of coefficients that we denote β¯.
2.3 Weighted SVM
Since we work with unbalanced data sets, we choose to use the weighted SVM
variant, which imposes different penalties for misclassification of samples in dif-
ferent groups [22, 23]. Given the penalty for positive class C+, and the penalty
for the negative class C−, the weighted SVM with a linear decision boundary
solves the following constrained optimization problem:
〈w∗, b∗, ξ∗〉 =argmin
w,b,ξ
{
1
2
wTw + C+
∑
lm=1
ξm + C−
∑
lm=−1
ξm
}
(3)
s.t. lm(w
T β¯m + b) ≥ 1− ξm and ξm ≥ 0 for m = 1, . . . ,M.
The resulting classifier predicts the hidden label of a new GLM-beta map β¯
based on the sign of w∗T β¯ + b∗.
2.4 Experimental Evaluation
To evaluate the performance of this training scheme over a range of penalties
C+ and C−, we construct the ROC curves. In all experiments in this paper,
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each subject participated in several runs of the experiment. We employ a cross-
validation procedure by holding out one of the functional runs, training the
classifier on the remaining runs and testing it on the hold-out run. In the feature
selection step, we evaluate a range of threshold values and choose the threshold
value corresponding to maximum cross-validation accuracy within the training
set. We obtain the ROC curves by training the SVM classifier using varying
weights for the class penalties C+ and C− in equation (3), and averaging the
testing accuracy across runs. The values of C+ and C− are equally spaced on a
log scale where the ratio of penalties vary between 10−5 and 105. In addition, we
identify the point on the ROC curve that corresponds to the smallest probability
of error. We report the classification accuracy of that point which we call min-
error classification accuracy.
In the motor task experiments, we demonstrate the benefit of feature selec-
tion by comparing our method to an SVM classifier trained on all features. For
memory encoding experiments, we have two labels for each stimulus available to
us: the actual memory encoding and the subject’s prediction of the performance.
We employ three different training strategies which aim to explore the challeng-
ing nature of this experiment. The first strategy corresponds to the standard
training setup. We perform feature selection on the training set only, train the
classifier on all samples in the training set and evaluate the accuracy on the test
set. The second strategy restricts the training set to samples where the subject’s
prediction is correct. One of the main challenges in our experimental design is
to obtain correct labels for the samples as we rely on subject’s response for the
actual memory encoding. With the second setup we aim to improve reliability of
training samples by requiring the predicted and the actual labels to agree. For
the third strategy, we perform feature selection using both the training and test
sets while still training the classifier on samples in the training set. This setup is
impractical as in real applications we do not have access to test data. However,
it serves as an indicator of the best accuracy we could hope to achieve.
3 fMRI Experiments and Data
We acquired fMRI scans using a 3T Siemens scanner. We obtained functional
images using T2-weighted imaging (repetition time=2s, echo time=30s, 64 ×
64×32 voxels, 3mm in-plane resolution, 4mm slice thickness). We collected 1,500
MR-images in five functional runs, each run 10 minutes long. We used Statistical
Parametric Mapping (SPM5) [3] to perform motion correction using 6-parameter
rigid body registration of images to the mean intensity image and smoothing with
a Gaussian filter(FWHM=8mm) to decrease the effects of motion artifacts and
scanner noise.
In the memory encoding task, we scanned 10 participants with normal visual
acuity. We used five hundred pictures of indoor and outdoor scenes and randomly
divided them into ten lists of 50 pictures. We presented five lists during the scan
and scanned the subjects in five functional runs as they studied 50 pictures in
each run. We presented each picture for three seconds with a nine second rest
interval and instructed participants to memorize the scenes for a later memory
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Fig. 1. Left: ROC curves for the motor task for 10 subjects for classification with
feature selection. Circles show the operating points corresponding to min-error
classification accuracy. Right: Min-error classification accuracy for classification
without feature selection (light-gray) and with feature selection (dark-gray).
test. For each picture, participants predicted whether they would remember or
forget it, by pressing a response button. Following the scan we gave participants
a recognition test where we presented them all 500 pictures, including the 250
images they had not seen before. The participants judged whether they had seen
the picture during the scan. In our classification experiments, we used partic-
ipants’ responses in the recognition test to derive the binary labels and their
predictions during the scan as a benchmark for our classifier.
In the motor task, we scanned another 10 subjects, using the same setup and
acquisition parameters as in the memory encoding task with the only difference
that the subject’s prediction was acquired using two buttons. We instructed
subjects to press the left button using their left hand if they thought they would
remember the presented picture and press the right button using their right hand
otherwise. We use this dataset to train the classifier to predict the hand used to
press the button.
4 Results
We first evaluate the method on the simple motor task and then present the re-
sults for the memory encoding experiment. Figure 1 shows the ROC curves and
the min-error classification accuracies for the motor task. We observe that in this
simple motor task the classifier achieves highly accurate results, the min-error
classification accuracy is over 90% for the majority of the subjects. Furthermore,
the bar graph shows that feature selection improves classification accuracy com-
pared to using all voxels for classification.
Figure 2(a) shows the results for the memory encoding task for all three
strategies for training a classifier described in Sec 2.4. For the first strategy
(blue), we note that the ROC curves of the classifier are better than random but
are lower than subject’s predictions. The ROC curves of the second strategy are
shown in red. We note that the curves improve and are closer to subject’s own
predictions. A statistical comparison between the first and the second strategies
reveals a significant difference (single-sided, paired T-test, P < 0.05). This ob-
servation confirms that the samples whose labels are correctly predicted by the
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(a) ROC curves
(b) min-error graph
Fig. 2. (a) ROC curves for memory encoding experiment for 10 subjects. Crosses
represent subject’s prediction accuracy. Blue curves correspond to strategy 1, us-
ing the training set for feature selection. Red curves correspond to training the
classifier only on correctly predicted samples (strategy 2). Green curves corre-
spond to strategy 3, including test set in feature selection. Circles show the op-
erating points corresponding to min-error classification accuracy. (b) Min-error
classification accuracy.
subject indeed provide more reliable samples for training the classifier. Green
curves correspond to the third strategy of performing feature selection on both
the training and test sets. As expected, the ROC curves are much higher, even
surpassing subject’s own predictions. However, we note that even in this imprac-
tical setting where we use the test set for feature selection, the ROC curves are
far from perfect, indicating the high level of noise present in the observations
and the labels.
Figure 2(b) shows the min-error classification accuracy for the memory en-
coding task. The min-error accuracy of the classifier is very close to, and some-
times better than the subject’s own predictions. We note that the highly un-
even frequencies of the two labels significantly affect the min-error classification
accuracy. In our dataset, the class sizes are unbalanced by a factor of about
three-to-one as subjects remember pictures more often than they forget them.
As a result, the operating points that correspond to min-error accuracy for the
classifier occur at higher false alarm rates than those of subject’s predictions.
The classifier is more biased toward predicting the “remember” class, which in-
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Fig. 3. Feature overlap maps for the best(left) and the worst(right) performing
subjects for the memory encoding task. For all five functional runs feature selec-
tion is performed on each run. The color indicates the number of runs in which
a voxel was selected. Dark red color shows the voxels selected only in one run
and white color displays voxels selected in all runs.
creases the min-error accuracy by weighting the high false alarm rate with the
relatively low probability of the “forget” class.
5 Discussion
Our experiments demonstrate that the classification accuracy is significantly
affected by the complexity of the neuroimaging experiment. While we achieve
highly accurate results for the simple motor task, the classification accuracy
drops for the memory encoding task. Compared to the motor task, memory en-
coding task involves more complex neural circuitry. In addition, it is challenging
to design an experiment in which the actual encoding labels are obtained without
subjective evaluation by the participants.
The feature maps in Figure 3 provide an insight into the performance of
the classifier. To create these maps, we performed feature selection on each
functional run for each subject and computed how often each voxel was included
in the resulting feature maps, essentially quantifying the overlap among features
selected for each run. Figure 3 shows these feature overlap maps for the memory
encoding task for the subject with the best ROC curves and the subject with
the worst ROC curves. We note that most included voxels for the worst subject
only appear in one of the runs. Such unreliable features and noisy activation
patterns lead to poor generalization performance of the classifier. On the other
hand, the map for the best subject includes contiguous regions that are present
in most of the runs. We observe a consistent spatial activation pattern across
runs that explains the high accuracy of the classier.
The future work should clearly address the problem of obtaining better train-
ing labels, perhaps by eliminating the prediction part of the task, and investi-
gating ways to bring better spatial consistency to the features selected for clas-
sification.
Acknowledgments: This work was in part supported by the NIH NIBIB NAMIC
U54-EB005149, NAC P41-RR13218 and the NSF CAREER 0642971 grant.
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T1 mapping with B1 field and motion correction in brain 
MRI images: Application to brain DCE-MRI 
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Abstract. A method to correct both image misalignment and magnetic field 
inhomogeneity in high field (≥3 T) T1-weighted MR human brain images is 
presented. The methodology relies on a rigid registration algorithm, B1 map 
acquisition and a dual flip angle method for T1 computation from 3D spoiled 
gradient echo (T1 fast-field echo) images. A phantom was used to evaluate the 
B1 correction module. We scanned five volunteers and generated their T1 maps. 
Two-peak histograms with T1 values for white and gray matter in agreement 
with previous findings were obtained when including both corrections. No two- 
peak histogram was observed in non-corrected T1 maps. Two volunteers with 
slightly misaligned images exhibited two peaks only when both corrections 
were performed. We also acquired a DCE-MRI set for a patient with a brain 
tumor and computed the T1, gadolinium (Gd) and k-trans maps, which showed 
important changes after corrections. We observed that image misalignment and 
magnetic field inhomogeneities must be corrected to obtain realistic T1 maps. 
Keywords: DCE-MRI; kinetic modeling; T1 mapping; B1 inhomogeneity; 3 T 
Brain MRI; rigid registration 
1   Introduction 
Accurate estimation of T1 relaxation times from magnetic resonance (MR) images is 
required for many clinical applications, some of which like perfusion studies and 
DCE-MRI studies of cancer, require low noise and high resolution over a large 
volume. The variable flip angle (VFA) method, which has been widely accepted to 
achieve those requirements in a reasonable time frame, is based on acquiring spoiled 
gradient recalled-echo (SPGRE) images with different flip angles (FA) [1]. However, 
a proper T1 estimation requires minimizing the effects of image misalignment and 
spatially varying FA, especially in high magnetic fields (≥3 T). In brain MR images, 
image misalignment is due to patient motion and can be corrected by image 
registration. Potential sources of B1 inhomogeneity include amplifier non-linearity in 
the low output region, intrinsically low signal to noise ratio, and tissue dielectric 
effects. Several strategies have been previously presented to correct it, including 
dielectric pads, image filter processing, B1 maps, as well as others [2]. Those based on 
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the acquisition of the B1 field map proved to be useful and simple to achieve the 
correction. Ishimori et al. proposed a method that uses multiple SPGRE for high-field 
(3T) spin-echo MRI, which relied on the acquisition of several images with different 
echo times (TE) and FAs for a fixed repetition time (TR) [2]. To compute B1 corrected 
T1 maps, Mihara et al. used multisliced spoiled gradient echo sequences on a 1.5 T 
scanner with different TR and FAs, requiring 29 minutes to acquire the three images 
for each brain [3]. Treier et al. presented a combined T1 and B1 mapping technique for 
T1 estimation in abdominal DCE-MRI [4]. However, effects of image misalignment 
on T1 maps were not discussed. We extend a previous methodology to be applied to 
brain MRI by combining a B1 map acquisition using a dual TR method [7] to correct 
B1 field inhomogeneity, a dual FA T1 mapping [6] and a rigid registration algorithm 
[5]. A water phantom was used to evaluate the B1 correction. T1 maps without and 
with motion and B1 correction were compared in 5 volunteers (NC:no correction, 
MC:motion correction, B1C:B1 correction, MCB1C:B1C after MC) by analyzing the 
T1 histograms. Since correct T1 mapping is essential for an accurate estimation of 
kinetic parameters, a DCE-MRI data set was acquired in a patient with a brain tumor. 
Gd maps were computed and kinetic modeling used to calculate k-trans maps [11]. 
2   Methods 
2.1   Image Acquisition 
Images were acquired on a Philips 3.0 Tesla system with Explorer gradients. The two 
images for T1 measurements were obtained using a dual FA 3D SPGRE (T1 fast-field 
echo) protocol with TR=6 ms, TE=2.3 ms, FA1=5° and FA2=15°, on healthy human 
brains. Low and high flip angle (LFA and HFA) images consisted of 48 slices with a 
matrix resolution of 480x480 and a section thickness of 0.5 mm. B1 maps were 
generated from a dual TR technique (TR=50 ms and TR,ext=200 ms), FA=60° and TE=5 
ms, with a reduced acquisition matrix (24 240x240 slices with 6.0 mm of thickness). 
An additional set of DCE-MRI images (28 volumes with the same parameters as the 
HFA, but a matrix of 256x256x30) was acquired in a patient with a brain tumor. 
2.2   Motion Correction 
In order to correct any possible misalignment between images acquired with FA1 and 
FA2, a 3D rigid registration algorithm was incorporated to our code based on the 
mutual information implementation metric presented by Mattes et al. [5]. The mutual 
information (MI) defined by Mattes is an image discrepancy measure based on the 
analysis of the histograms of both the reference and test images (1). Cost function 
minimization requires the computation of the joint probability distributions (p) as well 
as the marginal probability distributions of both the reference (pR) and test images 
(pT). The six parameters of the transformation are obtained from such minimization.  
 
( ) ( )( ) ( )∑∑−= l RTk kplp
klpklpMI µ
µµ |
|,|,  (1) 
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2.3   T1 Map Generation with B1 correction 
A VFA method based on the consecutive application of T1-weighted SPGRE (T1-
FFE) sequences with 2 optimal FAs was used to generate the T1 maps [6]. Theoretical 
signal intensity (S) depends on the longitudinal magnetization (M0), TE, TR, FA, T1 
and T2 (2) and can be expressed as a linear relation between S/sin(α) and S/tan(α ) (3). 
Given two signal intensities (S1 and S2) with FA1 (low) and FA2 (high), the slope m 
(4) in the linear relation (3) can be obtained and used to compute T1 (5). B1 maps were 
generated from a dual TR technique [7] and tri-linearly interpolated to obtain B1 at 
LFA and HFA image nodes. Since B1 maps provide a distribution of correction 
factors for the ideally uniform FA, corrected slope mcorr (6) is used for T1 maps [4]. 
Both acquired images were corrected (Si,corr) by comparing B1C and NC slopes (7). 
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3   Data analysis and Results 
3.1   Phantom Evaluation of the B1 Correction Methodology 
The methodology was applied to a spherical water phantom to study how T1 maps 
are improved due to B1C. Figure 1 shows the intensity distributions at a middle slice 
for both the NC (left) and B1C (right) images, for the T1 map (top), LFA image 
(middle) and HFA image (bottom). Last column shows intensity curves along a 
diametric line. B1C reduced the intensity inhomogeneity preserving the mean value 
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along that line (351 ms compared to 358 ms), which are comparable to the 365 ms 
obtained with an inverse recovery technique. Its standard deviation (σ) dropped from 
57.3 ms to 5.6 ms. Inhomogeneities observed near the phantom wall are due to B0 
effects. T1 histograms for the whole phantom were generated for both the NC and B1C 
T1 maps. The last one had a narrower and more symmetric histogram, a mean value of 
341.8 ms (compared to 325.0 ms), and σ dropped from 51.4 ms to 19.9 ms (Fig. 2). 
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Fig. 1. Intensity distributions at a middle slice (same window/level) for both the NC (left) and 
B1C (middle) images, for the T1 map (top), LFA image (middle) and HFA image (bottom). 
Intensity curves along a diametric line for both NC and B1C images (right column). 
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Fig. 2. Intensity histograms for the B1- and non-corrected T1 maps of the whole phantom. 
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3.2   In-vivo T1 mapping 
Five healthy volunteers were analyzed to study the improvement of the T1 maps 
after MC and B1C (Fig. 3). Brains were extracted from their skulls in the computed T1 
maps by means of a 3D method that uses a deformable model that evolves to fit the 
brain surface by the application of a set of locally adapted forces [8]. Each tissue type 
(WM, GM and cerebrospinal fluid) was modeled by Gaussian functions. Given that 
the main purpose was to estimate the peak T1 value and its standard deviation, mixed 
classes were neglected and a 3-Gaussian fitting was accurate enough [9]. None of the 
maps without B1C exhibited 2-peak histograms. Instead, 2-peak histograms were 
observed in 3 maps with B1C and in every map with MCB1C. Histograms for 
Volunteer #3 were almost aligned resulting in no significant improvement due to 
image registration (Fig. 4, top). However, those of Volunteer #4 were slightly 
misaligned producing a distorted T1 map whose histogram does not exhibit two peaks 
when only B1C is preformed (Fig. 4, bottom). This effect, which was also observed in 
Volunteers #2, was corrected when MCB1C was performed. In those cases, effects of 
misalignment and non-uniform FAs were comparable. Figure 3 (a,b) shows distorted 
T1 maps due to misalignment in Volunteer #2. Among both corrected maps (Fig. 3 
c,d), that with B1C shows more homogeneity. WM and GM peaks and their σ for all 
the volunteers with and without MC and B1C are included in Table 1. The goodness 
of fit was characterized by a Chi-square parameter that ranged between 0.0001 and 
0.0005 among all curves. Corrected T1 values agree with reported findings at 3.0 T: 
WM from 1000 to 1100 ms and different GM tissues between 1200 and 1700 ms [10]. 
 
Table 1. Mean value and σ (in ms) of WM and GM peaks for volunteers #1 to #5 without 
(upper panel) and with (lower panel) MC. Col. 2-5: without B1C. Col. 6-9: with B1C. 
Volunteer WM σWM GM σGM  WM σWM GM σGM  
# 1 824 175 1271 339 1023 81 1425 312 
# 2 1040 171 1489 400 1188 111 1544 331 
# 3 991 163 1419 351 1139 74 1605 308 
# 4 940 168 1404 369 1157 94 1538 335 
# 5 909 187 1409 367 1074 88 1519 338 
ave±stdev  941 173 1398 365 1116 90 1526 325 
# 1 856 203 1295 333 1028 73 1430 317 
# 2 1085 189 1510 405 1189 94 1597 328 
# 3 1003 170 1415 363 1143 71 1615 325 
# 4 987 199 1436 379 1152 76 1573 320 
# 5 928 192 1435 374 1082 90 1546 324 
ave±stdev 972 91 1418 371 1119 81 1552 323 
 
 
     Fig. 3. T1 maps for volunteer #2 corrected with: (a) no correction ; (b) B1 ; (c) motion ; (d) both. 
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Reduced intensity spatial inhomogeneity within regions of the same kind of tissue 
after B1C results in narrower WM peaks and corrected T1 values, allowing separation 
of both peaks. Even though those values (averaged over the 5 volunteers) seem to be 
similar when comparing B1C and MCB1C, the greatest differences occur for those two 
volunteers who had misaligned images. Their GM peaks for B1C were 1544±331 ms 
and 1597±328 ms, and 1538±320 ms and 1573±335 ms for MCB1C, respectively. 
Fig. 4. Top panel: Volunteer #3. Bottom panel: Volunteer #4. For each panel: 
NC (upper left), B1C (upper right), MC (lower left) and MCB1C (lower right). 
Images were originally aligned. Dots: measured data. Dotted lines: each fitted 
Gaussian (WM, GM and cerebrospinal fluid). Solid line: fitted curve.  
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3.3   Brain DCE-MRI data 
B1 map, LFA and DCE-MRI images were acquired in a patient with brain tumor. 
The 28 volumes in the dynamic set were rigidly registered to the LFA. Gd maps were 
computed from each T1 map for NC, B1C, MC and MCB1C. K-trans parameter was 
estimated using generalized kinetic modeling [11]. Time evolution curves of the Gd 
concentration at the tumor had lower values when MCB1C was performed. B1 effect 
was more important because of little patient motion during the scanning (Fig. 5). 
Computed k-trans map exhibited a peak in the lesion about two times lower when the 
B1C was performed (Fig. 6). K-trans maps show similar distributions but with 
maximum scale values of  0.15 and 0.05 (Fig. 6 c and d, respectively). 
 
 
 
 
 
   
 
 
4   Discussion 
Accurate estimation of T1 relaxation time from high magnetic field MRI using a 
dual FA method may require correction of not only FA inhomogeneity but also image 
misalignment. In order to investigate this hypothesis we addressed both corrections by 
acquiring the B1 map using a dual TR strategy and a rigid registration algorithm. B1C 
module was evaluated using a phantom resulting in a narrower T1 intensity histogram. 
Fig. 6. a) HFA image of the brain after contrast injection; b) Gd map of the brain with NC; 
c) K-trans map of the tumor with NC at a selected slice; d) K-trans map of the tumor with 
MCB1C at a selected slice 
Fig. 5. Time evolution curve of the Gd concentration at a selected region within the tumor. 
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T1 maps were analyzed in 5 volunteers. Due to its time efficiency, mutual information 
metric was chosen to register LFA and HFA images (480x480x48) using 64 bins and 
linear interpolation converging in about one minute (<50 iterations) in a Dual Core 
Opteron 2GHz with 2Gb of RAM. Two-peak histograms were observed in every 
MCB1C map but in none NC one. Three volunteers had also two-peak histograms 
when just B1C was performed. B1C reduces the intensity spatial inhomogeneity within 
regions of the same kind of tissue and correct the T1-relaxation time estimation for 
those tissues, resulting in narrower WM peaks and allowing proper discrimination of 
peaks. While the location of the WM peaks is similar when comparing B1C and 
MCB1C, GM peaks show the greatest differences for those two volunteers who had 
misaligned images. The methodology was also evaluated in a patient with brain tumor 
to study changes in the k-trans maps when corrections are performed. Each volume of 
the HFA DCE-MRI image was rigidly registered to the LFA image and Gd 
concentration maps were computed for NC, B1C, MC and MCB1C. K-trans map at a 
selected slice was computed using generalized kinetic modeling. Given a reduced 
patient motion during the scanning, time evolution curves of de Gd concentration at a 
region of interest within the tumor showed that motion effect was lower than B1 
effect. MCB1C led to lower Gd values. Computed k-trans peak values were about two 
times higher when no correction was performed. This preliminary study shows that 
B1C and MC must be performed in order to obtain realistic estimations of the T1 map. 
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Abstract. Whole-body PET-CT, an emerging imaging modality, has
displayed its power in various oncology studies. Due to the high variations
of 18F-fluoro-deoxyglucose (FDG) uptake across different organs, it is
preferred to interpret PET-CT images in an organ-specific fashion. To
achieve this objective, we propose a generic method to segment whole-
body PET-CT images. By learning the appearance characteristics of
anatomical primitives, our method is general to segment different organs
and exploit the image information from both PET and CT images. In
addition, our method is able to automatically cluster organ boundary
points and learn corresponding local boundary detectors. This method
is especially effective to segment organs that have heterogenous boundary
characteristics, e.g., heart and liver. Preliminary experimental results on
different patient data are presented.
1 Introduction
PET-CT is a medical imaging modality that combines a Positron Emission To-
mography (PET) and an x-ray Computed Tomography (CT). As the acquired
PET and CT images are inherently co-registered, PET-CT provides fused mor-
phological and functional information, which potentially benefits various medical
studies. After the first PET-CT prototype was introduced to clinical practice in
1998, PET-CT has triggered a revolution in image-based diagnosis for cancer
patients. Many clinical studies reported that PET-CT has superior diagnostic
value than mono-modalities, e.g., CT [1], MR [2] and PET [3], and separated
dual-modalities, e.g., PET+morphological image [4].
In PET-CT-based cancer diagnosis, 18F-fluoro-deoxyglucose (FDG) is the
most widely used tracer. Since glucose utilization is known to be enhanced in
many malignant tissues, an uptake of FDG is usually considered as an indicator
of malignance. In particular, the standardized uptake value (SUV) is employed
to provide semi-quantitative interpretation of malignance [5]. However, glucose
utilization is not entirely specific to malignant tissues. Normal tissues, such as
cerebral cortex, left ventricular myocardium and renal system, may also have
high FDG uptake. A more troublesome fact is that FDG uptake has large vari-
ations across different organs due to different glucose utilization. It poses one of
the major pitfalls for PET-CT interpretation. For example, while a spot in lung
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with SUV=3.0 is a highly suspicious lesion, a spot in liver with the same level
of SUV is completely normal.
An effective solution is to segment PET-CT and interpret it in an organ-
specific fashion. Based on the organ segmentation results, radiologists can use
different strategies to detect hot spots in different organs. In addition, the organ
segmentation helps the radiologists to focus on the specific organ under study.
Organ segmentation will also benefit computer-aided diagnosis systems. Given
organ labels, the sensitivity and specificity of CAD systems are expected to be
increased.
In this paper, we propose a learning-based method to segment PET-CT im-
ages. More specifically, we design a deformable model that is guided by learning-
based landmark detectors and boundary detectors. Compared to existing meth-
ods in the “deformable model” family, our method has two distinct character-
istics. First, instead of being empirically designed, our landmark and boundary
detectors are learned from a set of training samples. By using cross-modality fea-
ture extractors and AdaBoost training algorithm, the features from both PET
and CT modalities are optimally selected and combined to identify anatomical
primitives. Second, an iterative learning method is designed to cluster boundary
points and learn local boundary detectors for each cluster. These distributed
detectors provide spatially adaptive boundary detection, which is particularly
effective to segment organs having heterogenous boundary characteristics.
2 Observation and Analysis
As introduced before, an organ-specific hot spot detection is based on the seg-
mentation of PET images. Unfortunately, due to the poor morphological resolu-
tion in PET, very limited PET segmentation methods were proposed and most
of them were designed for transmission scans that accompany PET [6][7] and
dynamic PET [8][9]. Now, with the existence of co-registered CT images, a plau-
sible solution is to directly employ existing CT segmentation methods. However,
as whole-body CT in PET-CT scans usually have much lower resolution and
lack necessary organ contrast, existing methods that work well on CT scans of
bodyparts (chest/abdominal CT) might fail.
Indeed, PET-CT provides joint morphological and functional image informa-
tion, which potentially benefit organ segmentation. As shown in Fig. 1, at some
places where “anatomical contrast” is faint, “functional contrast” is actually
very clear (the position pointed by arrow b). Therefore, it is essential to extract
image features from both PET and CT images and effectively select/combine
them to detect organ boundary.
Meanwhile, we have another observation. Some organs, e.g., liver, show highly
heterogenous appearance characteristics along boundary. While “anatomical con-
trast” is a better boundary indicator at certain parts, “functional contrast” pro-
vides more distinctive information at other parts (c.f. Fig. 1). Accordingly, a
successful segmentation algorithm should have a spatially adaptive boundary
detection mechanism based on automatic-clustered boundary points.
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a
b b
a
CT PET
Fig. 1. An example of PET-CT images. While PET information is more useful for
boundary identification at position a, CT information is more useful at position b.
3 Method
3.1 Overview
Based on the above analysis, we propose a learning-based algorithm for PET-
CT segmentation. In our approach, a deformable model is guided by a set of
learning-based detectors. By using cross-modality feature extractors and feature
selection mechanisms, image features from both PET and CT images are ef-
fectively exploited. More importantly, we design an iterative learning method,
which is able to cluster boundary points and learn their corresponding detectors.
It provides spatially adaptive boundary detection, which is particularly useful
to segment organs having heterogenous boundary appearances.
The diagram of our approach is shown in Fig. 2. We learn two types of de-
tectors, i.e., landmark and boundary detectors, to guide the deformable model.
While landmark detectors roughly determine the organ position and initialize
the deformable model, boundary detectors guide the deformable model to organ
boundaries precisely. Since landmark and boundary detectors are key compo-
nents of our approach, we will focus on them in the remainder of this paper.
3.2 Landmark Detectors
Given a pair of PET-CT image, ICT and IPET, the detection of a landmark L is
formulated as:
xL = argmax
x
PL(x|ICT, IPET) (1)
where xL ∈ R3 denotes the coordinate of the detected landmark. PL(.) is a
probability/pseudo-probability map that can be generated by different ways.
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Fig. 2. Diagram of our learning-based segmentation method. The training of landmark
detectors and boundary detectors are executed off-line.
To jointly exploit the image information from both CT and PET images, we
employ cross-modality feature extractors and Adaboost classifiers to generate
the probability map, as formulated in Eq. 2.
PL(x|ICT, IPET) = CL(F(x; ICT, IPET)) (2)
where F(x; ICT, IPET) and CL(.) denote cross-modality feature extractors and
Adaboost classifier, respectively.
Cross-modality Feature Extractor: The cross-modality feature extractors
are designed to generate an over-complete image feature pool from both CT and
PET images. As shown in Fig. 3, each feature extractor consists of one/multiple
cuboids within the detection window (black boxes). The value of the feature is
the sum of intensities within negative cuboids (blue boxes) subtracted from the
sum of intensities within positive cuboids (red boxes). By adjusting the number,
the polarities, the sizes and the relative locations of the cuboids, the structure
of the feature extractor is highly flexible. It facilitates the extraction of as many
as features that are potentially useful to identify an anatomical landmark. In
principle, our feature extractor is an extension of Harr basis features, which has
been successfully employed for face detection in [10]. However, with the extended
cross-modality property, i.e., the cuboids are deployed in both CT and PET
images, it provides appearance characteristics cross “anatomy” and “function”.
Adaboost Classifier: With the over-complete cross-modality feature pool, Ad-
aboost classifier is employed to learn the appearance characteristics of the land-
mark. Due to the inherent feature selection mechanism, Adaboost is able to
select the most distinctive features to distinguish the landmark under study. Im-
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portantly, the feature selection mechanism provides an adaptive way to exploit
the complemental information from CT and PET images. The learned detector
adaptively biases to (use more features from) CT or PET, depends on whether
the landmark is “anatomically” or “functionally” distinguishable.
Fig. 3. Schematic illustration of cross-
modality feature extractor.
hepatic 
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right lobe 
anterior seg.
porta
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pouch
right lobe 
posterior seg.
Fig. 4. Selected anatomical landmarks of a
liver.
In the runtime of organ segmentation, as the detected landmarks indicate the
rough location of the organ, the deformable model is initialized by landmark-
based transformation. In this study, an affine transformation is employed for the
landmark-based model initialization. To increase the robustness of the trans-
formation, we select landmarks that are uniformly distributed along the organ
boundary to initialize the model. An example of selected liver landmarks are
shown in Fig. 4.
3.3 Boundary Detectors
Similar to anatomical landmarks, organ boundary can also be detected using
learning-based methods. More specifically, we expect to learn detectors that
generate high responses at organ boundaries.
One straightforward strategy is to learn a single boundary detector that
is general to detect entire organ boundary. This strategy, however, is usually
unfeasible due to the large appearance variations along the organ boundary (c.f.
Fig. 1). On the contrary, another possible strategy is to learn a set of extremely
specific boundary detectors. Each of them is able to detect organ boundary
around one vertex of the deformable surface model. Obviously, this strategy is
neither efficient nor necessary, since neighboring points along the organ boundary
often share similar appearance characteristics. Even worse, this strategy requires
highly accurate correspondences built across different training samples, which is
usually a very challenging task. Actually, a more efficient strategy is to learn
detectors of “clusters of boundary points”, which have relatively homogenous
appearance. To achieve this objective, we design an iterative learning method,
as shown in Alg. 1.
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In our iterative learning method, we aim to cluster boundary points and learn
boundary detectors for each cluster. In our deformable model, the clustering of
boundary points is equivalent to the clustering of vertices. Each cluster initially
has one vertex. Our method starts from learning a boundary detector, which is
specific to this vertex. The learned detector is used to find neighboring vertices
whose boundary appearance is similar. More specifically, if the detector gener-
ates high response at a neighboring vertex and low responses along the normal
direction of the neighboring vertex, this neighboring vertex will be considered to
have similar boundary appearance and be appended into the cluster. In the next
iteration, the detector will be learned using vertices within the updated cluster.
This process is repeated until no more neighboring vertices can be appended
into the cluster. At this point, a cluster of vertices as well as its corresponding
detector are obtained. The iterative learning algorithm finally stops while all
vertices have been assigned to a cluster.
Algorithm 1 Iterative learning algorithm to train boundary detectors
Γ = ∅, d = 1 // d is the current cluster number
for all vertex vi such that vi /∈ Γ do
Λd = {vi}
repeat
For all vj ∈ Λd, extract training samples along the normal direction n(vj)
† Learn intermediate detector T (x|ICT, IPET) using extracted training samples
N(Λd) =
⋃
vj∈Λd N(vj) // N(vj) is the neighboring vertices of vj
Ψ = ∅
for all vertex vk ∈ N(Λ) do
Apply T (x|ICT, IPET) along its normal direction n(vk)
‡ Append eligible vk to Ψ
end for
Λd = Λd ∪ Ψ
until Ψ == ∅
// Obtain the boundary detector corresponding to the dth cluster
Dd(x|ICT, IPET) = T (x|ICT, IPET)
d = d+ 1
Γ = Γ ∪ Λd
end for
† Similar to landmark detector, the intermediate detector is learned using cross-
modality feature extractors and Adaboost method.
‡ Refer to the above paragraph for the definition of “eligible”.
Using the iterative learning method, a set of boundary detectors are learned
and adaptively deployed at different parts of the deformable model. During the
runtime of segmentation, the responses generated by boundary detectors are
used to guide the deformable model. Importantly, the response from a specific
detector is only used to guide vertices of its corresponding cluster. To achieve
robust and accurate segmentation, we employ hierarchical deformation strategies
proposed in [11]. Please refer to [11] for more details.
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4 Results
In our validation experiments, the proposed method is used to segment liver and
kidneys from whole-body PET-CT images. This task is important for organ-
specific PET-CT interpretation, since the right kidney (close to liver) usually has
high SUV. It might distract radiologists from finding liver lesions. The automatic
segmentation results of liver and kidneys in 10 PET(5 × 5 × 5mm)-CT (1.3 ×
1.3 × 5mm) scans are compared with manually delineated organ surfaces. The
average and median distances of surfaces are shown in Fig. 5 and 6. The average
volume difference and overlap error are shown in Table 1. Importantly, we use the
same parameter set in generating all the results, which shows that our method
is adapted to different organ segmentation without any parameter tuning.
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Fig. 5. Average distance between manually
and automatically delineated organ sur-
faces. (on 10 whole-body PET/CT scans).
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Fig. 6. Median distance between manually
and automatically delineated organ sur-
faces. (on 10 whole-body PET/CT scans).
Liver Left Kidney Right Kidney
Vol. Diff. Overlap Err. Vol. Diff. Overlap Err. Vol. Diff. Overlap Err.
Average 5.43 8.91 4.32 8.01 5.84 8.35
Table 1. Volume difference and overlap error between manual and automatic segmen-
tation. Unit: %.
Based on our segmentation results, a clinical study of organ-specific PET-CT
was executed in the University Hospital Essen, Germany. 20 patients (mean age
60y, 49-79y) with colorectal liver metastases were examined. The sensitivity for
automated detection of colorectal liver metastases was 96% (45 of 47 lesions are
detected).
5 Conclusion
In this paper, we proposed a learning-based method to segment PET-CT im-
ages. A set of landmark detectors and boundary detectors are used to guide a
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deformable model to organ boundaries. To effectively exploit image information
from both CT and PET images, we employed cross-modality feature extractor
and Adaboost training algorithm to learn landmark and boundary detectors.
To deal with the heterogenous appearances along organ boundaries, we also
designed an iterative algorithm to cluster boundary points and learn local de-
tectors for each cluster. Preliminary results showed that our method is able to
achieve required segmentation accuracy for organ-specific PET-CT interpreta-
tion. In the future, we plan to extensively validate our method with comparisons
of state-of-art methods.
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Abstract. The pharmacokinetic (PK) analysis of breast MRI data us-
ing prior methods like the Tofts model-based approaches involved the
estimation of the amount of contrast agent (CA) fed to the tissue, called
the Arterial Input Function (AIF). The Mohan-Shinagawa model (hence-
forth referred to as the M-S model), is a novel expanded model (derived
from the Tofts model) proposed in (1). It analytically eliminated the AIF
from the analysis but required the robust selection of suitable reference
regions across images. In this paper, the authors propose a novel frame-
work for Tofts model estimation, using the M-S model as an intermediate
stage. The advantages are that the AIF estimation is eliminated, and the
final estimated PK parameters are independent of the reference region
selected. This highly simplifies the overall analysis and improves the ro-
bustness in population studies by reducing the bias introduced by the
reference region selection while keeping the advantages of the M-S frame-
work including a reduction in scattered false positives. Also, as compared
to the M-S model, the physical interpretation of the Tofts model param-
eters is well documented (2). This framework could potentially also be
used for analysing DCE-MRI of other anatomical structures.
1 Introduction
The diagnosis of breast cancer from Magnetic Resonance Imaging (MRI) data is
a difficult problem exacerbated by the fact that a malignant lesion often displays
intensity patterns similar to benign tissues and other structures (such as the ves-
sels) in the field of view. However, malignant tissues differ from benign tissues
in how Contrast Agents (CA) flow in and leak out. The CA molecules affect
the observed intensity patterns because they change the longitudinal relaxation
times at the voxels in the image. Malignant tissues display a characteristic pat-
tern with regard to the amount of CA that washes in, and the rates of entry and
washout of the CA. Dynamic Contrast-Enhanced (DCE) MRI uses this kinetic
property to identify regions of interest. PK analysis aims to quantify this washin
and washout of the CA towards differentiating malignant and benign lesions.
PK analysis aims to provide a framework where the kinetics of CA within the
tissue of interest can be quantitatively described and compared across data sets
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from one or more patients and/or MR systems. However, many current systems
do not meet this requirement due to the limited normalization that the system
can perform on the input image data, which impairs the effectiveness of any
population studies conducted.
Existing models for Pharmacokinetic analysis for breast MR can be categorized
into two broad classes - compartmental and heuristic (3; 4; 5). The first class
describes the microscopic view of the breast tissues as a set of compartments and
models the interaction between these compartments with respect to the entry
and exit of the CA. Heuristic models try to model the washin and washout
phenomena - as growing(/decaying) exponentials for example - and quantify
these characteristics. Of the compartmental models, the Tofts model (2) is the
most commonly used. The M-S model (1) was derived as an attempt to address
the issues in the Tofts model with respect to the normalization over data sets,
and the estimation of the Arterial Input Function (AIF). The approach was
the use of a reference region (RR) concept previously explored in work such
as (6) with the RR as the nipple region (detected by using the work in (7)).
While this RR approach performed well on the population study performed
in (1), it possessed the disadvantage that the RR selection affected the extent
of normalization. This affected its reliablity in population studies. This paper
proposes a framework based on the M-S model which addresses the sensitivity
to RR while keeping the original advantages of the model. The approach is to
estimate the Tofts model parameters from the M-S model parameters. Since this
decorrelates the voxel-wise Tofts model parameters, the framework is in theory
independent of the choice of RR as verified by the results in this paper. At the
same time, by the initial estimation of the M-S model parameters, we retain the
advantage of not needing to estimate or approximate the AIF.
2 The M-S model
2.1 Model
The M-S model describes the concentration of Contrast Agent (CA) at a voxel
under analysis, with respect to that at a reference voxel. The model is given by:
cT (t) = (A1e
−B1t +A2e
−B2t) ∗ cR(t) +A3cR(t) (1)
Here, cT (t) denotes the concentration at the voxel being analysed, and cR(t) de-
notes the concentration at the reference voxel. A1, B1, A2, B2 and A3 denote the
parameters of the M-S model which are functions of the Tofts model parameters
at the two voxels being considered.
To recapitulate the extended Tofts model, the time-behavior of the concentration
of CA at the voxel under analysis and the reference voxel are described as:
cT (t) = vpcp(t) +K
transcp(t) ∗ e
−kept (2)
cR(t) = v
R
p
cp(t) +K
transRcp(t) ∗ e
−k
R
ept (3)
where cp(t) denotes the true AIF, vp, K
trans and kep are the Tofts model pa-
rameters for the voxel being analysed, and vR
p
, Ktrans
R
and kR
ep
are the Tofts
model parameters for the reference voxel. A more detailed explanation can be
found in (2).
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From (1), the M-S model parameters are related to the Tofts model parameters
at the two voxels as follows:
A1 =
Ktrans
R
vRp (kep − k
R
ep)−K
transR
vp(k
R
epv
R
p +K
transR)− vRp (kepvp +K
trans)
vRp
2
A2 =
(kR
ep
− kep)K
trans
vR
p
(kR
ep
− kep) +Ktrans
R
and A3 =
vp
vRp
B1 = k
R
ep +
Ktrans
R
vRp
and B2 = kep
(4)
2.2 Advantages of the M-S model over Tofts model-based
approaches with standard AIF
Existing pharmacokinetic frameworks that use the extended Tofts model require
the AIF for analysis, and since it is difficult to measure AIF in vivo, it has to be
estimated in a reasonable fashion for the subsequent analysis to be reliable. The
work in (1) has demonstrated that Tofts model estimation with the standard
AIF yields results that are not satisfactory for population studies with the use
of one standard AIF for all subjects reducing the extent of normalization of the
results across patients.
The M-S model (1) utilized the fact that the AIF is by definition the concen-
tration of the CA being fed to the tissue under analysis, and used the concept
of a reference region to relate the concentration of the CA at the voxel under
analysis to that of the reference voxel rather than the AIF. This eliminated the
AIF from the analysis. This further led to the advantage that with the reference
region being selected uniformly across data sets from different subjects, the esti-
mated PK parameters displayed a higher degree of normalization, and localized
the malignant lesions better with reduced false positives. Further, this faciliated
population studies as was indicated by the estimated ROC curves, which indi-
cated that the M-S model yielded better discrimination between malignant and
benign lesions than the Tofts model using the standard AIF.
2.3 Disadvantages of Pharmacokinetic analysis using the M-S
model
The performance of the M-S model in population studies is tied to how reliably
the reference region is selected across different datasets. It was first attempted
to assign a form of reliability score to the choice of reference region to make
it more robust. For example, if the reference region was set to be the nipple
region for a set of analyses, the score would quantify with what probability the
chosen reference region was the nipple region in that data set. However, given
the extent of variablity in the sizes, shapes and intensity distributions of these
anatomical structures across data sets, this score was not simple to formulate.
The alternative is to eliminate the dependency of the performance on the choice
of reference region and this forms the basis for the current work.
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3 Proposed framework for Tofts model parameter
estimation
The parameters of the M-S model are functions of the Tofts model parameters for
the two voxels used - the voxel under analysis and the reference voxel. Ideally,
the Tofts model parameters describe the concentration perfectly and can be
assumed to be free of bias in the ideal situation where the exact AIF is known,
and the estimation procedure yields zero error. The M-S model parameters are
functions of these ideal Tofts model parameters. Hence, irrespective of the choice
of reference region, if we could invert the model equations so as to estimate the
Tofts model parameters from those of the M-S model, since all quantities used
are from the available dataset, with ideal error-free estimation, the obtained
values will be the exact Tofts model parameters. Additionally, these now describe
the voxel concentration absolutely and hence the dependence on the choice of
reference region has been eliminated, while retaining the advantage of not having
to estimate the AIF to obtain the Tofts model parameters.
The primary issue in estimating the Tofts model parameters through the M-S
model is that the latter only yields five parameters while in all, there are six
values to be estimated (three each per voxel) for the extended Tofts model.
This implies the need to introduce some form of redundancy (possibly by using
multiple voxels), or to use some additional data.
3.1 Mathematical methodology
The M-S model parameters are related to the parameters of the Tofts model at
the voxel under analysis and the reference voxel as shown by Equation 4.
We can solve these equations to obtain expressions for the various individuals
Tofts model parameters. This simplification yields the following expressions:
vp = A3vp
R
ktrans = A2
B1 −B2
kR
ep
−B2
vR
p
kep = B2
ktrans
R
= (B1 − k
R
ep
)vR
p
(5)
A3k
R
ep
2
− kRep(A1 +A2 +A3B1 +A3B2) + (A1B2 +A2B1 +A3B1B2) = 0 (6)
Solving the quadratic equation 6 for kRep, we get the following expression:
kR
ep
=
−b±
√
b2 − 4ac
2a
(7)
a = A3 , b = A1 + A2 +A3B1 +A3B2 and c = A1B2 +A2B1 +A3B1B2
These equations show that taking an inverse of the M-S model yields a quadratic
equation and hence two possible solutions for kR
ep
. Also, the other quantities
can be simplified to ratios with respect to vp
R. This is the highest degree of
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simplification possible for this system of equations. The quantities k
trans
vp
and
kep (which can both be determined) are in fact physically significant, however
since our goal is to completely estimate the Tofts model parameters, we still face
the challenge of determining vp
R. This is discussed in the subsequent section.
3.2 Challenges in estimating Tofts model parameters
The quantities vp (or v
R
p
) and ktrans (or ktrans
R
) both multiply terms contain-
ing the AIF in the Tofts model expression. Thus, even with the use of the above
expressions, we can only estimate the quantities of interest as related to vR
p
.
Since the AIF itself is also unknown at this point, this leaves us with two un-
knowns in the Tofts model expression. Separating out these two quantities is
mathematically intractable, even with techniques like blind deconvolution.
3.3 Framework
The framework is made complete by the fact that the dosage of CA injected
into each patient is known information. By understanding that the AIF is the
concentration of CA fed into the tissue of interest, the implication is that the
maximum value that the AIF can take is the injected dosage density itself. We
can use this observation to compute vR
p
and thus all Tofts model parameters for
all the voxels under analysis.
We start from the expression for the CA concentration at the reference voxel,
by rewriting it as:
cR(t) = v
R
p
cp(t) ∗ (δ(t) +
ktrans
R
vR
p
e−k
R
ept) (8)
Since the quantities kR
ep
and k
transR
vRp
are known, it is possible to use deconvolution
to estimate s(t) = vR
p
cp(t). This expression was derived to be the following:
s(t) = vRp cp(t) = cR(t)− kRe
(kR−k
R
ep)t ∗ cR(t) (9)
kR =
ktrans
R
vRp
(10)
The theoretical maximum of this signal is vRp D where D is the dosage density
of CA injected into the patient. Thus, to estimate the Tofts model parameters
using Equation 5, we estimate vRp as:
vRp =
maxt(s(t))
D
(11)
3.4 Implementation
The implementation of the proposed scheme is two-tiered. The first stage is
the estimation of the M-S model parameters, and the second is the application
of the Equations 5 and 7, coupled with the estimation of vRp using Equation
11 to obtain the Tofts model parameters. The estimation of the M-S model is
discussed in detail in (1). The second stage essentially involves implementing the
Equations 5 and 7. However, there are some associated challenges in practice.
The first challenge in the proposed framework is the estimation of kR
ep
from
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the quadratic equation in 6. This is because the M-S model estimate in the
first step is not completely error-free and hence even with the same reference
voxel used throughout the analysis for a given image, the quadratic equations
yielded by the different voxels are not identical. The authors explored multiple
heuristic approaches to this issue. One approach that works well is to weight
highest the kR
ep
values yielded at the voxel with the lowest estimation error.
The second challenge in the framework is that the dosage of CA is required to
estimate vRp . In practice, data sets are encountered where the dosage (per unit
body weight) is not known accurately. To circumvent this issue, the maximum
enhancement in a given image was used as being proportional to the CA dosage.
This yielded satisfactory results in practice and the results in this paper are with
this approach.
4 Experiments, Results and Discussion
The experiments in this work aimed at evaluating the performance of the pro-
posed framework in differentiating malignant lesions from benign by visual in-
spection and in population studies. The proposed framework was applied to a
population of breast DCE-MRI data from 40 patients. The results included are
from the application of the framework to a subset of this data. Also included are
ROC curves comparing the performance of three PK analysis setups which are
Tofts model estimation using the standard AIF, the framework for M-S model
estimation and Tofts model estimation using the framework proposed in this pa-
per with restricted and unrestricted choice of RR, all compared against a manual
segmentation of the ground truth of the lesion. The visualized results in Figure
1 and the ROC comparison in Figure 2 (obtained by QLDA classifers) indicate
that the framework achieves more robust differentiation than direct Tofts es-
timation. The visual comparison with two different choices of RR proves the
hypothesis that the framework is robust to RR selection. Also, as compared to
direct Tofts estimation, the proposed framework leads to more spatially clus-
tered results and less scattered false positives which is desirable especially for
use by radiologists in initial analysis. It is important to note that the current
implementation uses an average value of dosage used per subject since the ab-
solute values of dosage are known but the individual subject body weights are
not known. This is also the same value of dosage as used in the standard AIF
expression. Hence introducing the knowledge of body weights and thus average
dosage per unit of body weight is expected to further improve the classification
accuracy. Also, on closely studying the M-S model parameters estimated for each
choice of RR, it becomes clear that the error in estimation of the M-S model
- which propagates to the final Tofts estimate - is significantly different in the
two cases. This brings into analysis the estimation procedure used - currently
the conjugate gradient method - and the inference is that an alternate choice for
the optimization method that yielded lower error on average, coupled with an
unrestricted choice of RR, would result in improved clasification performance.
5 Conclusions and future work
The proposed framework for Tofts model parameter estimation using the M-S
model, has been implemented and tested successfully on a population of breast
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Fig. 1. Results comparing the manually segmented ground truth (Column 1) with
results from direct Tofts Model estimation(Column 2); and the Proposed framework
with restricted RR (Column 3) and unrestricted RR (Column 4). Note the improved
localization of regions of interest, the reduction in false positives, and the improvement
in results afforded by relaxing the restrictions on the RR.
DCE-MRI data from 40 subjects. The physical significance of the estimated pa-
rameters is well documented (2). As compared to direct estimation, the proposed
framework does not use a standard AIF for all subjects and hence displays higher
classification accuracy. The visualization shows that the estimated parameters
display greater spatial clustering and accuracy than direct Tofts estimation. Fur-
ther, it is demonstrated that these estimated parameters are indeed robust to
the selection of reference region. The authors also identified areas of the frame-
work with scope for improving system performance. These are the numerical
optimization method for solving the M-S model, and the quantity used for the
dosage per subject. These are being explored in future work for improving the
framework accuracy in population studies.
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