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1. Introduction
Throughout this paper,Cm×n stands for the collection of allm × n complex matrices. The symbols
A∗, r(A) andR(A) denote the conjugate transpose, rank and range (column space) of a complex matrix
A, respectively; [A,B] denotes a row blockmatrix consisting of A and B. TheMoore–Penrose inverse of a
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matrix A ∈ Cm×n, denoted by A†, is deﬁned to be the unique matrix X ∈ Cn×m satisfying the following
four matrix equations:
(1) AXA = A, (2) XAX = X , (3) (AX)∗ = AX , (4) (XA)∗ = XA.
A matrix X is called a g-inverse of A, denoted by X = A−, if it satisﬁes AXA = A. The collection of all
possible g-inverses of A is denoted by {A−}. Further, let EA = Im − AA† and FA = In − A†A, both of which
are two orthogonal projectors induced by A. General properties of g-inverses of matrices can be found
in [2,3,19].
Analogous to the role of inverses of matrices in matrix operations, g-inverses of matrices can be
used to handle various matrix operations of singular matrices. When applying g-inverses of matrices,
various reasonable equalities formatrices and their g-inverses can bewritten out from theoretical and
practical points of view. These equalities can generally be written in the form
p(A−
1
, . . . ,A−s ) = q(B−1 , . . . ,B−t ), (1.1)
where p(·) and q(·) denote somematrix operations. The purpose of this paper is to study the following
simple matrix equality:
A− = PN−Q , (1.2)
where A ∈ Cm×n,N ∈ Ck×l , P ∈ Cn×l and Q ∈ Ck×m are given, and two g-inverses A− and N− occur
on both sides. Many matrix equalities involving g-inverses can be written as special forms of (1.2),
for instance, the equality A− = N− for common g-inverses of two matrices; the reverse-order laws
(PNQ )− = Q−1A−P−1 and (PNQ )− = Q †A−P†. In particular, the following additive decompositions of a
g-inverse:
A− = A−
1
+ · · · + A−
k
, A− = P1A−1 Q1 + · · · + PkA−k Qk
are special cases of (1.2), because the sum A−
1
+ · · · + A−
k
can be written as
A−
1
+ · · · + A−
k
= [I, . . . , I]
⎡⎢⎢⎣
A−
1
. . .
A−
k
⎤⎥⎥⎦
⎡⎢⎢⎣
I
.
.
.
I
⎤⎥⎥⎦
= [I, . . . , I]
⎡⎢⎢⎣
A1
. . .
Ak
⎤⎥⎥⎦
− ⎡⎢⎢⎣
I
.
.
.
I
⎤⎥⎥⎦ def= PN−Q .
Additive decompositions of the Moore–Penrose inverses of matrices under some rank additivity con-
ditions were studied in the literature; see, e.g., [6,27].
BecausebothA− andN− arenot necessarily unique, theproductPN−Q in (1.2)mayvarywith respect
to the choice of N−. In a recent paper [8], Groß and Tian considered the product PN−Q and gave some
results on invariance of PN−Q . If we consider the both sides of (1.2) as matrix sets, then the equality
in (1.2) includes the following four reasonable cases:
(I) {A−} ∩ {PN−Q } /= ∅,
(II) {A−} ⊆ {PN−Q },
(III) {A−} ⊇ {PN−Q },
(IV) {A−} = {PN−Q }.
In this paper, we derive necessary and sufﬁcient conditions for the above four assertions to hold, and
give some applications of the results obtained. In particular, we give identifying conditions for the set
equalities
{C−} = {A− + B−} and {A−} = {A−
1
+ · · · + A−
k
}
to hold.
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One of the simplestmatrix expressions involving a g-inverse of amatrix isD − CA−B, which is often
called the generalized Schur complement of A in the partitioned matrix
M =
[
A B
C D
]
.
Because A− is not necessarily unique, the rank ofD − CA−B varies with respect to the choice of A−. Two
fundamental formulas for the rank of D − CA−B are given as follows.
Lemma 1.1 [24,26]. Let A ∈ Cm×n,B ∈ Cm×k ,C ∈ Cl×n and D ∈ Cl×k be given. Then the maximal and
minimal ranks of the Schur complement D − CA−Bwith respect to A− are given by the following closed-form
formulas:
max
A−
r(D − CA−B) = min
{
r[C,D], r
[
B
D
]
, r
[
A B
C D
]
− r(A)
}
, (1.3)
min
A−
r(D − CA−B) = r(A) + r[C,D] + r
[
B
D
]
+ r
[
A B
C D
]
− r
[
A 0 B
0 C D
]
− r
⎡⎣A 00 B
C D
⎤⎦ . (1.4)
In Section 2, we use (1.3) and (1.4) to characterize the equality in (1.2).
2. The matrix equality A− = PN−Q
It can be seen from the definition of g-inverse of a matrix that
(i) There exists anN− such that PN−Q ∈ {A−} if and only if APN−QA = A, or equivalently by the rank
of matrix, minN− r(A − APN−QA) = 0.
(ii) The set inclusion {PN−Q } ⊆ {A−} holds if and only if APN−QA = A for any N−, or equivalently,
maxN− r(A − APN−QA) = 0.
Applying the two rank formulas in Lemma 1.1 to the difference A − APN−QA, we obtain the following
result.
Theorem 2.1. Let A ∈ Cm×n,N ∈ Ck×l , P ∈ Cn×l and Q ∈ Ck×m. Then
max
N−
r(A − APN−QA) = min{r(A), r(N − QAP) + r(A) − r(N)}, (2.1)
min
N−
r(A − APN−QA) = r(N − QAP) + r(A) + r(N) − r[N,QAP] − r
[
N
QAP
]
. (2.2)
Hence,
(a) There exists an N− such that PN−Q ∈ {A−} if and only if
r(N − QAP) = r
[
N
QAP
]
+ r[N,QAP] − r(A) − r(N).
(b) The set inclusion {PN−Q } ⊆ {A−} holds if and only if r(N − QAP) = r(N) − r(A).
Proof. Applying (1.3) and (1.4) to A − APN−QA gives
max
N−
r(A − APN−QA) = min
{
r[AP,A], r
[
QA
A
]
, r
[
N QA
AP A
]
− r(N)
}
, (2.3)
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min
N−
r(A − APN−QA) = r(N) + r[AP,A] + r
[
QA
A
]
+ r
[
N QA
AP A
]
− r
[
N 0 QA
0 AP A
]
− r
⎡⎣ N 00 QA
AP A
⎤⎦ , (2.4)
where
r[AP,A] = r(A), r
[
QA
A
]
= r(A), r
[
N QA
AP A
]
= r(A) + r(N − QAP),
r
[
N 0 QA
0 AP A
]
= r[N,QAP] + r(A), r
⎡⎣ N 00 QA
AP A
⎤⎦ = r [ N
QAP
]
+ r(A).
Substituting these rank equalities into (2.3) and (2.4) yields (2.1) and (2.2). 
Setting N = QAP in Theorem 2.1 leads to the following consequence.
Corollary 2.2. Let A ∈ Cm×n, P ∈ Cn×l and Q ∈ Ck×m. Then,
(a) The maximal and minimal ranks of A − AP(QAP)−QA are given by
max
(QAP)−
r[A − AP(QAP)−QA] = min
(QAP)−
r[A − AP(QAP)−QA]
= r(A) − r(QAP), (2.5)
that is, the rank of A − AP(QAP)−QA is invariant with respect to the choice of (QAP)−.
(b) The set inclusion {P(QAP)−Q } ⊆ {A−} holds if and only if r(QAP) = r(A).
The rank subtractivity equality for a pair of matrices A and B of the same order is deﬁned by
r(B − A) = r(B) − r(A).
This relation is also called a minus partial ordering and is denoted by A− B. A well-known rank
subtractivity equality associated with the difference A − AP(QAP)−QA is
r[A − AP(QAP)−QA] = r(A) − r[AP(QAP)−QA]. (2.6)
This rank equation was considered by some authors, see, e.g., [7,18,20].
Corollary 2.3. Let A ∈ Cm×n, P ∈ Cn×l and Q ∈ Ck×m. Then, there exists a (QAP)− such that (2.6) holds if
and only if r(QAP) = r(QA) = r(AP) holds. In this case, (2.6) holds for any (QAP)−.
In fact, it can be derived from (1.3) and (1.4) that
max
(QAP)−
r[AP(QAP)−QA] = r(AP) + r(QA) − r(QAP),
min
(QAP)−
r[AP(QAP)−QA] = r(QAP).
Hencewecan see from(2.5) that there exists a (QAP)− such that (2.6) holds if andonly if r(AP) + r(QA) =
2r(QAP), i.e., r(QAP) = r(QA) = r(AP) holds. This assertion was shown in [18].
In order to derive necessary and sufﬁcient conditions for the set inclusion {A−} ⊆ {PN−Q } to hold,
weassume that bothP andQ have full rowandcolumnranks, respectively, because themaximal rankof
A− is equal to the rownumber or column number of A. It is obvious that {A−} ⊆ {PN−Q } is equivalent to
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maxA− minN− r(A
− − PN−Q ) = 0. In this case, applying (1.3) and (1.4) toA− − PN−Q gives the following
result.
Theorem 2.4. Let A ∈ Cm×n,N ∈ Ck×l , P ∈ Cn×l and Q ∈ Ck×m be given with r(P) = n and r(Q ) = m.
Then {A−} ⊆ {PN−Q } if and only if
R(N) ∩R(Q ) = {0}, or R(N∗) ∩R(P∗) = {0}, (2.7)
or
r(N − QAP) = r
[
N
P
]
+ r[N,Q ] − r(N) + r(A) − m − n (2.8)
holds.
Proof. Under the given conditions, applying (1.4) to A− − PN−Q gives
min
N−
r(A− − PN−Q ) = r(N) + r[P,A−] + r
[
Q
A−
]
+ r
[
N Q
P A−
]
− r
[
N 0 Q
0 P A−
]
− r
⎡⎣N 00 Q
P A−
⎤⎦
= r(N) − r[N,Q ] − r
[
N
P
]
+ r
[
N Q
P A−
]
,
so that
max
A−
min
N−
r(A− − PN−Q ) = r(N) − r[N,Q ] − r
[
N
P
]
+ max
A−
r
[
N Q
P A−
]
. (2.9)
Further, applying (1.3) gives
max
A−
r
[
N Q
P A−
]
= max
A−
r
([
N Q
P 0
]
+
[
0
In
]
A− [0, Im]
)
= min
⎧⎨⎩r
[
N Q 0
P 0 In
]
, r
⎡⎣N QP 0
0 Im
⎤⎦ , r
⎡⎣−A 0 Im0 N Q
In P 0
⎤⎦− r(A)
⎫⎬⎭
= min
{
n + r[N,Q ],m + r
[
N
P
]
, r(N − QAP) − r(A) + m + n
}
.
Combining this equality with (2.9) yields
max
A−
min
N−
r(A− − PN−Q ) = min{s1, s2, s3}, (2.10)
where
s1 = n + r(N) − r
[
N
P
]
,
s2 = m + r(N) − r[N,Q ],
s3 = m + n + r(N − QAP) + r(N) − r(A) − r[N,Q ] − r
[
N
P
]
.
Setting the right hand of (2.10) to zero yields (2.7) and (2.8). 
Note that the two conditions in (2.7) have no relations with A. If A = 0, then {A−} = Cn×m. This
implies {PN−Q } = Cn×m holds under (2.7). Conversely, if {PN−Q } = Cn×m, then {0−} ⊆ Cn×m. In this
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case, applying Theorem 2.4 leads to (2.7). Thus, (2.7) is a necessary and sufﬁcient condition such that
{PN−Q } = Cn×m holds. In what follows, we assume that
R(N) ∩R(Q ) /= {0} and R(N∗) ∩R(P∗) /= {0}. (2.11)
Theorem 2.5. Let A ∈ Cm×n,N ∈ Ck×l , P ∈ Cn×l and Q ∈ Ck×m be given with r(P) = n and r(Q ) = m.
Then the set equality
{A−} = {PN−Q } (2.12)
holds if and only if P, Q and N satisfy the rank additivity condition
r
[
N Q
P 0
]
= r
[
N
P
]
+ r(Q ) = r[N,Q ] + r(P), (2.13)
and
A = −[0, Im]
[
N Q
P 0
]− [
0
In
]
. (2.14)
In this case,
r(A) = dim[R(N) ∩R(Q )] = dim[R(N∗) ∩R(P∗)]. (2.15)
Proof. Suppose ﬁrst that (2.12) holds. Then it implies that
min
A−
r(A−) = min
N−
r(PN−Q ). (2.16)
It can be derived from (1.4) that
min
A−
r(A−) = r(A) and min
N−
r(PN−Q ) = r(N) − r[N,Q ] − r
[
N
P
]
+ r
[
N Q
P 0
]
.
Substituting these two equalities into (2.16) yields
r(A) = r(N) − r[N,Q ] − r
[
N
P
]
+ r
[
N Q
P 0
]
. (2.17)
On the other hand, (2.12) implies {A−} ⊆ {PN−Q }. Thus, (2.8) holds, too. Substituting (2.17) into (2.8)
gives
r(N − QAP) = r
[
N Q
P 0
]
− m − n, (2.18)
which is equivalent to
r
⎡⎣N Q 0P 0 In
0 Im −A
⎤⎦ = r [N Q
P 0
]
. (2.19)
Applying the following equivalence (cf. [10]):
r
[
A B
C D
]
= r(A) ⇔ r
[
A
C
]
= r[A,B] = r(A) and D = CA−B (2.20)
to (2.19) gives (2.13) and (2.14). Substituting (2.13) into (2.17) results in (2.15).
Conversely, if (2.13) and (2.14) hold, we can see from (2.20) that (2.19), or equivalently, (2.18) holds.
Combining (2.13), (2.15) and (2.18), we see that N − QAP satisﬁes r(N − QAP) = r(N) − r(A) and (2.8).
This means by Theorems 2.1(b) and 2.3 that {A−} ⊆ {PN−Q } and {A−} ⊇ {PN−Q }. Thus, the set equality
in (2.12) holds. 
It can be seen from (2.13) and (2.14) the set equality in (2.12) is characterized by a rank additivity
condition and a g-inverse of the bordered matrix consisting of P, N and Q . It is obvious that the rank
additivity condition is easy to satisfy, for example,
(i) If the bordered matrix consisting of P, N and Q is nonsingular, then (2.13) holds.
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(ii) If N is nonnegative definite and Q = P∗, then (2.13) holds.
Some results on g-inverses of bordered matrices under rank additivity conditions can be found in
[4,12,21,25]. In particular, we have the following result.
Corollary 2.6. LetN ∈ Ck×l ,andassumebothP ∈ Ck×k andQ ∈ Cl×l arenonsingular.Then the set equality
{(PNQ )−} = {Q−1N−P−1} holds.
In the following two sections, we apply the previous results to study additive decompositions of
g-inverses of matrices.
3. The additive decomposition C− = A− + B−
As is well known in electronics, if two resistors with resistances r1 and r2 are placed in parallel, the
cumulative resistance r is computed by the formula
r−1 = r−1
1
+ r−1
2
, i.e., r = (r−1
1
+ r−1
2
)−1 = r1(r1 + r2)−1r2.
With the idea generalizing this notation to matrices, Anderson and Dufﬁn [1] deﬁned the parallel sum
of two Hermitian nonnegative definite matrices A and B of the same size as
A : B def= A(A + B)†B.
A remarkable property of the parallel sum A : B is
(y + z)∗(A : B)(y + z) y∗Ay + z∗Bz for any y + z ∈ Cn.
Later, the parallel sum is also extended to any pair of matrices A and B of the same size as
p(A,B)
def= A(A + B)−B
whenever this product is invariant with respect to the choice of (A + B)−. Another definition for the
parallel sum of two nonnegative definite matrices A and B is given by
A ‖ B def= (A† + B†)†,
see [19]. The equality A : B = A ‖ B does not necessarily hold. Necessary and sufﬁcient conditions for
A : B = A ‖ B to hold were given in [19,22].
Parallel sums of matrices and various related topics have been investigated by many authors, cf.
[5,6,9,11,13,14,15,16,17,19] among others. One of thewell-knownproperties on the parallel sum p(A,B)
is
{p−(A,B)} = {A− + B−};
see [17]. As pointed out in Section 1, the sum A− + B− can be written in the form PN−Q for some P,
Q and N. This set equality prompts us to consider a general additive decomposition C− = A− + B− for
any three matrices A, B and C of the same size.
Lemma 3.1. Let A,B ∈ Cm×n be given. Then the set equality
{A− + B−} = {PN−Q } (3.1)
always holds, where
P = [In, In], N =
[
A 0
0 B
]
, Q =
[
Im
Im
]
.
Proof. Recall that the general expression of g-inverses of a matrixM can be written as
M− = M† + FMV1 + V2EM ,
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where thematrices V1 and V2 are arbitrary. Hence the general expression of A
− + B− can be written as
A− + B− = A† + B† + FAV1 + V2EA + FBW1 + W2EB, (3.2)
where V1,V2,W1 andW2 are arbitrary, while the general expression of N
− is
N− = N† + FNS + TEN
=
[
A† 0
0 B†
]
+
[
FA 0
0 FB
] [
S1 S2
S3 S4
]
+
[
T1 T2
T3 T4
] [
EA 0
0 EB
]
=
[
A† + FAS1 + T1EA FAS2 + T2EB
FBS3 + T3EA B† + FBS4 + T4EB
]
,
where S1, . . . , S4 and T1, . . . , T4 are arbitrary. In this case, we have the general expression
[In, In]N−
[
Im
Im
]
= A† + B† + FA(S1 + S2) + (T1 + T3)EA
+ FB(S3 + S4) + (T2 + T4)EB.
This expression is the same as (3.2). Thus, (3.1) holds. 
Applying the results in Section 2 and Lemma 3.1 gives the following two results on the additive
decomposition C− = A− + B−. The proofs are omitted.
Theorem 3.2. Let A,B,C ∈ Cm×n. Then
max
A− ,B−
r[C − C(A− + B−)C] = min
{
r(C), r
[
C A
B A + B
]
+ r(C) − r(A) − r(B)
}
and
min
A− ,B−
r[C − C(A− + B−)C] = min
C− ,A− ,B−
r(C− − A− − B−)
= r(A) + r(B) + r(C) + r
[
C A
B A + B
]
− r
[
A 0 C
0 B C
]
− r
⎡⎣A 00 B
C C
⎤⎦ . (3.3)
Hence,
(a) There exist A− and B− such that A− + B− ∈ {C−} if and only if
r
[
C A
B A + B
]
= r
⎡⎣A 00 B
C C
⎤⎦+ r [A 0 C
0 B C
]
− r(A) − r(B) − r(C). (3.4)
(b) The following statements are equivalent:
(i) {A− + B−} ⊆ {C−}.
(ii) r
[
C A
B A + B
]
= r(A) + r(B) − r(C).
(iii) r
⎡⎣A 0 C0 B C
C C C
⎤⎦ = r [A 0
0 B
]
.
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(iv) R(C) ⊆R(A), R(C) ⊆R(B), R(C∗) ⊆R(A∗), R(C∗) ⊆R(B∗) and C = CA−C + CB−C.
Theorem 3.3. Let A,B,C ∈ Cm×n. Then
max
C−
min
A− ,B−
r(C− − A− − B−) = min{s1, s2, s3}, (3.5)
where
s1 = r(A) + r(B) − r
[
A
B
]
,
s2 = r(A) + r(B) − r[A,B],
s3 = r
[
C B
A A + B
]
− r
[
A
B
]
− r[A,B] − r(C) + r(A) + r(B).
Hence the set inclusion {C−} ⊆ {A− + B−} holds if and only if
R(A) ∩R(B) = {0}, or R(A∗) ∩R(B∗) = {0}, (3.6)
or
r
[
C A
B A + B
]
= r
[
A
B
]
+ r[A,B] + r(C) − r(A) − r(B). (3.7)
The two conditions in (3.6) have no relation with the matrix C, which implies that under (3.6),
{C−} ⊆ {A− + B−} holds for any choice of C. Now setting C = 0, then {0−} = Cn×m. Thus under (3.6) it
follows that
{A− + B−} = {0−} = Cn×m. (3.8)
Conversely, if (3.8) holds, it is easy to derive from (3.7) that (3.6) holds. Thus, (3.6) is a necessary and
sufﬁcient condition for (3.8) to hold.
In what follows, we assume that
R(A) ∩R(B) /= {0} and R(A∗) ∩R(B∗) /= {0}. (3.9)
In this case, combining Theorems 3.2 and 3.3 yields the following result.
Theorem 3.4. Let A,B,C ∈ Cm×n. Then the set equality
{A− + B−} = {C−} (3.10)
holds if and only if
R(B) ⊆R(A + B), R(A∗) ⊆R(A∗ + B∗) and C = A(A + B)−B. (3.11)
In this case,
r(C) = r(A) + r(B) − r(A + B). (3.12)
Proof. Eq. (3.10) implies that
min
A− ,B−
r(A− + B−) = min
C−
r(C−). (3.13)
It is easy to derive from (1.4) and (3.1) that
min
C−
r(C−) = r(C) and
min
A− ,B−
r(A− + B−) = r(A + B) + r(A) + r(B) − r[A,B] − r
[
A
B
]
.
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Thus (3.13) is equivalent to
r(C) = r(A + B) + r(A) + r(B) − r[A,B] − r
[
A
B
]
. (3.14)
Substituting (3.14) into (3.7) yields
r
[
C A
B A + B
]
= r(A + B), (3.15)
which is, from (2.20), is equivalent to (3.11). In this case,
r[A,B] = r[A + B,B] = r(A + B), r
[
A
B
]
= r
[
A
A + B
]
= r(A + B).
Thus (3.14) reduces to (3.12).
Conversely, if (3.11) holds, (3.12) and (3.15) hold, too. Combining (3.12) and (3.15), we see that the
two rank equalities in Theorem 3.2(b) and (3.7) are satisﬁed. Therefore, (3.10) holds. 
The equivalence of (3.10) and (3.11) was previously proved in [13], in which, the assumption (3.9)
was not mentioned there. As shown in (3.8), ifR(A) ∩R(B) = {0} andR(A∗) ∩R(B∗) /= {0}, the equal-
ity {A− + B−} = {0−} holds. This, however, does not imply that A and B are parallel summable and
A(A + B)−B = 0. A counterexample is
A =
[
1
0
]
and B =
[
0
1
]
,
both of which satisfyR(A) ∩R(B) = {0} and {A− + B−} = {0−}. If (A + B)− is taken as
(A + B)− =
[
1
1
]−
= 1
2
[1, 1],
then
A(A + B)−B = 1
2
[
1
0
]
[1, 1]
[
0
1
]
= 1
2
[
1
0
]
/= 0.
If (A + B)− is taken as
(A + B)− =
[
1
1
]−
= [1, 0],
then
A(A + B)−B =
[
1
0
]
[1, 0]
[
0
1
]
=
[
0
0
]
.
Both equalities imply thatA(A + B)−B is not unique, so thatA andB arenot parallel summable according
to the definition of p(A,B).
Theorems 3.2–3.4 can be used to establish various additive decompositions of g-inverses of matri-
ces. For example, if A + B is nonsingular and C = A(A + B)−1B, then {A− + B−} = {C−} holds. Setting
C = A + B in Theorem 3.4 gives the following consequences.
Corollary 3.5. Let A,B ∈ Cm×n. Then,
(a) There exist A− and B− such that A− + B− ∈ {(A + B)−} if and only if
r
[
A + B A
B A + B
]
= r
⎡⎣A 00 B
B A
⎤⎦+ r [A 0 B
0 B A
]
− r(A + B) − r(A) − r(B).
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(b) Under the condition A + B /= 0, the following statements are equivalent:
(i) {A− + B−} ⊆ {(A + B)−}.
(ii) r
[
A + B A
B A + B
]
= r(A) + r(B) − r(A + B).
(iii) r
⎡⎣ A 0 A + B0 B A + B
A + B A + B A + B
⎤⎦ = r
⎡⎣A 0 B0 B A
B A −2(A + B)
⎤⎦ = r [A 0
0 B
]
.
(iv) R(A) =R(B),R(A∗) =R(B∗) and A + B = − 1
2
(AB−A + BA−B).
(c) {(A + B)−} ⊆ {A− + B−} holds if and only if
R(A) ∩R(B) = {0}, or R(A∗) ∩R(B∗) = {0},
or
r
[
A + B A
B A + B
]
= r
[
A
B
]
+ r[A,B] + r(A + B) − r(A) − r(B).
(d) Under the conditions R(A) ∩R(B) /= {0} and R(A∗) ∩R(B∗) /= {0}, the set equality {A− + B−} =
{(A + B)−} holds if and only if
R(B) ⊆R(A + B), R(A∗) ⊆R(A∗ + B∗) and A + B = A(A + B)−B.
In this case, 2r(A + B) = r(A) + r(B).
Let C = A. Then we have the following consequence.
Corollary 3.6. Let A,B ∈ Cm×n. Then,
(a) There exist A− and B− such that A− + B− ∈ {A−} if and only if
r
[
B A
A 0
]
= r
[
A
B
]
+ r [A, B]− r(B)
(b) The following statements are equivalent:
(i) {A− + B−} ⊆ {A−}.
(ii) r
[
B A
A 0
]
= r(B).
(iii) R(A) ⊆R(B),R(A∗) ⊆R(B∗) and AB−A = 0.
(c) Under the conditions R(A) ∩R(B) /= {0} and R(A∗) ∩R(B∗) /= {0}, the set equality {A− + B−} =
{A−} holds if and only if
R(B) ⊆R(A + B),R(A∗) ⊆R(A∗ + B∗) and A = A(A + B)−B.
In this case, r(A + B) = r(B).
Theorem 3.4 can be used to establish some additive decompositions for g-inverses of matrices.
For example, applying Theorem 3.4 to the matrix polynomials A − A2 and Im − A2 gives the following
consequences.
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Corollary 3.7. Let A ∈ Cm×m. Then,
(a) {(A − A2)−} = {A− + (Im − A)−} always holds.
(b) {2(Im − A2)−} = {(Im + A)− + (Im − A)−} always holds.
4. The additive decomposition A− = A−
1
+ · · ·+ A−
k
The results in Section 3 can easily be extended to the sum of kg-inverses of matrices. In fact, it is
easy to verify that
{A−
1
+ · · · + A−
k
} = {PN−Q }, (4.1)
where N = diag(A1, . . . ,Ak), P = [In, . . . , In] and Q = [Im, . . . , Im]∗.
A useful formula for the dimension of intersection of ranges of k matrices is given below.
Lemma 4.1 [23]. Let [A1, . . . ,Ak] ∈ Cm×t . Then the dimension of intersection of the ranges of A1, . . . ,Ak is
dim[R(A1) ∩ · · · ∩R(Ak)] = r(N) + r(Q ) − r[N,Q ], (4.2)
where N and Q are as given in (4.1). In particular,
R(A1) ∩ . . . ∩R(Ak) = {0} ⇔R(N) ∩R(Q ) = {0}. (4.3)
Theorem 4.2. Let A1, . . . ,Ak ,A ∈ Cm×n. Then
max
A−
1
,...,A−
k
r[A − A(A−
1
+ · · · + A−
k
)A] = min { r(A), r(N − QAP) + r(A) − r(N)} , (4.4)
min
A−
1
,...,A−
k
r[A − A(A−
1
+ · · · + A−
k
)A] = min
A− ,A−
1
,...,A−
k
r(A− − A−
1
− · · · − A−
k
)
= r(A) + r(N) + r(N − QAP)
− r[N,QA] − r
[
N
AP
]
. (4.5)
(a) There exist A−
i
∈ {A−
i
}, i = 1, . . . , k, such that
A−
1
+ · · · + A−
k
∈ {A−} (4.6)
if and only if
r(N − QAP) = r
[
N
AP
]
+ r[N,QA] − r(N) − r(A), (4.7)
where N, P and Q are as given in (4.1).
(b) The following statements are equivalent:
(i) {A−
1
+ · · · + A−
k
} ⊆ {A−}.
(ii) r(N − QAP) = r(N) − r(QAP).
(iii) r
[
N QA
AP A
]
= r(N).
(iv) R(A) ⊆R(Ai),R(A∗) ⊆R(A∗i ), i = 1, . . . , k, and A = APN−QA,where N, P and Q are as given in
(4.1).
Proof. It follows from Theorem 2.1 and (4.1). 
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Theorem 4.3. Let A1, . . . ,Ak ,A ∈ Cm×n. Then
max
A−
min
A−
1
,...,A−
k
r(A− − A−
1
− · · · − A−
k
)
= min
{
r(N) + m − r[N,Q ], r(N) + n − r
[
N
P
]
,
m + n + r(N − QAP) + r(N) − r(A) − r[N,Q ] − r
[
N
P
]}
, (4.8)
where N, P and Q are as given in (4.1). In particular, the set inclusion
{A−} ⊆ {A−
1
+ · · · + A−
k
} (4.9)
holds if and only if
R(A1) ∩ · · · ∩R(Ak) = {0}, (4.10)
or
R(A∗1) ∩ · · · ∩R(A∗k) = {0}, (4.11)
or
r(N − QAP) = r
[
N
P
]
+ r[N,Q ] − r(N) + r(A) − m − n, (4.12)
where N, P and Q are as given in (4.1).
The result in Theorem 4.3 implies the following special case.
Corollary 4.4. Let A1, . . . ,Ak ∈ Cm×n. Then the equality
{A−
1
+ · · · + A−
k
} = {0−} = Cn×m (4.13)
holds if and only if A1, . . . ,Ak satisfy (4.10) or (4.11).
In what follows, we assume that
k⋂
i=1
R(Ai) /= {0} and
k⋂
i=1
R(A∗i ) /= {0}. (4.14)
Theorem 4.5. Let A1, . . . ,Ak ,A ∈ Cm×n be given. Then the equality
{A−
1
+ · · · + A−
k
} = {A−} (4.15)
holds if and only if they satisfy the following rank additivity condition:
r
[
N Q
P 0
]
= r
[
N
P
]
+ r(Q ) = r[N,Q ] + r(P) (4.16)
and
A = −[0, Im]
[
N Q
P 0
]− [
0
In
]
, (4.17)
where N, P and Q are as given in (4.1). In this case, the rank of A satisﬁes the equality
r(A) = r(N) + r(Q ) − r[N,Q ] = r(N) + r(P) − r
[
N
P
]
, (4.18)
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or more precisely,
r(A) = dim
⎡⎣ k⋂
i=1
R(Ai)
⎤⎦ = dim
⎡⎣ k⋂
i=1
R(A∗i )
⎤⎦ . (4.19)
Proof. Assume ﬁrst that (4.15) holds. Then
min
A−
1
,...,A−
k
r(A−
1
+ · · · + A−
k
) = min
A−
r(A−), (4.20)
that is,
r(A) = r
[
N Q
P 0
]
− r
[
N
P
]
− r[N,Q ] + r(N). (4.21)
Substituting this equality into (4.12) yields
r(N − QAP) = r
[
N Q
P 0
]
− m − n, (4.22)
which is equivalent to
r
⎡⎣N Q 0P 0 In
0 Im −A
⎤⎦ = r [N Q
P 0
]
.
In light of (2.20), the rank equality is further equivalent to
r
[
N Q 0
P 0 In
]
= r
[
N Q
P 0
]
, r
⎡⎣N QP 0
0 Im
⎤⎦ = r [N Q
P 0
]
,
and
A = −[0, Im]
[
N Q
P 0
]− [
0
In
]
,
which are (4.16) and (4.17). Consequently, combination of (4.21) with (4.16) yields (4.18), and then
yields (4.19) by Lemma 4.1.
Conversely, if (4.16)–(4.18) hold, it is easy to verify that (4.12) andTheorem4.2(b)(iii) are all satisﬁed,
both of which imply that (4.15) holds. 
Many results on additive decompositions of g-inverses of matrices can be derived from Theorems
4.2, 4.3 and 4.5, for example, the equalities
(A1 + · · · + Ak)− = A−1 + · · · + A−k and 2(A − A3)− = 2A− − (Im + A)− + (Im − A)−.
On the basis of Theorem 4.5, we now are able to deﬁne the parallel sums to k matrices.
Deﬁnition. Matrices A1, . . . ,Ak ∈ Cm×n are said to be parallel summable if the matrix product
− [0, Im]
[
N Q
P 0
]− [
0
In
]
(4.23)
is invariant with respect to the choice of the g-inverse, where N, P and Q are as given in (4.1). In this
case, thematrix product in (4.23) is called the parallel sum of A1, . . . ,Ak and is denoted by p(A1, . . . ,Ak).
Various properties on parallel sum of k matrices can be derived from Theorem 4.5.
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Theorem 4.6. Anullmatrix is parallel summablewith anyothermatrices of the same size, and their parallel
sum is also a null matrix.
Proof. Let A =
[
N Q
P 0
]
in (4.23). If one of A1, . . . ,Ak is null, then it is easy to verify that
r
[
N Q
P 0
]
= r(N) + m + n.
Applying (1.3) to (4.23) gives
max
A−
r
(
[0, Im]A−
[
0
In
])
= min
⎧⎨⎩m,n, r
⎡⎣N Q 0P 0 In
0 Im 0
⎤⎦− r [N Q
P 0
]⎫⎬⎭
= min
{
m,n,m + n + r(N) − r
[
N Q
P 0
]}
= 0.
This result implies that (4.23) is always nullwith respect to the choice of A−. ThusA1, . . . ,Ak are parallel
summable. 
Theorem 4.7. Non-null matrices A1, . . . ,Ak ∈ Cm×n are parallel summable if and only if
R
[
0
In
]
⊆R
[
N Q
P 0
]
and R([0, Im]∗) ⊆R
([
N Q
P 0
]∗)
, (4.24)
or equivalently,
r
[
N Q
P 0
]
= r
[
N
P
]
+ r(Q ) = r[N,Q ] + r(P), (4.25)
where N, P and Q are as given in (4.1).
Proof. It is well known that (cf. [19]) that a product AB−C is invariant with respect to the choice of A−
if and only ifR(A∗) ⊆R(B∗) andR(C) ⊆R(B). Applying this assertion to (4.23) immediately leads to
(4.24). The equivalence of (4.24) and (4.25) is obvious. 
Theorem 4.7 shows an important relationship between the parallel sum of kmatrices and shorted
matrices. According to [17], a shorted matrix of a matrix A ∈ Cm×n relative to a pair of subspacesR(B)
andR(C∗) is deﬁned to be a matrix
S ∈ V def= {X |R(X) ⊆R(B) and R(X∗) ⊆R(C∗)} (4.26)
such that
r(A − S) = min
X∈V
r(A − X). (4.27)
Mitra and Puri [17] showed that under the assumption B /= 0 and C /= 0, the shortedmatrix S satisfying
(4.27) is unique if and only if A,B and C satisfy the rank additivity condition
r
[
A B
C 0
]
= r
[
A
C
]
+ r(B) = r[A,B] + r(C). (4.28)
In this case, the unique shorted matrix, denoted by S(A|R(B),R(C∗)), can be written as
S(A|R(B),R(C∗)) = −[0,B]
[
A B
C 0
]− [
0
C
]
= A − [A, 0]
[
A B
C 0
]− [
A
0
]
. (4.29)
From this assertion and the results in Theorem 4.7, we immediately obtain the following theorem.
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Theorem 4.8. Assume A1, . . . ,Ak ∈ Cm×n are all non-null, and let N, P and Q be as given in (4.1). Then
A1, . . . ,Ak are parallel summable if and only if the shortedmatrix of N relative toR(Q ) andR(P
∗) is unique.
In this case, the parallel sum p(A1, . . . ,Ak) and the shorted matrix S(N|R(Q ),R(P∗)) satisfy the equalities
S(N|R(Q ),R(P∗)) = Qp(A1, . . . ,Ak)P, (4.30)
p(A1, . . . ,Ak) =
1
k2
Q ∗S(N|R(Q ),R(P∗))P∗, (4.31)
p(A1, . . . ,Ak) =
1
k2
⎛⎜⎜⎜⎝A − [A1, . . . ,Ak , 0]
[
N Q
P 0
]− ⎡⎢⎢⎢⎣
A1
.
.
.
Ak
0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ , (4.32)
where A = A1 + · · · + Ak.
Proof. Equality (4.30) follows from contrasting (4.23) with S(A|R(Q ),R(P∗)) in the ﬁrst equality in
(4.29). Pre- and post-multiplying Q ∗ and P∗ on the both sides of (4.30) and noticing that Q ∗Q = kIm
and PP∗ = kIn, we obtain (4.31) from (4.30). Finally substituting the expression of S(A|R(Q ),R(P∗))
given by the second equality in (4.29) into (4.31) yields (4.32). 
Theorem 4.9. Assume A1, . . . ,Ak ∈ Cm×n are parallel summable. Then,
(a) {[p(A1, . . . ,Ak)]−} = {A−1 + · · · + A−k }.
(b) p(A1, . . . ,Ak) = p(Ai1 , . . . ,Aik ), where i1, . . . , ik are any permutation of 1, . . . , k.
(c) p(A∗
1
, . . . ,A∗
k
) = [p(A1, . . . ,Ak)]∗.
Proof. If any one of A1, . . . ,Ak is null, (a)–(c) are valid by Theorem 4.6. Suppose that A1, . . . ,Ak are
non-null and parallel summable. Then by Theorems 4.5 and 4.7, we immediately see that the equality
in (a) holds. The equality in (b) follows from a simple fact [13]
{A−} = {B−} ⇔ A = B,
as well as a trivial equality
{A−
1
+ · · · + A−
k
} = {A−
i1
+ · · · + A−
ik
}.
It can be seen from Theorem 4.7 that if A1, . . . ,Ak satisfy (4.25), then A
∗
1
, . . . ,A∗
k
satisfy
r
[
N∗ P∗
Q ∗ 0
]
= r
[
N∗
Q ∗
]
+ r(P∗) = r[N∗, P∗] + r(Q ∗),
whereN, P andQ are as given in (4.1). Thus A∗
1
, . . . ,A∗
k
are also parallel summable. In this case, it follows
from (4.23) that
p(A∗1, . . . ,A
∗
k) = −[0, In]
[
N∗ P∗
Q ∗ 0
]− [
0
Im
]
= −[0, In]
([
N Q
P 0
]−)∗ [
0
Im
]
= −
(
[0, Im]
[
N Q
P 0
]− [
0
In
])∗
= [p(A1, . . . ,Ak)]∗,
as required for (c). 
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Theorem 4.10. Let B ∈ Cm×m and C ∈ Cn×n be two nonsingular matrices. Then A1, . . . ,Ak ∈ Cm×n are
parallel summable if and only if BA1C, . . . ,BAkC are parallel summable. In this case,
p(BA1C, . . . ,BAkC) = Bp(A1, . . . ,Ak)C. (4.33)
Proof. If any one of A1, . . . ,Ak is null, (4.33) is a trivial result by Theorem 4.6. Suppose that A1, . . . ,Ak
are non-null and denote
B̂ = diag(B, . . . ,B), Ĉ = diag(C, . . . ,C).
Since B and C are nonsingular, B̂ and Ĉ are nonsingular, too. Thus, it is easy to verify that
r
[
B̂NĈ Q
P 0
]
= r
[
N B̂−1Q
PĈ−1 0
]
= r
[
N B̂−1QB
CPĈ−1 0
]
= r
[
N Q
P 0
]
,
r
[
B̂NĈ
P
]
= r
[
N
PĈ−1
]
= r
[
N
CPĈ−1
]
= r
[
N
P
]
,
r [̂BNĈ,Q ] = r[N, B̂−1Q ] = r[N, B̂−1QB] = r[N,Q ].
Combining these rank equalities with (4.25) shows that A1, . . . ,Ak are parallel summable if and only if
BA1C, . . . ,BAkC are parallel summable. From the nonsingularity of B and C, we also see from Corollary
2.6 that[
B̂NĈ Q
P 0
]−
=
[
Ĉ−1 0
0 B
] [
N Q
P 0
]− [
B̂−1 0
0 C
]
.
Thus, it follows from (4.23) that
p(BA1C, . . . ,BAkC) = −[0, Im]
[
B̂NĈ Q
P 0
]− [
0
In
]
= −[0, Im]
[
Ĉ−1 0
0 B
] [
N Q
P 0
]− [
B̂−1 0
0 C
] [
0
In
]
= −B[0, Im]
[
N Q
P 0
]− [
0
In
]
C
= Bp(A1, . . . ,Ak)C,
establishing (4.33). 
5. Concluding remarks
We derived four groups of identifying conditions for A− = PN−Q to hold through the matrix rank
method, and showed some applications of the equality to additive decompositions of g-inverses of
matrices. The results obtained demonstrate some basic relations betweenmatrix expressions consist-
ing of matrices and their g-inverses, and can be used to approach various problems on operations
of g-inverses of matrices. In addition, reasonable equalities for other types of generalized inverse are
worth for consideration. For example, we can consider the following equalities:
A(i,...,j) = PN(i,...,j)Q ,
A(i,...,j) = A(i,...,j)
1
+ · · · + A(i,...,j)
k
,
where (·)(i,...,j) denotes amatrix that satisﬁes ith,…,jth equations in the definition of theMoore–Penrose
inverse.Moreover, assumeA = A∗ ∈ Cm×m,N = N∗ ∈ Cn×n,Ai = A∗i ∈ C
m×m
, i = 1, . . . , k, andP ∈ Cm×n.
Then derive necessary and sufﬁcient conditions for the matrix equalities
A−
h
= PN−
h
P∗,
Y. Tian, G.P.H. Styan / Linear Algebra and its Applications 430 (2009) 2716–2733 2733
A−
h
= (A1)−h + · · · + (Ak)−h
to hold, where (·)−
h
denotes a Hermitian g-inverse of a matrix.
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