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Abstract
This paper studies new Lancaster characterizations of bivariate multivari-
ate Poisson, negative binomial and normal distributions which have diagonal
expansions in multivariate orthogonal polynomials. The characterizations ex-
tend classical Lancaster characterizations of bivariate 1-dimensional distribu-
tions. Multivariate Poisson-Charlier, Meixner and Hermite-Chebycheff orthog-
onal polynomials, used in the characterizations, are constructed from classical
1-dimensional orthogonal polynomials and multivariate Krawtchouk polynomi-
als. New classes of transition functions of discrete and continuous time Markov
chains with these polynomials as eigenfunctions are characterized. The charac-
terizations obtained belong to a class of mixtures of multi-type birth and death
processes with fixed multivariate Poisson or multivariate negative binomial sta-
tionary distributions.
Keywords: Lancaster distributions; multivariate Krawtchouk polynomials; mul-
tivariate Poisson-Charlier polynomials; multivariate Meixner polynomials; mul-
tivariate Hermite-Chebycheff polynomials; multivariate birth and death pro-
cesses.
1. Introduction
A bivariate random vector (X,Y ) with marginal distributions f(x) and g(y)
has a Lancaster probability distribution expansion p(x, y) if
p(x, y) = f(x)g(y)
{
1 +
∑
n≥1
ρnPn(x)Qn(y)
}
, (1)
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for x and y in the support of X and Y , where {Pn(x)}∞n=0, {Qn(y)}∞n=0 are
orthonormal bases on f and g, with P0 = Q0 ≡ 1. {ρn}∞n=0 (ρ0 = 1) is a
correlation sequence between the two sets of orthogonal functions and satisfies
E
[
Pm(X)Qn(Y )
]
= δmnρn. The problem of characterizing correlation sequences
{ρn}, for given orthonormal functions, such that a bilinear series (1) is a non-
negative sum and thus a bivariate probability distribution has become known as
a Lancaster problem after Lancaster and colleagues who studied such bivariate
distributions (Eagleson, 1964; Griffiths, 1969; Koudou, 1996, 1998; Lancaster,
1969, 1975). Usually f = g and (X,Y ) is exchangeable in these characteri-
zations. X and Y may be 1-dimensional or higher dimensional random vari-
ables. The orthogonal polynomials used in these characterizations are from the
Meixner class and have a generating function of the form
G(t, x) = h(t)exu(t) =
∞∑
n=0
Pn(x)t
n/n! (2)
where {Pn(x)}∞n=0 are orthogonal polynomials, h(t) is a power series in t with
h(0) = 1 and u(t) is a power series with u(0) = 0 and u′(0) 6= 0. Meixner (1934)
characterizes the class of weight functions and orthogonal polynomials with the
generating function (2). They are: Binomial, Krawtchouk polynomials; Normal,
Hermite-Chebycheff polynomials; Poisson, Poisson-Charlier polynomials; Pois-
son, Poisson-Charlier polynomials; Gamma, Laguerre polynomials; and lastly a
hypergeometric weight function of the form
|Γ(λ− ix)|2e(2φ−pi)x, −∞ < x <∞,
with Meixner-Pollaczek polynomials. References to the Meixner class are Meixner
(1934); Eagleson (1964); Lancaster (1975). The Meixner polynomials are also
included in the Sheffer polynomials, see for example Schoutens (2000).
A close connection exists between spectral expansions of transition functions
of Markov chains and Lancaster expansions. A discrete time reversible Markov
chain can be constructed with transition functions
p(y | x) = f(y)
{
1 +
∑
n≥1
ρnPn(x)Pn(y)
}
.
The eigenvalues in this Markov chain are {ρn}∞n=0, and eigenfunctions {Pn(y)}∞n=0,
satisfy
E
[
Pn(Y ) | X = x
]
= ρnPn(x).
The k-step transition functions are
p(k)(y | x) = f(y)
{
1 +
∑
n≥1
ρknPn(x)Pn(y)
}
.
A continuous time reversible Markov chain can be constructed as a Poisson
imbedding of the discrete time Markov chain, whose transition functions are,
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for t ≥ 0,
∞∑
k=0
e−λt
(λt)k
k!
p(k)(y | x)
= f(y)
{
1 +
∑
n≥1
e−λt(1−ρn)Pn(x)Pn(y)
}
. (3)
Bochner (1954) shows that the most general continuous time reversible transi-
tion functions with stationary distribution f(y) and eigenvectors {Pn(y)} have
eigenvalues of the form
ρn(t) = e
−λt(1−ρn)
or a more general limit form obtained when λ → ∞, ρn → 1, with λ(1 − ρn)
convergent.
In the gamma, Poisson, and negative binomial classes with exchangeability
and orthogonal polynomial bases, where the random variables are non-negative,
a necessary and sufficient condition that (1) is a probability distribution is
ρn =
∫ 1
0
znϕ(dz), (4)
where ϕ is a probability measure on [0, 1] (Griffiths, 1969; Koudou, 1996, 1998;
Sarmanov, 1968). The class of bivariate distributions is a convex set with ex-
treme correlation sequence points {zn} for z ∈ [0, 1]. X and Y are independent
if z = 0 andX = Y if z = 1. The bivariate Poisson characterization is equivalent
to
X = U + V, Y =W + V, (5)
where U, V,W are independent Poisson random variables with means µ(1−Z),
µZ, µ(1−Z) conditional on a random variable Z with distribution ϕ of (4). In
the normal class
ρn =
∫ 1
−1
znϕ(dz), (6)
where ϕ is a probability measure on [−1, 1] (Sarmanov and Bratoeva, 1967).
The extreme sequence when z = 0 corresponds to independence of X and Y
and z = ±1 corresponds to X = ±Y . The characterization is equivalent to
(X,Y ) having a standard bivariate normal distribution with correlation Z, con-
ditional on Z, where Z has distribution ϕ of (6). For a general introduction
to Lancaster expansions see Lancaster (1969); Koudou (1996). Bochner char-
acterizations of continuous time Markov chains with polynomial eigenfunctions
and stationary distributions which are Poisson, negative binomial, gamma and
normal are studied in Griffiths (2009). Eagleson (1969) characterized the cor-
relation sequences {ρn}Nn=0 in a bivariate binomial (N, p ≥ 1/2) distribution as
having a representation ρn = E
[
Qn(Z)
]
, where {Qn} are Krawtchouk polyno-
mials scaled so that Qn(0) = 1 and Z is a random variable on 0, 1, . . . , N . This
characterization with X having finite support is distinct from the moment char-
acterizations (4) and (6). It relies on a property of the Krawtchouk polynomials
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that there exists a random variable W on 1, . . . , N with distribution ϕxy(w)
such that for fixed x, y and r = 0, . . . , N
Qr(x)Qr(y) = Eϕxy
[
Qr(W )
]
. (7)
Diaconis and Griffiths (2012) study the Eagleson characterization furthur and
find another characterization in terms of bivariate binomial distributions where
there are N pairs of trials with random correlations. A nice connection is made
with generalized Ehrenfest urn models.
Let {pj}dj=1 be a discrete probability distribution on d points. {u(l)}d−1l=0 (≡
u) will denote a complete set of orthogonal functions with u(0) ≡ 1, such that
for k, l = 0, 1, . . . , d− 1,
d∑
j=1
u
(k)
j u
(l)
j pj = δklak. (8)
This notation for orthogonal functions with a discrete state space follows that
of Lancaster. u satisfies a hypergroup property if
u
(r)
j u
(r)
k =
d∑
l=1
bjk(l)u
(r)
l , (9)
where {bjk(l)}dl=1 is a probability distribution for each j, k = 1, . . . , d. The
formula (7) is a particular case satisfying the hypergroup property. We supppose
that the orthogonal functions can be scaled so that u
(r)
d = 1, r = 0, . . . , d − 1.
(The specific lower index d is chosen for convenience only.) (9) is equivalent to
s(j, k, l) =
d∑
r=1
a−1r u
(r)
j u
(r)
k u
(r)
l ≥ 0, j, k, l = 1, . . . , d (10)
where bjk(l) = pls(j, k, l). If an orthogonal basis forms a hypergroup then a
Lancaster characterization is that
pipj
{
1 +
d−1∑
r=1
ρra
−1
r u
(r)
i u
(r)
j
}
, i, j = 1, . . . , d (11)
is non-negative and therefore a bivariate probability distribution if and only
if ρr =
∑d
i=1 ciu
(r)
i for a probability distribution {ci}di=1. There is a general
theory of orthogonal functions which have the hypergroup property for which see
Bakry and Huet (2008) and examples of orthogonal functions with this property
in Diaconis and Griffiths (2014).
In this paper the orthogonal polynomials in Lancaster expansions are multi-
variate extensions of the 1-dimensional orthogonal polynomials in the Meixner
class and Krawtchouk polynomials. Griffiths (1971) and Diaconis and Griffiths
(2014) construct multivariate Krawtchouck polynomials orthogonal on the multi-
nomial distribution (12) and study their properties. Recent representations and
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derivations of orthogonality of these polynomials are in Genest et. al. (2013);
Grunbaum and Rahman (2011); Iliev (2012); Mizukawa (2011). The multivari-
ate Krawtchouk polynomials are eigenfunctions in classes of reversible composi-
tion Markov chains which have multinomial stationary distributions (Zhou and Lange,
2009). They also occur naturally in diagonalizing the joint distribution of
marginals in a contingency table with a fixed number of entries (Section 2.2).
Griffiths (1975); Iliev (2012a); Genest et. al. (2014) construct and study mul-
tivariate Meixner polynomials, orthogonal on the multivariate Meixner dis-
tribution (51). Genest et. al. (2014a) construct multivariate Poisson-Charlier
polynomials on a d-dimensional Poisson product distribution. These polyno-
mials are also mentioned briefy as limits from the multivariate Krawchouk and
Meixner polynomials in Griffiths (1971, 1975). The three multivariate polyno-
mial types are linked through the multivariate Krawtchouk polynomials. Au-
thors emphasise different approaches to the multivariate orthogonal polynomi-
als. Diaconis and Griffiths’s approach is probabilistic and directed to Markov
chain applications; Iliev’s approach is via Lie groups; and Genest et. al.’s physics
approach is as matrix elements of group representations on oscillator states. Xu
(2014) studies discrete multivariate orthogonal polynomials which have a trian-
gular construction of products of 1-dimensional orthogonal polynomials. These
are particular cases of the polynomials studied in this paper (Diaconis and Griffiths,
2012).
The multivariate Krawtchouk, Poisson-Charlier, Meixner and Hermite-Cheby-
cheff polynomials considered in this paper all have an elementary basis u in their
construction; so notation for the polynomials includes u as a parameter, for ex-
ample Qn(X;u) for orthogonal polynomials on the multinomial. A simple way
to think of the role u plays is that the orthogonal polynomials are constructed
from powers of the linear forms {∑dj=1 u(l)j Xj}d−1l=1 . The index n refers to the
highest degree in these linear forms, and there is only one term of highest de-
gree n. Diaconis and Griffiths (2014) show that the multivariate Krawtchouk
polynomials satisfy a hypergroup property if and only if their elementary ba-
sis u does. The multivariate Poisson-Charlier polynomials are orthogonal on
the product distribution of d 1-dimensional Poisson distributions with means
µ. The elementary basis is orthogonal on p = µ/|µ|. The multivariate Meixner
polynomials are orthogonal on a distribution obtained as a multinomial mix-
ture, with the number of trials having a negative binomial distribution. The
multivariate Hermite-Chebycheff polynomials are orthogonal on the product dis-
tribution of d 1-dimensional Normal distributions with means 0 and variances
τ . The elementary basis u is orthogonal on p = τ/|τ |. We use the notation
that for a d-dimensional vector z, |z| = z1 + · · · + zd. Tratnik (1989, 1991)
constructs multivariate orthogonal and biorthogonal polynomials on the multi-
nomial, multivariate Poisson and Meixner distributions. These polynomials do
not have a general basis u included in them.
This paper studies new Lancaster characterizations of bivariate multivari-
ate Poisson, negative binomial and normal distributions and associated tran-
sition functions in Markov chains which have diagonal expansions in multi-
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variate orthogonal polynomials. The characterizations obtained in this paper
have a similarity to the 1-dimensional ones, but are more difficult to obtain.
In the Poisson case X and Y have a structure of random elements in com-
mon with random means, but fixed marginal means; in the Normal case X
and Y have a random cross-correlation matrix, which is a new extension of
the Sarmanov and Bratoeva (1967) characterization and of classical canonical
correlation theory. A hypergroup property of the elementary basis u plays an
important role in the characterizations. It is assumed in the characterizations of
bivariate multivariate Poisson and Meixner distributions in Theorems 3,5 and
in the associated remarks that follow. Characterization of the eigenvalues ρn
in the expansion of bivariate multivariate Poisson and Meixner distributions in
Theorems 3 and 5 is interesting in that the hypergroup property is used together
with a moment characterization arising from the infinite support of the marginal
distributions. The hypergroup property is not needed in the construction of the
polynomials or in Theorems 2,7.
Transition functions of discrete and continuous time Markov chains related to
the characterizations are constructed. The Markov chains are mixtures of birth
and death chains in the Poisson and negative binomial models. Since Lancaster
characterizations are equivalent to characterizations of transition functions with
a given stationary distribution and eigenfunctions, the results of this paper have
an importance in Markov chain theory.
A minimal number of references helpful in understanding this paper are:
Koudou (1996) for Lancaster distributions; Griffiths (2009) for the connection
with transition functions of Markov chains; Diaconis and Griffiths (2014) for
orthogonal polynomials on the multinomial distribution; and Bakry and Huet
(2008) for the hypergroup property.
2. Multinomial distribution
2.1. Orthogonal polynomials on the multinomial distribution
A brief description of the properties of orthogonal polynomials on the multi-
nomial that are subsequently needed in the paper is now made. More details
are in Griffiths (1971) and Diaconis and Griffiths (2014). Define a collection of
orthogonal polynomials
{
Qn(X;u)
}
with n = (n1, . . . nd−1) and |n| ≤ N on
the multinomial distribution
m(x;N,p) =
(
N
x
) d∏
j=1
p
xj
j , xj ≥ 0, j = 1, . . . , d, |x| = N, (12)
with {pj}dj=1 a probability distribution, as the coefficients of wn11 · · ·wnd−1d−1 in
the generating function
G(x,w,u) =
d∏
j=1
(
1 +
d−1∑
l=1
wlu
(l)
j
)xj
, (13)
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where {u(l)}d−1l=0 satisfies (8). Often the parameters N,p are not included in the
orthogonal polynomials notation, however sometimes for clarity in this paper
they are included so Qn(X;N,p,u) ≡ Qn(X;u). It is straightfoward to show,
by using the generating function, that
E
[
Qm(X;u)Qn(X;u)
]
= δmn
(
N
n, N − |n|
)
. (14)
Let Z1, . . . , ZN be independent identically distributed random variables such
that
P (Z = k) = pk, k = 1, . . . , d.
Then with
Xi = |{Zk : Zk = i, k = 1, . . . , d}|,
G(X,w,u) =
N∏
k=1
(
1 +
d−1∑
l=1
wlu
(l)
Zk
)
. (15)
From (15)
Qn(X;u) =
∑
{Al}
∏
k1∈A1
u
(1)
Zk1
· · ·
∏
kd−1∈Ad−1
u
(d−1)
Zkd−1
, (16)
where summation is over all partitions of subsets of {1, . . . , N}, {Al} such that
|Al| = nl, l = 1, . . . , d−1. That is, the orthogonal polynomials are symmetrized
orthogonal functions in the tensor product set
N⊗
k=1
{
1, u
(i)
Zk
}d−1
i=1
=
{
u
(i1)
Z1
u
(i2)
Z2
· · ·u(iN )ZN
}d−1
i1,...,iN=0
,
indexed by counting the number of elements in the set {i1, . . . , iN} which are
1, 2, . . . , d− 1. Recall that u(0)Zl = 1, l = 1, . . . , N . The orthogonal polynomials
could equally well be defined by (16) and the generating function (13) deduced.
Let
Ul =
N∑
k=1
u
(l)
Zk
=
d∑
j=1
u
(l)
j Xj , l = 1, . . . , d− 1.
Qn(X;u) is a polynomial of degree |n| in (U1, . . . , Ud−1) whose only term of
maximal degree |n| is ∏d−11 Unkk . The construction of these polynomials is via
a generating function approach (13) in Griffiths (1971) and via symmetrized
orthogonal functions (16) in Diaconis and Griffiths (2014) rather than by a
successive Gram-Schmidt orthogonalization approach on products of powers of
(U1, . . . , Ud−1). It is natural to wonder how the ordering of the polynomials by
n would be in a Gram-Schmidt construction. The ordering is that a polynomial
with index n preceeds a polynomial with index n′ if |n| < |n′|, but if |n| = |n′|,
the ordering in the Gram-Schmidt construction is arbitary because Qn(X;u)
is orthogonal to
∏d−1
1 U
n′k
k if n 6= n′.
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The multivariate Krawtchouk, Poisson, Meixner and Hermite-Chebycheff
polynomials considered in this paper have a general unified construction and
are unique within their classes for a given basis u as orthogonal polynomials
in (U0, U1, . . . , Ud−1) with single terms of highest degree. U0 is the sum of the
variables within a multivariate vector and does not play a role in the multivari-
ate Krawtchouk polynomial degree. In the multivariate Poisson and Meixner
distributions the conditional distribution of X given the sum of the elements,
|X|, has a multinomial distribution with parameter N = |X|. The form of the
orthogonal polynomials on these distributions is then a product of an orthogonal
polynomial on the multinomial with N = |X| times an orthogonal polynomial
on |X| which is either a 1-dimensional Poisson-Charlier polynomial or Meixner
polynomial. There is a generality in these orthogonal polynomials, however the
exact details of them need working through case by case. This is typical in
papers dealing with the 1-dimensional Meixner class.
2.2. Marginals in a contingency table
The multivariate Krawtchouk polynomials diagonalize the joint distribution
of marginal counts in a contingency table. Suppose N observations are placed
independently into an r× c table (r ≤ c) with the probability of an observation
falling in cell (i, j) being pij . Denote the marginal distributions as p
r
i =
∑c
j=1 pij
and pcj =
∑r
i=1 pij . Let pij have a Lancaster expansion (which is always possible,
even for non-exchangeable pij)
pij = p
r
ip
c
j
{
1 +
r−1∑
k=1
ρku
(k)
i v
(k)
j
}
, (17)
where u and v are orthonormal function sets on pr and pc. u is an orthonormal
basis and if r < c complete {v(k)}r−1k=0 to a basis {v(k)}c−1k=0. Let Nij be the num-
ber of observations falling into cell (i, j) and Xi =
∑c
j=1Nij , Yj =
∑r
i=1Nij .
X and Y are the marginal counts. Then
P
(
X = x,Y = y
)
= m(x;N,pr)m(y;N,pc)
×
{
1 +
∑
n
ρn11 . . . ρ
nr−1
r−1
(
N
n
)−1
Qn(x;N,p
r,u)Qn∗(y;N,p
c,v)
}
,
(18)
where n∗ = (n,0c−r). Aitken and Gonin (1935) showed (18) for a 2 × 2 table
with orthogonal polynomials the usual 1-dimensional Krawtchouk polynomials
and Griffiths (1971) for r × c tables.
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3. Multivariate Poisson
3.1. Multivariate Poisson-Charlier polynomials
Let X be a Poisson random variable with mean λ. The Poisson-Charlier
orthogonal polynomials on X , {Cn(X ;λ)}∞n=0, have a generating function
∞∑
n=0
Cn(X ;λ)
zn
n!
= ez
(
1− z
λ
)X
. (19)
The orthogonality relationship is
E
[
Cm(X ;λ)Cn(X ;λ)
]
= δmn
m!
λm
.
Let X = (X1, . . . , Xd) be independent Poisson random variables with means
µ = (µ1, . . . , µd). The probability distribution of X is
P (x;µ) =
d∏
i=1
e−µi
µxii
xi!
. (20)
A natural set of multivariate Poisson-Charlier orthogonal polynomials is the
product set
⊗d
j=1
{
Cnj (Xj ;µj)
}
. Another set is constructed by noting that
the sum |X| is a Poisson random variable with mean |µ| and the conditional
distribution of X given |X| is multinomial with parameters (N = |X|,p =
µ/|µ|). The next theorem is a new probabilistic construction.
Theorem 1. A set of multivariate Poisson-Charlier polynomials orthogonal on
X is
Cn(X;µ,u) = (n0)!
−1
Cn0(|X| − |n1|; |µ|)|µ|−|n1|Qn1(X; |X|,p,u), (21)
where n ∈ Zd+, n1 = (n1, . . . , nd−1), and Qn1(X; |X|,p,u) are multivariate
Krawtchouk polynomials, orthogonal on the multinomial random variable X
given |X|. u is an orthogonal basis satisfying (8). The orthogonality relation-
ship is
E
[
Cm(X;µ,u)Cn(X;µ,u)
]
= δmn|µ|−|n|
d−1∏
j=0
a
nj
j
nj !
:= δmnhn(|µ|,u)−1. (22)
The polynomials (21) are generated by the coefficients of wn00 · · ·wnd−1d−1 in
GPC(X,w,u) = e
w0
d∏
i=1
(
1− |µ|−1w0 + |µ|−1
d−1∑
j=1
u
(j)
i wj
)Xi
. (23)
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Proof. To show that the generating function (23) is correct it is sufficient to show
that it generates the orthogonal polynomials (21) as coefficients of wn00 · · ·wnd−1d−1 .
The coefficient of wn11 · · ·wnd−1d−1 in (23) is
ew0
(
1− |µ|−1w0
)|X|−|n1||µ|−|n1|Qn1(X; |X|,p,u) (24)
so (21) holds from (24) and (19). Orthogonality of the polynomials (21) can be
shown by direct argument or using the generating function (23).
E
[
GPC(X, z,u)GPC(X,w,u)
]
= exp
{
z0 + w0 +
d∑
i=1
µi
[(
1− |µ|−1z0 + |µ|−1
d−1∑
j=1
u
(j)
i zj
)
×
(
1− |µ|−1w0 + |µ|−1
d−1∑
j=1
u
(j)
i wj
)
− 1
]}
= exp
{
|µ|−1
d−1∑
j=0
ajzjwj
}
. (25)
Now (22) follows as the coefficient of zm00 · · · zmd−1d−1 wn00 · · ·wnd−1d−1 in (25).
Corollary 1. The transform of the multivariate Poisson-Charlier polynomials
is
C∗n(s;µ,u) := E
[ d∏
j=1
s
Xj
j Cn(X;µ,u)
]
=
( d−1∏
j=0
nj !
)−1
e
∑
d
i=1 µi(si−1)
(
1− S0
)n0 d−1∏
j=1
S
nj
j , (26)
where Sj =
∑d
i=1 pisiu
(j)
i .
Proof.
E
[ d∏
j=1
s
Xj
j GPC(X,w,u)
]
= exp
{
w0 +
d∑
i=1
µi
[
si
(
1− |µ|−1w0 + |µ|−1
d−1∑
j=1
u
(j)
i wj
)
− 1
]}
= exp
{
d∑
i=1
µi(si − 1) + w0(1 − S0) +
d−1∑
j=1
Sjwj
}
(27)
Now (26) is the coefficient of wn00 · · ·wnd−1d−1 in (27).
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Remark 1. A representation of a Poisson random vector X with independent
entries and mean µ is that
X = eZ1 + eZ2 + · · ·+ eZ|X| ,
where ek is the kth unit vector and {Zi}∞i=1 is a sequence of independent random
variables such that P (Zi = k) = pk = µk/|µ|, k = 1, . . . , d and |X| is a Poisson
random variable independent of the sequence with mean |µ|. A symmetrized
tensor product set, similar to (16) with a random number of trials is then
Cn(X;µ,u) = (n0)!
−1
Cn0(|X| − |n1|; |µ|)|µ|−|n1|
×
∑
{Al}
∏
k1∈A1
u
(1)
Zk1
· · ·
∏
kd−1∈Ad−1
u
(d−1)
Zkd−1
, (28)
where summation is over all partitions of subsets of {1, . . . , |X|}, {Al} such
that |Al| = nl, l = 1, . . . , d − 1. Cn(X;µ,u) is a polynomial in the sums
Uj =
∑d
i=1 u
(j)
i Xi with a single leading term of degree |n| proportional to
Un00 · · ·Und−1d−1 .
Remark 2. It seems natural to include a constant function u(0) = 1 in the
basis, thus including the Poisson-Charlier polynomials in |X| in the polynomial
set, however it is possible to choose a basis u without a constant function. Then
a generating function for the multivariate polynomials is
exp
{
−
d−1∑
j=0
d∑
i=1
u
(j)
i piwj
} d∏
i=1
(
1 + |µ|−1
d−1∑
j=0
u
(j)
i wj
)Xi
. (29)
This generating function is in Section 11 of Genest et. al. (2014a), with a dif-
ferent notation.
Remark 3. The polynomials {Cn(X;µ,u)} can be obtained as a limit from a
set of multivariate Krawtchouk polynomials. Genest et. al. (2014a) show such
a limit, which is also very briefly mentioned in Griffiths (1971). Let X(N) be
a multinomial (N,p(N)) random variable of dimension d + 1 with (p
(N)
i )
d
i=1 =
(N + |µ|)−1µ and p(N)d+1 = (N + |µ|)−1N . Then from a classical limit theorem
(X
(N)
i )
d
i=1 converges to a Poisson random vector X with mean µ. Choose an
orthogonal basis for the multivariate Krawtchouk polynomials of {v(j)(N)}dj=0
with v(0)(N) = 1, and
v
(j)
k (N) =
{
|µ|−1u(j)k , k = 1, . . . d
0, k = d+ 1
where {u(j)} is an orthogonal basis on µ. Take
v
(d)
k (N) =
{
−|µ|−1, k = 1, . . . , d
N−1, k = d+ 1.
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The generating function for the multivariate Krawtchouk polynomials is
d+1∏
j=1
(
1 +
d∑
l=1
wlv
(l)
j (N)
)xj
=
d∏
j=1
(
1 +
d−1∑
l=1
wl|µ|−1u(l)j − |µ|−1wd
)xj(
1 +N−1wd
)N−∑d
1
xi
→ ewd
d∏
j=1
(
1− |µ|−1wd + |µ|−1
d−1∑
l=1
wlu
(l)
j
)xj
. (30)
Change the indexing by setting wd to w0, then (30) is identical to (23). This
shows that multivariate Krawtchouk polynomials with basis {v(l)(N)} converge
to the multivariate Poisson-Charlier polynomials with basis u.
3.2. Marginals in a Poisson array
The distribution of the marginals in a Poisson array has a diagonal expansion
in the multivariate Poisson-Charlier polynomials as a natural extension from a
contingency table. The next theorem is new.
Theorem 2. Let (Xij), i = 1, . . . , r, j = 1, . . . , c, r ≤ c, be an r × c array of
independent Poisson random variables with means µ = (µij). Let pij = µij/|µ|.
Suppose there is a Lancaster expansion for i = 1, . . . , r, j = 1, . . . , c,
pij = p
r
i·p
c
·j
{
1 +
r−1∑
k=1
ρku
(k)
i v
(k)
j
}
(31)
where u and v are orthonormal functions on pr and pc respectively. Denote the
marginals of the table by X = (Xi·)
r
i=1, Y = (Y·j)
c
j=1 and their means by µx,
µy. Then
P
(
X = x,Y = y
)
= P (x;µ)P (y;µ)
×
{
1 +
∑
n;|n|≥1
ρn11 · · · ρnr−1r hn(|µ|)Cn(x;µx,u)Cn∗(y;µy,v)
}
,
(32)
where n ∈ Zr+, n∗ = (n,0c−r) ∈ Zc+ and hn(|µ|) = |µ||n|
∏d−1
j=0 nj!.
Proof. The conditional distribution of (Xij) given |(Xij)| is that of an r × c
contingency table with |(Xij)| observations. The conditional distribution of
the marginals (X,Y ) therefore has a Lancaster expansion (18), where N =
12
|(Xij)| = |X| = |Y |. Then
E
[
Cm(X;µx,u)Cn(Y ;µy,v)
]
= E
[
(m0)!
−1
Cm0(|X| − |m1|; |µ|)(n0)!−1Cn0(|Y | − |n1|; |µ|)
× E
[
Qm1(X; |X|,pr,u)Qn1(Y ; |Y |,pc,v)
∣∣∣ |(Xij)|]]
= E
[
Cm0(|X| − |n1|; |µ|)Cn0(|X| − |n1|; |µ|)
(|X|
n1
)]
× δm1n∗1 (m0)!
−1
(n0)!
−1|µ|−(|m1|+|n1|)ρn11 · · · ρnr−1r−1
= (n0)!
−1
E
[
Cm0(|X|; |µ|)Cn0(|X|; |µ|)
]
× δm1n∗1 (n0!n1! · · ·nr−1!)−1|µ|−|m1|ρn11 · · · ρ
nr−1
r−1
= δmn∗(n0!n1! · · ·nr−1!)−1|µ|−|n|ρn11 · · · ρnr−1r−1
= δmn∗hn(|µ|)−1ρn11 · · · ρnr−1r−1 (33)
(32) now follows from (33).
3.3. Multivariate Poisson Lancaster expansions
The next theorem is the most important in this paper, together with the
identification, in Remark 7, of a Markov chain which has transition functions of
P (Y = y |X = x) when (X,Y ) has a probability distribution (34).
Theorem 3. Let u be an orthogonal basis on p = µ/|µ| with (8) holding.
Suppose the basis satisfies the hypergroup property (10). Then
P (x;µ)P (y;µ)
{
1 +
∑
|n|≥1
ρnhn(|µ|,u)Cn(x;µ,u)Cn(y;µ,u)
}
(34)
is non-negative and thus a proper bivariate Poisson distribution if and only if
ρn = Eξ
[ d−1∏
j=0
ρj(ξ)
nj
]
, (35)
where ρj(ξ) =
∑d−1
i=1 u
(j)
i ξi and ξ is a random vector in the unit simplex.
Proof. Necessity. Suppose (34) holds. Let (X,Y ) be a pair of Poisson random
vectors with distribution (34). Then
ρnCn(x;µ,u) = E
[
Cn(Y ;µ,u) |X = x
]
. (36)
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Cn(x;µ,u) has only one leading term of degree |n|, proportional to
m(n,x,u) =
d−1∏
j=0
(
d−1∑
i=1
u
(j)
i xi
)nj
.
Rearranging (36)
E
[
m(n,Y ,u) |X = x
]
= ρnm(n,x,u) +R|n|−1(x) (37)
where R|n|−1(x) is a polynomial of degree |n| − 1 in x. Divide (37) by |x||n|
and let |x| → ∞ such that xd/|x| → 1 and xj/|x| → 0, 1 ≤ j < d. Let ξ
be a random variable with the limit distribution of Y /|x| given X = x. The
limit is taken through a sub-sequence such that the limit distribution is proper.
Recalling that u
(j)
d = 1 for j = 0, . . . , d, (35) holds from the limit. ρ0(ξ) = |ξ|
and with a particular n′ = (n, 0, . . . , 0), ρn′ = Eξ
[|ξ|n]. Since −1 ≤ ρn′ ≤ 1 for
all such n′, |ξ| must belong to the unit simplex.
Sufficiency. Suppose that (35) holds. Let Sj =
∑d
i=1 pisiu
(j)
i , j = 0, . . . , d − 1
and similarly for Tj . Note that S0 =
∑d
i=1 pisi, T0 =
∑d
i=1 piti. The potential
probability generating function (pgf ) of a bivariate distribution (X,Y ) formed
from (34) is∑
n:|n|≥0
ρnhn(|µ|,u)C∗n(s;µ,u)C∗n(t;µ,u)
= exp
{|µ|(S0 − 1 + T0 − 1)}
×Eξ
[
exp
{
|µ||ξ|(1− S0)(1− T0) + |µ|
d−1∑
k=1
a−1k ρk(ξ)SkTk
}]
= exp
{|µ|(S0 − 1 + T0 − 1)}
×E
[
exp
{
|µ||ξ|[(1− S0)(1 − T0)− S0T0]+ |µ| d−1∑
k=0
a−1k ρk(ξ)SkTk
}]
= Eξ
[
exp
{|µ|(1− |ξ|)(S0 − 1 + T0 − 1)}
× exp
{
|µ|
d∑
j,k,l=1
pjpkξls(j, k, l)(sjtk − 1)
}]
(38)
The identity
∑d
j,k=1 pjpks(j, k, l) = 1, for l = 1, . . . , d is used in the last line.
(38) is a pgf because s(j, k, l) ≥ 0, completing the sufficiency proof.
Remark 4. X and Y are independent if ρn = 0 for all |n| ≥ 1. X = Y if
ρn = 1 for |n| ≥ 1, achieved when ξ1 = · · · = ξd−1 = 0 and ξd = 1.
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Remark 5. The structure of (X,Y ) as marginals of a Poisson array with
random means is clear from (38).
Xj =
D Zj +
d∑
k=1
Zjk, Yk =
D Z ′k +
d∑
j=1
Zjk. (39)
where Z, Z ′ and (Zjk) are Poisson random variables, conditionally independent
given ξ, with conditional means
E
[
Z | ξ] = E[Z ′ | ξ] = (1− |ξ|)µ
and
E
[
Zjk | ξ
]
= |µ|pjpk
d∑
l=1
ξls(j, k, l)
= |µ||ξ|pjpk
{
1 +
d−1∑
r=1
θra
−1
i u
(r)
j u
(r)
k
}
= |µ||ξ|pjk(ξ), (40)
where θr =
∑d
l=1 ωlu
(r)
l , with ωl = ξl/|ξ| and
pjk(ξ) = pjpk
{
1 +
d−1∑
r=1
θra
−1
r u
(r)
j u
(r)
k
}
(41)
is a bivariate probability distribution. (40) and (41) are non-negative because
of the hypergroup property satisfied by the orthogonal basis.
If |ξ| ≡ 1 then the structure is that of marginal distributions in a Poisson
table as in Theorem 2.
The structure (39) is an extension of the bivariate 1-dimensional Poisson
characterization (5) mentioned in the Introduction.
Remark 6. The conditional pgf of the extreme point distribution Y | X = x
is
exp
{
|µ|(1 − |ξ|)(T0 − 1)
} d∏
i=1
(
1− |ξ|+
d∑
j,l=1
ξlpjs(i, j, l)tj
)xi
= exp
{
|µ|(1− |ξ|)(T0 − 1)
} d∏
i=1
(
1− |ξ|+ |ξ|
d∑
j=1
pj|i(ω)tj
)xi
, (42)
where pj|i(ω) = pij(ω)/pi is a conditional probability distribution. Both factors
in (42) are pgfs.
Remark 7. An interpretation of the extreme points in the conditional distri-
bution of Y |X with a pgf (42) is as the transition functions in a discrete time
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Markov chain. Consider a queueing system with an infinite number of servers
and Poisson arrivals. The servers are of d possible types. Customers arrive at
rate |µ|(1 − |ξ|) and choose an available server of type i with probability pi.
Each queue has length zero or one. At a time epoch each of the Xi customers
in type i queues is either served with probability 1− |ξ| or changes to an avail-
able server of type j with probability |ξ|pj|i(ω) and is not served in the current
epoch. This describes the transition from the numbers X in the queues of d
types to Y . The stationary distribution of the Markov chain is Poisson with
mean µ. The general transition functions are a mixture of extreme point transi-
tion functions over a distribution for ξ. The importance of this representation is
that it characterizes every discrete time Markov chain with stationary Poisson
(µ) distribution and eigenfunctions {Cn(·;µ,u)} as being a mixture of these
extreme point processes.
The extreme points of the 1-dimensional Markov chain of the total number
in the queue |X|, without regard to type, have a structure that is a classical
M/M/∞ queue with birth rates |µ|(1−|ξ|), death rates 1−|ξ| and a stationary
Poisson distribution with mean |µ|.
Remark 8. The distribution of (X,Y ) is asymptotically normal as µ → ∞,
independent within vectors, with means and variances µ, and random cross
covariance matrix
|µ||ξ|pjk(ω).
Remark 9. The general form of transition functions from x to y in time t
in a continuous time reversible Markov process {X(t)}t≥0 with a stationary
multivariate Poisson distribution and multivariate Poisson-Charlier polynomial
eigenfunctions has an expansion
P (y;µ)
{
1 +
∑
|n|≥1
ρn(t)hn(|µ|,u)Cn(x;µ,u)Cn(y;µ,u)
}
(43)
where
ρn(t) = exp
{
− λt
[
1− ρn
]}
= exp
{
− λtEξ
[
1−
d−1∏
j=0
ρj(ξ)
nj
]}
, (44)
or a limit form, from Bochner (1954).
We consider a simpler particular case which leads to a multi-type birth and
death population process with immigration, deaths, and changes of type. Recall
the notation ρk(ξ) =
∑d
i=1 u
(k)
i ξi. The idea is to choose λ, ξ so that ρj(ξ)→ 1
and
λEξ
[
1−
d−1∏
j=0
ρj(ξ)
nj
]
≈ λ
d−1∑
j=0
nj
(
1− ρj(E[ξ])
)
. (45)
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To achieve this set E[ξi] = λ
−1γi, i = 1, . . . , d−1 and 1−E[ξd] =
∑d−1
i=1 λ
−1γi+
λ−1ν, where γ, ν ≥ 0. Then 1− ρ0(E[ξ]) = 1−E[|ξ|] = λ−1ν and recalling that
u
(j)
d = 1,
1− ρj(E[ξ]) = 1−
d−1∑
i=1
u
(j)
i E[ξi]− E[ξd]
= λ−1
(
ν +
d−1∑
i=1
γi(1 − u(j)i )
)
.
Assume also that λVar
(
ρk(ξ)
) → 0. Because of the hypergroup property of u,
|u(j)i | ≤ 1, so terms in the sum are non-negative. Let λ → ∞. The eigenvalues
have the limit form
ρn(t) = exp
{
− t|n|ν +
d−1∑
j=1
njθj(γ)
}
, (46)
where θj(γ) =
∑d−1
i=1 γi(1− u(j)i ). Now consider the infinitesimal pgf for transi-
tions in (t, t+∆t) as ∆t→ 0, that is, E
[∏d
k=1 t
Xk(t+∆t)
k |X(t) = x
]
. Only the
linear terms in ρn(∆t) need to be considered.
ρn(∆t) = exp
{
−∆t
(
|n|ν +
d−1∑
j=1
njθj(γ)
)}
where ν = E[ν], γ = E[γ] and
ρ˜k(E[ξ]) := exp
{
−∆t(ν + θk(γ))}
≈ 1−∆t(ν + θk(γ)). (47)
The infintesimable pgf is now obtained by substituting the eigenvalues (47) in
(42). Calculating the quantities appearing:
E[1− |ξ|] = 1− ρ˜0(E[ξ]) ≈ 1− e−ν∆t ≈ ν∆t,
and
E[|ξ|pj|i(ω)] ≈ pj
d−1∑
k=0
(
1−∆t(ν + θk(γ)))a−1k u(k)i u(k)j
= δij
(
1−∆t(ν + |γ|)) +∆tpj d−1∑
l=1
γls(i, j, l)
= δij
(
1−∆t(ν + |γ|)) +∆t|γ|p˜j|i, (48)
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where
p˜j|i := pj
d−1∑
l=1
(
γl/|γ|
)
s(i, j, l)
is a transition matrix with stationary distribution p. Then (42) is, to order ∆t,
(
1−∆t|µ|ν
d∑
i=1
piti
)
×
d∏
i=1
((
1−∆t(ν + |γ|)ti +∆tν +∆t d∑
j=1
|γ|p˜j|itj
)xi
. (49)
{X(t)}t≥0 is now identified as a multi-type birth and death process from (49).
Of course only the terms to order ∆t matter, but the pgf is clearer in the
current form. Thinking of X(t) as counts of individuals in a population at time
t; immigration occurs at rates ν|µ|pi; deaths occur to individuals at rate ν; and
changes of type from i to j occur at rates γp˜j|i. The stationary distribution is
Poisson (µ). |X(t)| is a conventional birth and death process with birth rates
when |X(t)| = |x| of |µ|ν and death rates |x|ν. The spectral expansion for the
transition functions of |X(t)| in terms of the 1-dimensional Poisson-Charlier
polynomials is well known, see for example Schoutens (2000) p33.
4. Multivariate negative binomial
4.1. Multivariate Meixner polynomials
Let X be a negative binomial random variable with probability distribution
Γ(α+ x)
Γ(α)x!
θx
(1 + θ)x+α
, x = 0, 1, . . . , α, θ > 0. (50)
The Meixner orthogonal polynomials onX ,
{
Mn(X ;α, γ)
}∞
n=0
have a generating
function
∞∑
n=0
Γ(α+ n)
Γ(α)n!
Mn(x;α, κ)z
n = (1− z/κ)x(1 − z)−(x+α), (51)
with κ = θ/(1+θ). The orthogonality relationship for the 1-dimensional Meixner
polynomials is
E
[
Mm(X ;α, κ)Mn(X ;α, κ)
]
= δmn
Γ(α)n!
Γ(α+ n)κn
. (52)
The multivariate Meixner distribution is
P (x;α, θ,p) =
Γ(α+ |x|)
Γ(α)|x|!
θ|x|
(1 + θ)α+|x|
(|x|
x
) d∏
i=1
pxii , (53)
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for x ∈ Zd+. The conditional distribution of X given |X| is m(x; |x|,p). The
pgf of (53) is [
1− θ
d∑
i=1
pi(si − 1)
]−α
. (54)
Let
P (x;µ,p) =
d∏
i=1
e−µpi
(µpi)
xi
xi!
.
The multivariate Meixner distribution is a Poisson-Gamma mixture
P (x;α, θ,p) = Eµ
[
P (x;µ,p)
]
, (55)
where µ ∼ Gamma (α, θ) with density
µα−1
θαΓ(α)
e−µ/θ, µ > 0.
Griffiths (1975), Iliev (2012a) and Genest et. al. (2014) construct multivariate
Meixner polynomials of the form in the next Theorem.
Theorem 4. Let X have a multivariate Meixner distribution P (x;α, θ,p). A
set of multivariate Meixner polynomials, orthogonal on X is
Mn(X;α, θ,p,u)
=
Γ(α+ n0)
Γ(α)n0!
Mn0(|X| − |n1|;α, θ/(1 + θ))Qn1(X; |X|,p,u), (56)
where n ∈ Zd+, n1 = (n1, . . . , nd−1), and Qn1(X; |X|,p,u) are multivariate
Krawtchouk polynomials, orthogonal on the multinomial random variable X
given |X|. u is an orthogonal basis satisfying (8). The orthogonality relation-
ship is
E
[
Mm(X;α, θ,p,u)Mn(X;α, θ,p,u)
]
= δmn
Γ(|n|+ α)
Γ(α)n0! · · ·nd−1!
(
1 + θ
θ
)n0
θ|n|−n0
d−1∏
j=1
a
nj
j . (57)
The multivariate Meixner polynomials are coefficients of wn00 . . . w
nd−1
d−1 in the
generating function (Griffiths, 1975)
GM(X,w, α, θ,u) = (1− w0)−(|X|+α)
d∏
i=1
(
1− w0 1 + θ
θ
+
d−1∑
j=1
u
(j)
i wj
)Xi
. (58)
These polynomials have a representation as a mixture of the multivariate Poisson-
Charlier polynomials:
P (X;α, θ,p)
(
θ
1 + θ
)n0
Mn(X;α, θ,p,u)
= Eµ
[
P (X;µ,p)µ|n|Cn(X;µ,u)
]
, (59)
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where µ ≡ |µ|.
Corollary 2. The transform of the multivariate Meixner polynomials is
M∗n(s;α, θ,p,u) := E
[ d∏
j=1
s
Xj
j Mn(X;α, θ,p,u)
]
=
Γ(α+ |n|)
Γ(α)n0! · · ·nd−1!
[
1− θ(S0 − 1)
]−(α+|n|)
×(1 + θ)n0(1− S0)n0θ|n|−n0 d−1∏
j=1
S
nj
j . (60)
The transform of the 1-dimensional Meixner polynomials is
M∗n(s;α, κ) := E
[
sXMn(X ;α, κ)
]
= (1+ θ)n(1− s)n(1− θ(s− 1))−(α+n). (61)
The proofs in Theorem 4 and Corollary 2 follow those for the multivariate
Poisson-Charlier polynomials so are omitted for brevity.
Remark 10. The multivariate Poisson-Charlier polynomials can be obtained
as a limit from the multivariate Meixner polynomials. In the generating func-
tion (59) set w0 = w
′
0θ/|µ|, and w′j = wj/|µ|, j = 1, . . . , d− 1. Now let α→∞,
θ → 0 with αθ → |µ|. The generating function for the multivariate Meixner
polynomials (59) converges to the generating function for the multivariate Pois-
son polynomials (23) with dummy variables w′. Therefore
Mn(X;α, θ,p,u)θ
n0 |µ|−|n| → Cn(X;µ,u).
4.2. Multivariate negative binomial Lancaster expansions
A characterization of bivariate multivariate negative binomial distributions
whose eigenfunctions are the multivariate Meixner polynomials is more difficult
than the Poisson and Normal cases.
Theorem 5. Let u be an orthogonal basis on p = µ/|µ| with (8) holding.
Suppose the basis satisfies the hypergroup property (10).
Then
P (x;α, θ,p)P (y;α, θ,p)
×
{
1 +
∑
|n|≥1
ρnhn(α, θ,u)Mn(x;α, θ,p,u)Mn(y;α, θ,p,u)
}
, (62)
with {ρn} not depending on α, is non-negative and thus a proper bivariate
negative binomial distribution for all α > 0 if and only if
ρn = Eξ
[ d−1∏
j=0
ρj(ξ)
nj
]
, (63)
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where ρj(ξ) =
∑d−1
i=1 u
(j)
i ξi and ξ is a random vector in the unit simplex satis-
fying a set of conditions. Recall that
pij(ω) = pipj
d∑
l=1
ωls(i, j, l).
where ω = ξ/|ξ|. For non-random ξ the conditions are
pij(ω) ≥ θ(1− |ξ|)
1 + θ(1 − |ξ|)pipj , i, j = 1, . . . , d. (64)
Sufficient conditions when ξ is random are also (64) however we do not have a
proof of the necessity of (64) then.
Proof. The proof of the necessity of (63) follows that in the Poisson case in
Theorem 3. The potential pgf of Y given X = x in (62) is
E
[ d∏
j=1
t
Yj
j |X = x
]
= Eξ
∑
|n|≥0
ρ|n|hn(α, θ,u)Mn(x;α, θ,p,u)M
∗
n(t;α, θ,p,u)
=
(
1− θ(T0 − 1)
)−α
Eξ
[(
1− θ|ξ|(1 − T0)
1− θ(T0 − 1)
)−(α+|x|)
×
d∏
i=1
(
1 +
−(1 + θ)|ξ|(1 − T0) +
∑d−1
j=1 ρj(ξ)a
−1
j Tj
1− θ(T0 − 1)
)xi]
= Eξ
[(
1− θ(1− |ξ|)(T0 − 1)
)−(α+|x|)
×
d∏
i=1
(
1− (θ − |ξ|(1 + θ))(T0 − 1) + |ξ|
d∑
j=1
(pj|i(ω)− pj)tj
)xi]
. (65)
If ξ is non-random a necessary and sufficient condition that (65) be a pgf for
all x ∈ Zd+ and α > 0 is that for each i = 1, . . . , d
1− (θ − |ξ|(1 + θ))(T0 − 1) + |ξ|
∑d
j=1(pj|i(ω)− pj)tj
1− (θ − |ξ|(1 + θ))(T0 − 1)
= 1 +
|ξ|
1 + θ(1 − |ξ|) ·
∑d
j=1 pj|i(ω)tj − 1
1− κT0 (66)
are pgf s, where
β =
|ξ|
1 + θ(1− |ξ|) , κ =
θ(1− |ξ|)
1 + θ(1 − |ξ|) .
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The constant term in (66) is equal to
(1 − |ξ|)(1 + θ)
1 + θ(1− |ξ|) =
1 + θ
θ
κ ≥ 0.
The coefficient of
∏d
j=1 t
nj
j for |n| > 0 in (66) is β times
κ|n|−1
d∑
j=1
pj|i(ω)
(|n| − 1
n− ej
) d∏
l=1
p
nl−δlj
l − κ|n|
(|n| − 1
n
) d∏
l=1
pnll
= κ|n|
(|n|
n
) d∏
l=1
pnll
{
κ−1
d∑
j=1
njpj|i(ω)/pj − 1
}
. (67)
The term in the brackets in (67) is non-negative for all n ∈ Zd+ if and only if
(64) holds. We cannot argue the necessity in the same way if ξ is random.
Remark 11. A sufficient condition for (64) to hold is that for i, j = 1, . . . , d
pij(ω) ≥ θ
1 + θ
pipj . (68)
Remark 12. The joint pgf of (X,Y ) with pgf (62) is
Eξ
{
(1− θ(S0 − 1))(1 − θ(T0 − 1))
− |ξ|θ(1 + θ)(1 − S0)(1 − T0)− θ|ξ|
d∑
j=1
(pij(ω)− pipj)sitj
}−α
(69)
Three particular cases are:
1. |ξ| = 0; then X and Y are independent.
2. |ξ| = 1; then (69) is equal to Eω
(
1 + θ − θ∑di,j=1 pij(ω)sitj)−α which
corresponds to a bivariate multinomial distribution where the number of
trials N has a 1-dimensional negative binomial distribution. The condi-
tions (68) are then always satisfied assuming that u has the hypergroup
property.
3. pij(ω) = pipj , i, j = 1, . . . , d; thenX and Y are conditionally independent
given (|X|, |Y |).
Corollary 3. (X,Y ) has a distribution with a Lancaster expansion (62) if and
only if, in the extreme points, the conditional pgf of Y |X = x has the form
(1 − κ)α(
1− κ∑dj=1 pjtj)α
d∏
i=1
(
1− β + β(1− κ)
∑d
j=1 qj|itj
1− κ∑dj=1 pjtj
)xi
, (70)
where 0 ≤ β ≤ 1, κ = (1 − β)θ/(1 + θ) and Q = (qj|i) is a transition matrix,
reversible with respect to p, with eigenvalues u.
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Proof. In Theorem 5, the conditional pgf (65) and simplification (66) , make
the 1-1 mapping
β =
|ξ|
1 + θ(1 − |ξ|) , κ =
θ(1 − |ξ|)
1 + θ(1− |ξ|) =
(1− β)θ
1 + θ
, qj|i =
pj|i(ω)− κpj
1− κ . (71)
with p fixed. Q is a transition matrix since it has rows sums unity and is non-
negative because of (68). In the inverse map to (71) any 0 ≤ β ≤ 1, 0 < κ < 1−β
and Q determine
θ =
κ
1− β − κ, |ξ| =
β
1− κ, pj|i(ω) = (1− κ)qj|i + κpj (72)
satisfying (64). The calculation showing (65) is equivalent to (70) follows. Di-
vide by 1 + θ(1 − |ξ|) within the brackets raized to the powers xi and express
pj|i(ω) as in (72) to show that the pgf is(
1− θ(1 − |ξ)(T0 − 1)
)−α(
1− θ(1− |ξ|)
1 + θ(1 − |ξ|)T0
)−|x|
×
d∏
i=1
(
1− |ξ|
1 + θ(1− |ξ|) −
θ(1 − |ξ|)
1 + θ(1− |ξ|)T0
+
|ξ|(1− κ)
1 + θ(1 − |ξ|)
d∑
j=1
qj|itj +
κ|ξ|
1 + θ(1 − |ξ|)T0
)xi
= (1− κ)α(1− κT0)−α(1− κT0)−|x|
×
(
(1− β)(1 − κT0) + β(1 − κ)
d∑
j=1
qj|itj
)xi
(73)
(70) now follows from (73) by dividing inside the bracketed terms by 1−κT0.
Remark 13. An interpretation of the extreme points in the conditional dis-
tribution of Y | X = x with a pgf (70) is as the transition functions in a
discrete time Markov chain. Consider a population of individuals of d types
with configuration x. In a transition each individual dies with probability
1 − β, or gives birth with probability β according to the multivariate nega-
tive binomial pgf (1 − κ)(1 − κ∑d1 pitt)−1. Parents then change their types
according to the transition matrix Q. Immigration occurs according to the pgf
(1 − κ)α(1 − κ∑d1 pitt)−α. The resulting population configuration is then Y .
The stationary distribution of the Markov chain is multivariate Meixner with
parameters α, θ, p specified by (72). If (β,Q) are random it may be possible
that Q has negative entries but the expected value of (70) is still a pgf.
Remark 14. A continuous time reversible Markov process {X(t)}t≥0 with a
stationary multivariate Meixner distribution and multivariate Meixner polyno-
mial eigenfunctions can be constructed similarly to the multivariate Poisson in
Remark 9; we omitt details of the calculation. Choose ξ so that (45) - (48)
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hold. {X(t)}t≥0 can be identified as a multitype birth and death process in a
population of individuals of d types; immigrants arrive at rates θναpj ; births
occur to individuals at rates νθpj , not depending on parental type; deaths oc-
cur to individuals at rate ν(1 + θ); and changes of type from i to j occur
at rate r˜j|i = γp˜j|i − θνpj ≥ 0. The stationary distribution is multivariate
Meixner. |X(t)| is a conventional birth and death process with birth rates when
|X(t)| = |x| of θν(α+ |x|) and death rates ν(1+ θ)|x| with a negative binomial
stationary distribution. The spectral expansion for the transition functions of
|X(t)| in terms of the 1-dimensional Meixner polynomials is well known, see for
example Schoutens (2000) p34.
5. Multivariate normal
5.1. Multivariate Hermite-Chebycheff polynomials
A natural generalization of a product set of Hermite-Chebycheff polynomials,
orthogonal on independent normal random variables, is to consider product
sets of Hermite-Chebycheff polynomials in random variables which follow an
orthogonal transformation in the original variables. The transformed variables
are again independent. For clarity the details are shown in Theorem 6. Of
course the idea is straightforward and will be well known. A characterization of
Lancaster distributions with these orthogonal polynomials as eigenfunctions in
the following Section 5.2 is new and not straightforward.
Let X be a N(0, τ) random variable. The Hermite-Chebycheff polynomials,{
Hn(X ; τ)
}∞
n=0
, orthogonal on X which is N(0, τ) have a generating function
∞∑
n=0
Hn(X ; τ)
zn
n!
= exp
{
xz − 1
2
τz2
}
. (74)
The orthogonality relationship is
E
[
Hm(X ; τ)Hn(X ; τ)
]
= δmnn!τ
n.
Let X = (X1, . . . , Xd) be independent normal random variables with variances
τ = (τ1, . . . , τd) and density
f(x; τ ) =
d∏
i=1
1√
2piτi
e
− 1
2τi
x2i , x ∈ Rd. (75)
A set of multivariate Hermite-Chebycheff polynomials on X is the product set⊗d
i=1
{
Hni(Xi; τi)
}∞
ni=0
. Denote p = τ/|τ | and let u be an orthogonal basis
on p, satisfying (8). Another set is obtained by considering the mapping
X → X̂ =
( d∑
i=1
u
(j)
i Xi
)d−1
j=0
(76)
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which preserves normality and independence because
Cov
(
X̂j , X̂k
)
=
d∑
i=1
u
(j)
i u
(k)
i τi = |τ |δjkak, j, k = 0, 1, . . . , d− 1.
Theorem 6. The set of multivariate Hermite-Chebycheff polynomials associ-
ated with the mapping (76) is
Hn(X; τ ,u) =
d−1∏
j=0
Hnj
(
X̂j; |τ |aj
)
, (77)
where n1 = (n1, . . . , nd−1).
The orthogonality relationship is
E
[
Hm(X; τ ,u)Hn(X; τ ,u)
]
= δmn|τ ||n|
d−1∏
j=0
a
nj
j := δmnhn(|τ |,u)−1. (78)
A generating function for the polynomials (77) is
GHC(X,w,u) =
∑
n≥0
Hn(X; τ ,u)
d−1∏
j=0
w
nj
j
nj !
= exp
{
d−1∑
j=0
X̂jwj − 1
2
|τ |
d−1∑
j=0
ajw
2
j
}
. (79)
Remark 15. The multivariate Poisson-Charlier polynomials tend to the mul-
tivariate Hermite-Chebycheff polynomials as the elements of µ tend to infinity.
This is to be expected as |µ|1/2(X − µ) converges to a normal random vector
Z with independent entries and variances p.
n0! · · ·nd−1!|µ||n|/2(−1)n0Cn(|µ|1/2Z + µ;µ,u)→ Hn(Z;p,u). (80)
The limit (80) is seen from a straightforward generating function argument,
whose proof is omitted.
The multivariate Meixner polynomials tend to the multivariate Hermite-
Chebycheff polynomials as α tends to infinity. α−1/2(Z−αθp) has a limit normal
distribution as α →∞ with mean 0 and covariance matrix θ2ppT + θ diag(p).
The variables in the limit are not independent, however Ẑj =
∑d
i=1 Ziu
(j)
i ,
j = 0, . . . , d − 1 are independent with Var(Ẑ0) = θ(1 + θ) and Var(Ẑj) = θaj ,
j ≥ 1.
n0! · · ·nd−1!θn0Mn(α1/2Z + αθp;α,p,u)→ H ′n(Z;p,u), (81)
where H ′n is similarly defined to Hn in (77), but with a0 = θ(1 + θ) instead of
a0 = 1. A generating function convergence shows (81).
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Corollary 4. The transform
H∗n(s; τ ,u) := E
[ d∏
i=1
exp
{
φiXi
}
Hn(X; τ ,u)
]
= exp
{
d∑
i=1
τiφ
2
i
}
d−1∏
j=0
( d∑
i=1
τiu
(j)
i φi
)nj
. (82)
5.2. Multivariate normal Lancaster expansions
Lancaster distributions with d-dimensional normal marginals are related
to classical canonical correlation concepts, see, for example Lancaster (1969),
Chapter X, or the many books on multivariate analysis. A characterization of
bivariate normal distributions by Sarmanov and Bratoeva (1967) which have a
Lancaster expansion
1
2pi
e−
1
2
(x2+y2)
{
1 +
∞∑
n=1
ρn(n!)
−1Hn(x; 1)Hn(y; 1)
}
, −∞ < x, y <∞ (83)
is that ρn =
∫ 1
−1
znϕ(dz). The bivariate distribution (83) is constructed from
a usual bivariate normal with a random correlation coefficient with distribu-
tion ϕ. In the multivariate case the novelty is a characterization in the next
theorem that (X,Y ) has a bivariate multivariate normal distribution with a
random cross correlation matrix which has a diagonal expansion (86) in terms
of the basis u. This is a significant characterization which extends that of
Sarmanov and Bratoeva (1967) and not just a simple extension of canonical
correlation theory.
Theorem 7. Let {u(j)}d−1j=0 be an orthogonal basis on p = τ/|τ | with (8)
holding. Then
f(x, τ )f(y, τ )
{
1 +
∑
|n|≥1
ρnhn(|τ |,u)Hn(x; τ ,u)Hn(y; τ ,u)
}
(84)
is non-negative and thus a proper bivariate normal distribution if and only if
ρn = E
[ d−1∏
j=0
ξ
nj
j
]
, (85)
where ξ is a random vector with elements in [−1, 1]. An equivalent statement to
the characterization (85) is that, conditional on ξ, (X,Y ) is a bivariate normal
pair of random vectors, independent within vectors, with means (0,0), variances
(τ , τ ) and cross covariances V (ξ) =
(
vij(ξ)
)
, where
vij(ξ) = Cov(Xi, Yj | ξ) = |τ |pipj
d−1∑
l=0
ξla
−1
l u
(l)
i u
(l)
j . (86)
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Proof. Necessity. Suppose (84) holds. Let (X,Y ) be a pair of normal random
vectors with distribution (85). Then
ρnHn(x; τ ,u) = E
[
Hn(Y ; τ ,u) |X = x
]
and there is only one leading term of degree |n|, proportional to
m(n, x̂,u) =
d−1∏
j=0
x̂
nj
j
on the left side. Rearranging
E
[
m(n, Ŷ ,u) |X = x
]
= ρnm(n, x̂,u) +R|n|−1(x̂) (87)
where R|n|−1(x̂) is a polynomial of degree |n|−1 in x̂. Divide (87) bym(n, x̂,u)
and let x̂j → ∞, j = 0 . . . , d − 1. Let ξ be a random variable with the limit
distribution of
(
Ŷj/x̂j
)
given X̂ = x̂. Then (85) holds.
Sufficiency Suppose that (85) holds. Let ρr =
∑d
i=1 u
(r)
i ξi. The transform of a
potential exchangeable bivariate distribution (X,Y ) formed from (84) is
E
[ d∏
i,j=1
exp
{
φiXi + ψjYj
}]
=
∑
n:|n|≥0
ρnhn(|τ |,u)H∗n(s; τ ,u)H∗n(t; τ ,u)
= exp
{ d∑
i=1
τi(φ
2
i + ψ
2
i )
}
× E
[
exp
{ d−1∑
r=0
|τ |a−1r ρr
( d∑
i=1
piφiu
(r)
i
)( d∑
j=1
pjψju
(r)
j
)}]
= exp
{ d∑
i=1
τi(φ
2
i + ψ
2
i )
}
× E
[
exp
{
|τ |
d∑
i,j=1
pipj
d−1∑
r=0
ξra
−1
r u
(r)
i u
(r)
j φiψj
}]
(88)
which is a proper moment generating function with the covariance structure
(86). To see this note that the conditional distribution of (X̂, Ŷ ) consists of
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independent bivariate normal pairs {(X̂i, Ŷi)}di=1. The covariance structure is
Cov(X̂r, Ŷs | ξ) =
d∑
i,j=1
u
(r)
i u
(s)
j Cov(Xi, Yj | ξ)
=
d∑
i,j=1
u
(r)
i u
(s)
j |τ |pipj
d−1∑
l=0
ξla
−1
l u
(l)
i u
(l)
j
= δrs|τ |ξrar.
That is
Var(X̂r | ξ) = Var(Ŷr | ξ) = |τ |ar, Corr(X̂r, Ŷr | ξ) = ξr.
Remark 16. X and Y are independent if ρn = 0 for all |n| ≥ 1. X = Y if
ρn = 1 for |n| ≥ 1, when ξ0 = · · · = ξd−1 = 1. These two cases are true from
general theory, and also follow from evaluating (88).
Remark 17. Theorem 7 includes the classical case of canonical correlation of
a pair of exchangeable normal vectors (X,Y ) when ξ is constant. There is an
insistance that the cross correlation matrix have an expansion (86). This is like
a Lancaster expansion, but non-negativity is not required.
Theorem 7 is a new extension of a canonical correlation expansion for the
distribution of (X,Y ) with the particular transformation to (X̂ , Ŷ ), with a ran-
dom cross covariance matrix. The joint moment generating function of (X,Y )
is
Eξ
[
exp
{1
2
sT s+
1
2
tT t+ sTV (ξ)t)
}]
(89)
where V (ξ) is defined in (86) and the conditional moment generating function
of Y |X is
Eξ
[
exp
{1
2
tT (I − V (ξ)2)t+ tTV (ξ)X
}]
. (90)
Remark 18. The conditional distribution of Y | X = x has an interpretation
as a transition function in a discrete time Markov chain, where transitions are
made from x to Y which is normal with mean V (ξ)x and covariance matrix
I − V (ξ)2, with the cross covariance matrices V (ξ) identically distributed at
each epoch.
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