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Abstract
The subject of the present dissertation concerns the vibronic and vibra-
tional transitions, generated in complex media by interaction with the ul-
trashort light pulses. The phenomenon, which always accompanies this in-
teraction is the Impulsive Stimulated Raman Scattering. Two experiments,
visualizing this process in different media, have been designed and performed.
Herewith their results along with the interpretation are presented. The first
experiment depends on the supercontiuum generation in diamond crystal.
The sample is subjected to highly intense off-resonant light pulses. It is
known that the self-phase modulation, self-steepening and interaction with
photoionized free carriers are processes, which play the main role in the su-
percontinuum generation. In the present thesis the influence of the intrapulse
stimulated Raman scattering on the evolution of the pulse in time and space
is investigated. It has been found that the crystal lattice vibrations only
weekly affect the pulse spectrum, yet the change is observed and discussed
in dependence of the pulse fluence. It manifests itself mainly by a peak lying
apart from the central pulse frequency at a distance equal to the vibrational
frequency of the diamond crystal. The interpretation of the experimental
results is supported by numerical simulation. For this purpose the three di-
mensional nonlinear envelope equation is solved with the split-step Fourier
method. The model includes the effects of refractive index dispersion, diffrac-
tion, self-phase modulation and its saturation, self-steepening, photoioniza-
tion, interaction with free-carriers and stimulated Raman scattering. The
results of modeling agree well with the experimental observations.
The second experiment concerns the Time-Resolved Femtosecond Stim-
ulated Raman Scattering studies of the trans-β-apo-8’-carotenal molecule.
The experimental setup has been constructed for this purpose. The time
resolution of the setup is better than 100 fs and the frequency resolution
is about 25 cm−1. The trans-β-apo-8’-carotenal molecule was excited elec-
tronically to the S2 state and its relaxation, through S1 state to the ground
state was observed by measuring the FSRS spectra of the C=C symmetri-
cal stretching vibration. The Raman line corresponding to S2 state decays
within 120 fs after excitation, then a long living line at the frequency corre-
sponding to the optically forbidden S1 state appears. During the first 500 fs
this line is negative, which is attributed to the transient vibrational inversion
of population in S1 electronic level. Later the line becomes positive and then
it decays with the lifetime of S1 level. At the same time the frequency of the
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line up-shifts. The theoretical model, describing the dynamics of the molec-
ular system, has been created in quantum mechanical approach based on the
formalism of projection operators. The results of the experiment are ana-
lyzed by comparison with the time resolved signal obtained from theoretical
calculations. It is shown that the predictions of the numerical model agree
well with the experimental results. The main conclusion of the present thesis
is, that no additional electronic level (apart of S0, S1 and S2) is required
for explanation of the experimentally observed decay of the excited S2 state,
instead the existence of a set of vibrational sublevels of the S1 state has been
proposed to take part in its energy redistribution.
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Streszczenie
W niniejszej dysertacji zosta ly przedstawione wyniki badan´ nad
przej´sciami mie֒dzy stanami wibracyjnymi i wibracyjno-elektronowymi
(wibronowymi) w materii skondensowanej, wywo lanymi oddzia lywaniem z ul-
trakro´tkimi impulsami s´wiat la. Procesem nierozerwalnie towarzysza֒cym tym
oddzia lywaniom jest Impulsowe Wymuszone Rozpraszanie Ramana. W celu
zilustrowania ro´z˙nych aspekto´w tego procesu zaprojektowano i przeprowad-
zono dwa eksperymenty oraz zaprezentowano dyskusje֒ ich wyniko´w. Pier-
wszy eksperyment dotyczy generacji superkontinuum w krysztale diamentu,
na kto´ry pada cia֒g impulso´w laserowych o duz˙ej energii. Wiadomo, z˙e
g lo´wnymi procesami odpowiedzialnymi za to zjawisko w kryszta lach sa֒ samo-
modulacja fazy, samostromienie impulsu oraz oddzia lywanie z  ladunkami
powsta lymi w wyniku fotojonizacji. Celem pierwszego eksperymentu jest
zbadanie wp lywu Impulsowego Wymuszonego Rozpraszania Ramana na
ewolucje֒ impulsu w czasie i przestrzeni w trakcie propagacji w silnie nielin-
iowym krysztale. Zaobserwowano, z˙e wp lyw drgan´ sieci krystalicznej na
widmo impulsu jest niewielki, niemniej wyste֒puje i silnie zalez˙y od energii
impulsu. W widmie impulsu pojawia sie֒ pik odleg ly od centralnej cze֒stos´ci
impulsu o cze֒stos´c´ ro´wna֒ cze֒stos´ci drgan´ w lasnych diamentu. Interpretacja
wyniko´w eksperymentalnych jest wsparta wynikami symulacji numerycznej.
Rozwia֒zano tro´jwymiarowe “nieliniowe ro´wnanie obwiedni” przy pomocy
Fourierowskiej metody ma lych kroko´w. Model uwzgle֒dnia efekty dysper-
sji wspo´ lczynnika za lamania, dyfrakcje֒, samomodulacje֒ oraz jej nasycenie,
samostromienie impulsu, fotojonizacje֒, interakcje֒ z wolnymi nos´nikami oraz
wymuszone rozpraszanie Ramana. Wyniki modelowania zgadzaja֒ sie֒ dobrze
z wynikami pomiaro´w.
Drugi eksperyment dotyczy l badania przej´sc´ wibronowych w cza֒steczce
trans-β-apo-8’-karotenu przy pomocy czasowo-rozdzielczego, femtosekun-
dowego, wymuszonego rozpraszania Ramana (CR-FWRR). Do tego celu
zbudowano uk lad pomiarowy o rozdzielczos´ci czasowej 100 fs i rozdziel-
czos´ci spektralnej oko lo 25 cm−1. Cza֒steczka trans-β-apo-8’-karotenu by la
wzbudzana do elektronowego stanu S2 a jej relaksacje֒ poprzez stan S1 do
stanu podstawowego obserwowano rejestruja֒c widma FWRR symetrycznych,
rozcia֒gaja֒cych drgan´ wia֒zania C=C. Linia ramanowska odpowiadaja֒ca dr-
ganiom cza֒steczki, be֒da֒cej we wzbudzonym stanie elektronowym S2, zanika
w czasie 120 fs po wzbudzeniu, naste֒pnie pojawia sie֒ linia d lugo z˙yja֒cego
stanu S1. Zaobserwowano, z˙e podczas pierwszych 500 fs linia ta jest
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ujemna, co zinterpretowano jako przejaw przej´sciowej inwersji obsadzen´
stano´w wibracyjnych w elektronowym stanie S1. Naste֒pnie linia staje sie֒
dodatnia i dalej zanika w czasie ro´wnym czasowi z˙ycia poziomu S1. Jed-
noczes´nie cze֒stos´c´ linii wzrasta. Aby opisac´ dynamike֒ tego procesu stwor-
zono model teoretyczny, przy czym cza֒steczke֒ opisano w obrazie kwantowym
za pomoca֒ ro´wnan´ Heisenberga-Langevina, uz˙ywaja֒c formalizmu operatoro´w
rzutowych. Wyniki dos´wiadczenia przeanalizowano poprzez poro´wnanie
z wynikami obliczen´ teoretycznych. Pokazano, z˙e przewidywania modeli
numerycznych sa֒ w zgodnos´ci z wynikami pomiaro´w. Wykazano, z˙e do
wyjas´nienia wyniko´w dos´wiadczalnych nie by lo potrzebne wprowadzenie do-
datkowych poziomo´w elektronowych (innych niz˙ S0, S1 i S2). Udowod-
niono, z˙e istnienie podpoziomo´w wibracyjnych stanu elektronowego S1 jest
konieczne do wyjas´nienia redystrybucji energii ze wzbudzonego stanu S2.
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Chapter 1
Introduction
1.1 Motivation
Molecules and atoms in crystal latices oscillate and their particular char-
acteristic vibrations depend on the structure of crystals or molecules. Light
of ultrashort, spectrally broad pulses propagating in such media can be cou-
pled with molecular and crystal lattice vibrations. In presence of light with
two frequency components, if the frequency difference of these two compo-
nents is equal to the vibrational frequency of the medium, the energy can
flow from one of the frequency components to another, with simultaneous
excitation of the appropriate vibration. This is the Stimulated Raman Scat-
tering (SRS), observed [1] and described theoretically [2] for the first time
more than 50 years ago. In the case when short pulses with broad spec-
tra are used, many pairs of such components exist in the pulse spectrum
and thus the whole spectrum of the pulse evolves during propagation in the
medium. This phenomenon is the Impulsive Stimulated Raman Scattering
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(ISRS). ISRS has been demonstrated [3] and described theoretically [4] in
1985. There is no laser intensity threshold for ISRS [4], thus, modification
of spectrum of broadband pulses, due to ISRS, is inevitable. Therefore, it
has to be considered along with other processes occurring in complex media
whenever short pulses are used. The motivation of the present dissertation is
to study the role of ISRS process in the interaction of ultrashort light pulses
with complex media. Two experiments along with interpretation of their
results will be presented. In the first experiment the simple crystal of high
third order nonlinearity, subjected to highly intense off-resonant light pulses,
is considered in order to estimate the influence of ISRS on the evolution of the
pulse shape propagating in the medium. The second experiment concerns the
resonant interaction of two ultrashort pulses, with frequency difference close
to the vibrational frequency of the medium, with a complex molecular liquid.
In this case the ISRS process becomes the tool for time-resolved technique
to get the information on vibrational population dynamics in molecules.
Evolution of the pulse in time and space and the way, in which the medium
shapes the pulse spectrum through ISRS, is the subject of the first experi-
ment. It is the generation of supercontinuum by focusing of intense utrashort
pulses in a bulk diamond crystal. The interaction of light with the medium
vibrations is only one of many phenomena involved in this extreme process
and it is certainly not a dominating one. During the supercontinuum gen-
eration the strong and short laser pulse is shaped by nonlinear effects due
to almost instantaneous electronic response of the medium. This leads to a
class of effects known as self-phase modulation and its spatial manifestation
– self-focusing; self-steepening and saturation of self-phase modulation. As
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the intensity of the self-focused beam becomes high, the photoionization of
the medium occurs. Some part of the light is absorbed and the rest interacts
with newly created free currents. As the effect the spectrum of the pulse
becomes extremely broad. A pulse with a broad spectrum can enhance crys-
tal vibrations efficiently by means of ISRS and in return the vibrations can
influence the shape of the pulse.
In studies of such a complex phenomenon it is difficult to say what is
the contribution of the particular process. Moreover, a few processes can
cause similar effects and thus it is difficult to distinguish which one is more
important. Thus a question arises: do the crystal vibrations influence the
supercontinuum generation process significantly? It might seem that this
influence is small and, in fact, the ISRS is often neglected in simulations of
the supercontinuum generation. The study presented here is aimed to check
the validity of this assumption. Therefore, a supercontinuum generation in
a special medium: diamond, with its extreme Raman gain is performed. It
is shown that the vibrations influence the generation process weakly, yet, in
the case of diamond this influence, can be observed.
The second experiment discussed in the present dissertation applies
pump-probe technique, a typical time-resolved spectroscopy scheme, to study
the vibrational spectra after vibronic excitation of complex molecules of
trans-β-apo-8′-carotenal. The technique is the Time-Resolved Femtosecond
Stimulated Raman Scattering (TR-FSRS). The lifetimes and vibrational fre-
quencies corresponding to particular electronic levels can be obtained with
this technique with a great time and frequency resolution. Moreover, the
information on paths of excitation energy redistribution within the system
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can be gained. A TR-FSRS setup was constructed for the purpose of this
thesis.
Trans-β-apo-8′-carotenal is one of carotenoids, a family of molecules
which take important part in photosynthesis process. Carotenoids are quite
complex, during last 40 years the presence of two so called “dark states”,
optical excitation of which is strongly forbidden, were discovered in between
the ground and the first optically allowed state. One of them is known to
take part in the relaxation process of the molecule, the role of the other is
not obvious for trans-β-apo-8′-carotenal. At least one additional, yet not
confirmed, “dark state”, together with a triplet state awaits in a line to com-
plicate the picture. Thus, TR-FSRS seems to be a perfect tool for solving
carotenoid mysteries and it’s application for this purpose is described here.
Moreover, to explain the experimental results obtained for trans-β-apo-8′-
carotenal with the TR-FSRS setup, a quantum mechanical model was con-
structed and solved numerically. The involvement of only one of the “dark”
electronic states with a set of its vibrational sublevels is proved here to be
sufficient for explanation of the energy transfer in the molecule. An inter-
esting phenomenon of transient vibrational inversion of population, which
is believed to be present during the excited molecule relaxation, is also dis-
cussed.
1.2 Thesis outline
The dissertation is organized as follows. In the present introductory chap-
ter a basic classical theory of Impulsive Stimulated Raman Scattering is pre-
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sented in the section “Classical theory of coupling of light with molecular
vibrations”. First the problem of interaction of a single molecule with the
electric field of light pulse is formulated in terms of a harmonic oscillator
picture. The general solution for arbitrary light intensity time profile is
expressed by use of Green’s function. Next the formula for nonlinear polar-
ization due to light interaction with vibrating medium is presented. Finally
some simple examples of ISRS are discussed.
The Stimulated Raman Scattering in supercontinuum generation in dia-
mond is described in chapter 2. In the introductory part the history of studies
on supercontinuum generation in different media is briefly described and the
motivation for the current study is argued. Next, the simple experimental
arrangement for supercontinuum generation studies is described. Experimen-
tal results for a range of input pulse energies are presented, together with a
peak emerging at a frequency shifted from the main spectral feature of the
supercontinuum by the vibrational frequency of diamond. Next, a model of
supercontinuum generation is described. First a brief review of master equa-
tions used in models of propagation of short laser pulses is presented. Next
the derivation of Nonlinear Envelope Equation used herewith as a master
equation and the assumptions validating it are described. The terms corre-
sponding to different effects: material refractive index dispersion, self-phase
modulation and it’s saturation, ISRS and interaction with the free current
are described. Next the symmetrical split step Fourier method with adap-
tive step size controle used for solution of the master equation is explained.
The details on discretization of the pulse envelope, evaluation of linear and
nonlinear parts of the master equation and error estimation are described to-
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gether with the way, in which the equation of free current density is solved,
the implementation details and model testing. Finally the results of modeling
of supercontinuum generation in diamond crystal are presented. The good
correspondence with experiment results is emphasized. The Raman feature
is reproduced in the model. Next the pulse evolution during the propagation,
the value of self-focusing saturation and the presence of chirp and intensity
dependent fringes in supercontinuum spectrum are discussed. The chapter
ends with “Conclusions” section.
Intramolecular vibrational relaxation and transient vibrational inversion
of population in trans-β-apo-8’-carotenal is the subject of the third chapter.
The history of studies and current state of knowledge on carotenoid molecules
is briefly discussed in the introductory part of the chapter. It is followed
by the description of the Time-Resolved Femtosecond Stimulated Raman
Scattering technique, used in present thesis. Next the TR-FSRS setup con-
structed by the author in European Laboratory for Nonlinear Spectroscopy
is described. The probe and reference, actinic and Raman pump pulse paths
through the setup are presented together with the method of detection and
data acquisition, the problem of data analysis is analyzed. Next more de-
tails on the structure of particular carotenoid: trans-β-apo-8’-carotenal are
presented.
The results of the TR-FSRS experiment in trans-β-apo-8’-carotenal are
discussed next. Following the excitation of the sample a Raman line cor-
responding to the C=C symmetrical stretching vibration of the molecule is
observed. Due to vibronic coupling of the electronic states, the frequency
of this vibration differs significantly in ground and excited states. Therefore
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it is easy to observe the dynamics of three states which, as it is postulated,
take part in the transition. Most interesting is the behavior of the line cor-
responding to S1 state of the molecule. The frequency of this line changes
suggesting vibrational cooling but at the same time it appears that the line
is first negative (Raman losses) within first 500 fs. This second fact suggests
that transient vibrational inversion of population is present in the molecule.
In order to describe the above phenomenon a model of the molecule in
a quantum mechanical approach was created. To explain it the quantum
mechanical theory of coupling of light with molecular vibrations is discussed
in the next section. First a simple 2 vibrational level system is described.
The unperturbed molecular Hamiltonian and the perturbed Hamiltonian of
the system are presented. Later, the time dependent operators in the Heisen-
berg picture, Heisenberg-Langevin equations of the two-level system are in-
troduced. Many basic calculations supporting those sections are presented
in the appendix. Discussion of the two-level model and the three-level model
created by analogy to the first one is presented next. Finally the model
of trans-β-apo-8’-carotenal molecule is constructed and some numerical as-
pects of model fitting are discussed. The results of modeling, confirming
the possibility of involvement of only two electronically excited states and of
presence of transient vibrational inversion of population are then discussed.
The chapter ends with the “Conclusions” section.
In the last chapter the conclusions of the thesis are presented.
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1.3 Classical theory of coupling of light with
molecular vibrations
In this section a classical theory of coupling of molecular and crystal vi-
brations with light pulses is revised. The goal is to model a propagation
of the light pulse in the medium disturbed by the very same pulse. The
shape of the pulse has to be assumed arbitrary as it will change in a priori
unknown way during the propagation. In the next chapter the partial differ-
ential equation for propagation of the electric field pulse will be presented.
This equation will have to be solved numerically. Fortunately some analyt-
ical simplifications can be done to avoid numerical solution of the matter
equation,what will be presented in the present section. Within the Born-
Oppenheimer approximation [5, 6] the electronic and nuclear motion of a
molecule or a crystal lattice can be separated. The normal coordinates and
corresponding normal vibrations can than be introduced. In such a case the
classical harmonic oscillator model can be used for description of the dynam-
ics of these normal modes. In particular case of diamond it is easy to describe
the medium by a harmonic oscillator model with a single resonant frequency.
The harmonic oscillator model can be solved analytically with the Green’s
function approach and the convolution of such a Green’s function (or Raman
response function) with the pulse intensity can be included in the equation
for the electric field. This way no differential equation for the medium has to
be solved numerically and all the information about it is kept in the Raman
response function. The solution of the matter equation of motion will be also
discussed in this section for a number of example pulses.
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In this section, first, the induction of the electric dipole in a molecule by
electric field and the force due to the electric field acting on this dipole is
discussed. The useful expression for this force for the envelope of the electric
field is derived. Second, the equation of motion of matter in the form of the
forced and damped harmonic oscillator is introduced and its general solution
for arbitrary force with use of Green’s function is presented. The dependence
of the normal mode vibrational amplitude on the spectrum of the light pulse
is also discussed. Finally the results of the two first subsections are combined
to formulate the expression for the nonlinear medium polarization resulting
from stimulated Raman scattering. The section is concluded with several
examples of pulse induced vibrations.
1.3.1 The force due to the electric field
If ~pi = αˆ ~E is the induced dipole moment, where ~E is the electric field
and αˆ is the medium polarizability tensor, then the potential energy of the
molecule is EP = −
1
2
αˆ ~E ~E1 [7]. Here the dynamics of molecules and crystals
is described in terms of normal mode amplitudes q(t). Therefore, the driving
force for a given normal mode can be obtained from the potential energy by
taking its gradient [8]:
~F =
1
2
(
∂αˆ
∂q
)
q=0
~E ~E. (1.1)
Here the assumption is made that the light wavelength is much longer than
the normal mode amplitude and thus its gradient can be neglected [9]. If an
electric field has nonzero component along only one axis of the coordinate
1The permanent dipole moment and resulting infrared absorption phenomenon will be
disused later in this section.
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system at which the polarizability tensor is diagonal, the Eq. 1.1. takes the
following form [10]:
F (t) =
1
2
(
∂α
∂q
)
q=0
E2(t). (1.2)
It is convenient to introduce the slowly varying amplitude of the pulse. In
such a case the electric field is presented as a product of the term oscillating
with pulse central (optical) frequency eiωt and the slowly varying amplitude
of the pulse A(t):
E(t) =
1
2
(A(t)eiωt + A∗(t)e−iωt), (1.3)
or
E(t) =
1
2
|A(t)|(ei(ωt+ϕ(t)) + e−i(ωt+ϕ(t))), (1.4)
where ϕ(t) is the slowly varying phase of the pulse.
If the relation 1.4. is used the Eq. 1.2. becomes:
F (t) =
1
4
(
∂α
∂q
)
0
|A(t)|2(1 + cos(2ωt+ 2ϕ(t))). (1.5)
The molecular vibrations (1012 – 1014 Hz) can be forced at frequencies being
the difference of those contained within the ultrashort pulse spectrum rather
than directly by the light pulses carrier frequency (1014 – 1015 Hz). Thus,
as the vibrational transitions are considered, the cos(2ωt + 2ϕ(t)) can be
omitted [4, 8] in Eq. 1.5. giving:
F (t) =
1
4
(
∂α
∂q
)
0
|A(t)|2. (1.6)
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As can be seen from Eq. 1.6. in presence of the ultrashort pulse the force
that excites the vibrations, is proportional to the pulse intensity.
1.3.2 Equation of pulse driven motion
In the classical approach, in harmonic approximation, the equation of
motion for a chosen normal vibrational mode in a molecule or a crystal takes
the following form:
q¨ + 2γq˙ + Ω2q = F (t), (1.7)
where q(t) is the normal mode amplitude, ~F (t) is the driving force (Eq. 1.1.),
γ is the vibrational damping coefficient and Ω is the angular frequency of the
mode.
To solve this equation efficiently for forces described by Eq. 1.6. the
approach of Green’s function is preferable [11, 12]. The retarded Green’s
function for the harmonic oscillator is [13]:
G(t) =
1
ω¯
e−γt sin ω¯t Θ(t), (1.8)
where ω¯ =
√
Ω2 − γ2 is the resonance frequency of damped oscillator and
Θ(t) is the Heviside function. This retarded function is used in situations
when there were no vibrations before appearance of the force. Now Eq. 1.7.
can be solved by convolution of the Green’s function with the force:
q(t) =
∫ ∞
−∞
G (t− t′)F (t′)dt′ = G ∗ F (1.9)
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(here G ∗ F is the convolution of G and F ) or for the force defined by Eq.
1.6:
q(t) =
∫ ∞
−∞
G (t− t′)
1
4
(
∂α
∂q
)
|A (t′)|2dt′. (1.10)
It is interesting to examine the frequency dependence of the vibrational
amplitude q(t) by performing its Fourier transform:
FT {q(t)} =
1
4
(
∂α
∂q
)
FT
{
G ∗ |A|2
}
(1.11)
where FT stands for Fourier transform. The equation 1.11. is solved with
use of the convolution theorem:
FT {G ∗ F} = FT {G}FT {F} , (1.12)
therefore:
FT {q(t)} =
1
4
(
∂α
∂q
)
FT {G}FT
{
|A|2
}
. (1.13)
The Fourier transform of the Green’s function is:
FT {G} =
1
ω¯
(
1
i(ω + ω¯)− γ
−
1
i(ω − ω¯)− γ
)
, (1.14)
and a convolution theorem can be used for calculation of FT {|A|
2}:
FT
{
|A|2
}
= FT {A
∗A} = FT
{
F−1T
{
Aˆ∗
}
F−1T
{
Aˆ
}}
= Aˆ∗ ∗ Aˆ, (1.15)
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where Aˆ and Aˆ∗ are Fourier transforms of A and A∗, respectively. Finally,
the Fourier transform of q(t) is:
qˆ(ω) =
1
2
(
∂α
∂q
)
1
ω¯
∫ ∞
−∞
(
A∗(ω′)A(ω − ω′)
i(ω + ω¯)− γ
−
A∗(ω′)A(ω − ω′)
i(ω − ω¯)− γ
)
dω′.
(1.16)
Obviously the denominators in the above equation are the smallest in the
case of resonance: ω = ±ω¯. Anyway the value of the convolution:
∫ ∞
−∞
A∗(ω′)A(ω¯ − ω′)dω′. (1.17)
also has to be significant if the vibrational amplitude is supposed to be high.
This happens when a pair or pairs of spectral components with spectral
separation close to ω¯ are present in the spectrum of the pulse envelope [4].
1.3.3 Polarization
The electric dipoles, induced in the material, become a source of a new
wave. Therefore to study the deformation of the laser pulse further investi-
gation of the medium polarization is required. The total dipole moment of
a molecule or a crystal unit cell contains both: the induced dipole moment
~pi = αˆ ~E and the permanent dipole moment ~µ [7, 9]:
~p = ~µ+ αˆ ~E, (1.18)
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or in present simplified consideration when all vectors have the same direction
parallel to an axis of the coordinate system in which αˆ is diagonal:
p = µ+ αE, (1.19)
In the case when the frequency of electric field is far from the electronic
resonance [8], both µ and α can be expanded into Taylor series with respect
to small vibrational amplitudes [10, 14]:
µ = µ (0) +
(
∂µ
∂q
)
0
q + ..., (1.20)
α = α (0) +
(
∂α
∂q
)
0
q + ..., (1.21)
where for simplicity only one vibrational mode q is considered. If the third
and higher order terms of the Taylor series in equations 1.20. 1.21. are
neglected the equation 1.19. takes the following form [8]:
p = µ(0) +
(
∂µ
∂q
)
0
q(t) + α(0)E(t) +
(
∂α
∂q
)
0
q(t)E(t), (1.22)
the second and third terms in the above equation are the “infrared absorp-
tion” (absorption of light of frequency close to that of the vibrations) and
the Rayleigh scattering (where no change of frequency of incoming light is
present), respectively. The last term in equation 1.22. is responsible for the
Raman scattering.
In the case of interaction with ultrashort pulse q(t), given in the form
defined by Eq. 1.10, has to be substituted to Eq. 1.22. Together with the
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slowly varying amplitude, the Raman part of the dipole moment becomes:
pR =
1
4
(
∂α
∂q
)2
0
(
A(t)eiωt + A∗(t)e−iωt
) ∫ ∞
−∞
G (t− t′) |A (t′)|2dt′. (1.23)
And thus the nonlinear polarization of light in this case is:
PR = N
1
4
(
∂α
∂q
)2
0
(
A(t)eiωt + A∗(t)e−iωt
) ∫ ∞
−∞
G (t− t′) |A (t′)|2dt′, (1.24)
where N is the density of molecules (or unit cells in a crystal).
1.3.4 Examples
Several simple examples on the subject of vibrations of crystal driven by
light pulse will be presented in this section. In the later simulation, a Green’s
function will be used for description of the vibrational amplitudes behavior,
however, it is instructive to leave a normal mode amplitude as a variable for
a moment. In the section 2.3.1. the pulse propagation equation (Eq. 2.3.)
will be introduced in details. Here a simplified equation is presented:
∂A
∂z
= iC1p
+ + . . . , (1.25)
for propagation of the envelope A(z, t) in the unrealistic medium, where the
nonlinear polarization is just due to stimulated Raman scattering (from Eq.
1.23.), wheras:
p+ = C2q(t)A(z, t), (1.26)
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Figure 1.1: The time profile of the normalized pulse intensity (red dashed curve),
and the normalized vibrational amplitude (black curve) (a) and the spectral inten-
sity of the pulse (red dashed curve) and the relative change of the spectrum due
to propagation in the Raman medium (black curve) (b) for the case of 200 fs long
pulse.
and C1 and C2 are constants. The equation of motion 1.7. with the light
intensity dependent force given by Eq. 1.6. is used to obtain q(t), which is
required in Eq. 1.26. After solution of Eq. 1.25. the relative change of the
pulse spectrum:
|FT{A(z +∆z, t)}|
2 − |FT{A(z, t)}|
2
|FT{A(z, t)}|2
(1.27)
where A(z + ∆z, t) is the solution of Eq. 1.25. and FT stands for Fourier
transform can be calculated. A few examples for different pulse amplitudes
A(z, t) are given below, in all of them the diamond with its frequency 1332
cm−1 and decay time 5.7 ps is used as a medium and Fourier limited Gaussian
pulses are used.
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Figure 1.2: Enlarged Fig. 1.1. The relative change of the spectrum due to
propagation in the Raman medium for the case of 200 fs long pulse.
The first example is calculated for a 200 fs pulse. The time profile of
a pulse intensity together with the time dependance of the normal mode
amplitude are presented in Fig. 1.1. (a). As the pulse is long the material
system has enough time to follow the envelope of the light intensity and no
significant vibrations are induced. The spectrum of the pulse together with
it’s relative change (Eq. 1.27.) are presented in Fig. 1.1. (b). The spectrum
of the pulse is narrow and fits in between the two vertical lines separated
by vibrational frequency of diamond. It broadens slightly but, as discussed
in section 1.3.2, the vibrations can’t be forced efficiently [15]. The pairs of
spectral components with spectral separation close to resonant frequency are
very weak in the spectrum of A. Still, small peaks separated by 40 THz from
the central frequency appear in the spectrum which is visible in Fig. 1.2.
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Figure 1.3: The time profile of the normalized pulse intensity (red dashed curve),
and the normalized vibrational amplitude (black curve) (a) and the spectral inten-
sity of the pulse (red dashed curve) and the relative change of the spectrum due
to propagation in the Raman medium (black curve) (b) for the case of short, 10
fs pulse.
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Extremely short, 10 fs, pulse displaces the system from the equilibrium
position and leaves the sample. Thus, the system comes back to the equi-
librium position performing relaxation oscillations with its eigen frequency.
In fact, it was only in the year 2006 that the coherent optical phonons in
diamond, induced by ISRS with sub-10fs pulses were observed experimen-
tally [16]. This situation is presented in Figure. 1.3. (a). The spectrum of a
short pulse is broad (see Fig. 1.3. (b)), thus it contains a frequency compo-
nents that give a difference frequency equal to the resonant frequency of the
normal mode in a crystal. In such a case the stimulated Raman gain is sig-
nificant and the red shift of the pulse spectrum occurs [4,17]. The spectrum
is modified in quite homogenous way [18] and no spectral features, like for
example Raman lines, are present. This is because there are many frequency
pairs that give a difference of frequency equal to the resonance frequency
in the pulse spectrum and those pairs have similar intensities. In fact the
transformation of Eq. 1.26. gives:
FT{C2q(t)A(z, t)} = C2
∫ ∞
−∞
qˆ(ω)A(z, ω′ − ω)dω′, (1.28)
which is the convolution of the two spectra: qˆ(ω) and A(z, ω′ − ω).
The next example is for two overlapped in time 100 fs pulses of different
frequencies. The difference of frequencies was chosen to be equal to the
resonance frequency of the material system. The result is presented in Figure
1.4. The two pulses interfere and an interference pattern can be observed in
the time profile of the pulse intensity (Fig. 1.4 (a)). The period of the fringes
is equal to the resonance frequency thus every next fringe drives the normal
vibrations of atoms. In such a situation the energy flows from one pulse
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Figure 1.4: The time profile of the normalized pulse intensity (red dashed curve),
and the normalized vibrational amplitude (black curve) (a) and the spectral inten-
sity of the pulse (red dashed curve) and the relative change of the spectrum due
to propagation in the Raman medium (black curve) (b) for the case of two 100 fs
pulses with different frequencies.
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Figure 1.5: The time profile of the normalized pulse intensity (red dashed curve),
and the normalized vibrational amplitude (black curve) (a) and the spectral inten-
sity of the pulse (red dashed curve) and the relative change of the spectrum due
to propagation in the Raman medium (black curve) (b) for the case of two (200
and 10 fs) overlapped pulses.
to another through the coupling with atomic vibrations (Fig. 1.4 (b)). A
higher frequency pulse experiences losses while the lower frequency pulse is
amplified.
The final interesting example is presented in Figure 1.5. Here a narrow-
band pulse is overlapped with a broadband, the first one is 200 fs while the
second one is 10 fs long. The slope of the long pulse reaches the system first
but it is the short pulse that initiates the vibrations (Fig. 1.5 (a)). It is
visible in the spectrum (Fig. 1.5 (b)) that it is the long, narrow-band pulse
that experiences losses in favor of a spectral region of the short, broad-band
pulse separated by resonance frequency from the frequency of the long pulse.
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Therefore a presence of a Raman line in this region is expected after long
propagation.
The conclusion from the examples given above is that a broad-band spec-
trum is required to initiate vibrations of a diamond. Moreover, in such a
case, the energy can flow in between the spectrum features of the pulse.
As will be discussed later, in the case of supercontinuum generation the
initial spectrum of the pulse entering the diamond will be to narrow to force
the vibrations efficiently. This is a situation similar to that of the first ex-
ample. This spectrum will however evolve due to self-phase modulation, and
the interaction with free carriers, and its shape will become similar to that of
the last example. The time profile of the pulse will differ significantly from
the one presented in the last example, but, still, the Raman gain on the long
wavelength side of the main spectral peak will be expected, as is presented
in Fig. 1.5.
The last example presents also the idea behind the construction of the
probe pulse in the Time-Resolved Femtosecond Stimulated Raman Scattering
experiment. Here the broadband pulse is combined with strong narrow band
pulse, and the presence of Raman lines is expected in the spectrum of such
a pulse after propagation in the sample.
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Chapter 2
Stimulated Raman Scattering
in supercontinuum generation
in diamond
In this chapter the supercontinuum generation process in bulk diamond is
studied experimentally and by means of numerical simulation. In particular
the question of the influence of diamond vibrations, excited through stimu-
lated Raman scattering, on the supercontinuum generation is considered.
The broadening of the spectrum of intense laser light in media was first
observed in 1960’ [19–23]. Broadening as high as of 100 cm−1 was found
for pulses from Q-switched lasers in liquids [23] and later supercontinuum of
10 000 cm-1 for ps pulses in transparent media was observed [24, 25]. First
and most important effect, which was found responsible for broadening, was
self-phase modulation (SPM) [19, 21, 23, 26, 27] and its spatial manifestation
– self-focusing [28,29].
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The theoretical problem of light propagation in a medium with self-
focusing together with SPM and dispersion is complex, thus first experiments
were aiming at SPM studies in absence of the self-focusing. Therefore, studies
on generation in fibers [30–33] were performed. Here a beam with intensity
below self-focusing threshold could be propagated through several meters
of the medium and acquire the nonlinear phase due to SPM. In addition
to SPM the presence of features attributed to stimulated Raman scatter-
ing were observed in those studies [31]. An alternative was to study light
propagation in thin films where self-focusing can be neglected. The effect of
“self-steepening” has been revealed by those studies [34–37].
From the beginning of the studies on supercontinuum generation it was
suggested that the ionization takes part in the process [38], however, ex-
periments in gasses suggested that this aspect is negligible [33]. Anyway,
only in 1990’ when the advance of computer technology made multidimen-
sional numerical studies of the topic possible, it was found that all processes:
SPM, self-focusing, self-steepening, photoionization and interaction with free
charges and, in case of gasses, stimulated Raman scattering [39] have to be in-
cluded in simulations to obtain results comparable with experiments [39–41].
It is obvious that SRS plays a significant role in supercontinuum genera-
tion in long media, like for example fibers [31–33,42], where intensity of light
pulse is moderate and the nonlinear effects slowly buildup during the prop-
agation. It is also included in the simulations of generation in gasses [39].
But it has been argued in many recent works on supercontinuum genera-
tion, that in thin solid samples the Raman response of the medium might
be neglected [40, 43–46]. The question arises whether this assumption is
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valid. To answer this question, herewith the diamond crystal is put under
study. Diamond seems to be a perfect material for SRS study. The Raman
response of diamond is orders of magnitude higher than that of fused silica
and other solids [47]. It is thus used in Raman lasers [48] and in four wave
mixing sources [49]. Moreover, its Raman response can be easily resolved as
diamond has a single first order Raman line at 1332 cm−1.
The presence of free-current causes defocusing of the beam [40] and thus
can stop the self-focusing process. Recently the 5th order nonlinear processes
(self-phase modulation saturation) has been shown to play a significant role
in supercontinuum generation in gases [50, 51] and that the defocusing due
to free-current was overestimated. Therefore, it is currently unclear whether
free-current or 5th order non-linearity affects the self-focusing more signifi-
cantly. The self-phase modulation saturation was included in the simulation
presented in the present dissertation. This additional term has improved the
resamblance of the simulation results with the experimental ones.
The main results of studies described in this chapter were published [52].
The chapter is constructed as follows. In first section the setup for super-
continuum generation experiment constructed in European Laboratory for
Nonlinear Spectroscopy in Florence is described. Second, the experimental
results from measurements in the diamond crystal are presented. In section
2.3. the model of supercontinuum generation based on the nonlinear enve-
lope equation along with contributions corresponding to different phenomena
is discussed. Next details on the implementation of the model are presented.
Finally the results of the simulation and the experiment are compared and
discussed.
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2.1 Experimental arrangement
The usual way of generation of supercontinuum for spectroscopic purposes
is first to filter the light intensity and then to filter the beam spatially with
the iris of variable diameter and finally focusing it with a lens on the bulk
medium. The light intensity, the diameter of iris and the position of lens or
the medium in the direction of propagation are controlled in order to achieve
most stable and broad supercontinuum spectrum. The experimental setup
in the present study (see Figure. 2.1) was simplified to make a comparison
of modeling results with the experiment more direct. So the aperture was
not placed in order to avoid the difficulty of determining its actual diameter
and position. The position of the crystal was the same for the whole set of
measurements for various intensities. The beam was attenuated with neutral
density filters.
The supercontinuum generation experiment was performed in European
Laboratory for Nonlinear Spectroscopy in Florence. The light source was a
Ti:sapphire regenerative amplifier (Coherent Inc. Legend Elite) with repeti-
tion rate of 1 kHz. The spectrum of the pulses was centered at 800 nm and
its full width at half maximum was close to 25 nm and the pulse length was
close to 40 fs. The beam with waist of 4.8 mm was focused on the sample
with 125 mm lens.
The sample was illuminated with relatively intense pulses with easily
measurable energies from 8 to 30 µJ (10 - 40 GW/cm2). For such high
energies multiple filamentation and damage of the sample placed in the focus
could occur. Therefore, the sample was displaced from the focus by 3.7 mm
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spectrometer
sample
diffuser
Figure 2.1: The setup for studying the generation supercontinuum in diamond.
towards the lens, so that the beam size at the entrance of the sample was
about 150 µm. The sample was a 2 mm thick diamond crystal of type IIa.
The outgoing beam was imaged on the ground glass plate and diffused
light was gathered by a spectrometer. The spectrometer was Ocean Optics
USB2000 with useful spectral range from 340 to 1020 nm. The spectrome-
ter sensitivity was calibrated with a black body spectrum. The spectra of
outgoing light were acquired for different input pulses energy.
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Figure 2.2: Selection of spectra of supercontinua generated in diamond for dif-
ferent input energies.
2.2 Experimental Results
A selection of supercontinua spectra, generated in the experiment for
different input energies, are presented in Fig. 2.2. and all acquired spectra
are presented on the map in Fig. 2.3. For energies below 8 µJ only slight
broadening of the spectrum is observed. The spectrum broadening becomes
significant for energies close to 15 µJ. For energies over 30 µJ the interference
fringes appear in the supercontinuum beam pattern. The interference fringes
may be caused by multiple filamentation or multiple beam refocusing in
the sample. The spectra obtained at energies higher than 10 µJ contain
fringe-like features. The period and position of those features are intensity
dependent, what suggests that their origin results from self-phase modulation
[32].
As shown by Brodeur and Chin [53] the energy difference between the
blue edge of the supercontinuum and the pump central frequency is a mono-
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Figure 2.3: Spectra of generated supercontinua as a function of input energy
measured in experiment.
tonicaly growing function of the material band gap energy. This observation
was confirmed by studies of supercontinuum generation in laser host crys-
tals [54]. The blue edge of the supercontinuum generated in diamond was
found to be close to 600 nm. Although this value is high, it does not stand
out from the set of accumulated data for different media [54, 55].
For input energies over 17 µJ a growing peak at wavelength of 720 nm
can be observed. Fig. 2.4 presents close-up on this peak in several spectra
acquired for different input intensities. The wavelength of the peak does not
depend on the input intensity and therefore is not alike the features described
before. The frequency separation between the peak and the central frequency
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of the input light is close to frequency of the only diamond vibration at 1332
cm−1. Therefore, the peak was attributed to the consequence of stimulated
Ramman scattering.
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2.3 Model
The propagation of light is governed by Maxwell equations, thus all mod-
els of pulse propagation are based on the Maxwell equations and the wave
equation resulting from them [32,33,39,40,46,56–61].
Numerical solution of the complete wave equation which is of the sec-
ond order in, both, time and space require finite difference or finite element
methods [62]. In those methods the whole spatial domain in which the prop-
agation occurs has to be represented. With the current advance of computer
technology, it is possible to perform simulations of ultrashort pulse prop-
agation in dispersive and even nonlinear media with those methods [63].
However, the problem becomes extremely complicated when the memory of
the medium has to be considered [63, 64]. This is the case when stimulated
Raman scattering or free current dynamics is considered.
The problem is significantly simplified when the wave equation is trans-
formed into the equation of the first order with respect to the propagation
direction. This can be done by assumption that the pulse envelope varies
slowly [57] or that the electric field component along the direction of prop-
agation is negligible and by considering only one direction of wave propaga-
tion [59].
First models of nonlinear propagation were created with intention of ana-
lytical solution, they were, therefore, as simple as possible. They form a class
of single dimensional models based on the, so called, Nonlinear Shro¨dinger
equation (NLSE) [32, 33]. These are still very useful for simulations of light
propagation in fiber optics. The NLSE extended by diffraction was later
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introduced to study the effects of self-focusing with the unrealistic result of
“catastrophic collapse” of the beam into a singularity [33].
The NLSE requires the pulse amplitude to be slowly varying in both space
and time. In the case of ultrashort pulses this second approximation has to
be relaxed. This was done by Brabec and Krausz in 1997 [57] when they
proposed the nonlinear envelope equation (NEE), which is the equation used
for simulations in the present dissertation.
Other equations, very similar to NEE are: the Partially Corrected Non-
linear Shro¨dinger equation [50,58] with diffraction frequency dependence in-
cluded in the approximated way and modified Kadomtsev–Petviashvilli equa-
tion of type 1 [46], which differs from NEE by the form of dispersion presen-
tation.
In the NEE the “catastrophic collapse” of the beam can be blocked by 5’th
order non-linearity and interaction with the free-current [40, 61]. However a
class of equations where the the “catastrophic collapse” is arrested by higher
orders of diffraction exists. These are the unidirectional pulse propagation
equation (UPPE) [59], forward Maxwell equation [58] and others [60, 65].
In this section the model for supercontinuum generation based on the
nonlinear envelope equation [57] will be presented. The consecutive terms
corresponding to dispersion, diffraction, SPM, self-steepening, SRS, multi-
photon ionization and interaction with free current will be discussed for the
case of diamond crystal.
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2.3.1 Master equation
The phenomenon of supercontinuum generation is modeled in this thesis
with use of nonlinear envelope equation. In this section the process of deriva-
tion of this equation will be briefly described. First, the original derivation
by T. Brabec and F. Krausz expanded by J. R. Gulley and W. M. Dennis to
include free charge carriers will be explained. Then the derivation from more
general unidirectional pulse propagation equation done by M. Kolesik and
J. V. Moloney will be summarized in order to explain the main approxima-
tions and resulting advantages and disadvantages of the nonlinear envelope
equation approach.
The nonlinear envelope equation was derived by T. Brabec and F. Krausz
in 1997 [57] for simulation of propagation of single-cycle pulses. This deriva-
tion was later revised by J. R. Gulley and W. M. Dennis [41] to include
free-carrier effects. The derivation starts with wave equation obtained from
Maxwell laws:
∇2 ~E(~r, τ)−
1
c2
∂2τ
∫ τ
−∞
ǫ(τ − τ ′) ~E(~r, τ ′)dτ ′ = µ0∂2τ ~Pnl(~r, τ) + µ0∂τ ~J(~r, τ),
(2.1)
where the linear in electric field ( ~E(~r, τ)) part of the polarization was already
included into the absolute permittivity ǫ(τ), µ0 is the magnetic constant,
~Pnl(~r, τ) is the nonlinear polarization, ~J(~r, τ) is the current density and τ is
the real time. The envelopes of the electric field, nonlinear polarization and
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current density are then introduced:
~E(~r, τ) = ~e1
2
(
A(~r⊥, ζ, τ)ei(k0z−ω0τ) + c.c
)
,
~Pnl(~r, τ) = ~e
1
2
(
pnl(~r⊥, ζ, τ)ei(k0z−ω0τ) + c.c
)
,
~J(~r, τ) = ~e1
2
(
jfc(~r⊥, ζ, τ)ei(k0z−ω0τ) + c.c
)
,
(2.2)
where A, pnl and jfc are the appropriate complex envelopes, ~e is the direc-
tion of the electric field polarization, ω0 is the reference frequency, usually
chosen to be the central frequency, k0 = Re {k(ω0)} is the real part of the
propagation constant taken at reference frequency (k(ω) = ω/c
√
ǫ(ω), ζ is
the coordinate along the propagation axis. The integral in Eq. 2.1. is Fourier
transformed into frequency space, where the complex propagation constant k
is expanded in Taylor series in the frequency domain, and then Fourier trans-
formed back into time space. Additionally the change of variables: z = ζ,
t = τ − ζ/vg is performed to introduce the reference frame moving with the
pulse group velocity vg. Finally the slowly-varying-envelope approximation
is used to omit some higher order and mixed envelope derivatives and other
terms (which physical meaning will be explained later) and the nonlinear
envelope equation is obtained as follows:
dA
dz
=
(
iDˆ + i
2k0
Tˆ−1∇2⊥
)
A+ i ω0Tˆ
2n0ǫ0c
pnl −
1
2n0ǫ0c
jfc, (2.3)
here Dˆ is the dispersion operator coming from Taylor series expansion of the
propagation constant, Tˆ =
(
1 + i
ω0
∂
∂t
)
is, so called, steepening operator, ∇2⊥
is the transverse Laplace operator, n0 is the value of the refractive index at
reference frequency, ǫ0 is the vacuum permittivity, and c is the speed of light.
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This equation can be derived with slowly-varying-envelope approxima-
tion, but as shown by Brabec and Krauszmit can also be derived with weaker
assumptions – so called slowly-evolving-wave approximation. The slowly-
varying-envelope approximation requires the pulse envelope not to change
significantly after passing distances as small as the optical wavelength:
|∂zA| << k0|A|, (2.4)
and the pulse duration to be significantly longer than optical oscillation pe-
riod:
|∂tA| << ω0|A|. (2.5)
In the slowly-evolving-wave approximation this second condition is not re-
quired. Thus, even propagation of single-cycle pulses can be simulated with
NEE. Instead of Eq. 2.5 the slowly-evolving-wave approximation requires
the phase of the pulse envelope (ϕ) not to vary significantly along the prop-
agation direction:
|∂zϕ| << k0. (2.6)
The two conditions 2.4 and 2.6 for envelope and phase respectively can be
gathered into one concerning the elctric field:
|∂zE| << k0|E|. (2.7)
The derivation of T. Brabec and F. Krausz is straightforward. However,
to see what optical effects are neglected in nonlinear envelope equation, it is
convenient to study another approach for its derivation.
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In 2002 M. Kolesik, J. V. Moloney and M. Mlejnek presented another
propagation model, so-called unidirectional pulse propagation equation [59].
This model was developed for simulations of extremely tight focused beams,
where the focus size approaches the wavelength of light. Those situations
could not be well described by nonlinear envelope equation and other models.
Namely, extremely tight focusing leads to intensity “blowup” where the size
of the beam shrinks towards a singularity. This problem is solved by taking
into account the nonzero component of the field along the propagation axis
in the complete vectorized version of UPPE. In the case of supercontinuum
generation, however, the excitation of plasma (the presence of the current
density term) prevents the catastrophic self-focusing [40]. Therefore fully
vectorized approach is not required in the present case and the scalar version
of UPPE can be used. The scalar UPPE in frequency and wavenumber
domain is as follows:
∂zE(~k⊥, z, ω) = ikzE(~k⊥, z, ω) +
iω2
2ǫ0c2kz
Pnl(~k⊥, z, ω)−
ω
2ǫ0c2kz
J(~k⊥, z, ω),
(2.8)
where the component of the propagation constant along propagation axis is
evaluated from the other two components as:
kz =
√
k2 − k2x − k
2
y, k
2 =
ω2ǫ(ω)
c2
. (2.9)
This equation can be derived directly from Maxwell equations with only two
assumptions [58]. First, the backward propagating field is neglected and,
therefore, it is not used for polarization and current evaluation. Second, as
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has been already stated, the component of the field along the propagation is
neglected.
The nonlinear envelope equation can now be obtained from unidirectional
pulse propagation equation in a few following steps. First, the propagation
constant coordinate along propagation axis can be expanded into the Taylor
series around ω = ω0, kx = 0 and ky = 0:
kz(ω) =
∞∑
j=0
1
j!
∂jk
∂ωj
∣∣∣∣
ω=ω0,kx=0,ky=0
(ω − ω0)
j +
∞∑
j=0
(−1)j
(2j)!k(ω0)2j−1
(
k2jx + k
2j
y
)
(2.10)
The first sum in the above equation is actually equal to expansion of k(ω) and
it will be kept while the terms from the second sum for j > 1 are neglected:
kz(ω) ≈ k(ω)−
1
2k(ω0)
(
k2x + k
2
y
)
, (2.11)
this approximation is used in the first term in the right hand side of equa-
tion 2.8. One can now explicitly see that higher order diffraction terms are
neglected, this is in fact a paraxial approximation. Second, the propagation
wavevector coordinate along propagation axis, which is present in the non-
linear polarization and the current density term, is approximated as follows:
1
kz
≈
c
ωn0
, (2.12)
where, the dependence on the transverse coordinate of the wavevector is ne-
glected completely, additionally refractive index dispersion is also neglected.
The Eq. 2.3. can be obtained by Fourier transformation of Eq. 2.8. with
these approximations.
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Finally, from the above analysis one can see that the nonlinear envelope
equation can be derived from the unidirectional pulse propagation equation
with a paraxial approximation and by taking constant refractive index in the
denominator in front of the nonlinear polarization and current density terms.
In 1999 L. Gaeta [40] considered the phenomena of multiphoton absorp-
tion resulting in ionization of the material during supercontinuum generation.
The equation for plasma density with multiphoton absorption and avalanche
ionization and the modification of nonlinear envelope equation by inclusion
of current density was then proposed1. Gaeta showed that in the case of su-
percontinuum generation the catastrophic self focusing towards a singularity
is stopped by phenomenon of photoionization. Therefore, the assumptions of
paraxiality and negligence of the field vector component along the propaga-
tion axis are justified. The constant refractive index in the denominator has
a very small influence on the simulation results in the conditions considered
here [46,56,59]. Finally as pointed out by M. Kolesik and J. V. Moloney [58]
it is not a priori known, whether the backward propagating wave is negligible.
This last assumption is, however, required for all known propagation mod-
els [58]. The nonlinear envelope equation was used for supercontinuum gen-
eration simulation many times since its formulation [40, 41, 44, 46, 50, 59, 67].
Its validity was verified and, therefore, it was chosen for the master equation
in the present thesis.
1The plasma contributions of similar form to that proposed by Gaeta were earlier
considered for master equations not suited for single-cycle pulse propagation [39,66].
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2.3.2 Dispersion
The dispersion operator in Eq. 2.3 is:
Dˆ =
∞∑
m=2
km
m!
(i∂t)
m, (2.13)
where:
km = Re
(
∂mk
∂ωm
)
ω0
(2.14)
are the real parts of the propagation constant derivatives over the frequency
detuning ω from the central frequency ω0. The imaginary part of propaga-
tion constant (linear absorption) is neglected in this study. Of course it is
impossible to use the whole infinite set of km, thus usually a few number of
terms from the above series (Eq. 2.13.) are used in simulation. In reality
the number of terms is reduced, mainly because one cannot measure km for
m > 4 precisely. For our particular study it is however useful to follow back
the origins of this form of dispersion operator.
The dispersion operator as in Eq. 2.13. comes from the Taylor series
expansion of the propagation constant in Fourier space:
k(ω0 + ω) =
∞∑
m=0
km
m!
ωm. (2.15)
During the derivation of NEE the term k0 and ωk1 are reduced when field
envelope and local time are introduced, thus one finds the dispersion operator
to be:
Dˆ = F−1T {k − (k0 + ωk1)} , (2.16)
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which equals:
F−1T
{ ∞∑
m=2
km
m!
ωm
}
, (2.17)
here F−1T stands for inverse Fourier transform. The inverse Fourier transform
can be evaluated and the equation 2.16 becomes 2.13.
In this study, however, it is preferable to use the Fourier space form of
the dispersion operator (Eq. 2.16.). This is because, as will be shown later,
the computational algorithm evaluates the dispersion operator in the Fourier
space. Thus, the propagation constant k = k(ω0+ ω) for various frequencies
and its derivatives k0 and k1 at central frequency are calculated using Sellmair
formula for diamond [68]:
n2 = A+
Bλ2
λ2 − C
+
Dλ2
λ2 − E
, (2.18)
where n is the diamond refractive index and λ is the light wavelength in
vacuum, the values of the parameters can be found in table 2.1.
Table 2.1: Coefficients of in the Sellmair formula for diamond [68].
A 2.30982863
B 3.35656148 µm−2
C 0.0173019053 µm2
D 3.25669602 µm−2
E 2500 µm2
2.3.3 Nonlinear Polarization
Historically the self-phase modulation was considered to be the main fac-
tor of spectrum broadening during the supercontinuum generation [25,33,69].
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There are, however, indications that also higher order non-linearities can play
a significant role in generation process [50, 51]. It was shown that not only
plasma generation but also the 5th order non-linearity – Kerr lensing sat-
uration, can influence the defocussing of filaments in air. The 5th order
nonlinear refractive index n4 of diamond [6] is one order of magnitude higher
than that of the air [70], thus it is included in the present study. The non-
linear polarization envelope contains also the stimulated Raman scattering
term as discussed in section 1.3. Thus:
ω0
2n0ǫ0c
pnl = γe|A|
2A+ θ|A|4A+ γRA
∫ t
−∞
R(t− τ)|A(τ)|2dτ. (2.19)
The three consecutive nonlinear contributions in Eq. 2.19. are:
• self-phase modulation with γe = k0ǫ0cn2/2, where n2 is the nonlinear
refractive index [19,21,23,26,27],
• self-phase modulation saturation with θ = k0ǫ
2
0c
3n4/4ω0 [50, 51, 71],
• stimulated Raman response with Raman responce strength coefficient
(see section 1.3.):
γR =
1
ω¯2 + γ2
ω0
2n0ǫ0c
1
2
N
(
∂α
∂q
)2
0
. (2.20)
The medium response function in equation 2.19 is the Green’s function
of the forced and damped harmonic oscillator Eq. 1.8. normalized in such a
way that its integral over time gives one [47,72]:
R(t) = (ω¯2 + γ2)G(t). (2.21)
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The value of nonlinear refractive index n2 and Raman response strength
coefficient γR at 800 nm were extrapolated from experimental data from
reference [73] giving:
γe = 2.9× 10
−17 m
V2
(2.22)
and
γR = 1.1× 10
−17 m
V2
. (2.23)
From theoretical calculations [6] the value of higher order nonlinear coefficient
is:
θ = −6.9× 10−36
m3
V4
. (2.24)
The angular frequency of the diamond’s single Raman line is ω¯ ≈ 251
THz (1332 cm−1) and the vibration was measured [74] to decay with time
constant of 5.7 ps, thus γ ≈ 175 GHz.
2.3.4 Free current contribution
The ultrashort pulse of high intensity can photoionize the medium and
thus create the free current even if the energy of light photons is below the
ionization energy. This happens due to multiphoton absorption for low in-
tensities and tunneling effect for high intensities. There is however no good
model that would provide exact information on the shape of the photoion-
ization rate as a function on the light intensity.
In this study the model developed by L. V. Keldysh in 1964 [75] for
photoionization rate (WPI) is used. Although results of some measurements
differ even by four orders of magnitude from the results of Keldysh theory
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Figure 2.5: The photoionization rate of bulk diamond at 800 nm as a function
of light intensity as calculated from Keldysh theory (black curve), the value of
intensity for Keldysh parameter equal to 1 is indicated with black vertical line.
The photoionization rates calculated from approximated formulas: tunneling for
γ << 1 (green curve) and multiphoton absorption for γ >> 1 (blue curve) are also
indicated together with the simplest approximation of five photon absorption (red
curve). Non of the approximations is good in vincinity of intensity corresponding
to γ = 1.
[76], and some alternative models have been developed [77] (but yet not
verified), it is the most widely used model in supercontinuum generation
simulations [39, 41,43,44,51,67].
The expression derived by Keldysh can model not only both: multiphoton
absorption and tunneling intensity regimes at the same time, but also the
transition region between the two processes. This is a special advantage as
the supercontinuum generation in bulks can occur close to border between
those regimes, where none of the approximations is valid.
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Figure 2.6: The photoionization rates of bulk diamond (black) and fused silica
(blue) at 800 nm as a function of light intensity as calculated from Keldysh theory.
Value of intensity for Keldysh parameter equal to 1 is indicated with black and
blue vertical lines for diamond and fused silica, respectively.
The medium parameters required by Keldysh formula are the light angu-
lar frequency ω, the hole-electron reduced mass m ≈ 0.18m0 [78], where m0
is the free electron mass and the bang gap energy Eg = 7.3 eV [78]. From
those parameters the dimensionless Keldysh parameter is formed:
γ = ω
√
mEg
e|A|
, (2.25)
where e is the elementary charge and A is the electric field amplitude. The
two regimes: multiphoton absorption and tunneling effect can be recognized
as limit cases of Keldysh theory for γ >> 1 and γ << 1, respectively.
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The Keldysh expression for photoionization rate (number of carriers cre-
ated in one second per unit volume) is as follows [75]:
WPI =
2ω
9π
(
mω
γ1~
) 3
2
Qe−w⌊x+1⌋, (2.26)
where:
γ1 =
γ√
1 + γ2
, γ2 =
1√
1 + γ2
, w = π
K1 − E1
E2
, x =
2EgE2
π~ωγ1
(2.27)
and
Q =
√
π
2K2
∞∑
n=0
e−nwΦ
(
π
√
2ν + n
2K2E2
)
, (2.28)
with the Dawson function:
Φ (z) = e−z
2
∫ z
0
ey
2
dy, (2.29)
where ν = ⌊x+ 1⌋ − x and ⌊a⌋ stands for previous largest integer of a and
K1 = K(γ
2
1), E1 = E(γ
2
1), K2 = K(γ
2
2), E2 = E(γ
2
2), (2.30)
where K and E are complete elliptic integrals of the first and second kind.
The photoionization rate of diamond at 800 nm as a function of light
intensity calculated from above expressions is presented in Fig. 2.5. The rates
calculated from approximated formulas [75] for tunneling and multiphoton
absorption are also presented together with the simplest approximation of 5
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photon absorption valid for low intensities:
WPI = aI
5; (2.31)
where a = 3 · 10−52
(
m2
W
)5
.
The comparison of photoionization rate of diamond and fused silica is
shown in Fig. 2.6. In low intensity region the photoionization rate of diamond
is much higher than that of fused silica. This is directly connected with the
difference in band gap energy of two materials [53]. In diamond more charge
carriers will be excited and faster defocusing than in fused silica should occur.
In effect the generated spectrum should be less broad than that generated
in fused silica. Indeed, this is exactly what was observed in the present
study and discussed in section 2.2. Vibronic transitions exist in diamonds
with impurities [79] and vacancies [80] they are however not expected in the
present case.
Apart from the photoionization, the interaction of light with plasma fluid
has to be included into the nonlinear envelope equation. This is accomplished
by use of the Drude model [81], where the Newton’s law for the free charge
is used:
m
∂2~x
∂t2
+
m
τc
∂~x
∂t
= q ~E, (2.32)
where m is the charge mass, ~x its coordinates, t is the time, τc is a carrier
collision time, q is the charge value and ~E is the electric field of light. If
the current ~J = ρ∂~x
∂t
, where ρ is the free-carrier plasma density, is used, the
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above equation becomes:
∂ ~J
∂t
+
1
τc
~J =
q2
m
ρ~E. (2.33)
This equation can be solved to give the expression for current envelope:
1
2n0ǫ0c
j =
σ
2
(1 + iω0τc)Gˆ
−1ρA, (2.34)
where σ = e
2τc
n0cǫ0m(1+ω20τ
2
c )
is the cross section of inverse Bremsstrahlung (in-
verse deceleration radiation [66]) and
Gˆ−1 =
∞∑
m=0
(
−ig
ω0
∂t
)m
≈
(
1−
ig
ω0
∂t
)
(2.35)
is the inverse of the free-charge dispersion operator as derived in [41] with
g = (−iω0τc)/(1 − iω0τc). The terms with higher order derivatives can be
neglected if g is small. If fact as the collision time in diamond was found to be
τc = 360 ns [82], the g is close to 1. Thus, to simplify numerical calculations
we use only two first components of Gˆ−1 expansion.
Finally, the following expression for free-current similar to that derived
by Gulley et al. [41] is used for the slowly varying free-current envelope:
1
2n0ǫ0c
jfc =
WPI(|A(t)|)Eg
2I(t)
A+
σ
2
(1 + iω0τc)Gˆ
−1ρA, (2.36)
where I(t) = n0ǫ0c|A(t)|
2/2 is the light intensity.
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2.3.5 Plasma density
As the plasma density is included in the nonlinear envelope equation, ad-
ditional equation has to be solved in the simulation. In fact, this additional
equation is the rate equation for the medium. The three important phenom-
ena can be included in the equation for plasma density: the photoionization,
avalanche ionization and plasma decay. Avalanche ionization occurs when
photoionized electrons accelerated in the electric field collide with ions or
electrons in the valence band and excite new charge carriers. Avalanche ion-
ization is considered to have minor effect for pulses shorter than 100 fs [45],
thus the avalanche ionization is neglected in this study. The plasma decay
is a slow effect and, thus, it is also neglected. Finally the free-carrier plasma
density equation used in this study includes only photoionization:
∂ρ
∂t
= WPI(|A|). (2.37)
2.3.6 The input pulse
The quality of the beam from the amplifier allows one to use the Gaussian
function to model its spatial and temporal shape. As diamond is isotropic,
the field intensity can be modeled as cylindrically symmetric. To create the
input beam distribution first, the beam with the flat wavefront (the beam in
the focus) is calculated:
A(r, t) = A0e
− r2
w20
− (1+iC)t2
2σ2(1+C2) , (2.38)
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where r is the distance from the optical axis, A0 is the maximum of the elec-
tric field, w0 = 7µm is the beam waist in the focus, C is dimensionless time
chirp parameter and σ is the time width of the pulse. Then it is numerically
back-propagated in vacuum conditions by 3.7 mm to generate the pulse of
similar waist (150 µm) and convergence as in the experiment.
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2.4 Simulation details
Most common method of solving propagation problems, also used in this
thesis, is the split-step Fourier method [32]. The NEE can be presented in
the following form:
∂A
∂z
= (Lˆ+ Nˆ(A))A, (2.39)
where Lˆ is a linear operator:
Lˆ =
(
iDˆ
i
2k0
Tˆ−1∇2⊥
)
, (2.40)
and Nˆ(A) is a nonlinear operator:
Nˆ(A) =
1
A
(
i
ω0Tˆ
2n0ǫ0c
pnl −
1
2n0ǫ0c
jfc
)
. (2.41)
The equation 2.39 can be transformed into
dA
A
=
(
Lˆ+ Nˆ(A)
)
dz, (2.42)
and solved approximately for small dz:
A(z + dz) ≈ A(z)e(Lˆ+Nˆ(A(z)))dz ≈ A(z)eLˆdzeNˆ(A(z))dz, (2.43)
where the dz2 and higher order dependent contributions coming from Baker-
Campbell-Hausdorff formula, proportional to commutator of the two oper-
ators [Lˆ, Nˆ(A)] were neglected. The split-step Fourier method of obtaining
the solution at zk+1 = zk + dz, knowing the solution at distance zk is as
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follows:
A(zk+1) = e
Nˆ(A(zk))dz Sˆ−1T
{
e
˜ˆ
Ldz SˆT {A(zk)}
}
, (2.44)
where SˆT is the operator of transformation into the spectral space and
˜ˆ
L =
SˆT{Lˆ}.
The scheme of the method is simple, however there are a few aspects of
the method which require further discussion. These are:
• The main advantages of the split-step Fourier method which is the
evaluation of the linear operator Lˆ in the spectral space.
• The way of transformation into the spectral space in case of cylindrical
symmetry.
• The fact that in-spite that all the derivatives in Lˆ are evaluated in the
spectral space, the derivative operator in Nˆ is calculated with use of
finite-difference method.
• the way of error estimation.
• The marching scheme – the method of choosing of the step size dz.
• The way of solution of the free-current equation.
After a short note on discretization of the field envelope, above subjects are
discussed in the next few sections, later the details on implementation of the
method and its tests are given.
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2.4.1 Discretization
The nonlinear envelope equation 2.3. is a partial differential equation,
of the first order in the propagation coordinate and of higher order in time
and radial coordinate. For its numerical solution the discretization of electric
field envelope in both space and time is required. The complex amplitude of
the electric field is discretized over time and radial coordinate to form a grid
(or matrix) of equally separated points:
Aij(z) = A(ti, rj, z), (2.45)
the nonlinear envelope equation is solved to obtain Aij(zk) for different not
equally separated points (zk) along the propagation coordinate.
2.4.2 Evaluation of the linear operator Lˆ – pseudospec-
tral method
Split-step Fourier method is a pseudospectral method [83]. This means
that the derivatives with respect to time and space are evaluated in the
spectral space:
∂mt
FT−→ (iω)m, ∇2⊥
HT−→ −k2r . (2.46)
where FT and HT are Fourier and Hankel transform (see below), respectively.
The linear operator for NEE:
Lˆ = iDˆ +
i
2k0
Tˆ−1∇2⊥, (2.47)
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contains second order derivatives over spatial coordinates (∇2⊥ =
1
r
∂r(r∂r)
in cylindrical coordinates) but it also contain an infinite set of derivatives
over time (due to dispersion operator Dˆ see section 2.3.2.), and an inverse
of the steepening operator Tˆ =
(
1 + i
ω0
∂
∂t
)
. Therefor obviously it can’t be
evaluated in time space and has to be transformed into spectral space with
use of Eq. 2.46. then:
˜ˆ
L(ω, kr) = i (k(ω)− (k0 + ωk1))−
iω0k
2
r
2k0 (ω0 − ω)
(2.48)
While transition from time to frequency is done with Fourier transform,
transition to wavevector space with cylindrical variables has to be done with
Discrete Hankel Transform of order 0 [84]. Hankel Transform expresses a
function as the weighted sum of an infinite number of Bessel functions of the
first kind:
A˜(kr) = 2π
∫ ∞
0
rA(r)Jν(krr)dr, (2.49)
A˜(r) = 2π
∫ ∞
0
krA˜(kr)Jν(krr)dkr, (2.50)
where Jν is the Bessel functions of the first kind of order ν.
The Fourier transform could be evaluated with so called Fast Fourier
Transform (FFT) algorithm, which requires O(N logN) operations with N
being the number of signal discrete points. There is however no accurate
“fast” Hankel transform [85] and thus the discreet algorithm equivalent to
matrix multiplication with O(N2) operations has to be used. Since the mul-
tiplication by Hankel transform’s matrix is already required there is no ad-
vantage of using FFT, instead the matrix for Fourier Transform is combined
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with that of Hankel transform:
A˜lm =


∑
j
Hmj
{∑
i
FliAij
}T

T
=
∑
i
jHjmFliAij , (2.51)
where Aij = A(ti, rj), A˜lm = A˜(ωl, krm) and Hmj and Fli are the elements of
the Hankel and Fourier transform, respectively. Then:
A˜ = HˆT Fˆ Aˆ = SˆT Aˆ, (2.52)
where SˆT = Hˆ
T Fˆ is a combined single transform operator whose elements
can be calculated once before the simulation.
The nonlinear operator of NEE:
Nˆ(A) =
1
A
(
i
ω0Tˆ
2n0ǫ0c
pnl −
1
2n0ǫ0c
jfc
)
, (2.53)
contains time derivatives over local time: the Tˆ in polarization and Gˆ in the
free current operators. In this study those derivatives are evaluated directly
in the time space with use of so called “five-point stencil” approximation
(finite difference approximation of order 4) [86]:
f ′(t) ≈
1
12h
(f(t− 2h)− 8f(t− h) + 8f(t+ h)− f(t+ 2h)), (2.54)
where h is the time step between points of function f discretization. The
error of this derivative approximation scales with h4. The motivation of
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using “five-point stencil” and therefore mixing of a pseudospectral and finite
difference method is the speed of the evaluation.
2.4.3 Method accuracy, error estimation and the
marching scheme
The error of the split-step Fourier method as formulated above scales with
1
dz2
for a single step This can be improved with use of so called symmetric
split-step Fourier method [32] with scheme:
A(zk+1) = Sˆ
−1
T
{
e
˜ˆ
L dz
2 SˆT
{
eNˆ(A(zk))dz Sˆ−1T
{
e
˜ˆ
L dz
2 SˆT {A(zk)}
}}}
, (2.55)
where application of linear operator is done in half-steps before and after ap-
plication of nonlinear operator. The error of the symmetric split-step Fourier
method for single step scales with 1
dz3
. Additional improvement can be ob-
tained by combination of forward and backward propagation or by summing
solutions obtained in different ways with appropriate weights. For exam-
ple, a 5th order method, where error for single step scales with 1
dz5
, can be
obtained, if after four forward steps of size dz, a single 2dz step backward
and another four forward dz steps are made [42]. In this case the 4th order
contributions to the error cancel out.
The other option, used in this study, is as follows. Basing on the solu-
tion from the previous step A(zk−1) the solution at the next point A(zk) is
calculated in two ways. One, so called coarse solution Ac, is obtained by the
single step dz = zk − zk−1 with the split-step symmetrical method of order
3. The other on, called a fine solution Af , is obtained similarly but in two
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steps of size dz
2
. The final solution is calculated as a weighted sum:
A(zk) =
4
3
Af −
1
3
Ac, (2.56)
giving a method of order 4 [87]. The main reason for using this method
will become easy to understand after discussion of possible step-size control
schemes.
The way, in which the size of the steps taken along the propagation direc-
tion is determined, is crucial when the split-step Fourier method is used. The
wrong choice of step control method can influence both the computation time
and accuracy of the result dramatically. Here two major strategies: constant
step size and “local-error step-size control”, are reviewed while some other
methods are mentioned.
The step size can be set as constant at the beginning of simulation and
may be changed after simulation if for example some error estimation condi-
tion is not met. In such a case the whole simulation has to be performed once
again from the beginning with the new step size. The advantage of constant
step-size method is that not only the linear operator but the whole expres-
sion e
˜ˆ
Ldz is constant and, thus, can be evaluated once per simulation. This
method is optimal for problems where ∂A
∂z
vary little in consecutive steps.
This is the case, for example, of nonlinear propagation and supercontinuum
generation in fibers where diffraction is not considered. It is, however, far
from optimal when the beam focusing is modeled. The intensity of con-
vergent and divergent beams far from the focus changes quadratically with
distance and so the nonlinear phase change is very position dependent. It is
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thus preferable to perform dense steps in vicinity of the focus while sparse
steps should be made far from this region.
Some interesting methods can be developed for constant step size strategy.
These are in particular Predictor-Corrector split-step methods of different
orders [42]. In those methods, in order to evaluate solution at zk the solutions
at multiple previous steps zk−1, zk−2, ... , zk−m (where m is the method’s
order) are used. This way, with keeping the computation speed constant, the
accuracy of the method is improved.
The variable step size methods require a suitable error estimation scheme.
A common approach used often for co-propagation of beams, subjected to
second order mixing processes, is the energy conservation condition. In super-
continuum generation process, however, the energy is not conserved. Other
common approach, called Nonlinear Phase-Rotation Method, is to monitor
and limit the nonlinear phase acquired by the pulse in a single step with its
maximal allowed value ϕMaxNL . Then the size of the step is calculated as:
dz ≤
ϕMaxNL
ℑ ˆN(A)
, (2.57)
where ℑ ˆN(A) stands for imaginary part of ˆN(A). This method is particu-
larly good in problems where ˆN(A) is purely imaginary, for example soliton
propagation [87]. In supercontinuum generation process this is also not the
case, mainly because of the photoionization term present in ˆN(A).
Thus, another approach is required and this approach will use the coarse
and fine solutions as calculated in the manner explained at the beginning of
this section. This method is called “local-error step-size control” and was
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developed by Sinkin et. al. [87]. Then, so called relative local error can be
calculated for each step:
δ =
‖Af − Ac‖
‖Af‖
, (2.58)
where:
‖A‖ =
∫ ∞
−∞
|A|2dt, (2.59)
is the norm of the solution. The relative local error can be used for step-size
correction. The step-size is reduced or increased to keep the relative local
error close but always below some given goal error. The “local-error step-size
control” method has the crucial advantage over other discussed ones for the
case of supercontinuum generation. Namely no considerations on physical
properties of the system, like energy or nonlinear phase, are required here.
Figure 2.7. presents the step-size chosen by the local-error step-size control
algorithm together with the change of the pulse energy during propagation
in diamond. In vicinity of the region, where the beam is most focused and
thus most energy is absorbed by multiphoton ionization, the steps are dense.
An important alternative to the split-step approach is to threat the equa-
tion 2.39 as a set of ordinary differential equations in Fourier space. Then it
can be solved by standard explicit methods like Runge-Kutta of the 4th or-
der or by Adams-Bashforth method of the 3th order with constant step size2.
Adaptive step-size Runge-Kutta of order 5 would be the method of choice
for the supercontinuum generation problem, where the step size should vary
significantly. However, these methods require more random access memory
than the split-step method [56]. In the present study the calculations were
2Most of the second order methods were shown to poses computational instabilities
for pseudospectral methods [83].
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Figure 2.7: The step-size chosen by the local-error step-size control algorithm
and the change of the pulse energy during propagation in diamond. The steps are
dense in of the region where the most energy is absorbed by multiphoton ionization.
performed on the graphical processing unit with a limited random access
memory, therefore, the split-step method was chosen.
2.4.4 The ordinary differential equation of plasma den-
sity
The solution of ordinary differential equation of plasma density Eq. 2.37.
is the most computationally intensive part of the simulation, even thou all
plasma density dependent terms from the right side of the equation were
neglected in this study (see section 2.3.5).
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For a given radial coordinate rj the nonlinear function of local time
WPI(|Aj(t)|) has to be evaluated and the equation:
∂ρj(t)
∂t
= WPI(|Aj(t)|), (2.60)
has to be solved to give the plasma density ρij = ρ(ti, rj) at every local time
point ti. During solution of this equation the value of function WPI(|Aj(t)|)
at times other than ti (therefore in between the grid points) is calculated for
linearly interpolated value of slowly varying envelope A.
It was found that for pulses with high intensities this equation becomes
stiff [88]. It means that the explicit methods used for ordinary differential
equations fail to solve it as the time step required becomes too small for
numerical calculations to work. Thus an implicit method of solution was
implemented.
The implicit methods of solving ordinary differential equations require
an approximate solution of the nonlinear algebraic equations system. This
is done with a Newton iteration method which requires matrix inversion.
The implementation of this kind of method is in general complicated thus
the simplest approach with a constant time step-size and a fixed number
of Newtonian iterations was implemented. As will be explained in the next
section the equation 2.3.5. is solved for many radial coordinate values in
parallel. This is an additional reason for above simplifications.
As the step-size is kept constant it is good to use a high order method
to ensure high accuracy of solution. The implicit Runge-Kutta Radau IIA
method [88], which is of order 5 (the error of the method scales with 5th
power of step-size), was chosen for this study. This is a three stage method,
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which means that to compute the solution at ti+1 = ti + dt the right side of
equation 2.3.5. is evaluated three times (at ti + 0.2586 dt, ti + 0.5414 dt and
ti + dt for Radau IIA).
Radau IIA is an L-stable method [88] which means that it is particularly
accurate for the case of fast changing WPI(|Aj(t)|).
2.4.5 Implementation
The symmetric split-step Fourier method with local-error step-size con-
trol was implemented in MATLAB environment and in the graphical card
native CUDA C programming language The computation can be performed
both with use of computers central processor units (CPU) and on the graph-
ical card processing units (GPU). When CPU is used for computation the
plasma equation is solved with MATLAB build in implicit solver. Special
implementation of Radau IIA method for GPU was created. It performs
parallel solution of a given equation for different values of parameters and
initial conditions (see appendix A). The plasma equation (2.37) is solved at
every propagation step for all r’s and t’s with Runge-Kutta method. The
field envelope A(r, t) is discretized into grid of 1024 time points and 512 ra-
dial points (524288 points all together). For local error of 10−3 about 150
steps were made with step sizes going from 40 to 100 µm.
2.4.6 Model testing
The model of propagation based on nonlinear envelope equation has the
advantage of modularity. The consecutive terms in the equation can be
removed to test the simulation code against known numerical or analytical
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Figure 2.8: Temporal profile of the intensity of a 10 fs Fourier limited pulse
which traveled through 10 mm fused silica, all orders of dispersion are modeled.
The results of the present model - red solid curve, and of Lab2 simulation - black
dashed curve are presented both in linear and logarithmic scale. Differences (at
levels close to 10−12) between the two plots visible in the log scale are caused by
the higher accuracy of the present model.
results. Such tests were performed for the present code. For most cases only
one term (like for example only dispersion term, or only self-phase modulation
term) is left in the equation for the test.
First a set of tests were performed for plain waves – a one dimensional
simulation. The common error in propagation codes (observed by the au-
thor in students’ and coworkers’ codes) is the wrong assignment of the time
and frequency axes directions. This is indeed not intuitive and can be easily
missed as it is frequently enough to consider only the second order of disper-
sion and self-phase modulation in the model and both of these effects cause
symmetrical modification of the pulse. The propagation of a Gaussian pulse
in the medium with self-phase modulation and self-steepening term is a good
test for presence of this flaw. It is well known [32] that the self-steepening
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Figure 2.9: Intensity time and wavelength profiles of a 40 nJ, 30 fs Fourier limited
pulse which traveled through 5 mm of fused silica plate with a 10µm beam waist.
Both self-phase modulation and self-steepening effects are included. Results of the
present model - red solid curve, and of the Lab2 simulation - black dashed curve
are presented both in linear and logarithmic scale.
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Figure 2.10: Same as figure 2.9. but with dispersion included.
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alone leads to the formation of the shock – an extremely steep edge of the
pulse and this edge is located at the back of the pulse. Additionally the
spectrum of such a pulse is asymmetrical with respect to the initial central
frequency, namely – the spectrum is elongated towards high frequencies [32].
The presence of the third order dispersion causes just the creation of fringes
at the tail of the pulse [32] and it is much easier to introduce it in the simu-
lation than the self-steepening term. However the flaw in the propagation in
the medium with the third order dispersion can be masked by simultaneous
wrong assignment of the directions of the two axes. The result of propagation
of a Gaussian pulse in the dispersive medium with second order dispersion
was calculated analytically. The results of propagation of arbitrary pulse in
dispersive medium with all orders of dispersion included (Fig. 2.8.), effect of
self-phase modulation, self-steepening (Fig. 2.9. and 2.10.) and stimulated
Raman scattering in fused silica were compared with the results obtained
by use of the Lab2 Library [89]. The ordinary differential equation of the
free-current generation was solved for tests with number of MATLAB built
in routines. The blue shifting and absorption of highly intense light due to
interaction with the current was checked.
The two dimensional test of the diffraction of different spatial Gauss-
Lageure modes in vaccume and medium was compared with analytical solu-
tions.
76
550 600 650 700 750 800 850 900
0
0.2
0.4
0.6
0.8
1
Wavelength [nm]
L
ig
h
t 
In
te
n
si
ty
 [
a
.u
.]
Experiment
Full model
No SRS
No n4
700 720 740
550 600 650 700 750 800 850 900
10
-3
10
-2
10
-1
10
0
a) b)
Wavelength [nm]
Figure 2.11: Experimentally measured spectrum of supercontinuum (solid black
line), simulation with all contributions included (red dashed line), without stimu-
lated Raman scattering term (green dashed and dotted line), without n4 nonlin-
earity (blue dotted line) in linear (a) and logarithmic (b) scale. The stimulated
Raman scattering peak is designated with red arrow. The inset presents enlarged
vicinity of that peak. The features which could not be reproduced by simulation
are marked with circles.
2.5 Modeling results
2.5.1 Correspondence with experiment results
The comparison of simulation results for different simulation conditions
with experimental spectrum measured for input energy 22.5 µJ is presented
in Fig. 2.11. The inclusion of higher order nonlinearity is crucial for obtaining
resemblance between the model and the measured data. The simulation
result for the case when this term is neglected is presented in Fig. 2.11 with
a blue curve.
It was found that only with inclusion of the stimulated Raman response
the model reproduces anti-Stokes peak around 720 nm. The red and green
curves in Fig. 2.11 present the simulation results with and without this term,
respectively. This fact confirms the belief that the stimulated Raman scat-
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Figure 2.12: Spectra of generated supercontinua as a function of input energy
measured in experiment (a) and reconstructed from the simulation (b).
tering can be easily observed in the spectrum of supercontinuum generated
in diamond.
The simulation with all terms included resembles the experimental results
in the best way, this can be seen both in linear and logarithmic scale in 2.11.
(a) and (b), respectively. The origin of the intensity slope around 675 nm
and the feature around 840 nm (marked with circles in Fig. 2.11.) could not
be resolved in the present model.
The simulation with all terms included was performed for the range of
input pulse energies. The results of this simulation are presented in Fig.
2.12. (b) next to experimental data (Fig. 2.12. (a)). The general behavior
is well reproduced. But as seen here the intensity slope around 675 nm is
not reproduced for all the energies. Consequently the simulated short wave-
lengths plateau extends further into the short wavelengths direction than the
measured one. Also the intensity dependent fringes on the short wavelengths
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side of the spectrum are not reproduced in the simulation. Their possible
origin will be explained in section 2.5.3.
2.5.2 The pulse evolution during the propagation – im-
portance of self-focusing saturation
The inclusion of higher order nonlinearity is crucial for obtaining resem-
blance between the model and the measured data. In absence of the self-
focusing saturation the strong focusing occurs through the whole sample
length (see blue curve in Fig. 2.13). In this case the intensity grows and
causes excessive self-phase modulation and self-steepening. The self-phase
modulation itself would cause generation of new frequencies on both sides of
central frequency but as self-steepening is also considered the high frequen-
cies are created more efficiently than the low ones. With strong focusing the
absorption due to photoionization efficiently reduces the intensity of newly
created frequencies and the central peak. The result of interplay of this effect
is a substantial broadening of the spectrum towards the blue side while the
blue side plateau is absent (see blue curve in Fig. 2.11).
In the present study the value of n4 was a free parameter. Its final value
(n4 = −3.3 · 10
−40 m4
V4
) was found to be higher from theoretically calculated (-
0.24·10−40 m
4
V4
) [6] by one order of magnitude. The inclusion of n4 contribution
suppresses self-focusing in the critical moment when the short wavelength
plateau is created. But both: the 4th order nonlinearity and the plasma
effect can suppresses self-focusing. It is thus difficult to distinguish which of
the two processes is in fact underestimated. It is easy to alter the value of
a parameter n4 while it is difficult to develope the photoionization model.
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Figure 2.13: The simulated evolution of the beam radius during propagation in
diamond with all contributions included in the calculation (red curve) and with
neglected self-focusing saturation (blue curve). In the first situation the local
minimum of the beam radius is visible at 300 µm, further focusing is stopped by
saturation of self-focusing and the beam diverges until 500 µm when it becomes
convergent again.
Therefore the decision of keeping the Keldysh model and varying the value of
n4 was made for the purpose of this study. The possibility of higher (than in
Keldysh theory) photoionization rate in high laser field intensities regime has
been, however, discussed in other studies (see [77] and the references therein)
and thus it should be kept in mind.
The behavior of supercontinuum beam radius with and without self-
focusing saturation is presented on Fig. 2.13. The beam radius R is defined
here to fulfill the energy condition:
∫ R
0
r|A|2dr = (1− e−2)
∫ ∞
0
r|A|2dr,
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Figure 2.14: The simulated evolution of the pulse spectrum during propagation
in diamond. The significant broadening occurs at a short distance at about 300
µm.
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Figure 2.15: The simulated evolution ot the pulse time profile during propagation
in diamond. Newly created frequencies travel at different velocities in the medium
and the pulse becomes broad in time.
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thus in circle of radius R the e−2 of the beam energy is situated (for Gaussian
beam R is equivalent to beam width). If all the contributions are kept in
the simulation the beam radius has a local minimum situated close to 300
µm. At this distance the actual generation of the broad spectrum occurs.
This can be seen in Fig. 2.14 where the simulated evolution of the spectrum
through the sample is visualized. Here the photoionization is most efficient
causing significant pulse energy change (see Fig. 2.16. and Fig. 2.7.). As the
pulse energy is reduced the energy dependent self-focusing also becomes less
significant. After this point the focusing is stopped and the beam diverges
until the self-focusing term again becomes more significant than its saturation
term (500 µm see Fig. 2.13). The newly generated frequencies travel at
different velocities in the medium and the pulse becomes longer (see Fig.
2.15). Finally, the beam focuses again, but its energy is already too low and
the pulse itself is too long for the second extreme broadening to occur within
the medium length.
The simulation result, showing that the actual supercontinuum generation
(spectrum broadening) in the standard experimental configuration occurs
at a short distance, several hundred microns from the medium interface, is
consistent with the experimental [53, 55] observations and modeling [50, 67]
from supercontinuum generation in other media.
2.5.3 Chirp and the intensity dependent fringes
By changing the pulse chirp in the simulation, one can reproduce intensity
dependent spectral fringes which are visible on the short wavelength side in
the experiment. Figure 2.17 presents the results of the simulation for different
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Figure 2.16: The simulated pulse energy and it’s change along the sample. The
beam is attenuated (due to photoionization and interaction with plasma) the most
around 300 µm.
values of chirp parameter. For negative values the spectral fringes become
stronger. However, as the exact shape of experimentally observed fringes
(see Fig. 2.12(a)) could not be reproduced, for clarity, unchirped pulses in
the above considerations.
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Figure 2.17: Results of the simulation for different values of chirp parameter C.
The fringes on the short wavelength site of the spectrum become more pronounced
for negative values of chirp (see the inset). For clarity the spectra are vertically
shifted from each other.
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2.6 Conclusion
In this chapter the experimental data on supercontinuum generation in
the bulk diamond crystal were presented. The experimental results were de-
scribed by means of the nonlinear envelope equation and particular nonlinear
effects were analyzed showing that in the case of diamond the effects of stim-
ulated Raman scattering on the supercontinuum spectrum can be observed.
In the experiment it manifests itself mainly in the presence of a peak shifted
by 1332 cm−1 from the pulse central frequency, what has been successfully re-
produced by the model. The fact, that in the case of diamond the stimulated
Raman response weakly influences the generated supercontinuum spectrum,
confirms reasonability of neglecting its influence in other bulks, like fused
silica or sapphire, where Raman gain is much weaker.
The data cover a wide range of input energies from below the super-
continuum generation threshold to the range where multiple filamentation
appears. The spectrum of supercontinua generated in this range are limited
to 600 nm at their blue side, therefore, it seems that diamond can not com-
pete with sapphire, fused silica, CaF2 r other media broadly used for white
light generation with pulses from laser amplifiers. This fact, however, do not
exclude the possibility of using diamond supercontinuum in various appli-
cations, like spectroscopy, optical coherent tomography or carrier-envelope
phase stabilization. No studies of supercontinuum generation in diamond
were performed in the infrared region and with other sources of pulses like
femtosecond laser oscillators. As the yterbium based laser systems become
more and more popular a specially interesting subject would be the genera-
tion with infrared pulses from such systems.
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Chapter 3
Intramolecular vibrational
relaxation and transient
vibrational inversion of
population in
trans-β-apo-8′-carotenal
Carotenoids are one of the most frequent natural pigments [90]. The dy-
namics of the electronic states of carotenoids attracts much interest due to the
crucial role it plays in photosynthesis processes. Carotenoids absorb green
and blue light efficiently and the energy of their excitation can be transfered
to chlorofills. Some of the carotenoids also act as photo-protectors against
dangerous singlet oxygens and triplet chlorofill states [91]. These states ap-
pear during the photosynthesis when the intensity of light is significant and
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can damage the reaction center of the light-harvesting protein complexes,
The excess energy can however be absorbed and emited by carotenals as
heat.
The light-harvesting function of carotenoids was discovered in 1943 [92],
and it was shown that the quantum yield of the energy transfer to chlorofills
can be as high as 90 % [91]. In 1972 the presence of the first “dark” state lying
between ground and absorbing state, now known as S1, was discovered [93,94]
(see Fig. 3.1). It is now known [91,95,96] that the mechanism of the energy
transfer to chlorofills involves two excited electronic states: a short living S2
state, to which the excitation occurs and a long living S1 from which the
energy can be efficiently transferred.
In the resent years the nature of the fast S2 −→ S1 transition, preced-
ing the energy transfer to other molecules, is under extensive study. All:
infrared transient absorption techniques [90, 96–103], visible transient ab-
sorption [103–116], transient fluorescent up-conversion [117], pump degen-
erate four wave mixing [118–122] photon echo [123], 2D electronic spec-
troscopy [124] and time-resolved femtosecond stimulated Raman scatter-
ing [100, 101, 125–130] where used for these purpose. During those stud-
ies at least two additional “dark” states were proposed. First a state 1B−u
was discovered. Footprints of this state where observed in resonance Raman
scattering in 1999 [131] and in visible transient absorption [110] in all-trans-
spheroidenes and it’s presence was later confirmed [132,133]. The 1B−u state
was first frequently designated as S∗, but now as yet another dark state with
unknown nature was discovered (see section 3.4.), this name is no longer used
for 1B−u [123].
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Figure 3.1: Simplified electronic levels scheme of carotenoids. The electronic
levels are marked with their common names, in brackets the dates of particular
level discovery are presented. The possible paths of relaxation of excitation of S2
state towards ground S0 state are marked with arrows. The exact possition of
1B−u state in trans-β-apo-8′-carotenal is unknown, this state lies in between the
S2, S1 for carotenoids with conjugation length higher than 8, while for shorter
molecules it is above the S2 state. The S
∗ is believed to by the S1 state with
different carotenoid conformation. Significant population of the triplet (T) state
is also considered in recent models.
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The energy of the three states S2, S1 and 1B
−
u was found to depend on
the conjugation length (the length of the molecule backbone chain) of the
carotenoid molecule [100,113,123,134,135]. For carotenoids with conjugation
length higher than 8 the 1B−u lies in between the S2, S1 while for shorter
molecules 1B−u is above the S2 state. Therefore for trans-β-apo-8
′-carotenal
(conjugation length 8) and β-carotene (conjugation length 9) the 1B−u state
could be taking part in the S2 −→ S1 transition [107,135]. During last decade
a controversy on this subject arose [123]. Spectral features that do not fit
into a simple direct S2 −→ S1 internal conversion transition were presented
[100,105,112,116–118,120–122,125–127,129–131,134,136–139]. Many authors
tried to explain the presence of those features by 1B−u involvement in the
transition [100, 125, 126, 131, 134, 136–139] but many arguments against this
thesis were also proposed [105,112,116–118,120–122,127,129,130].
One possible scheme of 1B−u involvement is the following: while 1B
−
u −→
S1 transition happens on the time scale of a picosecond while the S2 −→
1B−u transition is very fast (around 10 fs) [100, 125, 126, 138, 140, 141]. This
concept however was deeply analyzed and criticized in favor of concept that
the features should be assignment to hot (vibrationally highly excited) long
living S1 state [105, 123, 142–144]. Other possible options are that S2 lives
for about 100–200 fs, while it is the 1B−u state which lives for a very short
time [123,145] and that a conical intersection rather than internal conversion
happens between S2 and S1 [123].
In the present chapter an attempt to support the thesis that S2 −→ S1
transition in trans-β-apo-8′-carotenal molecule does not involve additional
electronic level (like 1B−u ) will be held. The spectral features, observed by
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means of the TR-FSRS setup build for this purpose by the author, are ex-
plained by involvement of multiple vibrationally excited sublevels of elec-
tronic level S1. The thesis is supported by quantum mechanical model de-
rived by dr hab. B. Gadomska by use of formalism of projection opera-
tors [146, 147] and solved numerically by the author. Additionally the time
constants of the electronic and vibrational relaxation within the molecule are
revealed and a phenomenon of transient vibrational inversion of population
and it’s influence on the TR-FSRS signal is discussed.
The chapter is organized as follows. First the Time-Resolved Femtosecond
Stimulated Raman Scattering technique is described in section 3.1. Second
the construction of the TR-FSRS setup build by the author in LENS is
presented in section 3.2. Next the trans-β-apo-8′-carotenal molecule and the
results of it’s measurements are described in sections 3.4. and
3.1 Time-Resolved Femtosecond Stimulated
Raman Scattering technique
The Stimulated Raman Scattering phenomenon can be used for spectro-
scopic goals. For example two narrowband laser beams can be tuned with
their frequency difference to the frequency of the molecular normal vibra-
tion. The energy of the photons of one laser beam can than be distributed
to create new photons of the second beam and simultaneously to excite the
medium vibrations (see Fig. 3.2). Therefore, respectively, the loss and gain
of the two beams can be measured. This technique can be used for highly
accurate determination of vibrational frequencies.
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ground state
vibrationally excited
states
pump probe
virtual state
Figure 3.2: The energy diagram for stimulated Raman scattering experiment
with two narrowband laser beams. The energy of photons of higher frequency
pump beam (orange) is converted into the energy of created photon of the probe
(red) and into the vibrational excitation of the sample. The specific vibration can
be selected by tuning of the beams frequency.
The efficiency of Stimulated Raman Scattering benefits from the high in-
tensity of laser light source. This efficiency can further be increased by use of
laser pulses where the peak intensity can be significantly increased with re-
spect to the intensity of continuous wave lasers. The highest efficiency comes
when shortest, femtosecond like, pulses are used. However, in a case, when
both pulses are short, the vibrational frequency can no longer be measured
accurately. Moreover, the beam with broad spectrum can excite multiple
vibrational levels at the same time (see Fig. 3.3). A compromise acceptable
for many physical systems can be obtained by use of a few picosecond pulses.
Then the resolution can be as good as 5–30 cm−1 and at the same time
the signal is strong so measurement of Raman gain do not require photon
counting techniques, instead photodiodes or CCD detectors can be used.
Further advantages of usage of the ultrashort pulses can be recognized
when only pump beam is kept narrowband and a spectrally resolved detection
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ground state
vibrationally excited
states
pump probe
virtual band
Figure 3.3: The energy diagram for stimulated Raman scattering experiment
with two broadband laser beams. Multiple vibrational levels are excited.
is employed. In such a case multiple vibrational levels are excited, but the
trace of this excitation forms a set of Raman lines in the probe spectrum (see
Fig. 3.4 and 3.5). The width of those lines depends on the spectral width of
the pump [125, 148] The main advantage of this technique is that the wide
part of the Raman spectrum of the sample can be collected without the need
of tuning the laser frequencies. A broad and intense Raman spectrum can,
in fact, be acquired in one laser shot.
The FSRS is turned into a time resolved technique by adding the second
pump pulse (actinic pump). The role of actinic pump is to excite the sample
electronically. The overlapping FSRS spectra of ground and excited state are
then gathered as a function of delay with respect to the excitation. The time
resolution of this technique is approximately given by cross-correlation of
short probe and actinic pump pulses [125,148]. Thus TR-FSRS can give both:
good spectral and temporal resolution. Therefore, it was successfully imple-
mented for studying subjects like photosynthesis [130,149,150], mechanisms
of vision [151], photoinduced spin crossover [152] and recently, excited-state
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Figure 3.4: The energy diagram for stimulated Raman scattering experiment
with a narrowband pump and broadband probe. Multiple vibrations of the sample
are excited, but if the probe beam is spectrally resolved during measurement a set
of Raman lines corresponding to the specific vibrations is obtained. The width of
the lines depends on the spectral width of the pump.
frequency
probe
pump
frequency
Raman lines
Figure 3.5: Spectra of a narrowband pump and broadband probe in the stimu-
lated Raman scattering experiment before and after passing through the sample.
Multiple vibrations of the sample are excited and multiple Raman line can be
observed in the probe spectrum.
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Raman pump probe
virtual state
electronic ground state
electronic excited state
actinic pump
Figure 3.6: The energy diagram for Time-Resolved Femtosecond Stimulated
Raman Scattering technique. First, the sample is excited to electronically excited
state, then a Stimulated Raman Scattering spectra are acquired as a function
of delay. The sample is never excited in 100 %, moreover the electronic state can
decay in time, therefore Stimulated Raman Scattering spectra contain Raman lines
of both excited and ground electronic states.
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proton transfer [153]. Various samples were put under those studies, includ-
ing β-carotene [125–127, 129, 130, 144], bacteriorhodopsin [150], diphenyloc-
tatetraene [149], rhodopsin [151], iron complexes [152], pyranine [153, 154],
rodamine 6G [155], poly(methyl methacrylate) [156], carotenoid phthalocya-
nine dyad [157], CDCl3 [158,159] and o-nitrobenzaldehyde [160].
The technique becomes popular and the two dimensional version of TR-
FSRS, where information on vibrational mode coupling is retrieved, has re-
cently been developed [158, 159, 161–163]. Special innovations were intro-
duced for narrowband Raman pump generation [164, 165] and background
free techniques, with use of interferometry [156] and Femtosecond Raman
Induced Kerr Effect Spectroscopy [166], were invented. Recently also sample
activation with tilted pulses, going in the perpendicular direction to the Ra-
man pump and probe, was proposed [157]. However, no subpicosecond time
resolution could be achieved in this case.
3.2 Setup
The Time Resolved Femtosecond Stimulated Raman Setup was con-
structed by the author in European Laboratory for Nonlinear Spectroscopy
(LENS) in Florence. It has been based on femtosecond regenerative chirped
pulse amplifier Legende Elite form Coherent Inc. The amplifier was seeded
with femtosecond oscillator Micra from the same company.
The output pulse from the amplifier was about 45 fs long and its spectrum
spanned about 30 nm around the central wavelength of 800 nm, with the
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Raman
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Probe
beam
Figure 3.7: The scheme of TR-FSRS setup. The probe, reference, actinic and
Raman pump beams are shown. See next figures for details on optical elements of
the setup.
repetition rate of 1 kHz. The beam was split between several setups and 235
µJ was directed into TR-FSRS setup.
The scheme of the whole setup is presented on Fig. 3.7. The path of
three beams required for experiment is explained in the following sections
and presented in Fig. 3.8., 3.10. and 3.11. Two long exposure photographs
of the setup are presented in Fig. 3.13. and 3.14.
3.2.1 Probe and reference beams
To create a broadband probe the supercontinuum generation process was
used. The paths of the probe and reference beams are presented in figure
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Figure 3.8: The path of probe and reference beams in TR-FSRS setup. The
input beam from amplifier goes through periscope into the setup. Part of a beam is
picked up with 7% beamsplitter (BS1) to form the probe and reference beam. The
beam passes through half-wave plate (WP1), thin film polarizer (TFP), and the iris
(Iris). It is then focused with f = +125 mm lens (F1) on a 1 mm sapphire plate (SP)
where supercontinuum is generated. The supercontinuum beam is collimated with
f = +20 mm lens (F2). It is reflected by a set of gold mirrors (yellow) and splited
into reference and probe with a brodband beamsplitter (BS2). The reference is
then focused with f = +200 mm lens (F5) on the entrance of the spectrometer.
The probe polarization is controlled with half-wave plate for 800 nm (WP2) and is
focused on the sample with a f = –150 mm concave mirror (CM). The probe is then
collimated with f = +150 mm lens (F3) and focused on the spectrometer entrance
slit with f = +200 mm lens (F4). Both, probe and reference, are attenuated by
neutral density filter (ND) and chopped with a chopper (C1) before entering the
spectrometer.
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3.8. In the present setup to generate a probe and reference beam a part of
the input beam was separated with a 7% reflecting beamsplitter. The energy
of the beam in this arm was controlled with half-wave plate and a thin film
polarizer. In this doublet one can control the energy of the passing beam by
rotation of the half-wave plate. The beam later passed the adjustable iris and
was focused with a lens (f = +125 mm) on the 1 mm sapphire plate where
supercontinuum generation occured. The position of the sapphire crystal
was adjustable and its initial position was optimized as follows. The iris was
open and the energy of the input beam was reduced until the supercontinuum
colour pattern disappeared. Then the crystal was moved to a place where
colour pattern appeared again. This procedure was iterated until the crystal
position corresponding to the minimum of energy, still generating supercon-
tinuum, was found. Later the iris was adjusted and input energy was changed
so that the spectrum of the supercontinuum was reaching into infrared re-
gion of interest. The generated supercontinuum beam was collimated with
f = +20 mm lens. The beam was split by a broadband (620-1050 nm) 50%
beamsplitter into the probe and reference beams. The reference was focused
on the detector entrance with a f = +200 mm lens. The probe polarization
was controlled with a 800 nm wave-plate and the beam was focused by a f =
-150 mm aluminum concave mirror on the sample. After passing the sample
it was collimated and later focused on the entrance of the monochromator
with f = +200 mm lenses. Reference and probe were attenuated with reflec-
tive neutral density variable filter before entering the detector. Both beams
were chopped to prevent illumination of detector during data digitalization.
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The size of the probe beam in the sample was controlled by translation of
the collimating lens and was set to 70 µm.
Initially the time compression of the supercontinuum was attempted. The
compression was done with two SF10 prisms. Retrieval of supercontinuum
time-frequency profile (see figure 3.9 was done by measurements of the sum
frequency generation of supercontinuum beam and the fundamental beam
in a thin BBO crystal. The spectrum of sum frequency was acquired with
Ocean Optics spectrometer for various delays between the summed beams.
The measurement was done for sum frequency wavelengths in range 400 -
444 nm which corresponds to 800 - 1000 nm of the probe ferquency. The 60
fs cross-correlation width in range from 0 to 2500 cm−1 was achieved. The
chirp of supercontinuum was 2244 fs2.
It was, however, concluded that the prism line compression of the su-
percontinuum is not required and the delay correction can be performed
numerically. Moreover, the day to day amplifier’s beam pointing was unsta-
ble and frequent corrections had to be performed manually. In such a case
also the prism compressor would have to be reset every day. Thus, finally the
compressor was removed, the correction on the probe pulse beam was done
based on the cross-phase modulation and other cross effects of the probe with
the actinic pulse. The length of the probe pulse was estimated be no longer
than 70 fs.
3.2.2 Actinic pump
The path of the actinic pump is presented in figure 3.10. The actinic
pump was created by frequency doubling of part of the fundamental beam.
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Figure 3.9: Cross-correlation of the supercontinuum and the fundamental beam
together with a second order pronominal fit corresponding to the 2244 fs2 chirp.
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Figure 3.10: The path of the actinic pump beams in TR-FSRS setup. Part of
the beam after beamsplitter (BS1) is reflected with second similar 7% beamsplitter
(BS2). This beam passes a telescope of two lenses: f = + 150 mm (F6) and f = –
50 mm (F7) and is frequency doubled by BBO crystal (BBO). Net it is reflected
by a dichroic mirror which reflects 400 and transmits 800 nm goes into the delay
line.Then the beam goes through half-wave plate (WP3) and a neutral density
filter (ND). Finally it is focused on the sample with concave mirror (CM).
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About 15 µJ of the input was separated from the main 800 nm beam with a
7% reflecting beamsplitter. The separated beam passed through two lenses:
f = + 150 mm and f = – 50 mm which together form a shrinking telescope
with magnification of 1/3. After this the second harmonic generation in the
1 mm BBO crystal was performed. The fundamental 800 nm was filtered
out from the generated second harmonic by two dichroic mirrors with high
reflection at 400 nm and low reflection at 800 nm. One of the mirrors was
placed after the crystal and it was reflecting the beam into the delay line.
The delay line was based on a M-413.2PD 20 cm translation stage from PI
(Physik Instrumente) Ltd. and the beam was back reflected by a set of two
aluminum mirrors supported with parts of their front faces on the right angle
optical prism. After that the delay line beam was reflected with a second
dichroic mirror. Its polarization was controlled by a half wave-plate and it’s
energy could be attenuated with neutral variable density filter. Finally the
beam was focused on the sample with the f = –150 mm concave mirror. The
actinic pump beam waist in the sample was controlled with the position of
the f = –50 mm lens of the telescope and was set to 70 µm. The highest beam
energy, for minimal filtering, was 200 nJ. The duration of the actinic pump
pulse was 70 fs. This was estimated from cross-correlation measurement with
fundamental beam, both the sum and difference frequency generation in thin
BBO crystal were used for this purpose.
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Figure 3.11: The path of the Raman pump beams in TR-FSRS setup. The input
beam passing through beamsplitters BS1 and BS2 is dispersed with a grating, the
dispersed colors are imaged with a cylindrical lens f = + 100 mm (F8) on the
masked mirror (MM). The mask selects a narrow-band part of the beam spectrum
and this part is reflected back through cylindrical lens and grating and it is sent
further into the setup. The beam passes the half-wave plate (WP4) and a variable
neutral density filter (ND). Next the correction of the delay between Raman pump
and probe is performed (Delay correction). The beam then passes a telescope with
f = +200 mm lens (F9) and f = –50 mm lens (F10). The beam is chopped with
chopper (C2) and focused in the sample with concave mirror (CM).
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3.2.3 Raman pump
The path of the Raman pump beam is presented in figure 3.11. Part of
the input beam was passing through two 7% beamsplitters. The remaining
energy (203 µJ) of the amplifier beam was used as a Raman pump.
The narrowing of the Raman pump spectrum was first done by using a
narrow band filter. The filter was produced by Layertec and according to
the specification it should have transmission of 1.5 nm (full width at half
maximum) around 808 nm which corresponds to 25 cm−1 resolution. It was
found, however, that their transmission was twice as broad giving 50 cm−1 of
resolution. This resolution could not be accepted and “2f grating compressor”
was build instead [167]. Thus, the beam spectral components were dispersed
with a grating (1250 grooves/cm, blazing angle at 750 nm from Horiba) and
imaged on the mirror with a cylindrical lens. The f = +100 mm cylindrical
lens was places at focal distance from the grating and the mirror, so that the
beam was forming a plane wave front on the mirror. The mirror was masked
with a slit. The spectral bandwidth of the light reflected from the mirror
was controlled by regulation of the slit width and the central wavelength by
its translation parallel to mirror surface. The mirror in the compressor was
tilted so the reflected beam was going out through the lens and on the grating
below the entering beam.
The distance of lens and mirror in the compressor was initially adjusted to
give a round beam pattern at the output of the compressor. Then, when the
stimulated Raman spectra could have been acquired, it was slightly corrected
to minimize the Raman lines width. The obtained spectral resolution was 25
cm−1. Most of measurements where performed for the 798 nm Raman pump,
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around the maximum of the spectrum of the amplifier. The wavelength could
have been shifted by around 5 nm in both wavelength direction with an
acceptable pulse intensity loss.
The polarization and the energy of the Raman pump were controlled with
a half-wave plate and a reflective variable neutral density filter, respectively.
Up to 3 µJ of Raman pump energy could have been used. A translation stage
with a retroreflector was used for control of Raman pump – probe delay.
The stage position was set once with micrometer screw to a position where
maximum stimulated Raman scattering signal was observed. The beam spot
size was reduced in a telescope (magnification 1/4) with f = +200 mm and f
= – 50 mm lenses. The beam was chopped and focused on the sample with f
= –150 mm concave mirror. The pulse duration was measured to be 760 fs.
This was done by the sum frequency generation with 800 nm beam directly
from the amplifier. The spot size of the beam in the sample was controlled
with position of the f = –50 mm lens and was set to 70 µm.
Initially the power directed to TR-FSRS setup was 94 mW. This power
was already high enough to induce cross-phase modulation between Raman
pump and probe in the sample, when 50 cm−1 filter was used for narrowing
the Raman pump spectrum. Later when filter was exchanged with 4f com-
pressor and, thus, the Raman pump spectrum was narrowed, the incoming
power was increased by a factor of 2.5 times to 235 mW.
3.2.4 Detection and data acquisition
Jobin Yvon Spex (Model HR250) 0.25 meter spectrometer with a 1250
groves/cm and a blaze angle 750 nm grating was used to resolve the spectral
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components of the probe and reference beams. The spectra were acquired
with two 512 pixel CCD arrays (Hamamatsu S8380-512Q). The electronic de-
vice for control of acquisition and temporary stoage of the data was prepared
by Prof. Marco Prevederli in Bolognia University. After every acquisition
of the spectrum the charge was transferred from CCD to analog-digital con-
verter. The conversion and storing of the data in the device internal memory
was taking 8.2 ms, in this time the monochromator entrance had to be closed.
With monochromator set to 798 nm (at Raman central wavelength) one laser
shot was enough to saturate the detector. It was found however that in the
most interesting region at 950 nm (∼ 1500 cm−1 away from Raman pump
central wavelength) the charge accumulated from 100 laser shots was not
enough to saturate the CCD. Both the decrease of probe intensity and detec-
tor sensitivity towards infrared were the cause of this. Thus to create most
flexible measurement conditions a special set of choppers was developed in
the LENS machine and electronic shops. The required choppers angular ve-
locity was both too high for shutters and too small for available standard
choppers thus steeping motors were used in this construction. First chopper
(C1 on Fig. 3.8.) was placed in front of the monochromator. It was con-
structed in such a way that after every 40 laser shots (40 ms) illuminating
the detector the entrance to monochromator was closed for 10 ms (10 laser
shots) – in this time the conversion and data storing was performed. The
second chopper (C2 on Fig. 3.11.) was closing the Raman pump for every
second spectrum acquisition (for 50 ms every 100 ms).
When the low frequency region of the spectrum was observed, variable
neutral density filters were used to prevent detector saturation. If the high
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frequency region was observed the filters were removed and optionally the
choppers driving frequency was divided by two or four to extend the time of
detector illumination and increase the signal.
The scheme of electronic device connections is presented in Fig. 3.12. The
1 kHz laser pulse signal triggers the choppers controller. Next, the controller
was triggering the choppers with 1 kHz, 500 or 250 Hz signals (if chosen)
synchronized to the laser output, this corresponds to accumulation of 40, 80
and 160 pulses, respectively. Choppers were equipped with optical switch so
the information on the beam state (open or closed) could be retrieved. The
optical switch signal from each chopper was send back to the controller and
a TTL open/closed signal was further send on the computer’s parallel port
(LPT). The optical switch signal from probe chopper was used for triggering
the detector data digitization. The computer was controlling the detector
state via USB interface. In particular, the index of currently acquired spec-
trum was saved together with information on state of Raman pump chopper
(open/closed). At most, 64 spectra pairs (signal and reference, 32 with and
32 without Raman pump on) were stored in the device, after this the transfer
of data to the computer was required. The transfer took about 200 ms for
all 64 spectra pairs. Multiple delay scans were performed for a single sample.
The number of spectra acquired for every delay in a single scan was specified
by the user.
The control software was written by the author in National Instruments
LABView, the lower level interfaces for detector and choppers state monitor
were written in C++. An interface for delay line control was developed in
LABView.
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Figure 3.12: Scheme of electronic devices connections. The laser pulse signal
from the amplifier triggers the chopper controller. The synchronized signal from
the controller moves the choppers steeping motors. The TTL open/closed signal
goes back to the controller and is sent to the computer via LPT interface. The
open/close signal of the probe beam chopper triggers the detector. The status of
the acquisition and the number of acquired spectra is sent on command to the com-
puter via USB interface. After acquisition of up to 64 probe and reference spectra
computer commands data transfer from the detector. The two way communication
with the delay stage controller is done via RS-232 interface.
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Figure 3.13: Long exposure photo of the TR-FSRS setup in LENS. All the beams
are visible: actinic pump – blue, Raman pump – violet, probe – yellow.
3.3 Data analysis
In the absence of transient absorption and emission following consider-
ation on the SRS signal can be performed. If the supercontinuum beam is
divided into a probe and reference beam by a beamsplitter with wavelength
dependent transmission T (λ), the intensity of the i’th probe pulse passing
the sample (according to Lambert-Bear’s law) in absence of Raman pump is:
Ipump offSig,i (λ) = T (λ)Ii(λ)e
−α(λ)∆z,
where Ii(λ) is the wavelength dependent intensity of supercontinuum for the
i’th laser shot, ∆z is the sample length and α(λ) represents combined losses
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Figure 3.14: Long exposure photo of the TR-FSRS setup in LENS. The cuvete
with the sample and the entrance to the monochromator are visible.
due to absorption and scattering. When Raman pump is present the intensity
becomes:
Ipump onSig,i (λ) = T (λ)Ii(λ)e
(g(λ)−α(λ))∆z,
where g(λ) is the Stimulated Raman gain. The reference beam is Raman
pump independent, therefore:
Ipump offRef,i (λ) = I
pump on
Ref,i (λ) = (1− T (λ))Ii(λ),
where Ipump offRef,i (λ) and I
pump on
Ref,i (λ) are intensities of reference beam in absence
and presence of Raman pump, respectively. In the present experiment all the
above spectra are acquired. Pairs Ipump offSig,i (λ) and I
pump off
Ref,i (λ) are gathered
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by two CCD lines for the same laser shot, when chopper blocks the Raman
pump beam and Ipump onSig,j (λ) and I
pump on
Ref,j (λ) are gathered for another laser
shot, when the way for Raman pump beam is open. Thus, the dependance of
the signal on the fluctuating supercontinuum intensity can be easily removed
by taking ratios:
Ipump offSig,i (λ)
Ipump offRef,i (λ)
=
T (λ)
1− T (λ)
e−α(λ)∆z
and
Ipump onSig,j (λ)
Ipump onRef,j (λ)
=
T (λ)
1− T (λ)
e(g(λ)−α(λ))∆z.
Finally the stimulated Raman gain can be calculated [127,129,130,144,149,
154,161]:
g(λ) =
1
∆z
log
(
Ipump onSig,j (λ)
Ipump onRef,j (λ)
/
Ipump offSig,i (λ)
Ipump offRef,i (λ)
)
,
In case of the time-resolved measurements the change of Raman gain as a
function of delay is interesting. Therefore first a stimulated Raman gain
spectrum in absence of actinic pump was acquired (gactinic off ). Later the
time resolved signal was obtained by subtraction of this spectrum from the
delay dependent spectra g(λ, τ):
S(λ, τ) = g(λ, τ)− gactinic off (λ), (3.1)
giving a delay dependent change of Raman gain.
In the case, when the transient fluorescence [127, 129, 149] or absorption
[129, 130, 144] is present aparto of the Raman lines, the spectrum obtained
with equation 3.1 is superimposed on the broad background. This back-
ground is usually removed by subtraction of a spline fit [127,129,130,144,149].
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In the present work both excited state absorption and emission background
were removed by subtraction of a polynomial fit to the experimental points
around the Raman bands. Recently, successful alternative ways of the back-
ground subtraction with use of optical interference effects were proposed
[156].
In the past works on TR-FSRS [127, 129, 130, 144, 149, 151], after back-
ground subtraction a complicated procedure of normalization of data was
in common use. The idea was to concentrate on the excited state Ra-
man spectrum by subtraction of a normalized ground state spectrum. A
recently more popular alternative is to present the data without this nor-
malization [128, 154, 156, 157], in such a case bleaching of the ground state
is explicitly visible in the delay dependent spectra. In author’s opinion the
latter straightforward approach gives results which are easier to interpret,
thus this approach is used in the present dissertation.
3.3.1 Setup calibration
The calibration of the setup is done after acquisition of the spectrum of
a known solvent. For example in Figure 3.15. a Femtosecond Stimulated
Raman Scattering spectrum of benzene as a function of the CCD pixle index
is presented. Three Raman lines are required for calibration. Figure 3.16.
presents a measured spectrum of toluene, here the setup is already calibrated
and the spectrum is plotted as a function of the frequency. Below the fre-
quency of 750 cm−1 artifacts due to fast fluctuation of the supercontinuum
spectrum in this spectral region are present. In Figure 3.17. a single line of
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Figure 3.15: A FSRS spectrum of benzene used for setup calibration. Charac-
teristic Raman lines of benzene are assigned to frequencies of 1584, 1179 and 991
cm−1.
trans-β-apo-8′-carotenal at 1528 cm−1 and several lines of the cyclohexane
are visible in the spectral range of interest.
3.4 Trans-β-apo-8′-carotenal molecule
The sketch of the trans-β-apo-8′-carotenal molecule together with β-
carotene is presented in Figure 3.18. The symmetry characteristic to β-
carotene is broken in trans-β-apo-8′-carotenal and therefore a higher infrared
absorption signal is expected from the latter one while strong Raman signal
is expected from the first one. Still the two molecules are close analogs and
share many features, therefore, the results obtained from measurements in
them can be compared [96–98].
Carotenoid molecules due to their similarity in the backbone carbonic
chain with polyenes [168] are assumed to posses pseudo-C2h symmetry.
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Figure 3.16: A FSRS spectrum of toluene used for calibration checking. A part
of characteristic Raman lines of toluene a spectral range where artifacts appear is
presented.
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Figure 3.17: A FSRS spectrum of trans-β-apo-8′-carotenal in cyclohexane. The
spectral range presented corresponds to the range where the time-resolved spectral
features are expected to appear.
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Figure 3.18: Structure of trans-β-apo-8′-carotenal and β-carotene.
Therefore, two low-lying excited states are expected. These are an elec-
tronic state S1, with the same symmetry A
−
g as the ground state S0, and a
second electronic state S2 with B
+
u symmetry. The scheme of the electronic
levels together with permitted transitions is presented in figure 3.19. The
direct S0 −→ S1 transition is strongly forbidden due to symmetry, whereas
a two 1275 nm photon transition is possible, this transition is, however, not
a transition to the bottom of the S1 level [96–98, 169]. On the other hand,
highly energetic S0 −→ S2 transition is allowed and is responsible for the
characteristic absorption band of carotenoids molecules (480–520 nm).
After excitation the S2 state decays fast (within 0.1 – 0.3 ps) to S1 [123,
129, 130]. This fast decay is attributed to internal conversion – transition
between two different states (from S2 to S1 in this case) of the same spin
multiplicity [170]. This transition is “horizontal”: occurs from low lying
vibrational levels of the higher state into high vibrationally excited levels of
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Figure 3.19: The scheme of the electronic levels together with permitted tran-
sitions. While a direct transition to S1 from the S0 is forbidden a two photon
transition is possible. The state S2 can be populated with green and blue light.
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Figure 3.20: Two possible electronic schemes of the trans-β-apo-8′-carotenal with
(right) and (without) a dark S* level. After excitation (Blue arrow) the molecule
undergoes intramolecular vibronic relaxation (gray arrows) and internal conversion
(yellow arrows).
the lower electronic state, so that the energy is conserved. As an alternative
a conical intersection between S2 and S1 was also proposed [97,123].
An alternative scheme of electronic levels can be considered (see Figure
3.20.). Additional dark state with a B−u symmetry exists in carotenoids
[131], it’s energy depends on the length of the carbon chains – for long chain
molecules like trans-β-apo-8′-carotenal it becomes lower than that of S2 state
[123]. For the case, when additional level is considered, the transition S2 −→
S1 is expected to occur by first internal conversion from S2 to the dark state
and then another internal conversion to the S1 state.
The strongest vibrational modes in trans-β-apo-8′-carotenal come from
vibrations in the carbon chain. These are the vibrations of single (C-C)
and double (C=C) bonds between carbons. In the present study the relax-
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ation of the electronic and vibrational levels is investigated by observation
of the evolution of Raman line attributed to the symmetric C=C stretching.
Thanks to strong vibronic coupling the frequency of this vibration differs
significantly in S0, S1 and S2 states. This is an advantage as the three lines
can be easily distinguished. The presence of S2 and S1 levels displacement
favors fast internal conversion, due to the increased overlap of the vibrational
wave-functions of two levels [170] Additionally the symmetric C=C stretch-
ing was proposed as “promoting mode” [170] of the S2 −→ S1 transition
β-carotene [127], therefore a strong signal is expected.
The life time of S1 state in carbonyl carotenoids, like the trans-β-apo-
8′-carotenal, depends on the polarity of the solvent. In polar solvent this
time is short. This is attributed to intramolecular charge-transfer within the
S1 state [90, 99, 102, 103, 107–109, 111, 114, 171, 172]. In the present study,
however, this aspect will not be further discussed as carotenal behavior in a
nonpolar solvent (cyclohexane) is studied.
Recently another dark state, currently designated as S∗ was discovered
[123]. This new state most likely is in fact the S1 state in a different carotenoid
conformation - a twisted backbone chain [105, 106, 123, 124]. Finally, possi-
bility of transition to yet another triplet state of the carotenoid molecule
from S2 was recently pointed [106]. Those additional states were also not
investigated in the present dissertation.
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Figure 3.21: The time-resolved stimulated Raman scattering spectra before
background subtraction. Transient emission and absorption regions are presented.
Bleaching of the ground state Raman line is visible and designated by S0.
3.4.1 Experimental results
The time-resolved stimulated Raman scattering spectra before back-
ground subtraction are presented in figure 3.21. Both emission, for short
delays, and absorption, for longer delays, are visible. This result is similar
to one obtained in β-carotene [127, 129, 130, 144, 149]. The background is
removed by a 3rd and 4th order polynomial subtraction. Example spec-
tra with polynomial subtraction are presented in figure 3.22. and 3.23,
and a set of polynomials for a range of delays is presented in figure 3.24.
The time-resolved stimulated Raman scattering spectra of trans-β-apo-8′-
carotenal within first 5 ps after subtraction of the background are presented
119
in figure 3.25. Apart from the Raman bands, some artifacts connected to
the detector electronics and characteristic fringes of cross-phase modulation
between the supercontinuum and the actinic pump pulses are designated.
Stimulated Raman scattering spectra of trans-β-apo-8′-carotenal at vari-
ous time delays are presented in figure 3.26. There are three visible lines, at
1528, around 1660 and close to 1775 cm−1. At 1528 cm−1 a C=C stretching
line from the S0 state is present [173]. Noguchi et al. in their previous reso-
nance Raman experiment [174] attributed lines at 1528 cm−1 and 1775 cm−1
to C=C symmetric stretching in S0 and S1 electronic states, respectively.
Similar assignment of line frequencies in β-carotene molecule was done by
Kukura et al. [130]. Additionally the line corresponding to S2 electronic
state was assigned value close to 1650 cm−1 in their work. Thus, based on
the similarity of the molecules it is concluded that the line at 1660 cm−1 in
figure 3.26 corresponds to C=C symmetric stretching in S2 electronic state.
The line at 1528 cm−1 is present in the ground state FSRS spectrum.
Therefore, the negative change of the Raman gain at 1528 cm−1 in Figure
3.26. corresponds to the reduction of Raman gain at this frequency. This is
bleaching of the ground state due to partial excitation of the sample [128].
It’s decay follows the kinetics of recovery of the ground state.
Excitation with 400 nm actinic pump populates vibrationally excited lev-
els of S2 electronic level of the trans-β-apo-8
′-carotenal molecule. The pos-
itive feature around 1660 cm−1, corresponds to the C=C stretching in the
S2 state. This band is visible within the first 200 fs and disappears as the
population of S2 state decays. Both, homogenous broadening due to short
life time of the state and inhomogeneous broadening due to interaction with
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Figure 3.22: Examples of TR-FSRS raw spectra and baseline removal for selec-
tion of delays: -0.05 ps (a), 0.05 ps (b), 0.15 ps (c), 0.2 ps (d), 0.25 ps (e), 0.55 ps
(f). For each delay the raw spectrum (black solid curve) and a polynomial base-
line fit (red dashed curve) are presented on the top plot, and the spectrum after
baseline subtraction is presented on the bottom plot. The negative signal close to
1775 cm-1 is observed in figures b-e and zero crossing can be seen in figure f.
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Figure 3.23: Examples of TR-FSRS raw spectra and baseline removal for se-
lection of delays: -0.05 ps (a), 0.05 ps (b), 0.15 ps (c), 0.2 ps (d), 0.25 ps (e),
0.55 ps (f). For each delay the raw spectrum (black solid curve) and a polynomial
baseline fit (red dashed curve) are presented on the top plot, and the spectrum
after baseline subtraction is presented on the bottom plot. The decaying positive
signal close to 1775 cm-1 is observed in figures a-e.
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Figure 3.24: Set of background fit polynomials for a range of delays.
the solvent, causes extreme broadening of the line. It’s width is close to 80
cm−1. Similar broad bands corresponding to short living states were pre-
viously reported in β-carotene [130]. The spectrum of the actinic pump is
not very broad, still several vibrational levels of S2 are simultaneously ex-
cited, additionally the highly energetic 400 nm pump populates vibrationally
excited levels of S2. Therefore the questions arises as to whether the decay
towards S1 state occurs from the bottom of the S2 electronic state after previ-
ous intramolecular vibrational relaxation in S2, or rather internal conversion
happens directly from vibrationally excited states of S2. This second pro-
cess is in principal possible, its probability should however be smaller than
probability of the first one [170]. The first process, on the other hand, seems
to be too slow to occur within the experimentally obtained 100-200 fs. Sim-
ilar doubts on the S2 decay process arise from the analysis of the infrared
absorption measurements performed on the same molecule in LENS [175].
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Figure 3.25: The time-resolved stimulated Raman scattering spectra of trans-
β-apo-8′-carotenal. Raman bands corresponding to C=C symmetric stretching in
S0, S2 and S1 electronic states are designated along with artifacts connected to the
detector electronics and characteristic fringes of cross-phase modulation between
the supercontinuum and the actinic pump pulses.
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Figure 3.26: Stimulated Raman scattering spectra of trans-β-apo-8′-carotenal in
cyclohexane at various delays after and before (negative delays) actinic excitation.
The differential Raman gain (obtained by subtracting the SRS spectrum without
the actinic excitation) is shown for all spectra, except for the bottom one, where
the Raman gain of the ground state is presented. The negative signal at 1528
cm−1 corresponds to the bleaching of S0 ground state. At positive delays the lines
corresponding to C=C symmetric stretching in the S2 and S1 excited state appear
at 1650 cm−1 and 1775 cm−1, respectively. The S1 line is negative for delays
between 0 and 0.5 ps, later it becomes positive and slowly decays. It’s frequency
slightly upshifts as the delay time increases with respect to the actinic pulse.
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Figure 3.27: The evolution of the stimulated Raman line corresponding to the
symmetrical C=C stretching in S1 electronic state. The black curve presents the
central frequency of the peak as obtained from a Gaussian fitting of the line profile.
The frequency goes through singularity at 0.5 ps, where the intensity of Raman
line is zero and, therefore, its frequency is undefined.
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The most complicated dynamics is observed in the behavior of the line
at 1775 cm−1. This line corresponds to the C=C symmetric stretching in S1
electronic state. During the first 0.5 ps a negative Raman band is observed.
There is no ground state Raman band at this frequency, thus the negative
signal has to be attributed to Raman losses in excited state rather than
bleaching of existing ground state band. At longer time delays the signal
passes through zero and becomes positive – Raman losses turn into Raman
gain. Finally, it decays according to the S1 bleaching dynamics with around
25 ps lifetime [90]. A blue-shift of the peak is observed, the evolution of
the frequency, obtained by fitting Gaussian function to consecutive spectra,
is presented in figure 3.27. The central frequency of the line shifts towards
high frequencies with delay. This shift is interrupted by a singularity-like
behavior around delay of 0.5 ps. As the Raman gain at this delay is close to
zero, the frequency of the line becomes undefined. The blue-shift of the peak
can be attributed to vibrational cooling in an anharmonic potential [127].
The change of the sign of observed stimulated Raman signal at a given
delay with respect to the actinic pump suggests that transient vibrational
inversion of population takes place in the S1 state. The time dependent
frequency blue shift may be attributed to transitions taking place between
the vibrational sublevels of an anharmonic potential, for which the energy
gap between subsequent levels decreases with increasing vibrational quantum
number. If so, at least three vibrational levels, and thus two differences,
are required for the frequency shifting to occur. The shift towards high
frequencies is expected for a potential well with negative anharmonicity (like
for example a Morse potential) [176]. This behavior is expected [112,127,130]
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and proves that the dynamics of Raman lines provides new information with
respect to informations gathered with transient absorption.
TR-FSRS measurements were performed for several wavelengths of the
Raman pump within 10 nm range around 800 nm. For the case of S1 this
wavelength should be out of resonance with both higher lying states Sn (with
excited state absorption of 500 – 600 nm) and the state S2 (with 1000 –
1800 nm) [107, 117, 123]. No dependence of the signal on the Raman pump
frequency was observed. In case of resonance Raman scattering, both the
intensity and the line shape could change along with the Raman pump fre-
quency [150, 177, 178]. The shape of our S1 Raman line is well described by
a Gaussian function at all delays and no dispersive shape (characteristic for
Resonance Raman) is observed.
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3.5 Quantum mechanical theory of coupling
of light with molecular vibrations
Further interpretation of the experimental results requires formulation of
a model for the molecule behavior. The goal is to confirm the thesis of the
presence pf the transient vibrational inversion of population presence and to
recover the life times of consecutive levels involved in the S2 −→ S1 transition,
with the assumption that the state 1B−u does not take part in the transition.
The process of time-resolved stimulated Raman scattering has been pre-
viously modeled with a variety of approaches [74,100,125–127,150,177–180]
but, as to the author’s knowledge, none of them consider explicitly the possi-
bility of transient vibrational population inversion. In the theories of coherent
Raman scattering [147,181], the populations of excited vibrational states are
taken into account, but they are assumed to be negligible in comparison with
the population of the vibrational ground state, which may not be the truth in
the case of molecule excited by the actinic pulse. The theoretical treatment
of the TR-FSRS was initially developed in a purely classical approach ex-
tended to treat pulsed Raman pump and probe [125]. The authors explicitly
considered the case of molecules initially in the ground vibrational state and
showed that the Stokes Raman signal follows the transient amount of excited
molecules. In subsequent papers [100, 126] experimental evidence was given
that the inversion of vibrational level population leads to negative gain on the
Stokes side of the time-resolved Raman spectrum, what is in agreement with
observations from the present dissertation. The solutions of the first-order
kinetic model have been used by McCamant et al. [127] to analyze the vi-
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brational dynamics in β-carotene probed by resonance Raman spectroscopy.
The authors find the Raman gain on the anti-Stokes side, as due to highly
excited vibrational levels of the electronic ground state. Successively the
quantum mechanical theory of TR-FSRS, based on the density matrix ap-
proach, was developed by Lee et al. [74]. The authors derived the Stimulated
Raman Scattering response from the perturbation theory at the third order
of the density matrix and polarization expansion. They compared the results
with the classical approach, taking into account coupling between light waves
and vibrational modes of the medium. They pointed out the limitations of
the classical approach for the case of resonance Raman and described the hot
luminescence effect which may affect the Raman signal [155,177,179]. Those
models were developed with the assumption of fast vibrational relaxation,
which means that the whole electronically excited population was considered
to be in the ground vibrational state. Such an assumption yielded the con-
clusion that negative Raman gain was possible only on the anti-Stokes side
of the Raman spectrum. The above description was later extended for the
case of a moving wave packet [150,177,179]. The dispersive shape of Raman
lines in the case of resonance Raman scattering was explained [177] and com-
pared with experimental results [150, 155, 177, 178, 180] but the situation of
transient vibrational inversion of population was not described.
In this section a quantum mechanical description of molecule vibrations
as a result of coupling with the light will be revised. For the purpose of the
present thesis it is enough to threat the medium as a quantum mechanical
system, while treating the light in a classical way. First, the light-matter
interaction Hamiltonian will be introduced. Then the Heisenberg picture,
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where the operators are time dependent and the wave-functions stay con-
stant, will be introduced. The Heisenberg-Langevin equation for population
and vibrational amplitudes of the molecule will be derived for a simple case
of two vibrational levels in some electronic state. The distortion of the clas-
sical electric field due to interaction with a quantum-mechanical system will
be discussed. Two and three vibrational level system will be examined as
an example. Based on this, a model of the trans-β-apo-8’-carotenal molecule
will be formed.
3.5.1 The unperturbed molecule Hamiltonian and per-
turbed Hamiltonian of the system
In absence of light and interaction with the surrounding the quantum
mechanical description of a molecule has the form:
H0Ψ = WΨ, (3.2)
where H0 is the time-independent energy operator for the molecule, ψ is
the molecule state wave-function and W is the energy corresponding to the
state ψ. The time dependent Schro¨dinger equation can be solved, but all
the expectation values of observables are found to be constant in time. The
state of the molecule then becomes a weighted sum of eigenfunctions φn of
Hamiltonian H0 [170]:
Ψ(t) =
∑
n
cne
− iWnt
~ φn, (3.3)
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where cn are constants depending on the initial state of the molecule and Wn
are energies of corresponding states φn, only phase factors change in time,
but this does not influence of probabilities. In such a case, what is left is to
solve an eigenvalue problem of equation 3.2.
Introduction of interaction of the molecule with light pulse and surround-
ing entails introduction of time dependence of the energy operator. In this
thesis the time dependent part of Hamiltonian will be treated as a pertur-
bation and a time-dependent perturbation theory [182] will be applied for
solution of the problem. Therefore, a new Hamiltonian of the system inter-
acting with light will become:
H = H0 +Hint +HB, (3.4)
where Hint is the time dependent light matter interaction Hamiltonian and
HB is the part describing the interaction with the surrounding (bath or “vac-
uum”).
There are a few ways to introduce the interaction with the electric field
involving both classical, and quantum mechanical description of the field.
The quantum mechanical description of light is required when fields are weak
[170], which is not the case for stimulated Raman scattering. Therefore, a
classical field will be used here:
~E(~r, t) = ~E0(~r, t)e
i(ωt−~k~r) + ~E∗0(~r, t)e
−i(ωt−~k~r), (3.5)
where ~r is the position in space, ~E0 is the slowly varying envelope of the
electric field, ω is the central angular frequency of electric field and ~k is the
132
field wavevector. Only the first nonzero term in the multipole expansion of
the molecular charge distribution is used. In the case of molecule with zero
total charge this leading term is a dipole interaction with dipole momentum
µ, thus [170,183]:
Hint = −~µ~E (3.6)
The bath-molecule interaction Hamiltonian HB will be introduced in an
implicit way by defining the result of its commutation with time-dependent
operators, derived in the next sections. It is chosen to force the decay of
the system state towards the ground state without taking on the task of the
detailed description of the nature of the molecule coupling with its environ-
ment1.
3.5.2 Time dependent operators in the Heisenberg pic-
ture
The concerned quantum-mechanical problem will be described in Heisen-
berg picture, where the operators are time-dependent while the space-
dependent wavefunction basis is used. If the eigenfunctions φn(~r) of the
molecular Hamiltonian H0 are used, any wavefunction ψ can be presented in
this basis in a following way [183]:
|ψ〉 =
∑
n
bnφn(~r), (3.7)
where bn in Heisenberg picture become the time-dependent operators [183].
1Of course the most significant is the interaction with the solvent molecules.
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Now the consecutive terms H0, Hint and HB can be expressed in the
proposed basis 3.7. First the unperturbed molecular part:
〈ψ|H0 |ψ〉 =
∑
n
∑
m
∫ ∞
−∞
φ∗n(~r)b
†
nH0bmφm(~r)d
3r. (3.8)
The functions φn are eigenfunctions of H0 therefore for any m:
H0bmφm = Wmbmφm, (3.9)
holds, where Wm are the corresponding energies of the states. Thus by use
of Eq. 3.9, the Eq. 3.8 becomes:
〈ψ|H0 |ψ〉 =
∑
n
∑
m
Wmb
†
nbm
∫ ∞
−∞
φ∗n(~r)φm(~r)d
3r
=
∑
n
∑
m
Wmb
†
nbmδmn =
∑
n
Wnb
†
nbn,
(3.10)
Similarly for the Hint = −µE:
−〈ψ|µE |ψ〉 = −
∑
n
∑
m
∫ ∞
−∞
φ∗n(~r)b
†
nµ(~r)Ebmφm(~r)d
3r
= −
∑
n
∑
m
b†nbmE
∫ ∞
−∞
φ∗n(~r)µ(~r)φm(~r)d
3r
= −
∑
n
∑
m
b†nbmEµnm,
(3.11)
where µnm =
∫∞
−∞ φ
∗
n(~r)µ(~r)φm(~r)d
3r. In the above expression the electric
field was assumed not to change much over the molecule and therefore its
spatial dependence has been neglected. This is a valid approach as the
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wavelength of the light (∼ 1µm) is much longer from the dimensions of
the molecule (∼ 1nm). As µnn = 0 equation 3.11 becomes:
−〈ψ|µE |ψ〉 = −
∑
n 6=m
bn
†bmEµnm, (3.12)
where E is given by Eq. 3.5. Finally, no explicit form of the bath-molecule
interaction Hamiltonian will be given, but HB is chosen to force the decay
of the systems state towards the ground state. Thus, for a two-level system
[146,183,184]:
i
~
〈
[HB, b
†
0b0]
〉
B
= Γ1b
†
1b1 − Γ0b
†
0b0, (3.13)
i
~
〈
[HB, b
†
1b1]
〉
B
= −Γ1b
†
1b1, (3.14)
i
~
〈
[HB, b
†
0b1]
〉
B
= −γ01b
†
0b1, (3.15)
where Γ1, Γ0, γ01 are vibrational state decay rate, electronic state decay
rate and decoherence rate, respectively and 〈.〉B denotes averaging over bath
states.
3.5.3 Heisenberg-Langevin equations of the two-level
system
Heisenberg-Langevin equations of motion can now be derived using fol-
lowing expression:
〈
dtb
†
l bk
〉
B
=
i
~
〈
[H, b†l bk]
〉
B
=
i
~
(〈
[H0, b
†
l bk]
〉
B
+
〈
[Hint, b
†
l bk]
〉
B
+
〈
[HB, b
†
l bk]
〉
B
)
,
(3.16)
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Figure 3.28: Energy scheme for two vibrational levels in some electronic state.
The gray arrows represent decay due to interaction with surroundings.
The exact derivation of the set of four differential equations set for a
simple case of two vibrational levels in some electronic state (see Fig. 3.28)
is presented in the appendix B. The electric field with two frequencies ωL
and ωS:
E(t) = EL(t)e
iωLt + E∗L(t)e
−iωLt + ES(t)eiωSt + E∗S(t)e
−iωSt (3.17)
where ωL−ωS = ω10 is the frequency difference between the vibrational levels
and EL(t) and ES(t) are the slowly varying amplitudes of the field was used.
The equations are as follows:
dtn0 = Γ1n1 − Γ0n0 +
i
~
(K01Q01ELE
∗
S −K10Q10ESE
∗
L)
dtn1 = −Γ1n1 +
i
~
(K10Q10E
∗
LES −K01Q01ELE
∗
S)
dtQ01 = −γ01Q01 −
i
~
E∗LES (n1 − n0)K10
(3.18)
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where mean and slowly varying amplitudes for the off-diagonal operators:〈
b†nbl
〉
= Qnle
iωnlt, with ωnl =
∣∣1
~
(Wn −Wl)
∣∣ > 0 are used and the diagonal
operators (vibrational level populations) are
〈
b†l bl
〉
= nl, where 〈.〉 denotes
average over the ensemble, the “Kramers-Heisenberg-Dirac expresions” [185,
186] are:
Kkl =
1
~
∑
m
µkmµml
(
1
ωm0 − ωL
+
1
ωm0 + ωs
)
, (3.19)
where the sum is over all virtual levels m. Additional complex equation for
Q10 is complex conjugate of the equation for Q01. Equations 3.18. can be
written in an equivalent, shorter form:
dtn0 = Γ1n1 − Γ0n0 −
2
~
ℑ{K01Q01ELE
∗
S}
dtn1 = −Γ1n1 +
2
~
ℑ{K01Q01ELE
∗
S}
dtQ01 = −γ01Q01 −
i
~
E∗LES (n1 − n0)K10
(3.20)
where ℑ{a} stands for the imaginary part of a2. For the system in the ground
state the initial conditions in equation set 3.20. are as follows:
n0 = 1, n1 = 0, Q01 = 0. (3.21)
With those initial conditions the impulsive excitation of the system can be
introduced by adding a −αIE term in the first and αIE term in the sec-
ond equation in 3.20. where α is the adsorption coefficient and IE(t) is the
intensity of the exciting pulse3.
2If a = x+ iy, than ℑ{a} = y
3This corresponds to infrared excitation rather than actinic pump used for electronic
excitation in TR-FSRS experiment.
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If additionally, adiabatic approximation: dtQ01 ≈ 0, valid when: γ01 >
Γ1,Γ2,
1
∆tS
, 1
∆tL
(where ∆tS and ∆tL are the characteristic times of the electric
field envelope) is applied, the equation 3.20 can be solved approximately:
Q01 ≈ −
i
γ01~
E∗LES (n1 − n0)K10. (3.22)
In such a case the system 3.20. transforms into:
dtn0 = Γ1n1 − Γ0n0 + 2D01|EL|
2|ES|
2(n1 − n0)
dtn1 = −Γ1n1 − 2D01|EL|
2|ES|
2(n1 − n0)
(3.23)
with the line strength coefficient:
D01 =
K10K01
~2γ01
=
|K10|
2
~2γ01
. (3.24)
3.5.4 Influence on the electric field
The electric field is treated in the present model in a classical way, there-
fore it is disturbed by interaction with the molecule through the nonlinear
part of the polarization [147]:
P =
∑
m
(
µm0b
†
mb0 + µ1mb
†
1bm + µ0mb
†
0bm + µm1b
†
mb1
)
. (3.25)
The contributions at two frequencies ωS and ωL are interesting, therefore if:
P (t) = PS(t)e
iωSt + P ∗S(t)e
−iωSt + PL(t)eiωLt + P ∗L(t)e
−iωLt (3.26)
138
then, as shown in the appendix B.3:
PS(t) = K01Q01EL, (3.27)
or under adiabatic approximation (dtQ10 ≈ 0):
PS(t) = −iD10|EL|
2ES(n1 − n0). (3.28)
The wave equation can be solved approximately (see appendix B.4) to
give a formula for SRS signal:
S = −i
ωS
2ǫ0n2
K01
∫ ∞
0
Q01ELdt
′, (3.29)
or:
S = −
ωS
ǫ0n2
D10
∫ ∞
0
|EL|
2ES(n1 − n0)dt
′ (3.30)
for the approximated case, where n is the refractive index of the solution.
3.5.5 Discussion of the two-level system’s model
Both equations 3.20. and 3.23. were solved numerically. Their results
are indistinguishable for all values of decoherence rate γ10 (both slightly and
significantly higher and lower from other time related constants). Population
of the upper state was created with a 70 fs Gaussian pulse (IE(t) as discussed
in section 3.5.3.), while the lower level is populated only by the decay of the
upper state. The envelopes of Raman pump and probes were also Gaussian
functions with 1 ps and 70 fs widths, respectively. The vibrational lifetime of
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the upper state was set to constant 1 ps while the electronic lifetime (lifetime
of lower state) was changed. The evolution of populations n1 and n0 of the
two states for different lower state lifetimes is presented in Figures 3.29. and
3.30. The population of the upper state, as expected, do not depend on the
decay time of the lower state. A long living lower state can be populated
significantly by decay of the upper state before its own decay. In carotenoids
such situation is expected to occur in S1 state, where the electronic lifetime
(25 – 30 ps) is longer than the vibrational lifetime. On the other hand, a
short living lower level can’t store a significant population. This could be the
case of S2 level, decaying within 100 – 200 fs. The time-resolved femtosecond
stimulated Raman scattering signal was calculated according to equations
3.29. and 3.30, it is presented on the figure 3.31. A negative signal occurs for
all lifetimes. For long life times of the lower level this negative signal becomes
positive, while for the case of lower states shorter than the life time of the
upper state the signal stays negative. Both signal behaviors, are reflected
in the dynamics of the levels population described above. In the first case a
significant population of the lower state is created, therefore a Raman process
starting from the lower state and ending in the upper state is possible. In
the second case the population of the lower level is always smaller then the
population of the upper state and the Raman process starting from the upper
state and ending at the lower state is more probable.
3.5.6 Discussion of the three-level system’s model
The formulation of model for multilevel system is straightforward and
can be perfrmed by analogy to the two-level model. Equations 3.18. for a
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Figure 3.29: Evolution of the upper state population for the two-level system
for various lower state lifetimes. As expected, the evolution is governed by the
lifetime of the upper state.
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Figure 3.30: Evolution of the lower state population for the two-level system for
various lower state lifetimes. The evolution growth of population is governed by
the lifetime of the upper state, the decay strongly depends on the level lifetime.
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Figure 3.31: The time-resolved femtosecond stimulated Raman scattering signal
for various lower state lifetimes. A negative to positive signal transition occures for
long living lower states while a completely negative signal can be observed when
lower level has a short life time.
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three-level system transform into:
dtn0 = −α1I1 − α2I2 + Γ1n1 − Γ0n0 +
i
~
(K01Q01ELE
∗
S −K10Q10ESE
∗
L)
dtn1 = α1I1 + Γ2n2 − Γ1n1 −
i
~
(K01Q01ELE
∗
S −K10Q10ESE
∗
L)
+
i
~
(K12Q12ELE
∗
S −K21Q21ESE
∗
L)
dtn2 = α2I2 − Γ2n1 −
i
~
(K12Q12ELE
∗
S −K21Q21ESE
∗
L)
dtQ01 = −γ01Q01 −
i
~
E∗LES (n1 − n0)K10
dtQ12 = −γ12Q12 −
i
~
E∗LES (n2 − n1)K21
(3.31)
where population of a higher excited level n2 and a coherence of the first
and second excited levels Q12 were introduced, Γ2 is the decay ratio of the
level 2, γ12 is the decoherence ratio and K12 is defined with equation 3.19.
The population of n1 or n2 can be created through excitation α1I1 or α2I2,
respectively. Then the TR-FSRS signal becomes:
S = −i
ωS
2ǫ0n2
(
K01
∫ ∞
0
Q01ELdt
′ +K12
∫ ∞
0
Q12ELdt
′
)
, (3.32)
The set of approximated equations 3.23. transforms into:
dtn0 = −α1I1 − α2I2 + Γ1n1 − Γ0n0 + 2D01|EL|
2|ES|
2(n1 − n0)
dtn1 = α1I1 + Γ2n2 − Γ1n1 − 2D01|EL|
2|ES|
2(n1 − n0)
+ 2D12|EL|
2|ES|
2(n2 − n1)
dtn2 = α2I2 − Γ2n2 − 2D12|EL|
2|ES|
2(n2 − n1)
(3.33)
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with:
D12 =
|K12|
2
~2γ12
. (3.34)
and the TR-FSRS signal is:
S = −
ωS
ǫ0n2
(
D10
∫ ∞
0
|EL|
2ES(n1 − n0)dt
′ +D21
∫ ∞
0
|EL|
2ES(n2 − n1)dt
′
)
.
(3.35)
As expected, for the three-level case the two models, based on equation
3.31. and 3.33. give similar results for fast decoherence γ01, γ12 > Γ0,Γ1,Γ2
4.
Figure 3.32. presents a simulation results for equations 3.31. and 3.33 for
various decoherence ratios. Here the level 2 is populated with a 70 fs Gaus-
sian pulse (α1I1 = 0, α2I2 6= 0), Raman pump and probe are 1 ps and 70
fs, respectively. The life times of levels 2, 1 and 0 are 0.5, 1 and 5 ps, re-
spectively. The line strength coefficients are D12 = 2D01 and K12 and K01
were calculated from values of D12 and D01
5. The same as for the two-level
model, the signal goes from negative to positive values. For fast decoherence
approximated model is in agreement with the exact one.
In anharmonic potential wells the energy separation of consecutive vibra-
tional levels is not equal. In such a case for a given frequency of the Raman
pump multiple frequencies of the probe field are required to force transi-
tion between different state pairs. For example fields E01S and E
12
S tuned
to 0 −→ 1 and 1 −→ 2 transitions with frequencies ω01 and ω12, respec-
tively, should be introduced for a three-level system. Figure 3.33. presents a
three-level system of such a kind, together with possible stimulated Raman
4Apart of a special case, when a condition γ01 = γ12 is satisfied. Then similarity is
assured for any value of γ01 and γ12.
5The ratio D12 = 2D01 is expected for vibrational levels in harmonic potential [170].
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Figure 3.32: The comparison of exact and approximated model for three-level
system. The result for the approximated model overlaps with exact model results
for γ = 10Γ and γ = 100Γ.
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Figure 3.33: The three-level system (levels 0, 1 and 2) with unequal levels sepa-
ration (1780 and 1770 cm−1).
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transitions. In principle, in such a case, the Raman probe ES in equations
3.31. and 3.33. should be replaced by E01S and E
12
S . Still if one assumes that
two frequencies have similar amplitudes: E01S = E
12
S = ES (this is the case
in the experiment as the energy differences are small in comparison to the
probe frequency intensity variation), then no change of the equations 3.31.
and 3.33 is required. It is however important to distinguish the two probe
frequencies during detection – equation 3.32. now splits into:
S(ω01) = −i
ωS
2ǫ0n2
K01
∫ ∞
0
Q01ELdt
′,
S(ω12) = −i
ωS
2ǫ0n2
K12
∫ ∞
0
Q12ELdt
′,
(3.36)
and equation 3.35. into:
S(ω01) = −
ωS
ǫ0n2
D10
∫ ∞
0
|EL|
2ES(n1 − n0)dt
′,
S(ω12) = −
ωS
ǫ0n2
D21
∫ ∞
0
|EL|
2ES(n2 − n1)dt
′,
(3.37)
In the experiment the change of the Raman line frequency was observed and
a position of the peek central frequency was recovered by Gaussian function
fitting to the broad Raman line shape (see Figure 3.27. in section 3.4.1),
which as is assumed here, contains indistinguishable frequencies of vibra-
tional transitions within its shape. This observable can be simulated here by
calculation of weighted frequency average of vibrational transitions frequen-
cies like:
ω¯ =
S(ω01)ω01 + S(ω12)ω12
S(ω01) + S(ω12)
. (3.38)
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Figure 3.34: Weighted frequency average as calculated with equation 3.38. for
both approximated and exact three level model.
Figure 3.34. presents weighted frequency average as calculated with equation
3.38. for parameters described before and frequency differences of the upper
(1, 2) and lower (0, 1) level pairs equal to 1770 and 1780 cm−1, respectively.
The start frequency is equal to the frequency shift between the upper levels
(1770 cm−1), in fact, at that time the upper levels are most populated, so no
transitions between two lower levels are possible. Later, as the lower levels
become populated, the average frequency is increased. Similarly as observed
in the experiment the frequency goes through singularity when the signal
(see figure 3.32) passes through zero. Both numerator and denominator in
equation 3.38 decay towards zero fast in vicinity of that point. Later the
frequency increases further towards the frequency separation between the
lower levels (1780 cm−1). At that time the level 0 becomes most populated.
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Another very important numerical experiment can be performed for the
simple three-level system. This is the case when the level 1 is populated
instead of level 2 (α1I1 6= 0, α2I2 = 0). The resulting signal for such a
condition is presented in figure 3.35. In such a case, if D12 > D01 (which
is the case for harmonic potential [170, 184]), it is impossible to observe a
negative signal.
This can be easily understood, level 2 has zero population (or very small
population due only to population by Raman effect) and the population of
the lowest level grows due to decay of the level 1, therefore: From Eq. 3.35.
one can see that the FSRS signal is positive when:
S > 0⇔ D21(n1 − n2) > D10(n1 − n0)
if n2 = 0, n1 = n− δn and n0 = δn this transforms into:
D21
D10
> 1−
2δn
n
> 0
which is always true (as D12 > D01) and thus the signal in equation 3.35.
has to be positive. In harmonic potentials, with constant energy separation
between consecutive levels, there always is the next higher vibrational level
on the vibrational ladder. In such a case no negative Raman gain could
be observed even if vibrational inversion of population is present. In the
case of anharmonic potentials the energy of levels becomes closer and closer
with their difference converging to zero with growing vibrational quantum
number. Here, in the presence of population inversion a negative signal
can be observed in part of the spectrum corresponding to highly energetic
148
-2 0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
Delay [ps]
TR
-F
SR
S 
Si
gn
al
 [a
.u.
]
 
 
Approximated
γ = 10 Γ
Figure 3.35: A TR-FSRS signal from a three-level system when a middle level
is populated. The signal in such a case is never negative. The exact and approxi-
mated model solution is presented.
transitions (for the bottom states) while a positive signal is present in low
energetic part of the spectrum (corresponding to top states). Depending on
the exact shape of the potential well the separation of those spectral features
can be significant.
3.6 Model for trans-β-apo-8′-carotenal
molecule
Herewith each trans-β-apo-8′-carotenal molecule is described as a three
electronic level system (see figure 3.37 and 3.36.). All electronic levels are
split into vibrational sublevels; the energy gap between them differs in each
electronic state due to the strong vibronic coupling leading to different shapes
of the potential wells. The actinic pulse prepares the molecule in the excited
state S2, which decays to a highly excited vibrational sublevel of the S1
149
S1
S2
S0
g
a
b
ca
a
b
b
Figure 3.36: The energy scheme for trans-β-apo-8′-carotenal molecule used for
formulation of the model. Four vibrational levels are assumed in the electronic
state S1 while two vibrational levels are assigned to S0 and S2. While, all vibra-
tional levels in S1 can be populated, the vibrationally excited sublevels of S0 and
S2 are assumed to be empty. The transitions described by the model are marked
with arrows.
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Figure 3.37: The energy scheme for trans-β-apo-8′-carotenal molecule used for
formulation of the model. The possible stimulated Raman transitions are marked.
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state. This vibrational state can be depopulated via intramolecular energy
redistribution (IVR); the excess energy is then released to the surrounding
(the bath) and the system reaches the bottom of the potential well of level S1.
Finally, internal conversion (IC) brings the system back to the ground state
S1. Apart from the activation, all the considered transitions are nonradiative
and take place within hundreds of femtoseconds or picoseconds.
The level S1 is of main interest here, therefore, only it is considered to be
split into a number of vibrational sublevels. Four sublevels c, b, a and g are
proposed as this number fits the energy difference of about 5000 cm−1 be-
tween the bottom sublevels of S2 and S1 states [96,111]. In case of β-carotene
this difference is 5800 cm−1 [127], there the decay from S2 into third excited
level of S1 was also suggested by McCammant et. al. [144]. According to
the experimental observation we assume that the energy gap between the
adjacent states slightly decreases with increasing vibrational number of the
state: ωga > ωab > ωbc. This is characteristic for an anharmonic potential
with negative anharmonicity [176]. The Raman transition occurs between
the succeeding vibrational sublevels of the electronic level S1. In order to be
able to consider Raman transitions in electronic levels S0 and S2 an unspec-
ified pair (a and b) of vibrational sublevels is assigned to each level. It is,
however, assumed that the population of the higher vibrational level remains
negligible.
Two models of the molecule, with use of the exact and approximated
approach, are tested. The ordinary differential equations for populations
and vibrational amplitudes for the exact “Model 1” are based on the generic
set of equations 3.20. extended in a way similar to the extension performed
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for three-level system. The equations for the populations of four vibrational
levels of electronic level S1 are:
dtnc = Γ2n2 − Γcnc +
2
~
ℑ{KbcQbcELE
∗
S}, (3.39)
dtnb = −Γbnb −
2
~
ℑ{KbcQbcELE
∗
S}+
2
~
ℑ{KabQabELE
∗
S}, (3.40)
dtna = −Γana −
2
~
ℑ{KabQabELE
∗
S}+
2
~
ℑ{KgaQgaELE
∗
S}, (3.41)
dtng = −Γgng −
2
~
ℑ{KgaQgaELE
∗
S}, (3.42)
the vibrational amplitudes:
dtQbc = −γbcQbc −
i
~
E∗LES (nc − nb)Kcb, (3.43)
dtQab = −γabQab −
i
~
E∗LES (nb − na)Kba, (3.44)
dtQga = −γgaQga −
i
~
E∗LES (na − ng)Kag, (3.45)
populations of the ground and S2 states:
dtn0a = −αIA(t) + Γgng −
2
~
ℑ{K0a0bQ0ELE
∗
S}, (3.46)
dtn0b =
2
~
ℑ{K0a0bQ0ELE
∗
S}, (3.47)
dtn2a = αIA(t)− Γ2n2a −
2
~
ℑ{K2a2bQ2ELE
∗
S}, (3.48)
dtn2b =
2
~
ℑ{K2a2bQ2a2bELE
∗
S}, (3.49)
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and corresponding vibrational amplitudes:
dtQ0 = −γ0Q0 −
i
~
E∗LES (n0b − n0a)K0b0a, (3.50)
dtQ2 = −γ2Q2 −
i
~
E∗LES (n2b − n2a)K2b2a, (3.51)
where the decay ratios Γk, with k = 2, g, a, b, c are population decays, γkl
with k = 0, 2, g, a, b, c are the decoherence ratios and α is the actinic pump
absorption coefficient, IA(t) is the intensity of the actinic pump.
The “Model 2” constructed with use of the adiabatic approximated equa-
tions 3.23 is as follows. The populations of the S1 vibrational states are:
dtnc = Γ2n2 − Γcnc − 2Dbc|EL|
2|ES|
2(nc − nb), (3.52)
dtnb = Γcnc − Γbnb + 2Dbc|EL|
2|ES|
2(nc − nb)− 2Dab|EL|
2|ES|
2(nb − na),
(3.53)
dtna = Γbnb − Γana + 2Dab|EL|
2|ES|
2(nb − na)− 2Dga|EL|
2|ES|
2(na − ng),
(3.54)
dtng = Γana − Γgng + 2Dga|EL|
2|ES|
2(na − ng), (3.55)
and populations of states S0 and S2 are:
dtn0 = −αIA(t) + Γgng (3.56)
dtn2 = αIA(t)− Γ2n2 (3.57)
here the populations of the vibrationally excited states of S0 and S2 were
neglected.
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3.7 Numerical aspects of model fitting
Fitting of the model parameters to the experimental data is time con-
suming. For each delay a system of 13 (Model 1) or 6 (Model 2) ordinary
differential equations has to be solved for a range of time points. The time
range has to start before excitation and end after intensity of the probe pulse
decreases significantly. The probe pulse maximum delay time in the exper-
iment is around 200 ps. At the same time the excitation and probing with
pulses as short as 70 fs has to be properly reflected, thus the time resolution
of at least 25 fs is required, giving 8000 time points. The polarization, Raman
gain and finally FSRS signal for particular delay is obtained by integration of
result of differential equation with the envelope of the probe pulse (see Eqs.
3.29. and 3.30.). This procedure has to be performed for each of around 200
experimental points to obtain delay dependent FSRS signal. Only then the
signal can be compared with the experimental data and a single step of the
fitting optimization can be accomplished. The fitting itself requires around a
thousand steps to converge. Therefore fitting procedure requires potentially
hundreds of millions of evaluations of a system of differential equations for
various parameter values.
In order to perform the fitting within one week rather than five years
a parallel ordinary differential equation solver, working with graphical pro-
cessing unit, developed previously for solution of plasma dynamics in the
supercontinuum generation problem was modified and used (see appendix
A).
The code was generalized to solve multidimensional problems. Addi-
tionally each clone of the set of equations can be solved for different initial
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conditions. This second modification is required for performing parallel com-
putations for large number of time points and multidimensional problems.
In such cases the whole solution, for all time points, frequently cant fit the
limited memory of graphical card. Then the calculation for a smaller time
range has to be performed, the solution has to be moved to computer RAM
and the last time point of this solution can be used for calculation of the next
range. By use of the solver the single set of equations was solved for various
time delay’s at the same time. A parallel trapezoid integration routine was
also developed for FSRS signal calculation.
For fitting procedure two MATLAB build in methods were employed:
Nelder-Mead simplex method and Levenberg-Marquardt algorithm. For an-
alyzed problem the first one was found to converge faster than the latter
one.
The estimation of the parameters’ fitting errors was based on the value of
χ2 and the covariance matrix of the minimized function [187]. The derivatives
required for construction of the covariance matrix were calculated numeri-
cally.
3.8 Modeling results and discussion
To form the kinetics corresponding to the FRSR signal for the three states
(S0, S1 and S2) the data were integrated along the frequency axis. Model 2
was fitted to the experimental data. The values of the decay rates, frequencies
and line strengths from Model 2 were introduced into Model 1, then fitting of
Model 1 was performed. Figure 3.39. and 3.38. presents the time evolution of
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Figure 3.38: The delay dependance of Raman line corresponding to the S1 elec-
tronic state, experimental results and fit of two models.
the Raman signals corresponding to S2 and S1 states. Figure 3.40. shows the
time evolution of the central frequency of the Raman line in S1. Both models
seem to reflect the behavior of the measured signal. Moreover, all the values
of the decoherence rate obtained from the Model 1 are an order of magnitude
higher than the decay rates, therefore, the adiabatic approximation seems
justified. Thus, the first conclusion is that the adiabatic approximation and
thus Model 2 is valid in the present case.
It is for sure valuable to possess a valid and exact model as Model 1,
it is however also valuable to possess a simple model which can be easily
interpreted and can help to create intuitions about the system behavior. In
the present case not only both models exist but they also are self consistent
and both reflect the experimental situation well. Thus, further discussion
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Figure 3.39: The delay dependance of Raman line corresponding to the S2 elec-
tronic state, experimental results and fit of two models.
will be limited to the results of the Model 2 fit. The values of the obtained
parameters are presented in Table 3.1. As expected, we find that the energy
gap of the consecutive vibrational levels decreases with increasing vibrational
quantum number. This behavior is characteristic for anharmonic potentials.
The difference between the succeeding energy gaps and thus also the anhar-
monicity that we retrieve for the analized molecule, based on the parameters
obtained from the fit, is not as large as that reported for β-carotene (30
cm−1) [100, 101, 126]. However, the total difference of 17 cm−1 detected in
our experiment corresponding to 1 % change of the frequency is, consistent
with about 15 cm−1 between 200 fs and 30 ps [127] and recently measured 5
cm−1 in the range from 300 to 800 fs after excitation [118] in β-carotene.
The fast decay, of about 110 fs of the S2 electronic state, is consistent
with previous observations in β-carotene [123, 130]. For the time constants
describing the decay of the vibrational levels, we obtained the following val-
ues: 313 fs for the highest one (c), 388 fs and 624 fs for the two lower levels
(b) and (a), respectively. The values of the decay times fulfill the relation
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Figure 3.40: The delay dependance of Raman line frequency in the S1 electronic
state, experimental results and fit of two models.
Γc > Γb > Γa. The linear dependence of the decay rates on the vibrational
quantum number, known from the harmonic potential [188, 189], is fulfilled
within a half of the Γc,Γb,Γa fit error. Discrepancies are expected for the
anharmonic potential. The line strength coefficients Dmn also fulfill the re-
lation characteristic for the harmonic potential. In fact, they correspond to
the Raman cross sections, which for non-resonant Raman scattering are pro-
portional to the square matrix element for one phonon transitions [170]. The
results of the fit give: Dcb/Dba/Dag = 3.06/2.03/1. The internal conversion
process from the relaxed S1 to ground state S0 takes about 30±6 ps; the large
error is the consequence of the low value (250 ps) of the longest pump-probe
delay time used in the experiments. A decay time in this range has been
reported for S1 by other authors [90, 107–109].
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Figure 3.41: The delay dependance of Raman line corresponding to the S0 elec-
tronic state, experimental results and fit of two models.
The agreement between the experimental data and modeling results sug-
gest that no dark 1B−u level is involved in the S2 −→ S1 transition, and thus,
the energy scheme on the Figure 3.20.(a) is correct. Moreover, the presence
of the negative signal in the state S1 suggests that the depopulation of the
S2 level occurs to highest vibrational levels on the vibrational ladder of elec-
tronic state S1. Still, as mentioned before, it is not obvious if vibrational
levels of S1 are populated from the bottom vibrational levels of the S2 state
or rather from some vibrationally excited levels. Therefore, it cannot yet be
stated whether only four vibrational levels are involved in the intramolecular
vibrational relaxation of the S1 state.
Absence of negative signal for the S2 state can be explained by the fact
that vibrational levels exist beyond the level populated by the actinic pump.
Another explanation, however, can be that this negative signal is hidden due
to limited time resolution of the setup.
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Table 3.1: The values of parameters obtained from Model 1 fitting.
Γ2 [fs] 110± 1
Γc [fs] 313± 27
Γb [fs] 388± 38
Γa [fs] 624± 141
Γg [fs] (31.4± 6.3) · 10
3
γcb [cm
−1] 1751.7± 6.6
γba [cm
−1] 1760.0± 3.9
γag [cm
−1] 1768.25± 0.88
Dag 1 (fixed)
Dba/Dag 2.03± 0.82
Dcb/Dag 3.06± 0.12
No complete repopulation of the ground state occurs within experimen-
tal time. The electron transfer reaction to the solvent was proposed as the
mechanism responsible for similar behavior observed in β-carotene in chloro-
form [190] another possibility of significant triplet state population directly
from S2 was also proposed recently [106, 191]. However, further studies on
this particular subject have to be performed to reveal the nature of this phe-
nomenon. The destruction of the sample is unlike as no dependence of this
phenomenon on the actinic or Raman pump power was observed. In any
case, a general behavior of the ground state repopulation due to internal
conversion, has been successfully reproduced, as can be seen in Figure 3.41.
3.9 Conclusion
Herewith a construction of a Time-Resolved Femtosecond Stimulated Ra-
man Scattering setup and measurement in trans-β-apo-8′-carotenal were de-
scribed. The results of experiment were analyzed by calculating the FSRS
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time resolved signal on the basis of the quantum mechanical approach, us-
ing the formalism of projection operators. By including the populations
of vibrational states as dynamical variables, the phenomenon of the tran-
sient vibrational population inversion was described. It was shown that the
predictions of numerical models agree well with the experimental results,
demonstrating that the decaying vibrational population inversion leads to
the transition from Raman losses to Raman gain on the Stokes side of TR-
FSRS spectra. Furthermore, the mechanism of the observed Raman line
frequency shift was explained by combination of Raman loss to Raman gain
transition and difference in vibrational levels’ separation energy. The agree-
ment of the modeling and the experimental results suggests that no additional
“dark” electronic state is involved in the S2 −→ S1 transition in trans-β-apo-
8′-carotenal molecule.
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Chapter 4
Conclusions
In the present thesis coupling of light with medium vibrations was used
for studying complex processes occurring in diamond crystal and carotenal
molecule. In both cases the modification of short pulse intensities due to
Impulsive Stimulated Raman Scattering within the medium was observed.
In the first case, the medium was subjected to highly intensive off-resonance
pulse, in the second, the measurements were carried on during the relaxation
after electronic excitation of the sample.
The first experiment was the generation of supercontinuum in a bulk di-
amond crystal. The main objective of those measurements was to confirm
the presence of features characteristic for Stimulated Raman Scattering in
the supercontinuum spectra, and, thus, to asses the involvement of SRS in
supercontinuum generation process. The experiment was performed for wide
range of input energies. Spectra of supercontinua, only slightly affected by
self-phase modulation, as well as spectra of supercontinua, generated just
below the multiple filamentation threshold, where presented. For energies
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above 17 µJ a small peak shifted by around 1332 cm−1 (the frequency of
diamond lattice vibration) from the pulse central frequency can be observed.
This peak is attributed to SRS. In the present thesis, supercontinuum gen-
eration process was described by means of the nonlinear envelope equation.
The experimental results, together with presence of the SRS peak, were well
reproduced by the model.
The SRS peak can be observed in the spectrum of supercontinuum gen-
erated in diamond, it is, however, weak. Thus a conclusion is drawn that for
other media, like for example fused silica, where the Raman gain is orders of
magnitude smaller, the SRS has little meaning in the process of white light
generation. This confirms the validity of assumption (made by many au-
thors [40, 43–46]) that it can be neglected in simulations of supercontinuum
generation in those media.
The process of white light generation in complex media involves many
phenomena. A few of them can cause similar effects, for example, both 5th
order nonlinearity (the self-phase-modulation or self-focusing saturation) and
photoionization cause defocusing of the beam. On the other side, both, self-
phase modulation and interaction with the free-carriers generated by pho-
toionization cause spectrum broadening. Therefore, as one of many phenom-
ena – the Stimulated Raman Scattering – can be neglected, more effort can
be made on the studies to distinguish importance of the remaining processes.
Additional results from the simulation of the supercontinuum generation
process is that, while photoionization is most important, the 5th order non-
linearity can also play significant role in defocusing of the beam.
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The blue side of the supercontinuum generated in diamond is limited to
around 600 nm. This parameter restrains the applicability of diamond as a
supercontinuum source in spectroscopy as broader spectrum can be generated
in materials like sapphire, fused silica, CaF2 and LiF. However, the possibility
of using diamond supercontinuum in various applications, like spectroscopy,
optical coherent tomography or carrier-envelope phase stabilization, remains
unexamined. Moreover, no studies of supercontinuum generation in diamond
were performed in the infrared region and with other sources of pulses like
femtosecond laser oscillators. Thus, further studies on the applicability of
the material are possible.
The second experiment was the Time-Resolved Femtosecond Stimulated
Raman Scattering (TR-FSRS) studies of trans-β-apo-8′-carotenal molecule.
A TR-FSRS setup was constructed by the author for purpose of this the-
sis. The time resolution of the setup is better than 100 fs an the frequency
resolution is about 25 cm−1. The trans-β-apo-8′-carotenal molecule was ex-
cited electronically to the S2 state and it’s relaxation to the ground state was
observed through measurements of FSRS spectra of the C=C symmetrical
stretching vibration. Due to vibronic coupling the frequency of C=C sym-
metrical stretching vibration differs significantly in different electronic states.
The line corresponding to S2 state decays within 120 fs after excitation, then a
long living line at frequency corresponding to the optically forbidden S1 state
appears. During the first 500 fs this line is negative, which is attributed to
the transient vibrational inversion of population in S1 electronic level. Later
the line becomes positive and then decays with the lifetime of S1 level. At
the same time the frequency of the line up-shifts.
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The results of experiment were analyzed by comparison with the FSRS
time resolved signal calculated on the basis of the quantum mechanical ap-
proach, using the formalism of projection operators. It was shown that the
predictions of numerical models agree well with the experimental results.
The relaxation pathways of carotenoids is still a topic of discussion. The
involvement of the so called dark state, with symmetry 1B−u was proposed
by some authors [100, 125, 126, 131, 134, 136–139] and criticized by others
[105, 112, 116–118, 120–122, 127, 129, 130]. In the present work, no influence
of dark state has been detected. The signal obtained experimentally was
explained by a model where apart of electronic states S2 and S0 a set of
vibratioally excited sublevels of electronic state S1 was used. It was shown,
that the decaying vibrational population inversion leads to the transition
from Raman losses to Raman gain on the Stokes side of TR-FSRS spectra.
Additionally, the difference in energy separation of subsequent vibrational
levels combined with Raman loss to Raman gain transition explained the
line frequency shift. By fitting the result of modeling to experimental data
decay rates of electronic states and vibrational sublevels were resolved. The
results of my research, presented in this thesis, have been published [52,192].
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Appendix A
Parallel Implicit Ordinary
Differential Equations Solver
A simplest definition of stiffness, sufficient for purposes of the present
thesis is as follows [88]:
A set of ordinary differential equations is said to be stiff when certain
implicit methods perform their solution “better” than explicit ones.
The common symptom of equations stiffening is the fact that, to maintain
the accuracy of the solution the explicit solver’s marching step has to be
reduced to unreasonably small size. On the other hand, in such cases, implicit
methods often can be used for solution of such problems with high accuracy
and a reasonably large step size.
For the ordinary differential equation defined as:
d~y
dt
= ~f(~y, t) (A.1)
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ck akj
bj
Table A.1: Butcher tableau for Runge-Kutta method, ck are the nodes, bj are
the weights and akj are the elements of Runge-Kutta matrix.
1 1
1
Table A.2: Butcher tableau for implicite Euler method.
the explicit solver at each step calculates the function ~f with use of solution
from the previous steps and uses it to compute the new solution. For example,
if the explicit Euler method is used:
y(ti+1) = y(ti) + ∆tf(y(ti), ti) (A.2)
here y(ti+1) is the new solution at time ti+1 = ti + ∆t and y(ti) is the
calculated earlier solution at ti, ∆t is the step size. On the other hand, the
implicit solver uses the value of ~f calculated for the next step. For example,
if the implicit Euler method is used:
y(ti+1) = y(ti) + ∆tf(y(ti+1), ti+1). (A.3)
Unlike in the first case, this second equation is a potentially nonlinear equa-
tion for y(ti+1) which has to be solved (for example with compute-intensive
Newton iterative method). Therefore, for non-stiff cases explicit methods are
usually faster and thus preferable.
In the present thesis two problems described by the sets of ordinary differ-
ential equations (ODE) which were found to be stiff were encountered. The
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Table A.3: Butcher tableau for three stage Radau IIA implicit method of the
fifth order [88].
first problem is the equation of current density in the supercontinuum gener-
ation model (Eq. 2.37. in section 2.3.5.), the second is the set of Heisenberg-
Langevin equations of motion for trans-β-apo-8′-carotenal molecule (see sec-
tion 3.6.). In both cases the ODE sets can be solved in parallel for different
parameters set. In case of current density, the photoionization rate on the
right hand side of equation depends on the amplitude of electric field which
is different for every radial coordinate. And the Heisenberg-Langevin equa-
tions have to be solved for different pump-probe delays to obtain a single
TR-FSRS signal.
Modern graphical cards are specialized in parallel computation. By use of
these graphical processing units (GPU) action can be perform simultaneously
on the set of data as long as this action is the same for each data entry [193].
This is not a limitation in the present case – the procedure of ODE solving
is identical for each value of the parameter. Thus, the parallel ODE solver
was implemented for GPU1.
The scheme proposed by E. Hairer and G. Wanner [88] for implicit Runge-
Kutta method implementation was applied. The new solution ~yi+1 is calcu-
1It is possible to use explicit ODE solving methods in parallel on GPU with use of
odeint [194] library and one of a few GPU interface library [195,196].
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lated from previous ~yi by:
~yi+1 = ~yi +
s∑
j=1
dj~zj, (A.4)
where dj are constants, s is the number of method stages and ~zj are calculated
as solution of algebraic equation set:
~zj = ∆t
s∑
k=1
ajkf(xj + ck∆t, ~yi + ~zk), (A.5)
where ajk are the elements of Runge-Kutta matrix, ck are Runge-Kutta
method nodes. The three stage Radau IIA fifth order implicit Runge-Kutta
method and implicit Euler method of second order were implemented. The
values of elements of Runge-Kutta matrix, nodes and weights for these meth-
ods are presented in Butcher [197] tables A.3. and A.2, the construction of
Butcher table is presented in table A.1. The Eq. A.5. is solved with a sim-
plified Newton iteration, which uses the Jacobian matrix of the system [88].
A constant of 10 Newtnonian iteration are performed per step. There is no
step-size control implemented and the positions (xi) at which the solution is
given are proposed by the user.
The user has to supply the system function SystemFunction and Jacobian
SystemJacobian of the system in the C++ language:
#include "arch_settings.h"
template <typename T> DEVICE void SystemFunction (
T *pDerivatives ,
T *pPreviousSolution ,
T fCoordinate ,
const T *pParams ,
const T *pConstParams)
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{...
}
template <typename T> DEVICE void SystemJacobian (
T *pJacobian ,
T *pPreviousSolution ,
T fCoordinate ,
const T *pParams ,
const T *pConstParams)
{
...
}
here T is the floating point number type (float or double), pDerivatives and
pJacobian points to memory area where calculated derivatives and elements of
Jacobian should be placed, pPreviousSolution points to the solution from pre-
vious iteration, fCoordinate is the current value of time coordinate, pParams
points at the memory containing parameter values specific for current in-
stance, pConstParams points at the memory containing parameter values com-
mon for all instance, the "arch_settings.h" file contains required definitions
and CUDA inclusions (DEVICE key word). The file containing SystemFunction
and SystemJacobian definitions has to be included in CUDA C file of the
following form:
#define FLOAT double
#include "harmonic_oscillator .hpp"
#include "RadauIIA.hpp"
#include "parallel_solver.hpp"
here, example "harmonic_oscillator.hpp" file is used, it contains defini-
tions of SystemFunction and SystemJacobian for simple harmonic oscillator, by
setting the FLOAT to float or double the precision of calculations can be cho-
sen, the method of solution can be chosen by inclusion of "RadauIIA.hpp" for
Radau IIA method or "implicite_euler.hpp" for implicit Euler method.
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The CUDA C file can be either linked together wit other code, or can be
compiled into a CUDA kernel [193] (Parallel Thread Execution “ptx” file)
and used from other software, like MATLAB. In both cases the point of entry
of the external code is through the following function:
GLOBAL void solveAllOde(
FLOAT *pSolution ,
const FLOAT *pTimes ,
int iTSize ,
const FLOAT *pInitialCondition ,
int iProblemDimension ,
const FLOAT *pParams ,
int iParamsNumber ,
int iParamsVariantsNumber ,
const FLOAT *pConstParams ,
FLOAT *pBuffer ,
int iBufferUnitSize)
where iProblemDimension is the number of differential equations in the
ODE set, iParamsVariantsNumber is the number of variants of parameter or
initial condition values, iParamsNumber is the number of variable parameters
per variant, iTSize is the number of time points at which the solution should
be computed, pSolution points to the memory area where the solution of
all the ODE sets for all parameter values and initial conditions will be
placed (it should have a size of iProblemDimension × iParamsVariantsNumber
× iTSize), pTimes points to values of time at which the solution will
be computed, pInitialCondition points at values of initial conditions (size
is iProblemDimension × iTSize), pParams points at values of parameters for
all variants (size is iParamsNumber × iParamsVariantsNumber), pConstParams
points to the memory containing parameters common for all variants,
pBuffor is the method specific calculation buffer of size iBufferUnitSize
. The size of the buffer depend on iProblemDimension and can be ob-
taine by use of macrodefinitions RADAUIIA_BUFFOR_SIZE(iProblemDimension) and
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IMPLICITE_EULER_BUFFOR_SIZE(iProblemDimension) for Radau and Euler meth-
ods respectively. The solveAllOde function distributes the parameter values,
initial conditions and memory buffers to particular instances of ODE solvers.
The code of the library has been published on the internet [198].
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Appendix B
Derivation of equations for a
two vibrational level system
Herewith details on derivation of equations describing the dynamics of a
system with two real vibrational levels 0 and 1 in some electronic state and
a set of virtual levels m is considered.
B.1 Creation and annihilation operators for
fermions
Time dependent operators bn
† and bn can be interpreted as creation and
annihilation operators of an electronic state of the molecule [183] Those op-
erators obey following commutation relations:
b†kbl + blb
†
k = δkl (B.1)
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bkbm + bmbk = 0 (B.2)
b†kb
†
m + b
†
mb
†
k = 0 (B.3)
B.2 Heisenberg-Langevin equations
The Heisenberg-Langevin equations for the system described by Hamil-
tonian Eq. 3.4 will now be derived. Starting with equation for evolution of
b†0b0:
dtb
†
0b0 =
i
~
[H, b†0b0] =
i
~
(
[H0, b
†
0b0] + [Hint, b
†
0b0] + [HB, b
†
0b0]
)
, (B.4)
the consecutive contributions will be considered separately.
First:
[H0, b
†
0b0] =
∑
n
Wn
(
b†nbnb
†
0b0 − b
†
0b0b
†
nbn
)
=
∑
n
Wn
(
b†nδ0nb0 − b
†
nb
†
0bnb0 − b
†
0δ0nbn + b
†
0b
†
nb0bn
)
= 0,
(B.5)
where the commutation relations B.1. was used in the first line and then the
relation: b†0b
†
nb0bn = b
†
nb
†
0bnb0 (derived from B.2. and B.3) was used in the
second line.
176
Second1:
−[µE, b†0b0] = −E
∑
n 6=m
µnm
(
b†nbmb
†
0b0 − b
†
0b0b
†
nbm
)
= −E
∑
n 6=m
µnm
(
b†nδ0mb0 − b
†
nb
†
0bmb0 − b
†
0δ0nbm + b
†
0b
†
nb0bm
)
,
(B.6)
again b†nb
†
0bmb0 = b
†
0b
†
nb0bm, and thus:
−[µE, b†0b0] = −E
∑
n 6=m
µnm
(
b†nδ0mb0 − b
†
0δ0nbm
)
= −E
(∑
n 6=0
µn0b
†
nb0 −
∑
m 6=0
µ0mb
†
0bm
)
= −E
∑
n 6=0
(
µn0b
†
nb0 − µ0nb
†
0bn
)
.
(B.7)
Finally after inserting Eq. B.5, B.7. and 3.13. into B.4:
dtb
†
0b0 = Γ1b
†
1b1 − Γ0b
†
0b0 −
i
~
E
∑
n 6=0
(
µn0b
†
nb0 − µ0nb
†
0bn
)
(B.8)
In the same way:
dtb
†
1b1 = −Γ1b
†
1b1 −
i
~
E
∑
n 6=1
(
µn1b
†
nb1 − µ1nb
†
1bn
)
(B.9)
1Note that E = E0e
iωt + E∗
0
e−iωt
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and:
dtb
†
mbm = −Γmb
†
mbm −
i
~
E
∑
n 6=m
(
µnmb
†
nbm − µmnb
†
mbn
)
, (B.10)
where the virtual state m decays instantaneously with τm → 0 (Γm =
1
τm
→
∞), therefore the last equation becomes:
dtb
†
mbm → −∞− . . . , (B.11)
b†mbm has to be greater or equal to zero, thus as its the derivative becomes
infinite b†mbm(t) = 0 at all times.
The evolution of the mixed operators b†nbl, where n 6= l, can be derived
in a similar way, starting from:
dtb
†
nbl =
i
~
(
[H0, b
†
nbl] + [Hint, b
†
nbl] + [HB, b
†
nbl]
)
. (B.12)
Here, first:
[H0, b
†
nbl] =
∑
k
Wk
(
b†kbkb
†
nbl − b
†
nblb
†
kbk
)
=
∑
k
Wk
(
b†kδknbl − b
†
kb
†
nbkbl − b
†
nδlkbk + b
†
nb
†
kblbk
)
= (Wn −Wl)b
†
nbl,
(B.13)
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therefore, for n, l = 0, 1 and m:
[H0, b
†
0b1] = (W0 −W1)b
†
0b1, [H0, b
†
1b0] = (W1 −W0)b
†
1b0,
[H0, b
†
0bm] = (W0 −Wm)b
†
0bm, [H0, b
†
mb0] = (Wm −W0)b
†
mb0,
[H0, b
†
mb1] = (Wm −W1)b
†
mb1, [H0, b
†
1bm] = (W1 −Wm)b
†
1bm.
(B.14)
Second:
−[µE, b†nbl] = −E
∑
k 6=j
µkj
(
b†kbjb
†
nbl − b
†
nblb
†
kbj
)
= −E
∑
k 6=j
µkj
(
b†kδjnbl − b
†
kb
†
nbjbl − b
†
nδlkbj + b
†
nb
†
kblbj
)
= −E
(∑
k 6=n
µknb
†
kbl −
∑
j 6=l
µljb
†
nbj
)
,
(B.15)
and again for n, l = 0, 1 and m:
−[µE, b†0b1] = −E
(∑
k 6=0
µk0b
†
kb1 −
∑
j 6=1
µ1jb
†
0bj
)
= −Eµ10
(
b†1b1 − b
†
0b0
)
− E
∑
m
(
µm0b
†
mb1 − µ1mb
†
0bm
)
,
−[µE, b†1b0] = −Eµ01
(
b†0b0 − b
†
1b1
)
+ E
∑
m
(
µm1b
†
mb0 − µ0mb
†
1bm
)
,
−[µE, b†0bm] = −E
[
µm0
(
b†mbm − b
†
0b0
)
+ µ10b
†
1bm − µm1b
†
0b1
]
,
−[µE, b†mb0] = −E
[
µ0m
(
b†0b0 − b
†
mbm
)
+ µ1mb
†
1b0 − µ01b
†
mb1
]
,
−[µE, b†1bm] = −E
[
µm1
(
b†mbm − b
†
1b1
)
+ µ01b
†
0bm − µm0b
†
1b0
]
,
−[µE, b†mb1] = −E
[
µ1m
(
b†1b1 − b
†
mbm
)
+ µ0mb
†
0b1 − µ10b
†
mb0
]
,
(B.16)
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where the first term corresponds to single photon absorption and the sum
corresponds to stimulated processes occurring with involvement of the virtual
state,
By merging equations B.14., B.16 and 3.15 a set of equations is obtained:
dtb
†
0b1 =− γ01b
†
0b1 − iω10b
†
0b1
−
i
~
(
Eµ10
(
b†1b1 − b
†
0b0
)
+ E
∑
m
(
µm0b
†
mb1 − µ1mb
†
0bm
))
,
dtb
†
1b0 =− γ01b
†
1b0 + iω10b
†
1b0
−
i
~
(
Eµ01
(
b†0b0 − b
†
1b1
)
+ E
∑
m
(
µm1b
†
mb0 − µ0mb
†
1bm
))
,
dtb
†
0bm =− iωm0b
†
0bm −
i
~
E
[
µm0
(
b†mbm − b
†
0b0
)
+ µ10b
†
1bm − µm1b
†
0b1
]
,
dtb
†
mb0 =iωm0b
†
mb0 −
i
~
E
[
µ0m
(
b†0b0 − b
†
mbm
)
+ µ1mb
†
1b0 − µ01b
†
mb1
]
,
dtb
†
1bm =− iωm1b
†
1bm −
i
~
E
[
µm1
(
b†mbm − b
†
1b1
)
+ µ01b
†
0bm − µm0b
†
1b0
]
,
dtb
†
mb1 =iωm1b
†
mb1 −
i
~
E
[
µ1m
(
b†1b1 − b
†
mbm
)
+ µ0mb
†
0b1 − µ10b
†
mb0
]
,
(B.17)
or if a slowly varying amplitudes for the mix operators
〈
b†nbl
〉
= Qnle
iωnlt and
populations
〈
b†l bl
〉
= nl, where 〈.〉 denotes average over ensemble, are used:
dtn0 = Γ1n1 − Γ0n0 −
i
~
E
∑
n 6=0
(
µn0Qn0e
iωn0t − µ0nQ0ne
−iωn0t) , (B.18)
dtn1 = −Γ1n1 −
i
~
E
∑
n 6=1
(
µn1Qn1e
iωn1t − µ1nQ1ne
−iωn1t) , (B.19)
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dtQ01 =− γ01Q01 −
i
~
Eeiω10t [µ10 (n1 − n0)
+
∑
m
(
µm0Qm1e
iωm1t − µ1mQ0me
−iωm0t)] , (B.20)
dtQ10 =− γ01Q10 +
i
~
Ee−iω10t [µ01 (n1 − n0)
+
∑
m
(
µ0mQ1me
−iωm1t − µm1Qm0eiωm0t
)]
,
(B.21)
dtQ0m = −
i
~
Eeiωm0t
[
µm0 (nm − n0) + µ10Q1me
−iωm1t − µm1Q01e−iω10t
]
,
(B.22)
dtQm0 =
i
~
Ee−iωm0t
[
µ0m (nm − n0) + µ01Qm1e
iωm1t − µ1mQ10e
iω10t
]
,
(B.23)
dtQ1m = −
i
~
Eeiωm1t
[
µm1 (nm − n1) + µ01Q0me
−iωm0t − µm0Q10eiω10t
]
,
(B.24)
dtQm1 =
i
~
Ee−iωm1t
[
µ1m (nm − n1) + µ10Qm0e
iωm0t − µ0mQ01e
−iω10t] ,
(B.25)
here n = 0, 1,m. As Qkl = Q
†
lk, the relation: dtQkl = (dtQlk)
† is also valid,
which is visible in above equations, it is therefore enough to consider half of
the equations for vibrational amplitudes. If the electric field is represented
as a plane wave:
E = ELe
iωLt + E∗Le
−iωLt + ESeiωSt + E∗Se
−iωSt, (B.26)
where EL and ES are constant or slowly varying amplitudes of Raman pump
and probe, respectively, equations B.22, B.23, B.24. and B.25. can be inte-
grated.
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Integration of equation B.22 after setting nm = 0, gives:
Q0m(t) = Q0m(0) +
1
~
µm0n0
(
ELe
i(ωm0+ωL)t
ωm0 + ωL
−
EL
ωm0 + ωL
+
E∗Le
i(ωm0−ωL)t
ωm0 − ωL
−
E∗L
ωm0 − ωL
+
ESe
i(ωm0+ωS)t
ωm0 + ωS
−
EL
ωm0 + ωS
+
E∗Se
i(ωm0−ωS)t
ωm0 − ωS
−
E∗L
ωm0 − ωS
)
−
1
~
µ10Q1m
(
ELe
i(ωm0−ωm1+ωL)t
ωm0 − ωm1 + ωL
−
EL
ωm0 − ωm1 + ωL
+
E∗Le
i(ωm0−ωm1−ωL)t
ωm0 − ωm1 − ωL
−
E∗L
ωm0 − ωm1 − ωL
+
ESe
i(ωm0−ωm1+ωS)t
ωm0 − ωm1 + ωS
−
ES
ωm0 − ωm1 + ωS
+
E∗Se
i(ωm0−ωm1−ωS)t
ωm0 − ωm1 − ωS
−
E∗S
ωm0 − ωm1 − ωS
)
+
1
~
µm1Q01
(
ELe
i(ωm0−ω10+ωL)t
ωm0 − ω10 + ωL
−
EL
ωm0 − ω10 + ωL
+
E∗Le
i(ωm0−ω10−ωL)t
ωm0 − ω10 − ωL
−
E∗L
ωm0 − ω10 − ωL
+
ESe
i(ωm0−ω10+ωS)t
ωm0 − ω10 + ωS
−
ES
ωm0 − ω10 + ωS
+
E∗Se
i(ωm0−ω10−ωS)t
ωm0 − ω10 − ωS
−
E∗S
ωm0 − ω10 − ωS
)
(B.27)
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Integration of equation B.23 after setting nm = 0, gives:
Qm0(t) = Qm0(0) +
1
~
µ0mn0
(
ELe
−i(ωm0−ωL)t
ωm0 − ωL
−
EL
ωm0 − ωL
+
E∗Le
−i(ωm0+ωL)t
ωm0 + ωL
−
E∗L
ωm0 + ωL
+
ESe
−i(ωm0−ωS)t
ωm0 − ωS
−
EL
ωm0 − ωS
+
E∗Se
−i(ωm0+ωS)t
ωm0 + ωS
−
E∗L
ωm0 + ωS
)
−
1
~
µ01Qm1
(
ELe
−i(ωm0−ωm1−ωL)t
ωm0 − ωm1 − ωL
−
EL
ωm0 − ωm1 − ωL
+
E∗Le
−i(ωm0−ωm1+ωL)t
ωm0 − ωm1 + ωL
−
E∗L
ωm0 − ωm1 + ωL
+
ESe
−i(ωm0−ωm1−ωS)t
ωm0 − ωm1 − ωS
−
ES
ωm0 − ωm1 − ωS
+
E∗Se
−i(ωm0−ωm1+ωS)t
ωm0 − ωm1 + ωS
−
E∗S
ωm0 − ωm1 + ωS
)
+
1
~
µ1mQ10
(
ELe
−i(ωm0−ω10−ωL)t
ωm0 − ω10 − ωL
−
EL
ωm0 − ω10 − ωL
+
E∗Le
−i(ωm0−ω10+ωL)t
ωm0 − ω10 + ωL
−
E∗L
ωm0 − ω10 + ωL
+
ESe
−i(ωm0−ω10−ωS)t
ωm0 − ω10 − ωS
−
ES
ωm0 − ω10 − ωS
+
E∗Se
−i(ωm0−ω10+ωS)t
ωm0 − ω10 + ωS
−
E∗S
ωm0 − ω10 + ωS
)
(B.28)
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Integration of equation B.24 after setting nm = 0, gives:
Q1m(t) = Q1m(0) +
1
~
µm1n1
(
ELe
i(ωm1+ωL)t
ωm1 + ωL
−
EL
ωm1 + ωL
+
E∗Le
i(ωm1−ωL)t
ωm1 − ωL
−
E∗L
ωm1 − ωL
+
ESe
i(ωm1+ωS)t
ωm1 + ωS
−
EL
ωm1 + ωS
+
E∗Se
i(ωm1−ωS)t
ωm1 − ωS
−
E∗L
ωm1 − ωS
)
−
1
~
µ01Q0m
(
ELe
i(ωm1−ωm0+ωL)t
ωm1 − ωm0 + ωL
−
EL
ωm1 − ωm0 + ωL
+
E∗Le
i(ωm1−ωm0−ωL)t
ωm1 − ωm0 − ωL
−
E∗L
ωm1 − ωm0 − ωL
+
ESe
i(ωm1−ωm0+ωS)t
ωm1 − ωm0 + ωS
−
ES
ωm1 − ωm0 + ωS
+
E∗Se
i(ωm1−ωm0−ωS)t
ωm1 − ωm0 − ωS
−
E∗S
ωm1 − ωm0 − ωS
)
+
1
~
µm0Q10
(
ELe
i(ωm1+ω10+ωL)t
ωm1 + ω10 + ωL
−
EL
ωm1 + ω10 + ωL
+
E∗Le
i(ωm1+ω10−ωL)t
ωm1 + ω10 − ωL
−
E∗L
ωm1 + ω10 − ωL
+
ESe
i(ωm1+ω10+ωS)t
ωm1 + ω10 + ωS
−
ES
ωm1 + ω10 + ωS
+
E∗Se
i(ωm1+ω10−ωS)t
ωm1 + ω10 − ωS
−
E∗S
ωm1 + ω10 − ωS
)
(B.29)
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Integration of equation B.25 after setting nm = 0, gives:
Qm1(t) = Qm1(0) +
1
~
µ1mn1
(
ELe
−i(ωm1−ωL)t
ωm1 − ωL
−
EL
ωm1 − ωL
+
E∗Le
−i(ωm1+ωL)t
ωm1 + ωL
−
E∗L
ωm1 + ωL
+
ESe
−i(ωm1−ωS)t
ωm1 − ωS
−
EL
ωm1 − ωS
+
E∗Se
−i(ωm1+ωS)t
ωm1 + ωS
−
E∗L
ωm1 + ωS
)
−
1
~
µ10Qm0
(
ELe
−i(ωm1−ωm0−ωL)t
ωm1 − ωm0 − ωL
−
EL
ωm1 − ωm0 − ωL
+
E∗Le
−i(ωm1−ωm0+ωL)t
ωm1 − ωm0 + ωL
−
E∗L
ωm1 − ωm0 + ωL
+
ESe
−i(ωm1−ωm0−ωS)t
ωm1 − ωm0 − ωS
−
ES
ωm1 − ωm0 − ωS
+
E∗Se
−i(ωm1−ωm0+ωS)t
ωm1 − ωm0 + ωS
−
E∗S
ωm1 − ωm0 + ωS
)
+
1
~
µ0mQ01
(
ELe
−i(ωm1+ω10−ωL)t
ωm1 + ω10 − ωL
−
EL
ωm1 + ω10 − ωL
+
E∗Le
−i(ωm1+ω10+ωL)t
ωm1 + ω10 + ωL
−
E∗L
ωm1 + ω10 + ωL
+
ESe
−i(ωm1+ω10−ωS)t
ωm1 + ω10 − ωS
−
ES
ωm1 + ω10 − ωS
+
E∗Se
−i(ωm1+ω10+ωS)t
ωm1 + ω10 + ωS
−
E∗S
ωm1 + ω10 + ωS
))
(B.30)
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Now those results can be inserted into equations B.18, B.19, B.20 and
B.21. Then the equation B.18. becomes:
dtn0 = Γ1n1 − Γ0n0 +
i
~
E(µ10Q10e
iω10t − µ01Q01e
−iω10t)
+
i
~
E
∑
m
(
µm0Qm0e
iωm0t − µ0mQ0me
−iωm0t) (B.31)
By retaining only the terms that do not oscillate2, one gets:
dtn0 = Γ1n1 − Γ0n0 +
i
~
∑
m
µm0
(
−
1
~
µ0mn0
( |EL|2
ωm0 − ωL
+
|EL|
2
ωm0 + ωL
+
|ES|
2
ωm0 − ωS
+
|ES|
2
ωm0 + ωS
)
−
1
~
µ1mQ10
( ESE∗L
ωm0 − ω10 − ωS
+
E∗LES
ωm0 − ω10 + ωL
))
− µ0m
(
−
1
~
µm0n0
( |EL|2
ωm0 + ωL
+
|EL|
2
ωm0 − ωL
+
|ES|
2
ωm0 + ωS
+
|ES|
2
ωm0 − ωS
)
−
1
~
µm1Q01
( ELE∗S
ωm0 − ω10 + ωL
+
E∗SEL
ωm0 − ω10 − ωS
))
(B.32)
The terms proportional to |EL|
2 and |ES|
2 or, at the same time, to µ0mµm0
sum up to zero and if the equality ωL = ωS + ω10 is used, equation B.32.
2here i
~
E(µ10Q10e
iω10t − µ01Q01e
−iω10t) would correspond to infrared absorption if E
would contain a component oscillating at frequency ω10
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becomes:
dtn0 = Γ1n1 − Γ0n0
−
i
~
∑
m
1
~
µ1mµm0Q10ESE
∗
L
( 1
ωm0 − ωL
+
1
ωm0 + ωS
)
+
i
~
∑
m
1
~
µ0mµm1Q01ELE
∗
S
( 1
ωm0 − ωL
+
1
ωm0 + ωS
) (B.33)
or
dtn0 = Γ1n1 − Γ0n0 +
i
~
(K01Q01ELE
∗
S −K10Q10ESE
∗
L) (B.34)
if
Kkl =
1
~
∑
m
µkmµml
(
1
ωm0 − ωL
+
1
ωm0 + ωs
)
(B.35)
is defined. The same way, with use of relation ωm0 = ωm1 + ω10, equation
B.19. becomes:
dtn1 = −Γ1n1 +
i
~
(K10Q10E
∗
LES −K01Q01ELE
∗
S) . (B.36)
And by retaining only the terms that do not oscillate in equation B.20 one
obtains:
dtQ01 = i
∑
m
1
~
µm0
(
−
1
~
µ1mn1
( E∗LES
ωm1 + ωL
+
ESE
∗
L
ωm1 − ωs
))
−
1
~
µ1m
(
−
1
~
µm0n0
( E∗LES
ωm0 − ωL
+
ESE
∗
L
ωm0 + ωs
)) (B.37)
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or:
dtQ01 = −iE
∗
LES (n1 − n0)
∑
m
(
1
~
)2
µ1mµm0
(
1
ωm0 − ωL
+
1
ωm0 + ωs
)
(B.38)
or finally:
dtQ01 = −
i
~
E∗LES (n1 − n0)K10, (B.39)
Finally the system of equations for the two vibrational levels systems is:
dtn0 = Γ1n1 − Γ0n0 +
i
~
(K01Q01ELE
∗
S −K10Q10ESE
∗
L)
dtn1 = −Γ1n1 +
i
~
(K10Q10E
∗
LES −K01Q01ELE
∗
S)
dtQ01 = −γ01Q01 −
i
~
E∗LES (n1 − n0)K10
(B.40)
B.3 Polarization
The equation 3.25. for the polarization can be expanded using equations
B.28, B.30, B.27. and B.29.:
PS(t) =
1
~
∑
m
(
µ0mµm0n0ES
ωm0 − ωS
+
µ1mµm1n1ES
ωm1 + ωS
+
µ0mµm0n0ES
ωm0 + ωS
+
µ0mµm1Q01EL
ωm0 − ω10 + ωL
+
µ1mµm1n1ES
ωm1 − ωS
+
µ0mµm1Q01EL
ωm1 + ω10 − ωL
) (B.41)
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By neglecting the terms corresponding to the refraction (linear polarization
proportional to ES) one gets:
PS(t) = Q01EL
∑
m
µ0mµm1
~
(
1
ωm0 + ωS
+
1
ωm0 − ωL
)
= K01Q01EL
(B.42)
and:
P ∗S(t) = K10Q10E
∗
L. (B.43)
B.4 Wave equation
The wave equation for electric field E in medium with refractive index n
and nonlinear polarization P is:
(
∇2 −
n2
c2
∂2t
)
E = µ0∂
2
t P (B.44)
if amplitudes E0 and P0 are introduced the wave equation becomes:
(
∇2 −
n2
c2
∂2t
)
E0e
i(kz−ωt) = µ0∂2t P0e
i(kz−ωt), (B.45)
where ω is the reference frequency and k = ωn
c
is the wavevector. If a plane
wave approximation is applied (∇2 = ∂2z ) above equation becomes:
∂2zE0 − 2ik∂zE0 − k
2E0−
n2
c2
(
∂2tE0 + 2iω∂tE0 − ω
2E0
)
= µ0
(
∂2t P0 + 2iω∂tP0 − ω
2P0
) (B.46)
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If E0 and P0 are slowly varying in time and space: |∂zE0| << kE0, |∂tE0| <<
ωE0, |P0,t| << ωP0, the equation for the envelopes becomes:
(
∂z +
n
c
∂t
)
E0 = −i
µ0
2k
ω2P0 (B.47)
additionally, if field over a single molecule is of interest the spatial dependence
is small (∂zE0 ≈ 0), then:
∂tE0 = −i
ω
2ǫ0n2
P0. (B.48)
Solution of the above equation for PS(t) = K01Q01EL is:
E0(t) = E0(0)− i
ω
2ǫ0n2
K01
∫ t
0
Q01ELdt
′ = E0(0) + B(t), (B.49)
where
B(t) = −i
ω
2ǫ0n2
K01
∫ t
0
Q01ELdt
′. (B.50)
The Stimulated Raman signal:
S ′SRS =
Ipump on − Ipump off
Ipump off
=
I(t)− I(0)
I(0)
(B.51)
it is gathered by an integrating detector thus I(t) ≈ I(∞):
SSRS ≈
I(∞)− I(0)
I(0)
(B.52)
approximately:
I(∞) |E0(∞)|
2 ≈ |E0(0)|
2 + 2|E0(0)|B(∞) = I(0) + 2|E0(0)|B(∞) (B.53)
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where B2 was neglected, and I(0) = |E0(0)|
2 Thus finally:
SSRS =
2B(∞)
|E0(0)|
(B.54)
For PS(t) = −iD10|EL|
2ES(n1 − n0):
E0(t) = E0(0)−
∫ t
0
ω
2ǫ0n2
D10|EL|
2(n1 − n0)ESdt
′, (B.55)
then B(t) in equation B.54. is:
B(t) = −
∫ t
0
ω
2ǫ0n2
D10|EL|
2(n1 − n0)ESdt
′. (B.56)
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