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５おわりに
本論文では，では，ファジィ制御におけるファジィ推論ルールの調整にＦＮＮの学習機能を利
用する方法において，ファジィ推論ルールのＭＳＦを二等辺三角型から折れ線型に変更す
る手法を用いた。ＭＳＦを構成するパラメータを調節することにより，ＭＳＦの形状を柔軟
に変更することが可能となった。これにより，制御対象の入出力関係を柔軟に学習できる
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後件部実数値ｗｌ＝1.07168,ｗ２＝0.36338,
ｗ３＝0.892908,ｗ４＝-0.00834267
（b）折れ線型ＭＳＦ
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１
ようになった。
今後の課題として，今回使用した簡略化ファジィ推論では，得られたファジィ推論ルー
ルの後件部が実数値であるので，見た目には意味がわかりにくい。よって後件部を実数値
ではなくファジィ集合で表すようにしたい。
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Recently,varioustechniqueshavebeenproposedinordertocombinefuzzyreason‐
ｉｎｇａｎｄｎｅｕｒａｌｎｅｔｗｏｒｋａｓａｗａｙｏｆｔｕｎingfuzzyreasoningruleByusingaproperty
oflearningfunctionofnetwork，wecanconstructafuzzyneuralnetｗｏｒｋ（Fuzzy
NeuralNetworkFNN)whichiscomposedoffuzzystructurehavingtodowithfuzzy
rules、
Inthispaper，wepresentthecharacteristicsofFＮＮｗｈｉｃｈｉｓａｂｌｅｔｏｌｅａｒｎｇｉｖｅｎ
ｍｅｍｂｅrshipfunction(trianglemembershipfunction,piecewisemembershipfunction）
andtocontrolfuzzyprocesses
