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Laser cooling of mesoscopic mechanical resonators is of great interest for both fundamental studies
and practical applications. We provide a general framework to describe the cavity-assisted back-
action cooling in the strong coupling regime. By studying the cooling dynamics, we find that the
temporal evolution of mean phonon number oscillates as a function of the optomechanical coupling
strength depending on frequency mixing. The further analytical result reveals that the optimal
cooling limit is obtained when the system eigenmodes satisfy the frequency matching condition.
The reduced instantaneous-state cooling limits with dynamic dissipative cooling approach are also
presented. Our study provides a guideline for optimizing the backaction cooling of mesoscopic
mechanical resonators in the strong coupling regime.
PACS numbers: 42.50.Wk, 07.10.Cm, 42.50.Lc
I. INTRODUCTION
Cavity optomechanics [1], which explores the interac-
tion between light and mechanical motion, provides a
unique platform for various applications, such as the fun-
damental test of quantum theory [2], quantum informa-
tion processing [3] and high-precision measurements [4].
Recent theoretical and experimental efforts have demon-
strated optomechanically induced transparency [5], op-
tomechanical storage [6], normal mode splitting [7–9],
quantum-coherent coupling between optical modes and
mechanical modes [10, 11], state transfer at different op-
tical (electromagnetic) wavelengths [12], quantum entan-
glement [13], squeezing [14] and nonlinear quantum op-
tomechanics [15]. For most applications, it is a prerequi-
site to cool the mechanical resonators close to the quan-
tum ground state so as to suppress the thermal noise. In
the past few years, numerous experiments have demon-
strated cooling of mechanical resonators by employing
pure cryogenic cooling [16], feedback cooling (active cool-
ing, or cold-damping) [17] and backaction cooling (pas-
sive cooling, or self-cooling) [18–28]. The backaction
cooling is proved to be efficient [29–31], especially in the
resolved sideband limit, where the mechanical resonance
frequency is greater than the decay rate of the optical
cavity. Recently many efforts have been taken to extend
or improve the backaction cooling, for example, cooling
with dissipative coupling [32], cooling with quadratic cou-
pling [33], cooling with hybrid systems [34], cooling in
the single photon strong coupling regime [35] and pulsed
laser cooling [36].
Besides ground state cooling, another crucial condition
for quantum operation is strong coupling [10, 11], where
the light-enhanced optomechanical coupling strength ex-
∗Electronic address: yfxiao@pku.edu.cn; URL:
www.phy.pku.edu.cn/∼yfxiao/index.html
ceeds the cavity decay rate. In such a regime, the opti-
cal and mechanical modes hybridize, leading to normal
mode splitting [7–9]. In the time domain, the energy
exchange between the optical and mechanical modes is
reversible, which allows state swapping. However, it also
brings about swap heating, which leads to the satura-
tion of cooling rates. To overcome this problem, we have
recently [37] proposed a dynamic dissipative cooling ap-
proach, which significantly accelerates the cooling pro-
cess and reduces the cooling limits. In this paper we
extend our previous results and present a detailed explo-
ration of the cooling dynamics and cooling limits in the
strong coupling regime. We systematically investigate
the cooling dynamics under the rotating-wave approxi-
mation (RWA) and without RWA. Rabi-like oscillations
and frequency mixing phenomenon in the time evolution
of mean phonon number are studied. To obtain the low-
est cooling limits, we analytically derive the frequency
matching condition and a small cavity decay rate is pre-
ferred.
The rest of this paper is organized as follows. In Sec.
II we use the linearized quantum Langevin equations and
quantum master equation to describe the system. In Sec.
III we discuss the simplified model under RWA. In Sec.
IV we study the full cooling dynamics without the RWA,
where the zero-temperature and finite-temperature cases
are considered in succession. In Sec. V we discuss the
reduced instantaneous-state cooling limits with dynamic
dissipative cooling approach. A summary is presented in
Sec. VI.
II. THEORETICAL MODEL
We consider a typical optomechanical system in-
volving an optical mode and a mechanical mode,
with a coherent laser driving the optical cavity [Fig.
1(a)]. The system Hamiltonian reads H = ωca
†a +
ωmb
†b+ ga†a(b+ b†) + (Ωe
−iωt
a† +Ω
∗
eiωta).Here the
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FIG. 1: (color online) (a) Sketch of the optomechanical
system. (b) Time evolution of the mean phonon number
N¯RWAb (t) (under RWA) as functions of t and G for ∆
′ =
−ωm, κ/ωm = 0.01, γ/ωm = 10
−5 and nth = 10
3. The pur-
ple dashed curves correspond to the cases of t = pi/(2 |G|),
3pi/(2 |G|) and 5pi/(2 |G|). The color bar is in log scale. (c)
N¯RWAb (t) as a function of t for G/ωm = 0.1 (red circles and
red solid curve) and 0.05 (blue stars and blue dashed curve).
The circles and stars are numerical results obtained from
Eq. (6) and the curves are analytical results calculated from
Eq. (7). The gray dotted curves denote the envelopes given
by nthe
−
κ+γ
2
t (upper curve) and nth(1− e
−
κ+γ
2
t)γ/(κ+ γ)
(lower curve).
first (second) term describes the energy of the optical
(mechanical) mode, with the angular resonance fre-
quency ωc (ωm), the annihilation operator a (b) and the
creation operator a† (b†). The third term represents the
optomechanical interaction [38], with the single-photon
optomechanical coupling rate g. The last term describes
the driving of the input laser, where Ω =
√
κexP/(~ω)e
iφ
denotes the driving strength with the input laser power
P , initial phase φ, frequency ω and the input-cavity cou-
pling rate κex. In the interaction picture, the quantum
Langevin equations are given by
a˙ =
(
i∆− κ
2
)
a− iga(b+ b†)
−iΩ−√κexain,ex −√κ0ain,0, (1a)
b˙ =
(
−iωm − γ
2
)
b− iga†a−√γbin, (1b)
where ∆ = ω − ωc denotes the input-cavity detun-
ing; κ0 stands for the intrinsic cavity dissipation rate;
κ = κ0 + κex represents the total cavity dissipa-
tion rate; γ is the dissipation rate of the mechanical
mode; ain,0, ain,ex and bin are the noise operators as-
sociated with the intrinsic cavity dissipation κ0, exter-
nal cavity dissipation κex and mechanical dissipation
γ, which have zero mean values and obey the correla-
tion functions 〈ain,0(t)a†in,0(t′)〉 = 〈ain,ex(t)a†in,ex(t′)〉 =
δ(t − t′), 〈a†in,0(t)ain,0(t′)〉 = 〈a†in,ex(t)ain,ex(t′)〉 = 0,
〈bin(t)b†in(t′)〉 = (nth + 1)δ(t − t′) and 〈b†in(t)bin(t′)〉 =
nthδ(t − t′). Here nth = [exp(~ωmkBT ) − 1]−1 describes the
equilibrium mean thermal phonon number, where T is
the temperature of the reservoir and kB is Boltzmann
constant. For strong coherent laser input, both the op-
tical and mechanical modes reach a new steady state,
and thus we can rewrite the operators as a→ α+ a1 and
b→ β+ b1. Here α and β represent the c-number steady
state values of the optical and mechanical modes, while
a1 and b1 are the corresponding fluctuation operators.
From Eqs. (1a) and (1b), the quantum Langevin equa-
tions for the quantum fluctuations are given by
a˙1 =
(
i∆′ − κ
2
)
a1 − igα(b1 + b†1)
− iga1(b1 + b†1)−
√
κexain,ex −√κ0ain,0, (2a)
b˙1 =
(
−iωm − γ
2
)
b1 − ig
(
α∗a1 + αa
†
1
)
− iga†1a1 −
√
γbin, (2b)
where ∆′ = ∆−g(β+β∗) represents the optomechanical-
coupling modified detuning. For strong driving |α| ≫ 1,
the nonlinear terms in Eqs. (2a) and (2b) can be ne-
glected, yielding linearized quantum Langevin equations.
The corresponding quadratic Hamiltonian is given by
HL = −∆′a†1a1 + ωmb†1b1 + (Ga†1 +G∗a1)(b1 + b†1), (3)
where G = αg describes the light-enhanced optome-
chanical coupling strength. In this Hamiltonian, the
rotating-wave terms Ga†1b1 +G
∗a1b
†
1 correspond to the
beam-splitter interaction, while the counter-rotating-
wave terms Ga†1b
†
1 +G
∗a1b1 describe the two-mode
squeezing interaction.
Starting from the Hamiltonian Eq. (3) in the linear
regime, the time evolution of the system density matrix
3ρ is described by the quantum master equation
ρ˙ = i[ρ,HL] +
κ
2
(
2a1ρa
†
1 − a†1a1ρ− ρa†1a1
)
+
γ
2
(nth + 1)
(
2b1ρb
†
1 − b†1b1ρ− ρb†1b1
)
+
γ
2
nth
(
2b†1ρb1 − b1b†1ρ− ρb1b†1
)
. (4)
We focus on the time evolution of the mean phonon num-
ber N¯b = 〈b†1b1〉 = Tr(ρb†1b1). Using Eq. (4), N¯b is deter-
mined by a linear system of ordinary differential equa-
tions involving all the second-order moments V = (N¯a,
N¯b, 〈a†1b1〉, 〈a1b†1〉, 〈a1b1〉, 〈a†1b†1〉, 〈a21〉, 〈a†21 〉, 〈b21〉, 〈b†21 〉)T
[37, 39], with the equations given by
V˙ = MV+N, (5)
where N¯a = 〈a†1a1〉, and the elements of the matrices M
and N are presented in the appendix.
III. COOLING DYNAMICS UNDER THE
ROTATING-WAVE APPROXIMATION
We focus on the strong coupling regime, where the
light-enhanced optomechanical coupling strength |G| is
far greater than the cavity decay rate κ. When |G| ≪ ωm
is also satisfied, the rotating-wave approximation can be
made, so that we can concisely describe the main char-
acteristic of the cooling dynamics. Under the RWA,
the counter-rotating-wave terms Ga†1b
†
1 +G
∗a1b1 are ne-
glected, and Eq. (5) reduce to
∂N¯a
∂t
= −i|G|F¯ − κN¯a, (6a)
∂N¯b
∂t
= i|G|F¯ − γN¯b + γnth, (6b)
∂F¯
∂t
= −2i |G| (N¯a − N¯b
)− [i(∆′ + ωm) + κ+ γ
2
]F,
(6c)
where F¯ = (G〈a†1b1〉−G
∗〈a1b†1〉)/|G| represents the co-
herence between the optical and mechanical modes. We
consider the red sideband resonant case with ∆′ = −ωm,
i. e., the cooling process is on resonance. The time evo-
lution of the mean phonon number is given by
N¯RWAb (t) ≃ nth
γ + e−
κ+γ
2
t
[
κ cos2(|G| t)− γ sin2(|G| t)
]
κ+ γ
.
(7)
It shows that the phonon number is proportional to
the environmental thermal phonon number nth, which
reveals that the rotating-wave optomechanical coupling
only modifies the effective mechanical dissipation rate.
In Fig. 1(b) we plot the exact numerical results
of N¯RWAb (t) as functions of t and G for κ/ωm = 0.01,
γ/ωm = 10
−5
and nth = 10
3, with Fig. 1(c) plots
both numerical and analytical results of N¯RWAb (t) for
G/ωm = 0.1 and 0.05. It shows that the mean phonon
number undergoes Rabi-like oscillations with the period
of pi/ |G|, which implies the energy exchange between
the optical mode and the mechanical mode, together
with the normal mode splitting with the frequency dif-
ference of 2 |G|. The dissipation is characterized by the
envelopes, where the upper envelope is approximately
described by nthe
−
κ+γ
2
t, and the lower envelope reads
nth(1 − e−
κ+γ
2
t
)γ/(κ+ γ), as shown in Fig. 1(c). From
Figs. 1(b) and (c) we find small discrepancy for small
|G|, which is because the strong coupling condition is
weakly satisfied for |G| ∼ κ. Taking the dissipations
into account, the normal mode splitting is given by
∼ 2
√
|G|2 − κ2/16, which is slightly smaller than 2 |G|.
Thus the oscillation period is slightly larger than pi/ |G|,
which agrees with Figs. 1(b) and (c).
When the system reaches the steady state, the final
phonon number is given by nthγ/(κ+ γ), as inferred from
Eq. (7). Nevertheless, the minimum phonon number is
obtained near the end of the first half Rabi oscillation
cycle, t ≃ pi/(2G), with the instantaneous-state cooling
limit
nRWAins ≃
piγnth
4 |G| . (8)
It shows that the instantaneous-state cooling limit does
not depend on the cavity decay rate κ. This is a great im-
provement compared with the steady-state cooling limit,
which is constrained by the cavity decay rate. In Fig.
2 we plot nRWAins as a function of G. It reveals that a
large coupling strength leads to a low cooling limit. This
is because the time to reach the minimum is in inverse
proportional to the coupling strength, and short evolu-
tion time suffers less dissipation, as compared in Fig.
1(c) for G/ωm = 0.1 and 0.05. The comparison between
the steady-state cooling limit and the instantaneous-state
cooling limit is also shown in Fig. 2, which reveals the
advantage of the instantaneous-state cooling limit with a
factor of ∼ piκ/(4 |G|).
IV. COOLING DYNAMICS WITHOUT THE
ROTATING-WAVE APPROXIMATION
When the coupling strength |G| is comparable to the
mechanical resonance frequency ωm, the effect of the
counter-rotating interactions become important. In this
case we need to solve Eq. (5), without the the RWA. For
convenience, we first consider the zero-temperature case,
where the environmental thermal phonon number nth is
set to be zero.
A. Zero-temperature case
For nth = 0, all the initial values of the second-order
moments in Eq. (5) are zero. With the time evolution,
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FIG. 2: (color online) Instantaneous-state cooling limit nRWAins
as a function of G. The red circles are numerical results ob-
tained from Eq. (6) and the red solid curve is the analytical
result calculated from Eq. (8). The steady-state cooling limit
is plotted for comparison (blue dashed curve). Other param-
eters are the same as Fig. 1(b).
these moments become nonzero due to the the quan-
tum backaction resulting from the vacuum fluctuations,
i. e., they are created from vacuum by the counter-
rotating interactions. For the red sideband resonant case
∆′ = −ωm, by diagonalizing the Hamiltonian Eq. (3), we
obtain HL = ω+c
†
+c++ω−c
†
−c−, where c± are the eigen-
modes with the corresponding eigenfrequencies ω± =√
ω2m ± 2 |G|ωm. Note that the the eigenfrequencies re-
duce to ω± = ωm ± |G| with the RWA as shown in the
previous section. The rotating-wave interaction is char-
acterized by the frequency ω+ − ω− [∼ 2 |G| with RWA
as appeared in Eq. (7)], while the counter-rotating-wave
interaction is characterized by the frequency ω+ + ω−.
Therefore, by taking both interactions into considera-
tion, the system dynamics is described by two frequencies
ω+ ± ω−. To provide quantitative results, we derive the
time evolution of the mean phonon number in this case
as [37]
N¯
(0)
b (t) ≃
|G|2
[
1− e−κ+γ2 t cos(ω+ + ω−)t cos(ω+ − ω−)t
]
2(ω2m − 4 |G|2)
.
(9)
Unlike N¯RWAb (t) as shown in Eq. (7), here N¯
(0)
b (t) does
not depend on the environmental thermal phonon num-
ber nth, which reveals that it originates from the quan-
tum backaction associated with the vacuum fluctuations.
In Fig. 3(a) we present the exact numerical re-
sults of N¯
(0)
b (t) as functions of t and G with contour
plots. We note that a number of islands regularly ap-
pear in the contour map. This is a result of the carrier-
envelope-type frequency mixing as described by the term
cos(ω+ + ω−)t cos(ω+ − ω−)t in Eq. (9), where the
carrier frequency ω+ + ω− corresponds to the counter-
rotating-wave interaction and the envelope frequency
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FIG. 3: (color online) (a) Time evolution of the mean phonon
number N¯
(0)
b
(t) as functions of t and G. The purple dashed
curves correspond to the cases of t = pi/(ω+ −ω−), 3pi/(ω+−
ω−) and 5pi/(ω+ − ω−). The island in the top left corner is
labeled as (p, q) = (3, 1). The color bar is in log scale. The
black contour curves denote N¯
(0)
b
(t) = 0.001, 0.002, 0.005, 0.1,
0.2 and 0.5. (b) and (c): N¯0b (t) as a function of t for G/ωm =
0.3 (b) and 0.35 (c). The circles and stars are numerical
results obtained from Eq. (5), and the curves are analytical
results calculated from Eq. (9). Other parameters are the
same as Fig. 1(a) except that nth = 0.
ω+ − ω− corresponds to the rotating-wave interaction.
The local minimum value of N¯
(0)
b (t) is obtained when
cos(ω+ + ω−)t cos(ω+ − ω−)t ≃ 1, which yields the fol-
lowing frequency matching condition
(ω+ + ω−)t = ppi, (10a)
(ω+ − ω−)t = qpi,
5where p and q are both odd integers or both even integers,
and p > q. For example, q = 1, p = 3, 5, 7...; q = 2,
p = 4, 6, 8... We can label these islands in Fig. 3(a) as
(p, q), where we have marked (3, 1) as an example. From
Eq. (10) we derive the corresponding |G| and t for each
islands (p, q) as
|G| = pq
p2 + q2
ωm, (11a)
t =
√
p2 + q2
pi
2ωm
. (11b)
Because of the dissipation, the optimal minimum value is
reached for the island with the shortest time, which corre-
sponds to (p, q) = (3, 1), the labeled island in the top left
corner of Fig. 3(a). In this case we obtain |G|/ωm = 0.3
and t =
√
10pi/(2ωm). Some of the other minimum values
for q = 1 [along the leftmost purple dashed curve in Fig.
3(a)] can be obtained as |G|/ωm = p/(p2 + 1) = 0.19,
0.14, 0.11...(p = 5, 7, 9...)
In Figs. 3(b) and (c) we plot N¯
(0)
b (t) for G/ωm = 0.3
and 0.35, corresponding to the frequency matched and
unmatched regions, respectively. For the former, the
time evolution of phonon number exhibits periodic os-
cillations, with the minimum phonon number lower than
10−3; for the latter, the phonon number does not show
obvious periodicity, and the minimum phonon number
is larger than 10−2. Although there exist some discrep-
ancies between the analytical results expressed by Eq.
(9) and the exact results numerically computed from Eq.
(5) in the form of some high frequency fluctuations, the
analytical expression characterizes the minimum phonon
number very well, especially for the frequency-matched
case.
For the islands with q = 1, the minimum phonon num-
ber is obtained near the end of the first half Rabi oscil-
lation cycle, t ≃ pi/(ω+ − ω−). The instantaneous-state
cooling limit in this case is analytically given by
n
(0)
ins ≃
piκ|G|
8(ω2m − 4|G|2)
, (12)
where we have neglected the terms containing mechani-
cal dissipation rate γ since in the experiments typically
κ≫ γ. We plot n(0)ins as a function of G in Fig. 4.
The overall trend is that large coupling strength leads
to large cooling limit, which is a result of quantum back-
action heating in the strong coupling regime. The an-
alytical expression Eq. (12) describes this trend quite
well. Meanwhile, the oscillations are signatures of fre-
quency matching, where |G| /ωm = 0.3, 0.19 and 0.14
correspond to the frequency-matched regions with low
phonon number. The steady-state cooling limit reads
|G|2 /[2(ω2m − 4 |G|2)], which is also plotted in Fig. 4 for
comparison.
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FIG. 4: (color online) Instantaneous-state cooling limit n
(0)
ins
as a function of G. The red circles are numerical results ob-
tained from Eq. (5) and the red dotted curve is the analytical
result calculated from Eq. (12). The steady-state cooling
limit is plotted for comparison (blue dashed curve). The dot-
ted vertical lines indicate G/ωm = 0.14, 0.19 and 0.3 from left
to right. Other parameters are the same as Fig. 3(a).
B. Finite-temperature case
For finite-temperature case nth 6= 0, the phonon num-
ber originates from both the modified mechanical dissi-
pation and quantum backaction. By solving Eq. (5), in
Fig. 5(a) we plot the exact numerical results of the time
evolution of the mean phonon number N¯b(t) as functions
of t and G. The contour map shows that N¯b(t) also ex-
hibits Rabi-like oscillations and a number of islands. The
main features of the Rabi-like oscillation is similar to the
RWA case as shown in Fig. 1, while the island appears
only when both p and q are odd integers, correspond-
ing to the Rabi-like oscillation dips. This is because the
contribution of N¯
(0)
b (t) is hidden by N¯
RWA
b (t) except for
the regions where N¯RWAb (t) reaches the minimum, i. e.,
cos(ω+−ω−)t ∼ −1, corresponding to odd q. In Fig. 5(b)
we compare N¯b(t) and N¯
RWA
b (t) for both G/ωm = 0.3 and
0.35, which demonstrates the significance of frequency
matching. For G/ωm = 0.3 (frequency-matched case),
the difference between N¯b(t) and N¯
RWA
b (t) is small and
the minimum phonon number is less than 10−1. However,
for G/ωm = 0.35 (frequency-unmatched case), N¯b(t) is
different from N¯RWAb (t) near the Rabi-oscillation dips,
since the frequency matching condition is not satisfied.
In this case the quantum backaction plays an important
role and the minimum phonon number is as large as 102.
In Fig. 6(a), we present the instantaneous-state cooling
limit nins [obtained near t = pi/(ω+ − ω−)] as a func-
tion of G (blue stars), which reveals obvious difference
between the frequency matched and unmatched cases.
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FIG. 5: (color online) (a) Time evolution of the mean phonon
number N¯b(t) as functions of t and G. The purple dashed
curves correspond to the cases of t = pi/(ω+ −ω−), 3pi/(ω+ −
ω−) and 5pi/(ω+ − ω−). The color bar is in log scale. The
black contour curves denote N¯b(t) = 10, 20, 50 and 100. (b)
N¯b(t) as a function of t forG/ωm = 0.3 (red dashed curve) and
0.35 (blue dotted curve), which are numerical results obtained
from Eq. (5); N¯RWAb (t) as a function of t for G/ωm = 0.3
(red solid curve) and 0.35 (blue dash-dotted curve), which are
numerical results obtained from Eq. (6). Other parameters
are the same as Fig. 1(a).
V. REDUCED INSTANTANEOUS-STATE
COOLING LIMITS
By employing the dynamic dissipative cooling ap-
proach [37], the instantaneous-state cooling limit can
be can be significantly reduced. In Fig. 6(a) we plot
the reduced instantaneous-state cooling limits with dy-
namic cavity dissipation modulation as a function of G
for κ/ωm = 0.01 (red circles). Analytical derivations lead
to the cooling limits [37]
nins ≃ piγnth
4 |G| +
pi2 |G|4
(ω2m− |G|2)(ω2m − 4 |G|2)
, (13a)
noptins ≃
piγnth
4 |G| +
piκ|G|
8(ω2m − 4|G|2)
, (13b)
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FIG. 6: (color online) (a) Instantaneous-state cooling limits
nins as a function of G for κ/ωm = 0.01. (b) nins as a func-
tion of κ for G/ωm = 0.3. The red circles are numerical results
obtained from Eq. (5) with dynamic cavity dissipation mod-
ulation; the red dashed and dotted curves are the analytical
results calculated from Eqs. (13a) and (13b); the blue stars
are the numerical results obtained from Eq. (5) without dy-
namic cavity dissipation modulation. Other parameters are
the same as Fig. 1(a).
where noptins denotes the instantaneous-state cooling limits
for the optimal coupling strength G (frequency-matched
case), and nins corresponds to the frequency-unmatched
case. It reveals that these two expressions set the upper
and lower bounds of the instantaneous-state cooling lim-
its, as shown in Fig. 6(a). It is worth noting that the
lower bound is the sum of the two cooling limits given
by Eq. (8) and Eq. (12), i. e., noptins = n
RWA
ins + n
(0)
ins.
Typically, the minimum cooling limit is obtained for
|G| /ωm = 0.3, as shown in Fig. 6(a). In Fig. 6(b)
the instantaneous-state cooling limits as functions of the
cavity decay rate κ for the optimal coupling strength
|G| /ωm = 0.3 are plotted. It shows that a small κ is
preferred to obtain a low cooling limit. Therefore, to at-
tain the best cooling performance in the strong coupling
regime, the frequency matching condition should be sat-
isfied and a small cavity decay rate is required. This is in
contrast to the steady-state cooling limit which requires
an optimal value for κ to balance the quantum limit and
cavity bandwidth limitation [7, 39].
7VI. CONCLUSIONS
In summary, we have examined the backaction cool-
ing of mesoscopic mechanical resonators in the strong
coupling regime. When the rotating-wave approximation
is satisfied, the mean phonon number undergoes simple
damped Rabi-like oscillations with the Rabi frequency
of 2 |G| and the exponential damping envelope scales
as e−
κ+γ
2
t. At the first half oscillation cycle, the mini-
mum mean phonon number is derived as piγnth/(4 |G|).
For large coupling strength where the rotating-wave ap-
proximation fails, the mean phonon number oscillates as
functions of both the evolution time and the coupling
strength, which is a result of frequency mixing. Under
the frequency matching condition, the optimal coupling
strengths are derived as |G| /ωm ≃ 0.3, 0.19, 0.14... By
employing the dynamic dissipative approach [37], the re-
duced instantaneous-state cooling limits reach the lower
bound piγnth/(4 |G|) + piκ|G|/[8(ω2m − 4|G|2)]. This pro-
vides a guideline for achieving the lowest cooling limit,
which is reached when the frequency matching condition
is satisfied and when the cavity decay rate κ is small.
Compared with the steady-state cooling limit, the unique
advantage is that it does not require an optimal value for
κ, allowing for long-coherence-time quantum operations
deeply in the strong coupling regime. The parameter
ranges γ ≪ κ < G < ωm/2 can be realized in vari-
ous optomechanical systems, for example, in the micro-
toroid system studied in Ref. [10], with the parameters
ωm/2pi ∼ 78 MHz, κ/2pi ∼ 7.1 MHz, γ/2pi ∼ 10 kHz and
G/2pi ∼ 11.4 MHz, or in the superconducting aluminium
membrane system studied in Ref. [11], with the parame-
ters ωm/2pi ∼ 10.5 MHz, κ/2pi ∼ 320 kHz, γ/2pi ∼ 35 Hz
and G > κ.
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Appendix A
In Eq. (5), the matrices M and N are given by
M=


−κ 0 −iG iG∗ iG∗
0 −γ iG −iG∗ iG∗
−iG∗ iG∗ −i (∆′ + ωm)− κ+γ2 0 0
iG −iG 0 i (∆′ + ωm)− κ+γ2 0
−iG −iG 0 0 i (∆′ − ωm)− κ+γ2
iG∗ iG∗ 0 0 0
0 0 0 −2iG −2iG
0 0 2iG∗ 0 0
0 0 −2iG 0 −2iG∗
0 0 0 2iG∗ 0
−iG 0 0 0 0
−iG 0 0 0 0
0 0 −iG iG∗ 0
0 iG∗ 0 0 −iG
0 −iG∗ 0 −iG 0
−i (∆′ − ωm)− κ+γ2 0 iG 0 iG∗
0 2i∆′ − κ 0 0 0
2iG∗ 0 −2i∆′ − κ 0 0
0 0 0 −2iωm − γ 0
2iG 0 0 0 2iωm − γ


, (A1)
N= (0, γnth, 0, 0,−iG, iG∗, 0, 0, 0, 0)T . (A2)
Initially, the mean phonon number is equal to the bath
thermal phonon number and other second-order moments
are zero, i. e., V(t = 0) = (0, nth, 0, 0, 0, 0, 0, 0, 0, 0)
T .
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