Abstract. We consider the defocussing NLS equation with small periodic initial condition. A new approach to study the Hamiltonian as a function of action variables is demonstrated. The problems for the NLS equation is reformulated as the problem of conformal mapping theory corresponding to quasimomentum of the Zakharov-Shabat operator. The main tool is the Löwner type equation for the quasimomentum. In particular, we determine the asymptotics of the Hamiltonian for small action variables. Moreover, we determine the gradient of Hamiltonian with respect to action variables. This gives so called frequencies and determines how the angles variables depend on the time.
Introduction

Consider the defocussing cubic non-linear Schrödinger equation (dNLS)
on the circle T = R/Z, i.e. ψ(x + 1, t) = ψ(x, t) for x, t ∈ R, with the initial conditions:
where q 1 , q 2 are real functions. The dNLS equation has the Hamiltonian H given by
(1.1)
For functionals E = E(q) and G = G(q) the Poisson bracket {E, G} P has the form
dx.
The Hamiltonian system with Hamiltonian H is given by ∂ψ ∂t = {H(ψ), ψ} P = −J ∂H ∂ψ 1 ∂H ∂ψ 2 = −J(−ψ xx + 2|ψ| 2 ψ).
The dNLS equation has the Hamiltonian H and other two integrals H 0 and H 1 given by H 0 (q) = q 2 = 1 0 (q 1 (x) 2 + q 2 (x) 2 )dx,
There are many papers and books devoted to the dNLS equation, see [FT] , [GH] . The actionangle variables for the dNLS equation on the circle were studied by McKean-Vaninsky [MV1] , [MV2] , and Grebert-Kappeler-Pöschel [GKP] , see also [V] . Note that the action-angle variables are studied in [VN] , [Ku] , [KP] . The dNLS equation admits globally defined real analytic action-angle variables A n , φ n , n ∈ Z (see [GKP] , [MV1] , [MV2] , [VN] ). Recall the important identities from [K2] :
2)
3)
where U is some nonlinear functional given by (4.2). In fact we rewrite H 0 , H 1 and the main part of H in terms of simple functions of the actions A = (A n ) n∈Z . Moreover, the following estimates from [K2] hold true: 5) where A 1 = n∈Z A n . Introduce the real spaces
Note that (1.2), (1.4), (1.5), yield:
T) iff (nA n ) n∈Z ∈ ℓ 1 . In Theorem 1.1 we will show that U(A) is a well defined function of A = (A n ) n∈Z ∈ ℓ 2 . We mention the Kuksin conjecture [Ku1] : there is an estimate of the Hamiltonian H in terms of P( A 2 ) for some polynomial P(z). As far as we know, no an estimate of H in terms of F ( A 2 ) for some function F (z), z 0 has been published.
We formulate our result about the estimates.
Theorem 1.1. The following estimates hold true: Remark. 1) A ∈ ℓ 2 iff (|q n |) n∈Z ∈ ℓ 4 , see Sect.
The parameters Ω n are very important, since the angle variables φ n (t) as functions of time t 0 have the form φ n (t) = φ n (0) + Ω n t, t 0, n ∈ Z. Due to (4.1) we deduce that the gradient is given by
Thus in order to study Ω n we need to study ∂ n U only, which is defined on q ∈ L 2 (T). Our goal is to give a new method to study Hamiltonian as a function of action variables. In this paper we reformulate the problems for the dNLS equation as the problems of the conformal mapping theory. The main technical tool is Theorem 3.1 from [KK3] about the Löwner type equation. We formulate our main result.
has the derivative ∂ n U(A) for each n ∈ Z, which is continuous on A and satisfies
(1.10)
Remark. 1) Note that the Hamiltonian H(q) is defined on the functions |q ′ | ∈ L 2 (T), but we study the frequencies for the potentials |q| ∈ L 2 (T). 2) In order to prove (1.9) with the reminder of the third order A 3 2 we use the properties of the quasimomentum from [KK2] , [K3] , [K4] and the identity (4.1) only. Moreover, similar arguments give the Taylor series of the Hamiltonian H in terms of actions A n for any order. We consider the simplest case to write the short paper and to formulate our approach. The main problem is to show (1.10).
3) We estimate U in terms of the norm A 2 , which yields estimates in terms of A 1 , since A 2 A 1 . In order to study the perturbation of the dNLS the estimates the Hamiltonian H(q) in terms of A 2 are important. This is the motivation of the estimates (1.9), (1.10). 4) In the case |q ′ | ∈ L 2 (T) the Hamiltonian H is a real analytic function of (nA n ) n∈Z and the Marchenko-Ostrovski parameters, similar to the case H 0 , see Theorem 3.1. 4) In [K5] we consider the frequencies Ω n for general case and determine their asymptotics as n → ±∞.
We now describe the plan of the paper. In Section 2 we recall the needed results from [KK2] , [KK3] , [K4] , [K3] and [MO] about the quasimomentum k(z, h) as the function of two variables z, h: z is a spectral variable and h ∈ ℓ 2 is the Marchenko-Ostrovski parameter. Note that for each h ∈ ℓ 2 the function k(·, h) : K(h) → Z is the conformal mapping (see definitions of K(h), Z and k(·, h) in (2.4)). In Theorem 3.1 from [KK3] we recall the needed properties of the function z(k, h) (for fix h ∈ ℓ 2 the function z(k, h) is an inverse for k(z, h) ) as the function of quasimomentum k and h ∈ ℓ 2 and formulate the Löwner type equation (3.4) for the conformal mapping z(·, h) : K(h) → Z. In Lemma 3.2 from [KK3] we describe the properties of the actions A n (h) as functions of the Marchenko-Ostrovski parameters h ∈ ℓ 2 and present the exact formulas for 
Preliminaries
The dNLS equation is integrable and admits a Lax-pair formalism, see [ZS] , [FT] . Consider the corresponding Zakharov-Shabat operator T zs acting in L 2 (R) ⊕ L 2 (R) and given by
where |q| ∈ L 1 (0, 1). This operator is essentially self-adjoint on the domain [LM] ). The spectrum of T zs is purely absolutely continuous and is union of spectral bands σ n , n ∈ Z, where
The intervals σ n and σ n+1 are separated by gap g n = (z − n , z + n ) with the length |g n | 0. If a gap g n is degenerate, i.e., |g n | = 0, then the corresponding segments σ n , σ n+1 merge. We use the Zakharov-Shabat equation for a vector -function f :
where f 1 , f 2 are functions of x ∈ R. Here and below ( ′ ) = ∂/∂x. The boundary value problem with Eq. (2.2) and with the condition f (0) = f (1) is called periodic and the boundary value problem (2.2) with the condition f (0) = −f (1) is called antiperiodic. Here z ± 2n , n ∈ Z are the eigenvalues of the periodic problem and z ± 2n+1 , n ∈ Z are the eigenvalues of the anti-periodic problem. Define the 2 × 2-matrix valued fundamental solution Ψ = Ψ(x, z) by
Introduce the Lyapunov function ∆(z) by
The function ∆ is entire and ∆(z ± n ) = (−1) n for all n ∈ Z (see e.g. [LS] ). We recall results which is crucial for the present paper. For each q ∈ L 1 (T) there exists a unique conformal mapping (the quasimomentum) k : Z → K(h) with asymptotics k(z) = z + o(1) as |z| → ∞ (see Fig. 1 and 2) and such that (see [MO] and [Mi1] , [Mi2] , [KK2] ) cos k(z) = ∆(z), z ∈ Z = C \ ∪g n , and
Here Γ n is the vertical cut and recall that z n ∈ [z − n , z
, [K2] . Recall the properties of the conformal mapping k = u(z) + iv(z), z ∈ Z from [MO] or [KK2] :
3) If some g n = ∅, n ∈ Z, then the function v(z + i0) > 0 for all z ∈ g n , and v(z + i0) has a maximum at z n ∈ g n such that v(z n + i0) = |h n |, v ′ (z n ) = 0, see Fig. 3 , and ∆ ′ (z n ) = 0 and
We emphasize that the introduction of the quasi-momentum k(·) provides a natural labeling of all gaps g n (including the empty ones!) by demanding that k(·) maps the cut (a "gap"
. This determination of a fixed reference point will be of important later on. Let z(·) = k −1 : K(h) → Z be the inverse mapping for k : Z → K(h). Below we will sometimes write z(k, h), , .., instead of z(k), , .., when several h are being dealt with. Note, that for fixed k ∈ K(h) the function z(k, h), h ∈ ℓ 2 R is even with respect to each variable h n ∈ R, n ∈ Z. We use h n ∈ R, since it is more convenient for us than h n ∈ [0, ∞).
For any nondegenerate gap g n the function k(·, h) has an analytic continuation (from above or from below) across the interval g n . This suffices to extend the function −i(k(·, h) − πn) by the symmetry. Similarly the function z(·, h) has an analytic continuation (from left or from right) across the vertical cut (πn − i|h n |, πn + i|h n |) by the symmetry.
In spirit, such result goes back to the classical Hilbert Theorem (for a finite number of cuts, see e.g. [J] ) in the conformal mapping theory. A similar theorem for the Hill operator is technically more complicated (there is a infinite number of cuts) and was proved by MarchenkoOstrovski [MO] . The proof of Misura for the Zakharov-Shabat system follows the general idea from [MO] . For additional properties of the conformal mapping we also refer to our previous papers [KK2] , [KK4] , [K2] .
A lot of papers are devoted to the inverse problems for the operator T zs . Misura [Mi1] , [Mi2] extended the results of [MO] to the periodic Zakharov-Shabat operator (in terms of heights h = (h n ) n∈Z ∈ ℓ 2 of vertical cuts Γ n , n ∈ Z, see Sect.2). The author [K1] reproved the results of Misura [Mi1] , [Mi2] by the direct method [KK1] . The gap length mappings were considered in [BGGK] , [GG] , [K2] . A priori estimates (two sided) of H 0 , H in terms of actions, gap lengths, Marchenko-Ostrovski parameters, etc. were obtained in [KK2] , [KK3] , [K1] - [K4] . There are papers devoted to the integrals H, H 0 , H 1 , see [KK2] , [KK3] , [K1] - [K4] , where various both identities and estimates of integrals in terms of gap lengths of the Zakharov-Shabat operator, actions variables, the Marchenko-Ostrovski parameters (so-called heights h n , see Sect. 2) were obtained.
Note
as z → i∞, see [K2] , where the functionals Q j (h), (n j 2 h n ) n∈Z ∈ ℓ 2 , j = 0, 1, 2 are given by
Recall the following identities from [KK1] 
where k = u + iv. The functions Q j (h) are even with respect to each variable h n , and then due to (3.5), Q j (h) are the functions of A = (A n ) n∈Z . Recall estimates for the periodic Zakharov-Shabat operator (see Corollary 2.3,
where η = (η n ) n∈Z and η n = π − |σ n | 0, see [K3] . The dNLS equation admits globally defined real analytic action-angle variables A n , φ n , n ∈ Z (see [GKP] , [MV1] , [MV2] , [VN] ), where the action variables A n are given by
see [FM] , where χ n ⊂ C is a counterclockwise circuit around the gap g n only and the branch
). Using the identity ∆(z) = cos k(z) and integration by parts we rewrite the action A n in terms of the quasimomentum (see [KK3] )
(2.13)
Here and below the function v(z, h) in the integral gn v(z, h)dz on the gap g n = ∅ is given by v(z, h) = v(z + i0, h) > 0, z ∈ g n . Below we need the following estimates from [KK1] :
(2.14)
We need the important identity from [KK2] (see Fig. 3 )
For each n ∈ Z there exists the unique points z n ∈ g n such that
Define s = min n∈Z |σ n | and the sequences M n , .., and the sequence S = (S m ) m∈Z by
. Then for each n ∈ Z the following estimates hold true: 
. Similar arguments yield the last estimate in (2.19) and (2.18), (2.20) .
Lemma 2.3. Let h ∈ ℓ ∞ . Then for each n ∈ Z the following estimates hold true: 
which gives (2.22). We will show (2.23). Let r = |gn| 2 and α n = νn hn
. We need the estimate
(see Lemma 2.1 in [K4] ). Then we obtain
The estimate (2.24) implies Recall that for fixed k ∈ C the function z(k, h), h ∈ ℓ 2 R is even with respect to each variable h n ∈ R. Below we need some results about the quasimomentum (see Theorem 2.3, 2.5 from [KK3] ). Theorem 3.1. i) The functional Q 0 : ℓ 2 → R + has an analytic continuation into some strip J β , β > 0 and the gradient is given by:
ii) There exist ε > β > 0 such that for any fixed real h ∈ ℓ 2 the function z(k, h + η) has the analytic extension from
Moreover, for each n ∈ Z the derivatives are given by (the Löwner type equation)
iii) The mapping a : ℓ
is a real analytic isomorphism of ℓ
The statement (i) was proved in [KK3] with ν n given by
n sinh h n , which yields (3.3), (3.4). All other statements were proved in [KK3] .
If h ∈ ℓ ∞ R , then for each n ∈ Z the following estimates from [KK3] hold true:
and recall that z n ∈ [z − n , z + n ] is the zero of the function ∆ ′ (z). Note that (3.4) is the Löwner type equation for the quasimomentum. Introduce the contours c n around Γ n and χ n around g n by
Below we need some results about the action variable A n (see Lemma 7.6 from [KK3] ).
Lemma 3.2. Each action A n : ℓ 2 → [0, ∞), n ∈ Z has an analytic continuation into some strip J β , β > 0 by
Moreover, the derivatives ∂An ∂hm , m ∈ Z have the following forms:
Remark. Recall that that
> 0 for all z ∈ g m and the identities (3.11), (3.12) and (2.18) give
all m ∈ Z, (3.14)
Define the operator F :
Introduce the sequence α n = νn 2hn
, n ∈ Z. Due to Lemma 3.2 we obtain
. Then F − I id is the Hilbert-Schmidt operator and satisfies
|F n,n − 1| 5S n , (3.19)
where · HS is a Hilbert-Schmidt norm and the operator F has an inverse.
Proof. If m = n, then using (2.17), (3.7) we obtain
We show (3.19). Using (2.23) and Lemma 2.2 we obtain |α n − 1| S n 4 + 1 64 (3 + 3 8 )S n + 1 9 2 S n , which gives (3.21), and
, which yields (3.19). Combining (3.18), (3.19) and using (2.20), (1.2), we obtain 
Proof of main Theorem
Recall that the Hamiltonian has the following form (see [K2] )
where V (h) is defined by
and h(a) is an inverse mapping for h → a = (a n ) n∈Z , a n (h) = |A n (h)| 1 2 sign h n (see (3.5)) and A(a) is defined by A n = a 2 n , n ∈ Z. Recall that a → h is a real analytic isomorphism of ℓ 2 onto itself (see Theorem 3.1). In fact in order to get the properties of U(A) we work with the functional V (h) and below we study how our functions depend on the Marchenko-Ostrovski parameter h ∈ ℓ 2 . We define the functions V n (h), h ∈ ℓ 2 , by
Recall that v(z + i0) > 0 for all z ∈ g n = ∅ and v is defined by the equation cosh v(z) = (−1) n ∆(z) 1, z ∈ g n . Note that for fix k ∈ K(h) the function k(z, h) is even with respect to each variable h n , n ∈ Z, and then due to (4.1), V (h(a)) is the functions of A = (A n ) n∈Z .
Using v 2 (z) h 2 n , z ∈ g n (see (2.15)) we obtain the simple estimate
Consider now the function V n : ℓ 2 → [0, ∞), which has good properties.
Lemma 4.1. i) Each V n , n ∈ Z has an analytic extension from ℓ 2 into some J β , β > 0 by
Moreover, if h ∈ ℓ 2 , then their gradients are given by
where
ii) The estimates (1.5), (1.9) and the following estimates hold true:
(4.9)
for all z ∈ g n and the integration by parts, we obtain
The last identity and (3.4) give
which yields (4.6), (4.8). Integration by parts implies (4.7). Note that z m = z m (h) is real analytic on ℓ 2 , see [K1] . ii) We will show (1.9). Using (2.15) we obtain
Now we calculate the first integral:
Using (4.10),(4.11) and I 2 0 we obtain
Using (2.22) we deduce that
We estimate the second integral by
since Y n (z) > 0 for all z ∈ g n = 0 and M n 1 , r 4 A 2 n . Thus combine the last estimates, we get (1.9), since (2.19) and n>0
We show (4.9). Using (4.7), (2.17),(2.14), we obtain
and using (3.14), we get
which yields (4.9). Using (3.7),(1.2) we obtain
which yields (1.5).
ii) The estimate (1.6) holds true. Moreover, if |h n | = h ∞ for some n ∈ Z, then
18)
Proof. i) Let g n = ∅. Assume that α n = z n −z − n |g n |/2, the proof of the case z + n −z n |g n |/2 is similar. Define the function f n (t) = t |hn| αn , t = z −z − n ∈ (0, α n ). The function v(z +i0), z ∈ g n is convex and then v(z − n + t + i0) f n (t), t ∈ (0, α n ), which yields
A n . The Taylor formula implies ∆(z
Using the Bernstein estimates for the bounded exponential type functions we obtain sup z∈R |∆ ′′ (z)| = sup z∈R |∆(z)| = C 0 . Then combining the Taylor formula plus the Bernstein estimates we get (4.16), which gives (4.17).
ii) The estimate (4.16) yields
and thus |g n | 2. Thus, the estimate (2.14) gives |h n | |hn||gn| 2 π 2 A n and we obtain (4.19). Using (4.15), (4.17), (4.19), (2.14), we obtain
Moreover, using (4.15), (2.14), we obtain
which yields (1.6). The function V (h) is even with respect to each variable h n , n ∈ Z, and then V (h) is the function of h 2 n , n ∈ Z. Lemma 4.3. i) Let h ∈ ℓ 2 be such that q < 1 8
. Then for sufficiently small ε = (ε n ) n∈Z ∈ ℓ 2 the following estimate holds true:
ii) The function V : ℓ 2 → [0, ∞) has the derivative ∇ n V (h) for each n ∈ Z, which is continuous on ℓ 2 and is given by
Proof. i) Using Lemma 4.1 we get
where all series converges absolutely. If h = h + tε, then estimates (4.9), (2.14) imply
and thus using n>0
, we get
ii) Let e 1 = (δ 1,n ) n∈Z a unit vector in ℓ p , p 1. Using again Lemma 4.1 we obtain
where all series converges absolutely. Assume that I 0 = o(t) as t → 0. Then Lemma 4.1 gives (4.21). We show that I 0 = o(t) as t → 0. We have
Estimate (4.9) implies
for some absolute constant C and N > 1 large enough. Each function b n (t, h) is real analytic in h ∈ ℓ 2 , then |G 2 | = o(t) as t → 0. Similar arguments give that ∇ 1 V (h) is continuous on ℓ 2 . We show (4.22). Using (2.18) and (4.23) we obtain
and (2.21), (2.19), (2.20), (2.22) imply
which yields (4.22). The function ω n = ∇nV 2hn
is well defined and is continuous in ℓ 2 , since by Theorem 3.1, the
is real analytic.
, m ∈ Z is continuous on ℓ 2 and satisfies for all h ∈ ℓ 2 : , then the components ω m , m ∈ Z satisfy ω m2 9 2 |h n | 2 , ω m2 3 A ∞ 2 S m , (4.24) We rewrite the last identity in the short form: 38) and X is an operator in ℓ 2 with coefficients X n,m . Note that X = F −1 , where the operator F is defined in (3.16), (3.17).
Consider the operator Then |w| 1 − e −2r .
