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a b s t r a c t
A graph G on n ≥ 3 vertices is called claw-heavy if every induced claw (K1,3) of G has a pair
of nonadjacent vertices such that their degree sum is at least n. In this paper we show that
a claw-heavy graph G has a Hamilton cycle if we impose certain additional conditions on
G involving numbers of common neighbors of some specific pair of nonadjacent vertices,
or forbidden induced subgraphs. Our results extend two previous theorems of Broersma,
Ryjáček and Schiermeyer [H.J. Broersma, Z. Ryjáček, I. Schiermeyer, Dirac’s minimum
degree condition restricted to claws, Discrete Math. 167–168 (1997) 155–166], on the
existence of Hamilton cycles in 2-heavy graphs.
© 2008 Elsevier B.V. All rights reserved.
1. Terminology and notation
We use Bondy and Murty [4] for terminology and notation not defined here and consider finite simple graphs only.
Let G be a graph on n vertices. For a vertex v ∈ V(G), its neighbor, denoted by NG(v), and its degree, denoted by dG(v),
are defined as the set and the number of vertices in G that are adjacent to v, respectively. By δ(G) we mean the minimum
degree of the vertices of G. We often simply write N(v), d(v) and δ instead of NG(v), dG(v) and δ(G) if there is no possibility
of confusion. If S ⊆ V(G), then 〈S〉 denotes the subgraph of G induced by S. A graph H is an induced subgraph of G if H = 〈S〉
for some S ⊆ V(G). An induced subgraph of G with vertex set {u, v,w, x} and edge set {uv, uw, ux} is called a claw of G, with
center u and end vertices v,w, x. An induced subgraph of G isomorphic to K1,3 with one additional edge is called a modified
claw. A vertex v of G is called heavy if d(v) ≥ n/2. A claw of G is called 1-heavy if at least one of its end vertices is heavy, and
is called 2-heavy if at least two of its end vertices are heavy. A graph is called 1-heavy (2-heavy) if all its induced claws are
1-heavy (2-heavy, respectively).
If H is a graph, we say that a graph G is H-free if G contains no copy of H as an induced subgraph. Instead of K1,3-free, we
use the more common term claw-free. Note that every claw-free graph is 2-heavy, and that every 2-heavy graph is 1-heavy.
We use D (of deer), H (of hourglass) and P7 (of a path on 7 vertices) to denote the graphs of Fig. 1.
2. Main results
Degree conditions and forbidden subgraph conditions are two important types of sufficiency conditions for the existence
of Hamilton cycles in graphs. The following are two examples of these two types of conditions, respectively.
Theorem 1 (Dirac [8]). Let G be a graph on n ≥ 3 vertices with δ(G) ≥ n/2. Then G is hamiltonian.
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Fig. 1. Graphs D, H and P7 .
Fig. 2. The graph G.
Theorem 2 (Shi [13]). Let G be a 2-connected graph on n ≥ 3 vertices. If G is claw-free and |N(u) ∩ N(v)| ≥ 2 for every pair of
vertices u, v with d(u, v) = 2, then G is hamiltonian.
Combining these two types of conditions, Broersma et al. [5] gave a common generalization of Theorems 1 and 2.
Theorem 3 (Broersma et al. [5]). Let G be a 2-connected graph on n ≥ 3 vertices. If G is 2-heavy and |N(u)∩ N(v)| ≥ 2 for every
pair of vertices u, v in a modified claw with d(u, v) = 2 and max{d(u), d(v)} < n/2, then G is hamiltonian.
Theorem 3 also generalizes several other results, due to Bedrossian et al. [1], Fan [9] and Ore [12], on the existence of
Hamilton cycles in graphs.
A graph G on n vertices is called claw-heavy if every induced claw has a pair of nonadjacent vertices u and v satisfying
d(u)+ d(v) ≥ n. Fujisawa and Yamashita [11] introduced this notion and gave a new sufficiency condition for the existence
of Hamilton cycles in graphs.
It is clear that every claw-heavy graph is 1-heavy, but not necessarily 2-heavy. Broersma et al. [5] showed that one cannot
relax 2-heavy to 1-heavy in Theorem 3. Our first objective in this paper is to prove that we can relax 2-heavy to claw-heavy
in Theorem 3.
Theorem 4. Let G be a 2-connected graph on n ≥ 3 vertices. If G is claw-heavy and |N(u) ∩ N(v)| ≥ 2 for every pair of vertices
u, v in a modified claw with d(u, v) = 2 and max{d(u), d(v)} < n/2, then G is hamiltonian.
For claw-free graphs, the following two results on the existence of Hamilton cycles are also known.
Theorem 5 (Broersma and Veldman [6]). Let G be a 2-connected graph. If G is claw-free, P7-free and D-free, then G is hamiltonian.
Theorem 6 (Faudree et al. [10]). Let G be a 2-connected graph. If G is claw-free, P7-free and H-free, then G is hamiltonian.
Broersma et al. [5] extended Theorems 5 and 6 to the class of 2-heavy graphs.
Theorem 7 (Broersma et al. [5]). Let G be a 2-connected graph. If G is 2-heavy, and moreover, P7-free and D-free, or P7-free and
H-free, then G is hamiltonian.
Broersma et al. [5] also showed that one cannot relax 2-heavy to 1-heavy in Theorem 7. Here, as in Theorem 4, we prove
that we can relax 2-heavy to claw-heavy in Theorem 7.
Theorem 8. Let G be a 2-connected graph on n ≥ 3 vertices. If G is claw-heavy, and moreover, P7-free and D-free, or P7-free and
H-free, then G is hamiltonian.
Remark 1. The graph in Fig. 2 shows our results in Theorems 4 and 8 does strengthen those in Theorems 3 and 7. Let n ≥ 10
be an even integer and Kn/2+ Kn/2−3 denote the join of two complete graphs Kn/2 and Kn/2−3. Choose a vertex x ∈ V(Kn/2) and
construct a graph G with V(G) = V(Kn/2+Kn/2−3)∪{u, v,w} and E(G) = E(Kn/2+Kn/2−3)∪{uv, uw, ux}∪{vy,wy|y ∈ V(Kn/2−3)}. It
is easy to see thatG is a hamiltonian graph satisfying the conditions of Theorems 4 and 8, but not the conditions of Theorems 3
and 7.
We postpone the proofs of Theorems 4 and 8 to the next section.
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3. Proofs of Theorems 4 and 8
Firstly, we introduce some additional terminology and notation.
An (x, y)-path is a path connecting two vertices x and y. Let H be a path or a cycle with a given orientation. By←−H we
denote the same graph as H but with the reverse orientation. If v is a vertex of H, then v+H and v
−
H denote the immediate
successor (if it exists) and immediate predecessor (if it exists) of v on H, respectively. Furthermore, we define v+2H = (v+H )+
and v−2H = (v−H )−. If S is a set of vertices of H, then define S+H = {s+H |s ∈ S} and S−H = {s−H |s ∈ S}. When no confusion occurs, we
denote v+H , v
−
H , v
+2
H , v
−2
H , S
+
H and S
−
H by v+, v−, v+2, v−2, S+ and S−, respectively. For two vertices u and v of H, we use H[u, v] to
denote the segment of H from u to v. By H(u, v) we mean the path H[u, v] − {u, v}. A cycle C in a graph G is called heavy if it
contains all the heavy vertices of G; and is called extendable if there exists a longer cycle in G containing all vertices of C.
To prove Theorems 4 and 8, we need the following lemmas. The two observations in Lemma 2 are implicit in the works
of Chvátal and Erdös [7] and Bondy [3], respectively. Lemma 3 is a variation of a lemma due to Broersma et al. [5].
Lemma 1 (Bollobás and Brightwell [2], Shi [13]). Every 2-connected graph contains a heavy cycle.
Lemma 2. Let C be a nonextendable cycle in a graph G on n ≥ 3 vertices, R a component of G− V(C), and A the set of neighbors
of R on C. Then
(a) A ∩ A− = ∅, A ∩ A+ = ∅, and A− and A+ are independent sets;
(b) Each pair of vertices from A− or A+ has degree sum smaller than n.
Lemma 3. Let G be a graph on n ≥ 3 vertices and u, v ∈ V(G) be two nonadjacent vertices such that dG(u)+ dG(v) ≥ n. If G+ uv
has a cycle C, then G has a cycle containing all vertices of C.
Proof. Suppose that G does not have a cycle containing all vertices of C. Then there is a (u, v)-path P = v1v2 · · · vp
(u = v1 and v = vp) in G such that V(P) = V(C). Therefore, NG−P(u) ∩ NG−P(v) = ∅. Since dG(u) + dG(v) ≥ n, we have
dP(u)+ dP(v) ≥ |V(P)|. Hence, there exists some i with 3 ≤ i ≤ p−1 such that vi ∈ NP(v1) and vi−1 ∈ NP(vp). This implies that
C′ = v1vivi+1 · · · vpvi−1vi−2 · · · v1 is a cycle in G with V(C′) = V(P), i.e., V(C′) = V(C), a contradiction. 
As a corollary of Lemma 3, we can get the following lemma.
Lemma 4. Let C be a nonextendable heavy cycle in G on n ≥ 3 vertices. If there exists an (x, y)-path P such that V(P) ⊃ V(C) and
|V(P)| > |V(C)|, then xy 6∈ E(G) and dG(x)+ dG(y) ≤ n− 1.
Proof of Theorem 4. Suppose that G is not hamiltonian. By Lemma 1, G contains a heavy cycle. Let C be such a cycle as
long as possible and assign an orientation to C. Then V(G) \ V(C) 6= ∅. Since G is 2-connected, there exists a (v1, v2)-path
P = v1u1u2 · · · urv2 internally disjoint with C such that {v1, v2} ⊂ V(C) and |V(P)| ≥ 3.
By the choice of C, all internal vertices on P are not heavy. By Lemma 4, we have uv−i 6∈ E(G), uv+i 6∈ E(G), dG(u)+ dG(v−i ) ≤
n− 1 and dG(u)+ dG(v+i ) ≤ n− 1 for any u ∈ {u1, u2, . . . , ur} and i = 1, 2. By Lemma 2 (b), we have dG(v+1 )+ dG(v+2 ) ≤ n− 1
and dG(v−1 )+ dG(v−2 ) ≤ n− 1. This implies that
∑2
i=1(dG(v
+
i )+ dG(v−i )) ≤ 2n− 2. Since G is claw-heavy, either {v1, v+1 , v−1 , u1}
or {v2, v+2 , v−2 , ur} induces a modified claw. (Otherwise, both {v1, v+1 , v−1 , u1} and {v2, v+2 , v−2 , ur} induce claws. Since G is claw-
heavy, we have dG(v+1 )+ dG(v−1 ) ≥ n and dG(v+2 )+ dG(v−2 ) ≥ n, this implies that
∑2
i=1(dG(v
+
i )+ dG(v−i )) ≥ 2n, a contradiction.)
Without loss of generality, we may assume that {v1, v+1 , v−1 , u1} induces a modified claw and dG(v+1 )+ dG(v−1 ) ≤ n− 1. Here,
we may assume that v+1 is not heavy. Now we have d(u1, v
+
1 ) = 2 and max{dG(u1), dG(v+1 )} < n/2. By the conditions of
Theorem 4, we have |N(v+1 ) ∩ N(u1)| ≥ 2. Thus, there exists a vertex v ∈ {N(v+1 ) ∩ N(u1)} \ {v1}. It is clear that v ∈ V(C).
From Lemma 2 we know that {v, v+1 , v+, u1} induces a claw and dG(v+1 ) + dG(v+) ≤ n − 1. Now, P′ = v+C(v+, v)vu1 and
P′′ = v+1 C(v+1 , v1)v1u1 are paths with V(P′) ⊃ V(C) and |V(P′)| > |V(C)|, and V(P′′) ⊃ V(C) and |V(P′′)| > |V(C)|. It follows
from Lemma 4 that dG(u1) + dG(v+) ≤ n − 1 and dG(u1) + dG(v+1 ) ≤ n − 1. Therefore, the induced claw with the vertex set{v, v+1 , v+, u1} has no pair of nonadjacent vertices such that their degree sum is at least n, a contradiction. 
Proof of Theorem 8. Suppose that G is not hamiltonian. By Lemma 1, G contains a heavy cycle. Choose a heavy cycle C
in G such that C is as long as possible. Then V(G) \ V(C) 6= ∅. Assign an orientation to C. Since G is 2-connected, there
exists a (v1, v2)-path P internally disjoint with C such that {v1, v2} ⊂ V(C) and |V(P)| ≥ 3. Assign an orientation to P. Let
P = v1u1u2 · · · urv2 be such a path of minimum length. Then P is an induced path unless v1v2 ∈ E(G).
By Lemma 4, we have the following claim.
Claim 1. uv−i 6∈ E(G), uv+i 6∈ E(G), dG(u)+ dG(v−i ) ≤ n− 1 and dG(u)+ dG(v+i ) ≤ n− 1 for any u ∈ {u1, u2, . . . , ur} and i = 1, 2.
Claim 2. At least one of v−1 v
+
1 and v
−
2 v
+
2 is an edge of G.
Proof. Suppose v−1 v
+
1 6∈ E(G) and v−2 v+2 6∈ E(G). Since G is claw-heavy, by Claim 1, we have dG(v+1 ) + dG(v−1 ) ≥ n and
dG(v
+
2 ) + dG(v−2 ) ≥ n. This implies that
∑2
i=1(dG(v
+
i ) + dG(v−i )) ≥ 2n. On the other hand, by Lemma 2 (b), we have
dG(v
+
1 )+ dG(v+2 ) ≤ n− 1 and dG(v−1 )+ dG(v−2 ) ≤ n− 1. So we have
∑2
i=1(dG(v
+
i )+ dG(v−i )) ≤ 2n− 2, a contradiction. 
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Claim 3. v1v−2 6∈ E(G), v1v+2 6∈ E(G), v2v−1 6∈ E(G) and v2v+1 6∈ E(G).
Proof. Suppose that v1v−2 ∈ E(G). By Lemma 2, we have v−1 v−2 6∈ E(G) and dG(v−1 ) + dG(v−2 ) ≤ n − 1. It follows from Claim 1
that u1v−1 6∈ E(G), u1v−2 6∈ E(G), dG(u1)+ dG(v−1 ) ≤ n− 1 and dG(u1)+ dG(v−2 ) ≤ n− 1. Then {v1, v−1 , v−2 , u1} induces a claw with
no pair of nonadjacent vertices such that their degree sum is at least n, a contradiction.
Similarly, we can prove that v1v+2 6∈ E(G), v2v−1 6∈ E(G) and v2v+1 6∈ E(G). 
For i = 1, 2, let yi be the first vertex on C[v+i , v−3−i] satisfying yivi 6∈ E(G), and let zi be an arbitrary vertex on C[v+i , yi].
Claim 4. uzi 6∈ E(G) for any u ∈ {u1, u2, . . . , ur} and i = 1, 2.
Proof. Suppose that uz1 ∈ E(G). By Claim 1, z1 6= v+1 . Then P′ = v+1 C(v+1 , z−1 )z−1 v1 P(v1, u)uz1C(z1, v−1 )v−1 is a path with
V(P′) ⊃ V(C) and |V(P′)| > |V(C)|. From Lemma 4 we know that v−1 v+1 6∈ E(G) and dG(v−1 ) + dG(v+1 ) ≤ n − 1. By Claim 1,{v1, v−1 , v+1 , u1} induces a claw with no pair of nonadjacent vertices such that their degree sum is at least n, a contradiction.
Similarly, we can prove that uz2 6∈ E(G). 
Claim 5. z1v2 6∈ E(G) and z2v1 6∈ E(G).
Proof. Suppose that z1v2 ∈ E(G). Then, by Claim 3, we have z1 6= v+1 . By Claim 2, either v−1 v+1 ∈ E(G) or v−2 v+2 ∈ E(G). If v−1 v+1 ∈
E(G), then P′ = v+2 C(v+2 , v−1 )v−1 v+1 C(v+1 , z−1 ) z−1 v1P(v1, v2)v2z1C(z1, v−2 )v−2 is a path with V(P′) ⊃ V(C) and |V(P′)| > |V(C)|. By
Lemma 4, we have v−2 v
+
2 6∈ E(G) and dG(v−2 )+ dG(v+2 ) ≤ n−1. It follows from Claim 1 that {v2, v−2 , v+2 , ur} induces a claw, with
no pair of nonadjacent vertices such that their degree sum is at least n, a contradiction. If v−2 v
+
2 ∈ E(G), then as in the proof
above, we get a contradiction.
Similarly, we can prove that z2v1 6∈ E(G). 
Claim 6. z1z2 6∈ E(G).
Proof. Suppose z1z2 ∈ E(G). By Claim 2, either v−1 v+1 ∈ E(G) or v−2 v+2 ∈ E(G). If v−1 v+1 ∈ E(G), then P′ = v+2 C(v+2 ,
z−2 )z
−
2 v2
←−
P (v2, v1)v1z
−
1
←−
C (z−1 , v
+
1 )v
+
1 v
−
1
←−
C (v−1 , z2)z2z1 C(z1, v
−
2 )v
−
2 is a path with V(P′) ⊃ V(C) and |V(P′)| > |V(C)|. By Lemma 4,
we have v−2 v
+
2 6∈ E(G) and dG(v−2 )+ dG(v+2 ) ≤ n− 1. It follows from Claim 1 that {v2, v−2 , v+2 , ur} induces a claw, with no pair
of nonadjacent vertices such that their degree sum is at least n, a contradiction. If v−2 v
+
2 ∈ E(G), then as in the proof above,
we get a contradiction. 
In the following we distinguish the proof into two cases.
Case 1. r = 1.
Suppose that v1v2 6∈ E(G). Then, by Claims 4–6, and the choices of y1 and y2, we know that {y1, y−1 , v1, u1, v2, y−2 , y2}
induces a P7, a contradiction. Suppose that v1v2 ∈ E(G). Clearly, {y1, y−1 , v1, u1, v2, y−2 , y2} induces a D. At the same time, by
Claim 2, either {v+1 , v1, v−1 , u1, v2} or {v+2 , v2, v−2 , u1, v1} induces an H, a contradiction.
Case 2. r ≥ 2.
Suppose that v1v2 6∈ E(G). By Claims 4–6, and the choices of y1 and y2, we know that {y1, y−1 , v1, u1, u2, . . . , ur, v2, y−2 , y2}
induces a Pr+6, contradicting the hypothesis of Theorem 8. So in the following we only consider the case that v1v2 ∈ E(G).
Claim 7. v−1 v
+
1 ∈ E(G) and v−2 v+2 ∈ E(G).
Proof. Suppose that v−1 v
+
1 6∈ E(G). By Claim 2, we have v−2 v+2 ∈ E(G). By Claim 1, we know that {v1, v+1 , v−1 , u1} induces a claw
and dG(u1)+ dG(v−1 ) ≤ n− 1, dG(u1)+ dG(v+1 ) ≤ n− 1. Since G is claw-heavy, it is clear that dG(v−1 )+ dG(v+1 ) ≥ n.
Without loss of generality, we may assume that dG(v+1 ) ≥ n/2.
Subclaim 1. dG(v+1 )+ dG(v2) ≤ n− 1.
Proof. Now P′ = v+1 C(v+1 , v−2 )v−2 v+2 C(v+2 , v1)v1P(v1, v2)v2 is a path such that V(P′) ⊃ V(C) and |V(P′)| > |V(C)|. From Lemma 4,
we have v2v+1 6∈ E(G) and dG(v+1 )+ dG(v2) ≤ n− 1. 
By the choice of C and Subclaim 1, we have dG(u1) < n/2 ≤ dG(v+1 ) and dG(u1) + dG(v2) ≤ n − 1. It follows from Claim 1
and Subclaim 1 that {v1, v2, v+1 , u1} induces a claw, with no pair of nonadjacent vertices such that their degree sum is at least
n, a contradiction. So we have v−1 v
+
1 ∈ E(G).
Similarly, we can prove that v−2 v
+
2 ∈ E(G). 
Claim 8. dG(v1) > n/2 and dG(v2) > n/2.
Proof. By Claim 7, P′ = v+1 C(v+1 , v−2 )v−2 v+2 C(v+2 , v1)v1P(v1, v2)v2 is a path with V(P′) ⊃ V(C) and |V(P′)| > |V(C)|. It follows
from Lemma 4 that v2v+1 6∈ E(G) and dG(v+1 )+ dG(v2) ≤ n− 1. From Claim 1, we know that {v1, v+1 , v2, u1} induces a claw and
dG(u1)+ dG(v2) ≥ n. Since dG(u1) < n/2, we have dG(v2) > n/2.
Similarly, we can prove that dG(v1) > n/2. 
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By the choice of P, clearly, we have the following claim.
Claim 9. NG−C(v1) ∩ NG−C(v2) = ∅.
By Claims 8 and 9, we have |NC(v1)| + |NC(v2)| > |V(C)|. Since v1v2 ∈ E(G), by the choices of y1, y2 and Claims 3 and 5, we
have
|NC[v−1 ,y−1 ](v1)| + |NC[v−1 ,y−1 ](v2)| = |V(C[v
−
1 , y
−
1 ])|
and
|NC[v−2 ,y−2 ](v1)| + |NC[v−2 ,y−2 ](v2)| = |V(C[v
−
2 , y
−
2 ])|.
At the same time, by the choices of y1, y2 and Claim 5, we have v1y1 6∈ E(G), v2y1 6∈ E(G), v1y2 6∈ E(G) and v2y2 6∈ E(G). So,
|NC[y+1 ,v−22 ](v1)| + |NC[y+1 ,v−22 ](v2)| + |NC[y+2 ,v−21 ](v1)| + |NC[y+2 ,v−21 ](v2)| > |V(C[y
+
1 , v
−2
2 ])| + |V(C[y+2 , v−21 ])| + 2.
Thus, we have either
|NC[y+1 ,v−22 ](v1)| + |NC[y+1 ,v−22 ](v2)| > |V(C[y
+
1 , v
−2
2 ])| + 1
or
|NC[y+2 ,v−21 ](v1)| + |NC[y+2 ,v−21 ](v2)| > |V(C[y
+
2 , v
−2
1 ])| + 1.
Without loss of generality, we assume
|NC[y+2 ,v−21 ](v1)| + |NC[y+2 ,v−21 ](v2)| > |V(C[y
+
2 , v
−2
1 ])| + 1.
Then, there exists a vertex v ∈ C[y+2 , v−21 ] such that vv1 ∈ E(G) and v+C v2 ∈ E(G). Now C′ = v+1 C(v+1 , v−2 )v−2 v+2 C(v+2 , v)vv1P(v1, v2)
v2v
+
C C(v
+
C , v
−
1 )v
−
1 v
+
1 is a cycle with V(C′) ⊃ V(C) and |V(C′)| > |V(C)|, a contradiction.
The proof of Theorem 8 is complete. 
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