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Research into classification using Anomaly Detection (AD) within the field of Network
Intrusion Detection (NID), or Network Intrusion Anomaly Detection (NIAD), is common,
but operational use of the classifiers discovered by research is not. One reason for the
lack of operational use is most published testing of AD methods uses artificial datasets:
making it difficult to determine how well published results apply to other datasets and the
networks they represent. This research develops a method to predict the accuracy of an
AD-based classifier when applied to a new dataset, based on the difference between an
already classified dataset and the new dataset. The resulting method does not accurately
predict classifier accuracy, but does allow some information to be gained regarding the
possible range of accuracy. Further refinement of this method could allow rapid operational
application of new techniques within the NIAD field, and quick selection of the classifier(s)
that will be most accurate for the network.
iv
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NETWORK INTRUSION DATASET ASSESSMENT
I. Introduction
Network Intrusion (NI) refers to a myriad of techniques and technologies that can be
used to penetrate and exploit computer networks. NI datasets are collections of network
traffic that evaluate new Network Intrusion Detection (NID) classifiers. There are two types
of NID classifiers: Anomaly Detection (AD) and misuse.
Recently, there has been significant focus on attacks vectored through gaps in network
security, leading to renewed interest in the effectiveness of intrusion prevention measures.
However, to prevent intrusion there needs to be an effective method of Intrusion Detection
(ID). As misuse detection is unable to detect novel attacks, the focus has rested largely on
applications of AD to the NID field, or Network Intrusion Anomaly Detection (NIAD).
1.1 Problem Statement
The objective of this research is to develop a system by which the differences measured
between networks can be used to predict the corresponding change in classifier performance.
In the NIAD field networks are examined via traffic captured from the network, which is
then converted into a dataset by generating features from that traffic. The use of datasets to
attempt to examine networks is widespread and accepted, therefore this research will use
the terms network and dataset interchangeably.
The lack of a standard method to compare datasets (thus networks) means there is
little connection between the research and real-world systems: most current research is
inapplicable to operational systems without expensive testing. While methods are available
for measuring the theoretical upper-bound on the capability of a Network Intrusion Detection
1
System (NIDS) [22], there is little information published in the field on the use of datasets to
evaluate NIDS. NIDS developers could use a method of predicting the change in classifier
performance between datasets as a metric when developing new classifiers.
Specifically, the goals of this research are to:
• develop a structure suitable for conducting experiments on the correlations of the
difference between datasets and the corresponding change in classifier performance,
• identify difference measures which correlate to changes in classifier performance,
• build and evaluate a system to predict the difference in classifier accuracy between
two datasets.
All goals were achieved by this research effort. Analysis identified multiple difference
measures that correlated to various classifier performance measures, and the model
developed during research is able to predict classifier performance change based on
differences between datasets.
1.2 Contributions
This research provides two significant contributions to the field of NIAD. First, this
research demonstrates consistent correlation of the differences between datasets and the
changes in corresponding classifier performance measures. While the correlations found
were not high, they demonstrate a relationship between the difference measures used in this
research and the performance of a wide range of classifiers.
Second, this research provides a new way of approaching the, “No free lunch theorem,”
proposed by Wolpert and Macready [61] as it may apply to finding an optimal classifier for
a given dataset. Approaching the problem of selecting a classifier for a particular dataset
as an optimization problem, and trying to predict the outcome of the classifier using the
differences between datasets, provides a new framework within which to approach the
problem of classifier selection.
2
1.3 Overview
Chapter 2 examines the topics surrounding NIAD and summarizes the phases of ID.
It then provides an overview of the available NI datasets along with a discussion of the
different types of datasets available. Once the available datasets are covered, methods of
dataset characterization are discussed leading into the last section in Chapter 2. The last
section reviews current research in the area of distance and similarity measures, along with
their possible uses in the NIAD field.
Chapter 3 describes the Classifier Accuracy Prediction System (CAPS) that is developed
to perform experiments on dataset differences and changes in classifier performance. The
parameters and boundaries of the CAPS are examined, as well as the factors and levels of
the experiment. Finally, discussion proceeds on how the experimental results are analyzed
and evaluated.
Chapter 4 reports the results of the three sets of experiments designed to accomplish
the goals set forth in Section 1.1. Analysis of the correlation within and across datasets
is performed, with visual checks occurring after the statistical analysis is complete. The
predictive model is developed and evaluated, and the results of that evaluation are reported.
Chapter 5 summarizes the experimental results, and provides an evaluation of the
quality of the predictive model. Based on the provided evidence, the conclusion is that there
is correlation of the difference between datasets and the corresponding change in classifier
performance. In addition to correlation, linear models are developed which are able to





The successful characterization of a Network Intrusion (NI) dataset, and of the
difference between two NI datasets, rests largely on how the differences and similarities
between the two datasets are quantified. In particular, the method of measuring the distance
or similarity between two datasets is critical to successful determination of whether two
datasets are similar in structure and content, and whether results of an evaluation on one
may apply to the other.
Within the Network Intrusion Anomaly Detection (NIAD) field the closest work to this
research is, “On the distance norms for detecting anomalies in multidimensional datasets,”
by Chmielewski and Wierzchon´ [9] which examines the problems inherent in using a form
of power (p, r)-distance. Power (p, r)-distance measures the distance between two vectors x







The particular distance used is determined by the values of p and r, where the values
assigned to each will sometimes result in distances that may be familiar to readers. In
example, where p = r = 2 the power (p, r)-distance is more commonly known as the
Euclidean metric, and p = r ≥ 1 the power (p, r)-distance is known more generally as
the lp-metric. Chmielewski and Wierzchon´ use the lp-metric (Equation (2.1), p = r ≥ 1),
fractional lp-distance (Equation (2.1), 0 < p = r < 1), and cosine similarity (Equation
(2.2)) to measure the distance between different samples of high-dimensional data. Cosine
similarity is shown in Equation (2.2), where φ is the angle between vectors x and y:
cos φ =
〈x, y〉√
x2 · √y2 (2.2)
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Through experimentation using differing values of p on the lp-metric, and using the
resulting distance in an application of negative selection to a NI dataset, they conclude
that values of p on the interval [0.5, 1.0] should provide an improvement in detection rate
compared to other values. While they do not address the issues of correlation between
difference and classifier performance measures, the examination of different forms of
distance is useful.
Outside the NIAD field the closest work to this research is, “Comprehensive Survey on
Distance/Similarity Measures between Probability Density Functions,” by Cha [6] which
provides a syntactic and semantic categorization of distance and similarity measures as
applied to probability distribution functions, as well as an analysis of the correlation between
different measures using clustering and presented in hierarchical clusters. While not a
review of how the measures are used, Cha’s work is a useful reference for distance measures
with an interesting partitioning based on how well the distance measures correlate to each
other. A similar work with different intent is the, “Encyclopedia of Distances,” by Deza
and Deza [15] which provides a comprehensive enumeration of the main distance measures
used within a variety of different fields. The cross-disciplinary manner in which the list of
distance measures is treated is especially useful when trying to identify measures used in
published works, as synonyms and similar formulations are referenced throughout.
In areas not directly related to measuring difference and similarity in multi-dimensional
datasets, but which may be useful in examining multi-dimensional datasets, there are
other significant works. Within, “Ontologies and Similarity,” Staab [52] examines the
relationships between ontologies and similarity measures, especially in light of the use of
measures within logical reasoning systems. Cunningham [11] develops, “A Taxonomy of
Similarity Mechanisms for Case-Based Reasoning,” which provides a useful structure for
reasoning about which similarity measures to use when first examining a problem.
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2.2 Intrusion Detection Phases
Before discussing the NIAD field, it is useful to ensure common understanding of the
terms being used. As discussion herein is about the phases of Intrusion Detection (ID) and
datasets collected, defining the phases as used within this research is useful. Definitions of
the terms used to refer to those phases within this research follow.
• Preprocessing: Manipulation of the dataset required to allow the authors’ tools to
operate on the dataset that is presumed to have no effect on the outcome of the
experiment. For example, conversion from the comma-separated-value format to a
database table within a relational database may be required, leaving the values of the
features within the dataset unchanged.
• Feature generation: Creation of new features based on original or derived datasets.
For example, conversion of a feature with seven possible categorical values to seven
binary features.
• Selection: Selection of a subset of all available features or observations for use in
classification.
• Classification: Categorization of samples as a particular class.
2.3 Network Intrusion Datasets
Careful dataset creation can allow NIAD classifiers to be tested against NI datasets
which are representative of specific networks, thus enabling quantifiable comparison with
respect to a particular network. However, the difficulties involved in collecting and sharing
network traffic [31] have prevented, thus far, the creation of any recent and widely-accepted
field-wide standard datasets [16] or standard methods by which NIAD classifiers may be
evaluated [32]. The lack of standard datasets and methods engenders questions of how
Network Intrusion Detection (NID) are compared, what datasets are used in the comparisons,
and whether the comparisons are valid.
6
A challenge to research into the state of NI datasets is the definition of the term dataset.
The meaning of the term dataset differs among fields of study. In the context of NI, dataset
can mean a collection of data from any number of different sources, from host system
log files to raw packet captures. To refine the scope of this review, in this paper the term
dataset will refer to a collection of captured packets from live network traffic and any
resultant meta-data (such as flow information), or a collection of rules to generate packets
representing network traffic. Application level data (such as logs) and related analysis tools
are not considered as part of this review.
There is a lack of comprehensive recent surveys in the area of NI datasets. The most
recent work, “Public domain datasets for optimizing NI and machine learning approaches,”
by Deraman et al. [14] focused on the availability of public domain datasets and repositories,
rather than the qualities needed in future benchmark datasets. The authors identify the
need for researchers to share datasets, and discuss how quality datasets would prove useful
in NI research. The work closest to a review , the paper “Toward Credible Evaluation of
Anomaly-Based Intrusion-Detection Methods,” by Tavallaee et al. [56] is focused on the
state of the art in Anomaly Detection (AD) methods, and in identifying pitfalls encountered
in published works between 2000 and 2008. They examine 276 studies and encounter a
wide variety of problems within the studies. The problems can be summarized as relating to
dataset choice and use, poor experimental practices, ineffective presentation of results, and
lack of consideration for efficiency in the proposed methods.
Another work close to this review, “Uses and Challenges for Network Datasets,” by
Heidemann and Papdopoulos [24] is more general in scope. The authors address current
research and open questions about network traffic and topology, and which classes of data
are collected and used. They examine lessons learned from their research in the areas
of privacy and anonymization, and how validation of NID approaches require weak data
anonymization. Repeated collection of data is suggested as a way to maintain available
7
datasets relevant to modern network traffic patterns. They also suggest that multiple datasets
of the same type be collected and released to provide the ability to cross-check data. Finally,
they describe future work in improving anonymization of captured data, understanding
attacks on privacy, capturing and managing annotation and meta-data, focusing on datasets
collected from other access types, and developing best practices to deal with the social and
legal tension between research and privacy. Heidemann and Papdopoulos were thorough in
their coverage of network traffic datasets, and their conclusions apply equally to NI datasets
(a subset of network traffic datasets).
Other related studies have been done in validating measurement-based networking
research [32], developing an information-theoretic model to describe and evaluate NID
systems [22], devising a new metric with which to measure intrusion detection capability
[21], surveying the available anomaly-based NID techniques and systems [18], and lessons
from technical to legal learned while documenting dataset collection methodology [41].
There are few datasets available that are used in NIAD classifier performance validation.
The lack of available datasets is surprising given that the amount of recent work on NID has
inspired multiple recent surveys of the subject area: Sommer and Paxson [48] examine the
problems encountered when using machine learning to perform NIAD, and set guidelines
intended to strengthen AD research. Davis and Clark [12] review the techniques being used
in AD preprocessing, and concludes that deep packet inspection and the features derived
thereby are required to detect current attacks. Deb et al. [13] cover the NIAD state of
the art in wireless ad-hoc and mesh networks, and determine that more work is needed in
development of scalable cross-layer Network Intrusion Detection System (NIDS) in the
wireless domain. Jyothsna et al. [29] survey the full NIAD field giving an overview of the
different methods used to detect anomalous patterns in network traffic. Finally, Vigna [59]
examines the history of NID research, and identifies the important role context will play in
future NID research. The volume of recent work indicates interest in the field, but research
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into new approaches and validation of new NIAD classifiers tends to use one particular
dataset: 1999 Knowledge Discovery and Data Mining Tools Competition (KDD99) dataset
[53].
2.3.1 1999 Knowledge Discovery and Data Mining Tools Competition Dataset.
The KDD99 dataset [35] is derived from raw packet data generated during a 1998
Intrusion Detection Evaluation (IDEVAL), and contains seven million connection records
each with 41 distinct features. The IDEVAL was performed for the Defense Advanced
Research Projects Agency (DARPA) by the Massachusetts Institute of Technology’s Lincoln
Laboratory. Since then, it has become the de facto standard used in research on new NIAD
approaches. Multiple studies have analyzed the utility of the KDD99 dataset for NIAD
evaluation, but conclusions as to its use as a benchmark dataset vary: Cho et al. [10]
recommend not using the KDD99 dataset at all, while Engen et al. [16] suggest that more
care be taken in interpretation of results, but recommend continued use. As discussed by
Engen et al. [16], researchers continue to use the KDD99 dataset despite its problems for
two reasons: First, there is currently no better alternative freely available. Second, there
is a large body of work already based on the KDD99 dataset, thus new research may be
compared to the existing body of knowledge.
The source of the KDD99 dataset is the 1998 DARPA IDEVAL [36]. The IDEVAL
datasets are the largest completely labeled network attack datasets publicly available as
full packet captures. The IDEVAL datasets contain a total of 10 weeks of training data,
four weeks of test data, and sample file system dumps. In total, the IDEVAL datasets are
composed of three distinct datasets — the 1998 evaluation data, the 1999 evaluation data, and
scenario specific runs done in 2000. Despite the comprehensiveness of the IDEVAL datasets,
their validity has been questioned by some researchers. McHugh [38] found significant
problems with the IDEVALs structure, documentation, and resultant data; Mahoney and
Chan [37] found artifacts within the data, such as the time-to-live values for all attack packets
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differing from the values for all normal packets; and Brugger [4] found that the IDEVAL
datasets’ background traffic did not emulate normal background traffic. While these flaws
impact the use of the IDEVAL datasets in NIAD analysis and validation, it remains the only
comprehensive fully labeled benchmark dataset in the field [16] and, thus, widely used.
2.3.2 NSL-KDD Dataset.
To correct the problems identified with the KDD99 dataset, Tavallaee et al. [55] created
the NSL-KDD dataset by removing redundant records from both the training and test sets
and randomly sampling the attack records to ensure that those records most difficult to
classify were more likely to be included. The sampling mechanism used by Tavallaee
et al. assigned records to categories based on the number of the 21 learners (classifiers
trained by one of the three samples utilized in the study) that correctly classified the record.
The percentage of records included in the NSL-KDD dataset from a particular category is
inversely proportional to the percentage of records in the KDD99 dataset of that category.
For example, records correctly identified by six to ten of the learners made up 0.07% of the
KDD99 dataset, so 99.93% of those records are included in the new dataset. In the process,
they reduced the number of records in the training and test sets to a reasonable number, thus
allowing use of the full NSL-KDD dataset instead of a sample [54]. The NSL-KDD dataset
is beginning to be used in research. Salama et al. [45] tested a hybrid NIAD scheme using
a deep belief network for feature reduction and a support vector machine to classify the
trace. Wang et al. [60] improved a Distance-based Classification Model, then tested the
new system on the NSL-KDD dataset. Iranmanesh et al. [25] demonstrated the efficacy of
selecting landmarks using Fuzzy C-Means for Incremental L-Isomap feature reduction by
applying the method to the NSL-KDD and other datasets. Lakhina et al. [33] applied a new
principal component analysis neural network algorithm to reduce the number of features
in the NSL-KDD dataset, resulting in reduced training time and improved accuracy. The
NSL-KDD dataset may replace the KDD99 dataset as the baseline in future NIAD research.
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2.3.3 Kyoto Dataset.
The Kyoto University Benchmark dataset [49] consists of 3 years (November 2006
through August 2009) of data captured from honey pots, darknet sensors, a mail server, a web
crawler, and Windows XP installation. While very carefully constructed and comprehensive,
the dataset does not lend itself to evaluation of new NIAD classifiers for several reasons:
First, the Kyoto dataset contains only the values of specified features, and lacks the full
raw-data packet captures which would allow for implementation of future advances in
feature selection and extraction [5]. Second (and more importantly), the accuracy of the
labels in the Kyoto dataset is unknown [50]. The dataset consists of captured network traffic
automatically labeled using a Symantec Network Security 7160 appliance (discontinued
as of December 12, 2008), Clam Antivirus (updated once per hour), and dedicated shell
code detection software called Ashula [47]. The use of an Intrusion Detection System (IDS)
appliance to label records was necessary, as human labeling of that much traffic is impossible,
but when automated labeling is used the label accuracy comes into question [42]. Without a
certain distinction between normal and intrusion records, any NIAD evaluations based on
the Kyoto dataset are subject to error.
2.3.4 Other Datasets.
Several additional datasets of limited usefulness for evaluation of NIAD systems are
also publicly available, including the Information Exploration Shootout (IES) [20], NIMS1
[1], and University of Cambridge (UC) [40] datasets. The IES datasets consist of four attack
datasets, each of which contains only a single attack type, and a baseline set with no attacks
[19]. The IES datasets contain samples from only four attack types, as opposed to the
KDD99 dataset which contains data from a total of 22 different types. This lack of variety
in attack types may restrict the usefulness of IES as a dataset for NID algorithm validation.
The UC datasets are focused on classification of traffic types, and do not contain detailed
labels for the attacks [39], which may limit their usefulness in NID algorithm validation.
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The NIMS1 datasets are focused on encrypted traffic classification: They do not contain any
labeled attacks or intrusion attempts [2], and may not be useful in NID algorithm validation.
2.4 Dataset Characterization
There are two key problems in NI dataset characterization: (1) Evaluation of the
accuracy of the labels within the dataset and (2) Evaluation of how well the dataset represents
the target traffic. Labeling has been addressed extensively in the literature, but there has been
little focus on dataset representation . One study by Joseph et al. [28] proposed a unique
validation method based on a community detection algorithm proposed by Schuetz et al.
[46]. The algorithm is a very fast method of detecting the communities (groupings) among
a network based on the difference between the number of connections between vertices and
the number of connections which would exist between those vertices were the connections
made randomly. The community detection algorithm results in a reasonable estimation
of the communities extant within a network. Joseph et al. use the algorithm proposed by
Schuetz et al. to produce a visualization of networks showing their communities. Multiple
graphical entities are produced to allow visual analysis and comparison of datasets. Circles
represent communities of hosts using particular protocols, where the diameter of the circle
is proportional to the number of hosts within the community. Lines between the circles
represent connections between hosts in the two communities, and the thickness of the line is
proportional to the number of connections between the two communities. See Figure 2.1 for
an example visualization, where the communities A, B, and C have 15, 20, and 30 hosts,
respectively; and lines AB, BC, and AC consist of 15, 25, and 35 connections, respectively.
Throughout the visual verification study, the supposition is that both dataset validation
and verification of the topology and protocol distribution of multiple networks is being
accomplished. However, the study does not specify which qualities of a dataset are being









Figure 2.1: Example visualization of a small network consisting of three communities.
a network may be useful for general network traffic analysis, but defining which qualities of
the topological properties will be used to validate one network against another is necessary
if validation is the goal. The graphical visualization techniques and methods proposed in the
visual verification study may be useful for traffic distribution analysis, as the visualization
presented in the study is of traffic distribution and common protocol communities. The
visual verification approach may also provide a view of how well a dataset consisting of
generated traffic represents a particular network, but only in terms of protocol distribution
and connections between communities. Joseph et al. acknowledge that their method is
only useful to distinguish datasets with flawed topological and protocol distributions, and
does not completely verify the quality of datasets. As proposed, the visual verification
gives researchers a method of quickly viewing groupings within two networks to determine
a rough estimate of their comparability. There is also a significant problem in using this
method on collected traffic, as there is no verification of the traffic label accuracy. While the
proposed visual verification method could be used as part of a general dataset validation
methodology, alone it is unsuitable for quantitative NI dataset validation.
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Other researchers have worked on accurately classifying packets into different
categories to better understand the character of network traffic. Within the field of computer
network traffic classification, there have been many studies on how to categorize network
traffic, some of which are collected by Zhang et al. [62]. Focus has ranged from developing
software to assist in the comparison of different NIAD classifiers on the same datasets [34]
to an evaluation of the utility machine learning algorithms might have in network traffic
classification [51]. All of these classification methods could be useful in determining overall
patterns and distributions of network traffic. Identification of patterns and distributions
would then be useful in developing models for generating background traffic to be used in
NI datasets.
The severity of the labeling and representation accuracy problems depends on the type
of dataset being created. If properly collected, datasets based on captured raw traffic can
be assumed to be representative of the target network traffic [44]. However, the labels of
a captured dataset are suspect, and lead to uncertainty for any studies using that dataset.
Generated datasets, on the other hand, have accurate labels. However, there is currently
no identified way to ensure that a given generated dataset is sufficiently representative
of the target network traffic. As to hybrid methods of dataset creation, where there is a
mix of captured live traffic and generated traffic, it is unknown whether the labeling and
representation problems would be aggravated or diminished. One study by Mahoney and
Chan [37] presented results suggesting that simulation artifacts in generated traffic can
be eliminated by careful mixing of raw and generated traffic, but more work remains to
generalize those results. As summarized in Table 2.1, this review has not discovered a
method of dataset creation which results in both representative traffic and accurate labels.
Much research has been done on characterizing the IDEVAL [36] and derivative
KDD99 [53] datasets. Critiques of the problems inherent in those datasets serve to highlight
problems with generated datasets in general, and the methods used in their generation.
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Table 2.1: Certainty of characterization of dataset creation methods
Certainty of
Characterization




McHugh’s [38] analysis of IDEVAL resulted in recommendations including: The definition
of metrics to measure performance, a calibrated and validated field-wide generated dataset or
dataset generator, studies of false alarm rates in generated and collected datasets (to establish
a relationship), research into creation of a field-wide set of network attack taxonomies,
and a field-wide sharable source of recent attacks for use in research. Mahoney and Chan
[37] performed a thorough examination of possible simulation artifacts within the IDEVAL
datasets, and concluded that mixing real traffic with simulated traffic can remove those
artifacts leading to a better evaluation of NIDS capabilities. Multiple studies of IDEVAL
[16, 57] brought forth few new significant problems which generalize to simulated dataset
generation not already noted, although they did conclude IDEVAL is still useful as a baseline
for use in research.
NIAD research has been going on for many years. In spite of progress made in areas
of NIAD research, including classification [30], anomaly detection [7], signature based
detection [58], preprocessing [12], feature selection [8], and other topics; minimal work has
been done on improving the pedigree of datasets used to validate NIAD classifiers. Many
studies were performed with datasets local to the organization performing the research, or
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originating from packet captures restricted from general use for legal reasons. With the
different datasets used in performance evaluations over the years, it is difficult to accurately
compare the results of one to another.
When characterizing datasets, there is implicit in the characterization the ability to
compare one dataset to another. With the ability to compare one dataset to another, comes
the concept of the difference between datasets and a quantifiable measure of that difference:
the difference measure.
2.5 Difference Measures
There is a need to understand the current state of how distance measures are used in the
field of NI. Knowledge of how the distance and similarity measures are used is insufficient,
however, without knowledge of how well those measures used are identified by name or
formula (or both) within the recently published papers. To provide a thorough overview, a
recursive automated search is executed for the terms “network intrusion” in the title, abstract,
or keywords using Google Scholar. The number of papers returned is limited by restricting
the results to the first 100 returned papers, the depth of the reverse citation lookup to three,
and the year published to between 2008 and 2012 (inclusive). The results provide the source
for a random sample of the field.
There were 2,235 results returned by the search procedure. Due to time constraints a
two pass method was used to eliminate papers. In the first pass, suitability for inclusion
within the study is determined. Each paper is examined by hand and deemed unsuitable
if it is a duplicate of a paper already examined, unrelated to the NID field, or unavailable
electronically. Most of the papers are eliminated by that pass, leaving only 567. In the
second pass, the remaining 567 papers are more closely examined to eliminate reviews,
surveys, overviews, or examinations of the state of the art. The remaining 536 papers
represent the most recent published papers in the field of NI.
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As a full examination of all 536 papers is not possible within the time available,
approximately 20% of the papers are randomly selected for inclusion in this sample. Each
paper is examined to check for the following criteria.
1. The paper must contain results from classifying at least one NI dataset with the
purpose of identifying attacks.
2. The paper must be available in English, or have an identification and formulation of
distance measure use understandable regardless of the language.
The five papers that do not meet the two criteria above the number are discarded,
leaving 100 papers. Each of those 100 papers is then examined to determine how (and if)
the distance measures used within were named and formulated. For the full list of papers
included in the survey, see Appendix A.
2.5.1 Evaluation of Measure Specificity.
As there sometimes exist differences in the terminology used to describe measures used,
or between the formulation of each measure and those used in other works, this research
uses the Encyclopedia of Distances [15] as the standard listing of measures. Any names and
formulas found in the sample are compared to those within the Encyclopedia. It is useful to
categorize the papers based upon explicit naming and formulation of distance measures used
within the works, and the existence of those names and formulas within the Encyclopedia of
Distances, effectively separating them into the categories of Given and Not given. However,
it is apparent that some authors have developed new distance measures, or new names for
existing distance measures, in response to the specific needs of the research being conducted.
When the newly specified names and formulas are used, and are not identifiable in the
Encyclopedia of Distances, an additional category is necessary: the Novel category.
To quantify how well the name and formulation of each distance measure matched the
standard, a single set of categories are applied to the names and formulas used within each
work, and a single definition of each category is used.
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Among the works sampled for this review 60 of the papers did not provide a measure
name, and 68 of the papers did not provide an explicit formulation. The sample taken
indicates that most of the field does not provide names and formulas for the distance
measures used within their research, and thus makes replication difficult. Ensuring clarity
when specifying which and how each distance measure is used is critical to repeatability of
published works. Vague descriptions and assumed measures lead to confusion at best, and
incorrect implementations when attempting to duplicate experiments (thus incomparable
results) at worst.
It is evident many different distance measures are used by researchers, but unfortunate
how rarely they specify precisely which measures are used. One possible reason for the lack
of specificity is the difference in terminology which exists among fields [15]. In example,
if an author came to the AD field from the field of Ecology, or were familiar with the use
of similarities in that field, they may use the term, “niche overlap similarity,” [43] instead
of, “cosine similarity,” resulting in confusion to those unfamiliar with published works in
the field of Ecology. An examination of the methods used by authors that do explicitly
provide the name and formula of the measure(s) used, along with how clearly they explain
the application of the measure and the phase in which it was used, is undertaken below.
2.5.2 Evaluation of Measure Types Used.
It is useful to understand which types of measures are being used in the field of NIAD,
and which are not. When specifying the type of distance measure used, the names of types
defined within the Encyclopedia of Distances are used: power (p, r)-distance, distances on
distribution laws, and distances on strings and permutations. Disregarding the works without
specified distance measures, there are 40 works within which distance measures are at least
named, and three types of distances identified within the sampled works.
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The first type of distance, the power (p, r)-distance, is shown in Equation (2.1). All
instances of power (p, r)-distance observed within the sample used either the formula in
Equation (2.1), or one that is mathematically equivalent.
The second and third types of distance used within the sample do not have a specific
formula, as there is more variation among the implementations. The distribution of distance
measures within the 40 papers is listed in Table 2.2.
Table 2.2: Frequency of difference measure types used within sampled works.
Measure type Number of papers
Power (p, r)-distance 22
Distances on distribution laws 15
Distances on strings and permutations 3
The majority of the distance measures used within the sample are based on the power
(p, r)-distance and distances on distribution laws. Of the 22 uses of the power (p, r)-distance,
40% used Euclidean distance (p = r = 2). The sample shows that there is little exploration
of the possible use of other measures within the field, as most of the measures are based
upon the power (p, r)-distance or distances on distribution laws.
2.5.3 Distance Measure Categories.
In examining the types of distance measures used within the NI field, it is useful to
consider distance measures as part of distinct families or categories. The families selected
for this work are among those enumerated in, “Encyclopedia of Distances,” by Deza and
Deza [15], where it is noted that the selection of a similarity index or distance measure
is dependent in large part on the data. As there is no definitive taxonomy within the NID
field, the measures and indexes examined will be ordered by their relationship to families
of measures. As there are many published works in the NID field which do not identify
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and specify the distance measures used, the focus in this section is to examine those papers
which do both. This section provides examples of works in which the authors identify or
formulate the measures used in a manner conducive to repetition or extension of their work.
In particular, specificity when providing the formula for a distance or similarity measure
is useful when repeating or extending works, and should be the standard rather than the
exception. Unless otherwise noted below, the papers examined within this section provide
good examples allowing duplication of the performed experiments by future researchers.
During this review it became evident that the three measure families most commonly
used are those related to power (p, r)-distance, distances on distribution laws, and correlation
similarities and distances. First, and most common, power (p, r) distance has already been
defined in Section 2.5.2 and formulated in Equation (2.1). Second in popularity are distances
on distribution laws, measures that apply to probability distributions over variables with
the same range. Finally, correlation similarities and distances are measures that attempt to
characterize the correlation between two datasets, and treat that as a measure of similarity or
distance, rather than using the probability distributions or magnitude of vectors.
A large number of works within the NI field use power (p, r)-distance related distance
measures. In particular many use Euclidean distance, which is an expression of Equation
(2.1) where p = r = 2. To provide some intuition about what different p and r values would
mean when measuring the distance between two points, Figure 2.2 shows Voronoi diagrams
[3] constructed using the power (p, r)-distance while varying the value of p and r.
After the measures related to power (p, r)-distance, those related to distances on
distribution laws, or probability, were the next most common within the sample of the field
(see Subsection 2.5.1) and literature review. While there is almost always an aspect of
probabilistic behavior to any data collection and analysis, in this review the focus is on
those studies which specifically used probability in one of the NID processes identified in
Section 2.2.
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Figure 2.2: Voronoi diagrams using power (p, r)-distance with p = r = 〈2, 1, 0.75〉 (from
left to right).
One study in particular uses probability-related measures during feature selection.
Hancock and Lamont [23] develop a, “Multi agent system for network attack classification
using flow-based intrusion detection,” using the Bhattacharyya coefficient to rank features
according to the ability of each feature to distinguish one class from the others. The
Bhattacharyya coefficient is shown in Equation (2.3), where P1 and P2 are probability
distributions over the domain X, p1(x) is the probability of x occurring in P1, and p2(x) is
the probability of x occurring in P2.





The three features with the largest overlap (largest ρ (P1, P2) value) are selected after
rejecting any feature which is strongly correlated to a higher ranked feature to reduce
redundancy among selected features. The feature selection is part of their second design
iteration while pursuing the goal of an effective multi-agent NID system using reputation.
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Hancock and Lamont identify the distance measure by name, but do not specify a formula
with which to verify the work.
The least common measures used are those based on correlation similarities and
distances. Zhao et al. [63] use a single distance measure which incorporates one of three
correlation coefficients to detect stepping-stone attacks, where one computer is used by
the attacker to reach another in, “Correlating TCP/IP Interactive Sessions with Correlation
Coefficient to Detect Stepping-Stone Intrusion.”
The first correlation is the Spearman ρ rank correlation. Equation (2.4) gives the
Spearman ρ rank correlation where Xr and Yr contain the rankings of discrete variables X
and Y , xi and yi contain the ith rank in Xr and Yr (respectively), Xr and Yr have the same
number of elements, and n is the number of elements in Xr.





n(n2 − 1) (2.4)
The second correlation coefficient is similar to the Kendall τ rank correlation. To
properly define the Kendall τ rank correlation a preliminary definition is required. The sign,
or signum, function is defined in Equation (2.5).
sign(x) =

−1, if x < 0
0, if x = 0
1, if x > 0
(2.5)
The Kendall τ rank correlation can then be defined using the sign function as in
Equation (2.6), where the sign function is used to calculate the number of discordant pairs







sign(xi − x j) · sign(yi − y j)
n(n − 1) (2.6)
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The authors use an equivalent formulation, but to properly define the equivalent formula
a preliminary definition of the equals function is provided, as shown in Equation (2.7).
equals(x, y) =

1, x = y
0, otherwise
(2.7)
The authors formulation of τ can then be defined using the equals and sign functions,







equals(sign(xi − x j), sign(yi − y j))
n(n − 1) − 1 (2.8)
The third correlation coefficient is the Pearson product-moment correlation linear


















































Each measure is applied to the two traffic streams, and each result is subtracted from
one, to calculate the minimum distance between the two streams (σ(X,Y)), as shown in
Equation (2.11).
σ(X,Y) = min(1 − ρ(Xr,Yr), 1 − τ′(Xr,Yr), 1 − r(X,Y)) (2.11)
If σ(X,Y) is less than a threshold set by the researcher, then the compared pair is
relayed traffic. The use of multiple correlation coefficients within a single distance measure
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is a good example of using multiple measures to detect similarities a single measure might
not catch.
The predominant use of power (p, r)-distance and distances on distribution laws
provides guidance on areas which have been explored in the current body of research.
Also, the clear focus within the research on one or two measures per study is interesting, as it
indicates further study of a multitude of measures applied to a single problem is, effectively,
an open area.
Every experiment which utilizes AD in the NIAD field uses distance measures, most
without much thought as to which distance measure would be most appropriate. Current
research in the NIAD field is focused on the use of NIDS, rather than examining and
characterizing NI datasets and the networks from which they are derived. However, the
ways in which some distance and similarity measures are used can still be helpful in the
comparison of datasets, as classifiers are, in some sense, distance measures: The accuracy
of a specific classifier on a dataset, when compared with its accuracy on another, provides
some knowledge of the difference between the two datasets.
The analysis and characterization of datasets which happens during the preprocessing,
feature generation, and feature selection phases of NIDS is exactly what is needed when
determining how to compare datasets. Using the knowledge, techniques and tools available
in the NI field today, it should be possible to develop a methods to compare and characterize
datasets without having to evaluate them using classifiers and feature selectors.
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III. Methodology
The performance, or ability to successfully detect attacks, of a Network Intrusion
Anomaly Detection (NIAD) classifier depends heavily on the characteristics of the network.
The characteristics include the types of network traffic, frequency of attacks, and types
of attacks on that network. Because classifier performance depends on those factors, and
because those factors and classifier performance vary from network to network, there may
be a correlation between classifier performance on two networks and the differences between
those networks (provided the proper measure of difference can be found). In the NIAD field
networks are commonly examined through logs of network traffic that are converted into
datasets. As the focus of this work is on networks which are examined through datasets,
within this work network will be used interchangeably with dataset. The hypothesis to be
tested follows:
Hypothesis. The difference between two datasets, when calculated using the proper
difference measure, is correlated to the change in classifier performance between the
two datasets.
To detect a correlation between the performance of a classifier on two datasets and
the difference between the two datasets, there must be precise definitions of classifier
performance and the difference between networks. While usually distance is used to denote
a measured value representing the dissimilarity between two entities, distance is often
interpreted as requiring non-negativity. For that reason, difference is used throughout this
work to refer to the calculated measure of dissimilarity between two entities.
To measure classifier performance, three separate methods will be used. The first is the
classifier accuracy (A), which gives the overall ratio of correct classifications to number of
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where Pa is the number of Actual Positives (AP) (total anomalous samples), Pt is the
number of True Positives (TP) (correct anomalous classifications), Na is the number of
Actual Negatives (AN) (total normal samples), and Nt the number of True Negatives (TN)
(correct normal classifications).
The second measure used is the true positive rate or sensitivity (RPt), which gives the
proportion of correctly classified anomalous samples to the total number of anomalous





The third measure used is the false positive rate (RP f ), which provides the proportion
of incorrectly classified normal samples to the total number of normal samples. To calculate
RP f , first the number of false positives must be calculated using Equation (3.3):
P f = Na − Nt (3.3)





With a clear definition of classifier performance, the focus can shift to defining what is
meant by the difference when referring to datasets. Difference cannot initially be defined
as clearly as performance, as a primary goal of this research is identifying one or more
difference measures that properly characterize the difference between two networks and
correlates well with the difference between classifier performance on the two networks.
However, there are some characteristics of the difference between datasets that can be
defined clearly. The following characteristics are useful qualities for a difference measure in
this research.
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• The difference measure must be a scalar, to provide a summary of dissimilarity which
is also usable when developing a predictive model.
• The difference measure should provide both magnitude and sign, to adequately
correspond to the sign of the change in accuracy.
In addition to defining a standard measure of difference between networks, identifying
a difference measure which satisfies the above characteristics may be useful in predicting the
performance of many kinds of classifiers on one network, based on the difference between
that network and another.
3.1 Approach
To determine a suitable difference measure, identifying those elements of networks
which have the greatest effect on classifier performance is key. NIAD classifiers depend
on the separability of anomalous traffic, thus examining the ways traffic can be similar
provides a useful starting point for difference measure selection. In general, the Anomaly
Detection (AD) methods used in measuring differences between samples can be separated
into two broad categories: spatial and probabilistic.
Spatial methods use the features of two samples as coordinates within the sample
space, and compare the distance between two or more sets of samples to determine the
difference between the samples. Those methods are then generalized to more than two
samples, and used to measure the difference between two datasets. Probabilistic methods use
the distribution of values within the features of a dataset, instead of the values themselves, to
determine the overall probability distribution of the samples within the dataset. Measuring
the difference between two datasets is accomplished by calculating the difference between
the entropy of each dataset, using the probability distribution to calculate the entropy. As
both methods can be useful in measuring difference, measures from both categories are used
to measure difference in this work.
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In developing experiments to test the Hypothesis 3, it is first useful to provide a structure
that can be used to perform experiments. To do so, a System Under Test (SUT) is developed
which represents the possible inputs, processes, and outputs involved in testing Hypothesis
3.
3.2 System Boundaries
The System Under Test (SUT) is the Classifier Accuracy Prediction System (CAPS)
shown in Figure 3.1. The CAPS consists of an Anomaly Detection (AD) classifier, difference
measure, correlation function to indicate if change in performance has a linear or rank-
based correlation with the difference between the datasets, a linear model generator, and
a predictive error calculator. Determination of how well a classifier performed on a given
dataset is evaluated relative to how well it performed to another dataset. No attempt is
made to determine which classifier is better, and feature generation and selection are not
considered part of the test.






























Figure 3.1: The System Under Test - CAPS
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The Component Under Test (CUT) is the difference measure. For identical datasets,
upon which any classifier should perform identically, the difference measured should be
statistically zero. For different datasets, the difference measured should be statistically
non-zero.
3.3 System Services
The CAPS provides two services. The first is a set of values indicating how the
difference measured among each pair of datasets correlates to the change in classifier
performance between each corresponding pair of datasets. The difference is calculated using
all difference measures. The second is the set of linear model prediction error values. To be
considered successful, the difference measured between each pair of datasets must correlate
consistently with classifier performance change between the same pair of datasets, and the
linear models must be able to predict the changes in classifier accuracy based only on the
differences measured between the datasets.
The CAPS takes as input a set of datasets (D). Each dataset is classified using an AD
classifier. The difference (δ(i, j)) between every pair of datasets such that
{
di, d j ∈ D |i , j
}
is calculated. The change (ς(i, j)) in classifier performance between each pair of datasets is
also calculated. The correlations of the set of δ(i, j) and ς(i, j) are calculated. The potential
value of each correlation coefficient ranges from negative one to one. A zero means no
significant correlation was found between δ(i, j) and ς(i, j), whereas a negative one or one
means δ(i, j) and ς(i, j) are perfectly correlated.
3.4 Workload
The workload consists of the datasets being compared by the CAPS, and the features
included in each dataset. The features of the dataset are considered part of the workload
parameters because they contain the values being considered when differences are calculated,
therefore the correlation is based on these features.
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3.4.1 Datasets.
In Network Intrusion Anomaly Detection (NIAD) research, there are two primary
Network Intrusion (NI) datasets which have been used in the examination of AD classifiers:
the 1999 Knowledge Discovery and Data Mining Tools Competition (KDD99) dataset
[53] and the NSL-KDD [55] dataset. While those are ideal datasets to evaluate candidate
difference measures once the candidates have been identified, time-constraints demand the
use of less-complex datasets in the initial experiment.
The datasets used are a set of 38 2-D Synthetic Datasets [27], developed by Ji and
Dasgupta [26]. They are designed to be used in AD classifier evaluation, and represent
a variety of geometric shapes in different sizes as demonstrated by the visualization of
one dataset in Figure 3.2. As the training datasets contain only self or non-self samples
(depending on the perspective of the tester), only the test sets were used for this experiment.




















Figure 3.2: The normal and anomalous data points in Ring_midneg_test dataset. This is one
of 38 synthetic datasets developed to test the abilities of AD classifiers.
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As a result of using synthetic datasets of this type, there are limitations with regards to
the claims that can be made based on the experimental results. First, the results may not be
applicable to all datasets used within the NIAD field, but only to those which use datasets
similar to those used in this study. Second, by using datasets designed with geometric
shapes embedded within the data, there is an assumption made that datasets of interest will
have shapes, and that the shapes will define the separation between anomalous and normal
(non-self and self). That assumption may not be true for datasets commonly used in the
NIAD field. Third, and finally, the synthetic datasets are two dimensional, whereas NI
datasets can have tens or hundreds of dimensions. The results obtained here may not be
applicable to datasets with higher dimensions.
Each of the datasets used consists of 1000 samples with two features: x and y
coordinates on a plane. Although it is common in the classification field to label anomalous
and normal samples with a one and zero (respectively), the authors of these datasets labeled
the anomalous and normal samples as zero and two (respectively).
3.5 Performance Metrics
The two primary performance metrics are the correlation coefficients used to determine
the correlation between between the change in classifier performance and difference between
datasets, and the quality of predictions by the linear models. The experiment is considered
successful if there is consistent non-zero correlation between the dataset differences and
corresponding changes in classifier performance, and if the prediction quality is non-zero.
The first performance metric is composed of two correlations. The first correlation
is the Spearman rank correlation coefficient (ρ). The calculation of ρ requires the ranks
of the data, not the values. The sign of ρ indicates the direction of association between
the compared variables. The magnitude of ρ indicates whether the value of the response
variables (change in A, RPt , and RP f ) are related monotonically to the predictor variable
(difference between datasets). Given that x and y contain the rankings of the predictor and
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response variables (respectively), I contains the total number of values, and n contains the
total number of ranks, ρ can be calculated using Equation (3.5):




(xi − yi)2 (3.5)
The second correlation is the Pearson product-moment correlation coefficient (r). The
calculation of r indicates the linear dependence of the two variables. Given that x and y
vectors that contain the values of the predictor and response variables (respectively), and n
contains the total number of values, r can be calculated using Equation (3.6):
r =
∑n
i=1 (xi − x¯)(yi − y¯)√∑n
i=1 (xi − x¯)2
√∑n
i=1 (yi − y¯)2
(3.6)
The second performance metric is the quality of the linear model predictions. The
quality of prediction will be measured using the error between predicted and actual
accuracies, or residuals, by examining the distribution of the residuals with respect to
the distribution of the actual classifier performance values. Any ability to predict the actual
performance values will be considered success.
In addition to the two checks for correlation and prediction quality, the results will
be evaluated visually to ensure the results make sense. The first visual check is a series of
scatter plots, using the predictor variable as the x-coordinate and the response variable as
the y-coordinate.
The second visual check is a series of Quantile-Quantile (QQ) plots. A QQ plot is a
probability plot which compares two probability distributions (histograms) using the same
bins for each. The QQ plot is often used to compare a sample to a standard distribution, but
instead it will be used to compared the distributions of differences and performance changes.
Ideally, if they are from the same distribution they will align linearly along the diagonal.
3.6 System Parameters
The following parameters affect the correlation between performance and difference.
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3.6.1 Difference Measure.
The difference measured between two datasets (δ(i, j)) should determine how far apart
two datasets are with respect to those characteristics which affect classifier performance.
It affects the correlation significantly, and six different measures are used to quantify the
difference between datasets.
The first five difference measures use entropy, as entropy gives an estimate of the
predictability of the values in a dataset. The ability to calculate entropy requires the
probability distribution of each feature (or each set of features), therefore the probability
distribution must be calculated first. Calculating the probability distribution can be
problematic in some datasets, because sometimes no value is repeated within a feature.
As a result of that limitation, the probability distribution is estimated as follows. First, a




The function IQR(X) returns the interquartile range of the data in a feature vector X,
and n is the number of observations in X. Once the bin-size (h) is known, the set of bin








e = 〈−∞, l + h, l + 2h, . . . , l + (b − 1)h,∞〉
(3.8)
Those calculations are performed for each feature. Once the edges are known, the
values of each feature are sorted into bins while keeping count per bin. When complete the
researcher is left with an estimate of the probability distribution of all features (p(F)). With






where X is a feature in F (the set of all features).
The first difference measure is the difference between the sum of the entropy of each
feature in two datasets. It is identified as δS , and is calculated between two datasets di and








where Fi and F j are the set of features in datasets di and d j, respectively. The second
difference measure is the absolute value of Equation (3.10). It is identified as δ|S |, and is
shown in Equation (3.11).
δ|S | = |δS | (3.11)
The third difference measure is the sum of the absolute value of difference between the
entropy of each feature. It is identified as δ|F|, and is calculated between two datasets di and




∣∣∣∣H(Xi) − H(Y j)∣∣∣∣ (3.12)
where Fi and F j are the full set of features within datasets di and d j, respectively.
The fourth difference measure using entropy is the difference between the joint entropy
(H (Xs, Xt)) of two datasets. The joint entropy of a dataset with two features is calculated






p(x, y) log2(p(x, y)) (3.13)
where X and Y are the two features within a dataset. A joint probability distribution can be
calculated for more than two features:






p(x1, · · · , xt) log2(p(x1, · · · , xt)) (3.14)
where Xt is the tth feature in the dataset. This formulation is problematic in those datasets
where all observations are unique in value, as it will result in maximal entropy, thus providing
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zero differentiation between datasets. To prevent the result of maximal entropy the joint
entropy is calculated in a different way.
Instead of calculating the joint entropy on the values directly, the probability distribution
of each feature is first calculated. A new set of features (F′) is formed that has the same
number of observations and features as the original dataset. For each feature in F, a
probability distribution is calculated using Equations (3.7) and (3.8). Each bin is given a
number starting with one for the bin containing the lowest value, incrementing the value
by 1 for each bin containing successively higher values. Once the edges and bin numbers
are known, the values of each feature are sorted into bins while keeping track of which
observations go into each bin. Each observation of F′ is then assigned as a value the bin
number to which the corresponding observation of F was assigned. The new feature set,
F′, is then used to calculate the joint probability distribution of all the features. The joint
probability distribution is then used to calculate the joint entropy of the dataset, and finally
to calculate the difference between the joint entropy of two datasets. It is identified as δJ,
and calculated as follows:
δJ = H
(
X′1, · · · , X′t
) − H (Y ′1, · · · ,Y ′t ) (3.15)
where X′t and Y
′
t are the t
th features in the feature sets F′i and F
′
j, respectively. The fifth
difference measure is the absolute value of Equation (3.15). It is identified as δ|J|, and is
shown in Equation (3.16).
δ|J| = |δJ | (3.16)
The last distance measure is Procrustes distance, and has the limitation that all compared
datasets must have the same number of samples. The dissimilarity measure provided by
Procrustes Analysis is a summary statistic of the Euclidean distance (Equation (2.1) where
p = r = 2) between each corresponding point in two datasets after the second dataset is
translated, reflected, rotated, and scaled to optimally superimpose it onto the first dataset.
35
3.6.2 Classifiers.
To determine correlation between the difference value and actual classifier performance,
a classifier must be applied to the dataset. Four classifiers were chosen as representative of
the various types of classifiers.
First, to represent a robust type of linear classifier the Support Vector Machine (SVM)
classifier is used. The SVM classifier first maps the data into a higher dimensional space,
and then attempts to find a separating hyperplane which maximizes the separation between
the hyperplane and those data points closest to the hyperplane (the support vectors) within
the higher dimensional space.
Second, to represent the discriminant analysis type of classifier a Quadratic
Discriminant Analysis (QDA) classifier is used. The QDA classifier does not assume
the covariance of each class is identical, unlike Linear Discriminant Analysis (LDA).
Third, to represent the Bayesian type of classifier (one which uses Bayesian probability
theory to calculate posterior probabilities based on current knowledge of priors) the Naïve
Bayes (NB) classifier is used. The NB classifier with a kernel distribution is used, as it is
appropriate for features which may have a probability distribution with multiple peaks or
high skewness.
Fourth, to represent the tree type of classifier, Binary Classification Tree (BCT)
classifier is used. The BCT classifier is a simple implementation of the tree type which uses
binary splits for classification. It can produce arbitrary non-linear boundaries for classifying
the features.
Stratified K-fold cross-validation is used to reduce classifier over-fitting while retaining
the proportion of normal to anomalous data in the dataset being partitioned. Each fold will
thus have approximately the same proportion of normal and anomalous traffic as that of the
dataset from which is was derived.
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3.7 Factors
Table 3.1 shows the factors varied during the experiment. Parameters not shown are
held constant while the factors below are varied.
Table 3.1: Factors and levels.
Level Classifier Difference Measure Classifier Performance
1 NB δJ A
2 SVM δS RPt





The classifier is varied and applied to each dataset. In this way, the correlation between
the performance of multiple classifiers and difference measures can be examined. The
following classifiers are used: SVM, QDA, NB, and BCT. As the correlation between
changes in classifier performance and difference in datasets is the primary metric,
having a wide range of classifiers ensures broad coverage.
Difference measure
The method of quantifying differences between datasets is varied and applied to each
unique pairing of datasets. Six methods are computed: δJ, δS , δ|F|, δ|J|, δP, and δ|S |.
Classifier performance
The method of measuring classifier performance is varied and calculated for each
classifier and dataset. Three methods are computed: A, RPt , and RP f .
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As the interactions between the various factors are not known, a full-factorial design
is used. The three factors involved in this experiment are the classifier type (SVM, QDA,
NB, and BCT), classifier performance measure (A, RPt , and RP f ), and difference measure
(δJ, δS , δ|F|, δ|J|, δP, and δ|S |). The three factors have four, six, and three levels (respectively),
so a total of 4 × 6 × 3 = 72 experiments will be required.
3.8 Result Analysis
As there are 38 datasets, and the differences between each possible combination of two
datasets will be calculated, there will be 703 sets of results for each classifier and 703 results
for each difference measure. This follows from the formula used to determine the number of
combinations which can be selected from a set of objects:nr
 = n!(n − r)!r! (3.17)
where n is the total number of datasets, and r is the number of datasets to select. Thus the
number of ways to select two datasets from 38 is as follows:382
 = 38!(38 − 2)!2! = 38!36!2! = 38 · 372 = 19 · 37 = 703 (3.18)
3.8.1 Correlation Between Performance and Difference Measures.
Once classification is complete the change in accuracy, True Positive Rate (TPR), and
False Positive Rate (FPR) must be calculated for each unique combination of datasets. As
the mean True Positives (TP) (Pt), False Positives (FP) (P f ), Actual Positives (AP) (Pa), and
Actual Negatives (AN) (Na) values for each dataset are already available from the results of
the classification runs using stratified K-fold cross validation, it remains to determine the
classifier performance for each selected performance measure. The formulas to classify the













For each unique combination of datasets calculate the difference using each of the six
difference measures. Next, calculate the change in performance measure for each of the
three performance measures. Once complete each distinct pair of datasets have the following
associated values.
• Difference between the sum of entropies of each feature (δS , see Equation (3.10)).
• Absolute value of the difference between the sum of entropies of each feature (δ|S |,
see Equation (3.11)).
• Difference between the joint entropy of each dataset (δJ, see Equation (3.16)).
• Absolute value of the difference between the joint entropy of each dataset (δ|J|, see
Equation (3.16)).
• Sum of the difference between the entropies of each feature (δ|F|, see Equation (3.12)).
• Procrustes distance (δP).
• Difference between QDA classifier accuracy.
• Difference between QDA classifier TPR.
• Difference between QDA classifier FPR.
• Difference between NB classifier accuracy.
• Difference between NB classifier TPR.
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• Difference between NB classifier FPR.
• Difference between BCT classifier accuracy.
• Difference between BCT classifier TPR.
• Difference between BCT classifier FPR.
• Difference between SVM classifier accuracy.
• Difference between SVM classifier TPR.
• Difference between SVM classifier FPR.
Each unique combination of classifier, performance measure, and difference measure
are then correlated to determine if there is a statistically significant correlation of difference
measure to performance measure.
3.8.2 Classifier Performance Predictive Model.
To test the ability of the model to predict classifier accuracy a subset of the full 38
datasets are selected as the training set, with the remaining datasets left as hold-outs to
evaluate the generality of the developed model. There are a large number of possible subsets
for selecting 19 of the 38 datasets:3819
 = 38!(38 − 19)!19! = 38!19!19! = 38 · 37 · · · 21 · 2019! = 35345263800 (3.20)
Based on the impossibility of testing all combinations of the sample space, and the
desire to try to cover a reasonable portion of the sample space, 400 prediction trials are
executed. In each trial a linear model is generated in Matlab using the six difference measures
as predictor variables and one of the combinations of classifier and performance measure as
the response variable. Half of the 38 datasets are randomly selected as training datasets, and
half as hold outs. The training datasets are then used to generate the linear model, with the
hold-out datasets used to test the predictive ability of each linear model.
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Once model generation is complete the distinct pairs of hold-out datasets in each trial
have the following associated values for every initial classification repetition, classifier, and
performance measure.
• Actual change in classifier performance
• Predicted change in classifier performance
• Difference between actual and predicted change in classifier performance (residuals)
• Model used
The ability of the selected difference measures to predict the change in classifier
performance is evaluated by comparing the distribution of the residuals to the distribution of
the actual classifier performance. For example, if a uniform distribution is assumed for both
residuals and actual values, and if the range of the residuals covers 95% of the range of the
actual classifier performance, then the predictor is giving very little information with respect
to the actual value.
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IV. Results
4.1 Correlation Within Datasets
The first set of experiments examine the possible correlation of the difference measured
between a baseline dataset (di) and all other datasets, and the corresponding change in
classifier performance. The hypotheses of this set of experiments follows.
Alternate Hypothesis 1. The difference between a dataset and all other datasets will have
a non-zero correlation with the corresponding changes in classifier performance.
Null Hypothesis 1. The difference between a dataset and all other datasets will have no
correlation with the corresponding changes in classifier performance.
The correlations were computed for each type of classifier, performance measure, and
difference measure. All calculated differences between datasets and change in performance
measures may be found in Appendix B and Appendix C, respectively. For each unique
combination of those three factors, there were 2 sets of 38 correlations and two sets of 38
p-values. For example, the results for correlating δS (difference between sum of feature
entropies) with Support Vector Machine (SVM) accuracy (A) are in Table 4.1.
Each correlation coefficient in Table 4.1 is calculated using one dataset (the baseline
dataset) as the dataset which is being tested for any statistically significant non-zero
correlation to the SVM accuracy. The correlation calculations, therefore, are based on
the calculations of dataset difference and change in classifier performance from the dataset
(di) being tested for utility to another dataset (d j). For example, the value for Spearman’s ρ
for dataset two in Table 4.1 represents the rank correlation between two vectors of data. In
the first vector (Equation (4.1)), each element is the difference measured between dataset
two and the other datasets:
#»
d 2 = 〈δ(H2,H1), δ(H2,H3), · · · , δ(H2,H37), δ(H2,H38)〉 (4.1)
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Table 4.1: Correlations and p-values of δS and SVM accuracy for each baseline dataset.
Dataset Spearman’s ρ p-value Pearson’s r p-value
1 0.3370 0.0414 0.3311 0.0453
2 0.3115 0.0606 0.2662 0.1112
3 0.2023 0.2298 0.1844 0.2746
4 0.2591 0.1215 0.2413 0.1502
5 0.1792 0.2886 0.2365 0.1587
6 0.2804 0.0927 0.2806 0.0925
7 0.2015 0.2318 0.2108 0.2103
8 0.4350 0.0071 0.3900 0.0170
9 0.2636 0.1149 0.2542 0.1289
10 0.3150 0.0576 0.3225 0.0516
11 0.3386 0.0404 0.3548 0.0312
12 0.3364 0.0418 0.2756 0.0987
13 0.1712 0.3109 0.2007 0.2337
14 0.3019 0.0694 0.2381 0.1558
15 0.3771 0.0214 0.2696 0.1065
16 0.3409 0.0389 0.3590 0.0291
17 0.2587 0.1220 0.2928 0.0787
18 0.3320 0.0447 0.3034 0.0680
19 0.3100 0.0619 0.3444 0.0369
Dataset Spearman’s ρ p-value Pearson’s r p-value
20 0.3511 0.0331 0.3595 0.0289
21 0.4160 0.0104 0.3302 0.0460
22 0.2240 0.1827 0.1842 0.2752
23 0.2570 0.1247 0.2701 0.1060
24 0.4095 0.0118 0.3776 0.0212
25 0.2897 0.0820 0.3168 0.0561
26 0.3957 0.0153 0.3723 0.0233
27 0.4864 0.0023 0.4780 0.0028
28 0.2936 0.0778 0.2943 0.0770
29 0.3520 0.0327 0.4139 0.0109
30 0.3338 0.0435 0.3392 0.0400
31 0.2515 0.1333 0.2839 0.0886
32 0.1526 0.3673 0.1955 0.2463
33 0.1901 0.2598 0.1572 0.3527
34 0.3420 0.0383 0.3513 0.0330
35 0.3404 0.0392 0.3126 0.0596
36 0.3170 0.0559 0.2715 0.1041
37 0.3326 0.0443 0.3453 0.0363
38 0.3575 0.0298 0.3320 0.0447
Note that the difference between the baseline dataset and itself is omitted, as the
difference will always be zero. In the second vector (Equation (4.2)), each element is the
change in SVM classification accuracy from dataset dataset one to another dataset, calculated
by subtracting the accuracy of SVM on other datasets from the accuracy on dataset two:
#»
A2 = 〈A2 − A1, A2 − A3, · · · , A2 − A37, A2 − A38〉 (4.2)
As the goal is to find a distance or difference measure which correlates to the changes
in classifier performance, there is one indicator which, when combined with a p-value
indicating statistically significant correlation, will demonstrate a consistent correlation
between changes in difference and accuracy: the sign of the correlation coefficient. A
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positive or negative correlation for all 38 datasets indicates the changes measured by the
difference measure are related to the accuracy of the classifier regardless of the initial dataset.
As a secondary concern, large magnitude correlations are a desired outcome: a consistently
small correlation may be interesting, but larger magnitudes will be more useful for purposes
of developing a predictive model.
Two conditions are necessary to reject the null hypothesis. First, the correlation must
be statistically significant, with a p-value of less than 0.05. Second, the correlations for
a given difference measure must be significantly different from zero. For the second to
be meaningful, the first must be met: the null hypothesis cannot be rejected based on all
correlations having the same sign if the results are not statistically significant. To determine
if any of the results were sufficient to reject the null hypothesis it is necessary to calculate
the number of results where all p-values are less than 0.05. There were no combinations of
classifier, performance measure, and difference measure that met the first condition. The
results with the most number of statistically significant results had only 33 of the 38 p-values
(87%) less than 0.05. If there were many results which were significant for more than
85% of the datasets then they might merit further examination, however the distribution of
values is such that most of the correlations were not significant. As shown in Figure 4.1, the
distribution of significant p-value counts is such that most of the correlation results are not
statistically significant.
Based on the results of the first set of experiments, there is insufficient evidence to
reject Null Hypothesis 1 for any of the combinations of classifier, performance measure, and
difference measure. There is insufficient evidence for the difference between a dataset and
all other datasets having a non-zero correlation with the corresponding change in classifier
performance.
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Figure 4.1: Histogram of Spearman’s ρ (upper) and Pearson’s r (lower) p-values.
Histograms are per classifier, but combine all 20 repetitions and 18 possible pairings of
difference and performance measures for each.
4.2 Correlation Across Datasets
Examination of the correlation of the differences between a single dataset and all other
datasets and the corresponding change in classifier performance failed to produce sufficient
evidence to reject the null hypothesis. However, the data can be examined in another way by
combining the differences and classifier performance for all 703 unique combinations of
datasets, and analyzing the correlation between each set of 703 differences and 703 changes
in performance measure. The hypotheses of this set of experiments follows.
Alternate Hypothesis 2. The difference between the unique pair-wise combinations of all
38 datasets will have a non-zero correlation with the corresponding changes in classifier
performance.
Null Hypothesis 2. The difference between the unique pair-wise combinations of all 38
datasets will have no correlation with the corresponding changes in classifier performance.
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The correlations were computed for each type of classifier, performance measure, and
difference measure. For each unique combination of those three factors, there were 20
repetitions of 2 correlations and twenty repetitions of 2 p-values.
Again, two conditions are necessary to reject the null hypothesis. First, the correlation
must be statistically significant, with a p-value of less than 0.05. Second, the correlations
for a given difference measure must be significantly different from zero. For the second to
be meaningful, the first must be met: the null hypothesis cannot be rejected based on all
correlations having the same sign if the results are not statistically significant. To determine
if any of the results were sufficient to reject the null hypothesis it is necessary to calculate
the number of results where all p-values are less than 0.05. While the p-values demonstrate
that not all correlations in the results are statistically significant, they also indicate areas
where the majority of the correlations are significant, and therefore which combinations of
classifier and performance measure can be examined. There were multiple combinations of
difference measure, classifier, and performance measure that met the first condition. Those
combinations that did are shown in Table 4.2.
For every experiment in Table 4.2 there is sufficient evidence to reject Null Hypothesis
2. Therefore, there is evidence that the correlation of the difference between the unique pair-
wise combinations of all 38 datasets and the corresponding change in classifier performance
is non-zero. Given the number of combinations that showed a significant correlation to
classifier performance, it may be possible to predict the performance of a classifier knowing
only the difference between the datasets.
4.3 Visual Examination
The Spearman and Pearson correlation coefficients are valid checks for correlation, but
a visual check of a data is often good for verifying the results. In this case, the scatter and
Quantile-Quantile (QQ) plots can provide insight into the shape of the results, including
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Table 4.2: Combinations of difference, classifier, and performance with significant
Spearman and Pearson correlation in all repetitions. Normality is tested using the
Chi-square goodness of fit test, and difference from zero is tested using the one sample
t-test.
Difference Classifier Performance Normal , 0 µ(ρ) σ(ρ) µ(r) σ(r)
δJ SVM A True True 0.3772 0.0037 0.3710 0.0035
δJ SVM RP f True True -0.2436 0.0342 -0.2710 0.0277
δJ QDA A True True -0.2875 0.0041 -0.2861 0.0040
δJ QDA RPt True True 0.2147 0.0049 0.2434 0.0023
δJ NB A True True -0.0939 0.0047 -0.1010 0.0038
δJ NB RPt True True 0.1977 0.0093 0.2306 0.0014
δJ BCT RPt True True 0.2615 0.0151 0.2992 0.0145
δJ BCT RP f True True -0.1184 0.0133 -0.2127 0.0099
δS SVM A True True 0.3495 0.0043 0.3485 0.0038
δS SVM RP f True True -0.2378 0.0288 -0.2373 0.0221
δS QDA A True True -0.2224 0.0029 -0.2215 0.0031
δS QDA RPt True True 0.2746 0.0048 0.2932 0.0014
δS NB RPt True True 0.2915 0.0075 0.2867 0.0016
δS NB RP f True True -0.1023 0.0027 -0.1480 0.0026
δS BCT A True True 0.3206 0.0202 0.3399 0.0203
δS BCT RPt True True 0.4628 0.0126 0.4413 0.0129
δS BCT RP f True True -0.2240 0.0125 -0.2411 0.0098
δ|F| NB A True True -0.1442 0.0020 -0.1426 0.0020
δ|F| BCT A True True -0.1534 0.0089 -0.1723 0.0067
δ|J| BCT RPt True True -0.0932 0.0061 -0.0847 0.0059
δ|S | BCT A True True -0.1149 0.0092 -0.1274 0.0069
some patterns which become evident. The most obvious example of the pattern which
occurs in some of the plots is shown in Figure 4.2.
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Figure 4.2: Striations echoed in both the scatter and QQ plots.
When present, the striation evident in Figure 4.2 is always in both the scatter and QQ
plots. The displayed plots are the most obvious demonstrations of striation within the plots,
but there are a total of seven of the 21 combinations which display the striations to a greater
or lesser extent. The common striations in the scatter and QQ plots is further reason to be
cautious in making claims based on these correlations. The other 14 combinations display a
reasonable fit between the two distributions. There are minimal patterns within the scatter
plots, and the QQ plots are fairly well matched: there are no perfect fits as shown by the
three sets of plots showing a sampling from the remaining 14 combinations in Figure 4.3.
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Figure 4.3: Sample of reasonable fits in both the scatter and QQ plots.
There is no type of difference (accuracy, true positive rate, and false positive rate)
result that both correlates and is statistically significant for every classifier and dataset,
although there are some that correlate for 36 or 37 of the datasets for a given classifier.
49
That is an indication that the difference measures chosen may not be the best measures for
this particular use. The results are also an indication that more exploration may help in
understanding why certain datasets result in correlations, and others do not.
The observation that a correlation exists between an entropy-based measure of
difference and the change in classification results of all types of tested classifiers suggests
that the prediction of classifier performance may be possible. Given a known dataset (di) and
performance on that dataset, it may be possible to predict the classifier efficacy on a different
dataset (d j) based on the calculated difference between di to d j. Given the different ways
classifiers can be parameterized, and the methods which can be used to optimize results, it
could be possible to provide estimates of classification accuracy, true positive rate, or false
positive rate results.
4.4 Modeling Performance
The goal of this research is to produce a useful system to measure dataset difference
that can be used to predict classifier performance change. Linear models are developed to
predict classifier accuracy change based upon the difference measures calculated for each
unique pair of datasets.
To test the ability of a linear model to predict classifier accuracy 400 prediction runs
are executed. In each run a linear model is generated using the six difference measures as
predictor variables and one of the combinations of classifier and performance measure as
the response variable. Half of the 38 datasets are randomly selected as datasets to be used in
training the linear model, and half as hold-outs. The training datasets are used to generate
the linear model, and the hold-out datasets are used to test the predictive accuracy of the
linear models.
Once complete the linear models are used to predict the change in classifier performance
in the hold-out datasets. The actual performance change is subtracted from the predicted
change to calculate the error for each set of prediction runs. Thereafter, every combination of
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classifier and performance measure is associated with 400 sets of 171 actual, predicted, and
error values. Individual runs may not be representative of the overall prediction capability
of the model, therefore the probability distribution of values for all 400 runs of the actual,
predicted, and errors are examined for each classifier.
Table 4.3: The minimum, 5th percentile, median, 95th percentile, and maximum prediction
error of each classifier performance measure across all 400 prediction runs and 20
classification repetitions.
Minimum 5th percentile Median 95th percentile Maximum
SVM accuracy -0.47477 -0.25423 0.00550 0.22407 0.48619
QDA accuracy -0.56089 -0.19656 0.00385 0.18675 0.38862
NB accuracy -0.52048 -0.17528 0.00362 0.15882 0.35585
BCT accuracy -0.10247 -0.04514 0.00110 0.04165 0.09603
SVM TPR -0.62338 -0.29282 -0.01361 0.31020 0.75087
QDA TPR -1.58474 -0.83083 -0.02096 0.90831 2.07642
NB TPR -1.42219 -0.73996 0.00534 0.72415 1.36357
BCT TPR -0.34932 -0.11881 -0.00078 0.13058 0.31741
SVM FPR -0.54008 -0.29148 0.00465 0.28863 0.77028
QDA FPR -2.14895 -1.10277 0.03038 1.19280 2.87723
NB FPR -1.80074 -0.97441 0.01531 1.03935 2.08443
BCT FPR -0.99866 -0.33455 0.00147 0.32241 0.91144
A large range among the errors can limit the utility of the predictions, so it is useful
to determine which performance measure has the least error between predicted and actual
performance, or residual, across all classifiers. To do so the minimum, 5th percentile,
median, 95th percentile, and maximum value of each error distribution (across all 400 runs)
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are calculated, and listed in Table 4.3. It is clear from the data in Table 4.3 that the models
are most successful in predicting the accuracy performance measure. The True Positive
Rate (TPR) and False Positive Rate (FPR) of some classifiers have 5th percentile errors as
large as −1.13 (Quadratic Discriminant Analysis (QDA) FPR). As an example of the effect
large errors could have on prediction, an error of −1.13 would result in a predicted change
in FPR of −0.23, while the actual change in FPR is 0.9. Given the large errors in TPR
and FPR, accuracy is pursued as the performance measure most likely to be predicted with
acceptable error.
Based on the distribution of residuals summarized in Table 4.3, accuracy is the most
promising performance measure with respect to predicting classifier performance: for every
classifier, the range of values between the 5th and 95th percentiles is less than the entire
possible range. The residuals of each classifier are examined, and compared with the
distribution of the actual classifier accuracy, to determine the predictive ability. Note that
for the accuracy distributions in Figures 4.4, 4.5, 4.6 and 4.7 if the 95th percentile line is
above one, it is shown on the one. As an accuracy greater than one is not possible, there is
no value in positioning the line on a value greater than one.
The first set of histograms examined are those in Figure 4.4 from the SVM classifier.
The histogram of the actual classification values are shown to demonstrate the possible
range of the predicted accuracy. Using the distribution of the SVM prediction residuals in
Table 4.3, and assuming the predicted accuracy on the dataset being used is 0.85, the 90%
confidence range of predicted accuracy would be from 0.60 to 1. The range of prediction
residuals can cover the entire range of actual accuracy, resulting in no predictive ability.
The second set of histograms examined are those in Figure 4.5 from the QDA classifier.
The histogram is again evaluated to determine whether the linear model provides any
significant predictive ability. Based upon the range of the actual classification accuracies, the
distribution of residuals, and assuming the predicted accuracy of 0.85, the 90% confidence
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Figure 4.4: Histogram of 1, 368, 000 SVM classifier accuracies and error between predicted
and actual accuracies, or residuals. The 1, 368, 000 is the result of the 171 unique pairings
of 19 datasets, 20 classification repetitions, and 400 linear model predictive runs. The 90%
confidence interval for the residuals is marked both on the residual plot, and on the accuracy
plot assuming a predicted accuracy of 0.85.
range of predicted accuracy would be from 0.65 to 1. Again, the range of prediction residuals
can cover the entire range of actual accuracy, resulting in no predictive ability.
The third set of histograms examined are those in Figure 4.6 from the Naïve Bayes (NB)
classifier. The histogram is again evaluated to determine whether the linear model provides
any significant predictive ability. Based upon the range of the actual classification accuracies,
the distribution of residuals, and assuming the predicted accuracy of 0.85, the 90%
confidence range of predicted accuracy would be from 0.67 to 1. Again, the range of
prediction residuals can cover the entire range of actual accuracy, resulting in no predictive
ability.
The fourth set of histograms examined are those in Figure 4.7 from the Binary
Classification Tree (BCT) classifier. The histogram is again evaluated to determine whether
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Figure 4.5: Histogram of 1, 368, 000 QDA classifier accuracies, and linear model prediction
residuals. The 1, 368, 000 is the result of the 171 unique pairings of 19 datasets, 20
classification repetitions, and 400 linear model predictive runs. The 90% confidence interval
for the residuals is marked both on the residual plot, and on the accuracy plot assuming a
predicted accuracy of 0.85.
the linear model provides any significant predictive ability. Based upon the range of the
actual classification accuracies, the distribution of residuals, and assuming the predicted
accuracy of 0.96, the 90% confidence range of predicted accuracy would be from 0.91 to
1. In this case, the range of prediction does not quite cover the entire range of accuracies,
failing to cover 0.0012 of the actual accuracy range, but there is still no predictive ability.
When comparing the results of predicting the change in accuracy of all four classifiers,
shown in Figure 4.8, the linear model predictions for the change in SVM classifier accuracy
have the widest range. This is also shown in Table 4.3, where the 5th percentile is 0.05
below, and the 95th percentile is 0.04 above, the nearest classifier. As the prediction results
on SVM are the worst among all classifiers tested, any future efforts to reduce the size of
prediction residuals should focus upon the prediction of change in SVM accuracy.
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Figure 4.6: Histogram of 1, 368, 000 NB classifier accuracies, and linear model prediction
residuals. The 1, 368, 000 is the result of the 171 unique pairings of 19 datasets, 20
classification repetitions, and 400 linear model predictive runs. The 90% confidence interval
for the residuals is marked both on the residual plot, and on the accuracy plot assuming a
predicted accuracy of 0.85.
For every classifier evaluated the distribution of the prediction residuals is such that
predicted values could represent an actual value anywhere in the range of possible accuracies
(see Table 4.4). Based on the evaluation of the developed linear models, there is no evidence
that the developed models provide any significant predictive ability.
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Figure 4.7: Histogram of 1, 368, 000 BCT classifier accuracies, and linear model prediction
residuals. The 1, 368, 000 is the result of the 171 unique pairings of 19 datasets, 20
classification repetitions, and 400 linear model predictive runs. The 90% confidence interval
for the residuals is marked both on the residual plot, and on the accuracy plot assuming a
predicted accuracy of 0.96.





































Figure 4.8: A comparison of the residuals of the accuracies predicted by the linear models
for all four classifiers.
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V. Conclusion
This chapter summarizes research into developing a system that predicts the change
in classifier performance using linear models built from the differences measured between
datasets, and the results presented in Chapter 4. Recommendations for future research are
suggested by these results. The future work aims to improve the ability to model classifier
performance as a function of differences between datasets.
5.1 Summary
The goal of this research was to develop a Classifier Accuracy Prediction System
(CAPS) to predict the changes in classifier accuracy using the differences between datasets,
and verify the prediction accuracy using the comparison of the distribution of the linear
model prediction residuals and actual classifier accuracy over multiple prediction trials.
The first step in developing the CAPS was determining the type of difference measures
which could be useful in predicting classifier accuracy, and determining the types of
classifiers to be used. The difference measure types to be used were based upon the
spatial and probabilistic measures available, although most were disparate types of entropy.
Regarding selection of classifiers, a range were chosen to ensure broad coverage of the
types of classifiers available to Network Intrusion Anomaly Detection (NIAD) developers
and researchers. Correlations were performed to determine whether dataset-to-dataset
correlations existed for all unique combinations of datasets, and it was determined they
did not. Further examination of the differences between datasets and changes in classifier
accuracy led to the calculation of correlation across datasets: correlating the differences of
all unique combinations of datasets to the corresponding changes in accuracy. There was
significant correlation among those values using two difference measures in particular: the
difference between the sum of feature entropies, and the difference between joint entropy.
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Despite consistent correlation, the linear models developed to predict classifier performance
did not provide any evidence to support significant predictive ability.
While unable to progress to actual Network Intrusion (NI) datasets, this system of
prediction provides a foundation upon which future work in the area of classifier performance
prediction can be based.
5.2 Future Work
There are several areas in which the work presented here can be expanded. This section
examines some of those areas for future research possibilities.
The results herein are based upon difference measures that are limited in scope, are
not strongly correlated with the classifier performance changes, and do not fully explore
the possible methods of measure difference. It will be useful for future researchers to
methodically examine the use of different types of difference measures within the CAPS,
to determine their utility for prediction of the change in classifier performance between
datasets. It would also be useful to have a distance/similarity measure which had stronger
consistent negative or positive correlations with the classification results, as that would allow
better predications of the classification outcome based on distance from a common dataset.
The representation of difference as a scalar may not be as useful as a two, three, or
n-dimensional representation of the distance or difference. Generating a vector within an
entropy-space by using the entropy of each feature of a dataset may allow use of the distance
while retaining information such as whether the distance is an increase or a decrease.
The number of features required for the change in accuracy to correlate with the
difference between datasets is another metric which could provide some measure of how
much information would be needed to represent a dataset effectively. Determining minimum
number of features could give a lower-bound on the usefulness of any dataset for the
purposes of predicting classifier performance, as any dataset without those features would
be useless in predicting classifier performance.
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The last recommendation for future work is related to the type of model used to predict
accuracy. It is possible that the proper model to predict classifier accuracy is not linear
in nature. Given that possibility, exploration of the different types of models available for
predictive modeling would be of benefit. Identifying those models which were most useful
may also give clues as to what other distance measure may prove useful as predictive terms.
These areas for future work are certainly not the only areas available. There are many
others which have not been considered. Given the demonstrated correlation of the differences
between datasets to the change in classifier performance on corresponding datasets, and the
inability to predict the actual accuracy value using a linear model, continued research into
this area using other models is indicated.
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Appendix C: Changes Between Performance Measures
Table C.1: Changes in BCT accuracy between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.0060 0.0040 0.0060 0.0090 0.0030 0.0020 0.0180 -0.0030 -0.0030 0.0180 0.0180 0.0120 0.0160 0.0060 0.0120 0.0100 0.0130 0.0170 0.0060 0.0140
3 0.0280 0.0340 0.0350 0.0330 0.0330 0.0320 0.0440 0.0320 0.0240 0.0370 0.0430 0.0400 0.0410 0.0300 0.0430 0.0380 0.0340 0.0460 0.0370 0.0390
4 0.0300 0.0340 0.0350 0.0340 0.0320 0.0310 0.0420 0.0320 0.0210 0.0360 0.0440 0.0400 0.0400 0.0290 0.0400 0.0410 0.0420 0.0450 0.0360 0.0360
5 0.0300 0.0310 0.0350 0.0320 0.0320 0.0280 0.0420 0.0320 0.0220 0.0350 0.0430 0.0410 0.0370 0.0310 0.0390 0.0390 0.0410 0.0450 0.0360 0.0360
6 0.0280 0.0300 0.0340 0.0320 0.0230 0.0270 0.0380 0.0300 0.0170 0.0340 0.0400 0.0400 0.0380 0.0240 0.0390 0.0350 0.0380 0.0390 0.0310 0.0360
7 0.0310 0.0310 0.0320 0.0370 0.0300 0.0330 0.0440 0.0300 0.0210 0.0360 0.0400 0.0390 0.0390 0.0300 0.0390 0.0350 0.0390 0.0440 0.0350 0.0370
8 0.0290 0.0300 0.0330 0.0330 0.0280 0.0270 0.0390 0.0300 0.0190 0.0350 0.0430 0.0390 0.0370 0.0280 0.0390 0.0370 0.0390 0.0440 0.0360 0.0370
9 0.0040 0.0050 0.0130 0.0090 0.0100 0.0050 0.0190 0.0060 -0.0090 0.0120 0.0190 0.0150 0.0130 0.0120 0.0140 0.0140 0.0120 0.0210 0.0050 0.0070
10 -0.0050 -0.0030 -0.0020 0.0020 -0.0040 -0.0100 0.0090 -0.0060 -0.0160 0.0030 0.0010 0.0110 0.0090 -0.0140 0.0030 0.0040 0.0050 0.0120 0.0010 0.0060
11 0.0040 0.0120 0.0070 0.0080 0.0050 0.0020 0.0230 0.0080 -0.0030 -0.0010 0.0180 0.0130 0.0170 0.0070 0.0190 0.0100 0.0140 0.0170 0.0150 0.0170
12 0.0100 0.0100 0.0150 0.0160 0.0130 0.0110 0.0210 0.0140 0.0060 0.0130 0.0180 0.0210 0.0180 0.0110 0.0270 0.0230 0.0210 0.0240 0.0180 0.0230
13 -0.0100 -0.0120 -0.0010 -0.0050 -0.0160 -0.0040 0.0010 -0.0090 -0.0170 -0.0040 0.0030 0.0030 0.0000 -0.0100 0.0000 0.0010 -0.0040 0.0100 -0.0100 -0.0070
14 -0.0130 -0.0060 -0.0010 -0.0070 -0.0070 -0.0040 -0.0010 -0.0090 -0.0180 -0.0050 -0.0010 -0.0010 -0.0090 -0.0100 0.0020 -0.0090 -0.0020 0.0080 -0.0090 -0.0080
15 -0.0040 0.0000 -0.0050 -0.0110 -0.0030 -0.0070 0.0120 0.0010 -0.0110 0.0010 -0.0010 0.0000 -0.0010 -0.0090 0.0110 0.0040 0.0080 0.0060 0.0070 0.0030
16 -0.0200 -0.0260 -0.0260 -0.0150 -0.0240 -0.0240 -0.0180 -0.0230 -0.0360 -0.0250 -0.0230 -0.0260 -0.0210 -0.0260 -0.0210 -0.0220 -0.0220 -0.0110 -0.0270 -0.0260
17 -0.0040 0.0020 0.0070 0.0070 0.0050 0.0030 0.0130 0.0010 -0.0090 0.0060 0.0160 0.0170 0.0120 -0.0030 0.0110 0.0090 0.0130 0.0180 0.0090 0.0050
18 -0.0160 -0.0200 -0.0110 -0.0150 -0.0160 -0.0120 0.0000 -0.0130 -0.0210 -0.0010 0.0060 -0.0020 -0.0150 -0.0180 0.0030 0.0010 -0.0040 0.0000 -0.0030 -0.0050
19 0.0150 0.0210 0.0220 0.0200 0.0210 0.0120 0.0290 0.0190 0.0080 0.0240 0.0300 0.0260 0.0290 0.0170 0.0280 0.0200 0.0270 0.0320 0.0210 0.0260
20 -0.0020 -0.0030 0.0070 0.0070 0.0000 0.0030 0.0060 0.0040 -0.0060 0.0090 0.0120 0.0100 0.0070 0.0050 0.0140 0.0040 0.0090 0.0140 0.0060 0.0030
21 -0.0180 -0.0200 -0.0050 -0.0140 -0.0130 -0.0200 0.0020 -0.0130 -0.0270 -0.0090 -0.0100 -0.0040 -0.0080 -0.0200 -0.0070 -0.0030 -0.0090 -0.0030 -0.0130 -0.0150
22 -0.0250 -0.0270 -0.0210 -0.0170 -0.0240 -0.0220 -0.0080 -0.0330 -0.0320 -0.0230 -0.0140 -0.0080 -0.0190 -0.0290 -0.0080 -0.0140 -0.0130 -0.0090 -0.0180 -0.0170
23 -0.0280 -0.0330 -0.0320 -0.0390 -0.0280 -0.0370 -0.0310 -0.0370 -0.0460 -0.0230 -0.0250 -0.0340 -0.0190 -0.0350 -0.0350 -0.0270 -0.0360 -0.0200 -0.0310 -0.0290
24 -0.0260 -0.0210 -0.0280 -0.0190 -0.0250 -0.0260 -0.0210 -0.0280 -0.0390 -0.0190 -0.0130 -0.0180 -0.0180 -0.0290 -0.0140 -0.0270 -0.0050 -0.0150 -0.0220 -0.0160
25 0.0050 0.0040 -0.0010 0.0030 -0.0020 0.0010 0.0020 0.0010 -0.0120 0.0060 0.0160 0.0070 0.0100 -0.0020 0.0080 0.0050 0.0060 0.0130 0.0010 0.0030
26 -0.0380 -0.0380 -0.0480 -0.0320 -0.0530 -0.0440 -0.0330 -0.0460 -0.0500 -0.0420 -0.0240 -0.0430 -0.0320 -0.0500 -0.0420 -0.0380 -0.0390 -0.0340 -0.0390 -0.0320
27 0.0310 0.0340 0.0360 0.0350 0.0330 0.0320 0.0450 0.0330 0.0230 0.0380 0.0460 0.0420 0.0420 0.0320 0.0420 0.0400 0.0420 0.0460 0.0370 0.0390
28 0.0320 0.0350 0.0350 0.0360 0.0340 0.0330 0.0440 0.0340 0.0230 0.0390 0.0430 0.0430 0.0410 0.0330 0.0430 0.0410 0.0430 0.0460 0.0380 0.0400
29 0.0330 0.0350 0.0380 0.0370 0.0350 0.0340 0.0450 0.0350 0.0250 0.0400 0.0460 0.0440 0.0420 0.0340 0.0440 0.0420 0.0440 0.0480 0.0390 0.0410
30 0.0320 0.0360 0.0370 0.0360 0.0340 0.0330 0.0440 0.0340 0.0240 0.0390 0.0450 0.0430 0.0410 0.0330 0.0430 0.0410 0.0430 0.0470 0.0390 0.0400
31 0.0330 0.0350 0.0380 0.0370 0.0350 0.0340 0.0450 0.0340 0.0250 0.0400 0.0460 0.0430 0.0420 0.0340 0.0440 0.0420 0.0440 0.0470 0.0390 0.0410
32 0.0330 0.0360 0.0380 0.0370 0.0350 0.0340 0.0450 0.0350 0.0250 0.0390 0.0460 0.0440 0.0420 0.0340 0.0440 0.0420 0.0430 0.0480 0.0390 0.0410
33 -0.0030 0.0020 0.0090 0.0070 0.0020 -0.0010 0.0060 0.0040 -0.0060 0.0090 0.0120 0.0110 0.0190 0.0010 0.0130 0.0060 0.0090 0.0120 0.0050 0.0100
34 -0.0090 -0.0100 -0.0080 -0.0080 -0.0020 -0.0120 -0.0020 -0.0170 -0.0150 -0.0020 -0.0110 -0.0010 -0.0080 -0.0080 -0.0120 0.0010 -0.0070 0.0020 -0.0070 0.0000
35 0.0120 0.0110 0.0130 0.0160 0.0100 0.0140 0.0180 0.0120 0.0000 0.0200 0.0200 0.0200 0.0180 0.0150 0.0230 0.0210 0.0170 0.0240 0.0190 0.0180
36 -0.0010 0.0020 0.0070 0.0040 -0.0010 0.0050 0.0150 0.0050 -0.0060 0.0140 0.0120 0.0120 0.0070 0.0040 0.0160 0.0080 0.0120 0.0130 0.0050 0.0060
37 0.0170 0.0220 0.0210 0.0220 0.0210 0.0190 0.0300 0.0190 0.0090 0.0200 0.0310 0.0240 0.0260 0.0160 0.0260 0.0250 0.0300 0.0290 0.0240 0.0260
38 0.0130 0.0040 -0.0000 0.0040 0.0070 0.0030 0.0180 0.0090 -0.0080 0.0050 0.0080 0.0080 0.0080 -0.0010 0.0120 0.0110 0.0100 0.0120 0.0090 0.0110
82
Table C.2: Changes in BCT TPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.0006 -0.0078 -0.0075 0.0072 -0.0073 -0.0073 0.0038 -0.0136 -0.0001 0.0025 -0.0047 -0.0018 -0.0021 0.0051 0.0018 0.0031 -0.0034 0.0013 -0.0078 0.0007
3 0.0174 0.0191 0.0214 0.0253 0.0195 0.0161 0.0234 0.0204 0.0195 0.0188 0.0188 0.0253 0.0247 0.0230 0.0286 0.0249 0.0133 0.0299 0.0191 0.0204
4 0.0208 0.0208 0.0247 0.0286 0.0195 0.0181 0.0234 0.0221 0.0181 0.0207 0.0221 0.0273 0.0247 0.0233 0.0273 0.0299 0.0234 0.0299 0.0208 0.0221
5 0.0182 0.0129 0.0221 0.0207 0.0169 0.0116 0.0208 0.0195 0.0169 0.0142 0.0195 0.0260 0.0168 0.0221 0.0207 0.0273 0.0208 0.0273 0.0182 0.0142
6 0.0197 0.0197 0.0236 0.0275 0.0172 0.0160 0.0223 0.0210 0.0172 0.0210 0.0198 0.0275 0.0236 0.0236 0.0275 0.0288 0.0223 0.0264 0.0197 0.0210
7 0.0185 0.0174 0.0202 0.0275 0.0149 0.0172 0.0211 0.0164 0.0161 0.0187 0.0187 0.0241 0.0213 0.0213 0.0252 0.0242 0.0200 0.0277 0.0163 0.0198
8 0.0142 0.0142 0.0181 0.0253 0.0096 0.0096 0.0168 0.0155 0.0096 0.0155 0.0188 0.0220 0.0181 0.0181 0.0220 0.0266 0.0168 0.0233 0.0175 0.0188
9 0.0080 0.0080 0.0151 0.0180 0.0099 0.0121 0.0160 0.0104 0.0056 0.0125 0.0093 0.0158 0.0141 0.0173 0.0169 0.0203 0.0085 0.0203 0.0069 0.0082
10 -0.0759 -0.0529 -0.0766 -0.0589 -0.0726 -0.0957 -0.0411 -0.0608 -0.0865 -0.0562 -0.0977 -0.0267 -0.0536 -0.0951 -0.0681 -0.0807 -0.0733 -0.0714 -0.0621 -0.0654
11 0.0065 0.0116 0.0094 0.0144 0.0022 0.0022 0.0153 0.0078 0.0093 -0.0013 0.0078 0.0144 0.0166 0.0125 0.0164 0.0126 0.0092 0.0126 0.0127 0.0119
12 -0.2341 -0.2733 -0.2890 -0.2459 -0.2158 -0.1962 -0.2119 -0.1739 -0.1177 -0.2524 -0.2328 -0.2066 -0.2302 -0.1713 -0.0890 -0.1661 -0.1922 -0.2053 -0.1556 -0.1347
13 -0.0036 -0.0083 0.0026 0.0030 -0.0096 -0.0026 0.0001 0.0012 0.0020 -0.0035 0.0023 0.0077 0.0026 0.0038 0.0018 0.0055 0.0001 0.0113 -0.0048 -0.0012
14 -0.0273 -0.0353 -0.0234 -0.0248 -0.0393 -0.0366 -0.0274 -0.0287 -0.0286 -0.0287 -0.0394 -0.0195 -0.0314 -0.0314 -0.0248 -0.0369 -0.0327 -0.0155 -0.0460 -0.0367
15 0.0009 0.0020 0.0024 0.0051 0.0031 -0.0063 0.0070 0.0057 -0.0028 0.0022 -0.0037 0.0122 0.0024 0.0001 0.0134 0.0100 0.0093 0.0076 0.0056 0.0010
16 -0.0349 -0.0465 -0.0541 -0.0317 -0.0431 -0.0338 -0.0485 -0.0475 -0.0547 -0.0475 -0.0637 -0.0549 -0.0402 -0.0402 -0.0433 -0.0443 -0.0601 -0.0443 -0.0604 -0.0637
17 0.0046 0.0025 0.0118 0.0135 0.0055 0.0033 0.0062 0.0049 0.0044 0.0027 0.0049 0.0178 0.0129 0.0021 0.0103 0.0137 0.0072 0.0159 0.0068 0.0016
18 -0.0903 -0.0944 -0.0699 -0.0742 -0.0875 -0.0628 -0.0589 -0.0807 -0.0710 -0.0602 -0.0519 -0.0495 -0.0946 -0.0946 -0.0537 -0.0565 -0.0548 -0.0647 -0.0779 -0.0643
19 0.0115 0.0146 0.0175 0.0193 0.0143 0.0060 0.0162 0.0149 0.0112 0.0149 0.0149 0.0193 0.0206 0.0164 0.0224 0.0175 0.0151 0.0237 0.0125 0.0169
20 -0.1524 -0.1366 -0.1249 -0.1210 -0.1143 -0.1301 -0.1498 -0.1038 -0.1143 -0.1038 -0.1353 -0.1210 -0.1170 -0.1249 -0.0737 -0.1275 -0.1340 -0.1275 -0.1052 -0.1353
21 -0.0094 -0.0071 0.0015 0.0007 -0.0154 -0.0131 0.0025 -0.0058 -0.0084 -0.0046 -0.0105 0.0007 -0.0067 -0.0090 -0.0005 0.0078 -0.0045 -0.0015 -0.0106 -0.0116
22 -0.0513 -0.0538 -0.0499 -0.0261 -0.0601 -0.0501 -0.0437 -0.0600 -0.0551 -0.0550 -0.0525 -0.0261 -0.0623 -0.0524 -0.0410 -0.0397 -0.0363 -0.0347 -0.0463 -0.0600
23 -0.0500 -0.0543 -0.0568 -0.0593 -0.0448 -0.0642 -0.0581 -0.0573 -0.0620 -0.0487 -0.0530 -0.0615 -0.0418 -0.0439 -0.0615 -0.0387 -0.0753 -0.0452 -0.0543 -0.0551
24 -0.0094 -0.0058 -0.0019 -0.0040 -0.0107 -0.0155 -0.0128 -0.0105 -0.0107 -0.0093 -0.0105 -0.0040 -0.0043 -0.0091 -0.0028 -0.0051 -0.0020 -0.0039 -0.0142 -0.0045
25 0.0058 0.0005 0.0012 0.0094 0.0013 0.0035 0.0041 0.0071 -0.0019 0.0028 0.0093 0.0104 0.0108 0.0044 0.0104 0.0117 0.0031 0.0128 0.0005 0.0007
26 -0.1145 -0.1333 -0.1332 -0.1029 -0.1271 -0.1421 -0.1232 -0.1282 -0.1196 -0.1395 -0.1132 -0.1330 -0.1181 -0.1407 -0.1292 -0.1167 -0.1269 -0.1279 -0.1371 -0.1207
27 0.0196 0.0196 0.0235 0.0274 0.0183 0.0183 0.0234 0.0209 0.0183 0.0209 0.0221 0.0274 0.0247 0.0235 0.0274 0.0287 0.0222 0.0287 0.0196 0.0209
28 0.0189 0.0189 0.0190 0.0267 0.0176 0.0176 0.0215 0.0202 0.0138 0.0202 0.0164 0.0267 0.0228 0.0228 0.0267 0.0280 0.0215 0.0280 0.0189 0.0202
29 0.0208 0.0194 0.0247 0.0286 0.0195 0.0195 0.0234 0.0221 0.0195 0.0221 0.0221 0.0286 0.0247 0.0247 0.0286 0.0299 0.0234 0.0299 0.0208 0.0221
30 0.0194 0.0208 0.0233 0.0272 0.0181 0.0181 0.0220 0.0207 0.0181 0.0207 0.0207 0.0272 0.0233 0.0233 0.0272 0.0285 0.0220 0.0285 0.0208 0.0207
31 0.0208 0.0198 0.0247 0.0286 0.0195 0.0195 0.0234 0.0221 0.0195 0.0221 0.0221 0.0286 0.0247 0.0247 0.0286 0.0299 0.0234 0.0299 0.0208 0.0221
32 0.0208 0.0208 0.0247 0.0286 0.0195 0.0195 0.0234 0.0221 0.0195 0.0221 0.0221 0.0286 0.0247 0.0247 0.0286 0.0299 0.0234 0.0299 0.0208 0.0221
33 -0.0019 -0.0019 0.0109 0.0097 0.0006 -0.0045 0.0007 0.0045 0.0006 0.0057 0.0007 0.0072 0.0109 0.0045 0.0097 0.0072 0.0007 0.0060 0.0019 0.0019
34 -0.0129 -0.0235 -0.0280 -0.0199 -0.0142 -0.0311 -0.0251 -0.0285 -0.0121 -0.0222 -0.0412 -0.0199 -0.0217 -0.0090 -0.0346 -0.0122 -0.0272 -0.0080 -0.0277 -0.0095
35 0.0090 0.0068 0.0118 0.0157 0.0077 0.0066 0.0083 0.0113 0.0034 0.0103 0.0049 0.0103 0.0107 0.0161 0.0168 0.0181 0.0073 0.0181 0.0100 0.0113
36 -0.0583 -0.0583 -0.0419 -0.0339 -0.0721 -0.0555 -0.0391 -0.0445 -0.0388 -0.0487 -0.0487 -0.0422 -0.0544 -0.0378 -0.0422 -0.0534 -0.0349 -0.0367 -0.0542 -0.0570
37 0.0156 0.0156 0.0164 0.0214 0.0123 0.0123 0.0162 0.0138 0.0133 0.0138 0.0149 0.0203 0.0185 0.0154 0.0193 0.0227 0.0172 0.0206 0.0146 0.0159
38 -0.0713 -0.1173 -0.1003 -0.0964 -0.0792 -0.0923 -0.0818 -0.0765 -0.1120 -0.0963 -0.1160 -0.1161 -0.1003 -0.1200 -0.0898 -0.0687 -0.1213 -0.0885 -0.1042 -0.0765
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Table C.3: Changes in BCT FPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.0413 -0.0520 -0.0522 -0.0304 -0.0497 -0.0454 -0.0821 -0.0388 -0.0066 -0.0762 -0.0976 -0.0629 -0.0762 -0.0281 -0.0583 -0.0454 -0.0778 -0.0758 -0.0626 -0.0715
3 -0.0678 -0.0856 -0.0813 -0.0616 -0.0832 -0.0838 -0.1158 -0.0746 -0.0425 -0.0986 -0.1244 -0.0918 -0.0986 -0.0592 -0.0942 -0.0813 -0.1042 -0.1047 -0.0986 -0.1029
4 -0.0634 -0.0798 -0.0720 -0.0547 -0.0763 -0.0755 -0.1065 -0.0677 -0.0332 -0.0892 -0.1186 -0.0849 -0.0928 -0.0512 -0.0849 -0.0791 -0.1057 -0.0978 -0.0892 -0.0864
5 -0.0728 -0.0857 -0.0814 -0.0641 -0.0857 -0.0798 -0.1159 -0.0771 -0.0426 -0.0986 -0.1245 -0.0943 -0.0986 -0.0641 -0.0943 -0.0814 -0.1116 -0.1072 -0.0986 -0.1029
6 -0.0447 -0.0510 -0.0599 -0.0361 -0.0181 -0.0533 -0.0746 -0.0490 -0.0014 -0.0640 -0.0964 -0.0728 -0.0771 -0.0032 -0.0662 -0.0402 -0.0769 -0.0660 -0.0508 -0.0749
7 -0.0697 -0.0669 -0.0626 -0.0690 -0.0748 -0.0862 -0.1207 -0.0740 -0.0317 -0.0877 -0.0978 -0.0834 -0.0956 -0.0532 -0.0755 -0.0626 -0.0928 -0.0884 -0.0956 -0.0841
8 -0.0733 -0.0834 -0.0805 -0.0632 -0.0834 -0.0791 -0.1135 -0.0762 -0.0417 -0.0977 -0.1250 -0.0934 -0.0977 -0.0618 -0.0934 -0.0791 -0.1107 -0.1078 -0.0992 -0.1020
9 0.2037 0.2220 0.1794 0.2279 0.1751 0.2732 0.1918 0.2150 0.2963 0.2091 0.1207 0.1821 0.2091 0.1810 0.2134 0.2263 0.1805 0.1848 0.2403 0.2360
10 -0.0546 -0.0599 -0.0619 -0.0473 -0.0650 -0.0607 -0.0913 -0.0512 -0.0231 -0.0766 -0.1038 -0.0710 -0.0817 -0.0396 -0.0723 -0.0670 -0.0921 -0.0929 -0.0766 -0.0860
11 0.7224 0.7095 0.7638 0.7310 0.6095 0.7138 0.6293 0.6181 0.9026 0.8466 0.6207 0.8009 0.7966 0.7310 0.6009 0.7138 0.7336 0.6379 0.7466 0.6422
12 -0.0660 -0.0779 -0.0778 -0.0605 -0.0789 -0.0725 -0.1070 -0.0693 -0.0337 -0.0887 -0.1125 -0.0865 -0.0908 -0.0542 -0.0865 -0.0757 -0.1027 -0.0984 -0.0897 -0.0962
13 0.0844 0.0785 0.0617 0.0789 0.0996 0.0546 0.0554 0.1082 0.1498 0.0585 0.0608 0.0699 0.0656 0.1212 0.0558 0.0617 0.0878 0.0499 0.0937 0.0965
14 -0.0313 -0.0554 -0.0511 -0.0290 -0.0570 -0.0575 -0.0760 -0.0404 -0.0059 -0.0603 -0.0894 -0.0544 -0.0539 -0.0306 -0.0624 -0.0431 -0.0748 -0.0737 -0.0651 -0.0630
15 0.0634 0.0504 0.0816 0.1257 0.0773 0.0480 0.0135 0.0590 0.0734 0.0509 0.0452 0.1089 0.0643 0.0854 0.0418 0.0614 0.0514 0.0490 0.0308 0.0332
16 -0.0249 -0.0308 -0.0317 -0.0215 -0.0325 -0.0229 -0.0627 -0.0309 0.0053 -0.0402 -0.0713 -0.0376 -0.0402 -0.0110 -0.0376 -0.0282 -0.0619 -0.0629 -0.0472 -0.0533
17 0.2332 0.1527 0.1841 0.1608 0.1527 0.1435 0.1090 0.1749 0.2364 0.1263 0.0734 0.1441 0.1668 0.1608 0.1306 0.1705 0.1134 0.1312 0.1398 0.1355
18 -0.0472 -0.0522 -0.0505 -0.0320 -0.0562 -0.0505 -0.0863 -0.0502 -0.0144 -0.0744 -0.0989 -0.0621 -0.0651 -0.0373 -0.0701 -0.0585 -0.0767 -0.0777 -0.0783 -0.0734
19 0.1788 0.1659 0.1702 0.1618 0.1659 0.1702 0.1357 0.1745 0.2090 0.1530 0.1271 0.1573 0.1530 0.1874 0.1829 0.1958 0.1400 0.1700 0.1786 0.1743
20 -0.0615 -0.0676 -0.0713 -0.0552 -0.0688 -0.0713 -0.1001 -0.0636 -0.0302 -0.0851 -0.1121 -0.0808 -0.0828 -0.0564 -0.0785 -0.0644 -0.0981 -0.0949 -0.0828 -0.0860
21 0.1068 0.1435 0.0840 0.1296 0.0442 0.1053 0.0637 0.0954 0.1583 0.0880 0.0764 0.0782 0.0668 0.1154 0.0924 0.1053 0.0964 0.0652 0.0809 0.0908
22 -0.0274 -0.0337 -0.0360 -0.0138 -0.0437 -0.0377 -0.0755 -0.0217 -0.0006 -0.0483 -0.0775 -0.0473 -0.0583 -0.0138 -0.0573 -0.0377 -0.0595 -0.0586 -0.0516 -0.0643
23 -0.0233 -0.0250 -0.0244 -0.0015 -0.0268 -0.0244 -0.0477 -0.0145 0.0163 -0.0454 -0.0600 -0.0298 -0.0454 0.0022 -0.0280 -0.0150 -0.0508 -0.0484 -0.0360 -0.0422
24 0.1247 0.1176 0.1739 0.1044 0.1176 0.0988 0.0932 0.1320 0.1838 0.0931 0.0614 0.1090 0.1104 0.1391 0.0916 0.1508 0.0513 0.0960 0.0873 0.1003
25 0.1463 0.1184 0.1824 0.1848 0.2229 0.1974 0.2674 0.2315 0.2212 0.1503 0.1543 0.2143 0.1951 0.1997 0.1994 0.2272 0.1821 0.1864 0.1951 0.1758
26 -0.0285 -0.0442 -0.0249 -0.0213 -0.0224 -0.0372 -0.0662 -0.0247 0.0057 -0.0490 -0.0816 -0.0378 -0.0530 -0.0131 -0.0378 -0.0290 -0.0564 -0.0562 -0.0530 -0.0587
27 -0.0673 -0.0803 -0.0760 -0.0587 -0.0803 -0.0760 -0.1156 -0.0716 -0.0372 -0.0932 -0.1242 -0.0889 -0.0983 -0.0587 -0.0889 -0.0760 -0.1061 -0.1018 -0.0932 -0.0975
28 -0.0755 -0.0884 -0.0841 -0.0669 -0.0884 -0.0841 -0.1186 -0.0798 -0.0474 -0.1014 -0.1272 -0.0970 -0.1014 -0.0669 -0.0970 -0.0841 -0.1143 -0.1079 -0.1014 -0.1057
29 -0.0745 -0.0874 -0.0831 -0.0659 -0.0874 -0.0831 -0.1176 -0.0788 -0.0443 -0.1004 -0.1262 -0.0960 -0.1004 -0.0659 -0.0960 -0.0831 -0.1133 -0.1090 -0.1004 -0.1047
30 -0.0745 -0.0874 -0.0831 -0.0659 -0.0874 -0.0831 -0.1176 -0.0788 -0.0443 -0.1004 -0.1262 -0.0961 -0.1004 -0.0659 -0.0961 -0.0831 -0.1133 -0.1090 -0.1004 -0.1047
31 -0.0612 -0.0741 -0.0698 -0.0526 -0.0741 -0.0698 -0.1043 -0.0491 -0.0310 -0.0871 -0.1129 -0.0664 -0.0871 -0.0526 -0.0827 -0.0698 -0.1000 -0.0793 -0.0871 -0.0914
32 -0.0764 -0.0893 -0.0850 -0.0677 -0.0893 -0.0850 -0.1195 -0.0807 -0.0462 -0.1010 -0.1281 -0.0979 -0.1022 -0.0677 -0.0979 -0.0850 -0.1139 -0.1108 -0.1022 -0.1065
33 0.0138 -0.0088 0.0051 0.0080 0.0008 -0.0045 -0.0149 0.0046 0.0343 -0.0121 -0.0428 -0.0174 -0.0409 0.0176 -0.0174 0.0051 -0.0298 -0.0255 -0.0073 -0.0308
34 -0.0263 -0.0411 -0.0444 -0.0252 -0.0487 -0.0425 -0.0732 -0.0268 0.0020 -0.0616 -0.0761 -0.0554 -0.0483 -0.0176 -0.0478 -0.0444 -0.0631 -0.0569 -0.0578 -0.0564
35 0.0731 0.0876 0.1056 0.0680 0.1150 0.0371 0.0711 0.1099 0.1033 0.0335 0.0214 0.0105 0.0609 0.0954 0.0515 0.0645 0.0617 0.0797 0.0472 0.0840
36 -0.0565 -0.0695 -0.0652 -0.0440 -0.0708 -0.0704 -0.0996 -0.0622 -0.0237 -0.0903 -0.1056 -0.0781 -0.0811 -0.0479 -0.0833 -0.0665 -0.0914 -0.0858 -0.0811 -0.0854
37 0.2557 0.1873 0.1916 0.1810 0.1317 0.1638 0.1293 0.1681 0.2581 0.2577 0.1207 0.2620 0.2021 0.2088 0.1786 0.2193 0.1336 0.1935 0.1743 0.1700
38 -0.0693 -0.0764 -0.0626 -0.0513 -0.0740 -0.0685 -0.1065 -0.0677 -0.0309 -0.0822 -0.1081 -0.0814 -0.0846 -0.0525 -0.0814 -0.0662 -0.1010 -0.0897 -0.0893 -0.0889
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Table C.4: Changes in NB accuracy between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.0070 -0.0110 -0.0110 -0.0110 -0.0110 -0.0120 -0.0100 -0.0090 -0.0080 -0.0090 -0.0060 -0.0100 -0.0050 -0.0110 -0.0030 -0.0090 -0.0040 -0.0160 -0.0120 -0.0090
3 0.1110 0.1170 0.1120 0.1130 0.1120 0.1100 0.1140 0.1130 0.1110 0.1150 0.1120 0.1140 0.1120 0.1130 0.1170 0.1070 0.1180 0.1030 0.1110 0.1100
4 0.0360 0.0370 0.0440 0.0310 0.0370 0.0370 0.0350 0.0400 0.0360 0.0400 0.0390 0.0410 0.0390 0.0380 0.0440 0.0370 0.0450 0.0370 0.0350 0.0410
5 0.1330 0.1350 0.1360 0.1340 0.1290 0.1330 0.1340 0.1380 0.1330 0.1340 0.1400 0.1330 0.1370 0.1360 0.1380 0.1320 0.1420 0.1360 0.1380 0.1330
6 0.0740 0.0750 0.0740 0.0760 0.0730 0.0770 0.0750 0.0810 0.0760 0.0770 0.0730 0.0720 0.0770 0.0760 0.0830 0.0680 0.0800 0.0720 0.0800 0.0770
7 0.0930 0.0940 0.0940 0.0930 0.0950 0.0920 0.0960 0.0970 0.0970 0.0960 0.0970 0.0970 0.0950 0.0980 0.1030 0.0930 0.0990 0.0920 0.0950 0.0960
8 0.1160 0.1120 0.1110 0.1130 0.1090 0.1130 0.1160 0.1220 0.1120 0.1210 0.1140 0.1170 0.1160 0.1130 0.1230 0.1160 0.1240 0.1130 0.1220 0.1160
9 0.1310 0.1320 0.1320 0.1300 0.1290 0.1290 0.1320 0.1330 0.1310 0.1320 0.1330 0.1310 0.1330 0.1330 0.1370 0.1310 0.1350 0.1280 0.1310 0.1300
10 0.0720 0.0730 0.0720 0.0710 0.0700 0.0710 0.0720 0.0790 0.0700 0.0770 0.0680 0.0750 0.0740 0.0720 0.0800 0.0680 0.0650 0.0670 0.0740 0.0760
11 0.1750 0.1760 0.1760 0.1740 0.1730 0.1730 0.1760 0.1770 0.1750 0.1760 0.1770 0.1750 0.1770 0.1770 0.1810 0.1750 0.1790 0.1720 0.1750 0.1740
12 0.1440 0.1450 0.1450 0.1430 0.1420 0.1420 0.1450 0.1460 0.1440 0.1450 0.1460 0.1440 0.1460 0.1460 0.1500 0.1440 0.1480 0.1410 0.1440 0.1430
13 0.0530 0.0540 0.0540 0.0520 0.0510 0.0510 0.0540 0.0550 0.0530 0.0540 0.0550 0.0530 0.0550 0.0550 0.0590 0.0530 0.0570 0.0500 0.0530 0.0520
14 0.0490 0.0550 0.0450 0.0520 0.0480 0.0470 0.0510 0.0520 0.0500 0.0520 0.0510 0.0540 0.0500 0.0570 0.0560 0.0500 0.0540 0.0480 0.0480 0.0530
15 0.0930 0.0950 0.0970 0.0970 0.0940 0.0930 0.0950 0.0960 0.0940 0.0940 0.0990 0.0960 0.0980 0.0970 0.0990 0.0960 0.0990 0.0910 0.0910 0.0960
16 0.0400 0.0420 0.0380 0.0380 0.0390 0.0390 0.0450 0.0410 0.0410 0.0440 0.0410 0.0420 0.0390 0.0460 0.0500 0.0420 0.0470 0.0370 0.0400 0.0440
17 0.1410 0.1410 0.1420 0.1350 0.1390 0.1360 0.1410 0.1390 0.1400 0.1370 0.1410 0.1410 0.1420 0.1420 0.1440 0.1400 0.1420 0.1370 0.1380 0.1370
18 0.1290 0.1300 0.1320 0.1290 0.1290 0.1250 0.1290 0.1310 0.1270 0.1290 0.1300 0.1320 0.1310 0.1280 0.1340 0.1310 0.1310 0.1240 0.1280 0.1270
19 0.1560 0.1580 0.1580 0.1560 0.1540 0.1540 0.1570 0.1580 0.1560 0.1570 0.1580 0.1560 0.1590 0.1580 0.1620 0.1580 0.1600 0.1530 0.1560 0.1550
20 0.1460 0.1460 0.1490 0.1460 0.1450 0.1450 0.1470 0.1500 0.1490 0.1480 0.1480 0.1460 0.1430 0.1490 0.1550 0.1470 0.1480 0.1440 0.1450 0.1440
21 0.0540 0.0550 0.0550 0.0530 0.0520 0.0520 0.0550 0.0560 0.0540 0.0550 0.0560 0.0540 0.0560 0.0560 0.0600 0.0540 0.0580 0.0510 0.0540 0.0530
22 0.0590 0.0610 0.0590 0.0610 0.0570 0.0600 0.0670 0.0590 0.0630 0.0650 0.0610 0.0590 0.0620 0.0620 0.0650 0.0580 0.0660 0.0570 0.0610 0.0550
23 -0.1100 -0.1050 -0.1120 -0.1080 -0.1080 -0.1080 -0.1060 -0.1020 -0.1100 -0.1020 -0.1030 -0.1140 -0.1090 -0.1110 -0.0990 -0.1110 -0.1100 -0.1130 -0.1100 -0.1120
24 0.0230 0.0240 0.0230 0.0230 0.0210 0.0210 0.0240 0.0250 0.0250 0.0250 0.0260 0.0230 0.0240 0.0250 0.0300 0.0240 0.0270 0.0210 0.0230 0.0220
25 0.1280 0.1290 0.1290 0.1270 0.1260 0.1260 0.1290 0.1300 0.1280 0.1290 0.1300 0.1280 0.1300 0.1300 0.1340 0.1280 0.1320 0.1250 0.1280 0.1270
26 -0.0710 -0.0700 -0.0700 -0.0720 -0.0730 -0.0730 -0.0700 -0.0690 -0.0710 -0.0700 -0.0690 -0.0710 -0.0690 -0.0690 -0.0650 -0.0710 -0.0670 -0.0740 -0.0710 -0.0720
27 0.1540 0.1520 0.1550 0.1500 0.1510 0.1490 0.1540 0.1530 0.1510 0.1540 0.1470 0.1530 0.1550 0.1500 0.1580 0.1490 0.1550 0.1510 0.1470 0.1500
28 0.1570 0.1580 0.1570 0.1550 0.1560 0.1520 0.1590 0.1580 0.1570 0.1570 0.1580 0.1570 0.1580 0.1590 0.1620 0.1580 0.1610 0.1540 0.1550 0.1550
29 0.1430 0.1430 0.1450 0.1430 0.1430 0.1430 0.1440 0.1470 0.1430 0.1480 0.1450 0.1450 0.1480 0.1460 0.1510 0.1440 0.1520 0.1410 0.1430 0.1430
30 0.1400 0.1420 0.1410 0.1390 0.1390 0.1380 0.1410 0.1420 0.1410 0.1430 0.1430 0.1400 0.1420 0.1420 0.1460 0.1400 0.1440 0.1380 0.1400 0.1400
31 0.1460 0.1490 0.1480 0.1520 0.1410 0.1490 0.1430 0.1530 0.1460 0.1480 0.1510 0.1510 0.1490 0.1510 0.1520 0.1470 0.1510 0.1420 0.1460 0.1470
32 0.1880 0.1890 0.1890 0.1880 0.1860 0.1880 0.1890 0.1900 0.1880 0.1890 0.1900 0.1890 0.1900 0.1910 0.1940 0.1890 0.1930 0.1850 0.1890 0.1880
33 0.0970 0.0940 0.0960 0.0930 0.0940 0.0940 0.0970 0.0990 0.0950 0.0960 0.0990 0.0960 0.1000 0.0960 0.1030 0.0950 0.1000 0.0890 0.0950 0.0940
34 0.0870 0.0860 0.0850 0.0830 0.0850 0.0780 0.0840 0.0890 0.0850 0.0880 0.0820 0.0870 0.0860 0.0830 0.0910 0.0860 0.0840 0.0850 0.0840 0.0810
35 0.1390 0.1380 0.1380 0.1380 0.1350 0.1350 0.1380 0.1400 0.1380 0.1380 0.1380 0.1360 0.1370 0.1360 0.1440 0.1360 0.1410 0.1330 0.1360 0.1360
36 0.1380 0.1370 0.1370 0.1360 0.1300 0.1350 0.1320 0.1390 0.1330 0.1330 0.1370 0.1370 0.1380 0.1340 0.1410 0.1380 0.1380 0.1300 0.1350 0.1340
37 0.1590 0.1610 0.1600 0.1580 0.1570 0.1570 0.1600 0.1620 0.1600 0.1610 0.1620 0.1590 0.1610 0.1620 0.1650 0.1590 0.1640 0.1570 0.1600 0.1580
38 0.1620 0.1660 0.1620 0.1620 0.1610 0.1610 0.1630 0.1670 0.1630 0.1650 0.1630 0.1630 0.1660 0.1660 0.1680 0.1640 0.1690 0.1600 0.1620 0.1620
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Table C.5: Changes in NB TPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.0179 -0.0197 -0.0179 -0.0179 -0.0161 -0.0161 -0.0179 -0.0161 -0.0161 -0.0179 -0.0179 -0.0161 -0.0161 -0.0233 -0.0135 -0.0179 -0.0161 -0.0215 -0.0179 -0.0143
3 -0.0102 -0.0102 -0.0085 -0.0085 -0.0085 -0.0102 -0.0085 -0.0102 -0.0102 -0.0085 -0.0068 -0.0085 -0.0085 -0.0102 -0.0042 -0.0102 -0.0068 -0.0085 -0.0102 -0.0068
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
5 -0.0317 -0.0291 -0.0291 -0.0291 -0.0317 -0.0265 -0.0238 -0.0265 -0.0291 -0.0291 -0.0291 -0.0317 -0.0265 -0.0265 -0.0291 -0.0291 -0.0265 -0.0265 -0.0212 -0.0265
6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
7 0.0000 -0.0011 -0.0011 -0.0011 0.0000 -0.0011 0.0000 -0.0011 0.0000 -0.0011 0.0000 -0.0011 0.0000 0.0000 0.0015 -0.0023 -0.0011 -0.0011 0.0000 0.0000
8 -0.2159 -0.2292 -0.2392 -0.2259 -0.2392 -0.2193 -0.2259 -0.1993 -0.2259 -0.2093 -0.2292 -0.2126 -0.2193 -0.2292 -0.2200 -0.2193 -0.2093 -0.2193 -0.2027 -0.2126
9 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
10 -0.5346 -0.5392 -0.5392 -0.5346 -0.5346 -0.5346 -0.5484 -0.5207 -0.5438 -0.5161 -0.5668 -0.5300 -0.5484 -0.5484 -0.5273 -0.5622 -0.5853 -0.5438 -0.5346 -0.5207
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
12 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9974 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
13 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
14 -0.0989 -0.0856 -0.1043 -0.0936 -0.0963 -0.0989 -0.0936 -0.0963 -0.1016 -0.0936 -0.1016 -0.0882 -0.0909 -0.0856 -0.0910 -0.0936 -0.0963 -0.0936 -0.1016 -0.0882
15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
16 -0.1949 -0.1972 -0.2065 -0.1949 -0.1972 -0.1926 -0.1926 -0.1926 -0.1972 -0.1972 -0.1949 -0.1949 -0.1972 -0.1949 -0.1877 -0.1879 -0.1972 -0.1949 -0.1995 -0.1856
17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
18 -0.1440 -0.1523 -0.1358 -0.1440 -0.1358 -0.1523 -0.1523 -0.1481 -0.1564 -0.1564 -0.1564 -0.1440 -0.1481 -0.1646 -0.1497 -0.1399 -0.1481 -0.1523 -0.1523 -0.1523
19 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
20 -0.2283 -0.2362 -0.2205 -0.2283 -0.2283 -0.2205 -0.2205 -0.2205 -0.2283 -0.2362 -0.2283 -0.2362 -0.2520 -0.2283 -0.2257 -0.2205 -0.2441 -0.2205 -0.2362 -0.2362
21 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
22 -0.0522 -0.0448 -0.0522 -0.0398 -0.0547 -0.0448 -0.0323 -0.0522 -0.0448 -0.0423 -0.0498 -0.0547 -0.0522 -0.0522 -0.0471 -0.0522 -0.0448 -0.0448 -0.0448 -0.0547
23 -0.5837 -0.5773 -0.5923 -0.5794 -0.5773 -0.5837 -0.5837 -0.5773 -0.5858 -0.5687 -0.5794 -0.5944 -0.5901 -0.5966 -0.5768 -0.5880 -0.5966 -0.5901 -0.5944 -0.5901
24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
25 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
26 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9974 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
27 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
28 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
29 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
30 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
31 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
32 0.0000 0.0000 -0.0055 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
33 0.0000 -0.0013 0.0000 0.0000 0.0000 0.0000 -0.0013 -0.0013 0.0000 -0.0013 0.0000 -0.0013 -0.0013 -0.0013 0.0013 0.0000 -0.0013 -0.0013 -0.0013 0.0000
34 -0.0549 -0.0549 -0.0549 -0.0527 -0.0506 -0.0549 -0.0527 -0.0549 -0.0527 -0.0506 -0.0549 -0.0549 -0.0527 -0.0527 -0.0522 -0.0527 -0.0570 -0.0549 -0.0506 -0.0527
35 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
36 -0.1250 -0.1292 -0.1333 -0.1250 -0.1333 -0.1208 -0.1417 -0.1250 -0.1375 -0.1375 -0.1333 -0.1250 -0.1250 -0.1417 -0.1432 -0.1292 -0.1250 -0.1375 -0.1375 -0.1292
37 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0026 0.0000 0.0000 0.0000 0.0000 0.0000
38 -0.1513 -0.1447 -0.1513 -0.1447 -0.1513 -0.1447 -0.1513 -0.1447 -0.1447 -0.1447 -0.1579 -0.1513 -0.1447 -0.1513 -0.1553 -0.1447 -0.1447 -0.1447 -0.1579 -0.1447
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Table C.6: Changes in NB FPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.4051 -0.4004 -0.3981 -0.3940 -0.3897 -0.3875 -0.4004 -0.4024 -0.4006 -0.4027 -0.4115 -0.3961 -0.4115 -0.4070 -0.4156 -0.4006 -0.4178 -0.3831 -0.3938 -0.3940
3 -0.6498 -0.6663 -0.6517 -0.6504 -0.6461 -0.6436 -0.6566 -0.6584 -0.6498 -0.6590 -0.6511 -0.6547 -0.6535 -0.6584 -0.6622 -0.6400 -0.6695 -0.6222 -0.6498 -0.6406
4 -0.2747 -0.2790 -0.3039 -0.2561 -0.2767 -0.2767 -0.2719 -0.2904 -0.2747 -0.2897 -0.2869 -0.2925 -0.2869 -0.2833 -0.2990 -0.2782 -0.3097 -0.2760 -0.2711 -0.2917
5 -0.7601 -0.7644 -0.7660 -0.7574 -0.7483 -0.7515 -0.7596 -0.7704 -0.7585 -0.7628 -0.7752 -0.7601 -0.7688 -0.7671 -0.7758 -0.7569 -0.7822 -0.7536 -0.7617 -0.7542
6 -0.0445 -0.0488 -0.0422 -0.0599 -0.0424 -0.0687 -0.0488 -0.0860 -0.0576 -0.0619 -0.0333 -0.0313 -0.0597 -0.0531 -0.0814 -0.0050 -0.0749 -0.0381 -0.0839 -0.0665
7 -0.0374 -0.0496 -0.0496 -0.0488 -0.0602 -0.0445 -0.0574 -0.0696 -0.0689 -0.0653 -0.0617 -0.0767 -0.0460 -0.0696 -0.0940 -0.0531 -0.0782 -0.0481 -0.0531 -0.0646
8 -0.8205 -0.8234 -0.8262 -0.8176 -0.8147 -0.8119 -0.8277 -0.8277 -0.8191 -0.8277 -0.8291 -0.8205 -0.8277 -0.8277 -0.8420 -0.8219 -0.8406 -0.8090 -0.8233 -0.8162
9 0.1595 0.1552 0.1552 0.1638 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1509 0.1509 0.1422 0.1595 0.1422 0.1724 0.1595 0.1638
10 -0.8316 -0.8372 -0.8359 -0.8273 -0.8230 -0.8242 -0.8384 -0.8428 -0.8316 -0.8359 -0.8415 -0.8341 -0.8440 -0.8415 -0.8501 -0.8341 -0.8488 -0.8186 -0.8341 -0.8298
11 0.1595 0.1552 0.1552 0.1638 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1509 0.1509 0.1422 0.1595 0.1422 0.1724 0.1595 0.1638
12 -0.8405 -0.8448 -0.8448 -0.8362 -0.8319 -0.8319 -0.8448 -0.8491 -0.8405 -0.8448 -0.8491 -0.8405 -0.8491 -0.8491 -0.8578 -0.8405 -0.8578 -0.8276 -0.8405 -0.8362
13 0.1595 0.1552 0.1552 0.1638 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1509 0.1509 0.1422 0.1595 0.1422 0.1724 0.1595 0.1638
14 -0.6664 -0.6707 -0.6659 -0.6653 -0.6578 -0.6578 -0.6691 -0.6750 -0.6696 -0.6707 -0.6766 -0.6680 -0.6686 -0.6766 -0.6820 -0.6648 -0.6836 -0.6535 -0.6664 -0.6637
15 -0.1560 -0.1670 -0.1804 -0.1852 -0.1675 -0.1608 -0.1670 -0.1713 -0.1627 -0.1603 -0.1914 -0.1761 -0.1847 -0.1780 -0.1732 -0.1761 -0.1866 -0.1497 -0.1425 -0.1785
16 -0.7157 -0.7236 -0.7236 -0.7097 -0.7106 -0.7071 -0.7253 -0.7208 -0.7193 -0.7271 -0.7226 -0.7193 -0.7208 -0.7314 -0.7365 -0.7140 -0.7400 -0.7028 -0.7193 -0.7132
17 -0.1108 -0.1016 -0.1151 -0.0389 -0.1022 -0.0616 -0.1016 -0.0654 -0.0973 -0.0475 -0.0924 -0.1108 -0.1059 -0.1059 -0.0875 -0.0973 -0.0875 -0.0843 -0.0702 -0.0659
18 -0.7996 -0.8065 -0.8039 -0.7966 -0.7909 -0.7909 -0.8052 -0.8095 -0.8009 -0.8065 -0.8108 -0.8035 -0.8095 -0.8108 -0.8181 -0.8009 -0.8155 -0.7866 -0.8009 -0.7966
19 0.1595 0.1295 0.1295 0.1382 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1252 0.1509 0.1422 0.1082 0.1422 0.1724 0.1595 0.1638
20 -0.8176 -0.8219 -0.8231 -0.8144 -0.8101 -0.8090 -0.8208 -0.8274 -0.8210 -0.8242 -0.8262 -0.8188 -0.8239 -0.8274 -0.8383 -0.8176 -0.8348 -0.8047 -0.8176 -0.8133
21 0.1595 0.1552 0.1552 0.1638 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1509 0.1509 0.1422 0.1595 0.1422 0.1724 0.1595 0.1638
22 -0.6482 -0.6492 -0.6508 -0.6406 -0.6413 -0.6396 -0.6508 -0.6535 -0.6499 -0.6542 -0.6552 -0.6499 -0.6585 -0.6585 -0.6638 -0.6465 -0.6655 -0.6319 -0.6465 -0.6406
23 -0.7787 -0.7849 -0.7849 -0.7763 -0.7720 -0.7776 -0.7886 -0.7930 -0.7806 -0.7830 -0.7930 -0.7806 -0.7911 -0.7930 -0.8016 -0.7806 -0.7997 -0.7714 -0.7881 -0.7782
24 0.1537 0.1494 0.1552 0.1522 0.1623 0.1623 0.1494 0.1451 0.1421 0.1436 0.1393 0.1537 0.1509 0.1451 0.1307 0.1479 0.1365 0.1609 0.1537 0.1580
25 0.1595 0.1552 0.1552 0.1638 0.1681 0.1681 0.1552 0.1509 0.1595 0.1552 0.1509 0.1595 0.1509 0.1509 0.1422 0.1595 0.1422 0.1724 0.1595 0.1638
26 -0.8405 -0.8448 -0.8448 -0.8362 -0.8319 -0.8319 -0.8448 -0.8491 -0.8405 -0.8448 -0.8491 -0.8405 -0.8491 -0.8491 -0.8578 -0.8405 -0.8578 -0.8276 -0.8405 -0.8362
27 -0.6303 -0.6192 -0.6346 -0.6106 -0.6165 -0.6063 -0.6294 -0.6235 -0.6149 -0.6294 -0.5927 -0.6251 -0.6338 -0.6081 -0.6372 -0.6046 -0.6321 -0.6173 -0.5944 -0.6106
28 -0.7609 -0.7652 -0.7631 -0.7544 -0.7543 -0.7459 -0.7673 -0.7674 -0.7609 -0.7631 -0.7674 -0.7609 -0.7674 -0.7695 -0.7760 -0.7629 -0.7781 -0.7479 -0.7567 -0.7544
29 -0.6795 -0.6807 -0.6869 -0.6783 -0.6771 -0.6771 -0.6838 -0.6943 -0.6795 -0.6962 -0.6881 -0.6857 -0.6974 -0.6912 -0.7030 -0.6826 -0.7122 -0.6697 -0.6795 -0.6783
30 -0.6708 -0.6782 -0.6751 -0.6665 -0.6652 -0.6621 -0.6751 -0.6794 -0.6739 -0.6812 -0.6825 -0.6708 -0.6794 -0.6794 -0.6880 -0.6708 -0.6880 -0.6609 -0.6708 -0.6695
31 -0.0372 -0.0743 -0.0579 -0.1477 0.0206 -0.1106 0.0240 -0.1278 -0.0372 -0.0579 -0.0950 -0.1192 -0.0623 -0.0950 -0.0545 -0.0536 -0.0709 -0.0079 -0.0372 -0.0657
32 -0.8320 -0.8363 -0.8375 -0.8289 -0.8233 -0.8258 -0.8363 -0.8406 -0.8320 -0.8363 -0.8406 -0.8332 -0.8406 -0.8418 -0.8492 -0.8332 -0.8504 -0.8190 -0.8332 -0.8289
33 -0.3694 -0.3593 -0.3641 -0.3506 -0.3559 -0.3559 -0.3737 -0.3828 -0.3597 -0.3689 -0.3780 -0.3694 -0.3876 -0.3684 -0.3914 -0.3597 -0.3866 -0.3372 -0.3646 -0.3554
34 -0.6846 -0.6851 -0.6832 -0.6727 -0.6722 -0.6627 -0.6794 -0.6932 -0.6789 -0.6851 -0.6799 -0.6846 -0.6856 -0.6799 -0.6981 -0.6808 -0.6905 -0.6736 -0.6751 -0.6689
35 -0.0734 -0.0503 -0.0503 -0.0691 -0.0374 -0.0374 -0.0503 -0.0683 -0.0597 -0.0503 -0.0409 -0.0323 -0.0272 -0.0135 -0.0769 -0.0323 -0.0632 -0.0194 -0.0323 -0.0417
36 -0.8050 -0.8080 -0.8093 -0.7994 -0.7911 -0.7937 -0.8054 -0.8123 -0.8024 -0.8054 -0.8123 -0.8037 -0.8110 -0.8110 -0.8249 -0.8063 -0.8170 -0.7894 -0.8050 -0.7980
37 0.1595 0.1274 0.1552 0.1638 0.1681 0.1681 0.1552 0.1231 0.1317 0.1274 0.1231 0.1595 0.1509 0.1231 0.1422 0.1595 0.1145 0.1446 0.1317 0.1638
38 -0.8287 -0.8354 -0.8319 -0.8244 -0.8213 -0.8201 -0.8330 -0.8397 -0.8287 -0.8342 -0.8373 -0.8299 -0.8385 -0.8397 -0.8471 -0.8299 -0.8483 -0.8158 -0.8299 -0.8244
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Table C.7: Changes in QDA accuracy between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.0030 -0.0040 -0.0050 -0.0050 -0.0060 -0.0050 0.0010 -0.0020 -0.0020 -0.0070 -0.0010 -0.0060 -0.0050 -0.0010 -0.0050 -0.0030 -0.0150 -0.0070 -0.0070 -0.0100
3 -0.0140 -0.0090 -0.0070 -0.0100 -0.0100 -0.0060 -0.0130 -0.0090 -0.0120 -0.0090 -0.0070 -0.0130 -0.0060 -0.0100 -0.0050 -0.0130 -0.0110 -0.0080 -0.0050 -0.0080
4 0.0040 0.0000 -0.0020 0.0020 0.0010 0.0010 0.0020 0.0000 -0.0020 0.0010 0.0000 0.0010 0.0000 0.0020 0.0020 -0.0020 -0.0020 0.0030 0.0000 0.0020
5 0.0120 0.0060 0.0120 0.0080 0.0090 0.0090 0.0020 0.0070 0.0130 0.0060 0.0070 0.0120 0.0120 0.0090 0.0120 0.0050 0.0070 0.0130 -0.0010 0.0100
6 0.0810 0.0810 0.0810 0.0810 0.0800 0.0810 0.0810 0.0810 0.0810 0.0800 0.0810 0.0810 0.0810 0.0800 0.0820 0.0810 0.0810 0.0810 0.0810 0.0810
7 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1050 0.1060 0.1050 0.1050 0.1050 0.1050 0.1050
8 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690 -0.0680 -0.0690 -0.0690 -0.0690 -0.0690 -0.0690
9 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1680 0.1690 0.1680 0.1680 0.1680 0.1680 0.1680
10 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0150 0.0160 0.0150 0.0150 0.0150 0.0150 0.0150
11 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2120 0.2130 0.2120 0.2120 0.2120 0.2120 0.2120
12 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1810 0.1820 0.1810 0.1810 0.1810 0.1810 0.1810
13 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0900 0.0910 0.0900 0.0900 0.0900 0.0900 0.0900
14 -0.0620 -0.0630 -0.0640 -0.0630 -0.0600 -0.0620 -0.0650 -0.0630 -0.0650 -0.0670 -0.0670 -0.0610 -0.0710 -0.0690 -0.0660 -0.0630 -0.0670 -0.0640 -0.0660 -0.0620
15 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0830 0.0840 0.0830 0.0830 0.0830 0.0830 0.0830
16 0.0620 0.0590 0.0640 0.0630 0.0610 0.0610 0.0620 0.0630 0.0660 0.0610 0.0630 0.0620 0.0620 0.0630 0.0640 0.0590 0.0670 0.0600 0.0610 0.0580
17 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1580 0.1590 0.1580 0.1580 0.1580 0.1580 0.1580
18 0.1280 0.1290 0.1250 0.1250 0.1270 0.1290 0.1230 0.1230 0.1230 0.1270 0.1230 0.1270 0.1270 0.1250 0.1280 0.1260 0.1250 0.1240 0.1250 0.1260
19 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1930 0.1940 0.1930 0.1930 0.1930 0.1930 0.1930
20 0.1630 0.1620 0.1640 0.1600 0.1610 0.1610 0.1610 0.1620 0.1640 0.1610 0.1630 0.1610 0.1610 0.1630 0.1650 0.1630 0.1620 0.1600 0.1610 0.1630
21 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0910 0.0920 0.0910 0.0910 0.0910 0.0910 0.0910
22 -0.0300 -0.0310 -0.0250 -0.0320 -0.0260 -0.0260 -0.0270 -0.0210 -0.0260 -0.0260 -0.0270 -0.0330 -0.0260 -0.0290 -0.0280 -0.0230 -0.0250 -0.0260 -0.0270 -0.0210
23 0.0150 0.0110 0.0070 0.0180 0.0170 0.0110 0.0010 0.0100 -0.0090 0.0210 0.0080 0.0050 0.0040 0.0130 0.0170 0.0040 0.0040 0.0060 0.0080 0.0070
24 0.0590 0.0590 0.0590 0.0590 0.0590 0.0590 0.0590 0.0590 0.0600 0.0590 0.0600 0.0590 0.0590 0.0600 0.0600 0.0600 0.0590 0.0600 0.0590 0.0600
25 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1650 0.1660 0.1650 0.1650 0.1650 0.1650 0.1650
26 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340 -0.0330 -0.0340 -0.0340 -0.0340 -0.0340 -0.0340
27 0.0380 0.0400 0.0380 0.0390 0.0380 0.0380 0.0390 0.0390 0.0390 0.0420 0.0410 0.0390 0.0380 0.0390 0.0380 0.0400 0.0420 0.0370 0.0390 0.0410
28 0.2170 0.2170 0.2190 0.2190 0.2150 0.2190 0.2190 0.2180 0.2190 0.2180 0.2200 0.2150 0.2210 0.2160 0.2220 0.2220 0.2160 0.2190 0.2140 0.2190
29 0.0540 0.0540 0.0530 0.0560 0.0530 0.0510 0.0520 0.0530 0.0540 0.0530 0.0510 0.0530 0.0520 0.0510 0.0510 0.0520 0.0540 0.0540 0.0510 0.0540
30 0.1650 0.1670 0.1670 0.1640 0.1660 0.1680 0.1670 0.1680 0.1660 0.1660 0.1680 0.1670 0.1640 0.1640 0.1660 0.1640 0.1640 0.1670 0.1650 0.1640
31 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1710 0.1720 0.1710 0.1710 0.1710 0.1710 0.1710
32 0.1830 0.1850 0.1820 0.1830 0.1850 0.1830 0.1850 0.1840 0.1850 0.1830 0.1850 0.1820 0.1850 0.1860 0.1880 0.1850 0.1850 0.1830 0.1860 0.1860
33 0.0240 0.0240 0.0240 0.0240 0.0240 0.0240 0.0240 0.0240 0.0250 0.0240 0.0240 0.0240 0.0240 0.0240 0.0250 0.0240 0.0240 0.0240 0.0240 0.0240
34 0.0880 0.0910 0.0900 0.0850 0.0890 0.0860 0.0860 0.0890 0.0890 0.0930 0.0950 0.0910 0.0850 0.0900 0.0890 0.0870 0.0830 0.0860 0.0910 0.0820
35 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1590 0.1600 0.1590 0.1590 0.1590 0.1590 0.1590
36 0.1300 0.1290 0.1280 0.1280 0.1280 0.1240 0.1300 0.1270 0.1270 0.1290 0.1270 0.1280 0.1280 0.1280 0.1320 0.1260 0.1270 0.1260 0.1260 0.1290
37 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1960 0.1970 0.1960 0.1960 0.1960 0.1960 0.1960
38 0.1480 0.1490 0.1500 0.1500 0.1490 0.1480 0.1470 0.1490 0.1500 0.1470 0.1470 0.1470 0.1480 0.1490 0.1490 0.1500 0.1450 0.1480 0.1500 0.1470
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Table C.8: Changes in QDA TPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.1521 -0.1467 -0.1485 -0.1521 -0.1503 -0.1503 -0.1485 -0.1485 -0.1431 -0.1521 -0.1467 -0.1521 -0.1521 -0.1431 -0.1525 -0.1467 -0.1628 -0.1574 -0.1521 -0.1574
3 -0.0355 -0.0338 -0.0355 -0.0406 -0.0372 -0.0338 -0.0372 -0.0372 -0.0389 -0.0355 -0.0355 -0.0406 -0.0321 -0.0406 -0.0325 -0.0355 -0.0355 -0.0355 -0.0338 -0.0355
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
5 -0.5450 -0.5582 -0.5450 -0.5503 -0.5556 -0.5503 -0.5608 -0.5529 -0.5476 -0.5556 -0.5529 -0.5503 -0.5450 -0.5503 -0.5516 -0.5582 -0.5556 -0.5450 -0.5661 -0.5529
6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
8 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9987 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
9 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
10 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9987 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
12 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9987 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
13 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
14 -0.5909 -0.5882 -0.5989 -0.5936 -0.5882 -0.5882 -0.5989 -0.5936 -0.5989 -0.6070 -0.6043 -0.5856 -0.6123 -0.6070 -0.6003 -0.5936 -0.6043 -0.5963 -0.5989 -0.5882
15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
16 -0.2877 -0.2877 -0.2831 -0.2854 -0.2877 -0.2900 -0.2877 -0.2854 -0.2807 -0.2923 -0.2923 -0.2877 -0.2854 -0.2831 -0.2864 -0.2900 -0.2831 -0.2923 -0.2831 -0.2947
17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
18 -0.3868 -0.3827 -0.3992 -0.3951 -0.3909 -0.3827 -0.4033 -0.4074 -0.3992 -0.3951 -0.4115 -0.3951 -0.3951 -0.4074 -0.3896 -0.3909 -0.3951 -0.3951 -0.3992 -0.3909
19 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
20 -0.5433 -0.5512 -0.5354 -0.5669 -0.5591 -0.5591 -0.5591 -0.5512 -0.5354 -0.5591 -0.5433 -0.5591 -0.5591 -0.5433 -0.5341 -0.5433 -0.5512 -0.5669 -0.5591 -0.5433
21 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
22 -0.4751 -0.4776 -0.4627 -0.4801 -0.4652 -0.4652 -0.4677 -0.4527 -0.4652 -0.4652 -0.4677 -0.4826 -0.4652 -0.4726 -0.4713 -0.4577 -0.4627 -0.4652 -0.4677 -0.4527
23 -0.3326 -0.3476 -0.3498 -0.3498 -0.3391 -0.3412 -0.3627 -0.3562 -0.3798 -0.3326 -0.3519 -0.3519 -0.3519 -0.3455 -0.3463 -0.3627 -0.3584 -0.3498 -0.3455 -0.3455
24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
25 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
26 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -0.9987 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
27 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
28 -0.0134 -0.0153 -0.0153 -0.0153 -0.0172 -0.0172 -0.0115 -0.0134 -0.0134 -0.0153 -0.0172 -0.0210 -0.0115 -0.0210 -0.0121 -0.0153 -0.0153 -0.0134 -0.0172 -0.0172
29 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
30 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
31 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
32 -0.2692 -0.2582 -0.2747 -0.2692 -0.2582 -0.2692 -0.2582 -0.2637 -0.2582 -0.2692 -0.2582 -0.2747 -0.2582 -0.2527 -0.2460 -0.2582 -0.2582 -0.2692 -0.2527 -0.2527
33 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
34 -0.2046 -0.2046 -0.2046 -0.2110 -0.2025 -0.2068 -0.2131 -0.2046 -0.2004 -0.1962 -0.1920 -0.1983 -0.2110 -0.2025 -0.2033 -0.2089 -0.2110 -0.2110 -0.2004 -0.2131
35 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
36 -0.4250 -0.4292 -0.4333 -0.4333 -0.4333 -0.4500 -0.4250 -0.4375 -0.4375 -0.4292 -0.4375 -0.4333 -0.4333 -0.4333 -0.4195 -0.4417 -0.4375 -0.4417 -0.4417 -0.4292
37 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0013 0.0000 0.0000 0.0000 0.0000 0.0000
38 -0.5526 -0.5461 -0.5395 -0.5395 -0.5461 -0.5526 -0.5592 -0.5461 -0.5395 -0.5592 -0.5592 -0.5592 -0.5526 -0.5461 -0.5513 -0.5395 -0.5724 -0.5526 -0.5395 -0.5592
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Table C.9: Changes in QDA FPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 -0.6599 -0.6508 -0.6508 -0.6553 -0.6508 -0.6531 -0.6644 -0.6576 -0.6508 -0.6508 -0.6576 -0.6531 -0.6553 -0.6531 -0.6553 -0.6531 -0.6463 -0.6576 -0.6508 -0.6508
3 -0.4499 -0.4597 -0.4670 -0.4670 -0.4621 -0.4670 -0.4548 -0.4645 -0.4597 -0.4621 -0.4670 -0.4597 -0.4645 -0.4670 -0.4670 -0.4523 -0.4572 -0.4645 -0.4694 -0.4645
4 -0.1886 -0.1744 -0.1673 -0.1815 -0.1779 -0.1779 -0.1815 -0.1744 -0.1673 -0.1779 -0.1744 -0.1779 -0.1744 -0.1815 -0.1779 -0.1673 -0.1673 -0.1851 -0.1744 -0.1815
5 -0.9775 -0.9759 -0.9775 -0.9743 -0.9791 -0.9759 -0.9711 -0.9743 -0.9807 -0.9743 -0.9743 -0.9807 -0.9775 -0.9759 -0.9807 -0.9743 -0.9759 -0.9791 -0.9695 -0.9791
6 -0.0066 -0.0066 -0.0066 -0.0066 0.0000 -0.0066 -0.0066 -0.0066 -0.0066 0.0000 -0.0066 -0.0066 -0.0066 0.0000 -0.0066 -0.0066 -0.0066 -0.0066 -0.0066 -0.0066
7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
8 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
9 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
10 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
12 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
13 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
14 -0.8834 -0.8802 -0.8850 -0.8834 -0.8850 -0.8818 -0.8834 -0.8834 -0.8834 -0.8850 -0.8834 -0.8818 -0.8818 -0.8818 -0.8818 -0.8834 -0.8834 -0.8834 -0.8818 -0.8818
15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
16 -0.9192 -0.9139 -0.9192 -0.9192 -0.9174 -0.9192 -0.9192 -0.9192 -0.9209 -0.9209 -0.9244 -0.9192 -0.9174 -0.9174 -0.9209 -0.9156 -0.9244 -0.9192 -0.9139 -0.9174
17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
18 -0.9868 -0.9868 -0.9868 -0.9855 -0.9868 -0.9868 -0.9855 -0.9868 -0.9841 -0.9881 -0.9881 -0.9881 -0.9881 -0.9894 -0.9868 -0.9855 -0.9855 -0.9841 -0.9868 -0.9855
19 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
20 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
21 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
22 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813 -0.8813
23 -0.8839 -0.8895 -0.8839 -0.9045 -0.8933 -0.8839 -0.8839 -0.8951 -0.8801 -0.8951 -0.8876 -0.8820 -0.8801 -0.8914 -0.8989 -0.8895 -0.8858 -0.8820 -0.8820 -0.8801
24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0058 0.0000 -0.0058 0.0000 0.0000 -0.0058 0.0000 -0.0058 0.0000 -0.0058 0.0000 -0.0058
25 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
26 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
27 -0.0051 -0.0154 -0.0051 -0.0103 -0.0051 -0.0051 -0.0103 -0.0103 -0.0103 -0.0256 -0.0205 -0.0103 -0.0051 -0.0103 0.0000 -0.0154 -0.0256 0.0000 -0.0103 -0.0205
28 -0.9832 -0.9853 -0.9895 -0.9895 -0.9832 -0.9916 -0.9853 -0.9853 -0.9874 -0.9874 -0.9937 -0.9874 -0.9895 -0.9895 -0.9916 -0.9958 -0.9832 -0.9874 -0.9811 -0.9916
29 -0.4489 -0.4489 -0.4458 -0.4551 -0.4458 -0.4396 -0.4427 -0.4458 -0.4489 -0.4458 -0.4396 -0.4458 -0.4427 -0.4396 -0.4365 -0.4427 -0.4489 -0.4489 -0.4396 -0.4489
30 -0.7932 -0.7994 -0.7994 -0.7901 -0.7963 -0.8025 -0.7994 -0.8025 -0.7963 -0.7963 -0.8025 -0.7994 -0.7901 -0.7901 -0.7932 -0.7901 -0.7901 -0.7994 -0.7932 -0.7901
31 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
32 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
33 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0048 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
34 -0.9106 -0.9163 -0.9144 -0.9106 -0.9106 -0.9087 -0.9144 -0.9125 -0.9087 -0.9125 -0.9125 -0.9106 -0.9106 -0.9125 -0.9106 -0.9125 -0.9068 -0.9125 -0.9125 -0.9068
35 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
36 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
37 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
38 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000 -1.0000
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Table C.10: Changes in SVM accuracy between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.0840 0.0880 0.0780 0.0860 0.0860 0.0820 0.0850 0.0830 0.0880 0.0880 0.0870 0.0910 0.0760 0.0890 0.0880 0.0820 0.0870 0.0800 0.0860 0.0980
3 0.1980 0.1960 0.1930 0.2050 0.2040 0.1970 0.1930 0.2030 0.1970 0.2020 0.2020 0.2030 0.1940 0.2050 0.2010 0.1970 0.1990 0.2020 0.2030 0.2050
4 0.2260 0.2270 0.2200 0.2270 0.2230 0.2260 0.2190 0.2280 0.2270 0.2210 0.2300 0.2300 0.2250 0.2270 0.2250 0.2170 0.2260 0.2230 0.2240 0.2290
5 0.2010 0.2000 0.1970 0.2000 0.2070 0.2030 0.1970 0.2010 0.2090 0.1980 0.2040 0.2000 0.1960 0.2030 0.2090 0.2010 0.2030 0.2010 0.2040 0.2060
6 0.2130 0.2140 0.2140 0.2180 0.2180 0.2150 0.2160 0.2170 0.2190 0.2170 0.2190 0.2230 0.2140 0.2170 0.2170 0.2140 0.2210 0.2110 0.2160 0.2240
7 -0.0310 -0.0300 -0.0370 -0.0290 -0.0300 -0.0230 -0.0280 -0.0300 -0.0230 -0.0200 -0.0260 -0.0260 -0.0290 -0.0260 -0.0220 -0.0270 -0.0190 -0.0210 -0.0220 -0.0190
8 0.0090 0.0110 0.0090 0.0160 0.0150 0.0090 0.0110 0.0120 0.0160 0.0130 0.0200 0.0170 0.0070 0.0110 0.0180 0.0100 0.0170 0.0130 0.0150 0.0200
9 -0.0450 -0.0470 -0.0490 -0.0400 -0.0480 -0.0370 -0.0360 -0.0450 -0.0340 -0.0450 -0.0400 -0.0410 -0.0450 -0.0380 -0.0340 -0.0430 -0.0360 -0.0400 -0.0380 -0.0340
10 -0.0110 -0.0130 -0.0120 -0.0040 -0.0120 -0.0070 -0.0160 -0.0100 -0.0100 -0.0140 -0.0080 -0.0030 -0.0120 -0.0140 -0.0040 -0.0120 -0.0120 -0.0080 -0.0090 -0.0040
11 -0.1010 -0.0950 -0.1100 -0.0930 -0.0920 -0.1070 -0.1010 -0.1040 -0.0750 -0.0900 -0.0990 -0.0720 -0.1070 -0.1040 -0.0870 -0.1020 -0.1090 -0.0930 -0.0920 -0.0960
12 0.0100 0.0080 0.0040 0.0180 0.0150 0.0180 0.0100 0.0180 0.0150 0.0090 0.0120 0.0150 0.0090 0.0170 0.0180 0.0130 0.0170 0.0130 0.0180 0.0230
13 0.0840 0.0890 0.0870 0.0950 0.0970 0.0900 0.0880 0.0900 0.0930 0.0920 0.0870 0.0970 0.0860 0.0880 0.0950 0.0910 0.0930 0.0950 0.0930 0.0990
14 0.1100 0.1160 0.1110 0.1180 0.1240 0.1160 0.1170 0.1200 0.1230 0.1180 0.1190 0.1220 0.1130 0.1220 0.1200 0.1190 0.1260 0.1170 0.1180 0.1270
15 0.1240 0.1250 0.1250 0.1330 0.1300 0.1350 0.1310 0.1300 0.1360 0.1230 0.1300 0.1370 0.1260 0.1350 0.1330 0.1330 0.1310 0.1290 0.1320 0.1360
16 0.1130 0.1120 0.1130 0.1210 0.1160 0.1140 0.1190 0.1170 0.1160 0.1110 0.1210 0.1180 0.1150 0.1120 0.1240 0.1120 0.1210 0.1170 0.1190 0.1190
17 0.1720 0.1730 0.1690 0.1860 0.1810 0.1780 0.1740 0.1740 0.1800 0.1810 0.1790 0.1820 0.1750 0.1790 0.1820 0.1730 0.1820 0.1770 0.1760 0.1900
18 0.1850 0.1820 0.1780 0.1870 0.1850 0.1830 0.1830 0.1820 0.1900 0.1790 0.1810 0.1880 0.1830 0.1860 0.1850 0.1850 0.1850 0.1850 0.1860 0.1910
19 0.1860 0.1890 0.1850 0.1930 0.1890 0.1860 0.1860 0.1910 0.1900 0.1840 0.1880 0.1960 0.1860 0.1910 0.1900 0.1860 0.1920 0.1880 0.1870 0.1970
20 0.1800 0.1790 0.1740 0.1840 0.1830 0.1810 0.1790 0.1820 0.1820 0.1810 0.1830 0.1870 0.1800 0.1840 0.1830 0.1850 0.1850 0.1800 0.1780 0.1910
21 0.0760 0.0760 0.0770 0.0850 0.0810 0.0820 0.0810 0.0820 0.0800 0.0770 0.0860 0.0900 0.0870 0.0850 0.0900 0.0820 0.0930 0.0820 0.0840 0.0960
22 0.1320 0.1320 0.1310 0.1380 0.1390 0.1340 0.1330 0.1360 0.1370 0.1330 0.1330 0.1430 0.1310 0.1340 0.1400 0.1330 0.1390 0.1360 0.1370 0.1430
23 0.2160 0.2190 0.2140 0.2200 0.2230 0.2150 0.2140 0.2190 0.2210 0.2180 0.2190 0.2260 0.2150 0.2210 0.2230 0.2180 0.2240 0.2150 0.2220 0.2300
24 0.2110 0.2120 0.2180 0.2210 0.2210 0.2180 0.2160 0.2160 0.2180 0.2170 0.2200 0.2270 0.2170 0.2220 0.2190 0.2140 0.2230 0.2180 0.2210 0.2220
25 -0.1050 -0.0990 -0.1090 -0.1000 -0.1040 -0.1070 -0.1020 -0.0990 -0.0980 -0.1080 -0.1010 -0.0970 -0.1020 -0.1060 -0.0970 -0.1050 -0.0990 -0.1010 -0.1020 -0.0960
26 -0.0100 -0.0090 -0.0140 -0.0030 -0.0050 -0.0050 -0.0120 -0.0030 -0.0030 -0.0050 -0.0010 -0.0020 -0.0060 -0.0040 -0.0010 -0.0070 -0.0010 -0.0050 -0.0080 0.0010
27 0.2070 0.2090 0.2020 0.2230 0.2240 0.2180 0.2090 0.2130 0.2150 0.2160 0.2170 0.2180 0.2110 0.2180 0.2180 0.2150 0.2190 0.2130 0.2200 0.2260
28 0.2360 0.2380 0.2330 0.2420 0.2380 0.2370 0.2340 0.2350 0.2410 0.2380 0.2410 0.2430 0.2360 0.2390 0.2420 0.2390 0.2440 0.2380 0.2390 0.2480
29 0.2470 0.2470 0.2460 0.2530 0.2530 0.2520 0.2470 0.2510 0.2570 0.2510 0.2530 0.2570 0.2480 0.2550 0.2550 0.2530 0.2570 0.2500 0.2520 0.2600
30 0.2460 0.2450 0.2380 0.2500 0.2500 0.2480 0.2410 0.2480 0.2510 0.2470 0.2510 0.2530 0.2430 0.2510 0.2510 0.2480 0.2510 0.2460 0.2500 0.2580
31 0.1320 0.1330 0.1250 0.1340 0.1350 0.1330 0.1310 0.1350 0.1410 0.1350 0.1350 0.1400 0.1370 0.1310 0.1360 0.1330 0.1390 0.1340 0.1380 0.1410
32 0.1320 0.1310 0.1280 0.1370 0.1350 0.1310 0.1290 0.1330 0.1370 0.1290 0.1330 0.1390 0.1330 0.1370 0.1390 0.1350 0.1380 0.1330 0.1360 0.1410
33 0.2000 0.2030 0.1940 0.2060 0.2020 0.2020 0.2070 0.2050 0.2120 0.2030 0.2060 0.2080 0.2030 0.2090 0.2130 0.1990 0.2080 0.2030 0.2070 0.2110
34 0.2070 0.2100 0.2080 0.2170 0.2180 0.2030 0.2050 0.2120 0.2170 0.2090 0.2150 0.2180 0.2080 0.2110 0.2130 0.2120 0.2160 0.2050 0.2130 0.2180
35 0.1910 0.1860 0.1870 0.1930 0.1910 0.1870 0.1870 0.1940 0.1940 0.1900 0.1910 0.1940 0.1890 0.1900 0.1990 0.1920 0.1930 0.1880 0.1920 0.2000
36 0.2040 0.2010 0.2000 0.2060 0.2110 0.2060 0.2020 0.2030 0.2060 0.2040 0.2030 0.2100 0.2000 0.2040 0.2050 0.2050 0.2080 0.2040 0.2050 0.2100
37 0.2150 0.2140 0.2100 0.2200 0.2190 0.2130 0.2110 0.2150 0.2240 0.2150 0.2180 0.2200 0.2150 0.2230 0.2190 0.2160 0.2230 0.2210 0.2190 0.2260
38 0.1940 0.1940 0.1890 0.2000 0.2000 0.1950 0.1960 0.1950 0.2000 0.1950 0.2020 0.2020 0.1940 0.2000 0.1980 0.1960 0.2010 0.1950 0.1950 0.2040
91
Table C.11: Changes in SVM TPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.2435 0.2414 0.2312 0.2475 0.2377 0.2294 0.2400 0.2390 0.2413 0.2466 0.2387 0.2457 0.2307 0.2400 0.2434 0.2338 0.2390 0.2320 0.2359 0.2475
3 0.2136 0.2080 0.2101 0.2226 0.2149 0.2050 0.2102 0.2196 0.2098 0.2200 0.2140 0.2175 0.2046 0.2237 0.2154 0.2059 0.2111 0.2144 0.2183 0.2141
4 0.2859 0.2806 0.2779 0.2856 0.2816 0.2793 0.2789 0.2871 0.2830 0.2816 0.2846 0.2856 0.2820 0.2817 0.2828 0.2708 0.2843 0.2777 0.2802 0.2815
5 0.2913 0.2874 0.2834 0.2873 0.2900 0.2834 0.2886 0.2939 0.2952 0.2873 0.2873 0.2846 0.2821 0.2886 0.2939 0.2887 0.2886 0.2860 0.2900 0.2873
6 0.2597 0.2546 0.2580 0.2624 0.2610 0.2533 0.2620 0.2623 0.2598 0.2633 0.2584 0.2648 0.2558 0.2585 0.2602 0.2559 0.2623 0.2524 0.2598 0.2624
7 -0.0251 -0.0290 -0.0280 -0.0246 -0.0272 -0.0211 -0.0217 -0.0225 -0.0215 -0.0123 -0.0253 -0.0246 -0.0267 -0.0240 -0.0176 -0.0254 -0.0168 -0.0163 -0.0181 -0.0201
8 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
9 -0.0161 -0.0232 -0.0224 -0.0122 -0.0223 -0.0138 -0.0065 -0.0156 -0.0094 -0.0159 -0.0163 -0.0165 -0.0200 -0.0118 -0.0066 -0.0187 -0.0114 -0.0155 -0.0116 -0.0111
10 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
11 -0.0594 -0.0561 -0.0707 -0.0524 -0.0520 -0.0728 -0.0594 -0.0629 -0.0336 -0.0458 -0.0627 -0.0279 -0.0694 -0.0645 -0.0450 -0.0651 -0.0721 -0.0538 -0.0530 -0.0616
12 0.1975 0.1936 0.1922 0.2014 0.1988 0.1922 0.1975 0.2001 0.1988 0.1988 0.1962 0.2014 0.1936 0.1975 0.2027 0.1949 0.2001 0.1949 0.1988 0.2014
13 0.1030 0.1037 0.1048 0.1139 0.1136 0.1024 0.1076 0.1091 0.1078 0.1124 0.1005 0.1127 0.1014 0.1030 0.1129 0.1062 0.1079 0.1109 0.1101 0.1116
14 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
15 0.1811 0.1749 0.1783 0.1898 0.1836 0.1830 0.1870 0.1849 0.1883 0.1789 0.1834 0.1886 0.1784 0.1894 0.1852 0.1856 0.1826 0.1797 0.1860 0.1839
16 0.1272 0.1209 0.1196 0.1334 0.1238 0.1196 0.1272 0.1251 0.1215 0.1238 0.1282 0.1264 0.1233 0.1202 0.1370 0.1199 0.1275 0.1199 0.1285 0.1195
17 0.2190 0.2140 0.2138 0.2315 0.2235 0.2170 0.2201 0.2205 0.2225 0.2279 0.2198 0.2240 0.2172 0.2212 0.2264 0.2153 0.2238 0.2196 0.2192 0.2294
18 0.2740 0.2618 0.2605 0.2737 0.2670 0.2605 0.2657 0.2683 0.2670 0.2711 0.2644 0.2696 0.2618 0.2657 0.2709 0.2672 0.2683 0.2631 0.2670 0.2779
19 0.2339 0.2321 0.2308 0.2399 0.2332 0.2266 0.2339 0.2386 0.2332 0.2321 0.2316 0.2399 0.2300 0.2350 0.2360 0.2293 0.2355 0.2313 0.2321 0.2378
20 0.2994 0.2954 0.2941 0.2954 0.3007 0.2941 0.2994 0.3020 0.3007 0.3007 0.2981 0.3033 0.2954 0.2915 0.3046 0.2968 0.2941 0.2968 0.2928 0.3033
21 0.0939 0.0888 0.0934 0.1025 0.0952 0.0934 0.0997 0.1000 0.0929 0.0952 0.0996 0.1048 0.1028 0.0997 0.1073 0.0960 0.1082 0.0960 0.0999 0.1083
22 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
23 0.2572 0.2533 0.2498 0.2611 0.2606 0.2455 0.2507 0.2576 0.2542 0.2606 0.2559 0.2632 0.2511 0.2572 0.2602 0.2524 0.2598 0.2503 0.2563 0.2654
24 0.2643 0.2616 0.2664 0.2706 0.2680 0.2603 0.2692 0.2681 0.2632 0.2705 0.2654 0.2731 0.2628 0.2679 0.2695 0.2617 0.2693 0.2629 0.2680 0.2670
25 -0.0825 -0.0811 -0.0877 -0.0786 -0.0855 -0.0920 -0.0793 -0.0767 -0.0791 -0.0855 -0.0838 -0.0786 -0.0832 -0.0879 -0.0763 -0.0873 -0.0810 -0.0830 -0.0823 -0.0808
26 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
27 0.2431 0.2404 0.2354 0.2594 0.2593 0.2478 0.2443 0.2494 0.2468 0.2543 0.2480 0.2494 0.2441 0.2505 0.2532 0.2467 0.2506 0.2442 0.2543 0.2557
28 0.3132 0.3093 0.3099 0.3190 0.3145 0.3099 0.3132 0.3158 0.3145 0.3145 0.3138 0.3171 0.3093 0.3132 0.3184 0.3125 0.3177 0.3106 0.3145 0.3171
29 0.2959 0.2920 0.2936 0.3028 0.3002 0.2951 0.2959 0.3000 0.3016 0.3002 0.2990 0.3028 0.2964 0.3003 0.3041 0.2977 0.3015 0.2963 0.2987 0.3028
30 0.2855 0.2801 0.2803 0.2894 0.2868 0.2833 0.2796 0.2896 0.2868 0.2868 0.2872 0.2894 0.2787 0.2914 0.2892 0.2844 0.2866 0.2829 0.2883 0.2924
31 0.1724 0.1685 0.1629 0.1731 0.1716 0.1661 0.1713 0.1750 0.1769 0.1758 0.1700 0.1763 0.1738 0.1671 0.1744 0.1687 0.1750 0.1698 0.1758 0.1742
32 0.3151 0.3112 0.3099 0.3190 0.3164 0.3099 0.3151 0.3177 0.3164 0.3164 0.3138 0.3190 0.3112 0.3151 0.3203 0.3125 0.3177 0.3125 0.3164 0.3190
33 0.2469 0.2455 0.2367 0.2508 0.2444 0.2417 0.2520 0.2533 0.2545 0.2495 0.2456 0.2508 0.2455 0.2520 0.2572 0.2431 0.2508 0.2443 0.2507 0.2470
34 0.2835 0.2880 0.2846 0.2937 0.2932 0.2761 0.2813 0.2945 0.2932 0.2848 0.2864 0.2916 0.2838 0.2813 0.2866 0.2851 0.2903 0.2787 0.2869 0.2916
35 0.2353 0.2249 0.2290 0.2370 0.2333 0.2258 0.2320 0.2390 0.2344 0.2355 0.2297 0.2349 0.2303 0.2320 0.2416 0.2316 0.2325 0.2284 0.2355 0.2370
36 0.2984 0.2904 0.2891 0.2940 0.2997 0.2932 0.2984 0.2927 0.2914 0.2997 0.2846 0.2982 0.2862 0.2943 0.2995 0.2958 0.2927 0.2917 0.2997 0.2940
37 0.2632 0.2573 0.2560 0.2671 0.2635 0.2539 0.2591 0.2627 0.2677 0.2635 0.2609 0.2640 0.2593 0.2674 0.2653 0.2596 0.2669 0.2648 0.2645 0.2671
38 0.3019 0.2915 0.2902 0.3059 0.3098 0.2967 0.3085 0.3046 0.3032 0.2967 0.2941 0.3124 0.2915 0.3019 0.3072 0.2993 0.3046 0.2993 0.2967 0.3059
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Table C.12: Changes in SVM FPR between datasets over 20 repetitions.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.2185 0.1968 0.2120 0.2167 0.1990 0.1904 0.2117 0.2142 0.1970 0.2140 0.1947 0.1970 0.2124 0.1945 0.2056 0.2013 0.1970 0.2036 0.1988 0.1773
3 -0.0839 -0.0962 -0.0809 -0.0901 -0.1036 -0.1073 -0.0766 -0.0882 -0.0957 -0.0839 -0.1030 -0.0981 -0.0944 -0.0938 -0.0919 -0.1011 -0.0981 -0.1011 -0.0944 -0.1135
4 -0.0358 -0.0566 -0.0366 -0.0409 -0.0388 -0.0581 -0.0287 -0.0401 -0.0503 -0.0287 -0.0574 -0.0538 -0.0452 -0.0531 -0.0416 -0.0460 -0.0431 -0.0495 -0.0452 -0.0632
5 -0.0134 -0.0274 -0.0177 -0.0172 -0.0339 -0.0409 -0.0086 -0.0129 -0.0366 -0.0102 -0.0350 -0.0269 -0.0215 -0.0290 -0.0296 -0.0274 -0.0301 -0.0290 -0.0263 -0.0431
6 -0.0640 -0.0878 -0.0749 -0.0792 -0.0812 -0.0964 -0.0706 -0.0749 -0.0921 -0.0706 -0.0987 -0.0921 -0.0835 -0.0878 -0.0835 -0.0812 -0.0921 -0.0812 -0.0769 -0.1050
7 -0.1034 -0.1207 -0.0684 -0.1121 -0.1128 -0.1136 -0.1034 -0.0920 -0.1250 -0.1034 -0.1250 -0.1250 -0.1164 -0.1207 -0.1164 -0.1207 -0.1250 -0.1049 -0.1164 -0.1379
8 0.2642 0.2455 0.2556 0.2527 0.2455 0.2412 0.2614 0.2599 0.2412 0.2599 0.2327 0.2427 0.2542 0.2498 0.2484 0.2484 0.2412 0.2441 0.2484 0.2297
9 -0.0878 -0.1051 -0.0921 -0.0964 -0.0894 -0.0981 -0.0878 -0.0765 -0.1094 -0.0878 -0.1094 -0.1094 -0.1008 -0.0894 -0.1008 -0.1051 -0.1094 -0.1051 -0.1008 -0.1067
10 0.2503 0.2369 0.2435 0.2391 0.2407 0.2219 0.2567 0.2486 0.2352 0.2554 0.2300 0.2288 0.2387 0.2420 0.2374 0.2369 0.2390 0.2318 0.2399 0.2209
11 -0.1034 -0.0207 -0.1078 -0.1121 -0.0207 -0.1293 -0.1034 -0.1078 0.0750 -0.0034 -0.1250 0.1750 -0.1164 -0.0207 -0.0164 -0.1207 -0.1250 -0.0207 -0.1164 -0.1379
12 0.1600 0.1459 0.1588 0.1482 0.1427 0.1278 0.1600 0.1504 0.1395 0.1621 0.1405 0.1416 0.1481 0.1396 0.1460 0.1417 0.1384 0.1417 0.1428 0.1234
13 -0.1034 -0.1207 -0.1078 -0.1121 -0.1207 -0.1293 -0.1034 -0.1078 -0.1250 -0.1034 -0.1250 -0.1250 -0.1164 -0.1207 -0.1164 -0.1207 -0.1250 -0.1207 -0.1164 -0.1379
14 0.1458 0.1205 0.1351 0.1323 0.1141 0.1135 0.1346 0.1303 0.1130 0.1346 0.1162 0.1178 0.1280 0.1157 0.1280 0.1173 0.1098 0.1205 0.1264 0.1017
15 0.0845 0.0538 0.0667 0.0759 0.0672 0.0385 0.0710 0.0667 0.0562 0.0778 0.0696 0.0495 0.0648 0.0672 0.0514 0.0605 0.0562 0.0538 0.0648 0.0366
16 0.0231 0.0076 0.0117 0.0110 0.0058 -0.0028 0.0125 0.0135 0.0015 0.0248 -0.0037 0.0033 0.0066 0.0094 0.0066 0.0076 -0.0020 -0.0012 0.0066 -0.0114
17 -0.0359 -0.0666 -0.0402 -0.0580 -0.0666 -0.0753 -0.0494 -0.0402 -0.0574 -0.0494 -0.0709 -0.0709 -0.0623 -0.0666 -0.0623 -0.0531 -0.0709 -0.0531 -0.0623 -0.0839
18 -0.0097 -0.0243 -0.0113 -0.0156 -0.0229 -0.0329 -0.0097 -0.0087 -0.0325 -0.0017 -0.0233 -0.0272 -0.0226 -0.0256 -0.0160 -0.0256 -0.0246 -0.0269 -0.0213 -0.0375
19 -0.0522 -0.0694 -0.0565 -0.0608 -0.0694 -0.0780 -0.0522 -0.0565 -0.0737 -0.0522 -0.0481 -0.0737 -0.0651 -0.0694 -0.0651 -0.0694 -0.0737 -0.0694 -0.0651 -0.0866
20 -0.0072 -0.0222 -0.0081 -0.0158 -0.0222 -0.0319 -0.0061 -0.0104 -0.0242 -0.0072 -0.0276 -0.0276 -0.0202 -0.0256 -0.0156 -0.0279 -0.0276 -0.0222 -0.0144 -0.0417
21 -0.1034 -0.1207 -0.1078 -0.1121 -0.1207 -0.1293 -0.1034 -0.1078 -0.1250 -0.1034 -0.1250 -0.1250 -0.1164 -0.1207 -0.1164 -0.1207 -0.1250 -0.1207 -0.1164 -0.1379
22 0.1206 0.1051 0.1130 0.1103 0.1000 0.0948 0.1190 0.1146 0.1008 0.1206 0.1041 0.0941 0.1094 0.1067 0.1060 0.1051 0.0991 0.1000 0.1060 0.0861
23 -0.0604 -0.0814 -0.0684 -0.0671 -0.0795 -0.0862 -0.0622 -0.0666 -0.0838 -0.0604 -0.0801 -0.0838 -0.0733 -0.0795 -0.0752 -0.0795 -0.0838 -0.0757 -0.0789 -0.0967
24 -0.0283 -0.0398 -0.0557 -0.0543 -0.0629 -0.0773 -0.0341 -0.0384 -0.0672 -0.0341 -0.0672 -0.0730 -0.0644 -0.0687 -0.0470 -0.0513 -0.0672 -0.0687 -0.0644 -0.0686
25 -0.1034 -0.1207 -0.0928 -0.1121 -0.1207 -0.1293 -0.1034 -0.1078 -0.1101 -0.1034 -0.1250 -0.1250 -0.1164 -0.1207 -0.1164 -0.1207 -0.1250 -0.1207 -0.1164 -0.1379
26 0.2726 0.2553 0.2696 0.2612 0.2553 0.2426 0.2753 0.2628 0.2497 0.2671 0.2442 0.2510 0.2542 0.2526 0.2569 0.2540 0.2483 0.2512 0.2624 0.2381
27 -0.0983 -0.1156 -0.1026 -0.1121 -0.1156 -0.1293 -0.1034 -0.1026 -0.1199 -0.0983 -0.1250 -0.1250 -0.1113 -0.1207 -0.1113 -0.1207 -0.1250 -0.1207 -0.1164 -0.1379
28 -0.0427 -0.0620 -0.0449 -0.0513 -0.0536 -0.0643 -0.0385 -0.0386 -0.0621 -0.0447 -0.0642 -0.0621 -0.0556 -0.0578 -0.0535 -0.0599 -0.0642 -0.0599 -0.0535 -0.0792
29 -0.0849 -0.0990 -0.0892 -0.0904 -0.0990 -0.1107 -0.0849 -0.0892 -0.1095 -0.0880 -0.1033 -0.1064 -0.0916 -0.1052 -0.0947 -0.1052 -0.1095 -0.0990 -0.0978 -0.1194
30 -0.1034 -0.1176 -0.0923 -0.1090 -0.1176 -0.1231 -0.1004 -0.1016 -0.1219 -0.1034 -0.1219 -0.1219 -0.1133 -0.1114 -0.1133 -0.1176 -0.1219 -0.1145 -0.1133 -0.1348
31 -0.1034 -0.1207 -0.1078 -0.1121 -0.1207 -0.1293 -0.1034 -0.1078 -0.1250 -0.1034 -0.1250 -0.1250 -0.1164 -0.1207 -0.1164 -0.1207 -0.1250 -0.1207 -0.1164 -0.1379
32 0.0604 0.0456 0.0573 0.0517 0.0456 0.0382 0.0640 0.0585 0.0400 0.0653 0.0425 0.0400 0.0462 0.0419 0.0474 0.0419 0.0400 0.0443 0.0474 0.0283
33 -0.0458 -0.0630 -0.0549 -0.0592 -0.0630 -0.0716 -0.0602 -0.0453 -0.0721 -0.0506 -0.0769 -0.0673 -0.0635 -0.0678 -0.0683 -0.0534 -0.0673 -0.0678 -0.0635 -0.0947
34 -0.0198 -0.0332 -0.0260 -0.0322 -0.0408 -0.0362 -0.0179 -0.0203 -0.0413 -0.0217 -0.0452 -0.0433 -0.0308 -0.0389 -0.0327 -0.0389 -0.0413 -0.0313 -0.0346 -0.0505
35 -0.0897 -0.1070 -0.0941 -0.0847 -0.0796 -0.0882 -0.0761 -0.0804 -0.0976 -0.0761 -0.1113 -0.0976 -0.0890 -0.0796 -0.1027 -0.1070 -0.1113 -0.0933 -0.0753 -0.1242
36 -0.0271 -0.0404 -0.0314 -0.0344 -0.0470 -0.0530 -0.0245 -0.0288 -0.0461 -0.0258 -0.0461 -0.0474 -0.0374 -0.0404 -0.0335 -0.0431 -0.0474 -0.0431 -0.0361 -0.0577
37 -0.0757 -0.0929 -0.0800 -0.0843 -0.0929 -0.1015 -0.0757 -0.0800 -0.0972 -0.0757 -0.0972 -0.0972 -0.0886 -0.0929 -0.0886 -0.0929 -0.0972 -0.0929 -0.0886 -0.1102
38 -0.0209 -0.0381 -0.0240 -0.0307 -0.0381 -0.0456 -0.0221 -0.0229 -0.0425 -0.0221 -0.0483 -0.0413 -0.0350 -0.0405 -0.0303 -0.0381 -0.0425 -0.0370 -0.0315 -0.0542
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