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Abstract
Successive interference cancellation (SIC) is a physical layer technique that enables
the decoders to decode multiple simultaneously transmitted signals. The complicated
model of SIC requires careful design of the MAC protocol and accurate adjustment of
transmission parameters. We propose a new MAC protocol, known as CSMA-SIC, that
employs the multi-packet reception capability of SIC. The proposed protocol adjusts
the transmission probabilities to achieve throughput optimality.
1 Introduction
Traditionally, it is assumed that wireless decoders are only able to decode one
signal at a time, i.e., concurrent transmission of more than one packet results
in a collision and all of the packets need to be re-transmitted. Based on this
underlying assumption, the traditional approach to MAC protocol design was to
disallow concurrent transmission of more than one signal. However, the physical
layer of modern wireless networks, with multi-packet reception (MPR) capabil-
ity, is able to decode multiple overlapping packets transmitted concurrently.
This change to the underlying assumption about the physical layer calls for a
new approach in designing MAC protocols which encourages concurrent trans-
missions rather than discouraging them to take the full advantage of the MPR
capability of the physical layer.
Successive interference cancellation (SIC) is a physical layer technique that
employs the structured nature of interference to enable MPR in wireless net-
works. A decoder with SIC capability, decodes the received signal in multiple
stages. Since concurrent transmissions happen with SIC, the received signal is
the summation of the transmitted signals (after applying the channel function)
plus the noise signal. Let S = S1 + · · · + Sk + Z denote the received signal
where Si is the signal from the ith transmitter, k is the number of overlapping
signals, and Z is the noise signal. At each stage, the decoder decodes one of
the signals, say Sj (usually the strongest signal which is not yet decoded). Af-
ter the signal Sj is decoded, the analog representation of the decoded signal is
reconstructed and removed from the summation of the received signals. In this
manner, once the signal of a user is decoded, the summation becomes free from
the interference of that user. To successfully decode the signals, SIC requires
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the transmission parameters (such as transmission power, rate, and number of
concurrently transmitted packets) to be carefully controlled.
Using a utility optimization framework proposed by Lin et al., the problem
of throughput maximization can be decomposed into congestion control at the
transport layer and the more difficult job of scheduling at the MAC layer [5].
Considering MPR, because of the more complex interference model, MAC pro-
tocol design becomes even more challenging.
A scheduling algorithm is called throughput optimal if it stabilizes any arrival
rate for which there exists a stabilizing scheduler. It has been long known [12]
that maximal-weighted scheduling (MWS) is throughput optimal. In MWS, at
each time slot, a set of non-conflicting links with the maximum sum of weights
are scheduled. The weight of a link is the length of the queue of that link.
Considering a general interference model, the MWS problem is NP-hard even
in the centralized settings [11]. However, for some special interference models,
such as the one hop interference model discussed by Sharma et al. [11], the
problem can be solved in polynomial time.
To the best of our knowledge, the only analytical study of scheduling with
SIC in multi-hop wireless networks is by Shabdanov et al. [10]. The authors
propose an optimization framework to compute the achievable throughput in
wireless mesh networks that employ successive interference cancellation, super-
position coding and dirty-paper coding. Their framework models each of the
problems as a large scale linear program. They developed tools based on the
column generation method to compute exact solutions of the models. However,
since the number of variables of the linear programs grows exponentially with
the number of nodes, the solution is impractical for large networks. Additionally,
since the propose optimization framework requires knowledge of all nodes and
links, the algorithm has to be executed centrally. The authors also show that su-
perposition coding with SIC capabilities significantly surpasses other techniques
and achieves the maximum theoretical throughput at high power.
Recent studies [4, 9, 7, 6] on distributed adaptive carrier sense multiple ac-
cess (CSMA) protocols offer promising results both in theory and in simulation.
In CSMA, each node, before beginning the transmission, senses the carrier to
ensure no other conflicting node is transmitting a packet. Once a node verified
that its packet does not conflict with the ongoing transmissions in the network,
it starts the transmission after waiting for a randomly generated backoff time.
In this paper we propose a distributed scheduling protocol, inspired by
CSMA, which employs SIC at the physical layer. The protocol uses the ex-
isting RTS/CTS and ACK control packets to alert the beginning and the end
of the transmissions. Therefore, it can be implemented using little modification
to the IEEE 802.11 standard. We use the framework proposed by Jiang and
Walrand [4] to analyze the protocol.
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2 System Model
Consider a multi-hop wireless network consisting of K links. We assume all of
the links always have backlog to transmit since we can simply ignore the links
with no backlog. We also assume that a node cannot transmit and receive at
the same time.
Let {1, 2, . . . , n} be the set of the nodes of the network. Let gij denote
the channel coefficient between nodes i and j. We assume that the channel
coefficients between the nodes are symmetric, i.e., gij = gji for i 6= j. At any
time instance t, let At show the set of active transmitters. The received signal
at receiver i, denoted by yi, is given by,
yi = ni +
∑
j∈At
gjiSj (1)
where Sj denotes the transmitted signal by node j and ni is the additive white
Gaussian noise signal at node i.
For simplicity, it is assumed that all of the transmissions have the same
transmission power and the same rate1. It is also assumed that nodes have
successive interference cancellation (SIC) capability. With SIC, decoding is
done in multiple stages. In the first stage, the strongest signal is decoded. Once
a signal is decoded, it is removed from the sum of the signals yi. In the next
stage, the same process is followed for the next strongest signal. We assume
that a signal can be decoded successfully if the signal to interference plus noise
ratio (SINR) of the signal is more than a given threshold β. More formally, the
signal Si is decodable at the receiver j if,
|gijSi|
|
∑
k∈Uj
k 6=i
gkjSk + nj |
≥ β (2)
where Uj is the set of signals that are not decoded yet and |S| denotes the power
of the signal S. Note that, based on our assumptions, a reference signal can be
decoded only if all of the stronger signals can be decoded.
We assume that the signals transmitted by nodes outside the radius R can-
not be decoded and are considered as noise. The assumption is justified based on
the fact that faraway signals are weak and dominated by near signals. Further-
more, in a 2D wireless network with bounded transmission density and path loss
exponent > 2, the expected amount of cumulative interference from the nodes
beyond radius R is bounded by a constant2 (see [2], [8]). Let I>R denote this
constant. Using Eq. (2) we define the indicator function φ(i, j) that specifies
whether the signal transmitted from i is decodable at j or not,
1 Our proposed protocol can handle multiple rates and requires only the control signals be
transmitted at a fixed power.
2 In 3D, path loss exponent > 3 is required.
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φ(i, j) =
(
|gijSi|
|
∑
k∈U<Rj
k 6=i
gkjSk + nj |+ I>R
≥ β
)
(3)
where U<Rj denotes the set of signals that are transmitted from within distance
R and are not decoded yet. Since I>R is an upper bound for the sum of
interference from outside the radius R, if φ(i, j) is true, Eq. (2) holds as well.
This assumption relaxes the requirement of having global knowledge to decide
about the transmissions. In other words, nodes placed at a distance farther
than R can decide about their transmissions independently. This assumption is
used in the next section for designing the protocol.
Contention graphs are commonly used to model interference in CSMA proto-
col (e.g., see [4, 8]). In a contention graph every link is denoted by a vertex and
there is an edge connecting every pair of conflicting links. Contention graphs
are only able to represent binary relations (i.e., edges between conflicting links),
while in a network with SIC capability the interference model is too complex to
be representable by binary relations. For instance, consider the case thatm links
are active without any conflict and addition of a new transmission results in the
failure of all of the ongoing transmissions, which shows an (m+1)−ary relation
between the links. Due to this limitation, we use the semantic of independent
sets to model the interference in our protocol.
A set of links L is called an independent set if for every link in L such
that i is the transmitter and j is the receiver of the link, φ(i, j) is true. Let
v = 〈v1, · · · , vK〉 ∈ {0, 1}K be the vector representation of independent set v
such that vi = 1 if link i is active in independent set v and vi = 0 otherwise. For
simplicity of exposition we assume that the capacity of all of the links are equal
and normalized to 1, but our proposed protocol is capable of handling unequal
capacities with little modification (see Section 3). Let IS denote the set of all
possible independent sets based on the model above. The capacity region of the
network C is defined as the set of all rate vectors that are achievable by time
sharing between the independent sets. Formally, C is the affine combination of
independent set vectors,
C =
{ ∑
v ∈ IS
αvv :
( ∑
v ∈ IS
αv = 1
)∧(
αv ≥ 0
)
∀v
}
. (4)
We consider an idealized CSMA protocol as is considered by Jiang and Wal-
rand [4] and Qian et al. [8]. To ensure that the data packets do not collide
with the control packets, we assume that there is a separate control channel.
As is the case in [4] and [8], we assume that control signals (i.e., RTS/CTS,
and ACK), transmitted within the distance R, are completed instantaneously
without any collision. We also assume that once a control signal is transmitted,
all of the nodes within radius R of the transmitter can hear and decode it. Be-
cause of physical limitations such as limited propagation speed and bandwidth
of the signals and limited processing power of the nodes, the assumptions may
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Fig. 1: Node a send an RTS to node b. Nodes b sends back to a a CTS. Node c
overhears both of the packets and updates its estimates of gab, gac, and
gbc. Note that the CTS packet contains b’s estimate of gab.
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Fig. 2: Demonstration of the local channel coefficient table. Node a is placed at
the center of the circle with radius R. There are four different cases to
consider for the entries in Ca: (i: link ab) Node a transfers the RTS itself
and receives the CTS, it updates gab (ii: link cd) Node a hears both RTS
and CTS, it updates gcd, gca, and gda (iii: link ef) Node a does not hear
the RTS but it hears the CTS, it updates gef and gfa (iiii: link gh) Node
a hears the RTS but not the CTS, therefore ggh cannot be estimated by
a. It doesn’t cause a problem since h is not in the transmission range of
a. Node a only updates gga.
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be imperfect. However, we consider these assumptions because 1) They give
us a close approximation of the real world situation. 2) They make analytical
analysis of the protocol possible.
In the traditional CSMA protocol, the transmitters need to answer the ques-
tion “Are any of the neighboring links active?”. This can simply be answered
by sensing the carrier (see [3, 13]). But in the CSMA-SIC protocol, the trans-
mitters need to answer the question “Would the currently active neighboring
links together with the new one be able to decode their signals?”. This is a
more complex question that cannot be answered by only sensing the channel.
The purpose of the control signals in CSMA-SIC are twofold: to estimate the
channel coefficients and to inform the neighbors about the ongoing transmis-
sions. It is assumed that channel coefficients can be estimated using the control
signals (i.e., control channel and data channel have reasonably similar channel
coefficients). Nevertheless, if the channel coefficients are known from another
source, we can simply ignore the former purpose.
3 Continuous Time CSMA Protocol with Successive
Interference Cancellation (CSMA-SIC)
Let Ai denote the area within distance R of node i and Ni denote the set of
nodes inside Ai. Each node i keeps two local tables, Ci and Ti, and updates them
frequently upon hearing a control signal. Table Ci keeps the channel coefficient
between all of the nodes in Ni and table Ti keeps all of the ongoing transmis-
sions within Ai. Using Ci and Ti, node i can decide whether starting a new
transmission interrupts the ongoing transmissions (i.e., the transmitted signal
is decodable at the receiver plus the additional interference is not interrupting
the ongoing transmissions of the neighbors) or not.
In our algorithm, each node only needs the channel coefficients between
the nodes in Ni. Since the control signals are transmitted at a fixed power,
the receivers can estimate the channel coefficient based on the received signal.
Once a node receives an RTS, it estimates the channel coefficient between itself
and the transmitter of the RTS. The CTS packet transmitted back contains the
receiver’s estimate of the channel coefficient. Nodes also overhear the RTS/CTS
and ACK packets and update their estimate of channel coefficient between the
transmitter of the control signals and themselves (see Fig. 1). Since CTS packets
contain an estimate of the channel coefficient between the transmitter and the
receiver, all of the nodes that overhear the CTS, have an estimate of the channel
coefficient between the transmitter and the receiver. Ci’s are updated frequently
upon hearing an RTS/CTS exchange between the neighbors. See Fig. 2 for
different possibilities of node placement within distance R.
Whenever transmitter i wants to transmit a packet to node j, it generates a
random number bi, known as the backoff time, which is exponentially distributed
with mean 1
Ri
(see the next section for more details on Ri). The transmitter
starts a timer for bi units of time. The timer is paused if the transmission
becomes infeasible and is resumed once the transmission becomes feasible. Once
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Algorithm 1 Check the feasibility of a new transmission.
1: global var timer
2: procedure Transmit(p)
3: bi = random number exponentially distributed with mean Ri
−1
4: suspended = CheckAllFeasible(i,dst(p))
5: start(timer, suspended, bi),
6: on timeout: send(p)
7: on Ci/Ti update:
8: if CheckAllFeasible(i,dst(p)) then
9: resume(timer)
10: else
11: suspend(timer)
12: end if
13: end procedure
14: procedure CheckAllFeasible(i,j)
15: ⊲ Check the feasibility of a new
16: ⊲ transmission from i to j ∈ Ni
17: C = Ci
18: T = Ti ∪ {i→ j}
19: for rx in receivers of Ni do
20: tx = find t s.t. {t→ rx} ∈ T
21: if CheckFeasible(tx, rx, C, T ) == False then
22: return False
23: end if
24: end for
25: return True
26: end procedure
27: procedure CheckFeasible(tx, rx, C, T )
28: n0 = noise power at node i
29: z = percentage of interference canceled by the decoder
30: β = minimum SINR required to decode the signal
31: gj = Crx,j ∀j ∈ transmitters of Ni
32: sort gj ’s decreasingly
33: ν = n0
P
− g1 +
∑
j gj
34: ⊲ ν is noise plus interference
35: ⊲ normalized by transmission power P
36: for each gj do
37: if
gj
ν
≥ β then
38: if j == tx then
39: ⊲ The desired signal can be decoded
40: return True
41: end if
42: ν = ν − zgj ⊲ Remove the interference
43: else
44: return False
45: end if
46: end for
47: end procedure
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Fig. 3: The CSMA-SIC Markov chain for a network with three links in which
at most two links can transmit simultaneously.
the timer has timed out, i sends an RTS message to j and receives back the CTS
message. The RTS/CTS exchange allows the neighbors to update their local
tables. Then it starts the actual data transmission. Note that the feasibility
of the transmission changes only when Ci or Ti changes (i.e., upon hearing a
new signal message). To check the feasibility of the new transmission, each
node simulates the decoding procedure of its neighbors. See Algorithm 1 for the
pseudo-code of the algorithm. Note that we assumed that all of the links have
the same capacity normalized to 1.
In the case that the links have different capacities, β must be parametrized
for each link. Additionally, control signals must be updated accordingly to con-
tain the required information to let the transmitters know about the capacities
of the neighboring links.
4 Achieving Throughput Optimality by Dynamic
Adjustment of Ri
In the previous section, we described that the backoff time of link i is exponen-
tially distributed with mean Ri
−1. In this section we show that different values
ofRi result in different rate vectors and describe a method to dynamically adjust
Ri to achieve throughput optimality.
Let K be the number of links with backlog in the network. Assume the
backoff time of link i is exponentially distributed with mean λi
−1 (i.e., link i
starts transmission of a new packet with rate λi). Also assume that the duration
of the packets at link i is exponentially distributed with mean µi. Let D denote
the set of active links in the network and let D + i and D − j denote the set
of links obtained by adding the link i to D and removing the link j from D
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respectively. Let I(D) be an indicator function that shows whether the set
of links D can be scheduled at the same time or not (considering SIC-enabled
physical layer with the interference model described in Section 2). Define η(D)
as the set of links that each can be added to D without interrupting the ongoing
transmissions of D, i.e., η(D) = {i | I(D + i)}.
CDMA-SIC protocol can be modeled as a continuous time Markov chain in
which every independent set (i.e., every D such that I(D) holds) is a state. See
Fig. 3 for an example. There is a transition with rate λi from the state D to
the state D + i if and only if i ∈ η(D). There is also a transition with rate µi
from the state D + i to the state D if and only if i ∈ η(D). The transitions
take place only between the states that differ only in one link. This follows our
assumption that the control signals are finished instantaneously without any
collision. Therefore, the probability that more than one transition happen at
the same time is zero.
Assuming that the network is in a stable state for a given set of λi and
µi, the probability of the state D denoted by Q(D) follows the global balance
equations [1],

∑
i∈D
µi +
∑
j∈η(D)
λj

Q(D) = (5)
∑
i∈D
λiQ(D − i) +
∑
j∈η(D)
µjQ(D + j)
and the detailed balance equation,
µjQ(D + j) = λjQ(D) (6)
Using Eq. (5) and Eq. (6) we have,
Q(D) =
(∏
i∈D
λi
µi
)
Q(φ) (7)
where D is a set of nodes such that I(D) holds and φ denotes the null space
(i.e., the state in which no node is transmitting). To have a steady state, it
is required to have Q(φ) > 0 i.e., φ is positive recurrent. Using the equality∑
D Q(D) = 1 we can compute Q(φ). More details on the described modeling
technique can be found in [1]. Let λi = Ri = e
ri . To simplify the analysis
we assume that the duration of the packets are exponentially distributed with
mean 1, i.e., µi = 1. We can rewrite Eq. (7) as,
Q(D) = exp
(∑
i∈D
ri
)
Q(φ) (8)
where,
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Q(φ) =
1∑
D exp
(∑
i∈D ri
) . (9)
From Eq. (8) and Eq. (9) it is apparent that any given set of ri results in
a different distribution for Q(.). Let r = 〈r1, · · · , rm〉, where m denotes the
number of independent sets. By Qr(D) we denote the steady state probability
of the state D given r. The expected throughput of the link i is then given by,
τi(r) =
∑
D|i∈D
Qr(D) (10)
Let x ∈ C be a given rate vector inside the capacity region (see Eq. (4)).
Jiang and Walrand [4], show that using a simple distributed gradient decent
algorithm, which updates r during the time, the network will reach the steady
state that supports x. That is, xi ≥ τi(r) ∀i. The algorithm updates the value
of r at time t1 < t2 < t3 < · · · . Let r(i) be the value of r at time ti. Set r(0) = 0
and update r(i) at time ti for i = 1, 2, 3, · · · using the following equality,
rk(i) = [rk(i− 1) + α(i)(λ
′
k(i)− τ
′
k(i))]+ (11)
where α(i) is a small step size and λ′k(i) and τ
′
k(i)) are the empirical values of the
arrival and service rates during time ti−1 to ti. The [·]+ operator sets rk(i) = 0
when it becomes negative. Equation (11) actually increases (decreases) rk, and
as a result the transmission rate, in the case the arrival rate is more (less) than
the service rate during the time ti−1 to ti.
5 Conclusion
SIC changes the basic properties of physical layer of wireless networks and as a
result it changes the underlying assumptions of MAC protocol design. Specially
designed MAC protocol is required to fully utilize the multi-packet reception
capability of SIC. CSMA-SIC is a MAC protocol inspired by CSMA and employs
SIC at the physical layer. The proposed protocol uses the existing RTS/CTS
and ACK control packets to coordinate the transmissions. Thus it incurs little
overhead. The protocol is throughput optimal in the sense that it stabilizes any
arrival rate for which there exists a stabilizing scheduler.
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