Abstract-This paper considers the problem of outputfeedback control for non-square multi-input multi-output systems with arbitrary relative degree. The proposed controller, based on the L1 adaptive control architecture, is designed using the right interactor matrix and a suitably defined projection matrix. A state-output predictor, a low-pass filter, and adaptive laws are introduced that achieve output tracking of a desired reference signal. It is shown that the proposed control strategy guarantees closed-loop stability with arbitrarily small steady-state errors. The transient performance in the presence of non-zero initialization errors is quantified in terms of decreasing functions. Rigorous mathematical analysis and illustrative examples are provided to validate the theoretical claims.
I. INTRODUCTION
Adaptive control has been an active research topic in the past few decades, and it has been recognized as an effective approach to deal with systems that have uncertainties and disturbances [1] - [5] . Most of the success stories known to date have used state feedback approaches [6] - [11] . However, such approaches require that the state of the system is measurable, which is not always possible in practice. For this reason, there has been a significant effort to develop output feedback extensions.
The literature concerned with adaptive output feedback control is mainly focused on SISO systems or MIMO systems with strict structural requirements. References [12] , [13] extend the results for SISO SPR systems to square MIMO systems. A modified interactor is introduced in order to relax the SPR assumption, thus increasing the applicability of the result to square MIMO systems with high relative degree. Similarly, [14] borrows concepts and tools from [15] , [16] to address square MIMO systems with arbitrary relative degree. One salient drawback in [14] is the complicated structure of the controller, which makes it difficult to implement, especially as the relative degree increases. Nevertheless, the scope of these approaches is limited to square systems.
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combination with squaring (-down or -up) methods. Squaringdown methods can be applied to overactuated systems [17] by reducing the excessive number of inputs. However, when dealing with underactuated systems, these methods discard some available measurements, thus limiting the use of output information. The disadvantage of squaring-down methods becomes even more evident when the system under consideration becomes non-minimum phase after squaring-down (e.g. missiles, inverted pendulums, etc.).
Recent work on adaptive output feedback control of underactuated systems can be found in [18] - [21] . In particular, in [18] , [19] solutions for square systems and their extensions to non-square systems are presented. These solutions are based on the use of the square-up method introduced in [22] . These papers focus on systems in which the product between the input and output matrices is full rank. This assumption intrinsically implies that the system must have vector relative degree equal to [1, . . . , 1], thus limiting the applicability of the approach. In [21] , the authors augment the control law introduced in [18] , [19] with a first order filter, thus extending the results to underactuated systems with arbitrary relative degree. However, this approach assumes that the reference dynamics have vector relative degree [1, . . . , 1]. Moreover, the solution considers ideal parameterization of uncertainties by an unknown constant matrix and known regressor functions. Thus, the work in [21] does not lend itself to more general classes of non-square systems with time-varying uncertainties and unknown regressor functions, commonly found in many real-world systems. Finally, in [20] the authors tackle nonsquare MIMO systems by designing an adaptive controller with multi-rate inputs. Nevertheless, the approach requires the lifted system to be ASPR, and thus may not be applicable to systems with arbitrary relative degree.
In this paper, we propose an output feedback adaptive controller that deals with a general class of underactuated systems with arbitrary relative degree and with matched uncertainties. The main contributions of this paper are: (1) the controller handles underactuated MIMO systems with arbitrary relative degree and with time-varying uncertainties; (2) uncertainties are not necessarily parameterized by known regressor functions, which broadens the applicability of the solution when compared to existing results; (3) the approach is based on the right interactor matrix and a suitably defined state decomposition, providing semi-global stabilization for uncertain systems; (4) the solution exhibits guaranteed performance during the transient and steady state under mild assumptions on the uncertainties and unknown initialization error.
The approach is based on L 1 adaptive control theory, which introduces a filtering structure providing a trade-off between robustness and performance. With this architecture, the filtering structure decouples the estimation loop from the control loop, thus allowing high-adaptation gains. While L 1 adaptive state-feedback controllers (e.g. [23] , [24] ) have been successfully employed in real applications [11] , [25] - [30] , the literature directly concerned with output-feedback problems is less extensive. L 1 output-feedback solutions for Single-Input Single-Output (SISO) systems can be found in [31] - [33] , and can be easily extended to square MIMO systems [34] . An adaptive control solution for underactuated MIMO systems is presented in [35] , where a suitably defined state decomposition is introduced, which enables standard L 1 adaptive output feedback controllers to tackle underactuated systems. Nevertheless, the approach is limited to systems with relative degree one. The present article builds on and extends the work reported in [35] to a more general class of systems with arbitrary relative degree by introducing modified L 1 adaptive control laws based on the right interactor matrix.
This paper is organized as follows: in Section II we introduce mathematical results used in the paper; in Section III a formal definition of the problem at hand is given; in Section IV the main result of the paper is presented; Section V derives transient and steady-state performance of the system; in Section VI illustrative examples are provided to validate the theoretical findings; finally, the paper ends with concluding remarks in Section VII.
II. MATHEMATICAL PRELIMINARIES
In this section we introduce few theoretical results that will be used in the paper. Throughout the paper we use · to denote the vector or matrix ∞-norm. Definition 2. Let M 0 (s) be be a p × m transfer matrix with m ≤ p. Suppose M 0 (s) has the full normal column rank m.
is full rank.
The following theorem is derived from [36] .
, and D ∈ R p×m . Assume that (A, C) and (A, B) are observable and controllable pairs, respectively. Suppose M 0 (s) has full normal column rank m with p ≥ m. Then, there exists a right interactor Z
where
where T z ,D are full (column) rank, and (A,B) is a controllable pair satisfyinḡ
Proof. See [36] .
is not unique. In fact, the zeros of Z −1 0 (s) are the eigenvalues of A z , which can be arbitrarily chosen. As long as the intersection of eig(A z ) and eig(A) is an empty set, the controllability of (A,B) is guaranteed. The reader is referred to [36] , [37] for additional details on how to compute the interactor and the associated matrices (T z ,B, andD). Now, let M (s) be the stable transfer matrix such as:
where A m ∈ R n×n , B m ∈ R n×m , and C m ∈ R p×n are a minimal realization of M (s) with m ≤ p ≤ n. Corollary 1. Consider the transfer matrix given in (4). Suppose (C m B m ) is rank deficient. Then, there exist a stable transfer matrix Z(s), and matrices,B ∈ R n×m , T z ∈ R n×nz such that
and
Consider the state-space representation of the system (4):ẋ
where x(t) ∈ R n , u x (t) ∈ R m , y(t) ∈ R p are the state, input, and output vectors, respectively; x 0 ∈ R n is an initial condition. Let x v (t) ∈ R n and x z (t) ∈ R nz be the states of the following cascaded system:
where y v (t) ∈ R p is the output vector, and
where T z ∈ R n×nz is full column rank satisfying (6).
Proof. The proof of Corollary 2 is in the Appendix.
Remark 3. Corollary 2 provides a relationship between the states of the original system and the states of its cascaded representation.
. Define H =B C mB † , and A H = (I n − HC)A m , where
† is the generalized left inverse of C mB . Then, (I n − HC m )B = 0, and there exists a gain
Proof. The proof of Lemma 1 is in the Appendix.
The following remark will be used later in the Lyapunov analysis of the proposed adaptive controller.
is the state of the cascaded system (7). Then, x v (t) = v(t) + Hy(t) gives a state decomposition, where y(t) ∈ R p is the output. Since (I n − HC m )B = 0, the dynamics of v(t) are not affected by the matched uncertainties.
III. PROBLEM FORMULATION

A. Problem statement
Consider the following MIMO systeṁ
where x(t) ∈ R n , u(t) ∈ R m , y(t) ∈ R p are state, input and measurable output vectors, respectively, with p ≥ m, and x 0 ∈ R n is an initial value. Moreover, A m ∈ R n×n is a known Hurwitz matrix, B m ∈ R n×m and C m ∈ R p×n are known matrices. Let (A m , B m , C m ) be the minimal realization of 
where d δ and b δ are known constants.
Problem 1. Consider the system described by Equation (9) satisfying Assumptions 1-3. Design a feedback control law for u(t) such that y(t) tracks the desired response y m (t) both in transient and steady state, where y m (t) is the signal with the Laplace transform of y m (s) = M (s)K g r(s) with K g ∈ R m×mr being a feed-forward gain, and r(t) ∈ R mr being a reference signal.
B. Parametrization of uncertain function
Lemma 2. Let τ > 0, and let X(t) = [X 1 (t), X 2 (t)] be a continuous and (piecewise) differentiable function, where
Consider a nonlinear function f (X, t) satisfying Assumption 3 and
for some ρ X > 0,d X > 0 andb X > 0, Then, there exist continuous and (piecewise) differentiable θ(t) and σ(t), such that
wherel θ ,l σ are computable finite bounds.
Proof. See [5, Lemma A.9, Lemma A.10].
From Corollary 1, let {A z , B z , C z , D z } be the set of system matrices of Z(s) defined for M (s), and T z ∈ R n×nz , B ∈ R n×m be matrices satisfying (6) . Consider the following systems:ẋ
anḋ
, and f (·, t) satisfies Assumption 3. The state x v (t) ∈ R n is governed by the following virtual system:
wheref
from Corollary 2 and Equations (10) - (13) it follows that x(t) = T g x g (t) + T z x f (t), and y v (t) = y(t) for any t ≥ 0, where x(t), y(t) are solutions of (9).
The following lemma gives a parameterization of the unknown functionf (X, t).
Lemma 3. Consider the systems given by Equations (10)- (13) . Let τ > 0, ρ x > 0, and ρ u > 0. Suppose x τ L∞ ≤ ρ x , and u τ L∞ ≤ ρ u , where
wherel θ ,l σ are computable finite bounds, andd ρx ,b ρx are given byd
Proof. The proof of Lemma 3 is given in the Appendix.
Remark 5. Let η t (t) =f (X, t). The signal η t (t) can be viewed as the lumped matched uncertainty of the virtual system (see (12) ). From Lemma 3 the unknown signal η t (t) is represented by time-varying uncertain signals θ(t) and σ(t). The conservative bounds of θ(t) and σ(t) are estimated by (15) , depending on the choice of the right interactor Z(s). Notice that from (11) and (13) η t (t) can be seen as the uncertainty filtered by Z(s), since
IV. L 1 ADAPTIVE CONTROLLER DESIGN Let ρ 0 > 0 be a given constant satisfying x 0 ≤ ρ 0 with x 0 ∈ R n being an initial condition, and letγ > 0 be an arbitrarily small constant. For a given δ > 0 let
where dδ (δ) is introduced in Assumption 3. Let Z −1 (s) be a right interactor of sM (s) such that
where {A z ∈ R nz×nz , B z ∈ R nz×m , C z ∈ R m×nz } is a minimal realization of Z(s). Notice that the existence of Z(s) is guaranteed by Corollary 1. Let T z ∈ R n×nz andB ∈ R n×m be matrices that satisfy (6) . Let K v ∈ R n×p be a stabilizing gain so that
is Hurwitz (from Lemma 1 such K v exists), where
with (C mB ) † being the generalized inverse of (C mB ). Let P y ∈ R p×p be a given positive definite matrix, and P v ∈ R n×n be the positive definite matrix, which solves
for a positive definite Q ∈ R n×n with q < λ min (Q). Define
is stable with C(0) = I m , and C(s)Z −1 (s) is strictly proper, where
Moreover, it is assumed that D(s) ensures that there exists ρ r > 0 such that
with κ m , κ y , and κ v being given in (21) . Moreover,
where α > 0 will be defined later. Notice that L ρr satisfies (17) with d ρx and ρ x = ρ r +γ.
Finally, let α > 0 be chosen to satisfy
whered ρx is given in (16) , and P y ∈ R p×p is the upper triangular matrix satisfying the Cholesky decomposition; P y = P y P y .
Remark 6. Clearly, for smallγ > 0 we have ρ x ≈ ρ r ; ρ r is used to characterize the conservative bounds on the positively invariant set for the states of the closed-loop system.
Consider the following control law
where r z (s) = Z(s)K g r(s), andη t (s) is the Laplace transform ofη
andω(t),θ(t),σ(t) are the adaptive estimates, u z (t) is given in (10), (10), and x v (t) =v(t) + Hy(t) withv(t) being given by the following predictor:
where y 0 = C m x 0 is assumed to be known,ỹ(t) =ŷ(t)−y(t), and A v is given in (18) . Consider the following adaptive laws:
where Γ ω > 0, Γ θ > 0, Γ σ > 0 are adaptation gains, and e y (t) =B C m P yỹ (t). Proj(·, ·) denotes the projection operator which is widely used in adaptive control; the operator provides smooth transition of the estimates on the apriori known boundary of uncertainties (see [38] ).
V. STABILITY ANALYSIS
Consider the following closed-loop reference systeṁ
are the reference system states and outputs, respectively, r(s) is the Laplace transform of the reference command r(t) ∈ R mr , K g ∈ R m×mr is a feed-forward gain, and C 0 (s) is given in (22) . Moreover,
The closed-loop reference system in (33) and (34) represents the best achievable performance of the L 1 adaptive architecture [5] . It is not implementable since it depends on the unknowns; it is used only for analysis purposes.
Lemma 4. Consider the closed-loop reference system given in (33) and (34) and design constraints defined via (17) - (27) . Then, for each ω ∈ C ω and τ > 0 the following bound holds
with ρ int , G(s) given in (24) and (25), respectively. Moreover,
Proof. Notice that from (23) and (36) one has
where ρ ext is defined in (24) . Substituting the control law given by Equation (34) into (33), it follows that
where η ref (s) is the Laplace transform of f (x ref , t), and C 0 (s), {H r (s), G(s)} are given in (22) and (25), respectively. The resulting closed-loop reference system given by Equation (40) is equivalent to the one in [5, Chapter 2] . Therefore, the rest of the proof follows from [5, Chapter 2] , and is omitted for the sake of brevity.
Notice that the stability of the reference system can be guaranteed by designing a filter with high-bandwidth (see Equation (23)). However, a high bandwidth filter may lead to loss of robustness to time delay [5] . The choice of a filter defines the trade-off between performance and robustness.
Differently from existing L 1 adaptive state-feedback solutions, the present approach additionally requires a minimum order filter (i.e., C(s)Z −1 (s) is proper). Such condition is typical for output-feedback approaches. For example, the methods of [31] , [32] require choosing a low-pass filter dependent upon the system's relative degree. Since the L 1 reference system is identical to that of the existing L 1 state-feedback, the problem of designing an appropriate filter can be tackled by existing optimal filter design techniques (e.g., see [39] ).
Remark 7.
Notice that the condition given in (23) depends on the upper bound of the partial derivative of f (x, t) which, in turn, depends on the unknown initial condition. Thus, the stability result in Lemma 4 is semi-global. However, in the case where the uncertain function f (x, t) has globally bounded partial derivatives (e.g. d δ ≡ L for some constant L > 0), the stability results become global (see the details in [5, Chapter 3] ). Now, the closed-loop system stability is analyzed and the transient and steady-state performance bounds are derived. To demonstrate the stability of the closed-loop system with the proposed L 1 control laws (29)- (32), we show that the difference between the closed-loop system and the ideal reference system is semi-globally bounded with arbitrarily small steady-state bounds. Moreover, we demonstrate that the transient performance errors due to non-zero initial conditions 6 are bounded by strictly decreasing functions. Before stating the main results, we introduce a few variables of interest. Let
where {κ m , κ y , κ v }, κ x , {H 1 (s), H 2 (s)}, and {C 1 (s), C 2 (s)} are given in (21), (24), (25), and (26), respectively. Let γ > 0 be a small constant that verifies
Finally, let ρ u , ρ dx , and ρ du be
respectively, where ρ ru is defined in (38) .
Lemma 5. Consider the system given by Equation (9) with control law defined in (29)- (32) . Let τ > 0 be a positive constant. If x τ L∞ ≤ ρ x and u τ L∞ ≤ ρ u , then for all t ∈ [0, τ ] the output-estimation error verifies
where κ y is defined in (21), and
Proof. The proof of Lemma 5 is given in the Appendix.
Lemma 5 states that the output estimation errors are exponentially convergent to a set, whose bound depends on both the upper bound of θ 1 and the adaptation gain Γ. Equation (44) implies that high values of adaptation gains achieve arbitrarily small estimation errors.
Theorem 2. Consider the closed-loop system with L 1 adaptive output feedback controller defined via (29)-(32), subject to the design constraints in (17)- (28) . Suppose the adaptation gains are chosen sufficiently high to satisfy
where Γ, θ 1 are defined in (45), and γ satisfies (42) . Then, the following upper bounds hold:
Moreover, for each ω ∈ C ω there exist positive constants of γ dx and γ dy , and strictly decreasing functions of υ dx (t) and υ dy (t), such that for all t ≥ 0
Proof. The proof of Theorem 2 is shown in the Appendix.
Theorem 2 implies that tracking errors asymptotically converge to an invariant set that can be made sufficiently small via high adaptation gains. Notice that υ dx (t) and υ dy (t) in (49) are independent of the adaptation gain, which is subject to the lower bound in (46). Therefore, the transient performance due to non-zero initial conditions is quantified by strictly decreasing functions, and the steady-state errors can be arbitrarily reduced by increasing the adaptation gain.
Remark 8. In the present section the closed-loop stability is analyzed under the assumption that y 0 is known. In the case when y 0 is not precisely measured due to sensor noise, one can easily derive similar stability results following the same proof, settingŷ(0) = 0 andP v = P v .
VI. ILLUSTRATIVE EXAMPLES
In this section, two examples are illustrated to validate our claims.
A. Academic example
Consider the nonlinear system (9) with
where the unknown input gain is Ω = 0.8 ∈ [0.7, 1.2], and the nonlinear uncertainty is set to be f (x, t) = f 1 (x, t) with Figure 1 illustrates the output trajectories and control inputs of the reference system and the closedloop system for the adaptation gain Γ = 500; the timedelay margin is numerically investigated and is 0.45s. Figure  2 demonstrates time histories of the tracking errors (i.e., and apply the same controller. The system outputs and the control signal are plotted in Figure 3 ; asymptotic tracking of the reference outputs is achieved without any retuning of the controller. 
B. Inverted pendulum on a cart
In this section, we demonstrate the proposed method by designing the adaptive controller for an inverted pendulum on a cart. The control input is designed for the purpose of tracking a reference position, while maintaining the inverted pendulum balanced upright. The nonlinear model of the inverted pendulum is given bÿ
where p(t) ∈ R, θ(t) ∈ R are the cart position and pendulum angle (measurable outputs), respectively; u(t) is the control input, d(t) is the input disturbance, and ω > 0, ν > 0 are the motor constants. F f ric (t) is the nonlinear dynamic friction computed as [40] :
with h(ṗ(t)) = −(0.04287+0.0432e
2 )(m+M )g. The nominal system parameters are selected as [40] : M 0 = 0.815, m 0 = 0.210, l 0 = 0.305, ω 0 = 1.719, and ν 0 = 7.682. Moreover, it is assumed that the system has parameter variations from the nominal values, and therefore
For the purposes of comparison, we first consider a standard LQR controller for the system (50) [41] . By letting F f ric (t) ≡ 0 and d(t) ≡ 0, the controller is obtained by linearizing the nonlinear model at (p e , θ e ) = (0, 0), together with cos θ(t) ≈ 1. The LQR gain K lqr is given by We present simulation results for two cases. The first case considers the nominal nonlinear dynamics, with F f ric (t) ≡ 0, d(t) ≡ 0, and zero initialization errors. Figure 4 illustrates and compares the system responses and control inputs for the LQR controller and the L 1 controller. From the plots it can be noted that there is no significant difference in the performance of the solutions; this is not surprising, since the only uncertainties that affect the performance of the controllers are the linearization errors. The second scenario considers the nonlinear system given by (50) with parametric variations given in (52), with the nonlinear friction given by (51), input disturbance d(t) = 3sin(t), and non-zero initial conditions (the state is initialized as follows: VII. CONCLUSIONS This paper presents an L 1 adaptive output feedback controller for non-square under-actuated MIMO systems with matched uncertainties. The controller design is based on the right interactor matrix, which is used to handle the non-square structure of the system through appropriate reparameterization of the system's equations. The control algorithm exhibits guaranteed performance in the transient and steady state under mild assumptions on the uncertainties and unknown initial error. Rigorous theoretical analysis and simulation results validate the performance of the proposed controller. Since {A m , B m , C m } is controllable-observable, and A m is Hurwitz, the triple {A, B, C} is also controllable-observable. Therefore, from Theorem 1 it follows that there exists a right interactor Z −1 (s) which satisfies (2) with T z ∈ R n×nz , B ∈ R n×m , andD ∈ R p×m ; (A m ,B) is controllable. Since Equation (2) holds, one has
which further leads to
Notice that both (D z − C z A −1 z B z ) andD are full rank (see Theorem 1). From (53) it follows thatD = C mB holds. Therefore, (C mB ) is full rank, and Equation (6) follows from (2) .
Finally, suppose that M (s) has no unstable transmission zeros. Notice that pole-zero cancellations inM (s)Z(s) only happen in C − , since A z is Hurwitz, and therefore,M (s) cannot have any unstable transmission zeros. This completes the proof.
Proof of Corollary 2. Notice that Equation (7) can be rewritten as ẋ v (t)
Now, let [x t (t), x z (t)] = T t [x v (t), x z (t)] with T t = I n T z 0 I nz . By applying a similarity transform with T t , from (54) it follows, together with (6), thaṫ x z (t) =A z x t (t) + B z u x (t),
x t (t) =A m x t (t) + B m u x (t), y v (t) = C m x t (t), with x t (0) = x 0 , and x z (0) = 0. This implies that x(t) = x t (t) for all t ≥ 0. Therefore, Equation (8) holds, which completes the proof.
Proof of Lemma 1. Since M (s) does not have any transmission zeros by hypothesis, from Corollary 1 it follows that M (s) has no unstable transmission zeros, and (C mB ) is and φ(t) = θ(t)( x g (t) − x g (t) ),
whereω(t) =ω(t) − ω,θ(t) =θ(t) − θ(t), andσ(t) = σ(t) − σ(t). Let v(t) =v(t) − v(t),ỹ(t) =ŷ(t) − y(t).
Then, subtracting (60) from (31) yieldṡ
v A m C m P yỹ (t), y(t) = − αỹ(t) + C m A mṽ (t) + C mB (η t (t) + φ(t)),
where A v is Hurwitz (see (18) ), andη t (t), φ(t) are given in (61), and (62), respectively. Consider the Lyapunov function: V (t) =ṽ (t)P vṽ (t) +ỹ (t)P yỹ (t) +ω 2 (t) Γ ω +θ (t)θ(t) Γ θ +σ (t)σ(t) Γ σ .
Taking the derivative of (65), and substituting (32) and (64), one haṡ V (t) ≤ −ṽ (t)Qṽ(t) − 2αỹ (t)P yỹ (t) − 2θ (t)θ(t) Γ θ − 2σ (t)σ(t) Γ σ + 2ỹ (t)P y C mB φ(t),
where Q q I n is positive definite matrix satisfying (20) . Notice that x g (t) − x g (t) ≤ ṽ(t) holds. Then, from (15) and (62) it follows that 2ỹ (t)P y C mB φ(t) ≤α φỹ (t)P yỹ (t) + md
whered ρx , α φ are given in (16) and (28), respectively. Further, from (66) and (67) one haṡ V (t) ≤ −ṽ (t)Q vṽ (t) − α yỹ (t)P yỹ (t)
where Q v = Q − q I n 0 and α y > 0 (see (28) ). Notice that from Lemma 3 it follows that for 0 ≤ t ≤ τ 2θ (t)θ(t) Γ θ + 2σ (t)σ(t)
