We show how to construct a stable hierarchical basis for piecewise quadratic C 1 continuous splines defined on Powell-Sabin triangulations. We prove that this hierarchical basis is well suited for compressing surfaces. Our compression method does not require the construction of wavelets which are usually expensive to compute, but instead we construct a stable quasi-interpolation scheme for our spline space which achieves optimal approximation order. Numerical experiments demonstrate the high compression rate of the algorithm.
Introduction
In this paper we look for a compression algorithm for the space S 1 2 (∆ P S ) of piecewise quadratic C 1 continuous splines on Powell-Sabin (PS) triangulations which does not require the construction of wavelets. Instead we use a hierarchical basis. Hereto we were inspired by the work of Hong and Schumaker [5] who have constructed a surface compression algorithm for the space of C 1 cubic splines defined on triangulations obtained from convex quadrangulations. Although stable wavelets for the space S 1 2 (∆ P S ) have been constructed in [11] we prefer not to use these wavelets for surface compression because of their substantial amount of computation time. The method presented here using hierarchical bases is easy to implement and is computationally efficient. We do not need to solve any systems of equations in either the decomposition or reconstruction phases.
Let Ω be a bounded polygonal domain in R 2 . The key to our compression method is the construction of a linear quasi-interpolation operator Q which maps C(Ω) onto the spline space S Here |∆| is the diameter of the largest triangle in the triangulation ∆ of the domain Ω. In a hierarchical context |∆| will become smaller and smaller with each resolution level. We will exploit this fact to prove that a lot of coefficients in a hierarchical surface representation can be neglected which yields the surface compression. The outline of the paper is as follows. Section 2 is devoted to the idea of hierarchical bases and we discuss their usefulness for compression purposes. In Section 3 we recall some general concepts of polynomials on triangles and we review the relevant aspects and properties of a normalized B-spline basis for Powell-Sabin splines. In Section 4 we show how to construct a stable quasi-interpolation scheme for our normalized B-spline basis which achieves optimal approximation order. Sections 5 and 6 are devoted to the construction of a hierarchical basis, while Section 7 goes into the details of the compression algorithm. Section 8 demonstrates the compression algorithm with some numerical examples, and we conclude the paper with an application to image compression.
Hierarchical Bases
The starting point for the idea of hierarchical bases is a nested sequence of finite dimensional spaces of real-valued functions
As j increases, the resolution of functions in V j increases. Each space V j has a finite basis and a set of functions
is a hierarchical basis for V l given that
is a basis for V m for each m = 0, 1, . . . , l. Then every s ∈ V l can be written in the form
and the partial sums 4) are functions in the spaces V m for each m = 0, 1, . . . , l. The hierarchical expansion (2.3) is especially useful when the partial sums s 0 , s 1 , . . . , s l−1 can be regarded as better and better approximations of s, i.e.
Now we can approximate s at different levels of detail by eliminating the "finer" coefficients. For example, the coarsest approximation s 0 only uses the coefficients c
. Suppose that for all m the basis functions B m form a stable basis for V m , i.e. that there exist constants k 1 and k 2 such that for all choices of the coefficient vector c
then (2.5) expresses that small changes in the size of the coefficients in (2.3) lead to small changes in the size of s . Hence the expansion (2.3) can be used for compression.
Powell-Sabin splines
We are interested in the spline space S 1 2 (∆ P S ), that is the space of piecewise quadratic C 1 continuous functions on a Powell-Sabin refinement ∆ P S . In this section we briefly review the B-spline representation, the geometric interpretation with control triangles and the stability of the basis.
Consider a triangle T (V 1 , V 2 , V 3 ) in a plane with vertices V i , i = 1, 2, 3. Define P 2 as the space of bivariate polynomials of total degree ≤ 2, then each polynomial P 2 (x, y) ∈ P 2 on T has a unique representation
with λ = (λ 1 , λ 2 , λ 3 ), λ i ≥ 0 a multi-index of length |λ| = λ 1 + λ 2 + λ 3 = 2, τ = (τ 1 , τ 2 , τ 3 ) the barycentric coordinates of (x, y) with respect to T , and the Bernstein-Bézier polynomials of degree 2 on the triangle [4] . The coefficients b λ are called the Bézier ordinates. The points ( λ 2 , b λ ) are the control points for the surface z = P 2 (x, y) and the piecewise linear interpolant to these points is the Bézier net or control net. We can display this Bernstein-Bézier representation schematically, as in Figure 1 . The points Consider a simply connected subset Ω ⊂ R 2 with polygonal boundary δΩ. Suppose we have a conforming triangulation ∆ of Ω, consisting of triangles T j , j = 1, . . . , t, and having vertices V i with Cartesian coordinates (x i , y i ), i = 1, . . . , n. The Powell-Sabin refinement ∆ P S of ∆ divides each triangle T j into six subtriangles with a common vertex. It can be constructed as follows (see 1. Choose an interior point Z j for each triangle T j , so that if two triangles T i and T j have a common edge, the line joining Z i and Z j intersects this common edge at a point R ij between its vertices. We will choose Z j as the incenter of triangle T j .
2. Join the points Z j to the vertices of T j .
For each edge of T j
• which belongs to the boundary δΩ, join Z j to the middle point of the edge.
• which is common to a triangle T i , join Z j to R ij . Now we consider the space of piecewise quadratic C 1 continuous polynomials on Ω, the PowellSabin splines. Each of the 6t triangles resulting from the PS-refinement becomes the domain triangle of a quadratic Bernstein-Bézier polynomial (3.1) as indicated for one subtriangle in Figure  2a . Powell and Sabin [10] showed that the following interpolation problem:
has a unique solution s(x, y) in S 1 2 (∆ P S ). Hence, the dimension of the space S 1 2 (∆ P S ) equals 3n. Dierckx [3] presented a normalized B-spline representation for Powell-Sabin splines
where the B-splines form a convex partition of unity on Ω, i.e.
Furthermore these basis functions have local support: B ij (x, y) vanishes outside the so-called molecule M i of vertex V i , which is the union of all triangles T k containing V i . The basis functions B ij (x, y) can be obtained as follows: find three linearly independent triplets (α ij , β ij , γ ij ), j = 1, 2, 3 for each vertex V i . B ij (x, y) is the unique solution of the interpolation problem (3.3) with (f k , f xk , f yk ) = (δ ki α ij , δ ki β ij , δ ki γ ij ), where δ ki is the Kronecker delta.
The triplets (α ij , β ij , γ ij ), j = 1, 2, 3, must be determined in such a way that equations (3.5) and (3.6) are satisfied. To find appropriate triplets (α ij , β ij , γ ij ), j = 1, 2, 3, we use the algorithm from [3] .
1. For each vertex V i , find its PS-triangle points. These are the immediately surrounding Bézier domain points of the vertex V i and vertex V i itself. Figure 3 shows the PS-triangle points L,L, L and V 1 for the vertex
For each vertex
) which contains all the PS-triangle points of V i from all the triangles T k in the molecule M i . These triangles t i , i = 1, . . . , n are called PS-triangles and we denote their vertices with Q ij (X ij , Y ij ). Figure 3 also shows such a PS-triangle t 1 .
3. Three linearly independent triplets of real numbers (α ij , β ij , γ ij ), j = 1, 2, 3 can be derived from the PS-triangle t i of a vertex V i as follows:
(α i1 , α i2 , α i3 ) are the barycentric coordinates of V i with respect to t i , (3.7)
where
This allows to define the useful notion of control triangles. First, we define with the notation introduced above the PS-control points as
(3.10)
For fixed i, they constitute a triangle T i (C i1 , C i2 , C i3 ) that is tangent to the surface at (V i , s(V i )), see Figure 2b . The projection of the control triangles T i in the (x, y) plane are the PS-triangles t i . It is easily verified that Figure 3 : PS-triangle points and PS-triangle.
Obviously there are infinitely many possibilities for a PS-triangle because the only condition is that it contains the appropriate PS-triangle points. It is important to choose small PS-triangles in the construction of the basis functions. The control points will be closer to the surface, which gives the user more local control, and the stability of the basis will be better. Therefore Definition 3.1 introduces a constant K that reflects the influence of the size of the PS-triangles. One can always find PS-triangles that satisfy K = 1, and in practice K will be typically smaller than 1. If PS-triangles with minimal area are used, then K can be bounded in function of the smallest angle in the triangulation. For more information we refer to [9] . Definition 3.1. Let D i be the smallest disk with vertex V i as center that contains all the PStriangle points of V i as in Figure 4 and denote its radius as r i . An equilateral triangle t Di with barycenter V i and inradius K i r i with K i ≥ 1 obviously is a valid PS-triangle for V i . We choose the value K i such that this equilateral triangle contains the actual PS-triangle t i . Define K = max i K i as the maximum of all constants K i in the vertices V i of ∆. We recall that the normalized B-spline basis is a stable basis. The set {B ij (x, y)} is a stable basis if it satisfies (2.5). The following theorem gives explicit expressions for the constants k 1 and k 2 in (2.5).
Theorem 3.2. Consider a triangulation ∆ of a subset Ω ∈ R 2 with polygonal boundary δΩ. Suppose ∆ is constituted of triangles T j , j = 1, . . . , t, which have vertices V i , i = 1, . . . , n. Define ∆ P S as the PS-refinement of ∆. Then there exists a constant k 1 such that for all Powell-Sabin splines s(x, y) ∈ S 1 2 (∆ P S ) in their normalized B-spline representation (3.4),
with c ∞ := max ij |c ij |, f ∞ := max Ω |f (x, y)| and
Here θ ∆ is the smallest angle in the triangulation ∆ and K is the constant defined in Definition 3.1.
Proof. For the proof we refer to the work of Maes et al. [9] .
Approximation power of Powell-Sabin B-splines
The main result of this section is Theorem 4.6 which states the existence of a linear quasiinterpolation operator Q which maps C(Ω) onto the spline space S (Ω) with 1 ≤ k ≤ 2 and 2 ≤ p ≤ ∞, then Qf approximates f and its derivatives to optimal order.
First we introduce some notations that will be used in this section, and we collect some properties of triangulations and Powell-Sabin refinements. Suppose ∆ is a triangulation of a subset Ω ∈ R 2 with a PS-refinement ∆ P S , and T is a triangle. With |T | we mean the diameter of the smallest disk containing T , and ρ T will denote the radius of the largest disk contained in T . Denote the longest edge of T with e max (T ). The notations θ T , θ ∆ and θ ∆P S will be used for the smallest angles in resp. T , ∆, and ∆ P S . We give some estimates for the introduced quantities.
Proof. It is well-known that
with a, b and c the side lengths of the triangle. Side length c corresponds to the side opposite to the angle θ T , and thus has the smallest value. The following inequalities hold:
Proof. We refer to the work of Lai and Schumaker [7] .
We will consider complex valued functions on a bounded domain R in the 2 dimensional Euclidean space R 2 . Let α and β denote positive integers. We define L p (R) as the set of functions f such that R |f (x)| p dx exists and is finite. For the case p = ∞ we define L ∞ (R) as the set of func-
we mean the usual Sobolev space, i.e. the set of all functions in L p (R) whose distributional derivatives of order less than or equal to k are in L p (R). The norm on
For an excellent survey concerning Sobolev spaces the reader is referred to [1] .
Before we prove the main theorem, we introduce three helpful lemmas. The first lemma bounds the size of the PS-triangles in function of the constant K defined before. The second lemma is a form of Markov inequality for polynomials in P 2 (3.1). The third lemma is the well-known Bramble-Hilbert lemma [2] which we state without proof for the specific case of functions in R 2 .
Lemma 4.3. Denote the PS-triangle point with the longest distance to vertex V i as S and define T S ∈ ∆ P S as either one of the two triangles that contains the PS-triangle point S. Then
with K the constant introduced in Definition 3.1 and t i the PS-triangle in vertex V i .
Proof. By the definition of K there exists an equilateral triangle t Di that contains the PS-triangle t i . Hence it is sufficient to prove that
Denote r i as the radius of the disk D i , defined in Definition 3.1. Then
If we combine this inequality with the fact that
then we have proven the lemma.
Lemma 4.4. Suppose s(x, y) ∈ S 1 2 (∆ P S ) and let 1 ≤ p ≤ ∞. Consider a triangle T P S in the PS-refinement ∆ P S of ∆. Then there exists a constant C 1 such that
with ρ TP S the radius of the largest disk contained in T P S .
Proof. This follows immediately from Lemma 4.2 in [6] .
Lemma 4.5 (Bramble-Hilbert [2] ). Let R be a bounded domain in R 2 with diameter |R|, let f be a function in W k p (R), and let F be a linear functional on C j (R) such that 0 ≤ j < k satisfying
where G is independent of |R| and f and |f | l,R = sup ) there is a constant G 1 independent of |R| and f such that
We will now prove that the best order of approximation by normalized Powell-Sabin B-splines is even achieved by a linear quasi-interpolation operator. Theorem 4.6. Consider a triangulation ∆ of a subset Ω ∈ R 2 with polygonal boundary δΩ. Suppose ∆ is constituted of triangles T j , j = 1, . . . , t, which have vertices V i , i = 1, . . . , n. Define ∆ P S as the PS-refinement of ∆. Fix 1 ≤ k ≤ 2 and 2 ≤ p ≤ ∞. Then there exists a linear quasiinterpolation operator Q mapping C(Ω) onto S (Ω),
Here |∆| is the maximum of the diameters of the triangles in ∆ and C is a constant. If α > 0 or β > 0 then C depends upon the smallest angle θ ∆ in the triangulation ∆.
Proof. From (3.4) and the construction of the B-spline basis we have
This allows to define a quasi-interpolant Q of the form
Clearly the operator Q satisfies
If we take into account that α i3 = 1 − α i1 − α i2 , β i3 = −β i1 − β i2 and γ i3 = −γ i1 − γ i2 , then we find that the inverse of A is equal to
Fix (x, y) in a triangle T P S ∈ ∆ P S with T P S a subtriangle of triangle T ∈ ∆. By the stability of the normalized B-spline basis for S 1 2 (∆ P S ),
We can find upper bounds for η ij andη ij by using the fact that |α ij | ≤ 1 (3.7) and |δ ij | ≤ 1, and by using the explicit formulas for β ij and γ ij given in (3.8) and (3.9)
Similarly we find thatη ij ≤ 4|e max (t i )|, and in combination with Lemma 4.3 we find
with |T | the diameter of triangle T and T S the subtriangle of T as defined in Lemma 4.3. By substituting the upper bounds for η ij andη ij in equation (4.1) we find that
This immediately implies the existence of a constant C 2 such that
with |f | l,T defined as in Lemma 4.5. The Bramble-Hilbert lemma implies
We find that
This establishes the theorem for α = β = 0 and p = ∞. For 2 ≤ p < ∞ we have that
These equations establish the theorem for α = β = 0 and for arbitrary p ≥ 2. If we want to compare two arbitrary edges e 1 and e 2 of two arbitrary subtriangles of triangle T ∈ ∆, then there always exists a series of maximum five edges from e 1 to e 2 such that each pair of successive edges in the series has a common subtriangle in T , hence
If we apply this to (4.2), we find that
with |T P S | the diameter of triangle T P S . Combining (4.1) and (4.3) with these upper bounds yields
and we find that
where C 6 depends on the smallest angle θ ∆P S in ∆ P S . The Bramble-Hilbert theorem implies that
From Property 4.1 we get that 1
and it is an easy exercise to prove that there exists a constant C 8 which depends only on the smallest angle θ ∆P S in ∆ P S such that
Equations (4.4), (4.5) and (4.6) and Property 4.2 together yield
with C 9 a constant dependent only on θ ∆ . An analogous derivation as above proves the theorem for 0 ≤ α + β ≤ k + 1 and 2 ≤ p ≤ ∞.
Triadic refinement
We discuss a triadic scheme for refining a given triangulation ∆ and its associated PS-refinement ∆ P S to produce nested sequences
In the next section we review a subdivision scheme to compute a representation (3.4) of a PowellSabin spline on a triadic refinement ∆ j+1 of a triangulation ∆ j [12] . The steps of the algorithm are illustrated in Figure 5 . It is clear that Algorithm 5.1 splits each triangle in ∆ 0 into nine subtriangles. This process can be repeated as often as desired to produce the nested sequences in (5.1) and (5.2).
Let V j , E j and T j denote the number of vertices, edges and triangles in the triangulation ∆ j obtained after j steps of Algorithm 5.1 on an initial triangulation ∆ 0 . Then the following equations can be deduced from Algorithm 5.1:
and from Euler's formula we get that
Proof. This can easily be proved by induction.
In Table 1 we give the numbers T j , E j , and V j for j = 0, . . . , 8, starting from two triangles with one common edge. For completion the table shows also the dimension of S 1 2 (∆ j P S ) which is equal to 3 · V j . 2  5  4  12  1  18  33  16  48  2  162  261  100  300  3  1458  2241  784  2352  4  13122  19845  6724  20172  5  118098  177633  59536  178608  6  1062882  1595781  532900  1598700  7  9565938  14353281  4787344  14362032  8 86093442 129153285 43059844 129179532 Table 1 : Number of triangles, edges, vertices and dimension in S 
A hierarchical basis
It is convenient to write the following in matrix form. Therefore we write a Powell-Sabin spline s(x, y) ∈ S 
We obtain a multiresolution analysis, an increasing sequence of subspaces can be associated with the base triangulation ∆ 0 . Vanraes et al. [12] give formula to compute the refined control points. The result can be written in block matrix form as
The part O j computes new control points for the old vertices that are contained in both ∆ j and ∆ j+1 , and the part N j computes control points for the new vertices that are added when going from ∆ j to ∆ j+1 . We remark that O j is invertible, the new control triangle for an old vertex is in fact only a rescaled version of the old control triangle. Furthermore the subdivsion formula are convex combinations, i.e. the rows of O j and N j contain a finite number of elements smaller than one and each row sums up to one. This means the subdivision algorithm is stable.
We split Φ j+1 in functions O j+1 associated with the old vertices in ∆ j and functions N j+1 associated with the new vertices that are added when going from
Define the set of functions B m (2.2) as
for each m = 0, . . . , l and define the set B as in (2.1).
Theorem 6.1. For each 0 ≤ m ≤ l, the set of splines B m (6.1) forms a basis for S Proof. From the previous we know that
is also invertible, and we can write
Hence for all j we have proven that the set of functions Φ j N j+1 forms a basis for the space V j+1 . The theorem follows by induction.
Theorem 6.1 shows that B is a hierarchical basis for S 
Proof. This follows immediately from the construction of the hierarchical basis and from properties (3.5) and (3.6).
We will now show that the spline s(x, y) in its unique hierarchical representation (6.2) is stable in the sense that if s(x, y) has small coefficients, then s(x, y) ∞ is also small. Theorem 6.3. Suppose s(x, y) ∈ S 1 2 (∆ l P S ) is a spline in its unique hierarchical representation (6.2) whose coefficients satisfy |c
The claim that s(x, y) ∞ ≤ follows from property 3 in Theorem 6.2.
Compression
Define V l as the set of vertices in ∆ l . Because of (3.3), a spline s(x, y) ∈ S . . , l. This construction can easily be turned into an algorithm for computing the coefficients in (6.2). We refer to this process of computing the coefficients in (6.2) from the values (7.1) as decomposition. Table 3 : Errors between the test functions f i (x, y) and the approximating spline s 4 (x, y) after compression with threshold . 
