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NUMBER OF DISTINCT COORDINATE SOLUTIONS TO LINEAR EQUATIONS
OVER FINITE FIELDS
JIYOU LI AND XIANG YU
Abstract. Let Fq be the finite field of q elements and a1, a2, . . . , ak , b ∈ Fq. We investigate
NFq (a1, a2, . . . , ak; b), the number of ordered solutions (x1, x2, . . . , xk) ∈ F
k
q of the linear equation
a1x1 + a2x2 + · · ·+ akxk = b
with all xi distinct. We obtain an explicit formula for NFq (a1, a2, . . . , ak; b) involving combinatorial
numbers depending on ai’s. In particular, we obtain closed formulas for two special cases. One is that
ai, 1 ≤ i ≤ k take at most three distinct values and the other is that
∑k
i=1 ai = 0 and
∑
i∈I ai 6= 0
for any I ( [k].
The same technique works when Fq is replaced by Zn, the ring of integers modulo n. In particular,
we give a new proof for the main result given by Bibak, Kapron and Srinivasan ([2]), which generalizes
a theorem of Scho¨nemann via a graph theoretic method.
1. Introduction
Let Fq be the finite field of q elements of characteristic p and D be a subset in Fq. Given
a1, a2, . . . , ak, b ∈ Fq, we study a linear equation over D in k unknowns x1, x2, . . . , xk of the form
a1x1 + a2x2 + · · ·+ akxk = b, (1.1)
with the restriction that all xi’s are distinct. We are interested in the number of such solutions, that
is, the cardinality of the ordered set
ND(a1, a2, . . . , ak; b) = #{(x1, x2, . . . , xk) ∈ D
k : a1x1 + a2x2 + · · ·+ akxk = b : xi 6= xj , ∀ i 6= j}.
This number is closely related to the reduced degree of a map over Fq. Any map from Fq to Fq can
be uniquely represented by a polynomial of degree at most q − 1. The degree of such a polynomial
is called the reduced degree of the map. Suppose the range of f is {a1, a2, . . . , aq}(with multiplicity
counted). By the Lagrange interpolation formula, it is direct to check that f is a polynomial of degree
at most q − 2 if and only if
∑q
i=1 ai = 0, and f is a polynomial of degree at most q − 3 if and only if∑q
i=1 ai = 0 and NFq (a1, a2, . . . , aq; 0) > 0. In particular, it is well-known (see for example, [8]) that
NF∗q (1, ω, ω
2, . . . , ωq−2; 0) counts the number of permutation polynomials of degree ≤ q − 3 over Fq,
where ω is a primitive element of Fq. For more related work we refer to [12, 13, 20].
Furthermore, ND(a1, a2, . . . , ak; b) can be naturally regarded as a counting version of Knapsack type
problem over finite rings. In particular, when ai = 1, 1 ≤ i ≤ k, this is the counting version of subset
sum problem, a well-known #P problem in theoretical computer science. It thus has many applications
in coding theory and number theory. For details we refer to [4, 5, 6, 7, 9]. Note that if all ai’s lie in
Fp, then this problem is a restricted composition problem over Fq, see [10] for a broad generalization.
Few results are known for arbitrary ai’s, even for special cases such as D = Fq or D = F
∗
q . In [9],
Ga´cs et al. proved that NFq (a1, a2, . . . , ak; 0) > 0 always holds except some obvious degenerate cases
by using the polynomial method. Another result, proved by Li and Wan [15], gives a first explicit
formula for ND(a1, a2, . . . , ak; b) when a1 = a2 = · · · = ak = 1 and |D| ≥ q − 2.
This work is supported by the National Science Foundation of China (11771280) and the National Science Foundation
of Shanghai Municipal (17ZR1415400).
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Theorem 1.1 ([15]). Define v(b) = −1 if b 6= 0, and v(b) = q − 1 if b = 0. If p ∤ k, then
NFq(1, . . . , 1︸ ︷︷ ︸
k
; b) =
1
q
(q)k,
and if p | k, then
NFq(1, . . . , 1︸ ︷︷ ︸
k
; b) =
1
q
(q)k + (−1)
k+k/p v(b)
q
k!
(
q/p
k/p
)
.
Along this way, Li and Wan gave a series of asymptotic estimates on ND(1, 1, . . . , 1; b) for many
different kinds of D ⊆ Fq, see for example [17, 18, 19].
In this paper, we first prove that apart from some exceptions that can be classified the linear equation
a1x1 + a2x2 + · · ·+ akxk = 1 always has a solution with distinct coordinates.
Theorem 1.2. Suppose q ≥ 3 and k ≤ q. Then the linear equation a1x1 + a2x2 + · · ·+ akxk = 1 has
a solution (x1, x2, . . . , xk) ∈ F
k
q with all xi distinct, unless one of the following holds: (i) k < q and
a1 = a2 = · · · = ak = 0. (ii) k = q and a1 = a2 = · · · = ak = a for an element a ∈ Fq.
We remark that this theorem together with Theorem 1.2 in [9] allows us to characterize when a
linear equation a1x1 + a2x2 + · · · + akxk = b has a solution with distinct coordinates, i.e., when
NFq(a1, a2, . . . , ak; b) > 0.
Next we obtain a recurrence formula for NFq (a1, a2, . . . , ak; b).
Theorem 1.3. If
∑k
i=1 ai 6= 0, then
NFq (a1, a2, . . . , ak; b) =
1
q
(q)k.
If
∑k
i=1 ai = 0, then
NFq(a1, a2, . . . , ak; b) =
1
q
(q)k −
v(b)
q
(
d(a1, a2, . . . , ak) +
k∑
i=1
d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak)
)
,
where v(b) = −1 if b 6= 0, and v(b) = q − 1 if b = 0; the hat denotes the omission of an element, and
d(a1, a2, . . . , ak) satisfies
d(a1, a2, . . . , ak) =

−v(a1), if k = 1;
−
∑k
i=1 d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak), if k ≥ 2 and
∑k
i=1 ai 6= 0;
(q − k)d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak), if k ≥ 2 and
∑k
i=1 ai = 0.
This immediately gives an O(k!) algorithm for computing NFq(a1, a2, . . . , ak; b) explicitly.
Corollary 1.4. The number NFq (a1, a2, . . . , ak; b) can be computed in O(k!) field operations.
We also obtain an explicit formula for NFq(a1, a2, . . . , ak; b) involving combinatorial numbers de-
pending on ai’s. In particular, we obtain a closed formula when ai, 1 ≤ i ≤ k take at most three
distinct values. This generalizes the main result of Theorem 1.1.
Theorem 1.5. Let p(a1, a2, . . . , ak; k, i) be the number of permutations in Sk of i cycles with the sum
of ai’s over its each cycle vanishing. Then
NFq (a1, a2, . . . , ak; b) =
1
q
(q)k +
v(b)
q
n∑
i=1
(−1)k−ip(a1, a2, . . . , ak; k, i)q
i.
In particular, if
∑k
i=1 ai = 0 but
∑
i∈I ai 6= 0 for all I ( {1, 2, . . . , k}, then
NFq(a1, a2, . . . , ak; b) =
1
q
(q)k + v(b)(−1)
k−1(k − 1)!.
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Theorem 1.6. Denote by {x}p = x − ⌊x/p⌋p the least non-negative residue of x modulo p. For a
special case [a1, a2, a3, . . . , ak] = [a1, a2, 1, . . . , 1], we have
(i) If a1 + a2 + k − 2 6= 0, then
NFq(a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) =
1
q
(q)k.
(ii) If a1 + a2 + k − 2 = 0 and a1, a2 /∈ Fp, then
NFq(a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) =
1
q
(q)k+v(b)(−1)
k−1+⌊ k−2
p
⌋(k−2)!
(
q{k − 2}p − p(k − 2)
q − p
+ 1
)(
q/p− 1
⌊(k − 2)/p⌋
)
.
(iii) If a1 + a2 + k − 2 = 0 and a1, a2 ∈ Fp, then
NFq(a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) =
1
q
(q)k + v(b)(−1)
k−1+⌊ k−1
p
⌋(k − 2)!(k − 1− q1A(a1, a2))
(
q/p− 1
⌊(k − 1)/p⌋
)
,
where A = {(a1, a2) ∈ F
2
p : a1 6= 1, a2 6= 1 and {1− a1}p + {1− a2}p ≤ p}.
When the field is prime and the ai’s satisfy some strong conditions, this problem was first considered
by Scho¨nemann [21] 180 years ago, and he proved the following result:
Theorem 1.7 (Scho¨nemann). Let p be a prime, a1, a2, . . . , ak be arbitrary integers. If
∑k
i=1 ai ≡ 0
(mod p) but
∑
i∈I ai 6≡ 0 (mod p) for all I ( {1, . . . , k}, then
NFp(a1, a2, . . . , ak; 0) =
1
p
(p)k + (−1)
k−1(k − 1)!(p− 1).
One may generalize this problem from Fp to Z/nZ, the residue ring modulo n. Similarly, given
a1, a2, . . . , ak, b ∈ Z/nZ, we define
NZ/nZ(a1, a2, . . . , ak; b) = #{(x1, x2, . . . , xk) ∈ (Z/nZ)
k : a1x1+a2x2+· · ·+akxk = b : xi 6= xj , ∀ i 6= j}.
Grynkiweicz et al. [11] gave necessary and sufficient conditions to characterize whenNZ/nZ(a1, a2, . . . , ak; b) >
0 by using tools from additive combinatorics and group theory; see also [1, 11] for connections to zero-
sum theory and [3] for applications to coding theory.
Bibak et al. generalize Scho¨nemann’s theorem from Fp to Z/nZ ([2]). They proved the following
result:
Theorem 1.8 ([2]). Let a1, a2, . . . , ak, b, n ∈ Z, n ≥ 1, and gcd(
∑
i∈I ai, n) = 1 for all I ( {1, . . . , k}.
The number NZ/nZ(a1, a2, . . . , ak; b) of solutions (x1, x2, . . . , xk) ∈ (Z/nZ)
k of linear congruence a1x1+
· · ·+ akxk ≡ b (mod n) with all xi distinct modulo n, is
NZ/nZ(a1, a2, . . . , ak; b) =
{
1
n (n)k + (−1)
k(k − 1)!, if gcd(
∑k
i=1 ai, n) ∤ b;
1
n (n)k + (−1)
k−1(k − 1)!
(
gcd(
∑k
i=1 ai, n)− 1
)
, if gcd(
∑k
i=1 ai, n) | b.
The main technique for counting NFq(a1, a2, . . . , ak; b) is a sieve method for distinct coordinate
counting developed by Li and Wan in [16] and it works well for the Z/nZ case and thus we give another
proof of Theorem 1.8.
This paper is organized as follows. Some preliminary results and the proof of Theorem 1.2 and
Theorem 1.3 are given in Section 2. The Li-Wan sieve technique and the proof of Theorem 1.5 are
introduced in Section 3. The proof for Theorem 1.6 is given in Section 4 and the proof for Theorem
1.8 is given in Section 5.
Notations. We use (q)k := q(q − 1) . . . (q − k + 1) to denote the falling factorial of q and ⌊x⌋ to
denote the greatest integer less than or equal to x. If A is a set, we use 1A(x) to denote the indicator
function, thus 1A(x) = 1 when x ∈ A and 1A(x) = 0 otherwise.
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2. Preliminary Results and the Proof of Theorem 1.3
The number of ordered k-tuples (x1, x2, . . . , xk) ∈ F
k
q with all xi distinct is (q)k, and the sum∑k
i=1 aixi could be any element b of the finite field Fq. One expects that in favorable cases that the
sums are equally distributed and thus NFq (a1, a2, . . . , ak; b) should be roughly
1
q (q)k. It is indeed the
case when the ai’s do not sum to zero. A simple observation gives the following result.
Lemma 2.1. If
∑k
i=1 ai 6= 0, then NFq(a1, a2, . . . , ak; b) are equal for all b ∈ Fq. If
∑k
i=1 ai = 0, then
NFq(a1, a2, . . . , ak) are equal for all b ∈ Fq expect b = 0.
Proof. Pick an element c ∈ Fq. Note that the bijective map (x1, x2, . . . , xk)→ (x1+c, x2+c, . . . , xk+c)
sends the distinct coordinate solutions of the linear equation a1x1 + a2x2 + · · ·+ akxk = b to those of
the linear equation a1x1 + a2x2 + · · ·+ akxk = b+Ac, where A =
∑k
i=1 ai. Thus
NFq (a1, a2, . . . , ak; b) = NFq(a1, a2, . . . , ak; b+Ac)
for any c ∈ Fq. Then observe that, for A 6= 0, b + Ac runs over all elements of Fq when c does. Thus
NFq(a1, a2, . . . , ak; b) are equal for all b ∈ Fq if
∑k
i=1 ai 6= 0.
For the case
∑k
i=1 ai = 0, consider the bijective map (x1, x2, . . . , xk) 7→ (x1/b, x2/b, . . . , xk/b), where
b 6= 0. It sends the distinct coordinate solution of the linear equation a1x1 + a2x2 + · · ·+ a1xk = b to
those of the linear equation a1x1 + a2x2 + · · ·+ akxk = 1. Thus
NFq(a1, a2, . . . , ak; b) = NFq(a1, a2, . . . , ak; 1)
for all b 6= 0. Therefore NFq(a1, a2, . . . , ak; b) are equal for all b ∈ Fq except b = 0. 
As an immediate consequence of Lemma 2.1, we have
Corollary 2.2. If
∑k
i=1 ai 6= 0, then
NFq (a1, a2, . . . , ak; b) =
1
q
(q)k.
If
∑k
i=1 ai = 0, then
NFq (a1, a2, . . . , ak; b) =
1
q
(q)k −
v(b)
q
(NFq(a1, a2, . . . , ak; 1)−NFq(a1, a2, . . . , ak; 0)),
where v(b) = −1 if b 6= 0, and v(b) = q − 1 if b = 0.
Proof. Note that ∑
b∈Fq
NFq (a1, a2, . . . , ak; b) = (q)k.
The claim then follows from this equality and Lemma 2.1. 
Now we prove Theorem 1.2.
Proof the Theorem 1.2. If k < q, extend the set of ai’s to a set of size q with ak+1 = ak+2 = · · · = aq =
0. Then notice thatNFq(a1, a2, . . . , ak; 1) = 0 if and only ifNFq(a1, a2, . . . , ak, ak+1, ak+2, . . . , aq; 1) = 0,
where ak+1 = ak+2 = · · · = aq = 0, so we only need to consider the case k = q. Now assume k = q.
We shall show that NFq(a1, a2, . . . , aq; 1) = 0 if and only if ai, 1 ≤ i ≤ q are equal. Suppose that the
linear equation a1x1 + a2x2 + · · ·+ aqxq = 1 does not have a solution (x1, x2, . . . , , xq) ∈ F
q
q with all xi
distinct, and thus neither does the linear equation a1x1 + a2x2 + · · ·+ aqxq = b with b 6= 0 by Lemma
2.1. This implies that a1x1 + a2x2 + · · ·+ aqxq = 0 for all ordered q-tuples (x1, x2, . . . , xq) ∈ F
q
q with
xi distinct. Let (x1, x2, . . . , xq) ∈ F
q
q be an ordered q-tuple with all xi distinct (there exists such an
ordered q-tuple since |Fq| = q), we then have
a1x1 + · · ·+ aixi + · · ·+ ajxj + · · ·+ akxk = 0 (2.1)
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Swapping the i-th and the j-th coordinates of (x1, x2, . . . , xq), we obtain another ordered q-tuple with
distinct coordinates and thus
a1x1 + · · ·+ aixj + · · ·+ ajxi + · · ·+ akxk = 0 (2.2)
Subtracting (2.2) from (2.1), we get (ai − aj)(xi − xj) = 0, which implies ai = aj since xi 6= xj .
Since i, j are arbitrary, we conclude that all of the ai are equal if there does not exist distinct xi ∈ Fq
such that a1x1 + a2x2 + · · · + aqxq = 1. On the other hand, if q ≥ 3 and all of the ai are equal,
then a1x1 + a2x2 + · · · + akxq = 0 for all (x1, x2, . . . , , xq) ∈ F
q
q with xi distinct since the sum of
all elements of Fq is zero except Fq being F2. Thus there does not exist distinct xi ∈ Fq satisfying
a1x1 + a2x2 + · · ·+ aqxq = 1 when q ≥ 3 and all of the ai are equal. The proof is completed. 
Next we turn to the proof of Theorem 1.3, the recurrence relation of NFq(a1, a2, . . . , ak; b). The main
idea is to introduce NF∗q (a1, a2, . . . , ak; b), the number of solutions (x1, x2, . . . , xk) ∈ (F
∗
q)
k of the linear
equation a1x1 + a2x2 + · · ·+ akxk = b with all xi distinct, which is related to NFq (a1, a2, . . . , ak; b) by
the Lemma given below.
Lemma 2.3. Let A =
∑k
i=1 ai and c ∈ Fq. Then we have
NFq (a1, a2, . . . , ak; b) = NF∗q (a1, a2, . . . , ak; b−Ac) +
k∑
i=1
NF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; b−Ac),
(2.3)
where the hat denotes the omission of an element. In particular, letting (b, c) be (1, 0) and (0, 1), we
obtain
NFq(a1, a2, . . . , ak; 1) = NF∗q (a1, a2, . . . , ak; 1) +
k∑
i=1
NF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; 1), (2.4)
NFq(a1, a2, . . . , ak; 0) = NF∗q (a1, a2, . . . , ak; 0) +
k∑
i=1
NF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; 0). (2.5)
Proof. Let c be an element of Fq. Then the solutions (x1, x2, . . . , xk) ∈ F
k
q of the linear equation
a1x1 + a2x2 + · · ·+ akxk = b with all xi distinct can be divided into two parts depending on whether
c appears. By the linear substitution yi = xi − c, 1 ≤ i ≤ k, the number of solutions in which
c does not appear is NF∗q (a1, a2, . . . , ak; b − Ac), and the number of solutions in which c appears is∑k
i=1 NF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; b−Ac). Thus (2.3) follows. 
There is an additional relation betweenNFq(a1, a2, . . . , ak; b) andNF∗q (a1, a2, . . . , ak; b) when
∑k
i=1 ai =
0.
Lemma 2.4. Suppose that
∑k
i=1 ai = 0. Then we have
NFq (a1, a2, . . . , ak; b) = qNF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; b)
for 1 ≤ i ≤ k and b ∈ Fq. In particular, NF∗q (a1, a2, . . . , ai−1, âi, ai+1 . . . , ak; b) are equal for all
1 ≤ i ≤ k.
Proof. By the linear substitution y1 = x1 and yi = xi − x1, 2 ≤ i ≤ k and the assumption that∑k
i ai = 0, the number of solutions (x1, x2, . . . , xk) ∈ F
k
q of a1x1 + a2x2 + · · · + akxk = b with all xi
distinct is equal to the number of solutions (y1, y2 . . . , yk) ∈ Fq × (F
∗
q)
k−1 of a2y2+ · · ·+ anyn = b with
yi distinct for 2 ≤ i ≤ k. Since y1 ∈ Fq can be arbitrarily chosen, we have
NFq (a1, a2, . . . , ak; b) = qNF∗q (a2, . . . , ak; b)
The same argument gives
NFq (a1, a2, . . . , ak; b) = qNF∗q (a1, a2, . . . , ai−1, âi, ai+1, . . . , ak; b)
for all 1 ≤ i ≤ k. Hence the proof is completed. 
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Proof of Theorem 1.3. For an ordered k-tuple (a1, a2, . . . , ak) ∈ F
k
q , define
d(a1, a2, . . . , ak) := NF∗q (a1, a2, . . . , ak; 1)−NF∗q (a1, a2, . . . , ak; 0). (2.6)
Subtracting (2.5) from (2.4), we obtain
NFq(a1, a2, . . . , ak; 1)−NFq(a1, a2, . . . , ak; 0) = d(a1, a2, . . . , ak)+
k∑
i=1
d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak).
(2.7)
It is direct to verify that d(a1) = NF∗q (a1; 1) − NF∗q (a1; 0) equals −(q − 1) if a1 = 0, and equals 1 if
a1 6= 0. Thus d(a1) = −v(a1).
Now suppose k ≥ 2. If
∑k
i=1 ai 6= 0, then by Lemma 2.1 we haveNFq(a1, a2, . . . , ak; 1) = NFq (a1, a2, . . . , ak; 0).
Thus the left-hand side of (2.7) is zero, which implies
d(a1, a2, . . . , ak) = −
k∑
i=1
d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak).
Now let us consider the case
∑k
i=1 ai = 0. In this case, Lemma 2.4 implies that the left-hand side of (2.7)
is equal to qd(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak). Again, by Lemma 2.4, d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak)
are equal for 1 ≤ i ≤ k when
∑k
i=1 ai = 0. Thus the right-hand side (2.7) can be simplified into
d(a1, a2, . . . , ak) + kd(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak). Therefore equality (2.7) yields
d(a1, a2, . . . , ak) = (q − k)d(a1, a2, . . . , ai−1, âi, ai+1, . . . , ak).

3. Li-Wan’s new sieve and the summation expression
In [16], J. Li and D. Wan proposed a new sieve method for distinct coordinate counting problems.
We introduce it here briefly.
Let D be a finite set. For a positive integer k, let Dk = D ×D × · · · ×D be the k-fold Cartesian
product of D with itself. Let X be a subset of Dk. Then every element x ∈ X can written in an
ordered k-tuple form x = (x1, x2, . . . , xk) with xi ∈ D, 1 ≤ i ≤ k. We are interested in the number of
the elements in X whose coordinates are distinct, that is, the cardinality of the set
X = {(x1, x2, . . . , xk) ∈ X : xi 6= xj , ∀ i 6= j}. (3.1)
Let Sk denote the symmetric group on the set {1, . . . , k}. Given a permutation τ ∈ Sk, we can write it
as a product of disjoint cycles τ = C1C2 · · ·Cℓ(τ) uniquely apart from the order of the cycles, where ℓ(τ)
denotes the number of disjoint cycles of τ . We define the signature of τ to be sign(τ) := (−1)k−ℓ(τ).
We also define the set Xτ to be
Xτ := {(x1, x2, . . . , xk) ∈ X : xi are equal for i ∈ Cj , 1 ≤ j ≤ ℓ(τ)} (3.2)
We have the following theorem which will be used in the proof of the summation expression of
NFq(a1, a2, . . . , ak; b).
Theorem 3.1 ( [16] ). We have
|X| =
∑
τ∈Sk
sign(τ)|Xτ |.
The unsigned Stirling number of the first kind c(k, i) is defined to be the number of permutations
in Sk with exactly i cycles. It can also be defined via the following classic identity [22]:
k∑
i=0
(−1)k−ic(k, i)qi = (q)k. (3.3)
With these preparations, we are ready to prove Theorem 1.5.
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Proof of Theorem 1.5. Let X be the set of all solutions (not necessarily to have distinct coordinates)
of the linear equation a1x1 + a2x2 + · · ·+ akxk = b in Fq, i.e.,
X = {(x1, x2, . . . , xk) ∈ F
k
q : a1x1 + a2x2 + · · ·+ akxk = b}.
Since NFq (a1, a2, . . . , ak; b) counts the number of elements in X, by Theorem 3.1 we have
NFq(a1, a2, . . . , ak; b) = |X | =
∑
τ∈Sk
(−1)sign(τ)|Xτ |, (3.4)
where X and Xτ are defined as in (3.1) and (3.2). Let τ = C1C2 · · ·Cℓ be the disjoint cycle product of
τ . Let Aj =
∑
i∈Cj
ai, 1 ≤ j ≤ ℓ. By the definition of Xτ , we have
Xτ = {(y1, y2, . . . , yℓ) ∈ F
ℓ
q : A1y1 +A2y2 + · · ·+Aℓyℓ = b}.
Hence |Xτ | = q
ℓ−1 = qℓ(τ)−1 if A1, A2, . . . , Aℓ are not all zero, and |Xτ | = q
ℓ1b=0 = q
ℓ(τ)−1(v(b) + 1)
otherwise. Denote by p(a1, a2, . . . , ak; k, i) the number of permutations in Sk of i cycles with the sum
of ai’s over its each cycle vanishing. We deduce from (3.4) that
NFq(a1, a2, . . . , ak; b) =
k∑
i=1
∑
τ∈Sk:ℓ(τ)=i
(−1)k−i|Xτ |
=
k∑
i=1
(−1)k−i(c(k, i)− p(a1, a2, . . . , ak; k, i))q
i−1
+
k∑
i=1
(−1)k−ip(a1, a2, . . . , ak; k, i)q
i−1(v(b) + 1)
=
1
q
k∑
i=1
(−1)k−ic(k, i)qi + v(b)
k∑
i=1
(−1)k−ip(a1, a2, . . . , ak; k, i)q
i−1
=
1
q
(q)k +
v(b)
q
k∑
i=1
(−1)k−ip(a1, a2, . . . , ak; k, i)q
i.
In particular, if
∑k
i=1 ai = 0 but
∑
i∈I ai 6= 0 for all I ( {1, . . . , k}, then p(a1, a2, . . . , ak, k, i) = 0
for i ≥ 2 and p(a1, a2, . . . , ak, k, i) = (k − 1)! for i = 1. Thus we conclude that
NFq(a1, a2, . . . , ak; b) =
1
q
(q)k + v(b)(−1)
k−1(k − 1)!
in this special case. 
4. Proof of Theorem 1.6
In this section, we prove Theorem 1.6. We first need some combinatorial formulas and equalities.
Lemma 4.1. Let k, n be integers. Then we have
k∑
j=0
(−1)j
(
n
j
)
= (−1)k
(
n− 1
k
)
(4.1)
and
k∑
j=0
(−1)jj
(
n
j
)
= (−1)kn
(
n− 2
k − 1
)
. (4.2)
Proof. Comparing the coefficients xk on both sides of the identity (1− x)−1(1− x)n = (1− x)n−1, we
obtain (4.1). Similarly, comparing the coefficients of xk−1 on both sides of the identity (1− x)−1((1−
x)n)′ = −n(1− x)n−2, we obtain (4.2). 
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Lemma 4.2 ([16]). Assume p | k. Let p(k, i) be the number of permutations in Sk of i cycles with the
length of its each cycle divisible by p. Then
k∑
i=1
(−1)ip(k, i)qi = (−1)k/pk!
(
q/p
k/p
)
.
Lemma 4.3. Assume p | (k − j). Let p(k, i, j) be the number of permutations in Sk of i cycles with a
cycle of length j containing {1, 2} and the length of each remaining (i − 1) cycles divisible by p. Then
p(k, i, j) = (j − 1)
(k − 2)!
(k − j)!
p(k − j, i − 1).
Proof. Let τ ∈ Sk be a cycle described in the Lemma. We can write τ as a product of two permutations
τ = τ1τ2, where τ1 denotes the cycle of τ of length j containing {1, 2}, and τ2 denotes the product of
the other (i− 1) cycles of τ .
Since the j-cycle τ1 contains {1, 2} already, the remaining (j − 2) elements of τ1 must come from
the set {3, . . . , k} and thus there are
(
k−2
j−2
)
choices of them. The number of j-cycles on a j-element set
is (j − 1)!, so there are (j − 1)!
(
k−2
j−2
)
ways to determine τ1 by the multiplication principle. But τ2 can
be viewed as a permutation in Sk−j of (i − 1) cycles such that the length of each its cycle is divisible
by p, so there are p(k− j, i− 1) choices of τ2 by Lemma 4.2. Since every permutation can be expressed
by a product of disjoint cycles uniquely up to the order of the cycles, we see that every ordered pair
(τ1, τ2) uniquely corresponds to a τ . Therefore there are
(j − 1)!
(
k − 2
j − 2
)
p(k − j, i− 1) = (j − 1)
(k − 2)!
(k − j)!
p(k − j, i− 1)
such τ ’s in total. The claim then follows. 
Lemma 4.4. Assume p | (k−j1−j2). Let p(k, i, j1, j2) be the number of permutations in Sk of i cycles
with a cycle of length j1 containing {1} but not containing {2}, a cycle of length j2 containing {2} but
not containing {1}, and the length of each remaining (i− 2) cycles divisible by p. Then we have
p(k, i, j1, j2) =
(k − 2)!
(k − j1 − j2)!
p(k − j1 − j2, i− 2).
Proof. Let τ be a cycle described in the Lemma. We can write τ as a product of three permutations
τ = τ1τ2τ3, where τ1 denotes the cycle of τ of length j1 containing {1} but not containing {2}, τ2
denotes the cycle of τ of length j2 containing {2} but not containing {1}, and τ3 denotes the product
of the other (i − 2) cycles of τ . By a similar argument used in the proof of Lemma 4.3, we conclude
that there are
(j1 − 1)!(j2 − 1)!
(
k − 2
j1 + j2 − 2
)(
j1 + j2 − 2
j1 − 1, j2 − 1
)
p(k − j1 − j2, i− 2) =
(k − 2)!
(k − j1 − j2)!
p(k− j1 − j2, i− 2)
such τ ’s in total. The claim then follows 
Proof of Theorem 1.6. By Corollary 2.2, it suffices to consider the case a1 + a2+ k− 2 = 0. So assume
a1 + a2 + k − 2 = 0. In particular, both a1 and a2 lie in Fp, or neither a1 nor a2 lies in Fp. Let X
denote the set of all solutions of the linear equation a1x1 + a2x2 + x3 + · · ·+ xk = b in Fq, i.e.,
X = {(x1, x2, . . . , xk) ∈ F
k
q : a1x1 + a2x2 + x3 + · · ·+ xk = b}.
Then NFq (a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) counts the number of elements in X . We have from Theorem 3.1 that
NFq(a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) = |X | =
∑
τ∈Sk
sign(τ)|Xτ |. (4.3)
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For a permutation τ ∈ Sk, write it as a disjoint cycle product τ = C1C2 · · ·Cℓ. Then we have two
cases: {1} and {2} are contained in one cycle of τ , or they are contained in two separate cycles of
τ , respectively. For the former case, we may assume that {1, 2} is contained in the cycle C1 after
rearranging the cycles. Then we have
Xτ = {(y1, y2, . . . , yℓ) ∈ F
ℓ
q : (a1 + a2 − 2 + c1)y1 + c2y2 + · · ·+ cℓyℓ = b}.
where ci denotes the length of the cycle Ci, 1 ≤ i ≤ ℓ. Thus |Xτ | = q
ℓ1b=0 = q
ℓ(τ)−1(v(b) + 1) if
c1 ≡ 2 − a1 − a2 ≡ k (mod p) and p | ci for 2 ≤ i ≤ ℓ, and |Xτ | = q
ℓ−1 otherwise. For the latter
case, we may assume that {1} is contained in the cycle C1 and {2} is contained in the cycle C2 after
rearranging the cycles. Similarly, we have
Xτ = {(y1, y2, . . . , yℓ) ∈ F
ℓ
q : (a1 − 1 + c1)y1 + (a2 − 1 + c2)y2 + c3y3 + · · ·+ cℓyℓ = b}.
Thus |Xτ | = q
ℓ−1(v(b) + 1) if c1 = 1 − a1 (mod p), c2 ≡ 1 − a2 (mod p) and p | ci for 3 ≤ i ≤ ℓ, and
|Xτ | = q
ℓ−1 otherwise. From this classification of |Xτ |, we see that (4.3) can be simplified into
NFq(a1, a2, 1, . . . , 1︸ ︷︷ ︸
k−2
; b) =
k∑
i=1
∑
τ∈Sk:ℓ(τ)=i
(−1)k−i|Xτ |
=
1
q
(q)k + v(b)(S1 + S2),
where
S1 =
k∑
i=1
(−1)k−i
∑
2≤j≤k
j≡k (mod p)
p(k, i, j)qi−1,
S2 =
k∑
i=1
(−1)k−i
∑
1≤j1,j2≤k
j1+j2≤k
j1≡1−a1 (mod p)
j2≡1−a2 (mod p)
p(k, i, j1, j2)q
i−1.
We first consider the case a1, a2 /∈ Fp in which it suffices to evaluate the sum S1 since the sum S2
vanishes. Applying Lemma 4.3 and Lemma 4.2, we see that
S1 =
k∑
i=1
(−1)k−i
∑
2≤j≤k
j≡k (mod p)
(j − 1)
(k − 2)!
(k − j)!
p(k − j, i− 1)qi−1
= (−1)k−1(k − 2)!
∑
2≤j≤k
j≡k (mod p)
(j − 1)(−1)
k−j
p
(
q/p
(k − j)/p
)
= (−1)k−1(k − 2)!
∑
0≤ℓ≤⌊ k−2
p
⌋
(k − 1− pℓ)(−1)ℓ
(
q/p
ℓ
)
We can evaluate the above sum by using Lemma 4.1 and thus obtain
S1 = (−1)
k−1+⌊ k−2
p
⌋(k − 2)!
(
(k − 1)
(
q/p− 1
⌊(k − 2)/p⌋
)
− q
(
q/p− 2
⌊(k − 2)/p⌋ − 1
))
= (−1)k−1+⌊
k−2
p
⌋(k − 2)!
(
q{k − 2}p − p(k − 2)
q − p
+ 1
)(
q/p− 1
⌊(k − 2)/p⌋
)
.
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For the case a1, a2 ∈ Fp, we have to consider the sum S2. Similarly, using Lemma 4.4 and Lemma
4.2, we see that
S2 =
k∑
i=1
(−1)k−i
∑
1≤j1,j2≤k
j1+j2≤k
j1≡1−a1 (mod p)
j2≡1−a2 (mod p)
(k − 2)!
(k − j1 − j2)!
p(k − j1 − j2, i− 2)q
i−1
= (−1)k−2q(k − 2)!
∑
1≤j1,j2≤k
j1+j2≤k
j1≡1−a1 (mod p)
j2≡1−a2 (mod p)
(−1)
k−j1−j2
p
(
q/p
(k − j1 − j2)/p
)
= (−1)k−2q(k − 2)!
∑
2≤j≤k
j≡k (mod p)
(−1)
k−j
p Nj
(
q/p
(k − j)/p
)
,
where Nj is defined as
Nj := #{(j1, j2) : j1 + j2 = j, 1 ≤ j1, j2 ≤ k, j1 ≡ 1− a1 (mod p), j2 ≡ 1− a2 (mod p)}.
For j ≡ k (mod p), it is direct to check that
Nj =

⌊(j/p⌋ − 1)1⌊j/p⌋≥1, case 1: if a1 = 1, a2 = 1;
⌊j/p⌋, case 2: if a1 = 1, a2 6= 1 or a1 6= 1, a2 = 1 or {1− a1}p + {1− a2}p ≥ p;
⌊j/p⌋+ 1, case 3: if a1 6= 1, a2 6= 1 and {1− a1}p + {1− a2}p < p.
Inserting Nj into the sum of S2, by a routine computation and Lemma 4.1, we obtain
S2 = (−1)
k−2+⌊ k−2
p
⌋q(k − 2)!
(
(⌊k/p⌋+ ε)
(
q/p− 1
⌊(k − 2)/p⌋
)
− q/p
(
q/p− 2
⌊(k − 2)/p⌋ − 1
))
,
where ε equals −1, 0, 1 for case 1, 2, 3, respectively. Again, a direct computation shows that S1 + S2
takes the form
S1 + S2 = (−1)
k−1+⌊ k−1
p
⌋(k − 2)!(k − 1− q1A)
(
q/p− 1
⌊(k − 1)/p⌋
)
,
where A = {(a1, a2) ∈ F
2
p : a1 6= 1, a2 6= 1 and {1 − a1}p + {1 − a2}p ≤ p}. The proof is then
completed 
5. Proof of Theorem 1.8
For the purpose of our proof, we need the following result of D. N. Lehmer [14] which gives the
number of solutions of linear congruence.
Proposition 5.1 ([14]). Let a1, a2, . . . , ak, b, n ∈ Z, n ≥ 1. The linear congruence a1x1 + a2x2 +
· · · + akxk ≡ b (mod n) has a solution (x1, x2, . . . , xk) ∈ (Z/nZ)
k if and only if d | b, where d =
gcd(a1, a2, . . . , ak, n). Furthermore, if this conditions is satisfied, then there are dn
k−1 solutions.
Now we give another proof of Theorem 1.8 via a sieve method.
Proof of Theorem 1.8. LetX be of set of all solutions of the linear congruence a1x1+a2x2+· · ·+akxk ≡
b (mod n) in Z/nZ, i.e.,
X = {(x1, x2, . . . , xk) ∈ (Z/nZ)
k : a1x1 + a2x2 + · · ·+ akxk ≡ b (mod n)}.
Then NZ/nZ(a1, a2, . . . , ak; b) counts the number of elements in X. Thus Theorem 3.1 yields
NZ/nZ(a1, a2, . . . , ak; b) = |X | =
∑
τ∈Sk
(−1)sign(τ)|Xτ |. (5.1)
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Next we compute |Xτ |. Let τ = C1C2 · · ·Cℓ be a disjoint cycle product of τ , and let Aj =∑
i∈Cj
ai, 1 ≤ j ≤ ℓ. From the definition of Xτ , we see that
Xτ = {(y1, y2, . . . , yℓ) ∈ (Z/nZ)
ℓ : A1y1 +A2y2 + · · ·+Aℓyℓ ≡ b (mod n)}.
Since gcd(
∑
i∈I ai, n) = 1 for all I ( {1, . . . , k}, by Proposition 5.1, we have |Xτ | = n
ℓ−1 = nℓ(τ)−1 for
all τ ∈ Sk with ℓ(τ) ≥ 2 . Note that Proposition 5.1 also shows that
|Xτ | =
{
0, if gcd(
∑k
i=1 ai, n) ∤ b;
gcd(
∑k
i=1 ai, n), if gcd(
∑k
i=1 ai, n) | b;
for τ ∈ Sk with ℓ(τ) = 1. Substituting the results of |Xτ | into (5.1), for gcd(
∑k
i=1 ai, n) ∤ b, we obtain
NZ/nZ(a1, a2, . . . , ak; b) =
k∑
i=1
∑
τ∈Sk:ℓ(τ)=i
(−1)k−i|Xτ |
=
k∑
i=2
(−1)k−ic(k, i)ni−1
=
1
n
k∑
i=1
(−1)k−ic(k, i)ni − (−1)k−1c(k, 1)
=
1
n
(n)k + (−1)
k(k − 1)!
Similarly, for gcd(
∑k
i=1 ai, n) | b, we obtain
NZ/nZ(a1, a2, . . . , ak; b) =
k∑
i=2
(−1)k−ic(k, i)ni−1 + (−1)k−1c(k, 1) gcd(
k∑
i=1
ai, n)
=
1
n
(n)k + (−1)
k−1(k − 1)!
(
gcd(
k∑
i=1
ak, n)− 1
)
.

Acknowledgements
Part of the work was done when the second author was a graduate student at Shanghai Jiao Tong
University.
References
[1] D. Adams and V. Ponomarenko, Distinct solution to a linear congruence, Involve 3 (2010), 341-344.
[2] K. Bibak, B. Kapron and V. Srinivasan, A generalization of Scho¨nemann’s theorem via a graph theoretic method
(submitted)
[3] K. Bibak, B. Kapron and V. Srinivasan, Unweighted linear congruences with distinct coordinates and the Varshamov-
Tenengolts codes, Des. Codes Cryptogr., to appear.
[4] X. Cao, M. Lu, D. Wan, L. Wang, Q. Wang, Linearized Wenger graphs, Discrete Math. 338 (2015) 1595-1602.
[5] Q. Cheng, E. Murray, On deciding deep holes of Reed-Solomon codes, in: Proceedings of TAMC 2007, in: LNCS,
vol. 4484, 2007, pp. 292-395.
[6] Q. Cheng, D. Wan, On the list and bounded distance decodability of Reed-Solomon codes, SIAM J. Comput. 37 (1)
(2007), 195-209.
[7] Q. Cheng, D. Wan, Complexity of decoding positive-rate Reed-Solomon codes, IEEE Trans. Inf. Theory 56 (10)
(2010) 5217-5222.
[8] P. Das, The number of permutation polynomials of a given degree over a finite field, Finite Fields Appl. 8 (2002),
478-490.
[9] A. Ga´cs, T. He´ger, Z.L. Nagy, D. Pa´lvo¨lgyi, Permutations, Hyperplanes and polynomials over finite fields, Finite
Fields Appl. 16 (2010), 301-314.
12 JIYOU LI AND XIANG YU
[10] Z. Gao, A. MacFie and Q. Wang, Counting compositions over finite abelian groups, Electron. J. Combin. 25 (2018),
Paper 2.19, 23 pp.
[11] D. Grynkiewicz, A. Philipp, and V. Ponomarenko, Arithmetic-progression-weighted subsequence sums, Israel J.
Math. 193 (2013), 359-398.
[12] S. Konyagin and F. Pappalardi, Enumerating permutation polynomials over finite fields by degree. II, Finite Fields
Appl. 8 (2002), 549-533.
[13] S. Konyagin and F. Pappalardi, Enumerating permutation polynomials over finite fields by degree. II, Finite Fields
Appl. 12 (2006), 26-37.
[14] D. Lehmer, Certain theorems in the theory of quadratic residues, Amer. Math. Monthly 20 (1913), 151-157
[15] J. Li, D. Wan, On the subset problem over finite fields, Finite Fields Appl. 14 (2008), 991-929.
[16] J. Li, D. Wan, A new sieve for distinct coordinate counting, Sci. China Math. 53 (9) (2010), 2351-1602.
[17] J. Li, On the Odlyzko-Stanley enumeration problem and Waring’s problem over finite fields, J. Number Theory 133
(2013), 2267-2276.
[18] J. Li, A note on the Borwein conjecture, arXiv:1512.01191
[19] J. Li, D. Wan, Counting polynomial subset sums, Ramanujan J. 47 (2018), 67-84.
[20] A. Muratovic´-Ribic´ and Q. Wang, On a conjecture of polynomials with prescribed range, Finite Fields Appl. 18
(2012), 728-737.
[21] T. Scho¨nemann, Theorie der symmetrischen Functionen der Wurzeln einer Gleichung. Allgemeine Sa¨tze u¨ber Con-
gruenzen nebst einigen Anwendungen derselben, J. Reine Angew. Math. 1839 (1839), 231-243.
[22] R.P. Stanley. Enumerative Combinatorics vol. 1, Cambridge University Press, 1997.
Department of Mathematics, Shanghai Jiao Tong University, Shanghai, P.R. China
E-mail address: lijiyou@sjtu.edu.cn
Department of Mathematics, Shanghai Jiao Tong University, Shanghai, P.R. China
E-mail address: xangyu@alumni.sjtu.edu.cn
