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Abstract
Link prediction aims to reveal missing edges in a
graph. We address this task with a Gaussian pro-
cess that is transformed using simplified graph
convolutions to better leverage the inductive bias
of the domain. To scale the Gaussian process
model to large graphs, we introduce a variational
inducing point method that places pseudo inputs
on a graph-structured domain. We evaluate our
model on eight large graphs with up to thou-
sands of nodes and report consistent improve-
ments over existing Gaussian process models
as well as competitive performance when com-
pared to state-of-the-art graph neural network ap-
proaches.
1. Introduction
A large variety of real-world scenarios can be modelled by
signals that live on the nodes of a graph: from biological
networks to communication and social networks (Sen et al.,
2008; Kersting et al., 2016). The connective structure of
these graphs is not necessarily complete, hence a common
task for statistical inference is to infer missing links be-
tween nodes (Wang et al., 2015). In a protein-protein inter-
action network, for example, link prediction is used to sug-
gest interactions between two proteins (Lei & Ruan, 2012).
Recent work in this area (Kipf & Welling, 2016;
Zhang & Chen, 2018) has focused on methods with
two key properties. First, these methods can predict
missing links based on both the graph structure itself
and a signal that lives on the nodes of the graph, often
referred to as the node features. Second, these methods
compute node embeddings not only from isolated features
of each node but also take into account features in the local
neighbourhood of each node, thus providing more context
information for predicting missing links. At the core of
these methods are usually neural networks equipped with
parameterised graph convolution operations.
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While these neural network models achieve state-of-the-art
performance (Zhang & Chen, 2018), they require consid-
erable amounts of labelled data due to a large number of
parameters that are optimised using maximum likelihood
estimation. In this work, we propose to address the link
prediction task with a Gaussian process model. Crucially,
the proposed model is aware of both the graph structure
and the node features and makes use of graph convolutions
to incorporate neighbourhood information when predicting
links. It naturally counters overfitting by marginalising pa-
rameters in a Bayesian inference setting and optimising hy-
perparameters using a variational lower bound, thus requir-
ing no validation set for early stopping. Furthermore, the
Gaussian process model provides a principled way of ob-
taining uncertainty estimates, which are often required for
downstream tasks.
We derive the graph convolutional Gaussian process for
link prediction in two steps. First, we introduce a versa-
tile graph convolutional Gaussian process model over the
nodes of a graph. This is achieved by transforming a Gaus-
sian process defined on the Euclidean domain with graph
convolutions. Second, we further adapt the resulting model
over nodes to a Gaussian process over pairs of nodes, thus
suitable for link prediction. We present a scalable vari-
ational approximation of the posterior distribution of the
model with inducing points. In summary, our paper makes
the following contributions:
• We introduce a new graph convolutional Gaussian pro-
cess model operating on the nodes of a graph. It is
trained to automatically fit the neighbourhood size of
the graph convolutions to the input graph (Section 4).
• We present the first graph convolutional variational
Gaussian process model for link prediction (Sec-
tion 5).
• We suggest a variational inducing point method for
link prediction that works by placing inducing points
on the nodes of an inducing graph (Section 5).
• We evaluate our method on a range of benchmark
data sets with several thousand nodes and edges and
achieve competitive performance compared to other
link prediction methods, such as the variational graph
auto-encoder (Kipf & Welling, 2016) (Section 6).
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2. Background
2.1. Gaussian Processes
A Gaussian process models functions as samples from an
infinite dimensional multivariate normal distribution. The
shape of the functions are determined by the mean and co-
variance (or kernel) function of the process. When mod-
elling observed data D = (X,y) with input data matrix
X = [x1, . . . ,xN ]
T , xi ∈ X and labels y ∈ RN via
Bayesian inference, we can use a Gaussian process as the
prior distribution over the latent function:
f(x) ∼ GP(m(x), kθ(x,x
′)), (1)
where m : X → R and kθ : X × X → R denote the
mean and covariance function respectively. The covariance
function kθ is commonly parameterised by a set of hyper-
parameters θ.
When combined with a Gaussian likelihood p(yn|xn) for
each observation n = 1, . . . , N , the posterior p(f |y,X) is
also Gaussian. Predictions for new data points can then be
made in a fully Bayesian fashion by marginalising out the
latent function f(x). Furthermore, the marginal likelihood
p(y) has a closed form solution and can thus be used to
optimise the kernel hyperparameters θ, usually via gradient-
based optimisation. For our purposes, we set X = RD ,
henceX ∈ RN×D.
This formulation of Gaussian processes is limited in two
ways. Firstly, when the likelihood is not Gaussian, as is the
case for link prediction, neither the posterior distribution
nor the marginal likelihood have a closed-form solution.
Secondly, inferencewith a Gaussian process requires the in-
version of anN ×N matrix, which has complexityO(N3)
and is thus infeasible for large data sets. Both problems
are commonly addressed by approximating the intractable
posterior with a variational posterior distribution evaluated
at a small set of inducing points Z = [z1, . . . , zM ]
T , with
zi ∈ X and M ≪ N . The inducing points are assumed
to follow the same Gaussian process prior distribution as
the original inputs, hence the inducing points give rise to a
set of inducing variables u = [f(z1), . . . , f(zM )]
T . Ac-
cordingly, the inducing points follow the prior distribu-
tion p(u) = N (mz,Kzz), where [mz]i = m(zi) and
[Kzz]ij = kθ(zi, zj). Inference for a new input x
∗ is now
performed using the sparse Gaussian process over the in-
ducing points:
f(x∗)|u ∼ GP(kT
zx∗
K−1
zz
u, (2)
kθ(x
∗,x∗)− kT
zx∗
K−1
zz
kzx∗), (3)
where kzx∗ = [kθ(z1,x
∗), . . . , kθ(zM ,x
∗)]. The inducing
points can be considered a compressed version of the origi-
nal input data set.
The variational distribution is chosen to be a multivariate
Gaussian distribution q(u) = N (m,S). The inducing
points Z, as well as m and S are variational parameters,
which are optimised jointly with the kernel hyperparame-
ters θ by maximizing the Evidence Lower Bound (ELBO)
objective:
L(θ,Z,m,S) =
N∑
n=1
Eq(f(xn)[log p(yn|f(xn))]
− KL[q(u) ‖ p(u)]. (4)
The shape of this objective enables optimisation via
stochastic gradient descent, which reduces the memory
complexity of an individual update step, thus allowing us
to train on larger data sets.
2.2. Graph Convolutions
The graph convolutional neural network (Kipf & Welling,
2017) is one of the most widely used graph neural networks,
shown to achieve good performance on various tasks (see
for example Shchur et al. 2018). It aims to seize the induc-
tive bias of the domain by specifically encoding localised
patterns inside node representations. This is achieved by
taking inspiration from convolutional neural networks for
images (LeCun et al., 1999) and generalising the convolu-
tion operation from the domain of regular grids to the do-
main of general graphs (Bruna et al., 2014). The graph
convolution is applied to an input signal X ∈ RN×D ly-
ing on the domain of a graph G = (V , E) with node set
V , edge set E , and adjacency matrix A ∈ RN×N (with-
out self-loops). The convolution operator is formulated as
a multiplication of the filter with the input signal mapped
to the spectral domain via the Fourier transform. Analo-
gously to the Fourier transform on the Euclidean domain,
the graph Fourier transform is defined as the decomposi-
tion of a signal into the eigenfunctions of the Laplace op-
erator. On the graph domain, this operator is given by the
Laplace matrix L = A − D, where D ∈ RN×N is the
diagonal degree matrix with Dii =
∑N
j=1 Aij . To localise
the convolution operation, the filter is commonly parame-
terised with Chebyshev polynomials in the spectral domain,
as proposed by Defferrard et al. 2016.
3. Related Work
Our work is closely related to the two fields of Gaussian
processes for graph-structured data and link prediction.
Gaussian processes for graph-structured data Prior
Gaussian process models for graph-structured data have
been studied under the term relational learning. These
methods have been applied to semi-supervised classifica-
tion of nodes in a graph, such as the relational Gaus-
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sian process (Chu et al., 2007), the mixed graph Gaus-
sian process (Silva et al., 2008), or the label propagation
algorithm (Zhu et al., 2003a;b). Inspired by graph neu-
ral networks, more recent work has developed Gaussian
process models that explicitly consider nodes together
with node features in their local neighbourhood. The
graph Gaussian process described by Ng et al. 2018 com-
putes node representations by averaging the node fea-
tures of the 1-hop neighbourhood and subsequently per-
forming semi-supervised node classification. Unlike the
graph convolutional Gaussian process proposed here, it
only considers 1-hop node neighbourhoods, thus limit-
ing the node neighbourhood information accessible to the
model. The graph convolutional Gaussian process intro-
duced by van der Wilk et al. 2017 employs graph convo-
lutions to produce representations of patches in the graph
and sums up these patches via an additive Gaussian pro-
cess model. Unlike the models described so far, it is used
for graph-level prediction such as image or mesh classifica-
tion. To the best of our knowledge, the only other Gaussian
process model for link prediction is described by Yu & Chu
2008. However, it does not include information from node
neighbourhoods, which restricts its predictive performance.
Link prediction models A common class of link
prediction methods is represented by heuristic-based
models, explored systematically by Zhang & Chen
2018. These methods compute heuristics for node
similarity and output it as the likelihood of a link.
Popular heuristics include common neighbours, Jac-
card, preferential attachment (Baraba´si & Albert,
1999), Adamic-Adar (Adamic & Adar, 2001), resource
allocation (Zhou et al., 2009), Katz, rooted PageR-
ank (Brin & Page, 2012), and SimRank (Jeh & Widom,
2002).
Other methods focus on predicting links based on latent
node features that are derived from the graph structure. For
example, the node features computed via spectral cluster-
ing can be used for link prediction. Other latent feature
methods are matrix factorisation (MF) (Koren et al., 2009)
and the stochastic block model (SBM) for link predic-
tion (Airoldi et al., 2008). More recent approaches such as
DeepWalk (Perozzi et al., 2014), LINE (Tang et al., 2015),
and node2vec (Grover & Leskovec, 2016) rely on random
walks to produce node embeddings that encode latent fea-
tures and pair-wise comparison of the embeddings to pre-
dict links. These approaches can also be cast as matrix fac-
torisation (Qiu et al., 2018). Naturally, matrix factorisation
methods do not consider node features.
Another class of link prediction methods makes use
of neural networks. The Weisfeiler-Lehman Neu-
ral Machine (MLNM) (Zhang & Chen, 2017) trains a
fully-connected neural network on adjacency matrices.
SEAL (Zhang & Chen, 2018) employs graph-neural net-
works in a non-probabilistic setting. The network oper-
ates on node features and hand-crafted node labels that
indicate a node’s role in its neighbourhood. Most sim-
ilar to our model, the graph variational auto-encoder
by Kipf & Welling 2016 combines probabilistic modelling
and graph convolutions, thus also considering neighbour-
hood information. It samples node embeddings zi from a
normal distribution
q(zi|X,A) = N (zi|µ,Σ), (5)
where the mean µ and varianceΣ are computed by a graph
convolutional neural network (Kipf & Welling, 2017). It
independently predicts links using the generative model
p(Aij = 1|zi, zj) = σ(z
T
i zj). (6)
The form of the distribution over links is more restricted
due to its reliance on the inner product between node rep-
resentations. In contrast, we achieve high flexibility by
choosing the variational distribution to be a Gaussian pro-
cess evaluated at inducing points, which are free parame-
ters themselves.
The Gaussian process model proposed in the following sec-
tions exhibits many of the individual strong points of ex-
isting models. It considers both graph structure and node
features and incorporates local neighbourhood information
when inferring missing links. Moreover, the Bayesian in-
ference framework provides us with a principled way of
obtaining uncertainty estimates for our predictions.
4. Graph Convolutional Gaussian Processes
As a first step, we describe a graph convolutional Gaussian
process over nodes before adapting it to the task of link
prediction in Section 5. We aim to define a Gaussian pro-
cess model that is capable of seizing the inductive bias of
the domain whose structure is given by an undirected graph
G = (V , E) with a set of vertices V , |V| = N , and a set of
edges E , |E| = E. The graph structure is further described
by the adjacency matrixA without self-loops, i.e. its diag-
onal entries are 0. Input data is given in form of a signal
X ∈ RN×D living on said domain.
4.1. Model Formulation
In a non-probabilistic setting, adaption to the graph do-
main is commonly achieved through graph convolutional
neural network layers formulated by Kipf & Welling 2017.
Crucially, these augment the multi-layer perceptron (MLP)
with an aggregation step carried out directly after the linear
mapping of the node features and before the non-linearity:
h¯i =
∑
j∈N (i)∪{i}
1√
(di + 1)(dj + 1)
hj , (7)
Graph Convolutional Gaussian Processes for Link Prediction
f
(a) Gaussian process on RD
g1
g2
g3
g4
(b) Gaussian process over V
g1
g2
g3
g4
r
12
r13
r14
r 2
3
r24
r
34
(c) Gaussian process over E
Figure 1. Overview of the proposed graph convolutional Gaussian process model for link prediction. We start with a regular Gaussian
process f (a) operating solely on the node features that is oblivious to the graph structure. Each node feature is treated as an observation
on the Euclidean domain RD. This Gaussian process is transformed using simplified graph convolutions to yield a graph convolutional
Gaussian process g over the nodes V of the graph (b). Finally, a series of such graph convolutional Gaussian processes as defined in
Equation 15 yields a graph convolutional Gaussian process r over edges (c). Function values in (b) and (c) are expressed through the
size of the nodes and the thickness of the links respectively. Confidence intervals are sketched in light blue.
where hj are the node features after the linear map, N (i)
denotes the 1-hop neighbourhood around node i, and dj
denotes the degree of node j. This aggregation step can
be expressed as a multiplication of the node feature matrix
with the normalised adjacency matrix S˜ = D˜−
1
2 A˜D˜−
1
2 :
H¯ = S˜H, (8)
where A˜ = A+ I is the adjacency matrix with added self-
loops and D˜ is the degree matrix of A˜. The combination
of the linear mapping followed by the aggregation step is
referred to as a graph convolution and allows the neural
network to produce embeddings that capture local features
in the neighbourhood of a node.
While Kipf & Welling 2017 propose to stack layers each
consisting of a linear map, followed by the agreggation step
and a non-linearity, Wu et al. 2019 have shown that equiva-
lent performance can be achieved through simplified graph
convolutions, which perform K aggregation steps on the
input node features without any non-linearities and only a
single, final linear map:
g = S˜KXw, (9)
with weights w ∈ RD×1 and latent representations g ∈
R
N×1.
Building on this model, we obtain the corresponding prob-
abilistic formulation by placing a multivariate Gaussian
prior on the weights w. Furthermore, we can transform
the input signal with a feature map φθ : R → H that maps
inputs to a potentially infinite-dimensional Hilbert spaceH
and is parameterised by a set of hyperparameters θ. By
subsequently marginalising the weights w, we obtain an
equivalent formulation
g = S˜Kf , (10)
where f ∈ RN×1 is normally distributed with covariance
matrix [K]ij = 〈φθ(xi), φθ(xj)〉H and we assume f has
zero mean. The simplified graph convolution acts as a lin-
ear transformation on f , hence the distribution of the result-
ing signal g is also Gaussian:
g ∼ N
(
0, (S˜K)K(S˜K)T
)
. (11)
Thus, g corresponds to a Gaussian process on the domain
whose structure is given by the graph G. The covariance
matrixK is computed by the node feature kernel kθ : R
D×
R
D → R.
Going one step further, we take advantage of the ability
of the Gaussian process to optimise hyperparameters to se-
lect between the number of graph convolutions to be ap-
plied. We achieve this by smoothly interpolating in each
convolution step between the convolution matrix S˜ and the
identity matrix. The kth convolution matrix hence becomes
S˜k = λkS˜+(1−λk)I, where λ = [λ1, . . . , λK ] ∈ [0; 1]
K
are hyperparameters, subsequently referred to as the con-
volution weights. The final Gaussian process prior thus be-
comes
g ∼ N
(
0, (S˜1 · · · S˜K)K(S˜
T
1 · · · S˜
T
K)
)
. (12)
A visualisation of the graph convolutional Gaussian pro-
cess over nodes is shown in Figure 1 (b).
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When fixing K = 1, λ1 = 1 and using an asymmetric
normalisation for the convolution matrix S˜ = D˜−1A˜, we
recover the Gaussian process model for semi-supervised
node classification described by Ng et al. 2018.
4.2. Model Interpretation
To obtain a better understanding of the effect of the sim-
plified graph convolutions applied to the Gaussian process,
we examine the prior covariance of g between two nodes
for the case that all convolution weights have been set to 1:
[S˜KKS˜K ]ij =
∑
k∈NK(i)
∪{i}
∑
l∈NK(j)
∪{j}
[S˜K ]ik[S˜
K ]ljKkl. (13)
Here,NK(i) refers to theK-hop neighbourhood of node i.
We note that given the definition of the convolution matrix
(cf. Equation 7), the coefficients [S˜K ]ik and [S˜
K ]lj lie in
the interval [0, 1]. Furthermore, for a fixedK , the j th entry
of the ith row of S˜K is non-zero if and only if j is in the
K-hop neighbourhood of j. Therefore, for largerK , more
entries of S˜K will be non-zero, as the size of the neighbour-
hood increases, yet every individual entry will be smaller
because elements in [0, 1] are being multiplied. As a result,
as we increase K , more but smaller terms are summed in
Equation 13, leading to the covariance to be spread across
neighbourhoods of different sizes more equally. We con-
firm this empirically by choosing a random node in the
input graph as the central node and plotting the average
covariance of nodes at different geodesic distances. We ob-
serve that as K is increased, the differences between the
average covariance values start to shrink. The result is vi-
sualised in Figure 2.
We expect a graph function for which the covariance be-
tween two distant nodes is higher to vary less from node to
node compared to a function that has low covariance for dis-
tant nodes. Hence, we expect the function to be smoother
as measured by the Dirichlet norm
‖g‖2G =
1
2
N∑
i,j=1
aij(gi − gj)
2 = gTLg, (14)
whereL = D−A is the graph Laplacian. This agrees with
the result of Wu et al. 2019, who have shown that simpli-
fied graph convolutions act as a low pass filter, thus smooth-
ing the graph signal. In Figure 3, we plot the average
Dirichlet norm for functions sampled from the described
Gaussian process prior for varying K . As expected, the
smoothness of the sampled functions increases for larger
K . We have found these observations to generalise well
across data sets.
However, we note that higher smoothness does not neces-
sarily result in better performance, which still depends on
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Figure 2. Average covariances between nodes of varying geodesic
distance. We randomly pick a node i in the graph of the Yeast
data set (for details, see Section 6.1). We then construct 5 disjoint
sets of nodes that have geodesic distance of exactly d = 1, . . . , 5
from i and compute the covariance between node i and the nodes
in each set, averaged over the nodes within the same set. We plot
this mean covariance value for different number of convolutions
K. We use an RBF-kernel as the node feature kernel with length-
scale and variance set to 1.0. We find that as K increases, the
mean covariance values grow closer together, indicating that the
covariance becomes spread more equally over the graph.
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Figure 3. Average Dirichlet norm of 5,000 functions sampled
from the graph convolutional Gaussian process prior for varying
number of convolutions K. We use the graph and node2vec
features of the Yeast data set (for details, see Section 6.1) and an
RBF-kernel as the node feature kernel. Its lengthscale and vari-
ance is set to 1.0. For larger K, the average Dirichlet norm de-
creases, indicating that the sampled functions are smoother.
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the labelled data. Yet, by optimising the ELBOwith respect
to the convolution weights λ, we can adapt the smoothness
of the posterior to fit the observed data.
5. Sparse Variational Gaussian Processes for
Link Prediction
The model described so far defines a Gaussian process over
the nodes of the graph G. In the following, we describe
how to transform such a Gaussian process over nodes into a
Gaussian process over node pairs to predict potential edges
between them. We further introduce a variational inducing
point approximation for the intractable posterior.
5.1. Gaussian Processes over Pairs of Nodes
A Gaussian process model over edges of an undirected
graph must operate on the domain of pairs of nodes such
that it is invariant to the order of the nodes within the pair.
Yu & Chu 2008 propose to model edges using the function
r(xi,xj) = L
− 1
2
L∑
l=1
gl(xi)gl(xj)− L
1
2 k(xi,xj), (15)
where {gl}Ll=1 is a set of independent, identically dis-
tributed random variables with gl(x) ∼ GP(0, k(x,x
′))
modelling functions over the nodes of the graph. In the
limit of L → ∞, r converges to a Gaussian process over
node pairs:
r(xi,xj) ∼ GP(0, c((xi,xj), (x
′
i,x
′
j))), (16)
where c((xi,xj), (x
′
i,x
′
j)) = k(xi,x
′
i)k(xj ,x
′
j) +
k(xi,x
′
j)k(xj ,x
′
i) (Yu & Chu, 2008, Theorem 2.2). Cru-
cially, the resulting Gaussian process has the desired prop-
erty that its kernel c is invariant to the order of the nodes
within a pair.
As we would like the link prediction Gaussian process to in-
corporate neighbourhood information in its predictions, we
define the set of random variables {gl}Ll=1 in Equation 15
to follow the graph convolutional Gaussian process prior
defined in Equation 12. This results in the final graph con-
volutional Gaussian process model for link prediction:
f(x) ∼ GP(0,K) (17)
g(x) ∼ GP(0, Kˆ ≡ (S˜1 · · · S˜K)K(S˜
T
1 · · · S˜
T
K)) (18)
r(xi,xj) ∼ GP(0,C),
withC(i,j)(i′,j′) = Kˆii′Kˆjj′ + Kˆij′Kˆji′ . (19)
As before, K is computed using the node feature kernel
kθ : R
D×1 × RD×1 → R on the input node features. The
full model is visualised in Figure 1.
5.2. Variational Inducing Point Approximation
Predicting potential links between node pairs boils down to
a binary classification problem, which dictates a Bernoulli
likelihood. This leads to an intractable posterior distribu-
tion, which we will approximate with a variational distribu-
tion. We will also use a set ofM inducing points to reduce
the computational complexity of inference (see Section 5.3
for a detailed discussion).
Naively placing a set of ofM inducing points onto the sig-
nal domain RD×1, however, fails because of the functional
form of the kernel c, which expects separate inputs for the
two nodes of an edge. Hence, we require inducing edges
that are represented by pairs of inducing points. We solve
this problem by constructing a connected inducing graph
G¯ = (V¯ , E¯) with |V¯ | = N¯ and |E¯ | = E¯ and placing an
inducing point zi ∈ RD×1 on each of the N¯ nodes in the
inducing graph. Each inducing point represents a node fea-
ture on the inducing graph.
In our experiments, we obtain the inducing graph by sam-
pling from a modified Erdo˝s-Re´nyi model (Erdo¨s & Re´nyi,
1959) with E¯ edges that assures the sampled graph is con-
nected. We note that the exact structure of the inducing
graph is of little importance and we have found that alter-
ing the type of random graph model does not affect the
predictive performance. Unlike the input data, no graph
convolutions are applied to the inducing points, hence the
inducing graph merely forms the domain on which the in-
ducing points lie. It is the inducing points, i.e. the node
features of the inducing graph, which are optimised such
that the inducing edges are most informative for posterior
inference of missing links in the input graph.
The inducing points zi ∈ R
D×1 on the nodes of the
inducing graph are placed onto the domain of f . As the
real input points, unlike the inducing points, are subject
to a graph convolution, we have to employ inter-domain
inference (La´zaro-Gredilla & Figueiras-Vidal, 2009;
van der Wilk et al., 2017) for predicting missing links. The
inter-domain covariance between a node pair (xi,xj) of
the input graph and a node pair (zi′ , zj′ ) of the inducing
graph is given by
C(i,j)(i′,j′) =[(S˜
T
1 · · · S˜
T
K)KXZ]ii′ [(S˜
T
1 · · · S˜
T
K)KXZ]jj′
+ [(S˜T1 · · · S˜
T
K)KXZ]ij′ [(S˜
T
1 · · · S˜
T
K)KXZ]ji′ .
KXZ is computed using the node feature kernel kθ :
R
D×1 × RD×1 → R applied on node features of the in-
put graph and the inducing graph.
5.3. Computational Complexity
Using inducing points reduces the computational complex-
ity of inference from O(|E|3) for a vanilla Gaussian pro-
cess to O(|E||E¯ |2) with |E¯ | ≪ |E|. Furthermore, the varia-
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tional lower bound allows us to optimise hyperparameters
with stochastic gradient descent in mini-batches ofB edges
each. A potential computational bottleneck is computing
the B × |E¯| covariance matrix of the graph-convolutional
Gaussian process over nodes. A naive implementation
has complexity O(|V|2|V¯) due to the multiplication with
the convolution matrix S˜. The computational complexity
can be reduced by only considering the convolution ma-
trix for the Npre-image nodes that lie in the pre-image of
the convolution operation on the nodes incident to edges
in the mini-batch. This reduces computation complexity to
O(N2pre-image|V¯). Npre-image is typically small due to sparse-
ness of most real-world graphs (Goldenberg et al., 2010).
6. Experiments
6.1. Data Sets
We apply our method on a set of benchmark data
sets for link prediction as used by Zhang & Chen
2018, for example. The data sets are US-
Air (Batagelj & Mrvar, 2006), NS (Newman, 2006),
PB (Ackland, 2005), Yeast (von Mering et al., 2002),
C.ele (Watts & Strogatz, 1998), Power (Watts & Strogatz,
1998), Router (Spring et al., 2004), and E.coli (Zhang et al.,
2018). We provide an overview of the data set statistics in
Table 1.
The data sets come without node features, hence we gen-
erate them using the node2vec embedding generation al-
gorithm introduced by Grover & Leskovec 2016 using the
same setup as in Zhang & Chen 2018. We use the typical
way of computing the data set split into training and test set.
We randomly select 10% of edges as test edges and remove
them from the graph. We then randomly select an equal
number of node pairs that are not connected by an edge as
negative test samples. The remaining edges are used for the
training set and we again select and equal number of pairs
of unconnected nodes as negative training samples. Note
that we do not require a validation set as model selection
will be performed based on the maximum ELBO achieved
on the training set.
6.2. Experimental Setup
In all our experiments, we set the maximum number of con-
volutions to K = 2. We construct an inducing graph with
|V¯ | = |V |2 nodes and |E¯| = 2|V¯ | edges. We use a radial
basis function kernel (RBF) with automatic relevance deter-
mination (ARD)
k(x,x′) = ν exp
(
−
1
2
D∑
d=1
(xd − x′d)
2
l2d
)
(20)
for the base kernel of the graph convolutional Gaussian pro-
cess. Its variance ν is initialised to 1.0. Lengthscales ld
Data # nodes # edges average node degree
USAir 332 2,126 12.81
NS 1,689 2,742 3.45
PB 1,222 16,714 27.36
Yeast 2,375 11,693 9.85
C.ele 297 2,148 14.46
Power 4,941 6,594 2.67
Router 5,022 6,258 2.49
E.coli 1,805 14,660 12.55
Table 1. Statistics of the data sets used in our experiments.
Data VGAE LGP GCLGP
USAir 89.28± 1.99 91.51± 1.26 95.01± 0.65
NS 94.04± 1.64 92.55± 1.89 92.47± 1.60
PB 90.70± 0.53 87.99± 0.19 90.33± 0.53
Yeast 93.88± 0.21 95.02± 0.40 95.83± 0.27
C.ele 81.80± 2.18 80.35± 1.37 84.27± 1.99
Power 71.20± 1.65 76.10± 0.75 79.30± 1.81
Router 61.51± 1.22 69.61± 1.33 79.79± 3.62
E.coli 90.81± 0.63 94.25± 0.19 93.89± 0.62
Table 2. The proposed graph-convolutional Gaussian process
(Equation 19) compared to the non-convolutional Gaussian pro-
cess with the kernel from Yu & Chu 2008 and the variational
graph auto-encoder (Kipf & Welling, 2016) in terms of area un-
der the ROC curve (AUC). Results reported with one standard
deviation.
for each feature d are initialised to either 1.0 or 2.0 and
the model with higher ELBO is selected. The convolution
weights λ1 and λ2 are initialised to 0.5 and 0.3 respectively.
The node2vec embeddings have size 128. For parame-
ter optimsation, we use the Adam optimiser (Kingma & Ba,
2015) with a learning rate of 0.001. We train our models
for up to 250 epochs and stop training early if the change
in ELBO over 20 epochs is less than 10−2. For all experi-
ments we report the average performance and standard de-
viation over 5 runs, each with different data splits. All ex-
periments were performed on a NVIDIA Titan X GPUwith
Pascal architecture and 12GB of memory.
6.3. Results
We compare the graph convolutional Gaussian process
model for link prediction (GCLGP) from Equation 19
to a non-convolutional Gaussian process with the kernel
proposed by Yu & Chu 2008 (LGP). Moreover, we com-
pare it to the variational graph auto-encoder (VGAE) de-
scribed by Kipf & Welling 2016, which is also a probabilis-
tic model and hence most closely related to our approach.
We compare models in terms of area under the receiver-
operating characteristic curve (AUC) and average precision
Graph Convolutional Gaussian Processes for Link Prediction
Data VGAE LGP GCLGP
USAir 89.27± 1.29 82.49± 1.58 89.82± 1.30
NS 95.83± 1.04 92.66± 2.44 90.31± 3.89
PB 90.38± 0.72 77.77± 4.64 84.66± 0.46
Yeast 95.19± 0.38 92.07± 0.95 94.52± 0.39
C.ele 78.32± 3.49 71.88± 1.27 77.35± 2.11
Power 75.91± 1.56 88.86± 3.11 86.83± 1.74
Router 70.36± 0.85 79.82± 4.01 91.23± 0.74
E.coli 92.77± 0.65 93.99± 0.47 95.02± 1.08
Table 3. The proposed graph-convolutional Gaussian process
(Equation 19) compared to the non-convolutional Gaussian pro-
cess with the kernel from Yu & Chu 2008 and the variational
graph auto-encoder (Kipf & Welling, 2016) in terms of average
precision (AP). Results reported with one standard deviation.
(AP).
The results of our experiments are presented in Table 2
(AUC) and Table 3 (AP). When comparing the proposed
GCLGP to the non-convolutional LGP, we find that the for-
mer outperforms the latter on most data sets, by up to 10.0
in terms of AUC for some data sets. We find improved per-
formance on six out of the eight data sets in terms of AUC
and also six out of eight in terms of AP. In other cases, such
as the NS data set, LGP performs only marginally better in
terms of AUC, relative to the standard deviation. The re-
sults show that GCLGP is able to use local neighbourhood
information and that this is indeed beneficial for most of the
data sets we are evaluating on. Our method outperforms
VGAE in terms of AUC on six out of the eight data sets,
often by a large margin (by over 15.0 on the Router data
set). GCLGP is roughly on par with VGAE in terms of AP,
outperforming it on four of the eight data sets. The results
highlight the strengths of this highly flexible probabilistic
modelling approach.
7. Conclusion
We have described a Gaussian process model for link pre-
diction incorporating both node features and local neigh-
bourhood information. We have introduced a graph con-
volutional Gaussian process over nodes based on a kernel
that allows to interpolate between node neighbourhoods of
different sizes. We have shown how the model is applied
to the task of link prediction and introduced a variational
inducing point method for Gaussian processes over pairs
of nodes that places inducing points on the nodes of a ran-
domly generated, connected inducing graph. Finally, we
have shown that the proposed model exhibits strong per-
formance on a range of graph data sets, outperforming
non-convolutional Gaussian processes and the graph neu-
ral network-based variational autoencoder in many settings.
Future work can investigate the benefits of deeper hierar-
chies of Gaussian processes for link prediction.
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