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Abstract
It is of considerable interest to test for heteroscedasticity in statistical studies. In this
paper, we investigate such a problem under the framework of a semiparametric mixed model.
A score test is proposed for the hypothesis that all the variance components are zero. We
establish the asymptotic property of the test, and examine its performance in a simulation
study. The test is illustrated with the analysis of a longitudinal study of measurements of
serum creatinine.
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1. Introduction
In regression models, one of the common assumptions is that of homoscedasticity.
The violation of this assumption can have adverse consequences for the efﬁciency of
the estimators, so it is important to check this assumption whenever possible. The
heterogeneity of the variance of observations is derived from explainable
heterogeneity and/or unexplainable heterogeneity [17].
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For testing explainable heterogeneity of variance, Cook and Weisberg [2] and
Simonoff and Tsai [14], among others, investigated the score test in classical linear
models; Cai et al. [1], Eubank and Thomas [4] and Oyet and Sutradhar [13]
considered some problems in nonparametric regression models. A number of tests
for the unexplainable heterogeneity of variance have been proposed, and some are
based on a speciﬁc alternative model for heterogeneity [3,15]. Liang [10] applied the
score tests for homogeneity in different groups. Jacqmin-Gadda and Commenges [8]
extended Liang’s [10] work to canonical generalized linear models (GLMs) with
random effects and GEEs with a single correlation parameter. Lin [11] developed a
unifying theory for testing for correlation and heterogeneity in the framework of
GLMs with random effects, using the Laplace expansion of the integrated log-
quasilikelihood. Hall and Praestgaard [6] proposed order-restricted score tests for
homogeneity in generalized linear and nonlinear mixed models. Score tests are
useful, but their construction and properties are not yet investigated for the
semiparametric mixed model where there is a linear component as well as a
nonparametric component. We aim at the score test for homogeneity of variance in a
semiparametric mixed model.
In this article, we use the Laplace expansion to derive a global score test for the
null hypothesis that all the variance components are zero in a semiparametric mixed
model. This test is rather easy to carry out, and it does not require the users to
specify the joint distribution of the random effects. We give the asymptotic
distribution of the test statistic under the null hypothesis, and examine the ﬁnite-
sample performance of the test through a Monte Carlo simulation study. It is found
that the test performs satisfactory in terms of both size and power even when the
samples are of medium size. A longitudinal data example of serum creatinine is
analysed.
2. Semiparametric mixed models
In this section, we present semiparametric mixed models for clustered designs.
Following Zhang et al. [16], we consider an experiment with m clusters and ni
observations over time for the ith cluster (i ¼ 1;y; m; n ¼Pmi¼1 niÞ: Let yij be the
response for the ith cluster at time point tij that can be modelled as
yij ¼ X Tij bþ f ðtijÞ þ ZTij bi þ eij; ð2:1Þ
where b is a p  1 vector of regression coefﬁcients associated with covariates Xij; f ðtÞ
is a twice-differentiable smooth function on some ﬁnite interval, bi are independent
qi  1 vectors of random effects associated with covariates Zij ; and eij is the
random noise. The random effect bi accounts for the correlation within the same
cluster.
Special cases of model (2.1) may be of interest in some applications. If all ni ¼ 1; it
reduces to a partly linear model as considered by Heckman [7] among many others.
If f is not present in (2.1), we are back to the linear mixed model.
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We denote the cluster-speciﬁc response vector by Yi ¼ ðyi1;y; yiniÞT ; and Xi; Zi;
and ei are deﬁned similarly. Let t0 ¼ ðt01;y; t0r ÞT be the vector of ordered distinct
values of the time points tij ði ¼ 1;y; m; j ¼ 1;y; niÞ; and let Ni be the ni  r
incidence matrix for the ith cluster such that its ðj; lÞth element is equal to 1 if tij ¼ t0l
and 0 otherwise. We let Y ; X ; N; e and b denote the vector obtained from stacking up
the m cluster-speciﬁc entries of the same symbol. For example, Y ¼ ðY T1 ;y; Y Tm ÞT :
Also let Z ¼ diagðZ1;y; ZmÞ; and f ¼ ðf ðt01Þ;y; f ðt0r ÞÞT : Model (2.1) can then be
written as
Y ¼ Xbþ Nf þ Zb þ e: ð2:2Þ
Furthermore, we make the following distributional assumptions. The error vector
e is Nð0; s2IÞ; and the random effect b is generated from some distribution F with
mean zero and covariance matrix DðyÞ with DðyÞ ¼ diagðD1ðyÞ;y; DmðyÞÞ; where y
is an s  1 vector of unknown variance components. The magnitude of y can be used
to measure the degree of correlation and heterogeneity of Yi within each subject.
Without loss of generality, we postulate that each component of DiðyÞ ¼ covðbiÞ is a
linear function of y; and that DiðyÞ ¼ 0 ði ¼ 1;y; mÞ if y ¼ 0: We further assume the
third- and higher-order moments of the random effect bi are of order oðjjyjjÞ: These
conditions are consistent with Lin [11] and Hall and Praestgaard [6]. When y ¼ 0;
model (2.2) reduces to a semiparametric regression model or partly linear model.
Thus we can use the hypotheses
H0: y ¼ 0; H1: ya0 ð2:3Þ
for the test of correlation and heterogeneity of variance in a semiparametric mixed
model.
If the distribution of the random effect b is fully speciﬁed as multivariate normal,
we can use Zhang et al. [16]’s method to derive a global score test for y ¼ 0: In this
paper, the exact distribution of the random effect is taken as unknown. We hence
adopt an alternative approach by taking an expansion of the integrated log-
likelihood using the Laplace method [11]. Our model (2.2) is different from Lin [11]
model in which the nonparametric part was not considered.
To derive a global score test for y ¼ 0; we ﬁrst obtain some results for the log-
likelihood in model (2.2). For a given b; the conditional log-likelihood of model (2.2)
and its derivative take the form
lðy; x; bÞ ¼ jjY  Xb Nf  Zbjj2=2s2  n ln s2=2;
@lðy; x; bÞ=@bjb¼0 ¼ ZTðY  Xb NfÞ=s2; ð2:4Þ
@2lðy; x; bÞ=@b@bT jb¼0 ¼ ZT Z=s2;
where x ¼ ðbT ; fT ; s2ÞT :
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3. Score test for variance component
For an n  1 data vector Y following model (2.2), the likelihood function is
Lðx; yÞ ¼
Z
expflðy; x; bÞg dF : ð3:1Þ
Following Lin [11] and Hall and Praestgaard [6], we expand the integrated likelihood
(3.1). Using the moment assumptions on the random effects b and the Laplace
expansion, we have that the marginal log-likelihood for ðx; yÞ is
lðy; x; yÞ ¼ lðy; ; x; 0Þ þ 1
2
tr DðyÞ @l
ðy; x; 0Þ
@b
 @l
ðy; x; 0Þ
@bT
þ @
2lðy; x; 0Þ
@b@bT
  
þ oðjjyjjÞ: ð3:2Þ
Because f ðÞ has inﬁnite-dimensional parameters, following Green and Sliverman [5]
and Zhang et al. [16], by (2.4) and (3.2), the maximum penalized likelihood
estimators of b and f ðtÞ are given by maximizing
lpðy; x; yÞ ¼ lðy; x; yÞ  1
2
lfT Kf
¼  1
2s2
jjejj2  n
2
lns2  1
2s2
tr½ZDðyÞZT 
þ 1
2s4
eT ZDðyÞZT e  1
2
lfT Kf ; ð3:3Þ
where e ¼ Y  Xb Nf ; and l is a smoothing parameter and K is a nonnegative
deﬁnite smoothing matrix as given in (2.3) of Green and Sliverman [5]. Let g ¼
ðxT ; yTÞT : The efﬁcient score Uyð#x0Þ ¼ @lpðy; x; yÞ=@yjfg¼ð#x0;y¼0Þg; for given l and #x0
being the maximiser of lpðy; x; 0Þ; can now be evaluated by differentiating expansion
(3.3). In this paper, l is chosen by generalized cross-validation. Also, the Fisher
information matrix Ig can be evaluated by differentiating (3.3) twice, taking the
expectation under H0 and evaluated at g ¼ ð#x0; 0Þ: If we partition the information
matrix as
Ig ¼
Ixx Ixy
Iyx Iyy
 
;
and deﬁne the efﬁcient information matrix of y as Iy ¼ Iyy  IyxI1xx Ixy; then the score
test statistic for testing H0: y ¼ 0 is
ST ¼ Uyð#x0ÞT Iyð#x0Þ1Uyð#x0Þ: ð3:4Þ
For model (2.2), from the log-likelihood expansion (3.3), the score function
Uyð#x0Þ ¼ ðUy1ð#x0Þ;y; Uysð#x0ÞÞT can be written as
Uyið#x0Þ ¼
1
2 #s4
eˆT Qi  1
n
IntrðQiÞ
 
eˆ; i ¼ 1;y; s; ð3:5Þ
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where Qi ¼ ZDðiÞð0ÞZT ; DðiÞð0Þ ¼ @DðyÞ=@yijy¼0; eˆ ¼ Y  X #b N #f ; #s2 ¼ jjeˆjj2=n;
#x0 ¼ ð #bT ; #fT ÞT ; and In is an n  n identity matrix. When s ¼ 1; DðyÞ ¼ yIq; where Iq
is a q  q identity matrix and q ¼Pmi¼1qi: The score statistic Uyð#xÞ in (3.5) reduces to
Uyð#x0Þ ¼ 1
2 #s4
eˆT ZZT  1
n
IntrðZZTÞ
 
eˆ: ð3:6Þ
Note a property of the normal distribution,
EðeT AeeT Be=s4Þ ¼ 2trðABÞ þ trðAÞtrðBÞ;
for any nonnegative deﬁnite matrices A and B: After some calculations, we obtain,
for i; j ¼ 1;y; s;
Iyiyj ð#x0Þ ¼
1
2 #s4
trðQiQjÞ; Iyibð#x0Þ ¼ 0;
Iyis2ð#x0Þ ¼
1
2 #s4
trðQiÞ; Iyifð#x0Þ ¼ 0
and
Ixxð#x0Þ ¼
1
#s2
X T X
1
#s2
X T N 0
1
#s2
NT X
1
#s2
NT N þ lK 0
0 0
n
2 #s4
0
BBBBB@
1
CCCCCA:
So the efﬁcient information matrix of y can be expressed as
Iyð#x0Þ ¼ ðIijÞ; Iij ¼ 1
2 #s4
trðQiQjÞ  1
n
trðQiÞtrðQjÞ
 
: ð3:7Þ
When s ¼ 1; the efﬁcient Fisher information matrix reduces to
Iyð#x0Þ ¼ 1
2 #s4
trðZZT ZZTÞ  1
n
ðtrðZZT ÞÞ2
 
; ð3:8Þ
and together with (3.6), a score test statistic can be written as
ST1 ¼
feˆT ½ZZT  1
n
IntrðZZT Þeˆg2
2 #s4½trðZZT ZZT Þ  1
n
ðtrðZZTÞÞ2: ð3:9Þ
One important feature of the proposed score test statistic ST is that a detailed
speciﬁcation of the distribution function F of the random effects bi is not necessary.
Thus, the test is robust against arbitrary mixed model alternatives where only the
ﬁrst two moments of the random effects are speciﬁed.
The following gives the asymptotic properties of the proposed score test statistic.
The ‘‘asymptotic’’ in the theorem refers to the number of clusters m-N with cluster
sizes ni bounded in model (2.2).
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Theorem. For model (2.2), under some regularity conditions in the appendix, when H0
is true, the asymptotic distribution of the score test statistic ST is a w2-distribution with
s degrees of freedom.
The theorem extends the ﬁndings of Cai et al. [1], Eubank and Thomas [4] and Lin
[11] in semiparametric regression models.
4. Empirical investigations
4.1. Simulation study
We ﬁrst draw data for m subjects with ni ¼ 10 measurements on each unit from
the model
yij ¼ xijbþ cos ðptijÞ þ bi þ eij ði ¼ 1;y; m; j ¼ 1;y; 10Þ;
where the tij ¼ trunfði þ ðm=5 1ÞÞ=ðm=5Þg=50þ 0:1ðj  1Þ (i.e., every group of 50
clusters has the same set of covariate values of t), xij ¼ 5t2ij þ eij with eij as
independent random draws from Nð0; 0:5Þ; the eij are random noise having the
Nð0; 1Þ distribution, and the random effects bi ði ¼ 1;y; mÞ are independent
random variates from distributions
F ¼ pNðð1 pÞZ; t2Þ þ ð1 pÞNðpZ; t2Þ;
which have means 0 and variances y ¼ pð1 pÞZ2 þ t2: Similar to Lin (1997), we
consider the following four cases of F :
Case 1: For the null, Z ¼ t ¼ y ¼ 0:
Case 2: For the normal, Z ¼ 0; t2 ¼ y ¼ 0:02; 0.04, 0.06, 0.08, 0.10.
Case 3: For the unimodal normal mixture, p ¼ 0:25; Z ¼ 0:25; 0.35, 0.43, 0.50,
0.56, t2 ¼ y pð1 pÞZ2; where y ¼ 0:02; 0.04, 0.06, 0.08, 0.10.
Case 4: For the bimodal normal mixture, p ¼ 0:25; Z ¼ 0:30; 0.40, 0.50, 0.60, 0.70,
t2 ¼ y pð1 pÞZ2; where y ¼ 0:02; 0.04, 0.06, 0.08, 0.10.
We consider three different sample sizes, m ¼ 50; 75, 100. We generate 1000
replications for each choice of y; m; and the distribution of random effects bi: For
each replication, l is chosen by the generalized cross-validation, and the score test
ST1 is computed. The nominal sizes of the tests are set to be 0.05. Table 1 presents
the empirical sizes and powers of the test statistics ST1: We notice that the actual
sizes of the tests are very close to 0.05. The power for ST1 increases quickly with both
y and m; as would be expected. Moreover, the power has little dependence on the
distribution of random effects bi: These ﬁndings agree with the theoretical results.
4.2. An example
We illustrate the use of the test in the analysis of a longitudinal study. This
example is a set of data previously analysed in [9]. The data consist of a total of 619
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subjects with 1585 measurements of the reciprocal of serum creatinine (SCRI); the
value of this variable ranges from 0.028 to 2.5. The explanatory variables are hkd
(hkd= 1 or 0 for with or without hereditary kidney disease), ht (ht= 1 or 0 for with
or without hypertension) and patient’s age (which ranges from 18 to 84 years).
Observations were taken at arbitrary times from each subject, and the number of
observations per subject ranged from 1 to 22.
Jones and Boadi-Boateng [9] ﬁtted a linear mixed model assuming a linear
relationship between SCRI and age. As the exact relationship between SCRI and age
is unknown, we may consider a semiparametric mixed model as follows:
SCRIij ¼ htibþ f ðageijÞ þ zTij bi þ eij; ð4:1Þ
where zij ¼ ð1; ageijÞT ; bi ¼ ðbi1; bi2Þ is Nð0; DðyÞÞ;
DðyÞ ¼ y1 y2
y2 y3
 
and eij is Nð0; s2Þ:
Since different linear relationships between SCRI and age were found [9] for
patients with and without hereditary kidney diseases, a semiparametric mixed model
is considered separately for each of these two patient groups. Tests for independence
and homogeneity are constructed. Under the independence structure ðy ¼ 0Þ and
using the generalized cross-validation method, for patients without hereditary kidney
diseases, we obtain l ¼ 9750:0; #b ¼ 0:0942 ð0:029Þ; #s2 ¼ 0:0704 and ST ¼ 89:39
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Table 1
Empirical sizes and powers of the score test in 1000 replications
y Sizes and powers
m 50 75 100
Normal 0 0.054 0.050 0.047
0.02 0.158 0.200 0.247
0.04 0.417 0.533 0.631
0.06 0.621 0.792 0.909
0.08 0.823 0.936 0.976
0.10 0.910 0.983 0.995
Unimodal normal mixture 0 0.054 0.050 0.047
0.02 0.171 0.246 0.250
0.04 0.395 0.545 0.674
0.06 0.654 0.813 0.909
0.08 0.830 0.937 0.981
0.10 0.906 0.980 0.995
Bimodal normal mixture 0 0.054 0.050 0.047
0.02 0.168 0.250 0.251
0.04 0.389 0.554 0.670
0.06 0.660 0.818 0.912
0.08 0.831 0.946 0.980
0.10 0.910 0.983 0.995
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ðp ¼ 0:000Þ; for patients with hereditary kidney diseases, we obtain l ¼ 467:0;
#b ¼ 0:1946 ð0:027Þ; #s2 ¼ 0:1096 and ST ¼ 145:7 ðp ¼ 0:0000Þ: Figs. 1 and 2 give
the nonparametric ﬁtting of SCRI to age for patient groups without and with kidney
diseases, respectively. The curves do not look linear; further investigations on
linearity/nonlinearity seem necessary. The large values of the test statistics suggest to
reject strongly the null hypothesis of independence and homogeneity y ¼ 0:
Moreover, we also consider two other models with the random effect components
modiﬁed as (a) zTij bi ¼ bi1; and (b) zTij bi ¼ ageijbi2: The score test statistics are
obtained as STa ¼ 85:32 and STb ¼ 53:90; and STa ¼ 133:6 and STb ¼ 98:24 for
patient groups without and with hereditary kidney diseases, respectively. These
results may suggest that the original model (4.1) having both random components,
bi1 and bi2; should be taken.
5. Concluding remarks
In this paper, we propose variance component tests which do not require the
assumption on the distribution of the random effects in a semiparametric mixed
model. The score test statistic ST can be constructed by only ﬁtting the
semiparametric regression model or partly linear model under the null hypothesis
that y ¼ 0: Our simulation results demonstrate that the test performs satisfactorily.
The proposed test is used to test for all the variance components to be zero. If
there is only one variance component, we may construct a more powerful one-sided
normal test based on the score function. In practice, it is also of interest to test for
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Fig. 1. Nonparametric ﬁtting of SCRI to age for patient group without hereditary kidney diseases.
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Fig. 2. Nonparametric ﬁtting of SCRI to age for patient group with hereditary kidney diseases.
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some of the variance components to be zero. In our model that having the
nonparametric component, however, it seems much more difﬁcult, statistically and
computationally, to construct a test statistic for such a purpose. In the example, we
have constructed score test statistics for models with different random effect
components. The results may provide information on whether some of the variance
components are zero or not. Further investigations on tests for subsets of variance
components are necessary.
The tests proposed in this paper can be extended to test for variance components
in the semiparametric generalized additive mixed model [12].
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Appendix. Proofs
Here we establish the theorem in Section 3. We assume the following regularity
conditions under independence ðy ¼ 0Þ:
Condition 1: We require that fnig is a bounded sequence of positive integers; there
exists 1pnoN; such that NT NonIr; where Ir is a r  r identity matrix.
Condition 2: The second derivative of function f is bounded.
Condition 3: Let di be the largest eigenvalue of matrix Qi; i ¼ 1;y; s; there exist
positive constants C1 and C2 which are independent of m; such that
0oC1p min
1pips
ðdiÞp max
1pips
ðdiÞpC2;
and there exists a positive deﬁnite matrix I0y ; such that
lim
n-N
n1Iy ¼ I0y :
Condition 4: There exists a continuous strictly positive density function wðÞ on
½0; 1; such thatZ t0
i
0
wðtÞ dt ¼ 2i  1
2r
; i ¼ 1;y; r:
Condition 5: Let m ¼ mðX ; tÞ ¼Xbþ Nf ; Al¼NðNT N þ lKÞ1NT ; and Hl¼Alþ
ðIn  AlÞXðX T ðIn  AlÞX Þ1X T ðIn  AlÞ is the hat matrix given in Eq. (4.17) of
Green and Sliverman [5], then n-N; l-N in such a way that n1l-0 and
n1=2jjðI  HlÞmðX ; tÞjj2-0:
Condition 1 ensures that the number of distinct time points r will also go to
inﬁnity, as the number of subjects m-N; and r ¼ OðnÞ: Condition 3 is necessary for
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applying a consequence of the Lindeberg–Feller theorem. Condition 4 is similar to
the conditions given in [4,7]. The conditions on l are quite mild. Condition 5 entails
only that the average squared bias for #mðX ; tÞ ¼ HlY be oðn1=2Þ: The bias of the
estimate of nonparametric component f is at most Oðn1lÞ: The ‘optimal’ choice of l
is of the order n1=5: Under a mild condition on X ; t; e; Heckman [7] proved that the
bias of the estimate of parametric part b is oðn1=2Þ: These satisfy condition 5.
To prove the theorem, we ﬁrst give a lemma which is similar to Lemma 2 of
Eubank and Thomas [4].
Lemma. Under the conditions of the theorem, we have
(1) all the eigenvalues of Hl lie between 0 and 1;
(2) n1=2trðHkl Þ-0; n-N; k ¼ 1; 2;y:
Proof. First, due to Hl ¼ Al þ ðIn  AlÞXðX TðIn  AlÞXÞ1X TðIn  AlÞ; and
Al ¼ NðNT N þ lKÞ1NT ; by condition 1, we have
NðI þ lKÞ1ðNT NÞ1NTpAlpN I þ ln K
 1
ðNT NÞ1NT :
By conditions 4 and 5 and using Lemma 2 of Eubank and Thomas [4], we have that
all the eigenvalues of Al lie between 0 and 1; and
n1=2trðAklÞ-0; k ¼ 1; 2;y: ðA:1Þ
Thus Al is an nonnegative deﬁnite matrix, and there exists a matrix P such that
I  Al ¼ PPT :
Second, since PT X ðX T PPT X Þ1X T P is an idempotent matrix,
I  Hl ¼ PðI  PT XðX T PPT XÞ1X T PÞPTX0: ðA:2Þ
Thus result (1) of the lemma is proved.
To prove result (2), let B ¼ ðI  AlÞXðX T ðI  AlÞX Þ1X TðI  AlÞ: By the
property of the trace of a matrix, we have
trðBÞ ¼ trððI  AlÞðI  AlÞ1=2X ðX TðI  AlÞXÞ1X TðI  AlÞ1=2Þ
p r1ððI  AlÞÞtrððI  AlÞ1=2X ðX TðI  AlÞXÞ1X TðI  AlÞ1=2Þ
p r1ððI  AlÞÞppp;
where r1ððI  AlÞÞ is the largest eigenvalue of the matrix ðI  AlÞ: By BX0; for any
positive integer k; we have
trðBkÞpðtrðBÞÞkppk: ðA:3Þ
On the other hand, since AlX0 and BX0; by the Minkowski inequality,
trðHkl Þ ¼ trððAl þ BÞkÞp½ðtrðAklÞÞ1=k þ ðtrðBkÞÞ1=kk: ðA:4Þ
Combining (A.1), (A.3) and (A.4) yields result (2) as desired. &
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Proof of Theorem. We ﬁrst prove that #s2 is a consistent estimator of s2: Since
#s2 ¼ jjðI  HlÞY jj2=n ¼ fjjðI  HlÞejj2 þ 2eTðI  HlÞ2mþ jjðI  HlÞmjj2g=n:
By the law of large number and condition 5, we have #s2  s2 ¼ opð1Þ: So we can
treat s2 as known, without loss of generality, equal to 1:
For any given s  1 constant vector a ¼ ða1;y; asÞT ; we have
aT Uyð#x0Þ ¼ 1
2
eˆT
Xs
i¼1
ai Qi  1
n
IntrðQiÞ
 " #
eˆ
¼ 1
2
Y T ðIn  HlÞRnaðIn  HlÞY ;
where Rna ¼
Ps
i¼1 aiðQi  1n IntrðQiÞÞ: By condition 3, it sufﬁces to show that
n1=2aT Uyð#x0Þ ¼ n1=2Y T MnY=2 converges to Nð0; aT I0y aÞ; where Mn ¼ ðIn  HlÞ
RnaðIn  HlÞ:
By Lemma 1 of Eubank and Thomas [4], fY T MnY  trðMnÞg=½2trðM2n Þ1=2
converges to a standard normal distribution if (i) maxi ðr2i Þ=
Pn
i¼1 r
2
i-0; where frig
be the eigenvalues of Mn; (ii)
mT M2nm
trðM2n Þ-0; and (iii)
mT Mnm
ðtrðM2n ÞÞ1=2
-0:
By the result of the Lemma and condition 3, we have
max
1pipn
ðr2i Þ ¼ maxjjZjj¼1 Z
T M2nZ
¼ max
jjZjj¼1
ZTðI  HlÞRnaðI  HlÞðI  HlÞRnaðI  HlÞZ
p max
jjZjj¼1
ZT R2naZp
Xs
i¼1
jaijdi
 !2
osC22
and
n1
Xn
i¼1
r2i ¼ n1trðM2n Þ ¼ n1trðR2naÞ þ n1OðtrðH4l þ H3l þ H2l þ HlÞÞ:
It follows from condition 3 and the Lemma that
n1trðR2naÞ ¼ n1tr
Xs
i¼1
Xs
j¼1
aiaj Qi  1
n
IntrðQiÞ
 
Qj  1
n
IntrðQjÞ
 " #
¼ 2n1aT Iya-2aT I0y a: ðA:5Þ
Thus, we now have that
max
i
ðr2i Þ
Xn
i¼1
,
r2i ¼ Oðn1Þ; and trðM2n Þ=trðR2naÞ-1: ðA:6Þ
Similarly, by condition 5 and the Lemma, we can show that
mT M2nm
trðM2n Þ
-0;
mMnm
ðtrðM2n ÞÞ1=2
-0: ðA:7Þ
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To complete the proof it only remains to show that trðMnÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
trðM2n Þ
p
-0: From
trðRnaÞ ¼ 0; we obtain
n1=2trðMnÞ ¼ n1=2½trðRnaÞ  2trðRnaHlÞ þ trðRnaH2l Þ
p 2sC2n1=2trðH2l þ HlÞ:
Combining (A.5) and (A.6) yields the results. &
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