This software architecture pattern describes how to set up an information system's architecture by using 'business components' and their 'representational connectors' that, together, form the Star pattern. The pattern allows the separation of business concerns from technology. The various representational connectors, which allow external systems to interact with a business component, are both non-invasive and loosely coupled to the business domain. These characteristics of the Star pattern support highly exchangeable interconnectivity channels. How the separation between a "business component" and its "representational connectors" can be established is described by using a linguistic view for how an information systems architecture can be structured.
INTRODUCTION
In modern information systems development, the ability to change old or to add new upcoming interconnectivity technologies to existing or new external systems is a demanding requirement. An approach, which allows a rapid, easy and a non-invasive usage of various interconnectivity technologies will be beneficial for a software architect. A novel pattern, named the Star pattern, will be introduced to solve this frequently found architectural problem. The Star pattern lies at the heart of software architecture in that it is solely based on the well-known architectural building blocks 'components and connectors' [13] . While a 'component' is a computational unit in an application, a 'connector' enables communication between components. Here, the pattern applies these concepts in introducing 'business components' 1 to meet functional business requirements as well as 'representational connectors', which provide the business functionality to external systems by using different interconnectivity protocols.
Motivating example
Within the news domain, provision of a newsletter can be considered a sub-functionality. The main functional requirements of an exemplary news application are its registration and deregistration of subscribers and the delivery of news for the subscribed topic in the form of a newsletter. The functional requirements of the domain can be grouped into behavioural and structural aspects as presented in Figure 1 . Additionally, functional and non-functional requirements concerning interconnectivity aspects of the future news application have to be collected. For example, different types of communication channels, over which news will be communicated using graphical user interfaces, external systems and databases are needed. Currently, because of fast innovations in hardware and infrastructure, there is not one type of technology at the endpoint of a channel but many different modern execution platforms. The plethora of different devices, which have varying size and complexity, places a heavy burden on the development of state-of-the-art information systems. In addition to these technical functional requirements, non-functional requirements such as latency, reliability and so on should also be specified.
CONTEXT
An information system that needs to provide its content over different protocols to diverse external software systems potentially running on different devices.
PROBLEM
The domain concerns of an application should be fully independent of the protocols used between external distributed systems and an application. Interconnectivity aspects realized by various protocols should be easy to add to or remove from the business application in a non-invasive way. As a result, the business concerns should be fully independent of technical aspects, which change much faster than business domain functionality can. Due to the competitive advantages for the vendors who provide business services for new devices of varying sizes and types quickly, application connectivity should be modifiable dynamically and in an ad hoc manner. However, in addition to the advantage of providing various channels between external systems and an application, this diversity of protocols causes a growing complexity in managing them. An approach that is easy to apply despite the mix of diverse technologies would be beneficial.
The following forces influence the solution:
 Non-invasiveness. The implementation of the functional requirements of the business concerns should be realized in such a way that there are no dependencies to platform/framework functionality.
 Modifiability. The architecture of the application must be modifiable not only at the business domain dimension but also within the technology's scope. The need for a flexible expansion or reduction of the provided business functions is dependent on the current business conditions. However, rapidly upcoming technical innovations should also be considered to connect the business application to state-of the-art external systems. The solution for an information system's architecture should include the ability to independently add, remove and modify protocols for information interchange to various external systems. This exchangeability of protocols also contributes to the minimization of development costs.
 Simplicity. During application development, a plethora of protocols, which must be able to connect to diverse external platforms, need to be considered. The envisioned architecture has to be sufficient to handle the underlying complex reality, and the design should be easy to understand and communicate for software developers. A uniform set up of connectivity channels would be favourable.
 Loose coupling. Adding or removing new protocols dynamically to the application should have no side effect on the business domain concerns.
 Distribution of work packages. The solution should allow the application to be built by teams, each of which is responsible for different tasks to which business domain or technology concerns can be easily assigned. At the very least, a parallel execution of work packages shortens the due date; at best, it also minimizes development costs.
 Testability. The fulfilment of the functional requirements should be testable using only the provided business services of the application without the need to install any technical protocols.
SOLUTION
The proposed solution -the Star pattern -is based on insights into how a 'concept' and its 'representation' are used in knowledge engineering and linguistics 2 . Based on these findings, the Star pattern is now introduced as a new perspective on structuring information system architecture.
The Star pattern
For information systems, concepts of the business domain that belong together are mapped to a 'business component'. The representation of concepts is handled by 'representational connectors'. Whereas a 'business component' encapsulates structural entities by behavioural services, a 'representational connector' transmits concepts between the business component and an external system. To enable this transmission, a translation between the concepts expressed by a general purpose language (GPL) of the business component and a domain specific language (DSL) [18] of the external system is necessary. Crosscutting concerns (CCC) [2] are often added to the 'representational connector' to enable common supportive aspects. Figure 2 depicts a general overview of the involved elements. For today's applications, many different interconnectivity channels to a diversity of external systems are mandatory. To support this requirement, the general set up, depicted in Figure 2 , is exemplified for various connectivity channels with their special protocols and DSL's ( Figure 3 ).
Because the representational connectors are arranged around the business component, it becomes clear why the new pattern is named 'Star pattern'. It is simply because the resulting structure looks like a star and has those characteristics. The metaphorical name 'Star' is chosen because a pattern name should be concise and unambiguous to convey the intended idea behind the pattern. The name Star pattern strongly evokes knowledge of a natural phenomenon that every human knows. At the centre of a star there is an energy source, which emits pulsating blocks of matter/energy that form streams around the centre. Without the centre there are no streams. This is in compliance with the intent of this pattern, which is to have a central business component surrounded by dependent representational connectors to transfer partial copies of the domain to and from external systems.
The metaphor works well to illustrate the general setup of one domain component and its representational connectors but falls short of showing the composition of multiple domain components and their representational connectors. In principle, one can think of the central business component depicted in a Star pattern as a topmost business component composed of subdomain components that provide various functionality within the business component. In the same fashion a representational connector is logically structured. It transfers domain structure and behaviour of the overall business component through inner and fine-grained representational connectors connected to subdomain components. In the end a recursive Star pattern at different scales is established that exhibits a selfsimilar or fractal structure.
Business component
In the literature, different component definitions exist, but they all have at least the following in common [17] :  exposes functionality to other components at its provided interfaces  indicates needed functionality from other components at its required interfaces  groups behaviour and structure under a concise name  supports composability to establish more complex components
In contrast to technical components, which are used in later software development phases, business components are based on domain behaviour and structure found in functional system analysis [1] . In general, the underlying principle of a business component is the data encapsulation principle combined with 'information hiding'. The business component presents domain behaviour at its outer shell in the form of provided interfaces and indicates any dependencies on other business components in the form of required interfaces. Internally-hidden from other business components-the domain structure of the component is included. In the design phase, business components can be modelled using component diagrams from UML or can be implemented using a concrete GPL such as Java in the realization phase.
As a consequence business components are at the centre of information system architecture. While expressed by a concrete GPL, a business component is by definition and intent technology independent. At this realization status, it is possible to test whether the business component fulfils the stated behavioural and structural requirements. No additional technologies are necessary to test its functionality.
Representational connector
While business components are a well-known concept within information systems architecture, the term 'representational connector' is a new one. Based on the concept of connectors in software architecture, it is enriched and unified here specifically to accommodate aspects of information systems architecture.
A representational connector serve to translate and transfer the concept to the endpoints of the channels and vice versa. In the intended new architecture for information systems, representational connectors convert domain behaviour and structure expressed by a GPL to a DSL at the endpoints of the connector (Figure 3) . Consequently, the representational connectors are dependent on the business component, but not vice versa. This has strong implications on how representational connectors are attached to a business component both logically and technically. Logically, the structure of every representational connector is the same because each fulfils the same purpose for different endpoints. The representational connectors use specific protocols to transfer the given domain behaviour and structure to an endpoint.
Every representational connector transfers a partial copy of the business component to the endpoints and vice versa. This partial copy is often referred to as a Data Transfer Object (DTO) or a Value Object (VO) in the literature [5] . Crosscutting concerns (CCC) can realize different aspects such as security or logging.
The meaning of the business component does not change when moving the representational connectors around within the Star pattern as depicted in Figure 3 . This is because the business component stands at the centre of the architecture and is technology agnostic, while the representational connectors are dependent on the business component but are totally independent among each other. Because of this characteristic representational connectors can be added later, in the design phase, and implemented independently during realization.
Motivating example resolved
The introduced 'Star pattern' is now applied to the news domain described in the example of section 1.1. Figure 4 depicts an informal illustration of the Star pattern applied to the news domain.
The news business component at the centre is based on the underlying data encapsulation (information hiding) principle, which requires the inclusion of the domain structure by the domain behaviour. Remember that the stated technical requirements for the news application were that it should provide behavioural and structural functionality not for only one type of external system interface but for many different types. To fulfil this requirement given today's modern devices and platforms the business component for the news application needs to be extended with various types of representational connectors (Figure 4 ). For example, a representational connector for a graphical user interface in HTML transfers the functionality of the business component using HTTP.
Representational connectors intended for other purposes may use more specialized protocols such as Java Database Connectivity (JDBC) to access relational databases or Simple Object Access Protocol (SOAP) to communicate with web services 3 . However, because the domain behaviour and structure is expressed in a GPL such as Java, a transformation to a DSL (HTML and WSDL) is necessary. In academia and in industry this type of transformation between two different languages is known as mapping. Depending on the purpose of the connector, different types of mappings could exist such as an object-to-relational-mapping (ORM) between Java and SQL, an object-to-XML mapping (OXM) in case of external systems and an object-to-user interface mapping (OUIM) for displaying data to users.
With that work completed, it can interact with different user devices (e.g., desktop and mobile devices) and can represent the concept of news through different markup languages including HTML, XML, and WSDL. Representational connectors to different external applications (e.g., financial news application, news content management system or Twitter) that run on diverse hardware platforms extend the diversity of connections to other news domain actors. Finally, the news application is enhanced by how the domain behaviour and structure can be persisted using different type of databases (relational, document-oriented) with their specific query languages such as SQL, BSON. Please notice that the technologies used for the news business component and their representational connectors are chosen solely to indicate how the general ideas might be implemented. Conceptually 3 RSS and Twitter are both specialized news protocols as well as data structure formats the new approach presented here is totally independent of any specific technology. For a more detailed description of how software connectors are conceptually configured, see [13] .
VARIANTS
Branched Star. In this variant of the Star pattern, the many different platforms/applications at the technology-centred part of the connector reuse the business-related part of the representational connector by forming a branched star structure. Figure 5 applies the Branched Star variant to the news domain example discussed in 1.1.
This sharing of the business-related part of the representational connector allows the modelling and implementation of this part only once, which minimizes the development cost. To establish the Branched Star variant, a precondition is using the DTOs/VOs together in the business centred part of the connector. For example, representational connectors that connect a relational database via JDBC, an external system via SOAP or a GUI via HTTP to the business component have to share the same DTOs/VOs to benefit from the reduction of elements. The Branched Star variant establishes a business architecture that acts as a hub for information interchange.
REFERENCES AND KNOWN USES
A first evaluation of the Star pattern in 6 software projects in Germany showed promising results. The application domains of these projects include medical technology, electronic commerce, government, and financial business. Various application types, such as information portals, bidding systems, news applications, medical device services, and search applications, were successfully implemented. The development time for a project ranged from 1-3 years and included 3-15 software developers. For each project different sizes of business components and their representational connectors were built. The decomposition of an application domain into business components and the later use of representational connectors have shown that both current and new project team members can comprehend them quickly and easily, efficiently orienting themselves. The uniform and recurring set up of representational connectors reduced much of the mental complexity concerning connectivity aspects exhibited in previous software projects. 
CONSEQUENCES
The Star pattern has the following benefits:
Separation of concerns. Non-functional concerns are the basic forces that form a software application architecture. High quality is required not only for the design artefact but also for architects, who provide the functional domain with its overall technical structure. The proposed Star pattern fulfils the stated non-functional requirements because of an explicit differentiation and usage between the basic architectural building blocks component and connector. These structural elements in the form of business components and their representational connectors provide clear separation and independence of business and technology concerns (e.g., the 'what' is the business functionality, while the technology determines 'how' this functionality can be technically interconnected to external systems).
Modifiability. The partition of responsibility and the independence between each used connectivity technology in the form of representational connectors constitutes an information systems architecture that fosters modifiability, extensibility and scalability. The representational connectors are totally independent; they are orthogonal to each other. When applying the Observer pattern, for example, all representational connectors can be loosely coupled to the business component. Representational connectors, which have registered to the business component, will become active after receiving emitted business events from the business component. As a consequence, the actual technology used can easily be adjusted or replaced. This type of loose coupling is highly favoured in software engineering and is called 'non-invasive'. However, scaling the architecture is also straightforward because of the self-similar or fractal nature of the Star pattern. In principle, one can compose an information system architecture by using the Star pattern at different composition levels.
Minimize cognitive load. Applying only one structure many times minimizes the cognitive load for architects considerably. The resulting benefits from the expressiveness of the Star pattern facilitate the interrelation of documentation, learning and communication of the resulting architecture. For software developers new to a project it was reported that orientation within the software project was well supported by the new pattern. In addition to these quality considerations the Star pattern is based on a well-founded theory in knowledge engineering and linguistics. 4 The underlying insights of this theory reflect how humans conceptualize 'reality' and how these constructed concepts can be represented by use of different languages. This human-centred approach is mimicked by the Star pattern to structure information systems, minimizing the mismatch between the perceived domain and the designed application.
The Star pattern has the following liabilities:
Difficulty establishing the correct granularity. The Star pattern is based on business components and their representational connectors at different levels of granularity. A resulting architecture with only a few domain components does not fully exploit the pattern's potential for interconnectivity. As a consequence, large representational connectors would transfer various functional business aspects of conceptually different levels. In contrast, too many domain components with their corresponding representational connectors introduce unnecessary complexity and overhead in managing them.
Data translation, transformation, and transmission overhead. One task of the representational connectors is to transmit the structural and behavioural aspects both to and from the business components to the external systems. Technically, there is a need to translate the business domain functionality expressed in a GPL to a DSL. Additionally, because of the separation of concerns, the content of the business component has to be partially transformed for the representational connector to be independent of the business component. The result of such transformation is a DTO/VO. The translation and transformation of conceptually the same content increase the overhead needed to handle the many resulting artefacts and later decreases the latency of a running system.
SEE ALSO
Core Domain, Services, Entities and Value Objects. In his influential book about Domain-DrivenDesign (DDD), Eric Evans [5] describes a method that puts the business domain at the centre of an application. To ensure that this relevant requirement is fulfilled, patterns such as Core Domain, Services, Entities, and Value Objects are presented. The underlying idea of business domain orientation, fostered by these patterns, is also an integral part of the Star pattern. However, in contrast to the Star pattern, where representational connectors are mandatory, no such building block exists in DDD. Additionally, in DDD, there is an explicit reference to the Layers pattern of the POSA book [2] to structure the domain-driven system architecture. Whereas the underlying principle of the Layers pattern is the abstraction principle, the Star pattern is based on the representation principle between domain functionality and technical connectivity concerns.
Layers. To decompose a complex information system, the Layers Pattern and its variant 'Relaxed Layers System' [2] is often used. The Layers pattern structures applications in such a way that subtasks of a system are grouped together at a particular level of abstraction. Research on the usage of layered architecture has shown that many deficiencies exist, the most extreme example of which leads to a contradiction of the original intent of the pattern which is to form an abstraction hierarchy [12] . In addition to other reasons, the addition of vertical layers, highly generic layer names and a mesh of far-reaching connectors can be mentioned. The Star pattern avoids these shortcomings by focusing on establishing a self-similar structure at different granularity levels that separates business concerns and technology-motivated aspects by use of representation instead of focusing on the abstraction principle to decompose a system.
ADDENDUM -THE UNDERLYING IDEA BEHIND THE STAR PATTERN
In order to understand why the suggested 'Star pattern' is a solid solution, the idea behind the solution will be introduced. It is the belief and experience of the author that a technology-oriented focus often deviates from the intension of the underlying original intent. Therefore to tackle the described problem, a technologically neutral perspective is chosen.
Contributions of knowledge engineering and linguistics
This section presents pertinent findings from knowledge engineering and linguistics. The underlying insights of these theories reflect how humans conceptualize 'reality' and how these constructed concepts can be represented through the use of different languages. This human-centred approach, when integrated into a new approach for structuring information systems, minimizes mismatches between the perceived domain and the designed application.
The modelling triangle
To understand the complex external world, humans begin learning how to classify phenomena into named categories starting in childhood. In knowledge engineering and psychology, a category is known as a concept: "A concept is considered as the representation of a mental object and a set of attributes, expressed through a specific language of the mind which lets it be represented through symbols or patterns which are computable" [11] . To build information systems, conceptual modelling is an important part of the analysis phase. As Wand et al. [18] mention, "
[a] conceptual model should reflect knowledge about the application domain rather than about the implementation of the information system" (see also [9] ). The required activities when establishing a conceptual model can be described by a modelling triangle as shown in Figure 6 . The modelling triangle [16] , which is based on the well-known semiotic triangle [6] , [10] , relates to the relevance of different types of systems relevant when modelling information systems. By analysing a part of the 'world', modellers must construct their own conceptual models of the perceived system in their minds. They do this by making abstractions from the concrete aspects of the perceived system that form a conceptual system of interrelated categories. To share this understanding of the perceived system, modellers must externalize their internal conceptual models using one or more symbolic systems (i.e., languages). The created external model, which is required to communicate the mental model, is useful when it represents the important aspects of the internal model.
This research paper focus only on the representation aspect of the triangle because the challenge is to investigate how concepts (the domain of the information system) can be expressed and communicated in different ways (for external systems). In short, 'how concepts are represented' instead of 'how concepts are constructed' will be examined in the next section. In his seminal essay about 'representation' Hall declares: "Representation is an essential part of the process by which meaning is produced and exchanged between members of a culture. It does involve the use of language, of signs and images, which stand for or represent things" [7] . Other fields such as knowledge and ontology engineering state that "[t]he core reading of the term 'concept' in the knowledge representation and related literatures starts out from the recognition that different terms -for example terms in different languages such as 'dog', 'chien', and 'Hund' -may have the same meaning" [15] . This statement is the starting point for a deeper discussion in the next section on how concepts are represented in different languages and communicated via different channels.
A natural language example
In the following example, a conceptualized dog is depicted as an icon ( Figure 7 ).
This dog icon signifies the concept in the mind of a person who has internalized both the structural attributes and the behavioural activities of dogs in general. It is important to note that such an abstraction must have taken place because the concept holder does not capture every structural and behavioural aspect of dogs, only those that are important to the person. Only a small part of reality is perceived. The concept of a dog can be considered as one element of a vocabulary of concepts forming the mental language of a person. To communicate this concept to another person, a concrete natural Figure 6 . Modeling triangle Figure 7 . A mental concept and its representation in natural languages language must be chosen 5 . Every structural and behavioural aspect of the mentally captured concept must be conveyable to the communication partner by the selected natural language. This capability is due to the representational characteristics of signs within a natural language. In contrast to this abstraction mechanism, in the representation relation there is principally no loss of captured structural and behaviour aspects between concepts in the mental language and those in a natural language. Every conscious aspect of a concept can be expressed using a natural language because 'representation' is concept preserving.
One task of the representation relation is the translation of a concept from mental to natural language and vice versa. This is performed by coding the concept using natural language and transferring it via a medium. Hence, different natural languages and media can be used. In the example, three different languages are chosen to indicate two types of writing systems: English is written in Latin characters while Russian uses Cyrillic characters. Both are members of the alphabetic writing system, which differs from the logographic writing system employed for Chinese.
In Figure 7 one of the most important characteristic of a concept and its representation in natural language can be seen in the arrangement of both elements: At the centre is the concept, while a natural language resides at the endpoint of a channel. One can add or replace a language without affecting the concept because it is, in principle, independent of the natural language. Thus, natural languages act as a type of technology established by humans to transfer concepts for communicating.
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