Abstract. Multistage Stochastic Programming is a popular method to solve financial planning problems such as Asset and Liability Management (ALM). The desirability to have future scenarios match static and dynamic correlations between assets leads to problems of truly enormous sizes (often reaching tens of millions of unknowns or more). Clearly parallel processing becomes mandatory to deal with such problems. Solution approaches for these problems include nested Decomposition and Interior Point Methods. The latter class in particular is appealing due to its flexibility with regard to model formulation and its amenability to parallelisation on massively parallel architectures. We review some of the results and challenges in this approach, demonstrate how popular risk measures can be integrated into the framework and address the issue of modelling for High Performance Computing.
Introduction
Asset and Liability Management (ALM) is one of the most important applications of portfolio optimization. The basic setup is that a large long-term investor (such as a pension fund or an insurance) has to decide how to invest available capital into a choice of assets (which may be stocks, bonds, real estate, etc) over several time periods. In every time period the investor faces liability payments, but may also receive cash contributions. The problem is to find an optimal investment strategy that maximised net return, while controlling the risk of defaulting on the liability payments. Parameters such as asset returns, liability payments and cash contributions are uncertain, however it is assumed that some information about their (joint) distribution is available.
The simplest model of this kind is the Markowitz Mean-Variance model in which only one period of investment is considered, and all uncertain parameters are assumed to follow a multivariate normal distribution with known expectations and covariances. There has been widespread criticism of this model, most importantly concerning its static nature (which does not take into account effects due to rebalancing or transaction costs), the implicit assumption of normal distributions and the use of variance as a risk measure.
In response a multitude of alternative risk models have been suggested, from simple linear Mean Absolute Deviation through to Stochastic Dominance Constraints. As a result research emphasis as shifted to stochastic dynamic models that (in principle) allow the use of any return distribution and can be adapted to a variety of risk measures.
Realistic models need to account for long planning horizons and adequate capture of the joint distributions of all future events that can influence the return of the portfolio over the planning horizon. These requirements quickly result in astronomical problem sizes. On the other hand progress on solution algorithms (in particular Interior Point Methods) and the use of High Performance Computing techniques have made problems of unprecedented sizes tractable.
The aim of this paper is to present risk-averse ALM models, the challenges inherent in building and solving them and to show how high-performance computing can be leveraged to overcome these challenges. In the following section we discuss the features of stochastic programming models for ALM with various risk measures. Section 3 will give details of solution challenges and HPC approaches to them, while the final Section 4 will summarise some numerical results.
The Stochastic Programming approach to ALM
Let A be the set of possible investments available over time periods t = 1, .., T . With each investment j ∈ A and each time period t we associate an (unknown) return r t,j . Further there are (again uncertain) cash contributions C t and liability payments L t . Denote by ξ t = (C t , L t , {r t,j } j∈A ) the uncertain data in each time period. The state of the portfolio is denoted by the vector x 
(1) where γ are the (assumed proportional) transaction costs and X T is the value of the portfolio at the final time period when converted into cash.
The model describes a multi-stage decision process in which information ξ t becomes available at certain discrete points in time, and decisions x t at time t can be based only on information available at that point in time (non-anticipativity):
Note that in this setting both the data ξ t as well as the decisions x t are described by discrete-time stochastic process, hence problem (1) is a semi-infinite optimization problem and as such very difficult to solve.
The stochastic programming approach to ALM overcomes this problem by replacing the data process ξ t by a discrete approximationξ t . That is at every stage there are finitely many different outcomesξ t,i . The resulting processξ can be visualised by a tree giving the evolution of future data realisation: this is known as the scenario tree. Let L t denote the set of all nodes at stage t in the W1  T2 W2  T4 W4  T5  W5  T3  W3  T6 W6  T7 tree, L = t L t the whole tree and for a given node i ∈ L t let a(i) ∈ L t−1 be the ancestor node. Then the discretised version of (1) reads
which is a standard (if large) linear programming problem. With appropriately chosen matrices W i , T i , d i (see [6] ) the Jacobian for the scenario tree given in Figure 1 has the given nested bordered block-diagonal form. In particular note the final constraint in (2b) which stretches over all scenarios and corresponds to the linking row in the constraint matrix. While it would be possible to substitute for y in the objective function, thereby eliminating this row, the presence of y as an explicit variable results in more modelling flexibility and sparser formulations (cf [6] for details).
The question of scenario generation, that is how to construct a discrete approximationξ t to ξ t in some optimal sense is an active field of research. An overview can be found for example in [9] . For our purposes it suffices to say that for every node in the scenario tree, the scenarios described by the successor nodes need to capture means, variances and correlations (conditional on the current state) between the |A| different assets. For a realistic model description the size of the scenario tree quickly reaches astronomical sizes. For a tree with T = 5 stages and a branching factor of 30 at each node (barely enough to capture the correlation between say, 60 considered random variables describing the evolution of investments and liabilities), the resulting tree has 24 million scenarios. Assuming 20 different assets, model (2) would have 1.5 × 10 9 variables and 5.3 × 10 8 constraints.
Risk Averse ALM Modelling
The main deficiency of the prototype ALM model in the previous section is that it only aims to maximise expected excess return, without attempting to control risk. The standard approach to handle risk follows the suggestion of Markowitz [12] and uses the variance of the surplus return as a risk measure. In the Markowitz model the twin contradictory objective of maximizing expected return while minimizing risk are combined into a single objective
where λ > 0 is a risk-aversion parameter. Using the identity
2 , the variance of the final wealth can be expressed within model the ALM model as
which can be readily incorporated into the formulation (2) leading to a quadratic programming problem with a block-diagonal Hessian [6].
On the other hand the use of of the variance as a risk measure has been criticised in various places as being to simplistic. Practitioners often recommend the use of a von Neumann-Morgenstern type [15] nonlinear utility formulation
where U : IR → IR is a utility function. Usually U is assumed to be convex and non-decreasing which corresponds to a risk-averse investor. A popular choice for U (x) is U (x) = − log x. Konno et al. [10, 11] , suggest the use of skewness (third moment of X T ) in the objective to adequately cover non-symmetrical distribution of return. Pflug [13] suggests the use of lower-semivariance
for the same reason. As shown in [6] these formulations can be incorporated into the model (2), at the expense of introducing nonlinear constraint and objective terms, while keeping the structure of the problem intact. Stochastic dominance has been suggested as an alternative for risk modelling by [2] . A random variable X is said to dominate another r.v. y by second order stochastic dominance (X ssd Y ) if and only if
for all non-decreasing concave utility functions; i.e. any rational risk-averse investor would prefer portfolio X to portfolio Y . In order to use stochastic dominance within ALM models one can define a benchmark portfolio B (whose return is a random variable) and only consider investment decisions whose return outperforms the benchmark by s.s.d.:
It has been shown in [2] that X T ssd B is equivalent to
(here (x) + = max{x, 0}).
In the case where the benchmark (which is often sampled from historical data) has only discrete outcomes {b j } j=1,..,m and X T is given by a discrete distribution (as is the case in stochastic programming), constraints (7) can be modelled by the system
This leads to m constraints that are linking all final stage scenarios (and are thus of the same form as the final constraint in (2b)).
Solution based on Interior Point Methods
Since their emergence in the 1990's Interior Point Methods (IPM) have proven to be among the most efficient methods for solving large stochastic programming problems and multitude of applications to ALM exist [1, 5, 6, 14] . The reasons for the success of IPMs on these problems include their applicability to a wide range of formulations, spanning linear, quadratic and nonlinear models, their comparative non-sensitivity to large problem sizes (IPMs are in practice observed to converge in O(log n) iterations, where n is the problem size), and not least the amenability of the linear algebra operations to parallelisation. In the remainder of this section we concentrate on the computational complexity of IPMs for multistage ALM models. A more thorough description of the algorithm can be found in the above references. For the quadratic programming problem
the main computational work consists of solving the Newton system
where (x k , s k , y k ) is the current iterate,
For an IPM applied to the nonlinear problem (9) . For the ALM model (2) with the Jacobian as in Figure 1 , matrix Φ can be reordered into the nested double-bordered block-diagonal form shown in Figure 2 . Fig. 2 . Scenario tree and resulting nested bordered block-diagonal augmented system matrix Φ: highlighted is a matrix block corresponding to a scenario tree node.
Parallelisation & Modelling
As pointed out earlier, the main computational effort in solving the ALM model (2) by Interior Point Methods consists of the repeated solution of system (9) for an augmented system matrix Φ with the nested structure displayed in Figure 2 . Rather than solving this system directly it is more efficient to obtain a Choleskylike factorisation Φ = LDL T and solve system (9) by successive backsolves with L T , D and L. Naturally parallelisation efforts are primarily targeted at these steps. A appealing property of bordered block-diagonal matrices is that by using Schur complement techniques the factorisation and backsolve operations can be decomposed into corresponding operations on the diagonal sub-blocks. Since these sub-block operations are independent they can be readily parallelised.
To exploit the nested structure in Φ in the parallel IPM solver OOPS the whole matrix is represented by a tree of (simple) bordered block-diagonal matrices, mirroring the scenario tree in Figure 2 . Every node of the matrix tree is represented by an instance of a structured matrix object following objectoriented principles. In this manner linear algebra operations on the root node of the matrix tree (corresponding to the whole matrix) are recursively decomposed into corresponding operations on the leaf node matrices. Parallelism is dealt with in the same manner: to every node in the matrix tree a set of processors P i is allocated. Between them the processors in P i are responsible for all operations to be performed on this node. This is done by recursively allocating the processors in P i to the child nodes of the current node (see Figure 3) . The approach has been demonstrated to be scalable up to 1280 processors. Details of the implementation can be found in [7] .
An important consideration is how to transfer the data needed to describe the problem onto the processors. Two approaches have been used traditionally: Either the model and data is generated in-situ on every processor; while efficient in execution this requires writing carefully handcrafted code for every new model. Alternatively, modelling languages such as AMPL [3] are designed to overcome this problem by providing the user with a descriptive language in which to formulate the model and automating the task of model generation. None of the existing modelling languages, however, support parallelisation of the model generation, creating a major bottleneck. In some of the large ALM problems solved by OOPS, the model description alone requires upwards of 40GB making serial model generation impossible. To overcome this issue OOPS is linked to SPML (Structure-conveying Parallel Modelling Language), a parallel model generator [8] . SPML extends AMPL with keywords to indicate model structure.
A preprocessor extracts the model structure, builds processor-sized submodels and distributes them among the available processor, leaving the local model generation to be done on each processor independently.
Numerical Results
Numerical results on OOPS and SPML have been reported in various papers [5, 6, 4, 16] . We therefore restrict ourselves to some highlights. OOPS was able to solve an ALM problem with 6 stages, 12.8 million scenarios, and 1.02 × 10 9 variables on 1280 processors of the 1600-1.7GHz processor machine HPCx in 3020 seconds [4] . OOPS has been applied to various formulations of the ALM problem reported in this paper such as nonlinear utility functions and stochastic dominance constrained problems. In most cases solution times in serial improve (sometimes significantly) on those that can be obtained with the commercial solver CPLEX. On parallel machines a consistent speed-up of 6.22 -7.64 on 8 processors has been reported[5] as has been a speedup of 27.5 going from 16 to 512 processors [4] .
Conclusions
We have presented recent approaches to the parallel solution of multistage portfolio optimization problems using a variety of approaches to model risk. Problems of many millions of variables can now be routinely solved on moderate parallel hardware with almost linear speed-up, while the use of dedicated massively parallel machines makes the solution of problems with 10 9 variables and more feasible.
