Image reconstruction from cone-beam projections collected along a single circular source trajectory is commonly done using the Feldkamp algorithm, which performs well only with a small cone angle. In this report, we propose an error-reduction-based algorithm to increase the cone angle by several folds to achieve satisfactory image quality at the same radiation dose. In our scheme, we first reconstruct the object using the Feldkamp algorithm. Then, we synthesize cone-beam projection data from the reconstructed volume in the same geometry, and reconstruct the volume again from the synthesized projections. Finally, these two reconstruction results are combined to reduce the reconstruction error and produce a superior image volume. The merit of this algorithm is demonstrated in numerical simulation.
I. INTRODUCTION
In the biomedical field, the most popular method for conebeam image reconstruction is the so-called Feldkamp algorithm, which uses a circular scanning locus and reconstructs images well in the case of a small cone angle. 1 However, the Feldkamp algorithm would produce significant image artifacts, such as intensity dropping away from the mid-plane, with moderate or large cone angles. As a result, several variants of the Feldkamp algorithm were developed for practical applications that involve larger cone angles. [2] [3] [4] [5] [6] [7] In this report, we propose a Feldkamp-type algorithm with an iterative reconstruction feature to produce satisfactory images in the case of relatively large cone angles without increasing any radiation dose. First, we reconstruct an object from cone-beam projection data using the Feldkamp algorithm. Then, we synthesize cone-beam projection data from the reconstructed volume in the same geometry, and reconstruct the image volume again from these synthesized projections. Finally, we combine these two reconstructed volumes into a superior image volume with the aid of an adaptive filter to control the image noise. For brevity, our error-reduction-based algorithm is referred to as the ERB algorithm.
In the following, we first briefly review the Feldkamp algorithm, and describe the ERB algorithm including the associated adaptive filter. Then, we report our numerical simulation results, demonstrating the effectiveness of our proposed error-reduction mechanism and adaptive filtering. We conclude the paper with discussions on several relevant issues.
II. METHODS

A. Feldkamp algorithm
A cone-beam computed tomography (CT) geometry is illustrated in Fig. 1 . When a scanning locus is circular, conebeam projections are insufficient for exact reconstruction. 8 The following Feldkamp algorithm is the most popular method for approximate image reconstruction in this case:
where
r ជ denotes the vector from the origin to a point to be reconstructed, the projection angle, 
͑2.4͒
and h the one-dimensional (1D) ramp filter.
B. ERB algorithm
Let us introduce the following definitions. Let f be the function in R 3 to describe an object compactly supported, P the projection operator, i.e., Pf = p , p is the projection data acquired by a two-dimensional (2D) detector, B the reconstruction operator such as the Feldkamp algorithm ͑B FDK ͒. If the reconstruction algorithm is not exact, we cannot reconstruction the object accurately from the projection data. That is,
and
where E͑f͒ϵ f − BP͑f͒ is the reconstruction error. When the cone angle ␥ is sufficiently small, the Feldkamp algorithm performs satisfactorily. Approximately speaking, the reconstruct result of Feldkamp algorithm is regarded as being close to f. That is, we can assume that
where E FDK ͑f͒ is the reconstruction error of the FDK algorithm. Hence, by (2.5) we immediately have
is approximately equal to that
We can reconstruct the object twice using the same Feldkamp algorithm. First, we obtain f 1 as follows:
͑2.10͒
Then, we obtain f 2 based on f 1 :
According to (2.9), we have the following key relationship among f , f 1 , and f 2 :
which is
Finally, we arrive at our reconstruction formula:
Alternatively, we can derive our algorithm from a perspective of iterative reconstruction. Specifically, the wellknown simultaneous algebraic reconstruction technique (SART) may be put in the following format:
where B denotes the backprojector, P the projector, f an image to reconstructed, and r a relaxation factor. As they are linear operators, B and P can also be expressed by Matrixes B and P. Therefore, we have 
Now, it is clear that our algorithm is the first iterative step of (2.15) with the initial guess f 1 = B FDK ͑p͒ and r = 1:
where B FDK is the Feldkamp filtered backprojection matrix. Note that the element of the B FDK matrix may take negative values. The convergence of (2.16) can be similarly discussed as in Refs. 9 and 10.
C. Adaptive filter
Because P͑f 1 ͒ is generated from discrete data f 1 , there are numerical errors introduced in this process. If we directly use our approximate formula (2.11), reconstruction results may suffer from serious noise and artifacts, as shown in Fig. 2 . To improve the image quality, we can utilize mean or median filters. However, they may degrade edges in the images. Hence, we design the following adaptive filter to suppress the noise while preserving the edges.
Let us modify (2.13) into (2.17):
f͑x,y,z͒ = f 1 ͑x,y,z͒ + A_Filt͓f 1 ͑x,y,z͒
We can adjust the thresholds ͑ErrLim, N m ͒ to trade off the noise and edge sharpness in the image. By applying this adaptive filter we can effectively control the noise without degrading edge significantly. Generally speaking, the larger N m , the less noise in the final image (Fig. 3) , but if N m and ErrLim are not appropriate set (too large) additional artifacts may be introduced.
We can choose N m and ErrLim in the following way. Let 1 denote the noise deviation in f 1 , 2 the noise deviation in f 2 , and 2−ave the noise deviation in f 2 . Noise levels in these images can be readily estimated in homogeneous regions using any popular method. 11 Then, we can choose ErrLim ജ 1 , for example, ErrLim = 2 1 .
͑2.20͒
Based on (2.17), we have
͑2.21͒
Our simulation results indicate that these two filtering steps can improve image quality greatly. The inner A_Filt function can suppress the noise in most areas except around the edge. Then, the outer A_Filt function can reduce the noise near the edge. As a result, the two filtering steps help effectively achieve both low noise and sharp edge in the final reconstruction.
D. Half-scan ERB
To reduce the radiation dose and acquisition time, we can modify the full-scan ERB algorithm into a half-scan counterpart. By inserting the Parker weighting formula 12 into the Feldkamp algorithm, 1 we immediately obtain a half-scan version of the Feldkamp algorithm:
͑2.22͒
where 
͑2.26͒
III. SIMULATION RESULTS
In the numerical simulation, the three-dimensional (3D) Shepp-Logan and Disk phantoms were used to evaluate the proposed algorithm (both ERB and Half-Scan ERB) against some existing Feldkamp-type algorithms. Noise-free conebeam projections were analytically synthesized on a panel detector. The Feldkamp algorithm was used to reconstruct the image volume from noise-free projections and synthesized projections. The synthesized projections were calculated by Köhler's method. 13 The simulation parameters are summarized in Table I .
Representative reconstruction results are presented in Figs. 4-7 (full-scan ERB) and Figs. 8 and 9 (half-scan ERB). It can be observed that the traditional Feldkamp-type reconstructions suffered from significant intensity dropping away from the mid-plane, which is a well-known drawback of the Feldkamp algorithm. On the other hand, our ERB algorithm improved the image quality remarkably even compared with T-FDK, 2 which gives better image quality than FDK and P-FDK. 3 Specifically, the ERB algorithm suppressed the artifacts very well, even for a fairly large cone angle (15 degrees), which is several times larger than that with the traditional Feldkamp-type reconstruction for a similar image quality.
IV. DISCUSSIONS
Although our ERB approach may be considered as a special case of a known iterative reconstruction scheme-SART, we emphasize that our ERB algorithms do have two unique features quite advantageous in practice. First, setting the backprojector to a Feldkamp-type filtered backprojector has already allowed a significant gain in image quality in somehow closed solutions (2.14) and (2.26), avoiding timeconsuming further iterations. Second, the image-based interpretation behind our ERB approach has facilitated incorporation of various kinds of prior knowledge, such as the adaptive filtering discussed above. Our numerical simulation suggests that whenever an approximate cone-beam algorithm is used, we may use an ERB version of the algorithm for appreciably better image quality at only additional computational cost. Therefore, our algorithms are both effective and efficient practically.
Without any additional radiation dose, our ERB algorithm achieves significantly better image quality than the Feldkamp and T-FDK algorithms. Although our algorithm increases the computational complexity substantially, this drawback can be well tolerated in practice given the rapid development of computing technology. Our further work is to develop better interpolation methods for minimizing noise in synthesized projections, and incorporate more knowledge for suppressing image noise and artifacts in the final reconstruction. Although our algorithm has been derived in the context of the classic Feldkamp algorithm, the idea can be generalized to other approximate algorithms with other scanning loci. For example, we can apply the ERB approach to the helical scanning case by modifying a generalized Feldkamp algorithm developed by Wang et al. 4 Although our algorithm is of iterative reconstruction flavor, it is much more efficient than a typical iterative algorithm, such as SART or ART type algorithms. [14] [15] [16] [17] The major advantage of our algorithm is its fast convergence due to the replacement of a backprojector by a filtered backprojector. 18 As shown in Figs. 10 and 11 , the reconstruction becomes better and better with a few more iterations. Nevertheless, the initial value of our ERB iteration is obtained by the Feldkamp algorithm, which is already assumed to give a good quality, we can achieve a high ratio of quality gain over computational time using only one iteration. And compared with other iterative FBP algorithms, such as Refs. 19 and 20, our algorithm still differs from them. We focus on differences in the image domain while others concentrate on the projection domain. Moreover, the method reported in Refs. 21 and 22 has a structure similar to that of our ERB. However, it was mainly designed to suppress the artifacts caused by extreme-density objects, such as bony structures and air pockets. That algorithm also has a two-pass structure, which estimates and reduces the artifacts of extreme-density objects through segmentation and reconstruction. On the other hand, our ERB method intends to r achieve more accurate CT number over the whole field of view.
Recently, Katsevich proposed exact cone-beam algorithms, 23, 24 which is considered a major advancement relative to the earlier spiral cone-beam algorithms. However, the Katsevich method is for exact reconstruction, which cannot be used in the case of circular scanning where cone-beam data are incomplete. Therefore, from a practical viewpoint our work should be useful in the cases where exact reconstruction is impossible.
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