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ABSTRACT
Tracking a time-varying number of targets is a challenging dynamic state estima-
tion problem whose complexity is intensied under low signal-to-noise ratio (SNR)
or high clutter conditions. This is important, for example, when tracking multiple,
closely spaced targets moving in the same direction such as a convoy of low observable
vehicles moving through a forest or multiple targets moving in a crisscross pattern.
The SNR in these applications is usually low as the reected signals from the targets
are weak or the noise level is very high. An eective approach for detecting and track-
ing a single target under low SNR conditions is the track-before-detect lter (TBDF)
that uses unthresholded measurements. However, the TBDF has only been used to
track a small xed number of targets at low SNR.
This work proposes a new multiple target TBDF approach to track a dynami-
cally varying number of targets under the recursive Bayesian framework. For a given
maximum number of targets, the state estimates are obtained by estimating the
joint multiple target posterior probability density function under all possible target
existence combinations. The estimation of the corresponding target existence combi-
nation probabilities and the target existence probabilities are also derived. A feasible
sequential Monte Carlo (SMC) based implementation algorithm is proposed. The
approximation accuracy of the SMC method with a reduced number of particles is
improved by an ecient proposal density function that partitions the multiple target
space into a single target space.
The proposed multiple target TBDF method is extended to track targets in sea
clutter using highly time-varying radar measurements. A generalized likelihood func-
tion for closely spaced multiple targets in compound Gaussian sea clutter is derived
together with the maximum likelihood estimate of the model parameters using an
iterative xed point algorithm. The TBDF performance is improved by proposing
i
a computationally feasible method to estimate the space-time covariance matrix of
rapidly-varying sea clutter. The method applies the Kronecker product approxima-
tion to the covariance matrix and uses particle ltering to solve the resulting dynamic
state space model formulation.
ii
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Chapter 1
INTRODUCTION
1.1 Motivation
The development of radar tracking systems for defense applications started as early
as 1930 and became an active research topic with the development of the Kalman
lter (KF) in 1960 [1]. Initially, the research was primarily focused on target track-
ing for air and maritime defense and guidance radar systems. With new advance-
ments in computational and embedded processing capabilities, radar technology is
now penetrating into many other areas such as air-trac control for commercial air
travel, weather surveillance radar for locating precipitation [2], vehicle collision avoid-
ance radar systems [3], talker tracking in speech processing [4], image processing [5],
robotics [6], remote sensing [7], and biomedical research [8]. All these diverse appli-
cations are driving the need to improve the robustness of target tracking algorithms
under various environmental conditions.
1.1.1 Target Tracking
Historically, Bayesian techniques have been used to track targets in noise following
the state space model formulation [9]. The KF provides an optimal state parameter
estimate for linear state space models in which the measurement and modeling error
random processes are assumed Gaussian [10]. The alpha-beta lter is a computa-
tionally simple derivative of the KF that was successfully used to estimate a moving
target's position and velocity [11{13]. Since the KF is optimal only for linear and
Gaussian state space models, the tracking performance of the KF and the alpha-beta
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lters is not optimal for nonlinear and non-Gaussian models. With the extended KF
(EKF), the state transition and observation models do not need to be linear func-
tions of the target state but, dierentiable, so that they can be linearized at the
current estimate using Taylor series approximations [14]. A new class of simulation
based algorithms including the particle lter (PF) or sequential Monte Carlo (SMC)
methods [15{17] have evolved in the late 1990s that can be used for nonlinear and
non-Gaussian distributed state space models.
1.1.2 Target Tracking in Clutter
Target tracking is a complex problem that requires the consideration of many sig-
nal and environmental conditions for practical solutions [9, 18, 19]. For example, the
typical reected radar signal level from a low observable target is very low. Under low
signal-to-noise ratio (SNR) conditions, it is possible to miss detecting valid measure-
ments originating from existing targets. However, a tracking system should still be
able to estimate the target's state parameters when a measurement that originated
from a true target is weak. False alarms such as clutter, which are common in real
systems, can further complicate processing. The clutter in a realistic measurement
space can cause uncertainty in the origin of the measurement. This is a data asso-
ciation problem as the uncertainty makes it dicult to associate the measurement
corresponding to the true target. The measurement origin uncertainty is further in-
creased by the presence of multiple targets. In this scenario, it is imperative that
measurements from all possible targets are associated with the corresponding targets
in addition to pruning the measurements originated from clutter. Furthermore, in
many real-life practical cases, the number of targets that are present in the measure-
ment space of a tracking system is not known a priori. Thus, a target tracking system
should not only be able to track the trajectory of moving targets but also estimate
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the number of targets that are present at each time step. Moreover, the number of
measurements is usually not the same as the number of targets that are present in
the eld of view (FOV). In addition to these problems, at each time step, a tracker
must also determine if a particular target has left the FOV and if a new target has
entered the FOV.
The tracking performance of the classical detect-before-track algorithms is accept-
able when tracking a single target in high SNR. However, these algorithms do not
perform well under low SNR conditions or when the measurements also originate from
clutter. At each time step, multiple measurements are available, and the tracker must
identify the measurement associated with the target from all the measurements. In
real-life target tracking applications, the source of a measurement is usually not known
by a tracking system. Hence, the tracker needs to rst associate each measurement
with its corresponding source. This data association process is a very critical step in
a practical target tracking system and as a result, many data association techniques
have been proposed in the literature [18, 20]. One of the simplest data association
techniques is the nearest neighbour method, which selects the measurement closest to
the predicted track to update the target state [21]. Even if the state space model is
assumed linear and Gaussian, the estimated target states are not optimal because the
selected measurement need not originate from a target. Track and split is an optimal
data association technique in which all measurements are assumed to be valid and
a new track is initiated for every measurement [22]. However, as the computational
complexity of this technique increases very fast with time because of the exponential
growth of the tree structure, it is not feasible for real-time applications. A probability
based method to track a target in clutter was proposed in [23]. In this probabilistic
data association (PDA) method, the target states for all the measurements are es-
timated separately in addition to computing the measurement-to-target association
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probability. The approach estimates the nal target state by combining all the pos-
sible target states weighted by the corresponding measurement-to-target association
probability [20, 24, 25]. A PF based method to track a target in clutter was also
proposed in [26] for nonlinear/non-Gaussian state space models.
1.1.3 Multiple Target Tracking
The aforementioned tracking problem in clutter becomes extremely complicated
when there is a multiple number of targets to track simultaneously. A comprehen-
sive list of dierent multiple target tracking techniques together with a comparison
of their performance and computational complexity is presented in [27]. Multiple hy-
pothesis tracking (MHT) [28], [29] is a popular multiple target measurement oriented
technique in which each established target or a new target that gives rise to a measure-
ment sequence is obtained. This technique is similar to the track and split technique
used for single target tracking in clutter. Using the MHT, dierent possible track
hypotheses are generated when a new measurement set is received. The hypothesis
tracking enables the tracking system to detect when a new target enters or a target
leaves the FOV. The target states for each hypothesis are estimated using a KF, EKF
or PF tracker, depending on the state space model assumptions. The probability of
occurrence of each track hypothesis is computed and their probabilities are used to
compute the weighted average estimate of a target state. Since this algorithm main-
tains the track hypothesis based on the current and past measurements, the validated
target states are available only after some delay. The computational complexity of
this algorithm can grow exponentially as the number of track hypotheses increases.
One could use hypothesis reduction techniques such as zero scan clustering or hypoth-
esis elimination to increase the computational feasibility of this algorithm. The joint
probabilistic data association (JPDA) lter [30] is another popular algorithm that
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extends the PDA lter for multiple target tracking. This is a zero scan algorithm in
which all the current measurement sets are combined immediately to provide a target
state estimate. In the JPDA lter, given all the measurement data and a known
number of targets, all possible measurement-to-target combinations (hypothesis) are
formed. The state vectors corresponding to all targets are estimated for each hypoth-
esis along with their hypothesis probabilities. Finally, the target state estimates are
combined to obtain the nal target estimate. One of the drawbacks of the JPDA lter
is that it assumes that the number of targets present in the measurement space is
known. Hence, this algorithm cannot be used when the number of targets in the FOV
is time-varying. When the JPDA algorithm was originally proposed, it used the KF
to estimate the target state under dierent hypotheses. In the early 2000s, the JPDA
was often integrated with the PF to track multiple targets for nonlinear/non-Gaussian
state space models [31{34].
Recently, the optimal Bayesian multiple target probability density function (PDF)
estimation approach was proposed using random nite set (RFS) statistics [35{37].
This approach keeps track of the varying number of targets to estimate their state
vectors. However, a feasible implementation of the optimal Bayesian multiple target
PDF estimation does not exist in the literature. Nevertheless, two popular approxima-
tion techniques with feasible implementations have been proposed that approximate
the multiple target PDF by either Poisson [38, 39] or multiple Bernoulli distributions
[36, 40]. The probability hypothesis density lter (PHDF) [38, 39] that approxi-
mates the multiple target PDF by a Poisson distribution has gained popularity in
tracking a varying number of targets with a non-zero probability of detection in the
presence of clutter. The PHDF recursively tracks the intensity function of a Poisson
process that models the number of existing targets in any given range of the single
target state space. In the multiple Bernoulli ltering approach, the posterior PDF
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is approximated by a multiple Bernoulli distribution and the parameters of this dis-
tribution are updated in each time step [36, 40]. The PHDF can be implemented
using closed form versions by approximating the posterior intensity function by a
Gaussian mixture model under linear and Gaussian assumption for the target motion
and measurement models [41{43]. The SMC version of the PHDF for nonlinear and
non-Gaussian models was originally proposed in [37, 44].
1.1.4 Track-before-detect Filter
In conventional radar systems, tracking moving targets in low SNR using constant
false alarm rate (CFAR) detectors [45, 46] can result in poor performance. Since the
detection threshold for a CFAR detector dynamically increases under low SNR con-
ditions, the probability of target detection is low for a target with small radar cross
section [47]. If the threshold is raised to increase the probability of detection, then
more measurements are needed as input to a tracking algorithm due to the increased
number of false alarms. This increased number of measurements can exponentially
increase the computational complexity of multiple target tracking algorithms such as
JPDA and MHT. To improve the tracking performance under low SNR conditions,
the track-before-detect lter (TBDF) method was proposed that uses unthresholded
measurements. TBDF algorithms based on the Hough transform [48], dynamic pro-
gramming [49] or maximum likelihood methods [50] are generally computationally
intensive [17]. With recent advancement in SMC techniques, TBDF algorithms im-
plemented using PF are now computationally feasible [51{56].
1.1.5 Multiple Target Track-before-detect Filtering
Tracking multiple targets under low SNR or high clutter conditions is a dicult
problem. For example, in maritime surveillance applications, it is critical to track
6
small-sized intruder boats under turbulent sea conditions or in an early warning de-
fense system, it is imperative to detect targets farther away from the radar system.
In these applications, the SNR is usually low as the reected signal from the target is
weak or the noise level is very high. Tracking multiple targets in such poor conditions
is an extremely challenging problem since the tracking problem is complicated by
many factors such as measurement origin uncertainty, unknown number of targets,
and computational feasibility.
Dierent TBDF algorithms were considered for tracking a time-varying/xed num-
ber of multiple targets under varying conditions. The single target PF based TBDF
in [51] was extended to track two targets in [57] by replacing the binary state target
existence variable with a three state mode variable. The particles corresponding to
this mode variable is also propagated during the tracking process and the method was
illustrated using a restrictive example by tracking a second target that spawns from
the rst target [57]. Moreover, in this method the target state vector dimension is set
to the maximum number of targets and the state vector dimension is not accounted
for varying number of targets. In addition, this method does not entirely cover all
possible target death and birth combinations. For example, there is no unambiguous
mechanism to track the trajectory of the remaining target after one of the target has
disappeared. The authors in [58] have used the single target TBDF in [51] to track
multiple targets by keeping track of the number of peaks in the estimated posterior
PDF. The authors have exploited the fact that the likelihood function is typically
high in the vicinity of dierent target's state vector and this will cause the estimated
posterior PDF to become a multi-modal distribution function with each peak corre-
sponding to dierent targets. A separate clustering method was used to associate the
particle clusters with dierent targets. However, clustering based methods can lead
to inaccurate estimates when the number of clusters exceeds the actual number of
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targets. Moreover, the joint multi-target state PDF is also not estimated, instead a
multi-modal PDF in single target space is estimated. A generalized likelihood ratio
test based multi-target TBDF and a multi-hypothesis test strategy for a known and
unknown number of targets, respectively, were presented in [59]. These methods were
demonstrated for two targets at medium range SNR conditions (8-24 dB). A multi-
target acoustic source tracking TBDF for two known xed targets was discussed in
[60]. Multiple speech sources were tracked in [61] by detecting and removing each
source with a likelihood ratio computed from particle weights from microphone pair
phase dierences. Multi-target TBDF for a passive radar was used in [62] by ex-
tending the single target recursive TBDF to each range-Doppler bin with a target
existence probability and PDF conditioned on target existence in each bin.
The RFS based methods were originally introduced for detect-before-track appli-
cations and they are expected to perform poorly under low SNR/SCR conditions. For
example, the multiple Bernoulli approximation is acceptable only when the clutter
rate is low since it introduces cardinality bias in high clutter situations [63]. More-
over, the SMC implementations of PHDF based multiple target tracking methods
[37, 44, 64, 65] to support non-linear/non-Gaussian models, require a clustering step
to estimate the number of existing targets. Many PHDF based TBDF (PHDF-TBD)
methods for non-linear measurement models exist in literature. A SMC based PHDF-
TBD for image applications was introduced in [66] and demonstrated by tracking three
targets. In [67], the poor performance of one such PHDF-TBD was reported when
tracking three well-separated targets and the performance was improved by using
measurements from multiple sensors. In [68, 69], the PHDF-TBD was used to track
two targets using range, Doppler and bearing angle measurements. An improved
PHDF-TBD was also used in [70] following the multiple model PHDF [71] to track
three maneuvering targets. In the SNR-PHDF [72], the SNR is also tracked and a
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detection step is included in the tracking method by using the measurement only if
the estimated SNR exceeds certain threshold. The mathematical equivalence of the
SNR-PHDF with the threshold set to zero and the single target TBDF [51] is shown
in [73]. All these SMC based methods require the clustering step. Moreover, in all the
above mentioned RFS based methods, track management is an additional required
step, since the target state estimates from these methods are not distinguishable from
each other. Only recently, a new subset of RFS approach called as labeled multiple
Bernoulli lter [74] are beginning to emerge to accommodate target tracks under low
SNR conditions. A multiple Bernoulli based TBDF with a separate label based track
management step was proposed in [75] and illustrated using image measurement to
track up to 4 targets under high SNR conditions. A multi-target label based RFS
TBDF implemented using SMC method was proposed in [63] and illustrated using
3-D radar (range, Doppler, azimuth) measurement at 10 and 13 dB SNR to track up
to 4 targets.
Most of the aforementioned techniques are implemented using SMC methods, and
they do not track the multiple target PDF. Moreover, many of the RFS based methods
require a separate track management step since they do not associate the estimates
with the target identity. Therefore, the problem of tracking a time-varying number of
multiple targets under severe conditions of low SNR and high clutter is still an active
research topic.
1.2 Summary of Proposed Thesis Work
1.2.1 Multiple Mode Multiple Target Track-before-detect Filter
We propose a multiple target TBDF method to track a varying number of tar-
gets by estimating the target states under all possible target existence combinations
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[76, 77]. We derive a set of multiple target joint posterior PDFs corresponding to
all possible target existence combinations under the recursive Bayesian framework.
The track management of multiple targets is achieved by tracking all possible target
existence combinations in which the identity of targets are dynamically maintained
as the targets enter and leave the FOV. We propose a feasible implementation of the
algorithm using SMC techniques through three layers of particle lter sets. Thus, the
proposed algorithm is developed by integrating three main concepts: (i) estimating
the PDF of target states under multiple hypotheses [29] in order to consider all pos-
sible target existence combinations at each time step; (ii) multiple particle ltering
[78] in order to have multiple PFs for each hypothesis and then optimally combining
each PF output, weighted by a posterior transition probability; and (iii) a parallel
PF architecture [79] in order to attack the computational complexity problem using
distributed processing.
1.2.2 Partition Based Proposal Density Function for Multiple Mode Multiple
Target Track-before-detect Filter
In general, the number of particles necessary to accurately estimate the target
state vector can grow exponentially as a function of the state vector dimension [80].
Therefore, the proposed SMC implementation needs a large number of particles when
the number of targets to be tracked is increased. To mitigate this curse of dimen-
sionality problem, we propose a partition based particle proposal generation method
[77, 81] in which the particles are sampled from a single target space instead of a
higher dimensional multi-target state space. The single target measurement likeli-
hood function is used to prune the proposal particles selected from the single tar-
get space. The Metropolis-Hastings Markov chain Monte Carlo (MCMC) [17] based
method is also integrated into our SMC method to improve the sample impoverish-
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ment problem typically encountered at low state modeling error variances. We have
demonstrated the feasibility of this algorithm to track multiple targets under low
SNR conditions for various simulation test cases such as SNR, inter-target proxim-
ity, number of targets, and number of particles. The newly proposed TBDF algo-
rithm was also shown to work under dierent measurement models such as image
and range/range-rate/azimuthal-direction measurements. The computational com-
plexity of this algorithm is also investigated and a simple decision-directed scheme is
introduced to dynamically adjust the number of active PF sets, thereby reducing the
peak and average computational requirement of the algorithm. Using this approach,
we empirically show that the computational requirement of the proposed algorithm
is a linear function, instead of an exponential function, of the maximum number of
targets.
1.2.3 Multiple Target TBDF in Compound Gaussian Sea Clutter
The proposed multiple target TBDF algorithm is extended to track multiple tar-
gets in the presence of high clutter [82]. Specically, the complex Gaussian model is
used to model the clutter measurements from a low resolution radar and the com-
pound Gaussian model is used to model the clutter measurement from a high reso-
lution radar. In the proposed TBDF framework, the generalized likelihood functions
developed in the classical detection methods are used in the PF weight update step.
A new theoretically optimal generalized likelihood function for closely spaced mul-
tiple targets is also derived in the compound Gaussian case with the known model
parameters. For the case of unknown model parameters, the maximum likelihood es-
timate of the clutter statistics is also derived and the estimator is implemented using
an iterative xed-point method [83, 84]. The tracking error using this newly proposed
generalized likelihood function is compared with the classical sub-optimal adaptive
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generalized likelihood function [85, 86] and the relation between the newly derived
optimal likelihood function and the sub-optimal likelihood function is also derived. A
recently proposed Doppler spectrum model for sea clutter [87, 88] is used to simulate
the fast time radar measurements. In this method, the sea clutter is modeled as
a combination of slow moving Bragg scattering and fast moving sea swells that are
typically observed in real life sea clutters [89].
1.2.4 Estimation of Sea Clutter Space-Time Covariance Matrix Using Kronecker
Product Approximation
Tracking a target in sea clutter is a challenging problem due to the dynamic na-
ture of sea clutter. The ecacy of the tracking algorithm depends on the accurate
estimation of the clutter statistics. Although, most classical methods rely only on the
temporal correlation of sea clutter, various studies have shown strong spatial correla-
tion in sea clutter [89]. In this thesis, we propose a method to estimate the space-time
covariance matrix of rapidly varying sea clutter [90, 91]. The method rst develops
a dynamic state space representation for the covariance matrix and then approxi-
mates the covariance matrix using the Kronecker product to reduce computational
complexity. Particle ltering is then applied to estimate the dynamic elements of
the covariance matrix. The validity of the Kronecker product approximation is also
investigated by analyzing real sea clutter measurements. We further demonstrate the
use of the estimated space-time covariance matrix in the track-before-detect lter to
track a low observable target in sea clutter.
1.3 Thesis Organization
This thesis is organized as follows. In Chapter 2, we provide a summary on the
state space model for tracking a single target and discuss various approaches to esti-
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mate the target state parameters such as Kalman and particle ltering. We extend
the state space formulation to multiple targets, and we review the joint probabilis-
tic data association approach and its sequential Monte Carlo version for tracking
multiple targets under low probability of detection conditions. In Chapter 3, we dis-
cuss track-before-detect particle ltering for tracking a single target in low SNR. In
Chapter 4, we propose a generalization of the single target track-before-detect lter
to track a varying number of targets by estimating the joint multi-target posterior
density for dierent target existence combinations. In this chapter, we also derive
a particle ltering based implementation of the proposed generalized approach. In
Chapter 5, we propose an ecient proposal density function through partitioning of
the multiple target space into a single target space to improve the approximation
accuracy of the particle lter. In Chapter 6, the generalized track-before-detect lter
framework is extended for tracking multiple targets under dierent clutter model as-
sumptions such as complex Gaussian and compound Gaussian sea clutter. Finally, in
Chapter 7, we propose an approach to increase the multiple target tracking perfor-
mance by eciently estimating the space-time covariance matrix of rapidly-varying
sea clutter using a Kronecker product (KP) covariance matrix approximation and a
corresponding dynamic state space formulation.
A list of acronyms used in the thesis is provided in Table 1.1.
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Table 1.1: List of Acronyms
Acronym Description
AML approximate maximum likelihood
CFAR constant false alarm rate
CG compound Gaussian
DFT discrete Fourier transform
DOA direction of arrival
EKF Extended Kalman lter
FISST nite set statistics
FOV eld of view
GLRT generalized likelihood ratio test
IMM interacting multiple model
IP independent partition
JPDA joint probabilistic data association
KF Kalman lter
KP Kronecker product
LFM linear frequency modulated
LQ linear quadratic
M-ANMF M-adaptive normalized matched lter
MCJPDA Monte Carlo based JPDA
MCMC Markov chain Monte Carlo
MHT multiple hypothesis tracking
ML maximum likelihood
MLE maximum likelihood estimate
Continued on next page
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Table 1.1 { Continued from previous page
Acronym Description
MM-MT-TBDF Multiple mode multiple target TBDF
MM-MT-TBDF-IP Independent partition based MM-MT-TBDF
MM-MT-TBDF-IP-MCMC Independent partition and MCMC based MM-
MT-TBDF
MM-MT-TBDF-PF Particle lter implementation of MM-MT-TBDF
MMSE Minimum mean-squared error
MSE Mean-squared error
NKPA nearest Kronecker product approximation
NMF Normalized matched lter
OHGR Osborne Head Gunnery Range
OSPA Optimal sub-pattern assignment
PCA Principal component analysis
PDA probabilistic data association
PDF probability density function
PF particle lter
PF-TBDF particle lter based TBDF
PHDF probability hypothesis density lter
PHDF-TBDF track-before-detect using PHDF
RCS Radar cross section
RFS Random nite set
RMSE Root mean-squared error
-ANMF -adaptive normalized matched lter
Continued on next page
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Table 1.1 { Continued from previous page
Acronym Description
SCR signal-to-clutter ratio
SIR sampling importance resampling lter
SMC Sequential Monte Carlo
SNR signal-to-noise ratio
TBDF track-before-detect lter
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Chapter 2
REVIEW ON TARGET TRACKING
2.1 Single Target Tracking
2.1.1 State Space Model Formulation
Target tracking is the problem of estimating the state parameters of a target such
as the target's position, velocity or bearing angle, given a set of noisy measurements.
In most cases, the measurements are related to the target state by either a linear or
a nonlinear function. The rst step in estimating the state parameters is to identify
a model that closely matches the underlying physical motion characteristics of the
target. State space modeling is a widely accepted approach to model dynamic systems
such as moving targets. The state space model 1 is a set of equations that specify
the input-output relation of a system under consideration at each time step based on
some initial conditions.
The state space model consists of two main equations. The rst equation describes
the process or state transition model; it provides the relationship between the state
at time step k and the state at time step k   1. Specically, given a state parameter
vector xk at time step k, the process model is given by,
2
xk = fk(xk 1) + vk; (2.1)
where fk(xk) is a possibly time-varying function of the state and vk is the modeling
error random process with covariance matrix Q. The main aim is to estimate the
1Unless otherwise stated, this thesis only considers state space models at discrete time steps.
2In this thesis, vectors are represented by bold lower case letters and matrices are represented by
bold upper case letters. Vector and matrix transpose is represented by superscripted T.
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state vector from a set of measurements zk. The measurement model for the state
equation is given by
zk = hk(xk) + wk; (2.2)
where hk(zk) is a possibly time-varying function of the current state xk at time k,
and wk is the measurement noise random process with covariance matrix R. In
general, the nonlinear state estimation problem involves estimating the current state
at time instant k, from all available measurements until the current time instant k,
Zk = fz1; z2; : : : ; zkg.
2.1.2 Bayesian Filtering Framework
Given the state space model in Equations (2.1) and (2.2), the next step is to
estimate the state parameters. Since the state parameter has to be estimated from
noisy measurements, it's estimate is a random vector and, as a result may take many
values. In other words, given all measurements up to time k, we have to estimate
all possible target states with an associated probability. In theory, one can estimate
the target states when the posterior probability density function (PDF) of the target
states is available. For example, given all measurements, the minimum mean-squared
error (MMSE) estimate of the target state is derived by computing the conditional
mean of the posterior PDF. Thus, the optimal solution to the nonlinear state estima-
tion problem involves estimating the posterior PDF of the target states. The classical
Bayes theorem can be used to provide a framework for estimating this posterior PDF
of the states in a recursive manner. The recursive solution consists of two stages:
prediction and update. During the prediction stage, the current state PDF is pre-
dicted from past state estimates using the process model. During the update stage,
the predicted state PDF at time state k is updated based on current measurements.
If we assume that the initial posterior PDF p(xk 1jZk 1) is known, then the prior
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PDF (predicted) is given by 3
p(xkjZk 1) =
Z
p(xk;xk 1jZk 1)dxk 1
=
Z
p(xkjxk 1;Zk 1)p(xk 1jZk 1)dxk 1
=
Z
p(xkjxk 1)p(xk 1jZk 1)dxk 1 (2.3)
The PDF of the rst order Markov process p(xkjxk 1) is dened by the process
model in Equation ((2.1)). Given the prior PDF and measurements at time k, we can
update the estimated prior PDF to obtain the posterior PDF using Bayes theorem.
The posterior PDF is given by
p(xkjZk) = p(zkjxk)p(xkjZk 1)
p(zkjZk 1)
where p(zkjZk 1) is given by
p(zkjZk 1) =
Z
p(zkjxk)p(xkjZk 1)dxk
and p(zkjxk) is the likelihood function dened by the measurement equation. The
above recursive solution provides only a theoretical framework. This is because, in
most cases, it is not feasible to compute the aforementioned integrals. Hence, in
those cases, it is not possible to derive a closed form solution for the above recursive
equations.
2.2 Kalman Filtering for Single Target Tracking
2.2.1 Algorithm Description
An analytical Bayesian solution for linear models in additive Gaussian noise was
derived by Kalman in the early 1970s [1]. Using the linearity and Gaussian assump-
tion, it can be shown that the posterior PDF of the target states is also Gaussian [92].
3Unless otherwise indicated, all integrals in this thesis range from  1 to 1.
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Kalman derived a recursive solution in estimating the posterior PDF of a Gaussian
process. Specically, if we assume that the functions fk(xk) and hk(zk) in Equations
(2.1) and (2.2), respectively, are linear and the state modeling error and measurement
noise processes vk and wk, respectively, are Gaussian, we can use basic probability
theory to derive an analytic solution for the posterior PDF p(xkjZk). Following the
aforementioned assumptions, we can re-write the state space model as
xk = Fkxk 1 + vk; (2.4)
zk = Hkxk + wk; (2.5)
where Fk and Hk are matrices. For this simplied state space model, it can be shown
that when the posterior density p(xk 1jZk 1) is Gaussian, then p(xkjZk) is also Gaus-
sian [92]. If we know that the posterior PDF is Gaussian, then the state estimation
problem is much simplied, since a Gaussian PDF is completely characterized by its
mean and covariance. The recursive solution derived under this assumption is the KF;
this is an optimal solution as it minimizes the mean-squared error of the estimated
state parameter vector, and it is given by [1, 10, 15]
p(xk 1jZk 1)  N (xk 1;mk 1jk 1;Pk 1jk 1)
p(xkjZk 1)  N (xk;mkjk 1;Pkjk 1)
p(xkjZk)  N (xk;mkjk;Pkjk)
where N (xk 1;mk 1jk 1;Pk 1jk 1) indicates that the vector xk 1 is a Gaussian ran-
dom vector with mean mk 1jk 1 and covariance matrix Pk 1jk 1, and
mkjk 1 = Fkmk 1jk 1
Pkjk 1 = Qk 1 + FkPk 1jk 1FTk
mkjk = mkjk 1 +Kk(zk  Hkmkjk 1)
Pkjk = Pkjk 1  KkHkPkjk 1
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where zk   Hkmkjk 1 is the mean of the dierence between the predicted and the
actual measurement vector, referred to as innovation vector. The covariance of the
innovation vector is given by
Sk = HkPkjk 1HTk +Rk:
The Kalman gain Kk is given by
Kk = Pkjk 1HTkS
 1
k :
The Kalman gain is a scaling factor for the correction amount or the innovation
vector applied to the predicted state. This amount is directly proportional to the
measurement prediction error. Specically, if the latest measurement has new infor-
mation that is not possible to predict, then this new information is used to update
the current states.
2.2.2 Kalman Filter Simulations for Two-dimensional Tracking
We have implemented the KF in Matlab to perform target tracking using range
and range-rate measurements in the two-dimensional (2-D) plane. Unless otherwise
stated, we use a constant velocity dynamic model [93] to simulate non-maneuvering
target tracking. For a moving target, the state vector is given by xk = [xk; _xk; yk; _yk] in
Cartesian coordinates, where (xk; yk) are the target position coordinates and ( _xk; _yk)
are the corresponding velocity coordinates. In the constant velocity model, the mod-
eling error due to turbulence, thrust, etc., is modeled by white acceleration noise
[93]. Since we assume a non-maneuvering dynamic model, the matrix Fk = F in the
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process model of the state equation is time invariant and is given by
F =
266666664
1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
377777775
(2.6)
where T is the time in seconds between time steps (k-1) and k. The covariance
matrix for the constant velocity target motion model is [93]
Q =
2666666664
qT 4
4
qT 3
2
0 0
qT 3
2
qT 2 0 0
0 0
qT 4
4
qT 3
2
0 0
qT 3
2
qT 2
3777777775
where q is a constant. The tracking system is assumed to measure the target position
(x; y). The matrix in the measurement model in Equation (2.5) of the state equation
is given by
H =
264 1 0 0 0
0 0 1 0
375 :
The measurement noise is modeled as white Gaussian noise with covariance matrix
R. The measurement noise is assumed to be independent of the modeling error
process. In our simulations, we assumed that the initial position and velocity of the
target is (1,10) m and (0.5,0.5) m/s, respectively; thus, the initial state vector is
x0 = [1 0:5 10 0:5]
T. The initial states were obtained from a Gaussian distribution
with mean equal to the true initial state of the target. The process noise parameter
q is set to 0:0001 and the measurement noise variances for the measurement vector
is set at 25 for both measurements. Figure 2.1 shows the true and estimated target
position. As seen from the gure, the variance of the estimated target position is
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much lower than the original measurement, and it also closely follows the target's
true trajectory.
Figure 2.1: True and Estimated Target Trajectory (Top); Velocity in the y-direction
(Bottom Right); and Velocity in the x-direction (Bottom Left). In the Top Plot, the
Measurements are Represented by Crosses.
2.3 Sequential Monte Carlo Methods for Single Target Tracking
If the actual physical system that is modeled using the state space model devi-
ates from the linearity and Gaussian assumptions, then the KF solution is no longer
optimal. For example, if the provided measurement consists of the range and range-
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rate of the target, then the relationship between the unknown target position and
the range measurement is nonlinear. The extended Kalman lter (EKF) is a method
that is used to linearize state space functions using Taylor series approximations. As
the EKF always approximates the posterior PDF as Gaussian, if the true posterior
PDF is a multi-modal distribution, then the EKF is not expected to provide accurate
results. Note, however, that in spite of its non-optimal solution, this technique is the
standard technique used in many nonlinear state estimation problems owing to its
relative computational simplicity.
Dierent simulation based Monte Carlo methods have emerged to solve the non-
linear and non-Gaussian state estimation problem [15]. The main idea of Monte Carlo
methods is to represent the posterior density function by a set of random numbers.
Each random number is assigned a weight value. If the random numbers and their
associated weights are used to characterize the posterior PDF, then the states can be
estimated using Monte Carlo integration in which the integral is replaced by a sum-
mation operator. This discrete representation of the posterior density can be used
to approximate the continuous function of the PDF when a large number of random
numbers or particles are used. The resulting solution derived from these particles is
known as particle lter. The main task of the particle lter is to device a scheme to
generate the random particles and determine their weights such that the discrete rep-
resentation closely matches the true posterior PDF. The discrete equivalence of the
continuous function PDF depends heavily on how the random numbers are generated.
2.3.1 Monte Carlo Integration
The term \Monte Carlo" was possibly rst used by nuclear scientists in Los Alamos
laboratories for random simulations to build atomic bombs. Their method uses law
of chances and was aptly named after the international gambling destination Monte
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Carlo. The author in [94] dened the Monte Carlo method as \the art of approximat-
ing an expectation by the sample mean of a function of simulated random variables".
This method can be used to compute the integrals of a function of random variables.
For example, if we wish to nd the integral [92],
I =
Z 1
0
g(u) du:
we rst introduce a random variable u that is uniformly distributed in the interval
(0, 1) and generate another random variable y = g(u). We can write the mean of y
as
E[y = g(u)] =
Z 1
0
g(u)p(u) du =
Z 1
0
g(u) du = I
where E[] is statistical expectation and p(u) is the PDF of the random variable u.
Since u is uniformly distributed in (0,1), fu(u) = 1. From the above relation, we can
see that the integral I can be evaluated as the expected value of the random variable
y. If we have N samples u(n) of the random variable u that are generated by a random
process, then we can compute the corresponding values of y(n) = g(u(n)). From y(n)
we can evaluate I by computing its sample mean, which is given by
I = E[y = g(u)]  1
N
NX
n=1
g(u(n)):
2.3.2 Importance Sampling
In the above example, we can approximate I using the sample mean based on the
assumption that the PDF of the random variable u is available. This may not be
true in many cases. In this case, to generate N samples, we have to rst identify the
PDF that best ts the true PDF. Importance sampling is a statistical technique used
to estimate the properties of a distribution from a set of samples generated from a
distribution dierent from the true distribution. Using the above example, we can
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write I as,
I = E[y = g(u)] = E
hg(u)
q(u)
i
 1
N
NX
n=1
g(u(n))
q(u(n))
where q(u) is called the importance sampling distribution or proposal density with
q(u) 6= 0 for any values of u 2 A, where A is the range of u, and u(n) is distributed
according to q(u). It can be shown that the variance of the Monte Carlo estimate of
I is minimized when q(u) is proportional to jg(u)j [95]. A good importance sampling
function should have the following properties [94]: q(u) must be greater than zero
whenever g(u) 6= 0, q(u) should be proportional to jg(u)j, it should be easy to generate
samples from q(u), and it should be easy to evaluate q(u) for any values of u.
2.3.3 Particle Filtering
Using the principle of importance sampling, the numerator of the prior density
dened in Equation (2.3) can be written as
p(xkjZk 1) /
Z
p(xkjxk 1)p(xk 1jZk 1)dxk 1
/
Z
p(xkjxk 1)p(xk 1jZk 1)q(xk 1jZk 1)
q(xk 1jZk 1) dxk 1
/ 1
N
NX
n=1
p(xkjx(n)k 1)p(x(n)k 1jZk 1)
q(x
(n)
k 1jZk 1)
/ 1
N
NX
n=1
w
(n)
k 1p(xkjx(n)k 1):
Comparing the arguments of the integral and summation terms, we can see that the
sample estimate of the posterior density at time k is proportional to
p(xkjZk) / 1
N
NX
n=1
w
(n)
k (xk   x(n)k ) (2.7)
where () is the Dirac delta function. It can be shown that as N tends to 1, the
discrete representation in Equation (2.7) approaches the actual posterior density, and
w
(n)
k /
p(xkjZk)
q(x
(n)
k jZk)
:
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The weights can be computed in a sequential manner and the corresponding recursive
weight equation is given by [15]
w
(n)
k / w(n)k 1
p(zkjx(n)k )p(x(n)k jx(n)k 1)
q(x
(n)
k jx(n)k 1; zk)
: (2.8)
One of the major problems with the particle lter is the degeneracy condition in
which only a few particles have appreciable weight values after a few recursions. The
weight value for the remaining particles becomes close to zero and their contribution
to the posterior PDF approximation is negligible. When the degeneracy problem
occurs, it becomes a waste of resource to compute the weights for all particles whose
contribution to PDF approximation is negligible. One of the methods to mitigate
the degeneracy problem is resampling. In the resampling technique, the particles
with negligible weights are removed and the particles with signicant weights are
replenished by duplicating them. Many dierent techniques are being developed [16]
to reduce the computational cost of the resampling process. In almost all cases, the
weights are normalized to one before the resampling step. Although the resampling
technique mitigates the degeneracy problem, it creates other problems such as sample
impoverishment since it results in loss of particle diversity due to sample repetition.
For example, if the process noise is very small, all the particles degenerate to a
single sample after a few iterations. The degeneracy problem can also be mitigated if
one knows the optimal importance density function. However, in most applications
it is not possible to derive a closed form importance density function and hence the
resampling technique is the most prevalent technique used to mitigate the degeneracy
problem.
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2.3.4 Sampling Importance Resampling Filter
The sampling importance resampling lter (SIR) is one of the most popular par-
ticle lter methods [16], [15] when the optimal importance density is not available.
The weights calculation in SIR is inexpensive and the importance density can also be
easily sampled by using the state space model. The SIR lter can be derived from
the generic particle lter formulation in Equation (2.7) by assuming q(xkjx(n)k 1; zk) to
be the prior PDF p(xkjx(n)k 1) and executing the resampling process in every recursion.
Under this assumption, the SIR weight recursion equation is given by,
w
(n)
k / w(n)k 1p(zkjx(n)k ): (2.9)
However, during the resampling stage, all the particles are assigned to 1/N reducing
the above recursion equation to,
w
(n)
k / p(zkjx(n)k ):
The importance density p(xkjx(n)k 1) uses the process equation of the state space model
to generate random samples and the likelihood function p(zkjx(n)k ) is evaluated using
the measurement equation of the state space model. Since the importance density
does not depend on the measurements, the SIR lter can become inecient and
sensitive to outliers. Nevertheless, SIR is the most widely method in target tracking
due to its computational simplicity.
2.4 Multiple Target Tracking
2.4.1 State Space Model Formulation
In the multiple target tracking problem, the state vector of individual targets are
augmented to form the multiple target state vector as
xk = [x
T
k;1 x
T
k;2 : : :x
T
k;L ]
T
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where L is the number of targets and xk;` is the state vector corresponding to the `th
target. The state space model can be dened as in Equation (2.1), with the kinematic
motion of each target separately provided. For example, the multiple target linear
state space model can be dened as
xk =
266666664
Fk;1 0 : : : 0
0 Fk;2 : : : 0
...
...
...
...
0 0 : : : Fk;L
377777775
xk 1 + vk (2.10)
where Fk;` governs the kinematic state of the `th target, ` = 1; : : : ;L , and vk is
the corresponding multiple target state modeling error. As there are multiple targets
present at time step k, it is assumed that the number of received measurements at
time step k is Nk;m. Then the set of all measurements received at time step k is
given by zk = fzk;1; zk;2; : : : zk;Nk;mg and it is related to the multiple state vector
as in Equation (2.2). The set of all measurements up to time step k is given by
Zk = fz1; z2; : : : ; zkg.
2.4.2 Joint Probabilistic Data Association Filter
In this multiple target problem, the received measurement and its association
with the corresponding target or clutter is not known a priori. To track multiple
targets, one could use multiple probabilistic data association (PDA) lters (one each
for each target) and consider the measurement associated with other targets as clutter.
However, in the PDA lter, it is assumed that the spatial distribution of clutter
is a random process with uniform distribution and the clutter measurements are
independent in time. In the multiple target scenario, measurements from other targets
cannot be assumed as independent and uniformly distributed in measurement space.
The classical PDA lter was designed to track a single target in clutter [20, 23, 24].
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It is a sub-optimal data association technique in which all the measurements are used
in the target state update step. Specically, the target states are rst independently
computed for all measurements and then the nal target states are estimated by
taking the weighted average of the independent target state estimates. The weights
represent the probability that the corresponding measurement is associated with the
target. The following assumptions were made to derive the PDA lter: (a) only
one target is present in the measurement space; (b) the track of the target has been
initialized; (c) the clutter is uniformly distributed in the FOV; (d) the clutter and
target associated measurements are independent and the clutter measurements are
independent in time; (e) the number of clutter measurements at each time instant are
Poisson distributed; (h) at most one measurement is originated from the target at a
given time instant; (i) the innovation vector is assumed to be Gaussian; and (j) the
measurement detections are made independently over time with a known probability
of detection Pd.
In the JPDA lter, given a set of measurements and a known number of targets, a
set of exhaustive measurement to target hypothesis set is formed [30]. The innovation
vector for each target is computed for all measurements. The innovation vectors are
then combined to estimate the target states. The weighted average of the innovation
vector for each target is computed based on the probability of occurrence of each
hypothesis. In addition to the assumptions mentioned for deriving the PDA lter,
the following additional assumptions were made to derive the JPDA lter: (a) the
number of targets present in the measurement space is known and their initial tracks
are initialized; (b) no more than one measurement can originate from a target at
time step k; (c) a measurement can have only one source (d) no back scanning; (e)
unlike the PDA lter, every measurement is assumed validated (i.e., the validation
gate coincides with the entire measurement space). Given Nk;m measurements and
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L targets, the rst step is to dene a set of hypothesis that contains all possible
combinations of target and clutter measurements. Note that the number of possible
hypothesis varies with the number of measurements. Using the total probability
theorem, the minimum mean-squared error (MMSE) estimate of the `th target state
vector is given by
x^kjk;` =
Nk;mX
i=0
E[xk;`jith measurement belongs to `th target;Zk]ik;`
where the data association probability ik;` is the probability that the ith measurement
belongs to the `th target and Nk;m is the number of measurements at time k. This
probability is obtained by summing the probability of all hypothesis that has the ith
measurement associated with the `th target.
We have implemented the JPDA lter inMatlab for tracking multiple targets in
a 2-D plane using range and range-rate measurements. We have simulated the JPDA
performance for dierent number of targets, and various clutter density and probabil-
ity of detection. In the simulations, the matrix in Equation (2.10) is Fk;` = F for all `,
` = 1; 2; 3; 4. Similarly, all targets use the same matrix in the measurement equation.
In our simulations, we assumed that the initial positions and velocities of the four
targets are (-50,50), (-50,0), (-50,-50) and (0,50) m and (1,-1.5), (1,0), (1,0.75) and
(0,-1.5) m/s, respectively. The initial target states were set to the same values used
in [33]. The FOV for the target in the x and y directions are [-50 50] m and [-100 50]
m. The initial states for all targets were obtained using a Gaussian random variable
with mean equal to the true initial state of the target. The process noise parameter q
was set to 10 6 and the measurement noise variance for the measurement vector was
set at 25 for all measurements. The average number of clutters per measurement was
set at 2 (clutter spatial density  = 0:002924). The probability of target detection
Pd was 0.9. The top gure in Figure 2.2 shows the original clutter measurement dis-
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Figure 2.2: True and Estimated Trajectories for Four Targets (Top); Velocity in the
y-direction (Bottom Right); and Velocity in the x-direction (Bottom Left). The Top
Plot Also Shows the Target and Clutter Associated Measurements Represented by
Circles and Crosses, respectively.
tribution at all times and the target associated measurement distribution. The same
gure also shows the true and estimated target position for all four targets. As it can
be seen, the SNR of the measurement vector is poor as the measurement is spread
around the true target positions with high variance.
Figure 2.3 shows the performance of the JPDA lter under dierent environmental
conditions. Specically, we compared the root mean-squared error (RMSE) for dier-
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Figure 2.3: Tracking Performance of JPDA Filter for Various Values of Clutter Den-
sity, Number of Targets and Probability of Detection: RMSE at 0.5 Clutters Per
Measurement Time with L = 3 Targets (Top Left); RMSE at 3 Clutters Per Mea-
surement Time with L = 3 Targets (Top Right); RMSE at 3 Clutters Per Measure-
ment Time with L = 4 Targets (Bottom Right); and RMSE at 0.5 Clutters Per
Measurement Time with L = 4 Targets (Bottom Left).
ent values of average number of clutters per measurement (0.5 and 3), Pd (0.5-1) and
number of targets (3 and 4). The RMSE was obtained by running 50 Monte Carlo
simulations. As shown in Figure 2.3, the RMSE increases as the clutter density is
increased for both 3 or 4 targets. Similarly, the RMSE increases as the Pd decreases.
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This is expected because, when the probability of detection is low, the JPDA lter
can use a fewer number of correct measurements for target tracking. The RMSE for
all targets reaches a steady state condition when the Pd is greater than 0.8. Thus, at
higher Pd values, the JPDA is able to track multiple targets without being drastically
inuenced by the presence of multiple targets. However, the tracking performance
begins to degrade when the probability of detection decreases.
2.5 Sequential Monte Carlo Based Joint Probabilistic Data Association
The JPDA discussed in Section 2.4.2 assumed linear and Gaussian state space
models. If the model is nonlinear, then the JPDA lter equations derived using the
KF can be extended to support nonlinear models by using the EKF. However, if
the state space model is not Gaussian, then, the EKF based JPDA lter's tracking
performance will not be satisfactory. A particle lter (PF) based JPDA technique to
track multiple targets in clutter environment was considered in [31, 32]. Since then,
dierent PF based techniques [33, 34, 96] have been developed to track multiple
targets in clutter environments for nonlinear and non-Gaussian state space models.
For example, a PF based technique was used in [34] by combining PFs with the
multiple hypothesis tracking method. The computational cost involved with this
method is very expensive. To reduce the computational cost, the authors proposed
to use KF or EKF to track the actual target states and PF to track dierent target
hypothesis. The target states and the track hypothesis distribution estimate were
then combined using the Rao-Blackwellization technique [97].
2.5.1 Monte Carlo Based JPDA Filter
A generalized Monte Carlo based JPDA (MCJPDA) framework for multiple tar-
get and multiple sensor tracking with data association was presented in [33], with
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two possible extensions to reduce computational complexity. This MCPJDA method
closely follows the KF based JPDA lter as it uses the same hypothesis probability
calculation method. The main dierence is in the estimation of the posterior PDF for
each target. The JPDA lter tries to collapse the posterior PDF into a single Gaus-
sian distribution, whereas, in the MCJPDA lter, the posterior PDF is approximated
by particles. Hence, if the importance distribution is selected appropriately, then the
MCJPDA can approximate any multi-modal distribution without any signicant loss
of information.
2.5.2 Data Association and Sequential Monte Carlo
All the assumptions made for JPDA is valid for MCJPDA except for the Gaus-
sian assumptions. The prediction equation for each target in the optimal Bayesian
framework is given by
p(xk;`jzk 1) =
Z
p(xk;`jxk 1;`)p(xk 1;`jzk 1)dxk 1;` (2.11)
where zk 1 is the set of all measurement vectors at time step k  1. As the MCJPDA
is assumed to be a zero scan algorithm, we substitute zk (only the current measure-
ment) for all Zk. Due to measurement origin uncertainty, the update step cannot
be performed independently for each target. In order to solve this data association
problem, the JPDA concept is used to assign measurement-to-target probabilities
such that all measurements are used to update the `th target state. Specically,
the measurement-to-target probabilities are used as weights to obtain the weighted
likelihood function for the `th target. The weighted likelihood function is given by
p(zkjxk;`) = 0k;` +
Nk;mX
i=1
ik;`p(z
i
kjxk;`) (2.12)
where zik is the ith measurement vector at time k, and 
i
k;` is the probability that the
ith measurement is associated with the `th target. Based on the modied denition
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of the likelihood function, the update equation for the optimal Bayesian solution is
given by
p(xk;`jzk) / p(zkjxk;`)p(xk;`jzk 1): (2.13)
The PDF of the predicted measurement can be calculated as
p(zkjzk 1) =
Z
p(zkjxk;`)p(xk;`jzk 1)dxk;`: (2.14)
The calculation of the hypothesis probability is exactly the same as for the JPDA.
The recursive Equations (2.11), (2.12) and (2.13) provide a theoretical framework for
tracking multiple targets with measurement origin uncertainty.
2.5.3 Particle Filter Implementation of MCJPDA
In most cases, it is very dicult to derive a closed form solution for a given
dynamic state and measurement model. Hence, we have to resort to particle lters
to approximate the posterior PDF of the target states. For the `th target, if we
assume that the approximate posterior PDF is available and it is parameterized as
fx(n)k 1;`; w(n)k 1;`gNn=1, where N is the number of particles, then the particle lter steps
are given as follows.
 At time step k, generate new samples that are distributed according to the
importance density q`(xk;`jx(n)k 1;`; zk),
x
(n)
k;`  q`(xk;`jx(n)k 1;`; zk)
 Compute the particle lter approximation of the predicted measurement likeli-
hood as
p(zkjzk 1) 
NX
n=1

(n)
k;` p(zkjx(n)k;` )
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where the predictive weights 
(n)
k;` are calculated by applying Monte Carlo inte-
gration on Equation (2.14),

(n)
k;`  w(n)k 1;`
p(x
(n)
k;` jx(n)k 1;`)
q`(x
(n)
k;` jx(n)k 1;`; zk)
;
NX
n=1

(n)
k;` = 1
 Enumerate all possible hypothesis and compute their corresponding probabili-
ties.
 Calculate the measurement-to-target data association probability using the pre-
dicted measurement likelihood and the hypothesis probability.
 Compute the target likelihood PDF in Equation (2.13) based on the computed
data association probability.
 Compute the particle weights for approximating the posterior PDF,
w
(n)
k;`  w(n)k 1;`
p(zkjx(n)k;` )p(x(n)k;` jx(n)k 1;`)
q`(x
(n)
k;` jx(n)k 1;`; zk)
 Normalize the weights and resample the particles to avoid sample degeneration.
2.5.4 MCJPDA Using SIR particle lter
Using the aforementioned PF implementation, to generate the particles requires
the importance density and the tracking performance is highly dependent on the
choice of importance density. One simple choice is to use the state transition distri-
bution as the importance density [31],
q`(x
(n)
k;` jx(n)k 1;`; zk)  p(x(n)k;` jx(n)k 1;`):
If the state transition distribution is used, then the measurement likelihood becomes
p(zkjzk 1)  1
N
NX
n=1
p(zkjx(n)k;` )
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and the particle lter weights depend only on the measurement likelihood,
w
(n)
k;`  w(n)k 1;`p(zkjx(n)k;` ):
We have implemented the MCJPDA lter using the SIR particle lter in Mat-
lab for tracking multiple targets in the 2-D plane. Unlike previous examples, we
used nonlinear measurement functions to track multiple targets. We used the same
process model as before with the matrix F for all targets as in Equation (2.6). The
measurement vector consists of range rk;` and range-rate _rk;`. The nonlinear relation
between the measurements and target states are given by
rk;` =
q
(xk;`   xo)2 + (yk;`   yo)2 (2.15)
_rk;` =
_xk;`(xk;`   xo) + _yk;`(yk;`   yo)p
(xk;`   xo)2 + (yk;`   yo)2
(2.16)
where (xo; yo) is the stationary sensor location coordinates. In our simulations, we
assumed Gaussian noise for both the measurement noise and the modeling error
process. We used four targets, whose initial target states are same as the ones used
in the JPDA illustration in Figure 2.2. The process noise parameter q was set to
10 6 and the measurement noise variance for the measurement vector was set at 25
for range and 1 for range-rate measurements. The average number of clutters per
measurement was set at 2, (clutter spatial density  = 0:002924). The probability
of target detection Pd was set at 0.9 and 300 particle were used to approximate the
posterior PDF. Figure 2.4 shows the original clutter measurement distribution at
all times and also the target associated measurement distribution. From the gure,
it is not possible to visually separate the clutter associated measurements from the
target associated measurements. Figure 2.4 also shows the true and estimated target
position for all four targets and the MCJPDA lter is able to accurately estimate the
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state vectors. The estimated trajectory deviates from the true trajectory when the
targets came close to each other. However, the MCJPDA lter was able converge
back to the true trajectory after the targets had moved away from each other.
Figure 2.4: MCJPDA Filter Performance: True and Estimated Trajectories for Four
Targets (Top Left); Target and Clutter Associated Measurements (Top Right, Green
and Black Stars Represent Target and Clutter Associated Range Measurements, re-
spectively, and Red and Cyan Dots Represent Target and Clutter Associated Range-
Rate Measurements, respectively); Velocity in the y-direction (Bottom Right); and
Velocity in the x-direction (Bottom Left).
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Chapter 3
SINGLE TARGET SEQUENTIAL MONTE CARLO TRACK-BEFORE-DETECT
FILTERING
3.1 Tracking Under Low Signal-to-Noise Ratio Conditions
Under low signal-to-noise ratio (SNR) conditions, it is possible to miss the de-
tection of target associated measurements. In conventional radar systems, tracking
low SNR moving targets using constant false alarm rate (CFAR) detectors [45, 46]
can result in poor performance as thresholding can result in a loss of information.
The probability of detection is low for targets with small radar cross section [45, 47],
since, as the SNR decreases, the CFAR detection threshold needs to be increased;
this requires additional measurements, resulting in increased number of false alarms.
The track-before-detect lter (TBDF) is a method proposed to improve track-
ing under low SNR conditions. TBDF algorithms based on the Hough transform,
dynamic programming or maximum likelihood are generally computationally inten-
sive [17]. However, with recent advancements in sequential Monte Carlo techniques,
TBDF algorithms implemented using a particle lter (PF) are now computationally
feasible [51, 52]. The PF based TBDF incorporates unthresholded data and a binary
target existence variable into the target state estimation process. A recursive TBDF
algorithm for a single target was proposed in [55] that uses PF based interacting
multiple model (IMM) concept for a jump Markov nonlinear model [98]. For a single
target, the modes correspond to a target entering the eld of view (FOV) and to a
target leaving the FOV. Following the IMM method, the target state estimates from
both modes are integrated to derive the nal state estimates.
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3.2 Sequential Monte Carlo Track-before-detect Filtering
The PF based TBDF (PF-TBDF) proposed in [51] can work using a single scan
of data like the PDA lter families, and it also supports nonlinear and non-Gaussian
state space models.
3.2.1 State Space Model
We assume that we want to track a target moving in a 2-D plane with an unknown
state vector xk at time step k. As in Chapter 2, we consider the state model given by
xk = Fxk 1 + vk (3.1)
where F is the state transition matrix, assuming constant velocity motion and vk
is a modeling error random process with covariance matrix Q. A target can be
present or absent in the measurement space. This is modeled as a random process by
introducing a random variable Ek which is modeled as a two state rst order Markov
chain. Specically, Ek 2 f0; 1g, where Ek = 1 represents the target existence in the
FOV and Ek = 0 represents the target absence in the FOV. We consider two state
transitional probabilities: the probability PB of a target entering the FOV and the
probability PD of a target leaving the FOV. These probabilities are assumed known
and are dened as PB , Pr(Ek = 1jEk 1 = 0), PD , Pr(Ek = 0jEk 1 = 1). Once
a target is detected, the probability that the target remains in the FOV is (1  PD).
Similarly, once a target is detected to leave the FOV, the probability that target
remains outside the FOV is given by (1  PB). The corresponding transition matrix
for the Markov process is

 =
264 1  PB PB
PD 1  PD
375 : (3.2)
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The initial target existence probability Pr(e0 = 1) is also assumed to be known, where
ek is the event that represents the existence of a target.
We assume that each unthresholded measurement z
(a;b)
k , with center coordinate in
the 2-D plane given by (a; b), is related to the target state vector according to
z
(a;b)
k =
8>>>><>>>>:
h
(a;b)
k (xk) + w
(a;b)
k ; for Ek = 1
w
(a;b)
k ; for Ek = 0
(3.3)
where h
(a;b)
k (xk) is a possibly nonlinear function of xk and the measurement noise w
(a;b)
k
is assumed to be independent and Gaussian distributed with variance r. The mea-
surement vector zk consists of multiple unthresholded measurements, as in Equation
(3.3), and
Zk = fz0; z1; : : : ; zkg
where Zk is the set of all measurement vectors up to time step k.
3.2.2 Bayesian Solution to Track-before-detect Filtering
Given the state and measurement models and the posterior probability density
function (PDF) at time step k   1, p(xk 1; Ek 1jZk 1), the task of PF-TBDF is to
estimate the posterior PDF at time step k, p(xk; EkjZk). This is a multiple-model
problem in which the posterior PDF is dependent on the target existence condition
or mode. For the single target case, there are two modes: target is present and target
is absent. The posterior PDF needs to be estimated only when the target is present
since the posterior PDF is undened when the target is absent. Using the generic
Bayesian solution for multiple switching dynamic models [17], the predicted PDF for
the PF-TBDF is given by
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p(xk; Ek = 1jZk 1) = PB
Z
pb(xk) p(xk 1; Ek 1 = 0jZk 1) dxk 1 +
(1  PD)
Z
p(xkjxk 1; Ek 1 = 1; Ek = 1) p(xk 1; Ek 1 = 1jZk 1) dxk 1 (3.4)
where pb(xk) is an a priori known target distribution based on the assumption that
the target is detected at time step k, and p(xkjxk 1; Ek 1 = 1; Ek = 1) is dened by
the target state transition model. Given the predicted prior PDF and the likelihood
function p(Zkjxk; Ek = 1), the updated PDF can be written as
p(xk; Ek = 1jZk) = p(Zkjxk; Ek = 1) p(xk; Ek = 1jZk 1)
p(ZkjZk 1) :
Since, the measurement noise is assumed to be independent between unthresholded
measurements, the joint likelihood function can be written as
p(Zkjxk) =
8>>>>>><>>>>>>:
Y
a
Y
b
N (z(a;b)k ;h(a;b)k (xk); r); for Ek = 1
Y
a
Y
b
N (z(a;b)k ; 0; r); for Ek = 0
(3.5)
where N (z(a;b)k ;h(a;b)k (xk); r) implies that z(a;b)k is a Gaussian random variable with
mean h
(a;b)
k (xk) and variance r.
3.2.3 Particle Filter Implementation of Track-before-detect Filtering
The PF implementation of the aforementioned Bayesian recursive equations was
originally performed in [51] by appending the state vector with the target existence
variable Ek to form yk = [x
T
k Ek]
T. The posterior PDF of the new state vector yk
is approximated using N particles y
(n)
k and their corresponding weights w
(n)
k , n =
1; : : : ; N ; the resulting PF implementation steps are listed next.
 A set of particles for the target existence variable E(n)k are generated using the
past state E
(n)
k 1 and the state transition matrix 
.
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 The target states are predicted based on the target existence condition for each
particle. Based on the current and past state of the target existence variable,
there are two possible modes:
{ Mode 1: the target enters the FOV (Ek 1 = 0 and Ek = 1):
The target state particles are uniformly drawn at time step k based on
some a priori information on the minimum and maximum possible values
on the target state.
{ Mode 2: the target remains in the FOV (Ek 1 = 1 and Ek = 1):
The state transition model in Equation (3.1) is used to update the target
state particles.
 The particle weights are computed by modifying the likelihood function in Equa-
tion (3.5) as
p(Zkjxk) /
8>>>>>>>>><>>>>>>>>>:
Y
a
Y
b
N (z(a;b)k ;h(a;b)k ; r)Y
a
Y
b
N (z(a;b)k ; 0; r)
; for Ek = 1
1; for Ek = 0
/
8>>>>><>>>>>:
Y
a
Y
b
l(z
(a;b)
k jxk); for Ek = 1
1; for Ek = 0
(3.6)
where l(z
(a;b)
k jxk) is the measurement-dependent likelihood ratio.
 The computed weights are normalized and the particles are resampled.
 From the approximated posterior PDF of the appended state vector yk, the
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target existence probability Pr(ek) is obtained as
Pr(ek) =
1
N
NX
n=1
E
(n)
k :
3.3 Ecient Particle Filter Based Track-before-detect Filtering
3.3.1 Algorithm Description
In the previous section, a PF based TBDF method was described in which the
target existence variable is also included in the state vector. An ecient PF based
method was proposed in [53] that does not include the target existence variable in
the state vector. An analytical expression was also derived to estimate the target
existence probability. Moreover, instead of using a single set of particles, the ecient
PF-TBDF represents each mode (a target entering the FOV and a target remaining
in the FOV) by a set of particles. This ecient approach integrates the PF imple-
mentation algorithm proposed for the IMM algorithm in [98] for a nonlinear jump
Markov system. The two particle sets scheme enables one to eciently assign dif-
ferent number of particles for the two modes, thereby avoiding particle degeneracy
that typically happens during mode transition. Similar to the original PF-TBDF,
this method also estimates the posterior PDF p(xk; Ek = 1jZk). The posterior PDF
can be written as
p(xk; Ek = 1jZk) = p(xkjEk = 1;Zk) Pr(Ek = 1jZk): (3.7)
In Equation (3.7), the target existence probability Pr(Ek = 1jZk) is separated from
the target's state parameters. The target state vector PDF conditioned on target
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existence can be written as
p(xkjEk = 1;Zk) =
1X
j=0
p(xk; Ek 1 = jjEk = 1;Zk)
= p(xk; jEk 1 = 0; Ek = 1;Zk) Pr(Ek 1 = 0jEk = 1;Zk)+
p(xk; jEk 1 = 1; Ek = 1;Zk) Pr(Ek 1 = 1jEk = 1;Zk):
(3.8)
Thus, the target state vector PDF conditioned on target existence is a weighted
mixture of two density functions. The density function p(xk; jEk 1 = 0; Ek = 1;Zk)
represents the target state vector PDF conditioned on a target entering the FOV.
The density function p(xk; jEk 1 = 1; Ek = 1;Zk) represents the target state vector
PDF conditioned on a target remaining in the FOV. Using Bayes rule, the PDF
corresponding to a target entering the FOV can be updated as
p(xk; jEk 1 = 0; Ek = 1;Zk) = l(zkjxk; Ek = 1) p(xk; jEk 1 = 0; Ek = 1)
where p(xk; jEk 1 = 0; Ek = 1) = pb(xk) is the a priori distribution described below
Equation (3.4) and l(zkjxk; Ek = 1) is the likelihood function in Equation (3.6).
Similarly, the PDF corresponding to a target remaining in the FOV can be updated
as
p(xk; jEk 1 = 1; Ek = 1;Zk) = l(zkjxk; Ek = 1) p(xk; jEk 1 = 1; Ek = 1;Zk 1):
The predicted density can be written as a function of the transition density and the
posterior target state distribution at time step k   1,
p(xkjEk 1 = 1; Ek = 1;Zk 1) =
Z
p(xkjxk 1; Ek 1 = 1; Ek = 1)
p(xk 1; jEk 1 = 1;Zk 1) dxk 1:
Closed form expressions for the weights Pr(Ek 1 = 0jEk = 1;Zk) and Pr(Ek 1 =
1jEk = 1;Zk) in Equation (3.8) are derived in [53].
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3.3.2 Implementation of the Ecient PF-TBDF
The implementation of the ecient PF-TBDF using a separate particle set for each
mode is described next, following [53]. The posterior PDFs, p(xk; jEk 1 = 1; Ek =
1;Zk) and p(xk; jEk 1 = 0; Ek = 1;Zk) are approximated using the particle and
weight sets x
(n1)
k 1 and w
(n1)
k 1 , n1 = 1; : : : ; N1 and x
(n2)
k 1 and w
(n2)
k 1 , n2 = 1; : : : ; N2 where
N1 and N2 are the respective number of particles for each set. Given p(xk 1; jEk 2 =
1; Ek 1 = 1;Zk 1) and the target existence probability Pr(ek 1) at time step k   1,
the PF steps are listed next.
 At time step k, N2 new particles are generated that are distributed according
to the proposal density
x
(n2)
k  q(xkjEk 1 = 0; Ek = 1;Zk):
n2 = 1; 2; : : : ; N2 using the steps in Section 3.2.3.
 The corresponding weights are obtained using
~w
(n2)
k =
l(zkjx(n2)k ; Ek = 1) q(x(n2)k jEk 1 = 0; Ek = 1;Zk)
N2 q(x
(n2)
k jEk 1 = 0; Ek = 1;Zk)
:
 The particle weights are normalized
w
(n2)
k =
~w
(n2)
kPN2
n2=1
~w
(n2)
k
:
 N1 new particles are generated that are distributed according to the proposal
density
x
(n1)
k  q(xkjEk 1 = 1; Ek = 1;Zk)
n1 = 1; 2; : : : ; N1 using the target dynamic model in Equation (3.1).
47
 The particle weights are calculated using
~w
(n1)
k =
l(zkjx(n1)k ; Ek = 1)
N1
:
 The particle weights are normalized
w
(n1)
k =
~w
(n1)
kPN1
n1=1
~w
(n1)
k
:
 The mixing probabilities are calculated as
PrU(Ek 1 = 1jEk = 1;Zk) = [1  PD] Pr(ek 1)
N1X
n1=1
~w
(n1)
k ;
PrU(Ek 1 = 0jEk = 1;Zk) = PB [1  Pr(ek 1)]
N2X
n2=1
~w
(n2)
k :
where Pr(ek 1) is the target existence probability at the previous time step,
and PB and PD are the a priori probabilities of a target entering or leaving the
FOV, respectively.
 The mixing probabilities are normalized
Pr(Ek 1 = 0jEk = 1;Zk) = Pr
U(Ek 1 = 0jEk = 1;Zk)
PrU(Ek 1 = 0jEk = 1;Zk) + PrU(Ek 1 = 1jEk = 1;Zk)
;
Pr(Ek 1 = 1jEk = 1;Zk) = Pr
U(Ek 1 = 1jEk = 1;Zk)
PrU(Ek 1 = 0jEk = 1;Zk) + PrU(Ek 1 = 1jEk = 1;Zk)
:
 The probability of target existence is calculated using
Pr(ek) =

1 +
(1  Pb) (1  Pr(ek 1)) + PD Pr(ek 1)
PrU(Ek 1 = 0jEk = 1;Zk) + PrU(Ek 1 = 1jEk = 1;Zk)
 1
:
 The particle weights are scaled by the mixing probabilities as
w
(n1)
k = Pr(Ek 1 = 1jEk = 1;Zk)w(n1)k ;
w
(n2)
k = Pr(Ek 1 = 0jEk = 1;Zk)w(n2)k :
The two set of particles are then combined to generate N2 + N1 particles.
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 The particles are resampled and the number of particles are reduced from (N2
+ N1) to N1 to represent the posterior PDF of the target remaining in the FOV.
3.4 Target Tracking Example Using Image Measurements
3.4.1 Image Measurement Model
We consider tracking moving targets using image measurements from video cam-
eras. Each measurement is considered to be a sequence of 2-D image frames with
nite resolution, and each pixel in a frame is characterized by its grey-scale level.
Each 2-D measurement frame is assumed to consists of (NxNy) pixels with a pixel
resolution (4x4y). The center of the pixel (a, b) is at the position (a4x b4y). If
a target is not present in a frame, the measurement contains only noise for all pixels.
If a target is present in a frame, then the pixels in the vicinity of the target's current
position contain signal plus noise. A point target and a sensor point spread function
approximated by a 2-D Gaussian function is assumed in this measurement model. If
a target is present in a measurement frame, it is characterized by its x and y coordi-
nate position and its corresponding grey-scale level in that position. The grey-scale
level is denoted as Ik. In addition to the target position and intensity, the component
velocities also constitute the state vector. The targets state vector is then given by
xk = [xk; _xk; yk; _yk; Ik]
T:
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Assuming constant velocity target motion, the elements of the (55) state transition
matrix F is given by
F =
2666666666664
1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
0 0 0 0 1
3777777777775
where T is the time step interval and we assumed additive noise model for target
intensity. The measurements from all pixels in Equation (3.3) are concatenated to
generate the measurement vector
zk =

z
(1;1)
k z
(1;2)
k : : : z
(1;Nx)
k z
(2;1)
k z
(2;2)
k : : : z
(2;Ny)
k : : : z
(Nx;1)
k : : : z
(Nx;Ny)
k

:
The likelihood function l(z
(a;b)
k jxk) in Equation (3.6) can be simplied as
l(z
(a;b)
k jxk) , exp

  h
(a;b)
k (xk)(h
(a;b)
k (xk)  2z(a;b)k )
2r

; (3.9)
where h
(a;b)
k (xk) is the intensity contribution of a target present at the position (xk; yk)
to the pixel (a; b). The imaging sensor measurement corresponding to a target is
modeled using a Gaussian spread function with a point target assumption. The
blurring introduced by the sensor is modeled by adjusting the spread factor , of the
Gaussian spread function. For a target present at the position (xk; yk), this nonlinear
spread function h
(a;b)
k (xk) in the measurement model in Equation (3.3) can be modeled
as
h
(a;b)
k (xk) =
4x4yIk
22
exp
  (a4x xk)2+(b4y yk)2
22
	
: (3.10)
3.4.2 Simulations
We have implemented the two PF-TBDF algorithms in Matlab for tracking a
single target in a 2-D plane under low SNR conditions, following the example used in
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[17]. The covariance matrix Q for the noise vk in Equation (3.1) is given by
Q =
26666666666664
q1T
4
4
q1T
3
2
0 0 0
q1T
3
2
q1T
2 0 0 0
0 0
q1T
4
4
q1T
3
2
0
0 0
q1T
3
2
q1T
2 0
0 0 0 0 q2T
37777777777775
where q1 and q2 are the process noise parameters for the target motion and intensity,
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Figure 3.1: Measurement Frame at Dierent Time Steps at 20 dB Peak SNR. In all
the Plots, the x and y Axes Correspond to the x and y Coordinates in the FOV,
respectively.
respectively. Similar to the example in [17], 30 frames of measurements were generated
with the following parameters, 4x = 1, 4y = 1, Nx = 20, Ny = 20, T = 1 s; the
blurring parameter  is set at 0.7. The algorithm performance is evaluated under
dierent peak SNR conditions. The measurements were generated such that a target
51
Frame :2
10 20
5
10
15
20
Frame :7
10 20
5
10
15
20
Frame :12
10 20
5
10
15
20
Frame :17
10 20
5
10
15
20
Frame :22
10 20
5
10
15
20
Frame :27
10 20
5
10
15
20
Figure 3.2: Measurement Frame at Dierent Time Steps at 6 dB Peak SNR.
enters the FOV at time step 7 and leaves the FOV at time step 23. The initial target
position and velocity are set at (4.2,7.2) m, and (0.45 0.25) m/s respectively. Figure
3.1 shows the measurement frame at dierent time steps and 20 dB peak SNR. Since
the peak SNR is high, the target position can be observed simply by the distinct
pixels. Figure 3.2 shows the measurement frame at 6 dB peak SNR. In this case, it
is not possible to detect the existence of the target by visual inspection. We thus
aim to demonstrate the performance of the PF-TBDF under this low SNR condition.
The noise parameters are set at q1 = 0.001, q2 = 0.01 and r = 1. The state transition
probabilities are assumed to be PB = 0.05, PD = 0.05, Pr(e0) = 0.05. The parameters
used in generating the particles when a target enters the FOV are max = 0:5 and
min = 0:2. The target intensity range is set to Imin = 10, Imax = 30; this range
reects the expected 0 to 20 dB peak SNR. The number of particles are set to 15,000
particles for both N1 and N2.
Figure 3.3 shows the target existence probability at 6 dB peak SNR (I0 = 6.14),
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Figure 3.3: Target Existence Probability at 6 dB Peak SNR (Red Stars Represent
the Time Steps at which the Target Truly Exist).
at dierent time steps using the ecient PF-TBDF method. As demonstrated in
the gure, the target existence probability is accurately estimated. It takes about
3 frames for the probability to increase after the target enters the FOV, and the
probability decreased quickly after the target left the FOV.
Figure 3.4 shows the particle distribution of the target position variables, and
the histogram of the target intensity. The particle distribution is random before the
appearance of a target. Once the target enters the FOV, the particle distribution
is concentrated around the true target position. Similarly, the particles disperse
after the target leaves the FOV. The same phenomenon is observed with the target
intensity as more particles are concentrated around the true intensity value of 6.14.
Figure 3.5 shows the tracking performance of the ecient PF-TBDF. The top plots
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Figure 3.4: Particle Distribution for Target Position (Top 6 Plots, where the x and
y Axes Represent the x and y Coordinates in the FOV, respectively); Histogram of
Target Intensity Estimate at Dierent Frames (Bottom 6 Plots, where the x and y
Axes Represent Intensity and Number of Particles with the Corresponding Intensity
Value, respectively).
of the gure shows the true and estimated target position (shown separately for the
x and y coordinates). From Figure 3.5, the estimates are very close to the true value
after time step 10. The bottom plot shows the true and estimated target trajectory.
As it can be seen, the PF-TBDF was able to closely track the target even under very
low SNR conditions.
The performance of the ecient PF-TBDF is compared with the original PF-
TBDF method using the same number of particles. Figure 3.6 shows the target
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Figure 3.5: Target Position Estimates, x Coordinate (Top Left); and y Coordinate
(Top Right). True and Estimated Target Trajectory at 6 dB Peak SNR (Bottom).
existence probability under three dierent peak SNR conditions (12 dB, 6 dB, 3 dB).
The results were obtained by averaging 25 Monte Carlo simulations. The root mean-
squared error (RMSE) between the estimated and true target position is calculated
to compare the two algorithms and the RMSE is calculated using
RMSE =
p
(xtrue   xest)2 + (ytrue   yest)2:
Figure 3.7 shows the position RMSE for both methods and both algorithms appear
to have similar detection performance. However, under lower SNR conditions, the
position error using the ecient PF-TBDF is lower than the original PF-TBDF.
In the simulations, it was also observed that the ecient PF-TBDF provides similar
performance even when the number of particles is reduced. However, with the original
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Figure 3.6: Target Existence Probability for the Original PF-TBDF and the Ecient
PF-TBDF Methods (a) SNR = 12 dB; (b) SNR = 6 dB; and (c) SNR = 3 dB.
PF-TBDF, the performance deteriorates as the number of particles is reduced. In
the original PF-TBDF method, the number of particles used for detecting a target
entering the FOV and for tracking a target remaining in the FOV is unevenly split
between the two target transition modes. This results in inaccurate detection of a
target entering the FOV or inaccurate state estimation of a target remaining in the
FOV. With the ecient PF-TBDF, a xed number of particles is assigned for both
modes, thus reducing the inaccuracy under each mode.
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Figure 3.7: Position RMSE for the Original PF-TBDF and the Ecient PF-TBDF
Methods (a) SNR = 12 dB; (b) SNR = 6 dB; and (c) SNR = 3 dB.
3.5 Target Tracking Example Using Radar Measurements
3.5.1 Radar Measurement Model
In a general radar system, the sensor measurements are in the form of range
and range-resolution bins, obtained by correlating the received data with the time-
frequency shifted versions of the transmitted baseband signal [45]. The transmitter of
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a pulse Doppler radar system sends a series ofNp pulses with a pulse repetition interval
time TPRI. Each transmitted pulse s[n] consists of Ns samples and has sampling
frequency fs. The radar receiver receives signals that are reected by targets and
interfering objects. The signals received over a period of Np pulses is referred to as a
dwell measurement. The range is estimated by keeping track of the round trip delay
for the reected pulse. The target range rk and the delay k at the kth transmission
are related as
rk =
c k
2
where rk is the range in meters at time step k, c is the velocity of propagation and
k is the corresponding round trip delay in seconds. If a target is moving, then the
reected signal undergoes frequency scaling due to the Doppler eect. Under the
narrowband assumption, this frequency scaling is approximated as a frequency shift
that depends on the speed of a moving target. Hence, one can estimate the speed of
a moving target by estimating the Doppler frequency using the measurements from
Np pulses. The Doppler frequency k and the range-rate _rk are related as
k =
2 _rk
c
fc
where _rk is the range-rate in m/s at time step k, and fc is the carrier frequency
in Hz. The received complex baseband signal is rst matched-ltered to improve
the SNR. If all transmitted pulses have the same duration and also with the same
pulse repetition interval, the matched lter output is the cross-ambiguity function
between the received and transmitted signal at zero Doppler shift (AF(; 0)) [46].
Thus, each sample corresponds to the time lag index which in-turn corresponds to a
particular target range bin. The slow-time samples are then generated by sampling
the matched ltered output every NPRI= fsTPRI samples [45]. The target's range-rate
is estimated by rst estimating the Doppler frequency of the received signal using
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spectral analysis on the slow time samples. The resulting resolution bin dimension is
given by (4r4 _r), where 4r and 4 _r correspond to range and range-rate resolution,
respectively. The range resolution is determined by the bandwidth of the transmitted
baseband signal and the range-range resolution is determined by the number of pulses
used for spectral processing. The center of the bin (a, b) is at the position (a4rb4 _r).
Figure 3.8 shows how the 2-D measurement matrix that corresponds to the ambiguity
function of the received signal is generated in a realistic pulse-Doppler radar system.
1 2 3 Np 
TPRI  
One Dwell:  Np pulses for coherent processing 
Matched 
Filter 
  ՝ ܴܰܲܫ Windowing/ ܦܨܶ |. |2 ݋ݎ |. | zk[1,1:Np] 
  ՝ ܴܰܲܫ Windowing/ ܦܨܶ |. |2 ݋ݎ |. | zk[2,1:Np] 
  ՝ ܴܰܲܫ Windowing/ ܦܨܶ |. |2 ݋ݎ |. | zk[Nv ,1:Np] 
Ns  
fs 
 
Raw fast time  
measurement 
Figure 3.8: Range and Range-Rate Processing of a Pulse-Doppler Radar System.
The measurement matrix contains a peak corresponding to the target's range and
range-rate. The auto ambiguity function of the modulating signal determines the
degree of spreading in the vicinity of the peak corresponding to a true target or
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clutter. The function h
(a;b)
k in the measurement Equation (3.3) is related to the range
and range-rate of a particular target as
h
(a;b)
k (xk) =
Ik sin(Np(b   k)TPRI)sin((b   k)TPRI)
Ns 1X
n=0
s[na   n  nk]e j2(b k)nTPRI
 (3.11)
where na is the lag index corresponding to a particular range and b is the Doppler
frequency corresponding to a particular range-rate in bin (a, b), the relation between
them is given by
na = round

2 a4r
c
fs

; b =
2 b4 _r
c
fc
nk and k are the lag index and the Doppler frequency corresponding to a target
with a certain range and range-rate, respectively at time step k. The range and the
range-rate are in-turn nonlinearly related to the target state vector xk = [xk _xk yk _yk]
T
where (xk; yk) and ( _xk; _yk) are the 2-D coordinates of the target's position and velocity
respectively and their relations are given in Equations (2.15) and (2.16).
3.5.2 Simulations Using Rayleigh Measurement Noise
In the image measurement example, the additive measurement noise was assumed
to be Gaussian and this is not always a realistic assumption in radar applications. If
the complex raw measurement is assumed to be Gaussian, then the magnitude spec-
trum of the matched lter output is either Rayleigh or Rician distributed depending
on the existence of a target in a range bin. Thus, the likelihood function in Equation
(3.9) is modied for dierent measurement noise distributions. The likelihood ratio
with the Rayleigh noise assumption is derived as [53],
l(z
(a;b)
k jxk) , exp

  [h
(a;b)
k (xk)]
2
2r

Io

  h
(a;b)
k (xk)z
(a;b)
k
2r

(3.12)
where I0() is the zeroth order modied Bessel function of the rst kind and r is the
variance of the in-phase and quadrature components of additive complex Gaussian
noise.
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In addition to range and range-rate measurements, a radar system can also provide
measurements from the azimuthal and elevation look directions to track a moving
target in a 3-D space. For tracking a target in 2-D space, only the azimuthal look
directions measurement is necessary. In our simulations, we have considered 2-D
space by generating measurements from only one azimuthal direction and the target
positions were restricted to be always present in this direction. We have implemented
a simple pulse-Doppler radar system with the parameters shown in Table 3.1. The
measurements from this simulated radar system is used to track a single moving target
in Rayleigh noise.
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Figure 3.9: Signal Condition at Various Points in the Radar System at 15 dB Peak
SNR: Raw Received Signal (Top Left); Matched Filter Output (Top Right); Noise-
Free Range and Range-Rate Measurement (Bottom Right); and Noisy Range and
Range-Rate Measurement (Bottom Left).
Figure 3.9 shows the complex radar input signal, the matched lter output, noisy
measurement at 15 dB peak SNR and the noise-free measurement. For the chosen
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Table 3.1: Simulated Pulse-Doppler Radar System Parameters
Radar Parameter Value
Azimuthal Look Direction 45o
Beamwidth 30o
Carrier Frequency 10.0 GHz
Baseband Signal pulse
Range Gate [1500, 30000] m
Maximum Velocity 37.5 m/s (135 km/hr)
Maximum Doppler Shift 2.5 kHz
Pulse Width 10 s
Pulse Interval, TPRI 200 s
Duty Cycle 0.05
Number of Pulses, Np 32
Fast Time Sampling, fs 1.6 MHz
Range Resolution 1500 m
Range-Rate Resolution 2.34 m/s
Measurement Sampling Interval 20 s
State Model Constant velocity
Measurement Model Nonlinear with Rayleigh noise
Tracker PF-TBDF
Number of Particles 4,000 + 4,000 = 8,000
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Figure 3.10: Measurement Frame with Rayleigh Noise at Dierent Time Steps at
15 dB Peak SNR. In all the Plots, the x, y and z Axes Correspond to Range in m,
Range-Rate in m/s, and Intensity, respectively.
radar parameters, 15 dB peak SNR at the matched lter output corresponds to -33 dB
SNR for the unthresholded radar measurement. Figure 3.10 shows the measurement
matrix at dierent time steps. The target enters and leaves te FOV at time steps 5
and 23, respectively. For a given SNR, the measurement with Rayleigh noise has more
higher amplitude spikes than a Gaussian distributed noise and the intensity of these
spikes are comparable to the peak corresponding to the target. Thus, it is even more
dicult to track a target in Rayleigh noise. Figure 3.11 shows the particle distribution
of the target position and the intensity for the ecient PF-TBDF algorithm. The
particles for the intensity are distributed around 1.2 and the true intensity at 15 dB
peak SNR is 1.41. When the target is not present, the particles in the position plane
are distributed at 45o with approximately 30o tolerance. This is consistent with the
original radar parameters in Table 3.1. Figure 3.12 shows the estimated and true
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target position and the PF-TBDF method is able to accurately track a target in
Rayleigh noise.
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Figure 3.11: Particle Distribution for Target Position at 15 dB Peak SNR (Top 6
Plots, where the x and y Axes Represent the x and y Coordinates in the FOV, re-
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Figure 3.12: Target Position Estimates, x Coordinate (Top Left); y Coordinate (Top
Right). True and Estimated Target Trajectory at 15 dB Peak SNR (Bottom).
3.5.3 Simulations with Measurements in Clutter
We investigate the PF-TBDF performance for tracking a target in the presence
of clutter. Although the measurement model does not explicitly include clutter, we
can still consider the clutter as a target. If we assume that there is no consistent
trajectory for the clutter, then the PF-TBDF should inherently ignore the clutter as
a consistent moving target thereby rejecting the clutter as noise. The amplitude of
the clutter can be modeled by various distributions [99]. The type of distribution
to use depends greatly on the specic radar application scenario. For example, sea
clutter from a low grazing angle radar is modeled using heavy tailed distributions
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such as K-distribution and Weibull distribution. A compound Gaussian model was
also proposed to accurately model sea clutter [100]. In our simulations, we used the
Weibull distribution to model clutter amplitude and the average number of clutter is
assumed to be Poisson distributed. Figure 3.13 shows the target existence probability
under two test cases: 18 dB peak SNR and average number of clutter associated
measurement is 10 measurements per dwell; 15 dB peak SNR, average number of
clutter associated measurement is 5 measurements per dwell. As shown in the gure,
the PF-TBDF algorithm was able to detect the existence of a target at low SNR
and high clutter density. The target onset detection is slower at lower SNR. Figure
3.14 shows the target trajectory estimate for both test cases, where the PF-TBDF
algorithm is able to track the moving target with high degree of accuracy.
5 10 15 20 25 30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Dwell Number
Pr
ob
ab
ilit
y 
of
 ta
rg
et
 e
xis
te
nc
e
 
 
18 dB peak SNR, Avg. Clutter = 10
Target Presence
15 dB peak SNR, Avg Clutter = 5
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Figure 3.14: True and Estimated Target Trajectory: (a) SNR = 18 dB, 10 Clutter
Measurements Per Dwell; and (b) SNR = 15 dB, 5 Clutter Measurements Per Dwell.
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Chapter 4
MULTIPLE TARGET TRACK-BEFORE-DETECT FILTERING
4.1 Tracking Multiple Targets Under Low Signal-to-Noise Ratio Conditions
The track-before-detect lter (TBDF) algorithm discussed in Chapter 3 was ex-
tended to track multiple targets [101], as mentioned in Chapter 1. However, this
method was only shown to work well for a small number of targets. The state vector
dimension in this method does not account for a varying number of targets, and it
does not completely address the uncertainty in the actual number of existing targets.
Recently, an RFS-based approach, the labeled multiple Bernoulli lter has been used
to track multiple targets under low signal-to-noise ratio (SNR) conditions [74].
In this chapter, given a known maximum possible number of targets, we provide
an alternate algorithm that generalizes the recursive TBDF in [53] to track a vary-
ing number of targets in low SNR and high clutter [76, 77] without any need for an
explicit track management step. Since the number of targets that are present in the
eld of view (FOV) is not known a priori, we estimate the joint posterior probability
density function (PDF) under all possible target existence combinations [76]. These
joint PDFs are derived under the recursive Bayesian framework, and the state vectors
corresponding to all the targets in the dierent modes are then appropriately mixed to
derive the overall target state estimates. This is an interacting multiple model (IMM)
algorithm in which the dierent target motion models in the regular IMM structure
are replaced by all possible target existence combinations or modes. Hence, we refer
to our algorithm as multiple mode multiple target TBDF (MM-MT-TBDF) to dier-
entiate from the regular IMM algorithm [102]. The probability corresponding to each
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mode is also calculated, and the existence probability of each target is calculated from
this mode probability. We avoid an explicit track management step by estimating an
exhaustive set of multi-target posterior PDFs such that the target-to-track associa-
tion is implicitly achieved through the unique denition of target combinations. The
target states are validated using the estimated target existence probability. We also
propose a particle lter (PF) implementation of the MM-MT-TBDF method that can
also support nonlinear and non-Gaussian models. Although the PHDF approach is
an encompassing framework, it is still not possible to practically estimate the joint
PDF of the multi-target state vector for a time-varying number of targets. Recent
advances in agile radar processing [103] require the posterior PDF of the state vec-
tor to dynamically select waveform parameters. For example, a single target TBDF
based waveform design technique was considered in [104] that uses the posterior PDF
estimate to minimize the tracking error. Using this approach, the set of estimated
joint PDFs at time step k can be used to predict the tracking error at time step k+1
and the waveform parameters at time step k+1 that minimizes the predicted tracking
error can be optimally selected [103].
4.2 Multiple Mode Multiple Target Tracking Model
4.2.1 State Model for Dynamically-varying Number of Targets
We consider the radar problem of tracking a maximum number of L targets. We
dene the state vector corresponding to the `th target, `=1; : : : ;L at time step k as
xk;` = [xk;` _xk;` yk;` _yk;` Ik;`]
T
where (xk;`; yk;`), ( _xk;`; _yk;`), and Ik;` are the `th target's two-dimensional (2-D)
Cartesian coordinates for position and velocity, and radar cross section (RCS) inten-
sity level, respectively, and T denotes vector transpose. This denition of state vector
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is appropriate for an air-to-ground or ground-to-ground radar systems in which tar-
gets are localized on the ground. Possible applications may include tracking moving
cars on a rural road or tracking small boats on the sea surface. Note that the state
vector could be easily extended to 3-D space to include target tracking radar sys-
tem applications such as ground-to-air or air-to-air. The multi-target state model we
propose accounts for the fact that not all targets are present at each time step. In
particular, at any time step, targets can enter, leave or remain in the FOV. The total
number of possible target existence combinations or modes is M =2L . This number
includes the case of no targets present, all L targets present, and all possible combi-
nations of L   1;L   2; : : : ; 1 targets present. Mode i=1 assumes that no targets
are present and mode i=M assumes that all L targets are present. Note that we
assume that the order in which the targets appear in the FOV is not important. We
introduce a binary target presence indicator variable Ci` 2 f0; 1g, i=1; : : : ;M , with
1 (or 0) if the `th target is present (or is not present) in the ith mode. A simple
example with M =4 modes for L =2 targets is demonstrated in Table 4.1. In our
Table 4.1: Target Presence Indicator Values for L =2 Targets (M =4 Modes).
Mode Target presence indicator values
i C i2 C
i
1 Target 2 Target 1
1 0 0 not present not present
2 0 1 not present present
3 1 0 present not present
4 1 1 present present
proposed method, we keep track of all possible target combinations and estimate the
joint posterior PDF of the state vector corresponding to all target combinations. The
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state vector dimension is determined by the number of possible targets Li in the
ith mode. The target state vector in each mode at time step k is expressed as x
[i]
k ,
i = 2; : : : ;M to take into consideration the varying number of targets and the result-
ing changes in the multi-target state vector dimension. For example, the multi-target
state vector for the Mth mode is x
[M ]
k = [x
T
k;1 x
T
k;2 : : : x
T
k;L ]
T since all L targets are
present in this mode. The state vector for all other modes can be dened from x
[M ]
k
as x
[i]
k = PM!ix
[M ]
k ; where the projection matrix of size (5Li  5L ) is dened as
PM!i =

eJ [i](1) : : : : : : eJ [i](Li)
T

 I5 (4.1)
where J [i] is the set (arranged in increasing order) of all targets that are assumed
present in mode i, en is the (L  1) binary vector whose elements are zero except
the nth element set to one, I5 is the (5 5) identity matrix, and 
 is the Kronecker
product. For example, with M = 4 modes for L = 2 targets, the projection matrix
P4!2 to obtain the state vector for the mode that contains only Target 1 (i = 2 in
Table 4.1) can be written as
P4!2 =

1 0


 I5 =
2666666666664
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
3777777777775
:
The state vector for mode i = 2 is obtained as
x
[2]
k = P4!2x
[4]
k =
2666666666664
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
3777777777775
264 xk;1
xk;2
375 :
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The dynamic multi-target state model for each mode can then be written as
x
[i]
k = F
[i] x
[i]
k 1 + v
[i]
k (4.2)
where v
[i]
k = PM!i[v
T
k;1 v
T
k;2 : : :v
T
k;L ]
T and vk;` is a modeling error random process with
covariance matrix Q`. If the same target motion model is assumed for all targets,
then F[i] = F
 ILi . The state transition matrix for a constant velocity target motion
is given by
F =
2666666666664
1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
0 0 0 0 1
3777777777775
:
where T is the time step interval and the state transition for the intensity variable
of the state vector is modeled using the random walk model as
Ik+1;` = Ik;` + vk;`(5)
where vk;`(5) is the fth element of the vector vk;`.
4.2.2 Mode Transition Matrix
The uncertainty of a target being present or absent in the measurement space is
modeled as a random process with a two state rst order Markov chain [17]. The
transitional probabilities, the probability of the `th target entering the FOV, PB;`,
and the probability of the `th target leaving the FOV, PD;`, are assumed to be known.
Once the `th target appears in the FOV, the probability that it remains present in
the FOV is (1   PD;`). Similarly, the probability that it does not enter the FOV is
given by (1   PB;`). The transition matrix for the Markov process corresponding to
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the `th target can then be written as
T` =
264 1  PB;` PB;`
PD;` 1  PD;`
375 :
In addition to estimating the joint posterior PDF of each mode, we also estimate the
probability of mode mk at time step k. This variable is modeled as a discrete random
process following an M -state rst order Markov chain. Specically, the probability
that the mode changes from mode j at time k   1 to mode i at time k is given by

j;i=Pr(mk= ijmk 1= j), i; j=1; : : : ;M . Assuming that the individual target tran-
sitions are independent of each other, we construct the (MM) transition probability
matrix 
 using the a priori transition matrix of each individual target T`. Specif-
ically, for a given number of targets L , we generalize the mode transition matrix
as

 = T1 
T2 : : :
TL : (4.3)
Note that the sum of the mode transition probabilities along any row of 
 is unity
and 0  
j;i  1. The target presence indicator value C i`= q, q 2 f0; 1g, i=1; : : : ;M ,
is dened as q=1 (or q=0) if the `th target is present (or is not present) in the ith
mode. For the simple example with M =4 modes for L =2 targets in Table 4.1, the
corresponding (4  4) mode transition matrix assuming that both targets have the
same transition matrix T1 = T2 and PB1 = PB2 = PB and PD1 = PD2 = PD, is given
by

 =
266666664
(1  PB)2 PB(1  PB) (1  PB)PB P 2B
PD(1  PB) (1  PD)(1  PB) PDPB (1  PD)PB
(1  PB)PD PBPD (1  PD)(1  PB) PB(1  PD)
P 2D (1  PD)PD PD(1  PD) (1  PD)2
377777775
(4.4)
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In practice, it may be dicult to obtain a priori information on transition proba-
bilities of individual targets entering or leaving a scene. Hence, we can assume that
these event probabilities are identical for all targets, i.e., PB;`=PB and PD;`=PD for
`=1; : : : ;L .
4.2.3 Measurement Model Using Image Data
Each measurement frame is assumed to consists of (Nx  Ny) pixels. The pixel
resolution cell dimension is given by (4x 4y). The center of the pixel (a, b) is at
the position (a4x b4y). If no targets are present in a frame, then the measurement
contains only noise for all pixels. If a target is present in a frame, then the pixels
in the vicinity of the target's current position contain both signal and noise. We
consider point targets and a sensor point spread function approximated by a 2-D
Gaussian density. Unlike the single target TBDF, when there is at least one target, the
measurement function varies depending on the mode at time step k. The measurement
model for multiple targets is given by
z
(a;b)
k =
8>>>>>><>>>>>>:
LiX
`=0
Ci` h
(a;b)
k (x
[i]
k;`) + w
(a;b)
k ; for i = 2; : : : ;M
w
(a;b)
k ; for i = 1
; (4.5)
h
(a;b)
k (x
[i]
k;`) =
4x4yIk;`
22
exp
  (a4x xk;`)2+(b4y yk;`)2
22
	
; (4.6)
where  is a known parameter that controls the blurring introduced by the sensor
and x
[i]
k;` is the `th target's state vector in mode i. The measurement noise w
(a;b)
k in
each pixel is assumed to be independent and Gaussian distributed with variance r.
Similar to the single target case, the measurement vector is given by
zk =

z
(1;1)
k z
(1;2)
k : : : z
(1;b)
k z
(2;1)
k z
(2;2)
k : : : z
(2;b)
k : : : z
(a;1)
k : : : z
(a;b)
k
T
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and
Zk = [z
T
1 z
T
2 : : : z
T
k]
T
where Zk is the vector of all the measurements up to time k.
4.2.4 Measurement Model Using Radar Data
As we are using the TBDF for multiple targets, the measurement model uses
unthresholded measurements, similar to the single target case in Chapter 3. We
assume that the measurement frame consists of pre-processed data from a radar
system for dierent range rk;`, range-rate _rk;` and azimuthal angle k;` bins for the `th
target. One example of a measurement frame could be the cross-ambiguity function
between the transmitted and radar received signal. Measurements from independent
multiple sensors are integrated in the problem formulation. The range, range-rate
and azimuthal angle are related to the state vector as
rk;` =
q
(xk;`   xs)2 + (yk;`   ys)2
_rk;` =
_xk;`(xk;`   xs) + _yk;`(yk;`   ys)p
(xk;`   xs)2 + (yk;`   ys)2
k;` = arctan

yk;`   ys
xk;`   xs

and the sensor is located at (xs; ys).
Each measurement frame is assumed to consist of (Nr  N _r  N) bins. The
range, range-rate and azimuthal angle bin resolutions are denoted by r; _r;,
respectively. The (a; b; c)th cell for a = 1; 2; : : : ; Nr, b = 1; 2; : : : ; N _r, c = 1; 2; : : : ; N,
is then centered around (arb _rc). The measurements in all the bins simply
consists of noise if no targets are present. If a target is present, then the measurements
in the bins that are in the vicinity of the target's current position consist of both signal
and noise. We assume a point target model and a sensor point spread function that
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can be approximated by a 3-D Gaussian function. Based on this assumption, the
measurement equation is given by
z
(a;b;c)
k =
8>>>>>><>>>>>>:
LiX
`=1
C i` h
(a;b;c)
k (x
[i]
k;`) + v
(a;b;c)
k ; i = 2 : : :M
v
(a;b;c)
k ; i = 1
(4.7)
where Ci` is the target presence indicator value in Equation (4.3) of the `th target in
the ith mode, and
h
(a;b;c)
k (x
[i]
k;`)= Ak exp

 

ar rk;`
2r
2
 

b _r  _rk;`
2 _r
2
 

c k;`
2
2
: (4.8)
where Ak =
r _rIk;`
(2)3=2r; _r;
is the normalized amplitude, Ik;` is the intensity of the
received signal from the `th target and r;  _r;  are known parameters that control
the spreading introduced by the radar system. Note that, these parameters can
normally be derived from the ambiguity function of the radar transmitted signal [45].
The independent and identically distributed measurement noise samples v
(a;b;c)
k in
Equation (4.7) are assumed to be Gaussian with zero-mean and variance k. The
overall measurement vector is given by
zk;s = [z
(1;1;1)
k;s : : : z
(1;1;N)
k;s : : : z
(1;N _r;N)
k;s : : : z
(Nr;N _r;N)
k;s ]
T
and the sequence zk= [z
T
k;1 z
T
k;2 : : : z
T
k;S]
T is the set of all measurements from all
S independent and homogeneous sensors and Zk= [z
T
1 z
T
2 : : : z
T
k]
T represents all the
measurements up to time k.
4.3 Multiple Mode Multiple Target Track-before-detect Filtering
4.3.1 Posterior Density for Multiple Mode Multiple Targets
In a multi-target tracking problem with a varying number of targets, the number
of existing targets is not known a priori. Hence, we provide a set of joint distributions
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of multi-target state vectors conditioned on all possible target existence combinations
and the corresponding probability of dierent target combinations. In a broader
sense, this is similar to a multiple hypothesis tracking algorithm in which each mode
is equivalent to a hypothesis. Unlike the single target recursive TBDF in [53], we
estimate two dierent sets of conditional PDFs. The rst set of PDFs corresponds
to the posterior joint PDFs conditioned on the mode state at time steps (k   1) and
k, and the second set of PDFs belongs to the posterior joint PDF conditioned on the
mode state at time step k only. The second set of PDFs are obtained as a weighted
mixture of a subset of the rst set of joint PDFs that have the same state vector
dimension. These subset of PDFs are the PDFs that transitioned to a particular
mode from all possible modes. Once we have a set of mode-conditioned PDFs, we
can derive the PDFs of individual target states as a weighted linear combination of
marginalized PDFs that are conditioned on all relevant modes in which the targets
are assumed present. Thus, our approach uses a discrete PDF to characterize all
possible target combinations and the corresponding joint PDFs of the target states
are characterized by continuous distributions. This is similar to the random nite
set approach in which the target states of a random set is modeled by a continuous
distribution and the cardinality of the random set is modeled by a discrete distribution
[37]. Specically, given the state and measurement models and the posterior PDF
p(x
[i]
k 1jZk 1), 8 i, at time k 1, the MM-MT-TBDF estimates the posterior PDF
p(xk;`jZk) at time k and the corresponding target existence probability Pr(ek;`jZk),
where ek;` is the event corresponding to the `th target's presence. We assume that
the initial mode probability, Pr(m0= ijZ0); i=1; : : : ;M , is known a priori. If this
value is not known, then we can assume that no targets are initially present, i.e., we
can assume that Pr(m0= ijZ0)= 0, for i=2; : : : ;M , and Pr(m0=1jZ0)= 1.
The tracking of multiple targets, assuming a varying number of targets, is a mul-
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tiple mode problem in which the posterior PDF, including the dimension of the state
vector, is dependent on the target mode. As the dierent modes are mutually exclu-
sive, Pr(mk= i;mk= jjZk)= 0, 8 i 6= j, the posterior PDF can be written as
p(xk;`jZk) =
MX
i=1
Ci` p(x
[i]
k;l;mk = i jZk) (4.9)
where x
[i]
k;l is the state vector corresponding to the `th target present in mode i. Here,
even though the superscript [i] and the mode condition eventmk = i seems redundant,
we explicitly denote the state vector as x
[i]
k;l to emphasize the fact that the dimension
of the state vector in mode i varies with the number of assumed targets in mode i.
The marginal PDF is obtained by marginalizing the joint PDF which can be written
as
p(x
[i]
k ;mk = i jZk) = p(x[i]k jmk = i;Zk) Pr(mk = i jZk)
for i = 2, . . . , M and Pk;i , Pr(mk = i jZk) is the posterior mode probability. Note
that we do not include i=1 in this range as we do not need to estimate the posterior
PDF when no targets are present. Using the Bayesian solution for multiple switching
models [17], the target state PDF conditioned on a particular mode can be obtained
as the weighted mixture of M density functions
p
 
x
[i]
k jmk = i;Zk

=
MX
j=1
p(x
[i]
k jmk 1 = j;mk = i;Zk) Pr(mk 1 = jjmk = i;Zk)
=
MX
j=1
pj;i(x
[i]
k jZk) Pr(mk 1 = jjmk = i;Zk) (4.10)
for i = 2; : : : ;M . The target state PDF p(x
[i]
k jmk 1= j;mk= i;Zk) conditioned on
transitioning from mode j at time k 1 to mode i at time k is denoted by pj;i(x[i]k jZk).
Given the mode state at time step k, the mixing weights Pr(mk 1= jjmk= i;Zk)
provide the probability that the current state is transitioned from mode j at time
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step k-1. Using Bayes rule, the above mentioned mode conditioned state PDF can be
expanded as
pj;i(x
[i]
k jZk) =
p(zkjmk 1 = j;mk = i;x[i]k ) p(x[i]k jmk 1 = j;mk = i;Zk 1)
p(zkjmk 1 = j;mk = i;Zk 1)
=
pj;i(zkjx[i]k ) pj;i(x[i]k jZk 1)
pj;i(zkjZk 1) (4.11)
where we denote p(zkjmk 1 = j;mk = i;x[i]k ), p(x[i]k jmk 1 = j;mk = i;Zk 1), and
p(zkjmk 1 = j;mk = i;Zk 1) by pj;i(zkjx[i]k ), pj;i(x[i]k jZk 1), and pj;i(zkjZk 1), respec-
tively. If we divide both numerator and denominator by p(zkjmk=0), which assumes
that no targets are present [51], we can express the posterior PDF as a function of
the likelihood ratios,
Lj;i(zkjx[i]k ) =
pj;i(zkjx[i]k )
p(zkjmk = 0) ;
Lj;i(zkjZk 1) = pj;i(zkjZk 1)
p(zkjmk = 0) ;
as
pj;i

x
[i]
k jZk

=
Lj;i

zkjx[i]k

pj;i

x
[i]
k jZk 1

Lj;i(zkjZk 1) (4.12)
where the denominator is the normalization term
Lj;i(zkjZk 1) =
Z
Lj;i

zkjx[i]k

pj;i

x
[i]
k jZk 1

dx
[i]
k (4.13)
and Lj;i(zkjx[i]k ) is the joint likelihood function conditioned on the previous and current
modes. Note that, when no targets are present, the likelihood function does not
depend on the target state or the mode condition at previous time step.
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4.3.2 Likelihood Function for Image Measurements
Since the measurement noise is assumed to be independent between pixels, the
joint likelihood function in Equation (4.11) can be written as
pj;i(zkjx[i]k )=
8>>>>><>>>>>:
NxY
a=1
NyY
b=1
N (z(a;b)k ; (a;b)k (x[i]k ); k); mk 1 = 1 : : :M; mk = 2 : : :M
NxY
a=1
NyY
b=1
N (z(a;b)k ; 0; k); mk = 1
where N (z(a;b)k ; (a;b)k (x[i]k ); k) implies that z(a;b)k has a Gaussian distribution with
mean 
(a;b)
k (x
[i]
k ) and variance k, 
(a;b)
k (x
[i]
k )=
PL
`=1C
i
` h
(a;b)
k (x
[i]
k;`) is the cumulative
contribution to pixel (a; b) from all the targets in mode i and h
(a;b)
k (x
[i]
k;`) is dened
in Equation (4.6) in Section 4.2.3. The likelihood ratio in Equation (4.13) can be
written as
Lj;i(zkjx[i]k ) =
8>>>>>>>><>>>>>>>>:
NxY
a=1
NyY
b=1
N (z(a;b)k ; (a;b)k (x[i]k ); k)
NxY
a=1
NyY
b=1
N (z(a;b)k ; 0; k)
; mk 1 = 1 : : :M; mk = 2 : : :M
1; mk = 1
=
8>><>>:
Y
ax(x
[i]
k )
Y
by(x
[i]
k )
l(z
(a;b)
k jx[i]k ); mk 1 = 1 : : :M; mk = 2 : : :M
1; mk = 1
(4.14)
where x(x
[i]
k ) and y(x
[i]
k ) are the set of pixels in the neighbourhood of the pixels
corresponding to those in which the targets in mode i are present and the likelihood
ratio in Equation (4.14) can be derived as
l(z
(a;b)
k jx[i]k ) , exp

  
(a;b)
k (x
[i]
k )(
(a;b)
k (x
[i]
k )  2z(a;b)k )
2k

:
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4.3.3 Likelihood Function for Radar Measurements
Since the measurement noise is assumed independent between bins, the joint like-
lihood function in Equation (4.11), when the measurement consists of range and
range-rate in Equation (4.7), can be written as
pj;i(zkjx[i]k )=
8>>>>><>>>>>:
NrY
a=1
N _rY
b=1
NY
c=1
N (z(a;b;c)k ; (a;b;c)k (x[i]k ); k); mk 1 = 1 : : :M; mk = 2 : : :M
NrY
a=1
N _rY
b=1
NY
c=1
N (z(a;b;c)k ; 0; k); mk = 1
where 
(a;b;c)
k (x
[i]
k )=
PL
`=1C
i
` h
(a;b;c)
k (x
[i]
k;`) is the cumulative contribution to bin (a; b; c)
from all the targets in mode i and h
(a;b;c)
k (x
[i]
k;`) is dened in Equation (4.8) in Section
4.2.4. In order to reduce the computational load, only the bins in the neighbourhood
of existing targets are used. The likelihood function in Equation (4.12) can be written
as
Lj;i(zkjx[i]k ) =
8>><>>:
Y
ar(x
[i]
k )
Y
b _r(x
[i]
k )
Y
c(x
[i]
k )
(z
(a;b;c)
k jx[i]k ); mk 1 = 8 M; mk = 2 : : :M
1; mk = 1
(4.15)
where r(x
[i]
k ),  _r(x
[i]
k ) and (x
[i]
k ) are the set of all range, range-rate and azimuthal
angle bin numbers, respectively, that are in the neighborhood of the bin numbers
corresponding to those in which the targets in mode i are present and
(z
(a;b;c)
k jx[i]k ) , exp

  
(a;b;c)
k (x
[i]
k )(
(a;b;c)
k (x
[i]
k )  2z(a;b;c)k )
2k

:
4.3.4 Prediction Step of MM-MT-TBDF
In the recursive Bayesian framework, given the posterior mode conditioned PDF,
p(x
[i]
k 1jmk 1 = j;mk = i;Zk 1), at time step k   1, we need to rst predict the PDF
of the state vector at time step k conditioned on the modes mk 1= j and mk= i.
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Note that, as the state vector at time step k   1 does not depend on the mode
condition at time step k, the prediction is done based on the mode conditioned PDF
p(x
[i]
k 1jmk 1= j;Zk 1). Since the state vector dimension of the jth mode at time
k 1 is not always equal to the state vector dimension of the ith mode, the prediction
step is performed only after transforming the state vector of the jth mode. Similar
to Equation (4.1), we dene a projection matrix Pj!i : RDj ! RDi to transform the
state vector from the jth mode to the ith mode. Specically, the projection matrix
causes the following transformation
y
[i]
k 1 = Pj!ix
[j]
k 1 (4.16)
where the dimension of Pj!i is (Di  Dj), where Di=5Li is the dimension of the
ith mode. Similar to (4.1), the projection matrix Pj!i is separately dened based on
the target combination dierences between the two modes. Specically,
Pj!i =

"Oj(J [i](1))) : : : : : : "Oj(J [i](Li))
T

 I5
where J [i] is dened below Equation (4.1) in Section 4.2.1, Oj(J
[i](q)) is the arrange-
ment order number in the target combination of mode j for the target corresponding
to the qth element of the set J [i], "n is the (Lj  1) binary vector whose elements
are all zeros except the nth element is set to one. If a target in the ith mode is
not present in the jth mode, then Oj(J
[i]()) is set to zero and the corresponding
binary vector is replaced with a zero vector. This condition corresponds to a new
target that can enter the FOV and the elements corresponding to the newly entered
targets are randomly updated from an a priori PDF for a new target. For example, if
the jth mode assumes that only Target 2 is present, and the ith mode assumes that
Target 1 and Target 2 are present, then J [4] = f1,2g, O3(J [4](1))= 0, O3(J [4](2))= 1,
P3!4= [05; I5] where 4 and 3 correspond to the mode numbers dened in Table 4.1,
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and 05 is a (5 5) matrix of all zeros. The predicted state PDF conditioned on the
previous and current modes is then given by
pj;i(x
[i]
k jZk 1) =
Z
pj;i(x
[i]
k jy[i]k 1;Zk 1) p(y[i]k 1jmk 1 = j;Zk 1) dy[i]k 1: (4.17)
The state dynamic model in (4.2) is used to update the PDF pj;i(x
[i]
k jy[i]k 1;Zk 1), and
the predicted PDF is used in Equation (4.12) to update the posterior PDF.
4.3.5 Joint PDF Mixture Weights Calculation in MM-MT-TBDF
The weights in Equation (4.10) can be expanded using Bayes rule as
Pr(mk 1 = jjmk = i;Zk) = pj;i(zkjZk 1) Pr(mk 1 = jjmk = i;Zk 1)
p(zkjmk = i;Zk 1)
=
pj;i(zkjZk 1)
j;i Pk 1;j
p(zkjmk = i;Zk 1) Pr(mk = ijZk 1) :
Here, Pk 1;j , Pr(mk 1 = jjZk 1) is the posterior mode probability at time k   1.
The term Pr(mk = ijmk 1 = j;Zk 1) is set to the mode transition probability 
j;i
since the event mk= i at time k conditioned on the event mk 1= j at time k 1 does
not depend on the measurement at time k  1. The weights can thus be expressed as
a function of the likelihood ratio as
Pr(mk 1 = jjmk = i;Zk) = Lj;i(zkjZk 1)
j;i Pk 1;j
L(zkjmk = i;Zk 1) Pr(mk = ijZk 1)
where Lj;i(zkjZk 1) is computed using Equation (4.13), and the denominator is a
normalization term. The weights are calculated as
Pr(mk 1 = jjmk = i;Zk) = Lj;i(zkjZk 1)
j;i Pk 1;jMX
j0=1
Lj0;i(zkjZk 1)
j0;i Pk 1;j)
: (4.18)
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4.3.6 Mode Probability Calculation for the MM-MT-TBDF
The posterior mode probability Pk;i can be computed as
Pk;i =
MX
j=1
Pr(mk = ijmk 1 = j;Zk) Pr(mk 1 = jjZk) (4.19)
The rst term in Equation (4.19) can be expanded using Bayes rule as
Pr(mk = ijmk 1 = j;Zk) = pj;i(zkjZk 1)
j;i Pk 1;j
p(zkjZk 1) Pr(mk 1 = jjZk) :
When substituted back in Equation (4.19), we can obtain
Pk;i =
MX
j=1
j;i
j;i Pk 1;j
MX
j=1
h

j;i Pk 1;j +
MX
i0=2
j;i0 
j;i0 Pk 1;j
i (4.20)
where j;i , Lj;i(zkjZk 1) and Pk 1;j is the posterior mode probability at time k  1.
When no targets are present, j;1=1, 8j at time step k. The salient functional steps
of the algorithm are listed in Algorithm 1 and the block diagram of the algorithm is
shown in Figure 4.1. The single target recursive TBDF in [53] is a special case of the
MM-MT-TBDF algorithm with L =1.
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Algorithm 1 Algorithmic Steps of MM-MT-TBDF
Initialize distribution function p(x
[i]
0 jm0= i;Z0) and mode probability P0;i for
i=2; : : : ;M .
for k = 1 to K do
Step 1: Predict the state distribution function pj;i(x
[i]
k jZk 1), conditioned on
mode j at time step k   1 and mode i at time step k, using Equation (4.17) for
j=1; : : :M and i=2; : : : ;M .
Step 2: Compute the likelihood function, conditioned on modes j and i, using
Equations (4.14) or (4.15).
Step 3: Update the posterior state density function pj;i(x
[i]
k jZk), conditioned on
mode j at time step k   1 and mode i at time step k, using Equation (4.12).
Step 4: Compute the mixing probabilities Pr(mk 1 = jjmk = i;Zk), using
Equation (4.12).
Step 5: Compute the posterior mode probabilities Pk;i using Equation (4.20).
Step 6: Compute the target state posterior density conditioned on a mode,
p(x
[i]
k jmk = i;Zk), using Equation (4.10).
Step 7: Marginalize the target state posterior density in Step 6 to obtain the
posterior density of individual targets in mode i.
Step 8: Combine the marginal density functions from all modes using Equation
(4.9) to obtain the marginal density function of the `th target.
end for
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Pr(mk =2| Zk)
Compute
p(xk
[M] | mk-1 = 2, mk = M, Zk)
Compute
p(xk
[M] | mk-1 =M, mk = M, Zk)
Compute
p(xk
[M] | mk-1 = 1, mk = M, Zk)
Compute
p(xk
[2] | mk-1 = 2, mk = 2, Zk)
Pr(mk-1 =1 | mk=2, Zk)
Pr(mk-1 =2 | mk=2, Zk)
Pr(mk-1 =M | mk=2, Zk)
Compute
p(xk
[2] | mk-1 = 1, mk = 2, Zk)
Pr(mk-1 =1 | mk=M, Zk)
Pr(mk-1 =2 | mk=M, Zk)
Pr(mk-1 =M | mk=M, Zk)
Compute
p(xk
[2] | mk-1 = M, mk = 2, Zk)
p(xk
[2] | mk=2, Zk)
p(xk
[M] | mk=M, Zk)
p(xk
[M], mk=M| Zk)
p(xk
[2], mk=2| Zk)
Pr(mk =M| Zk)
Figure 4.1: MM-MT-TBDF Algorithm Block Diagram for Multiple Target Tracking.
Thus, the detection of a new target is tracked by observing the mode probabilities
and a newly detected target and its corresponding trajectory is implicitly labelled
through the corresponding mode denition. Figure 4.2 illustrates our method with
an example scenario in whichL = 2 targets enter and leave the FOV at dierent time
steps. The gure shows only the dominant probabilities corresponding to the dierent
mode transitions and the PDFs corresponding to these dominant probabilities.
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Pr(1|2, Zk)
Pk,3, Pr(ek,2|Zk), k[3], k,2
Pk,2,
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k[2], k,1
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Pr(4|3, Zk)
Pr(3|3, Zk)
Pr(1|1,Zk)
Pr(4|4, Zk)
Pr(2|2, Zk)
Pk,1
Figure 4.2: Illustration of MM-MT-TBDF Algorithm for L = 2 Targets Showing
the Dominant Probabilities and the Relevant Posterior PDFs for Dierent Mode
Transitions.
4.4 Particle Filter Implementation of Multiple Mode Multiple Target TBDF
In the previous section, we derived the Bayesian solution of the MM-MT-TBDF
algorithm. When the state and measurement models are nonlinear and non-Gaussian,
then the TBDF needs to be solved using sequential Monte Carlo (SMC) techniques
such as particle ltering. Unlike the multiple model TBDF in [101], we employ two
layers of IMM structure to derive the posterior PDF. The rst layer of IMM structure
is used to estimate the mode conditioned PDF and the second layer is used to estimate
the PDF of the target state vector. The particle lter (PF) based implementation
(MM-MT-TBDF-PF) is also proposed to implement the MM-MT-TBDF algorithm.
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The proposed algorithm employs three layers of particle lters. The rst layer of PFs
approximate the posterior PDF of target states x
[i]
k , conditioned on mode i at time
step k and mode j at time step k   1. This approximation is given by
p(x
[i]
k jmk 1 = j;mk = i;Zk) 
Nj;iX
n=1

(j;i;n)
k (x
[i]
k   x(j;i;n)k ) : (4.21)
The next layer of PFs approximating the mode conditioned posterior PDFs are given
by
p(x
[i]
k jmk = i;Zk) 
NiX
n=1

(i;n)
k (x
[i]
k   x(i;n)k ) : (4.22)
The nal layer of PFs approximates the posterior PDF of individual targets as
p(xk;`jZk) 
NX`
n=1
w
(n)
k;` (xk;`   x(n)k;` ): (4.23)
4.4.1 MM-MT-TBDF Using Sampling Importance Resampling Particle Filter
We begin this algorithm by initializing the particles x
(i;n)
0 and weights 
(i;n)
0 ,
i=2; : : : ;M for all modes. At time step k, Nj;i new particles are generated to ap-
proximate p(x
[i]
k jmk 1 = j;mk = i;Zk), for all i and j. The samples are generated
depending on whether or not a particular target is present in the previous mode.
There are three possible target transitions.
 Target enters the FOV:
If a target in mode i was not present in mode j, then this target is considered
as a target that entered the FOV at time step k and the particles are gener-
ated based on a known a priori distribution for a new target. If no a priori
information about a new target is available, a uniform distribution can be as-
sumed. Specically, the target position particles can be drawn uniformly from
the FOV, and the target state velocity particles can be drawn from a uniform
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distribution whose range values are the expected minimum and maximum tar-
get velocities. The target intensity particles can also be drawn from a uniform
distribution whose range values are selected based on the expected peak SNR in
the measurement. Since the proposed algorithm is for tracking multiple targets,
the position vector cannot be simply sampled from the FOV in order to avoid
drawing samples in the vicinity of the already detected target position. To avoid
this problem, samples in the neighbourhood of the already detected target are
not selected. One optimal way is to compute the Mahalanobis distance between
the generated particles and the mean position of the already detected targets.
The Mahalanobis distance is calculated as
D(x^k 1;d;xk;`) = (x^
(n)
k;`   dk 1)T Sdk 1 (x^(n)k;`   dk 1)
where d is the already detected target with sample mean position estimate vec-
tor dk 1 and corresponding sample position covariance estimate matrix S
d
k 1 at
time step k   1, x^(n)k;` is the position vector of the generated particles for target
`. It was shown in [54] that a lower number of particles are needed if the sam-
ples are generated directly from the measurement. However, we observed that
selecting a subset of measurements by thresholding does not work well under
low SNR conditions. For best performance, we propose a balanced approach in
which a large number (Nnb) of uniformly distributed new target particles are
used. The likelihood function for this large set of particles is computed rst and
the Nj;i highest likelihood particles are selected from this large set. Following
this procedure helps to localize the computation only during the new target
particle generation rather than propagating a large set of particles through the
remaining steps described below. Even though the likelihood function compu-
tation monotonically involves the measurements, choosing a higher amplitude
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measurement bin may not necessarily result in a higher likelihood function value
since the likelihood function is also a function of the neighbourhood bins. From
our simulations, we noted that choosing state vectors corresponding to higher
amplitude measurement bins resulted in poor performance at lower SNR con-
ditions (less than 0 dB SNR) since most of the chosen higher amplitude bins
corresponded to noise spikes. If a priori information is available as in [75], then
a reduced number of initial particles are needed.
 Target leaves FOV:
A target has left the FOV if it is present in mode j but not in mode i. The
particles corresponding to this target at time step k in mode i are ignored.
 Target remains in FOV:
If a target is already present in the FOV during mode j and remains in the FOV
during mode i, then the particles for pj;i(x
[i]
k jZk) are updated using Equation
(4.2).
Finally, the states of all the targets that are present in mode i are then concatenated
to approximate pj;i(x
[i]
k jZk 1).
The weights for the Nj;i particles are computed using the mode conditioned joint
likelihood function in Equation (4.15) as
~
(j;i;n)
k / L(zkjx(j;i;n)k ;mk 1 = j;mk = i)
p(x
(j;i;n)
k jy(i;n)k 1 ;Zk)
q(x
(j;i;n)
k jy(i;n)k 1 ;Zk)
where y
(i;n)
k 1 is the set of particles corresponding to mode i at time step k  1 derived
by collating particles corresponding to mode j at time step k   1. If the targets are
assumed to move independently, the above weight calculation can be written as
~
(j;i;n)
k / L(zkjx(j;i;n)k ;mk 1 = j;mk = i)
LiY
`=1
p(x
(j;i;n)
k;` jy(i;n)k 1;`;Zk)
q(x
(j;i;n)
k;` jy(i;n)k 1;`;Zk)
(4.24)
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where Li is the number of targets in mode i. The weights are normalized by

0
j;i =
Nj;iX
n=1
~
(j;i;n)
k (4.25)
to obtain 
(j;i;n)
k =
~
(j;i;n)
k =
0
j;i and 
0
j;i is the particle approximation of j;i in Equa-
tions (4.13) and (4.20). Given the initial mode probability P0;i, for all i, the mixing
probabilities in Equation (4.18) are then calculated as
Pr(mk 1 = jjmk = i;Zk) =

0
j;i 
j;i Pk 1;j
MX
j0=1

0
j0;i 
j0;i Pk 1;j0
: (4.26)
The mode conditioned PDF in Equation (4.25) can be approximated as
p(x
[i]
k jmk = i;Zk) 
M 1X
j=0
Nj;iX
n=1
Pr(j; i)
(j;i;n)
k (x
[i]
k   x(j;i;n)k ) : (4.27)
The number of particles representing p(x
[i]
k jmk = i;Zk) is equal to the sum of the
particles representing each mode transition. In order to reduce the computational
complexity, the weights of the above particles are sorted and the Ni highest weights
with their corresponding particles are selected. The sorted weights are then normal-
ized and resampled to obtain 
(i;n)
k . The mode conditioned probability can then be
approximated as in Equation (4.25). Note that the particles x
(i;n)
k are resampled to
avoid sample degeneracy [15]. The marginal mode conditioned posterior PDF of the
`th target p(xk;`jZk) is obtained by selecting particles corresponding to that particular
target i.e.,
p(x
[i]
k;`jmk = i;Zk) 
NiX
n=1

(i;n)
k (x
[i]
k;`   x(i;n)k;` ) :
The mode probabilities are computed using Equation (4.20) by substituting 
0
j;i for
j;i. The mode probability corresponding to no targets being present is obtained by
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subtracting the sum of the probabilities of other modes from 1, i.e.,
Pk;0 = 1 
MX
i=2
Pk;i:
Finally, the particles corresponding to all the modes that include the `th target are
combined and weighted accordingly, based on the mode probability. Specically,
p(xk;`jZk) 
MX
i=2
NiX
n=1
Ci`Pk;i
(i;n)
k (x
[i]
k;`   x(i;n)k;` ) : (4.28)
As mentioned above, during the mixing process, the number of particles representing
p(xk;`jZk) is equal to the sum of the particles representing each mode. The weights
of the above particles are sorted and the N` highest weights with their corresponding
particles are selected. The sorted weights are then normalized and resampled to get
w
(n)
k;` which will be used in approximating p(xk;`jZk) as in Equation (4.23). The target
existence probability of the `th target is obtained by summing up the relevant mode
probabilities as
Pr(ek;`jZk) =
MX
i=2
Ci`Pk;i : (4.29)
The PF implementation steps of the MM-MT-TBDF algorithm are summarized in
Algorithm 2.
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Algorithm 2 Algorithmic Steps of MM-MT-TBDF-PF
Initialize the particle distribution of p(x
[i]
0 jm0 = i;Z0) and mode probability P0;i
for i=2; : : : ;M
for k = 1 to K do
Step 1: Predict the particle distribution for pj;i(x
[i]
k jZk 1), conditioned on mode
j at time step k   1 and mode i at time step k for j=1; : : :M and i=2; : : : ;M
 Particles for new targets entering the FOV:
x
(n)
k;nb s q(x
(j;i;n)
k;` ), n = 1, . . . , Nnb, Nnb  Nj;i , ` = 1; : : :Li
Compute the likelihood function L(Zkjx(n)k;nb)
Pick Nj;i highest likelihood particles and set them to x
(j;i;n)
k;`
 Particles for targets remaining in the FOV:
x
(j;i;n)
k;` s p(x
(j;i;n)
k;` jy(i;n)k 1;`) n = 1, . . . , Nj;i, ` = 1; : : :Li,
 Concatenate the new particles to get x(j;i;n)k
Step 2: Compute the joint likelihood function, conditioned on modes j and i,
using Equation (4.15)
Step 3: Compute the weights f~(j;i;n)k gNi;jn=1 as in Equation (4.24) as a function of
the proposal density function
Step 4: Compute the cumulative weights 
0
j;i using Equation (4.25)
Step 5: Normalize the weights f(j;i;n)k gNi;jn=1
Step 6: Compute the mixing probabilities Pr(mk 1 = jjmk = i;Zk) using
Equation (4.26)
Step 7: Update the mode conditioned posterior PDF, p(x
[i]
k jmk = i;Zk), using
Equation (4.27)
Step 8: Pick Ni highest weights and normalize the weights to get f(i;n)k gNin=1
Step 9: Resample the normalized weights to get x
(i;n)
k
Step 10: Marginalize the posterior PDF to get x
(i;n)
k;` , `=1; : : : ;Li
Step 11: Compute the posterior mode probabilities Pk;i using Equation (4.20)
Step 12: Compute the individual target state posterior PDF p(xk;`jZk), using
Equation (4.28)
Step 13: Pick N` highest weights and normalize the weights to get fw(n)k;` gN`n=1
Step 14: Resample the normalized weights to get x
(n)
k;` , `=1; : : : ;L
Step 15: Compute the target existence probability using Equation (4.29)
end for
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4.5 Simulations
In all our simulations involving multiple targets, the optimal sub-pattern assign-
ment (OSPA) metric [105] is used to compare the tracking performances of various
methods. We have used the OSPA metric over the standard root mean-squared er-
ror (RMSE) metric to properly quantify the overall algorithm performance in terms
of target cardinality error and localization error. The cardinality error quanties the
number of times the algorithm missed detecting an existing target or falsely detecting
a non-existent target. The localization error quanties how well the tracker follows
the true target location.
4.5.1 Tracking Three Targets Using Image Measurements
In this section, we demonstrate the performance of the proposed MM-MT-TBDF
algorithm for a 2-D image measurement to track three targets using the same set
of measurement parameters used by the authors in [67]. The measurement is gen-
erated using a constant velocity target motion model and additive Gaussian process
noise. The covariance matrix Q for the noise vk for a discrete-time equivalent of a
continuous-time model of constant velocity target motion [93] is given by
Q =
26666666666664
q1T
3
3
q1T
2
2
0 0 0
q1T
2
2
q1T 0 0 0
0 0
q1T
3
3
q1T
2
2
0
0 0
q1T
2
2
q1T 0
0 0 0 0 q2T
37777777777775
(4.30)
where q1 and q2 are the process noise parameters for the target motion and intensity
respectively and T =1 s. The process noise parameters were selected as q1=0:0001,
q2=0:01 and the measurement noise variance was r=1. The measurement frames
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were generated at dierent SNR conditions: 19.8, 16.3, 13.8 and 10.2 dB with the
corresponding intensity value of I0;`=30; 20; 15; 10, respectively for all `. Twenty
ve frames of measurements were generated with the following parameters, 4x=1,
4y =1, Nx=20, Ny =20, blurring parameter =0:7. The measurements are gener-
ated such that the rst target appeared in the rst frame and left in the 21st frame.
The second and third targets appeared in the 5th and 11th frames, respectively, and
stayed in the FOV during the remainder of the measurement frames. The initial
kinematic state vectors were [14.2 -0.1 7.2 0.1], [6.2 0.0 4.0 0.1] and [0.0 0.1 10.2 0.12]
for Targets 1, Target 2, and Target 3, respectively. Figures 4.3(a) and 4.3(b) show
the measurements from frame 15 at 19.8 dB and 10.2 dB peak SNR, respectively.
Note that the targets are barely visible at 10.2 dB peak SNR. The parameters used
in the generation of new target particles are max= 1 and min=1, Imin= I0;`   5,
Imax= I0;`+5. The probabilities in Equation (4.4) are PB =0:01 and PD=0:02. The
number of neighborhood pixels used for the calculation of the likelihood function in
Equation (4.14) is set 3. The number of the particles in this simulation is set to
10,000 for all layers of particles lters, that is Nj;i, Ni and N` for all i, j and `. The
number of particles for new targets, Nnb is also set at 10,000.
Figure 4.4(a) shows the corresponding probability of target existence for all three
targets indicating the latency involved in detecting the target mode transitions. In
general, for all targets, as the SNR decreases, the detection latency increases. Figure
4.4(b) shows the OSPA tracking error with the OSPA parameter set to c=40 and
p=2 at 19.8 dB, 16.3 dB, 13.8 dB and 10.2 dB peak SNR. The cardinality and
the localization error is very small at 19.8 dB and 16.3 dB. Note that when the
cardinality error is very small, it is shown that the algorithm correctly tracks the
number of existing targets without any false detection. The cardinality error at 13.8
dB SNR is slightly high indicating that there is a one frame delay in detecting when
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Figure 4.3: Measurement Frames: (a) Time Step 15, 19.8 dB Peak SNR. (b) Time
Step 15, 10.2 dB Peak SNR
Target 2 enters the FOV around the 5th frame. Similarly at 10.2 dB SNR, there was a
two-frame delay in detecting when the third target entered the FOV around the 11th
frame. This latency trend is also evident from the probability of target detection in
Figure 4.4(a). Despite the delay in detecting a target, the localization error at lower
SNR is still good, conrming the excellent performance of our proposed algorithm
under lower SNR measurement conditions.
4.5.2 Tracking Three Targets Using Radar Measurements
For the radar simulations, we used the OSPA parameters p=2 and c=16. The
value of the cut-o parameter c=16 provides a good balance between the localization
and the cardinality error. Moreover, the FOV in our simulations is in the same
order of magnitude as the cut-o parameter. In this measurement model, we assume
constant velocity and Gaussian noise models with the covariance matrix of the state
transition matrix dened in Equation (4.30). The process noise variance parameters
are q1= 0.01 and q2=0.001. The tracking FOV is [0 16.97] m in both the x and
y direction. Measurements from two sensors located at (0, 0) and (0, 16.97) m are
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Figure 4.4: Image Measurement Case: (a) Target Existence Probability (Red Circles,
Blue Stars and Black Triangles Indicate the Frames at which Target 1, Target 2
and Target 3 Truly Exist, respectively); and (b) Tracking Error at Dierent SNR
Conditions, OSPA(40,2).
used in our simulations. A single measurement frame consists of (48  48  48) bins
resulting in the following measurement bin resolutions, range r=0:509 m, range-
rate  _r=0:0766 m/s, and azimuthal angle =0:0334 radians. The corresponding
measurement ranges are: range [0 24) m, range-rate [-1.8 1.8) m/s and azimuthal
angel [0 =2) radians for sensor 1 and ( =2 0] radians for sensor 2. The spread
factors used in the measurement models are: r=1:1 m ,  _r=0:35 m/s, =0:06
radians. The measurement noise variance k is set to 1. Therefore, the peak SNR
corresponding to the `th target is calculated as
SNRpeak =
[r _rIk;`]
2
((2)3=2r _r)2k
: (4.31)
The expected target component velocity range is set to [-1 1] m/s, and the expected
peak SNR range is set to [-3 6] dB. We used low SNR conditions for all our simulations
to demonstrate that the proposed algorithm can work under dicult environmental
conditions. It is important to note that the proposed algorithm can also be used
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Table 4.2: True Target Combination at Dierent Time Steps
Time Step, k 1-4 5-12 13-20 21-25 26-33 34-41 41-46
Target Combination None 1 1,2 1,2,3 2,3 3 None
Mode, i 1 2 5 8 7 4 1
at higher SNR conditions. The measurements were generated with the intensity
corresponding to 3 dB peak SNR, and the instantaneous peak SNR is sometimes lower
than the pre-determined peak SNR due to the discretization of the measurement into
grids. The probabilities of a target entering (PB) and leaving (PD) the FOV are
both 0.02. In our rst simulation, the measurements were generated at 0 dB peak
SNR such that the rst target enters and leaves the FOV at frame 5 and frame 25,
respectively; the second target enters at frame 13 and leaves during frame 33; and the
third target enters during frame 21 and leaves during frame 41. Table 4.2 shows the
true target combinations at dierent time steps along with the corresponding mode
number. The initial positions and velocities for each of the targets are (4.2, 1.2) m
and (0.35, 0.70) m/s, (16.2, 2.2) m and (-0.70, 0.15) m/s, and (1.2, 16.2) m and (0.65,
-0.45) m/s, respectively. The number of the particles in this simulation is set to 500
for all layers of particles lters, Nj;i, Ni and N` for all i, j and `. Unless otherwise
mentioned, for new targets, the number of initial particles, Nnb, is always set at 10
times the actual number of particles used in that mode, i.e. Nnb = 10Nj;i. Note that
the number of new target particles is eventually reduced to Nj;i after picking only Nj;i
particles from a larger set. Figure 4.5 shows the estimated averaged mode probability
over 30 Monte Carlo simulations corresponding to all possible modes in Table 4.2. It
is obvious from the plots that the proposed algorithm closely follows the true mode
transition. Figure 4.6(a) shows the true and estimated target trajectories for all three
98
5 10 15 20 25 30 35 40 45
0
0.2
0.4
0.6
0.8
1
Frame Number
M
od
e 
Pr
ob
ab
ilit
y
 
 Pk,0 Pk,1 Pk,4 Pk,7 Pk,6 Pk,3 Pk,0
Figure 4.5: Mode Probability for Three Targets at 3 dB Peak SNR.
targets in all Monte Carlo simulations. Initially the estimated target location deviates
from the true location, however, the estimated target location converged to the true
location as more measurements were received. Figure 4.6(b) shows the corresponding
OSPA averaged over 30 Monte Carlo simulations. The cardinality error dominates
the OSPA during the true mode transitions at frames 13, 21, 26, 33 that correspond
to the target events: appearance of Target 2, appearance of Target 3, disappearance
of Target 1 and disappearance of Target 3, respectively. The localization error is in
general very small, around 0.3 m.
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Figure 4.6: Radar Measurement Tracking of Three Targets at 3 dB Peak SNR: (a)
True and Estimated Target Trajectories (Solid Lines Represent the True Target Tra-
jectory and Red Circles, Blue Stars and Black Triangles Represent the Estimated
Trajectory of Target 1, Target 2 and Target 3 respectively; and (b) Tracking Error,
OSPA(16,2).
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Chapter 5
EFFICIENT IMPLEMENTATION OF MULTIPLE TARGET
TRACK-BEFORE-DETECT FILTERING
5.1 Computational Issues of the Multiple Mode Multiple Target
Track-before-detect Filter
In Chapter 4, we proposed the multiple mode multiple target track-before-detect
lter (MM-MT-TBDF), and we discussed its particle lter (PF) implementation
(MM-MT-TBDF-PF). The proposed algorithm suers from the curse of dimension-
ality when the maximum number of targets increases. In this chapter, we propose a
partitioning based method to mitigate the curse of dimensionality problem thereby
improving the tracking performance for a given number of particles. This method par-
titions the multi-target space into a single target space to generate proposal particles
and then uses the measurement to select only highly likelihood particles from a set
of particles generated from the single target space partition. The proposal particles
generated this way result in greatly improving the tracking performance. The Markov
chain Monte Carlo (MCMC) step using the Metropolis-Hastings method [17] is also
integrated into the proposal particle generation step to reduce sample impoverish-
ment. The number of target combinations can grow exponentially as the maximum
number of targets increases. To mitigate the eects of curse of dimensionality, we
propose a heuristical decision-directed based approach to keep the computational
complexity of the algorithm as a linear function of the maximum number of targets.
101
5.2 Proposal Function Using PF Partition Method
The performance of the PF based algorithm can suer if the same number of
particles is assigned for all possible modes in the MM-MT-TBDF-PF. For example, a
mode with three targets uses the same number of particles as a mode with only one
target even though the number of parameters to be estimated in the rst case is three
times higher than the latter case. Assigning the same number of particles to all the
modes can become a problem when the dimensionality of the multi-target state vector
increases. This problem can be avoided by assigning dierent number of particles to
dierent modes. However, the total number of particles can grow signicantly as
the number of targets that are assumed present in a mode increases. Moreover, the
amount of computations necessary to run dierent PFs for all the modes increases
drastically since the combinatorial complexity increases exponentially as a function
of the total number of targets. In this chapter, we propose a method that is based
on state space partitioning to reduce the number of particles in order to reduce the
overall computational complexity. Since the number of modes can grow exponentially
as a function of the maximum number of targets, even a small decrease in the number
of particles can have an overall impact on the computational performance.
In [106], a method was proposed to estimate the joint multi-target probability
density function (PDF) to track an unknown number of targets; the method intro-
duced dierent proposal functions by partitioning the single target state space and
illustrated that a fewer number of particles (orders of magnitude smaller) were re-
quired. The computational complexity was reduced by incorporating information
from measurements into the proposal function. Our proposed MM-MT-TBDF parti-
tioning (MM-MT-TBDF-IP) also uses measurement information during the particle
generation step for the posterior PDF conditioned on mode i at time k and mode j
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at time k  1. We use the simplied form of the sequential partitioning algorithm by
exploiting the fact that the number of assumed targets in a mode is known. In most
cases, the number of partitions needed is then equal to the number of targets. In
[106], three dierent partitioning methods were proposed: independent, coupled and
adaptive partitioning. Our proposed algorithm can incorporate all three methods.
Without loss of generality, in what follows, we only describe the independent parti-
tioning (IP) method. The coupled and adaptive partitioning methods can be used if
the targets are moving close to each other.
The sequential partitioning algorithm [106, 107] has ve major steps: partition
sampling, partition weight computation, resampling of partition weights, particle
weights computation and resampling of particles. In Chapter 4, Section 4.4.1, the
predicted density function conditioned on the current and previous mode pj;i(x
i
kjZk 1)
was approximated using the particles for targets entering the eld of view (FOV) and
remaining in the FOV. Using the IP method, the likelihood function corresponding to
the predicted particles for each target in a mode is computed. The likelihood function
for each target is termed the partition weights 
(j;i;n)
k;l in [106], and i, j are the mode
numbers at time steps k and (k  1), respectively and n is the corresponding particle
number of the partition weight. The partition weights are normalized and resampled
to generate a new set of predicted particles. The new particles closely approximate
the true underlying density function since the density also incorporates the measure-
ment information. If we assume that the targets are moving independently, the joint
proposal function can be written as
q(x
(j;i;n)
k jy(j;i;n)k 1 ;Zk) =
LiY
`=1
q(x
(j;i;n)
k;` jy(j;i;n)k 1;` ;Zk) (5.1)
where Li is the number of targets in mode i. Since the proposal function is now
also a function of the measurement likelihood, the proposal density function for each
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target that will be used in Equation (4.24) can be written as [107]
q(x
(j;i;n)
k;` jy(j;i;n)k 1;` ;Zk) =
8>><>>:

(j;i;n)
k;l q(~x
(j;i;n)
k;` ); target entering FOV

(j;i;n)
k;l p(~x
(j;i;n)
k;` jy(i;n)k 1;`); target remaining in FOV
where p(~x
(j;i;n)
k;` jy(i;n)k 1;`) is the posterior PDF conditioned on modes at time steps k and
(k  1) and it is represented by a PF in Equation (4.21), whose weights are obtained
using Equation (4.24), y
(i;n)
k 1;` is the `th target's state vector corresponding to mode j
at time step (k  1) that is transformed to mode i using Equation (4.16) and ~x(i;n)k;` is
the particle corresponding to the `th target's partition for the corresponding modes
i and j at time steps k and (k   1), respectively. The implementation steps of the
IP method that replace Step 1 and Step 3 of Algorithm 2, respectively, are shown in
Algorithm 3.
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Algorithm 3 PF Proposal Steps Using Independent Partitioning Method
Step 1: Predict the particle distribution for pj;i(x
[i]
k jZk 1), conditioned on mode j
at time k   1 and mode i at time k for j=0; 1; : : :M   1 and i=1; : : : ;M   1.
 Particles for new targets entering the FOV:
x^
(j;i;n)
k;nb s q(~x
(j;i;n)
k;` ), n = 1, . . . , Nnb, Nnb  Nj;i, `=1; : : : ;Li
 Particles for targets remaining in the FOV:
~x
(j;i;n)
k;` s p(~x
(j;i;n)
k;` jy(i;n)k 1;`) n = 1, . . . ,Nj;i, `=1; : : : ;Li
 Compute partition weights:
Particles for new targets entering the FOV: ~
(j;i;n)
k;l / p(Zkjx^(j;i;n)k;nb )
Pick only Nj;i highest likelihood particles and set them to ~x
(j;i;n)
k;`
Particles for targets remaining in the FOV: ~
(j;i;n)
k;l / p(Zkj~x(j;i;n)k;` )
 Normalize partition weights:
~
(j;i;n)
k;l =
~
(j;i;n)
k;lPNj;i
n=1 ~
(j;i;n)
k;l
 Resample the normalized particles to obtain x(j;i;n)k;` and (j;i;n)k;l
 Concatenate the new particles from all partitions to obtain x(j;i;n)k
Step 3: Compute the particle weights using the proposal function in Equation
(5.1),
 ~(j;i;n)k =
L(zkjx(j;i;n)k ;mk 1 = j;mk = i)
Nj;i
QLi
`=1 
(j;i;n)
k;l
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5.3 MM-MT-TBDF-IP with Markov Chain Monte Carlo
Sample impoverishment is a common problem with particle lters, especially when
the process model noise variance is small [16]. This is the result of lack of sample
diversity during the generation of predicted particles. There exist many methods to
mitigate the problem of sample impoverishment [17], [16]. We used the Markov Chain
Monte Carlo (MCMC) approach to increase sample diversity without aecting the es-
timated posterior density function. Specically, we used the Metropolis-Hastings [17]
algorithm to perform the resample-move operation (MM-MT-TBDF-IP-MCMC). As
shown in the previous section, the particles approximating the posterior density func-
tion conditioned on the current and previous mode are resampled to obtain x
(j;i;n)
k .
The covariance of this distribution can be estimated from the current particle dis-
tribution. In order to improve the sample diversity, a perturbation is added to the
existing particles by adding new samples that are drawn from a Gaussian distribu-
tion with zero mean and the covariance equal to the one estimated from the particle
distribution. The conditional sample move operation is then performed based on the
likelihood ratio of the particles before and after the addition of the perturbation. The
Metropolis-Hastings sample move step is performed only for surviving targets. With
out the Metropolis-Hastings step, the remaining MCMC steps simply constitute the
regularized particle lter [17]. This MCMC step is performed after Step 5 in Algo-
rithm 2 as a new Step 5a. The MCMC steps used in our algorithm are summarized
in Algorithm 4.
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Algorithm 4 Metropolis-Hasting Steps for MM-MT-TBDF-IP-MCMC
Step 5a:
 For a target that survives from previous time step, compute the posterior
covariance matrix S` from the predicted particle distribution x
(j;i;n)
k;` . For a
new target entering the FOV, set the covariance matrix to some pre-dened
value, S` = Snb.
 Obtain samples from the Gaussian random process,  s N (0; S`). Use the
random process  to add a perturbation to the resample particles.
 Add some jitter to the already resampled particles _x(j;i;n)k;` = x(j;i;n)k;` +hoptS1=2` 
where hopt = 0:9397(
1
Nj;i
)1=9, the various constants are described in [16, 17].
 Compute the Metropolis-Hastings acceptance probability,
 = min

1;
p(Zkj _x(j;i;n)k;` )p( _x(j;i;n)k;` jy(i;n)k 1;`)
p(Zkjx(j;i;n)k;` )p(x(j;i;n)k;` jy(i;n)k 1;`)

:
 for n = 1:Nj;i
Draw a number u s U [0 1]
A resampled particle x
(j;i;n)
k;` is moved to a new location _x
(j;i;n)
k;` only if u  
end
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5.4 Simulations
5.4.1 Tracking Three Targets Using Radar Measurements
In the rst simulation, we analyze the tracking result of the MM-MT-TBDF-
IP-MCMC method for the simulation used in Section 4.5.2. Figure 5.1 shows the
estimated averaged mode probability at dierent frames over 30 Monte Carlo simu-
lations. The mode probability values are more accurate when compared to the mode
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Figure 5.1: Mode Probability for Three Targets at 3 dB Peak SNR (MM-MT-TBDF-
IP-MCMC).
probability obtained using the MM-MT-TBDF-PF method in Figure 4.5. For exam-
ple, the mode probability value when Targets 2 and 3 are present is higher with the
partitioning method, and it takes longer for the other method to detect the presence
of all three targets. Figure 5.2 shows the true and estimated target trajectories for all
three targets in all Monte Carlo simulations. The variance of the target position es-
timate is much smaller when compared to the MM-MT-TBDF-PF method in Figure
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4.6(a). The faster convergence rate of the target position estimate with the partition-
ing method is evident from the target position estimate in the vicinity of its initial
position. Figure 5.3 shows the corresponding OSPA averaged over 30 Monte Carlo
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Figure 5.2: True and Estimated Target Trajectories for Three Targets at 3 dB Peak
SNR.
simulations with 500 particles. The cardinality error dominates the OSPA when the
rst target appears at frame 5, second target appears at frame 13 and also when the
third target appears at frame 21, implying that once in a while, there is a one frame
latency in detecting a new target that enters the FOV. The OSPA also shows that
the algorithm is able to quickly detect a target leaving the FOV since the OSPA value
is low at frames 25, 33 and 41. The localization error is around 0.1 m. The gure
also shows the OSPA with dierent number of particles along with the one from the
MM-MT-TBDF-PF method. For the same number of particles, the localization error
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using the partition method is three times smaller than the other method. In other
words, the MM-MT-TBDF-IP-MCMC method needs a smaller number of particles to
achieve similar tracking performance as the MM-MT-TBDF-PF method. This is evi-
dent with the OSPA for 100 and 50 particles in Figure 5.3 where the tracking error is
in the same order as for the MM-MT-TBDF-PF method. This result agrees with the
ndings in [106] that the regular PF method needs an order of magnitude higher num-
ber of particles than the IP method to achieve similar tracking error. The averaged
OSPA with the IP method is higher at a lower process model variance. Therefore,
partitioning the target state space helps us to achieve better tracking performance
while reducing the required number of particles.
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Figure 5.3: OSPA(40,2) for Three Targets at 3 dB Peak SNR.
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5.4.2 Comparison of Dierent PF Schemes
In our second simulation, we have compared the performances of the MM-MT-
TBDF-PF, MM-MT-TBDF-IP and MM-MT-TBDF-IP-MCMC methods at various
process model noise variance q1 in Equation (4.30). As before, three targets were
considered in the same simulation set up; 500 particles were used for all three methods,
and 30 Monte Carlo simulations were run to obtain the averaged OSPA for each
variance. The averaged OSPA was again averaged across time to obtain a single
OSPA value for a given q1. Figure 5.4 compares the averaged OSPA for dierent
values of q1. The averaged OSPA for the MM-MT-TBDF-PF method is much higher
than for the other two methods. The error introduced by the sample impoverishment
is improved using the MCMC steps. In general, the OSPA with the MCMC step
is the lowest among the three proposed methods at every process model variance
value. As expected, the tracking error for all methods increases drastically when the
process model variance is increased. This shows that the performance of the MM-
MT-TBDF is in general limited by the process model variance. Thus, for the rest of
the simulations, we use the MM-MT-TBDF-IP with the MCMC step.
5.4.3 Eects of Intensity Modeling Error Variance
In our TBDF application, the target intensity, which is a measure of target radar
cross section (RCS), is estimated as one of the parameters of the state vector. In
the state model, we assumed that the target intensity follows a random walk model.
The uncertainty in the target RCS can be included by increasing the variance of the
modeling error. In this simulation, we compare the performance for dierent values of
the variance parameter q2 in Equation (4.30) at 3 dB peak SNR. Figure 5.5(a) shows
the instantaneous peak SNR corresponding to the rst target at all time steps from
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Figure 5.4: OSPA Vs Process Model Variance.
one Monte Carlo simulation. The instantaneous peak SNR at lower values varies by
only a small amount from the average peak SNR whereas for higher q2 values the
instantaneous value deviates by a large amount. Figure 5.5(b) shows the tracking
error for q2=0:001; 0:01; 0:1; 1 with the initial target kinematic parameters set to be
the same as in Figure 5.2. As expected, the tracking error increases as the variance
increases. The tracking error at higher variances is dominated by the cardinality
error, implying that the probability of rst establishing a target trajectory is lower
at higher variances. In realistic scenarios, more sophisticated statistical models such
as the uctuating target amplitude model [55] can be incorporated into our method
by modifying the measurement model and the likelihood function.
5.4.4 Eects of Spreading Factors
In actual radar systems, the spreading factor along the range direction (r) could
be a function of the cross-correlation properties of the transmitted baseband signal
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Figure 5.5: Eects of Intensity Modeling Error Variance: (a) Instantaneous Peak
SNR for Target 1; and (b) OSPA Versus Time for Various Values of q2.
whereas the spreading factor in the range-rate direction ( _r) could be related to the
number of pulses used for coherent processing [45]. The spreading factor in the az-
imuthal direction () is controlled by the antenna beamwidth [47]. In this simulation,
we evaluate the performance of our algorithm for dierent values of spreading factors
in order to investigate the degree of diculty in tracking a low observable targets
by radars with dierent system parameters. We compare the tracking performance
under four dierent cases (i) r=0:509 m,  _r=0:077 m/s, and =0:033 rad, (ii)
r=0:636 m,  _r=0:096 m/s, and =0:041 rad, (iii) r=0:764 m,  _r=0:116 m/s,
and =0:049 rad, (iv) r=0:891 m,  _r=0:135 m/s, and =0:058 rad. The \one
sigma" measure for all four cases corresponds to 1, 1.25, 1.5, 1.75, respectively, times
the bin resolution in each measurement axis. In this section and the following sec-
tions, we refer to these four cases as 1, 1.25, 1.5, and 1.75, respectively. Figure
5.6(a) and 5.6(b) show the tracking error and the target existence probability respec-
tively, for all four cases at 3 dB peak SNR averaged over 60 Monte Carlo simulations.
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Figure 5.6: Eects of Spreading Factors: (a) OSPA Versus Time for Various Spreading
Factors; and (b) Probability of Target Existence Computed Using Equation (4.29),
Red: Target 1, Blue: Target 2, Black: Target 3.
The tracking error is very small for the 1.75 case and for 1.5 case, the tracking
error is still small except during mode transitions. The increased error at these times
is due to the increased cardinality error. When the spreading factor is at 1.25, it
takes a long time to detect new targets that entered the FOV. This is seen from the
slow rise of the target existence probability. The localization error is reduced as more
measurements are processed. The tracking performance is severely aected for the
1 case. This is due to that fact that as the number of bins occupied by the target
associated measurement is reduced, the discrimination between noise and target is
minimal. Despite the poor multi-target tracking performance, the algorithm is still
able to reasonably detect the presence of all three targets as seen from Figure 5.6(b).
The target existence probability for Target 1 from time steps 25 to 41 is high since,
Targets 2 and/or 3 are not being detected before Target 1 leaves the FOV. Hence,
Targets 2 or 3 are detected as Target 1 after correctly detecting the disappearance of
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the original Target 1. Therefore, the OSPA is dominated by the cardinality error due
to this higher probability of missed targets. The mode probabilities estimated using
Equation (4.19) and averaged over all Monte Carlo runs are shown in Figure 5.7 for
the test cases (i) and (iii). The gure shows the probabilities corresponding to all
possible modes in Table 4.2. The proposed algorithm closely follows the true mode
transition and the mode probabilities decrease as the spreading factor is decreased.
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Figure 5.7: Mode Probability Computed Using Equation (4.19) For Three Targets
Case, Solid: r = 0:509;  _r = 0:077;  = 0:033 (1), Dashed: r = 0:764;  _r =
0:116;  = 0:049 (1:5).
5.4.5 Peak SNR Analysis
Figure 5.8 compares the averaged OSPA (c=16, p=2, averaged across all time
steps from 30 Monte Carlo runs) for varying peak SNRs at four spreading factor cases.
When the spreading factors are at 1.75 and 1.5, the error is also reasonable at lower
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SNR values. The tracking performance at 1.25 degrades for SNR less than 3 dB and
for 1 case, the algorithm provides useful results only when the SNR is above 5 dB.
As we increase the SNR, the tracking error for all four cases converges to a lower
value. Since the tracking performance is sensitive to the spreading factors, one can
employ SNR dependent waveform agile signal processing to dynamically adjust the
transmitted waveform parameters to provide a trade-o between tracking error and
range/range-rate resolution [103], [104].
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Figure 5.8: Averaged OSPA Vs. Peak SNRs.
5.4.6 Closely Moving Targets Tracking Analysis
The tracking accuracy for three closely-moving targets is demonstrated next to
investigate the ability to resolve closely-moving targets. Two cases are considered: (i)
targets moving in the opposite direction and (ii) targets moving closely in the same
direction. In the rst case, we investigate the ability to continually track targets that
come close to each other and proceed in the opposite direction. In the latter case, we
consider the case of resolving two closely-moving targets. The initial target states in
the rst case are set to (2.2, 0.2) m and (0.3, 0.50) m/s, (12.2, 13.2) m and (-0.40,
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Figure 5.9: Closely-Moving Targets Case: (a) Trajectory of Targets Moving in Op-
posite Direction; and (b) Trajectory of Targets Moving in Same Direction.
-0.45) m/s, and (9.2, 16.2) m and (-0.30, -0.70) m/s for Target 1, Target 2, and Target
3, respectively, and the targets enter and leave the FOV at time steps 5, 13, 21 and
25, 33, 41, respectively. In the second case, the initial kinematic states for Targets
1{3 are (3.4, 3.4) m and (0.4, 0.4) m/s, (1.9, 1.9) m and (0.475, 0.475) m/s, and (0.4,
0.4) m and (0.55, 0.55) m/s, respectively and the targets enter and leave the FOV at
time steps 4, 7, 10 and 33, 36, 39, respectively. Figure 5.10(a) shows the Euclidean
distance between target pairs for both test cases. Targets are within 1 m of each
other at time step 25 and 32 for case (i) and (ii), respectively. In the second case, the
Euclidean distance between targets in range-rate is around 0.1-0.2 m/s ( 1.5{3 times
the bin resolution) and the Euclidean distance between targets in the look direction
is around 0.01 degrees (less than one bin resolution). Figure 5.9(a) and Figure 5.9(b)
show the target trajectories for both test cases. Figure 5.10(b) shows the tracking
error averaged over 60 Monte Carlo runs at 3 dB peak SNR with the spreading factor
set to 1.5. The cardinality error is generally high around mode transitions than the
well separated targets case. The tracking error for case (ii) is high from time steps
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Figure 5.10: Closely-Moving Targets Case: (a) Euclidean Distance Between 3 Closely-
Moving Targets (Crosses Represent Targets Moving in Opposite Directions); and (b)
Tracking Error, OSPA(16, 2).
33{39 since the targets come close to each other before one of them leaves from the
FOV and the algorithm continues to track the non-existent target. This is because
the predicted measurement likelihood corresponding to this target is high due to the
presence of other targets in the neighbourhood of the predicted target state. For a
target that leaves the FOV with similar kinematic state estimates as another existing
target, the predicted state vector obtained using the state transition matrix is also
estimated in the vicinity of the already existing target. Hence, it takes longer to
detect the disappearance of closely-moving targets.
5.4.7 Six Targets Tracking Analysis
The algorithm performance for L =5 to track six closely-spaced targets at 3 dB
peak SNR with the spreading factor set at 1.5 is demonstrated in Figures 5.11
and 5.12. The initial positions and velocities for Targets 1{6 are (2.2, 2.2) m and
(0.32, 0.32) m/s, (2.2, 0.2) m and (0.33,0.32) m/s, and (13.2, 15.2) m and (-0.14,
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-0.32) m/s, and (13.2, 16.2) m and (-0.16, -0.34) m/s, and (10.1, 2.1) m and (-0.09,
0.09) m/s, and (11.1, 1.2) m and (-0.29, 0.14) m/s, respectively. Targets 1{6 enter
and leave the FOV at time steps 5 and 45, 11 and 51, 17 and 57, 23 and 63, and
29 and 69, and 50 and 65, respectively. The initial target states are selected such
0 5 10 150
2
4
6
8
10
12
14
16
x co−ordinate
y 
co
−o
rd
in
at
e
#1 Start
#2 Start
#6 Start
#5 Start
#3 Start#4 Start
#1 End
 #2 End
#3 End#4 End
#6 End
#5 End
Figure 5.11: Particle Distribution for Tracking Six Targets Case with L =5 Targets.
that there are two sets of closely-spaced targets with each set of targets moving in
opposite direction and the target pairs f1,3g, f1,4g, f2,3g, f3,5g, f4,5g and f4,6g
cross each other at time steps 30, 34, 36, 50, 56 and 61, respectively. Figure 5.11
shows the higher likelihood particles corresponding to the marginal distribution of
each detected target. The starting and ending position of targets are indicated by
cross and star shaped markers, respectively. Target 6 entered the FOV after the rst
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target has disappeared, and it is detected and tracked with a track identity as Target
1. This is indicated by the red color particles for Target 1 and Target 6. Figure 5.12
shows the estimated target trajectories and the algorithm is able to track the targets
closely with the exception of Target 4 for which there is a latency in detecting that
target.
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5.4.8 Performance Comparison Between PHDF-TBDF and
MM-MT-TBDF-IP-MCMC
In this section, we show the performance of the partitioning method for the 2-D
image measurement discussed in Section 4.5.1 to track three targets using the same set
of measurement parameters used by the authors in [67] and in Section 4.5.1. In [67],
the performance of PHDF-TBDF was compared using a single sensor and multiple
sensors and it was showed that the PHDF-TBDF needs measurements from at least
5 sensors for better tracking performance. In our simulation, we showed that we
can obtain better results even with a single sensor measurement with our proposed
algorithm. Figure 5.13 shows the tracking error (OSPA) with c = 40 and p = 2 at
19.8 dB, 16.3 dB, 13.8 dB peak SNR after averaging the OSPA from 100 Monte Carlo
simulations (same number of Monte Carlo simulations used in [67]).
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Figure 5.13: Image Measurement Case: (a) OSPA at Dierent Peak SNR (19.8 dB,
16.3 dB, 13.8 dB); and (b) OSPA at 10.2 dB Peak SNR.
The tracking error is small at 19.8 dB and 16.3 dB even when using a smaller
number of particles. The cardinality error is very small, indicating that the algorithm
correctly tracks the number of existing targets without any false detection. The
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cardinality error at 13.8 dB SNR is slightly high especially around the time when a
new target entered the FOV at frames 1, 5 and 11 and when the third target leaves
the FOV at frame 21. The localization error from frame 12 to 16 using 250 particles
is higher when compared to higher SNR. The localization error decreases when 750
particles are used. Figure 5.13(b) shows the OSPA at 10.2 dB SNR. The tracking
error in this case is much higher than the other SNR conditions. It takes more time
for the algorithm to detect a target that enters the FOV and a disappearing target.
Figure 5.14 shows the corresponding probability of target existence for all three targets
indicating the latency involved in detecting the target mode transitions. When the
OSPA using our proposed algorithm is compared against the results showed in [67],
our algorithm vastly out performs the PHDF-TBDF algorithm using a single sensor.
In fact, even with 5 sensors, the PHDF-TBDF lter does not perform as well as our
algorithm.
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5.5 Computational Complexity Analysis
5.5.1 Heuristic Decision-directed Approaches
One of the drawbacks of our proposed method is that the number of modes in-
creases exponentially as a function of the maximum number of targets. The IP step
greatly reduces the required number of particles. However, some of the computa-
tional gains achieved by the IP is oset by the increase in computations required
by the MCMC. We thus demonstrate how to greatly reduce the combinatorial com-
plexity of the proposed algorithm using two decision-directed practices based on the
estimated mode and target existence probabilities.
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Figure 5.15: Computational Analysis: (a) Processing Time Dierence Between all
Modes and Mode Probability Selected Modes; and (b) OSPA Dierence Between all
Modes and Mode Probability Selected Modes.
For the rst practice, if the estimated number of existing targets is less than the
assumed maximum number of targets, then there is no need to propagate particles
corresponding to all the modes. For example, if at time step k, there is only one
target in the FOV, then the computations to propagate the PF to modes that tran-
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sition from three targets present are not necessary. In order to determine which PF
mode propagations are needed, we can compare the mode probability at the pre-
vious time step k 1 to a threshold. Specically, if the probability corresponding
to mode j at time k 1 is very small, then at time k, the PF steps correspond-
ing to p(x
[i]
k jmk 1= j;mk= i;Zk) for all i at time k are not computed. Similarly,
if the mode probability for mode i at time k is small, then the PF corresponding
to p(x
[i]
k jmk= i;Zk) is not executed at time k. When this practice is followed, the
number of particles needed to approximate the posterior PDF of the `th target in
Equation (4.28) and the mode conditioned joint PDF in Equation (4.27) is much
smaller as the particles corresponding to low probability modes are ignored. For the
second practice, if the target existence probability at time k 1 is very small, then
it is not necessary to propagate the continuing particles. As a result, during the
implementation of the rst layer of PFs, we propagate the continuing particles and
corresponding partitions only if the target existence probability estimate at the pre-
vious time step is greater than some threshold. As the number of selected modes is
dependent on the probability threshold, the processing time also varies as a function
of the threshold. In our simulations, we compare the processing time using 0.1%, 1%,
and 10% thresholds. Figure 5.15(a) shows the time required to process one time step
of data in Matlab using a 2.5 GHz Intel i5 core processor with and without the two
aforementioned practices; the simulation is for tracking L =3 targets at 3 dB peak
SNR using 1,000 particles. The initial target parameters used to generate Figure
5.15(a) is used for this analysis. The peak processing time (PPT) is reached when
all targets are present. Our simulations showed that when all modes are selected, the
PPT is 28 s; 7 s are needed when only the high probability modes are selected. The
PPT increases only slightly when the thresholds are reduced. The number of modes
with signicant mode probability is usually higher during mode transitions. Hence,
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Figure 5.16: Average and Peak Processing Time for Dierent Maximum Number of
Targets.
the processing time is higher around the mode transitions at lower thresholds. Figure
5.15(b) shows the OSPA comparing the dierent test cases. Although the tracking
error is similar for all test cases, the best tracking performance was obtained with
a 10% threshold. The increased tracking error for the other cases resulted from the
increased cardinality error during mode transitions. This could be due to the noisy
measurements preventing occasional false detections of target existence when a higher
threshold is used. Overall, the computational cost is reduced with no signicant loss in
tracking performance when the low probability modes are ignored. Figure 5.16 shows
the average and PPT per time step for dierent maximum number of targets L . As
shown, the average and PPT increase almost linearly instead of exponentially as a
function of the maximum number of targets, when the practices are applied. Using
linear regression, the average and PPT for 1,000 particles with a 10% threshold can
be linearly approximated by (1:803L   1:447) s and (5:11L   6:765) s, respectively.
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5.5.2 Eects of Particle Filter Size
Figure 5.17 shows the performance improvement that can be achieved by increas-
ing the number of particles (Nj;i, Ni and N`) at 3 dB and -3 dB peak SNR for the
three targets case in Figure 5.17(a). The averaged OSPA reaches a steady state error
for the 3 dB case at 1,000 particles, and for the -3 dB case, it reaches the steady
state error at around 2,500 particles. It requires more number of particles at -3 dB
SNR to achieve a similar tracking error as in the 3 dB case. Figure 5.17(b) shows the
corresponding average and PPT per time step for dierent number of particles and
the processing time is similar under both SNR conditions.
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Figure 5.17: Eects of Partilce Filter Size for L = 3 Targets: (a) Tracking Error;
and (b) Average and Peak Processing Time.
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Chapter 6
TRACK-BEFORE-DETECT FILTERING OF MULTIPLE TARGETS IN SEA
CLUTTER
6.1 Target Tracking in Sea Clutter
Target detection and tracking in clutter is a challenging problem, especially when
the reected signal characteristics from clutter are similar to target associated signals.
In moving target indicator applications, clutter eects can be mitigated using coher-
ent processing by separating the moving target from stationary clutter objects using
simple ltering steps in the frequency domain [45]. However, in sea based radars, the
radial velocity of clutter is usually high due to the presence of moving waves on the
sea surface. The radial velocity of these waves can be signicant depending on the
sea state that is inuenced by various weather and wind conditions [89]. The spiky
nature of sea clutter further complicates the target detection and tracking problem.
These target like outliers can increase false target detections which in turn aects
the computational complexity of conventional detect-before-track algorithms due to
combinatorial processing. Hence, accurate modeling of the sea clutter random process
is critical for improved tracking performance. The compound Gaussian model [89]
is a well established statistical model to characterize the reected signal associated
with sea clutter. The tracking problem becomes more complicated when the radar
cross section (RCS) of the target to be tracked is very small. For example, in mar-
itime surveillance applications, it is of critical importance to detect and track a small
enemy boat [108]. It was shown in [109] that the signal-to-clutter ratio (SCR) can be
improved using real sea clutter by performing principal component analysis (PCA)
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on the received data and selecting only the principal components that correspond
to a few of the lowest singular values. The main assumption in this method is that
the clutter level is usually much higher than the target associated signal and that
by selecting only the minor components, the target associated components are sepa-
rated from the clutter. Using this approach, a subspace based sea clutter suppression
method was proposed in [110] that improves the detection performance. Despite using
accurate statistical models and various signal enhancement techniques, conventional
detect-before-track methods still suer from heavy clutter and low RCS. The tracking
problem becomes even more dicult if there is a need to track multiple low observable
sea targets. The SMC based track-before-detect lter (TBDF) algorithm for tracking
low observable targets can be an attractive alternative as it can be combined with
particle ltering (PF) methods [17].
Estimating the clutter statistics from raw measurement is one way to improve
the detection and tracking of targets in clutter environments. Since the clutter as-
sociated returns evolve over time, the clutter information must be estimated directly
from the measurements [111]. Most of the methods rely on estimating the clutter
statistics from the neighbourhood bins of a range-Doppler bin under consideration.
Three well-known clutter estimation methods relating to a constant false alarm rate
(CFAR) were compared in [112]: cell averaging, cell averaging greatest of, and order
statistics. It was shown that the OS method is more susceptible to the eects of spiky
sea clutter whereas the CA method is the most robust among the three methods. In
[113], the clutter point spatial density in non-homogeneous clutter background was
estimated using maximum likelihood (ML) and approximated Bayesian methods. The
intensity function of this non-homogeneous Poisson point process was approximated
by a Gaussian mixture model and then integrated into the probability hypothesis
density lter (PHDF). Moreover, the clutter spatial density was estimated over the
128
entire eld of view (FOV) and the tracker output was used to enhance the estimate
of clutter spatial density. A PF based ML method was used to estimate the clutter
parameters [114, 115]. In [116, 117], any non-homogeneous clutter spatial density was
modeled as a Gaussian mixture. The approximated Bayesian estimate of the inten-
sity function was updated iteratively using the normal-Wishart mixture PHDF. This
clutter intensity function estimate was integrated with joint integrated probabilistic
data association or multiple hypothesis testing algorithms to track multiple targets.
In this method, the clutter spatial density estimation problem was converted into a
clutter generator estimation problem solved using the PHDF. The likelihood func-
tion of the clutter generator was assumed to be Gaussian with unknown mean and
covariance, and the clutter generator PHDF was derived using a mixture of normal-
Wishart probability density function (PDF). A closed form expression for the clutter
generator PHDF was also derived.
A recursive TBDF was proposed in [118] for estimating clutter statistics as a part
of the likelihood evaluation step. Specically, the clutter level was estimated by av-
eraging over a set of nearby bins not aected by a target. Guard bins around the
target state were used to estimate the clutter variance, and a grid based numerical
evaluation was used to compute the likelihood ratio for Rayleigh distributed clutter.
A multi-scale adaptive single target TBDF method using the beamlet transform was
proposed in [119] for maritime environments. In this method, the longest chained
beamlet path whose length was greater than a threshold was detected as a potential
target. In [120], a Viterbi-like multi scan TBDF algorithm was proposed in complex
Gaussian clutter using space-time processing and the algorithm's detection perfor-
mance was analyzed.
Very few multiple target TBDF methods in spiky sea clutter environments have
been considered thus far in the literature. In this chapter, we extend our proposed
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multiple mode multiple target TBDF (MM-MT-TBDF) algorithm [76, 81] for complex
Gaussian (low resolution radar) and compound Gaussian (high resolution, low grazing
radar) sea clutter using pulse Doppler radar measurements. The likelihood functions
needed for the TBDF approach can be computed using classical techniques, thereby
exploiting some of the optimal methods that have already been derived through rigor-
ous mathematical steps. For the compound Gaussian model, the texture component
is assumed to follow a known distribution function [121, 122]. In this case, the optimal
generalized likelihood function is not mathematically tractable. Hence, various sub-
optimal but asymptotic detectors have been proposed in the literature [85, 123, 124].
In [110], instead of a known a priori distribution assumption, the texture compo-
nent is assumed to be deterministic. Based on this assumption, we derive an optimal
likelihood function and the ML estimation of the texture component and the speckle
covariance matrix which can be implemented using a xed point algorithm [83, 84].
We also investigate the relationship between this optimal and the sub-optimal likeli-
hood function in [85].
6.2 Measurement from Pulse Doppler Radar with Clutter
A pulse Doppler radar transmits a series of pulses with a pulse repetition interval
TPRI. To increase the radar range resolution, these pulses are modulated by higher
bandwidth (fs) signals such as frequency modulated chirps [45]. The modulated base-
band signal is further modulated by the carrier frequency fc before emitting from the
transmitting antenna. The transmitted signal is reected by many scatterers that are
present in the FOV of the radar. The received complex baseband signal after carrier
demodulation is typically sampled at the frequency equal to the bandwidth (fs) of
the baseband modulating signal and these samples are referred as fast time samples.
The Doppler processing is performed through spectral analysis of the samples ob-
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tained by sampling the received signal at the rate of 1=TPRI. The samples used for
the spectral analysis are referred as slow time samples. The period during which the
measurements from a set of pulses used for Doppler analysis is referred as dwell.
We consider measurements from a pulse Doppler radar that is operating at a pulse
repetition interval TPRI and transmitting Np pulses per dwell in the presence of fast-
varying clutter. Each dwell is assumed to transmit the same pulse s[n] = s[n=fs],
n = 0; 1; : : : Ns 1 whereNs is the number of samples and fs is the sampling frequency.
The received signal consists of reections from multiple targets from all the dwell
pulses, in addition to clutter due to multiple undesirable reections from scatterers.
It is assumed that the number of scatterers and their Doppler frequency remain the
same during the transmission of all Np pulses in the same dwell. Assuming that
measurements are received from a preset direction of arrival (DOA), an (Nv  Np)
measurement matrix corresponding to the received signal from all Np pulses at the
kth dwell can be written as
Yk = S(Tk +Ak) +Wk (6.1)
where Wk is the (Nv Np) uncorrelated measurement noise matrix, and Nv = Nv  
1+1 is the number of range bins in the validation gate (i.e., the region of measurement
selection for track updates) where i is the ith range bin in the validation gate. In this
linear model, the overall clutter scatterer contribution at the kth dwell is generalized
by the (Nr Np) reectivity matrix Ak as
Ak =
26666666666664
ak[1; 0] ak[1; 1] : : : ak[1; Np   1]
ak[2; 0] ak[2; 1] : : : ak[2; Np   1]
...
...
...
...
ak[Nr ; 0] ak[Nr ; 1] : : : ak[Nr ; Np   1]
37777777777775
(6.2)
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where Nr=Nv+Ns 1, and the matrix elements ak[i; p], containing both reectivity
and Doppler shift are dened as
ak[i; p] = k[i; p]e
j2ipTPRI : (6.3)
where k[i; p] is the clutter reectivity, i is the Doppler shift at range bin i, and
p = 0; 1; : : : Np   1. Similarly, the reectivity matrix Tk for multiple targets can be
written as a sparse matrix with non-zero complex reectivity value in those range bins
where a point target is present at the kth dwell. The range bin number corresponding
to the range of the `th target at the kth dwell is represented as k;`, where we also
include the dwell index k to indicate that the range bin corresponding to the `th
target varies with time. The range of the `th target and the corresponding range bin
k;` are related as [45, 47]
k;` = round

2rk;`
c
fs

(6.4)
where c is the velocity of propagation, and rk;` is the range of the `th target. The
target reectivity and the Doppler shift for the `th target is represented as Ik;` and
k;`, respectively, where we assume that the target reectivity is constant across all
Np pulses. As in Equation (7.2), the range-rate information of a target is absorbed
in the complex reectivity. The reected signal from a target is modulated across Np
pulses by a slowly varying signal with the Doppler frequency k;`. Under narrowband
conditions, the Doppler frequency and the target range-rate _rk;` are related as [45, 47],
k;` =
2 _rk;`
c
fc (6.5)
where fc Hz is the carrier frequency. A circulant (Nv  Nr) signal matrix S is con-
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structed from the transmitted signal s[n] as
S =
26666666666664
s[Ns   1] 0 : : : s[0] 0 : : : 0 0
0 s[Ns   1] : : : s[1] s[0] 0 : : : 0
...
...
...
...
...
...
...
...
0 0 : : : 0 s[Ns   1] : : : s[1] s[0]
37777777777775
: (6.6)
Here we assume that the same baseband signal s[n] is used to transmit at all dwell
instances. The measurements at the kth dwell are vectorized to form the (NvNp 1)
vector
zk = vec(Yk)
where vec(Yk) forms the (NvNp  1) vector formed by concatenating the columns of
Yk and Zk= fz1; z2; : : : ; zkg represents all the measurements up to dwell k.
In order to consider the contribution of the `th target present in the range bin
k;`, the measurement vector extracted from the k;`th row vector of Yk in Equation
(6.1) can be written as
zk[k;`] =
LiX
j=1
bj;`s[k;j] + c
T
k[k;`] (6.7)
where ck[k;`] is the clutter measurement vector corresponding to the k;`th row of
matrix SAk in Equation (6.1). In order to jointly detect the existence of closely
spaced multiple targets, the reectivity contribution from all targets to the range
bin k;` should be considered. Here we assume that Li targets are present in the
preset DOA. The summation term in the model in Equation (6.7) represents the
signal level contribution to the range bin k;` from all targets that are present in the
neighbouring range bins, and it is the vector corresponding to the k;`th row of matrix
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STk in Equation (6.1). The scale factor bj;` is the reectivity contribution of the jth
target to the range bin k;`, j=1; : : :Li. The reectivity contribution bj;` from the jth
target is a function of its reectivity Ik;j, and it depends on the correlation properties
of the signal s[n]. Specically, the contribution from the `th target to the range bin
k;` is b`;` = Ik;`, and if the jth target is far away from the `th target, then bj;` = 0.
The Doppler frequency corresponding to all targets are denoted as k;j and
s[k;j] = [1 e
 j2k;jTPRI : : : e j2k;j(Np 1)TPRI ]T:
Equation (6.7) can be written in matrix form as
zk[k;`] = ~S`b` + ck;l[k;`]; (6.8)
where ~S` is the (Np Li) matrix
~S` =

s[k;1] : : : s[k;Li ]

and the (Li  1) vector b` is given by
b` =

b1;` : : : bLi;`
T
:
6.3 Compound Gaussian Clutter Model
6.3.1 Factors Aecting Statistical Sea Clutter Modeling
Dierent statistical models for clutter have been considered based on analyzing
data from real-life radar measurements. For example, in a typical data association
based target tracking application, the number of clutters that are being detected
inside the validation gate are usually assumed to be Poisson distributed [20]. The
clutter density is often assumed to be known a priori. If no a priori information is
available regarding the spatial density of the clutter, then it is commonly assumed to
134
be uniformly distributed in the FOV. In target detection problems, the clutter model
parameters of a selected probability density function [99], [125{128] are implicitly
estimated from measurements [129] and then used in the generalized likelihood ratio
test (GLRT) [46]. Based on this GLRT, a CFAR detector can be designed [45, 47,
130]. The detector performance is usually very sensitive to the type of statistical
clutter model selected for a particular application and therefore new techniques are
being developed to examine the validity of the chosen model using real-life clutter
measurements [131].
The backscatter signal level in a radar application can vary substantially based
on the grazing angle, thus directly aecting the underlying statistical model for the
received backscatter. For example, the backscatter level from sea clutter at higher
grazing angles is very high when compared to the level at lower grazing angles. The
clutter level dierence between high and low grazing angles can vary by many tens
of dB. The backscattering in a low grazing angle radar is inuenced by multiple path
reections around the crests of sea waves. The multiple path reections together with
the shadowing of wave trough can result in constructive and destructive cancellation
[47]. Dierent long tailed distributions have been suggested [89, 126{128, 132, 133]
to model this random phenomenon for a low grazing angle radar. Subsequent experi-
mental studies have found real data to be consistent with many of these distributions
[100, 134{138].
Another factor that aects the clutter statistics is the radar resolution. In a
low resolution radar, the cross sectional area corresponding to a single range bin is
high. The backscattered signal is a result of multiple reections from many physical
objects that are present in this large area. The reected signal from a large number
of such independent and randomly located scatterers is usually modeled as complex
Gaussian. The corresponding distributions in magnitude and magnitude squared form
135
are Rayleigh and exponential distributions, respectively. For low-resolution radars,
complex Gaussian is an appropriate approximations since the combined reections
from many independent clutters in a low resolution range bin can be approximated
by the complex Gaussian distribution following the central limit theorem [92]. In high
resolution radars, the cross section area of a range bin under illumination is small,
therefore, the backscatter signals will exhibit spiky structures which can no longer
be approximated by complex Gaussian. This behaviour is more prominent in sea
clutters in which reections from gravity waves and sea swells [89] can give rise to
spiky reected signals that can be modeled using long tailed distributions. In [139]
many of the long tailed distributions were shown to provide a good t to real data
from a high resolution radar in the Ka-band and in a sea clutter environment.
In this section, we use the complex Gaussian clutter model for a low resolution
radar and the compound Gaussian sea clutter model for a high resolution, low graz-
ing angle radar. These clutter models are incorporated into our MM-MT-TBDF
algorithm and the tracking performance under dierent SCR values is analyzed.
6.3.2 Speckle and Texture Sea Clutter Components
Clutter from a high resolution, low grazing angle radar has been characterized
by various long tailed probabilistic models such as compound Gaussian [140], K-
distribution [89, 128, 133], compound K-distribution [141], log-normal [126], Weibull
[127, 142], non central gamma distribution [143], chi-square [130], and generalized
compound [144] distributions. Recently, the Pareto distribution has also been pro-
posed for a high resolution radar with both high [145], [146] and low grazing angles
[147]. In our work, we adopted the compound Gaussian distribution to model sea
clutter, and using some simple and reasonable assumptions, we present a framework
for MM-MT-TBDF in sea clutter.
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In the compound Gaussian model, clutter from sea surface is characterized by
two components, namely speckle and texture. The speckle component is due to
rapidly uctuating, small scale structures with smaller decorrelation time, and it is
modeled using a complex Gaussian distribution. The speckle component is due to the
presence of multiple scatterers and it decorrelates through the relative motion of the
small structures. Recently, the validity of the complex Gaussian assumption for the
speckle component was corroborated using real radar data from the Ka-band, even
for range resolution in the order of few centimeters [139]. The texture component is
a slowly varying large scale structure that modulates the speckle component. The
texture component has a longer correlation time, and it is associated with the long sea
waves and swell structure. The texture component is usually modeled using either
the gamma distribution [89] or inverse gamma distribution [121]. Using these two
components, clutter at the kth dwell can be modeled using the compound Gaussian
model as
ck[i; p] =
p
k[i; p]k uk[i; p]
where k[i; p]  0 represents the texture component that modulates the speckle
component u[i; p] corresponding to the pth pulse at range bin i. When the texture
is modeled as a gamma distribution, then the compound Gaussian model is the well
known K-distribution. The clutter from all pulses in the kth dwell is represented as
ck[i] =
p
k[i; 0]uk[i; 0]; : : : : : :
q
k[i; Np   1]uk[i; Np   1]
T
:
In general, the texture component within a dwell is also assumed to be randomly
distributed. However, if we choose the dwell duration to be very small, we could
assume that the texture component is the same for all pulses in a dwell [110]. This
is a reasonable assumption due to the slow varying nature of the texture component.
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During this very short dwell duration, the delays corresponding to the scatterers and
their Doppler shifts in the signal model in Equation (6.1) are assumed constant. The
clutter vector can now be written as
ck[i] =
p
k[i] [uk[i; 0] uk[i; 1] : : : uk[i; Np   1]]T : (6.9)
The speckle component is assumed to vary from pulse to pulse since minor perturba-
tions in the same scale sea structures can change the overall eect of multiple path
reections. The clutter covariance matrix is given by k[i], where is the (NpNp)
complex covariance matrix of the speckle component that is assumed to be the same
for all range bins. Since the dwell duration is assumed small, the speckle decorrelation
time is greater than the pulse interval duration and therefore, the speckle covariance
matrix is assumed to be a non-identity matrix.
6.3.3 Doppler Model for Sea Clutter
The sea surface consists of many complex but signicant structures. The small
ripples on the sea surface are generated by blowing winds and these transfer the
energy to longer waves. When the wind is blowing at a constant speed, then these
sea waves reach an equilibrium condition [89] and are modulated by sea swells from
neighborhood regions that are stimulated by turbulent weather conditions. Clutter
from local wind driven ripples is usually modeled as Bragg's scattering [47]. The
radial velocity of these ripple waves is usually low. The radial velocity associated
with the modulating sea swells is usually higher than that of the Bragg's scattering.
Many empirical studies have shown that the averaged Doppler spectrum of sea clutter
can be modeled by a combination of fast non-Bragg scattering associated with the
sea swells and a slow Bragg's scattering that is associated with the smaller capillary
waves [138, 148, 149]. The relation between the mean value of the backscatter signal
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and the mean Doppler shift were investigated in [88, 150]. A linear approximation
model that relates the texture component and the Doppler frequency was used in
[87] to model the Doppler spectra. We used this model to generate complex clutter
measurements with Doppler information as follows.
 We randomly generate a Doppler frequency corresponding to Bragg's scattering
that is assumed to have a Gaussian distribution whose mean Bragg corresponds
to a lower frequency and its variance 2Bragg is set to a xed pre-determined
value.
 We generate the Doppler frequency corresponding to sea swell by randomly sam-
pling from a Gaussian distribution whose mean frequency swellk [i] = Aswell +
Bswellk[i] is linearly related to the texture component value, where Aswell and
Bswell are model parameters. The variance of the Gaussian distribution 
2
swell
is selected from another Gaussian distribution with preset mean and variance
[87, 88].
 The Doppler frequency corresponding to a dwell in Equation (7.2) is randomly
selected between a Bragg's scattering frequency or a swell frequency such that
the averaged Doppler spectra over a large number of dwells consists of two main
Doppler components similar to the one tted from real data in [138, 148, 149].
6.4 Likelihood Function in Complex Gaussian Clutter
In most radars operating in a heavily cluttered environment, the clutter strength
is much higher than that of the measurement noise. Thus, for simplicity, we use the
likelihood function derived assuming that only clutter is present. A similar derivation
can be extended to include noise following the principles mentioned in [125, 151]. The
target presence condition in a range bin can be formulated as a binary hypothesis
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problem. From Equation (6.8), we consider the measurement zk[k;`] corresponding
to range bin k;` from all Np pulses in dwell k. Using this measurement, the two
hypothesis are given by
H0 : zk[k;`] = c
T
k[k;`]
H1 : zk[k;`] = ~S`b` + c
T
k[k;`]
: (6.10)
Without loss of generality, we replace the measurement vector zk[k;`] with zk;` to
simplify notation. In this section, we explain only about the likelihood function in
mode i and recall Li is the number of targets in mode i. Based on the binary
hypothesis model in Equation (6.10) and the complex Gaussian assumption, we can
write the generalized likelihood ratio for a range bin corresponding to the state vector
x
[i]
k;` in mode i as [152]
L(zkjx[i]k;`) = L0=L1; (6.11)
where
L0 = NT + z
H
k;`^
 1zk;` ;
L1 = NT + (zk;`   ~S`b`)H^ 1(zk;`   ~S`b`) :
Here, H represents conjugate transpose, ^ is the ML sample covariance estimate of the
complex covariance matrix of the clutter statistics that is obtained using NT > Np
secondary range bins [152]. Specically, the sample covariance matrix estimate is
given by
^ =
1
NT
NTX
n=1
zk[n]zk[n]
H: (6.12)
where zk[1]; : : : ; zk[NT ] are the secondary range bins in the vicinity of the range bin
under testing. The likelihood ratio in (6.11) depends on the reectivity of multiple
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targets. The explicit estimation of the target reectivity can be avoided by substitut-
ing the analytical solution of b` that maximizes the likelihood function in (6.11). The
likelihood function is maximized when the quadratic quantity in L1 is minimized. For
a positive denite matrix ^, the weighted least squares solution of b` that minimizes
the quadratic term is given by
b
(LS)
` = (
~SH`^
 1~S`) 1(~SH`^
 1zk;`):
Substituting b
(LS)
` in L1 we obtain
L1 = NT + z
H
k;`^
 1zk;`   (zHk;`^ 1~S`)b(LS)` :
Upon further simplication, the generalized likelihood function can now be derived
as
L(zkjx[i]k;`) =
1
1  G(zkjx[i]k;`)
;
where
G(zkjx[i]k;`) =
(zk;`^
 1~SH`)(~S
H
`^
 1~S`) 1(~SH`^
 1zk;`)
(NT + zHk;`^
 1zk;`)
: (6.13)
Thus, the contribution of targets present in the neighbourhood range bins are also
considered in the generalized likelihood function derivation. The likelihood value
tends to innity if a target exists in the selected range bin; otherwise it tends to zero
[152]. Since we use the generalized likelihood function, there is no need to estimate
the signal intensities Ik;`. The dimension of the matrix ~S` in mode i depends on the
number of assumed targets in that mode, and the predicted Doppler frequencies of
the corresponding targets are used to construct the columns of this matrix. If the
targets are moving farther apart such that the reected signals from other targets do
not contribute to the range bin corresponding to the `th target, i.e., ~S` = s[k;`], then
the test statistic can be further simplied as
G(zkjx[i]k;`) =
s[k;`]H^ 1zk;`2
s[k;`]H ^ 1 s[k;`]

NT + zHk;` ^
 1 zk;`
 : (6.14)
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This simplied likelihood function is the same expression derived in [152] for detecting
a single target.
6.5 Likelihood Function in Compound Gaussian Clutter
In the compound Gaussian case, the binary hypothesis problem in Equation (6.10)
is still valid. The additive clutter is assumed to be complex compound Gaussian
distributed, and the derivation of the generalized likelihood function is more involved
than that of the complex Gaussian case, leading to dierent detector forms [121, 123,
124, 153{155]. As the clutter covariance matrix is a critical parameter in a GLRT
detector, the covariance matrix of compound Gaussian clutter is a research topic
under investigation [122, 156{159].
6.5.1 Asymptotic Generalized Likelihood Function
An asymptotically optimum GLRT detector that is independent of the texture
PDF was proposed in [124]. The test statistics using this detector for well separated
targets can be written as
LQ(zkjx[i]k;`) =
s[k;`]HM 1zk;`2
s[k;`]HM 1s[k;`]

zHk;`M
 1zk;`
 (6.15)
where M is the clutter covariance matrix in the range bin under test. Note that, in
the compound Gaussian model, the clutter power between range bins is not assumed
the same, hence the clutter covariance matrix is dierent between dierent range
bins. This detector is derived based on the linear-quadratic (LQ) detector originally
derived for a compound Gaussian clutter with the assumption that the covariance
matrix M is known [85, 86]. This detector is referred to as normalized matched lter
(NMF). When we assume that the texture component is constant across the entire
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dwell, then the test statistic only depends on the structure of the speckle covariance
matrix and can then be written as
LQ(zkjx[i]k;`) =
s[k;`]H 1zk;`2
s[k;`]H 1s[k;`]

zHk;`
 1zk;`
 (6.16)
Recall that we assume that the speckle covariance matrix structure is the same for all
range bins. When the covariance matrix  is substituted by its estimate, the detector
is called M-adaptive NMF (M-ANMF) or -adaptive NMF (-ANMF) depending on
the covariance matrix estimation method [123, 156]. The M-ANMF sample covariance
estimate is given by
^M =
1
NT
NTX
n=1
zk[n]zk[n]
H (6.17)
and the -ANMF sample covariance estimate based on the normalized secondary
range bins is given by
^ =
1
NT
NTX
n=1
zk[n]zk[n]
H
1
Np
zk[n]Hzk[n]
(6.18)
where NT is the number of secondary range bins. A dierent estimator for  was
proposed in [156] under the assumption that the clutter power spectral density is
symmetric about the zero Doppler frequency. However, this assumption does not
generally hold for the averaged Doppler spectrum of real sea clutter as it exhibits
an asymmetric pattern around the peak Doppler frequency [89, 138]. In [123], the
detector in Equation (6.15) was reformulated by replacing the covariance matrix with
its eigen decomposition. The covariance matrix is assumed to be circulant so that the
basis function of the discrete Fourier transform (DFT) can be used as the eigenvec-
tors [160]. The normalized sample mean of the DFT coecients of the measurement
vectors from the primary and secondary range bins are approximated as the eigenval-
ues. In computer simulations, this detector has been shown to perform better than
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the M-ANMF and -ANMF detectors. However, the circulant matrix assumption is
reasonable only when a large number of pulses are used for coherent processing.
6.5.2 Adaptive Generalized Likelihood Function Based on Kelly's Method
In this section, we derive a multiple target generalized likelihood function for
compound Gaussian clutter by following Kelly's approach [152]. For the binary hy-
pothesis problem in Equation (6.10), we assume that zk;` represents the measurement
for the range bin corresponding to the state vector x
[i]
k;` in mode i, and we denote
k;` , k[`] as the texture component in the corresponding range bin where zk;n, k;n,
n = 1 . . .NT are the dwell measurement and texture components, respectively, for NT
neighbourhood range bins. These training measurements are referred to as secondary
measurement vectors. The clutter distribution from all these NT + 1 bins are as-
sumed independent and follows a zero mean circularly symmetric complex Gaussian
distribution with varying power levels. The total power of the speckle component can
be included into the texture component such that the trace of the speckle covariance
matrix is Np. Using the above assumptions, the joint PDF under H0 hypothesis is
given by
p(zk;`; zk;1; : : : zk;NT
H0; k;`; k;1 : : : k;NT ) = N (zk;`;0; k;`) NTY
n=1
N (zk;n;0; k;n)
where N (zk;`;0; k;`) implies that zk;` is a Gaussian vector with mean 0 and covari-
ance matrix k;`, and 0 is a (Np  1) column vector with all elements set to zero.
The joint PDF under H1 hypothesis is given by
p(zk;`; zk;1; : : : zk;NT
H1; k;`; k;1 : : : k;NT ) = N (zk;`; ~S`b`; k;`) NTY
n=1
N (zk;n;0; k;n)
where ~S`b` is the target associated reected signal in Equation (6.10). If the texture
component is modeled as a random parameter, it is very dicult to jointly maxi-
mize the PDF p(zk;`; zk;1; : : : zk;NT
H1) under H1 hypothesis, using Kelly's approach.
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Hence, a closed-form solution in this case does not exist [85, 86]. We consider in-
stead the texture component as a time varying deterministic variable as in [110].
Unlike other sub-optimal detectors mentioned in the literature, we can follow Kelly's
approach to derive the closed form optimal likelihood function when the compound
Gaussian model parameters are known. If the model parameters are unknown, then
the ML estimate of the model parameters can also derived that results in a generalized
likelihood function. The deterministic texture component assumption can be shown
to hold using real data since the texture component varies slowly. We also estimate
the time varying texture components for every dwell using the iterative xed point
algorithm which provides the exact maximum likelihood estimate for deterministic
k;n [84]. The joint PDFs under both hypothesis can now be written as
p(zk;`; zk;1; : : : zk;NT
H0) = N (zk;`;0; k;`) NTY
n=1
N (zk;n;0; k;n):
p(zk;`; zk;1; : : : zk;NT
H1) = N (zk;`; ~S`b`; k;`) NTY
n=1
N (zk;n;0; k;n)
where k;` and k;n are deterministic parameters. The PDF under hypothesis H0 can
be expanded as
p(zk;`; zk;1; : : : zk;NT
H0) = (Np jj) (NT+1)

Np
k;`
QNT
n=1 
Np
k;n
exp

  z
H
k;`
 1zk;`
k;`

NTY
n=1
exp

  z
H
k;n
 1zk;n
k;n

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where jj is the determinant of the matrix . Using matrix properties, we can
simplify the above form as
p(zk;`; zk;1; : : : zk;NT
H0) = (Np jj) (NT+1)

Np
k;`
QNT
n=1 
Np
k;n
exp

  tr

 1zk;`zHk;`
k;`

NTY
n=1
exp

  tr

 1zk;nzHk;n
k;n

=
(Npjj) (NT+1)

Np
k;`
QNT
n=1 
Np
k;n
exp

  tr

 1

zk;`z
H
k;`
k;`
+
zk;1z
H
k;1
k;1
: : :+
zk;NT z
H
k;NT
k;NT

where tr() is the trace of a matrix. The above form can be further simplied as
p(zk;`; zk;1; : : : zk;NT
H0) =  (Npjj) 1
[
Np
k;`
QNT
n=1 
Np
k;n]
1
(NT+1)
exp
  tr  1T0NT+1 (6.19)
where
T0 =
1
NT + 1

zk;`z
H
k;`
k;`
+
NTX
n=1
zk;nz
H
k;n
k;n

:
Similarly, the joint PDF under the H1 hypothesis can be written as
p(zk;`; zk;1; : : : zk;NT
H1) =  (Npjj) 1

Np
k;`
QNT
n=1 
Np
k;n
 1
NT+1
 exp   tr  1T1NT+1(6.20)
where
T1 =
1
NT + 1

(zk;`   ~S`b`)(zk;`   ~S`b`)H
k;`
+
NTX
n=1
zk;nz
H
k;n
k;n

:
6.5.3 Maximum Likelihood Estimation of Clutter Statistics
In order to obtain the likelihood function, we rst need to estimate the clutter
statistics  and k;n in Equations (6.19) and (6.20). The ML estimates of these
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parameters can be obtained by maximizing the joint PDF over these parameters,
^ = argmax

p(zk;`; zk;1; : : : zk;NT
Hj)
where j = 0, 1, and  = f; k;`; k;1; : : : k;NT g.
In order to estimate the speckle covariance matrix, we rst assume that the tex-
ture components are known and obtain the speckle covariance matrix estimate by
maximizing the logarithm of the PDF. By using the following matrix properties
@
@
log(jj) =  1;
@
@
tr( 1Tj) = Tj 2;
and equating
@
@
log(p(zk;`; zk;1; : : : zk;NT
Hj)) = 0
, we obtain
  @
@
log(jj) + @
@
tr( 1Tj) = 0
^ = Tj
Under the H1 hypothesis, the target reectivity information is not available; we can
instead use only the secondary range bins to estimate the covariance matrix
^ =
1
NT
NTX
n=1
zk;nz
H
k;n
k;n
: (6.21)
If the clutter covariance matrix is known, then the ML estimate of the texture com-
ponents can be obtained by equating @logfp(zk;1; : : : zk;NT
H0)g=@k;n = 0. The ML
estimate for n = 1; : : : NT is then given by
@
@ [i]
log
 
p(zk;1; : : : zk;NT
H0) =   Np
k;n
+
tr( 1zHk;nzk;n)
 2k;n
= 0
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^k;n =
tr( 1zk;nzHk;n)
Np
(6.22)
The texture for the range bin under test ^k;` cannot be estimated without knowing
the target reectivity. Instead, we can use the estimated texture from one of the past
frames as it changes slowly.
6.5.4 Calculation of Generalized Likelihood Ratio
Using Equations (6.19) and (6.20) and substituting the ML estimate of the speckle
covariance matrix in Equation (6.21) for, the (NT + 1)th root generalized likelihood
ratio as a function of the unknown multiple targets reectivity and texture component
can now be written as
L(k;`; k;n;b`) =
jT0j
jT1j :
Since the generalized likelihood ratio is still dependent on the unknown multiple
targets reectivity, this ratio can be further modied by minimizing the denominator
as a function of b`. We rst dene a new matrix 	 as
	 =
NTX
n=1
zk;nz
H
k;n
k;n
: (6.23)
Using the determinant lemma, we can write,
jT0j = j	j
(NT + 1)Np

1 +
zHk;`	
 1zk;`
k;`

;
jT1j = j	j
(NT + 1)Np

1 +
(zk;`   ~S`b`)H	 1(zk;`   ~S`b`)
k;`

:
Substituting the above two equations in the likelihood function, we obtain
L(k;`;b`) =
k;` + z
H
k;`	
 1zk;`
k;` + (zk;`   ~S`b`)H	 1(zk;`   ~S`b`)
: (6.24)
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The above likelihood function is maximized when the denominator is minimized. The
denominator is minimized when the quadratic term is minimized. The value of b` that
minimizes the quadratic term is the solution to the weighted least squares problem,
~S`b` = zk;`;
and the error vector is weighted by the positive denite weighting matrix 	 1. The
weighted least squares solution is given by
b
(LS)
` = (
~SH`	
 1~S`) 1(~SH`	
 1zk;`)
The minimum quadratic term than maximizes the likelihood function can be derived
as
(zk;`   ~S`b`)H	 1(zk;`   ~S`b`) = zHk;`	 1zk;`   (zHk;`	 1~S`)(~SH`	 1~S`) 1(~SH`	 1zk;`):
Substituting the above term in Equation (6.24), we obtain
L(k;`) =
1
1  (z
H
k;`	
 1~S`)(~SH`	
 1~S`) 1(~SH`	
 1zk;`)
k;` + zHk;`	
 1zk;`
: (6.25)
If we set,
CG-K(zkjx[i]k;`; k;`) =
(zHk;`	
 1~S`)(~SH`	
 1~S`) 1(~SH`	
 1zk;`)
k;` + zHk;`	
 1zk;`
(6.26)
then
L(k;`) =
1
1  CG-K(zkjx[i]k;`; k;`)
:
Finally, substituting the ML estimate of the speckle covariance matrix in	 and using
the ML estimate of the texture component, we obtain
CG-K(zkjx[i]k;`; ^k;`) =
(zHk;`^
 1~S`)(~SH`^
 1~S`) 1(~SH`^
 1zk;`)
NT ^k;` + zHk;`^
 1zk;`
: (6.27)
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If the targets are moving further apart from each other, then the above test statistic
simplies to
CG-K(zkjx[i]k;`; ^k;`) =
s[k;`]H^ 1zk;`2
s[k;`]H ^ 1 s[k;`]

NT ^k;` + zHk;` ^
 1 zk;`
 : (6.28)
6.5.5 Fixed Point Algorithm for ML Estimation of Clutter Statistics
When both the clutter statistics are not known, then it is not easy to solve Equa-
tions (6.21) and (6.22). The equations must be considered as two transcendental equa-
tions and simultaneously solved. An iterative procedure called approximate maximum
likelihood function (AML) was proposed in [83] to estimate the clutter parameters
for the texture component by assuming texture to be either random or determinis-
tic. For the assumed deterministic texture component, this algorithm results in the
ML estimate of the speckle covariance matrix [84] whereas, for the assumed random
texture component, it results in an approximate ML estimate. This algorithm was
analyzed in [84] and a xed point estimate solution was formulated due to the im-
plicit algebraic structure of the two transcendental equations. This algorithm was
also shown to converge to the true solution irrespective of the initialization. The
algorithmic steps of this method are provided in Algorithm 5, where NAML refers to
the number of iterations. The covariance matrix is initialized with the normalized
sample covariance matrix estimate in Equation (6.19).
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Algorithm 5 Algorithmic Steps of AML Estimates for Deterministic Texture
Initialize the speckle covariance matrix as
^(0) =
1
NT
NTX
n=1
zk;nz
H
k;n
1
Np
zHk;nzk;n
for j = 1 to NAML do
Step 1: Estimate the texture component of the secondary range bins surround-
ing the range bin under test
^
(j)
k;n =
tr(^(j 1)zk;nzHk;n)
Np
Step 2: Update the speckle covariance matrix
^(j) =
1
NT
NTX
n=1
zk;nz
H
k;n
^
(j)
k;n
Step 3: Normalize the covariance matrix such that the trace of the matrix is Np
^(j) =
Np^
(j)
tr(^(j))
end for
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6.5.6 Relation Between Test Statistics
The CG-K statistic (CG-K) derived in Section 6.5.4 for well separated targets is
related to the asymptotic linear quadratic test statistic LQ in Equation (6.16) as
CG-K = LQ

zHk;`
 1zk;`
zHk;`
 1zk;` + k;`NT

:
This suggests that, for a positive denite matrix and the positive texture component
k;`, CG-K is always smaller than LQ. Under H0,
CG-K;H0 = LQ;H0

yHk;`yk;`
yHk;`yk;` +NT

where
yk;` = 
 1=2uk;`
is the whitened version of the speckle component uk;` in Equation (6.9) and CG-K is
invariant to texture under H0. Under H1,
CG-K;H1 = LQ;H1

yHk;`yk;`
yHk;`yk;` +NT

1 + %=(yHk;`yk;`)
1 + %=(yHk;`yk;` +NT )

where
% =
Ik;`
s
rHr
k;`
+
yHk;`rp
rHr
2   jyHk;`rj2rHr
and r= 1=2 s[`]. For a positive denite matrix , the scale factor under H1 is
greater than the one under H0 when % > 0. This condition is satised when one of
the following two conditions are met: (i) Ik;` is real and positive, and (ii) jIk;`j2rHr >
 2pk;`RefIk;`yHk;`rg. The second condition can be satised for moderately high
SCR. Thus, the variance of CG-K;H0 is smaller than the variance of LQ;H0 . Under H1,
CG-K;H1 is a scaled version of LQ;H1 , even though the scaling value is smaller than that
under H0. Therefore, the probability of false alarm with CG-K is smaller than with
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the LQ; the probability of detection is similar for both methods. Hence, the proposed
likelihood function is expected to perform better than the sub-optimal method when
one of the two conditions is satised.
6.6 Track-before-detect Filtering Framework in Clutter
The dierent generalized likelihood ratios discussed in the previous sections were
originally derived for a CFAR detector. In the our TBDF framework, we use the
generalized likelihood ratio in the state update step of our TBDF tracker in Equation
(4.12). For a given target state vector in mode i at the kth dwell, the range and
Doppler information are computed using Equations (6.4) and (6.5). The generalized
likelihood function corresponding to a target in mode i is computed using the derived
range and Doppler information. The range bin is used to identify the measurement
vector zk;` and the Doppler information is used to construct the known signal vector
s[`] and s[`i ] in Equation (6.7). The likelihood function for the `th target can be
written as
L(zkjx[i]k;`) =
1
1  (zkjx[i]k;`)
: (6.29)
The generalized likelihood function in Equation (6.1) is always greater than one since
under hypothesis H0, the target intensity Ik;` is zero, the ratio in Equation (6.25)
becomes one, and the test statistic  lies between zero and one. In order to increase
the dynamic range of the generalized likelihood ratio, we create a new likelihood
function that varies from zero to innity as
L(zkjx[i]k;`) =
(zkjx[i]k;`)
1  (zkjx[i]k;`)
:
When implementing the multi-target TBDF using particle lters, it is advantageous
to use the likelihood function with this dynamic range since the joint multi-target
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PDF is approximated by the product of likelihood functions. If one of the target does
not exist, then the weights tend to zero and when all the targets are present, then
the weights tend to have very high values. Finally, the joint generalized likelihood
ratio corresponding to all targets in mode i is computed. If the clutter in each range
bin is assumed to be independent of each other, then the generalized joint likelihood
function conditioned on modes at time steps k and (k   1), mk 1=1; : : : ;M and
mk=2; : : : ;M in Equation (4.12) is given by
Lj;i(zkjx[i]k ) =
LY
`=0

L(zkjx[i]k;`)
Ci`
;
and Lj;i(zkjx[i]k )= 1 for mk = 1, where mk and mk 1 are the mode condition at time
steps k and (k   1). Since we are interested only in tracking, it is not necessary to
explicitly estimate the intensity of the target associated return signal Ik;`. However,
target intensity information is implicitly used through its ML estimate [152] that is
included in the generalized likelihood function. Therefore, unlike the CFAR detector
in which the generalized likelihood ratio was compared with a threshold, we use the
generalized likelihood ratio to update the particles corresponding to either a new
target, a surviving target or a disappearing target. The test statistics corresponding
to all three methods considered in this chapter are summarized in Table 6.1 for well
separated targets.
6.7 Simulations
6.7.1 Low Resolution Radar and Complex Gaussian Clutter
In the rst simulation scenario, we investigated the tracking performance of our
algorithm using pulse Doppler measurements from a low resolution radar in the pres-
ence of clutter. A pulse Doppler radar operating with the parameters shown in Table
6.2 with complex Gaussian clutter is used to generate the measurement using the
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Table 6.1: Test Statistics for Complex Gaussian and Compound Gaussian Clutter
with Random and Deterministic Texture Component
Method Test Statistic
Gaussian (Kelly) Equation (6.14)
G(zkjx[i]k;`) =
s[k;`]H^ 1zk;`2
s[k;`]H ^ 1 s[k;`]

NT + zHk;`^
 1zk;`

Compound Gaussian
(Asymptotic linear Equation (6.16)
quadratic)
LQ(zkjx[i]k;`) =
s[k;`]H^ 1zk;`2 
s[k;`]H^ 1s[k;`]
 
zHk;`^
 1zk;`

Compound Gaussian
(Deterministic texture; Equation (6.28)
Kelly)
CG-K(zkjx[i]k;`) =
s[k;`]H^ 1zk;`2
s[k;`]H ^ 1 s[k;`]

NT ^k;` + zHk;` ^
 1 zk;`

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signal model described in Equations (6.1). For illustration purposes, measurements
from DOA equal to 45o are considered thereby restricting the motion of targets in
one particular direction
Table 6.2: Simulated Low Resolution Radar System Parameters
Radar Parameter Value
Carrier frequency, fc 10 GHz
Baseband signal Linear FM pulse
Baseband bandwidth 2 MHz
Fast time sampling, fs 2 MHz
Pulse Width, Ns 8 samples
Pulse interval time, TPRI 500 s
Validation range gate 15 km to 26.175 km
Number of valid range bins, Nr 200
Range resolution 75 m
Maximum radial velocity 30 m/s (108 km/hr)
DOA 45o
Beamwidth 0:703o
Cross-range resolution range 184 m to 321 m
Beam scan rate 20 rotations per minute
Dwell interval 3 s
Number of pulses per dwell, Np 20
Motion model Constant velocity
The initial positions and velocities for three targets are (14,140, 14,140) m and
(-4.2, -4.1) m/s, (14,494, 14,494) m and (-7.7, -7.8) m/s, and (13,574, 13,574) m
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and (-7.95, -7.9) m/s, respectively. The time steps for the three targets entering and
leaving the FOV are given by 5 and 25, 13 and 33, and 21 and 41, respectively. Figure
6.1(a) and Figure 6.1(b) show the x and y coordinates of the targets at dierent time
steps. Figure 6.2(a) shows the absolute value of the measurement dwells described
in Equation (6.1) at 0 dB SCR. As it can be seen, the three targets entering and
leaving at dierent time steps are barely visible at 0 dB SCR. In this simulation, we
consider the tracking performance of our proposed algorithm at -6, -9, and -12 dB
SCRs. The number of particles in this simulation is set to 500 for all particle lters,
NT is set to 70 range bins, q1= q2=0:1, and the maximum and minimum velocity is
set at 8.5 m/s and -8.5 m/s, respectively. All the remaining relevant parameters of
the algorithm are the same as in the previous simulations. Figure 6.2(b) shows the
tracking error averaged over 100 Monte Carlo simulations and the cut-o parameter
is set to the same order as the FOV (c=4; 000). Since the FOV is much larger in this
simulation scenario, the OSPA parameter cg is set to 4,000.
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Figure 6.1: (A) Target Trajectory in the x Coordinate; and (b) Target Trajectory in
the y Coordinate.
157
The tracking error is very small at -6 dB with slightly higher cardinality error
around the time when the targets are entering the FOV. The cardinality error is
higher at -9 dB, and the tracking error is very high at time steps 20{25 when all
the targets are present. This increased error is dominated mostly due to the delayed
detection of the third target, as the proximity of the rst target is closer to the third
target's initial position. Once a target is detected, the localization error is eventually
reduced as seen around the vicinity of time steps 6{10 and 25{30. The localization
error is generally low and the OSPA is limited by the range resolution. At -12 dB
SCR, the tracking performance of the algorithm degrades drastically and the joint
detection of all three targets becomes very dicult. Nevertheless, the algorithm is
able to detect at least one target, as evident by the relatively reduced tracking error
around time steps 8{12 and 33{40.
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Figure 6.2: (A) Absolute Value of Measurement Dwells at 0 dB SCR. (b) Tracking
Error, OSPA(4000,2).
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6.7.2 High Resolution Radar and Compound Gaussian Clutter
In this section, we discuss the simulation results for a simulated high resolu-
tion radar in compound Gaussian modeled clutter. The simulated radar parameters
are given in Table 6.3. Specically, we compared the performance of our proposed
method with the two likelihood functions (LQ and CG-K) discussed in Section 6.4.
The speckle components were randomly generated from a complex Gaussian random
process whose correlation properties were estimated in [110] using real radar mea-
surements collected with the Osborne Head Gunnery Range (OHGR) IPIX radar
[161]. The texture was generated from a correlated gamma distributed random pro-
cess with scale bg and shape cg parameters [89]. We also used the texture correlation
estimated in [110]. The Doppler model parameters discussed in Section 6.3.3 are set to
Bragg= 15 Hz, Bragg=7:07 Hz, Aswell=50 Hz, Bswell=5:95 Hz. The standard devia-
tion swell is randomly sampled from a Gaussian distribution with mean and standard
deviation equal to 60 Hz. The degree of spikiness of the texture component is con-
trolled by the shape parameter cg; decreasing cg results in more spiky clutter. The
averaged Doppler clutter spectrum for dierent values of cg is shown in Figure 6.3.
For higher cg values, the averaged Doppler spectrum is centered around the assumed
Bragg's model parameters, whereas for lower values, the frequency centers around
the swell model parameters. Figure 6.4 shows the absolute value of the pulse Doppler
measurements for dierent values of cg. The targets are visible in Figure 6.4(a) for
cg = 10 at 3 dB SCR, however they are not clearly distinguishable as the cg value is
decreased. For cg = 0.2, a lot of target like clutter components can be observed. In
this case, for a given SCR over the entire FOV, the instantaneous SCR appears much
lower in some range bins for cg =0:2 when compared to cg=10. This phenomenon is
typical for high resolution radars because the reected clutter power from a range bin
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Table 6.3: Simulated High Resolution Radar System Parameters
Radar Parameter Value
Carrier frequency, fc 10 GHz
Baseband signal Linear FM pulse
Baseband bandwidth 25 MHz
Fast time sampling, fs 25 MHz
Pulse Width, Ns 10 samples
Pulse interval time, TPRI 500 s
Validation range gate 15.25 km to 16.75 km
Number of valid range bins, Nr 249
Range resolution 6 m
Maximum radial velocity 30 m/s (108 km/hr)
DOA 45o
Beamwidth 0:703o
Cross-range resolution range 93.59 m
Beam scan rate 240 rotations per minute
Dwell interval 0.25 s
Number of pulses per dwell, Np 20
Motion model Constant velocity
is smaller than that of a low resolution radar because of fewer number of scatterers
in the physical area corresponding to a range bin.
We compared the performance of the algorithm for tracking three targets moving
at constant velocity. The targets are assumed to leave and enter the FOV at dierent
time instants (5 and 25 dwells, 13 and 33 dwells, 21 and 41 dwells for Targets 1, 2
160
−2000 −1500 −1000 −500 0 500 1000 1500 2000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Doppler Frequency, Hz
Averaged Doppler spectrum
 
 
cg = ∞
cg = 1
cg = 0.5
cg = 0.1
Figure 6.3: Averaged Doppler Spectrum for Dierent Values of cg.
and 3, respectively). The corresponding initial positions and velocities were (11,312,
11,312) m and (-5.19, -5.18) m/s, (10,959, 10,959) m and (-6.62, -6.63) m/s, (11,666,
11,666) m and (-5.27, -5.26) m/s. The number of particles is set to 500 for all p article
lters, NT is set to 50 range bins, q1=1, q2=0:1, and the minimum and maximum
velocity is set at 8 m/s and 8 m/s, respectively. We compared the performance of
the proposed MM-MT-TBDF using the asymptotic detector (LQ) and Kelly's (CG-
K) generalized likelihood functions. The eect of using the texture component from
past frames is also analyzed by comparing the tracking performance with the true
and estimated texture components. The LQ method is analyzed using two dierent
covariance estimates: ^ in (6.17) and the MLE assuming the texture component is
known.
The tracking error was measured using the OSPA metric with cut-o parameter
c=500 and p=2. The SCR was varied between -6, -3, and 0 dB, the values of cg was
varied between 0.2, 0.5, 1 and 10, and we averaged the OSPA values over 200 Monte
Carlo simulations. Figure 6.5 shows the tracking error for all four cases for varying cg.
161
The CG-K performs the best for all values of cg. The CG-K has a similar performance
with the estimated and true texture for moderately spiky clutter, and the tracking
error averages around 30 m. The LQ performs poorly when the clutter is spiky for all
covariance matrix estimations. For cg=0:2, the CG-K tracking performance degraded
when using the past frame's texture component, as compared to the true texture
component. However, the CG-K with estimated texture components still performed
better than LQ. Similarly, Figure 6.6 shows the tracking error for all four cases for
varying SCR. At -6 dB SCR, the LQ method performed better than the other two
methods but had more false alarms between dwells 41-46. The performance of the two
CG-K based methods was generally better than the two LQ methods at higher SCR.
The OSPA metric was higher during target mode transition periods (cardinality error)
that happened at dwells 5, 13, 20, 25, 33, and it indicated some delay in detecting a
target entering or leaving the FOV.
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Figure 6.4: Fast Time Measurement, SCR=3 dB: (a) cg=10;(b) cg=0.5; (c) cg=0.2.
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Chapter 7
ESTIMATION OF RAPIDLY-VARYING SEA CLUTTER USING NEAREST
KRONECKER PRODUCT APPROXIMATION
7.1 Rapidly-varying Sea Clutter Characterization
The detection and tracking of a target with low radar cross-section (RCS) in
maritime environments is an extremely challenging problem. The target's kinematic
state estimation problem is complicated by reections from fast moving sea waves,
causing target-like interference with substantial Doppler shifts. As a result, moving
target indicator methods, such as Doppler ltering [45], may not provide eective ways
to track a slow moving target in such environments. Various statistical modeling
based sea clutter characterization methods were used in combination with target
detection algorithms [126, 127, 162]. A principal component analysis based clutter
rejection technique was used in [109, 110] to improve target detection performance.
Experimental results indicated that sea clutter amplitude follows a long-tailed, non-
Gaussian distribution [100, 134, 135, 138]. The compound Gaussian (CG) distribution
is a well-established statistical model for characterizing the spiky nature of sea clutter
[89]. Using the CG model, the small scale structures on the sea surface are modeled as
speckle, following a complex Gaussian distribution with a short decorrelation time.
This speckle component is modulated by a slow varying texture component that
is associated with long sea waves and swell structures. Many adaptive detection
approaches applied the CG model with pulse integration, assuming knowledge of the
slow-time temporal covariance matrix of the range bin under testing [82, 85, 121,
123]. The sample covariance matrix estimate was derived by assuming statistical
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independence between neighboring range bins [83, 84, 156]. However, using real data,
reections from sea surface were found to be correlated over a distance of 100 m
[89]. Therefore, detection of targets using the space-time correlation properties of sea
clutter must be considered for optimal detection and tracking performance. Note that
space-time correlation properties include both temporal information (or measurement
from slow-time samples) as well as spatial information (or measurement from fast-
time samples) corresponding to the physical range location in the eld-of-view (FOV)
of a radar from which the reected signal has originated from.
A dynamic sea clutter model and a sea clutter space-time covariance matrix esti-
mation method were proposed in [163{165]. The dynamic state space model approach
to estimate sea clutter statistics is important in tracking the heterogeneity of the un-
derlying sea clutter. The validity of this state space model was also investigated
with real sea clutter. However, the practical feasibility of this algorithm in real-life
applications is not possible since it estimates all the elements of the covariance ma-
trix. The number of elements of the covariance matrix exponentially increases with
the number of range bins and the number of pulses used for coherent processing. In
addition to computational issues, the positive deniteness of the estimated matrix
cannot be ensured since the matrix elements are estimated by a set of independent
multiple particle lters. Moreover, the measurement model assumes the knowledge
of a noisy covariance matrix which was estimated by averaging a large number of
measurements.
In this chapter, we propose a modied clutter estimation algorithm to avoid the
aforementioned drawbacks by imposing a Kronecker product (KP) assumption on
the space-time covariance matrix [90, 91]. In the literature, many methods have
been proposed to estimate the covariance matrix when its structure is in the KP
form [166{168]. For example, the nearest KP approximation [169] was used in [170]
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to approximate the space-time covariance matrix for wind speed data. In our pro-
posed method, we use the aforementioned sea clutter model and space-time covariance
matrix state model but we reformulate it such that the number of elements to be esti-
mated is drastically reduced due to KP assumption. A particle lter (PF) [17] based
implementation method is also proposed to estimate the matrix elements. In addi-
tion, our proposed model does not require a large number of measurements as the
likelihood function used to update the particle weights requires a signicantly fewer
number of pulse Doppler measurements. Finally, the proposed method is guaranteed
to always provide a positive denite matrix solution. We provide an application of
our proposed method by extending the track-before-detect lter (TBDF) in [53] to
our measurement model by making use of the estimated space-time covariance ma-
trix and show improved tracking performance by comparing with the TBDF using
the compound Gaussian assumption.
7.2 Rapidly-varying Sea Clutter Model
7.2.1 Measurement Model
We consider the same pulse Doppler radar measurement model discussed in Sec-
tion 6.2. We assume that the same transmit signal is used within each dwell. At the
receiver, we assume that the region of measurement selection for track updates or
validation gate at the kth dwell consists of Nv = Nv   1 + 1 range bins. Assuming
no target is present, the noisy observation signal y(n=fs; p) from the pth pulse at the
kth dwell is sampled at fs Hz to obtain
yk[n; p] =
nX
m=n Ns+1
ak[m; p]s[n m] + wk[n; p] ; (7.1)
where n= 1; : : : ; Nv + Ns   1, p=0; : : : ; Np   1, wk[n; p] is assumed to be zero-
mean, white Gaussian observation noise at the kth dwell and pth pulse, the clutter
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reectivity ak[m; p] is dened as
ak[m; p] = k[m; p]e
j2mpTPRI : (7.2)
where k[m; p] is the clutter reectivity, and m is the Doppler shift corresponding
to the clutter at the mth range bin. At the kth dwell, considering all Np pulses
and Nv + 2Ns   1 range bins, the overall scatterer contribution is represented by
the ((Nv + 2Ns   1)  Np) reectivity matrix Ak dened in Equation (6.2) whose
(m; p)th element is ak[m; p]. In Section 6.2, a dwell measurement matrix consists of
an (Nv Np) matrix and this matrix correspond to reectivity contribution from Nr
range bins, where Nr = Nv +Ns  1. In this chapter, tracking is performed using the
measurement obtained by matched ltering the raw dwell measurement and therefore,
we require an (Nr Np) dwell measurement matrix that results from (Nv + 2Ns  1)
range bins. Hence, we use more number of range bins in the reectivity matrix Ak.
If a target is present, the signal in Equation (7.1) includes both the target and
clutter. If k is the target reectivity at range bin k, which is assumed unknown
[152], with Doppler shift k, then the received measurement is
yk[n; p] = k;ps[n  k] +
nX
m=n Ns+1
ak[m; p]s[n m] + wk[n; p]:
where k;p=k exp(j2kpTPRI). Note that the range rk and range rate _rk of the
target at the kth dwell are given by rk= kc=(2fs) and _rk= k c=(2fc), where c is
the velocity of propagation and fc Hz is the carrier frequency. In [163, 164], the
(N2rN
2
p  N2rN2p ) space-time clutter covariance matrix was obtained by estimating
the covariance matrix of the vectorized reectivity matrix Ak. Note, however, that
estimating the covariance of the reectivity matrix results in an increased number of
parameters to be estimated sinceNr range bins are needed to obtain the measurements
for Nv range bins. We reduced this complexity by directly estimating the covariance
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of the matched lter output as this only requires Nv range bins. The output of the
matched lter is given by
zk[n; p] =
n+Ns 1X
m=n
yk[m; p] s
[m  n] (7.3)
for n= 1; : : : ; Nv , p=0; : : : ; Np 1. Here, we use yk[n; p] as dened in Equation (7.1)
and assume that only clutter is present. The overall clutter measurements at the kth
dwell after matched ltering can be represented by the (Nv  Np) matrix Zk. The
matrix operation can be written in matrix form as
Zk =MYk (7.4)
where the (Nv Nr) matrix M is given by
M =
26666666666664
s[0] s[1] : : : s[Ns   1] 0 : : : 0 0
0 s[0] s[1] : : : s[Ns   1] 0 : : : 0
...
...
...
...
...
...
...
...
0 0 : : : 0 s[0] s[1] : : : s[Ns   1]
37777777777775
and the (Nr  Np) raw pulse Doppler measurement matrix Yk at the kth dwell is
given by
Yk =
266666664
yk[1; 0] yk[1; 1] : : : yk[1; Np   1]
yk[2; 0] yk[2; 1] : : : yk[2; Np   1]
...
...
...
...
yk[Nr ; 0] yk[Nr ; 1] : : : yk[Nr ; Np   1]
377777775
: (7.5)
7.2.2 Measurement State Space Model
As sea clutter is dynamically varying, its state transitions between adjacent range
bins depending on the relative velocity of sea waves with respect to the radar. A
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dynamic model was proposed in [164] in which the spectral component of the received
signal is allowed to transition from one range bin to its adjacent bins depending on
the Doppler shift. Based on this model, the scattering matrix corresponding to the
(Nv Np) measured signal Zk in Equation (7.4) is obtained as
Bk = ZkD (7.6)
where D is an (Np  Np) discrete Fourier transform matrix. The elements of D are
such that the rst (Np 1)=2 columns list the negative Doppler shifts, the middle
column is the zero Doppler shift, and the remaining columns list the positive Doppler
shifts. In this model, most of the sea clutter components can be shown to concentrate
around the middle column under calm sea state conditions but move away from the
middle column under turbulent conditions.
We represent the clutter state transition in vector form by stacking the columns
of Bk from left to right to form the (NvNp  1) vector, bk=vec(Bk). The operator
vec(), vectorizes a matrix by stacking all the columns of the matrix. For exam-
ple, if Bk= [b1 b2 : : : bNp ], where bi is the ith (Nv  1) column of matrix Bk, then
vec(Bk)= [b
T
1 b
T
2 : : : b
T
Np
]T. We similarly represent the matched lter output at the
kth dwell as the (NvNp  1) vector zk=vec(Zk). Using the KP property A.2 in Ap-
pendix A [171], and Equation (7.6), the relation between the two vectors bk and zk
can be written as
bk = (D
H 
 INv) zk
where H denotes Hermitian transpose and INv is the (Nv Nv) identity matrix. The
KP operator 
 computes the KP on the (Np  Np) matrix DH and the (Nv  Nv)
matrix INv to form an (NvNp  NvNp) block matrix. The measurement vector can
be obtained from the spectral vector as
zk = (D
 H 
 INv)bk: (7.7)
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The clutter state transition is modeled using the state equation as
bk+1 = Fbk + vk+1 (7.8)
where vk+1 is the modeling random error process assumed to be a zero-mean complex
Gaussian process with covariance Vk+1. The (NvNpNvNp) state transition matrix
F (dened in Equation (9) in [164]) represents the scattering movement between
dwells and populates the range-Doppler bins moving into the validation gate. It
represents the transition of a fast moving clutter between range bins n and n + l if
the reector is moving away from the radar and between range bins n and n   l if
the reector is moving towards the radar; the value of l is determined by the Doppler
shift. Specically, the state transition matrix F is an (NvNpNvNp) block diagonal
matrix constructed from (Nv  Nv) submatrices Fq. For negative Doppler shifts,
q= (Np   1)=2; : : : ; 1, [163{165]
Fq =
26666666666666666666666664
2jqj 1e jqj 2jqj 1e (jqj+1) : : : (2jqj 1   1)e (Nv+1) : : : (2jqj 1   jqj+ 1)e (Nv+jqj 1)
...
...
...
...
...
...
2e 2 2e 3 : : : : : : : : : e (Nv+1)
e  e 2 : : : : : : : : : e Nv
1 0 : : : : : : : : : 0
...
...
...
...
...
...
0 : : : : : : 1 : : : 0
37777777777777777777777775
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and for positive Doppler shifts, q=1; : : : ; (Np   1)=2
Fq =
26666666666666666666666666664
0 : : : : : : 1 : : : 0
...
...
...
...
...
...
0 0 : : : : : : 1 0
0 0 : : : : : : 0 1
e Nv : : : : : : : : : : : : e 
e (Nv+1) : : : : : : : : : 2e 3 2e 2
...
...
...
(2jqj 1   jqj+ 1)e (Nv+jqj 1) : : : (2jqj 1   1)e (Nv+1) : : : 2jqj 1e (jqj+1) 2jqj 1e jqj
37777777777777777777777777775
:
For q=0, F0 is the (Nv  Nv) identity matrix since the clutter with zero Doppler
shifts does not transfer to adjacent range bins from dwell to dwell. The exponential
averaging parameter  controls the contribution from neighboring range bins. Figure
7.1 shows the structure of the spectral matrix and indicates the transition of clutter
reectivity between dwells. This state transition model was validated with real sea
clutter in [165].
7.2.3 Clutter Covariance Matrix State Space Model
In order to estimate the clutter measurement covariance matrix zk , we use the
relation between zk and bk to relate their corresponding covariance matrices zk and
bk . From Equation (7.8), the covariance matrix of bk+1 can be written as
bk+1 = F
Hbk F+Gk+1 (7.9)
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Figure 7.1: Sea Clutter Covariance Transition Model for the Matrix in Equation (7.6).
where Gk+1 is assumed Wishart distributed with parameters Vk+1 and NvNp degrees
of freedom, and
bk = (D
H 
 INv)zk(D
 INv): (7.10)
Replacing Equation (7.10) in Equation (7.9), we obtain
bk+1 = F
H (DH 
 INv)zk(D
 INv)F+Gk+1: (7.11)
The covariance matrix zk+1 is obtained by using the relation in Equation (7.7),
zk+1 = (D
 H 
 INv)bk+1(D 1 
 INv): (7.12)
This covariance state space model is similar to the one in [164]. Thus, as the size
of the covariance matrix grows exponentially with Np and Nv, the estimation of the
covariance in Equation (7.11) becomes very computationally intensive.
7.2.4 Covariance Nearest Kronecker Product Approximation
In the measurement model described in Section 7.2.1, the rows and columns of the
raw fast time measurement can be modeled as a function of two random processes.
173
The rows of the measurement matrix can be treated as an (Np  1) random vector,
qk, representing a temporal random process and the columns can be treated as an
((Nv + Ns   1)  1) random vector, ck, representing the spatial random process. In
particular, assuming that the temporal and spatial vectors have the same distribution
for all range bins and pulses, respectively, then we can model the measurement matrix
Yk in Equation (7.5) as the KP on the two random vectors using
Yk = q
H
k 
 ck : (7.13)
The above measurement matrix can be written in vector form yk = vec(Yk) as
yk = qk 
 ck:
Using the KP property A.1 in Appendix A [171], the covariance of yk can be written
as
yk = E[(qk 
 ck)(qk 
 ck)H] = E[qkqHk 
 ckcHk]
= qk 
ck ;
where E[:] is the expectation operator. Therefore, if we assume that the underlying
physical process follows the KP form, then the covariance of the measurement is also
in the KP form. Thus, even though the underlying random process from which the
pulse Doppler measurement is obtained follows the KP form, we still need to ensure
that the KP form is preserved after matched ltering. The matched lter output
vector is shown to be related to the pulse Doppler measurement using Equation (7.4)
as
zk = (INp 
MNv(Nv+Ns))yk
= (INp 
MNv(Nv+Ns))(qk 
 ck)
=(qk 
Mck):
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The covariance of zk can be simplied as
zk = E[(qk 
Mck)(qk 
Mck)H]
= E[qkq
H
k 
MckcHkMH]
= qk 
MckMH
= qk 
rk
(7.14)
where rk =MckM
H. Thus, the matched ltered measurement also follows the KP
form when the raw pulse Doppler measurement is in KP form. The covariance matrix
of bk in Equation (7.10) can then be written in KP form as
bk = (D
H 
 INv)(qk 
rk)(D
 INv) = tk 
rk
where tk =D
HqkD. Substituting the above equation in Equation (7.9), the state
space model can be simplied as
bk+1 = F
H (tk 
rk)F+Gk+1 : (7.15)
In the above KP model, even if the covariance matrix bk at dwell k is in KP form,
the covariance matrix at dwell k + 1 does not have to be in KP form due to the
structure of the state transition matrix F. Using Equation (7.12), the covariance of
the matched lter output is given by
~zk+1 = (D
 H 
 INv)FH (tk 
rk)F(D 1 
 INv) +
(D H 
 INv)Gk+1(D 1 
 INv):
(7.16)
In order to maintain the KP form for the covariance matrix of the measurement at the
(k+1)th dwell transition, we impose the following covariance constraint on Equation
(7.18),
zk+1 = qk+1 
rk+1 = arg min
qk+1 ;rk+1
k ~zk+1  qk+1 
rk+1 kF (7.17)
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where k  kF is the Frobenius matrix norm [172]. The minimization problem in
Equation (7.17) corresponds to a nearest KP approximation (NKPA) problem [169];
the solution is the cross product of the singular vector corresponding to the maximum
singular value of the permuted version of ~zk+1 . Specically, the covariance matrix
~zk+1 can be written as a block matrix using a set of (Nv  Nv) sized sub-matrices
~
(i;j)
zk+1
, representing the covariance matrix between the ith and jth columns of the
measurement matrix Zk+1. Specically, the covariance matrix can be written as
~zk+1 =
266666664
~
(1;1)
zk+1
~
(1;2)
zk+1
: : : ~
(1;Np)
zk+1
...
... : : :
...
~
(Np;1)
zk+1
~
(Np;2)
zk+1
: : : ~
(Np;Np)
zk+1
377777775
:
The (N2p N2p ) permuted version of the block matrix is written as
~
(p)
zk+1
=
26666666666666666666666666666664
vec( ~
(1;1)
zk+1
)H
...
vec( ~
(Np;1)
zk+1
)H
vec( ~
(1;2)
zk+1
)H
...
vec( ~
(Np;2)
zk+1
)H
...
vec( ~
(Np;Np)
zk+1
)H
37777777777777777777777777777775
:
According to the NKPA method, the original minimization problem in Equation
(7.17) is recasted into a modied minimization problem using the permuted matrix
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as
zk+1 = qk+1 
rk+1 = arg min
qk+1 ;rk+1
k ~(p)zk+1   vec(qk+1)vec(rk+1)H kF :
The solution to the above minimization problem is a singular value decomposition
problem in which the permuted matrix is approximated by a rank one matrix obtained
by the cross product between the left and right singular vectors corresponding to the
maximum singular value [172].
Thus, solving the minimization problem in Equation (7.17) using the NKPA re-
sults in a drastically reduced computational complexity in estimating the measure-
ment covariance matrix. Specically, the NKPA reduces the number of matrix ele-
ments to be estimated from (NpNv(NpNv+1)=2) to [Np(Np+1)+Nv(Nv+1)]=2. For
example, if Np=10 pulses and Nv=10 range bins, the element estimation reduction
is from 5,050 to 110 elements.
7.3 Validation of KP Approximation Using Real Sea Clutter Measurement
We validated the KP form of the sea clutter covariance matrix using real clutter
data from the DSTO INGARA radar sea clutter database [138]. The clutter data was
obtained using the following radar parameter: 96 MHz signal bandwidth, 8 s pulse
width, 9.375 GHz carrier frequency, 500 Hz pulse repetition frequency, 1.5 m range
resolution, and vertical-transmit, vertical-receive polarization. The wind speed was
at 10-12 knots, resulting in a 2-3 sea state [138]. As the true covariance matrix was
not available, the NKPA was validated using the sample covariance matrix, obtained
by averaging across multiple dwells and calculated by constructing a measurement
dwell with Np=10 pulses and Nv =10 range bins. Figure 7.2(a) shows the singular
values of the permuted sample covariance matrix computed by averaging over 4,000
dwells from 3 dierent data sets. The rst singular value was the most dominant one
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Figure 7.2: (a) Singular Value of the Permuted Covariance Matrix. (b) NKPA Error
for Dierent Number of Dwells for Estimating the Sample Covariance Matrix.
for all 3 sets, thus most of the energy could be compacted by a single NKPA. The
KP approximation quality is evaluated by calculating the normalized Frobenius error
[172] as
eF( ~zk ;zk) =
k ~zk  zk kF
k ~zk kF
:
Figure 7.2(b) shows the normalized Frobenius norm error between the sample co-
variance and the NKPA as a function of sample size. As it can be seen, the error
decreases as the number of samples increases implying that, as the sample covariance
matrix asymptotically approaches the true covariance matrix, the approximation er-
ror is reduced. The approximation error is less than 0.2 for all data sets, indicating
that the NKPA is a reasonable approximation to use.
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7.4 Covariance Matrix Estimation Using Sequential Monte Carlo Technique
7.4.1 Estimation Approach
As the state model in Equation (7.15) is not linear, we use PF to estimate the co-
variance matrix elements [16]. The PF represents the spatial (rk) and the temporal
(qk) covariance matrices by a set of particles 
(n)
rk
and (n)qk , respectively, and corre-
sponding weights w(n), n = 1; : : : ; N . Given the initial particle states, the predicted
matrices at dwell k + 1 are obtained using the state model in Equation (7.18). The
predicted particles are updated using the clutter measurement likelihood function.
Assuming that the clutter measurement vector in a dwell follows a circularly sym-
metric complex Gaussian distribution, and assuming that we have NT independent
and identically distributed dwells, the joint PDF of the measurement vector is given
by
p(zk; zk 1 : : : zk NT jzk) =
1
NpNvNT jzk jNT
exp
 k 1X
i=k NT
 tr   1zk zizHi  
where tr() is the trace of a matrix. Here, we assume that the clutter statistics do
not drastically change while the (NT + 1) measurements corresponding to past and
current dwells are acquired. Since we assumed that the covariance matrix of the
measurement is in KP form, i.e., zk = qk 
rk , we obtain
p(zk; zk 1 : : : zk NT jzk) =
jqk 
rk j NT
NpNvNT
exp
 kX
i=k NT
 tr  (qk 
rk) 1zizHi  
=
jqk j NTNv jrk j NTNp
NpNvNT
exp

 NT tr

( 1qk 
 1rk )^zk

where we used the KP properties A.4 and A.5 in Appendix A on any two square and
invertible matrices. The sample covariance matrix in KP form is obtained from the
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measurement using the NKPA as
^zk = arg min
^qk ;^rk
k 1
NT
k 1X
i=k NT
ziz
H
i   ^qk 
 ^rk kF
Since the clutter can be fast varying, the number of samples used for the sample
covariance estimate is usually much smaller than the vector dimension, i.e., NT 
NpNv. If we do not use the NKPA on the covariance matrix, the maximum likelihood
estimate (MLE) is the sample covariance matrix, which is positive denite only if
NT  NpNv. However, by assuming the NKPA, the MLE in KP form is positive
denite as long as NT  max
n
Nv
Np
; Np
Nv
o
+ 1 [173, 174].
Given the measurement vector, the particle weights are set proportional to the
likelihood function
w(n) / l

zkj (n)qk ;(n)rk

:
The likelihood function given the measurement vector can now be derived as
l

zkj (n)qk ;(n)rk

=
jqk j Nv jrk j Np
NpNv
exp

  tr

((n)qk )
 1^qk 
 ((n)rk ) 1^rk

=
jqk j Nv jrk j Np
NpNv
exp

  tr

((n)qk )
 1^qk

tr

((n)rk )
 1^rk

where we have used the KP property A.3 in Appendix A. Here, the likelihood func-
tion computation is simplied since we compute the inverse and determinant of two
matrices of low dimension instead of one matrix of higher dimension.
We demonstrate next that the positive deniteness of the covariance matrix esti-
mate is preserved. Assuming that the initial covariance matrices qk , rk and the
modeling error matrix Gk+1 are positive denite, then bk+1 in Equation (7.15) is
also positive denite. Using Equation (7.10), ^zk+1 in Equation (7.17) is also positive
denite since, for a symmetric positive denite matrix, the solution to the NKPA also
results in symmetric positive denite matrices [169]. Therefore, qk+1 and ck+1 in
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Equation (7.17) are positive denite. Since all the particles correspond to positive
denite matrices, the updated particles also correspond to positive denite matrices.
This ensures that the proposed covariance matrix estimate is always positive denite.
7.4.2 Simulations
We demonstrated the PF implementation of the covariance estimation using an
linear frequency modulated (LFM) signal with bandwidth fs=15 MHz, fc=9:375
GHz carrier frequency, TPRI=2 ms, Np=11 pulses per dwell, Ns=6 samples, [8,000
8,300] m validation gate range, 10 m range resolution, 30 range bins and 60 rpm beam
scan rate. The initial covariance matrixz0 was obtain assuming compound Gaussian
distributed clutter whose speckle and texture correlation was based on real clutter
from the Osborne Head Gunnery Range (OHGR) IPIX radar [110, 161]. The speckle
samples were drawn from a circularly symmetric complex Gaussian distribution, and
the texture components were distributed based on a gamma distribution. The sample
covariance matrix was calculated from 3,300 independent dwell measurements. The
fast time clutter measurement was obtained by drawing samples from a complex
Gaussian distribution with the covariance matrix derived at each dwell using Equation
(7.17). Figure 7.3 shows the transitioned covariance matrices at dwells 5 and 40. As
can be seen from the gure, the covariance matrix structure at dwell 40 evolved
dierently from dwell 5 in accordance with the selected state transition matrix F in
Equation (7.8).
We compared the mean-squared error (MSE) between the true and estimated
temporal and spatial covariance matrices using a varying number of (50, 100, 250,
and 500) particles in Figure 7.4, averaged over 25 Monte Carlo simulations. Also
shown is the tracking MSE for the sample covariance matrix and its corresponding
NKPA. The sample covariance matrix is obtained by averaging the measurement from
181
50 100 150 200 250 300
50
100
150
200
250
300
(a)
50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 7.3: Sea Clutter Covariance Matrix: (a) Dwell 5; and (b) Dwell 40.
ve dwells. The tracking MSE for the sample covariance matrix is much higher; the
MSE is somewhat reduced when the NKPA of the sample covariance matrix is used.
The tracking MSE of our proposed estimation approach outperformed the other two
methods. The improved performance of the covariance matrix estimation is due to
exploiting the underlying physical model of the sea structure using the transition
matrix F in Equation (7.8). Note that the tracking MSE can also be reduced by
increasing the number of particles.
7.5 Track-before-detect Filtering in Sea Clutter
7.5.1 Track-before-detect Filtering Formulation with Clutter
In this section, we use the proposed NKPA-based covariance matrix estimation
to track a low observable target in the presence of sea clutter. We consider a target
moving in a two-dimensional (2-D) plane with state vector xk= [xk _xk yk _yk]
T, where
(xk; yk) and ( _xk; _yk) are the 2-D Cartesian coordinates of the target position and
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Figure 7.4: Covariance Matrix Estimation (Frobenius) Error
velocity, respectively, at the kth dwell. The target state is modeled as xk=Fxk 1 +
wk, where F is a state transition matrix for a constant velocity model described in
Equation (2.6) and wk is the modeling error.
The single target ecient PF based TBDF algorithm [53] described in Section
3.3 is modied for use with the measurement model. Using this algorithm, a target
leaving the FOV and a target already in the FOV are represented by two sets of
particles. The posterior probability density of the target is obtained as a weighted
combination of the particles from both sets. The measurement component associated
with the target is also present in the neighborhood of the range bin under testing (in
which the target is present). This component is governed by the correlation properties
of the transmitted signal [45]. Thus, detection and tracking must be performed using
all the neighborhood range bins, including the range bin under testing. Specically,
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for a target present at range bin k, the measurement data is extracted from the
measurement matrix Zk (that contains both the target and clutter) as
zk;k = vec
0BBBBBBBBBBBBBBBB@
266666666666666664
Zk[k  Nh; 0] Zk[k  Nh; 1] : : : Zk[k  Nh; Np   1]
...
...
...
...
Zk[k; 0] Zk[k; 1] : : : Zk[k; Np   1]
...
...
...
...
Zk[k +Nh; 0] Zk[k +Nh; 1] : : : Zk[k +Nh; Np   1]
377777777777777775
1CCCCCCCCCCCCCCCCA
where Nh is the number of neighborhood bins. The covariance matrix zk;k that
corresponds to this vector is a principal sub-matrix of the full covariance matrix
estimated in Section 7.2.4. This sub-matrix is also positive denite since any prin-
cipal sub-matrix of a positive denite matrix is also positive denite [172]. Figure
7.5 illustrates the extraction of a submatrix from a complete covariance matrix for
Nv =5; Nh=1 and k=3.
In an actual tracking application, estimating the clutter covariance matrix is a
challenging problem as the measurements include the target component. In practice,
the clutter is assumed homogeneous so that the clutter covariance can be estimated
using range bins in the neighborhood of the range bin under testing. If the clutter is
heterogeneous, then this assumption can lead to poor detection performance. Here,
we exploit the state space clutter model to predict the clutter covariance matrix
zk;k from the previous clutter covariance matrix estimate zk k0;k . Specically,
we assume that the probability that the target is still present in range bin k at the
(k   k0)th dwell is very low. Thus, the sub-matrix zk;k can be extracted from the
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predicted covariance matrix Szk that is obtained as
Szk k0+1 = NKPA[(D H 
 INv)FH(DHqk k0D
rk k0 )F(D 1 
 INv)]
...
Szk = NKPA[(D H 
 INv)FH(DHSqk 1D
 Srk 1)F(D 1 
 INv)]
where NKPA[A] is the NKPA of a matrix A. When a target is present in a range
bin, the corresponding measurement vector is given by
zk;k = ak;k(k; k) + ck;k
where k corresponds to the target reectivity, k is the target's Doppler shift and
ck;k represents the clutter vector. If we dene the cross-correlation of the transmitted
signal as
as[n] =
Ns 1X
m=0
s[m]s[m  n] ;
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then the signal vector ak;k is obtained by vectorizing the matrix formed by stacking
the vectors [as[m] as[m]e
j2kTPRI : : : as[m]e
j2k(Np 1)TPRI ]T, m= Nh; : : : ; Nh as
ak;k(k; k) = vec
0BBBBBBBBBBBBBBBB@
k
266666666666666664
as[ Nh] as[ Nh]ej2kTPRI : : : as[ Nh]ej2k(Np 1)TPRI
...
...
...
...
as[0] as[0]e
j2kTPRI : : : as[0]e
j2k(Np 1)TPRI
...
...
...
...
as[Nh] as[Nh]e
j2kTPRI : : : as[Nh]e
j2k(Np 1)TPRI
377777777777777775
1CCCCCCCCCCCCCCCCA
:
The detection and tracking is performed using the entirety of the selected vector
zk;k . Assuming that the clutter follows the circularly-symmetrix complex Gaussian
distribution, the likelihood ratio given a target state vector is given by
l(zkjxk) = exp
 zHkS 1zk;kzk + (zk   kak)HS 1zk;k(zk   kak)	
= exp
 jkj2aHkS 1zk;kak + 2<  kaHkS 1zk;kzk	
where <(:) denotes the real part of a complex number and for notational clarity, we
dropped the sux k in zk;k and ak;k . The above likelihood ratio is a function of the
target reectivity also. The argument inside the exponential function in the likelihood
ratio can be expanded as
 jkj2aHkS 1k;kak + 2<
 
ka
H
kS 1k;kzk

=  aHkS 1k;kak
k   aHkS 1k;kzkaHkS 1k;kak
2 + jaHkS 1k;kzkj2aHkS 1k;kak :
Since S 1k;k is a positive denite matrix, aHkS 1k;kak > 0, and the exponential argument
is maximized only when
k =
aHkS 1k;kzk
aHkS 1k;kak
:
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The generalized likelihood function is derived by substituting this value of k in the
likelihood function,
l(zkjxk) = exp

jaHkS 1k;kzkj
2
aHkS 1k;kak

:
For real k, the likelihood ratio is maximized when,
k =
<(aHkS 1k;kzk)
aHkS 1k;kak
and the corresponding generalized likelihood ratio is written as
l(zkjxk) = exp

[<(aHkS 1k;kzk)]
2
aHkS 1k;kak

:
The above derived likelihood ratio is used in the particle update stage of the ecient
PF based TBDF algorithm in Section 3.3.
7.5.2 Simulations
We applied the clutter estimation approach to a target tracking problem with
similar parameters as in the previous simulation. We compared the performance of
the algorithm to track a low observable target moving at constant velocity under
varying SCR values. The target is assumed to leave and enter the FOV at dwells
5 and 30, respectively. The initial position and velocity for the target were set to
(5,825.7, 5,825.7) m and (-5.4, -5.4) m/s, respectively. Figures 7.6(a), 7.6(b), and
7.6(c) show the measurement matrix for 9, 6, 3 dB SCRs, respectively. The target
is hardly visible at 6 dB and 3 dB SCR values and the clutter distribution is spiky
in nature with lots of target like components. Figure 7.7 shows the cross correlation
of the baseband signal for dierent time lags. The cross-correlation is dominated by
the correlation at zero time lag and it dominates even more when the bandwidth of
the baseband signal is increased. Since the main objective of the TBDF method is
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Figure 7.6: Pulse Doppler Radar Measurements: (a) SCR = 9dB; (b) SCR = 6 dB;
and (c) SCR = 3 dB.
to track a target under low SCR conditions, the low energy cross-correlation values
do not signicantly contribute to the detection of a target in the presence of high
clutter, we thus set Nh = 3.
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Figure 7.7: Cross-Correlation of the Baseband Signal.
The PF used 500 particles when the target survived and 2,500 particles when the
target entered the FOV. The tracking error is quantied using the OSPA metric with
parameters c=100 and p=2 [105], averaged over 25 Monte Carlo simulations. The
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tracking performance was analyzed under two conditions: (i) the measurement was
generated as in Equation (7.10) and the covariance was estimated using Equations
(7.15) and (7.17); (ii) both the measurement and the covariance followed the NKPA
in Equations (7.15) and (7.17). Figures 7.11(a) and 7.11(c) show the probability of
target existence and the tracking error for dierent SCRs. The latency in detecting
a target increased as the SCR decreased. Similarly, there was delay in detecting a
target leaving the FOV. The probability of detection was very low at 3 dB SCR and
the tracking error was high. As the probability of detection was in general low, the
probability of detecting a target leaving the FOV at 3 dB was also low, as evident
by lower OSPA values during dwells 30-35. At 6 dB SCR, the probability of detec-
tion increased when the true model did not follow the NKPA; however, this did not
result in improved tracking performance due to the higher OPSA values. In general,
the tracking performance improved when the true and assumed models followed the
NKPA. Nevertheless, the performance did not degrade signicantly when the assumed
(but not the true) model followed the NKPA. This result is relevant to real target
tracking applications since, even if the actual covariance does not completely follow
the KP structure, we can apply the NKPA without signicantly aecting the tracking
performance.
In the next simulation, we compare the tracking performance of the NKPA method
with a TBDF method discussed in the previous chapter. Specically, we used the
asymptotic, linear quadratic (LQ) method discussed in Section 6.5.1 with the com-
pound Gaussian assumption (CG-LQ). The covariance matrix for the likelihood func-
tion in Equation (6.16) is estimated using the normalized sample covariance method
in Equation (6.19). The measurements are generated such that the KP property is
not maintained. Figure 7.9 compares the tracking performance at 12, 9, 6 and 3 dB
SCR conditions. The tracking performance of both the NKPA and CG-LQ methods
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Figure 7.8: (a) Probability of Target Existence; and (b) Tracking Error for Varying
SCR: True and Assumed KP Models (Solid), and Assumed KP Model Only (Dash).
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Figure 7.9: (a) Probability of Target Existence; and (b) Tracking Error for Varying
SCR: KP (Solid) and CG-LQ (Dash).
are comparable at 12 dB SCR. At lower SCR conditions, the target existence proba-
bility shown in Figure 7.9(a) is very dierent between the two methods. Specically,
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the CG-LQ method with the independent range bin assumption results in very poor
detection performance when the range bins in the measurement are correlated. On
the other hand, the NKPA method processed with the space-time covariance matrix
produces a much improved detection performance. The tracking performance shown
in Figure 7.9(b) also follows a similar trend. Specically, the tracking error using the
NKPA method becomes signicantly higher at 3 dB SCR, whereas with the CG-LQ
method, the performance starts to deteriorate at 6 dB SCR. Therefore, by using the
estimated space-time covariance matrix, we can expect to get improved detection and
tracking performance.
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Figure 7.10: (a) Real Sea Clutter Embedded with Synthetic Target at 12 dB SCR; and
(b) Probability of Target Existence Probability Comparison with Real Sea Clutter:
KP (Solid) and CG-LQ (Dash).
In the next simulation, we used the real sea clutter measurement from the IPIX
radar described in Section 7.3 in which the pulse width of the radar is Ns = 800
samples. The measurement corresponding to the target is synthetically generated
using the same parameters used in the IPIX radar. The FOV is set at [8,220 8,268.5]
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m resulting in 33 range bins at 1.5 m resolution and the number of pulses used for
coherent processing is set at Np = 11 and Nh=1. The (3311) clutter measurements
are obtained using Equation (7.4) by matched ltering the raw measurements from
832 range bins that are extracted from the real recordings. The target associated
measurement dwells are synthesized from the reectivity matrix that contains 1632
range bins. The initial states for the target is set at (5,839.8 5,839.8) m and (-5.4 -5.4)
m/s, and the target enters and leaves the FOV at time steps 5 and 30, respectively.
Figure 7.10(a) shows the real sea clutter mixed with the synthetic target associated
measurement at 12 dB SCR. The tracking performance of the NKPA and the CG-LQ
methods is compared at 12, 9 and 6 dB SCR conditions at the matched lter output.
The tracking performance was compared by setting the OSPA parameters to c=40
and p=2. Figure 7.10(b) shows the estimated target existence probability for both
methods. As the clutter level is increased, it takes more time to detect the target
with both methods. However, the detection rate of the CG-LQ method is signicantly
worse at 9 and 6 dB SCR. Figure 7.11 shows the corresponding tracking performance
for both methods. When compared with the NKPA method, the CG-LQ method
takes more time to detect a target when the SCR is reduced. Moreover, at 6 dB SCR,
the localization error is also poor in addition to an increased cardinality error. Thus,
for real sea clutter measurements, the NKPA method provides promising results when
compared with the CG-LQ method in which the clutter statistics are computed from
the neighbourhood range bins that are not independent of each other.
192
0 5 10 15 20 25 30 35 40
0
5
10
15
20
25
30
35
40
Time, k
O
S
P
A
(4
0,
2)
 
 
NKPA
CG−LQ
(a)
0 5 10 15 20 25 30 35 40
0
5
10
15
20
25
30
35
40
Time, k
O
S
P
A
(4
0,
2)
 
 
NKPA
CG−LQ
(b)
0 5 10 15 20 25 30 35 40
0
5
10
15
20
25
30
35
40
Time, k
O
S
P
A
(4
0,
2)
 
 
NKPA
CG−LQ
(c)
Figure 7.11: Tracking Error Comparison with Real Sea Clutter: (a) SCR=12 dB; (b)
SCR = 9 dB; and (c) SCR = 6 dB.
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Chapter 8
CONCLUSION AND FUTURE WORK
8.1 Conclusion
In this thesis, we derived a track-before-detect lter (TBDF) algorithm to track
a varying number of targets under low signal-to-noise ratio (SNR) and low signal-to-
clutter ratio (SCR) conditions that can be implemented using sequential Monte Carlo
(SMC) techniques. The multiple target TBDF estimates the target states under all
possible target existence combinations or modes using the derived multiple target joint
posterior probability density function. The resulting multiple mode multiple target
TBDF (MM-MT-TBDF) approach can keep track of targets entering or leaving a
scene, and only the maximum number of targets over the duration of a track needs to
be assumed known; the value of this number can be selected based on the application.
As we demonstrated, the proposed MM-MT-TBDF algorithm resulted in adequate
tracking performance, using the OSPA metric, when the SNR was as low as 0 dB.
The algorithm was also shown to successfully track a much larger number of targets
than other proposed methods in the literature. We also demonstrate that the MM-
MT-TBDF performed better when compared to the probability hypothesis density
TBDF for a simulation example using image measurements.
The MM-MT-TBDF is computationally expensive as most multiple target tracking
algorithms due to the large number of combinatorial choices that need to be com-
puted. In order to reduce the computational complexity without greatly aecting the
tracking accuracy under severe tracking conditions, we introduced various techniques
such as partition based proposal sampling. One of the inherent disadvantages with
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the proposed algorithm is that the number of modes can grow exponentially as a
function of the maximum number of targets. We mitigated this problem by using a
decision-directed approach in which the estimated mode transition and target pres-
ence probabilities are used to control whether to run a particle lter that corresponds
to a particular mode transition. By using the decision-directed approach, the com-
putational load becomes a linear function of the maximum number of targets. This
problem can be further simplied by dynamically changing the maximum number of
targets. Specically, the maximum number of targets can be increased or decreased
depending on the current estimate of the number of targets.
The computational load of the MM-MT-TBDF approach is also aected by the
signicant number of new particles required to accurately detect when a new target
enters the eld of view (FOV). This large number of particles is required as no a
priori information is assumed on the new target. Techniques such as constrained
particles lters [107] that assume that the kinematic state of a target that follows
a pre-determined pattern can be easily integrated into our method. The a priori
information used in knowledge aided radars [175] can also be exploited to reduce
the number of new particles. The algorithm architecture of the MM-MT-TBDF
also allows the implementation of the multiple particle lters (PFs) in a parallel
computing system [176]. Since the mode conditioned particle lters are independent
of each other, our proposed algorithm can run faster in a parallel computing system.
Moreover, the algorithm architecture also provides exibility in assigning dierent
number of particles to approximate dierent mode-conditioned density functions.
In this thesis, we established a new paradigm for multiple target tracking based
on target existence modes that is not restricted to low SNR conditions as originally
designed for. Multiple target tracking with a dynamically varying number of targets
is a dicult problem both for low and high SNRs. The MM-MT-TBDF can also be
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used under high SNR conditions, and we demonstrated that for a given number of
particles, the tracking error reduces, as the SNR increases. We can therefore deduce
that at higher SNR scenarios, we need a much smaller number of particles than when
for tracking low observable targets. Thus, under high SNR conditions, the algorithm's
computational complexity can be further reduced by adjusting the number of particles
used in each PF.
When conventional detect before track methods are used to track targets in the
presence of clutter, they assume certain average number of clutters per measurement,
spatial distribution of clutter and probability of detection. Our proposed algorithm
does not require knowledge of these model parameters as we can integrate it with
methods to directly estimate clutter parameters from the measurements. We investi-
gate the performance of the algorithm in both low and high resolution radars, and in
particular, we concentrated on tracking scenes with high resolution radar in sea clutter
environment. We used the sea clutter compound Gaussian model at dierent levels of
sea spikes and clutter intensity levels. We also demonstrated the tracking capability
of our algorithm for slow moving target scenarios, where a simple Doppler domain
ltering cannot signicantly improve tracking performance. The texture component
of the compound Gaussian model is assumed deterministic and a generalized likeli-
hood function is derived along with the maximum likelihood estimate of time varying
deterministic texture. The improved tracking performance of this generalized likeli-
hood function is then demonstrated by comparing with the tracking performance of
the conventional sub-optimal likelihood function that assumes random texture com-
ponent. One of the many challenges of target tracking in clutter is the estimation of
clutter statistics. As most clutter parameter estimation methods use neighbourhood
range and range rate bins, both target detector and tracker performance signicantly
degrade if the clutter is non-homogeneous in nature. We provided a state space model
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based approach to dynamically track the space-time covariance matrix of clutter and
used the Kronecker product (KP) assumption to reduce the computational complexity
of the covariance estimation algorithm.
8.2 Future Work
The KP approximation error for the space-time covariance matrix can be improved
further by decomposing the space-time covariance matrix into a sum of many KP
matrices [177]. Recent eorts in knowledge aided radars provide some promising
results in accurately estimating the clutter covariance matrix [178, 179]. We thus
plan to investigate some of these results in order to extend our KP approach to
non-homogeneous clutter in a knowledge aided radar framework [180]. Although the
compound Gaussian model has been proven to provide and adequate characterization
of the sea clutter, we need to investigate more dynamic models [165] to track the fast
varying nature of sea clutter. The proposed multiple target method can also be
extended to support agile radar processing similar to the method described for single
target TBDF in [104]. Finally, our proposed algorithm can be easily modied to
include some of the methods already developed to support realistic radar applications.
Specically, the algorithm can be modied to support uctuating target associated
signal intensity [55], Rayleigh measurement noise [53], complex measurements [56]
and dependent measurements [181].
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APPENDIX A
PROPERTIES OF KRONECKER PRODUCT
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Property 1: Given four matrices X1, X2, X3, and X4 with dimensions (LM),
(M  N), (P  Q), and (Q  R), respectively, the product of two matrices in KP
form can be written as
(X1 
X3)(X2 
X4) = X1X2 
X3X4: (A.1)
The dimension of the product matrix is (LP NR).
Property 2: If an (L  P ) matrix U can be decomposed into three matrices X1,
D, and X2 with dimensions (LM), (M N) and (N  P ), respectively, then the
matrix U can be vectorized into an (LP  1) vector using the KP property
if U = X1DX2; then vec(U) = (X
H
2 
X1)vec(D) (A.2)
where vec(U) is the vector obtained by stacking all the columns of matrix U.
Property 3: The trace of a KP matrix is the product of the trace of individual
matrices,
tr(U
V) = tr(U)tr(V): (A.3)
Property 4: Given two square matrices U and V with dimensions (M M) and
(N N) respectively, the determinant of the KP of these matrices can be written as
jU
Vj = jUjN jVjM : (A.4)
Property 5: Given two square and invertible matrices U and V with dimensions
(M M) and (N  N) respectively, the inverse of the KP of these matrices is the
KP of the inverse matrices U 1 and V 1,
(U
V) 1 = (U 1 
V 1): (A.5)
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