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En este artículo se presenta el proceso de simplificación del gradiente
de la función de máxima verosimilitud, utilizada en la estimación del
Análisis Factorial Confirmatorio. El gradiente obtenido se presenta en
función de las matrices tradicionales del AFC: Λ, Φ y Θε (coeficientes
de regresión, varianzas de las variables latentes y varianzas de los errores).
Esta simplificación se realizó mediante las leyes de derivación de matrices
y permitió obtener una expresión para el gradiente de fácil programación.
Palabras clave: gradiente; función de máxima verosimilitud; análisis factorial
confirmatorio; derivación de matrices.
Abstract
This paper present the process of simplification of the function max-
imum likelihood gradient, used in the estimation of confirmatory factor
analysis. The gradient obtained is presented in function of CFA traditional
matrix: Λ, Φ y Θε (regression coefficients, variances of latent variables
and error variances). This simplification was performed using matrices
derivation laws and yielded an expression for the gradient easy for pro-
graming.
Keywords: gradient; maximum likelihood function; confirmatory factor analy-
sis; matrices derivation.
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1 Introducción
El Análisis Factorial Confirmatorio (AFC) es un tipo de modelo de ecuaciones
estructurales (SEM por sus siglas en inglés: structural equation models) que
trabaja específicamente con modelos de medida, esto es, las relaciones entre va-
riables observadas y variables no observadas [2]. El análisis de estas relaciones
se basa en la reexpresión de la matriz de varianzas y covarianzas de las varia-
bles observadas, en matrices cuyos parámetros son las relaciones en estudio o
las varianzas de las variables no observadas. Una vez planteada esta forma equi-
valente, se debe buscar los parámetros que aproximen esta forma a la matriz de
varianzas observadas, de la manera más precisa; lo cual se resuelve mediante un
proceso de optimización sobre una función que modele la discrepancia anterior.
Generalmente, la reexpresión de la matriz de varianzas y convarianzas de las
variables observadas de un modelo de ecuaciones estructurales se presenta por
bloques, los cuales se definen con base al tipo de variables observadas (exógenas
o endógenas); en el caso del AFC la matriz de varianzas se reduce al bloque
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definido por las variables exógenas. En [6] se presenta una reexpresión de la
matriz de varianzas de las variables observadas de un modelo SEM que no utiliza
bloques, por lo cual hace uso de matrices poco tradicionales dentro del contexto
del SEM, sin embargo ejemplifica paso a paso la obtención de las derivadas
parciales de la función de discrepancia respecto a los parámetros planteados en
la nueva forma de la matriz de varianzas.
Siguiendo la metodología de [6], en este artículo se calcula la forma simpli-
ficada del gradiente de la función de discrepancia de Máxima Verosimilitud de
un Análisis Factorial Confirmatorio (AFC), pero utilizando la reexpresión tradi-
cional de la matriz de varianzas y covarianzas con base en el bloque de variables
observadas exógenas. Esta definición facilita a los investigadores el análisis de-
tallado del proceso de estimación del AFC, ya que este proceso generalmente
depende del cálculo del gradiente.
Además del cálculo detallado del gradiente de la función de discrepancia, el
artículo presenta un ejemplo de cómo se utilizan las fórmulas y un código de R,
para estimar los coeficientes de un AFC utilizando el método de minimización
de steepest descend, en el cual se presenta la programación para el cálculo del
gradiente.
2 Definición del AFC
La ecuación matricial básica del Análisis Factorial Confirmatorio está dada por
x = Λξ + ε
donde x = (xi) es el vector q × 1 de variables observadas, ξ = (ξi) es el vector
n × 1 de variables latentes, Λ = (λij) es la matriz q × n de coeficientes de
regresión de las variables latentes sobre las variables observadas y ε = (εi) es el
vector q × 1 de errores asociados a las variables observadas. Para esta ecuación,
se supone que las variables latentes y los errores son independientes.
Bajo la definición de la ecuación matricial del AFC, se deduce que la matriz
de variancias y covariancias de las variables observadas Σ, es equivalente a la
matriz de variancias de Λxξ + ε, la cual se puede reexpresar como ΛΦΛ
′
+
Θε, donde Φ = (φij) representa la matriz de variancias y covariancias de las
variables latentes, y Θε = (θij), la matriz de variancias y covariancias de los
errores. Esta última matriz se supone que es diagonal, esto es, que los errores no
están correlacionados entre sí [4].
Ahora, sea Σ(Ω) una función que evalúe la definición de Σ, en el vector
Ω de parámetros desconocidos que aparecen en la definición. De esta manera,
Rev.Mate.Teor.Aplic. (ISSN print: 1409-2433; online: 2215-3373) Vol. 23(2): 475–488, July 2016
478 L. ROJAS
se tiene que Ω = (λ,φ,θ), donde λ, φ y θ, son los vectores de parámetros
desconocidos que aparecen en las matrices Λ, Φ y Θε, respectivamente.
La estimación de los valores de las variables del AFC, se basa en determinar
el vector Ω0, que mejor aproxime la matriz Σ(Ω0), a la matriz de variancias y
covariancias muestral S. Para hallar el vector Ω0, se define una función F (Ω)
que permite determinar la discrepancia entre S y Σ(Ω), y posteriormente se
busca su mínimo, el cual correspondería a la solución buscada. En las siguientes
líneas se utilizará la notación Σ̂, para hacer referencia a la función Σ(Ω).
Una función de discrepancia muy utilizada es la de máxima verosimilitud,
la cual se basa en la hipótesis de que las variables observadas provienen de una
distribución multinormal [3]; la fórmula de esta función es la siguiente:
FML(Ω) = log |Σ̂|+ tr(S ∗ Σ̂−1)− log |S| − q.
Generalmente, para estimar el mínimo de esta función, se requiere de méto-
dos numéricos de minimización. Estos, en su mayoría, dependen del vector gra-
diente, el cual se calculará en la siguiente sección. En los próximos apartados,
cuando se haga mención de F , se estará refiriendo a la función de discrepancia
de Máxima Verosimilitud.
3 Gradiente de la función de discrepancia de la máxima
verosimilitud
3.1 Derivada de F respecto a cualquier variable




















En esta prueba, hay que recordar que paraA,B yC, matrices con tamaños ade-
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Ahora, se procede a la derivación de la función F . Por ley de la derivada de
















Luego, al primer sumando se le aplica la ley de la derivada del logaritmo,
al segundo la ley de la traza y a los dos últimos sumandos se les anula por ser

















Ahora, dado que Σ̂ es simétrica, se puede sustituir Σ̂′ por Σ̂; y además se

















Seguidamente, se aplica la ley tr(ABC) = tr(CAB) al segundo término,
















Luego, se unen las dos trazas en una sola, y se saca a factor común la derivada
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3.2 Derivadas parciales de Σ̂
Debido al resultado mostrado en la sección anterior, para determinar el gradiente
de F , se hace necesario determinar las derivadas de Σ̂ respecto a las variables de
Ω. A continuación, se procederá a calcular las derivadas parciales de Σ̂ respecto
a λij en λ, donde ij representa la entrada en que se ubica esa variable dentro de
la matriz Λ.




























donde 1ijn×q es una matriz n × q, con 0’s en todas las entradas, a excepción de








De manera análoga, para φij en φ y θij en θ (donde ij representa la entrada
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Luego, dado que las matrices Φ y Θε son simétricas, sus derivadas respecto
al elemento ij, poseen un 1 adicional en la posición ji. Finalmente, dado que









n×n, se obtiene que
∂Σ̂
∂λij

















3.3 Derivadas parciales de F
Con base a los resultados anteriores, se puede proceder a calcular las derivadas























































. Luego, al aplicar leyes de la traza se obtiene



































es igual a [A]ji. Por tanto, se concluye que,
∂F
∂λij
= 2 · [QΛΦ]ij . (5)













. Ahora, dado que para una matriz
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= (2− [In]ij) [A]ij











Mediante el mismo razonamiento, se obtiene que
∂F
∂θij
= (2− [Iq]ij) [Q]ij .
Finalmente, dado a que en la definición clásica del AFC, las variables deΘε
se encuentran en la diagonal, esta definición se simplifica a
∂F
∂θii
= [Q]ii . (7)
3.4 Ejemplo del cálculo del gradiente
A continuación se presenta el cálculo del gradiente de la función F para un AFC
específico en un punto particular. Considere las siguientes matrices asociadas a
un AFC de 4 variables observadas y 2 variables latentes, cuya métrica se define















0 0 0 θ44





0.169 0.164 0.190 1.170
 .
De esta manera, el vector de parámetros está dado por
Ω = (λ11, λ21, λ32, λ42, φ21, θ11, θ22, θ33, θ44).
Luego, el gradiente de F en un punto específico, supóngase
Ω0 = (1, 1, 1, 1, 0.5, 0.7, 0.7, 0.7, 0.7),
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0 0 0 0.7
 .
A partir de estas matrices se obtienen las matrices Σ̂ = ΛΦΛ′ + Θε y
Q = Σ̂−1 − Σ̂−1SΣ̂−1. Luego, utilizando las ecuaciones 5, 6 y 7, se pro-
cede a calcular las matrices de las cuales dependen las derivadas de F respecto















−0.001 −0.078 0.498 −0.249
 .
Finalmente, la derivada de F respecto a λij evaluada en Ω0, corresponde al
doble de la entrada ij de la matrizQΛΦ; con respecto a φij corresponde al doble
de la entrada ij de la matriz Λ′QΛ, a menos que sea una entrada de la diagonal
(i = j), en cuyo caso corresponde únicamente a la entrada ii de la matriz; y por
último, las derivadas respecto a θii, corresponden al elemento ii de la matriz Q.
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4 Estimación de los coeficientes del AFC
Existen varios métodos de minimización en funciones de varias variables, uno de
ellos es el método de steepest descend. Los pasos para encontrar el valor mínimo
de una función multivariable F a partir de este método son:
• Seleccione una solución inicial x0.
• Calcule el vector director d = −∇f(x0)/||∇f(x0)||.
• Calcule el punto auxiliar x0 + d.






• Calcule β = ∇(x0)
′d β1
∇(x1)′d−∇(x0)′d
• Calcule el punto x1 = x0 + βd, el cual es una aproximación al punto
donde la función F halla su mínimo sobre la recta que pasa por x0, en la
dirección d.
• Calcule |F (x1)−F (x0)| y verifique si esa diferencia satisface la condición
de convergencia, en caso afirmativo tome x1 como la solución del modelo.
• Si no se satiface, tome x0 = x1 y vuelva a repetir el proceso [6].
Ahora, dado a que en la sección anterior se estimó la forma explícita del
gradiente en un punto, la programación de un AFC bajo este método se facilita.
En los anexos se presenta un código de R [7], que permite estimar los coeficientes
de un AFC con el método de steepest descend, el cual puede ser modificado
por el lector para las necesidades de su investigación, por ejemplo, utilizar otro
método de minimización u otro valor inicial.
Si se estima la solución del AFC presentado en el ejemplo de la sección 3.4,
utilizando el código presentado y el software lavaan [8] se obtienen soluciones
muy similares. Estas soluciones se presentan en la Tabla 1.
Tabla 1: Soluciones del AFC presentado en la sección 3.4.
Código λ11 λ12 λ32 λ42 φ12 δ11 δ22 δ33 δ44
propuesto 0.608 0.436 0.370 0.514 0.594 0.832 1.108 1.302 0.906
lavaan 0.608 0.435 0.370 0.513 0.594 0.831 1.107 1.301 0.905
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5 Conclusión
El artículo presentó un método accesible para el cálculo del gradiente de la fun-
ción de discrepancia de máxima verosimilitud para el AFC. Se considera que
el estudio detallado de la fórmula, puede facilitar la comprensión del gradiente
generalizado a modelos de ecuaciones estructurales, presentado en [6], además
de la programación de códigos para el estudio de estos modelos.
A partir de la forma simplificada del gradiente y con los teoremas presen-
tados en este artículo, se puede generar una forma simplificada de la Matriz
Hessiana de la función de discrepancia, la cual permite calcular los errores es-
tándar de las estimaciones y brinda la posibilidad de utilizar otros métodos de
estimación, como el de Newton-Raphson [5].
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Anexos
A continuación se presenta el código de R para la estimación de un AFC, los
parámetros de la función son los siguientes:
• S: Matriz q × q de variancias y covariancias muestral.
• Lambda: Matriz q×n de 1’s y 0’s, donde las entradas ij iguales a 1 indican
que existe una regresión de la variable observada i sobre la variable latente
j. La variancia muestral de las variable observada i debe presentarse en la
entrada ii de la matriz de variancias y covariancias muestral.
• std.lat: Si es verdadero la métrica de las variables latentes se define igua-
lando sus variancias a 1; si es falso, esta se define fijando a 1, el primer
coeficiente de regresión sobre la variable latente, que aparece en la matriz
Lambda. Por default es Verdadero.
• Tol: Es el umbral para determinar la convergencia del ciclo de mini-










for(s in 1:q){for (t in 1:n){if(Lambda[s,t]==1){i[k]=s;j[k]=t;k=k+1}}}
n1=k-1








for (t in 1:n){for(s in 1:q){if(Lambda[s,t]==1){Lambda_aux[s,t]=0;break}}}
for(s in 1:q){for (t in 1:n){if(Lambda_aux[s,t]==1){i[k]=s;j[k]=t;k=k+1}}}
n1=k-1
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