sors are reweighted by dividing by the conditional interquartile range, the conditional expectation of the reweighted outcome equation is of the partially linear form that arises in homoskedastic sample selection models. Since the nonparametric component of the partially linear model is a function of the propensity score, the first-stage estimated values can be used in combination with the reweighted values to estimate the parameters of interest in a fashion analogous to the approaches used in Ahn and Powell (1993) , Donald (1995) , and Kyriazidou (1997).
The rest of the paper is organized as follows. The next section describes the model in detail and further details the estimation procedure. Sections 3 and 4 detail the regularity conditions imposed and establish the asymptotic properties of the estimator, respectively. Section 5 concludes and suggests topics for future research. The Appendix collects the proofs of the asymptotic arguments. Of interest is to estimate 3o from n observations of a random sample of the quadruple (di, yi, w, x')', where ' denotes the transpose of a vector. We show in this paper that -n-consistent estimation of 130 is possible, and we propose a three-step estimator that achieves this rate of convergence. The following three sections discuss each of the stages in detail.
HETEROSKEDASTIC MODEL AND ESTIMATION PROCEDURE

First Stage: Kernel Estimation of the Propensity Score
The first stage estimates the probability of selection conditional on the selection equation regressors. Following frequently used terminology, we refer to these conditional probabilities as "propensity scores." We denote the propensity score as where Fy(.) denotes the cumulative distribution function (c.d.f.) of the random variable vi and is assumed to be strictly monotonic. Noting that the propensity score is merely a conditional expectation, it can be estimated using nonparametric methods for estimating the conditional mean. Denoting the estimated value by ip1, we consider the Nadaraya-Watson kernel estimator: where Qa(-) denotes the a quantile of the distribution of Yi conditional on di = 1 and xi. This quantile function can be estimated using nonparametric methods on the subsample of observations for which di = 1. Although there exist various nonparametric estimation procedures in the literature, we adopt the local polynomial estimator introduced in Chaudhuri (1991a Chaudhuri ( , 1991b , which is also used as a preliminary estimator in Chaudhuri, Doksum, and Samarov (1997), Chen and Khan (2000, 2001) , Khan (2001), and Khan and Powell (2001). We first introduce some new notation that will help facilitate a description of the local polynomial procedure. First, we assume that the regressor vector zi, whose distribution function we denote by Fz(.), can be partitioned as (z s),z(), where the kds-dimensional vector z(ds) is discretely distributed and the k,-dimensional vector zc) is continuously distributed.
We let Cn(zi) denote the cell of observation zi and let h2n denote the sequence of bandwidths that govern the size of the cell. For some observation zj, j : i, we let zj E Cn(zi) denote that (ds and (c) lies in the k,-dimensional cube centered at zi( with side length h2n. 4 Next, we let e denote the assumed order of differentiability of the quantile functions with respect to zc), and we let A denote the set of all kc-dimensional vectors of nonnegative integers bl, where the sum of the components of each bl, which we denote by [bl], is less than or equal to e. We order the elements of the set A such that its first element corresponds to [bl] = 0, and we let s(A) denote the number of elements in A. quantile estimator that will be used in the first stage will be the value S(i). A computational advantage of using this estimator is that its evaluation can be carried out by linear programming techniques, whereby a solution can be reached in a finite number of simplex iterations. Since the objective function is globally convex, the solution found is guaranteed to be a global minimizer.
The second stage of the estimation procedure involves this local polynomial estimation procedure of the conditional quantile function, at two particular quantiles, 0 < al < a2 < 1.5 From these two estimators, we can estimate the conditional interquartile range, defined as
Aq(z)-qa2(Z) qa(Z).
(2.7)
We let Aq^(z) -q,(z) -q, (z) denote the second-stage estimator.
Third Stage: Reweighting and Estimation of a Partially Linear Model
The third-stage estimator is based on the relationship between the propensity score estimated in the first stage and the conditional interquartile range estimated in the second stage. This relationship arises from the result that the conditional distribution function of the outcome equation, given the selection variable is 1 and the regressors, can be expressed as a function of the propensity score.6 That is, where the trimming functions ri r= (zi) are incorporated in the estimator. These functions trim away observations for which zi lies outside Z, a compact subset of gSk, to ensure that only precise estimators of the conditional interquartile range are used.
We conclude this section by commenting on some important issues regarding implementing our procedure in practice.
Remark 2.1. Our procedure requires the choice of multiple smoothing parameters by the econometrician. Although rate conditions on these parameters are given in the following section, they give no indication on how to select values for a given sample. However, the semiparametric literature provides many guidelines for smoothing parameter selection when estimating nonparametric components of the model. For example, h2n may be selected by adopting data driven approaches that accommodate prespecified rate conditions, such as proposed in Chen and Khan (2000) We note that under homoskedasticity the preceding difference is 0 whenever Pi = pj, implying that our kernel-weighted regressor matrix will be singular in the limit. However, homoskedasticity is a testable restriction, and if it cannot be rejected Ahn and Powell (1993) can be used to estimate the slope coefficients. In this situation, the intercept term, which is of interest in the treatment effects literature, can be estimated separately by exploiting its "identification at infinity" (Heckman, 1990) as is done in Andrews and Schafgans (1998). On the other hand, from standard results involving the estimability of a subset of regression parameters (see, e.g., Amemiya, 1985) , our estimator of the slope coefficients will still be consistent under homoskedasticity, and if heteroskedasticity is indeed present, our procedure will simultaneously estimate the intercept term and slope coefficients at the parametric (root-n) rate.
Remark 2.3. It is worth noting the similarities and differences our approach has with the estimation procedure introduced in Carroll (1982) and Robinson (1987) for the heteroskedastic linear model and in Andrews (1994) for the heteroskedastic partially linear model.9 In their approach, both the dependent and independent variables were weighted by a nonparametric estimator of a conditional variance function that was based on residuals of the ordinary least squares (OLS) estimator. Unfortunately, this generalized least squares (GLS) type procedure cannot be applied here; this is because one cannot use existing estimators such as those of Ahn and Powell (1993) in a preliminary stage to get "residuals," because these estimators are generally inconsistent as a result of the heteroskedasticity in the outcome equation.
The following sections discuss the asymptotic properties of this three-stage procedure.
REGULARITY CONDITIONS
The conditions we need for developing the limiting distribution of the estimator are similar to but more detailed than those required in Ahn and Powell (1993) .10 Because of the extra step of nonparametrically estimating the conditional interquartile range, additional assumptions on both the bandwidth sequence used in the local polynomial estimator and the conditional distribution of the residual associated with the two conditional quantile functions are required. We first state the identification condition on which our estimation procedure is based. Remark 3.1. These regularity conditions are quite standard when compared to other estimators in the semiparametric literature. They are very similar to those required in Ahn and Powell (1993), and we state the important similarities and differences here.
Assumption I (Identification
(i) The identification in Assumption I is analogous to Assumption 3.4 in Ahn and
Powell (1993). As discussed in that paper, with the assumption of a linear index in the selection equation, an exclusion restriction is required for identification of ,80. Specifically, it is required that a component included in wi be excluded from xi. We impose this exclusion restriction for the results in this paper as the special case where o2(.) = 1 corresponds to the homoskedastic model. Although it may be possible to identify the parameter 13o without an exclusion restriction by the "nonlinearity" induced by the presence of the scale functions, we are not comfortable with requiring heteroskedasticity for identification without exclusion. (ii) Assumptions RD1, S2, and CED, which impose conditions on the regressors and error term in the outcome equation, are generally not required for the homoskedastic model considered in Ahn and Powell (1993). They are imposed here to ensure uniform rates of convergence for the conditional quantile estimator used in the second stage of our procedure.
ASYMP I U IC PROPERTIES
Here we briefly discuss the asymptotic properties of the proposed three-stage estimation procedure. The first result, illustrated in the following lemma, establishes the asymptotic difference between the proposed estimator and the in- where qli,q2i denote qal(zi) and qa2(zi), respectively, andfu2lz,fu, z denote the conditional density functions of the residuals associated with the conditional quantile functions. 4. Here we have required an observation's discrete component to match up exactly for it to fall in a given cell. However, it is often the case that the finite-sample performance of nonparametric procedures can be improved by smoothing across discrete components also (see Li and Racine, 2000).
An immediate implication of this lemma is that the arguments developed in
5. We note that any two quantiles may be used in this stage. One natural choice would be al = 0.25, a2 = 0.75 because the interquartile range is typically used as a quantile-based measure of dispersion in practice.
6. This result is based on the assumption of strict monotonicity of the c.d.f. of the random variable vi, the disturbance in the selection equation.
7. This result was first used in the work of Ahn and Powell (1993) , where the authors assumed that the selection equation disturbance term was additively separable and distributed independently of the regressors. Although we relax their homoskedasticity assumption, we require additive separability and multiplicative heteroskedasticity to express the distribution function as a function of the propensity score.
8. We note that any of the existing estimators for the partially linear model, such as in Robinson (1988) and Andrews (1991 Andrews ( , 1994 , could be used in this stage.
9. This type of procedure is also used to estimate a heteroskedastic nonlinear regression model in Delgado (1992) and Hildago (1992).
10. In this section we assume that p0 does include an intercept term to be estimated. As discussed in Remark 2.2, the intercept cannot be consistently estimated under conditional homoskedasticity, though the slope coefficients can be. Thus we are implicitly assuming that either conditional heteroskedasticity is present or that the parameter of interest is the last k components of 0o.
11. We note that this result is in contrast to the results found in Carroll ( Before proceeding to the arguments used in the proof, we first state rates of convergence for various terms that will arise in the proof. These rates arise directly from the preceding two lemmas and also from Assumptions H1-H3. We adopt the notation that 1 Iloo denotes the supremum over the set in question. 
