Let (W, S) be an arbitrary Coxeter system. We introduce a family of polynomials, {R u,v (t)}, indexed by pairs (u, v) formed by an element u ∈ W and a (non-necessarily reduced) word v in the alphabet S. The polynomialR u,v (t) is obtained by considering a certain subset of Libedinsky's light leaves associated to the pair (u, v). Given a reduced expression v of an element v ∈ W ; we show thatR u,v (t) coincides with the Kazhdan-LusztigR-polynomialR u,v (t). Using the diagrammatic approach, we obtain some closed formulas forR-polynomials.
Introduction
In their landmark paper [KL79] , Kazhdan and Lusztig introduced, for each Coxeter system (W, S), a family of polynomials with integer coefficients indexed by pairs of elements of W . These polynomials are now known as the Kazhdan-Lusztig (KL)-polynomials that are related closely with the representation theory of semisimple algebraic groups, the topology of the Schubert varieties, the Verma modules, etc. (see e.g. [Bre03] and references therein). To demonstrate the existence of these polynomials, the authors in [KL79] introduced another family of polynomials, the KL R-polynomials, which we denote by R u,v (t) ∈ Z[t]. The relevance of the R-polynomials lies in the fact that the knowledge of them implies the knowledge of the KL-polynomials.R -polynomial,R u,v (t), byR
where deg(·) is a certain statistic defined over the set L v (u). On the other hand, we demonstrate that if v is a reduced expression of some v ∈ W , theñ R u,v (t) =R u,v (t).
This last equality is the primary result herein (see Theorem 3.10), and it provides a combinatorial interpretation forR-polynomials. Obtaining a combinatorial interpretation forR-polynomials is not new; further, two of such interpretations exist in the literature: the one given by Deodhar [Deo85, Theorem 1.3] in terms of distinguished subexpressions, and the one provided by Dyer [Dye93, Corollary 3 .4] in terms of directed paths in the Bruhat graph of W .
Our approach presents two advantages with respect to Dyer's or Deodhar's approach. On the one hand, it allows us to obtain some closed formulas forR-polynomials in a simple and combinatorial manner. In particular, we recover and generalize the closed formulas obtained previously by Marietti [Mar02] and Pagliacci [Pag01] . Here, we use the term "combinatorial" in its more strict meaning, i.e., we obtain the closed formulas forR-polynomials using bijective proofs. On the other hand, our approach establishes an explicit connection betweeñ R-polynomials and the theory of Soergel bimodules.
Although not necessary, we briefly explain the aforementioned connection. As we indicated, KL-polynomials have non-negative coefficients. Elias and Williamson's proof of this fact relies on the previous work of Soergel [Soe92, Soe07] . In fact, what they proved in [EW14] is a deeper result known as "Soergel's conjecture." One of the consequences of Soergel's conjecture is that the KL-polynomials are the graded ranks of certain Hom-spaces; in particular, they have positive coefficients. The diagrams that we use throughout this paper represent morphisms in the category of Soergel bimodules. In particular, the set L v (u) spans a submodule of a quotient of a certain Hom-space in the category of Soergel bimodules, such that our combinatorial interpretation ofR-polynomials becomes a categorical interpretation. Namely, the diagrammaticR-polynomials are the graded rank of a submodule of a quotient of a certain Hom-space. We expect that the interpretation above together with the Hodge theoretic machinery developed in [EW14] allow for a better understanding of theRpolynomials. Hereinafter, we treat the diagrams as only combinatorial objects. The reader interested in the algebraic part of the story is referred to [EK10, EW16, Lib08, Lib15, Lib17] . This paper is organised as follows. In the next section, we recall the definition and some properties of theR-polynomials. In section 3, we introduce diagrammaticR-polynomials and prove that they coincide with the classical ones. Finally, in section 4, we provide some closed formulas for diagrammaticR-polynomials.
Kazhdan-LusztigR-polynomials
Herein, (W, S) denotes an arbitrary Coxeter system. We refer the reader to [BB06] and [Hum92] for the notations and definitions concerning Coxeter systems. In particular, for u, v ∈ W , we write u ≤ v to indicate that u is smaller than or equal to v in the Bruhat order of (W, S). The Bruhat order can be characterised in terms of subwords as follows. 
. The Hecke algebra H = H(W, S) of (W, S) is the associative and unital A-algebra generated by {H s | s ∈ S} with relations
where m st denotes the order of st in W .
Given a reduced expression v = s 1 · · · s k of an element v ∈ W , we define H v = H s 1 · · · H s k . It is well known that H v is well defined, that is, it does not depend on the choice of a reduced expression. We also set H e := 1, where e denotes the identity of W . The set {H v | v ∈ W } is a basis of H, which we call the standard basis of H. It follows directly from the definition of H that each generator H s is invertible and we have H
. Hence, all elements in the standard basis of H are invertible as well.
For u, v ∈ W , we denote the corresponding KL R-polynomials by R u,v (t) ∈ A. These (Laurent) polynomials are, by definition, the coefficients of the expansion of (H v −1 ) −1 in terms of the standard basis. Concretely, for v ∈ W we have
Remark 2.2. Herein, we follow the normalisation of Soergel [Soe97] rather than the typical normalisation given in [KL79] , [Hum92] or [BB06] . In particular, if R ′ u,v (t) denotes the Rpolynomial in that sources, then it is related with our R-polynomial, R u,v (t), by the formula
It is clear that H u appears in the expansion of (H v −1 ) −1 in terms of the standard basis if and only if u ≤ v. In other words, we have R u,v (t) = 0 if and only if u ≤ v. Meanwhile, one can verify that even in the simplest examples, the R-polynomials do not have non-negative coefficients. This drawback is overcome with the following: 
(6) Equation (6) allows us to calculate theR-polynomials with the initial conditionsR v,v (t) = 1 andR u,v (t) = 0 if u ≤ v.
DiagrammaticR-polynomials
In this section, we associate to each (non-necessarily reduced) word v a binary tree T v with nodes decorated by certain diagrams. The diagrams represent morphisms in the category of Soergel bimodules. However, we only treat them as combinatorial objects herein. For the algebraic meaning of the diagrams, the reader is referred to [EK10, EW16, Lib08, Lib15, Lib17] . In the following, we treat S as a set of colours.
Definition 3.1. An S-graph is a finite planar graph with its boundary embedded in a planar strip R × [0, 1], whose edges are coloured by elements of S, and all of whose vertices are of the following types 1 :
1. Univalent vertices (Dots):
2. 2m st -valent vertices:
Here, exactly 2m st edges originate from the vertex, and they are coloured alternately by s and t. For instance, the picture above corresponds to m st = 4.
Example 3.2. Let S = {s, t, u} with m st = 3, m su = 2 and m tu = 3. An example of an S-graph is given by
The boundary points of an S-graph on R × {0} and on R × {1} determine two sequences of coloured points, and hence two words in the alphabet S. We call these two sequences the bottom sequence and top sequence, respectively. For example, the bottom (resp. top) sequence of the S-graph in (7) is ststuutss (resp. ust). For instance, the degree of the S-graph in (7) is 4. For the remainder of this section, we fix a word v = s 1 s 2 . . . s n , s i ∈ S. The construction of T v is by induction on the depth of the nodes and is as follows. In depth one, we have the following tree:
Here, we assume that the first letter of v, s 1 , is associated with the colour red. Let 1 < k ≤ n and assume that a node N of depth k − 1 has been decorated by the diagram D. Further, suppose that the top boundary of D, say u, is a reduced expression for some u ∈ W . If the letter s k is blue, then we have two possibilities. Step 2 in the construction of T v introduces some ambiguity in the sets L v and L v (u). The problem here is that we have multiple choices to pass from one reduced expression to another. Hence, Step 2 can be performed in many ways. In the following, we treat the sets L v and L v (u) as any admissible choice of the corresponding S-graphs. Exactly five light leaves exist for v. They are split into two classes according to their top sequence. We have
Example 3.6. Let W be the symmetric group on four letters with S = {s 1 , s 2 , s 3 }. Consider the words v = s 1 s 2 s 1 s 3 s 2 s 1 and w = s 2 s 3 s 1 s 2 s 3 s 1 . Notice that both v and w are reduced words of the same element. We have
This example stresses that, although the sets L v (e) and L w (e) are different, they contain the same number of elements in each degree.
The number and degree of the elements of the set L v (u) are collected in a polynomial, R u,v (t) ∈ N[t], which we call the "diagrammaticR-polynomial" associated to u and v. Concretely, we defineR
Furthermore, if v is an empty word, we definẽ
Remark 3.7. As mentioned in Remark 3.4, the sets L v (u) are not uniquely defined. However, regardless of how Step 2 is performed in the construction of the tree T v , we always obtain the same polynomialR u,v (t). In other words,R u,v (t) is well defined, that is, it only depends on the word v and the element u.
Example 3.8. With the same notation as in Example 3.6, we havẽ
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The following is the diagrammatic version of (6). 
Proof: Suppose we have fixed T v ′ . We will construct T v from our particular choice of
. The S-graphs decorating the child nodes of the node decorated by
We split the proof into two cases.
. Under this hypothesis, the node decorated by l in T v contains one child node. Furthermore, the S-graph decorating this child node belongs to L v (us). Now, suppose that l ∈ L v ′ (us). In this case, the node decorated by l in T v appears as
For the above, we conclude that all the elements of L v (u) are obtained by adding a line in the rightmost region of each element of L v ′ (us). Therefore,
proving the result in this case.
Case B. Suppose that l(us) > l(u). Let l ∈ L v ′ (us). Under this hypothesis, the node decorated by l in T v contains one child node. Furthermore, the S-graph decorating this child node contains the same degree as l and belongs to L v (u). Therefore, each element in
In this case, the node decorated by l in T v appears as
Theorem 3.10. Let v be a reduced expression of an element v ∈ W . Then,
for all u ∈ W . In particular,R u,v (t) does not depend on the particular choice of a reduced expression for v.
Proof:
We proceed by an induction on l(v). If l(v) ≤ 1, the result is clear. Suppose that l(v) > 1 and let v = s 1 . . . s n s be a reduced expression of v. We remark that v ′ = s 1 . . . s n is a reduced expression of vs and that l(vs) < l(v). Let u ∈ W and suppose that l(us) > l(u). Therefore, Proposition 2.3, Lemma 3.9, and our induction hypothesis yield
The case when l(us) < l(u) is treated similarly.
Closed formulas forR-polynomials.
In this section, we provide some examples of the computations ofR-polynomials using the diagrammatic approach. In particular, we recover and generalise uniformly some closed formulas obtained by Pagliacci [Pag01] and Marietti [Mar02] .
4.1.R-polynomials for permutations smaller than a transposition.
In this section, we restrict our attention to the symmetric group S n . We express the permutations using either the cycle notation or one-line notation. For instance, (1, 2, 3) and 231 represent the same permutation. We denote by s i the simple transposition (i, i + 1), for 1 ≤ i < n. We establish the convention that s i acts on the left on {1, 2, . . . , n}.
The following was conjectured in [Bre98, Conjecture 7 .7] and proven in [Mar02] .
for some c ∈ N.
We prove a slight generalisation of Theorem 4.1 using the diagrammatic approach. We first require the following definition.
Definition 4.2. We say a word v is "up and down" (or UD-word) if
where 1. 1 ≤ i 1 < i 2 < . . . < i r < t < n; 8 2. 1 ≤ j q < . . . < j 2 < j 1 < t < n.
The definition above does not exclude the possibility that one or both of the parentheses can be empty. It is noteworthy that in general, UD-words are not reduced expressions. (27) This node contains only one child node that can be decorated by or .
Lemma 4.3 only claims the existence of the S-graph on the left of (28). The S-graph on the right of (28) is, despite being slightly bizarre, an admissible decoration.
Proof: By Lemma 4.3, there is one admissible construction for T v without using 6-valent vertices. This allows us to obtain the set L v (u) without constructing the whole tree T v . This is performed by analysing each letter occurring in v separately. Eight cases are to be considered. In the diagrams below, we only draw the letters involved in each case.
Case A1. Exactly one s i appears in v and s i does not appear in u. In this case, the elements in L v (u) are forced to be of the form
9 Case A2. Exactly one s i appears in v and s i appears (necessarily once) in u. In this case, elements in L v (u) are forced to be of the form
Case B1. The letter s i appears twice in v and u. It is noteworthy that this forces a letter s i+1 to appear in between the two s i . In this case, the elements in L v (u) are forced to be of the form
Case C1. The letter s i appears twice in v, s i+1 appears in u, and s i appears once in u on the left of s i+1 . In this case, the elements in L v (u) are forced to be of the form
Case C2. The letter s i appears twice in v, s i+1 appears in u, and s i appears once in u on the right of s i+1 . In this case, the elements in L v (u) are forced to be of the form
Case C3. The letter s i appears twice in v, and s i+1 does not appear in u. In this case, the elements in L v (u) are forced to be of the form
Case D1. The letter s i appears twice in v, s i+1 appears in u, and s i does not appear in u. In this case, the elements in L v (u) are forced to be of the form
Case D2. The letter s i appears twice in v, s i+1 does not appear in u, and s i does not appear in u. In this case, the elements in L v (u) have two options
We construct the elements of L v (u) by considering the letters appearing in v in the decreasing order. The result shows that the process is independent at each stage. This explains the reason that the formula in (29) is a product. The only case when more than one option exists is D2. In case D2, the factor (t 2 + 1) (see the degrees of the diagrams in (37)) appears inR u,v (t). The other cases contribute with a power of t. The exponent in this power can be 0, 1, or 2 according to the number of dots involved in each case. The sum of these exponents yields the value of the integer c. 
It follows directly from Lemma 2.1 that any e < v ≤ (a, b) has a reduced expression which is a UD-word. The result is now a direct consequence of Theorem 4.5. 
As Case D2 occurs twice, the factor (t 2 + 1) 2 appears. Meanwhile, by adding the exponents in the table above, we obtain c = 4. Therefore,
The four light leaves in L v (u) are depicted in (41), where we have drawn all edges with the same colour and have replaced the letters s i for i. 
4.2.R-polynomials for the simplest words.
In this section, we again consider an arbitrary Coxeter system (W, S). Among all the words in the alphabet S, the simplest ones are those formed by one letter. We compute the diagrammaticR-polynomials for such words. For the remainder of this section, we set s ∈ S and for n ∈ N, we define n s = sss · · · (n-times).
A moment's though reveals thatR u,ns (t) = 0, unless u = e or u = s. To treat the cases u = e and u = s, we introduce the Fibonacci polynomials.
Definition 4.8. For each n ∈ N, we define the n-th Fibonacci polynomial F n (v) ∈ N by the recurrence
with initial conditions F 0 (v) = 1 and F 1 (v) = v.
The Fibonacci polynomials have a combinatorial description in terms of paths in the Fibonacci tree.
Definition 4.9. The n-th Fibonacci tree F T n is the binary tree defined inductively as follows. First, we have
Suppose now that F T n has been defined. Then, F T n+1 is obtained from F T n by adding one child in each leaf node of F T n that is a left brother in F T n , and two child nodes (one to the left and one to right) for the other leaf nodes of F T n .
Example 4.10. F T 6 is depicted below.
(45) Let P n be the set of all paths 4 from the root to the leaves of F T n . To each p ∈ P n , we define ρ(p) as the number of right steps in p. Finally, we define P ′ n to be the subset of P n formed by the paths p such that the last step is not a left step. It is a straightforward exercise to verify.
Theorem 4.11. Let n ∈ N. Then,
Proof: By disregarding the decorations in the nodes of T ns temporarily, we observed that T ns coincides with F T n . In this setting, we observed the light leaves of n s as paths in T ns . With this interpretation, the right steps correspond to adding a dot in the rightmost region of a diagram; the left steps correspond to adding a straight line in the rightmost region of a diagram and central steps 5 correspond to transforming the rightmost straight line of a diagram into a loop.
As the degree of a diagram is the number of dots, we obtain that the degree of a light leaf of n s is the number of right steps. Meanwhile, we have L ns (e) = {l ∈ L ns | last step in l is not a left step } (48) Therefore, (46) yieldsR e,ns (t) =
Finally, we found that a degree-preserving bijection exists: L (n−1)s (e) −→ L ns (s), and is produced by adding a straight line on the rightmost region of each element of L (n−1)s (e). Hence,R s,ns (t) =
4.3. The polynomialR e,v (t) for v = 34 · · · n12.
In this section, we focus on the symmetric group S n . We obtain a closed formula of the polynomialR e,v (t) for v = 34 · · · n12. As in the previous section, this formula is given in terms of the Fibonacci polynomials. Such a formula was previously obtained by Pagliacci [Pag01, Theorem 4.1] using an inductive argument. We present a combinatorial proof in the stricter sense. That is, we construct a (degree-preserving) bijection between L vn (e) and paths in the Fibonacci tree F T n−3 .
Hereinafter, we set n ∈ N and v n = 34 · · · n12. It can be easily shown that
is a reduced expression for v n . We recall from section 4.1 that the key to obtaining a closed formula forR-polynomials was the fact that the relevant tree was constructed without using 6-valent vertices. However, this does not apply for v n due to the occurrence of subwords of the form s i s i+1 s i s i+1 in v n ; thus, we must use 6-valent vertices in the construction of T vn . Nevertheless, some u ≤ v n exist such that the sets L vn (u) can be constructed without using the 6-valent vertices. In particular, we have the following: Lemma 4.12. The set L vn (e) can be constructed without using 6-valent vertices.
Proof: Suppose we are forced to use a 6-valent vertex at some stage of the construction of T vn . At this level, we must have the following diagram:
We recall that elements in L vn (e) are precisely the light leaves with empty top sequence. Because letters s i and s i+1 no longer exist in v n on the right of the ones shown in (52), the top sequence of the light leaves emanating from this diagram contain at least two letters. In particular, they do not belong to L vn (e).
To provide a closed formula for polynomialsR e,vn (t), we introduce slightly modified Fibonacci polynomials. For n ≥ 1, we define
These polynomials contain the following combinatorial interpretation. Given a path p ∈ P n , we define λ(p) to be the number of left steps in p. Subsequently, we have
Theorem 4.13. For n ≥ 3, we havẽ
Proof: We only need to show the equation in the middle of (55). The idea is to construct a bijection between the elements in L vn (e) and the paths in the Fibonacci tree F T n−3 . By Lemma 4.12, we can construct the set L vn (e) without using 6-valent vertices. This allows us to treat each letter occurring in v n separately. We recall that elements of L vn (e) are the light leaves of v n with an empty top sequence.
Let us begin by considering the letters s 1 and s n−1 . These letters appear only once in v n ; to obtain an element in L vn (e), we must use dots over such letters. Now, consider the letter s 2 . It appears twice in v n . Because we do not wish for them to occur in the top sequence, we would have to eliminate them. This can be accomplished by two options:
(R) Placing a dot over each one of these letters; or (L) Connecting these two letters to form a loop.
Option (R) increases the degree by two, and option (L) maintains the same degree. Now, consider the letter s 3 . We remark that one of the two occurrences of the letter s 3 in v n is in between the two letters s 2 . If we use the first option (R) for thw letter s 2 , then we have again options (R) and (L) for the letter s 3 . On the contrary, if we use option (L) for the letter s 2 , the letter s 3 in between the two s 2 is "trapped" by the loop formed by the letters s 2 . Therefore, we must place a dot over each letter s 3 . In this case, we increase the degree by two. We denote this unique option by (C). We continue with letter s 4 . If we use option (R) or (C) for the letter s 3 , then we can use options (R) and (L) for s 4 . If we use option (L) for the letter s 3 , we are forced to choose option (C) for s 4 . The pattern is repeated continuously until we reach the letter s n−2 .
In summary, each element of L vn (e) is determined by a word in the alphabet {C, L, R} of length n − 3 satisfying:
2. Each letter L is followed by a letter C.
Each letter C is preceded by a letter L.
Now, the promised bijection L vn (e) −→ P n−3 is given by replacing letters C, L, and R by the left steps, right steps, and central steps in F T n−3 , respectively. Given l ∈ L vn (e), we denote by p l the image of l under the map above. By construction, we have
Therefore, we obtaiñ
Example 4.14. In (58), we illustrate the bijection in the proof of Theorem 4.13 for n = 7.
Because of space limitations, we replace letters s i by i. In this case, we haveR e,v 7 (t) = t 10 + 4t 8 + 3t 6 . In this section, we generalise the formula obtained in the previous section. Let v ∈ S n be a 321-avoiding permutation. In this case, the number of occurrences of any letter s i in v is well defined. That is, it does not depend on the particular choice of a reduced expression for v. We define n v (i) to be the number of occurrences of the letter s i in v, for 1 ≤ i < n. Subsequently, we say that v is 2-repeating if n v (i) ≤ 2, for all 1 ≤ i < n. It is clear that permutations of the form 34 . . . n12 considered in the previous section are 321-avoiding and 2-repeating. We now introduce a diagrammatic method of representing such permutations. Consider the set
We call a finite subset of T a configuration of points.
Contrary to what Example 4.19 might suggest, the configuration in Lemma 4.18 is not unique. Considering the five points located in the bottom right of (60), we can move all these points to two positions to the left or to the right without altering the element represented by the configuration.
Let v ∈ S n be a 321-avoiding and 2-repeating permutation. We now define some statistics on v. First, we define n 1 v to be the number of letters in v that appear exactly once. Meanwhile, we say that a set of consecutive integers {a, a + 1, . . . , b} is a 2-chain of v if n v (i) = 2, for all i ∈ {a, a + 1, . . . , b}, and n v (a − 1) = 2 and n v (b + 1) = 2. For instance, if v is the permutation obtained from the configuration in (60), then the 2-chains of v are: {2, 3, 4}, {8, 9, 10}, and {18}. We define κ(v) to be the number of 2-chains in v. Let c 1 , c 2 , . . . , c κ(v) be all the 2-chains in v, indexed in a manner that the numbers in c i are less than the numbers in c j , for i < j. Finally, we define λ i as the cardinality of c i . With these definitions, we can enunciate a vast generalisation of Pagliacci's formula.
Theorem 4.20. Let v ∈ S n be a 321-avoiding and 2-repeating permutation. Then,
Proof: Let C be any admissible configuration of points such that its associated word, v C , is a reduced word of v. We must calculate the diagrammaticR-polynomialR e,v C (t). Hence, we have to determine the set L v C (e). The same argument used in the proof of Lemma 4.12 reveals that L v C (e) can be constructed without using 6-valent vertices; therefore, we can consider each letter occurring in v C separately. Let N Let us index the subconfigurations occurring in C ′ from top to bottom as follows:
to be the word obtained by reading the points in C ′ i from left to right and from top to bottom. We remark that the configurations {C ′ i } are not admissible. However, the word v C ′ i is still valid. By applying a similar argument to the one used in the proof of Theorem 4.13, we obtaiñ
as λ i is the number of letters involved in v C ′ i . The crucial point is that C 
In this case, N 
To obtain any element of L v C (e) we choose an element of L Finally, we havẽ R e,v (t) =R e,v C (t) = t 3 (v 6 + 3v 4 + v 2 ) 2 = t 15 + 6t 13 + 11t 11 + 6t 9 + t 7 .
As a final remark, the common feature of the four formulas obtained in this section is that the relevant set L v (u) could be constructed without using 6-valent vertices. However, this is not true in general. The occurrence of 6-valent vertices (or more generally 2m st -valent vertices) allows for letters appearing in a word to interact between them, and gaining control on this interaction appears extremely challenging. This explains the difficulty in obtaining closed formulas forR-polynomials. Nevertheless, we believe that if a few 6-valent vertices exist in the diagrams of L v (u), then the possibility of obtaining a closed formula forR u,v (t) still exists. In particular, we conjecture that the following holds. 
for some integers a, b and c i .
