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Spontaneous symmetry breaking is deeply related to the dimensionality of a system. The Ne´el
order going with spontaneous breaking of U(1) symmetry is safely allowed at any temperature for
three-dimensional systems but allowed only at zero temperature for purely two-dimensional systems.
We closely investigate how smoothly the ordering process of the three-dimensional system is mod-
ulated into that of the two-dimensional one with reduction of dimensionality, considering spatially
anisotropic quantum antiferromagnets. We first show that the Ne´el temperature is kept finite even
in the two-dimensional limit although the Ne´el order is greatly suppressed for low-dimensionality.
This feature of the Ne´el temperature is highly nontrivial, which dictates how the order parameter
is squashed under the reduction of dimensionality. Next we investigate this dimensional modula-
tion of the order parameter. We develop our argument taking as an example a coupled spin-ladder
system relevant for experimental studies. The ordering process is investigated multidirectionally
using theoretical techniques of a mean-field method combined with analytical (exact solutions of
quantum field theories) or numerial (density-matrix renormalization-group) methods, a variational
method, a renormalization-group study, linear spin-wave theory, and quantum Monte Carlo simu-
lations. We show that these methods independent of each other lead to the same conclusion about
the dimensional modulation.
PACS numbers: 75.10.Jm, 75.40.Cx, 75.30.Kz
I. INTRODUCTION
Spatial dimension is an interesting parameter. It dic-
tates the fate of the wavefunction under a disordered po-
tential [1, 2], restricts possible topological phases [3], and
affects spontaneous symmetry breaking [4–7]. Among
various condensed-matter systems, magnetic insulators
are particularly interesting from the viewpoint of dimen-
sionality. In particular one can control with temperature
their dimensionality. Let us take as an example a spa-
tially anisotropic quantum Heisenberg antiferromagnet
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Figure 1. (Color online) (a) A 3D spin system on a cubic lat-
tice. Black and red bonds represent the Heisenberg exchange
interactions J and J ′ between neighboring spins respectively.
When the exchange interaction J ′ along the z axis is grad-
ually switched off, it converges to (b) a 2D spin system on
layered square lattices.
on a three-dimensional cubic lattice whose exchange in-
teractions are J in the x and y directions and J ′ in the
z direction (Fig. 1). For J ′  J , this system is effec-
tively identical to two-dimensional (2D) quantum spin
systems [Fig. 1 (b)] when the temperature T is high
enough to mask the interplane correlation due to J ′. On
the other hand, when T  J ′, the interplane coupling J ′
is nonnegligible and leads to spontaneous Ne´el order. In
short, the Heisenberg antiferromagnet on weakly coupled
square lattices behaves two-dimensionally for T  J ′
and three-dimensionally for T  J ′. There must be a
dimensional phase transition or crossover at a moderate
temperature in between these two distinctive regions. Di-
mensional phase transition and crossovers are common
features of low-dimensional quantum spin systems real-
ized in magnetic insulators [8–16]. However, as detailed
below, several important open questions remain.
The Heisenberg quantum antiferromagnet on the spa-
tially anisotropic cubic lattice [Fig. 1 (a)] has a spon-
taneous Ne´el order m(T ) below a critical temperature
Tc for J
′/J ' 1. It is well known that m(T ) exhibits
a domical temperature dependence (lightest-blue curves
in Fig. 2). On the other hand, it exhibits spontaneous
Ne´el order only at zero temperature for J ′/J = 0. Here
we ask the question of how the m(T ) curve is modified
when reducing J ′/J . There are a priori two possibili-
ties: one with Tc → 0 [Fig. 2 (a)] and the other with
Tc kept finite [Fig. 2 (b)]. The former is the naive pre-
diction while the latter is less expected. Interestingly,
we will argue in the following that the latter scenario
is realized. The m(T ) curve of Fig. 2 (b) dictates the
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2existence of a quasi-2D ordered phase where the system
behaves two-dimensionally except for the suppressed but
nonzero m(T ) breaking the U(1) symmetry (Fig. 3). In
this paper we study the dimensional modulation of the
m(T ) curve of Fig. 2 (b) on the experimentally relevant
example of anisotropically coupled two-leg spin ladders.
We argue that this system shows a dimensional transi-
tion between 1D disordered and quasi-2D ordered phases
and a dimensional crossover between quasi-2D and 3D
ordered phases.
This article is constructed as follows. In Sec. II we
introduce a model of quantum antiferromagnet to de-
scribe the smooth reduction of dimensionality. The or-
dering process is investigated in various complementary
ways. In Sec. III, we adopt the random phase approx-
imation (RPA) approach in order to clarify the dimen-
m(T)
m(0) 1
0 T
(b)
Tc
m(T)
m(0) 1
0 T
(a)
Tc finite
Figure 2. (Color online) Schematic figures to show the two
possibilities of suppression of the Ne´el ordering by the reduc-
tion of the dimensionality from 3D (lighter blue) to quasi-2D
(darker blue). (a) The naive possibility. The critical tempera-
ture of the 3D ordered phase approaches zero as the interlayer
interaction is reduced. (b) The other possibility, which turns
out to be the case. The critical temperature remains finite
even in the quasi-2D limit. As a consequence, the stepwise
curve of the order parameter emerges.
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Figure 3. (Color online) A schematic distinction of the quasi-
2D and 3D ordered phases. The quasi-2D ordered phase is
spread near the critical temperature Tc and associated by
the suppressed but nonzero spontaneous order m(T ). The
quasi-2D ordered phase inherits the critical behavior of the
2D Kosterlitz-Thouless critical phase. The 3D ordered phase
is a rather conventional ordered phase with well developed
interlayer correlation. Those phases are roughly separated at
a crossover temperature Tcr.
sionality dependence of the critical temperature. While
the RPA approach gives a strong evidence for Fig. 2 (b),
it is not useful to illustrate the ordering process. To look
into the temperature and dimensionality dependencies of
the order parameter, we employ a variational approach
in Sec. IV. The variational analysis supports the result
of the RPA analysis and visualizes the ordering process
with the decrease of temperature. However, the varia-
tional analysis fails to provide clear characterization of
a crossover temperature, which we denote as Tcr, be-
tween the quasi-2D ordered phase and 3D ordered phase
(Fig. 3). To clarify the meaning of Tcr, we develop a
renormalization-group (RG) argument with the aid of a
classical approximation in Sec. V. While all those the-
oretical techniques are independent of each other, they
are perfectly consistent in supporting the conclusion of
Fig. 2 (b). Among them, the classical approach of Sec. V
is useful in comparison with numerical calculation as
shown in Sec. VI. In Sec. VII, numerical simulations are
carried out for a system of weakly coupled spin chains
in 2D, which is equivalent to our system under the clas-
sical approximation, and are successfully compared with
analytical results. In Sec. VIII we look briefly at effects
of the spin anisotropy on the ordering process. All the
discussions are summarized in Sec. IX. Some additional
technical points can be found in the appendices.
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Figure 4. (Color online) The two-leg ladders are layered with
an unfrustrated interladder coupling J ′1 (red lines). The other
frustrated interladder couplings have an imbalance, (1 + ε)J ′2
(blue lines) and J ′2 (green lines).
3II. MODEL AND MATERIAL
In order to discuss the dimensional modulation of
the magnetic ordering process, we consider a system of
anisotropically coupled S = 1/2 two-leg spin ladders
[Fig. 4 (a)], which has the following Hamiltonian:
H =
∑
µ,ν
Hµ,ν + J ′1
∑
j,l,µ,ν
Sj,l,µ,ν · Sj,l,µ+1,ν
+ J ′2
∑
j,µ,ν
Sj,2,µ,ν ·
{
(1 + ε)Sj,1,µ,ν+1 + Sj,1,µ−1,ν+1
}
,
(2.1)
with an unfrustrated interladder interaction J ′1 along the
y axis and imperfectly frustrated interactions J ′2 and
J ′2(1 + ε) in the z direction [Fig. 4 (b)]. Hµ,ν represents
the Hamiltonian of a two-leg spin ladder,
Hµ,ν = Jleg
∑
j,l
Sj,l,µ,ν · Sj+1,l,µ,ν
+ Jrung
∑
j
Sj,1,µ,ν · Sj,2,µ,ν − h
∑
j,l
Szj,l,µ,ν .
(2.2)
Here, h = gµBH is proportional to the magnetic field H,
g is the Lande´ factor and µB is the Bohr magneton. We
assume that the intraladder interactions Jleg and Jrung
and the interladder interactions J ′1, J
′
2 and J
′
2(1 + ε) sat-
isfy
Jleg > Jrung  J ′1  εJ ′2 > 0. (2.3)
In this paper we use the units ~ = kB = a0 = 1 for
simplicity. Here, a0 is the unit of lattice spacing. In
Eqs. (2.1) and (2.2), the latin indices j and l specify the
position of the spin in the ladder and the greek indices µ
and ν specify the position of the ladder. The parameter
ε > 0 represents the imbalance of interladder interac-
tions perpendicular to the xy plane, J ′2 and J
′
2(1 + ε)
[Fig. 4 (b)].
There are three reasons to choose the model (2.1).
First the spin-ladder structure of the model (2.1) makes
it possible to predict the critical temperature precisely
(Sec. III). The 1D nature of the underlying model is
masked by well developed interladder correlations in the
quasi-2D or 3D ordered phases and thus not essential for
our claim of the dimensional modulation. Still, the 1D
structure of the lattice is technically convenient for the-
oretical analyses as we will see later.
Second the imperfect geometrical frustration ε > 0
is an easy and realistic way to implement highly spa-
tially anisotropic interactions. When ε = 0, the situation
can be completley different from the ε 6= 0 case [8, 17].
The imperfectly frustrated interladder interactions J ′2
and J ′2(1 + ε) [Fig. 4 (b)] in the yz plane are replace-
able by a single unfrustrated interaction εJ ′2 [Fig. 4 (c)]
as far as the Ne´el order is concerned, as we will confirm
this point in Sec. III. Although the interladder interac-
tion J ′2 is not necessarily much smaller than the other one
J ′1, the effective interaction εJ
′
2 can become easily much
smaller than J ′1. In this paper, we discuss the quasi-2D
ordered phase in terms of the parameter ε.
Last but not least the model (2.1) is useful
for analyzing the strong-leg spin-ladder compound
(C7H10N)2CuBr4 (also known as DIMPY). DIMPY has
recently been under active experimental and theoreti-
cal investigations [11, 18–23] because it is the first spin-
ladder compound with strong leg interactions, Jleg >
Jrung. In this paper we take DIMPY as an example and
use parameters estimated numerically [11].
III. RANDOM PHASE APPROXIMATION
A. Susceptibility
One of the simplest ways to deal with a phase transi-
tion is the mean-field (MF) method. In our system, the
Ne´el order m(T ) manifests itself under a high magnetic
field h. The order m(T ) grows perpendicularly to the
direction of the magnetic field and breaks the U(1) sym-
metry around the magnetic field. Since the spontaneous
Ne´el order breaking of a continuous symmetry is prohib-
ited in purely 1D systems at finite temperatures [4, 5]
and even at zero temperature [6], the MF approximation
is effectively applicable only to the interladder interac-
tions. This interladder MF approximation is often pre-
cise enough to determine the phase boundary of the Ne´el
ordered phase [10, 11, 24].
The interladder correlation of the Ne´el order can be
easily included at the level of RPA [25, 26]. RPA leads
to the susceptibility χxx(q) =
∫
dre−iq·r〈SxSx〉(r) [25]:
χxx(q) =
χxx1D(qx)
1 + J (q)χxx1D(qx)
. (3.1)
Here χxx1D represents the susceptibility of the single lad-
der, which we call the 1D susceptibility. J (q) is the
Fourier transform of the interladder interactions,
J (q) = J ′1 cos qy + J ′2(1 + ε) cos qz + J ′2 cos(−qy + qz).
(3.2)
Equation (3.2) shows that both the imperfectly frus-
trated coupling [Fig. 4 (b)] and the highly anisotropic
unfrustrated couplings [Fig. 4 (c)] are equivalent as far
as the Ne´el order developed at the wave vector (qy, qz) =
(pi, pi) is concerned:
J (qx, pi, pi) = −J ′1 − εJ ′2. (3.3)
The RPA formula (3.1) tells us that the phase transi-
tion occurs at a temperature where the following equa-
tion,
1 + J (q)χxx1D(qx) = 0, (3.4)
4is satisfied. Equation (3.4) also gives the wavevector
q = (qx, qy, qz) of the order parameter 〈eiq·rSxj,l,µ,ν〉. As
we see below, the 1D susceptibility has the largest con-
tribution from qx ' pi. Besides qy = qz = pi follows from
the fact that the 1D susceptibility is positive.
B. 1D susceptibility in gapped phases
Here and in the next section, we deal with the 1D sus-
ceptibility of a single spin ladder at finite temperatures.
At zero magnetic field, the spin ladder is in a gapped non-
magnetic phase at low temperatures T  Jrung, where
the susceptibility is exponentially suppressed χxx1D(qx) ∝
e−∆/T , ∆ being the finite spin gap. Because of the ex-
ponential suppression, Eq. (3.4) has no solution for small
interladder interactions [27, 28]. This is also the case un-
der nonzero magnetic fields as far as the spin ladder is
in the gapped phase, that is, h < hc1 ≡ ∆ The suscepti-
bility is also exponentially small in the saturated phase
under an extremely high field h > hc2, when Eq. (3.4)
becomes solutionless again.
C. 1D susceptibility in the Tomonaga-Luttinger
liquid phase
When the magnetic field h is increased from zero, the
spin gap vanishes at hc1. That is, the magnetic field in-
duces a quantum phase transition from the gapped phase
into the Tomonaga-Luttinger liquid (TLL) phase. The
TLL phase extends up to the saturation field hc2. Note
that the phase transitions at h = hc1, hc2 occur only at
zero temperature. No phase transition occurs at finite
temperatures. Instead quantum critical regions spread
around hc1 and hc2 (QC in Fig. 5).
The 1D susceptibility in the field-induced TLL phase
can be computed exactly [29]. Since the antiferromag-
netic fluctuation of Sxj,l,µ,ν along the leg is developed
more than any other fluctuations, the qx = pi compo-
nent contributes most to the 1D susceptibility [24, 30].
Near qx = pi, it is given by
χxx1D(qx) =
Ax sin(
pi
4K )
u
(
2piT
u
) 1
2K−2
×B
(
i
v(qx − pi)
4piT
+
1
8K
, 1− 1
4K
)
×B
(
−iv(qx − pi)
4piT
+
1
8K
, 1− 1
4K
)
. (3.5)
Here Ax is a nonuniversal parameter which appears in
the bosonization formulas of the spin operators (see Ap-
pendix A), B(x, y) = Γ(x)Γ(y)/Γ(x+y) is the Beta func-
tion and Γ(z) is the Gamma function. K is the so-called
TLL parameter that characterizes interaction strength
and dictates the correlations of the TLL [29].
The TLL is attractive for K > 1 and repulsive for
K < 1. It is noninteracting at K = 1. Therefore the
susceptibility depends crucially on K. The TLL param-
eter of DIMPY is known to be 1 < K < 3/2 depending
on the magnetic field [11]. This is in sharp contrast to
a strong-rung spin ladder compound (C5H12N)2CuBr4
(also known as BPCB), which is in the repulsive regime:
1/2 < K < 1 [10]. Actually, a spin ladder can yield in
general an attractive field-induced TLL as long as the leg
interaction is stronger than the rung. A generic argument
of the attractive field-induced TLL of the strong-leg spin
ladder is briefly given in Appendix A.
The 1D susceptibility Eq. (3.5) at qx = pi satisfies
χxx1D(pi) > 0 and becomes arbitrarily large with a power
law T 1/2K−2 as T → 0. These properties of the 1D sus-
ceptibility ensures the existence of a solution of Eq. (3.4).
Indeed, there exists a unique solution,
Tc =
v
2pi
[
2Ax(J
′
1 + εJ
′
2) sin(
pi
4K )B
2( 18K , 1− 14K )
v
] 2K
4K−1
,
(3.6)
where the wavevector of the order is q = (pi, pi, pi). For
instance, using parameters of DIMPY [11] at finite mag-
netization 〈Szj,l〉 ' 0.2 for reference, we get:
K ' 1.3, v ' 1.5Jleg, Ax ' 0.18. (3.7)
Given these parameters, the critical temperature (3.6) is
estimated to be
Tc ' 1.3Jleg
(
J ′1 + εJ
′
2
Jleg
) 2K
4K−1
. (3.8)
In the rest of this article, we will use the parameters (3.7)
when needed.
D. 2D limit
The RPA analysis tells us the fate of the critical tem-
perature in the 2D limit εJ ′2/J
′
1 → 0. Even when
εJ ′2 = 0, the susceptibility (3.1) diverges at a certain
finite temperature. This temperature is nothing but the
Kosterlitz-Thouless (KT) transition temperature TKT.
For T < TKT we have a critical phase (called KT phase)
that preserves the U(1) symmetry. Note that the suscep-
tibility is divergent everywhere in the KT phase.
Let us see our system as a weakly coupled 2D systems
with an infinitesimal interlayer coupling εJ ′2 (Fig. 1).
Performing the RPA calculation with respect to εJ ′2, we
obtain the 3D susceptibility,
χxx(q) =
χxx2D(qx, qy)
1 + J ′(q)χxx2D(qx, qy)
, (3.9)
with J ′(q) = J ′2(1+ε) cos qz+J ′2 cos(−qy+qz). χxx2D is the
susceptibility in the 2D limit εJ ′2/J
′
1 = 0. The suscepti-
bility (3.9) is divergent for q = (pi, pi, pi) at a temperature
Tc which is a solution of
χxx2D(pi, pi)|T=Tc =
1
εJ ′2
. (3.10)
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Figure 5. (Color online) A schematic phase diagram of the
coupled spin ladders is presented in the T -H plane [11, 24, 31].
The two-leg spin ladder (2.2) has a gapped “singlet” phase
at low field where a nonzero excitation gap exists. The
strong magnetic field closes the excitation gap and allows the
field-induced TLL phase. As we further increase the mag-
netic field, all spins are polarized along the field direction.
Hc1 ≡ hc1/gµB and Hc2 ≡ hc2/gµB denote the critical fields
at zero temperature of the single ladder system that separate
the field-induced TLL phase from the singlet and polarized
phases. In the system of 3D coupled antiferromagnetic spin
ladders, the Ne´el ordered phase exists on the low-temperature
side of the field-induced TLL phase. “QC” represents the
quantum critical regions spread above the quantum critical
points Hc1 and Hc2. In the rest of the paper, we discuss the
temperature dependence of the Ne´el order along the dashed
vertical line.
Since the right-hand side of Eq. (3.10) is large but finite,
the 2D susceptibility at Tc on the left hand side must be
finite. Therefore it immediately follows that
TKT < Tc (3.11)
for any εJ ′2/J
′
1 > 0. The relation (3.11) of the critical
temperature and the KT temperature indicates that the
critical temperature converges to a finite value, which is
TKT, in the quasi 2D limit. Therefore, our RPA analysis
supports the dimensional reduction scenario sketched in
Fig. 2 (b).
The phase diagram of the model (2.1) is schematically
drawn in Fig. 5. As long as εJ ′2/J
′
1 > 0, the global struc-
ture of the phase diagram of Fig. 5 is kept unchanged.
Nevertheless, the parameter εJ ′2/J
′
1 affects the nature of
the Ne´el ordered phase seriously. To see that effect, we
use the variational approach in the next section and the
RG approach in Sec. V.
IV. VARIATIONAL METHOD
A. Self-consistent equations
The variational method is designed to build a
quadratic action that best approximates the nonlinear
action of the original theory. Using the bosonization rep-
resentation of the spins [29] the Hamiltonian of the sys-
tem (2.1) leads to the Euclidean action:
S =
∑
µ,ν
K
2piv
∫
dτdx
{
(∂τθµ,ν)
2 + v2(∂xθµ,ν)
2
}
+
vgu
pi
∑
µ,ν
∫
dτdx cos(2φµ,ν + pi(1− 2M)x)
− J ′1Ax
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ+1,ν)
− εJ ′2Ax
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ,ν+1), (4.1)
where M is the uniform magnetization density along
the magnetic field and gu ∝ Jrung. The first two
lines of Eq. (4.1) represent the collection of the single-
ladder interactions
∑
µ,ν Hµ,ν [29]. The θµ,ν field de-
scribes the Ne´el order perpendicular to the magnetic
field, (−1)j+l+µ+νSxj,l,µ,ν '
√
Ax cos θµ,ν(x). The other
field, φµ,ν , is dual to θµ,ν and satisfies the commutation
relation, [φµ,ν(x), ∂x′θµ′,ν′(x
′)] = ipiδµ,ν′δν,ν′δ(x − x′).
When gu = J
′
1 = J
′
2 = 0, the action (4.1) represents
a set of mutually independent TLL. The cosine term of
φµ,ν generates the spin gap of the low-field gapped phase
with M = 0.
The action (4.1) contains both φµ,ν and θµ,ν . The
presence of the Ne´el order m(T ) =
√
Ax〈cos θµ,ν(x)〉 al-
lows us to discard φµ,ν from the action (4.1) because of
the uncertainty originating from the commutation rela-
tion. That is, the action in the Ne´el ordered phase is
effectively written in θµ,ν only:
S =
∑
µ,ν
K
2piv
∫
dτdx
{
(∂τθµ,ν)
2 + v2(∂xθµ,ν)
2
}
− J ′1Ax
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ+1,ν)
− εJ ′2Ax
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ,ν+1), (4.2)
Although the elimination of φµ,ν simplified the action
(4.2), it is still highly nonlinear and difficult to deal with.
The basic idea of the variational method is to search
for a quadratic variational action,
Sv = T
2Ω
∑
ωn,k
G−1v (iωn,k)|θ(iωn,k)|2, (4.3)
that approximates the action (4.2) best in a sense stated
in the next paragraph. Here ωn is the Matsubara fre-
quency, k = (kx, ky, kz) = (qx − pi, qy − pi, qz − pi) is the
wavevector shifted by (pi, pi, pi) for later convenience and
Ω is the volume of the system. The field θ(iωn,k) is the
Fourier transform of θµ,ν(τ, x).
We determine the Green’s function Gv(iωn,k) accord-
ing to the variational principle [32]. The free energy F is
defined as F = −T lnZ, where Z is the partition func-
tion Z =
∫ Dθµ,ν(x)e−S . Likewise we can define another
6free energy,
Fv ≡ −T ln
∫
Dθµ,ν(x) e−Sv . (4.4)
The following relation is useful.
F ≤ Fvar, (4.5)
where Fvar is the variational free energy defined as
Fvar = Fv + T 〈(S − Sv)〉v. (4.6)
The average 〈·〉v is taken with respect to the variational
action (4.3). The optimal variational action Sv is deter-
mined so as to minimize the variational free energy (4.6).
It is derived from the saddle-point equation,
δFvar
δGv
= 0. (4.7)
Straighforward calculations (Appendix B) lead to
Fvar = −T
2
∑
ωn,k
lnGv(iωn,k)
+
KT
2piv
∑
ωn,k
(ω2n + v
2k2x)Gv(iωn,k)
− J ′1AxΩ exp
[
− T
2Ω
∑
ωn,k
F (ky)Gv(iωn,k)
]
− εJ ′2AxΩ exp
[
− T
2Ω
∑
ωn,k
F (kz)Gv(iωn,k)
]
,
(4.8)
with F (z) = 2−2 cos z. Substituting the expression (4.8)
into the saddle point equation (4.7), we obtain the vari-
ational Green’s function,
Gv(iωn,k) =
piv
K
1
ω2n + v
2k2x + v
2
yF (ky) + v
2
zF (kz)
.
(4.9)
The saddle-point equation (4.7) requires
vy =
√
pivJ ′1Ax
K
exp
[
− T
4Ω
∑
ωn,k
F (ky)Gv(iωn,k)
]
,
(4.10)
vz =
√
pivεJ ′2Ax
K
exp
[
− T
4Ω
∑
ωn,k
F (kz)Gv(iωn,k)
]
.
(4.11)
vy and vz are to be determined self-consistently. The
quadratic Green’s function (4.9) leads to
m(T ) =
√
Ax exp
[
− T
2Ω
∑
ωn,k
Gv(iωn,k)
]
. (4.12)
The right hand sides of Eqs. (4.10) and (4.11) depend on
the temperature. vy(T ) and vz(T ) measure how much
the interladder correlation in the y and z directions are
developed at a given temperature T .
v = (v, vy, vz) is the velocity of the Nambu-Goldstone
mode. Near k = 0 we can approximate F (ka) as
F (ka) ' k2a. (4.13)
and Gv(iωn,k) as
Gv(iωn,k) ' piv
K
1
ω2n + v
2k2x + v
2
yk
2
y + v
2
zk
2
z
. (4.14)
Thus the variational action (4.3) describes a gapless ex-
citation with the anisotropic velocity v = (v, vy, vz),
namely the Nambu-Goldstone mode originating from the
spontaneous breaking of the U(1) rotational symmetry.
The gapful amplitude mode can also be derived within
the RPA scheme [33].
The approximation (4.13) is justified when va(T )/T 
1. This can be interpreted as follows. vaF (ka) gives
the dispersion relation of the Nambu-Goldstone mode in
the a direction. The energy “band” E = vaF (ka) is lo-
cated within a range −va ≤ E ≤ va. For va(T ) . T ,
all excitations of the energy band E = vaF (ka) must
be taken into account. On the other hand, a low tem-
perature T  va(T ) suppresses high-energy excitations
with large |ka|, justifying the quadratic approximation
(4.13). In other words, T/va(T ) represents an effective
cutoff of |ka|. This relation of the effective cutoff and
the quadratic approximation (4.13) is related to the RG
argument of Sec. V.
B. At zero temperature
Let us solve the self-consistent equations (4.10) and
(4.11) first at T = 0. The hierarchy εJ ′2/J
′
1  1 moti-
vates us to assume
vz(T = 0)
vy(T = 0)
 1. (4.15)
We will solve the self-consistent equations under the as-
sumption (4.15) and then check that the solution indeed
verifies this assumption. We expand the integrand in
Eq. (4.10) with small vz/vy:
T
Ω
∑
ωn,k
F (ky)Gv(iωn,k)
=
piv
2K
∫ pi
−pi
dk
(2pi)3
F (ky)√
v2k2x + v
2
yF (ky) + v
2
zF (kz)
' 1
K
[
ln
(
2piv
vy
)
− 1
2
]
. (4.16)
Substituting this into the self-consistent equation (4.10),
we obtain vy at T = 0,
vy(T = 0)
v
= cy
(
J ′1
Jleg
) 2K
4K−1
, (4.17)
7with cy = (piJlegAx/vK)
2K/(4K−1)(e1/2/2pi)1/2K . The
same procedure leads to
vz(T = 0)
v
= cz
√
εJ ′2
J ′1
(
J ′1
Jleg
) 2K
4K−1
, (4.18)
with cz = (cy/4pi
2)1/4K
√
piJlegAx/vK. Thus the self-
consistent solutions (4.17) and (4.18) turns out to satisfy
the assumption (4.15) because vz(T = 0)/vy(T = 0) is of
the order of
√
εJ ′2/J
′
1  1.
Using the velocities (4.17) and (4.18), we can calculate
the Ne´el order parameter (4.12) at T = 0,
m(T = 0) =
√
Ax
(
cy
2pi
) 1
4K
(
J ′1
Jleg
) 1
8K−2
. (4.19)
As it is expected, the small interladder coupling εJ ′2 has
little influence on the order parameter (4.19) at zero tem-
perature.
C. Near critical temperature
We move on to solving the self-consistent equations at
finite temperatures. In general it is challenging to solve
analytically the self-consistent equations at finite tem-
peratures. Here we instead solve them graphically [33].
The self-consistent equation for vy(T )/vy(0) is then
given by
vy(T )
vy(0)
= exp
− T
4Ω
∑
ω,k
F (ky)Gv(iωn,k) +
T
4Ω
∑
ω,k
F (ky)Gv(iωn,k)
∣∣∣∣
T=0
 ,
= exp
− piv
8K
∫ pi
−pi
dkydkz
(2pi)2
∫ T/v
−T/v
dkx
2pi
F (ky)√
v2k2x + v
2
yF (ky) + v
2
zF (kz)
{
coth
(
1
2T
√
v2k2x + v
2
yF (ky) + v
2
zF (kz)
)
− 1
} .
(4.20)
The integration with kx is cut off at T/v ( 1), as we argued in Sec. IV A. To handle Eq. (4.20), we assume vy/T < 1
and expand the hyperbolic cotangent with respect to the small parameter vy/T . A complex but straightforward
calculation [33] leads to
vy(T )
vy(0)
'
(
2T
vy(T )
) 1
4K
exp
[
− 1
4K
{
2T
vy(T )
− 5
6
− 4
pi
vz(T )
vy(T )
+ 2
(
vy(T )
T
)2}]
. (4.21)
The other velocity vz(T )/vz(0) is similarly derived:
vz(T )
vz(0)
'
(
2T
vz(T )
) 1
4K
exp
[
− 1
4K
{
piT
2vy(T )
(
1− 2
pi
ln
[
tan
(
vz(T )
4vy(T )
)])
− 11
6
+
2
3
(
vy(T )
T
)2
+
2
3
(
vz(T )
T
)2}]
. (4.22)
In addition, the order parameter m(T ) is also expanded as follows.
m(T )
m(0)
=
(
2T
vy(T )
) 1
4K
exp
[
− 1
4K
{
piT
vy(T )
(
2
3
− 1
pi
ln
[
tan
(
vz(T )
4vy(T )
)])
− 11
6
+
2
3
(
vy(T )
T
)2
+
2
3
(
vz(T )
T
)2}]
. (4.23)
Note that equations (4.21) and (4.22) have a trivial so-
lution vy = vz = 0.
To get insight into the numerical procedure to solve
them, we see the special case of the 2D limit. In the
purely 2D limit, the trivial solution vz(T ) = 0 becomes
the physical solution for Eq. (4.22). Then Eq. (4.21) be-
comes independent of vz(T ) and allows us to draw the
self-consistent equation (4.21) as a 2D graph. Figure 6
shows how vy(T ) is determined from the graph. Tc is
determined so that the curve on the right hand side of
Eq. (4.21) has a tangent point with the line on the left
hand side of Eq. (4.21). Those curves have no nontrivial
intersection for T > Tc and have two nontrivial intersec-
tions for T < Tc. We note that one of the two solutions,
marked with triangles in Fig. 6, is unphysical because of
its unphysical temperature dependence. vy(T ) gives the
8measure of the correlation in the y direction. Therefore
we may expect vy(T ) to be a monotonically decreasing
function of the temperature T . We will confirm these
expectations later. On the other hand, the unphysical
solution is increasing with increase of the temperature.
Discarding the unphysical one, we obtain the physical
self-consistent solution.
For εJ ′2/J
′
1 > 0 we solve Eqs. (4.21) and (4.22) simulta-
neously. The solving procedure is the same as in the 2D
case. Figure 7 shows the self-consistent solutions vy(T )
and vz(T ) for εJ
′
2/J
′
1 = 0.1 and 0.05. We can see that
vy(T ) is indeed monotonically decreasing with increas-
ing temperature T . Thus we may rewrite the inequality
vy(T )/T < 1 as
T∗ < T (4.24)
T/vy = 0.91
T/vy = 0.80
T/vy = 0.70
T/vy = 0.64
v y
/v y
(T
=0
)
0
0.2
0.4
0.6
0.8
(vy/Jleg) × (J'1/Jleg)−2K/(4K-1)
0 0.1 0.2 0.3 0.4
Figure 6. (Color online) The visulalization of the self-
consistent equation (4.21) in the limit vz(T )→ 0. The cross-
ing points indicated by circles are the physical solutions vy(T )
of Eq. (4.21). The other unphysical solutions indicated by
triangles are rejected because they approach zero as the tem-
perature goes to zero.
vy(T)/vy(0)   (εJ'2/J'1 = 0.1)
vz(T)/vz(0)   (εJ'2/J'1 = 0.1)
vy(T)/vy(0)   (εJ'2/J'1 = 0.05)
vz(T)/vz(0)   (εJ'2/J'1 = 0.05)
 
0
0.1
0.2
0.3
0.4
Temperature T/J leg × (J'1/Jleg)−2K/(4K-1)
0.45 0.50 0.55 0.60 0.65 0.70
Figure 7. (Color online) Solutions of the self-consistent equa-
tions (4.21) and (4.22) for εJ ′2/J
′
1 = 0.1 and 0.05. While vy(T )
is insensitive to the ratio εJ ′2/J
′
1, the other velocity vz(T ) is
sensitive.
where T∗ is defined as a solution of T∗ = vy(T∗). Using
the parameters (3.7), we obtain an approximate value
T∗ ' 0.42Jleg.
Thus far we have derived the critical temperature in
two independent ways: RPA and the variational ap-
proach. Given the parameters (3.7), the variational solu-
tion of Tc ' 0.64Jleg(J ′1/Jleg)2K/(4K−1) of Fig. 7 is 50 %
smaller than the RPA solution (3.8). The variational so-
lution tends to underestimate the critical temperature
because the variational method implicitly assumes a well
developed order. On the contrary, RPA approach being
a mean-field technique tends to overestimate the ordered
phase.
We plotted the Ne´el order parameter (4.23) for various
values of εJ ′2/J
′
1 in Fig. 8, where the order parameter is
more suppressed with the reduction of the dimension-
ality (i.e. εJ ′2/J
′
1 → 0). Figure 8 shows a jump of the
order parameter at the critical temperature for various
εJ ′2/J
′
1. The jump originates from the invalidity of the
variational approach near Tc, as we explained. Never-
theless Fig. 8 strongly suggests that Tc remains finite for
infinitesimal εJ ′2/J
′
1 in agreement with the RPA analysis.
D. Deep in the ordered phase
We could solve the self-consistent equations (4.21) and
(4.22) thanks to the expansion with the small parameter
vy(T )/T . This expansion is justified only for the range
(4.24), near the critical temperature. We note that an-
other expansion with a small parameter is also possible
deep in the ordered phase for T < T∗. That is the ex-
pansion with vz(T )/T .
When T  T∗, the velocity vy(T ) is large enough to
guarantee the quadratic approximation (4.13). Let us
εJ'2/J'1 = 0.4
εJ'2/J'1 = 0.2
εJ'2/J'1 = 0.1
εJ'2/J'1 = 0.05
εJ'2/J'1 = 0.01
εJ'2/J'1 = 10-3
εJ'2/J'1 = 10-4
m
(T
)/m
(0
)
0
0.2
0.4
0.6
0.8
Temperature T/J leg ×(J'1/Jleg)−2K/(4K-1)
0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80
Figure 8. (Color online) The order parameter (4.23) is plot-
ted against the temperature T . When decreasing the ratio
εJ ′2/J
′
1, the order parameter is more and more suppressed.
On the other hand, the critical temperature is almost not
affected as expected from the RPA result (3.6).
9expand the self-consistent equations with the small pa- rameter vz(T )/T in the same way as in the previous sub-
section. vy(T )/vy(0) is represented as
vy(T )
vy(0)
= exp
[
− piv
8K
∫ pi
−pi
dkz
2pi
∫ T/vy
−T/vy
dky
2pi
∫ T/v
−T/v
dkx
2pi
k2y√
v2k2x + v
2
yk
2
y + v
2
zF (kz)
{
coth
(
1
2T
√
v2k2x + v
2
yk
2
y + v
2
zF (kz)
)
− 1
}]
' exp
[
− T
3
96Kvy(T )3
{
17
8
+ 9
(
vz(T )
T
)3}]
. (4.25)
We used the effective cutoff T/vy in the integral of ky. The other velocity vz(T ) obeys a self-consistent equation,
vz(T )
vz(0)
'
(
vz(T )
T
) T
4Kvy(T )
exp
[
− T
8Kvy(T )
{
−2 + 1
3pi
+
16
3pi
vz(T )
T
+
3
2
(
vz(T )
T
)2}]
. (4.26)
The order parameter m(T ) is
m(T )
m(0)
'
(
vz(T )
T
) T
4Kvy(T )
exp
[
− T
8Kvy(T )
{
−1 + 1
3pi
+
4
pi
vz(T )
T
+
(
vz(T )
T
)2}]
. (4.27)
In analogy with the expansions (4.21), (4.22) and (4.23),
the expansions (4.25), (4.26) and (4.27) are valid in a
temperature range,
T∗∗ < T < T∗. (4.28)
The lower bound T∗∗ is a solution of an equation T∗∗ =
vz(T∗∗). The range (4.28) becomes wider as εJ ′2/J
′
1 → 0
because T∗ is kept finite while T∗∗ goes to zero in that
limit.
Figure 9 shows the Ne´el order parameter in the whole
temperature range for εJ ′2/J
′
1 = 10
−1, 10−2, 10−3, and
quasi 2D
3D
m
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0.6
0.8
1.0
Temperature T/Jleg ×(J'1/Jleg)−2K/(4K-1)
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0.6
0.8
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0
0.2
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0.6
0.8
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Temperature T/Jleg ×(J'1/Jleg)−2K/(4K-1)
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(a) 10-1
(c) 10-3 (d) 10-4
(b) 10-2
Figure 9. (Color online) The Ne´el order parameter
m(T )/m(0) is plotted against the temperature T for several
ratios of εJ ′2/J
′
1: (a) 10
−1, (b) 10−2, (c) 10−3 and 10−4.
The red circles depict the order parameter in the tempera-
ture range T∗ < T < Tc of the quasi-2D phase. The blue
triangles depict the order parameter in the range (4.28).
10−4. The red circles are the order parameter in the
temperature range (4.24). In addition, we plotted the
order parameter (4.27) in the range (4.28) with the blue
triangles. The order parameter (4.27) turned out to con-
verge very well to m(0) as T → 0. This agreement shows
the high accuracy of the approximation (4.25), (4.26) and
(4.27).
On the other hand, the curves of Eqs. (4.27) and (4.23)
disagree at T = T∗. This is because the approximation
(4.23) with vy(T )/T  1 becomes less accurate as T →
T∗ + 0 and the quadratic approximation (4.13) becomes
less reliable as T → T∗ − 0. Therefore the discontinuity
of the order parameter at T = T∗ is a technical artifact.
Figure 9 implies a rapid growth of the Ne´el order below a
certain temperature Tcr. The temperature Tcr is clearly
important in order to distinguish two different regions
of the ordered phases: the higher-temperature side with
the suppressed Ne´el order and the lower-temperature side
with the full Ne´el order. We call the former region as the
quasi-2D phase and the latter as the 3D phase (Fig. 3).
Tcr gives the crossover temperature between those phases.
In the next section, we discuss how to characterize the
crossover temperature Tcr.
V. CHARACTERISTIC TEMPERATURES:
RENORMALIZATION GROUP ANALYSIS
The RPA analysis in Sec. III uncovered that the criti-
cal temperature converges to the finite value TKT in the
2D limit. The variational analysis in Sec. IV illustrated
the temperature dependence of the Ne´el order parameter
in the quasi-2D and the 3D ordered phases. The main
claim of this section is that there is indeed a character-
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istic temperature Tcr which separates the quasi-2D and
3D ordered phases. Here we develop the RG analysis to
clarify Tcr.
A. Critical temperature
The RG transformation describes the dependence of
couplings of the action and the Hamiltonian on the cutoff
E in energy. In the course of the RG transformation the
cutoff E is reduced from its initial value E = Jleg. As we
already discussed, the effective cutoff of the wavenumber
in the a direction is given by T/va because the cutoff
of the energy is given by T itself. Therefore the RG
transformation is performed down to E = T .
There is a subtlety in the definition of the effective
cutoff. The effective cutoff in the energy is naively given
by E = max{T, h} [34]. Then the RG flow seems to
stop at E = h at low temperatures T < h of our interest
(Fig. 5). Actually, we can carry forward the RG transfor-
mation down to E = T even when T < h because of the
following reason. We need to recall that the Euclidean
action (4.2) of our system is written in terms of the θµ,ν
field only and that this field is related to the Ne´el order
perpendicular to the magnetic field. Therefore the mag-
netic field has no contribution to the action (4.2) except
for determining the plane on which the Ne´el order lies.
This separation of the action (4.2) from the magnetic
field enables us to set the effective cutoff to E = T even
under a strong magnetic field.
To perform the RG procedure, we rewrite the action
(4.2) as
S = K
2piv
∑
µ,ν
∫
dτdx
{
(∂τθµ,ν)
2 + v2(∂xθµ,ν)
2
}
− vg1(T )
pi
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ+1,ν)
− vg2(T )
pi
∑
µ,ν
∫
dτdx cos(θµ,ν − θµ,ν+1). (5.1)
As well as the couplings g1(E) and g2(E), the TLL pa-
rameter K also depends on the energy scale E in princi-
ple.
Details of the RG equation depends on the dimension-
ality of the phase. First we investigate the 1D phase
of the field-induced TLL for T > Tc. Adopting the
bosonization formulas, we obtain the bare values of the
couplings,
g1(Jleg) =
piJ ′1Ax
v
, g2(Jleg) =
piεJ ′2Ax
v
. (5.2)
As we lower the energy scale E, the couplings of
Eq. (5.1) are renormalized through the RG equations [35],
dK
d lnE
= −(g21 + g22)K2, (5.3)
dgn
d lnE
= −
(
2− 1
2K
)
gn. (5.4)
The change (5.3) of the TLL parameter K during the
RG transformation is exponentially small compared to
those (5.4) of g1 and g2. In what follows we regard K
as a constant. Given the TLL parameter K > 1/4, the
effective couplings gn(E) grow as follows.
gn(E) = gn(Jleg)
(
E
Jleg
)− 4K−12K
. (5.5)
Let Ec be an energy scale at which the RG equation
(5.4) reaches the nonperturbative regime. In other words
Ec represents a temperature below which the interlad-
der correlation becomes nonnegligible. Thus we may ex-
pect that the critical temperature (3.6) plays the role of
Ec. We can confirm this expectation as follows. Solv-
ing Eq. (5.4) with the condition (5.2) at E = Jleg and
g1(Ec) = 1, we obtain
Ec
Jleg
=
(
piAxJleg
v
) 2K
4K−1
(
J ′1
Jleg
) 2K
4K−1
. (5.6)
Ec obviously corresponds to the critical temperature
(3.6). Note that the other coupling g2(E) remains in
the perturbative regime g2(Ec)  1 even for E < Ec
because of the anisotropy εJ ′2/J
′
1 < 1.
B. Crossover temperature
Next we develop the RG analysis in the ordered phase
for T < Tc in the presence of a strong anisotropy
εJ ′2/J
′
1  1.
In the 2D limit εJ ′2/J
′
1 → 0, our system can be seen
as a layered 2D superfluid system [Fig. 1 (b)], where the
interlayer coupling εJ ′2 plays the role of the Josephson
coupling [35]. Let us investigate the RG equation of the
interlayer coupling from that viewpoint. We adopt the
classical approximation by discarding the imaginary-time
dependence: θµ,ν(τ, x) ' θµ,ν(x). The classical approxi-
mation works well near the critical temperature [36]. Al-
though it is challenging to specify the precise range of va-
lidity of the classical approximation, we can expect that
the validity range is very wide in the 2D limit εJ ′2/J
′
1 → 0
because the system stays at the critical line at low tem-
peratures T < TKT.
The classical approximation turns the action (5.1) into
Scl = K
2pivT
∑
ν
∫
dxdy
{
v2(∂xθν)
2 + v2y(∂yθν)
2
}
− vg2(T )
pi
∑
ν
∫
dxdy cos(θν − θν+1). (5.7)
Here the interladder interaction cos(θµ,ν − θµ+1,ν) is ap-
proximated as
cos(θµ,ν − θµ+1,ν) ' 1− 1
2
(∂yθν)
2 (5.8)
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and the classical field θµ,ν(x) is rewritten as θν(x, y).
Rescalings
y = vyτ
′, K ′ =
vy
T
K, g′2 =
vy
T
g2, (5.9)
replace the classical action (5.7) by
Scl = K
′
2piv
∑
ν
∫
dxdτ ′
{
v2(∂xθν)
2 + (∂τ ′θν)
2
}
− vg
′
2(T )
pi
∑
ν
∫
dxdτ ′ cos(θν − θν+1). (5.10)
Therefore, the action (5.10) of the (2 + 0)-dimensional
classical theory can also be seen as the one of a (1 + 1)-
dimensional quantum theory at zero temperature, where
τ ′ is the imaginary time.
Taking advantage of this equivalence between the
(1 + 1)-dimensional quantum theory and the (2 + 0)-
dimensional classical theory, we can derive the RG equa-
tion of g′2 in the same manner as (5.4):
dg′2
d lnE
= −
(
2− 1
2K ′
)
g′2. (5.11)
Let Ecr be the energy scale below which g
′
2 is non-
perturbative. Considering the analogy with the corre-
spondence between Ec and Tc, we identify Ecr with the
crossover temperature Tcr. The crossover temperature
Tcr approaches zero in the 2D limit by definition. Then
Tcr  vy follows because vy is of the order of J ′1. Accord-
ing to the rescaling (5.9), K ′  1 is valid for T . Tcr
even though K = O(1).
We identify Tcr with the energy scale Ecr at which
the RG transformation (5.11) breaks down. Then the
crossover temperature satisfies the condition g2(Tcr) = 1.
Approximating the RG equation (5.11) as dg′2/d lnE '
−2g′2 and integrating it over E, we obtain
Tcr
Tc
'
√
vy(Tc)
Tc
εJ ′2
J ′1
. (5.12)
In particular, using parameters of Eq. (3.7), it equals to
Tcr
Tc
'
√
0.2
εJ ′2
J ′1
. (5.13)
VI. CLASSICAL APPROXIMATION AND
ORDER PARAMETER
In this Section, we develop further the analysis of the
classical system and describe the ordering process coher-
ently in the entire region of the ordered phase.
Discarding the imaginary-time direction, the classical
approximation replaces the original (3 + 1)-dimensional
quantum system to the (3 + 0)-dimensional classical one.
As we mentioned, the classical approximation works bet-
ter for εJ ′2/J
′
1 → 0. The small εJ ′2/J ′1 allows us to per-
form the MF approximation in order to replace the in-
terplane interaction by an effective staggered field hs(T ).
Then the system is effectively (2 + 0)-dimensional and
has an effective action,
Scl = K
′
2piv
∑
ν
∫
dxdτ ′
{
v2(∂xθν)
2 + (∂τ ′θν)
2
}
− 2hs(T )
∑
ν
∫
dxdτ ′ cos θν , (6.1)
with
hs(T ) ≡ vg
′
2(T )m(T )
pi
=
vεJ ′2m(T )
pi
K ′
K
(
T
Jleg
)−2
, (6.2)
where the RG solution g′2(T ) = K
′g2(T )/K =
K ′εJ ′2(T/Jleg)
−2/K was used. The coupling hs(T ) rep-
resents the mean field that depends on m(T ). As a con-
sequence of the MF approximation, the classical (2 + 0)-
dimensional system (6.1) is equivalent to the (1 + 1)-
dimensional one. Note that hs(T ) depends on the Ne´el
order m(T ) which is determined self-consistently from
hs(T ). To do so, we compute the Ne´el order parame-
ter m(T ) =
√
Ax〈cos θν(x)〉 using the equivalence to the
(1 + 1)-dimensional system. The field theory (6.1) is well
known as the sine-Gordon theory. Thanks to integrabil-
ity of the sine-Gordon theory, we are able to calculate
the order parameter exactly [37]:
m(T ) =
√
Ax
(
hs
v
) 1
8K′−1 8K
′
8K′−1 tan(
pi
16K′−2 )Γ
2( 116K′−2 )
2piΓ2( 4K
′
8K′−1 )
×
[
piΓ( 8K
′−1
8K′ )
Γ( 18K′ )
] 8K′
8K′−1
(6.3)
εJ'2/J'1 = 10-2
εJ'2/J'1 = 10-3
εJ'2/J'1 = 10-4
m
(T
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A x
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0.8
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Figure 10. (Color online) The order parameter in the strongly
2D cases. The horizontal axis represents the temperature
1/K′ ∝ T .
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Solving Eq. (6.3) with respect to m(T ), we obtain
m(T ) =
√
AxF(K ′)
(√
AxεJ
′
2
piv
K ′
K
) 1
8K′−2
(
T
Jleg
)− 1
4K′−1
,
(6.4)
with
F(K ′) =
[
8K′
8K′−1 tan(
pi
16K′−2 )Γ
2( 116K′−2 )
2piΓ2( 4K
′
8K′−1 )
] 8K′−1
8K′−2
×
[
piΓ( 8K
′−1
8K′ )
Γ( 18K′ )
] 8K′
8K′−2
(6.5)
The order parameter (6.4) depends on the temperature
via g′2(T ) and the TLL parameter K
′ ∝ T−1. Note that
the variational calculation strongly suggests that vy is
constant at temperatures much lower than the critical
temperature (Fig. 7).
Figure 10 shows the temperature dependence of the
order parameter (6.4). According to Eq. (6.4), m(T = 0)
equals to
√
Ax regardless of the value of J
′
1 and J
′
2. This
is clearly incorrect because m(T ) must vanish in the limit
of J ′1, J
′
2 → 0. However the inconsistency of the classical
approximation at T = 0 is expected for the following rea-
son. The classical approximation relies on the quadratic
expansion (5.8) of the interladder interaction. This ex-
pansion is guaranteed by the large enough g′1(T ), which
breaks down obviously in the limit of J ′1 → 0. On the
other hand, the curves of Fig. 10 are qualitatively reason-
able and consistent with the result of the variational cal-
culations (Fig. 9). Moreover, the m(T ) curves of Fig. 10
are free from the unphysical jump seen in Fig. 9.
VII. NUMERICS FOR T = 0 ORDERING OF 2D
WEAKLY COUPLED TLL
We are at the stage of supporting our results obtained
thus far with unbiased numerical calculations. While a
full 3D computation is out-of-reach, [38], the classical ap-
proximation makes it possible. Indeed, we have already
found that the classical approximation leads to a reason-
able result (Fig. 10) consistent with the other analytical
results. The classical approximation has also a great ad-
vantage that it substantially reduces cost of numerical
calculations. In this section we provide numerical evi-
dences to support previous analytical results by repro-
ducing the m(T ) curve of Fig. 10. The numerical analy-
sis allows us to go beyond the simple MF approximation
with respect to g′2 that we have made in Eqs. (5.10) and
(6.1) and test the validity of the MF approximation.
A. Weakly coupled XXZ chains
To do so, we replace the weakly coupled classical layer
system (5.10) at finite temperatures by a weakly 2D cou-
pled quantum chain model at zero temperature as fol-
lows. This is possible because each classical layer is equiv-
alent to a 1D quantum spin chain. Particularly in the
classical system (5.10) for hc1 < h < hc2, each classical
layer at a finite temperature is equivalent to a weakly cou-
pled TLL at zero temperature. The interlayer coupling
g′2 in the former system is turned into a 2D interchain
coupling, which we denote as J ′, of TLL in the latter
system. The TLL is a universal quantum state basically
independent of underlying system to realize it. Thus, in
order to test the analytical result (6.3), we can use any
1D lattice system as long as it is described by TLL theory
at zero temperature.
Thus, to discuss the weakly 2D coupled TLL, we will
use the simplest example, namely coupled XXZ spin-1/2
chains. The Hamiltonian is
H=
∑
i,n
[
Sxi,nS
x
i+1,n + S
y
i,nS
y
i+1,n + ∆S
z
i,nS
z
i+1,n
+ J ′
(
Sxi,nS
x
i,n+1 + S
y
i,nS
y
i,n+1 + ∆S
z
i,nS
z
i,n+1
)]
, (7.1)
where i and n label the sites along and perpendicular to
the chains. ∆ ∈ [−1, 1] is the Ising anisotropy govern-
ing the TLL parameter of isolated XXZ chains [39], and
J ′ controls the strength of the transverse 2D interchain
coupling between the chains. Note that the intrachain
coupling along the chains is set to unity in this section.
The goal is to numerically investigate the ground-state
order parameter as a function of the TLL parameter
K in order to compare it with various analytical ap-
proaches. We first discuss MF approximations, both an-
alytically (as previously presented in Section VI), and
within a numerical scheme [27] based on the density-
matrix renormalization group (DMRG) technique [40].
We also compare these results with a linear spin-wave
(SW) theory. Quantum Monte Carlo (QMC) simulations
are then used to deal with the exact quantum mechanical
problem and to compute the order parameter of weakly
coupled XXZ chains in the limit of small interchain cou-
pling J ′ ∈ [0.005, 0.1]. To summarize our main result
of the Section, in the strongly anisotropic regime, exact
numerics agree very well with MF theory, provided the
transverse coupling is renormalized J ′ → α2DJ ′, with
α2D ≈ 0.6 found to be roughly independent of K.
1. Mean-field theory
As discussed in Refs. 10 and 24, and also above, the
transverse magnetization of an array of 2D coupled XXZ
chains is given by
mx =
√
2AxF(K)
(
2piAxJ
′
u
) 1
8K−2
(7.2)
with F(K) [Eq. (6.5)], where K is the TLL parameter,
u the velocity of excitations and Ax is the amplitude of
the transverse correlation function [29]. While u and K
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Figure 11. TLL parameter 1/K, velocity of excitations u,
and prefactor Ax of the transverse correlations, all plotted as
a function of the Ising anisotropy ∆ of an isolated XXZ chain
(Eq. (7.1) with J ′ = 0).
are know exactly from Bethe Ansatz for critical XXZ
chains [39]:
K =
pi
2 arccos (−∆) and u =
pi
√
1−∆2
2 arccos ∆
, (7.3)
the amplitude Ax is not known exactly. Yet it can still
be computed numerically using Lukyanov and Zamolod-
chikov [41, 42] analytical conjectured expression in the
absence of magnetic field. These parameters are plotted
in Fig. 11 as a function of the Ising anisotropy ∆.
Using these estimates of K, u and Ax, one can compute
the T = 0 order parameter mx in the MF approximation
Eq. (7.2) against 1/K, displayed in Fig. 12 where we
also show estimates from a linear SW expansion, together
with a more refined DMRG + MF procedure. Both ap-
proaches are discussed below.
2. DMRG + Mean-Field
In order to describe a 2D array of coupled chains,
we rewrite the interchain coupling term of (7.1) in a
standard MF way, neglecting quadratic quantum fluc-
tuations,
H2D −→ HMF = 2J ′mx
L∑
i=1
(−1)i Sxi (7.4)
with mx = L−1
∑L
i=1 (−1)i 〈Sxi 〉 the order parameter.
The factor of 2 stands for the number of neighboring
chains coupled by J ′. We obtain a model correspond-
ing to a single XXZ chain in an effective staggered (for
J ′ > 0) magnetic field in the x-direction. As 〈Sztot〉 = 0
there is no z-oriented term in (7.4). While this could look
like a MF artifact, we already pointed out that the J ′∆
term in (7.1) has no effect at all on the value of the or-
der parameter and can simply be dropped anyway, as we
will show treating the 2D coupling exactly using QMC
[Fig. 13 (a)].
Numerical MF simulations can be performed in a self-
consistent way using the matrix-product state (MPS) for-
malism and the DMRG algorithm [43, 44]. To do so we
start with a nonzero initial guess for mx in the Hamilto-
nian (hence explicitly breaking the U(1) symmetry) and
(tar)get the system ground state. Once we have it, a new
value of the order parameter is measured and a new MF
Hamiltonian is built accordingly. The procedure is re-
peated until two consecutive measures of the transverse
magnetization appear to be within a given convergence
criterion (|mxstep j+1 −mxstep j | < 10−4 in our case).
The simulation takes longer as we decrease J ′. On top
of that, the finite size effect becomes more severe as we
approach the SU(2) point at ∆ = 1 (i.e. 1/K = 2).
In order to obtain reliable value of the order parameter
in the thermodynamic limit 1/L→ 0, careful extrapola-
tion of mx is required, especially for smaller J ′. Here we
perform the finite-size scaling using various polynomial
fittings in 1/L.
As visible in Fig. 12, both analytical and numerical MF
approaches agree better for smaller J ′. The DMRG+MF
is more controlled than the analytical approach when J ′
is not very small, giving mx ≤ 0.5, as it should be, in
particular close to the ferromagnetic point 1/K → 0. Nor
does it predict any divergence for mx close to 1/K → 2,
attributed to the divergence the prefactor Ax (Fig. 11).
3. Linear spin-wave
As known for a long time, back to the seminal work by
Anderson [45], linear SW theory gives excellent estimates
at the 1/S order for the order parameter of d ≥ 2 spin-S
quantum antiferromagnets, even for the most quantum
case of S = 1/2. The question of weakly coupled chains,
where spatial anisotropy enhances quantum fluctuations
is more delicate, as discussed in several works [27, 46–48].
Using a standard treatment for computing the transverse
order [49], one obtains the linear SW-corrected order pa-
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Figure 12. (Color online) Order parameter mx as a func-
tion of the TLL parameter 1/K plotted for various interchain
couplings J ′ for the different approaches developed in this sec-
tion: Analytic (MF) Eq. (7.2), DMRG+MF, SW, and QMC
(infinite size extrapolations).
rameter
mx = S − 1
8pi2
∫
dkxdky
(
A(kx, ky)
Ω(kx, ky)
− 1
)
+O( 1
S
),
(7.5)
where
A(kx, ky) =
1
2
(∆− 1)(cos kx + J ′ cos ky) + J ′ + 1, (7.6)
and the SW excitation spectrum
Ω(kx, ky) =
√
∆(cos kx + J ′ cos ky) + J ′ + 1
×√J ′ + 1− cos kx − J ′ cos ky. (7.7)
SW results are plotted together with MF estimates as
well as with exact QMC results in Fig. 12. In the re-
pulsive TLL regime (1/K > 1), the SW-corrected mx
is strongly depleted for increasing anisotropy (decreasing
J ′), and deviates from MF results. On the other hand,
for the attractive TLL regime (1/K < 1), the agreement
with MF is remarkable, in particular for smaller values of
J ′. Nevertheless, we cannot expect the SW theory to be
reliable for extremely small J ′ for any 1/K > 0 because
the SW expansion is not justified in the 1D limit J ′ → 0.
B. Quantum Monte Carlo study
In order to go beyond the MF approximation and take
exactly into account the 2D interchain coupling J ′, we
use QMC through the stochastic series expansion (SSE)
algorithm [50, 51]. Since we are interested in ground
state properties, we need to perform QMC simulations
at temperatures below the finite size gap of our finite
size system, the lowest SW gap being dictated by the
weak coupling J ′. Note also that one needs to perform a
very careful finite size scaling analysis in order to reach
the thermodynamic limit.
1. Finite size effects and aspect ratio dependence
We work on finite size systems with N = L2/r spins,
where L is the length of the L/r coupled chains and r
is the aspect ratio of the 2D system. Finite size systems
with aspect ratio r > 1 have been used before to reduce
finite size effects for the anisotropic case [52] and surpris-
ingly, also for isotropic case [53]. For the present study,
we performed simulations for several system sizes with
various aspect ratios r = 1, 2, 4, 8, 16, 32 and we found
that r = 8 (resp. r = 16 and r = 32) gave the best results
for J ′ = 1 (resp. J ′ = 10−1, 10−2 and J ′ = 5 × 10−3),
i.e. helps the convergence to the thermodynamic limit,
although finite-size scaling analysis remains challenging
for some parameters (see Fig. 13 and discussion below).
We have performed QMC simulations both at T =
2J ′/L and T = J ′/L in order to ensure that we are prob-
ing only the ground state, which is verified in Fig. 13 (b).
Simulations have been performed for different 2D cou-
plings J ′ = 1, 10−1, 10−2 and 5×10−3 for multiple Ising
anisotropy values covering the whole range ∆ ∈ [−1, 1].
The main difficulty is to extrapolate a reliable thermo-
dynamic value of mx for small J ′ couplings, especially
close to ∆ = 1. For each value of ∆, we have performed
various linear and quadratic fits of the QMC data as a
function of 1/
√
N : we show two cases in Fig. 13 (b).
As a result, the final mx value in the N → ∞ limit is
the mean value given by the different fits and its error
bar is estimated as the standard deviation around this
mean value. This leads to small error bars for the sets
of parameters where all fits agree well. Note that these
error bars do not reflect the QMC errors, which are much
smaller, but rather gives an idea on the uncertainty due
to the infinite size extrapolation procedure.
Figure 13 also that the interchain SzSz interaction
(with amplitude J ′∆) has no effect on the order param-
eter (within error bars), which confirms the assumption
made at the MF level.
2. Order parameter vs. TLL parameter
We present in this subsection comparison of the QMC
results with the various approaches described before, in-
cluding analytical and numerical MF and SW expansion.
We compared them in Fig. 12 for three values of J ′. We
notice that the order parameter value given by QMC is
always smaller than that by DMRG+MF, which is ex-
pected as the MF approximation overestimates the order.
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Figure 13. (Color online) The left panel (a) shows the thermodynamic limit extrapolation of the order parameter mx for
J ′ = 10−1 and J ′ = 10−2 for ∆ = 0.6 from finite samples of N spins with different aspect ratios r = 8 and r = 16. Simulations
with J ′∆ 6= 0 are plotted as empty symbols with an edge and J ′∆ = 0 as filled translucent symbols without edge. The overlap
of the two shows that J ′∆ has no effect at all on the order parameter value. The right panel (b) displays the thermodynamic
limit extrapolation of the order parameter mx for J ′ = 10−2 and ∆ = 0.0 and ∆ = 0.4 from finite samples of N spins with
an aspect ratio r = 16. The two temperatures are respectively plotted as empty symbols with an edge and filled translucent
symbols without edge. An overlap of the two meaning that we are in the ground state. The QMC error bars are also shown
but smaller than the symbol size. Various linear and quadratic fits are then performed, including more or less points to get the
transverse magnetization value in the limit N →∞.
The MF approximation discarded the fluctuation,
which causes the quantitative disagreement with the
QMC data. Now we ask ourselves whether an effective
rescaling of J ′ to α2DJ ′ reconciles the MF and QMC re-
sults quantitatively so that mxMF(α2DJ
′) = mxQMC(J
′).
The renormalization factor α2D can be determined using
the analytical expression (7.2), although one needs to be
careful because this analytical expression does not give
exact MF results (compared to the numerical MF using
DMRG considered as exact for reasons discussed above).
This is why we limit ourselves to the sets of parameters J ′
and ∆ where analytical MF and DMRG+MF agree well.
This renormalization factor α2D of the MF coupling is
shown against 1/K in Fig. 14 [54], where it roughly re-
mains constant over the full range of TLL parameter,
with α2D = 0.57 ± 0.06.
VIII. SMALL SPIN ANISOTROPY
Thus far we assumed that there is no anisotropy in
the spin space in contrast to the real space. However
the spin anisotropy exists in real materials to a greater
or lesser extent. In fact DIMPY has a weak uniform
Dzyaloshinskii-Moriya interaction [22, 23]. In this section
we see briefly how such a small spin anisotropy affects the
physics discussed above.
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Figure 14. (Color online) Renormalization coefficient α2D of
the MF coupling J ′ (see text). The only displayed points
are those such that the absolute difference in mx between
analytical MF and DMRG+MF is below 10−2. The displayed
error bars are related to the extrapolated value of mx within
QMC. Assuming a constant value, α2D = 0.57 ± 0.06.
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A. Longitudinal spin anisotropy
The longitudinal spin anisotropy is easier to handle.
It modulates the coupling of the SzSz exchange interac-
tion and changes only the TLL parameter K. The small
modulation of K by the small anisotropy keeps all the
qualitative results in this paper unchanged. The gapless
Nambu-Goldstone mode in the ordered phases is also un-
affected by the spin anisotropy of the interladder inter-
action. In fact the SzSz interladder interaction is absent
in the action (4.2).
B. Transverse spin anisotropy
Compared to the longitudinal spin anisotropy, the
transverse one can have more serious impact on the low-
temperature physics of the ordered phase.
Let us consider a small transverse spin anisotropy
Jleg(∆x−1)Sxj,l,µ,νSxj+1,l,µ,ν along the legs. The intralad-
der transverse spin anisotropy yields an additional term
cos(2θµ,ν) to the single-spin-ladder Hamiltonian (2.2).
Detailed analysis is given in the Appendix C. Although
the cosine interaction gives rise to a finite excitation
gap, the gap is exponentially small and masked by the
interladder interactions. The small intraladder trans-
verse spin anisotropy hardly affects the phase diagram
of Fig. 5.
The transverse spin anisotropy lowers the symmetry of
the system (2.1) in the spin space from U(1) to Z2. In
other words, the transverse spin anisotropy chooses the
special direction along which the Ne´el order grows. To
see this, we focus on the strongly 2D case and employ
the classical approximation. Including the intraladder
transverse anisotropy, the action (5.1) becomes
Scl =
∑
ν
K ′
2piv
∫
dxdτ ′
{
v2(∂xθν)
2 + (∂τ ′θν)
2
}
+ λ′x(T )
∑
ν
∫
dxdτ ′ cos(2θν)
− vg
′
2(T )
pi
∑
µ,ν
∫
dxdτ ′ cos(θµ,ν − θµ,ν+1), (8.1)
with λ′x(T ) = K
′λx(T )/K = λ0x(T/Jleg)
−2 and λ0x ∝
Jleg(∆x− 1). To deal with the nonlinear action (8.1), we
adopt the MF approximation and the classical approxi-
mation as well as Eq. (6.1). The resultant action is as
follows.
Scl =
∑
ν
K ′
2piv
∫
dxdτ ′
{
v2(∂xθν)
2 + (∂τ ′θν)
2
}
− 2h′s(T )
∑
ν
∫
dxdτ ′ cos θν , (8.2)
where the mean field h′s(T ) is given by
h′s(T ) ≡ hs(T ) +
2K ′λx(T )m(T )
K
=
vK ′m(T )
piK
(
εJ ′2 +
piλ0x
v
)(
T
Jleg
)−2
. (8.3)
The transverse anisotropy shifted the factor εJ ′2 in the ef-
fective field (6.2) by piλ0x/v [Eq. (8.3)]. It immediately fol-
lows that the order parameter m(T ) has a nonzero value
at finite temperatures even when εJ ′2 = 0. This is the
most important consequence of the transverse anisotropy.
In the absence of the transverse anisotropy, the 2D sys-
tem cannot have the nonzero Ne´el order breaking the
continuous rotational symmetry at finite temperatures.
Since the transverse anisotropy breaks the U(1) symme-
try to the Z2 one, nothing prevents the 2D system from
having a nonzero order parameter.
The interladder transverse anisotropy merely generates
additional interactions such as cos[2(θµ,ν−θµ+1,ν)]. Thus
the above discussion is directly applicable to the interlad-
der transverse anisotropy and that the same conclusion
is derived.
IX. SUMMARY AND DISCUSSIONS
In this paper, we discussed the dimensional modula-
tion of magnetic ordering process in spatially anisotropic
quantum antiferromagnets. Taking advantage of the
small interladder and interlayer interactions, we per-
formed several complementary analyses: the RPA anal-
ysis (Sec. III), the variational method (Sec. IV), the RG
method (Sec. V) and the classical approximation analy-
sis (Sec. VI). All those analyses led to the dimensional
reduction scenario sketched in Fig. 2 (b), rather than the
naive expectation drawn in Fig. 2 (a).
The key observation here is the convergence of the
critical temperature Tc to the KT transition tempera-
ture TKT in the 2D limit εJ
′
2/J
′
1 → 0. Thanks to this
fact, the quasi-2D ordered phase emerge in the range
Tcr < T < Tc, where Tcr represents the crossover tem-
perature to the 3D phase at T < Tcr (Figs. 3, 9 and
10). Since Tc → TKT and Tcr → 0 in the 2D limit,
the quasi-2D ordered phase is smoothly connected to the
KT phase of the 2D superfluid. As we saw in the vari-
ational approach (Fig. 9), the Ne´el order m(T ) perpen-
dicular to the magnetic field is strongly suppressed near
the critical temperature when εJ ′2/J
′
1  1. We note that
the same m(T ) curve is also derived with the aid of the
classical approximation (Fig. 10). This agreement shows
that our system in the quasi-2D ordered phase is well
approximated by the classical system, for which we have
provided a clear numerical confirmation based on quan-
tum Monte Carlo simulations of an equivalent quantum
system, compared to MF and SW approximations. This
characteristic of the quasi-2D ordered phase is inherited
from the KT phase in the 2D limit.
We showed that our system (Fig. 4) in the quasi-2D
ordered phase can be seen as weakly coupled 2D critical
systems. The weak interplane interaction εJ ′2 originates
from the imperfect geometrical frustration. Geometri-
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cal frustration is a rich source of various unconventional
quantum phases. For example, the S = 1/2 quantum
Heisenberg antiferromagnet on the spatially anisotropic
triangular lattice has an interesting quantum phase with
a characteristic triplon excitation going with the incom-
mensurate Ne´el order along the direction of the magnetic
field [8, 17]. One can find commonalities in our system
and the spatially anisotropic triangular system. However,
the incommensurate order is not developed in our system
because the interplane geometrical frustration (3.2) is in-
dependent of the wavenumber qx along the leg. In the
theories of Refs. 8 and 17, the qx dependence of J (q) is
crucial. Therefore it would be interesting to extend our
theory in order to discuss the possibility of unconven-
tional quantum phases that result from the interplane
frustration involved with the wavenumber of the order in
the leg direction. We leave it as an open problem. We
are convinced that our theory presented in this paper will
be useful to investigate such quantum phases of matter.
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Appendix A: Attractive field-induced TLL
1. The TLL parameter
Here we develop a low-energy effective theory of the
attractive field-induced TLL of the strong-leg spin ladder.
The discussion in this appendix is useful to assure the
inequality K > 1 that the TLL parameter K of the field-
induced TLL in our model (2.1) satisfies. In addition it
makes the article self-contained. The low-energy theory
is also beneficial to clarifying effects of the transverse spin
anisotropy (Sec. VIII and Appendix C).
Since we are interested in the strong-leg spin lad-
der with Jrung/Jleg < 1, it is logical to start with the
Jrung = 0 case and then to include the rung interaction
perturbatively. The ratio Jrung/Jleg ' 0.58 for DIMPY is
not so small that the perturbation theory is naively justi-
fied. On the other hand we have confirmed in Ref. 23 that
the perturbative approach succeeded in understanding
the unconventional electron spin resonance of DIMPY.
We firmly believe that the perturbative approach de-
scribes physics of DIMPY at least qualitatively.
When Jrung = 0, the spin ladder is composed of two
independent chains. On each leg the TLL fields φn and
θn for n = 1, 2 are defined. They satisfy the commutation
relation
[φn(x), ∂yθn(y)] = ipiδ(x− y). (A1)
These fields are related to the spin on the nth leg as
Szj,n =
1
pi
∂xφn + (−1)j+n
√
Az cos(2φn), (A2)
S±j,n = e
∓iθn[(−1)j+n√Ax +√Bx cos(2φn)], (A3)
where S±j,n = S
x
j,n ± iSyj,n and Az, Ax, and Bz are con-
stants. We have omitted the greek indices to specify the
position of the ladder. The Hamiltonian is written as
Hµ,ν =
∑
n=1,2
u0
2pi
∫
dx
[
K0(∂xθn)
2 +
1
K0
(∂xφn)
2
]
− h
pi
∑
n=1,2
∫
dx ∂xφn, (A4)
with u0 ∝ Jleg and K0 = (1 + 4/pi)−1/2. This value of
K0 is the bare value and the RG effect is not included.
At h = 0, the SU(2) symmetry of Eq. (A4) yields
K0 = 1/2. The magnetic field affects the TLL parameter
by terminating the RG flow at a cutoff specified by it.
Note that the magnetic field increases the TLL parame-
ter K0 [55]. At the leading order of h/Jleg  1, the TLL
parameter is given by
K0 =
1
2
(
1− 1
2 ln(h/Jleg)
+ · · ·
)
. (A5)
One can obtain the exact value of K0 as a function of
h [56].
The TLL parameter controls the behavior of various
physical quantities, for example, the susceptibility (3.5).
However the TLL parameter has a subtle problem in its
definition. Rescalings of φn and θn actually change the
TLL parameter. Let us consider a rescaling φn → αφn
and θn → α−1θn with a constant α so that the com-
mutation relation (A1) is kept intact. Then the TLL
parameter is subject to the rescaling K0 → α−2K0. In
other words, the TLL parameter is uniquely determined
only after specifying the parameter α.
2. Compactification relations
The compactification relations of φn and θn specify
the parameter α uniquely. Since φn and θn represent
the phase degrees of freedom of the spin operator, they
are periodic functions. In a standard notation of the
bosonization [29], those periods are fixed with the iden-
tification relations
φn ∼ φn + piNnR, (A6)
θn ∼ θn + 2piMn
R
, (A7)
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with R = 1 and Nn,Mn ∈ Z. Here ∼ expresses the
identification relation. The parameter R is called the
compactification radius.
There are two ways to fix the parameter α. One is to
have R = 1 [24, 30]. We employ this notation in this
article. The other is to have K0 = 1 [57, 58]. There
is also an intermediate notation [59]. In what follows
we emphasize that fixing α is important in defining the
field-induced TLL in weakly coupled TLLs.
Let us now take the rung interaction Jrung into ac-
count. The Hamiltonian of the single spin ladder is com-
posed of two parts:
Hµ,ν = H+ +H−, (A8)
with
H+ = u+
2pi
∫
dx
[
K+(∂xθ+)
2 +
1
K+
(∂xφ+)
2
]
−
√
2h
pi
∫
dx ∂xφ+ + g3
∫
dx cos(
√
8φ+) (A9)
and
H− = u−
2pi
∫
dx
[
K−(∂xθ−)2 +
1
K−
(∂xφ−)2
]
+
∫
dx
[
g1 cos(
√
2θ−) + g2 cos(
√
8φ−)
]
, (A10)
Here φ± and θ± are defined as
φ± =
φ1 ± φ2√
2
, θ± =
θ1 ± θ2√
2
(A11)
and the couplings are given by g1, g2, g3 ∝ Jrung, u± =
u0/K± and
K± = K0
(
1± Jrung
piJleg
)− 12
. (A12)
Note that H+ and H− are symmetric and antisymmetric
with respect to the permutation of legs, respectively. As
well as φn and θn, those symmetric and antisymmetric
fields are compactified,
φ± ∼ φ± + piN± 1√
2
, (A13)
θ± ∼ θ± + 2piM± 1√
2
, (A14)
where N± = N1±N2 and M± = M1±M2. Those integral
parameters are subject to
N+ ≡ N− mod 2, (A15)
M+ ≡M− mod 2. (A16)
Importance of the relations (A15) and (A16) is explained
in depth in Ref. 59.
The cosine interactions in Eq. (A9) and (A10) can give
rise to finite spin gaps both in the symmetric and anti-
symmetric sectors. While the antisymmetric sector H−
is gapped for any magnetic field h, the symmetric sec-
tor H+ is not because the magnetic field is even under
the permutation of the legs. Our aim here is to derive
the low-energy effective field theory around the quantum
critical point h = hc1, which is achieved by integrating
out the gapped antisymmetric sector H−.
The TLL parameters (A12) of those sectors represent
bare values whose RG effects are not taken into account.
It is known that the renormalized TLL parameters K±
are increased in association with increase of the mag-
netic field h [55]. Especially, increase of K− makes the
cosine cos(
√
2θ−) more relevant than cos(
√
8φ−). Un-
der the strong magnetic field, the excitation gap of H−
is attributed mainly to cos(
√
2θ−). Let us denote the
excitation gap of H− as ∆−. Given a temperature
T  ∆−, the cosine potential cos(
√
2θ−) strongly locks
θ− to one of its minima. The strong locking allows us
to set M− = 0, which affects the compactification of θ+
through Eq. (A16). When M− = 0, the integer M+ must
be an even number 2M ′+ (M
′
+ ∈ Z). The compactifica-
tion of φ+ and θ+ are replaced to
φ+ ∼ φ+ + piN+ 1√
2
, (A17)
θ− ∼ θ− + 2piM ′+
√
2. (A18)
The compactification relations (A17) and (A18) corre-
spond to those [Eq. (A6) and (A7)] of φn and θn with
R = 1/
√
2. Therefore we need to rescale φ+ → φ′+ ≡√
2φ+ and θ+ → θ′+ ≡ θ+/
√
2. Integrating out the anti-
symmetric sector and rescaling the fields, we obtain the
low-energy effective Hamiltonian,
Hµ,ν ' u+
2pi
∫
dx
[
2K+(∂xθ
′
+)
2 +
1
2K+
(∂xφ
′
+)
2
]
− h
pi
∫
dx ∂xφ
′
+ + g3
∫
dx cos(2φ′+). (A19)
The locking of θ− affects the correspondence between
the boson fields and the spin operators. For example, the
locking of θ− leads to
(−1)j+nS±j,n =
√
Axe
∓iθ+/
√
2 =
√
Axe
∓iθ′+ . (A20)
If one uses φ+ and θ+, one needs to be careful about the
difference in the correspondence between the spin and
the boson operators.
3. Commensurate-incommensurate transition
Except for the factor 2 in front of K+, the model (A19)
is nothing but the well-known sine-Gordon model in the
presence of a chemical potential h [29]. The system (A19)
is known to undergo a quantum phase transition from a
commensurate gapped phase to an incommensurate gap-
less one [60]. At zero field h = 0 the sine-Gordon model
(A19) has an excitation gap ∆. The gapped phase ex-
tends for h < ∆. When h > ∆, the system (A19) enters
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into a gapless phase, where the TLL excitation emerges
around the new Fermi level specified by the chemical po-
tential. To obtain the Hamiltonian of the field-induced
TLL, we need to linearize again the dispersion relation
around the new Fermi level with the Fermi wavenum-
bers ±kc (kc > 0). A method for the relinearization is
reviewed in depth in Ref. 29 for the field theory (A19).
Here we show its result only. The Hamiltonian of the
field-induced TLL for h > ∆ is given by
Hµ,ν = v
2pi
∫
dx
[
K(∂xθ)
2 +
1
K
(∂xφ)
2
]
=
K
2piv
∫
dx
{
(∂τθ)
2 + v2(∂xθ)
2
}
. (A21)
where the fields φ and θ represent the field-induced TLL
and equal to φµ,ν and θµ,ν in Eq. (4.2). The TLL param-
eter K of the field-induced TLL is given by
K ' 1− u+kc
∆
sinh(2Θ), (A22)
with kc =
√
(h2 −∆2)/v2 and
e−2Θ = 2K+. (A23)
The strong-leg spin ladder with Jrung/Jleg  1 leads to
Θ < 0 (A24)
as follows. The small rung interaction has little impact
on K± (A12), which allows us to approximate K+ '
K0. From the fact K0 > 1/2 in the presence of the
magnetic field [55], Eq. (A24) follows. The negative Θ
means that the TLL parameter (A22) of the field-induced
TLL satisfies K > 1 near the critical point h = hc1.
4. Attraction by back scattering
We point out that the inequality (A24), which is
crucial to make the field-induced TLL attractive, is
achieved only after rescaling the compactification radius
of Eqs. (A17) and (A18). Since the rescaling of the com-
pactification radius comes from the locking of the cosine
interaction cos(
√
2θ−), the attraction originates from the
back scattering term of θ1 and θ2. This mechanism of the
attraction by the back scattering was not pointed out be-
fore.
It is straightforward to generalize the above discussion
to strong-leg spin ladders with N legs. Such an extension
is beneficial to understanding systems of weakly coupled
TLLs [61]. In the field-induced TLL phase of the N -leg
ladder, we have the TLL parameter (A22) with
e−2Θ = NK0, (A25)
instead of Eq. (A23). K0 is the TLL parameter of the
“center-of-mass” field ΦN = (φ1 + φ2 + · · · + φN )/
√
N ,
where φn (n = 1, 2, · · · , N) represents the boson field on
the nth leg.
Appendix B: The variational free energy (4.8)
This Appendix is devoted to derivation of the varia-
tional free energy (4.8). The quadratic action (4.9) re-
lates the partition function to the Gaussian integral,∫
Dφµ,ν(x)e−Sv = const.×
∏
ωn,k
G
1
2
v (iωn,k). (B1)
It immediately follows that
Fv = const.− T
2
∑
ωn,k
lnGv(iωn,k). (B2)
The other term 〈(S − Sv)〉v in Fvar [Eq. (4.6)] is calcu-
lated as follows. First 〈Sv〉v is negligible because it is
independent of Gv. Second 〈S〉v is split into two terms:
the average of the kinetic term and the average of the
cosine terms. One needs the cumulant expansion of the
Gaussian distribution 〈es〉v = exp(〈s2〉v/2) to derive the
average of the cosine term.
〈ei(θµ,ν−θµ+1,ν)〉v
= exp
[
−1
2
〈(θµ,ν − θµ+1,ν)2〉v
]
= exp
[
− T
2Ω
∑
ωn,k
F (ky)Gv(iωn,k)
]
. (B3)
In the last line, we used the relation
〈θµ,ν(τ, x)2〉v = Gv(τ = 0, r = 0), (B4)
where Gv(τ, r) is expressed as the Fourier transform of
Gv(iωn,k):
Gv(τ, r) =
T
Ω
∑
ωn,k
e−i(ωnτ−(k+pi)·r)Gv(iωn,k). (B5)
The real part of Eq. (B3) leads to∫
dτdx
∑
µ,ν
〈cos(θµ,ν − θµ+1,ν)〉v
=
Ω
T
exp
[
− T
2Ω
∑
ωn,k
F (ky)Gv(iωn,k)
]
. (B6)
Combining these results, we obtain the variational free
energy (4.8).
Appendix C: Intraladder transverse spin anisotropy
Here we discuss effects of a small transverse spin
anisotropy. Let us introduce an additional interaction
Jleg(∆x − 1)Sxj,l,µ,νSxj+1,l,µ,ν to the spin ladder Hamilto-
nian (2.2). As we saw in Appendix A, the rung interac-
tion opens the spin gap. The transverse spin anisotropy
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can open the spin gap even for Jrung = 0. The spin ladder
Hamiltonian for Jrung = 0 is given by
Hµ,ν =
∑
n=1,2
u0
2pi
∫
dx
[
K0(∂xθn)
2 +
1
K0
(∂xφn)
2
]
−
∑
n=1,2
h
pi
∫
dx ∂xφn +
∑
n=1,2
λx
∫
dx cos(2θn),
(C1)
with λx ∝ Jleg(∆x − 1). The cosine interaction cos(2θn)
has the scaling dimension 1/K0, which means that it is
marginal at h = 0 since K0 = 1/2. The marginal inter-
action can generate an excitation gap depending on the
sign of the coupling. For λx > 0 the cosine is marginally
relevant and yields an exponentially small excitation gap.
On the other hand, for λx < 0, the cosine is marginally
irrelevant and keeps the spin ladder (C1) gapless. Since
the TLL parameter K0 increases with h [Eq. (A5)], the
excitation gap grows with h [57].
Let us add the rung interaction to Eq. (C1). The
rung interaction generates three cosine interactions in
Eqs. (A9) and (A10). Having the scaling dimension
2K0 ' 1 for h  hc1, all those cosine interactions are
relevant enough in the RG sense to generate a larger ex-
citation gap than the one generated by the transverse
anisotropy λx
∑
n=1,2 cos(2θn). Thus the excitation gap
of the spin ladder for h  hc1 is mostly governed by
the rung interaction and the low-energy theory in Ap-
pendix A works with a slight modification of parameters
only.
In contrast the low-energy theory is seriously affected
by the transverse anisotropy for h ' hc1. According to
Eq. (A19), the rung interaction cos(2φ′+) and the Zee-
man energy h∂xφ
′
+/pi compete with each other. As a
result of the competition, the excitation gap vanishes at
h = hc1. The transverse anisotropy λx
∑
n=1,2 cos(2θn) is
unaffected by the magnetic field except for the renormal-
ization effect of its scaling dimension. Therefore, under
the magnetic field h ' hc1, the spin gap is mostly domi-
nated by the transverse anisotropy. This concludes that
the spin ladder is well approximated as two independent
spin chains each of which has the transverse anisotropy.
According to Ref. 57, the anisotropy ∆x = 0.95 only gives
rise to a tiny excitation gap smaller than 4× 10−4Jleg at
maximum. In the coupled spin ladder system, the tiny
excitation gap will be invisible because of the interladder
interactions. For example, DIMPY has the interladder
interaction 2J ′1 +εJ
′
2 ' 4.4×10−3Jleg [11], which is large
enough to mask the transverse anisotropy even if it exists.
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