Abstract. Given a class of nonautonomous elliptic operators A(t) with unbounded coefficients, defined in I × Ω (where I is a right-halfline or I = R and Ω ⊂ R d is possibly unbounded), we prove existence and uniqueness of the evolution operator associated to A(t) in the space of bounded and continuous functions, under Dirichlet and first order, non tangential homogeneous boundary conditions. Some qualitative properties of the solutions, the compactness of the evolution operator and some uniform gradient estimates are then proved.
Introduction
Parabolic Cauchy problems with unbounded coefficients set in unbounded domains, with sufficiently smooth boundary, have been studied in the autonomous case both in the case of homogeneous Dirichlet [8] and Neumann [5, 6] boundary conditions. On the other hand, the nonautonomous counterpart have been studied, to the best of our knowledge, only in the particular case Ω = R d + , again only under homogeneous Dirichlet and Neumann boundary conditions [3] . This paper is devoted to continue the analysis started in [3] , studying parabolic nonautonomous boundary Cauchy problems with unbounded coefficients in a greater generality, with respect to both the domain, where the Cauchy problems are set, and the boundary conditions considered. More precisely, let Ω ⊂ R d be an unbounded open set with a boundary of class C 2+α , for some α ∈ (0, 1), and let I ⊂ R be an open right halfline (possibly I = R). For any fixed s ∈ I and any f ∈ C b (Ω) (the space of bounded and continuous functions on Ω), we consider the nonautonomous Cauchy problem      D t u(t, x) = (Au)(t, x), t ∈ (s, +∞), x ∈ Ω, (Bu)(t, x) = 0, t ∈ (s, +∞), x ∈ ∂Ω, u(s, x) = f (x),
x ∈ Ω.
(P B )
The families of nondegenerate elliptic operators {A(t)} t∈I and of boundary operators {B(t)} t∈I act on smooth functions ζ as follows:
for any (t, x) ∈ I × Ω, and (B(t)ζ)(x) = The coefficients of the previous operators are smooth enough functions, and all of them but β = (β 1 , . . . , β d ) may be unbounded; function β either everywhere differs from 0 on ∂Ω or therein identically vanishes. In the first case, we assume the usual non-tangential condition, in the latter one, we assume that γ ≡ 1 so that Bζ is the trace of ζ on ∂Ω.
We first prove existence and uniqueness of a bounded classical solution of problem (P B ) (see Definition 3.1). The case γ ≥ 0 requires rather weak assumptions on the coefficients of the operators A(t) and B(t). No growth assumptions are assumed on the diffusion and drift coefficients of the operators A(t), whereas the potential is assumed to be bounded from below, this condition being not surprising at all since, as the autonomous case reveals: without any lower bound on the potential no bounded solutions to problem (P B ) exist in general. Further, the existence of a so-called Lyapunov function ϕ, associated with the pair (A(t), B(t)) (cf. Hypothesis 2.4) is assumed, which serves as a fundamental tool to prove a maximum principle, which yields uniqueness of the solution to problem (P B ). When γ takes also negative values we assume an extra condition, which is stated in terms of another Lyapunov function. The existence and the uniqueness of a classical solution to problem (P B ) allow us to define an evolution operator G B (t, s) of bounded linear operators in C b (Ω) and to prove some remarkable continuity properties that this evolution operator enjoys. As a consequence of the Riesz representation theorem and the continuity property of the evolution operator, we can show that, for any (t, s) ∈ Λ := {(t, s) ∈ I × I : t > s} and any x ∈ Ω, there exists a finite Borel measure g B (t, s, x, dy) such that Under an additional smoothness assumption on the diffusion coefficients we prove that G B (t, s)f admits an integral representation by means of a Green function g B : Λ × Ω × Ω → (0, +∞), i.e., g B (t, s, x, dy) = g B (t, s, x, y)dy for any (t, s, x, y) ∈ Λ × Ω × Ω. For any fixed s ∈ I and almost any y ∈ Ω, the function g B (·, s, ·, y) is smooth, satisfies D t g B − A(t)g B = 0 in (s, +∞) × Ω. Formula (1.3) plays a crucial role in the study of the compactness of the operator G B (t, s) in C b (Ω). Indeed, as the proof of Theorem 4.5 reveals, the compactness of the operators G B (t, s) in C b (Ω), for (t, s) ∈ Λ × J 2 , J being a bounded interval, follows from the tightness of the family of measures {g B (t, s, x, dy), x ∈ Ω} for any (t, s) ∈ Λ ∩ J 2 . In view of this fact, a sufficient condition is then provided to guarantee the tightness of the previous family of measures. Our result extends the results obtained in [2, 13] in the case when Ω = R d . Next, when the boundary operator B is independent of t, under some growth assumptions on the coefficients q ij , b i and c at infinity and assuming that they are bounded in a small neighborhood of ∂Ω, we prove an uniform gradient estimate for G B (t, s)f . More precisely, we show that for any T > s ∈ I, there exists a positive constant C s,T such that 4) for any f ∈ C b (Ω). Estimate (1.4) (which can be then extended, by the evolution law, to all t ∈ (s, +∞)) is classical when the coefficients of A(t) are bounded and Ω is an open set with sufficiently smooth boundary, either bounded or unbounded (see [12] ). Recently, it has been proved for the semigroup T (t) associated in C b (Ω) to autonomous elliptic operators with unbounded coefficients, both in the case of homogeneous Neumann (first in convex sets [5] and, then, in the general case [6] ) and Dirichlet boundary conditions [8] . Very recently, we proved estimate (1. + and suitable assumptions on the coefficients of the operator A(t), allowed to extend these latter ones to R d and to reduce the problem to the whole space R d , where gradient estimates were already known ( [10] ). A symmetry argument was then used to come back to the Neumann and Dirichlet Cauchy problems set in R d + . In our situation the key tools to prove (1.4) are the Bernstein method, the maximum principle in Proposition 3.2 and the geometric Lemma A.2 which allows to locally transform the boundary Cauchy problem (P B ) into a Cauchy problem in the halfspace R d + where homogeneous Robin boundary conditions are prescribed. Bernstein method works very well in the whole space and it is easy to explain: one considers the function t → v(t, ·) = (G(t, s)f ) 2 + a(t − s)|∇ x G(t, s)f | 2 and shows that, under suitable assumptions and a suitable choice of the positive parameter a, D t v − A(t)v ≤ 0. A variant of the maximum principle reveals that the supremum of function v is attained on {s} × R d , and the gradient estimate follows at once. When R d is replaced by an open set Ω, things become much more difficult. Indeed, the supremum of v could be attained on ∂Ω. Hence, one needs to bound the suprema of v on ∂Ω. In the autonomous case, this has been done in the case of Dirichlet and Neumann boundary conditions. In the first case an a priori gradient estimate on the boundary of Ω has been proved by a comparison argument, which reveals that therein the function t → √ t|∇ x T (t)f | can be bounded uniformly by a constant times the sup-norm of f . The argument in [8] can not be adapted to the case of different boundary conditions. Neumann boundary conditions have been considered first in convex domains (see [5] ), where the geometry of Ω shows that the normal derivative of |∇ x T (t)f | 2 is nonpositive, so that the normal derivative of v is nonpositive on ∂Ω as well and, consequently, the supremum of v is attained on {0} × Ω. When Ω is nonconvex, the normal derivative of |∇ x T (t)f | 2 does not need to be nonnegative. But, as in [6] , replacing v by the function t → w(t, ·) = (T (t)f ) 2 + am|∇ x T (t)f | 2 for a suitable function m, which takes into account the curvatures of ∂Ω, one can still prove that D t w − Aw and the normal derivative of w, are nonnegative in Ω and ∂Ω, respectively.
Clearly, for more general unbounded domains and more general boundary conditions, the same arguments do not work, therefore we need to develop new strategies to prove the uniform gradient estimate (1.4). Here, the idea is to use the regularity of the domain to go back by means of local charts to problems defined in R d + or in R d . Assuming more smoothness on the domain Ω and the vector β, we determine coordinate transformations which, locally transform the homogeneous boundary condition Bu = 0 on the boundary ∂Ω to an homogeneous Robin boundary condition on R d−1 × {0}. Thus, under the assumption that the coefficients of A(t) are bounded only in a neighborhood of the boundary ∂Ω, we prove an uniform gradient estimates in a small strip Ω δ near the boundary. Finally, some growth assumptions on the diffusion coefficients and the potential term and a quite standard dissipativity condition on the drift term b, are enough to show that (1.4) is satisfied also in Ω \ Ω δ . We point out that, differently from [5, 6, 8] , we do not assume that the diffusion coefficients q ij are globally bounded together with their spatial gradients. Moreover, our results seem to be new also in the autonomous case when B is a general first-order boundary operator. In particular, we can cover also the case when γ changes sign on ∂Ω.
The special case when Ω is convex and homogeneous Neumann boundary conditions are prescribed, can be treated and estimate (1.4) can be proved without assuming any additional smoothness assumption on the domain and any hypotheses of boundedness for the coefficients of A(t) in a neighborhood of the boundary. This can be done adapting the arguments used in the autonomous case, described here above.
Also when Ω = R d + and homogeneous Robin boundary conditions are prescribed on R d−1 × {0}, we do not need to assume that the drift term b and the potential term c are bounded. Indeed, a simple trick allows us to transform homogeneous Robin boundary condition into homogeneous Neumann condition on ∂R d + . Hence, we are reduced to a problem set in a convex set with Robin boundary conditions, to which we can apply the already established results.
The paper is split into section as follows. In Section 2 we state the main assumptions on the coefficients of the operators A(t) and B(t) and on the domain Ω, recalling also some consequences of the smoothness of the domain. In Section 3, we first prove a maximum principle for solutions to the problem (P B ), which are continuous in [s, +∞) × Ω \ {s} × ∂Ω . Then, we construct the solution to the problem (P B ). In Section 4 we introduce the evolution operator G B (t, s) and we investigate on some of its qualitative properties, such as compactness. Section 5 is devoted to prove the uniform gradient estimates (1.4) and in Section 6 we provide some examples of operators to which our results can be applied. The appendix collects some technical results used in the paper. We assume that the reader is familiar with the spaces
we denote the subspace of C k (O) consisting of functions which are bounded together with all existing derivatives. We use the subscript "c" (resp. "0") for spaces of functions with compact support (resp. for spaces of functions vanishing on ∂O and at infinity). When k ∈ (0, 1), we write C 
Finally, a + := max{a, 0} for any a ∈ R.
Main assumptions and preliminaries
Let I ⊂ R be an open right halfline (possibly I = R) and Ω be a domain of R d . Let us introduce our standing assumptions on the domain Ω and on the coefficients of the operators A(t) in (1.1):
Hypotheses 2.1. (i) ∂Ω is uniformly of class C 2+α for some 0 < α < 1;
(ii) q ij , b i and c belong to C α/2,α loc
(Ω I ) for every i, j = 1, . . . , d; (iii) c 0 := inf ΩI c ≥ 0; (iv) Q is uniformly elliptic, i.e., for every (t, x) ∈ Ω I , the matrix Q(t, x) is symmetric and there exists a function η : Ω I → R + such that 0 < η 0 := inf ΩI η and Q(t, x)ξ, ξ ≥ η(t, x)|ξ| 2 for any ξ ∈ R d and (t, x) ∈ Ω I . 
The smoothness of ∂Ω implies that the distance function r Ω belongs to C 2 b (Ω δ ) for some δ > 0. For any x ∈ Ω δ , it holds that ∇r Ω (x) = −ν(π(x)), where π(x) is the projection of x on ∂Ω. Finally, the equiboundedness of the C 2+α -norms of ψ h and ψ
As far as the boundary operators B(t) in (1.2) are concerned, when β ≡ 0, we assume that γ ≡ 1 in order to recover the Cauchy Dirichlet problem. On the other hand when β ≡ 0, we assume the following assumptions on the coefficients of B(t).
To guarantee the uniqueness of the bounded classical solution to the problem (P B ) (see Definition 3.1), we assume the following condition.
Hypotheses 2.4. (i)
For any bounded interval J ⊂ I there exist a positive function ϕ = ϕ J ∈ C 2 (Ω J ) and a positive number λ = λ J such that ϕ blows up as |x| → +∞, uniformly with respect to t ∈ J, and D t ϕ − Aϕ + λϕ > 0 in Ω J .
(ii) When β ≡ 0, we require in addition that Bϕ ≥ 0 in J × ∂Ω.
Remark 2.5. Actually, the condition on the sign of c 0 is not restrictive; Hypotheses 2.1(iii) can be replaced by the assumption that c 0 > −∞. Indeed, if c 0 < 0, and u solves problem (P B ) then the function (t, x) →ũ(t, x) = e c0(t−s) u(t, x), which has the same regularity as u, satisfies D tũ − A 0ũ = 0, where A 0 u = Au + c 0 u has a nonnegative zero-order coefficient. Moreover, A 0 satisfies Hypotheses 2.4 with the same Lyapunov function ϕ and the same positive constant λ.
Existence and uniqueness
Here, we prove existence and uniqueness of the bounded classical solution to problem (P B ). Throughout this section, we denote by S the set {s} × ∂Ω.
and satisfies (P B ).
3.1. The case when γ ≥ 0. The uniqueness of the classical solution to problem (P B ) is a consequence of suitable maximum principle.
Proof. Let λ = λ [s,T ] and ϕ = ϕ [s,T ] be the constant and the function in Hypothesis 2.4. Up to replacing λ with a larger value, if needed, we can assume that D t ϕ − Aϕ + λϕ > 0 in Ω (s,T ) . To prove that u ≤ 0 in Ω (s,T ) , for any n ∈ N we introduce the function v n , defined by v n (t, x) = e −λ(t−s) u(t, x) − n −1 ϕ(t, x) for any (t, x) ∈ Ω (s,T ) \ S, and prove that v n is nonpositive. Then, letting n → +∞ we conclude that u is nonpositive as well.
Since ϕ tends to +∞ as |x| → +∞, uniformly with respect to t ∈ [s, T ], and u is bounded, v n tends to −∞ as |x| → +∞, uniformly with respect to t ∈ [s, T ], for any n ∈ N. We can thus fix R > 0 large enough such that v n < 0 in [s, T ]×(Ω\B R ). It thus follows that we just need to prove that v n ≤ 0 in (s, T ] × Ω R . We split the rest of the proof in two steps. In the first one, we assume that u is continuous in the whole of Ω (s,T ) . Then, in Step 2, we consider the general case.
Step 1. Since u is continuous in Ω (s,T ) , v n satisfies
where
We follow the lines in the proof of [9, Thm. 2.16] . For this purpose, we introduce the set J n := {r ∈ [s, T ] : v n < 0 in Ω R (s,r) }, which contains s. Since u and ϕ are continuous in Ω (s,T ) , the function v n is uniformly continuous in Ω R (s,T ) . This implies that J n is an interval and sup J n > s. Let us denote by τ n the supremum of J n and prove that τ n = T . By contradiction, we assume that τ n < T . Then, by continuity v n (τ n , ·) ≤ 0 in Ω R and there exists x n ∈ Ω R such that v n (τ n , x n ) = 0. The point (τ n , x n ) turns out to be the maximum point of the restriction of v n to Ω R (s,τn) . Moreover, x n can not belong to Ω R , otherwise we would have (Av n )(τ n , x n ) − λv n (τ n , x n ) ≤ 0 and D t v n (τ n , x n ) ≥ 0, thus contradicting (3.2). Hence, x n ∈ ∂Ω R . Actually, x n can not belong to ∂ 2 Ω R and, clearly, it can not belong to ∂ 1 Ω R , if B ≡ I. Indeed, in this case Bv n = −n −1 ϕ, which is negative (see Hypothesis 2.4(i)). On the other hand, if B is a first-order boundary operator and x n ∈ ∂ 1 Ω R ⊂ ∂Ω, then we would have β(τ n , x n ), ∇ x v n (τ n , x n ) > 0, since at each point of ∂Ω the interior sphere condition is satisfied (see e.g., [14, Thm. 3.7] ). But this contradicts the boundary condition in (3.2). We thus conclude that τ = T so that v n is negative in Ω R (s,T ) .
Step 2. We now consider the general case when u is not continuous on S. Since the above arguments do not work, we use a different strategy and we adapt to our situation an idea which has been already used in [8, Thm. A.2] in the case of autonomous Dirichlet Cauchy problems. For any n ∈ N, we introduce the function 
To estimate the sign of the function h ς , we denote by K 0 and K 1 the supremum over Ω R (s,T ) of the functions Q∇ω, ∇ω and b, ∇ω + Tr(QD 2 ω), respectively, and observe that Ω = {x ∈ Ω :
and, recalling that c ≥ 0, we can estimate
It is now clear that, if ε ≤ ε 0 := min{(λ + 1)
It is now clear that, if ε ≤ ε 1 := min{(8K 0 )
for any ς ∈ (0, 1). To complete the proof of the claim, we observe that
for any (t, x) ∈ [s, T ] × ∂Ω and ς ∈ (0, 1), since ∇ω ≡ −ν on ∂Ω and β, ν ≥ 0 in [s, T ] × ∂Ω by Hypothesis 2.1(iii). The claim is now proved. Finally, to check property (ii), we set Ω R,η := {x ∈ Ω R : ω(x) ≤ η} and split
and, by continuity we can find τ = τ (ς) > 0 such that
replacing τ with a smaller value if needed, we can assume that w n,ς (t, x) ≤ 0 for
In order to get existence of a unique solution to the problem (P B ) we proceed by steps. In the following proposition we consider the case when the datum f vanishes at infinity and on the boundary of Ω. We recall that c 0 is the infimum of the potential c (see Hypothesis 2.1(iii)). Proposition 3.3. For any f ∈ C 0 (Ω), the Cauchy problem (P B ) admits a unique bounded classical solution u. It belongs to C 1+α/2,2+α loc ,+∞) ) and satisfies the estimate
Proof. Uniqueness follows immediately by applying Proposition 3.2. Estimate (3.3) can be obtained applying the same proposition to the functions ±e c0(t−s) u(t, x) − f ∞ which satisfy (3.1) with t = +∞ and A being replaced by A + c 0 .
To prove the existence part, we first consider f ∈ C 2+α c
(Ω) and use an approximation argument. For any n ∈ N, let ϑ n be any smooth function such that
Let A (n) and B (n) be, respectively, the differential operators defined as A and B with (q ij , b j , c, β, γ) being replaced by (q
, for any n ∈ N, the Cauchy problem
admits a unique solution u n ∈ C 1+α/2,2+α loc (Ω (s,+∞) ). Moreover, for any m, n ∈ N, with n > m, the local Schauder estimates (see [11, Thm. IV.10 .1]) show that there exists a positive constant c m , independent of n, such that
Since, without loss of generality, we can assume that (u
and every m ∈ N; it belongs to C 1+α/2,2+α loc (Ω (s,+∞) ) and satisfies (P B ). Finally, we consider the general case when f ∈ C 0 (Ω). We fix a sequence
(Ω) converging to f uniformly in Ω and denote by u n the unique bounded classical solution to the Cauchy problem (P B ), with f being replaced by f n . Applying estimate (3.3) to the function u n − u m , we obtain that (u n ) is a Cauchy sequence in Ω (s,T ) for any T > s. Hence, by the arbitrariness of T > s, u n converges uniformly in Ω (s,+∞) to a function u ∈ C b (Ω (s,+∞) ) which satisfies u(s, ·) = f .
To prove that u is smooth, solves the differential equation and satisfies the boundary condition in (1.1), we apply a compactness argument, as in the first part of the proof, starting from the interior Schauder estimates (see e.g., [11, Thm. IV.10.1]) which show that the C 1+α/2,2+α -norm of the sequence (u n ), in any compact set of (s, T ] × Ω, is bounded by a constant independent of n. Hence, there exists a subsequence (u n k ) which converges locally uniformly, together with its derivatives, to a function v ∈ C 1+α/2,2+α loc (Ω (s,+∞) ) which satisfies the differential equation
and the boundary condition Bv = 0 in (s, +∞) × ∂Ω. Since, clearly, v ≡ u, u is the bounded classical solution t the problem (P B ).
We can now address the general case when f ∈ C b (Ω).
3) holds and, if f ≥ 0 does not identically vanish then, u is strictly positive in Ω (s,+∞) .
Proof. The uniqueness part and estimate (3.3) are consequences of Proposition 3.2.
Let us prove the existence part. We fix f ∈ C b (Ω) and a sequence (
(Ω) converging to f uniformly on compact subsets of Ω and such that f n ∞ ≤ f ∞ . We denote by u n the bounded classical solution to problem (P B ) with f being replaced by f n . Using the interior Schauder estimates as in the last part of the proof of Proposition 3.3, we can prove that, up to a subsequence, u n converges locally uniformly, together with its derivatives, to a function u ∈ C 1+α/2,2+α loc (Ω (s,+∞) ) which satisfies the differential equation D t u = Au in Ω (s,+∞) and the boundary condition in (s, +∞)×∂Ω. So, to prove that u solves problem (P B ) we have to show that u can be extended by continuity up to t = s where it equals f . We fix a compact set K ⊂ Ω and a smooth and compactly supported function ψ such that 0 ≤ ψ ≤ 1 and ψ ≡ 1 in K. Since ψf n and (1−ψ)f n are compactly supported in Ω for every n ∈ N, by linearity and Proposition 3.2 we conclude that u fn = u ψfn + u (1−ψ)fn , where u g denotes the unique bounded classical solution to problem (P B ) with f = g. Applying Proposition 3.2 to the functions ±u (1−ψ)fn − f ∞ (1 − u ψ ), we get the estimate
. Letting n → +∞ in the previous inequality, from the last part of the proof of Proposition 3.3 we obtain |u − f | ≤ |u
Since ψ ≡ 1 in K, it now follows that u can be extended by continuity at t = s by setting u(s, ·) = f in K. By the arbitrariness of K we deduce that u = u f .
Finally let us prove that u is positive in Ω (s,+∞) if f ≥ 0 is not identically zero. Proposition 3.2 shows that u ≥ 0 in Ω (s,+∞) . By contradiction, let us assume that there exists (t 0 , x 0 ) ∈ Ω (s,+∞) such that u(t 0 , x 0 ) = 0. Let us consider an open set Ω * ∋ x 0 , compactly contained in Ω, where f does not identically vanish. By applying [14, Thm. 3.7] to −u in the cylinder Ω * (s,t0) we deduce that u(t, x) = 0 for (t, x) ∈ ×Ω * [s,t0] getting to a contradiction. (∂Ω), then, for any f ∈ C b (Ω), the classical solution u f to problem (P B ) is continuous in the whole of Ω (s,+∞) . Indeed, under these conditions, we can repeat the same arguments as in the proof of Proposition 3.3 (without approximating the boundary operator B) to show that, for any g ∈ C 2+α b
(Ω) such that Bg ≡ 0 on ∂Ω, the solution u g to problem (P B ) belongs to C (1+α)/2,2+α loc (Ω (s,T ) ). Since any function f ∈ C b (Ω), which vanishes at ∞, is the uniform limit of a sequence of functions (g n ) in C 2+α b
(Ω), which vanish at infinity and satisfy Bg n ≡ 0 on ∂Ω for any n ∈ N, arguing as in the proof of Proposition 3.3, we conclude that u f is continuous in Ω (s,+∞) for any g as above. As a by product, in the proof of Theorem 3.4 we can take as K a compact subset of Ω. Since u fnψ converges to u f ψ uniformly in Ω (s,+∞) , we can estimate
This inequality shows that u f is continuous on {s} × K. The arbitrariness of K yields the continuity of u f on {s} × Ω and, consequently, in Ω (s,+∞) .
3.2. The general case. We now consider the general case when γ can assume also negative values. We stress that the arguments used in the previous subsection to prove uniqueness and estimate (3.3) fail. To overcome these difficulties we assume an additional assumption.
, with positive infimum, and a constant H such that Aφ ≤ Hφ in Ω I and Bφ ≥ 0 in I × ∂Ω.
Theorem 3.7. Let Hypotheses 3.6 be satisfied and fix s ∈ I. Then, for any f ∈ C b (Ω), the problem (P B ) admits a unique bounded classical solution u. The function u belongs to C 1+α/2,2+α loc (Ω (s,+∞) ) and
(Ω), the unique bounded classical solution to problem (P B ) belongs to C 1+α/2,2+α loc
Proof. Let us fix a function f ∈ C b (Ω). We point out that u is a bounded classical solution to problem (P B ) if and only if the function v :
, is a bounded classical solution to the Cauchy problem
Clearly, the coefficients of operatorsÃ andB satisfy Hypotheses 2.1 (note that the potential of the operatorÃ is nonnegative in Ω I ). Moreover, Hypotheses 2.3 are satisfied as well and, by Hypotheses 3.6, it follows that (Bφ)/φ ≥ 0 in (s, +∞)×∂Ω. Finally, we note that, for any bounded interval J ⊂ I, the function ϕ J , defined by ϕ J (t, x) = e −H(t−s) (φ(x)) −1 ϕ J (t, x) for any (t, x) ∈ Ω J , satisfies Hypothesis 2.4 with the same λ and the operators A and B being replaced byÃ andB. We can thus apply the results in Subsection 3.1 and deduce that the problem (3.6) admits a unique bounded classical solution v, which in addition belongs to C 1+α/2,2+α loc (Ω (s,+∞) ) and satisfies the estimate v(t, ·) ∞ ≤ e H(t−s) f /φ ∞ for any t ≥ s. As a byproduct we deduce that problem (P B ) admits a unique bounded classical solution which, in addition, belongs to C 1+α/2,2+α loc (Ω (s,+∞) ) and satisfies the inequality (3.5).
The last assertions follow from Proposition 3.3 and Theorem 3.4, observing that the operator f → f /φ preserves positivity and it is an isomorphism from C (Ω) as well as the function (Bφ)/φ, then the bounded classical solution u f to problem (P B ) is continuous in Ω (s,+∞) for any f ∈ C b (Ω).
The evolution operator: continuity properties and compactness
Set Λ = {(t, s) ∈ I × I : t > s}. In view of Theorems 3.4 and 3.7, the family of bounded linear operators {G B (t, s) : (t, s) ∈ Λ}, defined in C b (Ω) by G B (t, t) = id C b (Ω) and G B (t, s)f := u f (t, ·) for t > s, where u f is the unique solution to the problem (P B ) with f ∈ C b (Ω), gives rise to an evolution operator. Each operator G B (t, s) is positive. Moreover, estimates (3.3) and (3.5) imply that
In particular, if γ ≥ 0, G B (t, s) is a contraction. On the other hand, for a general γ, the proof of Theorem 3.7 shows that
whereGB(t, s) is the evolution operator associated to problem (3.6) . In what follows, to simplify the notation we denote the evolution operator {G B (t, s) : (t, s) ∈ Λ} simply by G B (t, s).
We now prove some continuity property of the evolution operator G B (t, s), which will be used in Section 5.
be a bounded sequence with respect to the sup-norm and let f ∈ C b (Ω).
(i) If f n converges pointwise to f in Ω, then, for any pair of compact sets J ⊂ (s, +∞) and
Proof. (i) Since sup n∈N f n ∞ < +∞, estimate (4.1) and the interior Schauder estimates show that the sequence (G B (·, s)f n ) is bounded in C 1+α/2,2+α (J × K) for any J and K as in the statement. The compactness argument already used in the proof of Theorem 3.4 shows that, there exists a subsequence (G B (·, s)f n k ) which converges in C 1,2 (J × K) to some function v. To infer that v = G B (·, s)f , we observe that, for any (t, s, x) ∈ Λ × Ω the map f → (G B (t, s)f )(x) defines a positive and bounded operator from C 0 (Ω) to R. The Riesz representation theorem shows that there exists a family of positive and finite Borel measures {g(t, s, x, dy) :
From the proof of Theorem 3.4 we know that, if
(Ω) is bounded with respect to the sup-norm and converges to some ψ ∈ C b (Ω), locally uniformly in Ω, then G B (t, s)ψ n converges to G B (t, s)ψ locally uniformly in Ω as well. Hence, (4.3) can be extended to any ψ ∈ C b (Ω). Writing it with ψ being replaced by f n and letting n → +∞, by dominated convergence we conclude that v = G B (·, s)f . Since the limit is independent of the sequence (n k ), the whole sequence (
In view of formula (4.2), we can limit ourselves to dealing with the case when γ ≥ 0. For this purpose, fix T > s, a compact set K ⊂ Ω and ε > 0. Further, let
Since ηf n ∈ C c (Ω) and converges uniformly to ηf , by (4.1) we deduce that G B (·, s)(ηf n ) converges to G B (·, s)(ηf ) uniformly in Ω [s,T ] . Hence, we just need to prove that
The arguments in the proof of Theorem 3.4 show that
Therefore, as t → s + , G B (t, s)((1 − η)f n ) and G B (t, s)((1 − η)f ) converge to 0 uniformly in K and uniformly with respect to n ∈ N. Hence, we can determine δ ∈ (0, T − s) such that
On the other hand, property (i) implies that
From this estimate and (4.4) we conclude that
Remark 4.2. The proof of Proposition 4.1 shows that
for any f ∈ C b (Ω). Since any Borel bounded function f : Ω → R can be approximated pointwise by a bounded sequence in C b (Ω), the dominated convergence theorem allows to extend the evolution operator G B (t, s) to all the bounded and Borel measurable functions, via formula (4.5). Moreover, the same arguments in the proof of Proposition 4.
(Ω (s,+∞) ) for any bounded and Borel measurable function f . In particular, this shows that G(t, s) is Strong Feller.
In the following proposition, under an additional smoothness assumption on the coefficients of the operator A, we show that each measure g(t, s, x, dy) is absolutely continuous with respect the Lebesgue measure, and we prove some smoothness properties of its density.
for every f ∈ C b (Ω). Moreover, for any s ∈ I and y ∈ Ω, the function g B (·, s, ·, y) belongs to C 1+α/2,2+α loc (Ω (s,+∞) ) and satisfies
where H and M are as in (3.5).
Proof. We split the proof into four steps. In the first three steps we consider the case when γ ≥ 0. In the last one, we address the general case.
Step 1. First, we prove that there exists a function g B : Λ × Ω × Ω → (0, +∞) such that (4.6) holds. For this purpose, we consider the evolution operator G n (t, s) associated to the Cauchy problem (3.4) in C b (Ω). It is well known (see...) that for every n ∈ N there exists a function g n : Λ × Ω × Ω → R + such that, for any I ∋ s < t and x ∈ Ω, the function g n (t, s, x, ·) belongs to L 1 (Ω) and
Moreover, the function g n (·, s, ·, y) belongs to C 1+α/2,2+α loc
(Ω (s,+∞) ) for any s ∈ I, y ∈ Ω and D t g n (·, s, ·, y) = A (n) g n (·, s, ·, y) in Ω (s,+∞) . Finally, the maximum principle in Proposition 3.2 immediately implies that g n (t, s, x, ·) L 1 (Ω) ≤ 1 for any t > s ∈ I and x ∈ Ω.
We now fix t ∈ I, s 1 , s 2 ∈ (−∞, t) ∩ I and x ∈ Ω. Formula (A.1) shows that (Ω (s1,s2) ). Hence, taking (4.8) into account we deduce that
Applying [7, Cor. 3.9 ] to the measures µ n (dr, dy) = g n (t, r, x, y)dydr, we deduce that g n (t, ·, x, ·) is locally θ-Hölder continuous in Ω (s1,s2) for some θ ∈ (0, 1), and, by the arbitrariness of s 1 < s 2 < t, g n (t, ·, x, ·) ∈ C θ loc (Ω (−∞,t)∩I ) for any (t, x) ∈ Ω I . Moreover, an inspection of the proof of [7, Thm 3.8] , shows that the C θ -norm of g n (t, ·, x, ·) over any compact set [a, b] × K ⊂ Ω (−∞,t)∩I can be bounded from above by a constant, independent of n. Hence, a straightforward compactness argument allows to prove that, for any fixed (t, x) ∈ Ω (s,+∞) , there exist a subsequence (n k ) ⊂ N and a function g t,x ∈ C θ loc (Ω (−∞,t)∩I ) such that g n (t, ·, x, ·) converges to g t,x locally uniformly in Ω (−∞,t)∩I . Moreover, since g n (t, s, x, ·) L 1 (Ω) ≤ 1 for any n ∈ N, Fatou lemma shows that g t,x (s, ·) ∈ L 1 (Ω) for any I ∋ s < t. Hence, we can write (4.8), with n being replaced by n k , and let k → +∞, using the dominated convergence theorem and taking Theorem 3.4 into account, to get
Formula (4.10) shows also that the function g t,x does not depend on subsequence (n k ) and, therefore all the sequence (g n (t, ·, x, ·)) converge to g t,x locally uniformly in Ω (−∞,t)∩I . Formula (4.6) follows with g B (t, s, x, y) = g t,x (s, y). Moreover, estimate (4.1) and formula (4.10) lead to (4.7).
Step 2. Let us now prove that g B (·, s, ·, y) ∈ C 1+α/2,2+α loc (Ω (s,+∞) ) and solves D t g B (·, s, ·, y) − Ag B (·, s, ·, y) = 0 in Ω (s,+∞) . For this purpose, we begin by observing that, since
, the classical interior Schauder estimates yield that
for any s < T 0 < T 1 < T 2 , any Ω ′ ⋐ Ω ′′ ⋐ Ω and some positive constant c independent of n, since the coefficients of the operator A (n) converge to the coefficients of the operator A, locally uniformly in Ω (s,+∞) .
We claim that, for every s ∈ I and y ∈ Ω, the function g n (·, s, ·, y) is bounded in Ω ′′ (T0,T2) , uniformly with respect to n. So, let us fix s ∈ I, y ∈ Ω and denote by (t h ) and (x k ) two countable sets dense in [T 0 , T 2 + 1] and in Ω ′′ , respectively. By Step 1, (g n (t h , s, x k , ·)) converges locally uniformly in Ω to g B (t h , s, x k , ·) for any h, k ∈ N, as n → +∞. In particular, there exists a positive constant c(t h , x k ) such that g n (t h , s, x k , y) ≤ c(t h , x k ) for every h, k, n ∈ N.
Let R > 1 be such that s < T 0 − 2/R and let 2r := dist(Ω ′′ , ∂Ω). Since ] can be covered by a finite number of cylinders
, from the previous chain of inequalities we deduce that g n (·, s, ·, y) is uniformly bounded in Ω ′′ [T0,T2] by a constant independent of n, as it has been claimed. From (4.11), we now deduce that for any s, y as above, the C 1+α/2,2+α -norm of the function g n (·, s, ·, y) over the cylinder Ω ′ (T1,T2) can be bounded from above by a constant independent of n. Consequently, by the Arzelà-Ascoli theorem, there exist an increasing sequence (n k ) ⊂ N and a functiong s,y ∈ C 1+α/2,2+α (Ω T2) ) and satisfies the differential equation in (P B ) in Ω ′ (T1,T2) . Since g n converges to g B pointwise in Λ × Ω × Ω, we can infer thatg s,y = g B (·, s, ·, y). The arbitrariness of
Step 3. Here, we prove that g B is strictly positive in Λ×Ω×Ω. From Theorem 3.4 we know that G B (t, s)f is strictly positive in Ω, for any f ∈ C b (Ω). This implies that g B is nonnegative. Indeed, if g(t 0 , s 0 , x 0 , y 0 ) < 0 for some
Suppose that g B (t 0 , s 0 , x 0 , y 0 ) = 0 at some point (t 0 , s 0 , x 0 , y 0 ). Fix t 1 < s 1 < s 2 < s 0 < t 2 < t 0 and R > 0 such that B R (y 0 ) ⋐ Ω. Letting n → +∞ in (4.9) we get that (D r − A) * g B (t 0 , ·, x 0 , ·) = 0 in (t 1 , t 2 ) × B R (y 0 ). Hence, using again the arguments in [7, Cor. 3 .11] we deduce that g B (t 0 , ·, x 0 , ·) = 0 in (s 1 , s 2 ) × B R (y 0 ). Now, fix s ∈ (s 1 , s 2 ) and a nonnegative function f ∈ C c (B R (y 0 )) such that f (y 0 ) > 0. From (4.6) it follows that (G B (t 0 , s)f )(x 0 ) = 0, which cannot be the case since G B (t 0 , s)f > 0 in Ω.
Step 4. Finally, in the general case when no assumption on the sign of γ is assumed, we can apply the first part of the proof to the evolution operatorGB(t, s) associated with the Cauchy problem (3.6) in C b (Ω). Then, there exists a unique functiongB :
Moreover, for any s ∈ I and any y ∈ Ω,gB(·, s, ·, y) ∈ C 1+α/2,2+α loc (Ω (s,+∞) ), satisfies D tgB −ÃgB = 0 in Ω (s,+∞) and gB(t, s, x, ·) L 1 (Ω) ≤ 1 for any (t, s) ∈ Λ, x ∈ Ω. Now, taking into account formula (4.2) we conclude that the function g B , defined by g B (t, s, x, y) = φ(x)(φ(y)) −1 e H(t−s)gB (t, s, x, y) for any (t, s, x, y) ∈ Λ × Ω × Ω, satisfies the claim and estimate (4.7) holds.
4.1.
Compactness. We now provide a sufficient condition for G B (t, s) to be compact in C b (Ω). In the case when Ω is replaced by R d , the compactness of the evolution operator G B (t, s) has been studied in [2, 13] .
Remark 4.4. Suppose that γ ≥ 0 and let G n (t, s) be the evolution operator associated with the pair (A (n) , B (n) ) in C b (Ω), introduced in the proof of Proposition 3.3. As it has been shown, for any f ∈ C 2+α c (Ω), G n (t, s)f converges to G B (t, s)f locally uniformly in Ω, as n → +∞, for any I ∋ s < t. Actually, this happens t, s) f k −G B (t, s)f ) and observing that, by the maximum principle in Proposition 3.2, G n (t, s)f ∞ ≤ f ∞ for any I ∋ s < t and f ∈ C b (Ω), we easily deduce that
for any compact set K ⊂ Ω. Letting, first n and then k tend to +∞, we deduce that G n (t, s)f tends to G B (t, s)f locally uniformly in Ω.
In the general case, we can argue as in the proof of Theorem 3.4, replacing u fn with G n (·, s)f , u (1−ψ)fn with G n (·, s)((1 − ψ)f ) and u ψfn with G n (·, s)(ψf ). Splitting G n (t, s)f = G n (t, s)(ψf ) + G n (t, s)((1 − ψ)f ) and observing that the estimate |G n (t, s)(
be a subsequence which converges, locally uniformly in Ω (s,+∞) to a function u, which turns out to solve the differential equation D t u − Au = 0 in Ω (s,+∞) and satisfies the boundary condition Bu = 0 on (s, +∞) × ∂Ω. Since G n (·, s)(f ψ) converges to G B (·, s)(f ψ) locally uniformly in Ω (s,+∞) , we can write the previous estimate with n being replaced by n k and let k → +∞, to infer that |u(t,
) and conclude that u is continuous on {s} × K. Hence, u = G B (·, s)f . Since the limit is independent of the sequence (n k ), the whole sequence G n (·, s)f converges to G B (·, s)f locally uniformly in Ω.
Theorem 4.5. Assume that there exist a bounded interval J ⊂ I, c 1 , c 2 > 0 a positive function ψ ∈ C 2 (Ω) and ε > 0, such that lim x∈Ω,|x|→∞ ψ(x) = ∞ and
Proof. In view of formula (4.2), we can limit ourselves to considering the case when γ ≥ 0. Moreover, it suffices to prove that 12) where the measures g B (t, s, x, dy) are defined in (4.5). Formula (4.12) implies that for any (t, s) ∈ Λ ∩J 2 , the evolution operator G B (t, s) is the limit of the sequence of operators (S n ) defined by S n f = G B (t, r)(χ Ωn G B (r, s)f ) for any f ∈ C b (Ω) and n ∈ N, where r = (s+ t)/2. Indeed, G B (t, s)− S n L(C b (Ω)) ≤ sup x∈Ω g B (t, r, x, Ω\ Ω n ). Note that each operator S n is well defined, in view of Remark 4.2, and is compact. Indeed, if (f k ) is a bounded sequence in C b (Ω), then the interior Schauder estimates shows that the sequence (G B (r, s)f k ) is bounded in C 2+α (Ω n ). Hence, it admits a subsequence (G B (r, s)f km ) uniformly converging in Ω n . As a byproduct, using formula (4.5), we deduce that S n f km converges uniformly in Ω as m → +∞, whence S n is a compact operator.
To prove (4.12) we argue as follows: first we prove that ψ is integrable with respect to the measures g(t, s, x, dy) for any (t, s) ∈ Λ ∩ J and x ∈ Ω (in what follows, with a slight abuse we denote by (G B (t, s)ψ)(x) the integral of the function ψ with respect to the measure g(t, s, x, dy), whenever the integral makes sense, even if it is not finite). Then, we show that, for any s ∈ J and δ > 0, (G B (t, s)ψ)(x) is bounded in ([s + δ, +∞) ∩ J) × Ω. This is enough for our aims. Indeed,
for some positive constant M , where k n := inf{ψ(y) : y ∈ Ω \ Ω n } tends to +∞ as n → +∞.
We split the rest of the proof in three steps.
Step 1. For any n ∈ N, let ψ n = φ n • ψ, where φ n ∈ C 2 ([0, +∞)) is an increasing and concave function such that φ n (r) = r for any r ∈ (0, n) and φ n (r) = n + 1 for any r ∈ (n + 2, +∞). Clearly, for any n ∈ N, ψ n belongs to C 2 (Ω) and is constant outside a compact set. Let us prove that (G B (t, σ)A(σ)ψ n )(x) is well defined for any (t, σ) ∈ Λ ∩ J 2 , x ∈ Ω and
for any (t, r), (t, s) ∈ Λ ∩ J 2 , x ∈ Ω and any n ∈ N. In the rest of this step s, r, t, x and n are arbitrarily fixed as above.
Let G k (t, s) be the evolution operator associated in C b (Ω) with (A (k) , B (k) ), introduced in the proof Proposition 3.3. Applying Theorem A.1, with f being replaced with ζ n := ψ n − n − 1, observing that ζ n − G k (t, s)ζ n ≤ ψ n − G k (t, s)ψ n and recalling that G k (t, σ) preserves positivity, we deduce that
for any k, m ∈ N and I ∈ s < t, where ϑ m ∈ C c (Ω) is supported in Ω m and its image is contained in [0, 1]. Here, we have taken into account that c (k)(σ,·) ψ n ≥ c (k)(σ,·) ψ n ϑ m and that G k (t, σ) preserves positivity. Writing (4.14) with t = r and applying Lemma A.4, with T = G k (t, r) (noting that the functions
(4.15)
We now want to let k → +∞ in the first and last side of (4.14) and (4.15). For this purpose, we observe that, for k large enough (which is independent of
. Therefore, taking Remark 4.4 into account, by dominated convergence we conclude that formula (4.15) holds true with G k (·, ·), A (k) and c (k) being replaced, respectively, by G B (·, ·), A and c. Letting m → +∞ by monotone convergence, shows that (G B (t, σ)(c(σ, ·)ψ n ))(x)) is finite for almost every σ ∈ (s, t),
Using the inequality rψ ′ n (r)−ψ n (r) ≤ 0 for any r ≥ 0 (which easily follows recalling that φ n is concave) we deduce that Aψ n ≤ φ ′ n (ψ)Aψ and, hence, G B (t, ·)Aψ n ≤ G B (t, ·)(φ ′ n (ψ)Aψ), and this latter function is integrable in (s, r) since it differs from G B (t, ·)Aψ n in bounded terms. Estimate (4.13) now follows.
Step 2. Here, using the results in Step 1, we prove that (G B (t, σ)A(σ)ψ)(x) is well defined for any σ ∈ J ∩ (−∞, t] and
We begin by observing that, by monotone convergence, (G B (t 2 , t 1 )ψ n )(x) tends to (G B (t 2 , t 1 )ψ)(x) as n → +∞, for any (t 2 , t 1 ) ∈ Λ and any x ∈ Ω. This limit might be, apriori, +∞. We will show that this is not the case. For this purpose, we use (4.13) with r = t, to infer that
Since the set {(σ, x) ∈ Ω J : (A(σ)ψ)(x) > 0} is bounded (due to our assump- t) ). Hence, by monotone convergence, it tends to (G B (t, σ)(χ {A(σ)ψ<0} |A(σ)ψ|)(x) in L 1 ((s, t) ). Summing up, we have proved that
Using again (4.13) (with r = t), we conclude that the sequence (G B (t, s)ψ n )(x)) is bounded, as claimed. Now, taking the above results into account, we can let n → +∞ in (4.13) and obtain (4.16).
Step 3. Here, we prove that the function (G B (t, ·)ψ)(x) is bounded, in any compact interval contained in the J ∩(−∞, t), by a constant independent of x. Since
In particular, this inequality shows that (G(t, s)ψ 1+ε )(x) < +∞. Hölder inequality and the fact that 0 < g(t, s, x, Ω) = (G B (t, s)1l)(x) ≤ 1 for every t > s and x ∈ Ω show that ((G(t, s)ψ)(x)) 1+ε ≤ (G(t, s)ψ 1+ε )(x) for any t > s ∈ I and x ∈ Ω. Hence, from the above results and (4.16), and recalling that G B (t, s)1l ≤ 1l for any (t, s) ∈ Λ, we get
(4.18) Let us set ζ(r) := (G B (t, t − r)ψ)(x) for any r ∈ [0, r), where r = t − inf I. Estimate (4.18) shows that the function r → ζ(r) − c 2 r is decreasing. As a byproduct, ζ admits left and right limits at any point r ∈ (0, r). Moreover,
For any x ∈ Ω, let y(·; x) denote the solution of the differential equation y ′ (r) = −c 1 (y(r)) 1+ε + c 2 , r > 0, which satisfies the condition y(0) = ψ(x). Clearly, y(·; x) is defined in [0, +∞) and
Hence y(t; x) ∈ H −1 ((δ, +∞)), which is a bounded set since lim σ→+∞ H(σ) = 0. Thus, the function y(·, x) is bounded by M := H −1 ((δ, ∞)) for any x ∈ Ω. To conclude the proof, let us show that ζ ≤ y(·; x) for any x ∈ Ω. We argue by contradiction: we suppose that there exist s 0 ∈ (0, r) and x ∈ Ω such that ζ(s 0 ) > y(s 0 ; x), and we show that ζ > y(·; x) in [0, s 0 ] (this, of course, leads to a contradiction since ζ(0) = y(0; x) = ϕ(x)). For this purpose, we begin by observing that there exists δ 0 > 0 such that ζ > y(·; x) in [s 0 − δ 0 , s 0 ). Indeed, if this were not the case, there would exist a sequence (s n ) converging to s 0 from the left such that ζ(s n ) ≤ y(s n ) for any n ∈ N. Letting n → +∞ and taking (4.19) into account, we would get to a contradiction. Suppose that δ 0 < s 0 . Then, there exists some s ∈ [0, s 0 ) such that y(s; x) ≥ ζ(s) and y(·; x) < ζ in (s, s 0 ). As a consequence, which, in its turn, imply that ζ < y(·; x) in (s, s 0 ): a contradiction.
Gradient estimates
This section is devoted to establish some uniform gradient estimates for the function G B (t, s)f . More precisely, our aim consists in proving that, for any T > s ∈ I, there exists a positive constant C s,T such that
for any f ∈ C b (Ω). In the particular case when C s,T ≤ C(s) for some function C bounded from above in any right-halfline J ⊂ I, estimate (5.1) allows us to conclude that, for any ε > 0, there exists C ′ s,ε > 0 such that
for the same f 's as above. Indeed, in this case,
for any f ∈ C b (Ω), where C s = sup r>s C(r). Now, if t > s + 1, we split G B (t, s)f = G B (t, t − 1)G B (t − 1, s)f and use (5.1) to estimate
which, combined with (5.3), yields to (5.2).
Throughout this section, besides Hypotheses 2.1, 2.3 and 2.4 we will consider the following conditions on the domain Ω and the coefficients of the operators A and B. In particular, we assume that the boundary operator is independent of t.
(Ω I ) for some α ∈ (0, 1) and any i, j = 1, . . . , d; (iii) there exist locally bounded from above functions L j , M 1 :
for any (t, x) ∈ Ω I ; (iv) for any bounded interval J ⊂ I, there exists δ 0 = δ 0 (J) such that q ij , b j and c belong to C 0,α
is bounded together with its derivatives, satisfies inf x∈∂Ω β(x), ν(x) > 0 and γ ∈ C b (∂Ω) ∩ C 1+α loc (∂Ω). Remark 5.2. Note that it is enough to prove estimate (5.1) for functions f ∈ C 3 c (Ω). Indeed, if f ∈ C b (Ω) we can find a sequence (f n ) ∈ C 3 c (Ω) converging to f locally uniformly in Ω and such that f n ∞ ≤ f ∞ for any n ∈ N. By Proposition
. Hence, from (5.1), with f being replaced by f n , we get
Letting n → +∞, we obtain (5.1) for f ∈ C b (Ω).
In view of this remark, we will prove (5.1) for functions f ∈ C 3+α c
(Ω).
Theorem 5.3. Under Hypotheses 5.1, estimate (5.1) holds true, with the constant 
We split the proof into two steps. In the first one, we prove a uniform gradient estimate for G B (t, s)f near the boundary of Ω. More precisely, we prove estimate (5.1) with Ω being replaced by Ω δ1 for a suitable δ 1 > 0. Here, the smoothness of the domain suggests to go back, by means of local charts (and Lemma A.2), to smooth bounded domains of R d + and to consider problems therein defined. In the second step, we prove an interior gradient estimate, i.e., we show that estimate (5.1) is satisfied with Ω being replaced by Ω \ Ω δ1 . Clearly, combining the results in Steps 1 and 2, (5.1) follows at once.
Throughout the proof, we denote by C positive constants, which are independent of n and x 0 ∈ ∂Ω, which may vary from line to line.
Step 1. We first consider the case when B is a first-order boundary operator. We fix 0 < δ 1 < min{δ 0 , r 0 }, where r 0 is as in Lemma A.2 and δ 0 = δ 0 ((s, T )) is given by Hypothesis 5.1(iv), and prove estimate (5.1), with Ω being replaced by Ω δ1 . Clearly, since x0∈∂Ω B δ1 (x 0 ) = Ω δ1 , it suffices to prove that there exists a positive constant K s,T , independent of x 0 , such that
Again by Lemma A.3, we fix a smooth function ζ such that
, a long but straightforward computation reveals that w n solves the Cauchy problem
Note that the coefficients of the operatorÂ and the function ω are smooth and bounded.
Denote by G R (t, s) the evolution operator associated toÂ in C b (R d + ) with homogeneous Robin boundary conditions. Using the optimal Schauder estimates G R (t, s)ψ 2 ≤ C(t − s) 
where the constant C depends on
and (5.7). Thus, it follows that
∞ , using estimate (4.1) and Young inequality, we deduce that
for any ε > 0 and n ∈ N ∪ {0}, where a k := sup t∈(s,T ) (t − s) D 2 w k (t, ·) ∞ for any k ∈ N ∪ {0}. Now, replacing (5.9) and (5.10) in (5.8) we obtain
The classical Schauder estimates in [11, Thm. IV.10.1] and (4.1) show that v x0 (r, ·) C 2 (φ(Br 1 (x0)∩Ω)) ≤ C f ∞ , for any r ∈ (s, T ) where C depends also on c C 0,α b ((s,T )×Ω δ 0 ) . It thus follows that a n ≤ 4 n C f ∞ for any n ∈ N ∪ {0}. We can now choose ε > 0 in (5.11) such that τ := ε8 n C < 2 −9 . Multiplying both the sides of (5.11) by τ n and summing over n ∈ N, we realize that the two series converge (in view of the above estimate on a n ) and, as a by product, we deduce that
x0 ), estimate (5.6) follows at once.
In the case of homogeneous Dirichlet boundary conditions, the proof is completely similar. Actually, Lemma A.2 is not needed here, since one can use the covering {ψ h : h ∈ N} of ∂Ω.
Step 2. We fix two functions
. We denote by v the trivial extension to the whole of R d of the function ϑ 1 G B (·, s)f . As it is easily seen, the function v solves the Cauchy problem
where ψ (resp.f ) is the trivial extension to the whole of (s, +∞)
Since the continuous function ψ is supported in Ω δ1 , in view of the boundedness assumptions on the diffusion and drift coefficients, the definition of the function ϑ 1 and Step 1,
Therefore, arguing as in Step 1, we can easily show that
for any (t, x) ∈ (s, T ) × R d , where G(t, s) denotes the evolution operator associated to the operatorÃ in C b (R d ) (see [2] ). We claim that there exists a positive constant C, independent of f , such that
for any g ∈ C c (R d ). Once this estimate is proved, from (5.13) and (5.14) it follows that
To prove (5.15), we fix g ∈ C c (R d ) and, for any n ∈ N such that supp(g) ⊂ B n , we introduce the evolution operator G N n (t, s) associated toÃ, with homogeneous Neumann boundary conditions, in s) g and the constant a will be chosen later on. Since the matrix Jν is positive definite, the normal derivative of z n is nonpositive on ∂B n (see the proof of Theorem 5.4 for further details). A simple computation shows that z n satisfies problem
Notice that the coefficients of the operatorÃ(t) satisfy Hypothesis 5.1(iii) with the same values of L 2 and L 4 and with M 1 , η, L 1 and L 3 being replaced, respectively,
in Ω (s,T ) . Now, estimating
for any ε > 0, from (5.16)-(5.19) we deduce that
for any ε > 0, where
, we can make nonpositive the coefficients in front of bothc|∇ x u| 2 and |D 2 x u x | 2 . Observing that the coefficients in front ofcu 2 and |∇ x u| 2 tend, respectively, to −1 and −2η < −2η 0 , as a → 0 + , we can then choose a small enough such that these coefficients are negative. With these choices of ε and a, we deduce that ψ n ≤ H s,T u 2 ≤ H s,T z n for any n ∈ N and some positive constant H s,T , depending on L j (j = 1, 2, 3, 4), M j (j = 1, 2) η 0 , d, s and T . By applying the classical maximum principle to the function (t, x) → e −Hs,T (t−s) z n (t, x) we conclude that e −Hs,
Letting n → +∞ we get (5.15).
In the following subsection, we consider the particular cases when the operator A is endowed with Neumann and Robin boundary conditions. In the first case we show that the boundedness assumptions on its coefficient in a neighborhood of ∂Ω and the additional smoothness condition on Ω can be removed provided that Ω is convex. Proof. The proof is an adaption to the nonautonomous case of the gradient estimates in [5] .
Fix T > s ∈ I, f ∈ C 3 c (Ω) and an increasing sequence (Ω n ) of bounded, smooth convex sets such that lim n→+∞ Ω n = Ω and ∂Ω ∩ ∂Ω n = ∅ for any n ∈ N. Denote by G N n (t, s) the evolution operator in C b (Ω n ) associated with A with homogeneous Neumann boundary conditions on ∂Ω n . Adapting the arguments in the proof of Theorem 3.4, we can easily prove that G
)(x) = 0 for any vector τ tangent to ∂Ω at x, and any x ∈ ∂Ω. In particular, taking τ = (∇ x G N n (t, s)f )(x) and recalling that, since Ω n is convex, the quadratic form associated with the matrix Jν is everywhere nonnegative on ∂Ω n , we conclude that
2 has nonpositive normal derivative on ∂Ω. As a byproduct, for any n ∈ N the function z n = |G
has a nonpositive normal derivative on ∂Ω n . We can now argue as in Step 2 of the proof of Theorem 5.3 and show that, for a suitable choice of the parameter a, the function D t z n − Az n is nonpositive in (s, T ) × Ω n . Hence, using the classical maximum principle and letting n → +∞, we obtain estimate (5.1).
As a consequence of Theorem 5.4 we can prove gradient estimates for solutions to problem (P B ) in R 
2) holds true, and the constant therein appearing is independent of s if L j (j = 1, . . . , 7) are bounded from above in I and q ij ∈ C 0,1
Proof. We limit ourselves to proving (5.1) and observe that, for any f ∈ C 
. Similarly, taking Hypothesis 5.5(i) and condition (5.20) into account we deduce that 
Examples
In this section we provide some class of operators A which fulfill our assumptions. We confine ourselves to the relevant cases when Ω = R d + and when Ω is an exterior domains. In what follows I denotes a right halfline (possibly I = R), J any bounded interval contained in I and α ∈ (0, 1). Example 6.1. Let A and B be, respectively, the elliptic operator, defined by + < max{p, m}, and a function k 1 : I → R with positive infimum over any J ⊂ I, such that b(t, x), x ≤ −k 1 (t)(1 + |x| 2 ) p |x| 2 for any (t, x) ∈ I × R d + \ B R . As far as the coefficients of the operator B are concerned, we assume that β i , γ ∈ C (1+α)/2,1+α loc
Under the previous set of assumptions, the function ϕ, defined by ϕ(x) = 1+|x|
for any J ⊂ I, t ∈ J and
for any t ∈ J and any x ′ ∈ R d−1 . The assumptions on m, p, r and on β ′ and γ show that Hypotheses 2.4 hold true. Moreover, the assumptions of Theorem 4.5 are satisfied as well, with ψ = ϕ and ε = max{p, m}. Hence, the operator G B (t, s), associated with the operator A in (6.1), is compact for any (t, s) ∈ Λ.
In the particular case when B = 
for any (t, x) ∈ I × R d + , where m, p, r are nonnegative constants such that r < max{p+1, m+1}. The functionĉ and the entries ofQ andb belong to C 0,1 
and some continuous function σ 0 : I → (0, +∞). Finally, the coefficients of the operator B in (
and some positive constant k ≥ 1. Under this set of assumptions, the function ϕ, defined by ϕ(x) = k 2 + |x| 2 for any x ∈ R d + , satisfies Hypothesis 2.4. Indeed, We now consider the case when Ω ⊂ R d is an exterior domain.
Example 6.3. Assume that Ω has a boundary uniformly of class C 2+α . Let A, B be the operators in (1.1) and (1.2). Assume that Hypotheses 2.1(ii)-(iv) and Hypotheses 2.3 are satisfied. Assume that
for any J ⊂ I. For instance, condition (6.3) is satisfied when Q is bounded in Ω I and b(t, x), x grows at infinity at most quadratically, uniformly with respect to t ∈ J for any bounded interval J ⊂ I. If γ 0 := inf ΩI γ ≥ 0, under the previous assumptions, the function ϕ : (Ω) and has positive infimum. Moreover, (B(t)Φ)(x) ≥ −σζ ′ (0)β 0 + γ 0 > 0 in I × ∂Ω, due to the choice of σ. Moreover, since Φ is constant outside a neighborhood of ∂Ω, (AΦ)/Φ is bounded in J × Ω for any J ⊂ I, i.e., Hypothesis 3.6 is satisfied.
Finally, analogous computations as above show that the function ϕ, defined by ϕ(x) = ζ(σr Ω (x)) + (1 − ζ(σr Ω (x))|x| 2 for any x ∈ Ω, satisfies Hypotheses 2.4. Therefore, the results in Theorem 3.7 can be applied. (Ω), some p > max{d/(2α), d}. Here, g is any W 1,p loc (Ω)-extension of B(t)u, and M is a positive constant independent of λ, u and g. Since any operator A(t) is sectorial, its resolvent set contains a right-halfline. Estimate (A.3) shows that R(·, A(t)) is bounded in ρ(A(t)) ∩ {λ ∈ C : Reλ ≥ ω} and this implies that ρ(A(t)) ⊃ {λ ∈ C : Reλ ≥ ω} and R(λ, A(t)) L(C b (Ω)) ≤ M |λ| −1 for any λ ∈ C with Reλ ≥ ω. Indeed, the norm of R(λ, A(t)) blows up as λ approaches the boundary of ρ(A(t)). for any λ ∈ ω + Σ θ .
Property (ii) can be proved arguing as in [1, Thm. 6.3] . For the reader's convenience we enter into details and we prove it with α 1 = α α 2 = σ, θ 1 = d/(2p) and θ 2 = 1/2 (note that our assumptions on σ and p guarantee that the conditions θ 1 < α 1 and θ 2 < α 2 are satisfied). Fix f ∈ C b (Ω), λ ∈ C with positive real part, and let v = R(µ, A(s))f and u = R(λ + µ, A(t))(λ + µ − A(s))R(µ, A(s))f , where µ = ω + 1. Clearly, u − v = (A(t) − µI)R(λ + µ, A(t))(R(µ, A(s)) − R(µ, A(t)))f . So, if we set w λ,µ = u − v, estimate (A.2) becomes w λ,µ ∞ ≤ C |λ| for some constant C, independent of f, λ, α, σ, t, s. .
To estimate the series, we recall that the choice of θ implies that |Reλ| ≤ (2M ) −1 |Imλ| for any λ ∈ Σ θ . This and the resolvent estimate proved above show that f (t, x)dt for any x ∈ Ω. Then, g ∈ C b (Ω). Moreover, for any bounded linear operator T : C b (Ω) → C b (Ω), which transforms bounded sequence of continuous functions, converging locally uniformly in Ω, into sequences with the same properties, it holds that (T g)(x) = b a (T f (t, ·))(x)dt for any x ∈ Ω.
Proof. Showing that g ∈ C b (Ω) is an easy task left to the reader.
To prove the last part of the proof, for any n ∈ N, let g n = n−1 k=0 f (t k , ·)(t k+1 − t k ), where t k = a + k(b − a)/n for k ∈ {0, . . . , n}. Clearly, g n converges to g locally uniformly in Ω. Further, g n ∞ ≤ f ∞ (b − a) for any n ∈ N. Hence, T g n converges to T g locally uniformly in Ω as n → +∞. As is immediately seen, (T g n )(x) = n−1 k=0 (T f (t k , ·))(x)(t k+1 − t k ) for any x ∈ Ω and n ∈ N. Since the function T f is continuous in [a, b] × Ω, the same arguments as above show that (T g n )(x) converges to b a (T f (s, ·))(x)ds as n → +∞, and we are done.
