In the majority of adaptive radar detection algorithms, the covariance matrix for the clutter-plus-noise is estimated using samples taken from range cells surrounding the test cell. In a nonhomogeneous environment, this can lead to a mismatch between the mean of the estimated covariance matrix and the true covariance matrix for the test cell. Further, an inaccurate target steering vector may also be employed. Closed form expressions are provided, which give the performance for such cases when any of a set of popular space-time adaptive processing (STAP) algorithms are used. The expressions are exact for some interesting cases. For some other cases, it is demonstrated that the expressions provide good approximations to the exact performance. To simplify the analysis, the samples from the surrounding range cells are assumed to be independent and identically distributed and these samples are assumed to be independent from the sample taken from the test cell. A small number of important parameters describe which types of mismatches are important and which are not. Monte Carlo simulations are included which closely match the predictions of our equations.
I. Introduction
In most adaptive radar detection algorithms, the noise-plus-clutter in the test cell is characterized using samples taken from range cells that neighbor the test cell. This can lead to a mismatch between the true clutter-plus-noise statistics (in the test cell) and those used to design the adaptive processing scheme. Such mismatches can occur in nonhomogeneous noise-plus-clutter cases 1]. Incorrect steering vectors can also be employed in practical situations. The purpose of this research is to develop analytical formulas that characterize the loss in performance due to these mismatches. These formulas should be useful for judging how sensitive some popular adaptive radar detection algorithms are to mismatch. The noise-plus-clutter, which includes clutter, jamming, and noise, is assumed to be a complex Gaussian process 2].
Consider a set of constant false alarm rate (CFAR) (1) to the quantity 1 1 + x H R ?1
In (1) and (2), x and q are vectors, R e is a matrix and and are scalars. Each of these quantities will be described shortly. If = 0 the test in (1) and (2) In (1), x is the observed N-dimensional complex vector which consists of zero-mean complex Gaussian noise-plus-clutter with covariance matrix R t if signal is absent. If signal is present x consists of signal plus zero-mean complex Gaussian noise-plus-clutter with covariance matrix R t . The signal that is added to the noise-plus-clutter is s where s is a unit length signal vector and is a complex constant. The magnitude of sets the signal-to-noise ratio. The constant in (2) is a threshold which is chosen to set a particular false alarm probability. The denominator of (1) provides the correct normalization for CFAR (for cases without covariance mismatch with R t = R e ).
While it would be desirable to use the true covariance matrix R t in (1) and (2) in place of R e , R t is not available. Instead an estimated covariance matrix R e is typically used. Typically R e is obtained by using the maximum likelihood (ML) estimate for the case where a set of independent reference vectors x(k); k = 1; : : : ; L are available (L N), all with the same distribution as x (even if this is not truly the case). Speci cally, R e is taken as
which di ers from the ML estimate by a scale factor. Any scale factor modi cation of (3), can be incorporated into and in (2) . Note that in practice one frequently nds R e is not close to a scaled version of R t , due to a variety of reasons. In fact, the expected value of R e may di er from LR t which implies that even as L ! 1, (1=L)R e will not converge to R t . For the purpose of this paper we assume a mismatch in the reference data such that (1=L)EfR e g = R sd 6 = R t . For simplicity 2 we assume that the reference data vectors are independent and identically distributed (iid) with a zero-mean complex Gaussian distribution with covariance matrix R sd . Also, the reference data are assumed to be independent from the data from the test cell.
To understand why R e may not be close to a scaled version of R t , it is important to know that the reference data are usually taken from surrounding range cells. Data taken from surrounding range cells can have di erent statistics than data taken from the test cell. This type of behavior has been observed in measured data 1]. The reason for this type of behavior can also be motivated. Consider ground clutter, for example. The clutter part of the radar returns corresponding to di erent range cells are produced by re ections from di erent portions of the ground. If very di erent types of objects reside on these di erent portions of ground, it is reasonable to expect the clutter returns from these di erent range cells will be di erent. In particular, if Gaussian clutter is assumed then the covariance matrices which characterize the clutter returns from the di erent range cells will be di erent.
If we could use R e = R t in (1) and (2), then it would also be preferable to choose q to be a scalar multiple of the signal vector s 3], 5], 6]. However, in practice this may not be true. This may be due to practical issues 3] or choice 1]. Thus, we also consider steering vector mismatch here. While the case with steering vector mismatch alone has been studied 3], expressions for the performance for the case of both covariance matrix and steering vector mismatch have not been found. These expressions are provided here.
In Section II, we develop closed form expressions to estimate the probability of false alarm and detection. Our expressions are exact for some interesting cases that are described in detail in Section II. An extensive numerical study found our expressions are often quite accurate even in the cases where they are not exact. In most cases examined, the approximate and exact probability of detection curves were extremely close. In a few cases, the curves are a bit farther apart. The maximum error, which occurred only in these few cases, increased with . For = 0, AMF, in the case of maximum error the curves were within 1 dB. For = 1, GLR, in the case of maximum error the curves were within 2 dB. For = 5, in the case of maximum error the curves were within 4 dB. For = 100, in the case of maximum error the curves were within 8 dB. Clearly our results are accurate for small , a case of great interest, and for some other cases (see Section IV for a detailed discussion). Further, for all cases they provide useful information for a problem for which exact closed form expressions are not otherwise available at this time.
Our expressions for probability of detection and false alarm require the probability density function (pdf) of a quantity which is a generalization of the loss factor from 3], 5], 6], 9]. This pdf is derived in Section III. Numerical evaluations of probability of detection and probability of false alarm are provided in Section IV. The curves provided in Section IV illustrate the e ects of mismatch on performance, which we show are sometimes relatively easy to interpret. Conclusions are provided in Section V. 
which gives the probability of detection conditioned on . In (11) G m (y) = exp(?y)
as de ned in 3]. The unconditional probability of detection is found by multiplying (11) by the pdf of and integrating over all values of (see (8) ) to obtain
Similar equations can be developed for the false alarm probability 3] which becomes
and
The results in (11) through (15) require that z and d be uncorrelated to be exactly true. The reason for this is explained in the Appendix. While it appears to be di cult to obtain simple equations like (11) through (15) for correlated z and d, as we explain in the Appendix, (11) through (15) provide approximate expressions which appear to match with the true results for correlated z and d quite well. This is discussed further in Section IV. Of course to evaluate (13) and (15) the pdf of , found in the next section, is needed. We emphasize that since (8) is much di erent from the expression for given in 3], the rest of this paper di ers extensively from 3]. Further, nding the pdf of in our case is much more complicated and we could not nd any mathematics or engineering literature in which this particular problem was attacked.
III. Distribution of
First consider the reciprocal of the random part of 1= , which from (8) (25) In fact, the expression in (34) also applies if signal is not present by setting = 0 so f ( jH 0 ) = f ( jH 1 )j =0
(35) but in fact a much simpler method can be used to obtain a series representation with a nite number of terms. The derivation of this expression is given in the Appendix.
IV. Effects of Mismatch: Numerical Results
Now we wish to investigate the e ects of mismatch and at the same time we check the correctness of (13) sd s di ers from zero. Finally j qs j 2 in (10) also a ects performance. j qs j 2 , V arfdg, j!j 2 and the eigenvalues of R MM are the only parameters which a ect performance 5 so we consider variations of these parameters. We give physical interpretations of these important parameters in this section.
Experimenting with (13) and (15), by changing one parameter at a time with all other quantities xed, we made some interesting observations. First, increases in either V arfdg or in any of the j ; j = 1; : : : ; N ?1 (all other quantities xed) generally lead to degraded performance (an increase in probability of false alarm or a decrease in probability of detection if probability of false alarm is xed). This is reasonable since V arfdg measures the noise-plus-clutter power in d and increasing noise-plus-clutter power will usually degrade performance. Similarly, each j can be thought of as the noise-plus-clutter power in a particular one-dimensional subspace after imperfect whitening. Since j qs j 2 takes the place, in (11), occupied by signal-to-noise-plus-clutter power in the case without mismatch, it is not surprising that increasing j qs j 2 generally leads to an increase in probability of detection and no change to probability of false alarm. Finally, an increase in any component of j!j 2 generally leads to decreases in probability of detection and no change in probability of false alarm. Since ! is a transformation of the signal that is orthogonal to the steering vector this is also reasonable. These observations can be useful in predicting performance changes as we now demonstrate. As we also demonstrate, mismatches in covariance matrix alone can involve changes to more than one of the above parameters.
Consider the speci c case of AMF ( = 0), N = 4, L = 8 and a probability of false alarm of 0:01. Similar results were obtained for other , false alarm probabilities, N and L (see footnote 5), but these values allow very accurate Monte Carlo simulations with reasonable run times. We compare results calculated using (13) and (15) to Monte Carlo simulations using over 40; 000 trials. Collect the eigenvalues of R MM in the vector C = 1 ; 2 ; 3 ]. In all the results given here, the threshold of the test is changed each time a parameter (like V arfdg or C) is changed so that the probability of false alarm is xed at 0:01. In all cases note the excellent agreement between the curves produced by (13) and (15) and the \points" produced by the Monte Carlo simulations.
First consider the case where we vary R t while keeping R sd xed. This varies the covariance matrix mismatch, which leads to the di erent curves in each graph shown in Figure 1 . As noted in Figure 1 the changes in R t cause variations in V arfdg and W = !=j j. Note that the value of j j can be obtained from the variable on the x-axis of each graph in Figure 1 since SSNR = j j 2 = Bj j 2 and B = js H R ?1 sd sj is xed as noted in Figure 1 . In the results given in Figure 1 , we x the steering vector mismatch by xing A = cos 2 ( ) in (10) . Further, we x C. The values for each of the xed quantities are provided in Figure 1 . The relative locations of the di erent curves in each graph in Figure 1 appear to be dominated by the changes in V arfdg. Recall the probability of detection generally decreases as V arfdg increases. We also see that the changes in probability of detection which occur for a given change in V arfdg appear to be larger for smaller values of j , j = 1; 2; 3. In Figure 2 , similar cases with covariance mismatch are considered, but in these cases V arfdg is xed and C is varied. In this case, the relative locations of the di erent curves in each graph appear to be dominated by the changes in the values of j , j = 1; 2; 3. The results are similar to Figure 1 . From Figure 1 and Figure 2 , it is clear that changes in R t can actually improve performance, as one might expect. This improvement can occur through a decrease in V arfdg or in j , j = 1; 2; 3.
When viewed in terms of the key parameters j qs j 2 , V arfdg, j!j 2 and C, we see that changes in performance based on a change in a single parameter (or if a single parameter dominates) are usually easy to understand. However, simultaneous changes in two parameters can o set each other and thus, in these cases, one would generally need to check the equations we have given to determine the overall change in performance. In practice, these are the situations that one is often faced with, as we now illustrate. We considered cases where R MM was xed, but where the steering vector mismatch was varied by changing q with s xed. The results are provided in Figure 3 . The top curve in each graph given in Figure 3 is for the case with s = q (no steering vector mismatch). For the other two curves, q is changed to provide an identical angular distance between s and q in each case, but q is moved in a di erent direction in each case. The change in q a ects the key parameters di erently making performance di erent in each of the two cases. Notice that the change in q changes both V arfdg and W. As found in each of the cases shown, it is reasonable that a mismatch in steering vector alone always decreases probability of detection.
An extensive numerical study found our expressions are often quite accurate even in the cases where they are not exact. In most cases examined, the approximate and exact probability of detection curves were extremely close. A typical example is shown in Figure 4 (a) for the case of AMF ( = 0) with N = 2, L = 4 and ! = 0. In Figure 4 (a), r zd = Efzd g when signal is absent. The maximum error was observed for the maximum value of r zd (for the covariance matrix of (d; z T ) T to be positive de nite r zd must be less than this maximum value). In a few cases, those with r zd near its maximum value, the curves are a bit farther apart. A case with the maximum error is also shown in Figure 4 (b). The maximum error generally increased with . For = 1, GLR, in the case of maximum error the curves were within 2 dB. For = 5, in the case of maximum error the curves were within 4 dB. For = 100, in the case of maximum error the curves were within 8 dB. Clearly our approximate results are accurate for small , a case of great interest. Further they are accurate for small values of jr zd j (magnitude used for vector z). Finally, they provide useful information even for larger when jr zd j is not so small. We also note, as might be expected, that we have found in our tests that if any parameter is changed when the correlation between z and d is non-zero, the change in performance is similar (in the same direction and about the same magnitude) to what occurs if z and d are uncorrelated.
V. Conclusions
An analysis of the performance of a set of STAP algorithms has been provided for cases where the data used to estimate the covariance matrix is not matched to the true covariance matrix of the data to be tested. Such cases can occur in nonhomogeneous environments which appear to occur frequently in real radar systems. Steering vector mismatch is also addressed. Closed form expressions are given for the probability of false alarm and detection. The expressions are exact if z and d are uncorrelated. They provide useful approximate results in other cases. These expressions apply for any number of reference data vectors used in the covariance matrix estimation. The analysis indicates which types of mismatches are important and which types are not. The equations indicate that performance depends on a few critical parameters. These parameters are the eigenvalues of the covariance matrix of the observations after the imperfect whitening that occurs due to the covariance matrix mismatch, a quantity j!j 2 related to the signal which is orthogonal to the steering vector used, the signal-to-secondary-noise ratio, the observed vector size and the number of reference samples used to form the covariance matrix estimate. The numerical results presented in this paper provide a good match to the calculated results produced by our equations.
C. Simple form for f ( jH 0 )
In this case (! = 0) there is an easier way to convert the characteristic function in (23) to a pdf and to obtain a nite series expansion. By expanding (23) into a partial fraction expansion one nds the pdf of
