Abstract. We investigate compactly supported solutions for a thin-film equation with linear mobility in the regime of perfect wetting. This problem has already been addressed by Carrillo and Toscani, proving that the source-type self-similar profile is a global attractor of entropy solutions with compactly supported initial data. Here we study small perturbations of source-type self-similar solutions for the corresponding classical free boundary problem and set up a global existence and uniqueness theory within weighted L 2 -spaces under minimal assumptions. Furthermore, we derive asymptotics for the evolution of the solution, the free boundary, and the center of mass. As spatial translations are scaled out in our reference frame, the rate of convergence is higher than the one obtained by Carrillo and Toscani.
Since the boundary is a function of time t, we need a condition determining its evolution which is (1.1c). Viewing (1.1a) as a nonlinear continuity equation, we read off the horizontal fluid velocity as v = ∂ 3 z h. By compatibility, this velocity has to match the speed of the contact lines at the free boundaries. A simple calculation shows that (1.1c) implies conservation of mass (volume) M :=
Z+(t) Z−(t)
h(t, z) dz. We mention that problem (1.1) can be derived by a lubrication approximation from Darcy's flow in the Hele-Shaw cell [18, 21, 22] . Equation (1.1a) is a specific case of a larger class of thin-film equations,
with a nonlinear mobility h n and where n ∈ (0, 3). Again, (1.2) can be derived from the Navier-Stokes system with an in general nonlinear slip condition at the liquid-solid interface by an asymptotic expansion [8, 13, 29] .
Source-type self-similar solutions. It is instructive to study the case where the initial condition comes from a Dirac mass M δ 0 at time t = −1, where M is the mass of the droplet. Additionally we assume that the solution to (1.1) is self-similar. We note that (1.1a) remains invariant under the two-parameter scaling transformation This ansatz automatically yields films for which the mass is constant in time t. We insert ansatz (1.3) in (1.1a) and obtain after some basic manipulations (cf. Appendix A) ( 
1.4)
h s (t, z) = 15M 16
with the same mass in L 1 (R), where the rate is given by (t + 1)
. This rate also applies if the solution is written in self-similar variables (1.5) H(t, ξ) := (t + 1) 1 5 h t, (t + 1)
in which-in view of (1.3)-the source-type solution is stationary. The result was upgraded to convergence in H 1 (R) with a suboptimal rate by Carlen and Ulusoy [10] . Subsequently, Matthes, McCann, and Savaré [25] improved this result to the d-dimensional thin-film equation and convergence in H 1 (R d ) with the optimal rate (t+1) − 1 5 in self-similar variables (1.5) (cf. also Carlen [9] ). By the standard embedding H 1 (R) → L p (R) with 1 ≤ p ≤ ∞, the latter result also implies convergence in L p (R) with rate (t + 1)
. We also refer to the work of Bernoff and Witelski [6] , explicitly solving the linear evolution for n = 1 in the 1 + 1-dimensional case and providing a numerical analysis for other n. The work of McCann and Seis [26] generalizes the linear analysis to higher dimensions and more general fourth-order equations by exploiting the gradient flow structure of the thin-film equation and relying on the analogous analysis for the porous medium equation [33] .
Cauchy problem and linearization. We consider perturbations of source-type solutions (1.4), for which we introduce volumetric (mass-Lagrangian) coordinates as follows:
(1.6) This equality, together with (1.1), implicitly defines Z(t, x). One advantage of using (1.6) is that in the new coordinates the boundary is fixed to the points x = ±1. Additionally, the source-type self-similar solution in these coordinates is given by (cf. (1.4)) (1.7) Z s (t, x) = 225M (t + 1) 2 1 5 x,
Z(t,x) Z−(t)
i.e., it is a linear function in x. Furthermore, the transformation guarantees that the mass M is conserved in time t. This condition would not necessarily be fulfilled if we chose a related coordinate transformation, the hodograph transform (cf. [14] ) where h(t, Z(t, x)) := h s (t, Z s (t, x)). Also note that the latter transformation would fix the maximal height of any perturbation to match the one of h 0 (t, z), clearly being an unphysical assumption. In order to derive an evolution equation in the new coordinates, we first differentiate (1.6) with respect to x and obtain the relation (1.8) h
(t, Z(t, x))∂ x Z(t, x)
Furthermore, differentiating (1.6) with respect to t leads to
h(t, Z(t, x))∂ t Z(t, x) +
We integrate the second integral and observe that due to the first boundary condition in (1.1b) and condition (1.1c) , the boundary term at z = Z − (t) vanishes. Thus we arrive at the relation (1.9) ∂ t Z(t, x) = ∂
z h(t, Z(t, x)).
Due to (1.8) it is convenient to formulate the equation in terms of (1.10)
Then the derivatives are transformed as ∂ z = G∂ x which, together with (1.8) and (1.9), demonstrates that
Since by the chain rule ∂ t G(t, x) = −(G(t, x))
2 ∂ x ∂ t Z(t, x), we obtain the evolution equation for G given by (1.12)
2 G for t > 0 and −1 < x < 1.
The source-type solution for G reads .
For convenience we apply a further transformation and factor off G s (1.13) G(t, x) =: G s (t, x)F (t, x) = 225M (t + 1) 2
F (t, x).
A simple calculation shows that the evolution equation (1.12) then transforms into (1.14) 120(t + 1)
2 F for t > 0 and −1 < x < 1.
It is handy to introduce the logarithmic time variable (1.15) τ := ln(t + 1) 120 , implying 120(t + 1)∂ t = ∂ τ , and to consider F as a function of τ and x. Then (1.14) transforms into the not explicitly time-dependent equation
2 F for τ > 0 and −1 < x < 1.
Thus in terms of F the source-type self-similar solution is merely the constant function F s = 1. Since we want to study perturbations of F s = 1, we set
We observe that, using (1.17), the right-hand side of (1.16) is a linear combination (with constant coefficients) of terms of the form 
We are thus lead to study the Cauchy problem
Here u 0 denotes the initial data and the nonlinearity N (u) is a linear combination (with constant coefficients) of terms of the form (cf. (1.18))
A precise definition (which is immaterial for the subsequent analysis) is given in (A.5).
We note that L can be rewritten as L = A(A + 2) with the degenerate-parabolic second-order operator
A similar structure has been found by Bernoff and Witelski in [6, section 5], however, with a different second-order operator (which is due to a differently chosen coordinate system). The operator A − 3 is known as a special version of the Gegenbauer differential operator [35] . Interestingly, L cannot be written as the square of a second-order operator as in a work by Giacomelli, Knüpfer, and Otto [17] , treating perturbations of a parabola profile in the case of the half space. We emphasize that-despite (1.20) is structurally more complicated-the subsequent analysis has some similarities to [17] , which is why we keep the presentation brief in those cases, where the analogies are apparent. We would like to point out that it may seem surprising that no constraint at the boundary of the domain has to be fulfilled, although we deal with a fourth-order problem. Yet, notice that the linear operator L is degenerate due to the prefactors (1 − x 2 ), which is why no boundary condition has to be imposed in order to obtain a well-posed problem. Our sequence of transformations (cf. (1.6), (1.10), (1.13), (1.15), and (1.17)) is chosen such that the boundary conditions (1.1b) and (1.1c) of the original problem (1.1) are automatically fulfilled.
In view of (1.20) , it is natural to study the linear Cauchy problem
where I = (0, τ 1 ) ⊂ (0, ∞) is an interval. The above discussions on the boundary conditions apply to (1.23) as well.
Notation. Throughout the paper we will write f S g whenever a constant C ≥ 1, depending on the set of parameters S, exists such that f ≤ Cg. We write f ∼ S g if f S g and g S f . We say that a property is true for x S 1 (x S 1), whenever a constant C > 0, depending on parameters S, exists such that the property is true for all x with x ≥ C (x ≤ C). If S = ∅ we just write f g, etc.
Weighted Sobolev spaces and their interpolation spaces. For establishing existence and uniqueness of (1.20), respectively, (1.23), we introduce a scale of weighted Sobolev spaces. In Corollary 4.3 we prove that the operator L is symmetric with respect to the bilinear forms
and
The induced seminorms are denoted by [·] k and it is convenient to introduce the summed seminorms [·] ,k (with k ≥ ≥ 0) through (1.25) [u]
The bilinear forms induce a scalar product through
We denote the induced norm by |·| k and we also use the spaces ( 
The corresponding function spaces H k * are defined as the completion of
Our definition of the interpolation space relies on the K-method of interpolation theory, that is, we have H
, where (·, ·) α,q denotes the real interpolation functor (cf. [1, Chapter 7] ). In fact, for the interpolated spaces our desired 1 A counterexample is given by u(x) := x 0
and η(x) ≡ 1 for x ≥ 3 4 . estimate u C 0 ([−1,1]) |u| 4, * holds true (cf. Lemma 3.5). It will turn out to be a consequence of the standard embedding B 
(1.29b) and (1.29c)
with corresponding spaces.
The main results.
For our minimal existence and uniqueness result we introduce the notation 
This solution obeys the a priori estimate |||u||| |||u 0 ||| 0 . Furthermore, for all μ < 120
for τ ≥ 0.
In fact, we can even show the following. Theorem 2.2. In the situation of Theorem 2.1, for any k ≥ 2 there exists τ k ≥ 0 such that for any μ < 120
Comparison to other well-posedness results. To our knowledge, Theorem 2.1 is the first global existence and uniqueness result for a thin-film equation with compactly supported initial data. A corresponding short-time well-posedness result (for initial data that are not necessarily close to a source-type solution) was obtained by Giacomelli and Knüpfer using Schauder estimates in weighted Hölder spaces [16] .
The result may also be considered as a first step toward a uniqueness proof for small perturbations of source-type solutions within the class of entropy (or strong) solutions-a question already raised in [12] . Here, uniqueness of solutions under the weaker assumption
1 is presumably true. We expect that a proof of such a result should be possible using recent ideas of John [20] . The latter rely on the theory of singular integral operators in weighted L p -spaces which have been first applied by Koch to the porous medium equation [23] . However, the linear analysis, presented in section 4, will be more subtle in this case and probably requires detailed (pointwise) Gaussian estimates of the parabolic Green's function (or a localization argument in order to utilize John's result directly) rather than L 
We notice that the decay with rate (t + 1) −1+0 is faster than with the rate (t + 1)
obtained by Carrillo and Toscani [12] , respectively, Matthes, McCann, and Savaré [25] . Our new result is complementary to [12, 25] : As it was pointed out by Bernoff and Witelski [6] , respectively, McCann and Seis [26] for the linearized problem, the rate (t + 1)
can be observed in the self-similar variables (1.5) . This slower rate is due to translations in space. In our setting the accelerated convergence is due to the fact that spatial translations are not seen in the transformed set of variables: Clearly, a (time-dependent) shifth(t, z) := h(t, z + α(t)) in the lateral variable of a given profile h = h(t, z) leads to a shiftZ(t, x) = Z(t, x) + α(t) in the volumetric coordinates defined through (1.6). In view of transformation (1.10), we havẽ , x) , i.e., the G-coordinates and-applying the subsequent transformations (1.13) and (1.17)-also the u-coordinates are the same. Hence, translations in time (with rate (t + 1) −1 ; cf. [6] ) are limiting. This is reflected in the spectral gap of the linear operator L (cf. section 4). The smallness assumption |||u 0 ||| 0 1 leads to the fact that the linearization of (1.20) dominates the evolution and u 0 will be in the domain of attraction of a fixed point problem (cf. sections 5 and 6).
Transformation into the original variables. We utilize the representation (1.8) for the film height h in conjunction with transformations (1.10), (1.13), and (1.17) to obtain
and t ≥ 0, or-using (1.4) and (1.7)-equivalently
for x ∈ [−1, 1] and t ≥ 0. In view of (2.4), this already implies convergence with a faster rate, i.e., (2.6) (t + 1)
and t ≥ t k, , where t k, ≥ 0 is the same as in (2.4) (in particular t 0,0 = 0), ε > 0, and k, ≥ 0. Not surprisingly, the decay rate is higher than for the known results [12, 25] in the self-similar variables (1.5), as we compare the solutions h(t, z) and
Nevertheless, (2.6) is nontrivial as we can conclude, for instance, that
decays with rate (t + 1) −1+0 and not (t + 1)
. In order to obtain control on the volumetric coordinates Z(t, x) and in particular the speedŻ ± (t) = ∂ t Z(t, ±1), we employ transformations (1.13) and (1.17) in (1.11) and arrive at
for x ∈ (−1, 1) and t ≥ 0. Setting u := u s = 0, (2.7) reduces to the self-similar solution ∂ t Z s (t, x) (cf. (1.7)), so that the difference (t + 1) Utilizing (2.4) once more, we infer that there exist t k, ≥ 0 such that
and t ≥ t k, , where ε > 0 and k, ≥ 0. Remark 2.4. From (2.8) we obtain relatively explicit asymptotic expressions for the speed of the contact points (cf. (1.4) and (1.7))
(t + 1)
Equation ( Using the transformations in (1.10), (1.13), and (1.17) together with the representation of the source-type solution (1.7), we further obtain (2.10)
With the help of (2.4) and integrating once in x, we get (2.11) (t + 1)
and t ≥ t k, , where k, ≥ 0, t k, is chosen as in (2.4), and
is the center of mass. The decay of α(t) follows from (2.8), that is, (2.13) (t + 1)
with k ≥ 0, ε > 0, and some t k ≥ 0. Remark 2.5. The meaning of the assumption |u 0 | 4, * 1 (that is, in particular
1 by Lemma 3.5) for the initial data in terms of the original variables may be best understood by appealing to (2.5), i.e.,
and noting that due to (2.10) the Lipschitz constant of Z 0 − Z s|t=0 , where Z 0 (x) := Z(0, x), is small. We can use the transformation of derivatives
With the help of the decay estimates for the volumetric coordinates in (2.8) and (2.11), and the explicit expressions for the source-type solution in (1.4) and (1.7), we obtain (2.14)
is an improvement of the previous results [12, 25] in the sense that also convergence of higher derivatives is shown. This is due to the fact that we are considering a classical free boundary problem: Second and higher derivatives are defined in the support of the droplet, but have discontinuities if studied on the real line as in [12, 25] . As a last step, we compare the solutions h = h(t, z) and h s = h s (t, z) at the same position z. First observe that for ∈ {0, 1}
We note that we only have |Z(t, x) − Z s (t, x)| 1 by (2.11) and (2.13), so that (using the explicit formulas (1.4) and (1.7)) (t + 1)
for all x ∈ [−1, 1], t ≥ 0, and ∈ {0, 1}. In view of (2.14), this upgrades to convergence in the original variables (2.15) (t + 1)
for all z ∈ R, t ≥ 0, and ∈ {0, 1}.
The fact that by (2.15) also the (scaled) derivative (t+1)
with the optimal rate (t + 1)
is not contained in the previous results [12, 25] .
Remark 2.
6. An analogous reasoning shows that (2.5), (2.6), and (2.11) upgrade to decay in (translated) variables
for z ∈ R, t ≥ 0, and ε > 0.
Here, α(t) is defined in (2.12) and ∈ {0, 1}. Equation (2.16) shows the improved decay rate by taking translations of the center of mass α(t) into account, as expected from the linear analysis of Bernoff and Witelski [6] , respectively, McCann and Seis [26] .
Outline. The rest of the paper will be concerned with the proofs of Theorems 2.1 and 2.2. In section 3 we provide an overview of the most important properties of the weighted Sobolev spaces H k and their interpolation spaces H k * . We keep the presentation brief and postpone the proofs to Appendix B. In section 4 we derive maximal regularity estimates for the linear degenerate-parabolic problem (1.23). Since L has a spectral gap, the decay of the solution can be encoded in these estimates. In section 5 we show that the nonlinearity N (u) (cf. (1.21)) is just a small perturbation of the linear evolution. Thus the corresponding nonlinear problem (1.20) can be treated by a fixed point argument (cf. section 6), proving Theorem 2.1. In section 7 we provide the arguments and proofs for Theorem 2.2, that is, we iteratively prove that the solution u = u(τ, x) gains regularity for increasing τ > 0 through refined estimates of the nonlinearity. Concluding remarks on possible further research are finally presented in section 8. Let us start by noting that with the transformation tanh s := x one obtains for u ∈
In fact we can improve estimate (3.1) by applying Hardy's inequality. Lemma 3.1 (Hardy inequality).
Furthermore suppose that there exists a sequence
We refer to [17, 
where the constant in (3.3) diverges as β −1 or γ ∞. Remark 3.3. We emphasize that an estimate of the form
which would correspond to the scaling-invariant Hardy inequality of Lemma 3.1, is not true (a nonzero constant is a trivial counterexample). Lemma 3.2 together with estimate (3.1) can be used to prove the following.
, and α > 0.
Proof. Using the definition of the norms through (1.26), we can replace u by derivatives of u. Therefore, it suffices to prove (3.4) for = 0. This can be obtained by iteratively applying (3.3) to (3.1), i.e.,
Interpolation spaces. As we noted in the introduction, inequality (3.4) ceases to be true for k = 4+ and α = 0 (this is the critical case for which Hardy's inequality is known to fail). This makes the introduction of interpolation spaces necessary (cf. Definition 1.1), for which the estimate is also true in the critical case.
Lemma 3.5. For ≥ 0 we have
The following lemma states that the norm |·| k, * is indeed stronger than |·| k and obeys a standard interpolation estimate.
It is quite obvious that (3.8) follows from (3.7) inductively. Combining Lemmas 3.4, 3.5, and 3.6, we obtain the following.
Corollary 3.7. For all k ≥ 1, ≥ 0, and α ≥ max
Corollary 3.7 turns out to be the basis of all nonlinear estimates in what follows. We now turn our attention to the discussion of the interpolation norms for our parabolic function spaces: Note that the spaces C
Nonetheless, the following inclusions hold true.
Lemma 3.8. For k ≥ 1 we have
The proof does not rely on the specific structure of the spaces H k and can be found in [17, Lemma 1.3].
The linear degenerate-parabolic equation.
In this section we prove maximal regularity estimates for the linear degenerate-parabolic problem (1.23). Let us introduce the notation
If I = (0, ∞), we will not specify the interval in the notation, i.e., we write |||·||| := |||·||| (0,∞) and |||·||| 1 := |||·||| 1,(0,∞) as before.
This solution obeys the maximal regularity estimate
where μ < 120. Proposition 4.1 turns out to be a consequence of a symmetric structure of derivatives of the linear operator L (cf. (1.19) ). 
Proof. One may prove inductively (using (1.19)) that and verify in a second step the equivalence of (4.3) and (4.4).
As a consequence we can prove the following. 
Proof. Using Lemma 4.2 and integration by parts, we obtain for
from which the claim immediately follows.
Proof of Proposition 4.1. We only provide heuristics here and prove estimate (4.2) on a time-continuum level. The subsequent arguments can be made rigorous using abstract semigroup theory (cf. [24, 28, 31] By the definition of our Sobolev spaces H k (cf. (1.27)) and a standard approximation argument in time, we can assume that u is smooth.
First, we multiply (1.23a) with an exponential weight e μτ and obtain for v := e μτ u and g := e μτ f the equation
Now we test (4.6) with (L − μ)v with respect to (·, ·) k and obtain
For the right-hand side of (4.7) we use Young's inequality and so obtain
For the first term of (4.9), we observe that by Corollary 4.3 (4.10)
We may use (4.10) in (4.9) and thus get
Integrating (4.11) in τ and using Corollary 4.3 yields
for μ < 120. Undoing the transformations v = e μτ u and g = e μτ f and using (1.23a) for getting control on ∂ τ u, we obtain (4.13)
for μ < 120. Interpolating (4.13) for k = 1 and k = 3, we immediately arrive at (4.2).
The nonlinearity.
For the proof of Theorem 2.1, we establish appropriate estimates for the nonlinearity. We start with a basic observation on the interpolation norm defined in (1.29a).
Lemma 5.1. For all μ ≥ 0 we have
In the interpolation seminorm in (5.1) at least one derivative acts on v − , respectively, v + . This will turn out to be convenient for estimating the nonlinearity N (u).
Proof of Lemma 5. 
which we will use in what follows. Furthermore, we define the linear operation
Replacing v by ∂ x v and noting that (
.
By the triangle inequality and a standard embedding 
We treat the second and third lines in (5.6) separately.
Estimate of N (u 1 ) − N (u 2 ) L 2 (I;H 0 )
. Our aim is to show that
Therefore we use (1.21), that is, N (u) = 
it suffices to estimate terms of the form (5.10) 
For the second term, we apply Lemma 3.2 iteratively and obtain
Since j ≤ 2 for j ≥ 2, we can use Corollary 3.7 for the other terms and end up with
which in view of (5.8), (5.9), and (5.10) upgrades to
Integrating this expression in time and using that μ ≥ 0 as well as Lemma 3.8, we obtain
which, in view of the definitions of the parabolic norms in (4.1), yields (5.7).
Estimate of the interpolation seminorm in (5.6).
We begin with some observations on the structure of the nonlinearity. Note that in view of (1.21), the derivative ∂ x N (u) is a sum of terms of the form Therefore also 1 ≥ 1, which will turn out to be beneficial later on. Then we note that we can write 
It seems necessary to introduceM m in order to be able to deal with terms in which only one derivative acts on
. . , v m ). We will chooseM m iteratively as the sum ofM (n) m with n = 1, 2, 3. First we defineM (1) m as the sum of all (5.14) 
where 1 = 1. This ensures that
is a sum of terms of the form 
In view of (5.12) withM m replaced by M m , we have the identification
Using the notation |v| 
where we have used Lemma 3.2 and Corollary 3.7 in the last line (notice that j ≤ 2 for j ≥ 2). Hence we obtain
Next we estimate the norm |M
. . , 6} and n = 1, 2. Using Lemma 3.2 and noting that for any measurable f : (−1, 1) → R and β ∈ R we have (5.23)
it suffices to estimate (cf. (5.14) and (5.16)) (5.24) , 1) ), where j =1 j = 3 + n and j ≤ 1 for j ≥ 2. For the first term in (5.24) we obtain
by Lemma 3.2 and Corollary 3.7. Similarly for the second term in (5.24)
In summary we obtain 1) ), where m = 7 − 0 . Using Corollary 3.7, we can factor out the term m j=m +1 |v j | 4, * , so that-after applying Lemma 3.2 and (5.23) once more-it suffices to estimate , 1) ). This is the same situation as in (5.24) with n = 3, so that by the same reasoning (5.25) holds for n = 3 as well.
Gathering ( 
in L 2 ( (−1, 1) ). Several cases have to be considered. Assuming j ≤ 3 for j ≥ 2 and 1 ≥ 2, we may estimate (5.27) as follows:
where we have used Lemma 3.2 and Corollary 3.7.
If 1 ≥ 2 and 2 = 4, necessarily j ≤ 1 for j ≥ 2 and we similarly obtain for (5.27)
where we have used Lemma 3.4, Lemma 3.6, and Corollary 3.7. For = 6 and 1 = 1, we only need to consider j ≤ 1 for j ≥ 2 in (5.27) by our choice ofM (1) m (cf. (5.14)). Furthermore, by reordering we can assume without loss of generality 2 = 1 and estimate (5.27) as follows:
where we have used Lemma 3.2, Lemma 3.6, and Corollary 3.7.
, where m ∈ {2, . . . , 6}, we need to estimate terms of the form (cf. (5.16)) , 1) ), where j =1 j = 5 and j ≤ 1 for j ≥ 2. Using Lemma 3.2 in combination with (5.23), it suffices to estimate (5.28) , 1) ), where j =1 j = 5 and j ≤ 1 for j ≥ 2. For the first term in (5.28) we obtain (we take n = 2)
by Lemma 3.2 and Corollary 3.7. For the second term in (5.28) we may estimate as follows:
For estimating ∂ xM , 1) ), where m = 7 − 0 . By using Corollary 3.7, we can factor out m j=m +1 |v j | 4, * in both cases so that-after applying Lemma 3.2 and using (5.23)-it suffices to estimate , 1) ). These terms have been estimated after (5. As a last step, we treat the case in which 1 = 1 and = 7 in the term in (5.27 ). Due to the definition ofM m (cf. (5.14), (5.16), (5.18)), we may estimate the sum , 1) ), where m = 7 − 0 . By Corollary 3.7, we first factor out the product m j=m +1 |v j | 4, * . Using Lemma 3.2 once, it then suffices to estimate
as well as (using inequality (5.23)) (5.31)
x v + and obtain
where we have used Lemma 3.2 and Corollary 3.7. The first term in (5.31) can be treated in the same way and we obtain
The second term in (5.31) is the same as in (5.30) and the last term already appeared in (5.29) and was treated after (5.28).
Gathering all previous estimates, we obtain (5.26).
Conclusion.
We use estimates (5.21) and (5.26) in (5.20) and obtain (using Lemma 3.8)
where m ∈ {2, . . . , 6}, v j ∈ {u 1 , u 2 , u 1 − u 2 }, and v j = u 1 − u 2 for exactly one j ∈ {1, . . . , m}. Since the sum of terms of the form (5.20) bounds the interpolation seminorm in (5.6), we obtain
The combination of (5.7) and (5.32) yields (5.5b) and concludes the proof.
Existence and uniqueness.
We are now ready to prove Theorem 2.1, which is a consequence of the more general statement as follows. 
of problem (1.20) . This solution obeys the a priori estimate
Proof. It suffices to prove Proposition 6.1 with δ depending on μ: Taking μ := 60 and noticing that |||u(τ )||| 0 = |u(τ )| 4, * → 0 as τ → ∞ by (6.1) (cf. (4.1a) ), we can solve (1.20) starting from time τ 0 μ 1 (where now μ < 120 is arbitrary), so that, by existence and uniqueness, regularity and the a priori estimate (6.1) hold for all μ < 120 and δ > 0 fixed.
We apply the linear solution operator T , constructed in Proposition 4.1 and obeying estimates (4.2), to the nonlinear problem (1.20) and obtain the fixed point equation
where we keep u 0 ∈ H 4 * fixed.
Existence. Our aim is to prove that S is a self-map in the space {u : |||u||| ≤ ε}, provided |||u 0 ||| 0 ≤ δ and 0 < δ ε μ 1. For this purpose we notice that by the linear estimate (4.2) of Proposition 4.1 and the nonlinear estimate (5.5a) of Proposition 5.2, we have for ε ≤ 1
Hence S maps {u : |||u||| ≤ ε} into itself if 0 < δ ε μ 1. For the contraction property we use the linearity of T and similarly obtain (6.3)
This shows that S is a contraction provided ε μ 1. The contraction mapping theorem yields a unique fixed point which is a solution to the nonlinear Cauchy problem (1.20) .
Uniqueness. Suppose that there are two solutions u 1 and u 2 for the same initial value u 0 ∈ H 4 * . Then for any interval I = (0, τ 1 ) ⊆ (0, ∞) we have 
but gains regularity for sufficiently large times. We prove this assertion iteratively and concentrate on the estimates. We use the following crucial estimate for the nonlinearity. Lemma 7.1. Suppose k ≥ 0. Then
Proof. Again, due to (1.21), derivatives Hence, for establishing (7.1), it suffices to estimate terms of the form
in L 2 ( (−1, 1) ). Applying Lemma 3.2 0 -times to (7.2) , it suffices to estimate the following nonlinear term:
where m ∈ {2, . . . , 6}, i ≥ j for i ≤ j, and := m j=1 j ≤ k+4. Then we distinguish between two cases.
Case I. We assume 1 ≥ 4. Then we can estimate (7.3) as (
The right-hand side of (7.4) is estimated by the right-hand side of (7.1). [17, section 8] .
By similar arguments as in the proof of Proposition 6.1, it suffices to prove Theorem 2.2 for τ k depending on μ. By testing (1.20a) appropriately, we deduce
k , where μ < 120.
We multiply (7.6) with
where k ≥ 4 and integrate the resulting expression in time τ from τ k ≥ 0, so that (employing Corollary 4.3)
Now we use estimate (7.1) of Lemma 7.1 in (7.7), leading to
for some μ ∈ (0, 120). We note that e μτ |u| 4, * (2.1) μ 1. Upon increasing the value of τ k , we can absorb the second line in (7.8) into the first line. Furthermore, we may use the induction assumption (already proved for k = 2; cf. Proposition 6.1) for the third line in (7.8) , so that (7.9) sup
By interpolation (using Lemma 3.8) and increasing τ k , (7.9) yields (2.2).
Concluding remarks.
It was already suggested in [12, section. 6 ] to investigate the asymptotics of the thin-film equation with nonzero contact angles (i.e., ∂ z h = 0 at z = Z ± (t) (cf. (1.1c) ) is not necessarily fulfilled). Global existence and local well-posedness for prescribed nonzero contact angle have been addressed, for instance, by Otto [30] , Bertsch, Giacomelli, and Karali [7] , Knüpfer and Masmoudi [21, 22] , and Mellet [27] . Here, one expects convergence to the profile (compare to (1.4), respectively, [12, equation (6 
where x = Ξ −1 (t + 1)
z, Ξ > 0 determines the mass of the droplet, and γ ≥ 0 the dynamic contact angle of h s (note that ∂ z h s (t, Z s,± (t)) = ∓γ(t + 1)
2 Using the 2 For discussions on dynamic contact angle conditions we refer to [8, 32] .
analogue of (1.6), i.e.,
for x ∈ (−1, 1), we can carry out the transformations presented in the introduction, too. Yet, the linear operator in this case does seem to have an apparent symmetric structure as the operator L given in (1.19) (cf. Corollary 4.3). In particular the spectrum of the linearization is supposedly not real, so that already the linear analysis is presumably more involved. An equally relevant question concerns stability and uniqueness issues of sourcetype self-similar solutions to the thin-film equation (1.2) with general mobility. We expect that the rather explicit characterization of the boundary regularity of sourcetype self-similar solutions in [15] and a corresponding well-posedness result in case of the half-line [14] can lead to new insights here.
See also [5, 34] . We can further use the transformation
so that the self-similar solution attains the form (1.4).
Linearization and nonlinear terms. In this appendix, we derive explicit expressions for the nonlinearity N (u) of (1.20a) and show how the linear operator (cf. (1.19) ) can be derived. First, one may further simplify the 6-linear term
Applying the last derivative and reordering the terms in the sum, we obtain
where 
5 ∂ x u , (A.5e) and (A.5f) N 0 (u) = 24 1 + 6u − (1 + u) 6 .
One may also verify that (A.5) are compatible with the structure (1.21) for N (u).
Appendix B. Weighted Sobolev spaces and their interpolation spaces. In this appendix we provide the remaining proofs of section 3.
Proof of Lemma 3.2. We first apply the splitting (B.1)
Since the terms on the right-hand side of (B.1) are symmetric, we concentrate on estimating the first term. Take a smooth cut off η(x) with η(x) ≡ 1 for x ≤ 0 and η(x) ≡ 0 for x ≥ For the last term we apply Hardy's inequality (cf. Lemma 3.1) and so obtain Proof of Lemma 3.6. Again, the proof mainly follows the argumentation of [17, Lemma 1.2]. The second inequality of (3.7) is merely the standard interpolation estimate for the interpolation functor (·, ·) * ∼ (·, ·) 1 2 ,1 that holds independent of the special choice of the underlying norms. We refer to [ and therefore, instead of (B.5), it suffices to establish (B.8)
, where we may assume u ∈ C ∞ ([−1, 1]) by density (cf. (1.27)). The minimization on the right-hand side of (B.8) can be carried out right away (it is merely a minimization of a quadratic functional in u − or u + , respectively) and we obtain (B.9)
Note that A and (1 + σ 2 A 2 ) are invertible by the Lax-Milgram theorem using (B.7). Applying (B.9) we conclude that the right-hand side of (B.8) can be rewritten as where the bracket in the first argument of (·, ·) 0 is a Bochner integral. We note that A with domain D(A) := H 2 is a self-adjoint operator in H 0 (which mainly follows from (B.6)). By the functional calculus for such operators we may conclude 
demonstrating that (B.5) holds true.
