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Abstract
The subject of this thesis is studying the resistivity along c-axis direction in cuprates, layered high-temperature
superconducting materials as a function of temperature. A point-to-point tunneling model is built to de-
scribe the tunneling between two CuO2 planes including the in-plane Coulomb interaction. With a general
assumption that the spectral function of the Coulomb fluctuation is ohmic, the solution of the transmis-
sion rate in the model is obtained by mapping the Coulomb potential fluctuation to phonon coupling of
the spin-boson model. From the result of the transmission rate, the c-axis resistivity is calculated in both
gapless and gap cases as a function of the temperature and the strength of the Coulomb fluctuation. The
dimensionless parameter α characterizing the strength of the Coulomb fluctuation is calculated theoretically
in the random-phase approximation (RPA) and in the Landau-Fermi liquid theory. The extensions of the
calculation to include the Coulomb interaction between CuO2 planes are done in this thesis to get a better
description of c-axis transport for double-layered cuprates and single-layered cuprates. It turns out the
theoretical form of the c-axis resistivity fits quite well with experimental data in both the metallic (gapless)
region and the metal-insulator crossover (pseudogap) region of the c-axis resistivity. The parameter α in
the fitting is also compared with the solution in the RPA calculation. It shows that the RPA result of α is
reasonably good in gapless case but fails in gap case. An extension for the future work about a multi-channel
tunneling model is discussed in the last part of the thesis.
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Chapter 1
Introduction
Cuprates, the high-temperature superconductors, have a universal electronic phase diagram but are com-
plicated in comparison with novel superconductors, that is shown in Fig. 1.1. The bottom of the diagram
is the superconductivity dome in a range of the doping from p = 0.05 to p ≈ 0.3. Normal phases include
anti-ferromagnetic (AF) insulator, pseudogap, strange metal and Fermi liquid (FL) from left to right in the
figure. The Ne´el temperature in the AF phase reduces as the charge carrier is added to CuO2 planes by
doping and the superconducting phase begins when the AF disappears at p = 0.05. The electronic properties
in the FL phase obey the standard FL theory and the quasi-particle is well-defined. The resistivity of the
strange metal phase is proportional to the temperature as in metals but there is no sharp quasiparticle peak
as in the Fermi liquid phase. The characteristic of the pseudogap phase is the existence of pseudogap. This
means partial energy gap which is gapless in some direction of momenta. The pseudogap also shares some
similar anisotropic features with the superconducting gap, like vanishing along nodal direction and reaching
its maximum along antinodal direction [1, 10]. It is often thought that the pseudogap phase is the precursor
of the superconducting phase. Above temperature scale T ∗, the pseudogap disappears and system goes
into the strange metal phase. Recent experiments of ARPES (angle-resolved photoemission spectroscopy)
Figure 1.1: Schematic electronic phase diagram of cuprates [1].
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[11, 12, 13, 14, 15] and quantum oscillations [2, 16, 1] provided more useful information about the pseudogap
phase. Hole pockets appear in the pseudogap phase with small kF corresponding to the hole density n = p,
but open to a large cylindrical Fermi surface in the Fermi liquid phase corresponding to the hole density
n = 1 + p (See Fig. 1.2).
Figure 1.2: ARPES spectral intensity in one quadrant of the Brillouin zone of Na-CCOC at p = 0.10 (the
left) and Tl-2201 at p = 0.25 (the right) [2].
Cuprates are generally considered 2D systems with superconductivity occurring in CuO2 planes (ab-
planes). At this point, a microscopic theory for either the superconducting phase or normal phase is not
available. However, it is usually assumed that superconductivity is the result of the dynamics in the CuO2
plane while the coupling between CuO2 planes is ignored. The reason is that cuprates are strongly anisotropic
materials where the ratio between c-axis resistivity, ρc, and ab-plane resistivity, ρab, is high, ranging from
∼ 50 (in YBCO material) to 105 − 106 (in Bi-2212 material) [17]. One way to achieve higher critical
temperature of superconductivity, Tc, is by cramming more CuO2 layers into the unit cell of cuprates
(n ≤ 3). This means that the tunneling between CuO2 layers or the inter-layer Coulomb interaction might
have a greater contribution to the superconducting phase. Thus, measuring the c-axis resistivity is the key
to understanding the inter-layer tunneling and the mechanism for why the hopping rate in c-axis direction
is very small in cuprates.
The measurements of c-axis resistivity of cuprates were done from the early days of cuprates for YBCO
[18, 19] and for LSCO [3, 4] even before the discovery of the pseudogap. The ratio ρc/ρab is independent of
temperature only in the highly overdoped regime p > 0.3; it is referred to as 3D anisotropic bulk material.
However, in the underdoped or slightly overdoped regimes, this ratio depends on the temperature (i.e. 2D
materials). At not too low doping (p > 0.08), ρab of cuprates is metallic, which means that it increases
as the temperature increases, while ρc is semiconductor-like for doping p ≤ 0.2 and metallic for doping
p ≥ 0.2. The most interesting property of c-axis transport is when ρc goes from being semiconductor-like
to metal-like as the temperature increases, in a specific range of doping. This is called the metal-insulator
crossover. For some experiments, the ρc measurement was extended to temperature below Tc by suppressing
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the superconducting phase using high magnetic field [20] or impurity [21, 22].
The standard band theory of solid state physics fails to explain c-axis transportation. There are several
theories attempted to explain the ρc curve in cuprates as anisotropic localization, confinement in non-Fermi
liquids, renormalization of the inter-layer hopping rate, etc. A. J. Leggett [23] proposed that the dynamical
energy fluctuations in ab-plane acting as the dephasing mechanism can block coherent transport in c-axis
direction without the need of external factors like random static potential or phonon. M. Turlakov [24, 25]
combined Leggett’s idea and tunneling formalism to calculate the c-axis resistivity in the presence of Coulomb
fluctuation in ab-plane. However, this work could not give a quantitative estimation because of the lack of
information on Coulomb fluctuation as a function of the doping. In addition, this work also failed to explain
the metal-insulator crossover because it did not include the pseudogap in the calculation.
The work in this dissertation was motivated by Leggett’s dephasing mechanism – the c-axis transport
is incoherent and suppressed under Coulomb potential fluctuation on ab-plane of CuO2. We try to give
quantitative comparisons with experimental results in Fermi liquid and pseudogap phases. Coulomb fluc-
tuation is calculated in detail as a function of doping by using the random phase approximation (RPA) for
jellium hole/electron gas and also in Fermi-liquid theory in general. The calculation of Coulomb fluctuation
is also extended to include inter-layer interaction between CuO2 planes. This step of calculation supports a
more general assumption that the Coulomb fluctuation is ohmic (i.e. its spectral function is proportional to
frequency at least at low frequency), although the pseudogap state being Fermi liquid or non-Fermi liquid
is still a controversial topic at this time. The transition rate of charge carrier between two CuO2 planes is
calculated by using a point-to-point tunneling formalism where each CuO2 plane is replaced by a point and
the tunneling between two planes is described by the tunneling between two points. This is a simplified step
of the real cuprate problem, where the charge carriers on CuO2 tunnel to the other planes at every lattice
site on the plane. The tunneling between two points is suppressed strongly by Coulomb potential fluctuation
at each point. Then, the transition rate is used to estimate the c-axis resistivity ρc.
The organization of this dissertation is as follows. Chapter 2 is used to present some experimental results
of c-axis resistivity in cuprates and two theoretical models of c-axis transport: one by Kumar and Jayannavar
[26] and the other by Turlakov and Leggett [25]. In Chapter 3, we build a point-to-point tunneling model
with the Hamiltonian to describe the c-axis transport in cuprates. Then we calculate the Coulomb potential
fluctuation in both RPA and Fermi liquid theory. Finally, we extend the calculation to incorporate the
inter-layer Coulomb interaction into the Coulomb fluctuation and give a correction to RPA in the case of
multi-layered cuprates where CuO2 planes in a unit cell are quite close to each other. In Chapter 4, we
map our point-to-point tunneling model with the Coulomb fluctuation to the spin-boson model, and use the
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available solution in [27] to get the transition rate of the hopping between two CuO2 planes. Then we use
this transition rate to calculate the c-axis resistivity in both gapless case and pseudogap case. We compare
our theoretical results with experimental data. We also describe an extension of the point-to-point tunneling
model, called multi-channel tunneling model, which is more realistic to cuprates as a future work in Chapter
5. Chapter 6 is for the summary of the dissertation. To keep track of the RPA calculation of the Coulomb
fluctuation in Chapter 3, we put all detailed calculation of the 2D free gas susceptibility into Appendix A.
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Chapter 2
C-axis transport properties of
cuprates
2.1 Experimental results of c-axis resistivity of cuprates
Cuprate usually has poor c-axis (perpendicular to CuO2 planes) electrical conductance in normal phase.
That is why it is considered as a 2D system. The measurement of c-axis resistivity is necessary to understand
the mechanism for very small hopping rate of the charge carrier in c-axis direction between CuO2 planes.
In fact, the data of c-axis resistivity emerges an interesting property about the metallic-semiconducting
transition and its relation to the pseudogap state in cuprates.
Figure 2.1: Semilog plots of ρc vs T for doping x = 0.04, 0.07, 0.15, 0.25 and 0.34. The inset is the linear plot
of ρc for x = 0.15. The arrows denote the temperature of the orthorhombic-to-tetragonal transformation
with discontinuity of dρc/dT [3].
H. L. Kao et al. [3] measure the c-axis resistivity of LSCO (La2−xSrxCuO4) film with the doping from
x=0.04 to x=0.34 in a wide range of temperature from 20K to 800K. The semiconductor-like behavior of
ρc (the c-axis resistivity increases as the temperature decreases) appears in underdoped samples x=0.04,
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0.07 and 0.15 (to 200K) while the ρc curve is metallic (the c-axis resistivity increases as the temperature
increases) for x=0.25 and 0.34 (Fig. 2.1). Especially, as shown in the inset of Fig. 2.1, ρc at x=0.15 (near
optimal doping 0.16) is metallic above 200K and is semiconductor-like below 200K.
Figure 2.2: Temperature dependence of the ab-plane (upper panel) and c-axis (lower panel) resistivities for
single crystals with various compositions in the normal phase. [4].
In another measurement, Y. Nakamura and S. Uchida grow a very high quality LSCO single crystal that
is checked by a sharp superconducting transition. In Fig. 2.2, the temperature dependence of ρab is linear
in a wide range of temperature around x=0.15 (narrow compositional range is discussed in the work). ρc is
non-metallic at low temperature regime but becomes metallic at high temperature regime for doping x=0.10
and x=0.12. The authors also mention that the spin gap in the underdoped region is the reason (but the
recent explanation is related to the crossover from pseudogap regime to Fermi liquid regime). At doping
x=0.30, ρc is totally metallic but the authors do not provide a clear claim about the non-metallic ρc at
x=0.15 and x=0.20. The ratio ρc/ρab decreases as temperature increases for x=0.10, 0.12, 0.15 and 0.20 as
in Fig. 2.3. However, x = 0.30, the ratio ρc/ρab is nearly constant with the change of temperature. The
authors argue that this is the crossover from 2D system to 3D system and the reason is not by the structure
phase transition from high-temperature tetragonal to low-temperature orthorhombic.
H. Raffy et al. [5] check the scaling behavior of c-axis resistivity in cuprates by measuring both c-axis
and ab-plane resistivities of Bi-2212 thin films (1500 A0 thick) at different doping from underdoped states
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Figure 2.3: Anisotropic resistivity ratio ρc/ρab vs temperature at different doping [4].
to overdoped states (17 doping steps). The characteristic temperature of the pseudogap of each doping
T ∗ is extracted from the ab-plane resistivity ρab when ρab is biased from linear temperature dependence.
The temperatures Tmin and Tp are defined from the maximum peak and the minimum peak of the c-axis
resistivity for each doping (as in Fig. 2.4).
Figure 2.4: ρc and ρab of a Bi-2212 film with temperatures Tmin and Tp at optimal doping [5].
The transition from semiconductor-like behavior to metallic behavior in ρc is seen around the temperature
Tmin for both underdoped and (slightly) overdoped states. Tmin is always larger than T
∗ about 1.4 ± 0.2
times and the authors claim that this is due to the fact that ρc is more sensitive to the gap opening than
ρab (Fig. 2.5). Surprisely, Tp(p) and Tc(p) (superconducting temperature) have the same curvature and the
authors consider this as the competition between semiconducting increase of ρc at low temperature and
superconductivity.
The scaling behavior of ρc vs T is exposed from expressing the dependence of ρc/ρcmin vs T/Tmin and
7
Figure 2.5: Phase diagram T (p) for Bi-2212 film (p is the doping rate) [5].
Figure 2.6: Scaling behavior of ρc. ρcmin is its value at Tmin [5].
getting the unique curve (Fig. 2.6). Tmin is considered as an important energy scale of c-axis transportation.
If we consider this in the power-law dependence of ρc vs T , this means that the power-law coefficient is
(nearly) constant with different doping values in Fig. 2.6.
One basic question for the transport properties of cuprates is how the charge carrier density per Cu
atom n/Cu depends on the doping rate p and the temperature T . A popular assumption in the early
days of cuprate research was n = p, but the problem is not that simple ! Both ARPES (Angle-resolved
photoemission spectroscopy) measurement on Tl-2201 (T l2Ba2CuOy) at p = 0.25 (overdoped) [15] and
on Bi-2212 (Bi2Sr2CaCu2O8+δ) at optimal doping [11], and quantum oscillation measurement on YBCO
(Y Ba2Cu3Oy) at p = 0.10, 0.25 [2] and on Tl-2201 at p = 0.30 (overdoped) [16] at low temperature indicate
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quite similar doping dependence of the Fermi surface. In the quantum oscilations measurement of underdoped
p ≈ 0.10, the Fermi surface consists of small hole pockets with pseudogap (the symmetry of the gap is unclear
but direction dependence), the Fermi wave vector is small and it corresponds to the hole density n = p.
However, in overdoped p ≈ 0.25, the Fermi surface is roughly cylindrical (gapless) with large Fermi wave
vector corresponding to the hole density n = 1 + p . This reconstruction of Fermi surface occurs at a critical
doping p∗ lying between p = 0.20 and p = 0.24.
The dependence of the Hall coefficient of LSCO on the temperature and the doping is also complicated
in Y. Ando’s measurement [6].
Figure 2.7: The Hall coefficient RH vs T at different doping for LSCO [6].
L. P. Gorkov and G. B. Teitelbaum [7] fit the Hall coefficient data from this work with the form
nHall(T, x) = n0(x) + n1(x) exp[−∆(x)/T ] (2.1)
Where x is the doping, nHall is calculated per Cu atom. The activation energy is an “effective” parameter
of the pseudogap phase. ∆(x) = 0 corresponds to the disappearance of the pseudogap. The fitting is quite
good for p ≤ 0.20 but fails for p > 0.20.
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Figure 2.8: n0(x) vs doping x by fitting to the experiment Hall coefficient for LSCO[7].
As can be seen from Fig. 2.8, at low doping, n0(x) ≈ x. The deviation appears at larger doping (x > 0.08)
and n0(x) increases faster than x. The fitting value of the activation energy ∆ goes to zero near x ≈ 0.2.
This is compatible with the vanishment of the pseudogap at the critical value of doping x ≈ 0.2. The
pseudogap crossover temperature defined by T ∗ = −∆(x)/ lnx in this work is close to those calculated from
the resistivity or from the magnetic susceptibility.
In principle, the existence of a pseudogap can be emerged from an inter-layer tunneling measurement
between some CuO2 layers with non-zero voltage bias on stacked intrinsic Josepson junctions. However,
the self-heating generation on sample in high voltage bias prevents this kind of tunneling measurement due
to the poor thermal conductivity of cuprates. Myung-Ho Bae et al. [8] succeed with an overdoped sample
of Bi-2212 thin film (Bi2Sr2CaCu2O8+x) by well controlling the temperature discrepancies on the sample.
The used sample consists of 19 CuO2 layers at doping p = 0.19 (slightly overdoped). This doping value
is extracted from the superconducting temperature Tc and the empirical formula. The c-axis differential
resistance Rc = dV/dI is measured at different voltage bias as in Fig. 2.10. The semiconductor-like curve of
the resistance in low temperature at zero voltage bias shifts to the metallic curve by increasing the voltage
bias (the transition is around V=200 mV). This may suggest that the pseudogap is the reason of the metal-
insulator crossover in cuprates.
10
Figure 2.9: The activation energy ∆ vs doping x in the fitting for LSCO[7].
Figure 2.10: The resistance Rc vs temperature T at different voltage bias [8].
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2.2 Two theoretical models of c-axis conductance in anisotropic
systems
2.2.1 Kumar and Jayannavar’s mechanism
Kumar and Jayannavar [26] propose a mechanism to explain the properties of c-axis resistivity in strong
anisotropic systems like cuprates in normal phase. In this model, the tunneling between two planes α and
β is described by Hamiltonian
H = (
∑
k,σ
εkα
+
k,σαk,σ +
∑
k,σ
εkβ
+
k,σβk,σ +H
′ )
+ tc
∑
k,σ
(β+k,σαk,σ +H.c.) (2.2)
where H ′ is unspecific in-plane interaction, it creates inelastic scattering with finite relaxation time τ of ab
-plane transport. The coupling between two planes α and β is via the tunneling in c-direction
Hαβ ≡ tc
∑
k,σ
(β+k,σαk,σ +H.c.)
, tc is small in comparison with the magnitude of k.
The in-plane inelastic scattering that blocks the coherent inter-plane tunneling is the key point of this
mechanism. After a successive series of scattering inside α plane |α, k0σ〉 → |α, k1σ〉 → ... → |α, knσ〉 with
the time intervals τ1, τ2, ..., τn, the probability the charge carriers still stays in α plane is given by
Pαα =
n∏
i=1
∣∣∣〈α, kiσ| e−iHαβτi/~ |α, kiσ〉∣∣∣2 ≈ exp(−2t2cτ~2 t
)
(2.3)
where the scattering times is very large n ≡ t/τ >> 1.
Then the effective inter-plane transmission rate is extracted from Eqn. 2.3
γαβ = 2t
2
cτ/~2  tc/~ (2.4)
An electric field in c-direction makes a shift of the chemical potential between two planes α and β with
∆µ = eEd, which allows charge carriers jumping to ∆µg empty states per area (g is the density state in
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planes). The current density is given by
j = e (∆µg)γαβ =
2e2dgt2cτ
~2
E (2.5)
This leads to the c-axis resistivity
ρc =
~2
2e2dgt2cτ
(2.6)
Finally, we express τ and g through ρab, the number of charge carrier per site δ = nda
2 and the bandwidth
8tab and get
ρc/ρab = 4(a/d)
2 (tab/tc)
2δ (2.7)
ρc is proportional to ρab only in heavily overdoped regime from cuprate experiments. To explain the power
law dependence of ρc vs T , these authors renormalize c-axis tunneling parameter tc due to a real phonon
coupling in c-axis direction t˜c = tc(kBT/~ωc)α. Then they can obtain both metal-like and semiconductor-
like temperature dependences of ρc by tuning α. The problem here is that the coefficient α is the c-axis
phonon parameter, independent of the charge carrier density. Therefore, the power coefficient of ρc vs T can
not depend on the doping rate. This conflicts with experiments where ρc depends on the doping.
2.2.2 Turlakov and Leggett’s mechanism
The authors [25, 24] use the tunneling Hamiltonian between two CuO2 planes defined by
Hc =
∑
r1,r2
t⊥(r1, r2; t)
[
a+1 (r1)a2(r2) + a
+
2 (r2)a1(r1)
]
(2.8)
with an assumption that the tunneling is only in the perpendicular direction to the plane
t⊥(r1, r2; t) = t⊥δ(r1 − r2) exp[−(ie/c)
∫ z2
z1
A(z, t)dz] (2.9)
The Coulomb interaction on each plane goes into the tunneling matrix element through the vector potential
A(z, t). The phase factor ϕ(r, t) = (e/c)
∫ r2
r1
A(z, t)dz is treated as a random variable ( r1 and r2 are points
on different planes, r is the in-plane component of them ).
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Then, the tunneling current between two planes is defined by the formula
I(t) =− 2e
~2
Re
∫ ∫
drdr′
∫ +∞
−∞
dt′e−i(eV t/~)|t⊥|2
P (r − r′, t− t′)S(r − r′, t− t′) (2.10)
where V is applied voltage. P (r − r′, t− t′) is a phase-phase correlation function defined by
P (r − r′, t− t′) ≡
〈
eiϕ(r,t)e−iϕ(r
′,t′)
〉
(2.11)
The average in this expression is taken over all configuration of the in-plane Coulomb potential fluctuation.
S(r − r′, t− t′) is the in-plane propagation expressed by
S(r − r′, t− t′) = θ(t− t′) 〈G<R(r − r′, t− t′)G>L (r′ − r, t′ − t)
− G<L (r − r′, t− t′)G>R(r′ − r, t′ − t)
〉
(2.12)
The separation of the in-plane propagation and tunneling probability is done through the much longer inter-
plane hopping time τhop in comparison with the in-plane scattering time τab .
Eqn. 2.10 can be expressed in another form of momentum and energy variables
I(V ) =
2eSt2⊥
~
∫
dEdE′dkdk′A1(k,E)A2(k′, E′)
× {f(E)[1− f(E′)]P (E + eV − E′, k − k′)
− f(E′)[1− f(E)]P (E′ − eV − E, k − k′)} (2.13)
The main task of this work is calculating the approximate tunneling probability. The authors use a “local”
approximation with the assumption that the tunneling probability is strongly peaked at δr = 0 and P (δr 6=
0, δt) is dropped. It means that P (, k − k′) is independent of (k − k′) (then the index (k − k′) is omitted).
In addition, the local Coulomb voltage fluctuation is assumed being ohmic i.e. propotional to frequency ω
〈
δV 2ω
〉
=
∫
d2q
〈
δV 2q,ω
〉 ≡ αω (2.14)
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where α is the microscopic parameter of the ohmic voltage noise. Then, the Fourier transform of the
tunneling probability is approximated by
P (ε) = Seff (kBT/ωc)
2α{2piαkBT/[ε2 + (2piαkBT )2]} (2.15)
where ωc is a high-frequency cutoff and Seff is “effective area” defined by
Seff ∼ 4(σ2/σQ)
q2c (kBTτhop/~)
(2.16)
qc is an upper momentum cutoff, σ2 is a two-dimensional conductance and σQ = e
2/~.
The dc conductivity is deducted from Eqn. 2.13 by integrating over in-plane momenta
σc(V ) =
et2⊥dν
2
2D
~
1− e−βeV
V
∫ +∞
−∞
dε
εP (eV − ε)
1− e−βε (2.17)
The c-axis conductivity as a function of temperature is obtained by taking the zero voltage bias
σc(T ) =
e2
~
t2⊥dν
2
2DSeff
(
kBT
ωc
)2α
1
2piα
∼ T 2α−1 (2.18)
The c-axis conductivity has power-law temperature dependence, and the coefficient is a parameter of the
in-plane charge fluctuation. The Coulomb coupling parameter α in this work is adjusted flexibly without
considering its doping dependence (smaller or larger than 0.5) to get both semiconducting and metallic curves
of the c-axis resistivity. However, it fails to explain the metal-insulator crossover at a fixed doping. The
reason of this failure is that this theory can not describe the pseudogap state (not including any parameter
of the pseudogap), which is considered as the origin of the metal-insulator crossover in cuprates.
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Chapter 3
Point-to-point tunneling and
Coulomb potential fluctuation
3.1 Mapping the c-axis transport to a point-to-point tunneling
model
We consider the tunneling between two CuO2 planes in cuprates. The crystal potential can be described by
a symmetric double-well potential where two equilibrium points correspond to two plane positions. At low
enough temperature, excepting the two lowest energy states, the other excitation states can be ignored and
the double well potential is simplified to a two-state system problem (see Fig. 3.1).
We name the ground states localized in the left well and the right well |ψL〉 and |ψR〉, respectively
(the double well is symetric, therefore the energy levels are the same). The tunneling matrix element
between two wells is ~∆0. With an assumption that the barrier potential is very high (i.e. ∆0 is small),
then the eigenstates of the system are |ψ−〉 = (|ψR〉 − |ψL〉) /
√
2 (odd-parity) with energy −~∆0/2 and
|ψ−〉 = (|ψR〉+ |ψL〉) /
√
2 (even-parity) with energy ~∆0/2. Then we can express the Hamiltonian by Pauli
spin operator
H0 = −1
2
~∆0σx (3.1)
We can evaluate qualitatively the upper limit of the temperature in order that this approximation is applica-
ble. The third lowest energy is the order of ~ω where ω is the harmonic oscillation frequency of the potential
at the bottom of each well. Therefore, the condition of the temperature for the mapping from the double
Figure 3.1: Mapping the double well problem to a two-state problem.
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well potential to the two-state system is kBT  ~ω, V0 (where V0 is the barrier height of the potential).
Now we go further, include the Coulomb potential each electron or hole undergoes from the other electrons
or holes on each CuO2 plane. In general, this kind of potential can be time-dependent. We express this
interacting part of the Hamiltonian in the form
Hint = V1 |+〉 〈+|+ V2 |−〉 〈−| = V1 − V2
2
σz +
V1 + V2
2
(3.2)
where V1 and V2 are the Coulomb potentials on + plane and − plane, respectively. After dropping the
c-number term in Hint, we can write the total Hamiltonian as
H = −1
2
~∆0 σx +
V1 − V2
2
σz (3.3)
Notice that the c-number term V1+V22 only contributes a phase factor to the propagator; we can ignore
it in this point-to-point tunneling problem. However, this term becomes important when we consider the
multi-channel tunneling problem where electrons or holes tunnel from all lattice sites of a CuO2 plane to
another CuO2 plane. We will come back this problem in Chapter 5.
The rest of this chapter is used for calculating the correlation function of the Coulomb potential fluctua-
tion that appears in Eqn. 3.3 and acts on an electron or hole in 2D electron or hole gas. We assume that the
fluctuation is Gaussian, therefore knowing the correlation is enough to define the Coulomb potential (the
expectation of the Coulomb potential is zero due to the background charge in the jellium model and the
total system is neutral in charge).
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3.2 Coulomb potential fluctuation in RPA
In this section, we calculate the correlation function of the Coulomb potential fluctuation in 2D electron
gas by using the random-phase approximation (RPA) [28, 29]. For simplicity, we assume the charge carriers
are electrons, but the calculation for holes are the same by switching the charge sign and replacing the
respective charge carrier mass. We use the jellium model of 2D electron gas here, where electrons move in
a homogeneous background of ion positive charge.
3.2.1 Random phase approximation (RPA)
First, we review the basis for the RPA for electron gas that includes the screening effect in the calcula-
tion. Electrons interact with each other through repulsive Coulomb potential; the uniform positive charge
background keeps the total charge of the system neutral.
From the linear response theory and the definition of the charge susceptibility, the change of the density
due to an external potential is given by
δn(~k, ω) = χnn(~k, ω)Vext(~k, ω) (3.4)
In the RPA, the screening effect is included in the local Coulomb field by adding the Coulomb potential part
from the electrons
V (~k, ω) = Vext(~k, ω) + V~k δn(
~k, ω) (3.5)
where V~k = 2pie
2/k is the Fourier transform of the Coulomb potential e2/r in 2D. The RPA assumes that
the response of the density to the local Coulomb field is the same as in free electron gas
δn(~k, ω) = χ0nn(
~k, ω)V (~k, ω) (3.6)
where χ0nn(
~k, ω) is the charge susceptibility of free electron gas. From the three above equations, it is not
difficult to derive the charge susceptibility of the interacting electron gas in the RPA
χnn(~k, ω) =
χ0nn(
~k, ω)
1− V~kχ0nn(~k, ω)
(3.7)
To keep the thesis organized, we put the detailed calculation of the 2D free electron susceptibility into
appendix A. In the next part, we use the result found in appendix A to calculate the susceptibility of 2D
interacting electron gas.
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3.2.2 Charge susceptibility and density correlation function of 2D electron gas
To conveniently calculate the total Coulomb potential from both the electron gas and the ion positive charge
background, we use the correlation function of the total local charge density δn(~r, t) = n(~r, t)− ne (i.e. the
rescaled density correlation function)
S(~r − ~r′, t− t′) = 〈δn(~r, t) δn(~r′, t)〉 (3.8)
Replacing n(~r, t) by δn(~r, t), the rescaled correlation function only differs from the normal density corre-
lation function by a constant. By using the property of “trace” and the symmetry of space S(~k,−ω) =
e−β~ω S(~k, ω), the rescaled density correlation function and the charge susceptibility are related by
~χnn(~k, ω) =
∞∫
−∞
dω′
2pi
(1− e−β~ω′)
ω − ω′ + iη S(
~k, ω′) (3.9)
We can extract the charge susceptiblity S(~k, ω) from Eqn. 3.9
Im (~χnn(~k, ω)) = −1
2
(1− e−β~ω)S(~k, ω) (3.10)
In the RPA solution Eqn. 3.7, the imaginary part of the charge susceptibility can be written in the form
Imχnn(~k, ω) =
I
(1− V~k R)2 + (V~kI)2
(3.11)
where I and R are the imaginary part and real part of the 2D free electron gas charge susceptibility respec-
tively.
3.2.3 Coulomb potential fluctuation in RPA
The RPA describes very well both the screen effect and the collective density fluctuation (i.e. plasmon),
therefore it is expected that using the RPA in calculating Coulomb potential fluctuation is a good ap-
proximation for cuprates where the long-range effect and the collective plasmon effect are included in this
fluctuation.
The Coulomb potential of an electron at position ~r is defined by
V (~r, t) =
∫
d~R
e2δn(~R, t)
|~R− ~r| (3.12)
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Notice that < δn(~r, t) >=< n(~r, t) > −ne = 0, hence < V (~r, t) >= 0 in average. The density fluctuations
occur at every point in the gas. In the case of free electron gas, the density fluctuation is due to chaotic
movement of the electrons. However, in Coulomb interacting electron gas, plasmons, which are the collective
excitations of density with frequencies ω ∼ k1/2 (in the 2D case), importantly contribute to a large Coulomb
potential fluctuation. The correlation function of this Coulomb potential fluctuation is defined by
J(~r − ~r′, t− t′) =< V (~r, t)V (~r′, t′) > (3.13)
There is a simple relation between the correlation function J and the rescaled density correlation function
S
J(~k, ω) =
∣∣V~k∣∣2 S(~k, ω) (3.14)
In our point-to-point tunneling model, we consider only the fluctuation at one point ~r = ~r′. Therefore, we
will use
J(ω) =
∫
d~k
(2pi)
2 J(
~k, ω) =
∫
d~k
(2pi)
2
∣∣V~k∣∣2 S(~k, ω) (3.15)
(When the multi-channel tunneling at all lattice sites is considered, the correlation function at different
positions will appear in the calculation in general).
We also use dimensionless variables and parameters for convenience
k¯ =
~k
2pF
ω¯ =
~ω
2p2F /m
=
~ω
4εF
(3.16)
a =
pF~
e2m
= a0kF =
2εF
e2kF
(3.17)
where a0 is the Bohr radius. a is proportional to the kinetic energy/Coulomb potential energy ratio ∼ n1/2e .
We can calculate this correlation function at zero temperature T = 0 (called the spectral function in
the mapping from our model to the spin-boson model later). We do so by using Eqn. 3.10, Eqn. 3.11,
Eqn. 3.15, dimensionless variables in Eqn. 3.16, and dimensionless parameter in Eqn. 3.17. Functions I and
R appearing Eqn. 3.11 are obtained from the charge susceptibility of the 2D free electron gas in appendix
A.
J0(ω < 0) = 0 (3.18)
and
J0(ω > 0) = (−2~) 4p
2
F
m
1∫
0
I¯
(2ak¯ − R¯)2 + I¯2
k¯dk¯ (3.19)
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where
I¯ =
1
k¯
{
−
√
1− (ω¯/k¯ − k¯)2 Θ[1− (ω¯/k¯ − k¯)2]
+
√
1− (ω¯/k¯ + k¯)2 Θ[1− (ω¯/k¯ + k¯)2]
}
(3.20)
R¯ =
1
k¯
{
−2k¯ −
√
(ω¯/k¯ − k¯)2 − 1 sgn(ω¯/k¯ − k¯) Θ[(ω¯/k¯ − k¯)2 − 1]
+
√
(ω¯/k¯ + k¯)
2 − 1 sgn(ω¯/k¯ + k¯) Θ[(ω¯/k¯ + k¯)2 − 1]
}
(3.21)
I(R) =
2pim
(2pi~)2
I¯(R¯) (3.22)
We care only about the low frequencies of the spectral function in the mapping to the spin-boson model.
Therefore, we make an approximation for the functions I¯ and R¯ in the limit ω¯ → 0
I¯ ≈ − 2ω¯
k¯
√
1− k¯2
R¯ ≈ −2 (3.23)
The susceptibility of the 2D free Fermi gas at low frequencies for k¯ ≤ 1 (non-zero imaginary part) is
approximated by
V~kχ
0
nn = −
1
ak¯
(
1 + i
ω¯
k¯
√
1− k¯
)
(3.24)
(We will use this approximate expression again in §3.4.3). Then we obtain the low frequency limit of the
spectral function
J0(ω > 0) ≈ 2~2ω
1∫
0
1
(ak¯ + 1)
2
√
1− k¯2
dk¯
= 2~2
[
Arccos(a)
(1− a2)3/2
− a
1− a2
]
ω (3.25)
Note that the function in the brackets of Eqn. 3.25 is continuous at a = 1 and is real for a > 1. It
decreases monotonically from pi2 at zero density limit (a = 0) to 0 at high density limit (a =∞). However,
zero density limit is impossible for homogeneous electron gas when the RPA is applied. There is a critical
value of low density ac where the gas becomes inhomogeneous (Wigner’s crystallization or separation phase,
etc.) due to the domination of the Coulomb potential energy. The RPA calculation is only valid for high
enough densities a ≥ ac.
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We obtain the linear form of frequency in the analytic solution of the spectral function at the low
frequency limit. However, the numerical calculation shows that this linear form is still valid approximately
up to frequency order of ωc = εF /~, especially at low density. The frequency ωc will appear as the cut-
off frequency of the phonon in the mapping from our Coulomb interaction problem to the spin-phonon
interaction later.
Now we turn to the correlation function of the Coulomb potential at finite temperature. By using the
Sommerfeld expansion, one can realize that the correction of the charge susceptibility for 2D free electron gas
is the order of (kBT/εF )
2, as is the susceptibility of the 2D interacting case by the RPA relation Eqn. 3.7.
This means that we can consider the charge susceptibility of the 2D interacting electron gas as temperature-
independent up to at least room temperature. Combining this with Eqn. 3.10, we obtain the correlation
function at finite temperature
J(ω) =

J0(ω)
1−e−β~ω for ω > 0
J0(|ω|)
eβ~|ω|−1 for ω < 0
(3.26)
We treat the Coulomb potential as a random variable here. In general, knowing the expectation of
< V (t) >= 0 and its correlation function < V (t)V (t′) > is not enough to solve a quantum mechanics problem
(look at high orders of the perturbation expansion for example). However, by assuming the Gaussian noise
of the Coulomb potential, the solution can be obtained in principle because
< V (t1)...V (tn) > =
∑
i
< V (ti(1))V (ti(2)) > ... < V (ti(n−1))V (ti(n)) >
(for even n)
= 0 (for odd n) (3.27)
(similar to the Wick formula for the Green function in the perturbation expansion). The Coulomb potential
at a point is the sum of the Coulomb potentials from many moving electrons (“nearly” independent in
some approximations); then, by the central limit theorem, the assumption of the Gaussian distribution of
the Coulomb potential is reasonable. However, by this argument, at very low density where the Coulomb
interaction dominates the kinetic energy, the movement of electrons is not really independent and the central
limit theorem would not apply to this case. Therefore, the Coulomb fluctuation may not have a Gaussian
distribution.
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3.3 Coulomb fluctuation in Landau Fermi liquid theory
In principle, the RPA has some limitations when applied to cuprates. First, the RPA assumption of the
density response to the local potential may be not accurate at low density of the charge carrier in cuprates
(at least in the pseudogap phase, as the charge carrier per Cu site is equal to the doping rate p from
experiments like the quantum oscillations measurement or ARPES). Second, using the jellium model with
a uniform charge background eliminates the bare band structure properties, for example, the bare effective
mass by the crystal potential. Also, the effective mass calculated from the RPA [30] does not fit well with
quantum oscillation and specific heat measurements [16]. There is a controversy whether the pseudogap
phase of cuprates is a non-Fermi liquid or a Fermi liquid. The quantum oscillation experiment indicates
“Fermi liquid” characteristics but ARPES shows a contradictory conclusion. All experiments agree that the
gapless normal phase of cuprates in the overdoped regime below the strange metal phase (see Fig. 1.1) is a
Fermi liquid. This suggests that we use the Landau Fermi liquid theory to calculate the Coulomb potential
fluctuation, where the Landau parameters can be obtained through experiments, like from the specific heat,
the sound velocities, or the spin susceptibility, etc.
3.3.1 Landau-Silin equation
To begin, we use the Landau-Silin equation [31] to describe the charged Fermi liquid where the screening
effect is included
∂
∂t
δnp + ~vp~∇rδnp + ~vpδ(εp − µ)
∑
p′
fpp′ ~∇rδnp′ − e ~E~vpδ(εp − µ) = 0 (3.28)
where ~E = ~Eext+ ~Ep, ~Ep is the polarization field added to the local field ~E to describe the screening effect of
the charged system. By taking the Fourier transform of Eqn. 3.28, we get a more useful form of Landau-Silin
equation
i(~q~vp − ω)δnp + i~q~vpδ(εp − µ)
∑
p′
fpp′δnp′ − e ~E~vpδ(εp − µ) = 0 (3.29)
The polarization field in the 2D case after the Fourier transform is given by
~Ep = −i~q 2pie
q
∑
p
δnp (3.30)
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Then we can express Eqn. 3.29 as
(~q~vp − ω)δnp + ~vpδ(εp − µ)
~q
∑
p′
fpp′ +
2pie2
q
 δnp′ + ie ~Eext
 = 0 (3.31)
Usually, it is convenient for calculation by using the density deviation from the distribution function of the
local ground state
δn¯p = np − n¯0p = δnp +
∑
p′
fpp′δ(εp − µ)δnp′ (3.32)
and we get the form
~q~vpδn¯p − ωδnp + ie ~E~vpδ(εp − µ) = 0 (3.33)
We can compare this equation to that of the neutral system with the same N , εp and fpp′ parameters
responding to the scalar potential ϕn
~q~vpδn¯p − ωδnp + ~q~vpϕnδ(εp − µ) = 0 (3.34)
Expressing ~Eext = −i~q ϕc, we have the relation between ϕc and ϕn
ϕn =
2pie2
q
∑
p
δnp + ϕ
c (3.35)
Notice that
∑
p
δnp =< ρ >, and the quasiparticle density fluctuation is related to the susceptibility of the
neutral system by
< ρ >= χn ϕn = χn
[
2pie2
q
< ρ > +ϕc
]
(3.36)
Then these equations lead to
< ρ >=
χn
1− 2pie2q χn
ϕc ≡ χcϕc (3.37)
Now, we can deduce the susceptibility of the charged system
χc =
χn
1− 2pie2q χn
(3.38)
This relation is similar to that of the RPA; however, χn is the susceptibility not of free electron gas, but
of the neutral system.
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3.3.2 Susceptibility of the 2D neutral LFL at T = 0 in the quasi-static limit
At low frequencies ω  qvF , the susceptibility of the 2D neutral LFL is obtained by solving the transport
equation Eqn. 3.34 directly.
The charge susceptibility is expanded in a power series of frequency ω
χn(~q, ω) = χ(0)(~q, ω) + χ(1)(~q, ω) + ... (3.39)
The first two terms in the series are expressed by
χ(0)(~q, ω) = − 1
1 + F s0
∑
~p
δ(εp − µ) (3.40)
χ(1)(~q, ω) = − ω
(1 + F s0 )
2
∑
~p
1
~q~v~p − iη δ(εp − µ) (3.41)
In the above equations, the sum is over all states of quasiparticles including the momentum and the spin
index. Notice that ∑
~p
δ(εp − µ) =
∫
δ(ε− µ)ν(ε− µ)dε = ν(0) (3.42)
Then, the first term of the susceptibility is
χ(0)(~q, ω) = − ν(0)
1 + F s0
(3.43)
By using the formula
1
~q~v~p − iη = P
(
1
~q~v~p
)
+ ipiδ(~q~v~p) (3.44)
together with ∑
~p
P
(
1
~q~v~p
)
δ(εp − µ) = 0 (3.45)
~v~p = vppˆ vp = ∂εp/∂p (3.46)
for an isotropic Fermi surface, we can write the second term as
χ(1)(~q, ω) = − ipiω
(1 + F s0 )
2
∑
~p
δ(εp − µ)δ(vp~qpˆ) (3.47)
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We make an estimation here
pi∫
−pi
δ(vpq cos θ)dθ =
pi∫
−pi
1
vpq
[δ(θ − pi/2) + δ(θ + pi/2)] dθ
=
1
pivpq
pi∫
−pi
dθ (3.48)
∑
~p
δ(εp − µ)δ(vp~qpˆ) =
∫
1
pivpq
δ(ε− µ)ν(ε− µ)dε = ν(0)
pivF q
(3.49)
Then, the second term in the susceptibility expansion is
χ(1)(~q, ω) = − iων(0)
vF q(1 + F s0 )
2 (3.50)
The susceptibility to the first order of frequency is expressed by
χn(~q, ω) = − ν(0)
1 + F s0
− i ω
qvF
ν(0)
(1 + F s0 )
2 (3.51)
3.3.3 Coulomb potential fluctuation in the charged LFL
First, we need to “normalize” the susceptibility in the quasistatic limit found in the previous part per area
unit due to its definition in [31].
χn(~q, ω) = −ν(0)
A
[
1
1 + F s0
+ i
ω
qvF
1
(1 + F s0 )
2
]
≡ R+ iI (3.52)
The real part and the imaginary part are
R = −α 1
1 + F s0
I = −α ξ
(1 + F s0 )
2 (3.53)
where
α = ν(0)/A = m∗/(pi~2) ξ ≡ ω
qvF
 1 (3.54)
The spectral function of the Coulomb potential fluctuation (V0 − V1)/2 is calculated by
J(ω) =
1
2
∫
d2~q
(2pi)
2V
2
q S(~q, ω) (3.55)
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We put
S(~q, ω) = −2 Im ~χc(~q, ω) (3.56)
Imχc =
I
(V −1q −R)2 + I2
(3.57)
from the relation Eqn. 3.38 into Eqn. 3.55
J(ω) = ~
∫
qdq
2pi
−I
(V −1q −R)2 + I2
(3.58)
Then we put the expression of R and I into
J(ω) =
~3
2m∗
(
ω
vF
)2 ξc2∫
ξc
dξ
1
(λ(1 + F s0 ) + ξ)
2
≈ ~
3
2m∗
(
ω
vF
)2
1
λ(1 + F s0 ) + ξc
(3.59)
where λ = ~
2
2e2m
ω
vF
and we assume that the upper cutoff value ξc2  λ. To match with the cutoff momentum
of the RPA, we place qc = (2kF )γ; the value of qc is undefined in the LFL theory. Then we get the final
form of the spectral function
J(ω) = ~e2
(
ω
vF
)
1
(1 + F s0 ) +
1
γ(a∗kF )
∼ ω (3.60)
where a∗ = ~
2
e2m∗ is the modified “Bohr radius” in comparison with the RPA result. The spectral function
is also proportional to frequency, i.e. ohmic as in the RPA calculation.
In the high density limit, a∗kF →∞, then
J(ω) ≈ ~e2
(
ω
vF
)
1
1 + F s0
(3.61)
This form is the same as the RPA result in the case of F s0 = 0 (non-interacting).
The value of the cutoff parameter γ in the spectral function is unclear. In case of the low density limit,
J(ω) = ~2ω γ
~kF
m∗vF
(3.62)
Comparing with the RPA solution at the low density limit, we should choose γ = pi/2, but this seems to be
a mathematical trick.
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3.4 Influence of the inter-layer Coulomb interaction
In the previous parts of calculating the Coulomb potential, we ignored the inter-layer Coulomb interaction.
However, the off-plane Coulomb interaction causes the screening effect on each plane and then reduces the
Coulomb potential fluctuation. This effect may be important in multi-layered cuprates where some CuO2
planes in each physical unit cell are very close.
3.4.1 Off-plane Coulomb potential
Consider the Coulomb potential on plane z = 0 at point (~r = (~R, 0)) by a charged plane z = z
V (~R, t) =
∫
d2 ~R1n(~R1)
e2∣∣∣~R− ~z − ~R1∣∣∣ (3.63)
Express the term 1/|~r| by its 3D Fourier transform 4pi/k2, then
V (~R, t) =
∫
d2 ~R1n(~R1)
∫
d~kxy
(2pi)
2 e
i~kxy(~R−~R1)
∫
dkz
(2pi)
e−ikzz
4pie2
k2xy + k
2
z
=
∫
d~kxy
(2pi)
2 e
i~kxy ~R
2pie2
kxy
e−kxy|z|
∫
d2 ~R1n(~R1)e
−i~kxy ~R1
=
∫
d~kxy
(2pi)
2 e
i~kxy ~R
2pie2
kxy
e−kxy|z| n(~kxy, t) (3.64)
The integration over kz is done by residue calculation at one pole kz = ±ikxy enclosed. Choosing the upper
half-plane or lower half-plane depends on positive or negative z in order that the integral on the half-circle
at infinity goes to zero. And we obtain the 2D Fourier transform of the Coulomb potential
V (~k, ω) =
2pie2
k
e−k|z| n(~k, ω) (3.65)
The factor e−k|z| is the difference between the in-plane and off-plane Fourier transforms, 2pie2/k is the 2D
Fourier transform of the Coulomb potential of a point charge.
Let us consider the correlation function of the Coulomb potentials by two charged planes z = z1 and
z = z2 at two points ~r = (~R, 0) and ~r
′ = (~R′, 0) on the plane z = 0, where ~R, ~R′ are xy plane components.
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We can write the correlation function as
< V1(~R, 0)V2(~R
′, t) >
= <
∫
d2 ~R1 n1(~R1, 0)
e2∣∣∣~R− ~z1 − ~R1∣∣∣
∫
d2 ~R2n2(~R2, t)
e2∣∣∣~R′ − ~z2 − ~R2∣∣∣ >
=
∫
e2∣∣∣~R− ~z1 − ~R1∣∣∣
e2∣∣∣~R′ − ~z2 − ~R2∣∣∣ S12(~k, t)ei~k(~R1−~R2)
d2~k
(2pi)
2 d
2 ~R1 d
2 ~R2
=
∫
d2~k
(2pi)
2 S
12(~k, t)ei
~k(~R−~R′)
∫
d2 ~R1 e
i~k(~R1−~R) e
2∣∣∣~R− ~z1 − ~R1∣∣∣
×
∫
d2 ~R2 e
−i~k(~R2−~R′) e
2∣∣∣~R′ − ~z2 − ~R2∣∣∣ (3.66)
where S12(~R1 − ~R2, t) =< n1(~R1, 0)n2(~R2, t) >. Now we estimate the integral
I1 =
∫
d2 ~R1 e
i~k(~R1−~R) 1∣∣∣~R− ~z1 − ~R1∣∣∣
=
∫
d2 ~R1 e
i~k(~R1−~R)
∫ ~dqxy
(2pi)
2
dqz
(2pi)
ei~qxy(
~R−~R1)e−iqzz1
4pi
q2xy + q
2
z
=
∫ ~dqxy
(2pi)
2
dqz
(2pi)
e−iqzz1
4pi
q2xy + q
2
z
(2pi)2δ(~qxy − ~k)
=
∞∫
−∞
dqz
(2pi)
e−iqzz1
4pi
k2 + q2z
=
2pi
k
e−k|z1| (3.67)
Then we derive the correlation function of the Coulomb potential by putting Eqn. 3.67 into Eqn. 3.66
< V1(~R, 0)V2(~R
′, t) > =
∫
dω
(2pi)
e−iωt
∫
d2~k
(2pi)
2 e
i~k(~R−~R′)
× e−k(|z1|+|z2|)
(
2pie2
k
)2
S12(~k, ω) (3.68)
Therefore, the 2D Fourier transform of the correlation function is
J(~k, ω) = e−k(|z1|+|z2|)
(
2pie2
k
)2
S12(~k, ω) (3.69)
By putting z1 = z2 = 0, we recover the in-plane solution. We mainly use the solution at ~R = ~R
′ in our
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point-to-point tunneling model (with the same xy components, but z1 and z2 are arbitrary)
< V (~R, 0)V (~R, t) >=
∫
dω
(2pi)
e−iωt
∫
d2~k
(2pi)
2 e
−k(|z1|+|z2|)
(
2pie2
k
)2
S12(~k, ω) (3.70)
We will use the short formal form of expressions Eqn. 3.65 and Eqn. 3.70 in the next parts of this section
for simplicity. For
V1 = e
−k|z1| V~k n1 (3.71)
V2 = e
−k|z2| V~k n2 (3.72)
Then
< V1V2 >= e
−k(|z1|+|z2|) V 2~k < n1n2 > (3.73)
where V~k = 2pie
2/k.
3.4.2 Screening effect correction in multi-layered cuprates
In this part, we will estimate the role of off-plane Coulomb interaction on the Coulomb potential fluctuation
through the screening effect. In multi-layered cuprates like Bi-2212, the CuO2 layers in a unit cell are much
closer than those in different unit cells. For simplicity, we consider double-layered cuprates. Assume that
there are two CuO2 planes of a unit cell at close separation distance d (see Fig. 3.2). We ignore the inter-layer
Coulomb interaction from the other CuO2 planes in different unit cells.
Figure 3.2: The screening effect in a system of two layers
To estimate the density correlations, we express the variation of the (reduced) densities (subtracted by
the background densities, i.e. the charge/e) under an external potential V ext1 coupling with the (reduced)
density of plane 1, n1. δn1 and δn2 are the variations of the density on plane 1 and plane 2, respectively.
30
From the linear response theory, we have
δn1(~k, ω) = χ
11
nn(
~k, ω)V ext1 (
~k, ω) (3.74)
δn2(~k, ω) = χ
21
nn(
~k, ω)V ext1 (
~k, ω) (3.75)
Assume two planes have the same charge carrier densities, hence the isolated charge susceptibilities χnn
are the same. The response of the density on plane 1 with respect to the total “external” potential, including
the Coulomb potential by plane 2, is
δn1(~k, ω) = χnn(~k, ω)
[
V1(~k, ω) + e
−kdV~kδn2(
~k, ω)
]
(3.76)
where V~k =
2pie2
k is the 2D Fourier transform of the Coulomb potential. The response of the density on plane
2 with respect to the external potential by plane 1 is
δn2(~k, ω) = χnn(~k, ω)
[
e−kdV~kδn1(
~k, ω)
]
(3.77)
Note that χ11nn = χ
22
nn because the two planes 1 and 2 have the same charge carrier density. In addition,
χ12nn = χ
21
nn. The susceptibilities χ
11
nn and χ
12
nn connect directly to the density correlation functions< δn1δn1 >
and < δn1δn2 >.
By solving the system of two linear equations Eqn. 3.76 and Eqn. 3.77, we get the solution
δn1 =
χnn
1− (e−kdV~kχnn)2V ext1 (3.78)
δn2 = e
−kdV~kχnn
χnn
1− (e−kdV~kχnn)2V ext1 (3.79)
We can read the susceptibilities out from Eqn. 3.78 and Eqn. 3.79
χ11nn =
χnn
1− (e−kdV~kχnn)2 (3.80)
χ21nn = e
−kdV~kχnn
χnn
1− (e−kdV~kχnn)2 (3.81)
In the limit d→∞, we get back χ11nn → χnn and χ21nn → 0, as expected.
We can extract the correlation functions of the density fluctuation S11 =< δn1(~r, 0)δn1(~r
′, t) > and
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S21 =< δn2(~r, 0)δn1(~r
′, t) > from these susceptibilities by
Im (~χ11nn(~k, ω)) = −
1
2
(1− e−β~ω)S11(~k, ω) (3.82)
Im (~χ21nn(~k, ω)) = −
1
2
(1− e−β~ω)S21(~k, ω) (3.83)
The Coulomb potential in plane 1 (including the Coulomb interaction with plane 2) is
V1 = V~kδn1 + V~ke
−kdδn2 (3.84)
The correlation function of the Coulomb potential fluctuation is
< V1V1>~k,ω = (V~k)
2 < δn1δn1>~k,ω + (V~ke
−kd)2 < δn2δn2>~k,ω
+ 2(V~k)
2e−kd < δn1δn2>~k,ω (3.85)
Taking ~r = ~r′, we obtain the correlation function of the Coulomb potential in plane 1
< V1(~r)V1(~r)>ω =
∫
d2~k
(2pi)
2
{[
(V~k)
2
(1 + e−2kd)S11(~k, ω)
]
+
[
2(V~k)
2
e−kdS21(~k, ω)
]}
(3.86)
Eqn. 3.80, Eqn. 3.81, and Eqn. 3.86 are correct without using any approximation of the isolated susceptibility.
For convenience in the RPA calculation later, we use two “new” susceptibilities
χ+ = χ11nn + χ
21
nn =
1
χ−1nn − e−kdV~k
S+ = S11 + S21 (3.87)
χ− = χ11nn − χ21nn =
1
χ−1nn + e−kdV~k
S− = S11 − S21 (3.88)
Then Eqn. 3.86 is written in the form
< V1(~r)V1(~r)>ω =
1
2
∫
d2~k
(2pi)
2
[
(1 + e−kd)
2
V 2~k S
+(~k, ω) + (1− e−kd)2V 2~k S−(~k, ω)
]
(3.89)
In the RPA approximation, we will replace the isolated susceptibility by the RPA susceptibility in
Eqn. 3.7. Then
χ+ =
1
χ−10 − (1 + e−kd)V~k
(3.90)
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χ+ =
1
χ−10 − (1− e−kd)V~k
(3.91)
Looking at the integrand in Eqn. 3.89 in detail, we can realize that the term (1 + e−kd)2 V 2~k S
+ is same as the
term V 2~k S in Eqn. 3.15 of the RPA calculation in §3.2.3 by replacing e2 → e2(1+e−kd), i.e. a→ a/(1+e−kd)
in Eqn. 3.25. Therefore,
∫
d2~k
(2pi)
2
[
(1 + e−kd)
2
V 2~k S
+(~k, ω)
]
≈ 2~2ω
1∫
0
1(
ak¯/[1 + e−d (2kF k¯)] + 1
)2√
1− k¯2
dk¯ (3.92)
This is similar to the term (1− e−kd)2 V 2~k S−, replacing a→ a/(1− e−kd),
∫
d2~k
(2pi)
2
[
(1− e−kd)2V 2~k S−(~k, ω)
]
≈ 2~2ω
1∫
0
1(
ak¯/[1− e−d (2kF k¯)] + 1)2√1− k¯2 dk¯ (3.93)
Setting d¯ = d/a0 and using a = a0kF , we get
< V1(~r)V1(~r)>ω ≈ ~2ω
1∫
0
{
1(
ak¯/[1 + e−2d¯ak¯)] + 1
)2 + 1(
ak¯/[1− e−2d¯ak¯)] + 1)2
}
1√
1− k¯2
dk¯ (3.94)
In the simple case when d→ 0, we can obtain the analytic solution
< V1(~r)V1(~r)>
d=0
ω ≈ ~2ω
1∫
0
1
(ak¯/2 + 1)
2
√
1− k¯2
dk¯
= ~2
[
Arccos(a/2)
[1− (a/2)2]3/2
− a/2
1− (a/2)2
]
ω (3.95)
We can find the solution in this limit directly by treating the two planes as one “combo” plane, but intro-
ducing an extra “spin-like” degree of freedom to describe the plane indices. As a result, χ0 of the “combo”
plane is doubled with the same kF . This leads to a replacement a→ a/2 by using Eqn. 3.24. Then we also
obtain the same result as in Eqn. 3.95.
In general, the reduction of the Coulomb potential fluctuation in comparison with that of one isolated
plane is due to the screening effect in the c-axis direction from the neighbor plane. We can sketch this kind
of screening effect as follows. Assume the local charge is a polarized, positive charge at point ~R in plane 1,
for example, by the density fluctuation. Its vicinity is negatively charged. Then the polarization trend in
the plane 2 at point ~R is induced negative charge and its vicinity is positively charged. This kind of opposite
polarization between two planes in the density fluctuation will reduce the Coulomb potential fluctuation.
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By this polarization mechanism, we can expect that the Coulomb fluctuation increases as the distance d
between the two planes increases to the asymptotic value of an isolated plane.
Now we consider the tunneling between two pairs of layers (1+2) and (3+4) in double-layered cuprates.
Pairs (1+2) and (3+4) are in two neighbor unit cells, where the distance d between the two layers of a pair
is much smaller than the distance c between pairs. The tunneling between layers 1 and 3 controls the c-axis
transportation in the cuprates (see Fig. 3.3).
Figure 3.3: The tunneling between two pairs of CuO2 planes in double-layered cuprates
In the tunneling between two pairs of CuO2 planes, we ignore the density correlation between the two
pairs of CuO2 planes and also the inter-pair Coulomb interaction. ∆V = (V1− V3)/2 controls the tunneling
between plane 1 and plane 3, then
< ∆V∆V >=
< V1V1 >
2
(3.96)
The calculation for three or four CuO2-layered cuprates in finite distance d is more complicated in
analysis when we estimate the density correlation between three or four CuO2 layers through the Coulomb
screening coupling.
3.4.3 Inter-layer Coulomb interaction in single-layered cuprates
In this section, we consider the correction of the Coulomb potential fluctuation in single-layered cuprates
where each physical unit cell has only one CuO2 plane. The separation distance between the CuO2 planes
is c, the c-axis lattice constant (see Fig. 3.4).
First, we need to estimate the susceptibilities χij between layers i and j. Because of translational and
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Figure 3.4: CuO2 planes in single-layered cuprates
inverse symmetries of the system, we have
χij = χ0 (i−j) ≡ χ(i−j) = χ|i−j| (3.97)
Similar to the previous part of the screening effect in a system of two CuO2 planes, to get χ
i−j , we use
an external potential V ext0 coupling with the density of plane 0. The variation of the density on plane j is
defined by
δn(j) = χ0nn
(
V ext0 δ0j +
∑
l
e−k|j−l|c V~kδn(l)
)
(3.98)
Note that the detailed form of δn(j) is expressed as δn(~k, ω; j), but we hide variables ~k and ω for convenience.
The term in the brackets on the right-hand side is the total local Coulomb potential. χ0nn is the bare
susceptibility of an isolated plane that describes the response of the local density to the local potential. In
the RPA, χ0nn is identical to the susceptibility of 2D free gas.
We will use a Fourier transform trick in wave vector space of the c-axis direction to solve this system of
infinite linear equations [32]. Place zj = jc as the coordinate of plane j, and
δn(q) =
∑
j
e−iqzj δn(j) (3.99)
We multiply two sides of Eqn. 3.98 with e−iqzj and take the sum over plane coordinate j. Note that
∑
j
∑
l
e−k|zj−zl| e−iqzj δn(l) =
∑
j−l
e−k|zj−zl| e−iq(zj−zl)
∑
l
e−iqzl δn(l) (3.100)
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The first sum on the right side depends only on (j − l) and we have
∑
l
e(−iqzl−k|zl|) = 2Re
[ ∞∑
l=0
e−iqcl−kcl
]
− 1
= 2Re (1− e−iqc−kc)−1 − 1
= sinh kc (cosh kc − cos qc)−1 (3.101)
Then Eqn. 3.98 leads to
δn(q) =
χ0nn
1− (V~kχ0nn) sinh kccosh kc−cos qc
V ext0 (3.102)
In the coordinate space of the planes, we obtain
δn(j) =
( c
2pi
) pi/c∫
−pi/c
dq δn(q) eiqzj
=
( c
2pi
) pi/c∫
−pi/c
dq eiqzj
χ0nn
1− (V~kχ0nn) sinh kccosh kc−cos qc
V ext0 (3.103)
From Eqn. 3.103, we can extract the susceptibilities
χj =
( c
2pi
) pi/c∫
−pi/c
dqeiqzj
χ0nn
1− (V~kχ0nn) sinh kccosh kc−cos qc
(3.104)
It is easy to check the susceptibilities χj in the limit kc→∞,
sinh kc
cosh kc− cos qc → 1 (3.105)
Then, we obtain the expected susceptibilities of the isolated planes
χ0 =
χ0nn
1− (V~kχ0nn)
≡ χnn (3.106)
χj 6=0 = 0 (3.107)
However, we will also use the susceptibility in wavevector space later
χ(q) =
χ0nn
1− (V~kχ0nn) sinh kccosh kc−cos qc
(3.108)
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The external potential V ext0 is used as a trick to calculate the susceptibilities here. Now let us forget
about this potential in calculating the fluctuation of the Coulomb potential bias between plane 1 and plane
0, ∆V = (V1 − V0)/2. The Coulomb potentials in plane 0, V0 and in plane 1, V1 are expressed by
V0 = V~k
∑
j
e−k|zj | δn(j) (3.109)
V1 = V~k
∑
l
e−k|zl| δn(l + 1) (3.110)
Then, we get the correlation function
< V0V0>~k,ω = V
2
~k
∑
jl
e−k(|zj |+|zl|) < δn(j)δn(l) >
≡ V 2~k
∑
jl
e−k(|zj |+|zl|) Sjl (3.111)
We use the “standard” symbols Sjl ≡< δn(j) δn(l) > and at zero temperature, for ω > 0, we have
Sjl = (−2~) Imχl−j = (−2~) Im
( c
2pi
) pi/c∫
−pi/c
dq eik(zl−zj) χ(q)
 (3.112)
We put Eqn. 3.112 into Eqn. 3.111 and take the sum over indices j and l
< V0V0>~k,ω = (−2~)V 2~k Im
( c
2pi
) pi/c∫
−pi/c
dq χ(q)
∑
j
e(−iqzj−k|zj |)
 (∑
l
e(iqzl−k|zl|)
)
= (−2~)V 2~k
( c
2pi
) pi/c∫
−pi/c
dq
(
sinh kc
cosh kc− cos qc
)2
Imχ(q)
 (3.113)
The calculation for < V0V1 > is done in a similar way
< V0V1>~k,ω = (−2~)V 2~k Im
( c
2pi
) pi/c∫
−pi/c
dq eiqc χ(q)
∑
j
e(−iqzj−k|zj |)
 (∑
l
e(iqzl−k|zl|)
)
= (−2~)V 2~k
( c
2pi
) pi/c∫
−pi/c
dq
(
sinh kc
cosh kc− cos qc
)2
Im
[
eiqcχ(q)
]  (3.114)
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The Fourier transform of the Coulomb potential bias is
< ∆V∆V >~k,ω =
1
2
(< V0V0 > − < V0V1 >)
= (−~)V 2~k
( c
2pi
) pi/c∫
−pi/c
dq
(
sinh kc
cosh kc− cos qc
)2
Im
[
(1− eiqc)χ(q)]
 (3.115)
And the spectral function of the Coulomb potential bias at the same points is obtained by integrating over
~k
J0(ω > 0) =
∫
d2~k
(2pi)
2 < ∆V∆V >~k,ω (3.116)
It is convenient to use dimensionless variable
ϕ = qc (3.117)
( c
2pi
) pi/c∫
−pi/c
dq [...] =
1
2pi
pi∫
−pi
dϕ [...] (3.118)
Let us estimate the spectral function in the RPA by identifying χ0nn as the susceptibility of the 2D free
Fermi gas. The approximate form in Eqn. 3.24 (at low frequency) is useful in the calculation
V~kχ
0
nn = −
1
ak¯
(
1 + i
ω¯
k¯
√
1− k¯
)
(3.119)
where k¯ = k/kF , a = a0kF , and ω¯ =
~ω
2p2F /m
.
We express the Fourier transform of the correlation V0V0 (at zero temperature) as
< V0V0>~k,ω = (2~)V~k
pi∫
−pi
dϕ
2pi
(
sinh kc
cosh kc− cosϕ
)2
Im
1
−(V~kχ0nn)−1 + sinh kccosh kc−cosϕ
= (2~)V~k
pi∫
−pi
dϕ
2pi
(
sinh kc
cosh kc− cosϕ
)2
1(
ak¯ + sinh kccosh kc−cosϕ
)2 aω¯√
1− k¯2
(3.120)
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Similarly, the Fourier transform of the correlation V0V1 is
< V0V1>~k,ω = (2~)V~k
pi∫
−pi
dϕ
2pi
(
sinh kc
cosh kc− cosϕ
)2
Im
eiϕ
−(V~kχ0nn)−1 + sinh kccosh kc−cosϕ
= (2~)V~k
pi∫
−pi
dϕ
2pi
(
sinh kc
cosh kc− cosϕ
)2
×
 sinϕ(
ak¯ + sinh kccosh kc−cosϕ
) + cosϕ(
ak¯ + sinh kccosh kc−cosϕ
)2 aω¯√
1− k¯2
 (3.121)
Note that sinϕ is an odd function, then the first term in the brackets gives zero contribution to the integral
because
pi∫
−pi
dϕ sinϕf(cosϕ) = 0 (3.122)
Therefore,
< V0V1>~k,ω = (2~)V~k
pi∫
−pi
dϕ
2pi
(
sinh kc
cosh kc− cosϕ
)2
cosϕ(
ak¯ + sinh kccosh kc−cosϕ
)2 aω¯√
1− k¯2
(3.123)
We obtain the Coulomb potential correlation functions at the same points (at zero temperature) by inte-
grating over ~k
< V0V0>ω = 2~2ω
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
1(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(3.124)
< V0V1>ω = 2~2ω
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
cosϕ(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(3.125)
J0(ω > 0) = ~2ω
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
1− cosϕ(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(3.126)
We replace kc by 2ak¯c¯ in these final expressions, where c¯ = c/a0.
In the limit c¯ 1, we recover the RPA solution for one plane in §3.2.3
< V0V0>ω = 2~2ω
1∫
0
dk¯
(ak¯ + 1)
2
√
1− k¯2
(3.127)
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as in Eqn. 3.25
< V0V1 >= 0 (3.128)
There is no correlation in the Coulomb potentials in two planes.
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Chapter 4
Mapping Coulomb potential
fluctuation to phonon problem and
solution
4.1 Mapping Coulomb fluctuation to phonon problem
We rewrite Hamiltonian Eqn. 3.3, which describes the tunneling of the charge carriers (holes or electrons)
between two CuO2 planes with the Coulomb potentials of the planes
H = −1
2
~∆0σx +
V1 − V2
2
σz (4.1)
In principle, this problem can be solved in a perturbation expansion, the high order terms can be factorized to
correlation functions using Wick-like formula Eqn. 3.27 for a Gaussian noise [33, 34]. But there is a simpler
way to solve this problem. We map this Hamiltonian to the spin-boson Hamiltonian of the dissipative
two-state system problem [27, 35]
Hsb = −1
2
~∆0σx +
∑
α
(
1
2
mαω
2
αx
2
α +
p2α
2mα
)
+ σz
∑
α
cαxα (4.2)
Then, we can use the known solution. We treat the interaction term between the spin and the phonon field
in the Hamiltonian 〈∑ cαxα(t)〉 as a random variable. Because phonon modes are independent, 〈∑ cαxα(t)〉
has Gaussian distribution according to the central limit theorem. It also satisfies the Wick-like formula,
therefore it is a Gaussian noise.
Next, we estimate the correlation function of the phonon interacting term in the spin-boson model
Eqn. 4.2
Jsb(t− t′) =
〈(∑
α
cαxα(t)
)∑
β
cβxβ(t
′)
〉
=
∑
α
c2α~
2mαωα
[
e−iωα(t−t
′)
1− e−β~ωα +
eiωα(t−t
′)
eβ~ωα − 1
]
(4.3)
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The Fourier transform of this correlation function is
Jsb(ω) = pi~
∑
α
c2α
mαωα
(
δ(ω − ωα)
1− e−β~ω +
δ(ω + ωα)
e−β~ω − 1
)
(4.4)
Then, we derive its forms for positive frequencies and negative frequencies
Jsb(ω > 0) =
[
pi~
∑
α
c2α
mαωα
δ(ω − ωα)
]
1
1− e−β~ω
≡ J
sb
0 (ω)
1− e−β~ω (4.5)
Jsb(ω < 0) =
[
pi~
∑
α
c2α
mαωα
δ(ω + ωα)
]
1
e−β~ω − 1
=
[
pi~
∑
α
c2α
mαωα
δ(|ω| − ωα)
]
1
eβ~|ω| − 1
≡ J
sb
0 (|ω|)
eβ~|ω| − 1 (4.6)
where
Jsb0 (ω) = pi~
∑
α
c2α
mαωα
δ(ω − ωα) (4.7)
is the spectral function of phonon in the spin-boson model.
Both variables (V1 − V2)/2 in Eqn. 4.1 and 〈
∑
cαxα(t)〉 in Eqn. 4.2 are Gaussian noises. They also
have zero expectation values and the same temperature dependencies. The mapping between these random
variables (i.e. the two models) is perfect if
Jsbo (ω) = J
Coul
0 (ω) (4.8)
The spectral function of the Coulomb interaction JCoul0 (ω) is calculated by using different approximations
in Chapter 3.
By using the RPA and ignoring the inter-layer Coulomb interaction between different CuO2 planes, we
obtained
JCoul0 (ω) = ~2 ω
[
Arccos(a)
(1− a2)3/2
− a
1− a2
]
(4.9)
Parameter a was defined in Eqn. 3.17, a = a0kF .
When we include the inter-layer Coulomb interaction between two CuO2 planes of a physical unit cell in
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double-layered cuprates, the Coulomb spectral function in the RPA was expressed by the form
JCoul0 (ω) =
1
2
~2ω
1∫
0
dk¯√
1− k¯2
{
1(
ak¯/[1 + e−2d¯ak¯)] + 1
)2 + 1(
ak¯/[1− e−2d¯ak¯)] + 1)2
}
(4.10)
In the case of single-layered cuprates, the RPA calculation with inter-layer Coulomb interaction gave us (see
Eqn. 3.126)
JCoul0 (ω > 0) = ~2ω
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
1− cosϕ(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(4.11)
The dimensionless variable k¯ was defined in Eqn. 3.16, k¯ = k/2kF . d is the distance between two CuO2
planes in a unit cell of double-layered cuprates, d¯ = d/a0, and a0 is the Bohr radius. c is the separation
distance between CuO2 planes in single-layered cuprates, c¯ = c/a0.
In the 2D Landau Fermi liquid theory without the inter-layer interaction, the Coulomb spectral function
is defined by
JCoul0 (ω) =
(
~e2
vF
)
ω
1
(1 + F s0 ) +
1
γ(a∗kF )
(4.12)
where a∗ = ~
2
e2m∗ is the “modified” Bohr radius, m
∗ is the effective mass of the quasi-particles.
The linear form of frequency in the spectral function, with cut-off frequency ωc ∼ εF /~ as the argument in
Chapter 3, means a mapping to the ohmic case of the spin-boson problem. The calculation of the Coulomb
potential fluctuation has been done only in the RPA and the Landau Fermi liquid theory here, and we
obtained the ohmic spectral functions in both cases. However, it is reasonable to assume that Coulomb
fluctuation is ohmic in general, for example, in the pseudogap regime of cuprates, whether this is a Landau
Fermi liquid or not, remains a controversial problem. For most plausible models, the imaginary part of the
charge susceptibility Imχ(~k, ω) is expanded as a power series of frequency ω at zero frequency. Note that
the imaginary part of the susceptibility is an odd function of frequency, and it is zero at ω = 0. Therefore,
we obtain the power expansion of Imχ(~k, ω) at ω = 0 as follows
Imχ(~k, ω) =
∞∑
j=0
c2j+1 ω
2j+1 (4.13)
The charge susceptibility of 2D electron gas in a hydrodynamic approximation [36, 25] is expressed by
χ(~k, ω) =
s2kTF k
2
2pie2
1
ω(ω + i/τ)− s2k2 − s2kTF k (4.14)
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where s2 = v2F /2, kTF = 2me
2/~2 = 2a−10 is the Thomas-Fermi screening constant and τ is a phenomeno-
logical relaxation time. This form suggests that the coefficient c1 is non-zero even in the non-Fermi liquid
states of the 2D electron gas. Then the leading term is proportional to ω, and this corresponds to the ohmic
case of the spectral function by the relation in Eqn. 3.10.
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4.2 Solution from the mapping to spin-boson model
4.2.1 Transmission rate
The solution of the spin-boson model in the ohmic case is presented in detail in [27]. The parameters, which
determine the solution of the problem, include the dimensionless coefficient measuring the strength of the
coupling between the spin system and the environment
α ≡ 1
pi
J0(ω)
~2ω
(4.15)
and the renormalized tunneling parameter
∆r = ∆0(∆0/ωc)
α/(1−α) (4.16)
In our RPA calculation, if we ignore the inter-layer Coulomb interaction between CuO2 planes, then
α =
1
pi
[
Arccos(a)
(1− a2)3/2
− a
1− a2
]
(4.17)
In general cases, including the inter-layer interaction, α is expressed by the integral
α =
1
2pi
1∫
0
dk¯√
1− k¯2
{
1(
ak¯/[1 + e−2d¯ak¯)] + 1
)2 + 1(
ak¯/[1− e−2d¯ak¯)] + 1)2
}
(4.18)
for double-layered cuprates, and the integral
α =
1
pi
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
1− cosϕ(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(4.19)
for single-layered cuprates.
In the LFL estimation, we also get parameter α
α =
1
pi
(
e2
~vF
)
1
(1 + F s0 ) +
1
γ(a∗kF )
(4.20)
The lack of experimental information about Landau parameters in cuprates prevents us from having a
numerical estimation of coefficient α in the LFL theory. Hence, we will mainly work on the RPA solutions
of the Coulomb fluctuation in the next parts.
45
To conveniently estimate the magnitude of the parameters, a is expressed as
a ≡ a0kF = a0
alc
(2pin/Cu)
1/2 (4.21)
a0 is the Bohr radius, alc an c are physical lattice constants of ab-plane and c-direction, c¯ ≡ c/a0, n/Cu is
the number of charge carrier per Cu site.
We review briefly the ohmic solution of the spin-boson model here in the case 0 < α < 1 :
* For αkBT > ~∆r:
P (t) =< σz(t) > decays exponentially to its equilibrium state as
P (t) = e−t/τ (4.22)
(at t=0, the system is in |+〉 state). The transmission rate is defined by
γ = τ−1 =
∆20
ωc
√
pi Γ(α)
2Γ(α+ 1/2)
(
pikBT
~ωc
)2α−1
∼ T 2α−1 (4.23)
* For αkBT < ~∆r:
P (t) consists of both a coherent part and an incoherent part (incoherent background). The coherent part is
a damped oscillation and its frequency at T = 0 is
ωosc = cos
(
pi
2
α
1− α
)
[Γ(1− 2α) cospiα]1/2(1−α) ∆r (4.24)
It is reasonable to assume that ∆r is very small; it is expected that measurements of c-axis resistivity
in underdoped and slightly overdoped regimes correspond to the exponential relaxation solution of ohmic
spectral function. We will use the transmission rate in Eqn. 4.23 to calculate the resistivity of cuprates
corresponding to the Fermi liquid regime and the pseudogap regime.
In the ohmic case of α > 1, we always obtain a decay solution as in Eqn. 4.22 with the same temperature
dependence of the transmission rate γ ∼ T 2α−1.
4.2.2 C-axis resistivity
* Fermi liquid regime (gapless)
The calculation of the current is similar to Eqn. 2.5 in §2.2.1, which describes Kumar and Jayannavar’s
mechanism. The shift of the chemical potential ∆µ = eEd between two planes by the electrical field in the
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c-axis allows particles in one plane jumping to ∆µg empty states per area in the other plane (g is the density
state of the planes). Therefore, the current density is
j = e (∆µg)γ (4.25)
By combining this with the solution of the transmission rate Eqn. 4.23, we get the temperature dependence
of the c-axis resistivity
ρc = E/j = 1/(edgγ) ∼ T 1−2α (4.26)
If we assume a linear form of ρab vs T around optimal doping from experiments, then
ρc/ρab ∼ T−2α (4.27)
In our RPA calculation, 1− 2α > 0, therefore the c-axis resistivity in this gapless regime is always metallic.
* Pseudogap regime
At this time, both the detail momentum dependence of the transmission rate and the density of states
of the pseudogap in cuprates are still unclear from experiments. We will use an activation energy ∆ as in
Gorkov’s fitting of the Hall coefficent [7] as the parameter of the pseudogap and also use a “naive” picture
of the pseudogap to build an expression of the c-axis resistivity in this regime.
Imagine we have “upper” band and “lower” band separated by a gap ∆. The “lower” band is fulfilled
by particles at T = 0 (like semiconductors). At finite temperature, particles receive thermal activation to
jump to the “upper” band. The shift of chemical potential ∆µ = eEd allows a current density by hopping
between two “upper” bands
j ≈ e (∆µg e−∆/kBT )γ (4.28)
We put the temperature dependence of the transmission rate in to this and we get the c-axis resistivity
ρc = E/j ∼ T 1−2α e∆/kBT (4.29)
This form of the c-axis resistivity has a minimum at T = Tmin with
∆
kBTmin
= 1− 2α (4.30)
The c-axis resistivity changes from semiconductor-like to metal-like at Tmin by increasing temperature. Let
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us express the resistivity ratio r = ρc/ρc(Tmin) as a function of t = T/Tmin, then
r =
(
t e1/t−1
)1−2α
(4.31)
We will use Eqn. 4.31 to explain the “scaling” property of the c-axis resistivity in Raffy’s experimental data
later (See §2.1).
The c-axis resistivity of YBCO (Y Ba2Cu3Oy) at low temperature (below the charge ordering temperature
Tco) was extracted from the magneto-resistance by using a two-band model (mixing holes and electrons)
[37]. Metallic resistivity returns in the metal-insulator crossover at very low temperature. Typically, it is
assumed that this is due to the formation of electron pockets in a specific range of doping 0.08 < p < 0.15.
We can build a c-axis resistivity formula in this case by considering both hole and electron contributions;
the hole has a gap while the electron is gapless in the excitation energies. Both charge carrier types undergo
the same Coulomb voltages on CuO2 planes, therefore they have the same coefficients α. By taking the sum
of conductances of electrons and holes, we obtain the total c-axis resistivity
ρc = a1
T (1−2α)
e
− ∆kBT + a2
(4.32)
At T > Tco, the electron pockets disappear, then we need to set a2 = 0. The resistivity form in Eqn. 4.32
can describe not only the metal-insulator crossover, but also the return of metallic resistivity.
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4.3 Comparison with experimental data
4.3.1 Estimation of dimensionless coefficient α
First, we estimate the “isolated plane” solution of the coefficient α in Eqn. 4.17, where the off-plane Coulomb
interaction is simply ignored
α =
1
pi
[
Arccos(a)
(1− a2)3/2
− a
1− a2
]
(4.33)
where
a = a0kF =
a0
alc
(2pin/Cu)
1/2 (4.34)
The lattice constants alc of CuO2 plane are nearly same in cuprates (LSCO, Hg-1201, Bi-1201, Tl-2201,
Bi-2212 ...). The difference in alc is so small, therefore the parameters a are the same at fixed n/Cu
(charge carrier per Cu atom), a ' 0.35n1/2/Cu with alc = 3.8A for these materials. At the optimal doping,
n/Cu = 0.16→ a = 0.35× 0.161/2 = 0.14.
Figure 4.1: Coefficient α vs parameter a in the RPA calculation without considering inter-layer Coulomb
interaction. The vertical line marks the optimal doping point a ≈ 0.14. α is always smaller than 0.5 (the
horizonal line); this explains why we get only metallic curves of c-axis resistivity in the gapless regime.
As can be seen from Fig. 4.1, α decreases monotonically from 1/2 to 0 as the the charge carrier density
increases. The upper value 1/2 physically can not be reached due to Wigner’s crystallization at very low
density, where the Coulomb potential enery dominates the kinetic energy; however this value 1/2 is quite
surprising because it coincides with the Toulouse limit in the spin-boson solution. As a result, we always
get the metallic solution of c-axis resistivity in the gapless case from the RPA (see Eqn. 4.26). This is
confirmed from experiments in many cuprates with doping p ≥ 0.2 for all T and with doping 0.14 ≤ p ≤ 0.19
for T > T ∗. The critical doping value for the pseudogap is not defined exactly from experiments at this
time, but lies between p = 0.20 and p = 0.24 in some measurements. Even at p < p∗, but at high enough
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temperature T > T ∗, the system is gapless and then the calculation for the gapless case in Eqn. 4.26 is
applicable. Note that at values of p close to p∗ such as p = 0.20, T ∗ is lower than the superconducting
temperature Tc. Therefore, the pseudogap phase is hidden under the superconducting phase and can be
exposed by suppressing the superconducting phase, for example, by magnetic field.
We note that α is not sensitive to the change of a, even less sensitive to the change of carrier density
n/Cu, because a ∼ √n/Cu. For example, n/Cu varies from 0.14 to 0.19 (the range of doping necessary to
produce the metal-insulator crossover), then a varies from 0.131 to 0.153, but α only changes from 0.427 to
0.416 (a very small difference).
Next step, we move to double-layered cuprates. The screening effect correction may be larger than that of
single-layered cuprates, due to the close distance between the two CuO2 planes in a unit cell. The coefficient
α in this case is defined in Eqn. 4.18.
α =
1
2pi
1∫
0
dk¯√
1− k¯2
{
1(
ak¯/[1 + e−2d¯ak¯)] + 1
)2 + 1(
ak¯/[1− e−2d¯ak¯)] + 1)2
}
(4.35)
where d¯ = d/a0, d is the separation distance between the two CuO2 planes in a unit cell, a0 is the Bohr
radius.
Fig. 4.2 shows the dependence of α as a function of parameter a at different values of d¯. The screening
effect always reduces the voltage fluctuation between the two CuO2 planes. d¯ = 2 and d¯ −→ 0 cases are only
theoretical solutions to describe the screening effect of two planes, however, not for a real cuprate. d¯ = 5.6
case is applied directly to Bi-2212, in which the distance between the two CuO2 planes in a unit cell is about
3A. We see that the off-plane interaction correction for α is very small at a > 0.3 in the case of Bi-2212.
At the optimal doping a = 0.14, the correction for α in the RPA is about 3 percent (0.411 vs 0.422). At a
fixed doping, the coefficient α is smaller at closer distance d (See Fig. 4.3).
Now let us consider the correction of inter-layer Coulomb interaction for the coefficient α in some single-
layered cuprates by using Eqn. 4.19. This class of cuprates has only one CuO2 plane in each physical unit
cell, separated by the c-axis lattice constant, which we denote c. We note that the crystallographic unit
cell, whose dimension often contains two CuO2 planes, i.e. two physical unit cells. The lattice constants of
some single-layered cuprates from experiments including LSCO (La2−xSrxCuO4), Hg-1201 (HgBa2CuO4),
Bi-1201 (Bi2Sr2CuO6), and Tl-2201 (T l2Ba2CuO6) are listed in Table 4.1 [38, 39, 40, 41, 42, 43, 44]. As the
lattice constant alc of each CuO2 plane is nearly identical in these compounds, we expect that the difference
in c explains the difference in the power-law coefficients of the c-axis resistivity. The dimensionless coefficient
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Figure 4.2: Coefficient α vs parameter a at different distance values of d¯. The blue, black, red, and green
lines (top to bottom) correspond to d¯ → ∞ (no inter-layer interaction), d¯ = 5.6 (for Bi-2212), d¯ = 2 and
d→ 0, respectively.
Figure 4.3: Coefficient α vs distance d¯ = d/a0 at p = 0.19 (i.e. a = 0.153), which is the doping value of the
sample in Bae’s measurement [8]. The blue horizontal line is the asymptotic value of α as d¯→∞.
α in the spin-boson model (from the RPA calculation) is expressed by Eqn. 4.19
α =
1
pi
1∫
0
dk¯
pi∫
−pi
dϕ
2pi
(
sinh 2ak¯c¯
cosh 2ak¯c¯− cosϕ
)2
1− cosϕ(
ak¯ + sinh 2ak¯c¯
cosh 2ak¯c¯−cosϕ
)2 1√
1− k¯2
(4.36)
where c¯ = c/a0 and a0 is the Bohr radius.
As can be seen from Fig. 4.4, at the same doping, the coefficient α decreases as the lattice constant
c decreases. This means that the inter-layer Coulomb interaction suppresses the voltage bias fluctuation
between the two CuO2 planes. Comparing Fig. 4.3 and Fig. 4.4, we can see that α in the double-layered
cuprate solution does not go to 0 as in the single-layered cuprate’s. This can be explained from the number
of CuO2 planes in each case when we considered the screening effect. This number is only two in double-
layered cuprate case (the two closest CuO2 planes), while it is infinite in single-layered cuprate case. The
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Materials alc (A) c (A) c¯
LSCO 3.79 6.65 12.5
Hg-1201 3.88 9.5 17.9
Bi-1201 3.82 12.2 23.0
Tl-2201 3.86 11.5 21.8
Table 4.1: Lattice constants of some single-layered cuprates.
correction to the coefficient α is small in the overdoped side (see Fig. 4.5): about 3.3 percent for LSCO at
optimal doping in comparison with the isolated plane solution (0.409 vs 0.422). This can be understood
because the separation distance between the CuO2 planes is quite large in single-layered cuprates. It may
be hard to detect this small correction in experiments.
Figure 4.4: Coefficient α vs distance c¯ = c/a0 at the optimal doping a = 0.14. The blue horizontal line
marks the asymptotic value of α as c¯→∞ at the optimal doping.
4.3.2 Gapless regime
Let us quantitatively compare coefficient α between our RPA calculation and Y. Nakamura and S. Uchida’s
experimental data in the gapless case for LSCO with doping p = 0.20. The charge carrier per Cu site
should be n/Cu = 1 + p = 1.20 (from quantum oscillation experiments). This leads to the parameter
a = 0.35 × 1.201/2 = 0.383, then α ' 0.332 without inter-layer interaction, or α ' 0.327 with inter-layer
interaction. From the fitting of the ratio r = ρc/ρab for LSCO at doping p = 0.20 by the power-law form
r = aT b in Fig. 4.6, we get b = −2α ≈ −0.529 ± 0.007, while 2α ' 0.66 in our theoretical calculation, if
we assume ρab ∼ T perfectly (see Eqn. 4.27). Note that we must get the coefficient α through the ratio
ρc/ρab because of the difficulty in extracting the ρc data directly from the graphs in experimental articles
by software. The dependence of ρc as a function of temperature T at several doping values (including
underdoped and overdoped) is often shown in one graph. The metallic resistivity curves are quite flat due
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Figure 4.5: Coefficient α vs parameter a. Black, green, red, and blue curves (bottom to top) correspond
to LSCO, Hg-1201, Tl-2201, and the asymptotic case c → ∞ (no inter-layer interaction). We do not show
Bi-1201’s curve in the figure because it is hard to distinguish from Tl-2201’s due to close values of c¯. The
vertical line marks the optimal doping point a = 0.14.
to the rapid increase of semiconductor-like resistivity at low temperature. Therefore, extracting data of
the metallic resistivity regime from a flat curve (with its thickness) by software like “engauge” is nearly
impossible. (Having the raw data of the graph is more convenient than using software to reproduce the
data).
Figure 4.6: Fitting the ratio ρc/ρab of LSCO at doping p = 0.20 with a power function of temperature. The
scatter points are extracted from Y. Nakamura and S. Uchida’s work [4].
The Tl-based cuprate measurement at the optimal doping in [9] also provides us more data in the gapless
case. Tc of the samples are checked to confirm the optimal doping Tc = 90K for Tl-2201 (T l2Ba2CuOx)
and Tc = 119K for Tl-2223 (T l2Ba2Ca2Cu3Ox). We can see in Fig. 4.7 that the resistivity of Tl-2201
is metallic at the optimal doping, very different from its siblings Tl-2212 (T l2Ba2CaCu2Ox) and Tl-2223.
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It fits quite well with a power form of temperature, as in Fig. 4.8. The power coefficient obtained in the
fitting is 1− 2α ' 0.492± 0.004, i.e. α ' 0.254. We compare this result with the above LSCO’s α in fitting
Nakamura’s work and find that they are quite close. Importantly, LSCO shows the insulator-metal crossover
at the optimal doping while there is only a metallic segment of ρc with respect to Tl-2201 at the optimal
doping. This may be explained as follows: the low Tc in LSCO allows T
∗ is above Tc at the optimal doping,
i.e. existence of the pseudogap in the normal phase. However, high Tc in Tl-2201 hides the pseudogap state
under the superconducting phase (T ∗ < Tc). Therefore, there is only the gapless state in the normal phase
with Tl-2201 and we see the metallic curve of ρc at the optimal doping.
Figure 4.7: ρc of Tl-based cuprates at the optimal doping vs temperature from [9].
Figure 4.8: Fitting ρc of Tl-2201 with a power function of temperature. The scatter points are extracted
from Fig. 4.7.
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Let us look at Tl-2223 at the optimal doping in Fig. 4.9. The ρab is metallic, proportional to temperature,
while the ρc is semiconductor-like, even at high temperature ∼ 300K. This is very different from other
cuprates. The fitting of ρc with a power form is good too (see Fig. 4.10) with 1− 2α ' −0.137, i.e. α ' 0.57
(larger than the upper bound of α = 0.5 in the RPA calculation). The reason of the strong Coulomb
fluctuation in Tl-2223 at the optimal doping is unclear. The screening effect between two close CuO2 planes
reduces the Coulomb potential fluctuation, due to the inverse phase trend of charge polarization between
the two planes. The tunneling between the two planes even reduces the fluctuation more by suppressing the
charge polarization on each plane. As a prediction, the middle Ca2+ layer may have an important role in
the fluctuation enhancement.
Figure 4.9: ρc and ρab of Tl-2223 vs temperature at the optimal doping from [9].
The gapless calculation also fails in the heavily doped region (p > 0.25) where the ratio ρc/ρab is
independent of temperature and the system is considered having 3D anisotropic transport properties as in
the argument in [3]. This fact can be explained if we assume that the coupling parameter α is small in
this doping regime and the solution corresponds to the damped oscillation of the spin-boson model (see
Eqn. 4.24). The effective hopping parameter in the c-axis direction in this case is renormalized |t˜c|2 ∼ ω2osc,
which is independent of T (but sensitive to doping). Therefore, ρc/ρab is independent of temperature and
the material behaves like a 3D system.
4.3.3 Pseudogap regime and activation energy
The most interesting property of the c-axis transportation in cuprates is the crossover from semiconductor-
like resistivity to metal-like resistivity as the temperature increases. We will fit Myung-Ho Bae et al’s data
on Bi-2212 [8] with the form of resistivity in Eqn. 4.29 in the pseudogap regime to get activation energy ∆
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Figure 4.10: Fitting ρc with a power form of temperature in Tl-2223 at the optimal doping. The scatter
points are extracted from Fig. 4.9.
and power coefficient 1− 2α
ρc = E/j ∼ T 1−2α e∆/kBT (4.37)
In fact, Myung-Ho Bae et al’s data includes the differential tunneling resistance at both zero voltage and
finite voltage. In the finite voltage case, ∆ must be replaced by ∆− eV (V is the voltage drop on one CuO2
layer). But a problem appears in the solution when the transmission rate γ also depends on the voltage,
because it is the solution of the bias spin-boson model with  = eV/2 in the mapping between Coulomb
interaction and real phonon coupling. This prevents us using the non-zero voltage data from this work for
fitting, because the analytical solution of bias spin-boson model is not available. However, the zero voltage
data also gives us some information about Bi-2212 material (Bi2Sr2CaCu2O8+x) at doping p = 0.19 in the
experiment. On the other hand, we can predict roughly the energy activation value from the critical voltage
(per CuO2 layer) when the resistance changes from semiconductor-like to metal-like in the low temperature
side.
The form Eqn. 4.37 fits quite well with the zero voltage data. From the fitting in Fig. 4.11, we get
∆/kB ' 93.2±2.5K, 1−2α ' 0.54±0.01. We convert the activation energy to eV unit and get ∆ ' 8meV .
Now, we will discuss the value 1 − 2α found in the fitting. Bi-2212 is a double-layered cuprate (alc is the
same as the single-layered cuprate Bi-2201), a pair of CuO2 planes inside a unit cell is quite close (with a Ca
plane in middle), d ≈ 3A (smaller than ab-plane lattice constant alc). The separation between two pairs of
CuO2 planes in two neighbor physical unit cells is c = clc/2 ' 15.4A. Because n/Cu = p in the pseudogap
regime (not 1 + p as in the gapless regime), when p = 0.19, then a ' 0.153. Inputing a and d¯ = 5.6 into
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Figure 4.11: Fitting resistance vs temperature with zero voltage data by the form in Eqn. 4.37. The scatter
points are extracted from Myung-Ho Bae et al’s work. The red solid line is the theoretical curve fitted by
our theory.
Eqn. 4.35, we obtain α ' 0.406 and 1− 2α ' 0.19. Comparing with the fitting result 1− 2α ' 0.54, we find
that the RPA fails in the pseudogap phase. However, the assumption about the ohmic spectral function of
the Coulomb fluctuation is still valid.
Next, we explain the scaling behavior of the c-axis resistivity in Raffy’s experiment (See Fig. 2.6) by
using Eqn. 4.31
r =
(
t e1/t−1
)1−2α
(4.38)
The c-axis resistivity is normalized to its resistivity at T = Tmin, r = ρc(T )/ρc(Tmin), t = T/Tmin, Tmin
is the temperature in which the c-axis resistivity is minimal. The doping values of nine curves in Fig. 2.6
are from p = 0.14 to p ≈ 0.19 (The authors did not show the doping values in detail; we can find that
doping range by looking at nine Tmin dots in Fig. 2.5). Although our RPA calculation failed in giving the
experimental coefficient α in the pseudogap regime from Bae’s data, we still may assume that the coefficient
α is not sensitive to a doping change from 0.14 to 0.19, as it is in the RPA solution (see §4.3.1 for discussion),
while the gap ∆ and Tmin is much more sensitive to doping change. That is why the nine curves of the
normalized resistivity are nearly identical in Fig. 2.6. Let us extract the data from the purple curve for fitting
with the resistivity form in Eqn. 4.38, although the extracted data is not good as that in Bae’s experiment,
due to the curve thickness and the overlap of different curves. The fitting gives us 1 − 2α ≈ 0.45. This
result is a bit different in comparison with that we got from Bae’s data 1− 2α ≈ 0.54, but this is acceptable
because of different samples, different doping values, and the error in extracting data from Raffy’s work.
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Figure 4.12: Fitting the ratio r = ρc(T )/ρc(Tmin) vs t = T/Tmin by using the form in Eqn. 4.38. The scatter
points are extracted from the purple curve of Fig. 2.6. The red solid line is the theoretical curve fitted by
our formula.
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Chapter 5
Extension to multi-channel tunneling
problem
In the calculation of c-axis resistivity from the point-to-point tunneling model, we usually assume that the
relaxation time of inter-plane hopping, or at least its temperature dependence, are independent of the initial
and final momenta. This is generally untrue. The point-to-point tunneling model is a simplified model for
the c-axis tunneling in cuprates. In real cuprate lattice, the tunneling between two CuO2 planes occurs at
every Cu site on each plane (i.e. a multi-channel tunneling) in the presence of the local Coulomb potential
fluctuation at the site. The tunneling at each lattice site is considered as one channel. But first, we calculate
the correlation function of the Coulomb potential fluctuation at two different lattice sites. This function
plays an important role in the correlation of tunneling at different sites, therefore it influences the total
tunneling between two CuO2 planes.
5.1 Correlation of Coulomb potential at different sites
Let us calculate the correlation of the Coulomb potentials at two points ~Ri and ~Rj in a CuO2 plane by using
expressions in Eqn. 3.13 and Eqn. 3.14 in §3.2.3.
J ij(t− t′) =< V (~Ri, t)V (~Rj , t′) > (5.1)
J ij(ω) =
∫
d~k
(2pi)
2 e
−i~k(~Ri−~Rj)J(~k, ω) =
∫
d~k
(2pi)
2
∣∣V~k∣∣2 S(~k, ω) e−i~k(~Ri−~Rj) (5.2)
Note that both V~k and S(
~k, ω) are independent of the ~k direction (isotropic), we can integrate over the angle
ϕ between ~k and ~R ≡ ~Ri − ~Rj
2pi∫
0
dϕ
2pi
e−ikR cosϕ = J0(kR) (5.3)
where J0 is the Bessel function of order zero. Then we can write
J ij(ω) =
∫
d~k
(2pi)
2 |Vk|2 S(k, ω) J0(kR) (5.4)
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By comparing Eqn. 5.4 with Eqn. 3.15, we can see that the difference between the correlation functions at
same points and different points is the Bessel function J0(kR) in the integrand. Next, we put S(k, ω) at
T = 0 to calculate the spectral function of the potential correlation at low frequency at different points as
we did with the case of the same points in §3.2.3. The correlation can be expressed in the dimensionless
variables and the dimensionless parameters as
J ij0 (ω > 0) ≈ 2~2ω
1∫
0
J0(k¯R¯)
(ak¯ + 1)
2
√
1− k¯2
dk¯ (5.5)
where k¯ = k2kF , R¯ = 2kFR and a = a0kF (a0 is Bohr radius). At same points R = 0, J0(0) = 1, then we
recover Eqn. 3.25. Let us try to estimate the coefficient
αij ≡ 1
pi
J ij0 (ω)
2~2ω
=
1
pi
1∫
0
J0(k¯R¯)
(ak¯ + 1)
2
√
1− k¯2
dk¯ (5.6)
Place R = Nijalc, then
R¯ = 2
alc
a0
aNij ≈ 17.3 aNij (5.7)
a = a0kF =
a0
alc
(2pin/Cu)
1/2 ≈ 0.35n1/2/Cu (5.8)
for materials LSCO, Hg-1201, Tl-2201 and Bi-1201 in §4.3.1. At optimal doping n/Cu = p = 0.16, then
a = 0.14. At p = 0.24, n/Cu = 1 + p, then a ≈ 0.39.
Figure 5.1: Coefficient αij vs parameter a. Green, black and blue curves (left to right) correspond to
Nij = 2, 1, 0.
Fig. 5.1 shows the dependence of the Coulomb potential correlation at different distances when Nij =
1, 2, 0 on parameter a. Note that not all ranges of parameter a are realistic because of the jumping step from
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n/Cu = p to n/Cu = 1 + p at the critical doping where the pseudogap disappears. The trend of correlation
is decreasing at longer distances and higher doping values although there is a damped periodic oscillation
of αij . Fig. 5.2 indicates the dependence of αij on distance Nij at two specific doping values, p = 0.16 and
p = 0.24. As can be seen, it is possible to ignore the correlation at distance Nij = 2 at optimal doping
a = 0.14 but the correlation is considerable at distance Nij = 1. However, at a = 0.39 (i.e. p ≈ 0.24), the
correlation at different lattice sites is negligible even with the nearest neighbor (see Fig. 5.2).
Figure 5.2: Coefficient αij vs distance Nij . Black, green curves (right to left) correspond to doping p = 0.16
and p = 0.24.
In the case of including the inter-layer Coulomb interaction between CuO2 planes, the steps to calculate
spectral function are similar as in §3.4, but they add the Bessel function J0(kR) (or J0(k¯R¯)) into the
integrands in integrating over variable k (or k¯). The solution is more complicated but it is unnecessary to
illustrate for the “non-local” correlation of the Coulomb potential fluctuation.
5.2 Multi-channel tunneling problem
Let us remember how we built the Hamiltonian of the point-to-point tunneling in Chapter 2. We write the
Hamiltonian for one-channel tunneling between 2 planes a (“+” plane) and b (“-” plane) as
Hone =− 1
2
∆ (|+〉 〈−|+ |−〉 〈+|) + V1 |+〉 〈+|+ V2 |−〉 〈−|
=− 1
2
∆ (|+〉 〈−|+ |−〉 〈+|) + V1 − V2
2
(|+〉 〈+| − |−〉 〈−|)
+
V1 + V2
2
(|+〉 〈+|+ |−〉 〈−|)
=− 1
2
∆σx +
V1 − V2
2
σz +
V1 + V2
2
I (5.9)
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Now, we try to build the Hamiltonian of the multi-channel tunneling case (2D array of tunneling channels).
The Hamiltonian should be
Hmulti =
∑
i
H(i) (5.10)
where
H(i) = V
(i)
1 a
+
i ai + V
(i)
2 b
+
i bi −
1
2
∆(a+i bi + b
+
i ai) (5.11)
where V
(i)
1 and V
(i)
2 are the low frequency parts of the Coulomb potentials at site i on planes 1 and 2,
respectively. Note that the full Coulomb potential is important to the state of particles on the plane; it is
not too small to be treated as a perturbation by putting it in the tunneling Hamiltonian. However, we can
only do so with the low frequency range of the Coulomb potential because its high frequency range leads to
a renormalization of the tunneling parameter, as in the spin-boson model problem [27, 35].
It is expected that we can express the multi-channel tunneling Hamiltonian as
H =
∑
i
H
(i)
spin (5.12)
and H
(i)
spin has the form as in Eqn. 5.9 with site index i is added to (ket, bra) states, voltages, and spin
operators
H
(i)
spin = −
1
2
∆σ(i)x +
V
(i)
1 − V (i)2
2
σ(i)z +
V
(i)
1 + V
(i)
2
2
I (5.13)
However, there is an expansion in the Hilbert space of Hamiltonian Eqn. 5.10 in comparison with that of
Hamiltonian Eqn. 5.12. In Hamilton Eqn. 5.12, we always have the completeness constraint
(|+, i〉 〈+, i|+ |−, i〉 〈−, i|) = I (5.14)
( Equivalent to constraint a+i ai + b
+
i bi = 1 )
But the basis in Hamiltonian Eqn. 5.10 include
|+, i〉 ≡ |na(i) = 1, nb(i) = 0〉 |−, i〉 ≡ |na(i) = 0, nb(i) = 1〉
|0, i〉 ≡ |na(i) = 0, nb(i) = 0〉 |2, i〉 ≡ |na(i) = 1, nb(i) = 1〉
(The last two are the expanded states)
We will show that Hamiltonian Eqn. 5.10 and Hamiltonian Eqn. 5.12 are equivalent in calculating the
transmission rate between two planes. The expansion of the Hilbert space gives no contribution to the
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transition probability between two Bloch states. In detail, particles in one tunneling channel cannot jump
to other channels.
Now we consider the transition probability from plane a to plane b. The initial and final Bloch wave-
functions can be expressed through (localized) Wannier wavefunctions by
|+, k〉i =
1√
N
eikRia+i |0〉 =
1√
N
∑
i
eikRi |+, i〉
|−, k′〉f =
1√
N
eikRib+i |0〉 =
1√
N
∑
i
eikRi |−, i〉 (5.15)
We can see that the momentum of the final Bloch state can change due to the stochastic Coulomb potential.
The transition probability between two states in Hamilton Eqn. 5.10 is given by
P (t) =
〈〈
|〈−, k′|K(t) |+, k〉|2
〉〉
(5.16)
=
1
N2
〈〈∣∣∣∣∣∣
∑
i,j
ei(kRi−k
′Rj) 〈−, j|K(t) |+, i〉
∣∣∣∣∣∣
2〉〉
where 〈〈...〉〉 is the average through all configurations of the Coulomb potential fluctuation. K(t) is the time
evolution operator of the system.
Because H =
∑
i
H(i) (the separation of the Hamiltonian, no coupling between two sites), we can write
K(t) =
∏
i
K(t, i) (5.17)
where K(t, i) is the time evolution operator of site i, defined only by the part H(i) of the Hamiltonian. For
i = j, the final state has the same site index but the electron is on different plane,
〈−, i|K(t) |+, i〉 = 〈−, i|K(t, i) |+, i〉 (5.18)
where K(t) is the same as one channel tunneling solution.
For i 6= j, the electron of the final state locates on different plane and at different site index,
〈−, j|K(t) |+, i〉 = 0 (5.19)
Eqn. 5.19 results from the conservation of particle number of both the initial state and the final state.
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Therefore, Eqn. 5.16 is reduced to
P (t) =
1
N2
〈〈∣∣∣∣∣∑
i
ei(k−k
′)Ri 〈−, i|K(t, i) |+, i〉
∣∣∣∣∣
2〉〉
(5.20)
or
P (t) =
1
N2
∑
ij
ei(k−k
′)(Ri−Rj) 〈〈(〈−, i|K(t, i) |+, i〉) (〈−, j|K(t, j) |+, j〉)∗〉〉 (5.21)
We can use Hamiltonian Eqn. 5.12 with the spin expression here.
Note that we neglect all non-vertical tunneling processes due to their much smaller tunneling matrix elements
in comparison with those of vertical tunneling.
Figure 5.3: Multi-channel tunneling between two CuO2 planes. There is a correlation in the propagators at
different sites i and j due to the correlation of the Coulomb potential fluctuation.
In the trivial case when the correlation of the voltage fluctuation between two different sites is neglected
(it is true for the gapless case with high charge carrier density n/Cu = 1 + p , p = 0.24 in Fig. 5.2 for
example), we can decouple the correlation of the propagators for i 6= j
〈〈
(〈−, i|K(t, i) |+, i〉) (〈−, j|K(t, j) |+, j〉)∗〉〉 = 〈〈〈−, i|K(t, i) |+, i〉〉〉
× 〈〈〈−, j|K(t, i)|+, j〉∗〉〉 = 0 (5.22)
Then we obtain the solution for the transition probability in this trivial case
P (t) =
1
N
δk,k′
〈〈
|〈−, i|K(t, i) |+, i〉|2
〉〉
(5.23)
Eqn. 5.23 means that the momentum is conserved in the tunneling and the transition probability is same as
the point-to-point tunneling case up to a normalization. Therefore, the multi-channel tunneling turns back
to the point-to-point tunneling model with the momentum conservation in the transition between two planes.
This can help us explain why the temperature dependence of the c-axis resistivity in Turlakov and Leggett’s
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work [25] has the same form as our point-to-point tunneling solution (∼ T 1−2α): these authors consider
a continuous vertical tunneling at every point on the planes, but use a “local” approximation where the
Coulomb correlation at δr 6= 0 is neglected. This corresponds to the above trivial case of the multi-channel
tunneling problem: taking the limit alc → 0 of discrete tunneling at lattice sites leads to the continuous
tunneling in Turlakov and Leggett’s work.
We usually ignore term V1+V22 I from Hamiltonian Eqn. 5.9 in one-channel calculation because it has no
effect on the probability. However, in the multi-channel tunneling problem with Hamiltonian Eqn. 5.12, the
correlation between two kernels at two sites appears in the calculation. We are unable to ignore the effect
of this term. We separate c-number term
V
(i)
1 +V
(i)
2
2 I of H
(i)
spin in Eqn. 5.13
H
(i)
spin = H
(i)
sb +
V
(i)
1 + V
(i)
2
2
I (5.24)
H
(i)
sb = −
1
2
∆σ(i)x +
V
(i)
1 − V (i)2
2
σ(i)z (5.25)
The propagators corresponding to H
(i)
spin (also H
(i)) and H
(i)
sb are
K(t, i) = 〈−, i|+, i〉spint
Ksb(t, i) = 〈−, i|+, i〉sbt
and they are related by
K(t, i) = exp
−i t∫
0
dτV
(i)
+ (τ)
Ksb(t, i) (5.26)
where V
(i)
+ = (V
(i)
1 + V
(i)
2 )/2 and V
(i)
− = (V
(i)
1 − V (i)2 )/2.
Now we consider the correlation of two propagators at two different sites in the multi-channel tunneling
case appearing in the transition probability expression Eqn. 5.21.
K(t, i)K∗(t, j) = exp
−i t∫
0
dτ
[
V
(i)
+ (τ)− V (j)+ (τ)
]Ksb(t, i)K∗sb(t, j) (5.27)
First we consider the correlation of the voltage fluctuation.
〈
V
(i)
+ (τ)V
(i)
− (τ
′)
〉
= 0
〈
V
(i)
+ (τ)V
(j)
− (τ
′)
〉
= 0
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Therefore, we can treat (V
(i)
+ , V
(j)
+ ) and (V
(i)
− , V
(j)
− ) as non-correlated fluctuations and get the separation in
average over the voltage fluctuation
〈K(i)K∗(j)〉av =
〈
exp
−i t∫
0
dτ
[
V
(i)
+ (τ)− V (j)+ (τ)
]〉
(+) av
× 〈Ksb(i)K∗sb(j)〉(−) av (5.28)
For simplicity, we ignore inter-plane Coulomb interaction; then the voltage fluctuations of the two planes
are independent. Notice that V
(ij)
+ ≡
(
V
(i)
+ − V (j)+
)
is a Gaussian noise. Then
〈
exp
−i t∫
0
dτV
(ij)
+ (τ)
〉 = exp[−∫ t
0
dt′
∫ t′
0
dt′′A(ij)(t′ − t′′)
]
(5.29)
where A(ij) is the correlation function of V
(ij)
+
A(ij)(τ, τ ′) =
〈
V
(i)
1 (τ)V
(i)
1 (τ
′)
〉
−
〈
V
(i)
1 (τ)V
(j)
1 (τ
′)
〉
(5.30)
In our case, the correlation function at (ij) differs the correlation at (ii) by a coefficient, but they have the
same form of frequency or time dependence. Therefore we can write
A(ij)(τ, τ ′) =
(
1− αij
αii
)〈
V
(i)
1 (τ)V
(i)
1 (τ
′)
〉
(5.31)
However, the calculation of correlation 〈Ksb(i)K∗sb(j)〉(−) av at two different sites i and j has not been done
yet. This is much more complicated than the case of same sites i ≡ j in the point-to-point tunneling
problem we have done before. If we map the potential fluctuation to phonon coupling, we must use two
phonon systems, not only one. The solution of the multi-channel tunneling may help us understand the
momentum dependence of inter-plane tunneling in cuprates. This work may be done in future.
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Chapter 6
Summary
The purpose of the research presented in this dissertation is explaining the c-axis resistivity properties
of cuprates in normal phase as a function of temperature in a wide range of doping from underdoped to
overdoped, especially the insulator-metal crossover in the pseudogap phase. To describe the transport in
c-axis direction, we simplify the tunneling picture between two CuO2 planes by the point-to-point tunneling
model. In this model, each plane is represented by one point, the tunneling of a charge carrier between
two points (i.e. two CuO2 planes) undergoes the Coulomb potential at each point which is identical to
the Coulomb potential of the charge carrier on each plane. The Coulomb potential is treated as a random
variable with Gaussian distribution and is defined by its correlation function. The fluctuation of the Coulomb
potential bias drives the tunneling between two points. The Coulomb potential fluctuation is assumed to
be ohmic, i.e. its spectral function is proportional to frequency and the strength of this fluctuation is
characterized by the dimensionless coefficient α.
The point-to-point tunneling model is solved by mapping the Coulomb potential bias between two points
on the real phonon coupling in the spin-boson model. Then, we use the available solution of the spin-boson
model to get the transmission rate γ between between two CuO2 planes as a function of temperature,
γ ∼ T 2α−1. This transmission rate is used to calculate the c-axis resistivity ρc in “gapless” case and “gap”
case (chracterized by the activation energy ∆) for cuprates. It turns out that ρc is proportional to T
1−2α in
the gapless case but T 1−2α exp−∆/kBT in the gap case.
The dissertation also calculates the Coulomb potential fluctuation on CuO2 plane by the random phase
approximation (RPA) and by the Landau-Fermi liquid (LFL) theory. In both cases, we obtain ohmic spectral
functions of the Coulomb fluctuation which are proportional to frequency in the low frequency region. This
result suggests for a more general assumption that the Coulomb fluctuation has ohmic spectral function,
although the validity of RPA and LFL calculations is questionable in the pseudogap of cuprates. However,
the lack of information about the Landau parameters in cuprates limits further estimation for the LFL
calculation of the Coulomb fluctuation. The RPA calculation is also extended in two cases to include inter-
layer Coulomb interaction. In those cases, the screening effect between CuO2 planes appears giving the
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correction to the coefficient α. The first case is applied to double-layered cuprates where two CuO2 planes
in a unit cell are quite close (at distance d) and have the correlation in density fluctuation due to the off-
plane Coulomb interaction. The inter-layer interaction between CuO2 planes in different unit cells is ignored
because they are apart. The second case is applied to single-layered cuprates where the separation distance
between CuO2 planes is equal to the lattice constant c. In both cases, the correction of the coefficient α is
small, about 3 percent around the optimal doping.
Both gapless and gap expression of the c-axis resistivity found from the point-to-point tunneling model
fit quite well with experimental data. This proves that the ohmic assumption of the Coulomb potential
fluctuation at low frequency is really good. The RPA calculation gives the upper bound α < 0.5, this is also
compatible with experiments where the c-axis resistivity in gapless phase is usually metallic (Tl-2223 is an
exception). In addition, quantitative comparison between α determined from fitting experimental data at
p = 0.20 with LSCO, optimal doping with TL-2201, and the one from RPA calculation is reasonably good.
The theoretical formula for the c-axis resistivity still works in pseudogap phase, and we can get the activation
energy ∆ and the coefficient α in Bi-2212 at doping p = 0.19. However, we see the bias in α between the
fitting value and that in the RPA calculation, the fitting values is lower considerably. When we assume that
the coefficient α is less sensitive to the doping than the activation energy ∆ like the RPA solution, our model
is able to explain the scaling behavior of ρc that is normalized to its value and temperature at the minimum
of ρc. But the extracted value α is lower than that of the RPA again. It seems that the RPA failed in the
pseudogap phase of cuprates. We may not expect more about the RPA when it is applicable for normal
metals but failed even with semiconductors.
As a potential future work, we also describe a realistic extension to the point-to-point tunneling model,
multi-channel tunneling model where the tunneling occurs at each lattice site on CuO2 planes. This model
includes the Coulomb potential correlation at different sites of the lattice, which is not negligible at low
charge carrier density. It may also give us more information about the dependence of the transmission rate
on the wave vector, that is impossible to get in the point-to-point tunneling model.
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Appendix A
Charge susceptibility of 2D free
electron gas
The charge susceptibility is defined by the expectation of the commutation of the densities at (~r, t) and
(~r′, t′)
χnn (~rt, ~r
′t′) = − i
~
〈[n(~r, t), n(~r′, t′)]〉 (A.1)
For the 2D free electron gas, χ0nn(
~k, ω) can be written in the form [28]
χ0nn(
~k, ω) =
2
V
∑
~p
f~p − f~p+~~k
~ω + ε~p − ε~p+~~k + iη′
(A.2)
= 2
∞∫
−∞
dω′
ω − ω′ + iη
∫
d~p
(2pi~)2
(f~p − f~p+~~k) δ(~ω′ − ε~p+~~k + ε~p)
First, we calculate the term
A(~k, ω) =
∫
d~p
(2pi~)2
(f~p − f~p+~~k) δ(~ω − ε~p+~~k + ε~p)
=
∫
d~p
(2pi~)2
f~p
[
δ
(
~ω − (~k)
2
2m
− ~p (~
~k)
m
)
−δ
(
~ω +
(~k)2
2m
+
~p (~~k)
m
)]
≡ Iω − I−ω (A.3)
where
Iω =
∫
d~p
(2pi~)2
f~p δ
(
~ω − (~k)
2
2m
− ~p (~
~k)
m
)
(A.4)
By integrating over angle ϕ
2pi∫
0
dϕ δ
(
~ω − (~k)
2
2m
− ~kp cosϕ
m
)
=
2 Θ
(
1−
∣∣∣ m~kp (~ω − (~k)22m )∣∣∣)
~kp
m
√
1−
[
m
~kp
(
~ω − (~k)22m
)]2 (A.5)
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then we obtain
Iω =
1
(2pi~)2
∞∫
0
fp pdp
2 Θ
(
1−
∣∣∣ m~kp (~ω − (~k)22m )∣∣∣)
~kp
m
√
1−
[
m
~kp
(
~ω − (~k)2m
)]2 (A.6)
At zero temperature T = 0, we put the step function form of the Fermi-Dirac distribution into this and
obtain
Iω =
1
(2pi~)2
pF∫
0
pdp
2 Θ
(
1−
∣∣∣ m~kp (~ω − (~k)22m )∣∣∣)
~kp
m
√
1−
[
m
~kp
(
~ω − (~k)2m
)]2
=
1
(2pi~)2
2m
~k
√√√√p2F −
[
m
~k
(
~ω − (~k)
2
2m
)]2
(A.7)
×Θ
(
pF −
∣∣∣∣∣m~k
(
~ω − (~k)
2
2m
)∣∣∣∣∣
)
We replace ω → −ω to get I−ω and get function A(~k, ω) at zero temperature
A(~k, ω) =
1
(2pi~)2
2m
~k
× (A.8)
√√√√p2F −
[
m
~k
(
~ω − (~k)
2
2m
)]2
Θ
(
pF −
∣∣∣∣∣m~k
(
~ω − (~k)
2
2m
)∣∣∣∣∣
)
−
√√√√p2F −
[
m
~k
(
~ω +
(~k)2
2m
)]2
Θ
(
pF −
∣∣∣∣∣m~k
(
~ω +
(~k)2
2m
)∣∣∣∣∣
)
Eqn. A.2 can be rewritten in the form
χ0nn(
~k, ω) = 2
∞∫
−∞
dω′
ω − ω′ + iη A(
~k, ω′) (A.9)
For convenience, we use dimensionless parameters a∓, defined by
a∓ =
mω
kpF
∓ ~k
2pF
(A.10)
Then χ0nn(
~k, ω) expression is reduced to a simpler form
χ0nn(
~k, ω) =
1
(2pi~)2
4m
~k
pF
1∫
−1
dx
√
1− x2
(
1
a− − x+ iη∗ −
1
a+ − x+ iη∗
)
(A.11)
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The above integral is estimated by using the formula (the proof of this formula will be shown later)
1∫
−1
dx
√
1− x2
a− x+ iη =

(
a− sgn(a)√a2 − 1)pi for |a| > 1(
a− i√1− a2)pi for |a| < 1 (A.12)
Finally, the 2D free electron gas charge susceptibility at T = 0 is written as
χ0nn(
~k, ω) =
1
(2pi~)2
4m
~k
pF pi× (A.13)−~kpF − sgn
(
1 +
mω
kpF
− ~k
2pF
)√(
mω
kpF
− ~k
2pF
)2
− 1
+ sgn
(
1 +
mω
kpF
+
~k
2pF
)√(
mω
kpF
+
~k
2pF
)2
− 1

A similar expression of the susceptibility has been provided in [45].
Now, we estimate the correction for the finite temperature solution. From the Sommerfeld expansion,
we have ∞∫
−∞
H(ε)f(ε)dε =
εF∫
−∞
H(ε)dε+O
[
(kBT/εF )
2
]
(A.14)
It is expected that the correction for Iω in Eqn. A.4 is the order of (kBT/εF )
2, as is the charge susceptibility.
Therefore, we can use the expression Eqn. A.13 for finite temperature charge susceptibility with a correction
of order (kBT/εF )
2 (very small at room temperature), while finding an exact analytic solution of the finite
temperature charge susceptibility is impossible.
Proof of formula Eqn. A.12
Now we will show more detail about how to calculate the integral
f(a) =
1∫
−1
dx
√
1− x2
a− x+ iη (A.15)
Place x = cos θ, then express cos θ = (z + 1/z)/2 and sin θ = (z − 1/z)/2i on the unit circle |z| = 1 of the
71
complex plane and obtain
f(a) =
1
2
∮
|z|=1
(
z−1/z
2i
)2
a−
(
z+1/z
2
)
+ iη
dz
iz
=
1
4i
∮
|z|=1
g(z) dz (A.16)
where
g(z) =
(z2 − 1)2
z2[z2 − 2(a+ iη)z + 1] (A.17)
The residue theorem is used to estimate the integral in Eqn. A.16. The function g(z) has three poles z0 = 0,
z1, and z2. Two of three poles are inside the unit circle.
* For |a| < 1 :
The second pole z1 = −a− i
√
1− a2 − iδ is inside the unit circle (the third pole z2 = −a + i
√
1− a2 + iδ′
is outside). The residue at the pole z1 is
Res[g(z), z1] =
(z1 − 1)2
z21(z1 − z2)
= −2i
√
1− a2 (A.18)
By expanding g(z) at the first pole z0 = 0
g(z) =
1
z2
+
2(a+ iη)
z
+ ... (A.19)
then we have
Res[g(z), z0 = 0] = 2(a+ iη) ' 2a (A.20)
We apply the residue theorem here to get f(a)
f(a) =
1
4i
2pii (Res[g(z), z0] +Res[g(z), z1])
= pi
(
a− i
√
1− a2
)
(A.21)
* For |a| > 1 :
The second pole is z1 = a−
√
a2 − 1 and the third pole is z2 = a+
√
a2 − 1. The residue values at the poles
are
Res[g(z), z1] = −2
√
a2 − 1 (A.22)
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Res[g(z), z2] = +2
√
a2 − 1 (A.23)
Res[g(z), z0 = 0] = 2a (A.24)
For a > 0 (and |a| > 1), z1 is inside the unit circle while z2 is outside. Therefore,
f(a) =
1
4i
2pii (Res[g(z), z0] +Res[g(z), z1])
= pi
(
a−
√
a2 − 1
)
(A.25)
For a < 0 (and |a| > 1), inversely, z2 is inside the unit circle and z1 is outside. Then
f(a) =
1
4i
2pii (Res[g(z), z0] +Res[g(z), z2])
= pi
(
a+
√
a2 − 1
)
(A.26)
Finally, we get Eqn. A.12
1∫
−1
dx
√
1− x2
a− x+ iη =

(
a− sgn(a)√a2 − 1)pi for |a| > 1(
a− i√1− a2)pi for |a| < 1
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