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Realization of topological superconductors is one of the most important goals in studies of topological phases
in quantum materials. In this work, we theoretically propose a novel way to attain topological superconduc-
tors with non-trivial Fermi surfaces of Bogoliubov quasiparticles. Considering the interacting Luttinger model
with j = 3/2 electrons, we investigate the dominant superconducting channels for a multi-orbital quadratic
band-touching system with finite chemical potential, which breaks the particle-hole symmetry in the normal
state. Notably, while the system generally favors d-wave pairing, the absence of the particle-hole symmetry
necessarily induces parasitic s-wave pairing. Based on the Landau theory with SO(3) symmetry, we demon-
strate that two kinds of topological superconductors are energetically favored; uniaxial nematic phase with
parasitic s wave pairing (d(3z2−r2)+s) and time-reversal-symmetry broken phase with parasitic s wave pairing
(d(3z2−r2,xy) + idx2−y2 +s). These superconductors contain either nodal lines or Fermi pockets of gapless
Bogoliubov quasiparticles and moreover exhibit topological winding numbers±2, leading to non-trivial surface
states such as drumhead-like surface states or Fermi arcs. We discuss applications of our theory to relevant
families of materials, especially half-heusler compound YPtBi, and suggest possible future experiments.
Recent surge of research activities on topological materi-
als has paved novel avenues to obtain a variety of topological
phases of quantum materials, such as topological insulators,
topological semimetals, and topological superconductors.[1–
6] One of the most pressing current issues is discovery and
unambiguous confirmation of topological superconductors.
While there exist a few promising candidate materials, it
would be great to identify generic material platforms, where
different kinds of topological superconductors may be ob-
tained in a controlled fashion. In particular, topological su-
perconductors with non-trivial gapless bulk excitations and
exotic surface states are of great interest. Such novel exci-
tations hold the promise for future technological applications
as they may appear at interfaces between various topological
superconductors and normal states.[7]
Superconductors with gapless Bogoliubov excitations may
be obtained from Cooper pairs with non-zero angular momen-
tum, such as p-, d-, and f-wave superconductors.[8–12] While
these superconductors could be obtained via certain magnetic
fluctuations in a single-band system, multi-orbital systems of-
fer more generic routes to achieve such unconventional super-
conductors using inter-band pairing channels.[13, 14] Given
the important roles of spin-orbit coupling in topological ma-
terials, various multi-orbital systems with heavy elements are
proposed for topological superconductors, which include j=
3/2 system for half-heusler compounds and j = 5/2 system
for UPt3.[15–17]
In this paper, we investigate emergent topological super-
conductors in the interacting Luttinger model, where j = 3/2
multi-orbital electrons form a quadratic band-touching at the
Brillouin zone center. We consider a realistic situation of finite
chemical potential, which leads to breaking of the particle-
hole symmetry in the normal state. We adopt the Landau
theory of complex tensor order parameters including both s-
wave and d-wave pairings, and study the Landau free en-
ergy functionals in terms of invariants under SO(3) sym-
metry. Remarkably, the broken particle-hole symmetry has
dramatic consequences for the nature of the superconduct-
ing states. While the systems generally favors d-wave pair-
ing channels, the broken particle-hole symmetry necessarily
leads to the presence of parasitic s-wave pairing. We obtain
two leading topological superconducting phases; (i) uniaxial
nematic phase with parasitic s wave pairing (d(3z2−r2) +s),
where time-reversal, inversion and rotational symmetry along
z direction are preserved. (ii) time-reversal-symmetry broken
phase with parasitic swave pairing (d(3z2−r2,xy)+idx2−y2+s),
where only inversion and two-fold rotation along z axis are
preserved. These superconductors have gapless Bogoliubov
quasiparticles and topological invariants (winding numbers
±2) for each nodal line and Fermi pocket, respectively, and
also support non-trivial surface states.
The selection of these superconducting states occur at the
level of quartic interactions between order parameters. This is
distinct from the cases of pure d-wave paring states that may
be chosen at the sixth order interactions between order param-
eters, which was considered in previous studies of the Lut-
tinger model with fine-tuned particle-hole symmetry or zero
chemical potential. Below we discuss details of our theoreti-
cal analyses and possible applications of our theory to super-
conductivity in relevant materials. We also suggest possible
ways to control the nature of the superconducting states using
chemical doping, hydrostatic pressure, and temperature.
We first introduce the multi-orbital Hamiltonian described
by the Luttinger model with j = 3/2 electrons.[18–22] The
kinetic part of the Hamiltonian is given by
h0(k) = ψ†k
[
c0k
2 +
5∑
a=1
cada(k)γa − µ
]
ψk, (1)
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2where ψ†k =(ψ
†
3
2 ,k
, ψ†1
2 ,k
, ψ†− 12 ,k
, ψ†− 32 ,k
) is the four component
spinor for j = 3/2 electrons, µ is the chemical potential, γa
are the 4 × 4 gamma matrices and da(k) = (
√
3/2)kikjM
a
ij
with 3 × 3 real Gell-Mann matrices Ma. (See Section I of
Supplementary Information (SI) for details)[21] For the SO(3)
symmetry, we set coefficients ca = c1. This model also has
time-reversal and inversion symmetries. Especially when both
c0 = 0 and µ = 0, particle-hole symmetry is present in the
system. Here and below, we consider |c0|< | c1√6 | so that there
is a single Fermi surface (with double degeneracy) for µ 6= 0.
For interacting system, one can include additional terms,
hint = g0(ψ
†ψ)2 +
5∑
a=1
ga(ψ
†γaψ)2. (2)
The former corresponds to the onsite density-density inter-
action and the latter corresponds to the interactions between
d-wave-orbital densities since ψ†γaψ transforms as d-wave
orbitals or “quadrupolar” moments (See Section I of SI). Sim-
ilar to the kinetic part of the Hamiltonian, we set coefficients
ga=g1 for SO(3) symmetry. Note that these interactions cor-
respond to so-called “particle-hole” channel interactions and
tend to condense the particle-hole composites∼ 〈ψ†ψ〉, when
the coefficients are sufficiently negative. For instance, when
g1 < 0 becomes large, the system undergoes a nematic quan-
tum phase transition toward a state with distorted Fermi sur-
faces.
Here, we consider repulsive interactions, g0, ga > 0. We
first use the Fierz identity for j = 3/2 electrons to exactly
decompose the particle-hole channel interactions into pairing
channels.
hint = gs|∆ˆs|2 + gd
5∑
a=1
|∆ˆd,a|2, (3)
where γab ≡ iγaγb, ∆ˆs = ψT γ45ψ is the s-wave pair that is
invariant under all the symmetries of the system, and ∆ˆd,a =
ψT γ45γaψ, a = 1, 2, · · · 5 are the d-wave pairs that transform
exactly the same as the regular d-wave spin-singlet pair. From
the Fierz identity, we find[14]
gs =
1
4
(g0 + 5g1), gd =
1
4
(g0 − 3g1). (4)
It is important to note that there is an instability toward su-
perconducting states even when the bare interactions are all
repulsive, i.e., g0 > 0 and g1 > 0, due to the minus sign re-
lating gd and g1. Hence, the system can have attractions only
in the d-wave superconducting channels without the s-wave
component. In the conventional single-band spin-1/2 electron
system, the bare particle-hole channel interactions are neither
decomposed exactly into the pairing channels nor favoring d-
wave pairings.[23]
Owing to such unique property, the Luttinger model has re-
ceived lots of attention for the last couple of years for realzing
unconventional d-wave superconducting states.[14, 24–26] In
fact, if the model is tuned to the particle-hole symmetric point
with zero chemical potential, the system supports the pure
d-wave superconducting state with nodal-line spectra beyond
the critical value of the interactions.[14] However, we find that
several drastic deviations from this expectation appear when
this fine-tuned particle-hole symmetry is absent. To demon-
strate this explicitly, below we consider the system with a fi-
nite chemical potential. We assume the attraction in the d-
wave pairing gd is dominant compared to the s-wave pairing
gs, but keep the s-wave channel explicitly.
After integrating out the j = 3/2 electrons, we now expand
the Ginzburg-Landau free energy functional in terms of the su-
perconducting order parameters ∆s= 〈∆ˆs〉 and ∆a= 〈∆ˆd,a〉.
In the presence of the SO(3) symmetry, one defines symmetric
traceless 3×3 tensor order parameter, φ≡∑a ∆aMa withMa
being the real Gell-Mann matrices. The free energy functional
is written as,
F = rd|~∆|2 + rs|∆s|2 + qd1 |~∆|4 + qd2 |~∆2|2 + qs|∆s|4
+ m2(|~∆|2|∆s|2) +m3(~∆2(∆∗s)2 + c.c.)
+ qd3 tr((φ
†φ)2) +m1(tr(φ2φ†)∆∗s + c.c.). (5)
Here, ~∆ represents the vector (∆1,∆2, · · · ,∆5) for d-wave
pairing. (∆1,∆2) are d-wave pairings (dx2−y2 , d3z2−r2 , )
with eg symmetry and (∆3,∆4,∆5) are for d-wave parings
(dyz, dxz, dxy) with t2g symmetry, respectively. A few re-
marks follow: We assume that there is a range of parameters
such that rs > 0 and rd < 0 with dominant attractive d-wave
channels. Within one-loop expansion, qd3 is always zero and
so we drop it from here (See Section II of SI). The last m1
term which couples d-wave and s-wave pairs, is zero within
the leading one-loop computation in the presence of particle-
hole symmetry, i.e. m1 = 0 for µ= c0 = 0 (See Section II of
SI for details). The absence of m1 term allows the previous
studies to access the pure d-wave superconductors. However,
when the fine-tuned particle-hole symmetry is absent so that
m1 is finite, we find that the non-zero d-wave condensates
~∆ 6= 0 always induce the parasitic s-wave superconductivity
(∆s 6=0) and change the nature of the superconducting states.
With these in mind, we look for the global phase diagram
by minimizing the free energy in Eq.(5). In principle, one
should compute the free energy for all possible configurations
of six distinct complex fields. However, we can use the SO(3)
rotation symmetry to reduce the number of these symmetry-
breaking patterns down to only a few configurations. In partic-
ular, if time-reversal symmetry is present, all the pairing fields
become real. In such case, all the distinct symmetry-broken
states can be obtained from the rotations of the three fields
(∆1,∆2,∆s).[14] Similarly, in the absence of time-reversal
symmetry, one can construct all the distinct symmetry-broken
phases by the two complex fields (∆1,∆2)∈C2 and four real
fields (∆3,∆4,∆5,∆s) ∈ R4 (See Section III of SI for de-
tails).
We now numerically minimize the free energy. In the
presence of time-reversal symmetry, we find that the lowest-
energy state is given by ~∆ = (0,∆2, 0, 0, 0) with parasitic
∆s, i.e., uniaxial nematic phase with subdominant s-wave
3FIG. 1. (color online) Phase diagram of topological superconductors
with d-wave and parasitic s-wave pairs, as a function of qd2 and m1
in Eq.(5). Interplay between qd2 term and m1 term drives the sys-
tem into topologically distinct phases: time reversal symmetric phase
with (d3z2−r2+s) pairing (yellow) and time reversal symmetry bro-
ken phase with (d(3z2−r2,xy)+ idx2−y2 +s) pairing (green). Each
inset shows the gap structure of each phase, with topological invari-
ant of each nodal ring or Bogoliubov Fermi pocket. Semi-transparent
sphere indicates the normal-state Fermi surface. See main text for
more details.
(d3z2−r2 + s). Within the real manifolds of ~∆, one can
also perform tensorial differentiation and show that the sta-
ble equilibrium phase is indeed uniquely determined to be
the uniaxial nematic state with parasitic s-wave pairing[27]
(See Section III of SI for details). On the other hand, without
time-reversal symmetry, three components of the d-wave pair-
ings contribute, which are parametrized as (i∆1,∆2, 0, 0,∆5)
with real values of ∆1,∆2, and ∆5. Again these d-wave pair-
ings induce parasitic s-wave pairing and so we finally find the
(d(3z2−r2,xy)+idx2−y2+s) state as the ground state. This state
respects two fold rotation C2z and inversion P symmetries.
Without m1 term in Eq.(5), the ± sign of qd2 simply fa-
vors either complex d+ id or real d wave pair respectively.
However, the presence of m1 term leads to particular choices
of d wave pairing with parasitic s wave, i.e., (d3z2−r2 + s)
or (d(3z2−r2,xy)+idx2−y2 +s) as mentioned above. Such m1
term becomes finite with particle-hole symmetry breaking and
its magnitude is proportional to the chemical potential µ and
c0 (See Section II of SI for details). Furthermore, the m1 term
induces competition between |~∆2|2 and (tr(φ2φ†)∆∗s + c.c.),
which favors uniaxial nematic phase with (d3z2−r2) pairing
for any sign ofm1. This makes broader region in the phase di-
agram for the time reversal symmetric phase with (d3z2−r2+s)
pairing, in comparison to the time-reversal-symmetry broken
phase with (d(3z2−r2,xy) +idx2−y2 +s) pairing. Fig.1 shows
the phase diagram as a function of m1 and qd2 while keeping
qd1 , qs, m2 and m3 constant. Indeed, the region for uniaxial
nematic phase with (d(3z2−r2)+s) pair gets wider with larger
value of m1. Similar uniaxial nematic phase has also been
discussed in Ref.14, where this phase is stabilized at the sixth
order level within pure d wave pairing order parameters. We
emphasize that, in our study, the parasitic s wave pairing is
crucial for the special selection of d wave, the uniaxial ne-
matic phase, at quartic order via (tr(φ2φ†)∆∗s + c.c.).
In terms of gap structure, the multi-orbital nature of the su-
perconducting states has striking consequences, namely the
presence of gapless Bogoliubov quasiparticles with nodal
lines and Fermi surfaces.[28, 29] In conventional single-band
case, the parasitic s-wave pairing will fully gap out the Fermi
surface and leave no gapless excitation for any dominant d-
wave pairing configurations. In the j = 3/2 multi-orbital
model, however, we will see that the fermions remain gap-
less even in the presence of s-wave pairing. In particular,
for the time-reversal symmetric state, the gapless nodal line
is present, while for the time-reversal broken state, the gap-
less fermions form Fermi surfaces. Remarkably, these gapless
Bogoliubov quasiparticles have topological character with a
nonzero winding number or Chern number. This results in
unique surface states, either drumhead states or Fermi arcs at
the surface boundary, which we discuss below.[29]
To demonstrate this explicitly, we study the Bogoliubov-
de Gennes (BdG) Hamiltonian H =
∑
k Ψ
†
kH(k)Ψk with the
Hamiltonian matrixH(k) defined as,
H(k) =
(
h0(k) ∆
∆† −hT0 (−k)
)
. (6)
Here, Ψk = (ψTk , ψ
†
-k)
T where ψk is defined in Eq.(11) and
∆ = γ45∆s+
∑
a γaγ45∆a. We find the momentum points
where Bogoliubov quasiparticles become gapless, using Pfaf-
fian P (k) that satisfies the relation P (k)2 = det[H(k)] (See
Section IV of SI for details.)[29, 30] For the time-reversal
symmetric superconductor with (d3z2−r2 + s) pairing, four-
fold degenerate line nodes appearing at kz =±k0, where k0
is a function of (∆s,∆2) and Fermi momentum kF . In Fig.1,
the left inset shows such line nodes. Furthermore, the wind-
ing numbers are ±2 for each line-node located at k1 =±k0,
respectively, which is consistent with 2Z classification of the
nodal lines studied in Ref.29. Of course, when s-wave pairing
becomes large enough, the system is fully gapped (See Sec-
tion V of SI for details). Fig.2 (a) shows the drumhead-like
surface state for such topological line nodes of Bogoliubov
(a) (b)
𝑘𝑥 + 𝑘z 𝑘𝑥
𝑘𝑦 𝑘z
FIG. 2. (color online) Surface states of (a) (d3z2−r2+s) superconduc-
tor with topological line nodes having winding number±2; At (101¯)
surface, drumhead-like surface states are shown in the region where
the projections of both line nodes with opposite winding numbers do
not overlap. (b) (d(3z2−r2,xy) + idx2−y2 +s) superconductor with
topological Fermi surface having Chern numbers±2; Fermi arcs are
shown at (010) surface, which connect two bulk Fermi surfaces with
opposite Chern numbers. See main text for more details.
4quasiparticles. To observe this, we show the (101¯) surface so
that there exist regions where the projections of the line nodes
with opposite ±2 winding numbers do not overlap.
On the other hand, the time-reversal-symmetry broken su-
perconductor with (d(3z2−r2,xy)+idx2−y2+s) pairing has mul-
tiple Fermi pockets with two-fold degeneracy. Remarkably,
each of these pockets has topological characteristic with an
even Chern number. In this case, our system belongs to the
class D, and according to the classification, each Fermi pocket
is characterized by the two invariants (l, n)∈Z2×2Z.[28, 29]
Here the integer index n ∈ 2Z corresponds to the Chern
number, which characterizes the winding number around the
Fermi pockets. As in the Weyl nodes, such winding numbers
imply the presence of the surface Fermi arc states.[4, 31] Our
Fermi pockets have the invariants (1,±2) and thus we have
the zero-energy arc states connecting the pockets on the sur-
face. The right inset of Fig.1 shows the Fermi pockets which
preserve C2z rotation and inversion P . There are four distinct
Fermi pockets; two of them located at kz > 0 have the Chern
number +2 and other two at kz < 0 have the Chern number
-2. Fig.2 (b) shows the Fermi arcs at (010) surface which
connect two bulk Fermi pockets having ±2 Chern numbers.
With increasing s wave pairing, these Fermi pockets evolve
and change their topology. They are eventually gapped out
with sufficiently large s wave. (See Section V of SI for de-
tails.)
To recap our discussion above, superconductivity in the
Luttinger model prefers topologically non-trivial d-wave pair-
ings with parasitic s-wave component; the time-reversal-
invariant uniaxial nematic phase with (d3z2−r2 + s) pairing
and the time-reversal-symmetry broken superconductor with
(d(3z2−r2,xy) + idx2−y2 + s) pairing. As long as the Fermi
level is not exactly at the quadratic band-touching point, the
subdominant s-wave pairing always makes the system to se-
lect these particular choices of d-wave pairings. It is impor-
tant to note that the nature of such superconducting states can
easily be changed by tuning the chemical doping or applying
hydrostatic pressure, with the underlying assumption of small
Fermi surface, i.e, small kF . In particular, chemical doping
is directly related to the magnitude of m1 coefficient in the
Landau free energy functional, which can be used to drive the
transition between two topological superconductors, as shown
in the phase diagram of Fig.1. Furthermore, applying hydro-
static pressure may change the sign of mass term rs in Eq.5
so that the ratio of pairing order parameters between d wave
and s wave can be controlled, which will eventually change
the nature of the superconducting states and their topologi-
cal characteristics. The evolution of the phase diagram with
temperature would be another avenue to explore possible in-
terplay between different topological superconducting states.
(See Section V of SI for details)
Finally, we briefly discuss application of our theory to rel-
evant materials. In principle, our theoretical results can be
generally used to investigate any systems, where the low
energy kinetics is described by the Luttinger Hamiltonian.
There are potential candidate materials which include lacu-
1 5 10 50 100 500
FIG. 3. (color online) Plot of coefficients m1 and qd2 as a function
of µ/T : Within one-loop calculation, using the parameter set for
YPtBi, the values ofm1, qd2 and the corresponding superconducting
phases are shown as a function of µ/T . (µ is the chemical potential,
and T is temperature.) See main text for details.
nar spinel compounds GaM4X8, rare-earth cage compounds
Pr(TM)2X20 and half-heusler compounds.[32–36] Among
these candidates, we now focus on half-heusler compounds,
which have been widely discussed in recent years. Many
half-heusler compounds such as YPtBi, TbPdBi, LuPdBi,
LaPtBi exhibit superconductivity at low temperature.[37–39]
In these materials, metallic phase is well described by the
Luttinger model having tiny Fermi pocket near k=0.[40, 41]
Especially, YPtBi compounds become superconducting be-
low Tc = 0.77K, which is relatively high transition tem-
perature considering tiny electron density of this material,
n≈ 1019cm−3.[37, 41] Measurement on temperature depen-
dence of penetration depth indicates that the superconducting
order parameter may have s-wave contribution as well as a
T -linear contribution[25, 37]. This is quite an exotic phenom-
ena, which may indicate the existence of gapless Bogoliubov
quasiparticles. To understand the most promising supercon-
ducting phase, we adopt the parameter set that has been used
to describe YPtBi; µ/Λ2 = 0.4 with a chemical potential µ
and an ultraviolet cutoff Λ, c0 = 0.17 and ca = 1 defined in
Eq.(11).[14] By performing one-loop calculations, we show
how the values of qd2 and m1 vary as a function of µ/T
in Fig.3. Note that the coefficient qd3 for quartic invariant
tr((φ†φ)2) vanishes within the one-loop expansion. (See SI
for details.) Then, the phase transition between (d3z2−r2 +s)
and (d(3z2−r2,xy)+idx2−y2+s) states occur at µ/T =15. For
YPtBi, quantum oscillation measurement reveals µ/Tc'500.
Thus, within our theory, we speculate the system may favor
topological superconductor with (d(3z2−r2,xy)+idx2−y2 +s),
where gapless Bogoliubov quasiparticles form Fermi pock-
ets having Chern numbers ±2 as discussed above. Under-
standing the relation between symmetry analyses done in this
work and any microscopic mechanism for superconductivity
in half-heusler compounds remains as an outstanding issue.
Further studies of the structures of topological defects in these
topological superconductors would also be interesting topics
of future study.
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6Luttinger Hamiltonian for a quadratic band touching system
In this section, we give the explicit expressions of Gell-Mann matrices Ma and gamma matrices γa and also discuss the
relation between our model and general Luttinger Hamiltonian. Ji, which gives i-th component of angular momentum of j = 32
states, are represented as follows,
Jx =

0
√
3
2 0 0√
3
2 0 1 0
0 1 0
√
3
2
0 0
√
3
2 0
 , Jy =

0 − i
√
3
2 0 0
i
√
3
2 0 −i 0
0 i 0 − i
√
3
2
0 0 i
√
3
2 0
 , Jz =

3
2 0 0 0
0 12 0 0
0 0 − 12 0
0 0 0 − 32
 . (7)
The 3× 3 real Gell-Mann matrices Ma and 4× 4 γa matrices are given as below,
M1 =
 1 0 00 −1 0
0 0 0
 , M2 = 1√
3
 −1 0 00 −1 0
0 0 2
 , M3 =
 0 0 10 0 0
1 0 0
 , M4 =
 0 0 00 0 1
0 1 0
 , M5 =
 0 1 01 0 0
0 0 0
 , (8)
γ1 =
Jx
2 − Jy2√
3
, γ2 = Jz
2 − 5
4
, γ3 =
JzJx + JxJz√
3
, γ4 =
JyJz + JzJy√
3
, γ5 =
JxJy + JyJx√
3
, (9)
where γa matrices satisfy the Clifford algebra {γa, γb} = 2δab. Then, da(k) can be written as follows,
d1(k) =
√
3
2
(k2x − k2y), d2(k) =
1
2
(3k2z − k2), d3(k) =
√
3kzkx, d4(k) =
√
3kykz, d5(k) =
√
3kxky. (10)
The general form of the Luttinger Hamiltonian matrix considering cubic symmetry without inversion is given as,
h˜0(k) = αk
2 + β
∑
i
k2i J
2
i + γ
∑
i 6=j
kikjJiJj + δ
∑
i
ki(Ji+1JiJi+1 − Ji−1JiJi−1)− µ,
= (α+
5
4
β)k2 +
1
2
(β + γ)
5∑
a=1
da(k)γa +
1
2
(−β + γ)
5∑
a=1
sada(k)γa + δ
∑
i
ki(Ji+1JiJi+1 − Ji−1JiJi−1)− µ,
(11)
with s1,2 = −1 and s3,4,5 = +1. We set ~ = kB = 2m∗ = 1 where m∗ is the effective electron mass. Here (α + 54β) and µ
quantify particle-hole asymmetry, (−β + γ) measures cubic-anisotropy, δ is related to inversion odd terms which should vanish
for centrosymmetric system. When β = γ and δ = 0, h˜0(k) describes SO(3) symmetric system and is consistent with h0(k)
introduced in the main text. Considering fully spherical symmetric system, we set (α+ 54β) = c0 and (β + γ) = 1 from here.
For a half-heusler material YPtBi, it has been estimated α = 20.5eVa2/pi2, β = −18.5eVa2/pi2, γ = −12.7eVa2/pi2,
δ = 0.06eVa/pi and a is the lattice constant.[37] Thus, one can consider the system is close to SO(3) symmetric with small
cubic anisotropy and negligible inversion symmetry breaking since β ≈ γ and δ ≈ 0. Furthermore, quantum oscillation and
angle resolved photoemission spectroscopy measurement reveals µ = 35meV and µ = 300meV, respectively. With Tc=0.77K
and µ = 35meV, we estimate µ/Tc ≈ 500. Following Ref.14, we also estimate µ/Λ2 ≈ 0.4 regarding the bandwidth, where Λ
is the ultraviolet cutoff.
The bare on site Coulomb interaction, on the other hand, is written as,
hint = g0(ψ
†ψ)2 +
∑
a
ga(ψ
†γaψ)2. (12)
Here, Eq.9 clearly shows that ψ†γaψ transforms as d-wave orbitals or quadrupolar moments. Using the Fierz identiy, Eq.12 is
exactly decomposed as hs +
∑
a hda with
hint,s = gs(ψ
†γ45ψ∗)(ψT γ45ψ), (13)
hint,da = gda(ψ
†γaγ45ψ∗)(ψT γ45γaψ), (14)
where
gs =
1
4
(g0 +
∑
a
ga), (15)
gda =
1
4
(g0 + ga −
∑
b 6=a
gb). (16)
7For fully spherical symmetric case, ga = g1 which leads to
gs =
1
4
(g0 + 5g1), (17)
gd =
1
4
(g0 − 3g1). (18)
Here, γ45 ≡ iγ4γ5 and the time-reversal operator is represented as T = γ45K, whereK indicates complex conjugation. Now we
define order parameters, ∆s ≡ 〈ψT γ45ψ〉 and ∆a ≡ 〈ψT γ45γaψ〉 which corresponds to s- and d-wave superconducting order
parameters, respectively.
Ginzburg-Landau Free Energy and one-loop expansion
In this section, we show the Ginzburg-Landau free energy F introduced in the main text. We consider the decomposed
interactions and calculate the coefficients of F within one-loop expansion upto quartic order. Before proceeding, we first
introduce the free electron propagator as below,
G(K) = (ik0 + c0k
2 +
∑
a
da(k)γa − µ)−1 = −ik0 − c0k
2 +
∑
a da(k)γa + µ
(k0 − i((c0 + 1)k2 − µ))(k0 + i((−c0 + 1)k2 + µ)) , (19)
where K ≡ (k0,k) and k0 = 2pi/T (n+ 1/2) indicates fermionic Matsubara frequency. The free energy can be written as,
F (∆s, ~∆) =
1
|gs|∆
∗
s∆s +
∑
a
1
|gd|∆
∗
a∆a + T
∑
m,k0
∫ Λ
k
1
m
tr(−G(K)∆G(−K)T∆†)m, (20)
where ∆ = γ45∆s +
∑
a γaγ45∆a. Let Fn(∆s, ~∆) be the gathering of an expansion of F (∆s, ~∆) which contains n-th power
of ∆s or ∆a.
F2(∆s, ~∆) =
1
|gs|∆
∗
s∆s +
∑
a
1
|gd|∆
∗
a∆a −
1
2
∑
a,b
Lab∆
∗
a∆b, (21)
F4(∆s, ~∆) =
1
4
∑
a,b,c,d
Labcd∆
∗
a∆b∆
∗
c∆d, (22)
with
Lab = T
∑
k0
∫ Λ
k
tr(G(K)γaG(−K)γb), (23)
Labcd = T
∑
k0
∫ Λ
k
tr(G(K)γaG(−K)γbG(K)γcG(−K)γd), (24)
(25)
which can be represented as diagrams shown in Fig.4.
K
−K
K −K
K−K
FIG. 4. Diagrammatic representation of Lab and Labcd. Each solid arrow refer free electron propagator, G(K), with K = (k0,k) while each
wiggly line indicate insertion of ∆a with vertex γa.
Meanwhile, the general Fn(∆s, ~∆) for fully symmetric system can be parametrized using the invariant theory,[14]
F2(∆s, ~∆) = rd|~∆|2 + rs|∆s|2
F4(∆s, ~∆) = qd1 |~∆|4 + qd2 |~∆2|2 + qd3 tr((φ†φ)2) + qs|∆s|4 +m1(tr(φ2φ†)∆∗s + c.c.) +m2(|~∆|2|∆s|2) +m3(~∆2(∆∗s)2 + c.c.)
(26)
8with φ ≡∑a ∆aMa. We take specific configurations of ∆i ≡ (∆s, ~∆) as below,
∆1 = (0, 0, 1, 0, 0, 0),∆2 =
1√
2
(0, 1, i, 0, 0, 0),∆3 =
1√
2
(0, 0, 0, 1, i, 0),
∆4 =
1√
2
(1, 1, 0, 0, 0, 0),∆5 =
1√
2
(1, 0, 1, 0, 0, 0),∆6 =
1√
2
(i, 1, 0, 0, 0, 0),∆7 = (1, 0, 0, 0, 0, 0). (27)
By applying 27 into Eq.21-22, we get
F2(∆
1) = rd, F2(∆
7) = rs (28)
and
F4(∆
1) = qd1 + qd2 + 2qd3 , (29)
F4(∆
2) = qd1 +
4
3
qd3 , (30)
F4(∆
3) = qd1 + 2qd3 , (31)
F4(∆
4) =
1
4
qd1 +
1
4
qd2 +
1
2
qd3 +
1
2
qs +
1
4
m2 +
1
2
m3, (32)
F4(∆
5) =
1
4
qd1 +
1
4
qd2 +
1
2
qd3 +
1
2
qs +
1√
3
m1 +
1
4
m2 +
1
2
m3, (33)
F4(∆
6) =
1
4
qd1 +
1
4
qd2 +
1
2
qd3 +
1
2
qs +
1
4
m2 − 1
2
m3, (34)
F4(∆
7) = qs. (35)
Then one can extract relevant coefficients of the quadratic terms and quartic terms as below.
rd =
1
|gd| |
~∆|2 − T
∑
k0
∫ Λ
k
2
5
((
5c20 − 3
)
k4 − 10c0k2µ+ 5
(
k20 + µ
2
))
((−c0k2 + k2 + µ) 2 + k20) ((c0k2 + k2 − µ) 2 + k20)
, (36)
rs =
1
|gs| |∆s|
2 − T
∑
k0
∫ Λ
k
2
((
c20 + 1
)
k4 − 2c0k2µ+ k20 + µ2
)
((−c0k2 + k2 + µ) 2 + k20) ((c0k2 + k2 − µ) 2 + k20)
, (37)
qd1 = T
∑
k0
∫ Λ
k
g1(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (38)
qd2 = T
∑
k0
∫ Λ
k
g2(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (39)
qs = T
∑
k0
∫ Λ
k
g3(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (40)
m1 = T
∑
k0
∫ Λ
k
g4(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (41)
m2 = T
∑
k0
∫ Λ
k
g5(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (42)
m3 = T
∑
k0
∫ Λ
k
g6(k0,k, µ)
((−c0k2 + k2 + µ) 2 + k20) 2 ((c0k2 + k2 − µ) 2 + k20) 2
, (43)
(44)
9with
g1(k0,k, µ) =
2
35
(−28k6µc0(−3 + 5c20) + k8(15− 42c20 + 35c40)− 140k2µc0(µ2 + k20)
+ 35(µ2 + k20)
2 + 14k4(3µ2(−1 + 5c20) + (−9 + 5c20)k20)), (45)
g2(k0,k, µ) =
1
35
(140k6µc0(−1 + c20)− k8(27− 70c20 + 35c40) + 140k2µc0(µ2 + k20)
− 35(µ2 + k20)2 − 14k4(5µ2(−1 + 3c20) + (−7 + 5c20)k20)), (46)
g3(k0,k, µ) = −4k6µc0(3 + c20) + k8(1 + 6c20 + c40)− 4k2µc0(µ2 + k20)
+ (µ2 + k20)
2 + 2k4(1 + c20)(3µ
2 + k20), (47)
g4(k0,k, µ) = −16
35
√
3k6
(
c0k
2 − µ) , (48)
g5(k0,k, µ) =
4
5
(−4k6µc0(3 + 5c20) + k8(−3 + 6c20 + 5c40)− 20k2µc0(µ2 + k20)
+ 5(µ2 + k20)
2 + 2k4(1 + 5c20)(3µ
2 + k20)), (49)
g6(k0,k, µ) =
1
5
(4k6µc0(1− 5c20) + k8(5− 2c20 + 5c40)− 20k2µc0(µ2 + k20)
+ 5(µ2 + k20)
2 + 2k4(µ2(−1 + 15c20) + 5(1 + c20)k20)). (50)
In Eq.48, one can clearly see that m1 should vanish for fine-tuned particle-hole symmetric case i.e., c0 = 0 and µ = 0, as stated
in the main text. We also note qd3 = 0 within one-loop expansion regardless of the presence of particle-hole symmetry so we
drop it from here.
Free Energy analysis within real manifolds of superconducting order parameters
Within real manifolds of superconducting order parameters, one can find R such that Rφ′RT = φ where R ∈ SO(3),
φ′ =
∑
a=1−5 ∆
′
aM
a and φ =
∑
a=1,2 ∆aM
a for general φ′. Here φ′ and φ represent physically equivalent order parameters
of the system, which respect global SO(3) symmetry. So we can write down our free energy as below without loss of generality
within real manifolds.
F (∆s, φ) =
rd
2
tr(φ2) + rs∆
2
s +
qd1
4
(tr(φ2))2 +
qd2
4
(tr(φ2))2 + qs∆
4
s
+ 2m1(tr(φ
3)∆s) +
m2
2
(tr(φ2)∆2s) +m3(tr(φ
2)∆2s) (51)
= tr(φ2)(
rd
2
+
m2
2
∆2s +m3∆
2
s) + tr(φ
3)(2m1∆s) + (tr(φ
2))2(
qd1 + qd2
4
) + rs∆
2
s + qs∆
4
s (52)
≡ tr(φ2)a1 + tr(φ3)a2 + (tr(φ2))2a3 + rs∆2s + qs∆4s. (53)
Equilibrium condition of Eq.(53) is
D[F, φ] = 0 ⇐⇒ a2 tr(φ2)13 = 3a2φ2 + 2a1φ+ 4a3 tr(φ2)φ (54)
where D denotes tensorial differentiation and 13 is 3 × 3 identity matrix.[27] Physically distinct solutions of Eq.(54) are given
by uniaxial nematic state,
∆1 = 0,∆2 =
−√3(2m1∆s)±
√
3(2m1∆s)2 − 16( rd2 + m22 ∆2s +m3∆2s)(qd1 + qd2)
4(qd1 + qd2)
. (55)
Another equilibrium condition is given by,
∂F
∂∆s
= 0 ⇐⇒ 4qs∆3s + ((m2 + 2m3) tr(φ2) + 2rs)∆s + 2m1 tr(φ3) = 0, (56)
which clearly shows that ∆1 = 0 and non-zero m1 and ∆2 lead to the emergence of parasitic s-wave pairing ∆s 6= 0. Substitut-
ing ∆2 using Eq.55 gives us the exact value of ∆s, ∆2 and F for a given parameter set, (rd, rs, qd1 , qd2 , qs,m1,m2,m3).
Within complex manifolds, there exist R and α such that ∆′se
iα = ∆s and Rφ′RT eiα = φ where R ∈ SO(3), α ∈ R,
φ′ =
∑
a=1−5 ∆
′
aM
a and φ =
∑
a=1−5 ∆aM
a for general φ′. Here, (∆′s,∆
′
1,∆
′
2,∆
′
3,∆
′
4,∆
′
5) ∈ C6, (∆1,∆2) ∈ C2 and
(∆s,∆3,∆4,∆5) ∈ R4 as stated in the main text.
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Gap structure and Pfaffian calculation
In order to investigate the gap structure, we first look into our Bogoliubov-de Gennes (BdG) Hamiltonian,
H =
∑
k
Ψ†kH(k)Ψk, (57)
in the Nambu spinor basis with Ψk = (ψTk , ψ
†
−k)
T . The coefficient matrix is given by,
H(k) =
(
h0(k) ∆
∆† −hT0 (−k)
)
, (58)
where ∆ = γ45∆s +
∑
a γaγ45∆a. The BdG Hamiltonian possesses both inversion symmetry P and particle-hole symmetry C.
P is defined as PH(−k)P† = H(k) with P = τ014, where τ0 is 2× 2 identity matrix which acts on particle-hole space and 14
is 4× 4 identity matrix. C is defined as−CH∗(−k)C† = H(k) with C = τx14 where τi are Pauli matrices. The product of these
symmetries gives−(CP∗)H∗(k)(CP∗)† = H(k) which implies (CP)2 = 1. Then we can define Pfaffian P (k) that satisfies the
relation P 2(k) = detH(k). This relation indicates that the zeros of P (k) give nodal points ofH(k). P (k) is represented as,
P (k) = (〈d, d〉 − 〈∆,∆∗〉)2 + 4|〈d,∆〉|2
+〈∆,∆〉〈∆∗,∆∗〉 − 〈∆,∆∗〉2, (59)
where d ≡ (c0k2 − µ, ~d(k)),∆ ≡ (∆s, ~∆) and 〈a, b〉 ≡ a0b0 − ~a · ~b.[30] For the superconducting phase with (d3z2−r2 +s)
pairing, P (k) is given as,
P (k) = ((d20 − k4)− (∆2s −∆22))2 + 4(d0∆s − d2∆2)2, (60)
where d0 = (c0k2 − µ). So it cannot be a negative value for any k-points. But it vanishes where below two equalities are both
satisfied.
(d20 − k4)− (∆2s −∆22) = 0, (61)
d0∆s − d2∆2 = 0, (62)
Indeed, the energy spectrum of the BdG Hamiltonian with (d3z2−r2 +s) pairing is given by,
|E±(k)| =
√
k4 + ∆2s + ∆
2
2 + d
2
0 ± 2κ0, (63)
where
κ0 =
√
d0(d0k4 + 2d2∆s∆2) + ∆22(k
4 + ∆20 − d22).
(64)
|E−(k)| vanishes when Eq.61 and Eq.62 are both satisfied. And k-points, which satisfy both equalities, form gapless nodal
rings. For the superconducting phase with (d(3z2−r2,xy) + idx2−y2 +s) pairing, one can also investigate the gap structure by
calculating P (k). In this case, k-points, which make P (k) = 0, form gapless surfaces.
Gapless Bogoliubov Fermi surfaces and Topological Invariants
Recently Atland-Zirnbauer (AZ) classification has been extended for centrosymmetric system with inversion symmetry, I : so
called AZ+I classfication.[29] Within AZ+I symmetry classes, our BdG Hamiltonian with (d3z2−r2+s) pairing is classified as
class DIII which support topologically charged nodal lines in spatial dimension d = 3. Following Ref.29, topological charge of
nodal line can be characterized as cd=3DIII ∈ pi1(MDIII) = 2Z where pin(MCL) denotes n-th homotopy group of classifying space
MCL. To calculate the topological invariant of the nodal ring, we look into the BdG Hamiltonian with (d3z2−r2 +s) pairing. In
the presence of time-reversal symmetry and particle-hole symmetry, the BdG Hamiltonian can be generally transformed with
real manifolds of ∆, as following.[26, 42]
H(k) =
(
h0(k) ∆
∆† −hT0 (k)
)
=
1
2
(
1 1
iγ45 −iγ45
)(
0 h0(k)− i∆γ†45
h0(k) + i∆γ
†
45 0
)(
1 −iγ45
1 iγ45
)
. (65)
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The off-diagonal component, h0(k)− i∆γ†45, can be explicitly expressed as follows,
h0(k)− i∆γ†45 = (c0k2 +
5∑
i=1
da(k)γa − µ)− i(γ45∆s +
∑
a
γaγ45∆a)γ
†
45 (66)
= (c0k
2 − µ− i∆s) +
5∑
i=1
(da(k)− i∆a)γa, (67)
and the corresponding eigenvalues are given as,
λ± = (c0k2 − µ− i∆s)±
√√√√ 5∑
i=1
(da(k)− i∆a)2. (68)
For the superconducting phase with pure (d3z2−r2 ) pairing, the order parameters are explicitly given as, ∆s = 0,∆ =
(0,∆2, 0, 0, 0). Then in the weak pairing limit, the eigenvalues, λ±, can be expanded as a function of ∆2 up to the first or-
der.
λ± ≈ c0k2 − µ± (k2 −
i(2k2z − k2x − k2y)∆2
2k2
). (69)
The first three terms are exactly the normal energy of the Luttinger Hamiltonian, which vanishes near the Fermi surface. i.e.
it changes the sign at the Fermi surface. The third term is purely imaginary, which is proportional to the nodal structure,
2k2z − k2x − k2y . As a result, the complex phase of λ+(−) winds by 2pi as we encircle the nodal ring of the superconductor when
µ > 0(µ < 0). The winding of λ manifests as the non-trivial topology of the nodal ring. To explicitly see this, we now define
the topological invariant[29] along a loop that encircles the nodal ring as following,
w =
i
2pi
∫
dk · tr(q†(k)∇kq(k)). (70)
Here, q(k) is given as,
q(k) =
∑
n
λn
|λn| |n〉〈n| ≡
∑
n
eiΦn |n〉〈n| (71)
where |n〉 is the eigenvectors of h0(k) − i∆γ†45. Without loss of generality, we can integrate on the ky = 0 plane where
kx = k sin θ, kz = k cos θ.
w =
i
2pi
∫ 2pi
0
dθ · tr(q†(k)∂θq(k)) =
∑
m,n
i
2pi
∫ 2pi
0
dθ tr(e−iΦm |m〉〈m|∂θeiΦn |n〉〈n|)
= − 1
2pi
∑
n
∫ 2pi
0
∂θΦn +
∑
n
i
2pi
∫ 2pi
0
dθ tr(〈n|∂θ|n〉+ (∂θ〈n|)|n〉) = − 1
2pi
∑
n
∫ 2pi
0
∂θΦn = ±2, (72)
where the signs for the top nodal ring (kz > 0) and the bottom nodal ring (kz < 0) are opposite to each other. This winding
number is topologically robust in the presence of the time-reversal and inversion symmetries. However, each nodal ring can
shrink to a point at north pole and south pole (k = ±|k|zˆ) when the s-wave pairing order parameter ∆s adiabatically deforms the
nodal structure. The critical value of ∆s where nodal rings shrink to nodal points can be derived by inspecting P (kx, ky = 0, kz).
The value is shown to be ∆s = −∆2 when c0 = 0 and ∆2, µ > 0. If we further increase ∆s, nodal points become gapped out on
its own where each nodal point doesn’t carry any topological charge at all. Meanwhile, the nodal rings can also pair-annihilate at
the equator (kz = 0) when ∆s increases. The critical value of ∆s that pair-annihilate nodal rings is given by ∆s = ∆2
√
µ2+∆22
4µ2+∆22
when c0 = 0 and ∆2, µ > 0.
For the superconducting phase with (d(3z2−r2,xy)+idx2−y2 +s) pairing, our BdG Hamiltonian is classified as class D which
supports doubly charged surface nodes. Topological charges of the surface node, a Bogoliubov Fermi pocket, can be charac-
terized as cd=3D ∈ pi0(MD)
⊕
pi2(MD) = Z2
⊕
2Z. The 0-th homotopy charge l, is identified as (−1)l = sgn[P (k−)P (k+)]
where k−(k+) denotes k inside(outside) a Bogoliubov Fermi pocket. Meanwhile, the 2nd homotopy charge is related to the
Chern number for a closed surface S2 which enclose a nodal surface. For numerical calculation of Chern number, we adopt the
Kubo type formula given below.
Ch =
i
2pi
∑
En<EF<Em
∮
S2
d2s(k) · 〈un(k)|∇kH(k)|um(k)〉 × 〈um(k)|∇kH(k)|un(k)〉
(En(k)− Em(k))2 ,
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where H(k) indicates the BdG Hamiltonian matrix at a given k, EF is the Fermi level and |un(k)〉 and En(k) denote the nth
Bloch state and energy respectively. To investigate the topological properties of the (d(3z2−r2,xy) + idx2−y2 + s) pairing, we
decompose the d-wave order parameter as below.
~∆ = ∆2(0, 1, 0, 0, 0) + ∆TSB(i, 0, 0, 0, 1) (73)
Instead of calculating the Chern number of each Bogoliubov Fermi pocket, we integrate out the Berry curvature over kz = 0
plane and define the Chern number Chz . On the kz = 0 plane, the BdG Hamiltonian can be simplified and block-diagonalized
as the following two sub-matrices with c0 = 0.
hBdG1 =

1
2
(−k2x − k2y − 2µ) 12√3(kx − iky)2 0 i (∆s + ∆2)
1
2
√
3(kx + iky)
2 1
2
(
k2x + k
2
y − 2µ
)
i (∆2 −∆s) 2∆TSB
0 i (∆s −∆2) −k
2
x
2 + µ−
k2y
2
1
2
√
3(kx + iky)
2
−i (∆s + ∆2) 2∆TSB 12
√
3(kx − iky)2 12
(
k2x + k
2
y
)
+ µ
 , (74)
hBdG2 =

1
2
(
k2x + k
2
y − 2µ
) − 12√3(kx − iky)2 0 i (∆s −∆2)
− 12
√
3(kx + iky)
2 1
2
(−k2x − k2y − 2µ) −i (∆s + ∆2) −2∆TSB
0 i (∆s + ∆2)
1
2
(
k2x + k
2
y
)
+ µ − 12
√
3(kx + iky)
2
i (∆2 −∆s) −2∆TSB − 12
√
3(kx − iky)2 −k
2
x
2 + µ−
k2y
2
 . (75)
If a small positive value of ∆TSB is turned on while ∆s = ∆2 = 0, the Chern number of Fermi pocket, which is located
at kz > 0 (kz < 0), becomes +4 (−4) as shown in Fig.6a. When ∆TSB ≥ 2
√
3µ with ∆s,∆2 = 0, two Fermi pockets
with opposite Chern numbers merge forming a single Fermi pocket with Chern number 0 as shown in Fig.6b. Fig.5 represents
the phase diagram of superconducting gap structures and thier topological properties as functions of ∆s and ∆TSB when
∆2 = 0 and µ = 1. Here, two black points indicate specific parameters that show gap structure as shown in Fig.6. Color
indicates the minimum value of |En(kx, ky, kz = 0)| over kz = 0 plane among any n-th eigenvalue of H(k), En(k), which
indicates the evolution of Bogoliubov Fermi surface topology. Solid lines indicate the phase boundaries between the fully
gapped superconductor and the superconductor with Bogoliubov Fermi pockets. Dashed lines are guides for the eyes for color
map, where Bogoliubov Fermi pockets touch kz = 0 plane or not.
FIG. 5. (Color Online) Phase diagram of superconducting gap structures and their topological properties as functions of s-wave pairing
amplitude ∆s and the time-reversal breaking d-wave component ∆TSB , when ∆2 = 0 and µ = 1. Color represents minimum value of
|En(kx, ky, kz = 0)| over kz = 0 plane among any n-th eigenvalue of H(k), En(k). Chz denotes Chern number which is integrated over
kz = 0 plane. Two black points represent special parameters that shows the gap structure as in Fig.6. Green point indicates the point where
two Fermi pockets start to merge, thus it shows pure blue color for ∆TBS > 2
√
3µ in the color map. Solid lines are for the phase boundaries
between fully gapped and gapless superconducting phases and dashed lines are guides for the eyes for color map.
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(a) Gap structure of H(k) where
∆TSB < 2
√
3µ
(b) Gap structure of H(k) where
∆TSB > 2
√
3µ
FIG. 6. (Color Online) Evolution of Bogoliubov Fermi surface at (a) and (b) marked in Fig.5. (a) Fermi pocket located at kz > 0 (kz < 0)
has Chern number +4 (-4). (b) Fermi pocket has Chern number 0.
Similarly, Fig.7 shows the phase diagram for non-zero ∆2, set ∆2 = µ = 1 as functions of ∆s and ∆TSB . We can see the
topological phase transitions when ∆TSB = 1 by tuning 0 ≤ ∆s ≤ 2 as black arrow in Fig.7. First, we can see the Bogoliubov
Fermi surface with Ch = 0 when ∆s = 0 as in Fig.8a. When ∆s = 1, there exist two pairs of Fermi Pockets, which are located
at kz > 0(kz < 0) with Ch = +2(−2) as shown in Fig.8b. By increasing ∆s, we can see that each pair of Fermi pockets with
opposite Chern numbers merge forming a single Fermi pocket with Ch = 0 as in Fig.8c. Further increment of ∆s lead each
pocket to split again into two Fermi pockets with Ch = 0 as shown in Fig.8d. Eventually, the system becomes fully-gapped
when ∆s is large enough. We also check that nodal ring persist when −∆2 < ∆s < ∆2
√
µ2+∆22
4µ2+∆22
and ∆TSB = 0 which is
shown as a black dashed line in Fig.7.
FIG. 7. (Color Online) Phase diagram of superconducting gap structures and their topological properties as functions of ∆s and ∆TSB when
∆2 = µ = 1. Color represents minimum value of |En(kx, ky, kz = 0)| over kz = 0 plane among any n-th eigenvalue ofH(k), En(k). Chz
denotes Chern number which is integrated over kz = 0 plane. Red solid lines are for the phase boundaries between fully gapped and gapless
superconducting phases and red dashed lines are guides for the eyes for color map. Black dashed line at ∆TBS = 0 is for the superconducting
phase where nodal rings are stabilized. Black arrow indicates the parameter line where topological phase transition can occur. Evolution of
the gap structure is shown in Fig.8.
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(a) Gap structure of H(k) where
∆s = 0
(b) Gap structure of H(k) where
∆s = 1
(c) Gap structure of H(k) where
∆s = 1.2
(d) Gap structure of H(k) where
∆s = 1.4
FIG. 8. (Color Online) Evolution of Bogoliubov Fermi surface along black arrow shown in Fig.7. (a) Fermi surface has Chern number 0. (b)
Fermi pockets located at kz > 0 (kz < 0) have Chern number +2 (-2). (c) Merge of two Fermi pockets having Chern numbers 0. (d) Each
Fermi pocket has Chern number 0.
