Abstract-We present a novel image segmentation method based on statistical shape model fitting. Instead of fitting the model to raw intensity values we consider object probabilities. The abstraction from the plain intensity images to probability maps makes the segmentation more robust against misleading texture inside the object or surrounding background. The target object probability is predicted based on random forest regression trained with neighborhood dependent features of sample images. In contrast to similar approaches, both, the object boundary as well as the whole object and background region are considered for segmentation. We apply our approach to a 3D cone beam computed tomography image dataset of the jaw region where we segment the wisdom tooth shape. Compared to a boundaryand a region-based method we obtain superior segmentation performance.
I. INTRODUCTION
Object segmentation is a frequent task in medical image analysis. To cope with background clutter, missing edges or noise in the image, statistical shape priors have become indispensable. However, if objects have heterogeneous intensity values or share intensity values with other objects, their assignment based on plain intensities is ambiguous.
In this paper, we present a deformable model-based image segmentation method where the shape model is fitted to object probabilities instead of raw intensity values. This makes the segmentation more robust to misleading texture inside the object or background clutter. Formally, the segmentation problem can be formulated as follows: A reference label map L R : IR d → {0, 1} is deformed by a sought deformation field u : IR d → IR d , such that it matches the unknown target label map L T , which assigns each point of a corresponding target image I T : IR d → IR as belonging to object or background. Since L T is not known, we predict the object probability from the target image I T and represent the resulting predicted target shape by a probabilistic shape function P T : IR d → [0, 1], where P T (x) denotes the probability of a point x ∈ IR d being part of the object of interest. We formulate the joint minimization functional for segmentation
where D is a similarity term, which quantifies the matching between the deformed reference label map L R and the predicted target probability map P T . R is a regularizer, which measures how well the current solution u fits to our prior assumption about the space of admissible deformations U.
The important part of the data term is how to obtain P T out of the target image I T . We propose to learn such a transformation from training images in a discriminative manner using random forest regression. This has the advantage, that not only intensity distributions but also higher level structures using advanced image features can be learned from sample data. These are, for example, parts inside the object or surrounding background which have no well-defined correspondence over all examples i.e. parts whose variability cannot be explained by the deformable model.
The shape variation is modeled by the reference label map L R which is deformed by a parametrized deformation field of the form u α (x) = μ(x) + i α i φ i (x) which models the space of admissible deformations. The minimization problem becomes a parametric problem
While this parametrization is very general, we focus on basis functions φ i , which are learned from nonrigidly registered training label maps using principal component analysis. As such, the space of admissible deformations is restricted to the span of the training samples, which makes the optimization robust to noise and boundary insufficiencies, as for instance missing edges.
Our approach is mainly inspired by Cremers et al. [1] , where the probabilistic definition of shape is introduced. They use a linear model of probabilistic training shapes as a prior and derive a convex energy term for segmentation. In our work however, we consider a deformation model on a reference shape, which leads to a nonconvex optimization, but allows to generate shapes of a broader class of objects. Furthermore, in [1] color histograms are learned to predict object probabilities, whereas in [2] conditional random fields are used for capturing local pixel dependencies for prediction.
In parametric approaches, based on point distributions [3] - [5] , appearance profiles orthogonal to the object boundary drive the model fitting. One problem common to these approaches is, that they do not model object and background explicitly since they only consider information around the object boundary. Region based appearance methods [3] , [6] , [7] model the whole inside of the object using the learned intensity or appearance distribution of the object from training samples. However, no background is modeled. In [8] , the background is considered, but only based on few feature landmarks. In [9] , the shape evolution is driven by pointwise random forest regression. However, in our method, no explicit shape model is needed. Atlas-based segmentation methods [10] - [12] try to construct a reference shape having a representative appearance, which is fitted to unseen data. An advantage of atlas-based approaches is that they are straight forward to optimize. However, an atlas has to be selected or constructed and it is difficult to cover the background in an atlas. Geometric approaches [13] are topology independent and have been very successful. However, because of a large degree of freedom, the optimization is not straight forward and computationally intensive [14] . For a comprehensive overview about deformable model-based image segmentation we refer to the review of Gavriil Tsechpenakis [15] .
We tested our method on a cone beam computed tomography (CBCT) image dataset of the jaw region for segmenting the wisdom tooth. A challenging background is the jaw bone, which is difficult to distinguish from the tooth's roots, because of lack of intensity or texture contrast. Furthermore, inside the tooth there is a misleading pulp structure which is difficult to jointly model with the tooth shape variation. In Fig. 1 , a typical example is shown. Among others, for the object prediction, we use Harmonic Filters [16] as feature extraction method. We show a significant performance gain using our method compared to the Active Shape Model of Cootes et al. [3] and the intensity model of Cremers et al. [1] .
II. METHOD

A. Similarity Measure
For the Functional (2), we define a (dis)-similarity term D, which consists out of the following parts. The object and background prediction for each point in the image is estimated separately and treated as independent. Hence, for the full object resp. background probability, we integrate over the logarithms of all object resp. background points. Additionally, as object boundary term, a weighted total variation norm [17] is added to the metric. An edge indicator serves as the weighting.
Let the deformed reference label map L R (x + u(x)) be denoted as L u and P ob , P bg as the object and background probability maps of the target image I T . We define the similarity measure
where |∇ · | denotes the gradient magnitude. Since L u is a binary label map, the first term (3) measures the segmentation quality on the region inside the object, (4) on the background and the last term (5) along the boundary of the predicted shape. The trade-off between the region terms and the boundary is controlled by λ.
B. Random Forest Regression
The important part to define is how P ob and P bg are predicted, given a target image I T . Let a list of n training images
and corresponding ground truth label maps
m be a feature image of I i obtained by a general feature extraction method. Hence, for each point in the image, there is n-times an mdimensional feature vector with a corresponding binary label indicating the point being object or background. With this training data the object and background prediction can be learned by any regression method. In this paper, we use random forest regression. The obtained prediction accuracy hinges on the choice of the extracted features. If only the image intensities are considered, the intensity distribution (histogram) is estimated. However, more advanced features as e.g. Laplacian of Gaussians, Sobel edges or Harmonic Filters [16] incorporate point neighborhoods and are able to capture long range structural dependencies of different parts of the object which improves the prediction performance (see Result Section III).
C. Statistical Deformation Model
Given a training set X = {u 1 , . . . , u n } of deformation fields, the variation of shape L R (x + u α (x)) is modeled by a linear model
where μ is the mean deformation μ(x) = 
where
The energy gradient becomes where the areal part
and the boundary part
J denotes the Jacobian. Since u is linear in the parameters α, the Hessian H vanishes and the derivative can be efficiently computed.
Having given n training label maps
, we switch their representation to signed distance maps
where the zero level set is the object boundary. Using nonrigid Bspline registration (see Rueckert et al. [18] ) the shapes are matched to a reference S R such that
A reference sample is selected from the training distance maps to which all other training samples are registered. The obtained average deformation is applied to the reference label, resulting in an average label map which again is used in the registration as final reference for all training samples, similar to the atlas construction in [12] .
III. RESULTS
In this section, we evaluate the segmentation performance of our method. We show the performance obtained by our object prediction approach and the impact of choosing an arbitrary sample as reference in comparison to the above mentioned average reference. Further, we compare our approach with the classical Active Shape Model [3] which serves as baseline. Moreover, we show comparisons with the method of Cremers et al. [1] and an extension of their approach using the object prediction of our method. We evaluate the results using two quantitative measures. We sample the boundary contour of the ground truth label maps as well as the ones of our segmentation results to get meshes, which can be compared. As a quantitative measure we apply the bidirectional local distance (BLD) which was proposed by Kim et al. [19] in order to compare segmentations. Additionally, we evaluate our segmentation performance using the dice coefficient between the ground truth and the segmentation label maps. The statistical deformation model is implemented using Statismo [20] .
A. Description of the Data
We performed all experiments on a dataset of 26 training and 20 test CBCT images of the jaw region with the wisdom
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tooth as the object of interest. For all images a ground truth label map is given by experts for following labels: whole tooth, pulp (nerve structure inside the tooth) and the joint structure dentin/enamel (whole tooth except pulp) including the ones of neighboring teeth. The dataset is restricted to double-rooted teeth. The images have been similarity aligned and their histograms aligned to a training sample. The pulp structure is jointly modeled as tooth shape together with dentin and enamel, because the different number of tracts and hunches makes the registration of the pulp difficult. The pointwise correspondence assumption for this kind of structure is incongruous. In Fig. 2 , sample pulp shapes are shown to illustrate this issue.
B. Object Prediction
We tested our method with two object prediction setups. Intensity: A random forest regressor on the whole tooth labels using the intensity values only. Improved: Two random forest regressors; one on the pulp and one on the dentin/enamel labels. The following features were used: intensity values, Laplacian of Gaussian on three scales (σ = {0.5, 1, 2}), Gaussian Gradient Magnitudes, Sobel edges and Multi-channel Harmonic Filters [16] of the order 3 on four scales (σ = {2, 5, 8, 11}, γ = {1, 1, 1, 1}). For prediction, the maximum of the two regression outputs is used. All random forests were trained with 50000 points per label uniformly sampled as training data (a border of 0.75mm has been excluded from sampling to reduce image boundary effects). 256 trees were learned per forest, where 30% of the sampled points were used per tree. As splitting criterion, the Gini impurity is used.
In Fig. 3 , example probability maps of the two different prediction methods intensity and improved applied to a test sample, are shown. Additionally, we compare the probability map to a prediction where the same features were used as in improved, but with only one single random forest trained on the whole tooth label. In the intensity probability map the pulp could not be predicted as belonging to the object, because it shares intensity values with the background. Furthermore, the bone structure of the jaw is not fully predicted as background.
In the tooth probability map, the background and the neighboring teeth (upper left of the tooth crown) could be greatly reduced. But, there is some uncertainty left in the region of the roots. In the improved probability map, the background is predicted accurately, while the neighboring teeth are predicted as object as well. Nevertheless, the overall tooth structure including the roots is better predicted than in the other two probability maps. In Tab. I, the prediction performance of the different methods are compared using the performance measures
where L T is the ground truth target label map. The improved method yields the best object prediction.
C. Evaluation of Segmentation
In the following, we discuss the segmentation performance of our method on a few qualitative test cases. We quantitatively evaluate our approach and compare the results with the ASM method [21] . Further, we compare them to the method of Cremers et al. [1] where only the model fitting without the global optimization was used, since the images are pre-aligned. For our method we have chosen the following parameters: weighting of the regularization γ = 0.0001 and the trade-off between region and boundary terms λ = 0.75. Image gradients have been calculated by convolving the first order derivative of a Gaussian, where we used σ = 0.15. In Fig. 4 , we show qualitative results of three difficult test examples which have been well segmented using our approach. The first is difficult, because of touching root tips. In the second one, there is almost no texture contrast between jaw and root structure. And in the last example there is a lot of noise present in the region of the roots. The bottom row shows the ground truth shape (blue) overlayed with our segmented shape (yellow).
In Tab. II, numerical results of the following experiments are provided. In the upper part, the BLD between the ground truth and resulting shapes was used as performance measure, while in the bottom part, the dice coefficient on the whole image domain serves as segmentation accuracy measure. The ASM method was performed on the histogram matched images and the method of Cremers et al. [1] using the intensity and the improved prediction. We evaluate two additional variants for our approach: one using a training label map as reference (arb. ref.) and one without the boundary term (λ = 1) (no bound.). In the two last rows the ground truth label maps are used as probability maps (ground truth). Compared to the intensity experiments, the improved object prediction could always improve the test segmentation performance even in the method of Cremers et al. [1] . The two additional experiments arb. ref. and no bound. show that the constructed reference shape as well as the incorporation of the boundary term improve the test segmentation. Since the ASM method only considers object boundary its segmentation performance is minor. Compared to the intensity model of Cremers et al. [1] the deformation model and the incorporation of the object boundary in our method leads to better segmentation results.
In Fig. 5 , three bad examples are depicted. The first one is caused by the expressiveness of the statistical shape model. In the training data, there is no sample with such difference in the two root lengths. The second one originates from a fusion of almost the full roots, which is difficult to handle with our method. In the last example, the roots could not be predicted as object well enough.
IV. CONCLUSION
We presented a new segmentation method based on a probabilistic shape representation and an implicit statistical shape model. A main part of the method is the object and background prediction, which is learned from training samples to get robust against object boundary insufficiencies, noise and background clutter. We compared our approach to the ASM method and the method of Cremers et al. [1] . In our experiments on 3D CBCT images, we show superior segmentation performance using our method. We plan to integrate feature selection into the object prediction to leaner its computational costs. The tuning of the tree count and depth in the random forest training is planned as future work. We plan also to apply our method to multimodality datasets where the same structure is learned from different image modalities for the object prediction. To reduce the statistical deformation model bias for small sample sets, we plan to integrate the Gaussian process framework of Lüthi et al. [22] . Furthermore, an automatic initialization of the model, similar to [1] is currently ongoing work.
