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COUNTING FINITE INDEX SUBRINGS OF Zn
STANISLAV ATANASOV, NATHAN KAPLAN, BENJAMIN KRAKOFF, AND JULIAN MENZEL
Abstract. We study subrings of finite index of Zn, where the addition and multiplication
are defined componentwise. Let fn(k) denote the number of subrings of index k. For any n,
we give a formula for this quantity for all integers k that are not divisible by a 9th power of
a prime, extending a result of Liu.
1. Introduction
The main goal of this paper is to study the number of subrings of Zn of given index. We
begin by reviewing an easier problem, counting subgroups of Zn of given index.
1.1. Counting Subgroups of Zn. The zeta function of an infinite group G is defined by
ζG(s) =
∑
H≤G
[G:H]<∞
[G : H ]−s =
∞∑
k=1
sG(k)k
−s,
where s is a complex variable and sG(k) is the number of subgroups of G of index k. We
can think of ζG(s) as a generating function that gives the number of subgroups H of G of
each finite index.
We focus on the case G = (Zn,+) and write sn(k) in place of sZn(k). A finite index
subgroup of Zn is a sublattice, and every sublattice of Zn is the column span of a unique
matrix A in Hermite normal form. The index of the lattice spanned by A is det(A). Let
Mn(Z) denote the set of all n× n matrices with entries in Z. We have
sn(k) = #{A ∈ Mn(Z) : A is in Hermite normal form and det(A) = k}.
Throughout this paper, p always represents a prime number and
∏
p denotes a product
over all primes. All of the zeta functions we consider have Euler products, see for example
[13, Section 1.2.2] or [27, Section 3.2]. That is,
ζZn(s) =
∏
p
ζZn,p(s),
where
ζZn,p(s) =
∞∑
k=0
sn(p
k)p−ks.
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Amatrix A ∈ Mn(Z) in Hermite normal form with det(A) = p
k has diagonal (pi1, pi2 , . . . , pin)
where each ij ≥ 0 and
∑n
j=1 ij = k. It is not difficult to compute the number of n×n matrices
in Hermite normal form with given diagonal. This leads to the fact that
(1) ζZn,p(s) = (1− p
−s)−1(1− p−(s−1))−1 · · · (1− p−(s−(n−1)))−1,
which implies
(2) ζZn(s) = ζ(s)ζ(s− 1) · · · ζ(s− (n− 1)).
See the book of Lubotzky and Segal for five proofs of this fact [19]. We review one of these
arguments in Section 2.1, as it forms the basis for the approach to counting subrings that
we explain in Section 2.2.
Since ζ(s) has a simple pole at s = 1, a standard Tauberian theorem from analytic number
theory gives an asymptotic formula for the number of sublattices of Zn of bounded index.
We have
Nn(X) := #{sublattices of Z
d of index < X} =
∑
k<X
sn(k)
=
ζ(d)ζ(d− 1) · · · ζ(2)
d
Xd +O(Xd−1 log(X))
(3)
as X →∞.
In Section 2.1 we see that for fixed n and e, sn(p
e) is a polynomial in p that is not difficult
to compute. Therefore, the problems of counting sublattices of Zn of given index, and of
asymptotically counting sublattices of bounded index, are well-understood.
1.2. Counting Subrings of Zn. We study the function analogous to sn(k) that counts sub-
rings of Zn. We use the term subring to mean a multiplicatively closed sublattice containing
the multiplicative identity (1, 1, . . . , 1). Let fn(k) denote the number of subrings of Z
n of
index k. Define the subring zeta function of Zn by
ζRZn(s) =
∞∑
k=1
fn(k)k
−s.
As in the previous section, this zeta function has an Euler product
ζRZn(s) =
∏
p
ζRZn,p(s),
where
ζRZn,p(s) =
∞∑
k=0
fn(p
k)p−ks.
Equivalently, ζRZn,p(s) = ζ
R
Znp
(s) where Zp denotes the ring of p-adic integers and ζZnp (s) is the
zeta function counting finite index Zp-subalgebras of Z
n
p .
Question 1. For fixed n and e, how does fn(p
e) behave as a function of p?
Liu uses a strategy similar to the one outlined in Section 1.1 to compute fn(p
e) for e ≤ 5
and any n. (There is a small error in the computation of fn(p
5) that we correct here. More
specifically, the constant terms in the coefficients of
(
n
6
)
and
(
n
7
)
are corrected to 141 and
371, respectively.)
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Proposition 1. [18, Proposition 1.1] We have
fn(1) = 1,
fn(p) =
(
n
2
)
,
fn(p
2) =
(
n
2
)
+
(
n
2
)
+ 3
(
n
4
)
,
fn(p
3) =
(
n
2
)
+ (p+ 1)
(
n
3
)
+ 7
(
n
4
)
+ 10
(
n
5
)
+ 15
(
n
6
)
,
fn(p
4) =
(
n
2
)
+ (3p+ 1)
(
n
3
)
+ (p2 + p+ 10)
(
n
4
)
+ (10p+ 21)
(
n
5
)
+70
(
n
6
)
+ 105
(
n
7
)
+ 105
(
n
8
)
.
The main theorem of this paper extends this result to all e ≤ 8.
Theorem 2. We have
fn(p
5) =
(
n
2
)
+ (4p+ 1)
(
n
3
)
+ (7p2 + p+ 13)
(
n
4
)
+ (p3 + p2 + 41p+ 31)
(
n
5
)
+(15p2 + 35p+ 141)
(
n
6
)
+ (105p+ 371)
(
n
7
)
+ 910
(
n
8
)
+ 1260
(
n
9
)
+945
(
n
10
)
,
fn(p
6) =
(
n
2
)
+ (p2 + 4p+ 1)
(
n
3
)
+ (p3 + 14p2 + p+ 16)
(
n
4
)
+(p4 + 11p3 + 2p2 + 81p+ 41)
(
n
5
)
+ (p4 + p3 + 131p2 + 111p+ 226)
(
n
6
)
+(21p3 + 56p2 + 616p+ 743)
(
n
7
)
+ (210p2 + 770p+ 2639)
(
n
8
)
+(1260p+ 6958)
(
n
9
)
+ 14175
(
n
10
)
+ 17325
(
n
11
)
+ 10395
(
n
12
)
,
fn(p
7) =
(
n
2
)
+ (3p2 + 4p+ 1)
(
n
3
)
+ (10p3 + 12p2 + p+ 19)
(
n
4
)
+(15p4 + 21p3 + 16p2 + 121p+ 51)
(
n
5
)
+(p6 + p5 + 17p4 + 17p3 + 392p2 + 206p+ 326)
(
n
6
)
+(p5 + 22p4 + 288p3 + 379p2 + 1618p+ 1219)
(
n
7
)
+(28p4 + 84p3 + 2324p2 + 3640p+ 5279)
(
n
8
)
+(378p3 + 1638p2 + 11298p+ 18600)
(
n
9
)
+ (3150p2 + 15750p+ 58800)
(
n
10
)
+(17325p+ 143605)
(
n
11
)
+ 252945
(
n
12
)
+ 270270
(
n
13
)
+ 135135
(
n
14
)
,
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and
fn(p
8) =
(
n
2
)
+ (4p2 + 4p+ 1)
(
n
3
)
+ (p4 + 26p3 + 9p2 + p+ 22)
(
n
4
)
+(p5 + 77p4 − 13p3 + 52p2 + 161p+ 61)
(
n
5
)
+(16p6 + 31p5 + 22p4 + 187p3 + 702p2 + 301p+ 441)
(
n
6
)
+(p8 + p7 + 2p6 + 23p5 + 339p4 + 1080p3 + 1206p2 + 3074p+ 1800)
(
n
7
)
+(26p6 + 29p5 + 652p4 + 1093p3 + 9374p2 + 9073p+ 8933)
(
n
8
)
+(36p5 + 498p4 + 6420p3 + 15324p2 + 39810p+ 37200)
(
n
9
)
+(630p4 + 3150p3 + 46200p2 + 103320p+ 148551)
(
n
10
)
+(6930p3 + 41580p2 + 243705p+ 510730)
(
n
11
)
+(51975p2 + 329175p+ 1474165)
(
n
12
)
+(270270p+ 3258255)
(
n
13
)
+ 5045040
(
n
14
)
+ 4729725
(
n
15
)
+ 2027025
(
n
16
)
.
1.3. Motivation: Counting Subrings and Orders of Bounded Index. Bhargava has
asked about the asymptotic growth rate of fn(k) [18]. We would like to have formulas
analogous to those of (3) that give asymptotic formulas for the number of subrings of Zn of
bounded index. Expressions for ζRZn(s) analogous to (2) would lead to such results. However,
such formulas are only known for n ≤ 4.
Theorem 3. We have
ζRZ2(s) = ζ(s),
ζRZ3(s) =
ζ(3s− 1)ζ(s)3
ζ(2s)2
,
ζRZ4(s) =
∏
p
1
(1− p−s)2(1− p2p−4s)(1− p3p−6s)
(
1 + 4p−s + 2p−2s
+(4p− 3)p−3s + (5p− 1)p−4s + (p2 − 5p)p−5s + (3p2 − 4p)p−6s
−2p2p−7s − 4p2p−8s − p2p−9s
)
.
The computation for n = 2 is elementary. The n = 3 result is originally due to Datskovsky
and Wright [7], and for n = 4 it is a result of Nakagawa [24]. Liu gives combinatorial proofs
of these results [18]; his An(p, p
−s) is ζRZn,p(s).
Kaplan, Marcinek, and Takloo-Bighash study the problem of counting subrings of bounded
index in Zn and prove the following.
Theorem 4. [17, Theorem 6] Let
NRn (X) := #{Subrings of Z
d of index less than X} =
∑
k<X
fn(k).
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(1) Let n ≤ 5. There is a positive real number Cn such that
NRn (X) ∼ CnX(logX)
(n2)−1
as X →∞.
(2) Suppose n ≥ 6. Then for any ǫ > 0 we have
X(logX)(
n
2)−1 ≪ NRn (X)≪ǫ X
n
2
− 7
6
+ǫ.
The authors of [17] derive the asymptotic order of growth for NR5 (X) up to a constant,
despite not having a formula for ζRZ5(s) analogous to those of Theorem 3. The main idea is
to try to locate the right-most pole of ζRZn(s) by computing fn(p
e) exactly for small e and
giving estimates for larger e. A major motivation for the computations of this paper is to
try to prove stronger versions of Theorem 4. For n ≥ 6 we do not even know of a conjecture
for the asymptotic growth rate of NRn (X).
One of the main problems in the rapidly growing field of arithmetic statistics is to count
finite extensions of a number field and the orders that they contain. For example, it is an
old conjecture that the number of isomorphism classes of degree n extensions K of Q with
| disc(K)| < X is asymptotic to a constant depending on n times X . One can also ask for the
number of isomorphism classes of orders contained in these fields with discriminant at most
X in absolute value. Bhargava has proven breakthrough results counting quartic and quintic
fields by first counting all isomorphism classes of orders in these fields and then sieving for
the maximal ones [2, 3].
Bhargava, Malle, and others have made extensive precise conjectures for counting finite
extensions with bounded discriminant and specified Galois group [1, 22, 23]. Problems about
counting orders contained in field extensions of given degree with bounded discriminant have
received less attention. Recall that if K is a number field with ring of integers OK , an order
O ⊆ OK is a subring of OK with identity that is a Z-module of rank n. If O ⊆ OK is an
order, then disc(O) = [OK : O]
2 · disc(OK).
Question 2. Let Bn(X) denote the number of isomorphism classes of orders O in all degree
n number fields such that | disc(O)| < X. How does Bn(X) grow as a function of X?
It follows from work of Davenport and Heilbronn for n = 3 [8], and Bhargava for n = 4, 5
[2, 3], that Bn(X) is asymptotic to a constant cn times X . For n ≥ 6 we do not know of a
conjecture for the asymptotic growth rate of this function.
One approach to this problem is to count orders contained in a fixed field K of bounded
index, and take a sum over all K of fixed degree.
Question 3. Let K be a number field and let NK(X) denote the number of isomorphism
classes of orders O contained in K such that | disc(O)| < X. How does NK(X) grow as a
function of X?
Kaplan, Marcinek, and Takloo-Bighash study Question 3 by investigating analytic prop-
erties of the subring zeta function of OK . More precisely, let
ζROK(s) =
∑
O⊆OK
[OK : O]
−s
where the sum is taken over all orders in OK .
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In the statement of the theorem below, r2 is an explicitly computable positive integer that
depends on the Galois group of the normal closure of K/Q; see [17] for details.
Theorem 5. [17, Theorem 2]
(1) For n ≤ 5, there is a constant CK > 0 such that
NK(X) ∼ CKX
1/2(logX)r2−1,
as X →∞,
(2) For any n ≥ 6 and any ǫ > 0,
X1/2(logX)r2−1 ≪ NK(X)≪ǫ X
n
4
− 7
12
+ǫ.
When [K : Q] ≥ 6, we do not know of a conjecture for the asymptotic growth rate of NK(X).
The subring zeta function of OK has an Euler product, and its local factors satisfy
ζROK ,p(s) = ζ
R
OK⊗Zp
(s), where this zeta function counts finite index Zp-subalgebras. When p
splits completely in OK , OK ⊗ Zp ∼= Z
n
p , so
ζROK ,p(s) = ζ
R
Znp
(s) = ζRZn,p(s).
The n = 3 case of Theorem 5 follows from earlier work of Datskovsky and Wright [7], who
compute ζROK(s) for any cubic field K. The n = 4 case follows from Nakagawa’s computation
for any quartic field K of ζROK ,p(s) at all unramified primes p [24].
The authors of [17] suggest that among all unramified primes, those that split completely
may control the asymptotic growth rate of NK(X). This suggests that the growth rate of
the simpler function NRn (X) along with the Galois group of the normal closure of K may
determine the growth rate of NK(X). For more information, see the discussion following [17,
Theorem 4]. We hope that more precise results on the growth of fn(p
e) will lead not only
to improved asymptotic estimates for counting subrings of Zn of bounded index, like those
of Theorem 4, but may also help to understand asymptotic formulas for counting orders of
bounded index in a fixed number field, like those of Theorem 5.
In Section 4 we give lower bounds for fn(p
e) that are analogous to lower bounds for NK(X)
due to Brakenhoff [4], suggesting a closer connection between these counting problems.
1.4. Motivation: Uniformity of Subring Zeta Functions. Zeta functions of infinite
groups, rings, and algebras have been studied extensively from both a combinatorial and
analytic point of view [13, 25, 26, 27, 28]. A common question is how local factors of zeta
functions vary with p.
Definition 6. [13, Section 1.2.4] A zeta function ζG(s) for which there exist finitely many
rational functionsW1(X, Y ), . . . ,Wr(X, Y ) ∈ Q[X, Y ] such that for each prime p there is an i
for which ζG,p(s) = Wi(p, p
−s) is called finitely uniform. If r = 1, we say the zeta function
is uniform. This definition can be extended in the obvious way to subring zeta functions.
Example 1. (1) In (1) we saw that ζZn,p(s) is given by a single rational function in p and
p−s. That is, the zeta function ζZn(s) is uniform.
(2) When K is a number field of degree at most 4 with ring of integers OK , ζ
R
OK
(s) is finitely
uniform. The local factor at p depends on the decomposition of p in OK .
In order to understand how fn(p
e) varies with p, we want to know how the local factors
ζRZn,p(s) vary. Grunewald, Segal, and Smith build on work of Denef [9, 10], and Igusa [16],
to prove the following result.
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Theorem 7. [15, Theorem 3.5] For each positive integer n and each prime p there exist
polynomials Φn,p(X),Ψn,p(X) ∈ Z[x] such that
ζRZn,p(s) =
Φn,p(p
−s)
Ψn,p(p−s)
.
Moreover, the degrees of Φn,p and Ψn,p are bounded independently of the prime p.
When n is fixed, we want to understand how these rational functions vary with p.
Question 4. [27, Question 3.7] Is the zeta function ζRZn(s) uniform? Is it finitely uniform?
Expanding the rational functions of Theorem 7 as power series and computing individual
coefficients shows that ζRZn(s) is uniform if and only if for each fixed e ≥ 1, fn(p
e) is a
polynomial in p. See [28, Section 2.1] for additional discussion.
Question 5. For fixed n ≥ 2 and e ≥ 1, is fn(p
e) a polynomial in p?
It was previously known that fn(p
e) is polynomial for e ≤ 5. The main result of this
paper, Theorem 2, extends this to e ≤ 8. This provides some evidence for a positive answer
to Questions 4 and 5. However, we see in the proof of Theorem 2 how equations for varieties
over finite fields play a role in our counting problem. More precisely, in the proof of Lemma
22 we see a close relation to the variety V in 5-dimensional affine space over Fp defined by
(x2 − x)− (u2 − u)c′ = (y2 − y)− (v2 − v)c′ = xy − uvc′ = 0.
A computation in Magma shows that V is is 2-dimensional, with 7 irreducible components,
and suggests that #V (Fp) = 7p
2− 6p+6. We verify this formula in the proof of Lemma 22.
It is not difficult to imagine how for larger values of e, more complicated varieties may play
a role in the formula for fn(p
e).
1.5. Outline of the Paper. In Section 2 we follow the method of Liu and give a bijection
between subrings of Zn and matrices of a specific form. This transforms the question of
counting subrings of prime power index into a problem of counting matrices with entries
satisfying certain divisibility conditions. We then review Liu’s notion of irreducible subrings.
Let gn(k) be the number of irreducible subrings of Z
n of index k. We recall a recurrence due
to Liu relating gn(k) and fn(k) in Proposition 15. Our gn(k) is denoted by gn−1(k) in [18].
In Section 3 we express gn(p
e) as a sum over irreducible subrings with fixed diagonal
entries. Possible diagonals are in bijection with compositions of e into n−1 parts. We verify
that for n ≤ 9 and e ≤ 8 each of the functions counting irreducible subring matrices with a
fixed diagonal is given by a polynomial in p. We use this method along with the recurrence
of [18] to compute fn(p
e) for e ≤ 8, proving Theorem 2. In Section 4 we give lower bounds
for gn(p
e) analogous to results of Brakenhoff for orders in a fixed number field [4]. We end
with questions for further study.
2. Subring Matrices and Irreducible Subring Matrices
In our analysis of fn(k) we employ techniques developed in [18], where Liu gives a bijection
between subrings Zn and a class of integer matrices. This reduces the problem of counting
of subrings of index k in Zn to the problem of counting subring matrices, which can be
understood as compositions of yet simpler irreducible subring matrices.
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2.1. Counting Matrices in Hermite Normal Form. We begin by giving a proof of (1)
due to Bushnell and Reiner [19].
Definition 8. A matrix A ∈ Mn(Z) with entries aij is in Hermite normal form if:
(1) A is upper triangular, and
(2) 0 ≤ aij < aii for 1 ≤ i < j ≤ n.
There is a bijection between sublattices of Zn of index pk and matrices A ∈ Mn(Z) in
Hermite normal form with det(A) = pk. The diagonal entries of such a matrix are of the
form (pi1 , . . . , pin), where each ij ≥ 0 and
∑n
j=1 ij = k.
Definition 9. A weak composition of an integer k is a list of non-negative integers (α1, . . . , αn)
where
∑n
i=1 αi = k. Each αi is a part of the weak composition, and n is the length or num-
ber of parts. A weak composition in which every part is positive is called a composition of
k.
The possible diagonals of an n× n matrix in Hermite normal form with determinant pk are
in bijection with weak compositions of k of length n.
The number of n × n matrices in Hermite normal form with diagonal (pi1 , . . . , pin) is
p(n−1)i1p(n−2)i2 · · · pin−1 . Taking a sum of these terms over all weak compositions of k into n
parts gives a polynomial formula for sn(p
k). We have,
ζZn,p(s) =
∞∑
k=0
sn(p
k)p−ks =
∞∑
i1=0
· · ·
∞∑
in=0
p−(i1+···+in)sp(n−1)i1p(n−2)i2 · · · pin−1
=
(
∞∑
i1=0
p−(s−(n−1))i1
)
· · ·

 ∞∑
in−1=0
p−(s−1)in−1

( ∞∑
in=0
p−sin
)
= (1− p−s)−1(1− p−(s−1))−1 · · · (1− p−(s−(n−1)))−1,
completing the proof of (1).
2.2. Counting Subrings via Liu’s Bijection. Liu adapts the argument of the previous
section to count subrings of Zn. For column vectors u = (u1, . . . , un) and w = (w1, . . . , wn)
we write u ◦w for the column vector given by the componentwise product (u1w1, . . . , unwn).
We write v1, . . . , vn for the columns of an n× n matrix.
Proposition 10 (Propositions 2.1 and 2.2 in [18]). There is a bijection between subrings
with identity L ⊂ Zn of index k and matrices A ∈ Mn(Z) in Hermite normal form with
det(A) = k such that:
(1) the identity element (1, . . . , 1)T is in the column span of A, and
(2) for each i, j ∈ [1, n], vi ◦ vj is in the lattice spanned by the column vectors v1, . . . , vn.
Definition 11. (1) A lattice for which the second condition of Proposition 10 holds is mul-
tiplicatively closed.
(2) A matrix that satisfies the conditions of Proposition 10 is a subring matrix.
Fixing n, we may calculate fn(k) by enumerating the corresponding subring matrices.
Since fn(k) is weakly multiplicative, it suffices to consider k = p
e for p prime. This restricts
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our attention to subring matrices with diagonal entries (pα1 , . . . , pαn) such that (α1, . . . , αn)
is a weak composition of e of length n.
Subring matrices are direct sums of irreducible subring matrices.
Definition 12. A subring L ⊂ Zn of index pe is irreducible if for each (x1, . . . , xn) ∈ L, x1 ≡
x2 ≡ . . . ≡ xn (mod p).
Theorem 13. [18, Theorem 3.4] Any subring L ⊂ Zn of finite index can be written uniquely
as a direct sum of irreducible subrings Li ⊂ Z
n.
It is easy to see if a subring is irreducible by considering the corresponding subring matrix.
Proposition 14. [18, Proposition 3.1] An n × n subring matrix represents an irreducible
subring if and only if its first n− 1 columns contain only entries divisible by p, and its final
column is the identity (1, . . . , 1)T .
Recall that gn(k) is the number of irreducible subrings of Z
n of index k. In Section 3, we
compute polynomial formulas for gn(p
e) for each e ≤ 8. We recall the following recurrence
due to Liu. We again emphasize that gn(p
e) is given by gn−1(p
e) in [18]. Define f0(1) = 1
and f0(p
e) = 0 for e > 0.
Proposition 15. [18, Proposition 4.4] The following recurrence holds for n > 0:
fn(p
e) =
e∑
i=0
n∑
j=1
(
n− 1
j − 1
)
fn−j(p
e−i)gj(p
i).
In order to show for fixed n and e that fn(p
e) is a polynomial in p, it is enough to show
that fj(p
k) is a polynomial in p for each fixed j ≤ n − 1 and k ≤ e, and that gj(p
i) is a
polynomial in p for each fixed j ≤ n and i ≤ e.
3. Computing fn(p
6), fn(p
7), and fn(p
8)
In this section we give formulas for fn(p
6), fn(p
7), and fn(p
8), proving Theorem 2. We do
this by showing for any n and fixed e ≤ 8 that gn(p
e) is a polynomial in p and then applying
Proposition 15. We first recall that for fixed e, gn(p
e) = 0 for all but finitely many n.
Proposition 16. [18, Proposition 4.3] For all n > 0, we have that gn(p
e) = 0 for e <
n− 1, gn+1(p
n) = 1, and gn(p
n) = p
n−1−1
p−1
.
Proposition 1 gives Liu’s polynomial formulas for fn(p
e) for e ≤ 4 [18, Proposition 1.1].
We note that there is a slight error in Liu’s computation for e = 5, so we have stated the
corrected result as part of Theorem 2. We have checked that our formulas are correct by
explicit calculation for small primes. Combining Propositions 1 and 15 gives polynomial
formulas for gn(p
e) for all e ≤ 5 and all n. Although they are not written explicitly, Liu
gives polynomial formulas for gn(p
e) for n = 3, 4 [18, Propositions 6.2 and 6.3]. Note that
g2(p
e) = 1 for all e. Therefore, in order to give a polynomial formula for fn(p
6), we need
only give a polynomial formula for g5(p
6).
For e = 6, 7, 8 and n fixed we show that gn(p
e) is given by a polynomial in p by showing
that the number of irreducible subrings of Zn of index pe whose subring matrices have fixed
diagonal entries is given by a polynomial. Recall that the last column of any irreducible
subring matrix is (1, . . . , 1)T and that every other entry of such a matrix is divisible by
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p. The set of tuples of diagonal entries of irreducible subring matrices corresponding to
irreducible subrings of Zn of index pe is in bijection with the set of compositions of e of
length n− 1.
Definition 17. Let Cn,e denote the set of compositions of e into n−1 parts. For a composition
α of length n−1 let gα(p) denote the number of irreducible subrings of Z
n with diagonal entries
(pα1 , pα2 , . . . , pαn−1 , 1).
It is a standard fact that |Cn,e| =
(
e−1
n−2
)
.
Combining these definitions gives the following.
Lemma 18. Let n and e be fixed positive integers. Then
gn(p
e) =
∑
α∈Cn,e
gα(p).
In order to find a polynomial formula for g5(p
6) we need only show that gα(p) is given by a
polynomial in p for each α ∈ C5,6. Proposition 15 then gives a polynomial formula for fn(p
6).
We need to consider some individual cases with separate arguments, but the following lemma
significantly reduces this casework.
Lemma 19. Let α = (1, α2, . . . , αk) be a composition of a positive integer e and α
′ =
(α2, . . . , αk). We have gα(p) = gα′(p).
Proof. An irreducible subring matrix with a p in its upper left corner has its first row equal
to (p, 0, . . . , 0, 1) since every entry a1,j with j 6∈ {1, n} satisfies 0 ≤ a1,j < p and a1,j ≡ 0
(mod p). The conditions derived from taking products of pairs of columns are identical in
both cases. 
Lemma 19 implies that
g4(p
5) = g(1,3,1,1)(p) + g(1,1,3,1)(p) + g(1,1,1,3)(p) + g(1,2,2,1)(p)
+g(1,2,1,2)(p) + g(1,1,2,2)(p).
We can compute that each term in this sum is given by a polynomial in p, but do not give
the details here. Therefore, in order to verify that g5(p
6) is a polynomial in p we need only
check that each gα(p) is given by a polynomial in p, where
α ∈ {(3, 1, 1, 1), (2, 2, 1, 1), (2, 1, 2, 1), (2, 1, 1, 2)} .
There is a particular class of compositions for which we can explicitly compute gα(p).
Lemma 20. Let α = (β, 1, . . . , 1) be a composition of length n− 1.
(1) If β = 2, then gα(p) = p
n−2.
(2) If β ≥ 3, then gα(p) = (n− 1)p
n−2.
Proof. We count irreducible subring matrices with diagonal (pβ, p, . . . , p, 1). Let A be such a
matrix with entries ai,j and columns v1, . . . , vn. Recall that we may assume vn = (1, . . . , 1)
T .
As in the proof of Lemma 19, ai,j = 0 for all i, j satisfying 1 < i < j ≤ n− 1. Therefore, all
divisibility conditions that must be satisfied come from the first row of A.
When β = 2 it is easy to check that if a1,j ≡ 0 (mod p) for each 1 ≤ j ≤ n− 1 then vi ◦ vj
is in the column span of A for each pair 1 ≤ i, j ≤ n − 1. This gives the first part of the
lemma.
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For the rest of the proof, suppose β ≥ 3. If a1,j = 0 for some j then vi ◦vj is in the column
span of A for all i. Therefore, we only get non-trivial conditions from entries a1,j 6= 0. For
each j ∈ [2, n− 1] such that a1,j 6= 0 let a1,j = p
γjbj where bj 6≡ 0 (mod p) and 1 ≤ γj < β.
If vj ◦ vj is in the column span of A then
p2γj b2j = p
γj+1bj + xp
β
for some x ∈ Z. This gives
x = p−(β−γj−1)(pγj−1b2j − bj).
If γj 6= 1, then γj = β − 1. There are p − 1 values of bj satisfying 0 ≤ p
β−1bj < p
β and
p ∤ bj . We also include the possibility a1,j = 0, for a total of p choices for which p
β−1 | a1,j . If
γj = 1, we must have bj−1 ≡ 0 (mod p
β−2). There are p values of bj satisfying 0 ≤ pbj < p
β
and pβ−2 | (bj − 1).
Now we show that γj = 1 for at most one j ∈ [2, n−1]. Suppose γj = γk = 1 where j 6= k.
If vj ◦vk is in the column span of A we must have vj ◦vk = xv1 for some x ∈ Z, which implies
pβ | p2bjbk. This contradicts the assumption that β ≥ 3 and p ∤ bjbk.
If vj and vk are columns with γj = γk = β − 1 then vj ◦ vk is a multiple of v1. If vj is a
column with γj = 1 and vk is a column with γk = β− 1 then again vj ◦ vk is a multiple of v1.
We say that a sequence (γ2, . . . , γn−1) is admissible if it contains at most one γj equal
to 1 and the rest of the γi are equal to β − 1. For any admissible sequence there are p
n−2
corresponding irreducible subring matrices. Hence,
gα(p) = p
n−2 + (n− 2)pn−2 = (n− 1)pn−2.

The exact position of β played no role in this proof, so we can compute gα(p) for any
composition α that has a single part not equal to 1. This can also be seen as a consequence
of Lemma 19.
We consider the remaining compositions individually. We give the details of the compu-
tation for g(2,2,1,1)(p) and note that it is easier to compute g(2,1,2,1)(p) and g(2,1,1,2)(p) since
the corresponding subring matrices do not need to satisfy as many constraints.
Lemma 21. For any prime p, we have g(2,2,1,1)(p) = p
4 + 3p2(p− 1).
Proof. An irreducible subring matrix A with diagonal (p2, p2, p, p, 1) is of the form

p2 c a1 a2 1
0 p2 b1 b2 1
0 0 p 0 1
0 0 0 p 1
0 0 0 0 1

 ,
where 0 ≤ a1, a2, b1, b2, c < p
2 and a1, a2, b1, b2, c ≡ 0 (mod p). Let v1, . . . , v5 denote the
columns of A. Define a′1, a
′
2, b
′
1, b
′
2 and c
′ by ai = pa
′
i, bi = pb
′
i, and c = c
′p. We see that
v2 ◦ v2, v2 ◦ v3, and v2 ◦ v4 are in the column span of A for any choice of c
′.
If c = 0 then every choice of a′i and b
′
i gives a multiplicatively closed sublattice, giving p
4
irreducible subring matrices. For the rest of the proof, suppose that c 6= 0, which implies
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0 < c′ < p. We need only determine when v3 ◦ v4, v3 ◦ v3, and v4 ◦ v4 lie in the column span
of A. Taking v3 ◦ v4 gives (
p2a′1a
′
2
p2b′1b
′
2
)
= b′1b
′
2
(
pc′
p2
)
+ x
(
p2
0
)
.
Such an integer x exists precisely when p | b′1b
′
2c
′, which only occurs when b1b2 = 0.
Taking v3 ◦ v3 or v4 ◦ v4 gives an equation of the form
a2ib2i
p2

 = p

aibi
p

+ x

 cp2
0

+ y

p20
0

 .
We see that xp2 = b2i − pbi, and therefore x = b
′
i(b
′
i − 1). We also have a
2
i − pai − xc = yp
2,
which implies p2a′i(a
′
i−1)−pxc
′ = yp2. When c 6= 0, p | x. Since 0 ≤ b′i ≤ p−1 we see b
′
i = 0
or b′i = 1, which implies bi ∈ {0, p}. When c 6= 0, (b1, b2) must be in {(0, 0), (0, p), (p, 0)}.
This gives p2 choices for (a1, a2) and p− 1 choices for c. Given such a choice, vi ◦ vj is in the
column span of A for any i, j.

We now have polynomial formulas for gk(p
6) for k = 2, 3, . . . , 6, which completes the
computation of fn(p
6) in Theorem 2.
We follow a similar strategy to give formulas for fn(p
7) and fn(p
8). We show that gn(p
7)
is a polynomial in p for all n ≤ 8, which follows from the results of this section except when
n ∈ {5, 6}. In each of these cases we show that gα(p) is a polynomial in p for all compositions
α ∈ Cn,e by following arguments of the type given above. For e = 8 we show that gn(p
8) is a
polynomial in p for all n ≤ 9 by following a similar strategy. We include details only for one
representative challenging case.
Lemma 22. For a prime p, we have g(3,2,1,1)(p) = 7p
4 − 6p3 + 6p2.
Proof. This statement is an easy computation when p = 2, so for the rest of the proof suppose
that p ≥ 3.
An irreducible subring matrix A with diagonal (p3, p2, p, p, 1) is of the form

p3 c a1 a2 1
0 p2 b1 b2 1
0 0 p 0 1
0 0 0 p 1
0 0 0 0 1

 ,
where 0 ≤ a1, a2, c < p
3, 0 ≤ b1, b2 < p
2, and p divides each of a1, a2, b1, b2, and c. Let
v1, . . . , v5 denote the columns of A.
If v2 ◦ v2 is in the column span of A then(
c2
p4
)
= p2
(
c
p2
)
+ λ
(
p3
0
)
for some λ ∈ Z. This implies p3 | (c2 − p2c2). Since p | c we see that p3 | c2, and
therefore p2 | c. Define c′ by c = p2c′ where 0 ≤ c′ < p. Also define x, y, u, and v by
a1 = px, a2 = py, b1 = pu, and b2 = pv.
12
Taking v3 ◦ v3 or v4 ◦ v4 and applying an argument like the one above gives
p3 |
(
a2i − pai − (b
2
i − pbi)c
′
)
,
which implies
(x2 − x)− (u2 − u)c′ ≡ 0 (mod p)(4)
(y2 − y)− (v2 − v)c′ ≡ 0 (mod p).(5)
Taking v3 ◦ v4 gives
(6) xy − uvc′ ≡ 0 (mod p).
Every solution to these three equations (x, y, u, v, c′) gives p2 irreducible subring matrices
since these equations depend only on x and y modulo p, rather than their particular values.
Therefore, we need only count solutions to equations (4), (5), and (6) for which 0 ≤ x, y < p.
If c′ = 0, then equations (4) and (5) imply that x, y ∈ {0, 1}. By equation (6) we cannot
have x = y = 1. Any choices of u and v now satisfy these equations. This gives 3p2 choices
for (x, y, u, v, c′) and 3p4 irreducible subring matrices.
For the rest of the proof suppose that c′ 6= 0. We consider cases based on the values of u
and x. Equation (4) implies that u ∈ {0, 1} if and only if x ∈ {0, 1}.
Claim 1. Suppose that c′ 6= 0. The following table gives the number of solutions to equations
(4), (5), and (6) with specified values of u and x:
u x Number of Solutions
0 0 p2
1 0 2(p− 1)
0 1 2(p− 1)
1 1 2(p− 1)
Not {0, 1} Not {0, 1} 3(p− 2)2
.
We further divide up the last case of this claim.
Claim 2. Suppose that c′ 6= 0 and u, x 6∈ {0, 1}. There are (p − 2)2 solutions with v = 0.
When v 6= 0 there are (p− 1)(p− 2) solutions with x = u and (p− 2)(p− 3) solutions with
x 6= u.
Once these claims are established we count
3p4 + p2
(
p2 + 6(p− 1) + 3(p− 2)2
)
= 7p4 − 6p3 + 6p2
total irreducible subrings, completing the proof.
We now prove Claim 1.
Case 1: u = x = 0.
We need only count solutions of equation (5). If v ∈ {0, 1}, then there are p − 1 choices
for c′ and 2 solutions y for every c′, namely y ∈ {0, 1}, for a total of 4(p − 1) solutions. If
v 6∈ {0, 1}, this equation gives a quadratic polynomial in y for each fixed v. The number
of solutions depends on whether the discriminant 1 + 4(v2 − v)c′ is 0, a non-zero square
modulo p, or a non-square. Since v 6∈ {0, 1}, v2 − v 6≡ 0 (mod p), and as c′ varies through
{1, . . . , p − 1} this discriminant takes every value modulo p except 1 exactly once, giving
2
(
p−1
2
− 1
)
+1 = p− 2 solutions. Adding these cases together gives 4(p− 1)+ (p− 2)2 = p2
solutions.
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Case 2: u = 1, x = 0.
Equation (6) implies uvc′ = 0, and since u and c′ are non-zero, we must have v = 0.
Equation (5) implies y ∈ {0, 1}, so accounting for the p−1 possible values of c′ gives 2(p−1)
solutions.
Case 3: u = 0, x = 1.
Equation (6) implies y = 0. Equation (5) gives v ∈ {0, 1}, so accounting for the p − 1
possible values of c′ gives 2(p− 1) solutions.
Case 4: u = 1, x = 1.
Equation (6) gives y ≡ vc′ (mod p). Substituting this into equation (5) gives (c′2−c′)v2 ≡
0 (mod p). If c′ = 1 we have p choices for v. If c′ 6= 1 then v = 0. This gives p+p−2 = 2(p−1)
solutions.
For the rest of the proof suppose that c′ 6= 0 and x, u 6∈ {0, 1}. We consider two further
subcases.
Case 5: v = 0.
Equation (6) implies y = 0. Setting c′ = x
2−x
u2−u
for any choice of x, u gives a valid solution.
This gives (p− 2)2 solutions.
Case 6: v 6= 0.
Equations (4) and (6) imply that
c′ ≡
x(x− 1)
u(u− 1)
≡
xy
uv
(mod p).
This implies v ≡ y(u−1)
x−1
(mod p). Since v 6= 0 by assumption, equation (6) implies y 6= 0.
Substituting this expression for v into equation (5) and dividing by y gives
(7) y
(
1− c′
(u− 1)2
(x− 1)2
)
+ c′
u− 1
x− 1
− 1 ≡ 0 (mod p).
This equation is linear in y and the coefficient of y is 0 precisely when c′ ≡ (x−1)
2
(u−1)2
(mod p).
Since c′ ≡ x(x−1)
u(u−1)
(mod p) by equation (4), this is equivalent to x
u
≡ x−1
u−1
(mod p). This
implies x ≡ u (mod p).
Now suppose that x = u. Equation (7) is satisfied for any of the p− 2 possible choices for
x. All of these equations are satisfied for any choice of y, except that y = 0 implies v = 0
by equation (6), a case we have already considered. Therefore, this case gives (p− 1)(p− 2)
solutions.
When x 6= u, for any of the (p− 2)(p− 3) choices of x and u there are unique choices of y
and c′ such that equation (7) is satisfied, giving (p− 2)(p− 3) solutions.
This completes the proofs of the two claims, which completes the proof of Lemma 22. 
Combining these computations with Proposition 15 completes the proof of Theorem 2.
With such complicated expressions it is natural to be concerned about errors. We have used
a computer to check our computations for fn(p
e) and gn(p
e) for all integers n where e ≤ 8
and all primes p ≤ 23. We have also checked our computations for gα(p), where α is a
composition of an integer e ≤ 8. It would be quite technically challenging to extend these
computations to fn(p
9), even with the help of a computer.
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4. Lower Bounds on gn(p
e)
We now give a lower bound on gn(p
e) when 2 ≤ e ≤ n − 1. We do this by giving a lower
bound on gα(p
e) for a particular composition α of e of length n− 1.
Proposition 23. Let α = (2, . . . , 2, 1, . . . , 1) be a composition of length n− 1 with r entries
equal to 2 and s entries equal to 1. Then gα(p) ≥ p
rs.
Note that r + s = n − 1 and 2r + s = e. Solving for r and s in terms of n and e gives
(r, s) = (e− (n− 1), 2(n− 1)− e).
Proof. Let A be an upper triangular matrix with columns v1, . . . , vn where the diagonal entry
of columns v1, . . . , vr is p
2, the diagonal entry of columns vr+1, . . . , vr+s is p, and the final
column is the identity (1, . . . , 1)T . Suppose that every non-diagonal entry in the first n− 1
columns of this matrix is zero except possibly in the first r rows of columns vr+1, . . . , vr+s. In
each of these rs entries there are p integers ai,j satisfying 0 ≤ ai,j < p
2 and p | ai,j . This gives
prs total matrices. It is easy to check that each one is an irreducible subring matrix. 
The matrices described in this proof do not give all irreducible subring matrices with
diagonal (p2, . . . , p2, p, . . . , p, 1). For example, we saw in Lemma 21 that g(2,2,1,1)(p) = p
4 +
3p2(p− 1), larger than the lower bound of p4 from Proposition 23.
For each e, we compute the value of n such that the corresponding lower bound on gn(p
e)
is largest. That is, for fixed e we want to find the non-negative integer n maximizing
(e− (n− 1))(2(n− 1)− e). As a function of real numbers, this is maximized when n = 3e+4
4
.
Taking n equal to the nearest integer to 3e+4
4
, where we take either integer when e ≡ 2
(mod 4), gives the following lower bound.
Corollary 24. Let e be a positive integer. We have
max
n
gn(p
e) ≥


p
e2
8 if e ≡ 0 (mod 4)
p
1
8
(e2−1) if e ≡ 1 (mod 4)
p
1
8
(e2−4) if e ≡ 2 (mod 4)
p
1
8
(e2−1) if e ≡ 3 (mod 4)
.
For each e ≤ 8 we can compute the value of n giving the largest value of gn(p
e), and see
that it is a polynomial of degree equal to the degree in the right hand side of the expression
given in this corollary. For example,
g7(p
8) = p8 + p7 + 2p6 + 23p5 + 3p4 + 2p3 + 2p2 + p+ 1,
a polynomial of degree 8
2
8
= 8. It is unclear whether for larger values of e these lower bounds
will continue to grow at a rate similar to the growth of maxn gn(p
e). These lower bounds on
gn(p
e) together with Proposition 15 give lower bounds on fn(p
e).
The lower bounds of this section are closely related to Brakenhoff’s lower bounds for orders
of given index in the ring of integers of a number field.
Proposition 25. [4, Lemma 5.10] Let OK be the ring of integers of a number field K. Every
additive subgroup G of OK that satisfies Z+m
2OK ⊂ G ⊂ Z+mOK for some integer m is
a subring.
15
The subrings R described in the proof of Proposition 23 do satisfy Z+p2Zn ⊂ R ⊂ Z+pZn,
where the first Z is interpreted as integer multiples of the multiplicative identity (1, . . . , 1).
Brakenhoff gives a lower bound for the number of additive subgroups satisfying the hypothesis
of Proposition 25 and derives a lower bound for the number of orders of index at most X in
the ring of integers of a degree n number field K. This requires an easy optimization along
the lines of Corollary 24. In this way, our lower bounds for gn(p
e) is analogous to the lower
bounds from [4, Theorem 5.1]. Using results of [17], increased lower bounds on gn(p
e) should
lead to better lower bounds for orders of bounded index in a given number field.
5. Further Questions
5.1. Uniformity of ζRZn(s) and Varieties over Finite Fields. Questions 4 and 5 are
related to how counting functions vary with p. Theorem 7 of Grunewald, Segal, and Smith
gives information on how the function fn(p
e) behaves for fixed n and p. We recall a theorem
of du Sautoy and Grunewald [12], which implies that even if for fixed n and e fn(p
e) is not a
polynomial in p we can still say quite a lot about how it behaves. For simplicity of notation,
we state a version of this result for the subring zeta function of a ring with a multiplicative
identity that is a modification of the first part of [29, Theorem A].
Theorem 26. Let L be a ring of additive rank n containing a multiplicative identity. Then
there are smooth projective varieties Vt, t ∈ {1, . . . , m}, defined over Q, and rational func-
tions Wt(X, Y ) ∈ Q(X, Y ) such that for almost all primes p the following holds:
Denoting by bt(p) the number of Fp-rational points of Vt, the reduction mod p of Vt, we
have
ζRL,p(s) =
m∑
t=1
bt(p)Wt(p, p
−s).
Much is known about the denominators of the rational functions of Theorem 7, but the
numerators are significantly more complicated. This can lead to the appearance of interesting
projective varieties in the theorem above. See the paper of du Sautoy [11] and Voll’s survey
[28, Section 2.1] for more information.
In case ζRZn(s) is not uniform it would be interesting to see what kinds of varieties arise
in the formulas of Theorem 26. The conditions for the columns of an n × n matrix to be
multiplicatively closed define many equations in the matrix entries. For examples for n = 4
and 5, see [17, Lemmas 12 and 13]. Once n is not too small, it is possible that the number
of Fp-points of the varieties defined by these equations does not vary in a polynomial way
and that these counts filter into formulas for fn(p
e).
5.2. Coefficients of fn(p
e) and gn(p
e). For small fixed values of n and e, the function
gn(p
e) is a polynomial in p with non-negative coefficients. However, this is not true for
g5(p
8) = p5 + 77p4 − 13p3 + 12p2 + p + 1. As far as we know, there has been no previous
study of the positivity of coefficients of gn(p
e) or fn(p
e). These questions are motivated by
analogous work related to Hall polynomials.
Definition 27. (1) Let λ = (λ1, . . . , λk), where λ1 ≥ · · · ≥ λk > 0. A finite abelian p-group
G is of type λ if
G ∼= Z/pλ1Z× · · · × Z/pλkZ.
(2) A subgroup of H of G is of cotype ν if G/H is of type ν.
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(3) Let gλµν(p) be the number of subgroups H of a p-group G of type λ such that H has type
µ and cotype ν.
Hall proved that gλµν(p) is a polynomial in p with integer coefficients. Several other authors
have studied these coefficients. For example, Butler and Hales give a characterization of
types λ for which all of the associated Hall polynomials have non-negative coefficients [6].
Maley shows that the expansion of any gλµν(p) in terms of powers of p−1 has non-negative
coefficients [21]. In all cases we have computed, the same property holds for gn(p
e). This is
even stronger than the observation that gn(1) is a non-negative integer.
Question 6. When gn(p
e) is expanded in terms of powers of p − 1, are the coefficients
positive?
Evseev has studied the substitution p = 1 in the form of the reduced zeta function [14].
The p→ 1 behavior of local factors of zeta functions is closely related to the corresponding
topological zeta function [25]. For a more detailed discussion of these questions with some
examples, see [27, Section 3.3]. It would be interesting to undertake a more detailed study
of the coefficients of fn(p
e) and gn(p
e). For much more background on Hall polynomials and
connections to counting subgroups of finite abelian groups, see the books of Macdonald [20]
and Butler [5].
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