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Abstract
This work addresses the application of Isogeometric Analysis to the simulation of particle accelerator
cavities and other electromagnetic devices whose performance is mainly determined by their geometry.
By exploiting the properties of B-Spline and Non-Uniform B-Spline basis functions, the Isogeometric
approximation allows for the correct discretisation of the spaces arising from Maxwell’s equations and for
the exact representation of the computational domain. This choice leads to substantial improvements in
both the overall accuracy and computational effort.
The suggested framework is applied to the evaluation of the sensitivity of these devices with respect to
geometrical changes using Uncertainty Quantification methods and to shape optimisation processes. The
particular choice of basis functions simplifies the construction of the geometry deformations significantly.
Finally, substructuring methods are proposed to further reduce the computational cost due to matrix
assembly and to allow for hybrid coupling of Isogeometric Analysis and more classical Finite Element
Methods. Considerations regarding the stability of such methods are addressed.
The methods are illustrated by simple numerical tests and real world device simulations with particular




Diese Arbeit befasst sich mit der Anwendung der isogeometrischen Analyse auf die Simulation von
Beschleunigerkavitäten und anderen elektomagnetischen Geräten, deren Leistung hauptsächlich mit ihrer
Geometrie zusammenhängt. Durch die inhärenten Strukturen der B-Spline-Basis ermöglicht der isogeo-
metrische Ansatz eine konforme Diskretisierung der Funktionenräume, die aus den Maxwellgleichungen
hervorgehen, sowie eine exakte Darstellung des Rechengebietes. Die Wahl des isogeometrischen Ansatzes
führt zu nicht zu vernachlässigenden Verbesserungen von Genauigkeit und Rechenaufwand.
Mit Hilfe des Ansatzes wird, zusammen mit Methoden der Unsicherheitsquantifizierung und Formopti-
mierung, auch die Empfindlichkeit der Geräte bezüglich Änderungen der Geometrie untersucht. Hierbei
wird die Berücksichtigung von Deformationen durch die Wahl der speziellen Basisfunktionen vereinfacht.
Letztendlich wird erläutert, wie durch Zerlegungsmethoden der Rechenaufwand beim Assemblieren
der Matrizen weiter reduziert werden kann, und eine Kopplung von isogeometrischer und klassischer
Numerik wird, zusammen mit Anmerkungen zur Stabilität einer solchen Hybridmethode, erläutert.
Die vorgestellten Techniken werden an einfachen numerischen Testbeispielen und industriellen Geräten




Scopo principale di questo lavoro di tesi è la simulazione dei campi elettromagnetici all’interno di
dispositivi le cui prestazioni siano strettamente correlate alla loro geometria, con particolare interesse
al caso delle cavità risonanti utilizzate negli acceleratori di particelle. L’Analisi Isogeometrica utilizza
come funzioni di base per l’approssimazione numerica B-Spline e Non-Uniform Rational B-Spline, le
cui proprietà consentono di discretizzare correttamente gli spazi funzionali derivanti dalle equazioni di
Maxwell e allo stesso tempo di rappresentare esattamente il dominio computazionale. Questa scelta ha
come vantaggio un sostanziale miglioramento dell’accuratezza e una riduzione del costo computazionale.
Il metodo proposto viene applicato sia al calcolo della sensitività rispetto a deformazioni della geometria
utilizzando metodi di Quantificazione dell’Incertezza che a processi di ottimizzazione di forma. La scelta
fatta per le funzioni di base semplifica notevolmente la costruzione delle deformazioni geometriche.
Infine, vengono introdotti metodi di sottostrutturazione del dominio al fine di ridurre ulteriormente il
costo computazionale dovuto all’assemblaggio delle matrici e di consentire l’accoppiamento dell’Analisi
Isogeometrica con metodi più classici quali gli Elementi Finiti. Vengono inoltre presentate alcune
considerazioni riguardo la stabilità dell’accoppiamento.
I procedimenti proposti vengono illustrati sia tramite test numerici su geometrie semplici, che tramite
applicazioni a dispositivi reali, in particolare alle cavità degli acceleratori di particelle.
v

There once was a man who I knew,
who decided to study at TU.
Now his thesis is done,
but he wants to have fun,
so I guess he’ll start writing Haiku.
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1 Introduction and Motivation
Have you heard of thes’ accelerators?
They’re made of some strange resonators.
The design’s not easy,
can make you a bit queasy,
unless you’ve a real good simulator.
The accurate representation of the geometry of electromagnetic devices such as, for example, energy
transducers, magnetrons, waveguides, antennas and particle accelerators is crucial in determining the
device performance.
Let us consider, for example, the case of particle accelerators. The final goal of such devices is to transfer
energy to a charged-particle beam by applying an electric field. The simplest particle accelerator one can
imagine is the electrostatic accelerator in which a constant electric field is used; in this situation each
particle acquires an energy equal to the product of its electric charge multiplied by the potential drop
that is maintained between the ends of the accelerator. It is clear, however, that electrostatic accelerators
suffer from a great limitation: the maximum energy obtainable is restricted by the potential difference,
which is typically no more than a few tens of MV.
Radio Frequency (RF) accelerators are able to bypass this limitation by exciting an harmonic time-
varying electric field in one or more cavity resonators. The beam of particles needs to be localised in
bunches, and to be properly phased with respect to the fields so that it arrives when the field has the
correct polarity for acceleration. The time variation of the field removes the restriction that the energy
gain be limited by a fixed potential drop [81].
In a similar fashion to a vibrating string, whose notes are governed by its length, one needs to take into
account that the field distribution and its oscillating frequency in a RF cavity are governed by Maxwell’s
eigenvalue problem and are strictly related to the shape of the domain. Even small deviations can have a
non-negligible effect on the final performance since they may disrupt the field/beam synchronisation or
deflect the flying particles on the wrong trajectory.
Another example of a device highly sensitive to its shape are the deflecting magnets used for the
Stern-Gerlach experiment [86]. The goal is to generate a highly homogeneous magnetic field with a large
spatial gradient in a small region between the magnetic poles. Even in this case, the field quality is mainly
influenced by the geometry.
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Being able to represent the domain shape exactly is then of utmost importance in achieving accurate
simulation results. It is worth mentioning that, since the design of such devices is typically carried out
via Computer Aided Design (CAD) software, we consider as geometrically exact any method that does
not lose any geometrical feature during the discretisation process. The main goal of this work is the
investigation of numerical methods tailored for electromagnetic applications where the representation of
the device geometry and of its possible deviations is of paramount importance.
One of the main application we are interested in is the simulation of the so called TeV-Energy Su-
perconducting Linear Accelerator (TESLA) cavities [2]. These are superconducting RF cavities used in
linear accelerators for electron/positron beams. As the name suggests, LINear ACcelerators (LINACs),
are devices that accelerate charged particles to very high energies along a linear structure. For certain
applications, this particular class of particle accelerators presents a set of advantages over other existing
technologies such as synchrotrons or cyclotrons [81, 82].
TESLA cavities are designed so that an electric field with a strong longitudinal component is oscillating
at 1.3GHz, however, even small deformations of the geometry (∼ nm) can cause a shift in frequency
in the kHz range, which needs to be taken into account during operation. These deformations can be
due, e.g., to the electromagnetic pressure on the domain wall (Lorentz Detuning) or to manufacturing
imperfections [2, 39].
State of the art solvers for the simulation of accelerator cavities mostly rely on the Finite Element
Method (FEM) [66]. Typically, tetrahedral meshes are used with basis functions up to third order and the
discretisation leads to solving large generalised eigenvalue problems, with millions of degrees of freedom,
in order to achieve a sufficiently good accuracy.
The application of FEM presents several shortcomings. First and foremost, the polynomial maps used
for the elements of the mesh are unable to exactly replicate even simple geometries such as conic sections
(i.e. circles, ellipses, etc...). When the domain geometry is responsible for the quality of the solution, the
meshing step is immediately introducing an error in the modelling process. Mesh refinement can reduce
this error, but never truly eliminate it. Moreover, if deformations are to be applied to the device, e.g. as a
result of an optimisation procedure or a sensitivity analysis, any modifications to the domain boundary
requires either the movement of the mesh with an ad hoc treatment, or, in the worst case, the remeshing
of the domain, which may not only be a cumbersome procedure, but can also introduce undesired noise
in the solution.
A second shortcoming of FEM is the solution smoothness. Classical FEM relies on basis functions with
local support in each element and returns solutions with only C0 continuity across the element boundaries.
In cavity simulation one usually deals with vacuum and fields with high regularity, thus it is desirable to
use a numerical scheme that can achieve higher smoothness of the solution. This is particularly true for
particle tracking applications since the low regularity of the computed electromagnetic fields introduces
spurious components that may have an impact on the particle trajectories [55].
In this thesis we propose the application of Isogeometric Analysis (IGA) [34, 58]. The main idea of this
method is to exploit the classes of basis functions that CAD uses for the parametrisation of the geometry
for the construction of the approximation spaces for the analysis. Such basis functions are called B-Splines
and Non-Uniform Rational B-Splines (NURBS) [12, 83] and generalise the polynomial FEM bases and are
able to parametrise a wider set of shapes.
This choice presents several advantages. First, geometries defined via CAD are exactly represented
throughout the analysis independently of the level of refinement. Moreover, albeit local, IGA basis
functions have a wider support that spans multiple elements. As a consequence, the global regularity of
the solution is only limited by the choice of the discretisation order (p− 1 continuous derivatives for p-th
degree basis). This higher regularity also proves to be beneficial for the convergence order with respect
to the number of degrees of freedom [62]. Finally, representing both the geometry and the discrete
solution using the same set of splines allows to continuously vary the basis functions with the underlying
shape and avoids the introduction of numerical noise in the mesh updating procedures associated with
traditional FEM.
2 1 Introduction and Motivation
These properties have made IGA a prolific field of research and its applications have widened from
structural mechanics [3] to fluid simulation [19, 27] and fluid structure interaction [6]. For the application
to electromagnetic problems, in particular, IGA shows the ability of consistently discretising complexes
of differential forms [25] which is a property of great importance for achieving spectrally correct
discretisation of the Maxwell differential operator [23, 24].
A couple of drawbacks need, however, to be addressed. Firstly, CAD software restrict to curves and
surfaces and obtaining a trivariate volume representation for IGA to be applied often requires manual
intervention. A second issue is that, although the wide support of the basis functions typically gives higher
accuracy with respect to the number of degrees of freedom, which renders the system matrices smaller
than in classical FEM, IGA matrices are typically denser, which might hinder the efficiency. Finally, the
inherent tensor product structure makes it difficult to perform local refinement since a straightforward
approach pollutes the parametrisation of the entire domain. Possible solutions of this latter problem are
still subject of research; here we cite T-Splines [44, 89] and hierarchical splines [20, 53, 95].
This thesis is divided into two parts, one detailing the mathematical models and tools proposed, the
second one presenting their application.
The following chapter introduces Maxwell’s equations, and the derivation of the cavity resonator
Boundary Value Problem (BVP); quantities of interest for accelerator cavities are defined and a model for
the simulation of Lorentz detuning is proposed. Chapter 3 gives an introduction to IGA with particular
focus on the spectrally correct discretisation of the spaces arising from electromagnetic problems. In
the subsequent chapter we present methods for Uncertainty Quantification (UQ). An algorithm for the
tracking of eigenvalues across the parameter space is also proposed. Finally, chapter 5 introduces two
substructuring techniques, one based on Mortaring and the other based on the State Space Concatenation
(SSC) method introduced by Flisgen et al. [48, 49]. These approaches allow for the speed up of the
computations and to overcome the local refinement issues mentioned above.
The first chapter of the second part presents the simulation results for the eigenvalue computation in a
TESLA cavity, its field flatness optimisation and the evaluation of the Lorentz detuning. Chapter 7 shows
test examples of uncertainty quantification and the computation of the sensitivity of a TESLA cavity to the
presence of eccentric cells, whose deformations are derived from real measurements. In the subsequent
chapter we perform some tests to verify the validity of the substructuring methods proposed and we
combine them to obtain a full cavity simulation. Finally, in chapter 9 we show the optimisation procedure
of a Stern-Gerlach magnet.
To the author’s best knowledge, our work proposes for the first time the application of IGA to cavity
simulation showing better accuracy with respect to FEM when dealing with geometry deformations and
highly regular solutions. IGA also proves beneficial when dealing with UQ and shape optimisation since
the domain can be deformed with a relatively low number of control points and no remeshing noise is
introduced. These contributions were previously published in [32, 33, 80] in preparation for this thesis.
One final contribution is the construction of the Lagrange multiplier space for the Mortar method arising








2 Electromagnetic Fields in RF Cavities
Do you remember the time of creation?
"Let there be light!" was the first declaration.
That sure was concise,
I’ll be more precise
and introduce you to Maxwell’s equations.
RF cavities play an important role in modern particle accelerators since they are responsible for the
actual transfer of energy to the particle beam itself. The main idea is to excite an oscillating electromagnetic
field in these cavities in such a way that a charged particle travelling along the axis is always exposed to
experiencing an accelerating electric field. For velocities close to the speed of light (β = v/c ≈ 1 with v
the velocity of the particles and c the speed of light) this is accomplished by traversing the accelerating
region in half the RF period. For particle bunches with low velocity (β  1) the accelerating length will
have to accommodate for the acceleration of the bunch itself along the structure.
It is clear that the synchronisation between the particle beam and the oscillating electromagnetic field
is of paramount importance to achieve the desired acceleration. Since both the frequency and the shape
of such a field are strictly related to the cavity geometry, we are interested in the study and quantification
of how even small deformations can affect the device performance.
The structure of the chapter is as follows: first we introduce the fundamental laws of electromagnetism,
with particular attention to the eigenvalue problem arising in structures such as waveguides and resonating
cavities. A closed form solution for the cylindrical cavity is given. In the second and third sections, we
focus on standing-wave RF cavities and define some of the quantities of interest that characterise them.
These figures of merit allow for the comparison of different cavities both in terms of the choice of the
material and of their shape. In section 2.4 the geometry of the TESLA cavity that is the main focus of this
work is presented. Finally we will discuss the effects of deformations on the cavities’ eigenmodes and the
model adopted to study the particular case of Lorentz detuning.
2.1 Maxwell’s Equations
The fundamental macroscopic laws of classical electromagnetism involve four vector functions of
position r ∈ R3 and time t ∈ R denoted by E (electric field), D (electric displacement), H (magnetic field)
and B (magnetic induction). These fields arise in the presence of static electric charges, whose distribution
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is given by the density function ρ, and flow of electric charges, i.e. currents, described by the vector
density function J.
The equations relating these quantities were formulated during the XIX century by various scientists
and collected by James Clerk Maxwell in 1861. Their modern differential form is given by:
∂ B
∂ t
+∇× E= 0 (2.1a)




∇ ·B= 0. (2.1d)
Equation (2.1a) is Faraday’s law which gives the relation between the time variation of the magnetic
induction field and the circulation of the electric field. Gauß’ law (2.1b) gives the effect of the charge
density on the electric displacement. Relation (2.1c) is due to Ampère and Maxwell and defines the effect
of transport and displacement currents on the circulation of the magnetic field. Finally, (2.1d) expresses
the fact that no isolated magnetic charges have been observed in nature. The divergence conditions
(2.1b)-(2.1d) are consequences of the fundamental field equations (2.1a) and (2.1c), as long as charge
conservation is assumed [71, chapter 1].
Equations (2.1) needs to be completed by two constitutive laws that relate E and H to D and B, respect-
ively. These laws depend on the properties of the materials filling the domain where the electromagnetic
field is computed. In the easiest case one has two linear equations of the form:
D= "E+ P (2.2a)
B= µ (H+M) (2.2b)
where " and µ can be two positive, bounded, scalar functions of position (isotropic materials) or two
tensor valued functions of position (anisotropic materials). Quantities P and M are the electric polarisation
and the magnetisation respectively and are given by the electric dipoles and magnetic dipoles that the
fields generate on the molecular level.
In Ohmic conductors an additional constitutive relation may be introduced, Ohm’s law, relating the
current density J to the electric field E via the material conductivity σ:
J= σE+ Js (2.3)
where σ = σ(r)≥ 0 and the vector function Js describes the current density generated by a given source.
Regions where σ > 0 are called conductors, while if σ = 0 the material is called dielectric.
In most accelerator cavities applications, and in the remainder of this thesis unless otherwise specified,
the computational domain is restricted to vacuum so that σ = 0 and the material properties reduce to the
scalar constants "0, the electric permittivity of free space, and µ0, the magnetic permeability of free space.
Furthermore, we can disregard P and M from the constitutive laws (2.2).




+∇× E= 0 (2.4a)







∇ ·H= 0, (2.4d)
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where we have used the constitutive relations (2.2) to express everything in terms of E and H only.
To introduce proper boundary conditions, it is necessary to consider the situation in which the material
parameters are not smooth, i.e. when a surface Γ separates two homogeneous media from each other: the
constitutive parameters " and µ are no longer continuous but piecewise continuous with finite jumps on Γ .
In particular, it is straightforward to see [71, chapter 1] that the normal component of E is discontinuous
at an abrupt change in " and only the tangential continuity is ensured. Similarly, the normal component of
H is discontinuous at an abrupt change in µ. These relations carries over to the definition of the boundary
conditions that are commonly used in electromagnetic boundary value problems, where only the part of
the vector field that is tangent to the boundary is specified. In the case of a Perfect Electric Conducting
(PEC) boundary condition, since the electric field inside a perfect conductor is 0, we impose
E× n= 0, (2.5)
with n the outward normal to the domain of interest, while for a Perfect Magnetic Conducting (PMC)
boundary condition we obtain
H× n= 0. (2.6)
Since no real material behaves as a perfect magnetic conductor, this condition is often employed as a
symmetry condition.
Any numerical scheme for the approximation of Maxwell’s equations in the presence of different
materials must take into account these jump conditions. Furthermore, in the case of cavity simulation,
since only vacuum is present in the computational domain, the electromagnetic field is globally smooth
and a discretisation scheme that is able to guarantee the high regularity of the solution is desirable.
2.1.1 Curl-Curl and Wave Equation
In order to solve system (2.4), it is common to transform the set of first-order differential equations
into a second-order equation with either E or H as the unknown. This is achieved by taking the curl of
(2.4a) and substituting it into (2.4c). The resulting formula is the so called curl-curl equation:






which is constrained by the divergence condition (2.4b).
By recalling the vector identity
∇×∇× v=∇ (∇ · v)−∆v, (2.8)








∇ρ +µ0 ∂ J
∂ t
, (2.9)
which is a hyperbolic Partial Differential Equation (PDE). Similar expressions to (2.7) and (2.9) can be
obtained for the magnetic field strength H.
Equation (2.9) is often used for analytical computations since it allows for easy separation of variables
while numerical schemes usually solve the curl-curl equation which carries more information on the field
discontinuity at material interfaces. As it is shown in the following part of the thesis, care must be taken
in the discretisation of such a problem.
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Figure 2.1: Waveguide structures with longitudinally uniform cross sections Γwg . From left to right: a
generic waveguide, a circular waveguide and a rectangular waveguide.
One final, important, simplification can be performed in the case of slowly varying fields and absence









This allows us to write the Poisson problem
−∆A∗ = µ0J, (2.12)
which is usually referred to as the magnetostatic problem with Coulomb gauge [61, section 5.4].
2.1.2 Electromagnetic Field in a Waveguide
We consider the solution of Maxwell’s equation in a waveguide structure, filled with vacuum, with a
constant cross section Γwg. We assume that the boundary surfaces are made of a perfectly conducting
material, and that the waveguide is oriented so that its axis corresponds to the z axis (see Fig. 2.1).
It is convenient to restate Maxwell’s equations in time-harmonic form. Introducing the angular frequency
ω≥ 0, the electromagnetic fields are said to be time-harmonic if they can be expressed as:
E (r, t) =R E (r) e−ıωt	
H (r, t) =R H (r) e−ıωt	 , (2.13)
where R {·} denotes the real part of the complex expression it is applied to. E and H are complex valued
vector functions of position only (phasor fields).
By substituting (2.13) into (2.9) and assuming absence of excitations, the governing equations inside
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where we have introduced the speed of light in vacuum c = 1/p"0µ0. Furthermore, given the symmetry
of the problem and searching for propagating (k real) and evanescent (k imaginary) modes, we can
further specify the spatial dependency in the z direction to be harmonic as well and write
E(r) = E(x , y)e±ıkz
H(r) = H(x , y)e±ıkz,
(2.15)
where k is, in general, a complex wave number and the ± sign depends on the direction of the travelling
wave. Relations (2.15) can be used into (2.14) to obtain a two dimensional problem of the form






E(x , y) = 0 (2.16a)






H(x , y) = 0. (2.16b)
Here, ∆⊥ indicates the transverse Laplace operator
∆⊥v(x , y) =∆v(x , y)− ∂
2
∂ z2
v(x , y). (2.17)
It is straightforward to see [61, chapter 8] that the problem can be solved independently for the
longitudinal component Ez and for the transverse field E⊥ = (ez × E)× ez. The longitudinal components
of the electric and magnetic fields can be obtained by solving the scalar Laplace equation with appropriate
boundary conditions on ∂Ω (Ez = 0, ∇Hz · n= 0).





αi(z)ϕ i + ez Ez,i(r)

(2.18)
where the ϕ i = ϕ i(x , y) solely depend on the transverse spatial coordinates. An analogous expression





ez × βi(z)ϕ i + ezHz,i(r)

. (2.19)
Given their physical units, αi and βi can be referred to as modal voltages and modal currents [47].
The vector functions ϕ i are nothing else but the eigenfunctions of the transverse Laplace operator ∆⊥
on the cross section Γwg
∆⊥ϕ i + γ2iϕ i = 0 in Γwg
ϕ i × n= 0 on ∂ Γwg, (2.20)
with γ2i =ω
2/c2−k2i . Problem (2.20) has an infinite number of solutions which constitutes an orthogonal
set of basis functions on Γwg that can be sorted in ascending order according to their separation constants
(γ1 ≤ γ2 ≤ γ3 ≤ . . . ).




− γ2i . (2.21)
We define the cutoff frequency of mode i as
ωco = cγi, (2.22)
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We note that for ω > ωco, the wave number ki is real which, in turn, means that waves of the i mode
can propagate in the structure. Frequencies below the cutoff cannot propagate and are called evanescent
modes.
In some particular cases, the modes ϕ i can be computed analytically. For a rectangular waveguide of
dimensions a and b, for example, there exists two sets of solutions [61, chapter 8] - [57, chapter 2]


























 m,n≥ 0, m+ n> 0 (2.24a)


























 m,n≥ 1, (2.24b)












CT E and CT M are scaling constants that can be chosen, e.g., to ensure orthonormality of the eigenbasis.
The two sets separate the solutions into Transverse Magnetic (TM) and Transverse Electric (TE) modes,
according to the behaviour of the electric or magnetic field in the longitudinal direction. In particular we
identify the modes as [61, chapter 8]:
Transverse Magnetic (TM) : Hz = 0 Ez|S = 0






where S indicates the boundary of the waveguide. Finally, the eigenmodes are further classified by the two
indices corresponding to their horizontal (m) and vertical (n) extrema (or zero crossings) distribution.
In an analogous way we introduce the analytical solutions of the eigenvalue problem (2.20) in a circle
of radius R. In polar coordinates (r,θ ) the TE modes can be expressed as [57, chapter 3] - [99]
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and the TM ones as


































with m ≥ 0 and n > 0. The function Jm (·) is the Bessel function of first kind of order m and J′m (·) is its
derivative; the values χmn and χ
′
mn identify the n-th zero of the m-th Bessel function and of the derivative
of the m-th Bessel function respectively.
In circular waveguides the azimuthal index m is also used to divide the spectrum into monopole modes
(m = 0), dipole modes (m = 1), quadrupole modes (m = 2) and so on. With the exception of the
monopole modes, all the other modes exist in two polarisations and this is expressed in the superscripts
ϕ(1) or ϕ(2) in equations (2.26)-(2.27). The first eight modes in the unit circle are depicted in Figure 2.2.
2.1.3 Cavity Resonator
Following [71], from now on, let us consider a domain Ω open, bounded and simply connected
representing the resonant cavity. Furthermore we assume that Ω is a Lipschitz polyhedron [71, chapter 3]
and that the cavity walls are made of superconducting material, i.e. they can be considered as lossless,
source-free, closed structures where the electromagnetic fields resonate with specific eigenmodes.
Since in accelerator cavities no currents are applied and no charges are present, by using time-harmonic
relations (2.13), we can write the final formulation of Maxwell’s equations in a RF cavity as
∇×∇× E= "0µ0ω2E in Ω (2.28a)
∇ · E= 0 in Ω (2.28b)
E× n= 0 on ∂Ω. (2.28c)
On the cavity walls a PEC boundary condition (2.28c) is imposed which prescribes zero tangential electric
field on the conducting walls.
In real cavities even superconducting materials have a non-zero surface resistance, albeit small compared
to a normal metal. As a consequence of this a time-varying current is generated in a thin layer at the
wall boundary (the so called skin depth) proportional to the tangential magnetic field that manages to
penetrate the wall. This current, in turn, leads to power dissipation. To take into account this effect, more
complicated boundary conditions than (2.28c) have to be considered, e.g. Surface Impedance Boundary
Condition (SIBC) [71, chapter 1],[78, chapter 4].
The solution of (2.28) leads to an infinite set of real valued angular frequencies ωn, with 0 < ω1 ≤
ω2 ≤ · · · ≤∞, and a corresponding set of eigenfunctions En.
A particular type of RF cavities is the one obtained by closing a waveguide-like structure with two
metallic end plates at a distance L between each other. The reflections of the fields at both ends generate
standing waves which must fulfil the PEC boundary conditions. Explicitly, one gets [61, chapter 8] - [78,
chapter 2]:





p ≥ 0 (TM modes) (2.29)





p ≥ 1 (TE modes). (2.30)































































Figure 2.2: The first eight 2D wavequide modes in the unit circle. Each mode is labelled as TM or TE.
The first subscript is the azymuthal number m, the second one is the radial number n; the
superscript identifies the polarisation.
Index p identifies the longitudinal distribution of the field extrema and, together with the previously
introduced indeces m and n, allows for the classification of different modes.
The transverse components of the fields can be obtained using (2.14). For the TM modes we have





∇⊥ϕ(x , y) (2.31)
and for the TE modes





∇⊥ϕ(x , y), (2.32)
where γ2 =ω2/c2 − k2 and ∇⊥ identifies the transverse gradient operator.
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Figure 2.3: Electric field (left) and magnetif field (right) streamlines distribution for the accelerating mode
TM010 in a pill-box cavity.
2.1.4 Pill-Box Cavity
A particular case of interest is the pill-box cavity, i.e. a cylindrical cavity, of radius R and length L.
The lowest Transverse Magnetic mode solution of eigenproblem (2.28) is the TM010 mode and it has
longitudinal electric field [61, chapter 8]











which is independent of the cavity length. The TM010 mode is the one preferably chosen for the acceleration
of particles since it is the first mode (with the lowest frequency) with a non-zero electric field along the
longitudinal direction on axis (higher order modes of type TM0np could be analogously chosen). We will
often call this mode the accelerating mode.
It is clear that to accelerate a beam through the cavity one has to cut holes at both ends and add
beampipes for the particles to fly through. The dimensions of the beampipes are chosen in such a way
that their cutoff frequency is well above that of the accelerating mode, which in turns guarantees that the
field is mainly contained inside the cavity. However, these holes disrupt the simple geometry and it is no
longer possible to obtain closed form solutions. Furthermore, since sharp corners can cause undesired
effects on the quality of the field and the beam acceleration (see chapter 2.3 for the definition of the main
quantities of interest), it is often preferable to build cavities with a more complicated shape, or even with
more than one cell. Consequently, it is necessary to resort to numerical computations to evaluate the
performance of these devices.
2.2 Standing-Wave RF Cavities
In the following, we will consider RF cavities operating with a standing-wave electromagnetic field. In
this type of cavities, a RF power supply (e.g. a klistron [96]) is connected through an input coupler to the
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structure (see Fig. 5.1). The geometry of the cavity is such that the power supply frequency matches its
accelerating resonant mode. To correctly excite the desired standing-wave accelerating field, the design is





be the resonant modes of the cavity, i.e. solutions of problem (2.28). The modes can
be ordered according to their frequency f n =ωn/2pi, creating a diverging sequence. The total electric
field is given by the contribution of all the modes [81]




−ıωn tEn (r) , (2.35)
where ane
−iωn t expresses the field variation in time and depends on the power losses on the walls due to
Joule effects, on the power losses through the open surfaces, on the injected power through the coupler
and on the excitation by the particle beam itself (beam loading). Among all these modes, one, denoted by
E0, having the strongest electric field on the axis in the longitudinal direction, is used to accelerate the
beam (see Fig. 2.3). As stated before the mode commonly chosen for acceleration is the TM010 mode and,
up to first order, only this mode is excited in the cavity.
Given the axis-symmetry of the general RF accelerating cavity, the classification of the eigenmodes
usually refers to the pill-box case previously introduced. Exploiting the fact that a cylindrical cavity can
be transformed into any other axis-symmetric cavity by a continuous deformation of its shape, the modes
in the two configurations can be associated to each other. In the general case the matching is not an easy
task, since, particularly for Higher Order Modes (HOMs), neither the longitudinal electric field nor the
longitudinal magnetic field vanish. As a consequence, alternative classifications have been proposed to
achieve an automatic mode recognition [14].
Multi-cell cavities add a further degree of complexity since they correspond to a system of coupled
oscillators. The coupling between the modes of each cell creates groups of modes so that in an N -cell
cavity each mode will split into N different modes. Each of this groups is called a passband [78, chapter 7].
If the connecting irises are small, the coupling between cells decreases and the frequency bandwidth will
be smaller. Given a mode i in a certain passband, the field maxima will differ in each cell j proportionally








As a consequence, modes in an N -cell cavity can be further classified according to their phase advance as
ipi/N modes: the one with the lowest frequency is the 0 - mode, the one with the highest is the pi - mode.
The accelerating mode which is usually desired for acceleration in a multi-cell cavity is the TM010
pi - mode and it corresponds to the last mode in the first monopole passband and is characterised by
a strong longitudinal component of the electric field, which is of alternating sign in each cell. The
synchronisation between the field oscillation and the particle beam should guarantee that the bunch only
experiences the field in the correct direction. For non relativistic particles (β  1), each cell needs to be
longer than its predecessor in order to keep this synchronisation while the bunch is gaining speed.
2.3 Quantities of Interest in Accelerator Design
For a more complete explanation of the physics behind linear accelerators, in particular about beam
dynamics, we refer the interested reader to [81, 96]. Here, we restrict ourselves to the definition of some
important quantities that are commonly used to characterise accelerating cavities, following [78].
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2.3.1 Accelerating Voltage
Let us consider an electron travelling at the speed of light in a resonating cavity. During the transit the
particle will experience a time varying field. As stated previously, for the charge to receive the maximum








where L is the length of the cavity. Provided that the particle enters the cavity at the exact time the
field is changing sign, it will always see the field pointing in the same direction. We can then define the






Ez(r = 0, z)e
ıω0z/cdz
 . (2.38)





The value of Eacc clearly depends on the choice of L. For a multicell cavity, the natural choice is
the geometric cell length. By simple calculation one can see that for the pill-box cavity TM010 mode
Eacc = 2E0/pi.
2.3.2 Power Losses and Quality Factor
Real cavities, even when made of superconducting material, experience currents flowing in a thin
surface layers of the walls. We call Rs the surface resistance which gives us the power dissipated in the








where S is the wall surface and H the magnetic field at the walls.
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H2 ds . (2.44)
Since the constant G is solely dependent on the cavity shape, it is often used to compare cavities without





on the other hand, varies with the cavity size due to the frequency dependence of Rs [78].
2.3.3 Shunt Impedance






It is worth mentioning that definition (2.46) is the most common in accelerator physics. However, other








The one on the left is used in circuit theory, while the one on the right is sometimes used for LINACs. Here,
P ′c is the power dissipated per unit length and is measured in ohms per meter. A large shunt impedance of
the accelerating mode is desirable, since it means that the dissipated power is minimised.
Finally, it is possible to characterise the interaction of the beam with the accelerating mode through the







which is independent of the surface resistance.
Figure 2.4: A superconducting TESLA cavity. (Copyright 2006 DESY)
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2.3.4 Field Flatness and Cavity Tuning
In the case of multi-cell cavities, small variations between cells are sufficient to substantially alter the
field profile. As a consequence of this, the cells need to be tuned in such a way that the accelerating field
is the same in each cell. For a fixed amount of stored energy U0 in the cavity, it is preferable to have equal
fields in each cell for two main reasons: to maximise the accelerating voltage and to minimise the peak
surface fields since they can cause electric field emission (see Fig. 2.5).
We denote with Epk, j the peak value of Ez(r = 0, z) in the j-th cell. The field flatness is measured by
two quantities:
η1 =
1−  max j Epk, j−min j Epk, j
E





 Epk, j , (2.49)
which are typically required to be ≥ 0.95 for a well tuned cavity.
In practice, the tuning is performed through mechanical deformation. The field flatness is measured
by perturbing each cell in succession using a tiny metal tube segment (called bead) which travels along
the cavity axis. Using a circuit model for the cells as capacitively coupled LC oscillators, a set of tuning
parameters is computed which, in turn, give the required frequency shift for each cell [78, 91]. To lower
(resp. increase) the frequency, each cell is shortened (elongated) along the z axis by a tuning machine
which clamps the cavity at the irises and applies forces to obtain a permanent deformation [64].
2.4 TESLA Cavity
The main application presented in this thesis is the simulation of the so called TESLA cavity. The TESLA
Technology Collaboration started in 1994 with the goal of developing a 500GeV center-of-mass energy










Figure 2.5: Electric field distribution in an untuned TESLA cavity constructed with the design parameter
given in Table 2.1 (with PMC boundary conditions at the end irises). On the top, the field along
the cavity axis Ez(x = 0, y = 0, z); in red the values at the center of each cell. On the bottom,
a yz cut of the cavity depicting the electric field magnitude.
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Cavity Shape Parameter Mid-Cup End-Cup 1 End-Cup 2
Equator radius Req 103.3 103.3 103.3
Iris radius Riris 35 39 39
Horizontal half axis at iris a1 12 10 9
Vertical half axis at iris b1 19 13.5 12.8
Horizontal half axis at equator a2 42.0 40.3 42
Vertical half axis at equator b2 42.0 40.3 42
Length L 57.7 56.0 57.0
Wall thickness wt 2.5 2.5 2.5
Table 2.1: TESLA TTF design parameters for the different half-cells [2]. All dimensions are given in mm.
superconducting linear electron-positron collider with high accelerating gradient (Eacc = 25MVm−1)
superconducting cavities. In particular we will focus on the TESLA Test Facility (TTF) design of the
cavities [45] which were installed at Deutsches Elektronen-Synchrotron (DESY)’s Free-Electron Laser
(FEL) FLASH in Hamburg. FLASH is able to produce extremely intense, ultrashort pulsed X-ray laser
flashes.
The TTF cavity is a 9-cell standing wave structure of about 1m in length whose lowest TM mode
resonates at the comparatively low frequency of 1.3GHz. This choice allows for the acceleration of long
trains of particle bunches with very low emittance (i.e. a small spread of the particle bunch in the phase
space), making a superconducting LINAC with TESLA cavities ideal for a free-electron laser in the vacuum
ultraviolet and X-ray regimes. The particles enter the structure already at relativistic speed (β ' 1), so
that the cells in the cavity are all equal in length.
In practice, the cavities are created, one half-cell at a time, by deep drawing of pure niobium sheets.
Deep drawing is a forming process where a thin sheet of material is pressed into shape between two dies
as shown in Fig. 2.6. The material in excess is trimmed using a milling machine and the half-cells are
then joined at the equators through Electron Beam Welding (EBW) [60, 92].
The geometry of the TESLA cavity is given in terms of seven parameters that define the shape of each
half-cell (see Fig. 2.7). The full cavity is then obtained by concatenation of all the half-cells and revolution
of the outline around the cavity axis. If all the half-cells are taken into account, the model of the TESLA
cavity comprises 126 parameters that define the shape of the cavity. Each of these quantities has an
impact on the resonant frequency and the quality of the electric field that is excited during operation.
Figure 2.6: Deep drawing of a niobium sheet into a half-cell.
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Figure 2.7: 2D cut of the TESLA Test Facility cavity
half-cell profile with design parameters.
Figure 2.8: Schematic representation of the accel-
erating mode in a single cell standing-
wave cavity. In blue the electric field
lines, in red the magnetic ones.
2.5 Lorentz Detuning in RF Cavities
It is clear that real cavities will suffer from shape variations with respect to the design, for example
due to manufacturing imperfections. In chapter 4 the impact of this uncertainty is considered using UQ
methods. However, even in a cavity whose geometry complies perfectly with the design specifications,
the inherent nature of the electromagnetic field behaviour can cause domain deformations. As a matter
of fact, the high-energy electromagnetic field inside the cavity exerts a radiation pressure on the walls,
which is responsible for mechanical deformations of the domain. Albeit small, such deformation may
lead to a significant shift of the resonant frequency. These effects, known as microphoning and Lorentz
detuning [36, 41, 51, 101], need to be considered and predicted with high precision in order to achieve a
robust cavity design.
Consider, for the sake of simplicity, a single cell cavity as the one depicted in Fig. 2.9. Let Ωc and Ωw
be the two disjoint open domains representing the cavity and its walls respectively and Γcw = Ωc ∩Ωw
be the interface between the two. The evaluation of the Lorentz detuning effect requires the solution of
two coupled problems: Maxwell’s eigenvalue problem inside the undeformed and deformed cavity to
obtain the accelerating electromagnetic field and an elastic problem in the cavity walls to compute the
deformation. Since the deformations are known to be very small, we choose to employ a linear elastic
model for the walls.
The coupling betweeen the two problems is given by the radiation pressure on the common interface
Γcw which is obtained through a post-processing step from the electromagnetic field [88] and acts a a
source boundary term for the linear elasticity problem. The calculation steps are then as follows:
Step 1. Solve Maxwell’s eigenproblem (2.28) in Ωc with PEC boundary conditions on ∂Ωc. The
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Figure 2.9: RF cavity domains for the Lorentz detuning simulation. In light grey the cavity chamber filled
with vacuum Ωc and in dark grey the cavity walls Ωw. The walls are considered to be fixed at
the irises where the connecting beampipes start.
the possible modes within the cavity. The accelerating mode of interest is the first transverse magnetic
mode TM010 (see Fig. 2.8). Let E0 be the computed electric field and ω
2
0 the corresponding eigenvalue,
then f0 = ω0/2pi is the resonant frequency for the accelerating eigenmode in the undeformed geometry.





In first approximation the accelerating mode is the only mode excited in the cavity and it will exert
a radiation pressure p on its walls. Due to the oscillating nature of the field, this pressure has a static
component plus an oscillating component at frequency 2 f0. In practice, however, the latter can be














 · H∗pk × nc (2.51)
where Epk and Hpk are the field peak values and ·∗ denotes the complex conjugate operator.
Step 3. Solve the following linear elasticity problem in the walls domain Ωw
−∇ ·σ = 0 in Ωw (2.52a)
with the constitutive law
σ = 2η∇(S)u+ κI∇ · u (2.52b)
and boundary conditions 
σnw = pradnw on Γcw
σnw = 0 on Γext
u= 0 on ΓD := ∂Ωw \ (Γcw ∪ Γext)
(2.52c)




while κ and η are the first and second Lamé parameters of the wall constituent material and nw is the
outward unit normal to Ωw. The Lamé parameters can derived starting from the Young’s modulus E and
Poissons’ ratio ν of a given material as:
κ=
νE
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On Γcw the radiation pressure p is applied, while the irises are considered to be fixed.
Step 4. Let the deformed walls domain Ω
′
w be defined as
Ω
′
w ≡ {r+ u (r) , r ∈ Ωw} , (2.55)





cw ≡ {r+ u (r) , r ∈ Γcw} . (2.56)
Furthermore, let Ω
′
c denote the domain enclosed by Γ
′
cw and the two irises.
Step 5. Solve once again Maxwell’s eigenproblem (2.28) in Ω
′















and the frequency shift due to Lorentz detuning as
∆ f0 =
 f0 − f ′0  . (2.58)
This procedure can be carried out iteratively if necessary.
2.6 Summary
After stating the fundamental laws of electromagnetism, the eigenvalue problem for the time-harmonic
fields in a resonator has been derived. A closed form solution is available only when trivial shapes are
considered, e.g. parallelepipeds or cylinders. In the second part of the chapter we have defined the
most common quantities of interest used in RF cavity design and we have proposed a coupled model for
simulation of the Lorentz detuning effect.
Our main interest is the simulation of devices whose performance is highly sensitive to the domain
shape. As such we propose the application of Isogeometric methods for the numerical treatment. In the
following chapter we focus on the discretisation of Maxwell’s eigensystem (2.28) and of linear elasticity
problem (2.52) using IGA, giving particular attention to the construction of suitable approximation spaces




We now enter the world of discrete,
the solution we apply is quite neat:
from computer designs
we can take the B-Splines,
and the diagram will be complete.
The first step in the numerical treatment of a PDE on a domain of interestΩ is, typically, the discretisation
of the domain itself. One classical example is the meshing process of classical FEM which subdivides
the geometry into triangles (quadrilaterals) in the 2D case or tetrahedra (hexahedra) in the 3D case.
Whenever the geometry is non trivial, this immediately introduces an approximation. The use of curved
boundary meshes and higher order elements [71] alleviates this problem, but does not solve it, since
even common curves like conical sections (circles, ellipses, etc. . . ) cannot be exactly represented by a
polynomial map.
In many practical applications the domain Ω is generated through a CAD software, thus a set of basis
functions and a parametrisation of it (or at least of its boundary representation) are already available. IGA
was introduced in 2005 by Hughes et al. [58] with the idea of using the same classes of basis functions
commonly used for geometry description in CAD software, for the representation of the solution of scalar
(or vector) fields. Such basis functions are the so called B-Splines and NURBS basis functions [12, 83].
This distinctive feature allows for the exact representation of geometries defined via CAD, independently
of the level of refinement of the computational grid. Moreover, the commonly employed piece-wise
polynomial spaces are embedded into NURBS spaces, thus IGA can be seen as a generalisation of standard
FEMs. It is worth mentioning the fact that IGA shares the same Galerkin approach as FEM: a weak
formulation of the PDE is constructed and cast in a suitable space V , and a set of basis functions is selected
in order to construct a sequence of proper subspaces Vh → V as h → 0. IGA expands the set of basis
functions from polynomials to the superset of rational polynomials. In many cases a pre-existent code can
be easily modified to work in an IGA setting by changing the basis function construction routines only.
Given the higher regularity of the basis functions employed, the method has been shown to present several
advantages over FEM in addition to the better handling of CAD geometries, like a faster convergence with
respect to the number of degrees of freedom [62] and the possibility to treat higher order differential
operators [4].
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As mentioned in the Introduction, these properties have made IGA appealing for a wide variety of
applications (see chapter 1).
In the simulation of RF cavities it is especially interesting to be able to accurately represent the
geometry throughout the analysis without the mesh approximation, since the use of NURBS guarantees
exact representation of the elliptical arcs that defines the half-cells (see Fig. 2.7). Furthermore, IGA allows
for the domain deformations to be handled in an accurate and straightforward way by changing only a
relatively small number of control points.
As a first step in this chapter we state the variational formulation of the cavity eigenproblem. The weak
formulation requires us to define Sobolev spaces of both scalar and vector valued functions and important
relations that hold between them. The concepts of IGA are then introduced with focus on the application
to RF cavity simulation. In particular we define B-Splines and Non-Uniform Rational B-Splines basis
functions and show how they are used to parametrise geometries. In section 3.4 those functions and
mapping are used to discretise Maxwell’s equations and the linear elasticity problem (2.52). Finally a
brief explanation on how to treat complicated domains using a multipatch approach is given.
3.1 Weak Formulation
To numerically solve Maxwell’s eigenvalue problem (2.28) the Galerkin Ansatz is used. For this purpose
the equations must be cast into weak formulation and suitable choices for the spaces must be made.
A preliminary step before the discretisation is the construction of its weak form and the definition of
the proper spaces in which to cast it.
3.1.1 Vector Functions with Well Defined Curl or Divergence
For the definition of the Sobolev spaces we follow [71, chapter 3] and we denote by Lp (Ω) the classical
Lebesgue spaces endowed with the norm ‖·‖Lp(Ω), and by Lp (Ω) their vector valued counterparts. The
Hilbert spaces Hk (Ω) denote the functions in Lp (Ω) such that their k-th order derivatives also belong to
Lp (Ω), and Hk (Ω) are their vector valued counterparts. When a fixed value is prescribed on a section
of the boundary Γ ⊆ ∂Ω, we will use the common notation Hk0,Γ (Ω) and Hk0,Γ (Ω), where the 0 subscript
denotes homogeneous boundary conditions.
To correctly deal with Maxwell’s equations we need to introduce the spaces of L2 (Ω) functions with
divergence or curl in L2 (Ω). Under the hypothesis mentioned above, the space of functions with
divergence in L2 (Ω) is denoted by H (div;Ω) and defined by:
H (div;Ω) =

v ∈ L2 (Ω) :∇ · v ∈ L2 (Ω)	 (3.1)
with the associated norm
‖v‖H(div;Ω) =
‖v‖2L2(Ω) + ‖∇ · v‖2L2(Ω)1/2 . (3.2)
To solve problems in which the normal component of a vector field is specified on ∂Ω, it is also useful
to consider the subspace of H (div;Ω):
H0 (div;Ω) = {v ∈ H (div;Ω) : v · n |∂Ω= 0} , (3.3)
corresponding to the kernel of the trace operator
γn (v) = v |∂Ω ·n. (3.4)
We denote the space of three-dimensional vector functions with curl in L2 (Ω) as
H (curl;Ω) =

v ∈ L2 (Ω) :∇× v ∈ L2 (Ω)	 (3.5)
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endowed with the norm
‖v‖H(curl;Ω) =
‖v‖2L2(Ω) + ‖∇× v‖2L2(Ω)1/2 . (3.6)
The space H (curl;Ω) is of great importance in the study of Maxwell’s equations since it corresponds to
the space of finite-energy solutions [71].
Let us now assume, for the sake of simplicity, that our domain Ω is simply connected and that its
boundary ∂Ω is split into two disjoint parts, ∂Ω= ΓD ∪ ΓN with ΓD 6= 0. We denote by H0,ΓD (curl;Ω) the
space of functions in H (curl;Ω) with vanishing tangential trace on ΓD:
γt (v) = v|ΓD × n= 0. (3.7)
A more in depth discussion about the trace properties of functions in H (curl;Ω) can be found in [71].
3.1.2 Weak Formulation of the Eigenvalue Problem
The standard variational formulation of (2.28) is [11]: Find ω ∈ R and E ∈ H0 (curl;Ω) with E 6= 0
such that
(∇× E,∇× v) =ω2"0µ0 (E,v) ∀v ∈ H0 (curl;Ω) (3.8a)
(E,∇φ) = 0 ∀φ ∈ H10 (Ω) , (3.8b)




u · v dr. (3.9)
In practice, however, the following formulation is used [11, 98]: Find ω ∈ R and E ∈ H0 (curl;Ω) with
E 6= 0 such that
(∇× E,∇× v) =ω2"0µ0 (E,v) ∀v ∈ H0 (curl;Ω) . (3.10)
In general, there exists two groups of solution of (3.10): static fields (with ω = 0 and ∇× E = 0) and
resonant fields (with ω 6= 0). The first case corresponds to the infinite dimensional eigenspace given
by the gradient of functions in H10 (Ω), while the other eigenvalues form a diverging sequence with











v ∈ L2 (Ω) s.t. ∇ · v= 0	 (3.11)
of integrable functions with zero divergence [11, 71].
Given weak formulation (3.10), it is possible to construct a sequence of finite dimensional subsets
Vh ⊂ H0 (curl;Ω) in terms of a set of basis functions:
Vh = span {vi}Ndofi=1 , dim(Vh) = Ndof. (3.12)
These basis functions are used both for the testing and for expressing the solution field:
E≈ Eh ∈ Vh, Eh =
Ndof∑
j=1
e jv j. (3.13)









 ∀i = 1, . . . ,Ndof. (3.14)
By introducing the stiffness and the mass matrix K ∈ RNdof×Ndof and M ∈ RNdof×Ndof with elements
ki j =
 ∇× v j,∇× vi , mi j =  v j,vi , (3.15)
we obtain to the generalised eigenvalue problem
Ke= λMe. (3.16)
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3.2 IGA Basis Functions
Curves consisting of just one polynomial or rational segment may often be inadequate to represent
complex shapes (for example they might require a very high degree to satisfy the constraints). On the
other hand, B-Spline and NURBS functions enjoy some major advantages that make them extremely
convenient for surface modelling and are therefore the most commonly used technology for solid geometry
modelling on which current CAD tools are based.
Among such advantages we care to mention in particular:
• They can exactly represent all conic sections, i.e. circles, ellipses, etc. . .
• They can be generated by many efficient and numerically stable algorithms
• They can handle arbitrary continuity in single points easily.
In this section we introduce the definition of such basis functions and highlight some properties that
prove to be useful in the analysis.
3.2.1 B-Spline functions
A B-Spline object is obtained as the transformation through an appropriate mapping of a reference
domain in the parameter space to a geometrical entity in the physical space. In one dimension, for
example, this reference domain is typically given by the unit interval [0,1]. For the definition of the
B-Spline basis, the interval is subdivided by a knot vector
Ξ=

ξ1,ξ2, . . . ,ξn+p+1

with ξi ≤ ξi+1 (3.17)
where ξi ∈ [0,1] is the i-th knot and n is the number of basis functions. By convention there is a
distinction between the polynomial degree p of the B-Spline basis and its order p + 1. In the following, we
will always refer to the degree to avoid creating ambiguity with the Finite Element case. Knot vectors can
be uniform, if the knots are equally spaced, or non-uniform otherwise.
Given the knot vector, the i-th B-Spline basis function of degree p, denoted by Bpi (ξ), is defined by the
recurrence formula (Cox-de Boor) [12]:
B0i (ξ) =
¨








ξi+p+1 − ξi+1 B
p−1
i+1 (ξ) , (3.18)
for i = 1, . . . ,n. Equation (3.18) can yield the quotient 0/0 which is defined to be zero. An example of
such basis functions can be seen in Fig. 3.1.





i=1 constitutes a partition of unity.
• Each basis function is point-wise non-negative over the entire domain.
• B0i (ξ) is a step function, equal to zero everywhere except on the half-open interval ξ ∈ [ξi,ξi+1).
The half open interval [ξi, ξi+1) is called the i-th knot-span.
• For p > 0, Bpi (ξ) is a linear combination of two (p− 1)-degree basis functions.
• Each p-th degree function has p − 1 continuous derivatives across the element boundaries (i.e.
across the knots) if they are not repeated.
• The support of the B-Spline of degree p is always p + 1 knot spans.
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(a) B-Spline basis of degree 0. Knot vector Ξ= [0, 1/3, 2/3, 1]




















(b) B-Spline basis of degree 1. Knot vector Ξ= [0,0, 1/3, 2/3, 1, 1]
























(c) B-Spline basis of degree 2. Knot vector Ξ= [0,0,0, 1/3, 2/3, 1, 1, 1]
Figure 3.1: B-Spline basis functions with varying degree on an open, uniform knot vector.
The concepts presented until now can be easily extended to multi-dimensional B-Spline functions using
a tensor product approach. For instance in the 3D case, given the knot vectors Ξd , the degrees pd and the








(ξ)Bp3i3 (ξ) , (3.19)
where p= (p1, p2, p3) and i= (i1, i2, i3) is a multi-index in the set
I = {(i1, i2, i3) : 1≤ id ≤ nd} . (3.20)
3.2.2 Non-Uniform Rational B-Splines
We can now exploit the concepts of the previous section to obtain Non-Uniform Rational B-Splines
shape functions. Starting from the Cox-de Boor formula given in (3.18), we define the rational basis
functions N pi (ξ):








where we assume wi > 0 ∀i.
It is important to notice that from this definitions, B-Splines are nothing else than a particular case of
NURBS, where the weights given to the basis functions are all equal. An other useful way to understand
them is as the projection on Rd of a B-Spline in Rd+1 (see Fig. 3.3).
The higher dimensional basis functions are constructed once again through tensor product as in (3.19).
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(a) B-Spline basis with C1 continuity.












(b) B-Spline basis with C0 continuity at knot 0.4.








(c) B-Spline curve with C1 continuity.








(d) B-Spline curve with C0 continuity.
Figure 3.2: B-Spline basis functions for degree p = 2. The coloured dots indicate the knots positioning.
Knot repetition influences the continuity of the curve.
3.3 Geometry Parametrisation and Modelling of Deformations
To build a B-Spline or NURBS curve, a set of control points needs to be defined. The linear combination
of the basis functions with those points as coefficient, gives the mapping to the physical space. In particular,






i (ξ) . (3.22)
The control points define the so called control mesh (or control polygon) but this mesh does not, in general,
conform to the actual geometry (see Fig. 3.2). On the contrary, the physical mesh is a decomposition of it:
the element boundaries are the image of the knots through the mapping (3.22).
One of the most useful properties in CAD is the possibility to easily handle sharp corners and sudden
changes in regularity of the curve. This is achieved by knot repetition: it is straightforward to see from
(3.18) and (3.22) that a change in the multiplicity of a knot changes the continuity of the curve in
correspondence of that knot. Given ri, the multiplicity of the i-th knot, basis functions of degree p have
p− ri continuous derivatives across the knot ξi. In the particular case of a knot repeated exactly ri = p+1
times, the basis is interpolatory at the knot ξi. We define as open a knot vector whose first and last knots
are repeated p + 1 times (i.e. the curve is interpolatory at its ends). Below, we will always assume to be
dealing with open knot vectors since they will be required in the construction of approximating spaces to
enforce boundary conditions.




Figure 3.3: NURBS projection.
The properties of CAD curves follow directly the properties of the basis functions. For instance,
continuity is controlled by the basis functions, while the control points act as weights, hence the control
points can be modified without altering the curve continuity. Moreover, due to the compact support of the
basis functions, moving a single control point can affect the geometry of no more than p + 1 elements of
the curve. This particular property is obviously one of the main reasons for the frequent usage of B-Spline
and NURBS in CAD, since by moving a control point one can modify just a small portion of the curve.
The main advantage of NURBS over B-Spline curves is the possibility to exploit both the control points
and the weights to control the local shape: as wi increases, the curve is pulled closer to the control point
Pi, and vice versa. While non-rational splines (or Bézier curves) can approximate a circle, they are unable
to represent it exactly. Rational splines, however, can represent any conic section exactly (although, in
general, the parametrisation is not unique).
To construct manifolds and volumes, the parametrisation is once again a tensor product. A net of















Maps of the types (3.22) and (3.23) also present advantages when dealing with deformations. Affine
transformations, for example, are straightforward to apply since it is sufficient to apply the transform-
ation directly to the control net. More complicated changes to the shape can be obtained by using an
isoparametric deformation mapping defined as a NURBS entity in itself, and adding the corresponding
control points. Given, for example, a NURBS curve as in Fig. 3.4a with a set of control points {P(1)} and a
deformation curve defined on the same set of basis functions, i.e. with the same number of degrees of
freedom (Fig. 3.4b), with control points {P(2)i }, the deformed curve is obtained as:








N pi (ξ) . (3.24)
3.4 Isogeometric Discretisation
Isogeometric Analysis, just like classical FEM, is typically based on a Galerkin approach: the equations
are written in their variational formulations, e.g. (3.10), and the solution is sought in a finite dimensional
space with well defined approximation properties. The main difference between the two methodologies is














(b) A NURBS deformation curve






(c) The deformed curve obtained
with control points {P(1) +P(2)}
Figure 3.4: Deformation of NURBS objects can be obtained straightforwardly by combining the control
points of the two mappings.
that in classical FEM the basis functions and the computational geometry are defined using piecewise
polynomials, while in IGA the choice of the basis functions is inherited from the basis functions given by
CAD. If the approximation space for the solution exactly matches the space for the geometry description,
the approach is called isoparametric.
Let us now consider the domain Ω ⊂ R3. We assume that this physical domain can be exactly represented
through a parametrisation of the form
F : Ωˆ→ Ω (3.25)
where Ωˆ is the reference domain [0,1]3, and F is of the type (3.23) and can be computed with the
information given by CAD. We furthermore assume that F is piecewise smoothly invertible. It should be
pointed out that commonly used CAD tools typically provide only a Boundary Representation (B-Rep), that
is the objects are described in terms of their boundaries plus the notion of what is inside the domain of
interest and what is not. For the IGA approach however, a full trivariate description of the computational
domain is needed. In practice, the mapping F needs first to be constructed in a step that is the equivalent
of the meshing in FEM. However, contrary to the wide variety of meshing tools, the construction of F is
still a more or less manual process and only semi-automated procedures are available [73].
3.4.1 The de Rham Diagram
Following [25], given the mapping F and its Jacobian DF, we define the pull-backs:






> (v ◦ F) v ∈ H  curl; Ωˆ (3.26b)
ι2(v) := det (DF) (DF)
−1 (v ◦ F) v ∈ H  div; Ωˆ (3.26c)





In particular, it can be proven that (3.26c) and (3.26d) preserve the curl and the divergence, respectively,
from the reference domain to the physical one (see, for example, [71]). Due to this property, the following
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For the correct approximation of vector fields in the case of Maxwell’s equations, it is necessary to
construct discrete spaces that comply to the same structure to avoid the so called spurious modes.
3.4.2 Conforming Discretisation of Maxwell’s Eigenvalue Problem
In this section we recapitulate the notation that we will use from now on. The more interested reader














α0, . . . ,αn+p
	
and αi = p− ri. Unless otherwise specified we will always assume to be dealing
with B-Spline basis functions. An important property that is true for B-Splines is that, for p ≥ 1 and αi ≥ 0∀i, the derivatives of functions in Spα are still B-Splines. In particular it is straightforward to see that§
d
d x
v s.t. v ∈ Spα
ª
≡ Sp−1α−1. (3.30)





:= Sp1α1 × Sp2α2 × Sp3α3 , Bpi jk(ξ1,ξ2,ξ3) := Bp1i (ξ1)Bp2j (ξ2)Bp3k (ξ3) (3.31)





















































0.∇ˆ ∇ˆ× ∇ˆ· (3.36)
To define the spaces in the physical domain, we use the pull-backs (3.26), that is the proper discretisation
for H (curl;Ω) is
S1 (Ω) =






and analogously for the other spaces. Similar considerations can be carried on for the case of Dirichlet
boundary conditions.
The discretised eigenvalue problem (3.16) is obtained by choosing the discrete space in (3.12) as
Vh (Ω) = S
1 (Ω) . (3.38)
Thanks to diagram (3.36), the eigenfunctions corresponding to ωh = 0 are given by gradients of functions
in S0 (Ω), analogously to the continuous case. The spectral correctness and the convergence of the discrete
approximation to the continuous solution is addressed in [25, 29].
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3.5 Discretisation of the Linear Elasticity Problem
It is not the scope of this thesis to dwell too deeply on how to solve the mechanical problem. Suffice to
say that the classical variational formulation framed in the usual Sobolev space H1 (Ω) is used: Find the
displacement u ∈ H10,ΓD (Ω) such that
− (∇ ·σ,v) = 0 ∀v ∈ H10 (Ωw) . (3.39)
Some more details can be found in [31].
For the discretisation, IGA allows for a fully isoparametric approach, which in turn makes the computa-
tion of the deformed geometry easy to handle.
Let us assume that the computational domain is constructed as a single patch and that the paramet-










:= W p1α1 ×W p2α2 ×W p3α3 , Npi jk(ξ1,ξ2,ξ3) := N p1i (ξ1)N p2j (ξ2)N p3k (ξ3). (3.40)
These are transformed to the physical domain using mapping ι0:
W (Ω) =










u jw j w j ∈W (Ω), (3.42)
we get to the linear system of equations
Au= f, (3.43)
where A is the stiffness matrix given by the stresses and f is the source term given by the electromagnetic
pressure on the internal wall.
The isoparametric concept prescribes to choose as the basis functions for the space W (Ωˆ) the same basis
functions used to define the geometry and its map F. This implies that the discrete solution uh belongs to















over a set of N control points, then the solution uh will have 3N degrees of freedom u j which can be
rearranged according to the three spatial components to create a set of N displacement control points Qi.


















When it is necessary to treat complicated geometries, a single mapping is often not sufficient for its
construction or, albeit possible, it is at least inconvenient. Multipatch can describe the most complex
geometries or can be applied to situations in which multiple material models are present.
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Figure 3.5: Different NURBS parametrisation of a circle. The first possibilty is to let one edge of the
reference domain collapse in the centre (figure on the left); a second possibility is a mapping
with singular Jacobian at the four corners (in the centre). The red circles highlight the location
of the singularities. On the right the 5-patch map chosen with no critical points.
For example, in parametrising the geometries for both the pill-box cavity and for the TESLA cavity,
that are the focus of the present work, we have chosen to use a multipatch approach in order to avoid
singularities in the geometrical mapping. The parametrisation of the circle, and as a consequence of any
cylindrical domain, as a single patch introduces either a collapsed edge or singularities in 4 points along
the circumference (which becomes 4 lines when extruded to obtain cylindrical shapes) [7]. Figure 3.5
shows the two singular cases and the multipatch solution applied in this work.




Ωi Ωi ∩Ω j = ; ∀i 6= j (3.46)
where each of the patches consists of a smooth mapping with smooth inverse of the reference domain Ωˆ
ΩW ≡ Fi(Ωˆ), (3.47)
each of the mappings Fi being defined in terms of NURBS basis functions as in (3.22)-(3.23). We require
that two neighbouring patches share one full face and we denote the interface by
Γi j ≡ Ωi ∩Ω j. (3.48)
The resulting overall geometrical mapping is globally continuous but only piecewise smooth.
For the Maxwell eigenproblem the unknowns Ei are introduced and the problem to be solved in each
patch becomes
∇×∇× Ei =ω20µ0"0Ei in Ωi (3.49)
with the interface conditions
Ei × ni = E j × ni on Γi j (3.50a) 
µ−10 ∇× Ei
× ni = −  µ−10 ∇× E j× ni on Γi j. (3.50b)
with ni the outward normal vector with respect to the i-th patch.
For the linear elasticity problem (2.52) a new set of unknowns ui is introduced, such that u|Ωi = ui
solution of the problem
∇ ·  2η∇(S)ui +λI∇ · ui= 0 in ΩW,i (3.51)
and the overall problem is recovered by imposing continuity of the displacements and normal stresses at
the patch interfaces
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3.7 Summary
Starting from the continuous formulation of Maxwell’s eigenvalue problem (2.28) and of the linear
elasticity problem (2.52), we have derived their weak formulation by introducing proper Sobolev spaces
with well defined gradient, divergence and curl in L2. These spaces satisfy the de Rham complex given
in (3.27). For the discretisation, instead of a finite element approach, IGA has been introduced. This
required the definition of B-Spline and NURBS basis functions and of appropriate mappings from the
reference domain to the physical domain. The discrete spaces obtained are embedded in the same
structure as the continuous ones. Finally, it has been explained how to treat complex geometries by using
multiple patches.
The strong relation between IGA and CAD design allows for the exact description of geometries which
is highly beneficial when the shape has a strong impact on the accuracy of the solution. Furthermore, it
renders the treatment of geometry deformation straightforward without any need of remeshing steps. In
the next chapter we consider the case of uncertain geometry shapes and introduce UQ methods that are
employed for the analysis of PDE with uncertain inputs.
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4 Uncertainty Quantification for the Eigenvalue
Problem
Let’s assume we have a PDE,
with inputs allowed to run free.
A method is there
that you should be aware:
Monte Carlo is not only a Grand Prix!
In practical application, when designing a cavity, expert knowledge, physics considerations and feasibil-
ity constraints are exploited to reduce the number of variables and obtain a final design that complies
with the required specifications, e.g. the fundamental frequency or the accelerating gradient. A full
automatic optimisation procedures would be desirable, but, given the huge number of parameters (see
Table 2.1), this is computationally too expensive. One possible solution is the application of UQ and
sensitivity analysis to identify the parameters with the highest impact on the objective function [87]. The
computation of eigenmodes sensitivities can also be used to ensure that the optimised cavity design is
robust with respect to small perturbations. The computation of these sensitivities and of other stochastic
moments for the eigenmodes of a cavity subject to geometry deformations falls into the field of UQ
methods.
Cavity optimisation is, however, not only applicable to new cavity design. Due to the manufacturing
process, the cavities that are put into operation are often sufficiently different from the design. For a
TESLA cavity half-cell production, for example, tolerances on the shape are usually set at approximately
±0.4mm [60], while the welded cavity, whose total design length (excluding the beampipes at both ends)
is 1010.7mm, can have variations of up to ±2mm [63]. The impact of these manufacturing imperfections
is so relevant that in the design phase cavities are not optimised for frequency and for field flatness since
a tuning process (see section 2.3.4) is nevertheless required.
The mathematical models that have been so far introduced follow a deterministic approach. This means
that the input data, i.e. the cavity geometry, is considered to be given and that the model associates
a solution to each specific input. Real life devices, however, present uncertainties that are typically
categorised into two subsets: manufacturing imperfections regarding, for example, the final shape or
the material properties are usually referred to as aleatory uncertainties, while we talk about epistemic
uncertainties when we refer to the model itself not being necessarily a precise depiction of the underlying
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physics, either due to approximations or unknown quantities. As a consequence of this, both the model
inputs and the model equations exhibit uncertainties and it has become more and more a necessity, in
modern computational engineering, to evaluate the impact of these on the quantities of interest of a given
problem.
In the following chapter, we introduce some methods designed for the modelling of random input data,
with particular focus on the case of uncertain shape, and for the evaluation of stochastic moments of
quantity of interests obtained from the solution of a system of PDEs given those uncertain inputs. In
the last section we present a method of tracking the solution of the eigenvalue problem in the random
parameter space to ensure accuracy of the results.
4.1 Random Input Parameters
Given the eigenmodes in a cavity Ω, (ωn,En), we are interested in the quantification of the sensitivity of
a specific quantity of interest Q(ω,E), e.g. the eigenfrequency of the accelerating mode f0, with respect





In the case of a pillbox cavity, for example, the shape is given in terms of the radius R and the length L
(see Fig. 2.3). The accelerating mode eigenfrequency is given by equation (2.34) and it only depends on
the radius R. The sensitivity of the angular frequency can then be computed analytically:
DRω010 = −χ01cR2 . (4.2)
We are now interested in the situation where the input geometrical parameter is uncertain and can be
described as a random variable with a certain probability distribution function. The aim is to propagate
the uncertainty through the PDE and to compute statistics on the (now uncertain) outputs.
Let us then introduce a probability space (Θ,F ,P) with Θ the sample space of possible outcomes,F the
σ-algebra associated to it and P a probability measure. Let θ ∈ Θ be a random event and Y(θ ) a vector
containing N independent random input parameters Y i(θ ), with a certain probability density function
%(y). In our case, each possible realisation y= Y(θ ) represents a shapes of the cavity, i.e. Ω= Ω(y). We
assume that Maxwell’s eigenproblem (2.28) is well defined for all possible realisations y. The solution of
the eigenvalue problem is in itself a random variable depending on the random event θ
ω j =ω j(y) E j = E j(y). (4.3)
The question is then how the input uncertainty affects the quantity of interest Q(ω,E), e.g., a cavity’s










or the standard deviation std(Q) :=pσ2(Q). However, those integrals can rarely be solved exactly and
thus one relies on numerical methods.
In the particular case of interest for this thesis, the random input parameters y represent possible
realisations of the shape of a resonating cavity. In the simplest case the yi correspond to one or more
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of the design parameter that define the shape. For example, the TESLA cavity is defined in terms of 7
parameters per half-cell, for a total of 126 values (see 2.7). Any combination of these can be used as a
random input for the model [87].
It is often the case, however, that the deformations that occur in real life devices are more complicated,
often disrupting the symmetry of the domain or being correlated, making the analysis more cumbersome.
One possible way to treat this case is the so called Karhunen–Loève expansion (sometimes also called, in
the discrete case, Principal Component Analysis (PCA)).
4.2 Discrete Karhunen–Loève Expansion
Let us assume that we have measured M times the geometric variations and that each of these
observations can be described by an N -dimensional vector ym =

ym,1 ym,2 . . . ym,N
>
(m = 1, . . . ,M).
And let us further assume that all components are normally distributed but possibly mutually correlated.
The vector µ= {µi} denotes the expectation and is computed from the M measurement samples.
We aim to convert the observations into a (possibly smaller) set of uncorrelated variables. The first step
is the collection of all the observations in the matrix T ∈ RM×N
T=

y1 y2 . . . yM
>
, (4.5)
whose columns are the random variables and whose rows are the measured observations. The covariance
matrix is the matrix Σ ∈ RN×N whose elements ci j are defined as






(yi −µi)(y j −µ j) i, j = 1, . . . ,N (4.6)
The main idea [37] is to construct a decomposition of the covariance matrix such that
Σ= ZZ>. (4.7)
There are many possible choices for matrix Z (for example the Cholesky factorisation), but we focus on
the eigendecomposition
Σ= VDV>, (4.8)
where the columns of V are the orthonormal right eigenvectors of Σ, and D = diag(d1, d2, . . . , dN ) is
a diagonal matrix whose elements are the corresponding eigenvalues. It is easy to prove that Σ is
a symmetric positive definite matrix, thus the eigenvalues are all positive and real valued. Without
loss of generality we can also assume that the columns of D and V are ordered in such a way that
d1 ≥ d2 ≥ · · · ≥ dN .
Equation (4.8) corresponds to choosing
ZKL := VD
1/2 (4.9)
and it is easy to see that the decomposition introduced can be exploited to express any random vector
with mean µ and variance σ2 as
y˜= µ+ ZKLε(θ ), (4.10)
where ε(θ ) is an N -dimensional vector whose components are independent and identically distributed
(i.i.d.) samples ∼N (0,1). Expression (4.10) is often referred to as discrete Karhunen–Loève expansion
and y˜ can be interpreted as a first order approximation of the randomness of the measured variables.
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One useful property of eigendecomposition (4.8) is that the stronger the correlation between the
variables, the faster the eigenvalues decay. It is then possible to introduce a further approximation by




where ZtKL is now a rectangular matrix of dimensions N × Nt. The matrix Vt consists of the first Nt
eigenvectors only, while the matrix Dt is the Nt × Nt north-west block of D.
Now we can introduce the truncated discrete Karhunen–Loève expansion
y˜t = µ+ ZtKLεt(θ )≈ y, (4.12)
where the vector εt(θ ) is now of reduced dimension Nt. The random variable y˜t will still have the mean
value µ but covariance matrix
Σt := VtDtV
>
t ≈ Σ. (4.13)
The faster the eigenvalues of Σ decay, the smaller Nt can be selected with respect to N for the same
accuracy. In practice, Nt is often chosen so that the considered eigenvalues represent at least 95% of the







In many cases, instead of extracting the reduced system from the complete eigendecomposition, the
matrices Vt and Dt are obtained through a truncated Singular Value Decomposition (SVD).
The process introduced can be used to significantly reduce the number of random inputs for the UQ
analysis which, as it will be shown in the following sections, can have a huge impact on the performance.
4.3 Numerical Integration of Stochastic Moments
One way to evaluate the statistical moments 4.4 is numerical integration. Here we present two
approaches that are commonly used.
4.3.1 Monte Carlo Sampling
A first approach to numerically estimate integrals (4.4), is the well-known Monte Carlo (MC) sampling
method [67]. In this case problem (2.28) is solved M times, for M random realizations ym (see Fig. 4.1a).
The results obtained for the angular velocity ωn and the electric field En are then used to estimate





Q  ω(yi),E(yi) . (4.15)
Among the advantages of MC methods there is the fixed convergence rate to the exact values that scales
as M 1/2 regardless of the number of random parameters. However, the convergence is rather slow even
when the solution has very smooth variation with respect to the parameter changes. More sophisticated
methods like quasi Monte Carlo [42] or multilevel Monte Carlo [54] are available to mitigate this issue.
























(c) Sparse Clenshaw-Curtis grid of
level 2.
Figure 4.1: Some examples of different choices of collocation points in a two dimensional random para-
meter space: Monte Carlo points (a), Gaussian tensor product points (b), level 2 Clenshaw-Curtis
points (c).
4.3.2 Stochastic Collocation
The main idea of stochastic collocation methods, in an analogous way of that which is performed for
classical numerical quadrature, is to choose points ym in the parameter space in a more clever way than
just randomly like in Monte Carlo, e.g. Gaussian points. By exploiting the solution regularity one can
increase the speed of convergence by approximating the mapping from parameter to solution space by
polynomials of degree p. Depending on the context, this method may also be referred to as generalised
Polynomial Chaos (gPC) [100].
Depending on the distribution of the input variables (uniformly, normally, etc...), the approximation
is constructed by creating a basis of orthonormal polynomials {ψi(y)}p0 and a grid of points yi in the











 Q  ω(yi),E(yi)−E(Q)2 wi, (4.17b)
where to each collocation point yi we have associated a quadrature weight wi. If the exact solution has a
sufficiently smooth dependency with respect to its parameters this method converges exponentially [100].
The construction of these collocation points typically follows a tensor product approach, i.e. they are
chosen independently for each variable and then multiplied in the multivariate case (see Fig. 4.1b). The
direct consequence of this is the exponential growth of the quadrature points with the number of random
variable N (the so called curse of dimensionality). One possible way to reduce this effect is the use of
sparse grids [28] which construct the collocation points in a more clever way. Many different rules for
constructing such grids have been proposed in literature based on the Clenshaw-Curtis rule (see Fig. 4.1c).
We refer the interested reader to [5, 28, 75, 76].
Each collocation point requires the solution of the deterministic eigenvalue problem (2.28) and the
number of points grows rapidly with N . As explained in section 4.2, the use of truncated Karhunen–Loève
expansion can reduce the numerical cost by reducing the number of random dimensions.
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Figure 4.2: First five eigenfrequencies in a pill-box cavity of length L = 71mm and radius R ∈ [29,41]mm.
Continuous lines show the analytical solutions, while markers are the computed solutions
at discrete points. The natural ordering of the computed eigenvalues is unable to identify
eigenmode crossings.
4.4 Eigenvalue Tracking
When dealing with uncertain inputs, the derivation of the discrete generalised eigenvalue problem
(3.16) is still valid, but the parameter dependency of the geometry Ω(y) propagates via the mapping (3.25)
to the stiffness and mass matrices K and M and to the eigenmode solution (see Eq. 3.16):
K(y)v(y) = λ(y)M(y)v(y). (4.18)
It should be noted that since K(y) and M(y) are still matrices built through the IGA approximation
introduced in chapter 3, they are symmetric positive definite matrices with real valued eigenvalues λ(y).
Traditional eigenvalue solvers do not deal with parameter dependent matrices, therefore it is only
possible to solve the eigenvalue problem at discrete sample points in the parameter space. A consistent
ordering of the eigenvalues in the parameter space is not guaranteed. Let us consider, once again, the
case of the pill-box cavity with radius R varying in a range [Rmin,Rmax] and fixed length L. Solving the
eigenvalue problem for discrete values of the radius does not give information on possible eigenvalue
crossings and may suggest a completely wrong dependency of the eigenmodes on the parameter R. This
case is depicted in Figure 4.2. The correct ordering of eigenmodes may be important for cavity design, for
post-processing applications, or to obtain correct statistical measures.
Following [52], we assume that the dependency of the eigenvalues on the parameters is smooth, which
is a reasonable assumption for the case of simply connected geometries not subjected to topological
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changes, and the eigenvalues of the system can be traced. Given two different configurations y0 and y1,
corresponding to two different cavity shapes Ω0 = Ω(y0) and Ω1 = Ω(y1), it is possible to construct an
algebraic homotopy from e.g. y0 to y1:
y(s) = (1− s)y0 + sy1, (4.19)
where s ∈ [0,1]. This mapping allows for the reduction of the dependency of the uncertain quantities
from N parameters to the scalar quantity s, which makes the following one-dimensional analysis feasible.
Homotopies different than (4.19) could be analogously defined, e.g. such that the eigenvalue problems
for 0< s < 1 does not correspond to real geometries.
In the UQ setting introduced above, a set of discrete points yk is given in the parameter space. These
points could be randomly distributed, uniformly distributed or could follow a more clever scheme (see
section 4.3.2). Given a reference configuration y0 (e.g. corresponding to an unperturbed geometry), we
construct for each point yk an homotopy like the one in (4.19), from y0 to yk. The stiffness and mass
matrices are then dependent only on the parameter s:
Kk,s := (1− s)K(y0) + sK(yk) (4.20a)
Mk,s := (1− s)M(y0) + sM(yk). (4.20b)
It is worth mentioning that this step is allowed only if
dim(K(yk)) = dim(M(yk)) = const. (4.21)
With a classical FEM mesh, this condition may not be ensured if for each k the mesh is recomputed from
scratch: the transformation of the mesh to accommodate the deformed geometry should preserve the
number of elements and this process may not be straightforward if the shape changes are non trivial.
In the IGA approach, however, condition (4.21) is automatically verified since the mesh partitioning is
directly inherited from the domain mapping.










For each point k and eigenpair j, the eigenvalue problem (4.18) can be rewritten as a linear system of










where λs := λ j(yk(s)) and es := e j(yk(s)). The subscripts j and k addressing eigenpair number and
collocation point are suppressed for readability, i.e. we consider the point in the parameter space and the
eigenpair to be fixed. The second equation in (4.23) is a normalisation constraint for the eigenvector [68].














+ . . . (4.24)
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which gives, after truncation, a first-order approximation for the eigenpair

e˜s λ˜s





of the eigenvalues and eigenvectors are obtained from Equation (4.23) which
































Higher order predictions can be used, depending on the truncation choice in (4.24).
At the i-th iteration the Newton-Raphson scheme requires the solution of the linear system of equations














with the increments ∆e(i)s and ∆λ
(i)















As a termination criterion for the Newton-Raphson method, the norm of the residual of the eigenvalue
problem (4.23) can be considered as well as the norm of ∆λ(i)s . The required number of Newton iterations
can be used for a stepsize control in order to increase the efficiency and robustness of the algorithm. In
Fig. 4.3 the algorithm proposed is depicted in a flowchart.
It is relevant to note that the tracing method proposed no longer requires the solution of an eigenvalue
problem at each point y in the parameter space, but only in the reference configuration y0. However the
cost of applying Newton algorithm for each eigenvalue and for each step in the tracing needs to be taken
into account. Finally, it is worth mentioning that the choice of the reference configuration y0 may play an
important role in the accuracy of the method: in many cases it is better to choose a point y0 far from the
unperturbed shape since, given the symmetry of the domain, many of the eigenmodes may be degenerate
and difficult to distinguish between each other.
4.5 Summary
Given a PDE model with random input parameters, it has been shown how to compute stochastic
moments of quantity of interests obtained from the solution using numerical quadrature. The methods
proposed are non-invasive and only require solving the problem for different realisations of the input
parameters. In the case of RF cavities it is however paramount to be able to correctly identify the different
modes obtained for each of these realisations. An algorithm for the tracking of the eigenmodes has been
proposed.
In the following chapter we discuss some methods that exploit the typical cavity modularity to speed
up the matrix calculations and to allow for different discretisation strategies to be employed in different
parts of the device.
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Figure 4.3: Flowchart for the proposed eigenvalue tracking method [52].
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5 Substructuring Methods for RF Cavities
If we now want to split the domain,
we should start with a bisecting plane.
Some Lagrange multipliers
our system requires,
and a saddle-point matrix we obtain.
der
In the numerical modelling of linear accelerator structures, the simulation domain is often restricted
to single RF cavities because the direct numerical treatment of the whole chain is computationally too
expensive. The resource requirements in terms of both CPU time and memory occupation become even
more challenging when a large number of simulations needs to be performed, as is the case for uncertainty
quantification or shape optimization. Although the use of IGA in cavity simulation has been proven
to be beneficial both in terms of accuracy and of overall reduction of the computational cost [33], the
simulation of large and complex structures remains an overwhelming task.
A second important issue is the inclusion in the simulation of Higher Order Mode Couplers (HOMCs).
Given the small features of the HOM antennas (see Fig. 5.1) and the tensor product nature of a straight-
forward IGA discretisation, the refinement in the beampipe area would propagate in the whole geometry,
polluting the computational domain and unnecessarily increasing the dimension of the discrete problem.
Other approaches have been proposed in the IGA community to allow for local refinement strategies such
as hierarchical splines [95], T-splines [90], LR-splines [43] or PHT-splines [38], but, to our knowledge, as
of now no stable algorithm is available for three dimensional Maxwell simulation.
In this work we propose the application of domain decomposition techniques for RF cavity simulation.
In particular, we are interested in methods that allow for the coupling of different discretisations such
as IGA and FEM. The goal is to be able to choose an Isogeometric scheme in the main part of the cavity,
where exact geometry description plays a paramount role in the definition of the eigenfrequencies and
wall deformations occur, and a FEM one in the end beampipes, where meshing is most problematic and
tetrahedra allow for the inclusion of the fine details of the HOMCs.
In this chapter, we present two instances of domain decomposition methods. In particular we aim to
obtain a substructuring procedure that can exploit the typical modularity of the accelerator structure to
speed up matrix assembly and reduce memory consumption. Given the necessity for different grids and/or
finite dimensional spaces in different sub-domains, the approximate solution might not be continuous
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Figure 5.1: Higher Order Mode Couplers of the TESLA cavity. On the left the downstream coupler, on the
right the upstream one.
across sub-domain interfaces. The coupling at the connecting circular sections needs to take into account
the non-conformity of the two discretisations (see Fig. 5.2).
In the following we will consider, for the sake of exposition, a partitioning of Ω into Ndom = 2 non-
overlapping sub-domains Ω1, Ω2 with a common interface Γ = Ω1 ∩Ω2 like in Figure 5.3. We will denote
by Σ1 and Σ2 the remaining parts of the boundary, i.e. Σs = ∂Ω∩ ∂Ωs, s = 1,2.
We will also refer to Maxwell’s eigenvalue problem (2.28) and its weak formulation (3.10). A Galerkin
approximation like the one introduced in (3.14) cannot be used because the finite dimensional space
consists of discontinuous functions across the connecting interface Γ , hence it is not a subset of H (curl;Ω)
any more. The approach is to give a weak formulation of (2.28) compatible with the independent
definition of the finite dimensional spaces on Ω1 and Ω2, with the addition of a weak coupling condition
for the tangential fields across Γ .
In the first section of the chapter we introduce the Three-Field Method [16, 85] and in the subsequent
sections we consider three substructuring approaches that can be viewed as specialisations of it. First
we examine the multipatch approach introduced in section 3.6 which can be interpreted, on itself, as
a domain decomposition method where all the interface degrees of freedom are strongly coupled. For
modular geometries the patches can be chosen in such a way that only a reduced number of them needs
to be discretised, thus speeding up matrix assembly. Each patch can be coupled with the neighbouring
ones by matching the interface degrees of freedom. In the subsequent section, a Mortar method is
introduced. This method allows for the coupling of different grids and exploits the inherent properties
of the Isogeometric basis to naturally define the approximation space for the Lagrange multipliers. In
section 5.4, we present an approach inspired by the State Space Concatenation (SSC) method recently
introduced by Flisgen et al. [48, 49] which exploit the modularity of the structure and an analytical
modal basis on the connecting interfaces. All of these methods are cast in the general framework of the
Three-Field Method [16, 85].
5.1 The Three-Field Method
Following [85] we consider the general framework of the three-field method introduce by Brezzi and
Marini [16]. Classical domain decomposition methods typically impose strongly the continuity of the
solution and weakly that of the fluxes (or viceversa) leading to the so called Dirichlet-Neumann schemes.
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Figure 5.2: IGA-FEM approach for full cavity simulation. Each cell is discretised independently with IGA
(orange colour), the two end couplers with FEM (in blue). All the pieces are coupled together
through Mortar and/or State Space Concatenation methods.
Figure 5.3: Domain decomposition into two non-overlapping sub-domains.
The three-field method relaxes both continuity conditions by introducing two sets of Lagrange multipliers
instead of one. This choice allows for fully independent approximations on the two subdomains.
Given the space V s := H (curl;Ω)|Ωs and the bilinear forms
as (u
s,vs) = (∇× us,∇× vs)−ω2"0µ0 (us,vs) ∀us,vs ∈ V s, (5.1)
we introduce the following formulation: for s = 1,2, find Es ∈ V s, σs ∈ Λ′ and λ ∈ Λ such that
a1(E
1,v1)− 〈σ1,v1|Γ 〉Γ = 0 ∀v1 ∈ V 1 (5.2a)
〈ρ1,λ− E1|Γ 〉Γ = 0 ∀ρ1 ∈ Λ′ (5.2b)
〈σ1 +σ2,µ〉Γ = 0 ∀µ ∈ Λ (5.2c)
〈ρ2,λ− E2|Γ 〉Γ = 0 ∀ρ2 ∈ Λ′ (5.2d)
a2(E
1,v2)− 〈σ2,v2|Γ 〉Γ = 0 ∀v2 ∈ V 2, (5.2e)
where 〈·, ·〉 denotes the duality coupling between Λ and Λ′. The Lagrange multipliers ρs impose the
continuity of Dirichlet data on Γ , while σs correspond to Neumann data and their matching is weighted
by the Lagrange multiplier µ.
The finite dimensional approximation of (5.2) requires the choice of suitable subspaces V sh of V
s, Ξsh of





h)− 〈σ1h,v1h|Γ 〉Γ = 0 ∀v1h ∈ V 1h (5.3a)
〈ρ1h,λh − E1h|Γ 〉Γ = 0 ∀ρ1h ∈ Ξ1h (5.3b)
〈σ1h +σ2h,µh〉Γ = 0 ∀µh ∈ Λh (5.3c)





h)− 〈σ2h,v2h|Γ 〉Γ = 0 ∀v2h ∈ V 2h . (5.3e)
All the spaces in (5.3) cannot be chosen independently of each other as compatibility conditions are
necessary to ensure well posedness and stability of the problem (see [85, chapter 2.5.2]).
In the following sections we present three instances of domain decomposition methods that can be
derived from the three-field method.
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5.2 Multipatch
Let us consider the multipatch approach presented in section 3.6. As mentioned before, in IGA,
multipatch is usually applied to treat complicated geometry that can not be represented by a single
smooth mapping of the unit cube. The idea is to discretise all the patches conformingly, i.e. in such a
way that the knot vectors and control points match at the common interfaces and to suitably identify the
degrees of freedom using conditions (3.50).
We define the local stiffness and mass matrices
Ks = {ksi j}=
 ∇× v j,∇× viΩs Ms = {msi j}= "0µ0  v j,viΩs s = 1,2, i, j = 1, . . . ,Ns, (5.4)
with Ns the number of degrees of freedom in subdomain s.





M1 0 00 M2 0
0 0 0
 , (5.5)
where the vectors es collect the degrees of freedom for the electric field in the s-th domain, l are Lagrange
multipliers, and Bs are coupling matrices. Since the degrees of freedom on the interface Γ are exactly
matched, the matrices Bs are simply diagonal matrices that couple the degrees of freedom corresponding
to the tangential components of the electric field from both sides. Thus, some unknown can be eliminated
from the system by static condensation. In practice, this is enforced by numbering the basis functions in
such a way that matching functions have the same index and by mapping the local indices on each patch
to a global index of the multipatch domain (see [94, section 5] for more details).
The multipatch approach can be interpreted as an extreme case of the three-field method in which the
coupling is performed strongly and conditions (5.3c), (5.3d) and (5.3e) vanish completely. The drawback
of the multipatch method is that the discretisation of each patch can not be performed independently and
a compatible discretisation has to be chosen in each subdomain. Furthermore, if we consider the issue of
the non-locality of the refinement due to the tensor product nature of IGA, the matching grids on the
common interface implies that any refinement performed on one patch also pollutes the neighbouring
ones.
In the remainder of the chapter we consider methods that exploit weak coupling to guarantee more
freedom in the discretisation choices on each subdomain.
5.3 Mortar Method
For the introduction to the Mortar method we will follow [85]. Given an IGA discretisation of the type
introduced in section 3.4 in each of the two parts, i.e. the sudomain Ωs is the mapping of the unit cube in
the physical space through a NURBS mapping Fs : Ωˆ 7→ Ωs and a curl-conforming finite dimensional space
for the approximation is given:
V sh ≡






where ιs1 identifies the curl preserving pull-back function (3.26c) given the parametrisation Fs and S
1 is
the space defined in (3.34).
V sh := Vh|Ωs (5.7)
correspond to the restriction of Vh in (3.38) to Ωs.
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The main idea of the Mortar method is to introduce a discrete space Vδ that approximates H0 (curl;Ω)
without being contained into C0(Ω). More precisely:
Vδ :=

vδ ∈ L2 (Ω) |vsδ = vδ|Ωs ∈ V sh , vsδ × n|Σs = 0
	
. (5.8)
To provide an accurate solution of the original problem (2.28), the solution is sought in a well suited
subspace V c
δ
of Vδ that also ensures the matching of the tangential components of the electric field across
the interface Γ . Given that forcing the continuity in a strong sense is, in general, too strict when dealing
with non matching grids, the Mortar methods imposes weak continuity using Lagrange multipliers. In













, the restriction of Eδ ∈ Vδ to Ω1 and Ω2, the following integral coupling condition
should be satisfied:   





= 0 ∀µsδ ∈ Λsδ, (5.9)
with ni the outward unit vector to subdomain i. Here, Λ
s
δ
denotes the space of Lagrange multipliers and
correspond to the restriction to Γ of the functions of V s
δ
. Depending on s, each domain can be master or
slave: by taking s = 2 in (5.9), Ω1 plays as master, that is (5.9) corresponds to generating the value of
E2
δ|Γ from E1δ|Γ . The opposite choice is obviously possible.




(∇× Eδ,∇× vδ)−ω2δ"0µ0 (Eδ,vδ)
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vδ ∈ Vδ |
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= 0, ∀µsδ ∈ Λsδ
	
. (5.11)
For the case where Ndom > 2, the procedure is analogous.
Some more details on Mortaring techniques and about the analysis of the approximation properties of
the Mortar FEM spaces can be found, for example, in [8, 13, 22]. In the following, we will focus on the
differences that arises when dealing with IGA and, in particular, B-Spline spaces.
5.3.1 Isogeometric Mortar Method
Let us set, without loss of generality, Ω1 to be the master side and the Lagrange multipliers space to be
Λ2
δ
. We will drop the index 2 and just write Λδ and µδ. Λδ needs to properly discretise the trace space of
V 2h ⊂ H (curl;Ωs). In particular, being the trace space of H (curl;Ωs) on Γ , it can be proven that Λδ is a
divergence conforming space, subset of H−1/2(divΓ ; Γ ). For a review of the properties of trace spaces of
H (curl;Ω) we refer the interested reader to [18, 21].
In a classical FEM framework the proper discretisation of the trace space is not straightforward. It
typically requires the use of Raviart-Thomas type elements and a baricentric refinement of the boundary
mesh to define the dual space [17]. However, as presented in chapter 3, in an IGA setting the definition
of such spaces usually reverts to properly change the degree of the discretisation for each component of
the vector field and applying the proper pull-back function (see (3.26)).
Let us then consider space V sh defined in (5.6). Let us also suppose that Γ = Fs(Γˆ ) and that, without loss
of generality, Γˆ is the unit square on the reference space corresponding to ξ3 = 0. Then we define the
space
S2(Γˆ ) := Sp1−1,p2−2α1−1,α2−2
 
Γˆ
× Sp1−2,p2−1α1−2,α2−1  Γˆ  . (5.12)
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The Lagrange multiplier space on Γ can be obtained as
Λδ =

v= vˆ ◦ ι−12 | vˆ ∈ S2(Γˆ )
	
, (5.13)
with ι2 the divergence preserving transformation in (3.26d). It should be clear that, given the three
dimensional vector space S1(Ω), it is fairly simple to extract the proper components and to construct Λδ,
which makes the implementation of a Mortar scheme in the IGA setting appealing. When dealing with
an IGA-FEM coupling, it is then desirable to choose s in such a way that Λδ is the trace space of the IGA
space and not the FEM one.
5.3.2 Saddle-Point Formulation and inf-sup Condition





(∇× us,∇× vs)−ω2"0µ0 (us,vs)
 ∀u,v ∈ Vδ (5.14)
b (u,µ) =
  




 ∀us ∈ Vδ, µ ∈ Λδ, (5.15)
to write problem (5.10)-(5.11) as: Find ωδ ∈ R and (Eδ,λδ) ∈ Vδ ×Λδ such that












h and a basis {λk}NΛk=1 for the Lagrange multiplier space, we can write the
local stiffness and mass matrices as in (5.4), while the coupling matrices become
Bs = {bsik}= b (λk,vi) s = 1,2, i = 1, . . . ,N s, k = 1, . . . ,NΛ. (5.17)
Problem (5.16) can be written in algebraic form in an analogous way to the multipatch case to get a
generalised eigenvalue problem of the type (5.5). In this instance, however, the coupling matrices Bs are
not diagonal and do not allow for the static condensation procedure performed before. The final system
























and the coupling matrix B=








System (5.18) is a so called saddle-point problem. It is well known from the theory of mixed formulations
that saddle-point problems give rise to questions about well posedness and stability [9, 15]. In particular,
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the convergence properties of such problems are governed by the verification of the Ladyzhenskaya-Brezzi-







≥ βinf > 0. (5.20)
A practical interpretation of criterion (5.20) is that the space of Lagrange multipliers should not be too
rich with respect to Vδ. When that is not the case, the left hand side matrix in (5.18) becomes singular
and spurious solutions appear.
The analysis of such condition is, in general, a difficult one. A full article on the inf-sup stability
of the proposed discretisation scheme is under preparation [26]. In particular it is possible to prove
that the method becomes unstable when the discretisation degree for the Lagrange multiplier space is
pΓ = pIGA − k, with pIGA the degree of the IGA space and k even.
In the present work, we apply numerical verification of the inf-sup condition using the method proposed
in [30]. In particular, the βinf constant in (5.20) can be estimated by solving the generalised eigenvalue
problem








Although solving (5.21) is clearly not efficient, since it involves the computation of K−1, we use this
test to verify the well posedness of the formulation introduced.
As a final remark, we highlight once again the relation of the Mortar method with the three-field
framework introduced above: in a Mortar approach, one chooses, e.g., Λh in (5.3d) to be Λh = tr(V 1h ).
This simplifies (5.3) since Ξ1h = ;, thus (5.3c) disappears, and Ξ2h = tr(V 2h ).
The Mortar method has the advantage, with respect to the multipatch case, to allow for different
discretisation schemes on different subdomains, at the expense of having to explicitly compute the
coupling matrix B and of solving a saddle-point problem. Furthermore, the computation of matrices
Bs typically requires the construction of the intersecting mesh on the common interface Γ . This is
straightforward when two IGA discretisations are used on both sides, but can become quite cumbersome,
in particular if the coupling is between a hexahedral mesh, like in IGA, and a tetrahedral mesh, like in
classical FEM.
5.4 State-Space Concatenation
This section discusses the SSC method recently introduced by Flisgen et al. [48] and its properties with
respect to standard Domain Decomposition Methods (DDMs).
In the SSC method, the typical linear accelerator structure is exploited for the decomposition. The
geometry is decomposed into smaller sub-domains in correspondence of waveguide like section, e.g.
between each cavity, so that physical knowledge about the waveguide dispersion relation may be taken
advantage of.
The undampened modes in the waveguide are excited in each part using a superposition of waveguide
modes on the interface Γ . These modes are given by the eigenfunctions of a two-dimensional Laplace
operator. The model for the complete system is then recovered by treating each sub-domain as a dynamical
system with given Input/Output characteristics and by coupling the I/O ports of neighbouring cells.
Outside excitations can be treated in the same way by imposing waveguide ports on the corresponding
boundaries.
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In addition to this coupling strategy, the SSC method also implements Reduced Order Models (ROMs) to
scale down the size of the problem for each piece of the structure. Similar methods have been proposed in
literature for different kinds of application such as mechanics [46] or fluid dynamics [59] where, instead
of the waveguide modes, the general concept of port reduction is used. For the purposes of this thesis, we
are interested in the SSC method as a substructuring method where the typical structure of LINAC cavities
is exploited for the selection and computation of the Lagrange multipliers on the coupling interfaces.
5.4.1 Input/Output System
Let us consider, Maxwell’s eigenvalue problem (2.28) in a cavity of domain Ω. On each sub-domain, we
denote by Es the restriction of the solution E on Ωs, i.e. E
s = E|Ωs , and we write the following problem:
∇×∇× Es =ω2"0µ0Es in Ωs
Es × n= 0 on Σs
(∇× Es)× n= Φ on Γ
(5.23)






The modes ϕk are determined by the cross section of the cut plane Γ and correspond to the eigenfunctions
of the transverse Laplace operator. In [48], the series (5.24) is truncated by selecting the first NΓ <∞
modes. The choice of NΓ is motivated by the physics of the problem. In particular, all the waveguide modes
which can propagate in the frequency range of interest should be part of the modal basis. Furthermore, it
is suggested that a certain amount of evanescent modes should be added: the shorter the waveguide-like
structure across Γ is, the more modes are needed for an accurate solution.
Given the space V sh in (5.6), we introduce the space
V sh,0 =

v ∈ V sh |∇× v|Σs = 0
	
s = 1,2. (5.25)
On each sub-domain, we can write the weak formulation of (5.23) as: Find Es ∈ V sh,0 such that
(∇× Es,∇× v)− (Φ, (n× v)× n)Γ =ω2"0µ0 (Es,v) ∀v ∈ V sh,0. (5.26)
Similarly to the Mortar method, this problem needs a further condition to ensure the continuity of
the global solution E across Γ . The continuity is once again enforced in a weak sense, but the Lagrange
multipliers are chosen to be the waveguide modes ϕk themselves:  
n× E1× n,ϕkΓ =   n× E2× n,ϕkΓ ∀k = 1 . . .NΓ . (5.27)
This continuity condition allows for jumps in the normal component of the field which, in turn, might
cause non-physical charges to appear on the interface Γ . Spurious modes of this type can be eliminated
from the spectrum in a post processing step by imposing the divergence free condition (2.4b) as proposed,
e.g, in [98].
It is easy to see that the discretisation of problem (5.26)-(5.27) gives rise once again to a saddle-point












s = 1,2, i = 1, . . . ,N s, k = 1, . . . ,NΓ (5.28)
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It is worth noticing, that, with respect to the Mortar method, the SSC has the advantage that the compu-
tation of the coupling matrices is completely independent on each side since the Lagrange multipliers ϕk
live on a separate space. When dealing with the coupling of non-conforming meshes across Γ , the Mortar
method requires the construction of a common mesh given by the intersection of the meshes on the two
sides. In the SSC case, however, matrices B1 and B2 can be straightforwardly computed on completely
different meshes. Furthermore, for accelerator cavities with common shapes, the intersection surface Γ is
usually sufficiently simple that the analytical eigenmodes can be used.
The refinement of the subdomains and the choice of the number of coupling modes NΓ is governed by





to the stability of the coupled system. In absence of a rigorous proof, inf-sup test (5.21) can be
used to verify whether the coupled system is stable. The results of such a test is presented in chapter 8.
In a similar way to the previous methods presented, the SSC method can be interpreted as a three-field





bot set to be equal to Λh. It is interesting to notice that in this case there is no master/slave relation but
the formulation is perfectly symmetric.
5.5 Summary
The possibility to exploit cavity modularity for the matrices construction and the necessity of applying
different discretisation approaches on different parts of the device has lead to the introduction of two
substructuring methods based on domain decomposition techniques. Both methods can be cast in the
common framework of the three-field method and lead to the solution of a saddle-point problem which
requires the verification of an inf-sup condition to ensure stability. A numerical test to verify this property
can be applied.








6 Cavity Simulation and Lorentz Detuning
Now I’ll talk about Lorentz detuning,
you know all the theory, I’m assuming.
But before I proceed,
there is something I need:
the field flatness demands some improving.
The numerical discretisation scheme introduced in chapter 3 is implemented using GeoPDEs [94],
an Octave/Matlab package for the solution of PDEs with IGA. Together with the nurbs package [77],
this code allows for the definition of NURBS geometries and the construction of the IGA spaces and the
corresponding matrices.
Two standard solvers for generalised eigenvalue problems are tested: the Implicitly Restarted Lanczos
Method (IRLM) implemented in the ARPACK library [65] and the Jacobi-Davidson method JDQZ developed
by Gerard Sleijpen and Henk van der Vorst [50]. The two methods perform similarly in terms of memory
consumption and, while the IRLM implementation is more efficient, the Jacobi-Davidson solver shows
better accuracy even with very ill conditioned matrices. Unless otherwise specified, the results shown in
the following of the thesis are obtained with the JDQZ algorithm. Since the eigenfunctions of Maxwell’s
eigenvalue problem (2.28) are defined up to a constant, all the computed fields will be rescaled in
such a way that the total stored energy in the cavity is equal to 1 J which is a common choice in cavity
simulation [35].
In this chapter we first present the pill-box cavity case as a verification example: the convergence of the
eigenvalues to the exact solution is shown and the efficiency of the eigenvalue solver when applied to
matrices arising from an IGA discretisation and a FEM one is compared. Furthermore, we present the
results for the Lorentz detuning simulation both for the pill-box cavity, where a closed form solution is
available, and for the single-cell TESLA cavity. Some further comparison with the state of the art FEM
solver Computer Simulation Technology (CST®) is also shown. In section 6.3 we present the numerical
tuning process for the 9-cell TESLA cavity and the frequency shift caused by the Lorentz detuning effect
computed in this configuration. In the last section, as a final example, the optimisation of a β-graded


































(b) Tenth computed eigenfrequency (TM110).
Figure 6.1: Convergence of the eigenfrequencies in the pill-box cavity to the exact value for different dis-
cretisation orders and increasing mesh resolution. In black the expected rates of convergence.
6.1 Eigenvalue Problem in a Pill-Box Cavity
As a verification example, the discretisation scheme introduced in chapter 3 is applied to the case of a
pill-box cavity of radius R = 35mm and length L = 100mm. The closed form solution for the fundamental
mode is given in (2.33) - (2.34). Figure 6.1a depicts the relative error between the first computed
eigenfrequency f1 and the exact solution f
∗
1 . The expected order of convergence for the eigenvalues
is O(h2p) where p is the degree of the basis functions and h is the mesh size [11]. The asymptotic
convergence rates for increasing order of IGA discretisation, which can be appreciated in the logarithmic
scale, correspond to what predicted by the theory. In Fig. 6.1b the analogous graph for the tenth computed
eigenvalue is presented: the order of convergence is preserved although, not surprisingly, the relative
error is approximately one order of magnitude bigger since the eigenvalue is higher in the spectrum.
In addition to the convergence rates for increasing order of IGA discretisation, we are interested in
investigating the efficiency of the solver. The wider support of IGA basis functions with respect to the
classical FEM ones, leads to stiffness and mass matrices with bigger bandwidth and, typically, with worse
conditioning. However, as mentioned in chapter 3, the number of IGA degrees of freedom required to
achieve a given accuracy is smaller which, in turn, leads to a trade off in efficiency.
Given the same cylindrical geometry, a set of IGA matrices are computed, using GeoPDEs, for IGA basis
functions of degree 2 and 3 and for increasing mesh refinement. Analogous FEM matrices are built using
the proprietary electromagnetic field simulation software CST® [35] and, in particular, CST MICROWAVE
STUDIO (CST MWS®) which is well renowned for cavity simulation. We test the standard Lanczos-Arnoldi
solver for the generalized eigenvalue problem both with the IGA matrices and with the FEM ones. In
Table 6.1 we report the number of degrees of freedom required by the IGA and FEM methods to achieve a
given level of accuracy, alongside with the time needed to solve the corresponding eigenvalue problem.
Given the wider support, the IGA matrices are denser than their FEM counterparts. For example, given
an Isogeometric matrix of dimension 50000 and degree 2 approximately, the ratio of non zero elements
over total number of elements is 2.4× 10−2, while for an analogous FEM matrix the ratio is 8.8× 10−4.
However the accuracy-per-degree-of-freedom is higher when using Isogeometric Analysis and this leads to
speed-ups up to 9 times (2nd order, error 1× 10−8) as shown in Table 6.1.
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2nd order 3rd order
IGA FEM IGA FEM
Rel. Error Ndo f t [s] Ndo f t [s] Ndo f t [s] Ndo f t [s]
1× 10−5 1540 0.2 5346 1.7 - - - -
1× 10−6 9828 6.8 46266 21.1 - - - -
1× 10−7 18304 14.8 158050 187.6 - - - -
1× 10−8 47520 95.1 381036 843.4 4480 2.5 15618 5.8
1× 10−10 - - - - 30628 91.7 135246 141.5
1× 10−11 - - - - 97888 542.8 461937 1176.3
Table 6.1: Number of DoFs required to compute the first accelerating mode in the pill-box cavity within
a prescribed accuracy (R = 35mm and L = 100mm, f0 = 3.2783579381GHz). The IGA imple-
mentation is carried out in GeoPDEs [94] while for the FEM simuation CST STUDIO SUITE [35] is
used (empty cells are due to unavailable FEM matrices). The times listed refer to the solution of












(a) Comparison of IGA proposed method and CST® im-












IGA Degree 1 FEM Degree 1
IGA Degree 2 FEM Degree 2
IGA Degree 3 FEM Degree 3
(b) Convergence of CST® results for the resonant fre-
quency with the algorithm proposed in section 2.5.
Figure 6.2: Convergence of the eigenfrequency for the deformed pill-box cavity (design parameters:
R = 35 mm, L = 100 mm, exact frequency f ∗0 = 3.278292919GHz). The IGA simulation is
performed following the steps described in section 2.5. The FEM results are obtained using the
commercial software CST®.
6.1.1 Lorentz Detuning
A second verification example is the simulation of the Lorentz detuning effect on the pill-box cavity.
The steps illustrated in section 2.5 are applied to the first transverse magnetic TM010 mode in the cavity
(the accelerating mode) and the corresponding detuning is computed. By excluding the bases of the
cylinder in the mechanical simulation, the resulting deformation is only radial and the frequency shift
can be computed analytically using once again formula (2.34) with the new value of the radius. The
shifted frequency is compared with the exact solution given by the theory while increasing the mesh
resolution for a given polynomial order (see Fig. 6.2a). Of particular relevance is the fact that neither the
electromagnetic-mechanical coupling nor the geometry deformation through the control points movement
appears to have any detrimental effects on the optimal convergence rates for the eigenvalue problem.
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Figure 6.3: Wall deformation in the 1-cell TESLA cavity due to the Lorentz forces (in green the starting
geometry outline). The displacement has been enhanced of a factor 500000.
Ref. Lev. Nel Ndof f0 [GHz] Shift [Hz] Variation [Hz]
1 30 872 1.314575516 137.64 -
2 240 2760 1.301894514 188.25 50.61
3 810 6336 1.301124581 193.14 4.89
4 1920 12140 1.301005564 189.87 3.27
5 3750 20712 1.300975853 187.01 2.86
6 6480 32592 1.300965893 184.96 2.05
7 10290 48320 1.300961916 183.56 1.40
8 15360 68436 1.300960116 182.59 0.96
Table 6.2: Detuning values for the 1-cell TESLA cavity. The number of elements Nel and the number of
degrees of freedom Ndof refer to the values for Maxwell’s eigenproblem.
As a comparison, we perform the same kind of computation using CST®. The FEM eigenvalue solver
computes the eigenmode and the Lorentz forces which are exported to CST MPHYSICS STUDIO (CST
MPS®) to compute the wall deformation. The information on the displacement is then imported in CST
MWS®, where the detuned frequency f
′
0 is calculated through a sensitivity analysis approach. The results
are depicted in Fig. 6.2a along with the IGA ones. The approach used in CST® leads to a linearisation of
the problem but the method performs well since the deformations are very small. It is also worth noticing,
once again, that, given a fixed number of degrees of freedom, the IGA discretisation presents a higher
accuracy with respect to FEM, particularly for higher order.
In addition to the simulation using sensitivity analysis, the proposed algorithm for IGA is implemented
and tested in CST®. The results show that the level of accuracy reachable in this case for the resonating
frequency is limited to 10−6 (see Figure 6.2b).
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6.2 1-cell TESLA Cavity
A more realistic example is the 1-cell TESLA cavity [2] (see Fig. 2.8). The accelerating eigenmode of the
TESLA cavity is once again the T M010 mode at 1.3GHz. The frequencies for undeformed and deformed
geometry are computed on six meshes with an increasing number of subdivisions (Table 6.2). In the last
column of Table 6.2 we report the difference between the values of the frequency shift computed at two
subsequent levels of refinement, which shows the convergence of the method and that approximately
70000 DOFs, are sufficient to achieve an accuracy of about 1Hz. In this last case, the total computational
time (geometry creation, matrix construction, two eigenvalue solutions and the linear elasticity problem
in between) is approximately 10min. In Fig. 6.3, the undeformed and deformed geometry are compared.
The computed displacement is in the nm range, which is in good accordance to results reported in
literature [2].
6.3 9-cell TESLA Cavity
The 9-cell TESLA cavity is constructed with the nurbs toolbox in Octave/Matlab [77] using the TTF
design parameters of Table 2.1. In operation, the beampipes that connect each cavity are 141.6mm
in length, with couplers connected to it to avoid the trapping of HOMs in the cavity (see Fig. 5.1). As
mentioned in the previous part of the thesis, the simulation of the cavity with the couplers is unaffordable
with a classical IGA approach due to the impossibility of local refinement strategies. As a first step simple
cylindrical beampipes with no couplers are added at the cavity irises, with a longer longitudinal length of
365mm (see Fig. 6.4). This is a common choice in cavity simulation that aims at rendering negligible the
effects of the boundary conditions at the end caps of the beampipes on the eigenmodes [97].
In Table 6.3 the first 60 eigenmodes are listed. The results are obtained using second degree B-Spline
basis functions and approximately 200000 degrees of freedom. The first nine modes correspond to the
first passband of TM010 modes and are well separated from the higher ones. The last mode in the passband
is the pi-mode and is the one used for acceleration (highlighted in grey in the table). HOMs are more
difficult to categorise since the different monopole, dipole and quadrupole modes start overlapping. A
detailed analysis of the different types of modes is not the scope of this work; the interested reader can
find more information in, e.g., [97].
As expected the direct computation of the eigenfrequency and of the electric field distribution in the
TESLA cavity, using the TTF design parameters, shows that the cavity needs a tuning process. The
frequency is approximately a MHz off the nominal value and the field is concentrated into the centre of
the cavity and drops to smaller values in the outer cells as can be appreciated in Figure 6.5. By using the
definitions (2.49) it is possible to quantify the so called field flatness as
η1 = 76.81% and η2 = 92.39%.
To achieve the correct distribution of the electromagnetic fields a tuning procedure of the computational
domain is required (see section 2.3.4). Since mimicking the mechanical procedure that real cavities are
subjected to would be infeasible, the shape is tuned through a numerical optimisation of specific geometry
parameters.
Figure 6.4: Computational domain for the 9-cell TESLA cavity including beampipes at the two ends.
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6.3.1 Field Flatness Optimisation
The goal of the optimisation is to achieve an even distribution of the electric field peaks along the cells
of the cavity, i.e. η1 and η2 defined in (2.49) should be greater than 95%. Furthermore, the frequency of
the accelerating mode should be tuned as close as possible to 1.3GHz.
To numerically achieve these goals, the geometry parameters that are typically chosen for the optimisa-
tion are the length of the two end-cups half-cells l1 and l2 and the equatorial radius of the cells Req. The
first two parameters strongly influence the field flatness, while the equatorial radius is mainly responsible
for fixing the frequency of the cavity. The three parameters are used for a non-linear constrained optimisa-
tion procedure using the Sequential Quadratic Programming (SQP) method [74] in Matlab. The bounds
for the parameters are set to ±1.5mm. The objective function for the optimisation is
Jtune = e
|η1−1| + γe| f − f ∗|/ f ∗ , (6.1)
where f ∗ = 1.3GHz and the scalar value γ can be chosen to favour the field or the frequency tuning.
In the results shown γ = 10. The derivative of the objective function are evaluated with centred finite
differences.
Figure 6.6 shows the field after the optimisation step. The tuned parameters are
l1 = −0.27879mm l2 = −0.15585mm Req = 0.06685mm (6.2)
and manage to tune the frequency of the accelerating mode to ftuned = 1.300001363 and the field flatness
to
η1 = 97.76% and η2 = 99.15%.
In Figure 6.7 the longitudinal electric field Ez of the nine modes in the TM010 passband are depicted on
a xz cut for the tuned TESLA cavity. Figure 6.7i shows the pi-mode: by synchronising the particle beam
flying along the axis with the oscillation of the field, the charged particles are always entering a new cell
when the longitudinal component of electric field has flipped, always experiencing a force in the correct
direction.










Figure 6.5: Absolute value of the longitudinal electric field |Ez| in the untuned TESLA cavity. The computed
value for the field flatness are η1 = 76.81 and η2 = 92.39.
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Figure 6.6: Absolute value of the longitudinal electric field |Ez| in the tuned TESLA cavity. The computed
value for the field flatness are η1 = 97.76 and η2 = 99.15.
6.3.2 Lorentz Detuning
Using the tuned geometry parameters (6.2), we evaluate the impact of the Lorentz detuning on the
9-cell TESLA cavity. For this simulation we consider the beampipes to be fixed, i.e. homogeneous Dirichlet
boundary conditions are imposed at surfaces ΓD in Figure 2.9.
The material parameters used to model the behaviour of Niobium in the linear elasticity problem are
Young’s modulus E and Poissons’ ratio ν given by [1]:
E = 104.9GPa ν= 0.397, (6.3)
from which the first and second Lamé parameters can be derived according to (2.54).
The computed value for the deformations are in good agreement with the literature [2] and the
computed frequency shift is approximately 1 kHz.
6.4 Optimisation of the Low β Cavity for the S-DALINAC
As a final example we test the tuning procedure on the design of the new injection cavity for the
S-DALINAC in Darmstadt [93]. This cavity is currently under development and is supposed to be placed
at the beginning of the accelerator structure in order to increase the energy of the particles from the
non-relativistic range, to relativistic velocities. As a consequence, conversely to the TESLA cavity presented
above, this low β cavity needs to be adapted for particles flying in the range β = 0.2∼ 0.6. One of the
possible design options foresees a 5-cell superconducting structure whose cells need to be adjusted in
length in order to accommodate for the increasing speed of the beam. In particular, the injection energy
for the electrons is 100 keV and with an amplitude of 5MVm−1 the cavity should bring the electrons close
to the speed of light (95%). The starting design is depicted in Fig. 6.8 and the geometry parameters are
given in Table 6.4.
This design was created by considering the 20-cell non-superconducting structure already in operation
as a starting point. A 5-cell cavity is created and scaled to take into account the temperature change from
room temperature to the temperature of liquid helium. The cavity is stretched in the longitudinal direction
to accommodate for the relativistic change in velocity and then the scaling is distributed geometrically on
each cell by a constant factor (see Table 6.5) [72].
This design is not optimised since it is still far off the nominal operational frequency of 3GHz and
energy is not evenly distributed in the cells (see Table 6.6 and Figure 6.9). The equatorial radii Req of
each cell need to be tuned in order to get the correct frequency and field distribution.
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For this optimisation the cavity is considered to be magnetically closed at the irises with no beampipes
included. As afirst step we do not consider the presence of the input coupler and its three dimensional
effects, and the model for the structure is simplified to a 2D section, cut in half along the axis with a
symmetric boundary condition and axisymmetric basis functions in order to take into account the rotation.
The objective function for the optimisation is the one given in (6.1), but the non-gradient based method
Bounded Optimisation BY Quadratic Approximation (BOBYQA) [84] is tested. This method does not
require additional function evaluations for the computation of the gradients.
The computed optimal values for the equatorial radii of each cell are given in Table 6.7. The frequency
is brought in the kHz range of the nominal frequency and the both η parameters are well above 95%.
A full 3D simulation was performed with the optimised geometry and the longitudinal electric field











Figure 6.7: Longitudinal electric field Ez for the nine modes in the first monopole TM010 passband. The
results shown are for the tuned TESLA cavity. Mode (i) is the pi-mode used for acceleration































































Table 6.3: First 60 computed eigenfrequencies in the TESLA cavity for the untuned and tuned configuration.
The 9th mode (highlighted in grey) is the TM010 pi-mode used for acceleration.
It should be pointed out that this tuning is only the first step in the optimisation of the cavity for
operation. Future work need to take into account a particle tracking model in order to verify the
acceleration of the electrons and attempt to maximise the energy transferred to the beam.
Cavity Shape Parameter Cell 1 Cell 2 Cell 3 Cell 4 Cell 5
Equator radius Req 43.44542 43.44542 43.44542 43.44542 43.44542
Iris radius Riris 16.5627 16.5627 16.5627 16.5627 16.5627
Horizontal half axis at iris a1 3.2 3.7184 4.32 5.0208 5.8336
Vertical half axis at iris b1 3.0592 3.0592 3.0592 3.0592 3.0592
Horizontal half axis at equator a2 21.98 25.54076 29.673 34.48662 40.06954
Vertical half axis at equator b2 23.82352 23.82352 23.82352 23.82352 23.82352
Length L 25.18 29.25916 33.993 39.50742 45.90314
Table 6.4: Low β cavity design parameters for the different cells. All dimensions are given in mm.
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Cell 1 Cell 2 Cell 3 Cell 4 Cell 5
1 1.162 1.350 1.569 1.823
Table 6.5: Horizontal scaling factors for the Low β cavity cells.
Figure 6.8: Starting design of the low β cavity for the S-DALINAC. The cavity cells get longer in order to











Table 6.6: First 9 computed eigenfrequencies in the low β cavity for the untuned and tuned configuration.
The fifth mode (highlighted in grey) is the TM010 pi-mode used for acceleration.












Figure 6.9: Absolute value of the longitudinal electric field |Ez| in the untuned low β cavity. The computed
frequency for the TM010 pi-mode is funtuned = 3.061691596GHz. The computed value for the
field flatness are η1 = −117.36 and η2 = −5.09.
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Figure 6.10: Absolute value of the longitudinal electric field |Ez| in the tuned low β cavity. The computed
frequency for the TM010 pi-mode is ftuned = 3.000004153GHz. The computed value for the
field flatness are η1 = 98.60 and η2 = 99.43.
Cell 1 Cell 2 Cell 3 Cell 4 Cell 5
44.36142 44.54542 44.01642 43.49642 42.85042
Table 6.7: Optimum value of Req for the β cavity cells.
Figure 6.11: Longitudinal electric field in the tuned low β cavity for the S-DALINAC.
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7 Uncertainty Quantification
Two eigenvalues enter in a bar
(if you think it’s a joke you’re quite far!)
’cos when the cavity is changed,
they get mixed and rearranged,
and the result might become too bizarre.
This chapter deals with the evaluation of the sensitivity of the eigenfrequencies of RF cavities with
respect to geometrical uncertainties. In the first section we consider, as an example, a pill-box cavity
with uncertain radius where a closed form solution is available. We then evaluate the case of a single
cell TESLA cavity subject first to uncertain design parameters and, secondly, to elliptical deformations. In
the second section, starting from real measurements, we present the case of the 9-cell TESLA cavity with
uncertain cell eccentricity. The numerical quadrature for the evaluation of the statistical moments makes
use of the eigenvalue tracking algorithm introduced in section 4.4.
7.1 Pill-Box Cavity
As a first example with closed form solution, we consider once again the pill-box case. Let the cylinder
height L = 0.1m and the radius R be uncertain. We assume the design value for the radius to be
R = 0.05m, and that it follows a uniform distribution R ∼ U (0.04m,0.06m). We are interested in
the expected value of the eigenfrequencies and their sensitivity to the radius change. The solution of
Maxwell’s eigenvalue problem in the cavity is obtained using second degree IGA basis functions and
21692 degrees of freedom. The pill-box cavity as well as the electric and magnetic field distribution of
the fundamental TM mode are shown in Fig. 2.3.
In order to be able to correctly classify the eigenmodes for the UQ, we apply the proposed eigenvalue
tracking technique introduced in section 4.4 to follow the eigenfrequencies over the parameter range
R = 0.04m − 0.06m. The exact values are well known (see (2.33) - (2.34)) and a transition of the
fundamental mode from TE to TM is expected at approximately R≈ 0.0492m.
To illustrate the necessity of the eigenvalue tracking, the frequencies obtained by solving (2.28) at
discrete sample points Ri are shown in Fig. 7.1. As it can be appreciated, the eigenvalues cannot be
associated to specific modes. It is worth mentioning that, in this simple example, the eigenmodes can be
distinguished as a post processing step by analysing the eigenvectors. Since the deformed cavity maintains
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Figure 7.1: Eigenvalues in the pill-box cavity for dif-
ferent values of the radius R.











Figure 7.2: Traced eigenvalues in the pill-box cavity.









Figure 7.3: Expectations and 3σ-intervals for the
eigenfrequencies in the pill-box cavity


























Figure 7.4: Standard deviation for the frequencies
in the 1-cell TESLA cavity with uncertain
design parameters.
its cylindrical shape for any value Ri, the electric field distribution can be used to uniquely identify the
modes as TMmnp or TEmnp and the degenerate modes remain degenerate in any configuration such that it
is irrelevant to distinguish them. However, this is not possible for general deformed cavities where more
complicated deformations may disrupt the classification into TE and TM modes and separate or unify
degenerated solutions, rendering the distinction between them relevant.
For this example, we substitute the algebraic homotopy (4.19) with the physical system matrices K(R)
and M(R) such that all eigenvalue problems correspond to the actual deformed geometries. In this case,
the derivatives K′ and M′ are obtained by applying finite differences. Figure 7.2 demonstrates the results
of tracking eigenvalues and is able not only to correctly identify the change in fundamental mode, but
also the crossing of the HOMs.
To determine the first two statistical moments of the 6 lowest eigenfrequencies at the midpoint r = 0.5
we create a one dimensional grid of N = 5 Clenshaw-Curtis collocation points and use Gaussian quadrature
as explained in section 4.3.2. The results are depicted in Fig. 7.3. The relative errors of the numerical
72 7 Uncertainty Quantification
estimates with respect to the closed form reference solution are below 3.5 · 10−4 for both expectation
values and standard deviations.
The same tracking technique is applied for the sensitivity analysis of the first 8 frequencies in the 1-cell
TESLA cavity under different kinds of shape uncertainties. First we consider the 7 design parameters (see
Table 2.1) to be uncertain. The deviations with respect to the nominal value are uniformly distributed
in the range of ±1mm, i.e. ∼ U (−1mm,1mm). A Clenshaw-Curtis grid of level 2 is constructed for a
total of 113 collocation points. The eigenvalue problem is solved for one deformed configuration which is
used as reference for the construction of the homotopies to the other points in the parameter domain. For
each of these points and for every mode, the algorithm in Fig. 4.3 is used and the computed frequencies
are used to evaluate the mean value and the standard deviation using equations (4.17). The results (see
Fig. 7.4) show that the first monopole mode M1 and the second dipole mode D2 are less sensitive than the
other ones. It is also worth noticing that since the random input does not affect the cylindrical symmetry
of the cavity, both polarisations of the dipole modes behave in the same way.
As a second case, we introduce three dimensional effects by disrupting the axisymmetry of the cavity.
Given the design parameters that outline the wall of the cavity, instead of a straightforward revolution
around the cavity axis, we consider a revolution along an elliptical path
x = a cos(t) (7.1)
y = b sin(t), (7.2)
with a and b uniformly distributed. In particular a, b ∼ Req+U (−2mm,2mm). Using a level 3 Clenshaw-
Curtis grid (29 collocation points in total) we repeat the analysis as in the previous case. In fig. 7.5a it
is possible to notice that the standard deviations for all the modes are similar, but in this instance the
second dipole mode is the most affected. Although the geometry changes the rotational symmetry, since
parameters a and b have the same distribution, the behaviour of the different polarisation of dipole modes
remains symmetric.
As a consequence, as a final test, we consider only parameter a to be uncertain. The results depicted
in Fig. (7.5b) show the different impact of the shape deformation on the different polarisation of the
first and second dipole modes. It is important to mention that without the tracking method, it would be
extremely difficult to differentiate between the two polarisations since a visual verification for all the
computed modes would be required.
7.2 9-cell TESLA Cavity with Eccentric Cells
The final application example we consider is derived from real cavity measurements obtained from
the DESY database [40]. The database contains measurements of different shape parameters for several
hundreds of cavities produced for the FEL FLASH, both before and after welding of the half-cells. In
particular we consider the measures of the position of each of the cell’s centres with respect to the ideal
axis of the cavity (see Fig. 7.6).
We consider 18 variables, corresponding to the displacement of the nine cell’s centres in the x and y
direction and we collect approximately 700 observations for each of them in a matrix T. The deformations
appear to be normally distributed, but they also show correlation between each other. To obtain
uncorrelated variables for the UQ process, and to reduce the size of the parameter space, the truncated
Karhunen–Loève decomposition introduce in section 4.2 is applied. This allows for the reduction from 18
to 7 variables.
Given the vector of mean values
µ=
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(b) Only a is uncertain.
Figure 7.5: Standard deviation for the frequencies in the 1-cell TESLA cavity with uncertain elliptic shape.
On the left both axis a and b of the ellipse are random variables with uniform distribution, on
the right only the a axis is varying.
with µix and µ
i
y the mean values for the x and y displacement of the centre of the i-th cell respectively,
and the coordinates of the centres of the cells z i, we create the set of points
Qµ =
µ1x . . . µ9xµ1y . . . µ9y
z1 . . . z9
 , (7.4)
which represent the expected centres of the cells. Given these points it is possible to construct the
interpolating B-Spline curve Cµ [83, chapter 9], with control points Pµ. By knot insertion [83, chapter 5],
we can ensured that the curve Cµ has the same number of control points that the TESLA cavity geometry
has in the z direction.
In an analogous way, we consider the columns z1, . . . ,z7 of the eigenvalue decomposition matrix ZtKL
(see Eq. (4.9)) and we create the points Q jKL, for each column j = 1, . . . , 7, which do not have a physical
interpretation any more, other than being a representation of the variability of the j-th Karhunen–Loève
mode. A set of interpolating B-Spline curves C jKL, with control points P
j
KL, is constructed.
The collocation points for the numerical quadrature are created with a Smolyak grid of level 2, with
3 Gaussian points along each direction, for a total of 127 points. For a given collocation point ym it is
possible to use Karhunen–Loève expansion (4.10) and the curves Cµ and C
j
KL to build the deformation
curve Cy which has control points






where we have exploited the fact that both curves have the same basis (see Eq. (3.24)). Since Cy belongs
to the same space as the TESLA geometry mapping, it is possible to easily deform the domain shape to
obtain the deformed cavity at point y. In Fig. 7.8 the deformed domain is shown.
The results for the standard deviations of the 9 modes in the first TM010 passband are depicted in
Fig. 7.7. These correspond to deformations 50 times bigger than the measured once in order to be able to
catch the variability with a reasonable accuracy without needing a hugely refined mesh. It is noticeable
how the last two modes in the passband are more than 4 times more sensitive than the other ones.
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Figure 7.7: Standard deviation of the TM010 mode
in the TESLA cavity with eccentric cells.
The results are obtained with deform-
ations 50 times bigger than the meas-
ured ones.








Figure 7.8: Outline of a TESLA cavity with eccentric cells. The deformation is enhanced of a factor 500.
In black the offsetted centres of the cells, in green the interpolating curve and in blue the
deformed cavity.
7.2 9-cell TESLA Cavity with Eccentric Cells 75

8 Cavity Substructuring
Some test I will show you below,
to ensure that the methods don’t blow.
Both Mortar and SSC
on this point can agree:
that the beta should reach a plateau.
In this chapter we present some tests of the applicability of the two substructuring methods introduced
in section 5. First we consider the Mortar method both in the case of a single patch and of a multipatch
geometry. Then 2 TESLA cavity cells are coupled together and the results are compared to the simulation
of the complete geometry. The inf-sup condition (5.20) is evaluated numerically and the stability is
verified. The SSC method is then considered in section 8.2. Finally the simulation results for a full TESLA
cavity, including the HOMs, obtained by combining both methods is presented.
8.1 Mortar Method
In this section we first test the simple case of a single patch to single patch coupling and then the
multipatch case in section 8.1.2 and 8.3.
8.1.1 Single Patch
The first test performed is a single patch-to-patch coupling. A cubic domain Ω is split in half along the z
direction into Ω1 and Ω2 (see Fig. 8.1). We call Γ the interface between the two. Maxwell’s eigenvalue
problem (2.28) is solved using the Mortar approach described in section 5.3. In Ω1 we choose an IGA
curl-conforming discretisation with degree pIGA = 4 and high regularity rIGA = 3, while in Ω2 a FEM
discretization with Nédélec type hexahedral elements is used with degree pFEM between one and three.
This is accomplished in GeoPDEs by setting the regularity of the basis function space to rFEM = 0. The
grids on the two sides are chosen in such a way that they never match.
On the interface Γ we build the space of Lagrange multipliers with pΓ = 1,2,3 and rΓ = pΓ − 1, using
space (5.12). The mesh used for the quadrature is given by the intersection of the meshes on both sides
which is easy to compute given the tensor product nature of the IGA hexahedral grid.
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Figure 8.1: Mortar coupling between two
patches Ω1 (in blue) and Ω2 (in
orange).













Figure 8.2: Mortar coupling between two patches. Rel-
ative error of the first 20 eigenvalues with








pFEM = 1, pΓ = 1
pFEM = 1, pΓ = 2
pFEM = 1, pΓ = 3
pFEM = 2, pΓ = 1
pFEM = 2, pΓ = 2
pFEM = 2, pΓ = 3
pFEM = 3, pΓ = 1
pFEM = 3, pΓ = 2
pFEM = 3, pΓ = 3
Figure 8.3: Mortar coupling between two patches: βinf constants for different space choices. When
pΓ = pIGA − 2, βinf goes to zero.
Given a, b and c the dimensions of the cube along each direction, the eigenvalues can be computed














∀m,n, p ≥ 0 with at most one index equal to zero. The first 20 eigenvalues and the numerical estimates
for the inf-sup constant βinf (see section 5.3.2) are computed for varying discretisation choices on the
two subdomains by solving generalised eigenvalue problem (5.21). In Fig. 8.2 the relative errors of those
eigenvalues with respect to the closed form solution are reported for the case of pFEM = 3, pΓ = 3 and
with a total number of degrees of freedom Ndof = 21160.
In Fig. 8.3 the inf-sup constants with increasing mesh refinement are shown for fixed pIGA = 4 and
different combinations of pFEM and pΓ . As expected from the theory [26] the saddle-point problem is
unstable when pΓ = p1 − 2.
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Figure 8.4: Mortar coupling between two
multipatch domains Ω1 (in blue)
and Ω2 (in orange).












Figure 8.5: Mortar coupling between two multipatch
domains. Relative error of the first 20 ei-









p2 = 1, pΓ = 1
p2 = 1, pΓ = 2
p2 = 1, pΓ = 3
p2 = 2, pΓ = 1
p2 = 2, pΓ = 2
p2 = 2, pΓ = 3
p2 = 3, pΓ = 1
p2 = 3, pΓ = 2
p2 = 3, pΓ = 3
Figure 8.6: Mortar coupling between two multipatch domains: βinf constants for different space choices.
When pΓ = pIGA − 2, βinf goes to zero.
8.1.2 Multipatch
In the case of multipatch geometries two tests are shown. In the first case we start from the same
geometry as in section 8.1.1 but the two subdomains Ω1 and Ω2 are further split into four patches (see
Fig. 8.4). The discretisation spaces on both sides are constructed following the classical multipatch
approach (see section 3.6) such that degrees of freedom lying on adjacent interfaces are glued together.
The Lagrangian multipliers basis is given by the union of the basis of the four patches subdividing the
interface Γ . Analogous results as in the previous section are depicted in Fig. 8.5-8.6 and show the same
behaviour of the two patches case.
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Figure 8.7: Mortar coupling between two pill-box
multipatch domainsΩ1 (in blue) andΩ2
(in orange).
Figure 8.8: Mortar coupling between two TESLA








p2 = 1, pΓ = 1
p2 = 1, pΓ = 2
p2 = 1, pΓ = 3
p2 = 2, pΓ = 1
p2 = 2, pΓ = 2
p2 = 2, pΓ = 3
p2 = 3, pΓ = 1
p2 = 3, pΓ = 2
p2 = 3, pΓ = 3
Figure 8.9: Mortar coupling between two multipatch pill-box domains: βinf constants for different space
choices. When pΓ = pIGA − 2, βinf goes to zero.
The same test was performed on a cylindrical cavity (see Fig. 8.7) filled with vacuum. The closed form




















2 ∀m≥ 0,n≥ 1, p ≥ 1. (8.3)
In Fig. 8.9 the results for the inf-sup constant are shown.
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8.2 State Space Concatenation Method
For the SSC method we perform similar tests as for the Mortar case. For the SSC algorithm we are
particularly interested in studying the behaviour of the solution with respect to the number of waveguide
modes selected as Lagrange multipliers.
Let us consider the two-patch geometry in Fig. 8.1. Given the interface is a square, the waveguide
eigenmodes ϕk are computed analytically using equation (2.24) and the coupling matrices are obtained
using (5.28). Figure 8.10 shows the convergence of the first and tenth eigenvalue to the exact solution
for the case of matching and non-matching grids, and for different choices of the discretisation degrees,
while keeping fixed the number of waveguide modes NΓ = 18.
In Fig. 8.11 we present the relative errors of the first 20 computed eigenfrequencies in the cube obtained
with a fixed the B-Spline discretisation on both sides (p1 = 3, r1 = 2 and p2 = 2, r2 = 1 with non-matching
grids on the interface) while increasing the number of analytical waveguide modes on the interface.
It is noticeable how NΓ influences the spectral approximation, in particular, when not enough modes
are chosen, since some eigenfunctions can not be represented by the Lagrange multiplier, some of the
higher order modes are not correctly captured. However the size of the coupling space can not be taken
arbitrarily big since the saddle-point becomes unstable. This is illustrated in Fig. 8.12, where the βinf
constant is computed for different choices of NΓ using the numerical test introduced in section 5.3.2. It is
evident that increasing NΓ causes the method to fail if the two subdomains are not refined accordingly.
As mentioned in section 5.4, the SSC coupling allows for straightforward coupling of completely
different grids, since the construction of the coupling matrices B1 and B2 is completely independent. In
Fig. 8.13 the convergence of the first eigenvalue in the cube for an IGA-FEM coupling is shown.
Similarly to the Mortar case, we consider now the pill-box geometry showed in Fig. 8.7. The interface Γ
is a circle, thus the closed form solutions (2.26) and (2.27) can be used to exactly evaluate the waveguide
modes ϕk. We use both the TE and TM modes as the basis. The results for the computed eigenfrequencies












p1 = p2 = 2, r1 = r2 = 1, matching
p1 = p2 = 2, r1 = r2 = 1, non matching
p1 = 3, p2 = 2, r1 = 2, r2 = 1, matching
p1 = 3, p2 = 2, r1 = 2, r2 = 1, non matching












p1 = p2 = 2, r1 = r2 = 1, matching
p1 = p2 = 2, r1 = r2 = 1, non matching
p1 = 3, p2 = 2, r1 = 2, r2 = 1, matching
p1 = 3, p2 = 2, r1 = 2, r2 = 1, non matching
(b) Convergence of the tenth eigenvalue
Figure 8.10: SSC coupling on a multipatch cube: eigenvalue convergence for different choices of the
discretisation degrees and for matching and non matching grids on Γ . The number of
waveguide modes is fixed to NΓ = 18.
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(a) Number of waveguide modes NΓ = 2.














(b) Number of waveguide modes NΓ = 6.














(c) Number of waveguide modes NΓ = 18.














(d) Number of waveguide modes NΓ = 34.
Figure 8.11: SSC coupling on a multipatch cube: convergence of the first 20 eigenvalues for a fixed
discretisation on the two subdomains and an increasing number of waveguide modes NΓ .
the spectrum as a consequence of the coupling due to non-physical charges appearing on the interface Γ .
As mentioned above, these modes can be eliminated by imposing the divergence free condition (2.4b).
8.3 2-cell Coupling
Given the modularity of RF cavities, the proposed coupling methods can be used as a substructuring
method to reduce the computational cost during matrix construction. As shown in Table 2.1, of the nine
cells the TESLA cavity is made of, the central seven are identical, whereas the two end cells are slightly
different. It is then possible to discretise the three types of cells only once and subsequently couple them
together in a block-diagonal system through mortaring.
As a test case, in Fig. 8.8 we show the example of a fictitious 2-cell TESLA cavity. We solve Maxwell’s
eigenproblem with PEC boundary condition on the walls and PMC boundary condition on the outgoing
irises. The single cell parametrisation is constructed in such a way that the left and right iris are not
symmetric, in order to get non-conforming grids on the interface Γ . The cell is discretised only once to

















Figure 8.12: SSC coupling on a multipatch cube:
βinf constants for an increasing num-
ber of waveguide modes. When too
many waveguide modes are chosen
with respect to space discretisation,
βinf goes to zero.











Figure 8.13: SSC coupling on a multipatch cube:
spectrum approximation. On one side
an IGA discretisation with p1 = 3 and
reglarity r1 = 2 is used, while on the
other side classical first order tetrahed-



























Table 8.1: Comparison between the exact eigenfrequencies in the pill-box cavity and the ones computed
using the SSC method. One subdomain is discretised using second order IGA basis functions,
the other with hexahedral FEM. Some spurious modes are present in the spectrum (see Section
8.2).
obtain the curl-curl and mass matrices (respectively K and M) and the two matrices are coupled together
through mortaring in order to get
Kcpld =
 K 0 B10 K −B2
BT1 −BT2 0
 Mcpld =
M 0 00 M 0
0 0 0
 (8.4)
where Bi are the coupling matrices given by the coupling between the three-dimensional IGA space
constructed on Ωi and the two-dimensional space of Lagrange multipliers on the connecting interface Γ
(see equation (5.17) and (5.28)).















Figure 8.14: Convergence of the first five eigenmodes to a highly refined solution obtained with no
substructuring.
Mortar SSC (NΓ = 25) Full Discretisation
Ref. Lev. Ndof tmat[s] tsol[s] ttot[s] tmat[s] tsol[s] ttot[s] tmat[s] tsol[s] ttot[s]
2 ∼ 5000 3.65 1.28 4.93 2.62 1.34 3.96 24.98 1.25 26.23
4 ∼ 25000 20.48 10.01 30.49 17.54 9.87 27.41 90.61 7.57 98.19
6 ∼ 65000 61.45 43.40 104.85 56.79 72.31 129.10 250.55 36.02 286.57
Table 8.2: Substructuring method efficiency.
In Fig. 8.14 some of the eigenvalues computed with the Mortar method for different level of mesh
refinement (with p = 2, r = 1) are compared to a finer solution of the same problem obtained with
no substructuring and the order of convergence is in agreement with the theory. A comparison of the
efficiency of the two substructuring approaches with respect to the solution of the full problem is reported
in Table 8.2. For the SSC method a fixed number of waveguide modes NΓ = 25 is used. It can be
appreciated how the modular construction of the matrices takes less than half the time than the full
discretisation. The solution of the saddle-point matrices of the coupled system scales worse with respect
to the complete simulation, but the overall computational time is still significantly lower.
8.4 Simulation of a full TESLA cavity
As a final example of the applicability of the two coupling methods to RF cavity simulation, we consider
the TESLA cavity, including the two HOM couplers at both ends (see Fig. 5.1). We consider the cavity as if
composed by 11 blocks (7 of which are identical mid cells which can be discretised only once) separated
by 10 circular interfaces. The coupling between the cells is performed using Mortar. The two beampipes
with the HOMC are instead triangulated and the discrete matrices are assembled using lowest order
Nédélec Finite Elements through an in-house code. The coupling of the cavity with the beampipes is
performed using the SSC technique since, as showed before, it is easier to construct the coupling matrices
without the necessity of an intersection mesh. In Fig. 5.2 the enforced subdivision is highlighted.
As a proof of concept we apply PEC as boundary conditions at the couplers (for a real application
specific port boundary conditions would need to be imposed). The results are reported in Table 8.3 where
it is possible to see the presence of some spurious modes at the beginning of the spectrum.











































Table 8.3: First 40 computed eigenfrequencies in the TESLA cavity including the HOMC. The simulation is
performed exploiting both the Mortar and the SSC substructuring methods. Some spurious
modes appear at the beginning of the spectrum (see Section 8.2).
8.5 Model Order Reduction
As mentioned in chapter 5.4, the original SSC method combined the Input/Output formulation with
MOR techniques to reduce the computational effort of simulating long cavity chains [48]. The idea is to



































Figure 8.15: SSC coupling on a multipatch cube using Model Order Reduction (MOR): approximation of
the first 12 modes for an increasing number of eigenvalue samples nσ.
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where Vs ∈ RNdof×n, with n Ndof.
We favour a multipoint reduced basis approach where, given a guess on the eigenvaluesσi (i = 1, ...,nσ),
we solve for Xs,i each linear equations system 
Ks −σiMs

Xs,i = Bs, (8.6)
in order to obtain a matrix Cs = [Cs,1, . . . ,Cs,i−1,Cs,i]. To obtain a reduced orthonormal basis it is possible
to compute the transformation matrices Vs in (8.5) as the collection of the left eigenvectors of Cs through,
e.g., an SVD decomposition.
We test the proposed method in the case of the cubic geometry in Fig. 8.1 in the case of non-matching
discretisation on the interface Γ and a fixed amount of analytical waveguide modes (NΓ = 18). For
this test we exploit the a-priori knowledge on the exact eigenvalues and choose σ1 = 2pi2, σ2 = 3pi2,
σ3 = 5pi2. In Fig. 8.15 the spectrum approximation is shown for an increasing number of chosen samples
nσ = 1,2,3. From a complete system of 6148 degrees of freedom, the MOR reduces significantly the
system dimension to 54, 90 and 126 degrees of freedom respectively.
The application of this MOR method to more complicated geometries and problems where the exact
eigenvalues are unknown is underway.
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9 Shape Optimization of a Stern-Gerlach
Magnet
If you have a Stern-Gerlach device,
you would like the B field to be nice.
If the gradient is strong
you can never be wrong,
and the measure will be more precise.
We now consider a different type of application, where the purpose of the electromagnetic field is
not the acceleration of the particles, but their separation into different trajectories. In particular we are
interested in the simulation and shape optimisation of the so called Stern-Gerlach magnet, which is an
experimental setup used to prove and measure the quantisation of the angular momentum of atoms [86].
A Stern-Gerlach magnet operates by generating a magnetic field with a strong spatial gradient in one
direction. The magnetic field causes a precession of the magnetic dipoles whereas its gradient invokes a
deflection of the particles. In order to obtain a sufficiently large deflection, this magnetic field gradient
needs to be both large and homogeneous in the area between the magnet poles.
The structure of this chapter is as follows. First we give an introduction to the model used for this
application and motivate the choice of IGA for the discretisation. Then we introduce the quantities of
interest in the beam area that are the target of optimisation and finally we present the results of the
optimisation scheme.
9.1 Model for the Stern-Gerlach Magnet
We consider a magnet that is already in operation at KU Leuven in Belgium, which uses a Rabi type
design of the pole-shoe shapes [69] (see Fig. 9.1). The design requirements for the field are a field
gradient in the x-direction greater than 200Tm−1 and a field inhomogeneity of maximum 5%. Both
objectives were achieved, however there is interest in further improvements for future upgrades.
To reduce the computational costs, the optimisation is carried out using a linearised 2D model of the
magnet’s cross section. Furthermore only the pole region is spatially discretised, while the coils and the
yoke are substituted by a magnetic equivalent circuit. For a more in depth discussion on the modelling we
refer to [79]. To further speed up the computation, the non-linear saturation is frozen, i.e., a constant but
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Figure 9.1: 3D model of one half of the Stern-Gerlach magnet (modelled with CST EMS®).
inhomogeneous permeability µ= µ(B0) is used where B0 is evaluated as a post-processing step from a
non-linear computation of the full model.
In the pole region we solve magnetostatic problem (2.12), which can be further simplified given the 2D
assumption to get
∆A∗z = −µJz, (9.1)
with A∗z and Jz the longitudinal components of the magnetic vector potential and of the applied current
density respectively. At the boundary we impose a Robin type boundary conditions given by the magnetic
equivalent circuit [79].
The application of an Isogeometric approach allows for the description of the poles’ shape with a small
number of control points, which reduces the number of optimisation parameters while, at the same time,
maintaining a certain freedom in the shape. Moreover, the global geometry mapping of IGA alleviates
the burden of mesh transformation or remeshing in each step of the process. Finally, given the higher
smoothness across element boundaries that is achievable using B-Spline and NURBS basis functions, we
expect the evaluation of the magnetic field gradient to be more accurate.
9.2 Optimisation of the Pole Shape
Using GeoPDEs [94], the geometry of the pole tips is constructed utilising three patches, one for the
gap region and two for the left and right pole respectively. The boundary control points responsible for
the shape of the pole tips are then used as variables for the optimisation procedure (see Fig. 9.2). The
internal parametrisation has been optimised using the Winslow functional [56], and follows automatically
the deformations of the boundary such that no remeshing or further mesh transformation is necessary.
To define the objective function for the optimisation we introduce the magnetic field gradient in the x
direction τ= d|B|/dx which can be evaluated from the solution for A∗z by post-processing. The average






τ(x , y) dΩ, (9.2)
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Figure 9.2: Design geometry (in blue) and optimised geometry (in red) of the pole tips. In grey the beam
area is highlighted.
The objective function for the optimisation is chosen in such a way that both the requirement for a
high average magnetic field gradient τav = τav(x, y,w) and a low inhomogeneity factor ε = ε(x, y,w),
where we denote with x = {x i}, y = {yi} and w = {wi} the vectors of geometrical degrees of freedom
(x-coordinates, y-coordinates, weights) of the control points that generate the pole shapes (see Fig. 9.2).






where τw is a weight which is set to 8Tm
−1 in such a way that the average magnetic field gradient is as
high as possible without however compromising its homogeneity [79]. The constraints on the control
points are
x1 ∈ [−3;−2]mm, y1 ∈ [1.66;2]mm, w1 = 0.85
x2 ∈ [−5;−2]mm, y2 ∈ [2.5;4.5]mm, w2 ∈ [0.35;2.85]
x3 ∈ [1.5;2.5]mm, y3 ∈ [1.89;2.5]mm, w3 = 0.87
x4 ∈ [−2;2]mm, y4 ∈ [4;5.5]mm, w4 ∈ [0.37;2.87].
Moreover, in order to guarantee perpendicularity at the symmetry plane of the magnet, the lowermost
control points 1’ and 3’ (see Fig. 9.2) of the pole tips are coupled in x-direction to the control points 1
and 3 above them.
For the optimisation a hierarchical approach is chosen: first, starting from the design geometry, the
pattern search algorithm GPSPositiveBasis2N from Matlab’s optimisation Toolbox [70] is used. Being a
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GeoPDEs (2D) CST® 3D
Ωstart Ωopt Improvement Ωstart Ωopt Improvement
τav −240Tm−1 −282Tm−1 12.2% −237Tm−1 −266Tm−1 17.5%
ε 0.0477 0.0122 74.4% 0.0503 0.0201 60.0%
Table 9.1: Stern-Gerlach magnet optimisation results for the average magnetic field gradient τav and the
inhomogeneity ε.
global method, the convergence is ensured regardless of the starting point. In a second step, a gradient
based optimisation scheme is used. To ensure smooth representations of the magnetic field gradients,
which require the computation of two derivatives of the solution A∗z, the order of the basis functions for
the approximation space is set to 5.
The optimised geometry is depicted in Fig. 9.2. The control points and the weights for the new pole
tips configuration are given by
x1 = −2.00mm, y1 = 1.66mm, w1 = 0.85,
x2 = −4.11mm, y2 = 4.50mm, w2 = 1.25,
x3 = 2.50mm, y3 = 1.90mm, w3 = 0.87,
x4 = −2.00mm, y4 = 4.00mm, w4 = 0.37.
The results for the average magnetic field gradient and for the homogeneity are verified through
conventional 3D FEM simulations in CST EM STUDIO (CST EMS®). Table 9.1 shows the two values before
and after optimisation computed with GeoPDEs and CST EMS®. The discrepancies are to be attributed to
the 2D approximation and to the frozen saturation in the IGA code. However, both show a significative
improvement.
The magnetic field gradient τ computed from the 3D FEM simulation are shown in Fig. 9.3c for the
starting and the optimised geometry. In Fig. 9.3f the analogous results are shown for the IGA simulation.
It is worth noticing that the magnetic field gradient from the GeoPDEs simulation exhibits a higher
smoothness thanks to the use of high order B-Spline functions. Both figures show that the average
gradient reaches a higher absolute value and has a flatter behaviour. The different results for the GeoPDEs
simulation and the CST® one are to be attributed to the border effects of the full 3D simulation and to the
fact that the particular model adopted with the field circuit coupling considers the material to be frozen
and discards the non-linearity.
The overall gain in performance is however significant with an average magnetic gradient 17.5% higher
and an inhomogeneity approximately 60.0% lower.







































































(f) Comparison of the gradient τ in the air gap before and after the optimisation with a 2D IGA simulation using
GeoPDEs.
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10 Conclusions and Perspectives
Now the time has come for the end,
you’re almost done reading, my friend.
A summary of the text,
a word on what’s next.
All is left is for me to defend!
In this work the applicability of IGA to the simulation of real world electromagnetic devices has been
addressed. Particular attention was given to those devices whose performance is mainly or significantly
determined by their geometry such as particle accelerator RF cavities or separation magnets. By exploiting
the properties of B-Spline and NURBS basis functions, the IGA discretisation allows for the exact paramet-
risation of the computational domains and for the construction of approximation spaces that guarantee a
higher regularity of the solutions fields with respect to traditional FEM approaches.
The inherent properties of the Isogeometric method allow for the accurate description of small geometry
deformations through a comparatively small number of control points. This proved to be beneficial both
when dealing with the coupled electromagnetic-mechanical problem used for the evaluation of Lorentz
detuning in TESLA cavities and for shape optimisation procedures. The boundary deformation, in
particular, naturally extends in the interior of the domain, without the need for a remeshing step which
would introduce undesired noise on the solution.
Given the high sensitivity of these type of devices to geometrical changes, UQ methods based on
stochastic collocation were applied. NURBS basis functions proved to be particularly useful for the
creation of uncorrelated deformation modes arising from discrete Karhunen–Loève decomposition and for
the deformation of the geometry according to those modes. Given the possibility of eigenvalue crossings in
the parameter space, an eigenvalue tracking method was proposed based on the definition of a homotopy
between the points in the parameter space. The method gave very good results even in the presence of
degenerate modes splitting.
Finally, two substructuring methods based on domain decomposition approaches were introduced. One
is a Mortar method that exploits the properties of IGA spaces to easily define the trace spaces on the
connecting interfaces and the space of Lagrange multipliers. For this method a stability result is given.
The second one is based on the coupling of Input/Output system through the definition of an analytical
basis as the Lagrange multipliers space. Both methods are cast within the common framework of the
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three-field method. The combination of the two approaches allowed for the simulation of the TESLA
cavities by coupling an Isogeometric discretisation in the cavity cells with a classical FEM in the couplers.
Several interesting and important aspects, however, could not be covered in this thesis. In operation
each cavity goes through a tuning process that aims at getting a high field flatness and perfect tuning
of the frequency of the accelerating mode. When applying UQ to evaluate the shape sensitivities, in
order to get more realistic results, the tuning should be applied to each deformed configuration in the
parameter space. A complete shape optimisation for each of the collocation points is clearly unfeasible,
but a simplified model (similar to what is done for the real cavities) could be used.
Another interesting topic for the accelerator facilities is the study of an inverse problem where, given
the field and frequency changes with respect to the expected behaviour, one wants to obtain the geometry
deformations that generated it. The proper mathematical formulation of such a problem is complicated
since it is not even clear if the solution would be unique. A first step in this direction is currently
under consideration in the context of the Deutsche Forschungsgemeinschaft (DFG) network Uncertainty
quantification techniques and stochastic models for superconducting radio frequency cavities.
Another promising research direction is related to the substructuring methods. A mathematical proof
for the SSC saddle-point stability is currently under study. Moreover, the application of model order
reduction on each block, that was proposed in the original SSC method, deserve further investigation
both in terms of the choice of the reduced basis and in terms of stability.
Finally, a research project is currently under way at TU Darmstadt on the applicability to RF cavity
simulation of IGA in conjunction with Boundary Element Method (BEM).
To conclude, we care to mention that IGA interesting properties could be exploited for other types of
electromagnetic devices. At the present time, e.g., the application of IGA to electrical machines simulation
is under study [10].
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Acronyms and Abbreviations
BEM Boundary Element Method
BOBYQA Bounded Optimisation BY Quadratic Approximation
B-Rep Boundary Representation
BVP Boundary Value Problem
CAD Computer Aided Design
CSC Coupled S-Parameter Calculation
CST® Computer Simulation Technology
CST EMS® CST EM STUDIO
CST MPS® CST MPHYSICS STUDIO
CST MWS® CST MICROWAVE STUDIO
DDM Domain Decomposition Method
DESY Deutsches Elektronen-Synchrotron
EBW Electron Beam Welding
FE Finite Element
FEL Free-Electron Laser
FEM Finite Element Method
FLASH Free-electron LASer in Hamburg
gPC generalised Polynomial Chaos
HOM Higher Order Mode
HOMC Higher Order Mode Coupler
IGA Isogeometric Analysis
i.i.d. independent and identically distributed
IRLM Implicitly Restarted Lanczos Method
LHC Large Hadron Collider
LINAC LINear ACcelerator
MC Monte Carlo
MOR Model Order Reduction
NURBS Non-Uniform Rational B-Splines
PCA Principal Component Analysis
PDE Partial Differential Equation
PEC Perfect Electric Conducting
PMC Perfect Magnetic Conducting
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RF Radio Frequency
ROM Reduced Order Model
S-DALINAC Superconducting-DArmstadt-LINear-ACcelerator
SIBC Surface Impedance Boundary Condition
SQP Sequential Quadratic Programming
SSC State Space Concatenation
SVD Singular Value Decomposition
TE Transverse Electric
TEM Transverse Electric and Magnetic
TESLA TeV-Energy Superconducting Linear Accelerator
TM Transverse Magnetic
TTF TESLA Test Facility
UQ Uncertainty Quantification




C0 space of continuous functions
C p space of continuous functions with p continuous derivatives
H1 (Ω) Sobolev space of functions with integrable gradient
H (curl;Ω) Sobolev space of functions with curl in L2 (Ω)
H0 (curl;Ω) Sobolev space of H (curl;Ω) functions with vanishing trace
H0,ΓD (curl;Ω) Sobolev space of H (curl;Ω) functions with vanishing trace on ΓD
H (div;Ω) Sobolev space of functions with divergence in L2 (Ω)
H0 (div;Ω) Sobolev space of H (div;Ω) functions with vanishing trace
Hk (Ω) Sobolev space of functions in L2 (Ω) with k-th order derivatives in L2 (Ω)
Hk (Ω) Sobolev space of functions in L2 (Ω) with k-th order derivatives in L2 (Ω)





Sobolev space of integrable functions with zero divergence
L2 (Ω) Lebesgue space of square integrable scalar functions
L2 (Ω) Lebesgue space of square integrable vectorial functions
Λs
δ
space of Mortar Lagrange multipliers
Lp (Ω) Lebesgue space of order p (scalar functions)
Lp (Ω) Lebesgue space of order p (vectorial functions)
S0 H1 (Ω) conforming B-Spline approximation space
S1 H (curl;Ω) conforming B-Spline approximation space
S2 H (div;Ω) conforming B-Spline approximation space
S3 L2 (Ω) conforming B-Spline approximation space
Spα one dimensional B-Spline space of degree p and regularity α
Spα1,α2,α3 tensor product B-Spline space of degrees p and regularity αd along each direction
V infinite dimensional space
Vδ global approximations space for the Mortar method
V c
δ
global approximations space for the Mortar method with tangential (weak) continuity
V s
δ
restriction of Vδ to subdomain s
Vh finite dimensional subspace approximating V
V sh curl-conforming finite dimensional space on subdomain s
W H1 (Ω) conforming NURBS approximation space
Physical Quantities
Symbol Units Description
αi V modal voltages
B T magnetic induction
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Symbol Units Description
βi A modal currents
c m/s speed of light
D C/m2 electric displacement
E V/m electric field
e V/m degrees of freedom for the electric field
Eacc MV/m accelerating gradient of a RF cavity
Eh V/m discretised electric field
E V/m electric field phasor
"0 F/m electric permittivity of vacuum
" F/m electric permittivity
η GPa second Lamé parameter (shear modulus)
f Hz frequency
H A/m magnetic field
H A/m magnetic field phasor
J A/m2 electric current density
J A/m2 electric current density phasor
Js A/m
2 applied electric current density
k 1/m wave number
κ GPa first Lamé parameter (elastic modulus)
µ H/m magnetic permeability
µ0 H/m magnetic permeability of vacuum
Pc W power loss in a RF cavity
r m position vector
Ra Ω shunt impedance of a RF cavity
ρ C/m3 electric charge induction
ρ C/m3 electric charge induction phasor
σ S/m electric conductivity
σ GPa Cauchy stress tensor
t s time
U J stored energy
u m displacement
Vc V longitudinal voltage in a RF cavity
ω rad/s angular frequency
ωh rad/s computed angular frequency
Other Symbols
Symbol Units Description
αi vector of regularities at each knot
Jm (·) Bessel function of first kind of order m
J′m (·) derivative of the Bessel function of first kind of order m
χ ′mn n-th zero of the derivative of the Bessel function of first kind of order m
χmn n-th zero of Bessel function of first kind of order m
β velocity relative to the speed of light
βinf inf-sup stability constant
Bpi i-th B-Spline basis function of degree p
98 Other Symbols
Symbol Units Description
C B-Spline or NURBS curve
c normalisation vector
·∗ complex conjugate operator
cov covariance
∇× 1/m curl operator
di eigenvalues of the covariance matrix∇· 1/m divergence operator
D eigenvalue matrix (section 4.2)
Dt truncated eigenvalue matrix (section 4.2)
E expected value
ε white noise vector
εt truncated white noise vector
er unit vector along the radial direction
eθ unit vector along the azimuthal direction
ex unit vector along the x direction
ey unit vector along the y direction
ez unit vector along the z direction
F B-Spline or NURBS parametrisation
DF Jacobian of the B-Spline or NURBS parametrisation
Fs B-Spline or NURBS parametrisation for subdomain s
Γ surface
ΓD boundary with Dirichlet boundary condition
ΓN boundary with Neumann boundary condition
γn trace operator for the H (div; ·) space
γt tangential trace operator for the H (curl; ·) space
Γwg waveguide section∇ 1/m gradient operator
∇⊥ 1/m transverse gradient operator
ı imaginary unit
ι0 gradient preserving pull-back function
ι1 curl preserving pull-back function
ι2 divergence preserving pull-back function
ι3 integral preserving pull-back function
K curl-curl matrix
∆ 1/m2 Laplace operator
∆⊥ 1/m2 transverse Laplace operator
M mass matrix
m azimuthal index for the classification of the eigenmodes
µ vector of expected values
n azimuthal index for the classification of the eigenmodes
Ndof number of degrees of freedom
N pi i-th NURBS basis function of degree p
Nmp number of patches
P probability measure
p azimuthal index for the classification of the eigenmodes
Pi i-th control point




p vector of degrees along each direction of B-Spline basis functions
Q quantity of interest
Q0 quality factor
R3 space of real numbers in three dimensions
r radial polar coordinate
Rd space of real numbers in d dimensions
R {·} real part operator






(·, ·) L2 scalar product
Σ covariance matrix
std standard deviation
T matrix of observations
Θ sample space
θ angular polar coordinate
·˜ first order Taylor approximation
V B-Spline or NURBS volume
σ2 variance
‖·‖Lp(Ω) Lp norm
Vt truncated orthonormal right eigenvectors matrix





y˜t truncated Karhunen–Loève expansion
Y vector of random parameters
y vector of realisations
Ω Lipschitz polyhedral domain
∂Ω boundary of Ω
ZKL Karhunen–Loève decomposition matrix
ZtKL truncated Karhunen–Loève decomposition matrix
Ωs s-th subdomain·ˆ reference domain quantity
· time harmonic quantity
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