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Abstract
Nowadays, optical communication transmission is based mainly on optical fiber net-
works. Increasing demands for higher-capacity systems are hampered by signal distortions
due to nonlinear effects of the commercial optic fibers. Different techniques have been
proposed to reverse and mitigate this noise effect on the transmitted signal such as the dig-
ital backpropagation (DBP), the Volterra nonlinear compensation, the advanced modula-
tion transmission, and perturbation pre-compensation techniques. While these techniques
achieve good results they are too complicated for practical industrial implementation and
add more complexity overhead on the system.
This thesis is focused on investigating the merits of optical fiber mitigation using Ar-
tificial Intelligence (AI) techniques instead of analytical methods. Different AI techniques
combined with perturbation-based nonlinear compensation method are used to predict the
added nonlinear noise to a 16-Quadrature Amplitude Modulation (QAM) propagating sig-
nal. A MATLAB simulation program has been used to model the propagation of the signal
and generate the transmitted data.
The AI simulations have been employed using Python on dual-polarization single-
channel systems using single-stage AI techniques such as Neural Network (NN) at receiver
or transmitter side and Siamese neural network (SNN), or two-stage AI techniques. In the
two-stage method, different supervised classifiers have been used at the receiver side such
as multi-layer perceptrons (MLP), decision tree, AdaBoosting, GBoosting, random forest,
and extra trees while NN is placed at the transmitter. Additionally, different complexity
reduction techniques have been applied to the proposed systems to achieve more practical
performance in industrial environment applications.
For the first time, a nonlinear-compensation robustness study is applied to the pro-
posed AI techniques by detecting the performance of each technique while changing the
single-mode fiber’s nonlinear coefficient value. Moreover, empirical equations are devel-
oped to represent the system’s Q-factor enhancement achieved using each of the proposed
techniques as a function of the fiber nonlinear coefficient and the data features.
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1.1 Fiber Optic Communications
In optical communication, light replaces the electric current in standard communication
systems. The channel, that is used in optical communication to carry signals to their
destinations, consists of optical fibers because of their low attenuation, leading to higher
bandwidth than the electrical transmission as shown in Figure 1.1. Therefore, optical
networks are considered the best economic solution for transmitting large amounts of in-
formation, especially in computer networks [55].
Since 1950, researchers have been working toward finding solutions for improving the
telecommunication systems’ capacity limit using optics. However, their challenge was that
neither an optically coherent source nor a suitable propagation medium was available. In
1960, the invention of laser solved the first problem, and then the focus was directed toward
finding methods for introducing laser sources in optical communication [3].
During that time, most engineers ignored optical fibers for telecommunication appli-
cations because of their high losses, since 90% of the light that enters the fiber is lost
during propagation after a few meters. However, in telecommunication, the signal has to
be transported over at least a few kilometers. In 1966, it was suggested that removing
the impurities from the silica glass, used in manufacturing optical fibers, could drastically
minimize these losses. These low-losses fibers could be the best medium for optical com-
munication [54]. The American company Corning, which specializes in materials science,
adopted this challenge. In 1970, a breakthrough happened when three scientists from
Corning indicated that they could reduce fiber losses near 630 nm wavelength to below
1
Figure 1.1: Growth in bandwidth-distance product across all telecommunications during
1840-2015 from Agrawal, 2016 [3]
20 dB/km [56]. Two years later, this group could produce a fiber with only 4 dB/km
loss. They achieved that by replacing the dopant inside the core of the fiber from titanium
to germanium. Several industrial laboratories started competing after that for achieving
the minimum fiber losses. In 1979, another group from Japan could produce an optical
fiber with 0.2 dB/km loss in the infrared wavelength region near 1.55 µm [75]. This loss
value was the closest to the Rayleigh scattering phenomenon limit and is similar to that
exhibited currently in modern fibers. Rayleigh scattering is the linear scattering of light
at particles with dimensions smaller than the wavelength of the light.
1.1.1 Generations of Optical Fibers
First-generation optical fibers were designed to propagate data at a speed of 45 Mbit/s with
GaAs semiconductor lasers that emit light with a wavelength near 850 nm. The problem
with operating around that wavelength was having 3 dB/km loss, therefore repeaters were
needed to regenerate the optical signal every 10 km. In 1980, commercial systems were
installed for this generation after extensive laboratory experiments and several successful
field trials.
Fiber optics’ second generation communication systems became available in the early
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1980s, but their speed was initially limited to 100 Mbit/s because of multimode fibers
dispersion. To overcome this problem, single-mode fibers were used. By 1987, the operating
bit rates of the second-generation commercialized systems were up to 1.7 Gbit/s with about
50 km repeater spacing. However, at their operating wavelength of 1.3 µm, fiber loss was
the main limitation in the repeater spacing of the second-generation systems.
In 1990, optical fiber third-generation communication systems operating at 2.5 Gbit/s
became commercially available, and their capacity was soon expanded to 10 Gbit/s. The
combination of using dispersion-shifted fibers and a single longitudinal laser propagation
mode could achieve the best transmission performance. Moreover, system designers were
strongly urging the use of three novel ideas: implementing periodic dispersion compensation
for controlling fiber dispersion, using periodic optical amplifiers for mitigating fiber losses,
and adopting Wavelength division multiplexing (WDM) for improving the system capacity.
The WDM technique proved to be promising in increasing the system capacity because it
uses multiple lasers with slightly different wavelengths that allowed multiple data streams
to be simultaneously propagated through the same optical fiber. The spacing between the
frequency of two neighboring channels had to be carefully chosen to be as small as possible,
while it should not be smaller than each channel bandwidth.
The fourth generation of optical fiber communication systems was combined with WDM
systems to increase the transmission capacity. This generation of optical fibers used optical
amplifiers to increase the distance between optical repeaters. In most WDM systems, fiber
losses are periodically compensated every 60−80 km using Erbium-Doped-Fiber-Amplifiers
(EDFA).
For commercial WDM systems, the International Telecommunication Union (ITU) re-
served a group of fixed frequencies using 50 GHz channel spacing. This group of frequencies
lies in the wavelength region near 1550 nm where minimum fiber losses are located. The
conventional band (C band) contains a wavelength range of 1530 − 1570 nm, in which
most of the commercial WDM systems operate. The S and L bands, which stand for
the short- and long-wavelength sides of the C band respectively, are also used in limited
conditions[35].
Although the research on coherent optical receivers was mostly concentrated in the late
1980s and early 1990s, no significant progress has been made until 2007. After the Dot-
Com bubble evolution in 2000, studying coherent systems grew again due to the commercial
need for the reduction of the cost per bit, which can be achieved using lower bandwidth
components. Consequently, the digital coherent receiver emerged, which led to doubling the
capacity and spectral efficiency of optical transmission by facilitating the detection of dual-
polarization (in-phase and quadrature) components of the signal. Moreover, it facilitated
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the use of digital signal processing (DSP) algorithms, which allows the compensation of the
linear impairments of the optical channel while the signal is in the digital domain. In this
case, a significant cost reduction could be achieved by digitally compensating unlimited
amounts of chromatic dispersion (CD) and polarization mode dispersion (PMD) as the
dispersion-compensating modules, and optical filter compensators could be eliminated,
and the number of the EDFAs per link could be halved.
Probably the most important advantage of coherent detection is the ability to de-
tect higher-order modulation formats such as polarization-division multiplexed quadrature
phase-shift keying (PDM-QPSK) [83], polarization-division multiplexed eight phase shift
keying (PDM-8PSK) [112], polarization-division multiplexed 8 quadrature amplitude mod-
ulation (PDM-8QAM) [113], PDM-16QAM [41], and PDM-36QAM [114]. PDM-QPSK is
a format where every two bits of certain polarization of an optical signal can trigger in-
phase ’I’ and quadrature-phase ’Q’ modulators, 90◦ separated from the in-phase, leading
to selecting one of four possible carrier phase shifts corresponding to this combination of
bits which is called a symbol. The distribution of the data symbols on the I-Q graph is
called constellation, as shown in figure 1.2. In PDM-8PSK modulation, each symbol con-
sists of three bits that are used to select one of the 8-phase shift states (π/4 separated)
for the signal modulation. However, QAM modulation utilizes both amplitude and phase
components to be able to provide high levels of spectrum usage efficiency. Using QAM,
many different points can be used, where each is having defined values of phase and am-
plitude. For example, in 8-QAM modulation, symbols of three data bits are represented
in eight modulation states using four-phase angles on 90◦ boundaries and two amplitudes.
However, the denser the constellation diagrams which represent higher-order modulation
formats are, the more EDFAs circularly symmetric Gaussian noise is generated along the
propagation link. Even though this could be improved by increasing the launch power per
wavelength channel to enhance the signal-to-noise ratio at the receiver, the transmission
would still be limited by nonlinear distortions due to the Kerr effect. This means that the
fiber refractive index and eventually the phase delay of the signal propagating through it
is proportional to the square of the light intensity, this severely impacts the higher-order
modulation formats. So, with the continuous demand for higher speed communication as
shown in figure 1.3, the most pressing question of current optical communications research
is: how can the capacity of the current optical transport network be maximized by ef-
fectively detecting the nonlinear noise and trying to reverse it? Therefore, the research
presented in this thesis is mainly concerned with investigating the use of AI in mitigating
optical fiber nonlinearity.
Beyond this chapter, the thesis is organized as follows:
Chapter 2 presents the propagation theory of the optical channel and describes the lin-
4
Figure 1.2: Constellation diagram of (a) QPSK, (b) 8PSK, (c) 8QAM, (d) 16QAM
Figure 1.3: Fixed broadband speeds since 2018 and the expected growth till 2023 [22]
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ear transmission distortions associated with it such as attenuation, CD, PMD, and ampli-
fied spontaneous emission noise (ASE-noise) as well as transmission nonlinear distortions,
such as Self-phase modulation (SPM), Intra cross-phase modulation (IXPM), and intra
four-wave mixing (IFWM). Moreover, this chapter describes the split-step Fourier method,
which is considered the most prominent numerical model of optical fiber transmission. As
well as introduces a background about the Machine learning (ML) models, types, and how
to implement them.
Chapter 3 describes the different receiver-based DSP algorithms and equalizers used
in optical communication such as digital back-propagation, Volterra-based nonlinear com-
pensator, advanced modulation, and perturbation-based pre-compensation technique. Ad-
ditionally, the chapter presents a literature review for the mitigation of fiber nonlinearity
using AI.
Chapter 4 investigates the combination of using neural networks and the perturbation-
based technique in mitigating the optical fiber nonlinearity. Moreover, it introduces com-
plexity reduction techniques such as principal component analysis (PCA) and weight trim-
ming techniques.
Chapter 5 proposes the use of neural networks at the transmitter side of the optical
communication system and adds another stage of classifiers at the receiver. The investi-
gated classifiers are Decision tree, Boosting, Random forest, Extra trees, and multi-layer
perceptron (MLP).
Chapter 6 introduces Siamese Neural Networks (SNN) in combination with the perturbation-
based technique to predict the nonlinear noise added to the signal during propagation.
Chapter 7 compares the performance of the AI techniques at the receiver and trans-
mitter sides proposed in the previous chapters under more aggressive nonlinear noise. It
also introduces general empirical equations for each technique’s performance as a function
of the nonlinear coefficient.
Finally, Chapter 8 draws conclusions. It is based on the results obtained in chapters 4,
5, 6, and 7, and it suggests potential research points for future work.
1.2 Research Contributions
The following authentic contributions to the optical communications field have been made
in the course of conducting this research:
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In Chapter 4, a cascaded complexity reduction technique was proposed using PCA
and weight trimming. This technique helps in reducing the number of inputs to the Feed
forward Neural Network (FFNN) and the overall complexity of the system. Here, after
training the FFNN, the inputs (features) corresponding to weights below a certain threshold
are eliminated and do not contribute to the new training cycle. Then PCA is added as
another dimensionality reduction technique to eliminate further inputs without affecting
the overall performance.
Chapter 5 introduces, for the first time, the two-stage technique in mitigating the
fiber nonlinearity. The FFNN was placed at the transmitter side to implement a pre-
compensation of the signal using the perturbation-based technique features, and different
classifiers were applied at the receiver side for post-compensation.
Chapter 6 demonstrates the benefits of using SNN for the first time in mitigating the
fiber nonlinearity. Previously the SNN was used mostly for comparison applications such as
face recognition, object tracking, and image similarity detection. In this thesis, we applied
the SNN to a totally different area.
Chapter 7 describes a detailed simulation study focused on investigating the effect of
changing the fiber nonlinear coefficient on different AI techniques’ performance. Since
the choice of the proper AI for a system is dependent on the system parameters, this
thesis introduces a more in-depth vision on the choice of the best technique according to
the nonlinear noise of the system, in addition to providing approximate equations that
describe the behavior of each technique at different nonlinear coefficient values.
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Chapter 2
Fiber Properties and Machine
Learning
2.1 Introduction
This chapter consists of two parts. The first one presents a detailed background on the
theory of wave propagation through optical fiber, the factors affecting the propagation,
and the well-known numerical method used for solving the equation of propagation. The
second part illustrates in detail different types of ML models and explains the proper way
to train machine learning models and evaluate their performance.
2.2 Theory of Propagation Through Fiber
This section presents the field propagation of optical signals through optical fibers, which
is modeled by the Nonlinear Schrodinger equation (NLSE) and are affected by different
impairments. These impairments could be linear with respect to the amplitude of signal
fields such as attenuation, chromatic dispersion, PMD, and ASE-noise. Some other im-
pairments have nonlinear behavior with respect to the signal field amplitude instigated by
the Kerr effect. In this section, we will discuss these kinds of impairments.
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2.2.1 Linear Effects
This section focuses in detail on the sources and the effects of linear impairments on the
optical signal field propagating through optical fibers.
Attenuation
Attenuation is one of the linear impairments that affect light traveling through an optical
fiber and lead to signal power loss over distance. This loss in power depends on the
wavelength of the light and the absorption of the fiber material. In ultra-low-loss fibers
which have a wider low-loss window in silica glass fibers, as shown in figure 2.1, the highest
attenuation is at short wavelengths while the lowest loss occurs at the 1550 nm wavelength,
which is the commonly used wavelength for long-distance transmissions [58]. For an optical
fiber with an optical source of power P (0), the optical power after length L is expressed
as [58],
P (L) = P (0)10(−α(λ)L/10), (2.1)
where α is the attenuation coefficient, and λ is the wavelength of the optical signal.
Additional sources of power loss in fibers during propagation are scattering loss, the
absorption of impurities in the fiber, and radiative losses, which occur when optical fiber
bends with a finite radius of curvature [103]. If the bend radii are large compared to the
fiber diameter, macro-bending losses take place as shown in figure 2.2. Macro-bending loss
varies with wavelength and bend radius. However, if the bends are random microscopic
fluctuations with small curvature radii along the fiber axis, micro-bending losses occur.
These fluctuations sources are either manufacturing nonuniformities or nonuniform pressure
applied on the fiber during cabling. Consequently, the power is coupled among modes in the
fiber, and in the case of single-mode fiber, power is coupled from the guided fundamental
mode to higher-order modes from where the power dissipates through normal loss and
scattering or refraction in the coating. The loss associated with these small radii bending




(0.65 + 1.62V −1.5 + 2.88V −6)6, (2.2)
V 2 = (ka)2(n21 − n22) (2.3)
where a is the core radius, R is the radius of curvature of the fiber, k is the propagation
constant in free space, and n1 and n2 are the core and cladding refractive index, respectively.
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Figure 2.1: Standard mode fiber loss profile as a function of wavelength in µm
The fiber attenuation limits the maximum usable fiber length according to the minimum
acceptable power at the receiver. A typical value of α for standard single mode fibres
(SMF) at 1550 nm is around 0.046 km−1, which corresponds to 0.2 dB/km, as αdB =
10 log10(e)α ≈ 4.34α. Taking only the loss into consideration, the simplest equation for






A = 0. (2.4)
Chromatic Dispersion
Chromatic dispersion, another linear impairment that affects light propagation in optical
fiber, is a phenomenon in which different spectral components of a pulse travel at differ-
ent velocities. Therefore, a modification is needed for equation 2.4 with the propagation
constant β, which can be expanded as a Taylor series around the carrier frequency and
truncated after the 3rd term. This extension leads to the linear part of the Schrödinger
equation (LSE) [3],
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Hence A is the field of the propagating optical signal, β1 is related to the group velocity














where c is the speed of light in a vacuum, n is the linear refractive index, and ω is the
optical frequency. The group velocity dispersion (GVD) β2 leads to the broadening of the






































For simplicity, the influence of the GVD slope can be neglected considering a standard













Chromatic dispersion has two main sources; first, the material dispersion (DM) arises from
the frequency-dependence of the material used to make optical fiber. Therefore, different
frequency components of the signal’s field travel at different speeds. Second, the waveguide
dispersion is determined by fiber design characteristics like core radius and core-cladding
index difference. In single mode optical fibers, the signal travels partially in the core and
partially in the cladding, and the total mode field diameter changes with wavelength. Since
the refractive index is different in the core than in the cladding, a change in mode field
diameter also results in a change in average dispersion index and, therefore, signal velocity.
Waveguide dispersion is the ratio of velocity change to wavelength change caused by this
effect [62]. This phenomenon can be utilized to shift the zero-dispersion wavelength to
around 1550 nm, where fiber loss is the lowest, as shown in figure 2.3.
Polarization Mode Dispersion
Since SMFs support the transmission of two orthogonal polarization modes, PMD is raised
as another source of linear impairments. PMD occurs due to random birefringence gener-
ated from the mechanical stress on the fiber. Birefringence is a phenomenon in which the
refractive index of the medium material depends on the polarization of the propagating
field. Consequently, birefringence can be expressed as,
Bm = |βx − βy|
λ
2π
= |nx − ny|, (2.11)
where nx and ny are the effective refractive index of the orthogonal modes and βx and
βy are the corresponding propagation constant. Therefore, two pulses of the same power
propagating in orthogonal modes, one along the fast axis and the other along the slow axis,
would arrive at different times at the receiver. This difference leads to a pulse spreading
and a Differential Group Delay (DGD) ∆τ , over length L,





where vgx and vgy are the group velocity of the signal in x and y direction, respectively.
Because the perturbations creating the birefringence are due to intrinsic factors such as
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Figure 2.3: Optical fiber chromatic dispersion is the sum of material and waveguide dis-
persion
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fiber core geometric irregularities or internal stress or external factors such as bending,
twisting or environmental factors such as temperature, PMD varies randomly in space and
time along the fiber. This results in a time-dependent random fluctuation in PMD values
at the fiber output. To account for these changes, statistical estimates are required. The
mean value of the DGD < ∆τ > is a good method of characterizing PMD for long fiber
lengths (> 0.1 km) according to the formula [58, 2],
< ∆τ >= PMD
√
L, (2.13)
where PMD is the polarization mode dispersion of the fiber and typically varies between
0.01 and 0.5 ps/
√
km.
Amplified Spontaneous Emission Noise
Erbium-Doped-Fiber-Amplifiers (EDFA)s are used to compensate for the power loss asso-
ciated with the signal propagation through fiber. These amplifiers are considered as the
main source of noise during propagation, which limits the maximum allowed distance for
propagation. Signal amplification in EDFA is based on the population inversion technique,
which leads to stimulated emission; this process is also associated with spontaneous emis-
sion, which generates ASE-noise [27]. ASE-noise can be modeled as independently and
identically distributed Gaussian random processes with zero means, which impacts real
and imaginary parts of the optical signal; therefore, it is hard to predict and mitigate this
kind of noise.
The noise power generated by the EDFA over a bandwidth B can be expressed as,
PASE = 2nsp (G− 1)hfB, (2.14)
where G is the gain of the amplifier, h is Planck’s constant, f is the carrier frequency, and
















This section focuses in detail on the nonlinear impairments that affect the optical signal
field propagation through standard SMF.
Sources of Nonlinearity
The homogeneous equation 2.10 only represents the linear impairments. Therefore, ex-












= iγ |A|2A. (2.17)





where Aeff is the effective fiber’s core area, and n2 is the nonlinear part of the refractive
index of the optical fiber represented as
nt = n+ n2|A|2. (2.19)
The Kerr effect, as introduced in the previous chapter, can be shown in the previous
equation because of the nonlinear part of the refractive index of the optical fiber, which
depends on the signal intensity.
SPM is the nonlinear interaction that happens between the optical signals in the same
channel. Therefore, if we assume SMF propagation and neglect chromatic dispersion,
equation 2.17 solution will have the form,
A(z, T ) = A(0, T ) exp (−α
2
z) exp (iϕSPM), (2.20)
ϕSPM(z, T ) = γLeff |A|2. (2.21)
The phase shift ϕSPM occurring due to SPM is proportional to the optical intensity (see






Figure 2.4: Self-phase modulation
This phase shift introduces carrier frequency fluctuation, referred to as chirp, as shown in
the lower part of figure 2.4. The chirp generates new frequency components so that the
leading edge shifts to lower frequencies (“redder” wavelengths), and the trailing edge to
higher frequencies “bluer”) while the very peak of the pulse is not shifted. The interaction
of SPM with dispersion results in pulse distortion due to the time-dependence of the
nonlinear phase shift.
We decompose the optical field A into three interacting field components to obtain
insight into the SPM behavior in the situation of significant pulse overlap during trans-
mission in SMF networks without fiber dispersion compensating. Hence, A0, A1, and A2
describe pulses of the same wavelength channel in the time domain, with ∆β describing
the difference in propagation constant between them due to the nonlinear phase shift as-
sociated with each pulse. Accordingly, equation 2.17 can be separated into three coupled




















This mathematical representation shows clearly that the intra-channel self-phase modula-
tion (ISPM) term (iγ|A0|2A0), intra-channel cross-phase-modulation (IXPM) term





l+m exp (i∆βz)) depend on which pulses are involved when generating
the contribution to the nonlinear phase shift.
Moving to a more practical case where the signal is transmitted in a single wavelength









































X exp (−2i∆βz), (2.25)
where AX and AY correspond to the optical fields in X- and Y-polarization. The propa-
gation constant difference,
∆β = βx − βy = (2π/λ)Bm = 2π/LB, (2.26)
is related to the fiber birefringence. If the fiber length L is much longer than the beat
length LB, the last term in equations 2.24 and 2.25 changes sign often and its contribution
averages out to zero. The beat length describes the length required for the polarization to
rotate 360 degrees. Therefore, in highly birefringent fibers, LB typically around 1 cm, the
four-wave-mixing term can often be neglected [2]. We can reduce the nonlinear phase shift
incident on the X-polarization to:




where the nonlinear phase shift ϕNL now splits into two parts: the SPM, as discussed
earlier, and a second term representing the XPM that depends on the intensity profile of
the orthogonal polarization.
2.2.3 Manakov Equation
The Coupled NLSE shown in equations 2.24, 2.25 assumes that the modeled fibers are
perfectly circular and neglect the effect of randomly varying birefringence along the fiber.
Therefore, for simplicity, the Manakov equation is applied instead of the coupled NLSE, as
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it averages the field over random polarization fluctuations and has been able to accurately
model propagation over the length scales crucial for optical communications [73]. The
Manakov equation also assumes that both polarizations suffer equally from fiber nonlin-
earity because the birefringence scatters the polarization state on a much smaller length
scale than the nonlinear length. Consequently, the NLSE, without the four-wave mixing




























(|Ay |2 + |Ax |2) Ay (2.29)
2.2.4 Numerical Techniques
The NLSE presented in equation 2.17 is a nonlinear partial differential equation that is
difficult to solve analytically except in the cases in which the inverse scattering method [85]
can be employed. Therefore, a numerical approach must be employed to understand the
nonlinear effects in optical fiber propagation. A commonly used technique is the split-step
Fourier method (SSFM) [30].
Split-Step Fourier Method




= (L̂+ N̂ )A, (2.30)
where L̂ and N̂ are linear and nonlinear operator with the following definitions:








N̂ ∆= iγ 8
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|A|2. (2.32)
Dispersion and nonlinearity, in general, work together along the length of the fiber. The
SSFM finds an approximation solution by assuming that the dispersive and nonlinear
effects act independently while propagating the optical field across a small distance h. To
illustrate, the propagation from z to z+h is carried out in two steps. In the first step, the
nonlinearity acts alone, and L̂ = 0 in equation 2.30, while in the second step, dispersion
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Figure 2.5: Split-step Fourier method Schematic illustration
acts alone, and N̂ = 0 in equation 2.30. The solution to the Manakov equation under
these conditions, at step z = kh, is given by [88]:
A(kh, T ) ≈ exp (L̂h+ N̂h)A((k − 1)h, T ) =
exp (L̂h
2
) exp (N̂h) exp (L̂h
2
)A((k − 1)h, T ),
(2.33)
where A((k − 1)h, T ) is the field solution for the previous step, and k is an integer num-
ber. The exponential operator exp(L̂h) can be evaluated in the Fourier domain using the
formula,
exp(L̂h)B(z, T ) = F−1T exp(L̂(−iω)h)FTB(z, T ) (2.34)
where FT denotes the Fourier-transform operation, L̂(−iω) is obtained from equation 2.31
by replacing the operator ∂/∂T by −iω, and ω is the frequency in the Fourier domain. The
evaluation of equation 2.34 becomes straightforward and relatively fast. For this reason,
the split-step Fourier method can be faster by up to two orders of magnitude compared
with most finite-difference schemes. Figure 2.5 shows the steps of SSFM implementation.
In the first and the second part (i.e., point 1 and 2), dispersion is calculated. While in the
center of the step at point 3, nonlinearity is calculated. The above steps are continuously
repeated till the end of the fiber length L to obtain the final field solution A(L, T ) [2].
2.3 Machine Learning Background
ML is considered as a subfield of AI in which computational algorithms are used to turn
empirical data into usable models. Moreover, ML’s goal is to increase the machines’ ability
for automatic learning through experience rather than being explicitly programmed. The
19
algorithms of ML are exceptionally helpful in areas where deploying explicitly written
algorithms is unfeasible and impractical, especially with high-speed performance systems
[21].
ML systems can be divided into three main types depending on the way the system
is learning: reinforcement learning, unsupervised learning, and supervised learning. Rein-
forcement learning uses a trial and error feedback system to dynamically train the model in
an interactive environment. Unsupervised ML models seek to identify previously unknown
patterns and draw inferences from training data without any knowledge about pre-existing
labels. Finally, supervised ML models use the training data labels to identify their complex
patterns and eventually use these patterns to make decisions or predictions on new unseen
data [102].
2.3.1 Supervised Machine Learning
The general goal of any supervised ML method is to use the features in the training data to
model a target or outcome variable. To achieve this goal, a mathematical transformation
is used to map the input features to the output variable, which is called the target function
of the ML algorithm. The target function in most of the ML models is affected by the
optimization of at least one model parameter, for example the number of trees in a random
forest model, as will be discussed later.
Model Selection
The type of the target output variable (labels) is one of the main variables that influence
the choice of the appropriate ML design. For instance, if the target variable is categorical
(divided into categories) a model can be trained to classify an unseen observation to the
correct category of the target variable. ML models employed in this setup seek to solve a
ML classification problem. On the other hand, if the target variable is continuous, a model
could be trained to predict the exact value of the target variable. ML models employed in
this setup seek to solve a ML regression problem. The outputs of these classification and
regression models can either be deterministic or probabilistic. Here, the ML model output
could be the exact category or the value, or could generate probabilities for all possible
outputs.
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Figure 2.6: Input matrix to ML models with M samples or observations (rows) and N
features (columns).
Feature Space
The feature space is the typically high-dimensional space containing the input information
(features) for a ML model. The used features can be raw features that are used directly
as input to the model, or mathematically manipulated from collected raw features before
adding to the model. ML algorithms have the privilege of dealing with both homogeneous
feature space and heterogeneous feature space that contains several input types such as
binary, categorical, continuous.
Training Data
In any ML model, it is crucial to generate and collect adequate and balanced training
cases. In addition to the ground truth label data which is used in supervised ML models
for classification or regression problems. During the implementation of the ML model,
the data input of the model is in matrix form as shown in figure 2.6 where the rows
represent different samples of the data while the columns represent the dimensions of
the samples (features). If the number of features increases compared to the number of
samples, it becomes difficult for the ML model to achieve a generalized optimal solution to
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the problem. In this case, the model enters an overfitting stage where it performs extremely
well on the training data while its performance is poor on new data points.
On the other hand, if the model implemented is overly simple, under-fitting occurs
in which the model performs poorly on both training and new data. In this case, the
ML is incapable of learning the full complexity of the data. Therefore, researchers try to
optimize their ML model by achieving an optimal balance between a model that ‘under-fits’
the training data and a model that overfits the training data (the so-called bias trade-off).
It should be noted that for most practical problems, there is no rule of thumb for
deciding the proper number of training data needed to achieve optimal ML models training.
Furthermore, choosing the number of samples required is not only related to the number
of features, and the number of trainable model parameters but also related to the data
complexity.
Another challenge related to the training data in ML models is the class imbalance. This
issue arises from the lack of some training data and/or an inadequate representation of the
data labels’ variability. Consequently, some classes appear more frequently in the training
set than others and the model becomes biased. More precisely, the model prediction
accuracy will be higher for the more frequent classes than the infrequent ones that might
even be completely disregarded in some cases [46].
Testing data
In order to evaluate the performance of the used ML model, after it has been trained, a data
set independent of the training data is needed. The data used for testing are unlabeled, and
it provides a final, real-world check of an unseen data set and compares the model’s output
with the actual samples’ labels to confirm that the ML algorithm was trained effectively.
Model Evaluation
After selecting the ML model, different optimization techniques are used to minimize the
error for each training example during the learning process. This error is called the loss
function. Depending on the type of learning task, loss functions can be divided into two
major categories: regression losses such as Mean Square Error, Mean Absolute Error (L1
Loss), and Mean Bias Error and classification loss such as Hinge Loss, and Cross Entropy
Loss. An optimal metric should be selected in order to access the model’s performance and
efficiency properly. Some of the commonly used metrics to evaluate classification problems
are accuracy, sensitivity, specificity, F1-score, and the area under the receiver operating
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characteristic curve (ROC-AUC), while in regression problems correlation and the root
mean squared error are used.
A well-known example for supervised machine learning is the Feedforward neural net-
work FFNN. A FFNN consists of a group of neurons in which each neuron has a group
of weighted inputs, a bias, and one output as shown in figure 2.7. The neuron’s target




wkxk + bk) (2.35)
where xk is the input from k-th neuron, wk is the weight of the k-th input, bk is the neuron’s
bias, and f is the activation function. There are several choices for the activation function
such as sigmoid, tanh, and ReLU. In FFNNs, a layer is a collection of neurons that operate
together at a certain depth. Every NN has an input and an output layer. Any intermediate
layer is called a hidden layer. If the number of hidden layers is 2 or more and each layer
is composed of relatively many neurons, then the network is referred to as a Deep Neural
Network (DNN) as shown in figure 2.8. During the training of the NNs the input weights




1 (y − ŷ)2
n
(2.36)
where n, y, and ŷ represent the batch size, the observed, and predicted output values
respectively, is attained between the target of the training data and the NN output.
2.3.2 Unsupervised Machine learning
As discussed before, the unsupervised ML goal is to explore the data and find some struc-
ture within it. The data used to train the unsupervised ML algorithm is unlabeled data,
which means it is applied on data that has no historical labels in the model. The unsuper-
vised ML is mainly divided into two parts: Clustering and dimensionality reduction.
The clustering process starts by grouping together the similar entities, then using the
grouped data to form clusters. The goal of such an unsupervised machine learning tech-
nique is to find similarities in the data points and group similar data points together and
predicate the cluster to which the new data should belong.
Dimensionality Reduction is another type of Unsupervised ML model. Its goal is to
remove the unwanted data from the input and consequently reduce the dimensions of the
data. This technique also results in removing any undesirable or less effective features of
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Figure 2.7: The Neuron structure
the data. It relates to the process of converting a set of data having large dimensions
into data that have the same information with small sizes. In ML, there are different
dimensionality reduction algorithms applied for different applications, such as PCA.
PCA is a feature extraction or dimension reduction approach that turns a data set from
a d-dimensional space into a new coordinate system of p dimension, where p < d. The
principal components (PCs) are the new variables that form the new coordinate system
in which the variance under projection on these axes is maximal. Supposing that all the
centered observations are stacked into the columns of a nxd matrix X and each column
corresponds to a d-dimensional feature and there are n samples. The algorithm’s goal is to
find a linear combination of the columns of the matrix X with maximum variance. Such
linear combinations are given as,
j=d∑
j=1
ujxj = Xu (2.37)
where u is a vector of constants u1, u2, . . . , ud. The variance of any such linear combination
is given by,
var(uTX) = uTSu (2.38)
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Figure 2.8: The Feed Forward Neural Network Structure
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where S is the dxd sample covariance matrix of X and T denotes transpose. Clearly
var(uTX) can be maximized by obtaining a u matrix which maximizes the quadratic
form uTSu. An additional limitation must be applied for this issue to have a well-defined
solution, and the most common restriction is working with unit-norm vectors where uTu =
1. To solve this optimization problem a Lagrange multiplier λ is introduced where,
L(u, λ) = uTSu− λ(uTu− 1) (2.39)
Differentiating with respect to the vector u, and equating to the null vector, produces the
equation,
Su = λu (2.40)
Thus u is the eigenvector, and λ is the corresponding eigenvalue, of the covariance matrix
S. This shows that the first principal component is given by the eigenvector with the
largest associated eigenvalue of the sample covariance matrix S.
Similarly, any d×d real symmetric matrix, such as a covariance matrix S, has exactly d
real eigenvalues, λk(k = 1, . . . , d), and their corresponding eigenvectors can be defined to
form an orthonormal set of vectors uk. In PCA, we select the p dominating eigenvectors
based on the percentage of the original data’s variance that must be preserved.
2.4 Summary
This chapter covered a background for both the propagation through optical fiber as a
NLSE and the ML algorithms. For the optical fiber propagation part, both the sources
and the effects of the linear and nonlinear impairments affecting the propagation through
SMF have been discussed. Moreover, the split-step Fourier method has been defined as
the most common numerical method used to model the propagation through optical fibers.
Also, the Manakov equation has been introduced as a reliable approximation for coupled
NLSE. In the second part of the chapter, types of ML algorithms have been discussed and
the factors affecting the model selection and training. In the next chapter, a literature
review will be presented about the different digital signal processing techniques that are
used to estimate the received signal after propagation and mitigate the linear and nonlinear
perturbations added to the signal.
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Chapter 3
Fiber Digital Signal Processing
Literature Review
3.1 Introduction
This chapter presents a comprehensive literature survey of different techniques that have
been proposed to reconstruct the signal propagated through an optical fiber. Some of
these methods are model-driven, where the known analytical model representation for the
propagating channel is used with some changes in the fiber parameters. On the other hand,
other methods use a data-driven approach where the received data is used to construct
the inverse model of the channel and predict the transmitted signal without any previous
knowledge of the parameters of the system or the link.
3.2 Digital Back-propagation
As discussed in the previous chapter, the forward propagation of the optical field through
an optical fiber can be solved numerically by applying the SSFM to the Manakov equation.
Temporal pulse broadening and dispersive self-phase modulation compensation have
been studied since the end of the 1970s [31, 111]. However, the first application of DBP
that employed SSFM as a universal post-compensation scheme based on coherent detection
and DSP for an optical signal propagating through an optical fiber was only advanced in
2008[63]. The algorithm is effectively able to fully reconstruct the signal and reverse
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the effects of signal-signal nonlinear interference (NLI) [51, 15, 50]. In this algorithm, a
modified Manakov equation is used to reconstruct the transmitted signals by inverting the
signs of the dispersion and nonlinear terms in the forward propagation version shown in
equations 2.28 and 2.29. Consequently, the corresponding linear (L̂) and nonlinear (N̂ )









N̂ ∆= −iγ 8
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|E|2, (3.2)
and the numerical solution for the modified equations can be expressed as,





N̂ (s)ds) exp (L̂h
2
)E(z, T ), (3.3)∫ z+h
z
N̂ (s)ds ≈ h
2
(N̂ (z) +N (z + h)) (3.4)
where h is the step size. The integral for N̂ (s) is generally approximated to equation 3.4
by the trapezoidal rule, and two iterations are often used [51, 2]. The accuracy of the
iterative SSFM improves by increasing the number of iterations or the number of steps per
span, where ideally the best performance is achieved when the step size is identical to the
step size used in forwarding propagation.
In practice, to run the SSFM faster, equation 3.3 over M successive steps can be
calculated using the expression:





exp (N̂h) exp (L̂h)) exp (L̂h
2
)E(0, T ), (3.5)
where L = Mh is the total fiber length, and the integral in equation 3.4 was approximated
with N̂h . Thus, except for the first and last dispersive steps, all intermediate steps can
be carried over the whole segments’ length h.
Despite the DBP theoretical beneficial effects and its accurate solution for a recon-
structed optical field, many factors limit the performance of this method, such as NLI
arising from the interaction between the signal pulses, ASE-noise [81], PMD [36], and DSP
massive complexity at the receiver [67]. DBP complexity depends on the fast Fourier trans-
form (FFT) block-size and the total number of propagation steps Nstep with the order of
O(NstepNFFT log2(NFFT )), taking into consideration that NFFT = NsymNsp, where Nsp is
the number of samples per symbol and Nsym is the total number of symbols fed to each
FFT block [44].
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Figure 3.1: Block Diagram of Digital Back-propagation
3.3 Volterra Nonlinear Compensation
The Volterra series is a commonly used numerical tool in modeling and mitigating nonlinear
phenomena [84]. In this tool, a truncated nth-order polynomial is combined with a memory
effect in a series of convolution integrals to achieve its purpose. It was firstly proposed
by Peddanarappagari and Brandt-Pearce for the modeling of SMF transmission systems
[79] by solving the NLSE in the frequency-domain. This was achieved by enabling the
extraction of the Volterra series transfer function (VSTF) which is a set of nth-order
nonlinear transfer functions which model the input-output relationship. The frequency
domain VSTF for NLSE, retaining only the first five kernels, can be expressed as follows,
E(ω, z) = K1(ω, z)E(ω)+∫ ∫
K3(ω1, ω2, ω − ω1 + ω2, z)E(ω1)E∗(ω2)E(ω − ω1 + ω2)dω1dω2+∫ ∫ ∫ ∫
K5(ω1, ω2, ω3, ω4, ω − ω1 + ω2 − ω3 + ω4)
E(ω1)E
∗(ω2)E(ω3)E
∗(ω4)E(ω − ω1 + ω2 − ω3 + ω4)dω1dω2dω3dω4
(3.6)
where K1(ω, z) is the linear transfer function, K3(ω1, ω2, ω3, z), and K5(ω1, ω2, ω3, ω4, ω5, z)
are the third and fifth-order nonlinear transfer functions (Volterra kernels) of an optical
fiber of length z, respectively.
Guiomar et al. proposed the use of the frequency domain VSTF as a powerful tool to
compensate for the fiber nonlinearity in signal-polarization optical transmission instead of
the DBP [44]. This was established by inverting the 3rd order nonlinear transfer function
obtained from its forward propagation version, equation 3.6, but with the opposite sign
for fiber parameters (−α,−β2,−γ); this method is called an inverse VSTF (IVSTF). This
proposed method can also be extended to polarization multiplexed signals propagating in
multi-span fiber where the x-polarization signal for the nonlinear compensated optical field
in the frequency domain, Ẽx
NL








k=1K3(ωn, ωk, ωm)Ẽx(ωn+m−k, z)
∗[Ẽx(ωk, z)Ẽx
∗
(ωm, z) + Ẽy (ωk, z) Ẽy
∗
(ωm, z)], (3.7)
Hence Ẽx is the x-polarization frequency-domain received signal, L is the step size of
the IVSTF (multiple of the span length), N is the FFT block size, 0 < ξ ≤ 1 is a free
optimization parameter, and ωn is the angular frequency placed at an index n in the
FFT block. The multi-span linear kernel, K1, represents the attenuation and chromatic
dispersion as










and the multi-span 3rd order nonlinear kernel, K3, is given by
K3 (ωn, ωk, ωm) =
1− exp (αLs − iβ2 (ωk − ωn) (ωk − ωm)Ls)
−α + iβ2 (ωk − ωn) (ωk − ωm)
F (ωn, ωk, ωm) (3.9)
where F (ωn, ωk, ωm) is the multi-span phased array factor represents the nonlinearity co-
herent accumulation between fiber spans:
F (ωn, ωk, ωm) = exp
(




sin (β2(ωk − ωn)(ωk − ωm)L2 )
sin (β2(ωk − ωn)(ωk − ωm)Ls2 )
(3.10)
The nonlinear equalized optical field, Ẽx
NL
, is then added to the chromatic dispersion
compensation (CDC) signal, resulting in the output optical field after each IVSTF step as
Ẽx
eq
(ωn, z − L) = K1 (ωn, L) Ẽx (ωn, z) + Ẽx
NL
(ωn, z − L) , (3.11)
Ẽy
eq
(ωn, z − L) = K1 (ωn, L) Ẽy (ωn, z) + Ẽy
NL
(ωn, z − L) , (3.12)
The paper [44] shows that a 3rd-order truncated IVSTF could achieve higher performance
than DBP at a low sampling rate (2 samples per symbol). This is due to avoiding the
repeated transition between the time and frequency domains. However, the complexity
overhead of the IVSTF numerical implementation is a major challenge. The complexity
of IVSTF depends on the number of operations per sample, which is O (N2) due to the
double summation performed in equation 3.7. Therefore, the choice of the FFT block size
is critical.
30
3.4 Advanced Modulation Transmission
One of the main stages in optical communication is digital modulation, which transforms
a digital sequence to an analog waveform to be reliably transmitted over a communication
channel. In this process, a sequence of binary bits is converted to a sequence of symbols
that is unique to each modulation format, pulse shaping, and modulating a high-frequency
carrier [80]. Changing the modulation format of the system directly affects the achievable
information rate (AIR) of the system, as the AIR is a metric that indicates the amount
of information, bits per symbol, that can be reliably transmitted through the channel.
Moreover, it determines the upper and lower bounds of optical fiber channel capacity
[5]. AIR is also computed from the mutual information (MI) between the channel input
sequence (constellation points) XK1 and channel output sequence Y
K
1 of length K [65] as a
function of both the entropy H(XK1 ) and the conditional entropy H(XK1 |Y K1 ),
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where PA(a) = P (A = a) is the probability mass function of a random variable A takes
the discrete value a. H(X|Y ) is the average uncertainty about X after observing a second







PX|Y (x|y)logPX|Y (x|y)], (3.15)
As can be noticed from equation 3.13, MI expression contains both the entropy, in which
its value sets an upper limit on the AIR, and the spectral efficiency and the conditional
entropy that represents the received signal quality. Therefore, AIR is highly affected by
the modulation alphabet X. For example, constellation alphabets that decrease nonlin-
ear interference noise (NLIN), which consists of the nonlinear interference effects between
signal-signal, signal-ASE-noise, and ASE-ASE, consequently enhance the signal-to-noise-
plus-interference ratio, also known as the effective signal-to-noise ratio (SNR). This results
in uncertainty reduction H
(
XK1
∣∣Y K1 ). Due to the constraints associated with the con-





. Generally, a constellation’s design includes both the positions of the
points in the I/Q plane that referred to as “Geometric Shaping” and their probabilities
which is known as “Probabilistic Shaping.”
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3.4.1 Geometric Shaping
In the Geometric shaping (GS) method, the probability of the constellation points is uni-
form; however, the position of the constellation points in the Euclidean space is changed
compared with the conventional cubic structures, which are widely used in communication
systems. One of the leading research papers on GS for optical fiber systems was in 2009 by
Freckmann et al. [32]. In their work, they proposed and optimized ring constellations for
single polarized signal transmission. Their main idea was to limit the peak-to-average ratio
of the power and consequently mitigate the fiber non-linearity by restricting high-energy
symbols in the constellation. A similar constellation design was described and investigated
in [64] where a total of 256 symbols were distributed on a ring constellation. The ring
radii and the density of the symbols distributed on each ring were optimized using an it-
erative polar quantization method. Several other papers studied GS by adding constraints
on the allowed multidimensional sequences. Both polarization and time slots were dimen-
sions that were studied [74]. Moreover, 4-D constellations were designed using multi-sphere
distributions in [106] to be applied in practical nonlinear channels. These constellations
have a rotationally invariant and discrete amplitude, while their phases are continuous and
uniform [57].
GS has some serious practical drawbacks, such as (i) It is hard to find a simple solution
to allocate the location of the points of the GS constellation under arbitrary channel
conditions; (ii) The irregular GS constellation points add more complexity to coherent
DSP to achieve a robust signal recovery prior to decoding stage.
3.4.2 Probabilistic Shaping
Probabilistic shaping (PS) is a method that targets increasing the MI that can be achieved
by optimizing the probability mass function (PMF) of the input symbols, PX(x), under
the constraint of limited average power [28]. This leads to reducing the entropy H(X), as
shown in equation 3.14, and thus maximizing the format spectral efficiency.
Finding the optimum distribution is not always possible, and sometimes the channel
itself is mathematically complicated, e.g., nonlinear optical fiber channel [4]. However, the
benefit from the non-uniform PMF can be shown near capacity-achieving systems in which
the AIR is more affected by the receiver SNR than the entropy. Therefore, Benjamin
Smith et al. in [90] performed PS using a trellis shaping method and simulated near-
capacity performance. Moreover, 4D PMF was considered in [9] in which the points with
smaller multidimensional amplitude, I/Q dimensions in each polarization, appear with
higher probability.
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In an additive White Gaussian noise (AWGN) channel case, the input Gaussian distri-
bution maximizes the MI between the input and output of the channel and results in the
Shannon capacity formula [86] which is a theoretical limit to the maximum data rate that
can be transmitted in a channel with a given bandwidth. Usually, the source is considered
with discrete symbols or messages. Therefore, a discrete Gaussian-like distribution for the
input data, namely the Maxwell-Boltzmann (MB) distribution, should be used to optimize
the MI in the AWGN channel with nonlinear distortion [49]. Consequently, PMF optimiza-
tion was investigated in [29], where the PMF was drawn from the MB family, where any
constellation point x, sampled from a constellation of cardinality M as a random variable
X, is therefore transmitted with a probability,




Hence v is the shaping factor. For v = 0, the probability distribution becomes uniform, and
for v > 0, the constellation points will have a non-uniform probability. Increasing v causes
the inner points of the constellation to have a higher probability than the outer constellation
points. The PMF can be adjusted to the channel effective SNR by carefully optimizing
the scaling parameter v. An experimental demonstration of combining the selection of
MB PMFs with a convolutional low-party check code was presented in [13]. The gain was
achieved experimentally by rate-matching the independent identically distributed input
binary data to the specific MB PMF for different AIRs that were identical. However,
different schemes have been suggested for the implementation of PS; the one that has had
significant attention in the optical communications community is probabilistic amplitude
shaping (PAS). The PAS applies coding and shaping in an independent structure with
separate optimizations, which reduces the problem of burst errors and shaping distortion
that are present in other realizations of PS [19].
These advanced constellations are challenging because they require non-conventional
equalization and/or phase noise recovery. Therefore, pilot symbols (group of symbols is
sent before the signal) at a rate of 1−2% are needed for both purposes [39, 109]. Moreover,
PMFs with memory may be used to increase the gain. Optimization of such PMFs is chal-
lenging, and accordingly, the receiver optimal processing becomes exponentially complex
for systems with high spectral efficiency.
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3.5 Perturbation Based Pre-compensation
The main idea of this algorithm is first to evaluate the intra-channel nonlinearity pertur-
bation and then to remove the perturbation from the received signal to regenerate the
transmitted waveform. The perturbation analysis technique evaluates an approximated
solution in the time-domain to the Manakov equation, where the propagating total field is
expressed as,
E(z, t) = E0(z, t) + ∆E(z, t) (3.17)
where E0(z, t) is the linear propagation solution and ∆E(z, t) is the perturbation caused























(|Ey,0(t, z)|2 + |Ex,0(t, z)|2) Ey,0(t, z). (3.19)





































Solving these equations in the frequency domain for z=L,




Fx(ω, z) exp(−iω2β2z/2)dz, (3.22)
where













Fy(ω, z) exp(−iω2β2z/2)dz, (3.24)
where









Applying the inverse Fourier transform with assuming a Gaussian shape for six transmitted
optical pulses
√
P0Xm/l/n exp(−(t− Tm/n/l)2/2τ 2) and
√
P0Ym/l/n exp(−(t− Tm/n/l)2/2τ 2)
at three timings Tm, Tl, Tn, analytical expressions for the perturbation expansion exists in
the form of the exponential integral function [68, 98].









































where P0 is the pulse peak power at the launch point, Xm/n/l , Ym/n/l are the symbol
complex amplitude imposed by data modulation, and m/n/l denote symbol indices. If the
current symbol (symbol of interest) is zero, then l = m+ n.
This approach has shown promising results for intra-channel fiber nonlinearities pre-
compensation [25] and post-compensation [78, 40] as well. In typical high-capacity trans-
mission systems, especially ones without inline CDC, the pulse spreading due to CD is
usually much larger than the symbol duration τ (i.e., β2z ≫ τ 2). Since the pre-distortion
is assumed to operate at the symbol rate, only the perturbation value at t = 0 is considered
















































(n−m)2 T 2τ 2
3 |β2|2 L2
)















where τ is the pulse width, T is the inverse of symbol rate, and L is the transmission






dt (|arg z| < π) (3.33)
Equation 3.30 represents the coefficients of the intra-channel four-wave mixing (IFWM)
terms, equation 3.31 shows the intra-channel cross-phase modulation (IXPM) terms, and
equation 3.32 shows the intra-self phase modulation term [61]. To compensate for the
ignored fiber attenuation in the previous derivation, the Cmns are scaled by a factor
Leff/Lspan, where Leff is the effective length of each span and Lspan is the span length.
To reduce this pre-compensation technique’s computational and development complex-
ity, different techniques are proposed, such as aggressive quantization of the expansion
coefficients [115] and the use of symmetric electronic dispersion compensation (SEDC) and
root-raised-cosine (RRC) pulse shaping [37]. The reduction of complexity in SEDC results
from two simplifications: 1) there are no real parts of the coefficients Re[Cmn], and 2) the
imaginary parts of the coefficients Im[Cmn] are computed based on half of the link length
L/2, as shown in figure 3.2. Moreover, using RRC pulse shape reduces the number of terms
needed in the summations due to the reduction of the dispersion-induced pulse spreading.
The perturbation-based technique is helpful, as it can be used to pre-compensate ac-
cumulated intra-channel fiber nonlinearities with only one computation step for the entire
link and can be calculated using one sample per symbol [68, 98]. However, the complexity
of the system is still high due to the large number of complex multiplications included in
calculating the perturbation and Cmn coefficients, as described in chapter 8. Moreover,
potential improvements in system performance are still needed to extend the algorithm to
account for inter-channel nonlinearities.
3.6 Artificial Intelligence in Telecommunication
Over the past decades, extensive research has been conducted on optical communication
networks and systems to improve the configuration and operation of network devices,
monitor the optical performance, recognize the modulation format, mitigate the fiber non-
linearities, and estimate the quality of transmission (QoT).
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Figure 3.2: Normalized Im[Cmn(L/2)] coefficients for using RRC pulse shaping and SEDC
in standard single-mode fiber.
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3.6.1 Transmitters Operation and Characterization
The principle role of AI techniques is to facilitate statistical modeling of individual optical
components by including the underlying physics in the characterization and demodulation
algorithms, especially when the deterministic approach has an impractical computational
overhead. Therefore, the improvement tools based on supervised and unsupervised learning
algorithms are having an accurate and promising performance.
With the aim to increase spectral efficiency using advanced modulation formats, the
need for robust synchronization tools for carrier frequency and phase becomes a necessity.
In order to solve this problem, in conventional time-domain approaches, a combination of
coherent detection and digital coherent receiver is needed [26, 59]; however, the estimated
phase noise can be compromised, in more advanced modulation formats, with acceptable
measurement noise. Various AI algorithms have been proposed to overcome these prob-
lems. For example, Zibar et al. [116] presented a combination framework of Bayesian
filtering with expectation maximization (EM) parameter estimation to precisely identify
the amplitude and phase noise of the used laser. In contrast to the conventional time-
domain case, the results shown in the paper demonstrate that the proposed AI technique
accurately estimates the phase noise even under large measurement noise.
Other applications for the use of AI techniques in transmitters optimization include the
work by Brunton et al. [12] in which they propose genetic ML algorithms in combination
with adaptive control techniques to help mode-locked fiber lasers in achieving a self-tuning
mechanism. Brunton then extended the work on self-tuning with other groups [7, 93] by
using deep learning and reinforcement learning techniques.
3.6.2 Erbium-Doped Fiber Amplifiers Operation
ML techniques have been introduced to efficiently solve a variety of challenges related to
the EDFA operation within optical fiber propagation. To illustrate, Huang et al. [48]
defined a regression problem using historical data to identify the effect of power excur-
sion in multi-span EDFA networks on the channel performance using supervised machine
learning with a radial basis function. The proposed technique could minimize the power
disparity among channels by accurately providing the system with recommended methods
on channel add/drop. This study has been extended in [47] taking the advantage of flex
grid networks to enhance the system spectral efficiency by re-optimizing the assignment
of the spectrum to active connections using dynamic defragmentation. This was achieved
by using cascaded stages of AI algorithms; first, a regression model is used to identify
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the impact of a given sub-channel, then a logistic regression is employed to determine if
the contribution will result in an improvement or deterioration in the discrepancy among
post-EDFA powers. The results show that applying adaptive and dynamic adjustments
of pre-EDFA sub-channel powers was able to significantly decreasing post-EDFA power
discrepancy. Additionally, Barboza et al. [6] proposed using MLP neural network to
autonomously adjust the amplifiers’ operating point in a cascaded EDFA system. The
adjustment of the amplifiers’ operating point optimizes the link performance. It helps
ensure precise predefined input and output power levels achieving a minimum noise figure
and discrepancy in the frequency response of the transmission system. Moreover, in [110]
Yankov et al. introduced a cascade model of a ML-based EDFA gain. This model could
predict the output power profile of a different number of spans and span lengths systems
in real-time.
3.6.3 Performance Monitoring
Adapting the performance of the link parameters that change continuously with time,
such as Optical signal to noise ratio (OSNR), PMD, CD, and nonlinearity sources, is
one of the crucial challenges in telecommunication networks control and management.
Estimating these parameters allows real-time diagnoses for the network and consequently
takes immediate actions against any failure. These actions could be repairing the damage,
or changing the traffic to a non-optimal route, or adjusting the system compensators or
equalizers. AI techniques have been proposed to monitor these parameters[24].
For instance, Wu et al. [108] studied performance monitoring using artificial neural
networks (ANN). The parameters extracted from the system’s eye diagram are simultane-
ously employed to monitor accumulated system parameters. The eye diagram is a visual
representation to check signal performance and integrity. This is achieved by repetitively
sampling a digital signal from a receiver and applying it to the vertical input, while the
data rate is represented at the horizontal sweep. On the other hand, in Szafraniec et al.’s
[94] study, the Kalman filter has been presented as a tracking estimator for carrier phase
and polarization as well as an estimator for the first-order PMD. Kalman filter is an algo-
rithm that estimates some unknown variables given the measurements observed over time
using state-space techniques. Therefore, it has been applied to a wide range of tracking
and navigation problems. Additionally, Ming Chieng Tan et al. [96] could determine si-
multaneously OSNR, PMD, and CD, independently of the system bit-rate and modulation
format, using PCA pattern recognition which is applied on asynchronous delay-tap plots.
Takahito Tanimura et al. [97] focused on monitoring the channel OSNR. This was accu-
rately achieved using an ANN, which consisted of at least 5 layers and was trained with
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400, 000 samples. Thrane et al. [100] also proposed a system that could perform OSNR
monitoring and a modulation format classification for advanced modulated systems (up to
64-QAM). An ANN algorithm was used in estimating the OSNR, while a support vector
machine (SVM) algorithm was used for the modulation format classification. Both algo-
rithms were developed sequentially using features extracted from the eye diagram of the
received signal, the expected OSNR, and the modulation format of the system. Neverthe-
less, the study’s promising results for monitoring the system OSNR and classification of
the modulation format ignored linear and nonlinear impairments of optical fiber and only
considered the AWGN.
3.6.4 Mitigation of Fiber Nonlinearity using Artificial Intelli-
gence
ML techniques have been recently incorporated into DSP to accurately detect the received
symbol and efficiently mitigate the fiber nonlinearities. To illustrate, in the paper [42],
the authors proposed a cognitive digital receiver that used clustering algorithms to rec-
ognize the receiving signal format, QPSK/8-PSK/16-QAM, without the need to receive
prior pilot symbols. In addition, a combination of state-space models, Bayesian filtering,
and expectation-maximization (EM) was described in [117]. These techniques aim to in-
corporate the channel and optical components underlying physics in the signal processing
algorithms’ representation. This approach results in an inclusive system improvement,
including cross-polarization mitigation, carrier synchronization, and optimal symbol de-
tection. However, this technique is not practical for dynamic optical networks because EM
depends on the transmission link parameters.
Furthermore, Wang et al. [105] studied the mitigation of nonlinear phase noise (NLPN)
added to M-ary phase-shift keying (M-PSK) based coherent optical system using a non-
linear SVM classifier. The algorithm’s goal was to generate nonlinear decision boundaries
that allow bypassing the errors introduced on the M-PSK constellation by the nonlinear
impairments. This technique resulted in improvements both in the maximum transmission
distance and dynamic range of the launched power. The main drawback of this technique
is that it adds a significant complexity overhead because SVM is basically a binary classi-
fier, and many SVMs would be needed to deal with higher-order modulation formats. On
the other hand, Danshi Wang et al. [104] and Torres et al. [101] proposed a k-nearest
neighbors-based detector as a multi-class classification that is capable of classifying multi-
ple kinds of data simultaneously. This method was demonstrated on a 16-QAM coherent
transmission system, and maximum transmission distance and nonlinear tolerance improve-
ments were demonstrated. The computational complexity of this machine learning-based
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demodulator is highly reduced and transparent with respect to the nonlinearity source;
however, it is not practical for long haul transmission systems in which the AWGN is high,
and consequently, the constellation points become more diffused with each other.
Another area of research is working on using AI techniques to reverse the propagation
model effect instead of classifying the received constellations. For instance, neural networks
were employed to evaluate digital back-propagation in [45] to estimate the received symbols.
The number of the hidden layers in this method depends on the number of steps and
number of spans of the link; therefore, it is impractical for multiple spans long transmission.
Dynamic deep neural networks (DDNN) were also separately introduced by Oleg Sidelnikov
et al. [89] to simplify nonlinearity mitigation in both 1 and 5 channel single-polarization
systems. In this technique, they fed the neural network with a number of delayed taps of
the propagating symbols, which depends on the transmission distance. Unfortunately, this
technique leads to a large-sized network and requires a different neural network for each
polarization, which must be retrained for each launch power.
AI is a data-driven technique where the used algorithm gains knowledge about the
system from the data. Therefore, it sometimes has better performance than model-driven
techniques such as IVSTF. In [53], the authors demonstrate how the artificial neural net-
work nonlinear equalizers (ANN-NLE) outperform linear equalization and IVSTF-NLE.
In the following chapters, we introduce the use of different ML algorithms in combi-
nation with the perturbation analysis to solve the Manakov equation. This technique can
achieve better performance in reconstructing the transmitted signal than the classification
techniques and with lower complexity, especially for long-haul transmission systems.
3.7 Summary
This chapter covered a literature review for the different DSP techniques that have been
proposed to reverse the effect of the optical fiber on the transmitted signal. Analytical and
numerical techniques have been presented and their drawbacks in practical transmission.
In the following chapters, we will introduce AI techniques that can achieve significant




Neural Network at Receiver
4.1 Introduction
This chapter presents Feedforward Neural Network FFNN as an efficient supervised ML
alternative to solve coupled NLSE which describes the propagation of the optical sig-
nal through optical fiber as described in chapter 2. In our method, we combine the
perturbation-based analytical solution with the FFNN to generate a near-optimal classifier
for the noisy received symbols. Moreover, the FFNN can adapt the nonlinearity inherent
in the activation function, as will be described in the chapter, to the degree of nonlinear
amplitude and phase noise. Moreover, this activation function can in turn be implemented
through a lookup table (LUT) which reduces more the computational complexity relative
to analytic procedures.
4.1.1 The Communication System
In order to solve the coupled NLSE and mitigate the nonlinearity added to the propagating
signal through optical fiber using FFNN, training and testing data needed to be generated.
The system shown in figure 4.1 is used to generate the data. A simulated data set composed
of two blocks of 217 amplitude-modulated symbols of data, generated according to the
parameters in Table A1, was transmitted through a fiber link with parameters close to the
ITU specifications for SMF [52] as in Table A2. After the transmission, the signals are
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Figure 4.1: Block diagram for the data path and triplet calculations
coherently detected, demodulated, and passed through a FFNN programmed in scikit-learn
that is trained to estimate the amplitude of the nonlinear distortions of the transmitted
symbols. After the nonlinear distortion is mitigated by the network, the symbols are
decoded to bits. The system performance is finally evaluated by comparing the received and




2 erfc−1(2 BER) (4.1)
in which erfc−1 is the inverse Complementary Error Function and BER is the bit error
rate.
4.2 Results
4.2.1 The Proposed Feed Forward Neural Network Design
As discussed in the literature survey, NN has been used to classify the received constel-
lation and predict the transmitted symbols by training the NN using one or a group of
delayed received symbols [16, 77]. Moreover, NNs achieved some improvement in miti-
gating nonlinearity by imitating DBP technique [45, 89] or just predicting the nonlinear
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Figure 4.2: The Feed Forward Neural Network Structure
noise using DNN. Despite the improvement, the number of the hidden layers needed in
both designs were impractical. As in the case of DBP, the achieved gain in Q-factor is
0.2 dB better than the conventional DBP with 2 steps per span; however, the number
of the hidden layers depends on the number of steps per span and number of spans of
the link. Also, for the prediction case, using dynamic deep neural networks, the inputs
of the network are simply a window of the symbol of interest with a group of its neigh-
boring symbols. Consequently, the NN input does not have enough features, and the
optimum design for the NN becomes complex with a large width and more hidden layers
[89]. The achieved enhancement for a link range between 1500 km and 2700 km is 0.9
dB to 1 dB, using a two hidden layers NN with 16 neurons in each layer, where each
BER point is calculated by averaging the error rate over 15 signal block transmissions.
This is an added complexity to the system to reduce the noise effect on the data before
being used in the NN. Therefore, we propose the combination of the perturbation-based
technique (see section 3.5) with the FFNN to achieve better performance with a smaller









m+nYm), shown in equations 3.28, 3.29,
to the input of the NN with the symbol of interest and the corresponding co-polarized
symbol as shown in figure 4.2.
We first investigate the influence of the number of triplet terms (ISPM + IXPM +
IFWM) on the Q-factor of the received data for different activation functions. The calcu-
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lations are performed on about 130, 000 data symbols for each polarization at the required
launched power. In the training cycle, the “Adam” algorithm for first-order gradient-based
optimization of stochastic objective functions [60] is employed to reach the minimum MSE.
In addition, the data symbols are launched with a power of 2 dB above the optimum launch
power to increase the amount of nonlinearity captured by the NN. The network is trained
with 80, 000 (60%) of the symbols and is then tested with the remaining symbols to ensure
that the inputs are not overfitted. For other launch powers, rather than retraining the
NN, a scaling factor is applied to the previously trained NN outputs. The transmitted
symbol is then predicted by subtracting the scaled perturbations from the received symbol
according to,
Txsymbol = Rxsymbol − α ∗ (NN)output (4.2)
Here Txsymbol,Rxsymbol are the predicted transmitted and received symbols, α is the power
scaling factor, and (NN)output signifies the output perturbations from the NN. To enhance
the NN performance, the input and the target data are transformed by subtracting their
mean and scaling their variance to unity before entering the NN. In the NN inputs, the
optimum number of triplet terms, with corresponding magnitudes of 20 log(Cmn/C00) is
larger than a certain threshold, are employed, an example for the interaction coefficient
Cmn between the symbols m and n [98] for a −22 dB threshold is shown in figure 4.3.
Moreover, to determine the optimum activation functions, we display in figure 4.4 the
behavior of Relu, sigmoid, and tanh activation functions for the hidden layer neurons.
Figure 4.5 additionally demonstrates that, as the number of triplets terms increases, the
Q-factor of the system increases up to a certain limit, after which the performance instead
deteriorates as a result of overfitting. Further, it indicates that the Relu activation function
yields superior results, reaching a 1 dB Q-factor enhancement for the optimum number of
triplets, namely 2445. In comparison, the corresponding numbers for the sigmoid function
are 0.7 dB and 1193 triplets. The figure compares the results to a system subject only to
CDC. This behavior was expected, since using the proposed design for the NN with Relu
activation function yields a function that combines the target functions of the used neurons
as in equation 2.35. This resulting function is very close to equations 3.28, and 3.29 which
represent the nonlinear distortion using the perturbation based nonlinear compensation
technique. Also, Relu activation functions consider more system nonlinearity than simple
linear activation functions would.
After determining the optimum activation function and triplet number, we consider the
dependence of the performance on the number of input symbol window terms (input taps)
centered around the symbol of interest. Figure 4.6 shows that adding more terms than the
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Figure 4.3: The triplets employed for different symbols around the symbol of interest
symbol of interest (on which the perturbation terms are based) to the input of the NN does
not improve the performance or noticeably alter the Q-factor. However, removing terms
results in performance degradation.
4.3 Discussion
The proposed NN design reduces the computational complexity compared to previous de-
signs firstly by replacing the complex multiplications in 3.28, 3.29 with real multiplications
and LUT, and secondly by employing only a single 2 node hidden layers. As a result, the
number of real multiplications, Nmult needed to compute the NN output in the execution
stage is given by,
Nmult = Ninputs ∗Nhiddenlayernodes +Nhiddenlayernodes ∗Nnodes(output) + 2
= Ninputs ∗ 2 + 2 ∗ 2 + 2 = 2 ∗Ninputs + 6
(4.3)
where the additive constant 2 at the end of the first expression is associated with the
scaling factor. Hence, the computational overhead varies only with the number of inputs,
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Figure 4.4: The Three activation functions examined in the NN design
Figure 4.5: Q-factor as a function of the number of triplets for different activation functions
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Figure 4.6: The variation of the Q factor enhancement with the number of symbols in the
input window
Ninputs, which can be decreased by selecting only the most significant NN inputs.
One strategy is to perform an initial training cycle (offline) with all inputs present,
as discussed earlier, yielding weights between each input node and the hidden node in
the first layer. The inputs corresponding to weights below a certain threshold can then
be eliminated in a process called weight trimming. Figures 4.5 and 4.6 demonstrate the
effect of changing the threshold in dB on the performance of the NN after the appropriate
number of inputs entering the NN are eliminated at each threshold value. At a threshold
of −32 dB, the number of inputs is reduced by 1475 or, 30% while the Q-factor decreases
by about 0.14 dB. This loss is insignificant in view of the greater ease of implementation
of the simplified design.
Additionally, the dimensionality of the input data and hence the number of NN nonlin-
ear compensator (NN-NLC) inputs can be reduced through PCA [8] as shown schematically
in figure 4.9. Indeed, figure 4.10 illustrates the difference in the system performance at
different launch power without any nonlinear compensation (CDC) and with the two cas-
caded dimensionality reduction methods (weight trimming and PCA) followed by a NN.
The figure shows that the optimum launch power for the CDC system is at −1 dBm, where
the system performance is primarily affected by linear noise and nonlinear noise below and
48
Figure 4.7: The Q factor as a function of the weight trimming threshold
Figure 4.8: The number of inputs corresponding to each weight threshold
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Figure 4.9: Block diagram for the complexity reduction technique
Figure 4.10: The Q factor as a function of the launch power at the receiver and transmitter
above this threshold power value, respectively. The figure also shows that the PCA can
effectively decrease the number of inputs to 3200 (35% of the inputs are removed) without
significantly altering the output performance. Eliminating further inputs, however, sub-
stantially affects the Q-factor such that for a PCA with 1709 inputs (50% of the initial
reference input features), the enhancement decreases from 1 dB to 0.5 dB.
4.4 Summary
This chapter presented an optimum FFNN design which is a promising AI technique to
solve the NLSE and predict the nonlinear perturbations add on the transmitted symbols
through single-mode optical fibers. We have also presented the effect of adding the SPM
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triplets terms on the Q-factor of the system. Moreover, since the purpose of the study is
to reduce the complexity overhead, we have proposed weight trimming and PCA as two





In this chapter, we propose a novel technique that employs AI to mitigate optical fiber
nonlinearity. In this method, we use the optimum FFNN design proposed in the previ-
ous chapter and investigate the effect of moving the trained FFNN from the receiver to
the transmitter side. The main advantage of changing the position of the FFNN to the
transmitter side is that another equalizer can be employed at the receiver. Later in this
chapter, we investigate the effect of adding classifiers of different complexity at the receiver
side such as decision trees, boosting techniques, random forests, extra trees, and multi-layer
perceptron classifiers.
5.1.1 The Communication System
The same system that was described in section 4.1.1 is used to generate the data; however,
as shown in figure 5.1 after the data encoding, a shift in the data symbols by the negative
non-linear noise imposed during propagation. This noise is predicted by the NN placed
at the transmitter. After propagation, the signals are coherently detected, demodulated,
and fed into the classifier which assigns the received symbol to one of the 16-QAM classes.
Finally, the symbols are decoded, and the Q-factor is evaluated using equation 4.1.
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Figure 5.1: Block diagram for the data path
5.2 Results
5.2.1 Neural Network Pre-compensation
As presented in the previous chapter, the optimum NN design consists of 1 hidden layer
with 2 neurons and each neuron has “Relu” activation function. The inputs are the symbol
of interest, the co-polarization symbol at the same time slot, and the triplet terms with
magnitudes larger than a threshold, 20 log(Cmn/C00), equal −22 dB. The NN training cycle
is employed at the receiver side on 80, 000 received data symbols, of one polarization, at 2
dB above the optimum launch power [23]. This trains the NN on symbols with pronounced
nonlinear noise features. During the execution stage, this trained NN can be used either
on the receiver side for the post compensation of the received data as in the last chapter,
or the transmitted side where the input to the trained NN is the transmitted data. In this
case, the transmitted symbols are input into the NN, while the shift in the symbol position
from its optimal position is employed as the output variable. To pre-compensate the signal
before passing through the link, we subtract this shift from the symbol position before
modulation. This procedure is applied on both polarizations with the same trained NN.
Figure 5.2 displays the Q-factor with an NN employed as a nonlinear compensator (NLC)
at the receiver and transmitter side for different launch powers compared to the system
subject only to CDC. While the differences in the two sets of NN results are negligible,
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Figure 5.2: The Q factor as a function of the launch power at the receiver and transmitter
positioning a NN at the transmitter side enables the addition of a second classification
stage at the receiver. This can improve performance without data overfitting.
5.2.2 The Receiver Classifier
Classification predictive modeling is the process of approximating a mapping function (f)
from the input variables (x) to a set of discrete output variables (y). In the present context,
the input variables consist of the real and the imaginary parts of the symbol of interest, and
the co-polarized symbol propagating at the same time slot. The complex output symbols
are then mapped to classes with labels 1 to 16 in the training stage of the classifier.
Since the data is already pre-compensated by a NN before propagation, a strong clas-
sifier that can process low amplitude nonlinear noise is required. The training employs
around 80,000 data symbols launched at the optimum power. A NN classifier with an opti-
mum dimension of one hidden layer with 4 neurons, each with a ‘Relu’ activation function
is employed at the receiver side in figure 5.3 [23], which indicates that the classifier delivers
a slight 0.03 dB Q-factor enhancement compared to a NN at only the transmitter. The
smallest Q-factor enhancement is obtained from a Decision Tree classifier indicating that
the NN and Decision Tree algorithms cannot adjust to the noise properties of the train-
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Figure 5.3: The Q-factor for different receiver classifiers
ing data. The classifier performance can however be improved with ensemble methods.
While this requires implementing several models simultaneously, a combination of ensem-
ble models and decision/regression trees is still computationally advantageous because of
the efficiency of the standard tree-growing algorithm [38].
Boosting
Boosting is an ensemble technique that implements classifiers (learners) sequentially, such
that subsequent classifiers learn from the errors of preceding classifiers. Adaptive boosting
and gradient boosting [10] are considered below.
Adaptive Boosting
Adaptive boosting (AdaBoosting) supplies the initial weak classifier with a training set for
which each input variable is equally likely to be selected [34]. The classifier performance
is evaluated by computing the classification error rate ϵt, defined as the ratio of incorrect
to correct classifications. This yields the weight updating parameter, βt,
βt = ϵt/(1− ϵt), (5.1)
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Figure 5.4: The Q-factor as a function of the tree maximum depth in AdaBoosting
which constitutes a measure of confidence in the classifier with a small βt corresponding to
high confidence. The probability distribution of the input variables selected for the next
classifier is then computed by multiplying the weight of each input variable by βt, which
reduces the weight when the input is correctly identified by the previous classifier. After
again normalizing the sum of the weights to unity, the process is repeated until either the
preset number of classifiers are implemented or ϵt < 0.5. The final output is then






in which Wt are the weights used for the classifier’s output, t is the classifier number, x is
the input variable and y is the observed output [87]. Here the boosting algorithm is applied
to the decision tree classifier for different maximum depths, where the depth is defined as
the length of the longest path from a root to a leaf, as shown in figure 5.4. As the trees
expand, the Q-factor is seen first to increase and then to level off. At a depth of 8, a 0.3
dB Q-factor enhancement can be achieved relative to the Q-factor of a system with only a
NN at the transmitter. However, boosting the support vector classifier is not as effective
as boosting the decision tree, as in figure 5.6.
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Gradient Boosting
Gradient boosting learns a boosting classifier incrementally. The mapping function f() is





where αj is a real-valued weight and f(.) is constructed in a greedy manner by iteratively
requiring the parameters θj and weight αj of a weak classifier to minimize an augmented








In figure 5.5 the performance of gradient boosting for the present example is seen to depend
on the maximum depth of the decision tree classifiers with an optimum depth of 3. Figure
5.6 further indicates that gradient boosting is less effective than adaptive boosting with a
Q-factor difference of 0.2 dB relative to a single NN at the transmitter, while the additional
required computational time is observed to be substantial from Table 5.1.
Random Forest
The random forest ensemble method employs tree classifiers running in parallel, such that
each tree depends on the values of an independently sampled random vector with the same
distribution for all trees in the forest. In particular, a margin function, defined as,
mg(x, y) = avt I(ht(x) = y)−maxj ̸=yavt I(ht(x) = j), (5.5)
where x is the input variable and y is the observed output, The indicator function I(.)
quantifies the degree to which the average number of votes at x, y for the correct class
exceeds the average vote for any other class. The larger the margin, the higher the confi-
dence in the classification. Figure 5.6 demonstrates that the random forest performance is
comparable to that of Ada-boosting applied to the decision tree classifier at the maximum
depth of 8. However, the Ada-boosting training phase is nearly three times longer than
that of the random forest, c.f. Table 5.1.
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Figure 5.5: The Q-factor as a function of the tree maximum depth in gradient boosting
Extremely Randomized Trees
An extremely randomized, extra trees classifier constructs the decision tree in a more
efficient fashion than the random forest classifier. As well, it typically exhibits improved
performance for noisy data. Here, an ensemble of the un-pruned decision or regression
trees is generated with a standard top-down procedure. Unlike the two previous tree-
based ensemble methods, however, nodes are split at random cut-points and the entire
learning sample data is employed to grow the trees. Each decision tree in the forest of the
extra trees is thus built from the original training sample. At each test node, each tree is
then provided with a random sample of features from which the decision tree selects the






where pi is the probability of each class, and C is the total number of classes. Since features
are sampled randomly, multiple de-correlated decision trees are generated [38]. Figure 5.6
demonstrates that the extra trees method performs similarly to the random forest and
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Figure 5.6: The Q-factor for different receiver classifiers employing ensemble methods
decision tree Ada-boosting. However, the required computational training is 47% less than
the random forest method and 81% less than AdaBoosting as indicated in Table 5.1.
Classifier Gradient Boosting AdaBoosting Random Forest Extra Trees
Time (sec) 527 190.4 67.9 35.7
Table 5.1: ALGORITHMIC COMPUTATION TIME
5.3 Summary
In this chapter, we have introduced a new method for mitigating the optical fiber nonlin-
earity and enhance the performance of propagation through SMF. This method is based
on having pre-and post-compensation for the nonlinear noise. The pre-compensation is at
the transmitter side using regression FFNN in combination with SPM perturbation triplets
terms. While the post-compensation stage is employed using a classifier at the receiver.
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The study shows that the extra trees classifier has the optimum performance with an over-
all 1.3 dB improvement in the Q-factor and least computational time which is 47% less
than the random forest method and 81% less than AdaBoosting.
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Chapter 6
Customized Siamese Neural Network
6.1 Introduction
In this chapter, we apply the Siamese Neural Network SNN to fiber nonlinearity mitigation.
SNNs form a class of artificial neural networks (ANNs) that have been successfully adapted
to a wide variety of problems [107, 18, 14, 66, 99] including object tracking, face recognition,
and image similarity detection [11, 20, 95]. A SNN contains two identical ANN branches,
each of which is applied to a different data point. The two branches share weights and bias
values that are updated during training. A subsequent network layer then maps the input
pairs to latent variables that evaluate the similarity of the pair.
Our SNN implementation mitigates the nonlinear perturbations of the propagating
signal described by equations 3.18, 3.19. In particular, the symbols of interest in both
polarizations are the input into one of the two input ANN branches while the most









m+nYm) are simultaneously input into the second ANN input
branch. The two ANNs are then merged into a single ANN, or algebraic “averaging” layer,
which evaluates the real and imaginary values of the perturbations added to the signal. An
alternative design that employs three ANNs as input branches, one for the data symbols
and the other two for the triplets (ISPM, IXPM, IFWM), is also analyzed below.
6.1.1 The Communication System
As shown in figure 6.1, the system transmitter and propagation are the same as in chapter
4. While at the receiver, the propagated signal is coherently detected, demodulated, and
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Figure 6.1: Siamese neural network based transmitter and receiver
passed through SNN code written in Keras/TensorFlow that is trained to estimate the
amplitude of the nonlinear distortions of the transmitted symbols. After determining the
amplitude of the distortions, the nonlinear distortion is mitigated, and the symbols are
decoded. Comparing the received and transmitted bits yields the system performance
given by the standard formula for the Q-factor shown in equation 4.1.
6.2 Results
6.2.1 The Siamese Neural Network Design
To investigate the performance of the two SNN configurations mentioned above, 130,000
data symbols for each polarization, an “Adam” optimizer, and MSE loss function were em-
ployed. The network was trained on the first 80,000 data symbols for a single polarization
launched at 2 dB above the optimum launch power to increase the nonlinear distortion of
the signal. The remaining 50, 000 symbols are used for validation which also suppressed
overfitting. The trained network was further applied to orthogonally polarized training
symbols and to symbols at other signal powers. To adapt the trained model to different
launch powers, the output of the previously trained SNN is simply multiplied by a scaling
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factor. The predicted transmitted symbols are then obtained by subtracting the scaled
perturbations from the received symbol according to,
Txsymbol = Rxsymbol − α ∗ (SNN)output (6.1)
In Equation 6.1, Txsymbol andRxsymbol denote the predicted transmitted and actual received
symbols, α is the power scaling factor, and (SNN)output represents the SNN predicted
nonlinear noise.
Two branches SNN
The first design employs the SNN architecture of figure 6.2 in which the symbol of interest
and its corresponding orthogonal polarization symbol are input into one branch of the
SNN while all triplets with Cmn that fulfill the requirement 20 log(Cmn/C00) > −22 dB
are input into the second branch. The two branches are subsequently connected to either a
third NN or to an algebraic layer terminated by an output layer of two neurons associated
with the real and imaginary parts of the noise perturbations acquired by the signal during
propagation through the fiber transmission medium. If the two input branches are con-
nected to a third NN, the dependence of the Q-factor on the first, second, and third NN
dimensions is presented in figure 6.4. Evidently, changing the number of neurons in the first
layer significantly affects the system’s performance. The maximum achievable Q-factor is
8.9 dB, compared to 8 dB if only CDC is present. This occurs when each of the first,
second, and third NNs possess 1 hidden layer of 2 neurons, a “RELU” activation function
is employed for the neural network layers and the output neurons implement a “linear”
activation function. An example of the neural network structure used to implement SNN
is given in figure 6.3 below. If an “averaging” algebraic layer, which averages its input
elements, is instead employed at the output the predicted system output becomes
Output = (OutputNN1 +OutputNN2)/2 (6.2)
In which OutputNN1 and OutputNN2 are the output of the first and second NN, respectively,
as indicated in figure 6.2. In this case, the Q-factor enhancements of figure 6.5 are obtained
when the sizes of the first and second NNs are varied. The optimal performance, which is
0.04 dB less than that obtained above using a NN as an output layer, was achieved when
the two branches implemented a single hidden layer with 2 neurons.
Three branches SNN
To determine if reducing the number of inputs entering the second branch in design A
improves the SNN performance, the three-branch SNN architecture displayed in figure
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Figure 6.2: The Siamese NN “Design A” structure applied to each polarization
Figure 6.3: The architecture of ANN that constitutes each SNN branch
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Figure 6.4: The dependence of the Q-factor on the three NNs sizes
Figure 6.5: The Q-factor enhancement for different first and second NN sizes
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6.6 was implemented. The symbols of interest in the first SNN branch, as well as the two
groups of triplets in the second and third branches, each possess separate weights and biases
that are simultaneously updated during training. However, the distribution of the inputs
among the three branches is a further metaparameter. In our proposal, the inputs and the
dimension of the first branch are identical to that of the previous two branch designs while
the relative number of triplets employed in each of the other two branches are optimized
for each pair of dimensions of the second and third NN. The triplets that are inserted
into each of the two branches are ordered by (m = −Nm/2, . . . , 0, 1, 2, . . . , Nm/2), n =
(−Nm/2, . . . , 0, 1, 2, . . . , Nm/2) together with the constraint that, 20 log(Cmn/C00) > −22
dB as shown in figure 4.3. Additionally, since the SNN inputs must be real, the real and
imaginary parts of the triplets are input separately, yielding 4890 distinct values. For input
branches consisting of a single 2 neuron hidden layer with a “Relu” activation function
with outputs that are processed by a second two neuron hidden layer with a “linear”
activation function, figure 6.7 demonstrates that the best result is achieved when 1496
triplets are input into the second branch while the remaining 3394 triplets are inserted
into the third branch. The figure also establishes that the optimum ratio between the
number of coefficients in each of the two branches is dependent on the sizes of the hidden
layers. However, the 0.85 dB improvement in the Q-factor obtained with the three-branch
architecture is nearly identical to that of the less resource-intensive two branch SNN (design
A) as shown in figure 6.8.
6.2.2 Computational Efficiency
The efficiency of the proposed technique relative to the DBP can be estimated from the
required number of real multiplications. For the DBP, this is given in terms of the number
of propagation steps NspanNstpsp and the FFT size, N , by
CDBP = 4NspanNstpsp[
(N(log2N + 1)ns)
(N −ND + 1) log2M





Here Nspan denotes the number of spans, Nstpsp the number of steps per span, ns the over-
sampling factor, M the order of modulation format, τD the dispersive channel impulse
response and T the symbol duration [89, 33]. Evidently, from equation 6.3, the com-
putational time is of order O(log2N) times the number of longitudinal steps and that is
therefore large for long fiber lengths. In contrast, the number of multiplications in the SNN
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Figure 6.6: The Siamese NN “Design B”
depends on the number of inputs to each NN branch. Since the SNN is typically trained
offline, the effective computation time can be approximated by that associated with the










(Nps +Nts +Nvs) log2M)
(6.5)
in which Ninputsi and Nnodesi denote the number of inputs and the number of neurons
in input branch I, respectively, NNoutNNm is the number of neurons in the m:th hidden
layer of the output NN, and K and S are the number of branches of the SNN and the
output layers, respectively. Nps, Nts, and Nvs are the number of transmitted, training and
validation symbols, respectively. Accordingly, the computational requirements of the SNN
are proportional only to the number of inputs and are therefore less than those of the DBP
for long-haul optical fiber systems.
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Figure 6.7: The dependence of the Q-factor on the number of inputs to the second and
third SNN branches for a size of the NN I, NNII, NN III, and output NN are(a) 2,2,2,2 (b)
2,4,2,2 (c) 2,2,4,2 (d) 2,4,4,2 (e)2,2,2,4
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Figure 6.8: The optimum performance for the different launch powers
6.2.3 Principal Component Analysis Pre-processing
To reduce the complexity of the SNN, its inputs can be preprocessed by a PCA stage
before the SNN. Since the computational requirements of the SNN are proportional to the
number of quantities input into each NN branch, the PCA not only reduces complexity by
decreasing the number of inputs but can also order the inputs according to their importance
within each NN or set of branches [8]. The weights assigned to the inputs in each branch
then ideally become comparable, such that the inputs within each branch similarly affect
the output of the calculation. Indeed, figure 6.9 demonstrates that incorporating the PCA
into the two-branch design of the previous section reduces the computational complexity
such that a 0.76 dB enhancement is achieved with half of the original number of inputs.
6.3 Summary
In this chapter, we have shown that since SNNs do not incorporate operators such as FFT
that require an extensive number of algebraic operations, they can potentially mitigate fiber
nonlinearity with less computational overhead than corresponding procedures based on
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Figure 6.9: The Q-factor of a 2-branch Siamese NN with an additional PCA input stage
numerical back-propagation or kernel methods. Accordingly, this chapter has analyzed two
input branch SNN designs as well as a three-input branch SNN. The Q-factor enhancement
obtained when each of these network configurations was applied to the determination of
the nonlinear noise accumulated during single frequency channel propagation in optical
fiber was 0.85 dB. However, including a PCA stage before each input branch enabled a
reduction in the number of inputs in the two branch SNN such that a 0.75 dB enhancement






In previous chapters, we investigated the degree to which nonlinear noise prediction and









m+nYm) at the receiver (chapter 4,6), and transmitter
sides (chapter 5). This approach was also applied to an AI technique in which the fiber
nonlinearity was compensated at both a transmitter stage through a NN and a second
receiver stage employing various classifier strategies (chapter 5). Since the ML performance
improvement depends on the characteristics of the dataset and, in particular, the signal-
to-noise ratio, we here examine the performance of the previously introduced techniques
at high nonlinear noise levels. This provides additional insight into the robustness of
different AI techniques to nonlinear noise and aids in determining the most appropriate
compensation technique for a given set of fiber properties. The results of this analysis
could potentially reduce the cost and performance requirements of nonlinear optical fibers
in optical communication system applications.
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7.2 Results
7.2.1 One stage AI Techniques
Neural Networks
To determine the NN performance for different fiber nonlinearities, the nonlinear noise
generated by fiber nonlinearity is quantified by the parameter γ. As shown in figures
7.1 and 7.2, the NN performance decreases with increasing γ for γ > 2 W−1km−1, even
when NN complexity increased by increasing the number of triplets as input to the NN.
Therefore, to describe the NN performance mathematically, we fit a curve to the average
of all the results for different thresholds with the same γ value. The R-squared values
associated with the curve fit are 96.7% and 92% when the NN is placed at the receiver and
transmitter sides, respectively. As shown in figures 7.1 and 7.2, since the curves are similar











for a NN at the transmitter. These curves nearly coincide with the data and are nearly
identical in the two cases, as is evident from figure 7.1, where the values obtained from the
above formulas (solid lines) and the optimal fit (dotted lines) are compared with the data
for 25 dB and 20 dB threshold values, respectively.
Siamese Neural Networks (SNN)
As shown in chapter 6, two designs of the SNN were employed at the receiver side of the
system to mitigate the fiber nonlinearity with the aid of the nonlinear perturbation terms.
To investigate the performance of the proposed SNN under different signal-to-noise ratios,
the proposed SNN designs were also applied to systems with different values of γ, as shown
in figures 7.3 and 7.4. While the Q-factor decreases monotonically with γ similarly to
systems in which a standard NN is applied, either at the transmitter or the receiver sides,
the magnitude of the Q-factor is less than that of the NN for all γ which is consistent with
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Figure 7.1: The performance of NN at the receiver side versus the nonlinearity coefficient.
The dotted lines are the optimal algebraic curves while the solid lines are the characteristic
equation representation.
Figure 7.2: The performance of NN at the transmitter side versus the nonlinearity co-
efficient. The dotted lines are the optimal algebraic curves while the solid lines are the
characteristic equation representation.
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Figure 7.3: The Q value improvement associated with the SNN for two branches at the
receiver side as a function of the nonlinearity coefficient. The dotted lines are the optimal
algebraic curves while the solid lines are the characteristic equation representation.
the results of chapter 6. Indeed, for either SNN implementation, the improvement in the





which is clearly smaller than the corresponding quantities in equations 7.1 and 7.2 since
the exponents in the equations are nearly identical. The R-squared values associated with
these fits to the averaged curves are 93% and 96%, respectively.
7.2.2 Two-stage AI Techniques
Decision Tree
In section 5.2.2, a system with γ= 1.4 W−1km−1 achieved a smaller Q-factor enhancement
when a decision tree was employed as a classifier at the receiver compared to an optimized
system with a NN placed at the transmitter. Figure 7.5 demonstrates that a decision
tree, in fact, exhibits slightly improved performance relative to the NN implantation as γ
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Figure 7.4: The Q value improvement associated with the SNN for three branches at the
receiver side as a function of the nonlinearity coefficient. The dotted lines are the optimal
algebraic curves while the solid lines are the characteristic equation representation.
increases. Accordingly, a decision tree is an ineffective classifier for nonlinearity mitigation.






indicating that the Q-factor enhancement is described by a negative power of γ with a 90%
R-squared value.
Boosting
To improve the decision tree results, the classifier performance can be enhanced through
boosting, as demonstrated for AdaBoosting in chapter 5. As shown in figure 7.6, a two-stage
AI technique with AdaBoosting at the receiver yields improved performance relative to an
uncompensated system for γ < 9 W−1km−1. However, the probability of misclassified data
increases with γ. This negatively affecting performance, since the accuracy of the weight
updating parameter depends on the ratio of incorrect to correct classifications, therefore it
degrades rapidly as the noise increases [87].
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Figure 7.5: Two-stage AI technique performance with a NN at the transmitter and a
decision tree at the receiver as a function of the nonlinearity coefficient. The dotted lines
represent the optimal fit while the solid lines are generated from an algebraic formula.
Strong Gboosting classifiers, which minimize the classification error by combining sev-
eral weak classifiers have proved effective in compensating high nonlinear noise levels [91].
Indeed, Figure 7.7 demonstrates that the system performance enhancement decreases with
γ, although for small γ the performance of G-boosting is less than that of Adaboosting for
which the Q-factor enhancement can be approximated by
∆Q = 2.6 exp (−0.089γ)− 1, (7.5)
with a fitting parameter of R2 = 97.3% which is almost independent of the threshold level.
The corresponding G-boosting Q-factor enhancement in figure 7.7 is approximated with






Thus AdaBoosting is most advantageous for low fiber nonlinearity and limited compu-
tational resources as the number of triplets can be considerably reduced compared to
G-boosting. Two-stage G-boosting technique was further found to be preferable to an
isolated NN over the range of γ examined.
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Figure 7.6: Two-stage AI performance with a NN at the transmitter and AdaBoosting at
the receiver as a function of the nonlinearity coefficient. The dotted lines are the algebraic
approximation for the results.
Figure 7.7: Two-stage AI performance with a NN at the transmitter and G-boosting at
the receiver as a function of the nonlinearity coefficient. The dotted lines are the algebraic
approximation for the results.
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Random Forest and Extra trees
Although the decision tree technique yields only a limited improvement in the Q-factor
relative to the results of the previous section, figures 7.8 and 7.9 demonstrate that the
tree ensembles associated with the random forest and extra trees techniques enable sig-
nificant further improvements. Moreover, figures 7.8 and 7.9 show that the random forest
and extra trees techniques compensate for nonlinear noise more effectively than competing
algorithms, especially at high levels of nonlinearity while the computational time is typi-
cally limited as indicated in chapter 5. As shown in the previous procedures, to model the
dependence of the Q-factor enhancement in the random forest and extra trees methods on
γ, an average is performed over of all the results for different thresholds with the same γ
value. Unlike the previous methods, the slope of the curves in the random forest and extra








Figures 7.8 and 7.9 compare equation 7.7 (solid lines) to the optimum fit to the results
(dotted lines). The agreement is especially pronounced for the 25 dB and 20 dB threshold
curves.
Multi-layer perceptron (MLP) classifier
Employing a MLP classifier containing a single 4 neuron hidden layer with a ‘Relu’ activa-
tion function at the receiver, trained as indicated at the beginning of this section, yields the
curves in figure 7.10. While this architecture is near-optimum, the Q-factor improvement






that parameterizes the curves is almost identical to that associated with a transmitter side
NN. This is identical to the result in chapter 5, which predicted a 0.03 dB enhancement
for γ = 1.4 W−1km−1. Indeed, from figure 7.11, which displays the averaged results for the
Q-factor enhancements associated with the AI configurations analyzed in this chapter, it is
evident that all techniques perform nearly identically for small γ but differ increasingly for
larger values of γ. This figure further establishes that the most appropriate AI technique
for the system under consideration is a two-stage structure, with either a random forest or
extra trees at the receiver side.
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Figure 7.8: The Q-factor improvement as a function of γ for a two-stage AI technique with
a NN at the transmitter side and a random forest at the receiver side. The dotted lines
represent the best fit while the solid lines correspond to the algebraic approximation.
Figure 7.9: The Q-factor improvement as a function of γ for a two-stage AI technique
with a NN at the transmitter side and extra trees at the receiver side. The dotted lines
represent the best fit while the solid lines correspond to the algebraic approximation.
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Figure 7.10: The performance for a transmitter side NN and a receiver side MLP as a
function of the nonlinearity coefficient. The dotted lines are the best fit to the data while
the solid lines are generated with equation 7.8
Figure 7.11: The system Q-factor improvement for different AI techniques
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7.3 Summary
The results, in this chapter, demonstrate that a NN can be employed either at the receiver
or the transmitter side over a wide range of nonlinear noise levels with identical Q-factor
enhancements. Employing instead a SNN at the receiver side leads to slightly reduced
performance. On the other hand, two-stage AI classifiers such as extra trees and random
forests at the receiver can significantly compensate for high levels of nonlinear noise, while
decision trees do not afford any noticeable advantage over the standard NN procedure.
Additionally, Ada-boosting improves performance for small nonlinear coefficients, even if a
reduced number of triplets are used as input into the transmitter NN, but its effectiveness
decreases rapidly with nonlinearity. For each topology, an empirical algebraic equation was
generated for the system Q-factor enhancement in terms of the triplet selection threshold
and γ. The enhancement associated with each technique at any nonlinear noise value can
therefore be rapidly estimated, which should be useful in communication system design.
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Chapter 8
Conclusions and Future Work
This thesis demonstrates that significant Q-factor improvements can be achieved in high-
capacity optical communications by mitigating fiber nonlinearity. These improvements
can be achieved with less complexity by applying AI techniques compared to the conven-
tional DBP technique and analytical solutions such as Volterra nonlinear compensators
and perturbation-based compensation techniques. A variety of AI techniques and methods
were examined to explore the trade-off between computational efficiency and Q-factor im-
provement. The results demonstrate the robustness of AI techniques, as they can achieve
better system Q-factor at high nonlinear coefficient values compared to the Perturbation
based compensation method. The proposed AI techniques can achieve an enhancement
in the range between 0.85 dB and 1.3 dB in the system Q-factor compared to a system
without any nonlinear compensator. Two stage AI method with Random forests and Extra
trees classifiers at the receiver side have shown better performance and robustness than
others.
A simulation program based on MATLAB has been used to model the propagation of
a 16-QAM dual-polarization optical system through 3200 km optical fiber of 0.2 dB/km
attenuation, 17 ps/km.nm dispersion, 1.4 W−1km−1 nonlinear coefficient, and 4.5 dB noise
figure. The MATLAB simulation was also used to generate the 32 GB transmitted and
received data. The simulation program is able to model a variety of transmitter side
functions such as generating bits, encoding, and modulating the signal; channel parameters
such as ASE-noise, CD, Kerr nonlinearity, and PMD using SSFM; as well as receiver
side functions such as filtering, down-sampling, CDC, demodulation, and decoding. The
AI techniques proposed were modeled using python language on scikit-learn, keras, and
tensor-flow platforms.
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In the previously proposed methods, the NNs were used to mitigate optical fiber non-
linearity by simplifying the evaluation of DBP method [45, 89] or predicting the nonlinear
noise using a Dynamic deep neural network. Despite the improvement, the number of the
hidden layers needed in both designs were impractical. As in the case of solving DBP,
the achieved gain in Q-factor is 0.2 dB better than the conventional DBP with 2 steps
per span; however, the number of the hidden layers depends on the number of steps per
span and number of spans of the link. Also, for the prediction case, using dynamic deep
neural networks at the receiver side, the inputs of the network are simply a window of the
received symbol of interest with a group of its neighboring symbols. Consequently, the
NN input does not have enough features, and the optimum design for the NN becomes
complex with a large width and more hidden layers [89]. The achieved enhancement for a
link range between 1500 km and 2700 km is 0.9 dB to 1 dB, using a NN with two 16 neuron
hidden layers, but each BER point is calculated by averaging the error rate over 15 signal
block transmissions. While this reduces the effect of noise in the data input to the NN, it
increases the system complexity and decreases the response time. In our model, the SPM,
Intra XPM, and Intra four-wave mixing triplets terms were added as extra inputs to the
FFNN with the data symbols. The optimum system configuration, based on the symbol
of interest and its orthogonal polarization symbol, achieved 1 dB enhancement with only
2 neurons in one hidden layer, Relu activation function, and 2445 triplets. In order to
reduce the complexity of the system, a two cascaded complexity reduction technique has
been applied using PCA and weight trimming. Using these methods, we could achieve the
same performance with only 65% of the inputs. Another advantage to this method over
previously mentioned methods is that we are using a scaling factor to use the same trained
NN for different channel’s launch powers and to predict the orthogonal polarization data.
Subsequently, the NN was moved from the receiver to the transmitter to pre-compensate
the nonlinear distortion, before signal propagation to reduce the computational overhead
in triplets calculations as it can be implemented using LUT. Moreover, this transition
adds another opportunity to improve the overall performance by using an additional AI
stage. We simulated several classifying techniques at the receiver. These included decision
trees, boosting, random forests, extra trees, and MLP. Also, comparing the computational
time, as an indication of the complexity, of the two-stage compensation classifiers was per-
formed. AdaBoosting, random forest, and extra trees achieved up to 1.3 dB enhancement
in the system Q-factor; however, extra trees have optimal performance due to its least
computational time which is 47% less than the random forest method and 81% less than
AdaBoosting.
In an attempt to explore a different AI topology to achieve better performance, SNN
was used for the first time in this field. Two designs of SNN were explored: two branches
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and three branches SNN. When the typically used two-branches topology yielded limited
Q-factor improvements, 0.85 dB, the three-branches topology was explored. Unfortunately,
the three-branches architecture did not improve the performance much despite its increased
complexity. Complexity reduction has been applied to reduce the number of SNN inputs
for the two-branches design using PCA. Adding PCA to the system achieved 0.75 dB
enhancement in Q-factor with only 50% of the inputs used in the original design.
To compare the robustness of the above-mentioned compensation AI methods against
increasing levels of nonlinearities from the optical fiber was examined. The calculations
were performed for multiple nonlinear coefficients. For each nonlinear coefficient value,
NNs with several computational complexities were examined by changing their input sizes
(cut-off thresholds/number of triplets). The study concluded that two-stage AI techniques
with extra trees and random forests are the most robust techniques against nonlinear noise.
Moreover, AdaBoosting performance is independent of the number of triplets, but it dete-
riorates the system performance at high nonlinear coefficient values. We also introduced
an empirical equation for each technique that represents an approximation for the per-
formance of the technique under different nonlinear noise and computational complexity.
This is important to efficiently evaluate the performance of different techniques on different
system parameters, thus saving time and resources.
Without actual implementation on physical links or additional extensive simulations
of other techniques, the proposed AI techniques and previous analytical solutions can
be meaningfully compared by analyzing their relative computational complexity. This is
especially true in the case of long-haul optical transmission. For example, in DBP, the
complexity for the evaluation of each sample is in the order of O(NstepNFFT log2(NFFT )).
This is a huge number because it depends on the total number of propagating steps, which
increases with the cable length. It also depends on the total number of symbols fed to each
FFT block. Furthermore, the Volterra compensation technique is applied to the signal in
the frequency domain, and therefore, the complexity is still dependent on the size of the
FFT block used, with an order of O(N2FFT ). Similarly, the perturbation-based nonlinear
compensator (PB NLC) technique works on the symbols level. Consequently, there is no
need to apply FFT, but the system complexity still remains high due to the large number
of complex multiplications included in calculating the perturbation and Cmn coefficients.
On the other hand, using the AI techniques highly reduced the required computational
complexity compared to the DBP and Volterra techniques. For instance, in the case of NN
at the transmitter side, the complexity is in the order of O(Ninputs) where Ninputs is the
number of inputs to the neural network. This is a significant improvement over any of the
previous techniques. Also, the number of complex multiplications needed to construct the
NN inputs is lower than that of the PB NLC case, as shown in figure 8.1.
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Figure 8.1: Comparing the number of complex multiplications needed in Perturbation
based compensation method versus neural network
In addition to the reduced complexity, the proposed AI techniques provide additional
improvements over traditional methods from the performance point of view (Q-factor).
Applying the perturbation-based technique on our system achieves Q-factor enhancement
of 1.2 dB compared to 1 dB enhancement using only NN at the transmitter or receiver
side, and 1.3 dB in two-stage techniques using AdaBoosting, random forest, and extra
trees classifiers at the receiver side. Also, unlike the AI techniques, using the same number
of triplets, the PB NLC technique is vulnerable to any changes in nonlinear coefficient
values as shown in figure 8.2. The performance of the PB NLC significantly drops as the
nonlinear coefficient slightly increases more than γ = 2 W−1km−1 and decrease the system
performance compared to its performance without any compensators at γ = 3 W−1km−1.
It can be noticed that the Q-factor of the system reaches zero at γ = 5.8 W−1km−1. This
is because the number of triplets used in the PB NLC calculations is not sufficient to
calculate the newly added nonlinear noise and so mislead the systems’ decision about the
transmitted symbol. Increasing the number of triplets means adding more complexity to
the system, and more computational resources are needed. In contrast, the AI techniques
are more robust against the change in nonlinear coefficient values, as they can achieve good
enhancement in the system Q-factor till γ = 17 W−1km−1.
Practically, this robustness of the proposed AI techniques is helpful. First, it gives us
insight into the behavior of these techniques in WDM systems since the nonlinear noise is
more aggressive in multichannel systems, leading to a decrease in the system’s performance.
85
Figure 8.2: Comparing the robustness of Perturbation based compensation method versus
neural network against fiber nonlinearity
Second, it adds more tolerance in fiber optics manufacturing and reduces the system’s cost
by achieving good performance with lower quality fibers.
As shown in this thesis, AI techniques have a promising performance in mitigating fiber
nonlinearity. To practically implement such techniques, different chips and accelerators
have been released lately for this purpose, such as IBM Telum Processor, Google Tensor
Processing Units (TPU), Intel Ampere AI chip, and GraphCore Intelligence Processing
Units (IPU). Most of these accelerators have software on which the user can run their AI
codes. In the future, the proposed algorithms can be implemented on such chips, trained
offline then added to the transmitter or the receiver side during operation, which is an
added advantage for using AI techniques rather than other analytical methods.
The AI techniques used in this thesis are data-driven models, where the optimum design
and parameters are exclusive to the data characteristics and features generated from this
system. Changing the channel or signal parameters will lead to a new optimum design
and a new set of curves and equations, but it is expected that these would exhibit similar
behavior.
In the future, the techniques developed in this thesis could be extended to the mit-
igation of nonlinear distortions in WDM systems. A more comprehensive study can be
implemented to examine the performance of the proposed techniques to compensate for
nonlinearities in signals propagating through fibers with different numbers of channels.
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Also of interest is the effect of changing the nonlinear coefficient value, PMD, and the NN
complexity on the performance, as well as confirming the proposed empirical equations for
each technique in chapter 7 on the WDM systems.
Another area of research could be enhancing the AI techniques’ performance by adding
more features to the NN inputs, which represent the inter XPM effect and inter four-wave
mixing. Taking into consideration the effect of the walk-off between the neighboring chan-
nels, as well as the high computational overhead added in extending the investigation to
the WDM systems. A further avenue of exploration could be finding a low complexity re-
gression AI technique to compute the pre-compensation technique triplets before they are
added to the NN. This will significantly reduce the complexity of the proposed techniques
both in SMF and WDM cases. Additionally, the compensation performance of deep learn-
ing methods for large data sets, both with and without the addition of the triplet terms,
can be examined. A further topic of interest would be to combine different compensation
methods, such as applying AI nonlinearity mitigation methods to PS modulated systems.
Since the probability mass function of the symbols is non-uniform, the data set would be
unbalanced, which would affect the AI performance. Therefore, system training should be
implemented on balanced data sets, but the performance should be evaluated using the PS
data sets.
As a comparison for all DSP techniques introduced in the literature survey and proposed
in the thesis, table 8.1 presents the performance and complexity of each technique. In the
table, advantages are highlighted in green and drawbacks in red. From the table, it can be
easily concluded that the use of FFNN at the receiver or transmitter side, together with a
two-stage AI technique employing random forest and extra trees classifiers at the receiver,
outperforms the other techniques with lower complexity.
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Technique Performance Complexity per symbol
Analytical Solutions
Digital back-propagation DBP State of the art with ap-




Volterra nonlinear compensation Good Higher than DBP
with low sampling rate (2
samples/symbol)
High O(N2FFT )




• Finding the optimum dis-





Perturbation based (PB NLC) • Acceptable performance
in single channel optical
fiber.
• Do not account for inter-
channel nonlinearities
High due to the large num-
ber of complex multiplica-
tions in calculating the per-
turbation and Cmn coeffi-
cients
Artificial Intelligence Solutions
Neural Networks FFNN • Very close to PB NLC
performance using the same
number of triplets.
• More robust than PB
NLC under any change in
the fiber nonlinearity there-
fore a promising perfor-





Number of complex mul-
tiplication lower than PB
NLC using the same num-
ber of triplets.
Technique Performance Complexity per symbol
Two-stage AI
Decision tree Worse than using the NN
only.
Time complexity O(n2) [92]




Almost the same as NN. Depend on the size of the
NN
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GBoosting • Better than using only
NN.
• Achieve enhancement at
high nonlinearity




• Better than GBoosting.
• Least robust against high
changes in nonlinearity
• Least dependent on the
Tx NN complexity.
Training time lower than
GBoosting but higher than
Extra trees and Random
forest.
Random forests • The best performance
among proposed techniques.
• The most robust against
changes in fiber nonlinear-
ity.
Training time slightly
higher than Extra trees.
Extra Trees • The best performance
among proposed techniques.
• The most robust against
changes in fiber nonlinearity
The least training time.
Siamese Neural Networks SNN Less than the NN perfor-
mance
Slightly higher than the
NN.
Table 8.1: Summary of Presented Typologies in the The-
sis
1
1An attribute that best partitions the training data is chosen as the splitting attribute for the root, and
the training data are then partitioned into disjoint subsets satisfying the values of the splitting attribute.
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System and Link parameters
Parameters Values
Symbol Rate 32 GB
Modulation Format 16QAM
Number of Polarization Waves 2
Pulse Shape Root raised cosine
Roll-off factor 0.01
Table A.1: TRANSMISSION PARAMETERS OF THE SYSTEM MODEL
Parameters Values
Fiber Attenuation (α) 0.2 dB/km
Fiber Dispersion (D) 17 ps/(km.nm)
Fiber Nonlinearity (γ) 1.4 W−1km−1
EFDA Noise Figure (NF) 4.5 dB
Simulation Wavelength (λ) 1550 nm
Span Length 80 km
Link Length 3200 km
Table A.2: LINK PARAMETERS OF THE SYSTEM MODEL
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