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We obtain a solution of the equation ∂u = f as an integral sup-
ported only on the bounded convex domain D of Cn, without








(D) for some ε depend-
ing on p and q, 0 < ε ≤ 1.
Introduction
Conside´rons dans Cn, n ≥ 2, un domaine D convexe, borne´, de
frontie`re ∂D de classe C3 et de fonction de´finissante ρ, ve´rifiant dρ = 0
sur ∂D. Nous nous inte´ressons a` la re´solution de l’e´quation de Cauchy-
Riemann dans un tel domaine, sans hypothe`se supple´mentaire de type
fini.
Parmi les re´sultats connus sur ce sujet, on peut citer les travaux de
Chaumat et Chollet [C.C] qui construisent des noyaux inte´graux ex-
plicites pour re´soudre l’e´quation ∂u = f sur des convexes compacts K
de Cn, A-normalise´s (i.e. inclus dans la boule unite´ de Cn et contenant
une boule ferme´e de rayon A, A > 0). Lorsque la donne´e f est une
(0, q)-forme ∂-ferme´e et ho¨lderienne sur K, ils obtiennent une solu-
tion u ve´rifiant ‖u‖Ck,α(K) ≤M‖f‖Ck+n−q,α(K), ou` M est une constante
de´pendant de k, n, A et α.
Dans D ⊂ C2, convexe a` frontie`re C∞, Range [R1] construit un ope´-
rateur inte´gral T : C(0,1)(D) → C(D) solution pour ∂, ve´rifiant
(i) |Tf |Λα(D) ≤ Cα|f |Λα(D) pour toute f telle que ∂f = 0 et pour tout
α > 0 et
(ii) ‖Tf‖BMO(D) ≤ C‖f‖L∞ .
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D’autre part, Polking [P] re´sout dans les convexes borne´s D de Cn de
fonction de´finissante ρ de classe C∞, l’e´quation ∂u = f avec l’estimation
‖|ρ|n−q−1−su‖Lp(D) ≤ Cp[‖|ρ|1−sf‖Lp(D) + ‖|ρ|−s∂ρ ∧ f‖Lp(D)]
pour 1 ≤ q ≤ n − 1, 1 < p < +∞ et 0 ≤ s ≤ n − q − 1. En particulier,
pour avoir une solution u dans Lp(D), il faut choisir s = n − q − 1,
donc prendre une donne´e f telle que f(−ρ)n−q−2 et
f∧∂ρ
(−ρ)n−q−1 soient a`
coefficients dans Lp(D). Ce re´sultat donne Lp → Lp pour q = n − 1,
mais la perte grandit avec n− q.
Nous nous sommes attache´s a` ame´liorer ce dernier re´sultat. Nous
re´solvons l’e´quation ∂u = f sous forme d’inte´grale ne portant que sur
le domaine D de´fini au de´but de cette introduction. Pour une donne´e
satisfaisant une estimation Lp mais avec la contrainte d’une meilleure
re´gularite´ pour la composante tangentielle, nous obtenons une solution
ve´rifiant une estimation Lp, 1 < p ≤ ∞.
1. Notations et e´nonce´ du the´ore`me
Rappelons une construction de l’ope´rateur solution de Henkin pour
l’e´quation de Cauchy-Riemann, voir par exemple le livre de Range [R2].
Nous conside´rons un domaine D = {z ∈ Cn/ρ(z) < 0}, ou` la fonction
de´finissante ρ est convexe, C3 et ve´rifie dρ = 0 sur ∂D.
Nous notons Φ(ζ, z) = 〈∂ρ(ζ), ζ − z〉 la fonction support standard
pour les domaines convexes. Comme Φ(ζ, z) = 0, pour ζ ∈ ∂D et z ∈ D,
nous pouvons de´finir S(ζ, z) = ∂ρ(ζ)Φ(ζ,z) .
L’application s : ∂D ×D → Cn, dont les composantes sont les coef-
ficients de cette C1(1,0)-forme, est une section du fibre´ de Cauchy-Leray
au-dessus de ∂D ×D qui ve´rifie 〈s(ζ, z), ζ − z〉 = 1.
Pour β = ‖ζ − z‖2, B = ∂ββ est la forme ge´ne´ratrice pour le noyau de
Bochner-Martinelli-Koppelman, note´ K.
De´finissons aussi: Ŝ(ζ, λ, z) = λS(ζ, z) + (1 − λ)B(ζ, z) sur ∂D ×
[0, 1]×D, puis la forme de Cauchy-Fantappie´: Ω(Ŝ) = 1(2iπ)n Ŝ∧(∂ζ,zŜ+
dλŜ)n−1.
Pour un noyau L(ζ, λ, z) ou L(ζ, z), nous noterons Lq la composante
de bidegre´ (0, q) en z.
Rappelons que la solution de Henkin de l’e´quation ∂u = f , pour f
une (0, q)-forme ∂-ferme´e dans D, est donne´e pour 1 ≤ q ≤ n − 1 par
l’ope´rateur
Hq : C1(0,q)(D) −→ C1(0,q−1)(D),
ou` Hq est de´fini par Hqf :=
∫
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Dans la premie`re inte´grale, nous inte´grons en λ puis nous appliquons le
the´ore`me de Stokes apre`s une modification du noyau que nous pre´ciserons
dans la de´monstration du the´ore`me. Ceci nous permet d’obtenir un ope´-
rateur Tq ne faisant intervenir que des inte´grales sur D.
Nous avons toutefois toujours:
Tqf = Hqf et donc ∂(Tqf) = f, pour toute f ∈ C1(0,q)(D), f∂-ferme´e.
Pre´cisons quelques notations que nous emploierons au cours des cal-
culs:
1.  signifiera que l’e´galite´ est vraie “a` un coefficient multiplicatif
pre`s”.
2.  sera utilise´ pour indiquer que le terme de gauche d’une ine´galite´
est majore´ a` une constante pre`s par celui de droite.
Avec les notations pre´ce´dentes, nous avons le
The´ore`me. Pour l’ope´rateur Tq, de´fini ci-dessus, 1 ≤ q ≤ n − 1, nous
avons:
Si f ∈ C1(0,q)(D) et ∂f = 0, alors ∂(Tqf) = f sur D.
Pour 1 ≤ q ≤ n− 2, si de plus f et ∂ρ∧f(−ρ)1−ε pour un ε donne´,
0 < ε ≤
1− 1p − θ
n− q − 1p − θ
ou` θ > 0 est arbitrairement petit, sont a` coefficients dans Lp(D),
1 < p ≤ +∞, alors Tqf est a` coefficients dans Lp(D).
Pour q=n−1, nous avons Tqf a` coefficients dans Lp(D) (resp. L∞(D))
si f et ∂ρ ∧ f (resp. f et ∂ρ∧f(−ρ)1−ε , 0 < ε < 1) sont a` coefficients dans
Lp(D), 1 < p <∞ (resp. L∞(D)).
Remarques. 1) L’ope´rateur Tq ne de´pend pas de ε.
2) Pour q = n − 1 et 1 < p < ∞, le re´sultat vient du fait que l’on
peut prendre ε = 1 dans tous les calculs.
3) La me´thode que nous utilisons est responsable du fait que la borne
pour ε, donc le re´sultat, de´pend de p, ce qui n’e´tait pas le cas
pour Chaumat et Chollet [C.C] et Polking [P]. C’est aussi cette
raison technique qui explique que le re´sultat est meilleur lorsque
p→ +∞ que lorsque p→ 1. Ceci e´tait a priori surprenant puisque
l’on assiste en ge´ne´ral au phe´nome`ne contraire, comme dans les
travaux de Fornæss et Sibony [F.S] qui obtiennent pour le ∂, si
Ω ⊂ C et 1 < p ≤ 2, des estime´es Lp a` poids e−ϕ, avec ϕ sous-
harmonique; mais qui, pour p > 2, construisent une fonction ϕ
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sous-harmonique dans le disque unite´ ∆ telle que, si p′ > 2, l’image
de l’ope´rateur ∂ : Lp
′
(∆, e−ϕ) → Lp(∆, e−ϕ) n’est jamais ferme´e.
Ce the´ore`me ame´liore pour n−q ≥ 2 le re´sultat de Polking [P] rappele´
dans l’introduction.
2. De´monstration du the´ore`me








f ∧Kq−1 = Jf + J0f.
J0f est une inte´grale du type Bochner-Martinelli, donc clairement a`
coefficients dans Lp(D) pour f a` coefficients dans Lp(D).
Nous nous inte´ressons donc uniquement au terme Jf =
∫
∂D×[0,1] f ∧
Ωq−1(Ŝ) et nous commenc¸ons par inte´grer en λ.




f ∧ Ωq−1(Ŝ) 
∫
∂D×I
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∧ (∂ζB)n−q−1−k ∧ (∂zB)q−1.
Convexite´ et equations CR avec estimations Lp 313





‖ζ − z‖2(n−1−k) · Φ(ζ, z)k+1
∂ρ
∂ζm2
(ζ)f(ζ) ∧ αM,k(ζ, z) ∧ ω(ζ),
ou` M = (m1, . . . ,mn), mi ∈ {1, . . . , n}, mi = mj si i = j, αM,k(ζ, z) est
une forme de bidegre´ (0, q−1) en z et (0, n−q−1) en ζ, a` coefficients C1,
0 ≤ k ≤ n− 1, ω(ζ) = dζ1 ∧ · · · ∧ dζn.
Nous noterons pour ζ ∈ D, z ∈ D:
Φ˜γ,ε(ζ, z) := Φ(ζ, z)− 2ρ(ζ) + [−ρ(ζ) + γ]ε‖ζ − z‖2, ou` γ > 0,
Φ˜ε(ζ, z) := lim
γ→0
Φ˜γ,ε(ζ, z) et τ(ζ, z) := ‖ζ − z‖2 + ρ(ζ)ρ(z).
Remarquons que, pour ζ ∈ ∂D, nous avons:
Φ˜ε(ζ, z) = Φ(ζ, z) et τ(ζ, z) = ‖ζ − z‖2.
Dans la suite, nous aurons besoin des minorations suivantes:
|Re(Φ˜ε(ζ, z))| ≥ C1(−ρ(ζ)− ρ(z) + (−ρ(ζ))ε‖ζ − z‖2)
et
τ(ζ, z) ≥ C2(‖ζ − z‖2 + ρ(ζ)2 + ρ(z)2),
ou` C1 et C2 sont deux constantes positives. La premie`re de ces minora-
tions vient de la de´finition de Φ et du fait que ρ est convexe, la seconde
est imme´diate, puisque |ρ(ζ)− ρ(z)|  ‖ζ − z‖.
Nous notons Jγ,εf (resp. Jεf) l’inte´grale obtenue a` partir de Jf en
remplac¸ant ‖ζ − z‖2 par τ(ζ, z), dans le de´nominateur de B, et Φ par
Φ˜γ,ε (resp. Φ par Φ˜ε).
Apre`s l’inte´gration en λ, nous appliquons le the´ore`me de Stokes a` cha-
cune des inte´grales qui composent Jγ,εf , en remarquant qu’il n’intervient
que des de´rivations en ∂, puisque la forme diffe´rentielle a` inte´grer est
comple`te en dζ, et en tenant compte du fait que f est ∂-ferme´e. Nous
faisons alors tendre γ vers 0. (Jγ,εf tend vers Jεf lorsque γ tend vers
0 par un argument de convergence domine´e, en utilisant les minorations
donne´es ci-dessus.)
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|f(ζ) ∧ ∂ρ(ζ)|‖ζ − z‖
|Φ˜ε|k+2τ(ζ, z)n−1−k
dλ(ζ)
ou` 0 ≤ k ≤ n − q − 1, les autres termes obtenus e´tant plus re´guliers.
Pour simplifier les notations, nous omettrons le ε en indice dans la suite
du texte.
Rappelons qu’il suffit de s’assurer des bonnes estimations pour les cas
estreˆmes k = 0 et k = n − q − 1, d’apre`s un re´sultat d’analyse re´elle
de´montre´ dans un article de Krantz [K, The´ore`me 4.6, p. 239] de 1976.
• Nous utilisons pour cela, lorsque 1 < p < +∞, comme Polking [P],
un lemme de type Shur. Rappelons la version de Foreli-Rudin [F.R]:
Lemme 1 ([F.R]). Soit µ une mesure positive sur un espace mesura-
ble X.
Soient Q : X × X → [0,+∞) mesurable, 1 < p < +∞, 1p + 1p′ = 1.
Supposons qu’il existe une fonction mesurable g : X → (0,+∞) et des




dµ(y) ≤ [ag(x)]p′ (x ∈ X)
et ∫
X
Q(x, y)g(x)p dµ(x) ≤ [bg(y)]p (y ∈ X).
Alors l’e´quation (Tf)(x) =
∫
X
Q(x, y)f(y) dµ(y) de´finit un ope´rateur
borne´ T sur Lp(µ), avec ‖T‖ ≤ ab.
Remarque. Ceci n’est pas la version la plus ge´ne´rale du Lemme de Shur,
mais une e´tude calculatoire permet de voir que c’est dans le cas par-
ticulier que nous avons rappele´ que l’on obtient les meilleures bornes
pour ε.
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Nous partageons dans toutes les inte´grales le domaine D en un do-
maine
D˜z = {ζ ∈ D, |Φ˜(ζ, z)|+ ‖ζ − z‖ < θ0}, ou` 0 < θ0  1
et un domaine sur lequel le noyau est inte´grable en ζ, et ce uniforme´ment
en z. Nous appliquons le lemme pour le terme A1(0) avec Q(ζ, z) =
1
τ(ζ,z)n−1·|Φ˜(ζ,z)| et g ≡ 1 sur D.
Dans toutes les autres inte´grales, nous employons le Lemme 1 avec la


















τ(ζ, z)c · |Φ˜(ζ, z)|d dλ(z).
Nous appliquons alors le Lemme 1 avec Q(ζ, z) = 1
τ(ζ,z)q·|Φ˜(ζ,z)|n−q pour
le terme A1(n− q − 1), ce qui revient a` e´tudier les inte´grales I(0,0,q,n−q)
et L(0,0,q,n−q) que l’on trouvera dans le Lemme 4, pour 1 ≤ q ≤ n − 2.
Le cas q = n − 1 peut se traiter en prenant g ≡ 1 sur D et on obtient
alors les meˆmes inte´grales que pour A1(0).
Pour l’inte´grale A2(0), nous avons I(2,0,n−1,2) et L(2,0,n−1,2), inte´-
grales respectivement controˆle´es par I(1,0,n−1,2) et L(1,0,n−1,2) qui sont
estime´es dans le Lemme 5, et pour A2(n− q− 1), les inte´grales obtenues
I(2,0,q,n−q+1) et L(2,0,q,n−q+1) sont majore´es dans le Lemme 3.
Sous l’hypothe`se que f∧∂ρ(−ρ)1−ε est a` coefficients dans L
p(D), les ter-
mes A3(0) et A3(n − q − 1) sont plus re´guliers que ceux obtenus pour
A2(0) et A2(n− q − 1).
Enfin, pour A4(0), nous e´tudions les inte´grales I(1,0,n−1,2) et
L(1,0,n−1,2) dans le Lemme 5 (apre`s avoir remarque´ que I(1,1−ε,n−1,2) 
I(1,0,n−1,2) et L(1,1−ε,n−1,2)  L(1,0,n−1,2)). Le terme A4(n − q − 1) se
traite de fac¸on similaire.
Il apparaˆıt au cours des calculs que, pour 1 < p < ∞, ε doit eˆtre
choisi tel que
0 < ε ≤
1− 1p − θ
n− q − 1p − θ
,
ou` θ > 0 est arbitrairement petit.
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Remarquons que ε de´pend de p et q.
Pour toutes les estimations, le re´sultat de´coule du Lemme 1, avec
le changement de variables (t1, t2, . . . , t2n), ou` nous noterons
t′ = (t3, . . . , t2n) et avec t1 = −ρ(ζ) (resp. −ρ(z)) et t2 = Im Φ dans les
inte´grales en ζ (resp. en z).
Ce changement de variables est valide graˆce a` la convexite´ de D,
comme le montre le Lemme 2 duˆ a` Polking [P].
Lemme 2 ([P]). La fonction Φ : D×D → C a les proprie´te´s suivantes:
1) Φ ∈ C∞(D ×D) et Φ(ζ, .) ∈ O(D) pour tout ζ ∈ D.
2) 2 Re Φ(ζ, z) ≥ −ρ(ζ)− ρ(z) pour tous ζ, z ∈ D.
3) Supposons que Φ(ζ0, z0) = 0, (ζ0, z0) ∈ D ×D. Alors ζ0, z0 ∈ ∂D
et il existe des champs de vecteurs Xζ en ζ et Yz en z tangents
a` ∂D en ζ0 et z0 respectivement tels que (Xζ Im Φ)(ζ0, z0) = 0 et
(Yz Im Φ)(ζ0, z0) = 0.
La proprie´te´ 3) de ce lemme vient du fait que Φ est une fonction
support pour D et utilise la convexite´ du domaine. Ceci nous permet de
prendre ρ et Im Φ comme variables re´elles inde´pendantes pre`s des points
ou` Φ s’annule.
• Traitons maintenant le cas p = +∞.
Nous adapterons la notation




τ(ζ, z)c · |Φ˜(ζ, z)|d dλ(ζ), ou` D˜ = D˜z.
Conside´rons d’abord les termes A1 et A2, avec la condition que f est a`
coefficients dans L∞(D).
Pour A1(0)




τ(ζ, z)n−1 · |Φ˜(ζ, z)|  ‖f‖∞ ·K(0,0,n−1,1)  ‖f‖∞.
De meˆme, nous avons pour A1(n− q − 1):




τ(ζ, z)q · |Φ˜(ζ, z)|n−q  ‖f‖∞ ·K(0,0,q,n−q)  ‖f‖∞,
d’apre`s le Lemme 7 pour 1 ≤ q ≤ n−2 et de fac¸on claire pour q = n−1.
Pour A2(0)∫
D˜
|f(ζ)|‖ζ − z‖2 dλ(ζ)
τ(ζ, z)n−1 · |Φ˜(ζ, z)|2  ‖f‖∞ ·K(2,0,n−1,2).
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Et pour A2(n− q − 1)∫
D˜
|f(ζ)|‖ζ − z‖2 dλ(ζ)
τ(ζ, z)q · |Φ˜(ζ, z)|n−q+1  ‖f‖∞ ·K(2,0,q,n−q+1).
Les deux inte´grales des membres de droite sont majore´es dans le
Lemme 6, en choisissant 0 < ε < 1n−q .
Remarque. En particulier pour q = n − 1, ceci nous donne 0 < ε < 1
et c’est la raison pour laquelle, meˆme dans ce cas, nous n’obtenons pas
la re´solution de l’e´quation ∂u = f avec une solution dans L∞(D), pour
une donne´e dans L∞(D).
Avec la condition que f∧∂ρ(−ρ)1−ε est a` coefficients dans L
∞(D), on
e´tudierait de meˆme les termes A3 et A4.
3. Lemmes techniques
Nous donnons dans ce paragraphe les de´tails techniques qui justifient
les re´sultats pre´ce´dents.







Donnons maintenant les estimations des inte´grales qui apparaissent
dans la de´monstration pour le cas Lp, 1 < p < ∞. Nous e´nonc¸ons tout
d’abord celles pour lesquelles nous obtenons les bornes de ε donne´es dans
le the´ore`me et qui proviennent du terme A2(n− q − 1).
Lemme 3. Pour 1 ≤ q ≤ n − 1, il existe C1 et C2 des constantes
positives telles que
I(2,0,q,n−q+1) ≤ C1(−ρ(z))η pour tout z ∈ D(a)
et
L(2,0,q,n−q+1) ≤ C2(−ρ(ζ))γ pour tout ζ ∈ D,(b)
pour
0 < ε <
1− η
n− q − η si 1 ≤ q ≤ n− 2
et pour
0 < ε ≤ 1 si q = n− 1.
De´monstration: Le cas q = n−1 est une conse´quence du Lemme 5. Nous
avons ainsi les bonnes estimations pour tout ε, 0 < ε ≤ 1.
Il nous reste donc a` conside´rer le cas 1 ≤ q ≤ n− 2:
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(a) Nous avons, avec le changement de variables (t1, t2, . . . , t2n), ou`
t1 = −ρ(ζ), t2 = Im Φ, t′ = (t3, . . . , t2n), en notant a = −ρ(z) et en





‖ζ − z‖2 dλ(ζ)








|t′|2n−3 dt1 dt2 d|t′|




































(b) Nous obtenons de meˆme, en posant t1 = −ρ(z) et t2 = Im Φ et en





‖ζ − z‖2 dλ(z)






























pour 0 < α < 1 − γ = 1p et pour 0 < ε ≤
1− 1p
n−q−α , soit finalement pour
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Ensuite nous e´tudions les inte´grales qui interviennent dans les ter-
mes A1(n−q−1) et A4(n−q−1) et pour lesquelles nous avons e´galement
des conditions sur ε.
Lemme 4. Pour 1 ≤ q ≤ n−2 (n ≥ 3), il existe C1 et C2 des constantes
positives telles que, pour tout ε, 0 < ε < 1−ηn−q−1−η :
I(0,0,q,n−q) ≤ C1(−ρ(z))η(a)
et
L(0,0,q,n−q) ≤ C2(−ρ(ζ))γ .(b)
De´monstration: (a) En posant t1 = −ρ(ζ) et t2 = Im Φ et en notant















|t′|2n−2q−3 dt1 dt2 d|t′|
































pour 0 < ε <
1− η
n− q − 1− η .
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a1−η |t′|2n−2q−3 du1 d|t′|










uγ+α1 [a + a
ε|t′|2]n−q−1−α




















pour α = 1 − γ + θ = 1p + θ et 0 < ε ≤
1− 1p−θ
n−q−1− 1p−θ
avec θ > 0




Enfin, nous achevons le cas 1 < p <∞ avec les inte´grales plus simples
donne´es par l’e´tude des termes A4(0) et A1(0) et qui autorisent a` prendre
0 < ε ≤ 1.
Lemme 5. Il existe C1 et C2 des constantes positives telles que pour
tout ε, 0 < ε ≤ 1
I(1,0,n−1,2) ≤ C1(−ρ(z))η(a)
et
L(1,0,n−1,2) ≤ C2(−ρ(ζ))γ .(b)
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‖ζ− < ‖ dλ(ζ)








|t′|2n−3 dt1 dt2 d|t′|








apre`s inte´gration par parties, comme dans le Lemme 1.6.






‖ζ − z‖ dλ(z)








|t′|2n−3 dt1 dt2 d|t′|













Pour achever ce paragraphe, nous donnons les majorations des inte´-
grales a` conside´rer dans le cas p = +∞. Remarquons que les ter-
mes Aj(0), 1 ≤ j ≤ 4, seront toujours obtenus comme cas particuliers de
Aj(n− q − 1) pour q = n− 1 et ne seront donc pas estime´s se´pare´ment.
Nous commenc¸ons a` nouveau par les inte´grales qui font apparaˆıtre les
bornes impose´es a` ε dans l’e´nonce´ du the´ore`me et qui proviennent de
A2(n− q − 1).
Lemme 6. Pour 1 ≤ q ≤ n− 1, il existe C une constante positive telle
que
K(2, 0, q, n− q + 1) ≤ C
pour tout ε, 0 < ε < 1n−q .
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|f(ζ)‖ζ − z‖2 dλ(ζ)















θ + ε(n− q − θ)|t′|1−2θ
≤ C
pour 0 < ε < 1−θn−q−θ , avec θ > 0 arbitrairement petit, soit pour tout ε,
0 < ε < 1n−q .
Enfin, nous avons l’inte´grale donne´e par le terme A1(n − q − 1) qui
permet de prendre 0 < ε < 1n−q−1 pour 1 ≤ q ≤ n− 2.
Lemme 7. Pour 1 ≤ q ≤ n− 2, il existe C une constante positive telle
que
K(0,0,q,n−q) ≤ C
pour tout ε, 0 < ε < 1n−q−1 .
De´monstration: Avec le changement de variables t1 = −ρ(ζ) et t2 =














|t′|2n−2q−3 dt1 dt2 d|t′|











pour 0 < ε < 1−αn−q−1−α , avec α > 0 arbitrairement petit, soit pour tout
ε, 0 < ε < 1n−q−1 .
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