Series Representation of Time-Stable Stochastic Processes by Kopp, Christoph & Molchanov, Ilya
ar
X
iv
:1
50
4.
02
96
9v
1 
 [m
ath
.PR
]  
12
 A
pr
 20
15
Series Representation of Time-Stable Stochastic
Processes
Christoph Kopp Ilya Molchanov
December 27, 2017
Abstract
A stochastically continuous process ξ(t), t ≥ 0, is said to be time-stable if the
sum of n i. i. d. copies of ξ equals in distribution to the time-scaled stochastic process
ξ(nt), t ≥ 0. The paper advances the understanding of time-stable processes by
means of their LePage series representations.
1 Introduction
The (strict) stability property of stochastic processes is conventionally defined by requir-
ing that the sum of i. i. d. copies of a process is distributed as the scaled variant of the
original process. An alternative scaling operation applied to the time argument leads to
another definition of stability.
Definition 1.1. A stochastically continuous real-valued process ξ(t), t ≥ 0, is said to be
time-stable if, for each n ≥ 2,
ξ1 + · · ·+ ξn D∼ n ◦ ξ , (1)
where ξ1, . . . , ξn are i. i. d. copies of ξ,
D∼ means the equality of all finite-dimensional
distributions and (n ◦ ξ)(t) = ξ(nt), t ≥ 0, is the process obtained by time scaling ξ.
Definition 1.1 goes back to Mansuy [18], where processes satisfying (1), regardless
of their stochastic continuity, are called infinitely divisible with respect to time (IDT).
Indeed, they are infinitely divisible in the sense that ξ can be represented as the sum
of n i. i. d. processes for each n ≥ 2. However, the time-stable name better emphasises
the particular stability feature of such processes. These processes have been recently
investigated in [8] and [12], also with a multivariate time argument. Time-stable processes
with values in Rd can be defined similarly to Definition 1.1.
The major difficulty in the analysis of time-stable processes stems from the necessity
to work with the whole paths of the processes. The time stability concept cannot be
formulated in terms of finite-dimensional distributions at any given time moments, since
the time argument in the right-hand side of (1) is scaled.
Definition 1.1 can be modified to introduce α-time-stable processes as
ξ1 + · · ·+ ξn D∼ n1/α ◦ ξ ,
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where each α 6= 0 is possible. This concept appears in [6, Ex. 8.12] as an example of
the stability property in the cone of continuous functions with scaling applied to the
argument. While such processes (for general α) have been considered in [11], the process
ξ(t1/α), t ≥ 0, obtained by time change is time-stable (with α = 1) and so it is not
necessary to study α-time stability for general α 6= 1.
Another closely related concept is that of a dilatively stable process ζ that satisfies
the following scaling relation for some α > 0, δ ∈ (0, 2α], and all n ≥ 2:
ζ1 + · · ·+ ζn D∼ n1/2−α/δ(n1/δ ◦ ζ) ,
see [13], where such processes are also assumed to possess moments of all orders. If ζ is
dilatively stable, then ξ(t) = t1/2−α/δζ(t1/δ), t ≥ 0, satisfies (1) and so is a time-stable
process if it is stochastically continuous.
Barczy et al. [1] defined (ρ1, ρ2)-aggregate self-similar processes ζ by the following
scaling relation
ζ1 + · · ·+ ζn D∼ nρ1(n−ρ2 ◦ ζ) ,
so that for ρ1 = ρ2 one recovers the aggregate similar process from [15]. It is easy to see
that tρ1ζ(t−ρ2), t ≥ 0, satisfies (1), so that this and other above mentioned generalisa-
tions may be obtained by time and scale change from time-stable processes. A similar
concept was studied by Penrose [21], who called a stochastic process ξ semi-min-stable if
min(ξ1(t), . . . , ξn(t)) shares the finite-dimensional distributions with n
−1ξ(nαt), t ≥ 0.
Section 2 discusses elementary properties and examples of time-stable processes. The
infinite divisibility of such processes makes it possible to use their spectral representation
obtained in [14] and then show that the Le´vy measure is homogeneous with respect to
time scaling, see Section 3. The main result of Section 4 and of the whole paper is
the LePage representation of time-stable processes whose Le´vy measures are supported
by the family of right-continuous functions with left limits. In particular, this is the
case for non-negative processes. The obtained LePage representation yields the series
representations for dilatively stable and aggregate self-similar processes. The structure of
pure jump time-stable processes is closely related to the stability property of marked point
processes; in this case the LePage representation is similar to the cluster representation
of infinitely divisible point processes, see Section 5.
The concept of time stability allows generalisations in various directions. The neces-
sary structure consists of a time set which is invariant under scaling by arbitrary positive
real numbers and an associative and commutative binary operation which is applied point-
wisely to the values of processes. For instance, the definition applies also to stochastic
processes defined on the whole line and on Rd or with addition replaced by the maximum
operation.
While (1) actually defines a strictly time-stable stochastic process, the stability con-
cept can be relaxed by replacing the right hand side with n ◦ ξ + fn for deterministic
functions {fn}. Furthermore, it is possible to consider random measures stable with re-
spect to scaling of their argument (see [6, Ex. 8.23]) and generalised stochastic processes
(i. e. random generalised functions).
2
2 Elementary properties and examples
The following result provides an alternative definition of time-stable processes.
Proposition 2.1. A stochastically continuous process ξ(t), t ≥ 0, is time-stable if and
only if
a ◦ ξ1 + b ◦ ξ2 D∼ (a+ b) ◦ ξ (2)
for all a, b > 0, where ξ1 and ξ2 are independent copies of ξ.
Proof. The sufficiency is evident. The necessity is first shown for positive rational a, b and
then for all positive a, b by approximation using the stochastic continuity assumption.
Each Le´vy process is time-stable. If ξ is time-stable, then it is infinitely divisible, so
that there always exists the unique Le´vy process ξ˜, called the associated Le´vy process of
ξ, such that ξ˜(1) coincides in distribution with ξ(1). Since ξ is stochastically continuous,
ξ˜(t) coincides in distribution with ξ(t) for each given t (see [18, Prop. 4.1]), so that the
characteristic function of ξ(t) is given by
E exp{ıλξ(t)} = exp{−tΨ(λ)} , t ≥ 0 , (3)
where Ψ denotes the cumulant of ξ˜. In view of this, Ψ is also called the cumulant of ξ.
The higher order finite-dimensional distributions of ξ and ξ˜ may differ.
It follows from (3) that ξ(t) weakly converges to 0 as t ↓ 0, which corresponds to the
stochastic continuity of ξ, since ξ(0) = 0 a. s. by (1). The only a. s. constant time stable
process is the zero process.
Comparing the one-dimensional distributions shows that if the non-degenerate time-
stable process is a. s. non-negative for any t ≥ 0, then it is a. s. non-negative everywhere,
its one-dimensional distributions are increasing in the stochastic order, and supt≥0 ξ(t) is
a. s. infinite. In contrast to Le´vy processes, non-negative time-stable processes need not
be a. s. monotone, see Example 2.3.
Theorem 2.2. A time-stable process ξ is identically distributed as the sum of a linear
function, a centred Gaussian process with the covariance function C(t, s) that satisfies
C(ut, us) = uC(t, s) for all t, s, u ≥ 0, and an independent time-stable process without
Gaussian component.
Proof. Since ξ is infinitely divisible, its finite-dimensional distributions are infinitely di-
visible. The rest follows by comparing the Le´vy triplets of the n-fold convolution of
(ξ(t1), . . . , ξ(tk)) and of (ξ(nt1), . . . , ξ(ntk)) for any t1, . . . , tk ≥ 0 and k, n ≥ 1.
Various characterisations of Gaussian time-stable processes are presented in [18]. In
the following we mostly consider time-stable processes without a Gaussian part.
Example 2.3 (cf. [18]). Let ξ be a time-stable process. For c1, . . . , cm ∈ R and
s1, . . . , sm ≥ 0,
ξ˜(t) =
m∑
i=1
ciξ(tsi), t ≥ 0 ,
is a time-stable process. For instance, if N(t), t ≥ 0, is a homogeneous Poisson process,
then N(2t)−N(t), t ≥ 0, is a non-monotonic a.s. non-negative time-stable process with
the standard Poisson process as its associated Le´vy process.
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Example 2.4 (cf. [18]). Let ζ be a strictly α-stable random variable with α ∈ (0, 2].
Then ξ(t) = t1/αζ , t ≥ 0, is a time-stable stochastic process. In particular, if ζ is
normally distributed, then ξ(t) =
√
tζ is time-stable. If α = 1, then ξ(t) = ζt for the
Cauchy random variable ζ . This yields a time-stable process with stationary increments,
which is not a Le´vy process. This construction can be generalised by letting
ξ(t) =
m∑
i=1
cit
1/αiζi , t ≥ 0 , (4)
for constants c1, . . . , cm and independent random variables ζ1, . . . , ζm that are strictly
stable with parameters α1, . . . , αm. The independence condition can be relaxed if the
vector ζ = (ζ1, . . . , ζm) is multi-stable meaning that the sum of its n i. i. d. copies is
distributed as (n1/α1ζ1, . . . , n
1/αmζm) for every n ≥ 2.
The following construction is similar to the construction of sub-stable random ele-
ments, see [25, Sec. 1.3].
Example 2.5 (Sub-stable processes). Consider the process X(t) = ξ(t1/αζ), t ≥ 0, where
ξ is time-stable and ζ is an independent of ξ positive strictly α-stable random variable
with α ∈ (0, 1). Conditioning on i. i. d. copies ζ1, ζ2 of ζ and using Proposition 2.1, we
obtain that for i. i. d. copies X1, X2 of X and any a, b > 0
a ◦X1(t) + b ◦X2(t) = ξ1(a1/αζ1t1/α) + ξ2(b1/αζ2t1/α)
D∼ ξ((a1/αζ1 + b1/αζ2) t1/α)
D∼ ξ((a+ b)1/αζt1/α) = (a+ b) ◦X(t) , t ≥ 0 ,
showing the time stability of X .
Example 2.6 (Subordination by time-stable processes). Let X be a Le´vy process and
let ξ be an a. s. non-decreasing independent of X time-stable process. Then X(ξ(t))
is also time-stable. This fact was proved using characteristic functions in [8, Th. 3.6].
The famous variance gamma process used in finance (see, e. g. [17]) appears if X = W
is the Brownian motion and ξ(t) is the gamma subordinator. The construction from
Example 2.3 suggests further variants of the variance gamma process, e. g. W (ξ(t)+ξ(2t)).
A stochastic process ξ is called H-self-similar if for any c > 0
c ◦ ξ D∼ cHξ, (5)
where H > 0 is called the Hurst index or self-similarity index. A time-stable process is
strictly α-stable if and only if it is 1/α-self-similar, see [8, Prop. 3.1]. By [25, Th. 7.5.4],
any time-stable process, which is also α-stable with α ∈ (0, 1) and has stationary incre-
ments, is a Le´vy process.
Example 2.7 (Sub-Gaussian time-stable process). Each Gaussian time-stable process
is 1
2
-self-similar. Therefore, a fractional Brownian motion η(t), t ≥ 0, with Hurst index
H 6= 1
2
is not time-stable. Since a Gaussian self-similar process with stationary increments
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is necessarily a fractional Brownian motion, see [7, Th. 1.3.3], the only Gaussian time-
stable process with stationary increments is the Brownian motion. It is possible to obtain
a sub-Gaussian time-stable process as
ξ(t) = Z1/2η(t1/(2αH)), t ≥ 0 ,
where α ∈ (0, 1) and Z is an a. s. positive α-stable random variable independent of η.
In particular, if H = 1/(2α) for α ∈ [1/2, 1), then ξ(t) = Z1/2η(t) and if H = 1
2
, then
ξ(t) = Z1/2η(t1/α) for the Brownian motion η.
3 Le´vy measures of time-stable processes
The time stability property of the process ξ implies its infinite divisibility. Each stochas-
tically continuous process satisfies Condition S from [25], which requires the existence
of an at most countable set T0 ⊂ [0,∞) such that for all t ≥ 0, there exists a sequence
tn ∈ T0, n ≥ 1, such that ξ(tn) converges to ξ(t) in probability. The spectral repre-
sentation of infinitely divisible stochastic processes that satisfy Condition S and do not
possess a Gaussian component is obtained in [14, Th. 2.14] using a Poisson process on
a certain space (Ω,F) with a σ-finite measure µ. Reformulating this result for (Ω,F)
being the space R[0,∞) with the cylindrical σ-algebra C yields that an infinitely divisible
stochastically continuous process ξ admits a spectral representation
ξ(t)
D∼ c(t) +
∫
f(t)dΠQ(f) , (6)
where c is a deterministic function and ΠQ = {fi(t) : i ≥ 1} is the Poisson process on
R[0,∞) \ {0} with a σ-finite intensity measure Q such that∫
R[0,∞)\{0}
min(1, f(t)2)Q(df) <∞ (7)
for all t ≥ 0. The measure Q is called the Le´vy measure of ξ. The integral with respect
to ΠQ in (6) is defined as the a. s. existing limit of the compensated sums
lim
r↓0

 ∑
fi∈ΠQ
fi(t)1|fi(t)|>r −
∫
{f : |f(t)|>r}
L(f(t))Q(df)

 , (8)
where
L(u) =


u, |u| ≤ 1 ,
1, u > 1 ,
−1, u < −1 ,
(9)
is a Le´vy function, see also [19].
Furthermore, [14, Th. 2.14] ensures the existence of a minimal spectral representation,
meaning that the σ-algebra generated by {f : f(t) ∈ A} for all t ≥ 0 and Borel A ⊂ R
coincides with the cylindrical σ-algebra C on R[0,∞) up to Q-null sets and there is no set
B ∈ C with Q(B) > 0 such that for every t ≥ 0, Q({f ∈ B : f(t) 6= 0}) = 0. In the
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following assume that the σ-algebra on R[0,∞) is complete with respect to Q. By [14,
Th. 2.17]), the minimal spectral representation is unique up to an isomorphism, and so
the Le´vy measure is well defined.
The stochastic continuity of ξ yields that ξ has a measurable modification, see [10,
Th. 3.3.1]. Then [14, Prop. 2.19] establishes that the representation (6) involves a measur-
able function c(t), t ≥ 0, and that the functions f can be chosen to be strongly separable.
The latter means that there exists a measurable null-set Ω0 ⊂ R[0,∞) and a countable set
Q ⊂ [0,∞) (called a separant) such that, for each open G ⊂ [0,∞) and closed F ⊂ R,
we have
{f : f(t) ∈ F ∀t ∈ G ∩Q} \ {f : f(t) ∈ F ∀t ∈ G} ⊂ Ω0 . (10)
The process ξ is symmetric, i. e. ξ coincides in distribution with −ξ, if and only if its
Le´vy measure Q is symmetric and c identically vanishes. Then the compensating second
term in (8) vanishes for every r > 0.
If (7) is strengthened to require∫
R[0,∞)\{0}
min(1, |f(t)|)Q(df) <∞ , (11)
then the integral (6) is well defined without taking the limit and without the compensating
term in (8), so that
ξ(t)
D∼ c(t) +
∑
fi∈ΠQ
fi(t) (12)
for a deterministic function c. It is well known that (11) holds if ξ(t) is a. s. non-negative
for all t ≥ 0, see e. g. [26, Th. 51.1].
Representation (12) shows that if the process is monotone (resp. non-negative), then
the measure Q is supported by monotone (resp. non-negative) functions.
Lemma 3.1. For each Borel B ⊂ R[0,∞) and s > 0, the set s ◦ B = {s ◦ f : f ∈ B} is
also Borel in R[0,∞).
Proof. The set s ◦ B is Borel if B is a cylinder, and the statement follows from the
monotone class argument.
The next result follows from the fact that ξ(0) = 0 a. s. for a time-stable process ξ.
Lemma 3.2. The Le´vy measure of a time-stable process is supported by {f ∈ R[0,∞)\{0} :
f(0) = 0}.
Lemma 3.3. An infinitely divisible stochastically continuous process ξ without a Gaussian
component is time-stable if and only if c(t) = bt, t ≥ 0, is a linear function for a constant
b ∈ R and the Le´vy measure Q satisfies
Q(s ◦B) = s−1Q(B), s > 0 , (13)
for all Borel B ⊂ R[0,∞).
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Proof. The sufficiency follows because the finite-dimensional distributions of ξ admit the
characteristic function
E exp{ı
∑
j
θjξ(tj)}
= exp
{
ıb
∑
j
θjtj +
∫ [
eı
∑
j θjf(tj ) − 1− ı
∑
j
θjL(f(tj))
]
Q(df)
}
. (14)
Now assume that ξ is time-stable. Comparing the characteristic functions of the finite-
dimensional distributions for the processes in the left and right-hand side of (2) shows
that the function c is linear.
The Le´vy measure corresponding to the minimal spectral representation of the process
in the left-hand side of (2) is Q(a−1 ◦B) + Q(b−1 ◦B). In view of the uniqueness of the
minimal spectral representation [14, Th. 2.17], the Le´vy measures of the processes in the
left and right-hand sides of (2) coincide. Thus
Q(a−1 ◦B) +Q(b−1 ◦B) = Q((a + b)−1 ◦B)
for all a, b > 0 and all Borel B ⊂ R[0,∞). Given that Q is non-negative, [3, Th. 1.1.7]
yields that Q(s−1 ◦B) is a linear function of s, i. e. (13) holds.
The same scaling property for the Le´vy measure appears in [18, Lemma 5.1] and later
on was reproduced in [11, Prop. 4.1] for time-stable processes with paths in the Skorokhod
space of right-continuous functions with left limits (ca`dla`g functions). The proof there
is however incomplete, since it is not shown that the Le´vy measure of such a process is
supported by ca`dla`g functions.
Proposition 3.4. If ξ(t), t ≥ 0, is a time-stable ca`dla`g process with a. s. non-negative
values, then its Le´vy measure Q is supported by ca`dla`g functions.
Proof. In this case the Le´vy measure Q satisfies (11) and so ξ admits the representation
(12). If ξ′ is an independent copy of ξ, then ξ − ξ′ is symmetric and has the series
decomposition with the Le´vy measure supported by ca`dla`g functions, see [22, Th. 4].
The support of Q is a subset of the support of the Le´vy measure for ξ − ξ′.
4 LePage series representation
In finite-dimensional spaces, Le´vy measures of strictly stable laws admit a polar decom-
position into the product of a radial and a finite directional part and the corresponding
sum (if necessary compensated) of points of the Poisson process is known as the LePage
series, see [25, Cor. 3.10.4] and [16, 23]. The LePage series can be defined in general
spaces [6], where they provide a rich source of stable laws and in many cases characterise
stable laws. However, the general conditions of [6] do not hold for the case of time-stable
processes.
The following result provides the LePage series characterisation for time-stable pro-
cesses without a Gaussian part and whose Le´vy measure is supported by the family D′
of not identically vanishing ca`dla`g functions on [0,∞). We endow the family D′ with the
topology and the σ-algebra induced from R[0,∞). Let D′0 be the family of not identically
vanishing ca`dla`g functions that vanish at the origin.
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Theorem 4.1. The following statements are equivalent for a stochastically continuous
process ξ(t), t ≥ 0.
i) The process ξ is time-stable without a Gaussian part and with the Le´vy measure Q
supported by D′.
ii) The stochastic process ξ is infinitely divisible without a Gaussian part, with a de-
terministic linear part, its Le´vy measure Q is supported by D′0, and
Q(B) =
∫ ∞
0
σ(t ◦B)dt (15)
for all Borel sets B ⊂ D′0 and a probability measure σ on D′0 such that∫
D′0
∫ ∞
0
min(1, f(t)2)t−2dtσ(df) <∞ . (16)
iii) The stochastic process ξ has the same distribution as
ct+ lim
r↓0
[
∞∑
i=1
εi(Γ
−1
i t)1|εi(Γ−1i t)|>r
− E
∫ ∞
0
L(ε(s−1t))1|ε(s−1t)|>r ds
]
, t ≥ 0 , (17)
where the limit exists almost surely, c ∈ R is a constant, L is defined as in (9) and
{εi, i ≥ 1} is a sequence of i. i. d. stochastic processes distributed as ε, where ε a. s.
takes values in D′0,
E
∫ ∞
0
min(1, ε(t)2)t−2dt <∞ , (18)
and {Γi, i ≥ 1} is the sequence of successive points of a homogeneous unit intensity
Poisson process on [0,∞).
Proof. By Lemma 3.3, a time-stable process can be alternatively described as an infinitely
divisible stochastically continuous process whose Le´vy measure Q satisfies (13). It is
obvious that Q given by (15) satisfies (13). It remains to show that the scaling property
(13) yields (15), so that (i) implies (ii).
The following construction is motivated by the argument used to prove [9, Th. 10.3].
By Lemma 3.2, Q is supported by D′0. Decompose D
′
0 into the union of disjoint sets
X0 = {f : sup
t≥0
|f(t)| > 1} ,
and
Xk = {f : sup
t≥0
|f(t)| ∈ (2−k, 2−k+1]} , k ≥ 1 .
Recall the separant Q and the exceptional set Ω0 from (10). Since
Xc0 = {f : |f(t)| ≤ 1 , t ∈ [0,∞)} ,
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we have that
X0 \ {f : sup
t∈Q
|f(t)| > 1} ⊂ Ω0 .
Similarly,
Xk \ {f : sup
t∈Q
|f(t)| ∈ (2−k, 2−k+1]} ⊂ Ω0
for all k ≥ 1. In view of the completeness assumption on the σ-algebra, all sets Xk, k ≥ 0,
are measurable.
For each k ≥ 0, define the Borel map τk : Xk → (0,∞) by
τk(f) = inf{t > 0 : |f(t)| > 2−k} , f ∈ Xk .
Since all functions from D′0 vanish at the origin, τk(f) is strictly positive and finite, and
τk(c ◦ f) = c−1τk(f) for all c > 0. Let
Sk = {f ∈ Xk : τk(f) = 1} .
Then |f(1)| ≥ 2−k for all f ∈ Sk, k ≥ 0, and each function g ∈ Xk can be uniquely
represented as s ◦ f for f ∈ Sk and s > 0. The maps (f, s) 7→ s ◦ f and g 7→ (τk(g) ◦
g, τk(g)
−1) are mutually inverse Borel bijections between Sk× (0,∞) and Xk. This is seen
by restricting f onto a countable dense set Q in [0,∞) and applying Lemma 3.1.
Since f ∈ Sk is right-continuous,
∆k(f) = sup{t ∈ Q : |f(s)| > 2−k−1 for all s ∈ [1, 1 + t]}
is strictly positive and measurable for each k ≥ 0. Define
Sk0 = {f ∈ Sk : ∆k(f) > 1} ,
Skj = {f ∈ Sk : ∆k(f) ∈ (2−j, 2−j+1]} , j ≥ 1 .
Then Sk is the disjoint union of Skj for j ≥ 0 and Xk is the disjoint union of
Xkj = {s ◦ f : f ∈ Skj, s > 0} , j ≥ 0 .
Fix any k, j ≥ 0. Then
qkj = Q({s ◦ f : f ∈ Skj, s ∈ [1, 1 + 2−j]})
≤ Q({f ∈ D′0 : |f(1)| ≥ 2−k−1})
≤ 22k+2
∫
{f : |f(1)|≥2−k−1}
min(1, f(1)2)Q(df)
≤ 22k+2
∫
min(1, f(1)2)Q(df) <∞ .
By (13),
Q({s ◦ f : f ∈ Skj, s ≥ 1})
≤
∞∑
i=0
Q({s ◦ f : f ∈ Skj , s ∈ [(1 + 2−j)i, (1 + 2−j)i+1]})
=
∞∑
i=0
(1 + 2−j)−iqkj <∞ .
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Thus, Q restricted onto Xkj is a push-forward under the map (f, s) → s ◦ f of the
product ηkj ⊗ θ of a finite measure ηkj supported by Skj and the measure θ on (0,∞)
with density s−2ds. Let ckj be some positive number, then the measure σkj defined on
D′0 by σkj(B) = ckjηkj(c
−1
kj ◦ B) assigns all its mass to the set ckj ◦ Skj. Then the push-
forward of σkj ⊗ θ under the map (f, s) → s ◦ f is Q restricted on Xkj and the total
mass of σkj equals ckjηkj(Skj). By choosing ckj appropriately, it is always possible to
achieve that σ =
∑
k,j≥0 σkj is a probability measure on D
′
0. Combining the push-forward
representations of Q restricted to Xkj, k, j ≥ 0, we see that Q is the push-forward of σ⊗θ
and so (15) holds. Given (15), (16) is equivalent to (7).
The equivalence of (ii) and (iii) is immediate by choosing ε to be i. i. d. with distribu-
tion σ and noticing that (16) is equivalent to (18) and that the limit in (17) corresponds
to the limit in (8).
Remark 4.2. There are many probability measure σ that satisfy (15), and so the distri-
bution of ε in (17) is not unique. For example, it is possible to scale the arguments of
{εi, i ≥ 1} by a sequence of i. i. d. positive random variables of mean one. The measure
σ constructed in the proof of Theorem 4.1 is supported by the set S ⊂ D′ such that if
f and c ◦ f with c > 0 both belong to S, then c = 1. The distribution of ε is unique
if ε is supported by a measurable set S′ ⊂ D′0 such that each f ∈ D′0 can be uniquely
represented as c ◦ g for c > 0 and g ∈ S′.
Remark 4.3. It follows from [2, Th. 3.1] that the LePage series (17) converges uniformly
for t from any compact subset of (0,∞). If H(t, r, V ) = ε(t/r), then Condition (3.3) of
[2] becomes∫ ∞
0
P{(ε(t1/r), . . . , ε(tk/r)) ∈ B}dr = Q({f : (f(t1), . . . , f(tk)) ∈ B})
for all Borel B in Rk \ {0}, t1, . . . , tk, and k ≥ 1.
Theorem 4.4. A stochastically continuous stochastic process ξ is time-stable without a
Gaussian part and with the Le´vy measure Q supported by D′ and satisfying (11) if and
only if
ξ(t)
D∼ ct+
∞∑
i=1
εi(Γ
−1
i t) , t ≥ 0 , (19)
where the series converges almost surely, c is a constant, {εi, i ≥ 1} is a sequence of i. i. d.
stochastic processes with realisations in D′0 such that
E
∫ ∞
0
min(1, |ε(t)|)t−2dt <∞ , (20)
and {Γi, i ≥ 1} is the sequence of successive points of the homogeneous unit intensity
Poisson process on [0,∞).
Proof. It suffices to note that (20) is equivalent to (11).
Remark 4.5. Condition (20) (respectively (18)) holds if
∫ 1
0
E|ε(t)|t−2dt <∞ (respectively∫ 1
0
E(ε(t)2)t−2dt <∞).
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Remark 4.6. The time-stable process given by (19) has the cumulant
Ψ(λ) = −ıλc+
∫ ∞
0
E(1− eıλε(s))s−2ds .
Corollary 4.7. Each a. s. non-negative ca`dla`g time-stable process admits the LePage
representation (19).
Remark 4.8. Analogues of the above results hold for time-stable processes with values in
Rd. This can be shown by replacing Skj from the proof of Theorem 4.1 with the Cartesian
product of d-tuples of such sets S1k1j1 × · · ·× Sdkdjd, ki, ji ≥ 0, i = 1, . . . , d, constructed for
each of the coordinates of the process. In particular, Corollary 4.7 applies for time-stable
processes with values in Rd+.
Example 4.9 (Le´vy processes). The spectral representation of a Le´vy process ξ without
a Gaussian part can be obtained by setting fi(t) = mi1t≥τi , where {(τi, mi), i ≥ 1} is a
marked Poisson process on (0,∞)× (R \ {0}) with intensity measure being the product
of the Lebesgue measure and a Le´vy measure Λ on R \ {0}. Indeed, then
ξ(t)
D∼ ct+ lim
r↓0

∑
|xi|>r
xi1ti≤t − t
∫
|x|>r
L(x)Λ(dx)

 ,
which is the classical decomposition of a Le´vy process. In view of the uniqueness of the
minimal spectral representation, the Le´vy measure Q is supported by step functions of the
type m1t≥τ . By Theorem 4.1, ξ admits the series decomposition (17) with ε(t) = η1tζ≥1,
where (18) corresponds to E[min(1, η2)ζ ] <∞. Following the construction from the proof
of Theorem 4.1, the joint distribution of (η, ζ) can be constructed as follows. Denote
B0 = {x ∈ R : |x| > 1} and Bk = {x ∈ R : 2−k < |x| ≤ 2−k+1}, k ≥ 1, let qk = Λ(Bk),
k ≥ 0, and choose strictly positive {ck, k ≥ 0} such that
∑∞
k=0 ckqk = 1. Then, for every
Borel A ⊂ R \ {0},
P{η ∈ A, ζ = c−1k } = Λ(A ∩ Bk)ck for every k ≥ 0.
It is easy to see that
E[min(1, η2)ζ ] =
∫
R\{0}
min(1, x2)Λ(dx).
If ξ has bounded variation, then Theorem 4.4 applies and
ξ(t)
D∼ ct+
∞∑
i=1
ηi1tζi≥Γi
provides a LePage representation of ξ, cf. [24] for the LePage representation of Le´vy
processes on [0, 1]. The choice of ε(t) = η1t≥1, t ≥ 0, yields the compound Poisson
process ξ(t), which becomes the standard Poisson process if η = 1 a. s.
Note that the time and the size of the jump of ε may be dependent. For instance, let
ε(t) = η1t≥η for a positive random variable η. This random function always satisfies (20)
and yields the Le´vy process
ξ(t) =
∞∑
i=1
ηi1t≥Γiηi
with the cumulant Ψ(λ) = E[(1− eıλη)η−1].
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Example 4.10. If ε(t) = ηt1/α, where α ∈ (0, 2) and η is a symmetric random variable
with E|η|α < ∞, then the LePage series (19) converges a. s. by [25, Th. 1.4.2] and
ξ(t) = ct + ζt1/α for a symmetric α-stable random variable ζ , see Example 2.4. In case
α < 1, the symmetry of η is not required for the convergence of the LePage series and ζ
is strictly α-stable by [25, Th. 1.4.5].
Example 4.11. Choosing ε to be a stochastic process with stationary increments yields
examples of time-stable processes with stationary increments which are not Le´vy pro-
cesses. For instance, let ε be the fractional Brownian motion with the Hurst parameter
H ∈ (1
2
, 1). Then (18) holds, since
E
∫ 1
0
min(1, ε(t)2)t−2dt ≤
∫ 1
0
Eε(t)2t−2dt =
∫ 1
0
t2H−2dt <∞ .
Example 4.12. Let ε(t) = ξ(t1/α), t ≥ 0, for α ∈ (0, 1) and a time-stable process ξ such
that E|ξ(1)| <∞, so that (20) holds, since
∫ 1
0
E|ξ(t1/α)|t−2dt = E|ξ(1)|
∫ 1
0
t1/α−2dt <∞.
By conditioning on {Γi} and using Proposition 2.1, one obtains that
∞∑
i=1
εi(Γ
−1
i t) =
∞∑
i=1
ξi(Γ
−1/α
i t
1/α)
D∼ ξ(t1/α
∞∑
i=1
Γ
−1/α
i ) = ξ(t
1/αζ)
for a strictly α-stable non-negative random variable ζ independent of ξ. In this case the
LePage series yields a representation of a sub-stable process from Example 2.5.
Example 4.13. Let ξ be a non-decreasing time-stable process that admits the LePage
representation (19) with c = 0. If {Xi, i ≥ 1} are i. i. d. copies of a Le´vy process X
independent of ξ, then
∞∑
i=1
Xi(εi(Γ
−1
i t))
is the LePage representation of the time-stable process X(ξ(t)) from Example 2.6. This
is seen by conditioning upon εi and Γi, i ≥ 1, and noticing that X is stochastically
continuous.
Example 4.14. Consider ε(t) = (tβ−1)+, i. e. the positive part of (tβ−1), where β ≥ 1.
If β = 1, then the graph of ξ is a continuous convex broken line with vertices at (0, 0)
and at
(Γn,Γn
n∑
i=1
Γ−1i − n) , n ≥ 1 .
In order to obtain a differentiable curve, it is possible to use ε(t) = (t− 1)β+ for β > 1.
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5 Time-stable step functions
Assume that ξ is a pure jump time-stable process, i. e. its paths are ca`dla`g piecewise con-
stant functions with finitely many jumps in each bounded Borel subset of [0,∞) and a. s.
vanishing at zero. In view of the assumed stochastic continuity and [27, Lemma 1.6.2],
the jump times of ξ have non-atomic distributions. The pure jump part of any ca`dla`g
time-stable process is also time-stable. This applies to the process of jumps larger than
δ > 0 in absolute value by noticing that the jump part of the sum of two independent
stochastic processes with non-atomic distribution of jump times is equal to the sum of
their jump parts.
Let M((0,∞)× R) denote the family of marked point configurations on (0,∞) with
marks from R. A marked point process is a random element in M((0,∞) × R), see [4,
Sec. 6.4]. The successive ordered jump times {τk} and the jump heights {mk} of a pure
jump time-stable process ξ form the marked point processM = {(τk, mk), k ≥ 1}, so that
ξ(t) =
∑
τk≤t
mk , t ≥ 0.
The sum is finite for every t, since the process is assumed to have only a finite number of
jumps in any bounded interval. This construction introduces a correspondence between
pure-jump processes and marked point processes. Note that M is a random closed (and
locally finite) set in (0,∞)×R, see [20]. If convenient, we treat M as a random counting
measure, so thatM(A×B) equals the number of pairs (τk, mk) that lie in A×B for Borel
A ⊂ (0,∞) and B ⊂ R. Note thatM(A×R) <∞ for all bounded Borel A ⊂ (0,∞). The
process ξ is compound Poisson if and only ifM is an independently marked homogeneous
Poisson process, i. e. the jump times form a homogenous Poisson process on (0,∞), while
the jump sizes are i. i. d. random variables independent of the jump times.
Proposition 5.1. The time of the first jump of a ca`dla`g time-stable process, as well as
the time of the first jump of size at least a given δ > 0 have an exponential distribution.
Proof. Observe that the time of the first jump of the sum of n independent processes
equals the minimum of the first jump times τ1, . . . , τn of all summands. Then (1) yields
that n−1τ has the same distribution as the minimum of n i. i. d. copies of τ and so
characterises the exponential distribution. The same argument applies to the first jump
of size at least δ > 0.
The time of the second jump is not necessarily distributed as the sum of two indepen-
dent exponential random variables, since the times between jumps may be dependent and
even the gap between the first and the second jump is no longer exponentially distributed
in general.
Example 5.2. Let N be the standard Poisson process, and let ξ be an independent
increasing time-stable process. Then N(ξ(t)) is a pure jump time-stable process, see
Example 2.6. In particular, the time τ of its first jump is exponentially distributed and
τ = inf{t : ξ(t) ≥ ζ} for the exponentially distributed random variable ζ independent of
ξ.
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Scaling the argument of a pure jump process ξ can be rephrased in terms of scaling
the marked point process M corresponding to ξ, so that a ◦ ξ corresponds to the marked
point process
a−1 ◦M = {(a−1τk, mk) : k ≥ 1}) .
The sum of independent pure jump processes corresponds to the superposition of the
corresponding marked point processes. The next result relates the time stability property
to the union-stability of random sets (see [20, Sec. 4.1.3]); it immediately follows from
(1).
Proposition 5.3. A stochastically continuous pure jump process ξ is time-stable if and
only if its corresponding marked point process M is a union-stable random closed set in
the sense that
M1 ∪ · · · ∪Mn D∼ n−1 ◦M (21)
for each n ≥ 2, where M1, . . . ,Mn are independent copies of M .
Corollary 5.4. A stochastically continuous pure jump process ξ is time-stable if and only
if ξ = ξ+ − ξ− for the pair of stochastically continuous pure jump processes (ξ+, ξ−) that
form a pure jump time-stable process with values in R2+.
Proof. For (τ,m) ∈ (0,∞) × R let f(τ,m) = (τ,m+, m−), with m+ and m− being the
positive and negative parts of m ∈ R. Then M satisfies (21) if and only if f(M) satisfies
the analogue of (21) with the scaling along the first coordinate. Finally, this property
of f(M) is a reformulation of the time-stability of (ξ+, ξ−), where ξ+ is the sum of all
positive jumps of ξ and ξ− is the sum of all negative jumps.
Theorem 5.5. A stochastically continuous pure jump process ξ is time-stable if and only
if
ξ(t)
D∼
∞∑
i=1
εi(Γ
−1
i t), (22)
where {Γi} form a homogeneous unit intensity Poisson point process on (0,∞), and
{εi, i ≥ 1} are independent copies of a random step function ε which is independent of
{Γi} and satisfies (20).
Proof. Sufficiency is immediate and follows from Theorem 4.4. For the necessity, consider
the map f from the proof of Corollary 5.4 and note that f(M) is an infinitely divisible
point process on (0,∞) × R2+. It is well known (see e.g. [5, Th. 10.2.V]) that such
infinitely divisible marked point process can be represented as a superposition of point
configurations that build a Poisson point process onM((0,∞)×R2+). The unique inten-
sity measure Q˜ of this Poisson process is called the KLM measure of M . This measure
can also be viewed as the Le´vy measure, see [6, Cor. 6.9].
Each point configuration fromM((0,∞)×R2+) corresponds to a pure jump function.
The push-forward of Q˜ under this correspondence is the Le´vy measure of (ξ+, ξ−) that is
supported by pure jump (and so ca`dla`g) functions. Since the components of (ξ+, ξ−) are
non-negative, Remark 4.8 yields its representation as
(ξ+(t), ξ−(t))
D∼
∞∑
i=1
(ε′i(Γ
−1
i t), ε
′′
i (Γ
−1
i t)) ,
so that ξ admits the series representation (22) with ε = ε′ − ε′′.
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Remark 5.6. In the classical LePage series for random vectors, it is possible to scale the
directional component to bring its norm to 1. However, it is not possible in general to
rescale the argument of {εi, i ≥ 1} from (22) in order to ensure that each function has
the first jump at time 1.
Remark 5.7. It is possible to derive Theorem 5.5 from the LePage representation of the
marked point process M as the union of clusters corresponding to the Poisson cluster
process determined by Q˜. The corresponding series representation then becomes
M =
∞⋃
i=1
Γi ◦ Ei,
where {Ei, i ≥ 1} is a point process on M((0,∞)× R2+) with the intensity measure Q˜.
If ε has a single jump only, then (22) yields a Le´vy process, see Example 4.9.
Example 5.8. Let ε(t) = [t] be the integer part of t. Then
ξ(t) =
∞∑
k=1
N(t/k) ,
where N(t) is the Poisson process. For every t ≥ 0, the series consists of a finite number
of summands and so converges almost surely. Note that ξ(t) is not integrable for t > 0.
The jump sizes of ξ are always one, and the jump times form a point process on R+
obtained as the superposition of the set of natural numbers scaled by Γi, i ≥ 1.
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