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Abstract
Necessary and sufficient conditions are obtained for the existence of symmetric positive solutions to the
boundary value problem(|u′′|p−1u′′)′′ = f (t, u,u′, u′′), t ∈ (0,1),
u(2i)(0) = u(2i)(1) = 0, i = 0,1.
Applications of our results to the special case where f is a power function of u and its derivatives are
also discussed. Moreover, similar conclusions for a more general higher order boundary value problem are
established. Our results extend some recent work in the literature on boundary value problems for ordinary
differential equations. The analysis of this paper mainly relies on fixed point theorems on cones.
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We study the boundary value problem (BVP) consisting of the equation(|u′′|p−1u′′)′′ = f (t, u,u′, u′′), t ∈ (0,1), (1.1)
and the boundary condition (BC)
u(2i)(0) = u(2i)(1) = 0, i = 0,1, (1.2)
where p > 0, f : (0,1) × D → R+ is continuous with D = R+ × R × R−, R+ = [0,∞), and
R
− = (−∞,0]. If a function u : [0,1] → R is continuous and satisfies that u(t) = u(1 − t) for
t ∈ [0,1], then we say that u(t) is symmetric on [0,1]. By a C2[0,1] symmetric positive solution
of BVP (1.1), (1.2), we mean a symmetric function u ∈ C2[0,1] such that |u′′|p−1u′′ ∈ C2(0,1),
(−1)iu(2i)(t) > 0 for t ∈ (0,1) and i = 0,1, and u(t) satisfies Eq. (1.1) and BC (1.2). If a C2[0,1]
symmetric positive solution u(t) further satisfies |u′′|p−1u′′ ∈ C1[0,1], then u(t) is said to be a
pseudo-C3[0,1] symmetric positive solution. We will see that, if p = 1, then a pseudo-C3[0,1]
symmetric positive solution u(t) satisfies u ∈ C3[0,1]. In this case, we say that u(t) is a C3[0,1]
symmetric positive solution. We observe that when f is independent of u′′, Eq. (1.1) becomes(|u′′|p−1u′′)′′ = f (t, u,u′), t ∈ (0,1). (1.3)
Interest in obtaining sufficient conditions for the existence of symmetric positive solutions of
BVPs has been ongoing for several years. For a small sample of such work, we refer the reader
to the papers of Avery and Henderson [1], Davis et al. [2], Davis et al. [3], Graef and Kong [4],
Graef et al. [5], Graef et al. [6], and Henderson and Thompson [8]. Efforts to obtain necessary
and sufficient conditions for the existence of positive solutions of BVPs can also be found in the
literature, for example, in [4,10–16]. In particular, the BVP consisting of the equation
u(2m) = f (t, u,u′′, . . . , u(2m−2)), t ∈ (0,1),
and the BC
u(2i)(0) = u(2i)(1) = 0, i = 0, . . . ,m − 1, (1.4)
was considered in [12], and a special form of it with m = 2 and f = f (t, u(t)) was investigated
in [15]. In [12,15], by means of Krasnosel’skii’s fixed point theorem, necessary and sufficient
conditions are found for the existence of positive solutions for the case when f is superlinear.
However, when a p-Laplacian operator (or even more generally, a nonlinear term) is involved in
the equation and/or f depends on both even and odd order derivatives of u(t), there appears to be
very little known about necessary and sufficient conditions for the existence of positive solutions
of BVPs. To the best of our knowledge, the only results on this so far are given in [4] where the
present authors studied the BVP consisting of the equation(
φ(u′′)
)′′ = f (t, u,u′, u′′), t ∈ (0,1),
and BC (1.2) with φ : R → R being an increasing homeomorphism. By developing the lower and
upper solution method for the above problem, we obtained necessary and sufficient conditions
for the existence of symmetric positive solutions for the case when f is sublinear.
In this paper, we apply Krasnosel’skii’s fixed point theorem to obtain new necessary and
sufficient conditions for the existence of C2[0,1] symmetric positive solutions to BVP (1.1), (1.2)
and pseudo-C3[0,1] symmetric positive solutions to (1.3), (1.2), respectively. We also formulate
the analogous results for the BVP consisting of the equation(∣∣u(2m−2)∣∣p−1u(2m−2))′′ = f (t, u,u′, u′′, . . . , u(2m−2)), t ∈ (0,1), (1.5)
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in [12,15], i.e., Krasnosel’skii’s fixed point theorem is employed as the main tool of analysis, but
more technical arguments are involved due to the fact that a p-Laplacian operator is involved in
the equation and f may also depend on the odd order derivatives of u(t). Our work extends and
complements many results such as those in [4,12,13,15,16].
We now turn to the basic assumptions in this paper. Throughout this paper, we assume the
following conditions hold without further mention.
(H1) For (t, u0, u1, u2) ∈ (0,1) × D, f (t, u0, u1, u2) is symmetric in t and even in u1, i.e., f
satisfies that
f (1 − t, u0, u1, u2) = f (t, u0, u1, u2)
and
f (t, u0,−u1, u2) = f (t, u0, u1, u2).
(H2) For (t, u0, u1, u2) ∈ (0,1) × D, there exist λi,μi ∈ R+, i = 0,1,2, with ∑2i=0 λi > p,
λi  μi , i = 0,1, and λ2  μ2 < p such that if σ ∈ (0,1], then⎧⎨
⎩
σμ0f (t, u0, u1, u2) f (t, σu0, u1, u2) σλ0f (t, u0, u1, u2),
σμ1f (t, u0, u1, u2) f (t, u0, σu1, u2) σλ1f (t, u0, u1, u2),
σμ2f (t, u0, u1, u2) f (t, u0, u1, σu2) σλ2f (t, u0, u1, u2).
(1.6)
Remark 1.1. It is easy to see that (H2) implies that:
(i) if σ ∈ [1,∞), then⎧⎨
⎩
σλ0f (t, u0, u1, u2) f (t, σu0, u1, u2) σμ0f (t, u0, u1, u2),
σ λ1f (t, u0, u1, u2) f (t, u0, σu1, u2) σμ1f (t, u0, u1, u2),
σ λ2f (t, u0, u1, u2) f (t, u0, u1, σu2) σμ2f (t, u0, u1, u2);
(1.7)
and
(ii) for (t, u0, u1, u2) ∈ (0,1) × D, we have that
(a) f (t, u0, u1, u2) is nondecreasing in u0;
(b) f (t, u0, u1, u2) is nonincreasing in u1 whenever u1 ∈ R− and nondecreasing in u1
whenever u1 ∈ R+;
(c) f (t, u0, u1, u2) is nonincreasing in u2.
For convenience, we let
F1(t) = f
(
t, t (1 − t),1 − 2t,−1), t ∈ (0,1), (1.8)
and when f (t, u0, u1, u2) is independent of u2, let
F2(t) = f
(
t, t (1 − t),1 − 2t), t ∈ (0,1). (1.9)
We now state the main results in this paper.
Theorem 1.1. BVP (1.1), (1.2) has at least one C2[0,1] symmetric positive solution u(t) if and
only if
0 <
1∫
s(1 − s)F1(s) ds < ∞. (1.10)0
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if and only if
0 <
1∫
0
F2(s) ds < ∞. (1.11)
Moreover, if p = 1, then u(t) is really a C3[0,1] symmetric positive solution.
To see some applications of our results, we consider the BVP consisting of the equation
(|u′′|p−1u′′)′′ = n∑
i=1
pi(t)u
δi0(u′)δi1(u′′)δi2 , (1.12)
and BC (1.2), where p > 0, n is a positive integer, pi : (0,1) → R+ satisfies pi(t) = pi(1 − t)
for t ∈ (0,1) and i = 1, . . . , n, δij are nonnegative real numbers for i = 1, . . . , n and j = 0,1,2;
moreover, δi1 and δi2, i = 1, . . . , n, are such that the function gi(y) = yδi1 is nonnegative and
even on R and hi(y) = yδi2 is nonnegative on R−.
Define
δj = min{δ1j , . . . , δnj }, j = 0,1,2. (1.13)
Let
f (t, u0, u1, u2) =
n∑
i=1
pi(t)u
δi0
0 u
δi1
1 u
δi2
2 (1.14)
for (t, u0, u1, u2) ∈ (0,1) × D and let F1(t) be given by (1.8) with this f . Moreover, if δi2 = 0
for i = 1, . . . , n, then we define F2(t) as in (1.9) for the above f (t).
Corollary 1.1. Assume that
∑2
j=0 δj > p. Then BVP (1.12), (1.2) has at least one C2[0,1]
symmetric positive solution u(t) if and only if (1.10) holds.
Corollary 1.2. Assume that δi2 = 0 for i = 1, . . . , n and ∑1j=0 δj > p. Then BVP (1.12), (1.2)
has at least one pseudo-C3[0,1] symmetric positive solution u(t) if and only if (1.11) holds.
Moreover, if p = 1, then u(t) is really a C3[0,1] symmetric positive solution.
In the remainder of this section, we formulate results analogous to Theorems 1.1 and 1.2
for BVP (1.5), (1.4). By a C2m−2[0,1] symmetric positive solution of BVP (1.5), (1.4),
we mean a symmetric function u ∈ C2m−2[0,1] such that |u(2m−2)|p−1u(2m−2) ∈ C2(0,1),
(−1)iu(2i)(t) > 0 for t ∈ (0,1) and i = 0, . . . ,m− 1, and u(t) satisfies Eq. (1.5) and BC (1.4). If
a C2m−2[0,1] symmetric positive solution u(t) further satisfies |u(2m−2)|p−1u(2m−2) ∈ C1[0,1],
then u(t) is said to be a pseudo-C2m−1[0,1] symmetric positive solution. If u ∈ C2m−1[0,1],
then we say that u(t) is a C2m−1[0,1] symmetric positive solution. For convenience, define
Dm =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
R
+ × R × R− × R × R+ × · · · × R−︸ ︷︷ ︸
4l−1
, if m = 2l,
R
+ × R × R− × R × R+ × · · · × R+︸ ︷︷ ︸
4l−3
, if m = 2l − 1.
We make the following assumptions.
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(−1)mf (t, x0,1, x0,2, x1,1, x1,2, . . . , xm−2,1, xm−2,2, xm−1,1)
is nonnegative, symmetric in t , and jointly even in xi,2 for i = 0, . . . ,m − 2, i.e.,
f (t, x0,1, x0,2, x1,1, x1,2, . . . , xm−2,1, xm−2,2, xm−1,1)
= f (1 − t, x0,1, x0,2, x1,1, x1,2, . . . , xm−2,1, xm−2,2, xm−1,1)
and
f (t, x0,1,−x0,2, x1,1,−x1,2, . . . , xm−2,1,−xm−2,2, xm−1,1)
= f (t, x0,1, x0,2, x1,1, x1,2, . . . , xm−2,1, xm−2,2, xm−1,1).
(A2) For (t, x0,1, x0,2, x1,1, x1,2, . . . , xm−2,1, xm−2,2, xm−1,1) ∈ (0,1) × Dm, there exist λi,j ,
μi,j ∈ R+, i = 0, . . . ,m − 2, j = 1,2, and λm−1,1,μm−1,1 ∈ R+ with ∑m−2i=0 ∑2j=1 λi,j +
λm−1,1 > p, λi,j  μi,j , i = 0, . . . ,m− 2, j = 1,2, and λm−1,1  μm−1,1 < p such that if
σ ∈ (0,1], then
σμi,1f (t, x0,1, x0,2, . . . , xi,1, xi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
 f (t, x0,1, x0,2, . . . , σxi,1, xi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
 σλi,1f (t, x0,1, x0,2, . . . , xi,1, xi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
for i = 0, . . . ,m − 1, and
σμi,2f (t, x0,1, x0,2, . . . , xi,1, xi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
 f (t, x0,1, x0,2, . . . , xi,1, σxi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
 σλi,2f (t, x0,1, x0,2, . . . , xi,1, xi,2, . . . , xm−2,1, xm−2,2, xm−1,1)
for i = 0, . . . ,m − 2.
Remark 1.2. Notice that the notion of a jointly even function is more general than that of a
function being even in each of its variables. For example, g(x, y) = x2y2 is even in each variable
and so is jointly even in x and y, but h(x, y) = x3y3 is jointly even in x and y and not even in
either variable.
Next, we state results for BVP (1.5), (1.4) that are parallel to Theorems 1.1 and 1.2 for BVP
(1.1), (1.2). Let
F(t) = (−1)mf (t, (−1)0t (1 − t),1 − 2t, (−1)1t (1 − t),1 − 2t, (−1)2t (1 − t), . . . ,
1 − 2t, (−1)m−1).
Theorem 1.3. Assume that (A1)–(A2) hold. Then BVP (1.5), (1.4) has at least one C2m−2[0,1]
symmetric positive solution u(t) if and only if
0 <
1∫
0
s(1 − s)F (s) ds < ∞.
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BVP (1.5), (1.4) has at least one pseudo-C2m−1[0,1] symmetric positive solution u(t) if and only
if
0 <
1∫
0
F(s) ds < ∞.
Moreover, if p = 1, then u(t) is really a C2m−1[0,1] symmetric positive solution.
In the next two sections, we only prove Theorems 1.1 and 1.2 and their corollaries. We do not
exhibit the proofs for Theorems 1.3 and 1.4 as they can be proved with the exactly same ideas.
The rest of this paper is organized as follows. Section 2 contains some preliminary lemmas,
and the proofs of the main results are given in Section 3.
2. Preliminaries
In this section, we present several lemmas that will be used in the proofs of our results.
Lemma 2.1. (See [7, Theorem 2.3.4].) Let X be a Banach space, and let P ⊆ X be a cone.
Assume Ω1, Ω2 are open bounded subsets of X with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let
T :P ∩ (Ω2 \ Ω1) → P
be a completely continuous operator such that
‖Ty‖ ‖y‖ for y ∈ P ∩ ∂Ω1 and ‖Ty‖ ‖y‖ for y ∈ P ∩ ∂Ω2.
Then T has a fixed point in P ∩ (Ω2 \ Ω1).
Lemma 2.2. (See [9, Lemma 3.4].) Assume that y ∈ C1[0,1] ∩ C2(0,1) with y(t)  0 and
y′′(t) 0 on (0,1). Then
y(t) max
s∈[0,1]
y(s)t (1 − t) for t ∈ [0,1].
Lemma 2.3. If u(t) is a C2[0,1] symmetric positive solution of BVP (1.1), (1.2), then there
exist c(i)1 and c
(i)
2 with 0 < c
(i)
1 < 1 < c
(i)
2 < ∞, i = 0,1, such that
c
(0)
1 t (1 − t) u(t) c(0)2 t (1 − t) for t ∈ [0,1], (2.1)
c
(1)
1 (1 − 2t) u′(t) c(1)2 (1 − 2t) for t ∈ [0,1/2], (2.2)
and
−c(1)1 (1 − 2t)−u′(t)−c(1)2 (1 − 2t) for t ∈ [1/2,1]. (2.3)
The proof of Lemma 2.3 is actually contained in the proof of [4, Lemma 2.4]. For the purposes
of completeness and later reference, we give the proof of this lemma below.
Proof. We first prove that (2.1) holds. Since (−1)iu(2i)(t) > 0 for t ∈ (0,1) and i = 0,1, then
for a positive number c(0)1 satisfying c
(0)
1 < min{1,maxs∈[0,1] u(s)}, Lemma 2.2 implies
u(t) c(0)t (1 − t) for t ∈ [0,1]. (2.4)1
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u(t) u′(0)t for t ∈ [0,1]
and
u(t)−u′(1)(1 − t) for t ∈ [0,1].
When t ∈ [0,1/2], we have 2(1 − t) 1, then
u(t) u′(0)t  2u′(0)t (1 − t) for t ∈ [0,1/2]. (2.5)
When t ∈ [1/2,1], we have 2t  1, then
u(t)−u′(1)(1 − t)−2u′(1)t (1 − t) for t ∈ [1/2,1]. (2.6)
The symmetry of u(t) implies that u′(0) = −u′(1). Choose c(0)2 > max{1,2u′(0)}. Then
from (2.5) and (2.6),
u(t) c(0)2 t (1 − t) for t ∈ [0,1]. (2.7)
Clearly, (2.1) follows from (2.4) and (2.7).
We next show that (2.2) and (2.3) hold. It is clear that u(t) satisfies
u′′(t) = −
( 1∫
0
G(t, s)f
(
s, u(s), u′(s), u′′(s)
))1/p (2.8)
for t ∈ [0,1], where
G(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1, (2.9)
is the Green’s function for the BVP
−u′′(t) = 0, t ∈ (0,1), u(0) = u(1) = 0.
From (2.8), we see that u ∈ C3(0,1). The symmetry of u(t) implies that u′′′(1/2) = 0. Since
(|u′′(t)|p−1u′′(t))′′  0 and u′′(t) < 0 on (0,1), we have (p(−u′′(t))p−1u′′′(t))′  0 on (0,1).
Then, p(−u′′(t))p−1u′′′(t) is nondecreasing on (0,1). Hence, p(−u′′(t))p−1u′′′(t)  0 for t ∈
(0,1/2] and p(−u′′(t))p−1u′′′(t) 0 for t ∈ [1/2,1). Thus,
u′′′(t) 0 on (0,1/2] and u′′′(t) 0 on [1/2,1),
i.e., u′(t) is concave down on (0,1/2] and concave up on [1/2,1), and so the point (1/2, u′(1/2))
is an inflection point of u′(t). Moreover, from the symmetry of u(t), it is easy to see that
u′(t) > 0 on [0,1/2) and u′(t) < 0 on (1/2,1].
Therefore,
u′(0)(1 − 2t) u′(t)−1/2u′′(1/2)(1 − 2t)
for t ∈ [0,1/2] and
−1/2u′′(1/2)(1 − 2t) u′(t)−u′(1)(1 − 2t) = u′(0)(1 − 2t)
for t ∈ [1/2,1]. Choose positive numbers c(1)1 and c(1)2 such that
c
(1)
1 < min
{
1, u′(0)
}
and c(1)2 > max
{
1,−1/2u′′(1/2)}.
Thus, (2.2) and (2.3) hold, and this completes the proof of the lemma. 
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This section contains the proofs of the results in Section 1.
Proof of Theorem 1.1. Necessity. Suppose first that u(t) is a C2[0,1] symmetric positive solu-
tion of BVP (1.1), (1.2); we will show that (1.10) holds. Let c(i)1 and c(i)2 , i = 0,1, be given as in
Lemma 2.3 for this u(t). By Lemma 2.3, u(t) satisfies (2.1)–(2.2). Choose  > 0 such that
−1 > 1 and  max
t∈[0,1]
∣∣u′′(t)∣∣< 1.
Then, from (1.6), (1.8), and Remark 1.1, we have that
f
(
t, u(t), u′(t), u′′(t)
)
 f
(
t, c
(0)
1 t (1 − t), c(1)1 (1 − 2t), −1
(−u′′(t))(−1))

(
c
(0)
1
)μ0(c(1)1 )μ1−λ2(−u′′(t))μ2f (t, t (1 − t),1 − 2t,−1)
= (c(0)1 )μ0(c(1)1 )μ1μ2−λ2(−u′′(t))μ2F1(t)
:= K1
(−u′′(t))μ2F1(t)
and
f
(
t, u(t), u′(t), u′′(t)
)
 f
(
t, c
(0)
2 t (1 − t), c(1)2 (1 − 2t), −1
(−u′′(t))(−1))

(
c
(0)
2
)μ0(c(1)2 )μ1−μ2(−u′′(t))λ2f (t, t (1 − t),1 − 2t,−1)
= (c(0)2 )μ0(c(1)2 )μ1λ2−μ2(−u′′(t))λ2F1(t)
:= K2
(−u′′(t))λ2F1(t)
for t ∈ (0,1), where
K1 =
(
c
(0)
1
)μ0(c(1)1 )μ1μ2−λ2 > 0 and K2 = (c(0)2 )μ0(c(1)2 )μ1λ2−μ2 > 0.
From (1.1),
K1
(−u′′(t))μ2F1(t) (∣∣u′′(t)∣∣p−1u′′(t))′′ (3.1)
and
K2
(−u′′(t))λ2F1(t) (∣∣u′′(t)∣∣p−1u′′(t))′′ (3.2)
for t ∈ (0,1). From the fact that u′′′(1/2) = 0 and (−u′′(t)) is nondecreasing for t ∈ (0,1/2),
(3.1) implies
K1
(−u′′(t))μ2
1/2∫
t
F1(s) ds K1
1/2∫
t
(−u′′(s))μ2F1(s) ds

1/2∫ (∣∣u′′(s)∣∣p−1u′′(s))′′ ds = −p(−u′′(t))p−1u′′′(t)
t
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1/2∫
t
F1(s) ds − p
K1
(−u′′(t))p−μ2−1u′′′(t).
Integrating the above inequality from 0 to 1/2 and taking into account the assumption that
μ2 < p, we obtain
1/2∫
0
sF1(s) ds =
1/2∫
0
1/2∫
t
F1(s) ds dt − p
K1
1/2∫
0
(−u′′(t))p−μ2−1u′′′(t) dt
= p
K1(p − μ2)
(−u′′(1/2))p−μ2 < ∞. (3.3)
Notice that u′′′(1/2) = 0 and (−u′′(t)) is nonincreasing for t ∈ (1/2,1). Then from (3.1) and by
a similar argument, we can show that
1∫
1/2
(1 − s)F1(s) ds < ∞. (3.4)
Clearly, (3.3) and (3.4) imply that
1∫
0
s(1 − s)F1(s) ds < ∞. (3.5)
Since u′′′(1/2) = 0 and (−u′′(t)) is nondecreasing for t ∈ (0,1/2), from (3.2), we have
K2
(−u′′(1/2))λ2
1/2∫
t
F1(s) ds K2
1/2∫
t
(−u′′(s))λ2F1(s) ds

1/2∫
t
(∣∣u′′(s)∣∣p−1u′′(s))′′ ds = −p(−u′′(t))p−1u′′′(t)
for t ∈ (0,1/2). Hence,
1/2∫
t
F1(s) ds − p
K2
(−u′′(1/2))−λ2(−u′′(t))p−1u′′′(t).
Integrating the above inequality from 0 to 1/2, we obtain
1/2∫
0
sF1(s) ds =
1/2∫
0
1/2∫
t
F1(s) ds dt − p
K2
(−u′′(1/2))−λ2
1/2∫
0
(−u′′(t))p−1u′′′(t) dt
= 1 (−u′′(1/2))p−λ2 > 0.K2
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1∫
0
s(1 − s)F1(s) ds > 0. (3.6)
Now, (1.10) follows from (3.5) and (3.6).
Sufficiency. Now assume (1.10) holds; we will show that BVP (1.1), (1.2) has at least one
C2[0,1] symmetric positive solution. Let X be the Banach space C2[0,1] equipped with the
norm
‖u‖ = max{|u|0, |u|1, |u|2},
where
|u|0 = max
t∈[0,1]
∣∣u(t)∣∣, |u|1 = max
t∈[0,1]
∣∣u′(t)∣∣ and |u|2 = max
t∈[0,1]
∣∣u′′(t)∣∣.
If a function u ∈ X satisfies
u(2i)(0) = u(2i)(1) = 0 for i = 0,1, (3.7)
(−1)iu(2i)(t) 0 for t ∈ [0,1] and i = 0,1, (3.8)
u(t) = u(1 − t) for t ∈ [0,1], (3.9)(−u′′(t))p  |u|p2 t (1 − t) for t ∈ [0,1], (3.10)
|u|1(1 − 2t) u′(t)−12u
′′(1/2)(1 − 2t) for t ∈ [0,1/2], (3.11)
and
−|u|1(1 − 2t)−u′(t) 12u
′′(1/2)(1 − 2t) for t ∈ [1/2,1], (3.12)
then we say that u(t) satisfies Property A. Define a cone P in X by
P = {u ∈ X: u(t) satisfies Property A}.
From (1.10), there exists an interval [α,β] ⊂ (0,1) such that
0 <
β∫
α
s(1 − s)F1(s) ds < ∞. (3.13)
Let G(t, s) be defined by (2.9). Then G(t, s) t (1 − t) for t, s ∈ [0,1] and G(t, s) α(1 − β)
for t, s ∈ [α,β]. In view of Lemma 2.2, if u ∈ P , then
|u|0t (1 − t) u(t) =
1∫
0
G(t, s)
(−u′′(s))ds  |u|2t (1 − t) (3.14)
for t ∈ [0,1], and from (3.10),
u(t) =
1∫
0
G(t, s)
(−u′′(s))ds  α(1 − β)|u|2
β∫
α
(
s(1 − s))1/p ds

(
α(1 − β))(p+1)/p(β − α)|u|2 := d0|u|2 (3.15)
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d0 =
(
α(1 − β))(p+1)/p(β − α) ∈ (0,1). (3.16)
From (3.8) and (3.9), it is not difficult to see that
|u|1 = u′(0) = −u′(1).
Then, again from (3.10),
|u|1 = u′(0) =
1/2∫
0
(−u′′(s))ds  |u|2
1/2∫
0
(
s(1 − s))1/p ds := d1|u|2, (3.17)
where
d1 =
1/2∫
0
(
s(1 − s))1/p ds ∈ (0,1). (3.18)
From (3.11), (3.12), and (3.14), it is clear that
‖u‖ = |u|2 for u ∈ P. (3.19)
For any fixed u ∈ P , choose a positive number ξ such that
ξ−1 > 1 and ξ‖u‖ < 1.
Then, from (3.14),
ξ |u|0  ξu(t)
t (1 − t)  ξ |u|2 for t ∈ (0,1),
and from (3.11) and (3.12),
ξ |u|1  ξu
′(t)
1 − 2t −
1
2
ξu′′(1/2) ξ |u|2 for t ∈ (0,1/2) ∪ (1/2,1).
Thus, (1.6)–(1.8) imply
f
(
t, u(t), u′(t), u′′(t)
)
= f
(
t, ξ−1 ξu(t)
t (1 − t) t (1 − t), ξ
−1 ξu′(t)
1 − 2t (1 − 2t), ξ
−1ξ
(−u′′(t))(−1))
 ξ−
∑2
i=0 μi
(
ξu(t)
t (1 − t)
)λ0( ξu′(t)
1 − 2t
)λ1(
ξ
(−u′′(t)))λ2f (t, t (1 − t),1 − 2t,−1)
 ξ−
∑2
i=0 μi f
(
t, t (1 − t),1 − 2t,−1)
= ξ−
∑2
i=0 μiF1(t)
for t ∈ (0,1/2) ∪ (1/2,1). Consequently,
0
1∫
G(t, s)f
(
s, u(s), u′(s), u′′(s)
)
ds  ξ−
∑2
i=0 μi
1∫
s(1 − s)F1(s) ds < ∞. (3.20)0 0
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(T u)(t) =
1∫
0
G(t, r)
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr. (3.21)
In view of (3.20), it is clear that u ∈ P is a C2[0,1] positive solution of BVP (1.1), (1.2) if and
only if u is a positive fixed point of T . Moreover,
(T u)′(t) =
1∫
t
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
−
1∫
0
r
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr (3.22)
and
(T u)′′(t) = −
( 1∫
0
G(t, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
(3.23)
for t ∈ [0,1].
Claim 1. The operator T maps P into P and is completely continuous.
In fact, for u ∈ P , it is obvious that T u ∈ X, (T u)(2i)(0) = (T u)(2i)(1) = 0, i = 0,1,
(T u)(t)  0, and (T u)′′(t)  0 for t ∈ [0,1], i.e., (T u)(t) satisfies (3.7) and (3.8). From (2.9),
G(1 − t,1 − s) = G(t, s) for t, s ∈ [0,1], so (3.21), (H1), and a change of variables imply
(T u)(1 − t)
=
1∫
0
G(1 − t, r)
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
=
1∫
0
G(1 − t,1 − r)
( 1∫
0
G(1 − r, s)f (s, u(s), u′(s), u′′(s))ds
)1/p
dr
=
1∫
0
G(t, r)
( 1∫
0
G(1 − r,1 − s)f (1 − s, u(1 − s), u′(1 − s), u′′(1 − s))ds
)1/p
dr
=
1∫
0
G(t, r)
( 1∫
0
G(r, s)f
(
s, u(s),−u′(s), u′′(s))ds
)1/p
dr
=
1∫
0
G(t, r)
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
= (T u)(t) for t ∈ [0,1],
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(−(T u)′′(t))p =
( 1∫
0
G(t, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)
 0
and ((−(T u)′′(t))p)′′ = −f (t, u(t), u′(t), u′′(t)) 0.
Then, by Lemma 2.2,(−(T u)′′(t))p  max
s∈[0,1]
(−(T u)′′(s))pt (1 − t) = |T u|p2 t (1 − t) for t ∈ [0,1],
i.e., (T u)(t) satisfies (3.10). For any u ∈ P , if there exists t∗ ∈ (0,1) such that
(T u)′′(t∗) = −
( 1∫
0
G(t∗, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
= 0,
then since G(t, s) > 0 for t, s ∈ (0,1) and f is nonnegative, we have that f (s,u(s), u′(s),
u′′(s)) ≡ 0 on (0,1). Thus, (T u)′′(t) ≡ 0 on [0,1]. The symmetry of (T u)(t) implies that
(T u)′(1/2) = 0. As a result, (T u)′(t) ≡ 0 for t ∈ [0,1]. Hence, in this case, (T u)(t) satis-
fies (3.11) and (3.12). If (T u)′′(t) < 0 on (0,1), then by a similar argument to the proofs of (2.2)
and (2.3) in Lemma 2.3, we still can show that (T u)(t) satisfies (3.11) and (3.12). Therefore,
(T u)(t) satisfies Property A, and so T :P → P . A standard argument can be used to show that
T is completely continuous. Thus, Claim 1 holds.
Claim 2. Let
Ω1 =
{
u ∈ X: ‖u‖ < r1
};
then
‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω1, (3.24)
where r1 > 0 is chosen so that
r1 < min
{
1,
1
(
∫ 1
0 s(1 − s)F1(s) ds)1/(
∑2
i=0 λi−p)
}
. (3.25)
In fact, for u ∈ P ∩ ∂Ω1, from Remark 1.1(ii), (3.11), (3.12), (3.14), (1.6), (3.19), and (1.8),
we have that
f
(
t, u(t), u′(t), u′′(t)
)
 f
(
t, |u|2t (1 − t),−1/2u′′(1/2)(1 − 2t),−|u|2
)
 f
(
t, |u|2t (1 − t), |u|2(1 − 2t),−|u|2
)
 |u|
∑2
i=0 λi
2 f
(
t, t (1 − t),1 − 2t,−1)
= ‖u‖
∑2
i=0 λiF1(t) = r
∑2
i=0 λi
1 F1(t)
for t ∈ (0,1). Noting that G(t, s) s(1 − s) 1 for t, s ∈ [0,1], from (3.21)–(3.23), and (3.25),
we obtain that
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( 1∫
0
s(1 − s)f (s, u(s), u′(s), u′′(s))ds
)1/p
 r
∑2
i=0 λi/p
1
( 1∫
0
s(1 − s)F1(s) ds
)1/p
 r1 = ‖u‖
for t ∈ [0,1] and i = 0,1,2, i.e., (T u)(t) satisfies (3.24). Thus, Claim 2 holds.
Claim 3. Let
Ω2 =
{
u ∈ X: ‖u‖ < r2
};
then
‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2, (3.26)
where r2 > 0 is chosen so that
r2 > max
{
1
(α(1 − β))1/p ,
1
d0
,
1
d1
,
1
d2
}
, (3.27)
α and β are chosen in (3.13), d0 and d1 are defined by (3.16) and (3.18), respectively, and
d2 =
(
(β − α)(α(1 − β))(p2+p+λ2)/p2dλ0/p0 dλ1/p1
×
( β∫
α
s(1 − s)F1(s) ds
)1/p)p/(∑2i=0 λi−p)
. (3.28)
In fact, for u ∈ P ∩ ∂Ω2, from (3.10) and (3.19), we have
−u′′(t) |u|2
(
t (1 − t))1/p  |u|2(α(1 − β))1/p
= ‖u‖(α(1 − β))1/p > 1 for t ∈ [α,β], (3.29)
from (3.15) and (3.19), we have
u(t) d0|u|2 = d0‖u‖ > 1 for t ∈ [α,β],
and from (3.17) and (3.19), we have
|u|1  d1|u|2 = d1‖u‖ > 1.
Thus, for t ∈ [α,β], from Remark 1.1, (3.11), (3.12), (3.14), (3.29), (3.15), (3.17), (3.19), and
(1.8), we have that
f
(
t, u(t), u′(t), u′′(t)
)
 f
(
t, |u|0t (1 − t), |u|1(1 − 2t),−‖u‖
(
α(1 − β))1/p)
 |u|λ00 |u|λ11 ‖u‖λ2
(
α(1 − β))λ2/pf (t, t (1 − t),1 − 2t,−1)
 dλ00 |u|λ02 dλ11 |u|λ12 ‖u‖λ2
(
α(1 − β))λ2/pF1(t)
= dλ00 dλ11
(
α(1 − β))λ2/p‖u‖∑2i=0 λiF1(t)
= dλ0dλ1(α(1 − β))λ2/pr∑2i=0 λiF1(t). (3.30)0 1 2
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(3.30), it follows that for t ∈ [α,β],
(T u)(t)
β∫
α
G(t, r)
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
 α(1 − β)
β∫
α
( β∫
α
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
 (β − α)(α(1 − β))(p+1)/p
( β∫
α
s(1 − s)f (s, u(s), u′(s), u′′(s))ds
)1/p
 (β − α)(α(1 − β))(p+1)/pdλ0/p0 dλ1/p1 (α(1 − β))λ2/p2r∑2i=0 λi/p2
×
( β∫
α
s(1 − s)F1(s) ds
)1/p
= (β − α)(α(1 − β))(p2+p+λ2)/p2dλ0/p0 dλ1/p1 r∑2i=0 λi/p2
×
( β∫
α
s(1 − s)F1(s) ds
)1/p
= d(
∑2
i=0 λi−p)/p
2 r
∑2
i=0 λi/p
2  r2 = ‖u‖.
Hence,
|T u|0  ‖u‖ for u ∈ P ∩ ∂Ω2. (3.31)
From (3.22), (3.27), (3.28), and (3.30), we see that
|T u|1 
∣∣(T u)′(1)∣∣= 1∫
0
r
( 1∫
0
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr
 α
β∫
α
( β∫
α
G(r, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p
dr

(
α(1 − β))(p+1)/p
( β∫
α
s(1 − s)f (s, u(s), u′(s), u′′(s))ds
)1/p

(
α(1 − β))(p+1)/pdλ0/p0 dλ1/p1 (α(1 − β))λ2/p2r∑2i=0 λi/p2
×
( β∫
s(1 − s)F1(s) ds
)1/pα
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( β∫
α
s(1 − s)F1(s) ds
)1/p
 d(
∑2
i=0 λi−p)/p
2 r
∑2
i=0 λi/p
2  r2 = ‖u‖. (3.32)
Finally, from (3.23), (3.27), (3.28), and (3.30), we have that for t ∈ [α,β],
∣∣(T u)′′(t)∣∣=
( 1∫
0
G(t, s)f
(
s, u(s), u′(s), u′′(s)
)
ds
)1/p

(
α(1 − β))1/p
( β∫
α
s(1 − s)f (s, u(s), u′(s), u′′(s))ds
)1/p

(
α(1 − β))1/pdλ0/p0 dλ1/p1 (α(1 − β))λ2/p2r∑2i=0 λi/p2
×
( β∫
α
s(1 − s)F1(s) ds
)1/p
= (α(1 − β))(p+λ2)/p2dλ0/p0 dλ1/p1 r∑2i=0 λi/p2
( β∫
α
s(1 − s)F1(s) ds
)1/p
 d(
∑2
i=0 λi−p)/p
2 r
∑2
i=0 λi/p
2  r2 = ‖u‖.
Hence,
|T u|2  ‖u‖ for u ∈ P ∩ ∂Ω2. (3.33)
From (3.31)–(3.33), we see that Claim 3 holds. Now, in view of Claims 1–3, and by Lemma 2.1,
we conclude that T has at least one fixed point u ∈ P ∩ (Ω2 \ Ω1). Clearly, u(t) is a symmetric
positive solution of BVP (1.1), (1.2). This completes the proof of the theorem. 
Proof of Theorem 1.2. Necessity. Suppose first that u(t) is a pseudo-C3[0,1] symmetric pos-
itive solution of BVP (1.3), (1.2); we will show that (1.11) holds. Note that Lemma 2.3 still
holds for this u(t) and f is now independent of u′′(t). Then, from (1.6), (1.9), Remark 1.1, and
Lemma 2.3, we have that
f
(
t, u(t), u′(t)
)
 f
(
t, c
(0)
1 t (1 − t), c(1)1 (1 − 2t)
)

(
c
(0)
1
)μ0(c(1)1 )μ1f (t, t (1 − t),1 − 2t)
= (c(0)1 )μ0(c(1)1 )μ1F2(t) := L1F2(t)
and
f
(
t, u(t), u′(t)
)
 f
(
t, c
(0)
2 t (1 − t), c(1)2 (1 − 2t)
)

(
c
(0)
2
)μ0(c(1)2 )μ1f (t, t (1 − t),1 − 2t)
= (c(0)2 )μ0(c(1)2 )μ1F2(t) := L2F2(t)
for t ∈ (0,1), where
L1 =
(
c
(0))μ0(c(1))μ1 > 0 and L2 = (c(0))μ0(c(1))μ1 > 0.1 1 1 1
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that (|u′′(t)|p−1u′′(t))′|t=0 < 0 and (|u′′(t)|p−1u′′(t))′|t=1 > 0. Thus, from (1.3), we obtain that
1∫
0
F2(s) ds 
1
L1
1∫
0
f
(
s, u(s), u′(s)
)
ds = 1
L1
1∫
0
(∣∣u′′(s)∣∣p−1u′′(s))′′ ds
= 1
L1
((∣∣u′′(t)∣∣p−1u′′(t))′∣∣
t=1 −
(∣∣u′′(t)∣∣p−1u′′(t))′∣∣
t=0
)
< ∞
and
1∫
0
F2(s) ds 
1
L2
1∫
0
f
(
s, u(s), u′(s)
)
ds = 1
L2
1∫
0
(∣∣u′′(s)∣∣p−1u′′(s))′′ ds
= 1
L2
((∣∣u′′(t)∣∣p−1u′′(t))′∣∣
t=1 −
(∣∣u′′(t)∣∣p−1u′′(t))′∣∣
t=0
)
> 0.
Hence, (1.11) holds.
Sufficiency. Now assume (1.11) holds; we will show that BVP (1.3), (1.2) has at least one
pseudo-C3[0,1] symmetric positive solution. Since f is independent of u′′(t), the last set of in-
equalities in (1.6) is trivially satisfied with λ2 = μ2 = 0. Also, (1.11) implies that (1.10) holds
with F1 replaced by F2. Then, by Theorem 1.1, BVP (1.3), (1.2) has at least one C2[0,1] sym-
metric positive solution u(t). Note that Lemma 2.3 still holds for this u(t). Thus, from (1.3),
(1.7), (1.9), and (2.1)–(2.3), we have that∣∣(∣∣u′′(t)∣∣p−1u′′(t))′′∣∣= f (t, u(t), u′(t)) f (t, c(0)2 t (1 − t), c(1)2 (1 − 2t))

(
c
(0)
2
)μ0(c(1)2 )μ1f (t, t (1 − t),1 − 2t)= (c(0)2 )μ0(c(1)2 )μ1F2(t).
From (1.11), we see that
1∫
0
∣∣(∣∣u′′(t)∣∣p−1u′′(t))′′∣∣dt < ∞,
i.e., (|u′′(t)|p−1u′′(t))′′ is absolutely integrable. Hence, |u′′|p−1u′′ ∈ C1[0,1] which means that
u(t) is pseudo-C3[0,1] symmetric positive solution of BVP (1.3), (1.2).
Finally, from the proof of the sufficiency part, it is obvious that if p = 1, then u′′ ∈ C1[0,1],
i.e., u ∈ C3[0,1]. Thus, u(t) is a C3[0,1] symmetric positive solution of BVP (1.3), (1.2). This
completes the proof of the theorem. 
Proof of Corollary 1.1. Let δj , j = 0,1,2, and f be defined by (1.13) and (1.14), respectively.
Then, from the assumptions on pi and δij for i = 1, . . . , n and j = 0,1,2, we see that (H1) and
(H2) hold. Moreover, we may take λj = δj and μj = ζj , j = 0,1,2, in (H2), where
ζj = max{δ1j , . . . , δnj }, j = 0,1,2.
The conclusion follows from Theorem 1.1. 
Proof of Corollary 1.2. As in the proof of Corollary 1.1, (H1) and (H2) hold. The conclusion
then follows from Theorem 1.2. 
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