We present a new receiver design for spatially distributed apertures to detect targets in an urban environment. A distorted-wave Born approximation is used to model the scattering environment. We formulate the received signals at different receive antennas in terms of the received signal at the first antenna. The detection problem is then formulated as a binary hypothesis test. The receiver is chosen as the optimal linear filter that maximizes the signal-to-noise ratio (SNR) of the corresponding test statistic. The receiver operation amounts to correlating a transformed version of the measurement at the first antenna with the rest of the measurements. In the freespace case the transformation applied to the measurement from the first antenna reduces to a delay operator. We evaluate the performance of the receiver on a real data set collected in a multipath-and clutter-rich urban environment and on simulated data corresponding to a simple multipath scene. Both the experimental and simulation results show that the proposed receiver design offers significant improvement in detection performance compared to conventional matched filtering.
INTRODUCTION
Conventional matched filtering is widely used for radar detection. In this approach the radar measurement is matched to a known illumination template. In many situations the illumination template is unknown, due to many factors such as re-radiation from metallic objects, multiple scattering, etc. or due to the fact that the transmitted waveform is not known, as is the case in passive radar applications.
In this paper, we present a new receiver design which does not require knowledge of the illumination template; rather a transformed version of the measurement from one of the receive antennas is used as a template for matching. The scattering is modelled by a distorted-wave Born approximation using Green's functions for the environment. This model is used to express the radar measurements at different antenna elements in terms of the radar measurement at the first antenna. A binary hypothesis test for detection is then formulated and the optimal linear receiver is derived by maximizing the SNR of the corresponding test statistic. The processing at the receiver amounts to correlating a transformed version of the measurement at the first antenna with the rest of the measurements. In the free-space case, the receiver reduces to a delay-correlator that is similar to the the one reported in Attia and Steinberg. 1 Passive radar systems were previously studied by Griffiths and Baker 2, 3 and Kulpain. 4 Passive coherent location radar systems considered by Griffiths and Baker consist of cross-correlating the measurement with a "reference" direct signal (i.e., signal received from illuminator of opportunity in absence of a target). Kulpa considered correlating received signals at a pair of receivers, with time and Doppler delays for some fixed time window based on the amount of time the target remains in a range-cell. The analysis is done using a rangeDoppler cross-correlation function similar to the classic cross-ambiguity function. Thus, the model assumes free-space Green's function. Kulpa identifies several limitations of this system including difficulties due to clutter and difficulty in selecting the time window for which target remains within resolution cell. The crosscorrelation of measurements are also central to the passive imaging techniques studied previously.
5-7 Norton et. al. 5 considers an imaging scheme for seismic imaging application where cross-correlation of each pair of (possibly filtered) measurements is used. These cross-correlations are backprojected to form a reconstruction along hyperbolic paths. The work by Larose et. al. and Snieder 6, 7 considers how cross-correlation can extract the Green's function for the environment. Matched field processing is a well-known method in the acoustic literature. The method is similar to matched filter method in the radar literature in that it relies on a template based on the incident field. The incident field is computed from the known environment model. In paper by Tolstoy,
8 it was shown experimentally that matched-field methods are highly sensitive to model errors. Krolik 9 describes a beamforming-based method for making matched-field technique robust was explored. The method is called MV-EPC and is based on designing a robust beamformer over a range of random perturbations of the environment parameters, taking into account first-and second-order statistics of the perturbation. The method is robust as long as the perturbations are moderate. A spatial correlation technique has also been previously applied to waveform design.
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The performance of the proposed receiver is compared against conventional matched filtering on a real data set. The data set used in this paper was collected in a clutter-rich urban enivronment. Our preliminary results indicate that employing the proposed receiver can significantly improve the detection performance, quantified by the SNR of the test statistic and the area under the ROC curve (AUC).
PROBLEM STATEMENT
In this section we derive a binary hypothesis test for target detection using n identical radar receive antennas. We consider a general scattering environment modelled using a Green's function and an unknown point target. This scattering model applies to free space as well as the urban environment. An underlying assumption is that the Green's function is known or can be estimated.
The Green's function is defined as the solution of the wave equation with an impulse source:
Thus, the Green's function g(x, y, t) represents the response observed at location x and time t, if a unit impulse is radiated from location y at time 0. In this paper, we use a scalar model of the wave.
Let E in (y, t) be the scalar electric field incident on a target. This field induces the radar scattering measured by the ith receive element at position x i , which is approximately
Here, T (y) is the target response at location y and n i (t) is an additive white Gaussian noise with variance σ 2 i . For simplicity and without loss of generality, we take the noise power at different receivers to be identical (σ (2) is that the target does not induce multiple scattering effects, called the distorted-wave Born approximation.
For a point scatterer at position y = y o the radar measurement equation (2) may be expressed in the frequency domain asm
, and n i (t).
The radar measurementm 2 (ω) at receiver 2 may be expressed in terms ofm 1 (ω), the radar measurement at receiver 1, asm
. . .
This shows that in the presence of a point scatterer the radar measurements are related through the linear model in (5) . Thus, the problem of detecting a point scatterer may be posed as the following binary hypothesis test
or equivalently
is the combined noise under H 1 and has the conditional distribution
The argument ω has been dropped to simplify the notation. Here, z ∼ CN (µ, Σ) means that the complex vector z is normal with mean µ and covariance matrix Σ.
RECEIVER DESIGN
Our aim in this section is to derive an optimal linear detector for the binary hypothesis test in (7) . Linear detectors result in discriminant functionals which are linear in the data, and hence are easy to compute. The output of the discriminant functional is called a test statistic. Unlike Bayesian discriminant functionals which require knowledge of the probability distributions of the data, linear discriminant functionals require only knowledge of the first-and second-order statistics of the data.
The test statistic λ, obtained by using a linear discriminant functional of the form D(·) = ·, w for the binary hypothesis test in (7), is
Here w is a vector of n − 1 receiver functions (template functions) that is designed to optimize a measure of detectability, and ·, · is the inner product between two (n − 1)-dimensional vectors, whose elements are in L 2 .
A common measure of detectability is the SNR of the test statistic, which is defined as
The template vector or receiver vector w that maximizes SN R λ is known to be
The performance of the detector is usually evaluated by plotting the receiver operating characteristics (ROC), which is a plot of probability of detection P d = P(λ > γ|H 1 ,m 1 ) versus probability of false alarm P fa = P(λ > γ|H 0 ), obtained by varying the decision threshold γ. The area under the ROC curve (AUC) is a measure of the degree of overlap between the probability density functions of the test statistics under the two hypothesis (target and no target).
If we use a pair of receivers, say receivers i and 1, for detection then the binary hypothesis test in (7) reduces to
and the optimal linear receiver in (12) becomes
If the propagation in the scattering environment is dominated by the direct path, the scattering environment may be approximated by the so called free-space model. In such a case the Green's functionĝ(x i , y o , ω) is given byĝ
In this case, (14) is further simplified and the optimal receiver filter is a complex multiple of m 1 . This complex factor,α, depends on the noise variance and the difference in travel time from the target to receivers i and 1. Thus, the receiver is a delay-correlator ; a filter that correlates the radar measurement m i (t) with an appropriately delayed version of m 1 (t). The receiver output z(τ i ) is
where is the delay,
Since, the incident field,Ê in , is the same in each measurements taken at each receiver, the delay-correlator is able to suppress the multipath that originates from the path from the transmitter to the target.
Value of τ i for which (16) is maximum, does not uniquely identify the target location y o ; rather it identifies a hyperbola on which the target lies. This hyperbola is the set of all points for which the difference in signal travel time to receivers i and 1 is the same. The delay-correlator receiver for different pairs of receive antennas result in different hyperbola. The target location may be determined by intersecting the hyperbolas corresponding to different antenna pairs. One way to find the intersection is to form a geometric (or arithmetic) average of the images obtained from different delay-correlator receivers. Alternatively, a narrow window may be applied to the measurement m i (t) and m 1 (t) before calculating (16). The window is centered around the travel time from the target location y o . This windowing approach is used in Sections 4.2 and 5.2.
EXPERIMENT WITH REAL DATA

Experimental Setup
A rough sketch of the scene setup is shown in Fig. 1 . Three targets (different consumer vehicles) were present in the scene, approximately 50ft apart from each other, travelling along the road shown in Fig. 1 . The middle vehicle's location was tracked with GPS measurements taken every 0.2 sec. The timestamps on the GPS measurements were used to synchronize the readings with the radar measurements.
Two transmit antennas and two receiver arrays, each consisting of three receive antennas, were used in the data collection. The transmitter/receiver geometry is shown in Fig. 2 . Each transmitter had a 60 degrees beamwidth and was pointed towards the road. A series of five continuous wave (CW) pulses, each of duration 20ns, were transmitted every 10sec (frame), with a 10µsec interval between each pulse transmission (see Fig. 3 ). 
Experimental Results
Figures 4(a) and 4(b)
show a sample matched filter image and image formed by the delay-correlator, respectively, along with a graph of the intensity profile taken along the road. Four consecutive 10-second frames, in which the targets were in view on the road approaching the intersection, were used for analysis. For each location in the matched filter image we determined the travel time to each antenna, and summed the corresponding values of the matched filter output. The delay-correlator image was formed by following the model defined by (16) and summing the results for each correlation. Each pixel in the images is considered as the value of the test statistic at the corresponding spatial location. The location of the target is indicated by the "O" on the images and the graphs in Fig. 4 . The black line indicates the location of the road and the white lines are approximate locations of some of the building in the scene.
For the assessment of detection performance, the middle vehicle was used as the sole target. This was because the GPS readings allowed for accurate calculation of the target location. The images were compared using SNR and AUC estimates. The SNR of the test statistic was calculated using the formula given in (11) which is equivalent to the detectability index. Under Gaussian noise assumptions, the AUC can be related to the SNR in the following way.
The first-and second-order statistics for the background and targets were calculated by taking a small rectangular subimage around the target and at a fixed offset from the target. These subimages are indicated in Fig. 4 by white rectangles. The values for the SNR estimations are given in Table 1 along with the estimated AUC values and SNR improvement of proposed processing over the baseline in dB scale. The table shows that there is a noticeable improvement in SNR for detection using the proposed method. This indicates that template used for matching in the baseline receiver may not have been an accurate representation of the actual illumination signal. Table 1 . The SNR and AUC estimates are tabulated for four different time frames along with improvement over baseline in dB.
SIMULATION
Simulation Setup
The simulated scene consisted of two parallel vertical plane walls and a ground, with a single transmitter and three receivers. No clutter was considered in this simulation. The data was generated by placing virtual sources wherever necessary via the method of images. The two walls were approximated as a rough surface by randomly displacing the placement of the walls repeatedly, forming a "cloud" of virtual sources as a result.
For the simulation, we considered a case where a simple CW waveform was transmitted. The multipaths from the ground and the walls however, distort portions of the returned signal from a true CW wave. Gaussian noise was added with enough power to overpower the signal as is typical in radar applications. The returned signal with and without noise is shown in figures 5(a) and 5(b).
Simulation Results
The simulated data was processed in a similar manner to that described above for the real data using again, the matched filter and the delay-correlator (16). A sample of the simulation result for the matched filter and the delay-correlator are shown in figures 6(a) and 6(b). The black "O" indicates the target location. The two walls are located at the top and bottom edges of the image plane.
The two receivers were again compared using the test statistics SNR (see (11) ). However, using simulated data allows us to utilize multiple realization of the noise for the same scenario to arrive at a more reliable analysis. In all, 20 realizations of the data were used. The method of analysis was as follows. First a series of images were generated using the matched filter and delay-correlator methods. Two sets of images were generated for each receiver method, one with the target present and one without. These two sets of images were used to estimate the test statistics SNR with the images sets containing no target as the null hypothesis. The results are shown in Table 2 Table 2 . The SNR and AUC estimates are tabulated for the simulation results along with improvement over baseline in dB.
CONCLUSION
A new receiver design for target detection in an urban environment was presented. The receiver was chosen as the optimal linear filter corresponding to a binary hypothesis test involving the radar measurements. Unlike the conventional matched filtering, in the proposed receiver design the radar measurements are not matched to the illumination template; rather they are matched to a transformed version of the measurement at one of the receive antennas. Preliminary experimental results obtained using a real data set suggest that the proposed receiver design can offer significant improvement in detection performance.
For the sake of simplicity in presenting the main ideas we used the distorted-wave Born approximation and a point scatterer model. Future work will investigate more general scattering and target models, as well as the advantages of sparse aperture configurations.
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