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1. INTRODUCTION 
In 193 1 Bosanquet and Linfoot [6,7] introduced the following double 
scale summability method: 
DEFINITION 1. A series JJ a,, is said to be summable (a, /I), where a > 0. 
/I real, or a = 0, p > 0, to the sum s, provided 
( ) 
a 
lim C B 1-n log-4 
c 
uJ-* n<w W 1 -(n/w)a,=s 
for each sifficiently large constant C, where B = log4 C. 
Summability (a, 0) is the same as the Riesz arithmetic means (R, n, a) and 
hence equivalent o Cesiro summability (C, a). Thus (a,P) summability can 
be viewed as a refinement of the Riesz arithmetic means. It permits one to 
improve upon the generalization of Fejer’s theorem proved by Riesz [ 111, 
namely, that the Fourier series of a continuous function is summable (C, a), 
with a > 0, known to be false for a = 0, since (C, 0) summability is the same 
as convergence. By introducing the logarithmic factor, Bosanquet and 
Linfoot showed that the Fourier series is summable (0, p) for /I > 1, so that 
in view of the consistency of the (a,/?) method as discussed by Bosanquet 
and Linfoot [7] this came “closer” to convergence than (C, a), with a > 0. 
In 1963 Boyd and Holder [ 91 defined absolute summability for the (a, /I) 
method as follows: 
DEFINITION 2. The series 2 a, is said to be absolutely summable (a,& 
or summable Ia, p], where a > 0, /3 real, or a = 0, /I > 0, if for a > 0 and C 
sufficiently large 
C 
1 - (n/w> 
a, dw<co, 
where B = log4 C. Summability 10, 01 is defined as absolute convergence. 
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The relationship of absolute (a,@ summability to absolute Cesaro 
summability is analogous to that between (a, p) and (C, a) summability. In 
particular 1 a, O] is the same as absolute Riesz summability /R, n. a ( and 
therefore quivalent (Hyslop [lo]) to 1 C, a 1 summability. 
Bosanquet has played a major role in the application of Cesiro 
summability to Fourier series. In 1936 he proved the following important 
result: 
THEOREM A (Bosanquet [3, 41). Let f(t) E L(-n, n) and be periodic of 
period 27z, and for t > 0 let 
4&) = ; I,; (t - u)-’ #(u) du, if a>o, 
= $(t>, if a=O, 
where 
4(t) = f u-(x + t> +f(x - 01. 
Then, for a > 0, if 4,(t) E BV(0, n), the Fourier series off(t) is summable 
IC,a+61atf=xforevery6>0. 
It is the main purpose of this article to prove the following analogue of 
Theorem A for ( a, /3] summability : 
THEOREM 1. If a > 0 and $,(t) E BV(0, n), then the Fourier series of 
f(t) is summable 1 a, /3 1 at the point t = x for every p > 1 if a = 0 and every 
/l>2ifa>O. 
2. PRELIMINARY LEMMAS 
We assume throughout hat f (f) E L(-a, n) and is periodic of period 2~. 
We write 
4,(t) = r(a t I)t-e Q,(t), a > 0. 
Let the Fourier series off(t) be 
f(t) - $q, t 2 (a, cos nt t 6, sin nt) = G A,(t). 
fl=l EO 
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The following additional notation will be used: 
F(w;a,p)= -v B 
ZLJ 
A Ax), (1) 
G,,,(u) = Bu” log -LJ C/u, if u > 0, 
0, 
(2) 
if u = 0, 
C,,,(t) = j,’ G,-,,,(l - U) cos tu du, (3) 
S,,,(t)=j’G,-,,,(l -~)sintudu, (4) 
0 
(5) FII=,~(w, t) = c 1 GA,, 
n<w-I W2 
J&3@, u) = 
2 
7f(l -a) 
-$Gh.o(l +osnt] d,(6) 
&3@A u> = (-Vwh i n (t-U)h-” agh,;l’(wt) + p T(h+l-a) -u [ - s~,::‘,(wt)]dt, log c 
(7) 
where h = [a]. Bosanquet and Linfoot [8] have shown that the functions 
C,,,(t) and S,,,(t), defined in (3) and (4), as well as their successive 
derivatives, are bounded in (0, co) and as t + co, 
C,,,(t) + S,,,(t) = (i/t) + 0(1/t’) + (r(a)ei”-“a’2’/to logD t) 
+ O( l/P log4 + ’ t) 03) 
and asymptotic formulas for the successive derivatives are also obtained 
from (8). In particular, in [8] it is shown that, for h > 0, t> 0, and all 
sufficiently large C 
and 
C:“;(t) Q A(1 + t)-” log-4 C(l + t), if a < h + 2, 
< A( 1 + t)-h-2, if a > h + 2, (9) 
S:,;(t) < A(1 + t)-” log-’ C(l + t), if a<h+l, 
QA(1 + t)-h-1, if a>h+l. (10) 
Here and in what follows, we use A to represent a constant, not necessarily 
the same at each occurrence. 
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The first three lemmas provide estimates on the functions defined by 
(5H7). 
LEMMA 1. IfO<a< l,p>O,then 
IH,*,(w,t)l<Ar(l +ot)-‘-a log-Bc(l +ut) 
and 
$H,,,(o, l) <A(1 +or)-a log-b C(1 + wt), 
for o > 1, 0 < t < n, and all suflciently large values of C. 
Proof: We prove the estimate for H,,s(o, t) only, since the proof for 
a/at H&w, t) is similar. It is easily seen that Gb,,(l - (x/o)) is monotone 
increasing in x for 0 <x < w. So, for 0 < w < l/f, 
= [[-G&l - (x/w))]; = t 
< (2’+” log4 2C)t(l + C&-‘-u log-4 C(1 + wt), 
so the desired estimate is true for o in this range. 
If CLJ > l/t and 0 < t < II, 
= O(W-‘-at-a log-P Cut) = O(t(1 + C&)-l-” log-& C(1 + WC). 
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LEMMA 2. If 0 ( a < 1, /? > 0, then for w > 1, 0 < u ( K, and C 
suflciently large, 
I&,(a u)l <Am”-’ (1 + WU)-n log-4 C(1 + ou) 
+ Ao -*m”G:,,,( 1 - (m/w)), 
where m is an integer such that m < w < m + 1. 
Proof. Using (5) and (6) we can write, 
7rZ(l -a) 
2 K,.,Jw u) = 1” (t - u)” $ H,,,(o, t) dt -11 
+-!$Gb.B(l-~)~~(t-u)-DEOsmtdt. 
If u + o-’ < z, we split up the first integral in the form (E+w-’ + j;+W-, = 
I, + I, and the second in the form Iz+m-’ + s:+,,-, = I, + Z4. 
By Lemma 1, 
lZ,l <A j;+“-’ (t - u)-“(1 + cot)-= log-” C(l + ot) dt 
< A(1 + wu):= log -4 C(l + 0x4) [(t - t4)-a+‘/(-a + I)]“,+“-’ 
=Aw”-‘(1 + WU)-~ log-O C(l + ou). 
For I, we use the second mean value theorem and Lemma 1 to get 
= af I&,&, 0 - fJ&WI 11 + a-‘>I 
< ~allJL,&b 01 + K&4 u + w-‘>I1 
< Ao~[~-‘-=~-~ log4 Cc&+ W-‘-=(u + co-‘)-m log-D C(1 + wu)] 
< A&-‘(1 + ou)-” log-” C(1 + wu). 
The integrals I, and I, are handled analogously to I, and I,, respectively. 
If 11 + W-’ > n, the integrals need not be split, and the required estimates 
follow on proceeding as we did for I,. 
LEMMA 3. Zfa> l,j?>O, 
I~~.B(w, u>l <Aa n--l{1 +wu)-“log-V(1 +ou) 
for all w > 0, 0 < u < a, and C suJkiently large. 
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A proof of this lemma runs somewhat on parallel lines to that of 
Lemma 2, making use of the order estimates (10) as necessary. 
LEMMA 4. If a > 0, p > 1, a > 0, then for m as in Lemma 2, 
for each suflciently large C. 
Proof: Since m = 0 for 0 < w < 1, we have 
=B e m”-’ 
,=I 
(m + l)-” log-’ C(m + 1) 
1 
m log’ C(m + 1) < O” 
since/?> 1. 
LEMMA 5. ifa> l,/?real,ora=l,p>O, 
c a + LO(X) - Cddx) = - %3(x) 
and 
S a + I,&) - S,.dx) = %3(-~>. 
Proof. Using (2) and (3) we get 
C .+,.50-C,,5(X)=j~ VU1 -WL,dl -u)lcosxudu 
= j’B[(l -u)“-(1 -u)“-‘]log-“&cosxudu 
-0 
i 
I 
=-- B(1 -u)Wog-“& u cos xu du 
‘0 
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I 
I =-- G 
0 
,-l,o(l -n)&(sinxu)du 
=- a- ,.o(l - U) sin xu du = - S:,,(x). 
Differentiation under the integral sign is valid since for a > 1 or a = 1, /I > 0, 
both G a _ r,J 1 - U) sin xu and G,- ,,o( 1 - U) a/ax (sin xu) are continuous in 
0 < u < 1, - co < x < co. Proof of the second equation is similar and we 
shall omit the details. 
LEMMA 6. If a > 1, /I real, or a = 1, p > 0, then for all o > 0 
-&F(w;a,p)=-f-[F(w;a- LP>-@4a,P)l 
+ ,,fgc [F(o;a- l,P+ l)--(w;a,P+ 111. 
Proof: If the right-hand side is expanded and then factored, we obtain 
and a straightforward calculation shows that d/do F[o; a, /I] can be put in 
this form. 
Lemma 7 is the well-known consistency theorem for Riemann-Liouville 
integrals proved by Bosanquet [ 11. 
LEMMA 7. If y > a > 0, then 
@yW = 
1 
it (t - u)Y-a-‘@a(u) du. 
T(y-a)-0 
LEMMA 8. Ifa>O,h= [ a 1, and a,(u) E B V(0, t) for 0 < t < ?r, then for 
almost all values oft, 
@h(f) = 
1 
-I 
T(h + 1 -a) J 
(t - u)” -a d@,(u). 
o 
Lemma 8 is also well known and is a consequence of Lemma 7 
(Bosanquet [2]). 
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3. PROOF OF THEOREM 1 
We divide the proof into three cases, depending on the ranges of a and fi. 
Case i (a=O,/3> 1). For n> 1, 
A,(X) = i 6 9(r) cos nt dt = 2 i,* sin nZ d#(t). 
Now, 
where as in Lemma 2 m is an integer such that m < o < m + 1. 
For I,, we write 
= in Id#(t)l fco IHo&, t)l dw 
-0 -a 
where the interchange of order of integration will be justified, according to 
the analogue of Fubini’s’theorem for Lebesgue-Stieltjes integrals, when we 
show this last integral is finite. Similar interchanges of order for absolutely 
integrable functions will be made subsequently without comment. By 
Lemma 1 we have, 
since p > 1 and $(t) E BV(0, 7~). 
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For I2 we have, by Lemma 4, 
Case ii (0 < a < 1, /? > 2). We can write 
and by Lemma 8, since [a] = 0 and 4(t) = Qo(t), 
(d(t) = l f (t - 2.4~” d@,(u) 
q1 --a) 0 
for almost all values of t in (0,~). So we have, 
2 
=7rf(l -a).o 
in d@&) j= (t-u)-” [ 
u 
nTw&G;,u( 1 -+osn+ 
= 
1 
I[ J 
T 
=-f(a + 1) 
Q,(u) -’ up ; Kn&o, v) dv 
0 1 0 
- jm 4,W j; Vu g K,&% VI dv 1
0 
where 
(11) 
Ma,6(~,~)= ’ 
f(a+ 1) 5 
‘v”-$~,b(w,v)dv. 
0 
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To evaluate Ma.4(~, 7~) let us takef(x) = 1 in (11). Then we get A,(x) = 1 
and A,(x) = 0 for n > 1. Also q(t) = 1 and G,(t) = 1. and 
Thus from (11) we get 
0 = -MaJ(w, ?r) + 0, 
that is, 
Therefore, from (11) and (12) 
(12) 
Integrating the integral defining Ma,4(~, U) by parts and employing 
Lemma 2, we get, 
1 
.u 
= uaK,,O(~, u) - a va - ‘&&LI, v) dv 
0 
= O(uUun-‘) + 0 m”o-2G~~b 
.” 
+a v J 
O-l0 cd-’ + m”w-ZG;,B 
0 
dv. 
This yields, 
Mn,4(u, u) = O(uaua-‘) + O(m”w-2G~,,(l - (m/w))}. (13) 
We obtain an alternate estimate also for M,,o(w, U) as follows: 
M, ,&o, u) = - c” vu 2 Ka&u, v) dv 
<II 
J 
.x 
=a v~-‘K~,~(w, v) dv + uaKn,&o, u) 
u 
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n 
=ai v =-‘O(dvP log-” Cwv) dv u 
I 
7r 
+a v”-‘O(m”~-2G~,D dv + IPK~,~(w, U) 
ld 
= O(w-’ logAD+’ Cwu) + O(m”w-2G&+8(1 - (m/w))), (14) 
O<u&n. 
Now, making use of (13), (14), and Lemma 4, we have 
+ fin co-’ log-D+’ Cm dw 
.u-I 
since p > 2 and 4,(t) E BV(0, TI). 
Case iii (a > 1, p > 2). It has been shown by Bosanquet and Linfoot [7] 
thatifa>O,/?real,ora=O,P>l, 
F(w; a, P) = G jam C,+ 1,&x) #(t) dt. 
Using this, together with Lemmas 5 and 6, we get for w > 0, 
-E&F(w;a,p)=E[F(W;a- 1,P)-F(w;a,D)l 
” + 2w log c [F(o;a- l,p+ l)-F(o;a,/?+ l)] 
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= a I-” L&4 - c, + ,,fl(ut) 1 $0) df 
-0 
+&-!I lc~.,+~(~~)-c,+,.,+,(~~)l~(~)d~ 
say. We first consider Z,(w). For 1 < a < 2, we have by (lo), 
<A 5 [0(2v - 1)x] -a log-’ C[w(2v - 1)7c] 1” I#(t)l dr 
I’= I --‘I 
cc 
<A 1 (wv)-“log-DCou 
I 
m 
<Am-“log-“Cw+Aw-= t-’ log-4 Cwt dt 
1 
<Am-” log-‘+’ Cw. 
Thus, if a > 0 and either 1 < (x < 2, j3 real, or a = 1, /? > 2, 
J -= IZ,(w)( dw < co. a 
If a > 2, the second estimate in (10) is applicable, and we get, 
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joa IZ,(w)l dw GA jam W-2 dw < m. 
Now, consider Z,(o). Let h = [a] and integrate Z,(o) by parts h times, 
obtaining, 
Z,(w) = t (-1)“-‘0Y-‘@&r) 
,‘= I
We designate the sum on the right by Z,,,(o) and the integral by Z,,,(w). For 
u = 1, 2,..., h - 1, we have a > u + 1, so we can apply the second estimate in 
(10) to get, 
f~~“-‘[aS~~~(wn) + (J/log C) S~‘:b+,(uz)] = O(wL’-‘w-I’-’ = O(we2). 
When v = h, the corresponding term in Z,,,(o) is O(o”-‘-” log-’ Co). 
Since h is fixed and h - 1 - a > -2, it follows that 
Thus, 
Z,.*(w) = w h-‘-a log-0 Co). 
jm LWI dw QA jm a?‘- log-‘? Cwdw < a~, 
a (1 
since h- 1 -a,<-1, arid/3> 1. 
For Z,,,(w) we have, by Lemma 8, 
Z,,*(o) = 
(-l)%Y x 
I[ T(h + 1 -a) 0 
as:!; I)(ot) + & s~,;:),(wo] dt 
X j; (t-u)*-= d@&) 
(-l)hoh 
= T(h + 1 - a) o 
j= d@,(u) j-m (t - u)~-~ 
u 
X as:*,; ‘)(wt) + -& So*,;::] df 
= I z ~~,4(w u) d@,(u). 0 
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The change in order of integration is justifiable in the usual way after the 
order estimates in (10). Thus. 
where 
As with Ma,B(~, n), we obtain 
N,.&A II) = 0. (16) 
Also, proceeding as we did for the estimates of M,,o(~, U) in (13) and (14), 
we obtain that 
N,,O(W? u) = 
I 
O(Uawa - ‘) 
qw-‘log-b+‘Cw) + o(w-’ log-4+’ CcM.4)’ 
Thus, 
+ jai w-’ log-“+1 
.oc 
Cwu dw + I 
w -’ log- ‘+‘Cwdw , 
““-1 a I 
< co. 
The proof of the. theorem is now complete. 
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4. ADDITIONAL RESULTS 
We have the following result on the consistency of the method Ja, PI: 
THEOREM B (Boyer and Holder [9]). If C A, is summable Ia,& then if 
is summable 1 a’, p’ ) f or a’ > a, p’ real, or a’ = a, /I’ > /?. 
Using this we can prove 
THEOREM 2. If a > 0, /3 real, or a = 0, /3 > 0 and the Fourier series of 
f(t) is summable ) a, /3I at t = x, then 4, + , +,(t) E B V(0, 71) for every y > 0. 
Proof Bosanquet [3, 41 has shown that the conclusion is true if the 
Fourier series of f(t) is summable ) C, aI for a > 0. Under the given 
hypothesis, we have by consistency that the given series is summable 
(a + (y/2), 01 for each y > 0. But I a + (y/2), 01 summability is the same as 
IR, n, a + (y/2)1 and hence equivalent to I C, a + (y/2)1 summability. 
Therefore, using Bosanquet’s result, we conclude that 
4 (u + y/z) + I+ y,z(t) = ia + 1 + y(t) 
is of bounded variation on (0, n). 
We can also prove theorems analogous to Theorems 1 and 2 for the 
conjugate series of the Fourier series off(t), using similar methods. We state 
the results without proof. These generalize results for absolute Cesiro 
summability proved by Bosanquet and Hyslop [5]. 
The conjugate series of the Fourier series off(t) is 
$ A,(t) = f (a, sin nt - b, cos nt). 
n=1 II=1 
For t > 0 let 
and 
v(t) = fcf (x + t) -f (x - t)l 
O(t) = j;m % du. 
Also define yh(t), w,(t), o,(t), and 0, by analogy with Q,(t) and 4,(t). 
THEOREM 3. Zf a > 0 and w,(t) E BV(0, 7~) and for some positive A, 
t91(t) E BV(0, n), then the conjugate series of the Fourier series off(t) is 
summableIa,PIatthepointt=xforeveryP> lifa=Oandp>2ifa>O. 
409/92/2-l 
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THEOREM 4. If a > 0, /I real, or a = 0, /I > 0 and the conjugate series qf‘ 
the Fourier series off(t) is summable ) a, PI at t = x. then 8, + :,,(t) E B V(0. z) 
for every y > 0. 
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