ABSTRACT The MOOC Discussion Forum is the place where students and teachers communicate, often plagued by information overload and confusion. Posts that students used to express confusion and demanded teachers' attention are most likely to be overwhelmed by the amount of noise in the forum. Therefore, how to pay attention to urgent posts in time has become a critical problem to be solved. In this paper, we present a new hybrid neural network for identifying ''urgent'' posts that require immediate attention from instructors. We proposed a semantic and structure extraction part including convolutional neural network (CNN) and gated recurrent unit (GRU), which can simultaneously learn the semantic information and structural information of sentences. In addition, Due to a lot of noise such as spelling mistakes and emoticons in the forum comment text, we propose to use Character-level Convolutional Networks (Char-CNN) to capture these special information. Finally, the semantic and structural information learned by the semantic and structural extraction part is merged with the character information learned by Char-CNN, and the attention mechanism to learn their weights, the final representation of the sentence can be obtained. In our experiments, we achieve urgent posts classification with a micro F-score of 91.8%, 91.3% and 88.4% on the Stanford MOOCPosts dataset, outperforming the state-of-the-art approach by 1.8%, 2.4% and 1.5% respectively. This work can help teachers prioritize their responses and better manage numerous posts. Teachers can answer learner questions in a timely manner and help reduce dropout rates and improve completion rates.
I. INTRODUCTION
Since 2012, Massive Open Online Courses (MOOC) have developed rapidly around the world. MOOC is a representative online education platform, and it is becoming a new way for users to seek useful information [1] , [2] . Represented by the three education platform operators of Coursera, Udacity and edX, nearly 10 million learners from all over the world participated in various courses of the MOOC platform.
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In MOOC, discussion forums provide an important platform for online learners to interact with learners and teachers in a certain way [3] . Due to the diversity social background of MOOC learners, they can gain different communication experience from forums, and the communication between them is conducive to their knowledge acquisition. Discussing on discussion forums enriches students' learning experience, meets students' communication needs in the learning process and improves learners' learning effect. In addition, the forum is regarded as an important tool for teachers to understand and intervene in learning activities [4] . However, There are a large number of MOOC learners and a small amount of managers and teachers. Discussion forums are often plagued by information overload and confusion. Posts that students used to express confusion and demanded teachers' attention are most likely to be overwhelmed by the amount of noise in the forum [5] .
For those students who have problems during the learning process and expect to be assisted by teachers and administrators, if their ''urgent'' positions are not answered in a timely manner, they will feel that they are being ignored and they may no longer like to participate in the discussion. And ultimately affect their academic performance. Research has shown that lack of responsiveness in MOOC forums could be a factor contributing to learners' dropout [6] . Almatrafi et al. [7] believe that posts should be categorized as urgent if they call for immediate attention from the instructors. Therefore, our task is to categorize the posts in the forum to find urgent posts that require teachers and managers to respond.
At present, in order to solve the disorder in the MOOC discussion forum, the MOOC platform and researchers have made corresponding efforts.
A. MOOC PLATFORM IMPROVEMENTS
Although the MOOC platform has made some improvements to solve the problem of post confusion, it has had little effect. First, the MOOC platform sets up different sub-forums, allowing learners of different purposes to enter different subforums. However, there are many misclassified posts in the sub-forum [8] , which will affect the learning effect of learners. Another method is to ask the learner to mark the type of post when posting, and the learner can browse different types of posts. However, this method cannot guarantee the correctness of the learner's mark type. Therefore, the value of these methods in solving the disorder problem in the forum is questionable [9] B. THE WORK OF RESEARCHERS Unlike the MOOC platform, researchers are looking to use intelligent algorithms to solve the disorder of posts in the forum. In recent years, existing methods can be divided into two categories: traditional machine-learning-based methods and deep-learning-based methods
1) TRADITIONAL MACHINE-LEARNING-BASED METHODS
Feng et al. [10] designed a hybrid model combining gradient lifting decision tree (GBDT) and linear regression (LR) to improve the performance of discussing thread classification. The mean AUC of the model was 0.832, 15% higher than the baseline. Agrawal et al. [11] used automated tools to detect confusion in posts and recommend relevant video clips to students who are confused, helping to provide timely answers to learners who ask simple questions. Cui and Wise [12] developed an automatic classification model for identifying postrelated posts related to content. Bakharia and Aneesha [13] used SVM and logistic regression methods to classify posts based on the three attributes of emotion, urgency and confusion, which provided new ideas for the classification of urgent posts. However, this work is still in its infancy. The classification accuracy is low. Almatrafi et al. [7] used natural language processing tools to extract language features, and then uses Adaboost, logistic regression, random forest and other classification methods to identify urgent posts in the MOOC forum. However, they only used the traditional text classification algorithms when classifying urgent posts, which required complex linguistic knowledge to construct manually the features that can be used by the classifier. Moreover, The resulting methods did not achieve a good performance.
2) DEEP-LEARNING-BASED METHODS
With the improvement in computing power, the availability of large data sets and the continuous innovation of algorithms, deep learning technology has developed rapidly, and has achieved great success natural language processing (NLP) field. So far, no one has applied the deep learning method to the urgent post classification task of the MOOC Forum. However, the application of deep learning methods in review classification has great reference for us. Existing methods can be divided into two categories: word-embedding-based methods and character-embedding-based methods.
In word-embedding-based methods, The Convolutional Neural Network (CNN) is well-known deep learning method. Ombabi et al. [14] applied the deep learning method to the Twitter user's comment classification, used CNN to extract the semantic information of the comment sentence, and supported the vector machine classifier for predicting the final classification. Finally get the theme that the user is interested in. Sotthisopha et al. [15] proposed the ''multichannel CNN'' model, which used the original short text and extended semantic information to classify them and improved the classification effect. In addition, CNN is widely used in sentiment analysis of reviews [16] - [18] . In addition to CNN models, Recurrent Neural Network (RNNs) models have also been applied in forum posts classification tasks. Wei et al. [19] used a network which is based on CNNs and Long Short-Term Memory (LSTM) to identify confusion of a post, determine its urgency, and classify emotional polarity, C-LSTM utilizes CNN to extract a sequence of higherlevel phrase representations. Then the representations are fed into an LSTM to obtain sentence representation with long dependency structure. Wint et al. [20] used two CNNs to extract different features from the text and then uses BiLSTM to generate a sentence-level representation. Jalan et al. [21] proposed a bi-directional LSTM-CNN model with attention, The approach has integrated CNN-based attention extraction and aspect embedding to raise the accuracy of sentiment classification. However, the classification model which only use CNNs cannot learn the structural information of sentences, and the hierarchical model based on CNN-LSTM lacks the fusion of effective semantic and structural representation. VOLUME 7, 2019 Due to a lot of noise such as spelling mistakes and emoticons in the forum comment text, word-level models do not achieve optimal results in forum posts classification.
Researchers used char-embedding-based methods to improve classification. Zhang et al. [22] used character-based neural networks to capture word spelling, proving the validity of character-level CNN in the classification of comment texts. Kim et al. [23] employed CNN and a highway network to learn rich features from encoding characters. There were some Dhingra et al. [24] proposed a model based on RNN structures, which can memorize arbitrary aspects of word orthography over characters.
Yenigalla et al. [25] proposed methods to combine both character and word-based models for efficient text classification, and experiments have shown that the effect of Combining Word-Level and Character-Level Representation is better than a single Word-Level representation or Character-Level representation model. However, for different sentences, word-level and char-level have different importance for classification. If the simple connection of character-level information and word-level information, the weights of the two representations cannot be well learned, which limits the performance of the model.
To address all issues which have described above, we propose a novel hybrid neural network for MOOC posts classification. In word-level, Our model uses CNN to capture the semantic information of the sentence, use the last hidden state of GRU to get the global structure information of the sentence, and combining the structure information and semantic information to obtain the Word-Level representation of the sentence. Secondly, we use Char-CNN to get the character-level representation of the sentence. Then, we combine the Character-Level representation and Word-Level representation of the sentence, and use self-attention to learn the weight of the two representations to get the final expression of the sentence. Last but not least, at present, the forum posts classification method based on deep learning only utilizes the text content of the post and lacks the use of other attribute information of the post. The attribute information of a post contains some information that helps to classify, such as course information for a post. We also integrated the course and domain information of the post, and we merged the course and domain information of the post with the text of the post to get rich post content.
In our experiments, we achieve urgent posts classification with a micro F-score of 91.8%, 91.3% and 88.4% on the Stanford MOOCPosts dataset [26] , outperforming the stateof-the-art approach by 1.8%, 2.4% and 1.5% respectively. Our model can more effectively identify urgent posts in the forum. Our work can help teachers pay more attention to the urgent posts posted by the learners in the discussion forum, understand the problems generated by the learners' learning process, and timely intervene in the support learning, which can prevent the learners from giving up the courses in advance.
Monitoring and responding to the urgent posts of learners will help teachers prioritize their replies and help teachers better manage numerous posts in the forum. Teachers' timely responses and interventions to the urgent posts of learners can reduce the sense of isolation and confusion among learners, enabling learners to better learn the following courses [7] . In addition, Identifying urgent posts can help teachers focus their attention on the most valuable places in the forum, saving teachers' time so that teachers can spend more time on course building and management to improve course quality.
In sum, our key contributions are as follows
• We proposed a attention-based character-word hybrid neural networks with semantic and structural information, and we believe it is the first time deep learning have been used for identifying of urgent posts in MOOC discussion forums
• We proposed a semantic and structure extraction part including CNN and GRU, which uses CNN to capture the semantic information of the sentence, use the last hidden state of GRU to get the global structure information of the sentence. Our model can simultaneously learn the semantic information and structural information of sentences.
• When merging word-level representations and character-level representations of sentences, We adopted self-attention mechanism to select features, who are useful for classification, to further enhance the effect of our model.
• We achieve state-of-the-art results for MOOC urgent posts classification on the Stanford MOOCPosts dataset, outperforming the best methods available. In the remaining sections, Section II details the proposed model, Section III demonstrates and discusses the experimental results, and Section IV briefly concludes this work.
II. METHOD
In this section, we present our hybrid neural network model. Figure 1 shows an overview of our network model architecture. Given the input sentence S, it contains the course information of the post and the text information of the post. In word-level, we use the convolved neural network to obtain the semantic representation of the sentence, which contains the local context characteristics of the sentence. The extracted high-level features of the CNN are then fed into the GRU, and the output of the last state of the GRU is used to obtain a structural representation of the sentence. Finally, the semantic information and the structural information are combined to obtain the word-level representation of each sentence. Next, in character -level, Char-CNN is used to capture the character-level representation of the sentence, combine it with the word level, and use the attention mechanism to learn their weight. Finally, the final representation of the resulting sentence is provided to the fully connected softmax layer for sorting. The rest of this section provides more details about this architecture. 
A. PREPROCESSING
The data obtained from the MOOC Forum is usually noisy because it is user-generated. And education data usually involves the user's personal information, So the dataset we use is anonymizing this personal information
In the Stanford MOOCPosts data, Automated anonymization replaced identity-revealing words with a single word that indicates the type of revealing information being obscured. Example: when the anonymization algorithm detects a string that might be a telephone number, the string is replaced with < phoneRedac >.
During processing, we removed punctuation, hyperlinks, and signs replaced by automated anonymization (e.g.,''< emailRedac >.,'') Then we perform case-folding and lemmatization. We also incorporated one of the posts' metadata feature, which is: 'course_display_name'. The 'course_display_name' displays the name and domain of course in context of Stanford's online, free, public offerings. We think the course and domain information of the post is helpful to understand the information contained in the post, So we link the course and domain information of the post to the text of the post. The input to our model was finally obtained.
B. WORD-LEVEL REPRESTION 1) WORD EMBEDDING
Word embedding is a method of mapping words to low-dimensional dense vectors, which solves the sparse problem caused by the bag-of-word method. It is a model for learning semantic knowledge from a large amount of text corpus in an unsupervised way. By learning the text, the semantic information of the word is represented by the word vector. Recently, word embedding has been successfully applied in sentiment analysis [27] , relation classification [28] , information retrieval [29] and so on.
Because of the limited training instances in the education data set, if only the training instances are used to generate word embedding, the semantics of words cannot be effectively captured. Therefore, in order to improve the performance of classification, we use pre-trained embedding and fine-tune them during training. We tried using google-news Vectors and GloVe and found that google-news Vectors performed best for our urgent post classification task. Hence, we report results using google-news Vectors embedding.
When we get the processed sentence SS = [s 1 , s 2 , . . . , s n ], the word embedding model represents the text as S = [w 1 , w 2 , . . . , w n ], where each word w i is embedded by the word s i . For unknown input words, we generate a random vector to replace it.
2) SEMANTIC AND STRUCTURE EXTRACTION PART (CNN-GRU)
In this part, convolutional and pooling layers of CNN are used to learn the local n-gram high-level semantic representation. The input of CNN is the output of the embedding layer. Then the output of convolutional layer is provided to a GRU layer, and the last hidden state of the GRU is used to get a global structural representation. Finally, the obtained high-level semantic information S se and the global structure information S st are combined to obtain a word-level representation of this sentence.
Given a forum post text sentence, after word embedding, it will be represented as a matrix, and then the matrix will be sent to the convolution layer. Convolution operations performed by different convolution kernels can extract different text features. Given a sentence S = [w 1 , w 2 , . . . , w n ], if the height of the convolution kernel is h, the dimension is d, and the eigenvector after convolution is t i , The t i is calculated by the Equation (1):
where: w is the weighting parameter of the convolution kernel, b is the offset value, and ReLu is a nonlinear activation function.
The total feature vector T obtained after convolving all the text of a post:
Then we send the obtained high-level feature T to the GRU to extract the global structural features.
After obtaining the convolved feature vector, the max pooling operation is used to take the maximum value of each local feature of r i , The r i , is calculated by the Equation (3):
where w is the window size of the pooling layer. Finally we get the high semantic feature S se of the sentence:
GRU is a recurrent neural network structure with gated mechanism. Compared with simple RNN model, GRU can solve the problem of gradient disappearance to a certain extent and can effectively learn sequence characteristics. The GRU unit is calculated by the following Equation:
where: z t is the update gate, which determines how many previous memories are added to the current state. h ∧ t is the candidate state of h t , σ is the sigmoid activation function; r t is the reset gate, which determines how to combine the new input with the previous memory. W z , W r , W h are the parameters to be learned.
The high-level features learned by the CNN layer are input into the GRU to learn the sequence features. We use the same number of filters as the CNN to represent the dimensions of the GRU layer. Then, we use the last hidden state of the GRU as the global structure representation S st . We obtain the high-level semantic feature S se through the pooling layer, and obtained the global structure S st through the GRU layer. Finally, we merged them to get the word-level representation of the sentence.
C. CHARACTER-LEVEL RESPRESENTATION
Although word embedding can produce high-quality distribution vector representations for input words, word embedding has the following problems: poor vector representation for rare words and no representation for unseen words. These issues can affect the effectiveness of dealing with informal text, such as MOOC comments. Therefore, models that only use word embedding will inherit these weaknesses. In order to solve the problem of word embedding, we use characterembedding to improve the classification effect of our model.
As character-level input, original sentence is decomposed into a sequence of characters, including letters, numbers, special characters. We use character embedding like Kim et al. [23] , each character is represented by a vector of m-dimensional length. When we get the processed sentences, the character embedding model represents the text as C = [c 1 , c 2 , . . . , c n ] , where each word c is embedded by the character vector.
After getting the sentence matrix s after character embedding, the matrix C is sent to the CNN to extract the character-level feature of the sentence, and the character-level representation of the sentence is obtained.
D. FUSION METHODS
After getting the word-level and character-level representations of the input sentences, merging them, then use the attention mechanism to learn the weights of the word-level and character-level representations.
The goal of the attention mechanism is to ignore the unimportant information from a large amount of information and focus on the important information in the sentence. The attention of important information is reflected in the calculation of weight coefficient, which indicates the importance of information. The greater the weight coefficient is, the more important it is in text information. Attention mechanism assigns different weights to different key information, and enhances the proportion of key information by way of weight promotion, so as to reduce the loss of key information. Attention mechanism is widely used in various types of deep learning tasks such as natural language processing, image recognition and speech recognition.
After getting the sentence representation S = [S se , S st ] = [s 1 , s 2 . . .s n ], learn the new representation of the sentence by Equation (9):
The weight β ij of each s i is computed by Equation (10):
where s ij is the score between s i and s j , which represents the intensity of dependency between them. Finally we get a new sentence vector S * = [s * 1 , s * 2 , s * 3 , . . . s * n , ]. It will then be fed into the fully connected sigmoid layer:
The output is a probability value, which is classified as a positive class if it is greater than 0.5, otherwise it is classified as a positive class.
III. EXPERIMENTS A. EQUATIONS DATASET
At present, the public labeled MOOC Forum comment data is very scarce. We used the Stanford MOOCPosts dataset in our experiments. The Stanford MOOCPosts dataset contains 29,604 anonymized learner forum posts from eleven Stanford University public online classes. Each comment is manually labeled as six dimensions by three different professionals: (More information about the data set can be found on the dataset's website), which provides a ground truth for testing our model. In the urgency dimension, posts were marked on a scale of 1-7. If a post's final urgent score is 7, it is considered very urgent and requires a teacher or staff member to respond immediately. conversely, a score of 1 indicates that a post is not urgent and does not require the teacher to respond immediately. Table 1 shows examples of posts content and their urgency scores. As for the score of each post on the urgency dimension, if it is greater than 4, it is classified as a urgent example; otherwise, it is a not-urgent example. In order to verify the applicability of our model, similar to [7] , we conducted experiments on different samples of the data set. The MOOC data set is divided into three groups.
1) Group A:
In dividing the training set and test set, we use stratified sampling to split the training set and test set to ensure the original ratio of ''urgent'' posts. The training set accounted for about 66% of the total data, and the rest was the test set [7] . 2) Group B: divides the data into training sets and test sets according to the course. We selected Stat Learning (Winter 2014), Statistics in Medicine, Managing Emergencies: What Every Doctor Must Know? as a test set.
Since there is only one course in the field of education, we Select 33% of its data as a test set. And the rest was the train set [7] . 3) Group C: In the C group, the posts in the medical and educational fields were selected as the training set, and the posts in the humanities field were used as the test set. The choice of humanities as a test set is random [7] . 
B. EXPERIMENTAL SETUP
In our experiments, we use the Keras library to implement our model, and the code is written in Python3.6. Since the CNN model requires a fixed length of input, the actual length of each post is actually inconsistent. Therefore, At word-level, the length of each post input to the convolution layer is set to 200. When the sentence length is less than this value, it is automatically filled with 0, otherwise the long sentence is reduced to the maximum length. The dimension of each word vector is 300. At character-level, the length of each sentence is 1024, and the dimension of each character vector is 70. At wordlevel, We use 128 convolution filters each for window sizes of 3, 4, 5. At character-level, We use 128convolution filters each for window sizes of 5, 7, 9. The activation function of the convolutional layer is the RELU function. The GRU's hidden unit number is set to 128, and we use the Adam optimizer [30] to minimize the objective function. To prevent over-fitting of the model, we used the Dropout and early stoping mechanisms during the model training. The batch size is set to 64, and the dropout rate is 0.5. For the three sets of data, we use the same settings.
We apply the same metrics as [10] to evaluate the performance of our method. The metrics is
C. COMPARISION OF METHODS
The aim of this research is to facilitate lecturers and students in MOOC, and more specifically, to help teachers more effectively solve the problems students encounter in learning so that learners can learn better and increase learner participation and satisfaction. Subsequently, in order to demonstrate that our model is good, we can reliably identify urgent posts in the forum. We introduce several existing algorithms, which are widely used in text classification tasks in other NLP fields, as benchmarks to evaluate the effectiveness of our approach. Table 3 shows the comparison methods we used. They can be divided into two categories: traditional machine-learning methods and deep learning methods. As table 4, 5 and 6 shown, we calculate the overall Precision (P), Recall (R) and F-score to assess the performance of our model.
1) AdaBoost (decision trees as base estimators) Random forests, and Logistic regression.
Almatrafi et al. [7] is the first person to identify urgent posts in the MOOC Forum. His experiments use a variety of traditional methods: Random forests, AdaBoost (decision trees as base estimators) and Logistic regression. In his study, AdaBoost (decision trees as base estimators) obtained the best results. Our study used the same training set and test set as his, so we directly used the best results from his study as the baseline method in our experiment 2) TextCNN The standard CNN, which uses only a simple convolutional layer. We implemented the non-static model proposed by Kim [31] in our dataset. 3) Char-CNN We chose the convolutional neural network proposed by Kim et al. [23] . whose input is a character-level feature. We implemented the Char-CNN model in our dataset 4) LSTM, BiLSTM LSTM (Long Short Term Memory) [32] is an efficient cyclic neural network, which is suitable for processing and predicting important events with relatively Long interval and delay in time series. We implement LSTM and its improved version BiLSTM in our dataset 5) RCNN We chose a recurrent onvolutional neural network proposed by Lai et al. [33] , which uses BiLSTM to learn the contextual information of words. We implemented the RCNN model in our dataset 6) CNN-LSTM Wint et al. [20] proposed the C-LSTM model for forum post classification. C-LSTM utilizes CNN to extract a sequence of higher-level phrase representations. Then the representations are fed into an LSTM to obtain sentence representation with long dependency structure 7) AttBLSTM The AttBLSTM proposed by Zhou et al. [34] can capture the most important information in sentences and improve the classification effect of sentences 8) DPCNN DPCNN [35] is a convolutional neural network based on word-level. By deepening the network, DPCNN can extract long distance text dependencies. DPCNN achieves higher accuracy with a small increase in computing cost. 9) TextCNN+Char-CNN We implemented the network of Dhingra et al. [24] in our dataset. Combine the results of text-CNN and Char-CNN. 3, table 4 and table 5 show, we calculate the F-score to assess the performance of our model in three experiments and achieve scores of 91.8%, 91.3% and 88.4%, which are all higher than the current state-of-the-art method. outperforming the state-of-the-art approach by 1.8%, 2.4% and 1.5% respectively.
D. RESULTS

As table
To better evaluate our model, we documented the performance of our model on both the urgent and non-urgent attributes. By comparing with other excellent models, the urgency of our model improvement is higher than nonurgent, and the F scores of urgent are 80.1%, 80.2%, and 76.7%, respectively. They were 3.9%, 2.7%, and 3.8% higher than the highest records, respectively.
Through the comparison and analysis of the latest models, our model mainly benefits from the following aspects of performance. Firstly, our model obtains a joint representation of the semantic and structural information of the sentence. In the existing methods, most of the sentence semantic information [TextCNN, DPCNN, RCNN] is used alone, and the structural information of the sentence is ignored. Although the hierarchical model [CNN-LSTM, AttBLSTM] can obtain structural information of sentences, it lacks the fusion of semantic and structural representations. Our model combines the semantic and structural representation of sentences to obtain a complete sentence representation.
Secondly, our method obtains the character-level representation of sentences, and uses the attention mechanism to learn the weights of character-level and word-level. The text of the MOOC post is informal, with many spelling mistakes and emoticons. Simply using the word-level representation loses some important information and thus hinders the performance of the model. Therefore, the use of word-level information alone cannot obtain a complete representation of a sentence. We combine word-level information with character-level information to get a more complete sentence representation. We adopted self-attention mechanism to select features, who are useful for classification, to further enhance the effect of our model.
Thirdly, we used the course and domain information for the post. Most of the existing classification work only uses the post text information to classify, and ignores other attributes of the post. Joining course and domain information can better identify the meaning of the post.
E. THE EFFECT OF THE STRATEGIES AND FEATURES ON PERFORMANCE
To further investigate the effectiveness of each of the strategies in our model, we separate the effects of each strategy on the overall F-score, as shown in Table 6 . When we did not fuse semantic and structural information, the overall F-score of our model decreased by 0.90%. This proves the importance of fusion semantics and structural representation, and the individual semantic information cannot obtain a good sentence representation.
Next, we find that character-level indicates that the classification problem is essential for MOOC urgent posts, because when Char-CNN is removed, it decreases by 1.40%. After we get the word-level representation of the sentence, due to the spelling mistakes and the presence of emoticons in the sentence, we cannot fully capture the expression of the sentence. We then use the Char-CNN layer to get the character-level representation of the sentence and fuse it with word-level to get a complete representation of the sentence.
After that, we removed the attention mechanism and found that the F score was reduced by 1.20%. After we get the wordlevel and character-level of the sentences separately, if we simply connect them to [word, character] . In fact, we will get two separate functions that do not fully capture the expression of the sentence. The weights of character-level and word-level will vary according to the sentence, so the attention mechanism learns the weights of character-level and word-level.
Finally, we compared the performance of the model after removing the course information and found that the F score was reduced by 0.40%. We think the course information of the post is helpful to understand the information contained in the post, So we link the course information of the post Post to the text of the post.
F. F ANALYSIS OF THE CASE STUDY
In the previous section, we compared the classification methods of different MOOC reviews, and our model achieved the best performance. Next, we'll list some of the posts in the dataset. We can intuitively feel that the model has better performance in classification, which is beneficial for teachers to help learners to learn better. For comparison, we also list the classification results obtained through the TextCNN+CharCNN model, because the TextCNN+CharCNN model shows the best emergency post classification performance in our dataset Table 6 shows the classification results of our model and the TextCNN+ CharCNN on some posts. The ''urgent'' column refers to the real urgent label of the post. We find ''urgent'' posts call for immediate attention from the instructors. Learners who encounter problems during the learning process will ask questions and ask for help in the discussion forum. If the teacher and manager do not answer the learner's questions, the learner may be dissatisfied. This dissatisfaction is the reason for their negative emotions and even dropping out of school. Therefore, teachers should pay more attention to these positions, understand the learners' problems and reactions, and promptly intervene to support learning, which can prevent learners from giving up courses in advance.
However, some posts are urgent and they call for immediate attention from the instructors. These posts are determined in Table 6 by the TextCNN+CharCNN model as not urgent. For example, '' I cannot get Session 6.1 Video to load..da...I am using Google Chrome; I have done everything I can on my end. Any suggestions??'' the learner who posted the post clearly stated that he could not download the video. If teachers ignore these misclassified posts, learners may feel that they are being ignored and they may no longer like to participate in the discussion. In contrast, because of our model-like better classification performance, it can correctly classify these posts. Therefore, we model ensures that the instructors can avoid missing the posts, and the teacher can help the learners in time.
IV. FUTURE WORK
Although our model achieves optimal results in the Stanford MOOCPosts dataset, there is still some room for further improvement. The next step is to improve the accuracy of our model and explore strategies for applying our model to MOOC platforms. In the future, it may be considered to more intuitively present the results of our model to teachers so that they can effectively respond to emergency posts, For example: use visualization, or calculate urgent scores for posts.
Another possible direction is to further explore the topic of urgent posts and find out the different causes of them [7] ; for example: website technology related, course related, etc. Then, the urgent posts will be pushed to the teachers and website staff according to different categories.
V. CONCLUSION
In this paper, we present a new approach to identifying urgent posts from the MOOC Forum using a hybrid neural network. We applied neural networks to the urgent classification of MOOC posts for the first time to obtain better accuracy compared to traditional machine learning approaches. In our network, Semantic information and structural information are captured by CNN and LSTM and merged to obtain a word-level representation of the sentence. To the best of our knowledge, this is the first study to fuse semantic information and structural information. Then we use Char-CNN to get the character-level representation of the sentence, fuse it with word-level and use the attention mechanism to learn their weight. Our approach has achieved the best results on the Stanford MOOCPosts. The work has potential application on MOOC and can help instructors efficiently navigate the discussion forums so that timely intervention can support learning
