The present paper applied Principal Component Analysis (PCA) for grouping of machines and parts so that the part families can be processed in the cells formed by those associated machines. An incidence matrix with binary entries has been chosen to apply this methodology.
Introduction
'Group Technology is the realization that many problems are similar and that, by grouping similar problems, a single solution can be found to a set of problems, thus saving time and effort' as envisaged by Solaja (Chan, 1985) . Group Technology (GT) is a manufacturing philosophy (Chan, 1981 ) that has established the potential to contribute positively in the batch type production and it endeavors to embed the flexibility of the job production system combined with the high productivity of the flow production system (Ham and Hitomi, 1985) .
Driven by the referred philosophy in manufacturing, the GT based approach results in reduced setup time (Ali et al., 1999) and tooling, enhanced product quality, improved sequencing and scheduling in the manufacturing plant, shortened throughput time, reduced work in progress inventory, simplified material flow and reduced material handling (Love, 1996; Hyer and Wemmerlov, 2002 ).
According to GT concept, as applied in production, a group of machines for one or more part families may be formed to process the parts that have similar operations using the machines.
Since the machines are laid out as a group or cell, requiring reduced movement and flow of parts, it minimizes transportation and waiting and thereby reduces the throughput time. These groups of machining centres are referred as Flexible Manufacturing Systems (FMS) or manufacturing cells (Ham and Hitomi, 1985) and are based on the concept of the GT principles to manufacturing (Burbidge, 1969) known as Cellular Manufacturing (Wemmerlov and Hyer, 1986 ). Cellular Manufacturing (CM) is considered, in the present time, as one of the latest technological methodologies in batch type production (Boyer et al., 1997; Fahad, 2003) in providing economic advantages comparable to those of mass production and helping to gain efficiency and achieve flexibility by the manufacturing units (Luong, 2002) . The first step in the design of cellular manufacturing systems is the cell formation by clustering machines and parts into machine cells and part families respectively to ensure minimum intercellular part movement ( Kim et al, 2005 ; Ameli and Arkat, 2008) .
The context of determining part families and machine group is referred to as the cell formation (CF) problem. Researches in the field addressed this issue and development of various techniques for solving the GT and CM problems were reported which paved the way for classification of cell formation techniques in GT/CM (Burbidge, 1963; King and Nakornchai, 1982; Han and Ham, 1986; Vakharia, 1986; Wemmerlov and Hyer, 1986) . A cellular manufacturing system is primarily concerned with production flow analysis where machines and parts are grouped together based on manufacturing similarities. McCormick et al., (1972) defined the clustering technique as an attempt to uncover and display similar cluster or groups from a given input object-object or object-attribute data matrix. Heragu S. S.,(1994) modified the classification of cell formation as i) techniques that identify part families only, ii) techniques that identify machine cells only, and iii) techniques that identify part families and machine cells simultaneously. In CF problem the later technique is more useful than the other two. Carrie, 1973; Offodile, 1991; Kini, 1991 Rajagopalan and Batra, 1975; Faber and Carter, 1986 identified machine cells by a graph theoretic method. Srinivasan et al.,1990 proposed an assignment based algorithm that identifies machine groups first and then part families. Wayback in 1968, Iri presented a clustering algorithm that masks all columns having a '1' as entry in that row while the iteration starts from any row. It then masks all rows which have '1' as entries in the masked columns. This procedure is repeated until it is further not possible to get a new set of unmasked rows or columns. When this condition occurs, a cluster of machines and corresponding part families is formed (Kusiak and Chow, 1987) . Very recently, a non-linear integer formulation followed by a clustering algorithm was used by Wei and Mejabi (2008) to reduce intercell trips in a cell type system design to obtain a satisfactory solution. Also, the various clustering and machine-part grouping methods like array-based clustering algorithms, such as, Rank Order Clustering (ROC), Direct Clustering Analysis (DCA), and Bond Energy Analysis (BEA) for manufacturing cell formation have been reported by researchers (Chu and Tsai, 1990 King (1980 King ( , 1982 and Chu and Tsai (1990) . Hierarchical clustering (Stanfel, 1985 and McAuley, 1972) , non-hierarchical clustering (Chandrasekharan and Rajagopalan, 1986) , graph based clustering (Rajagopalan and Batra, 1975) The importance of forming the clusters of machines vis-a-vis the parts is evident from the work done, as mentioned above, in this area. Therefore, in the design of such cells the most significant criteria will be to examine the performance measure of a suitable kind to ensure the optimality of the layout design. Different kinds of performance measure have been proposed by researchers (Chandrasekharan and Rajagopalan, 1986; Kumar and Chandrasekaran, 1990; Zolfaghari and Liang, 2003; Li, 2007) . It is comprehensible from the review of past research that the clustering method needs to be chosen in such a manner that the efficiency or efficacy remains high. Although various methodologies for clustering as well as the performance measures were studied, very few were found to have dealt with the principal component analysis model and even fewer attempted to determine the performance measure. In this research a new approach has been adopted by deploying PCA as clustering technique and using the grouping efficacy procedure for measuring the performance. A comparative study has also been carried out and presented in this paper to verify and establish the effectiveness of the proposed method.
In the present paper an attempt has been made to cluster the machine-part by deploying the principal component analysis approach where the available commercial statistical packages like Minitab, SPSS, Matlab etc can be used. In this work Minitab has been deployed.
Proposed Methodology
The methodology of cell formation, proposed in this research, based on Principal Component Analysis (PCA) is presented in this section. Therefore an outline of PCA is presented here, followed by the implementation of the developed procedure in the subsequent section.
Principal Component Analysis
The Principal component Analysis (PCA) perhaps is the best known and oldest technique in multivariate analysis (Jolliffe, 1986; Preisendorfer, 1988 
The a ij 's are called loadings and are worked out in such a way that the extracted principal components satisfy two conditions: (i) PC are uncorrelated(orthogonal) and (ii) the first PC (PC1) has the maximum variance, the second PC(PC2) has the next maximum variance and so on. The PCA from the perspective of statistical pattern recognition is having the practical value as it is an effective technique for dimension reduction (Haykin, 2008) . The other main advantage of PCA is that once these patterns in the data are found, the data can be compressed by reducing the number of dimensions without much loss of information. This paper adheres to the procedure involving the steps needed to perform a Principal Components Analysis on a set of data. Here, the Principal Components analysis, first finds the set of orthogonal eigenvectors of the correlation or covariance matrix of the variables. The matrix of principal components is the product of the eigenvector matrix with the matrix of independent variables. The first principal component accounts for the largest percent of the total data variance. The second principal component accounts the second largest percent of the total data variance, and so on.
The goal of principal components is to explain the maximum amount of variance with the fewest number of components.
Implementation Approach
The principal objective of this research is to implement a principal component analysis model to generate optimal machine cells and part families in cell formation. For this, a problem in the format of machine/part incidence matrix has been adopted from the available literature and the following stages are involved in the method developed here. The correlation matrix for similarity of machines and parts is used as similarity coefficient matrix after standarising the machine-part matrix. The PCA method is applied to find the eigenvalues and eigenvectors on the correlation matrix.
In the present paper a machine-part matrix problem has been obtained from the work of Waghodekar and Sahu, 1984 where they dealt with a problem of dimension of 5x7. In this partmachine incidence (PMI) matrix the column represents the machines , the row represents parts and the entry will have "1" or "0", where "1" indicates the part corresponding to the particular row which is to be processed on the machine corresponding to the particular column and "0" ( )
This standardization procedure has been applied to the aforementioned matrix (Table 1) 
Computational Results
In this section, acronyms have been used for source literature from which the incidence matrix has been obtained for referral convenience. The Tables (3, 4) show the extracted components. In WS84 they explain nearly 82.0% (parts) and 80.00% (machines) of the variability in the original variables. So the complexity of the data set can be reduced considerably by using these components, with only minimum loss of information.
In WS84 the Eigenanalysis of the Correlation Matrix retain components that cumulatively explain 82.0%(of parts) and 80.0%(of machine) of the variance (Tables 3,4) .
For the WS84 the data related to machine (Table 4) For the WS84 the data related to parts (Table 3) Thus, for the WS84 data pertaining to machines, the first principal component's scores are computed from the original data using the coefficients listed under PC1 (Table 6) Also in this WS84 data pertaining to parts, the first principal component's scores are computed from the original data using the coefficients listed under PC1 (Table 5) Also the loading plot (Figures 2a, 2b) provides information about the loadings of the first two principal components. For the WS84 data pertaining to machine (Figure 2b ): the m1 form a visually obvious cluster of machine group1 and m2, m3, m4, m5 form another visually obvious cluster of machine group2. Similarly, for data pertaining to part (Figure 2a ) p1, p7, p6 form a visually obvious cluster of part family1 and p2, p3, p4 forms the other cluster of part family2.
The above information of part family and machine group have been rearranged from the incidence matrix to obtain the GT cell and finally the block diagonal has been derived (Table7).
During this process it has been found that p5 belongs to part family 2.
Thus, two machine-part cells can be formed using this PCA approach for the referred problem.
After application of PCA in the manner explained above the grouping efficacy of the cell formation (Kumar and Chandrasekaran, 1990 ) is measured using the equation 4. It has already been mentioned that the methodology proposed here adopted PCA in cell formation where the existing methodologies found in the literature adopted techniques other than PCA. Therefore, to examine the suitability of the methodology adopted in the present paper it is necessary to compare its grouping efficacy with the referred one where competitive learning was adopted and the grouping efficacy was found to be 62.5. Based on the approach of this research the grouping efficacy is 0.6957. Thus our approach produces an 11.31% improved grouping efficacy in cell formation than the existing approach as evident from the analysis of incidence matrix referred in WS84. The proposed method has been implemented to nine other machine-parts problems shown in Table 8 . The grouping efficacies are obtained and compared with the best result available in the literature. Thus from 10 problems it is shown that in 7 problems (70%) there is increase in grouping efficacy and in 3 problems (30%) the grouping efficacy is as good as the best one. Moreover in two problems (20%) the increase in grouping efficacy is more than 9% from the best result. Thus the proposed method's application in cellular manufacturing is established for both in research and industry purpose.
Conclusion
The formation of cell is the fundamental step towards cellular manufacturing. The literature in cellular manufacturing is filled with various grouping techniques deployed to identify part families to form cells. In general, an average sized manufacturing facility may have hundreds of machines and thousands of parts, and such high dimensionality restricts the performance of most of the clustering techniques found in the literature. The main objective of this paper was to explore PCA method as one of the easy, convenient, flexible, readily available and clearly understandable grouping techniques and to test it with the other grouping approaches in the literature to determine if WS84 approach was better, worse, or the same. In this paper, PCA approach decomposed the Machine-Part matrix into lower dimensional one. The objective of this paper was also to test the effectiveness of dimensionality reduction by comparing the results obtained with those found in the literature. In this research, grouping efficacy was used as the main criteria for evaluating the quality of grouping. To test the PCA method, a total ten problems was identified including the problem matrix for demonstration from the literature and based on the analysis it can be concluded that PCA approach is better in 70% of the problem through the measure of performance (grouping efficacy) and in 30% problem the proposed approach is as good as the best one using other algorithms in the cellular manufacturing.
Therefore, this paper establishes the potential of Principal Component Analysis in cell formation considering zero-one machine part matrices. This approach can further extend its application to accommodate information like production volume, sequence and production time etc for finding optimal cell formation which is compatible with respect to grouping efficacy of the other methods available in the literature. 
