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We present and discuss a stochastic model of financial assets dynamics based on the idea of an in-
verse renormalization group strategy. With this strategy we construct the multivariate distributions
of elementary returns based on the scaling with time of the probability density of their aggregates.
In its simplest version the model is the product of an endogenous auto-regressive component and
a random rescaling factor designed to embody also exogenous influences. Mathematical properties
like increments’ stationarity and ergodicity can be proven. Thanks to the relatively low number of
parameters, model calibration can be conveniently based on a method of moments, as exemplified in
the case of historical data of the S&P500 index. The calibrated model accounts very well for many
stylized facts, like volatility clustering, power law decay of the volatility autocorrelation function,
and multiscaling with time of the aggregated return distribution. In agreement with empirical evi-
dence in finance, the dynamics is not invariant under time reversal and, with suitable generalizations,
skewness of the return distribution and leverage effects can be included. The analytical tractability
of the model opens interesting perspectives for applications, for instance in terms of obtaining closed
formulas for derivative pricing. Further important features are: The possibility of making contact,
in certain limits, with auto-regressive models widely used in finance; The possibility of partially
resolving the long-memory and short-memory components of the volatility, with consistent results
when applied to historical series.
I. INTRODUCTION
Time series analysis plays a central role in many disci-
plines, like physics [1], seismology [2], biology [3], physiol-
ogy [4], linguistics [5], or economy [6], whenever datasets
amount to sequences of measurements or observations. A
main goal of such analysis is that of capturing essential
regularities of apparently unpredictable signals within
a synthetic model, which can be used to get forecasts
and a deeper understanding of the mechanisms govern-
ing the processes under study. A satisfactory time series
modeling for complex systems may become a challeng-
ing task, due to the need to account for statistical fea-
tures of the data connected with the presence of strong
correlations. In the last decades, features of this kind
have been extensively studied in the context of financial
time series, where they strongly stimulated the search
for adequate stochastic modeling [3, 7, 9]. The non-
Gaussianity of the probability density function (PDF) of
aggregated returns of an asset over time intervals in sub-
stantial ranges of scales, its anomalous scaling and mul-
tiscaling with the interval duration, the long-range de-
pendence of absolute return fluctuations (volatility), the
violation of time-reversal symmetry, among other robust
statistical features called stylized facts in finance [10, 11],
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still remain elusive of synthetic and analytically tractable
modeling. Besides the standard model of finance based
on geometric Brownian motion [7, 12], proposed descrip-
tions include stochastic volatility models (See, e.g., [9]
and references therein), multifractal models inspired by
turbulence [13–18], multi-timescale models [19, 20], var-
ious types of self-similar processes [21–26], multi-agent
models [27–29], and those in the Auto-Regressive Condi-
tional Heteroskedastic (ARCH) and Generalized-ARCH
(GARCH) family [3, 30–32].
To be effective, a stochastic model should not only cor-
rectly reproduce the statistical features observed in the
empirical analysis, but also be easy to calibrate and an-
alytically tractable in order to be useful in applications
like derivative pricing and risk evaluation [7, 33]. In this
respect, research in stochastic modeling of financial as-
sets is still a challenging topic [18]. Recently, some of
us proposed an approach to market dynamics modeling
[23, 34] inspired by the renormalization group theory of
critical phenomena [43–45]. The background ideas ex-
posed in Refs. [23, 34] already stimulated some contri-
butions along various lines [23–26, 35–37]. In particular,
in [25] a model with nonstationary increments and lack-
ing a volatility feedback mechanism has been discussed in
detail, pointing out its potential interest and missing fea-
tures. In the present Paper, we make a step forward along
the lines proposed in [23], by introducing a novel discrete-
time stochastic process characterized by both an auto-
regressive endogenous component and a short-memory
one. The firt provides a volatility feedback thanks to its
long dynamical memory; the latter represents, besides
immediate endogenous mechanisms, also the impact of
2external influences. Many features of the model are under
analytical control and a number of basic properties, like
increments’ stationarity, time-reversal asymmetry, strong
mixing and ergodicity as a consequence, can be proved.
In addition, an explicit procedure for calibrating its few
parameters makes the model a candidate for applications,
e.g., to derivative pricing [7, 33], for which useful closed
expressions can be derived [38]. An interesting feature
of our approach is the possibility of resolving the long-
memory and short-memory components of the volatility.
This could be exploited in order to partially separate ex-
ogenous and endogenous mechanisms within the market
dynamics. The version of the model we discuss within
the present Paper does not include skewness in the re-
turn PDF and the leverage effect [7, 39]. However, here
we outline simple ways of improving it in order to con-
sistently recover also these effects.
While some analytical derivations and detailed proofs
are reported in the Supplementary Material [40], in the
main text we illustrate the general ideas inspiring the
model, we discuss its properties, and show that they allow
to implement a successful calibration protocol. Specifi-
cally, we use the model to reproduce the daily histori-
cal time series of the S&P500 index in the years 1950-
2010. The Paper is organized as follows. The next Sec-
tion contains a description of the background ideas in-
spiring the model construction, whose precise definition
is reported in Section III. This Section also describes a
simple parametrization in which contact with a Markov-
switching ARCH process (SWARCH) is realized. Sec-
tion IV is then devoted to a brief review of the proper-
ties of the model. Section V proposes a simple calibra-
tion scheme, whereas a comparison with historical series
is discussed in Section VI. Section VII deals with the
interesting question about identifying the long-memory
and short-memory components in empirical time series.
In Section VIII we discuss the possibility of describing
skewness and the leverage effect and mention other per-
spective developments. Finally, in Section IX we draw
our conclusions.
II. SCALING AS A GUIDING SYMMETRY
Since the pioneering work of Mandelbrot and van Ness
on fractional Brownian motion [41], interest in scaling
features has characterized many models of financial and
other time series, especially in contributions by members
of the physics community. Proposals include the repre-
sentation of financial processes as truncated Levy flights
[21, 22], or the more sophisticated descriptions through
multifractal cascades inspired by turbulence [13–18]. In
the financial literature, a similar focus on scaling prop-
erties is harder to find. Indeed, although leptokurtic dis-
tributions of aggregated returns are typically obtained
in ARCH and similar models by making the conditioned
variance of successive elementary increments dependent
on the past history [3, 30–32], even for more specialized
versions of this type of approach, like FIGARCH [42], a
proper description of the correct scaling and multiscaling
properties of aggregated increments is still an open issue.
A cornerstone achievement in statistical physics has
been the formulation of the renormalization group ap-
proach to scaling [43–45]. In this approach one tries
to deduce the scaling properties of a system at critical-
ity by analyzing how coarse-graining operations, which
rescale the minimal length at which the system is re-
solved, change its statistical description in terms of ef-
fective interactions or similar parameters. The scaling
invariance at criticality then emerges when such changes
do not occur (fixed point). In a recent publication [23],
some of the present authors made the proposal that the
problem of modeling the stochastic financial process on
time scales for which a well defined scaling symmetry
holds at least approximately, may be faced by inverting
the logic of the standard renormalization group proce-
dure. Given as an input the scaling properties of the
aggregated increment PDF over a certain time scale, the
idea is to find by fine-graining basic probabilistic rules
that apply to elementary increments in order for them to
be consistent with the input scaling properties [24, 34].
These rules should describe the system on time scales
shorter than that of the aggregation interval, and their
knowledge is regarded to be equivalent to that of the
effective fixed point interactions in the standard renor-
malization group approach. Of course, even if properties
like the martingale character of the financial process pose
strong constraints, there is a degree of arbitrariness in the
fine graining operation, and an important task is to show
that the proposed fine-graining is plausible at the light
of the relevant stylized facts.
This fine-graining, reverse renormalization group strat-
egy for the description of market dynamics has been al-
ready exemplified in previous contributions [23, 25, 26],
especially dealing with high frequency processes [35–37].
Unlike in cases for which a single time series is available,
in Refs. [35–37] we focused on a particular, fixed window
of the daily evolution of an asset, and extracted from
the available records an ensemble of histories which have
been assumed to be independent realizations of the same
stochastic process. The manifest time inhomogeneous
character of this process and its limited duration in time
significantly simplify a modeling approach based on the
above fine-graining strategy. Things become more diffi-
cult when only one realization of the process one wishes
to model is available in the form of a single, long time
series. This is the situation we discuss in the present
work.
While a precise mathematical definition of our model
is postponed to the next Section, in the present one we
summarize the basic ideas behind its construction. In
particular, we emphasize the inspiration by the renor-
malization group approach and the basic complementary
role played by both endogenous and exogenous mecha-
nisms. Another key aspect concerns the introduction of
an auto-regressive dynamical scheme. In our context this
3endows the endogenous mechanism with sufficiently long
memory, guaranteeing at the same time strong mixing,
and hence also the ergodicity of the process [48].
Let {Xt}∞t=1 be a sequence of random variables repre-
senting the increments (logarithmic returns in finance)
of a discrete-time stochastic process. This process pos-
sesses a simple-scaling symmetry if X1+ · · ·+Xt has the
same probability law as tHX1 for any t, H > 0 being the
scaling (Hurst) exponent. If this is the case, the property
tH gt(t
H x) = g(x) (1)
holds for the PDF gt of the aggregated increments
X1 + · · · + Xt, where g is the scaling function (which
also coincides with the PDF of X1). One immediate con-
sequence of Eq. (1) is a scaling property for the existing
moments of the process:
E[|X1 + · · ·+Xt|q] = tq H E[|X1|q]. (2)
A normal scaling symmetry is obtained with g Gaussian
and H = 1/2. Anomalous scaling refers to the fact of
g not being Gaussian and/or H 6= 1/2. Another kind
of anomalous behavior for which Eq. (2) holds with an
exponent Hq explicitly depending on the moment order
q is called multiscaling and in this case Hq is also named
generalized Hurst exponent [46, 47].
The simple-scaling symmetry can also be expressed in
terms of characteristic functions (CF) as
E
[
eik(X1+···+Xt)
]
= E
[
eik(t
HX1)
]
, (3)
or, equivalently, as
f̂ Xt (k, . . . , k) = f̂
X
1
(
tHk
)
, (4)
where f̂ Xt (k1, . . . , kt) ≡ E
[
ei(k1X1+···+ktXt)
]
is the joint
CF of X1, . . . , Xt, i.e. the Fourier transform of the joint
PDF fXt (x1, . . . , xt).
Aiming at constructing a model for the increments con-
sistent with Eq. (1) for a given scaling exponent H > 0
and general scaling function g, we notice that the knowl-
edge of fX1 = g combined with Eq. (4) allows us to only
fix the CF f̂ Xt along the diagonal:
f̂ Xt (k, . . . , k) = ĝ
(
tHk
) ≡ ∫
R
dx ei(t
Hk)x g(x). (5)
The basic inspiration of our approach is thus a quest for
the existence of conditions implied by the presence of
anomalous scaling which allow us to determine this joint
CF also off-diagonal. Namely: “Are there ways of fixing
f̂ Xt (k1, . . . , kt) such that f̂
X
t (k, . . . , k) = ĝ(t
Hk) with g
non-Gaussian and/or H 6= 1/2 assumed to be given?”
As a rule, when applying the renormalization group ap-
proach, one would be faced with the inverse problem:
given a parametric form for f̂ Xt , or for f
X
t , one tries to
fix its parameters in such a way that Eq. (4), and thus
Eq. (1) with H and g = fX1 to be determined, is sat-
isfied. This amounts to the identification of the fixed
point and is generally accomplished by operating a suit-
able coarse-graining operation on the description of the
process. The fixed point is just an instance of the process
which is left invariant under such operation. To satisfy
our quest, we need to implement a plausible inversion
of the coarse-graining operation in which the fixed point
scaling is assumed to be known and f̂ Xt needs to be con-
structed. This inverse procedure is not unique in gen-
eral and its plausibility needs to be tested a posteriori.
We are thus somehow “reverting” the ordinary flux in
a renormalization-group approach, as we are trying to
realize a fine-graining procedure compatible with the ex-
istence of an anomalous fixed point scaling.
Given H and g as an input, our proposal is to set
f̂ Xt (k1, . . . , kt) = ĝ
(√
a21 k
2
1 + · · ·+ a2t k2t
)
(6)
where
ai =
√
i2H − (i− 1)2H (7)
for any i ∈ N+, and to find conditions on g which guaran-
tee that such a f̂ Xt is a proper CF. If this is the case, f̂
X
t
is the Fourier transform of a PDF and manifestly solves
Eq. (4). We thus meet with the problem of characterizing
the class of scaling functions g which make the inverse
Fourier transform of our trial CF a non-negative joint
PDF. Fortunately, this problem is addressed by Schoen-
berg’s theorem [49, 50], which guarantees that Eq. (6)
provides a proper CF for all t if and only if ĝ is of the
form
ĝ(k) =
∫ ∞
0
dσ ρ(σ) e−σ
2 k2/2, (8)
ρ being a PDF on the positive real axis. The class of
scaling functions suitable for our fine-graining procedure
is thus constituted by the Gaussian mixtures
g(x) =
∫ ∞
0
dσ ρ(σ) Nσ(x), (9)
where, here and in the following, Nσ denotes a Gaus-
sian PDF with mean zero and variance σ2. Such a class,
whose elements are identified by ρ, is rich enough to allow
us to account for very general anomalous scaling symme-
tries. The joint PDF of the variables Xt’s provided by
our inverse strategy and corresponding to g, i.e. to ρ, is
then obtained by applying an inverse Fourier transform
to Eq. (6) and reads
fXt (x1, . . . , xt) =
∫ ∞
0
dσ ρ(σ)
t∏
i=1
Nai σ(xi), (10)
with the ai’s as in Eq. (7).
There are various ways in which Eq. (10) can inspire
the construction of a stochastic process suitable for fi-
nance. Some possibilities have been tested in Refs. [24–
26, 35, 36]. In general, the joint PDF of Eq. (10) itself
4cannot describe a stationary ergodic sequence {Xt}∞t=1,
but for the problem we address here, i.e. to describe
long historical time series, such features are relevant. To
recover stationarity and ergodicity keeping contact with
Eq. (10), we here conceive the process of the returns as
separated into two components. As shown below, the
manifest scaling property of the Gaussian
Na σ(x) = 1
a
Nσ
(x
a
)
, (11)
which holds for any a > 0, prompts such a separation.
In the financial time series context, one is then naturally
led to interpret these components as accounting for long-
memory endogenous dynamical mechanisms and for the
occurrence of short-memory endogenous and exogenous
events, respectively.
As far as the former component is concerned, a corre-
lated process {Yt}∞t=1 with memory order M is consid-
ered. Up to t equal to M , this process is characterized
by the joint PDF of Eq. (10) with ai = 1 for all i’s. This
is a sequence of non-Gaussian, dependent random vari-
ables and at times up to M their sum satisfies a form of
anomalous scaling with H = 1/2 and g given by Eq. (9).
The introduction of a finite M of course limits the range
of time for which this form of scaling is valid. This is not
a problem, because empirically we know that anomalous
scaling approximately holds within a finite time window.
The entire process {Yt}∞t=1 is then obtained through an
auto-regressive scheme of order M . This auto-regressive
scheme is such to prevent the dynamics from stabilizing
the conditional variance of Yt’s, given the past history, to
a constant value after an initial transient, thus restoring
full ergodicity [24, 48]. At the same time, the condition-
ing effect of the previous values of the process on the
future dynamical evolution is of primary importance in
applications like, e.g., those related to derivative pricing
[38] or volatility forecasts.
The latter component introduces a multiscaling behav-
ior by multiplying each element of the above sequence by
the corresponding factor at given in Eq. (7): Xt = atYt.
In principle, these rescaling factors convey a time in-
homogeneity to the increments Xt’s, a property which
has been exploited in the modeling of ensembles of his-
tories [35–37]. However, a proper randomization of the
time argument of the at’s restores the stationarity of the
Xt’s, making them suitable for describing single time se-
ries whose statistical properties are thought to be inde-
pendent of time [10]. This randomization, which is ob-
tained by the introduction of a short-memory process,
is regarded as mimicking the effects on market evolution
of both short-memory endogenous random factors and
external inputs of information or changing conditions,
thus conferring also an exogenous character to this sec-
ond component. The first component, which is responsi-
ble for the volatility clustering phenomenon thanks to its
possible long dynamical memory M , is then interpreted
as the long-memory endogenous part. In order to have
a simple intuition of the returns’ compound process, we
may sketch a comparison with electronics and telecom-
munications regarding the long-memory component as a
carrier signal, which is modulated by the short-memory
one, playing thus the role of a modulating signal.
As we shall review in the Paper, and show in the
Supplementary Material [40], relevant properties of the
model, like its multiscaling and the power-law decay
of non-linear autocorrelations over finite time horizons,
are determined by the short-memory component. We
stress that when combining the long-memory and short-
memory processes, together with simple scaling features
also the direct link between the Hurst exponent and the
exponent H entering in Eq. (7) is lost. For this reason,
in the following we will denote by D, instead of H , the
parameter involved in the definition of the model [See
Eq. (19) below].
III. MODEL DEFINITION
On the basis of the background material elaborated in
the previous Section, here we precisely define our stochas-
tic process of the increments. Such a process {Xt}∞t=1 is
obtained as the product of an endogenous auto-regressive
component {Yt}∞t=1 and a rescaling, or modulating, factor
{aIt}∞t=1, where {It}∞t=1 is a discrete Markovian random
time independent of {Yt}∞t=1, and {ai}∞i=1 is a positive
sequence:
Xt ≡ aItYt. (12)
The stochastic process {Yt}∞t=1 is a Markov process
taking real values with memory M > 0. It is defined,
through its PDF’s, by the following scheme:
fYt (y1, . . . , yt) ≡ ϕt(y1, . . . , yt) (13)
if t = 1, 2, . . . ,M , and
fYt (y1, . . . , yt) ≡
ϕM+1(yt−M , . . . , yt)
ϕM (yt−M , . . . , yt−1)
·
· fYt−1(y1, . . . , yt−1) (14)
if t > M . Here, the PDF’s ϕt are given by
ϕt(y1, . . . , yt) ≡
∫ ∞
0
dσ ρ(σ)
t∏
n=1
Nσ(yn). (15)
The process {It}∞t=1 is a Markov chain of order 1 valued
in N+. The memory order 1 of this sequence, to be com-
pared with the memory order M of the above one, jus-
tifies our convention of referring the two components as
“short-memory” and “long-memory”, respectively. The
chain {It}∞t=1 is defined by the initial condition
P[I1 = i] ≡ ν(1− ν)i−1 (16)
and by the transition probabilities
P[It+1 = i|It = j] ≡

ν if i = 1;
1− ν if i = j + 1;
0 otherwise.
(17)
5In words, we are stating that at time t + 1 there is
a “time-reset” or “restart” (It+1 = 1) with proba-
bility ν > 0, whereas with probability 1 − ν time
flows normally (It+1 = It + 1). For notational sim-
plicity we set π(i) ≡ P[I1 = i] and we collect the tran-
sition probabilities into a stochastic matrix with en-
tries W (i, j) ≡ P[It+1 = i|It = j]. We point out that our
choice of π corresponds to the invariant distribution of
W , with the consequence that {It}∞t=1 turns out to be a
stationary process:
∞∑
j=1
W (i, j)π(j) = π(i). (18)
It should be stressed that here we assume that {Yt}∞t=1
and {It}∞t=1 are independent in favor of an initial sim-
plicity. As a consequence, the present model results in a
Markov-switching model where, by definition, the switch-
ing mechanism between different regimes is controlled by
an unobservable state variable that follows a first-order
Markov chain. In Section VIII we shall then hint at the
possibility of making the random time {It}∞t=1 dependent
on {Yt}∞t=1.
Finally, {ai}∞i=1 is a positive sequence where, without
loss of generality, we can set a1 = 1. In analogy with the
previous Section, we assume a factor ai of the form
ai =
√
i2D − (i− 1)2D (19)
with D > 0. The relation between the Hurst exponent
and the model parameter D will be addressed in what
follows. For the moment, let us point out that the se-
quence ai is identically equal to 1 if D = 1/2 while
monotonically decays to zero or diverges if D < 1/2 or
D > 1/2, respectively. For financial applications, the in-
stance D < 1/2 appears to be the interesting one and,
since limi→∞ i
1/2−Dai =
√
2D, the decay of the rescal-
ing factor is of power-law type. However, in principle
other choices for the functional form of {ai}∞i=1 are pos-
sible and could be introduced for further extensions and
applications of the model.
The endogenous process {Yt}∞t=1 recalls the ARCH
construction of orderM [30] because the conditional PDF
of the current Yt, given the past history, depends on the
previous outcomes only through the sum of the squares
of the latest M ones, as one can easily recognize. As a
matter of fact, {Yt}∞t=1 becomes a genuine ARCH process
if the function ρ is properly chosen, as we shall show in a
moment. In general, the basic difference with respect to
an ARCH process is that here the whole conditional PDF
of Yt, and not only its variance, changes with time. In
spite of this, the process {Yt}∞t=1 is identified by a small
number of parameters independently of the orderM . In-
deed, besides M , the parameters associated to {Yt}∞t=1
are only those related to ρ. As we discuss below, satisfac-
tory parametrizations of ρ for financial time series require
just two parameters. This must be contrasted with the
fact that in realistic ARCH models the number of param-
eters can proliferate with the memory, easily becoming
of the order of several tens [3]. Such a synthetic result,
which we believe to be a most interesting innovative fea-
ture of {Yt}∞t=1, is made possible by the exploitation of
the scaling symmetry embodied in Eqs. (13–15).
A most practical choice for ρ is one which allows us to
explicitly perform the integration over σ in Eq. (15). In-
deed, we notice that weighing σ2 according to an inverse-
gamma distribution is the way to reach this goal. Fur-
thermore, in the context of financial modeling, this pre-
scription is in line with the rather common belief that the
distribution of the square of the empirical returns can be
modeled as an inverse-gamma distribution [25, 53, 54].
This ρ is identified by two parameters, α and β govern-
ing its form and the scale of fluctuations, respectively,
and reads
ρ(σ) =
21−
α
2
Γ(α2 )
βα
σα+1
e−
β2
2σ2 , (20)
where Γ denotes the Euler’s gamma function. Interest-
ingly, making this choice within the model, the endoge-
nous component {Yt}∞t=1 becomes a true ARCH process
of order M with Student’s t-distributed return residuals,
as anticipated above. Indeed, in the Supplementary Ma-
terial [40] we prove that if ρ is given by Eq. (20), then
we can reformulate our model as Xt = aItYt with
Yt =
{
β · Z1 if t = 1;√
β2 +
∑min{t−1,M}
n=1 Y
2
t−n · Zt if t > 1,
(21)
and the return residual process {Zt}∞t=1 amounting to
a sequence of independent Student’s t-distributed vari-
ables:
fZt (z1, . . . , zt) =
t∏
n=1
Γ(αn+12 )√
π Γ(αn2 )
(1 + z2n)
−αn+1
2 (22)
with αn ≡ α + min{n − 1,M}. It is also worth notic-
ing that the Markov-switching character of the volatility,
introduced by the process {aIt}∞t=1, reconciles this par-
ticular instance of our model with the SWARCH cate-
gory proposed by Hamilton and Susmel [55]. The only
difference, apart from dealing with an infinite number
of regimes corresponding to the infinite possible values
taken by It, is that these regimes never persist for more
than one time step. We stress however that besides M
only two parameters, α and β, are here needed to com-
pletely specify {Yt}∞t=1. This typically applies also to
other possible parametrizations of ρ, not related to the
inverse-gamma distribution.
The {aIt}∞t=1 component entails our model with two
further parameters, i.e. ν establishing the frequency of
occurrence of the “time restarts”, and the exponent D
defining the modulating factor {ai}∞i=1. In summary, the
model is thus typically identified by 5 parameters, three
related to the long-memory and two to the short-memory
components. The general fact that both {Yt}∞t=1 and
{aIt}∞t=1 are hidden processes, not separately detectable,
6complicates the effectiveness of a parameter calibration
protocol. However, as discussed below, analytical fea-
tures of the model allow us to identify moment optimiza-
tion procedures that guarantee, for sufficiently long time-
series, proper determination of the input parameters.
In the next Section we clarify in details up to what
extent the scaling symmetry is preserved by the process
{Xt}∞t=1. For the moment we point out that the contact
with the ARCH and Markov-switching models’ literature
is particularly interesting. Indeed, thanks to our gen-
eral results below it sheds some light on how to obtain
anomalous scaling properties in auto-regressive models
on limited temporal horizons [22].
IV. MODEL PROPERTIES
A number of properties of our model are independent
of the choice of the function ρ and can be analytically
investigated. Here we briefly review these properties re-
ferring to the Supplementary Material [40] for detailed
derivations.
A. Joint PDF and stationarity
For any t ≥ 1 the joint PDF of X1, . . . , Xt is given by
the formula
fXt (x1, . . . , xt) =
∞∑
i1=1
· · ·
∞∑
it=1
t−1∏
n=1
W (in+1, in) π(i1) ·
· f
Y
t (x1/ai1 , . . . , xt/ait)
ai1 · · · ait
. (23)
Since fYt is defined via mixtures of centered Gaussian
variables, Eq. (15), we realize immediately that the con-
ditional expectation of Xt, given the past history, van-
ishes. The process {Xt}∞t=1 is thus a martingale differ-
ence sequence, reflecting the efficient market hypothe-
sis [56, 57]. Moreover, the structure of fXt shows that
the observed process cannot retain the Markov property
characterizing both {Yt}∞t=1 and {aIt}∞t=1, with the con-
sequence that its future evolution always depends on all
past events. This feature reflects the impossibility of
directly detecting from the examination of {Xt}∞t=1 the
random time {It}∞t=1. More importantly, the latter fact
makes a maximum-likelihood estimation of the model pa-
rameters very difficult because of the too onerous com-
putational work needed. Thus, one is forced to refer to
some moment optimization procedure for settling this is-
sue. For this reason, in the next Section we shall propose
a simple implementation of a generalized method of mo-
ments. A procedure to identify the most probable time
restarts by means of the calibrated model, valuable for
some applications like, e.g., in option pricing, will be also
discussed in Section VII.
A remarkable feature of the joint PDF fXt is that it
does not explicitly depend on the memory range M at
short time scales. Indeed, when t ≤ M + 1 from Eqs.
(4) and (13) we have [notice that Eq. (14) gives fYM+1 =
ϕM+1]
fXt (x1, . . . , xt) =
∞∑
i1=1
· · ·
∞∑
it=1
t−1∏
n=1
W (in+1, in) π(i1) ·
·
∫ ∞
0
dσ ρ(σ)
t∏
n=1
Nain σ (xn). (24)
This fact implies that models with different memory or-
ders M and M ′ > M , and the same other parameters,
cannot be distinguished by looking at their features at
times shorter than or equal to M + 1. Observe also that
the Gaussian mixture structure provided by our fine-
graining strategy and the random nature of the factor
redefining the typical magnitude of the fluctuations is
particularly clear in Eq. (24).
Our process is strictly stationary, meaning that
(Xn, . . . , Xn+t−1) is distributed as (X1, . . . , Xt) for any
n ≥ 1 and t ≥ 1. This property directly follows from
the fact that {Yt}∞t=1 and {It}∞t=1 are both stationary
processes and, in particular, tells us that Eqs. (4) and
(24) give the PDF of any string of t consecutive variables
extracted from {Xt}∞t=1. We stress that stationarity is
a basic assumption in time series analysis, when one is
forced to reconstruct the underlying stochastic process
on the basis of a single, possibly long, time series.
We also point out that the long-memory endogenous
component {Yt}∞t=1 is not only a stationary sequence, but
even a reversible one: the law of (Yt, Yt−1 . . . , Y1) is the
same as the law of (Y1, . . . , Yt−1, Yt) for any t ≥ 1. In
contrast, the observed process {Xt}∞t=1 is not reversible,
being such time-reversal symmetry broken by the short-
memory component. In Section VI we shall better an-
alyze this feature of the model, attempting to quantify
the time-reversal asymmetry of {Xt}∞t=1.
The single-variable PDF, which is the same for any Xt
thanks to stationarity, is obtained by setting t = 1 in Eq.
(24) and explicitly reads
fX1 (x) =
∞∑
i=1
ν(1 − ν)i−1
∫ ∞
0
dσ ρ(σ) Nai σ (x). (25)
The mixture of Gaussian densities with different width
can endow this PDF with power law tails, as observed for
financial assets [10]. Specifically, when ρ(σ) decays as the
power-law σ−α−1 for large σ, fX1 becomes a fat-tailed dis-
tribution with the same tail index α. Thus, for example
choosing ρ as in Eq. (20) we have limx→∞ |x|α+1fX1 (x) =
c with
c ≡ β
αΓ(α+12 )√
πΓ(α2 )
∞∑
i=1
aαi ν(1 − ν)i−1 <∞, (26)
and the above form parameter α controls the tails of the
PDF of the Xt’s as long as ν is finite. It is worth notic-
ing that, even if the above condition on ρ is necessary
7for having fat tails in a strict asymptotic sense, there is
the possibility of approximately realizing such a feature
for returns in empirically accessible ranges by only con-
sidering rare enough time restarts. As explained in the
Supplementary Material [40], indeed, assuming {ai}∞i=1
given by Eq. (19) with D < 1/2, and properly rescaling
ρ in order to avoid fX1 to concentrate around zero in the
small-ν limit, in general the single-variable PDF displays
fat tails with index 2/(1−2D) when the restart probabil-
ity ν approaches zero. Of course, with ρ(σ) behaving as
σ−α−1 for large σ and α < 2/(1 − 2D), the tail index is
determined by α even in the rare-restart limit. In prac-
tice, when dealing with small values of ν the empirically-
accessible power law exponent of fX1 depends on all α,
ν, and D. This fact, and the uncertainty affecting the
empirical estimate of such exponent [10], lead us to a
calibration protocol (See below) which is not based on
matching the effective power law tails of fX1 .
Since we have here stated the stationarity of our model,
we also mention that strong mixing properties can be
proved under mild assumptions on the function ρ [48].
These mixing properties entail ergodicity, which justifies
the comparison between empirical long time averages and
theoretical ensemble expectations. They also imply the
validity of the central limit theorem, to which we ap-
peal for discussing scaling features of aggregated returns
on the long time horizon under, basically, the only hy-
pothesis that the second order moment of the elementary
increments is finite. Stating precisely these results and
discussing their proof however requires a more rigorous
setting [48] which is beyond the scope of the present Pa-
per. The ergodicity has also been numerically verified on
the basis of model-based simulations.
B. Scaling features
Scaling features of {Xt}∞t=1 are at the heart of our
approach and two different scaling regimes, correspond-
ing to the empirical evidence found for financial assets
[47, 51, 52], can be identified within the present model:
one is an effective multiscaling regime, which is most eas-
ily discussed in analytical terms for t ≤ M + 1, and the
other is an asymptotic Gaussian simple-scaling scenario,
which prevails for t≫M as a consequence of the central
limit theorem mentioned above [48]. We focus here on
the former, which is directly relevant for applications in
finance.
The moment time-dependence of the aggregated re-
turn X1 + · · · + Xt is only ruled by the short-memory
component if t ≤ M + 1, since Eq. (24) enables one to
demonstrate [40] that in such a case
mXq (t) ≡
E[|X1 + · · ·+Xt|q]
E[|X1|q]
=
E
[
(a2I1 + · · ·+ a2It)
q
2
]
E[aqI1 ]
. (27)
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FIG. 1: Model multiscaling behavior for 1 ≤ t ≤ 31 and
M ≥ 30. The couple (D, ν) determines the behavior.
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FIG. 2: Simple- (q . 3) and multi- (q & 3) scaling behavior
of S&P500 (log) returns PDF, analyzed for t from 1 day to 2
months in the years 1950-2010. Notice the strong dependence
of multiscaling features on the specific sample. In particular,
data marked with (∗) refer to the full interval 1950-2010 with
an artificious alteration of a single data: a reduction of 20%
of the strongest fluctuation.
8Notice that the r.h.s. of Eq. (27) is well defined for any
q. If the Xt’s PDF’s are endowed with fat tails, this
is not true for the l.h.s. of the same equation. When
D < 1/2 and not too small, effective scaling properties
of the model follow from the fact that mXq , although ap-
parently a rather complex function of the time, is well
approximated by the power tq Hq for t ≤M +1 [40]. The
generalized Hurst-like exponent Hq can be computed us-
ing a least squares method over time. Referring for in-
stance to a temporal window extending up to t = 31 and
adopting a memory order M ≥ 30, Fig. 1 displays Hq for
different pairs of D and ν values. The exponent Hq stays
close to 1/2 for low orders q up to about 2/(1 − 2D),
denoting an initial simple-scaling regime. It recovers a
dependence on q for larger moment orders, manifesting
a multiscaling behavior. A sharp result is found in the
limit of small ν, where Hq = 1/2 for q ≤ 2/(1− 2D) [40].
In the perspective of a comparison of our model with
data, a remark on the scaling features of empirical finan-
cial data is in order (See also [25]). While the simple-
scaling behavior at low q is a stable and robust empirical
evidence, multiscaling features occurring at larger q are
sensibly dependent on the time series sample, for series
of a length comparable with that at our disposal for the
S&P500 index. We report this observation in Fig. 2 with
respect to the S&P500 daily time series. The empirical
exponent Hq is here obtained from the time-average es-
timation of mXq , as computed in the next Section. In
turn, from the modeling point of view, the multiscaling
region in the moment order axis mostly overlaps the non-
existing moment region when fat-tailed distributions are
involved.
C. Volatility autocorrelation
In view of financial applications, the volatility autocor-
relation of order q can be introduced as the autocorrela-
tion function of the process {|Xt|q}∞t=1:
rXq (t) ≡
E[|X1|q|Xt|q]− E[|X1|q]2
E[|X1|2q]− E[|X1|q]2 . (28)
Again, this autocorrelation is easily investigated for t ≤
M+1, where the Markov-switching component alone de-
termines its decay. Indeed, thanks to the independence of
the processes {Yt}∞t=1 and {It}∞t=1, rXq (t) can be rewrit-
ten as [40] rXq (t) = uq + vq r
aI
q (t) for 2 ≤ t ≤ M + 1,
while rXq (1) = 1. Here, r
aI
q is the autocorrelation of
{aqIt}∞t=1, and uq, vq are two time-independent coeffi-
cients whose explicit expression is provided in the Sup-
plementary Material [40]. We thus see that the time
dependence of rXq comes from r
aI
q at short time scales
t ≤M + 1. Interestingly, for q small enough, the smaller
the restart probability ν, the more correlations get per-
sistent: when ν approaches zero, we find raIq (t) = 1 for
any t if q ≤ 1/(1 − 2D). Notice that this last threshold
for the moment order q is now half of that previously
discussed for the simple-scaling behavior.
While the initial decay of the volatility autocorrelation
rXq is strongly dependent on the parameter setting, in
particular through the ratio uq/vq, on time scales much
larger than M , rXq decays exponentially fast, due to the
strong mixing properties of our model [48]. In the Sup-
plementary Material [40] we show that this is indeed the
case focusing on the function ρ given by Eq. (20) and the
instance q = 2, for which the correlation decay rate can
be explicitly computed.
We conclude the Section with a remark concerning our
convention of referring to “long-memory” and “short-
memory” processes, which contrasts with some common
use in the econometric literature. Indeed, within this
literature a process is said to possess long memory if
the autocorrelation is not summable in time [58]. The
asymptotic exponential decay of rY1 (t) provided by our
model [40] entails that the above sum is finite also for
the process {Yt}∞t=1. However, our convention stresses
the different structure of the two components.
V. MODEL CALIBRATION
An important issue for the application of a model to
time series analysis is the implementation of efficient cal-
ibration protocols, capable of identifying the model pa-
rameters which most effectively reproduce a specific em-
pirical evidence. As anticipated, the inclusion of both
a long-memory and a short-memory part in our model
complicates the calibration procedure, because the two
components cannot be easily resolved along an empiri-
cal time series. In order to overcome this difficulty, we
devise here a method based on the comparison between
empirical and theoretical moments, drawing on the gen-
eralized method of moments [59] and taking advantage
of the analytical structure of our model.
With the relatively limited amount of daily historical
data available for financial assets, the identification of the
model parameters is affected by large uncertainties. Since
our memory parameter M establishes the time horizon
over which the long-memory endogenous dynamical de-
pendence operates, we can choose to fix it on the basis of
the time scale associated with the specific application of
interest. Given M , we thus optimally exploit the simple
analytical structure within the time window 1 ≤ t ≤ M
for the calibration of the remaining parameters. In order
to present the procedure and to test our model on real
data, we refer here and in the following to the advanta-
geous function ρ introduced in Section III by Eq. (20).
Once M is fixed, the further parameters to be estimated
are four: the exponent D > 0, the restart probability
0 < ν ≤ 1, and the parameters α > 0 and β > 0 identi-
fying ρ. For simplicity, we collect the first three of them
into the vector θ ≡ (D, ν, α) and we denote by Θ its
feasible range. The parameter β plays a minor role in
the model since we only need it to fix the scale of Xt’s
fluctuations.
Given a time series {xt}Tt=1 with empirical mean zero,
9our calibration protocol is based on the idea of better re-
producing, within the model, its scaling and autocorrela-
tion features on times up to M . Thus, in a least square
framework, we choose those parameters which minimize
the distance between the theoretical mXq (t) and r
X
q (t),
defined by Eqs. (27) and (28) respectively, and the corre-
sponding empirical estimations mXq (t) and r
X
q (t) in the
window 1 ≤ t ≤ M . Such empirical estimations are ob-
tained via time averages over the available series. To
illustrate the computation, for instance we get mXq (t) as
Mq(t)/Mq(1) with
Mq(t) ≡ 1
T + 1− t
T−t∑
n=0
|xn+1 + · · ·+ xn+t|q. (29)
We recall that the comparison between empirical time av-
erages and theoretical ensemble expectations is justified
by the ergodicity of our process [48].
Being properly normalized, mXq and r
X
q do not depend
on the scale parameter β. Denoting by Q the set of the
moment orders we consider for the calibration purposes,
our parameter estimation θ ≡ (D, ν, α) results thus to be
θ = argmin
θ∈Θ
{∑
q∈Q
M∑
t=1
[
mXq (θ; t)−mXq (t)
mXq (θ; t)
]2
+
+
∑
q∈Q
M∑
t=1
[
rXq (θ; t)− rXq (t)
rXq (θ; t)
]2}
, (30)
where the dependence of mXq and r
X
q on θ is explicitly
indicated. We have directly checked that this calibration
procedure precisely recovers the input parameters when
applied to sufficiently long time series simulated through
the model.
We close the calibration protocol providing a way of
estimating the parameter β. Once D, ν, and α have been
obtained, we can evaluate β by optimizing with respect
to eXq ≡ E[|X1|q], where D, ν, and α are set equal to D,
ν, and α respectively. Making explicit the dependence
of eXq on β, the relationship e
X
q (β) = e
X
q (1)β
q is rather
evident. If eXq denotes the empirical counterpart of e
X
q ,
we then get our estimation β of β through the formula
β = argmin
β∈(0,∞)
{∑
q∈Q
[
eXq (β)− eXq
eXq (β)
]2}
. (31)
Aiming at reducing the computational load of the pa-
rameter estimations, in the present Paper we work out
calibration with the moment order q = 1 only: Q = {1}.
Fig. 3a and 4a report the result of this protocol applied
to the logarithmic increments of the daily closures of
S&P500 from January 1st 1950 to December 31st 2010.
We set xt ≡ ln st − ln st−1 − µ for t = 1, . . . , T , being
T = 15385 and {st}Tt=0 the considered S&P500 time se-
ries. The value of the drift µ is such that
∑T
t=1 xt = 0.
In compliance with an application we are developing to
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FIG. 3: Calibration outcome in terms of the scaling indicator
mX1 for different values of M , also reported in the abscissa
with different colors. In (a) the model with ρ given by Eq.
(20); in (b) the null model.
derivative pricing [36], we have chosenM = 21 (the oper-
ating market days in one month) yielding (D, ν, α, β) =
(0.21, 0.030, 4.0, 0.04), M = 42 (two months) giving
(D, ν, α, β) = (0.19, 0.011, 4.5, 0.07), and M = 63 (three
months) for which (D, ν, α, β) = (0.16, 0.004, 5.5, 0.14).
Notice how the calibrated model fits the S&P500 scaling
features and the volatility autocorrelation well beyondM
in the case of two and three months, whereas one month
does not seem to be enough to get the correct decay as
soon as t is larger than 21.
VI. COMPARISON WITH S&P500 INDEX AND
NULL HYPOTHESIS
In order to put into context the performance of our
model and to probe the role of the memory M , here we
consider, as the null hypothesis, a limit version in which
σ is kept fixed to a constant value σ0 [ρ(σ) = δ(σ− σ0)],
which turns out to be the scale parameter. From Eq.
(15) we get that this prescription replaces the auto-
regressive component with a sequence of independent
normal variables, preventing the parameterM from play-
ing any role [71]. Even if the null model has no en-
dogenous memory, for the sake of comparison we esti-
mate its parameters (first D and ν, and later σ0) by
means of the procedure outlined in the previous Sec-
tion and with the same values of M and q used for the
model characterized by the function ρ of Eq. (20), which
we name here “the complete model”. Figs. 3b and 4b
10
0  63 100 150 21 42
t
0
0.1
0.2
0.3
r1
X(t)
S&P500
M=21
M=42
M=63
0  63 100 150 21 42
t
0
0.1
0.2
0.3
r1
X(t)
S&P500
M=21
M=42
M=63
(a) (b)
FIG. 4: Calibration outcome in terms of the volatility auto-
correlation rX1 . In (a) the model with ρ given by Eq. (20); in
(b) the null model.
show the outcome of the calibration protocol, which gives
the following results: (D, ν, σ0) = (0.05, 0.0001, 1.01) for
M = 21, (D, ν, σ0) = (0.06, 0.0002, 0.62) for M = 42,
and (D, ν, σ0) = (0.07, 0.0003, 0.45) when M = 63. The
figures indicate that calibration is slightly less successful
for the null model than for the complete one.
The unconditional return PDF of the S&P500 is very
well reproduced by both the complete and the null cali-
brated models, both in the central part and in the tails.
We realize this fact by an inspection of the linear and log
plots of fX1 in Figs. 5 and 6 respectively. While the func-
tion ρ defined by Eq. (20) endows the complete model
with fat tails, setting σ = σ0 prevents the null model
from recovering such a feature from a strict mathemati-
cal standpoint. However, in Section IVA we mentioned
that with a small enough value of the restart probabil-
ity ν one recovers an effective fat tails scenario when
D < 1/2. This circumstance explains why the null model
reproduces the empirical fat tails thanks to an estimated
value of ν which is one or two orders of magnitude smaller
than the corresponding value for the complete model.
The drawback is that a very small restart probability en-
tails very rare but high and strongly time-asymmetric
volatility bursts in the typical trajectories of the model,
which are not observed in the historical series. Indeed,
Fig. 7b, showing the comparison of typical simulated re-
alizations of the benchmark model with the S&P500 time
series, reports the discrepancy between the S&P500 and
the null model paths, where one can immediately identify
the time restarts. In contrast, once the auto-regressive
component retains the memory of the previous returns,
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FIG. 5: Single-variable PDF comparison between S&P500
and calibrated complete model (a), and between S&P500 and
the null model (b) in linear scale. Symbols and lines color
code is as in the previous plots.
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FIG. 6: Single-variable PDF comparison between S&P500
and calibrated complete model (a), and between S&P500 and
the null model (b) in log scale. Symbols and lines color code
is as in the previous plots.
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FIG. 7: Time series comparison between S&P500 (black)
and complete model (a), and between S&P500 (black) and
the null model (b). To facilitate the inspection, model time
series are shifted by -0.3 (M = 63), -0.6 (M = 42), and -0.9
(M = 21).
the combined effect of more frequent restarts and of the
volatility clustering phenomenon produces typical trajec-
tories which are pretty similar to the historical S&P500,
as shown in Fig. 7a where the above comparison is pro-
posed for the complete model. Notice that restart events
become here much harder to identify.
In order to recover the role of the exponent D, in
Figs. 8a and 8b we also compare the aggregated return
scaling features of the calibrated models with those of
the S&P500 series. While, as anticipated in Fig. 2, the
empirical multiscaling regime is very erratic and depen-
dent on single extreme events, the simple-scaling behav-
ior (Hq ≃ 1/2) up to q ≃ 3 seems a stable feature of
the S&P500. On the other hand, in Section IVB we no-
ticed that our model predicts that the latter extends up
to q = 2/(1 − 2D) at low values of ν when D < 1/2,
irrespective of the function ρ. The complete model pro-
vides 2/(1− 2D) = 3.4 for the calibration with M = 21,
2/(1 − 2D) = 3.2 for M = 42, and 2/(1 − 2D) = 2.9 if
M = 63, therefore showing a qualitative agreement with
the empirical evidence. The same cannot be said for the
null model, which gives 2/(1− 2D) close to 2 for all the
three calibrations.
Financial time series are reported to break time-
reversal invariance, not only in terms of return-volatility
correlation properties (e.g., the leverage effect [7, 39]),
but also in terms of volatility-volatility correlations [60].
Although in the form discussed so far our model cannot
explain the former (which is an odd-even correlation), it
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FIG. 8: Multiscaling comparison between the S&P500 and
the complete model (a), and between the S&P500 and the
null model (b).
can account for the latter since, as we have already men-
tioned in Section IVA, the Markov-switching component
breaks the temporal symmetry through the mechanism
of time restarts. We thus conclude this Section consid-
ering an even-even correlation, specifically the historical
versus realized volatility correlation [18–20, 25, 60], and
assessing an asymmetry between the past and the future
for the calibrated complete model. In Section VIII we
shall discuss how to improve the present model in order
to also take into account the leverage effect.
Consider two consecutive time windows, named “his-
torical” and “realized”, of width th ≥ 1 and tr ≥ 1,
respectively. The associated “historical volatility” Shth
and “realized volatility” Srtr are defined as the random
variables
Shth ≡
√√√√ 1
th
th∑
t=1
X2t (32)
and
Srtr ≡
√√√√ 1
tr
tr∑
t=1
X2th+t . (33)
For a reversible process, the correlation between past and
future volatilities [61], namely
χ(th, tr) ≡
E
[
ShthS
r
tr
]− E[Shth]E[Srtr]√
var
[
Shth
]
var
[
Srtr
] , (34)
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is a symmetric function of the time horizons th and tr,
as one can easily verify starting from the definition of
reversibility given in Section IVA. In contrast, the struc-
ture of its empirical estimation χ(th, tr) for the S&P500
time series shows some degrees of asymmetry. This is
highlighted by the level curves plot in Fig. 9, also named
“volatility mug shots” [18, 19]. Such an asymmetry is
however rather mild and sample dependent, as illustrated
by Figs. 9a and 9b where the whole S&P500 sample and
the second half only are exploited, respectively. As far as
our model is concerned, at variance with what pointed
out in Ref. [25] for a different implementation of our
ideas, we remark that such a mild time asymmetry is
consistently reproduced. For instance, Fig. 9c displays
the level curves of χ(th, tr) corresponding to the com-
plete model calibrated with M = 42.
In the various comparisons outlined in this Section we
have used the average values defined by our calibrated
model. In model-generated time series with a length of
the order of that of the available S&P500 dataset, we
have also inspected the fluctuations around these aver-
age values. In general, we have observed fluctuations
that are consistent with those associated to the sample-
dependence of the S&P500 time series.
VII. LONG-MEMORY AND SHORT-MEMORY
VOLATILITY
An interesting feature for a model of asset evolution
is the possibility of distinguishing between long-memory
and short-memory contributions to the volatility. Since
part of the short-memory random effects may be at-
tributed to the impact of external information on the
asset’s time evolution, such a distinction is also related
to attempts in separating the endogenous and exogenous
contributions to the volatility [64–70]. Indeed, although
this should not be regarded as a clear cut distinction,
one may reasonably expect that long-memory contribu-
tions could be ascribed to cooperative influences among
the agents, whereas random volatility switches may also
come from news reaching the market. In our model, al-
beit intimately combined together, the long-memory and
short-memory components play their own distinct role
in reproducing realistic financial features. The question
then naturally arises about the possibility of identifying
these two different contributions. For this reason, we
propose here a procedure to localize the time restarts
in a given finite realization {xt}Tt=1 of a process which
is assumed to be well represented by our model. Once
the restarts are supposed to be known, we can identify
the auto-regressive trajectory {yt}Tt=1, thus succeeding in
distinguishing between the two contributions.
To the purpose of locating restarts, we consider the
probability of having a restart at a certain time t con-
ditioned to the information available in a narrow time
window centered in t with half-width τ . Namely,
P[It = 1|Xn = xn, |n− t| ≤ τ ]. (35)
The time restarts can thus be tentatively associated to
the peaks of this probability. Since a priori we expect
about νT time restarts, T being the length of the con-
sidered time series, we associated them to the highest
νT peaks. In Fig. 10 τ = 2 is used with respect to
a model-generated time series. Conditioning the time
restarts identification to more time series values by tak-
ing a larger value of τ would in principle provide better
results. In practice however computational limitations
force us to focus on small values of τ . Despite this re-
striction, in Fig. 10 we have been able to identify exactly
60% of the true restarts and about 70% with an uncer-
tainty of two days. Fig. 11 displays the result of the same
“time restarts analysis” applied to the S&P500 dataset.
Once the time restarts have been unveiled and the
auto-regressive trajectory {yt}Tt=1 thus identified, we can
analyze the long-memory part of the volatility. Within
our model, a convenient way of defining the long-memory
volatility on the time horizon t is through the random
variable
St ≡
√√√√1
t
t∑
n=1
Y 2n . (36)
The PDF kt of this variable is easily obtained when t ≤
M + 1, due to the fact that fYt reduces to a mixture of
factorized Gaussian densities with the same variance. It
turns out to be
kt(s) =
∫ ∞
0
dσ ρ(σ)
21−
t
2 st−1t
t
2
Γ
(
t
2
)
σt
e−
ts2
2σ2 . (37)
In particular, if the function ρ is chosen according to Eq.
(20), then kt is explicitly found as
kt(s) =
2βα st−1 t
t
2
B
(
α
2 ,
t
2
)
(β2 + s2t)
α+t
2
, (38)
where B is the Euler’s Beta function. On the empir-
ical side, the distribution kt can be sampled from the
estimated auto-regressive path {yt}Tt=1. Fig. 12 shows a
comparison between theoretical and empirically detected
long-memory component of the volatility distributions
for model-generated time series with t = M = 63. No-
tice that as the model’s time series length T increases,
the outcome of the present procedure becomes very close
to the theoretical prediction in Eq. (38). This is partic-
ularly evident if, in place of using the restarts obtained
through Eq. (35), we randomly choose them along the
time series. Finally, the consistency of the S&P500 his-
togram with the theoretical predicition for kM (Fig. 13)
points out that our procedure for identifying the long-
memory component of the volatility could be successfully
applied to the real market evolution, having sufficiently
long historical time series at disposal.
A distinction between long-memory and short-memory
components of the volatility is not a standard practice in
finance. However, we think that its consideration could
open interesting perspectives in fields like risk evaluation
and market regulation.
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FIG. 9: Level curves plot of χ(th, tr), or volatility mug shots. (a) whole S&P500 time series (T = 15385); (b) second half of
S&P500 time series (T = 7694); (c) model’s prediction with the M = 42-calibration.
VIII. IMPROVEMENTS AND FURTHER
DEVELOPMENTS
Even if the present version of our model represents
a significant advancement in terms of stylized-facts-
reproduction-to-analytical-control ratio, some important
empirical features like the leverage effect and the skew-
ness of the return distribution are missing. Here we
briefly discuss how both these effects can be reproduced
by suitable improvements of the model.
The leverage effect refers to the presence in histori-
cal time series of a negative odd-even correlation of the
kind E[X1X
2
t ] < 0. The model we have presented gives
E[X1X
2
t ] = 0 for any t and, also, a symmetric returns
distribution. So far, in favor of an initial simplicity we
have kept the long-memory and short-memory compo-
nents independent. The introduction of a dependence
between these two processes, such as that arising when
the latter is assumed somehow affected by the past values
of the former (similarly, e.g., to the ideas outlined in Ref.
[39]) could produce non-zero sign-volatility correlations
14
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FIG. 10: A procedure to locate the restart. In black is de-
picted a T = 12000-long time series generated by our model
with the parameters (D, ν, α, β) = (0.16, 0.004, 5.5, 0.14), as-
sociated to the M = 63 calibration. For convenience of in-
spection, the time series is vertically shifted by −0.2. In red
P[It = 1|Xn = xn, |n− t| ≤ 2] is reported. The blue line cor-
responds to the threshold for which ν T restarts are detected;
blue circles mark the true restarts generated by the dynamics.
0 5000 10000
t
-0.2
0
0.2
0.4
0.6
0.8
1
x
t
 - 0.2
P[I
t
=1 | X
n
=x
n
, |n-t|≤2]
threshold for ν=0.004
S&P500
FIG. 11: Same as Fig. 10, but applied to the S&P500 his-
torical time series. Here, of course, blue circles are absent.
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volatility: the continuous line is the theoretical prediction,
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data generated by the model with the M = 63 calibration
parameter set; triangles are obtained from the time series
with T = 106, with the time restarts chosen randomly.
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FIG. 13: Distribution of the long-memory component of the
volatility for the S&P500 dataset (circles), compared with the
model-based prediction, Eq. (38), (full line).
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like the leverage effect. An appealing and potentially
interesting way of doing this within our mathematical
construction may simply consist in making time restarts
dependent on the sign of the auto-regressive endogenous
component. We sketch some arguments about this per-
spective.
Introducing the process {Bt}∞t=1 of the signs of {Yt}∞t=1,
defined as Bt = 1 if Yt ≥ 0 and Bt = −1 if Yt < 0, in
the Supplementary Material [40] we show that {Bt}∞t=1
and the sequence {|Yt|}∞t=1 of the magnitude of Yt’s are
mutually independent for the model considered so far.
Moreover {Bt}∞t=1 results in a sequence of i.i.d. binary
variables with P[B1 = 1] = 1/2, telling us that we have
been tossing a fair coin to decide the sign of returns.
These considerations allow one to recast our model as
Xt = aItBt|Yt| with {It}∞t=1, {Bt}∞t=1, and {Yt}∞t=1 inde-
pendent from each other.
In order to improve the model, we could then think in
general at different alternatives. We could assume that
the Bt’s take vale different from −1 and +1 as, e.g., in
Ref. [17]. Also, we could draw Bt+1 independently of the
past events, but making the restart occurrence It+1 = 1
dependent on the value of Bt. In such a case, the process
{(It, Bt)}∞t=1 would result in a bivariate Markov chain,
still independent of {Yt}∞t=1. We already know that a sim-
ple setting of this kind guarantees the martingale char-
acter, the stationarity, and the mixing properties of the
returns’ process {Xt}∞t=1 defined as Xt ≡ aItBt|Yt|. At
the same time, a skewness in the return distribution is
recovered by properly choosing the values assumed by
the Bt’s. The leverage effect occurs then making nega-
tive returns more likely followed by a time restart than
positive ones. Work is in progress along these lines.
Coming back to the model discussed in the present
Paper, an interesting applicative perspective is the fact
that its analytical handiness permits the derivation of
closed-formulas for derivative pricing and the associated
hedging strategy. As pointed out in [25], in the presence
of a Gaussian mixture process for the underlying asset an
obvious way of obtaining an arbitrage-free option price
is by taking the average Black-Scholes price [7, 33, 62]
according to the variance measure of the mixture. In the
present approach, such a basic idea must be shaped in
order to take into account two basic facts. In first place,
the auto-regressive endogenous component implies that
an effective variance measure of the Gaussian mixture
is conditioned by the previous endogenous values of the
process. On the other side, the Markov-switching pro-
cess strongly influences the volatility. Thus, an effective
way of identifying time restarts according to the scheme
discussed in Section VII must be developed. In a related
work in progress [38] we have been able to successfully
tackle these two aspects and to produce an equivalent
martingale measure which allows one to derive European
option prices [33] in a closed form and to associate a natu-
ral hedging strategy with the underlying asset dynamics.
IX. CONCLUSIONS
Scaling and long range dependence have played a ma-
jor role in the recent development of stochastic models of
financial assets dynamics. This development proceeded
parallel to the progressive realization that indeed scal-
ing and multiscaling properties are themselves relevant
stylized facts. A key achievement has been the mul-
tifractal model of asset returns (MMAR) proposed by
Mandelbrot and coworkers [14]. This model introduced
important features, like the possibility of multiscaling re-
turn distributions with finite variance and the long range
dependence in the volatility, with uncorrelated returns.
This long range dependence had been previously a pe-
culiarity of ARCH or GARCH type models [3, 30–32],
widely used in empirical finance. The difficulties mainly
arising from the strict time reversal invariance of the
MMAR has been overcome by subsequent proposals of
multi-time-scale models [19, 20] which are somehow in-
termediate between GARCH processes and descriptions
based on multiplicative cascades. However, a limitation
of all the approaches mentioned above is due to the scarce
analytical tractability and the difficulty in efficiently ex-
pressing the conditioning effect of past histories when
applying them to VaR estimates or option pricing.
The model we presented here addresses the problem
first posed by Bachelier over a century ago [63] and opens
some interesting perspectives. From a methodological
point of view, due to the roots in renormalization the-
ory, it offers an example where scaling becomes a guid-
ing criterion for the construction of a meaningful dynam-
ics. This direction appears quite natural if we look at
the development of complex systems theory in statistical
physics. Scaling is normally regarded as a tool for un-
conditioned forecasting. Thanks to our renormalization
group philosophy, here we have shown that scaling can
also be exploited in order to obtain conditioned forecast-
ing, which is of major importance in finance. This condi-
tioned forecasting potential is based on the multivariate
price return distributions like Eqs. (4) and (24), which
one can construct on the basis of scaling properties.
The coexistence of exogenous and endogenous effects
driving the dynamics of the markets has been recognized
since long. Indeed, the variations of the assets’ price
and volatility cannot be explained only on the basis of
arrival of new information on the market. A remark-
able feature of our model is the fact that it embodies a
natural and sound distinction between the long-memory
endogenous influences and the short memory, partially
exogenous ones on the volatility. Even if the distinction
is model-based, the comparison with the S&P500 dataset
has shown consistency with historical data.
In the relatively simple form discussed in this Paper,
our model has important requisites for opening the way
to useful applications. One of these applications, namely
a closed-form formulation for pricing derivative assets, is
presently under development [38]. Indeed, in view of the
capability to account for a considerable number of styl-
16
ized facts, our model maintains a high degree of mathe-
matical tractability. This tractability allows to rigorously
derive important mathematical properties of the process
and to set up successful calibration procedures.
A deep connection of our approach with ARCH models
[3, 30–32] is the fact that we identify an auto-regressive
scheme as a natural one on which to base the ergodic
and stationary dynamics of our endogenous process. Re-
markably, we are naturally led to this choice following our
criteria based on scaling and on the quest for ergodicity
and stationarity.
Our modeling is not based on a “microscopic”, agent
based description [27–29], which should be regarded as a
most fundamental and advanced stage at which to test
the potential of statistical physics methods in finance.
However, we believe that our results open in the field
novel perspectives thanks to the application of one of
the most powerful methods available so far for the study
of complexity in physics, the renormalization group ap-
proach. This approach provides an original, valuable in-
sight into the statistical texture of return fluctuations,
which is a key requisite for successful stochastic model-
ing.
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I. INTRODUCTION
This Supplementary Material provides proofs of the model properties announced in the Main Text. In Section II the
joint PDF’s of the process {Xt}∞t=1 are derived from the definition of the long-memory and short-memory components
{Yt}∞t=1 and {It}∞t=1, respectively. Section III is devoted to prove the stationarity of {Xt}∞t=1, while in Section IV we
show that {Yt}∞t=1 is a reversible sequence and that the series of its sign is independent of {|Yt|}∞t=1. In Sections V and
VI we reconsider the issue of the tail of the single-variable PDF fX1 and the scaling features of our model supplying a
more complete study. In Section VI we prove some properties of what we called the “null” and the “complete” models
in the Main Text, in particular showing that the endogenous component {Yt}∞t=1 of the complete model [with the
choice in Eq. (20) of the Main Text for the function ρ] is an ARCH process. Lastly, Section VIII contains a detailed
analysis of the autocorrelation rXq .
II. PDF’S ASSOCIATED WITH THE MODEL
Here we derive the joint PDF’s of the increments {Xt}∞t=1, reported in Eq. (23) in the Main Text. The derivation
exploits the features of the hidden processes {Yt}∞t=1 and {It}∞t=1. To this and further purposes, we shall work with
the expectation values of test functions. Unless explicitly stated, we will implicitly assume that such expectation
values exist.
Given t ≥ 1 and a test function F on Rt, we have
E[F (X1, . . . , Xt)] = E
[
F
(
aI1Y1, . . . , aItYt
)]
=
∞∑
i1=1
· · ·
∞∑
it=1
E
[
F
(
ai1Y1, . . . , aitYt
)
δI1i1 · · · δItit
]
, (1)
where as usual δ denotes Kronecker’s symbol. On the other hand, recalling that {Yt}∞t=1 and {It}∞t=1 are mutually
independent, the following factorization holds:
E
[
F
(
ai1Y1, . . . , aitYt
)
δI1i1 · · · δItit
]
= E
[
F (ai1Y1, . . . , aitYt
)
] · E[δI1i1 · · · δItit ]
= E
[
F
(
ai1Y1, . . . , aitYt
)
] · P[I1 = i1, · · · , It = it] . (2)
Thus, plugging this in Eq. (1), we obtain the chain of identities
E[F (X1, . . . , Xt)] =
∞∑
i1=1
· · ·
∞∑
it=1
E
[
F
(
ai1Y1, . . . , aitYt)] · P[I1 = i1, · · · , It = it]
=
∞∑
i1=1
· · ·
∞∑
it=1
P[I1 = i1, · · · , It = it] ·
·
∫
R
dy1 · · ·
∫
R
dyt F
(
ai1y1, . . . , aityt
)
fYt (y1, . . . , yt)
=
∫
R
dx1 · · ·
∫
R
dxt F (x1, . . . , xt) ·
·
∞∑
i1=1
· · ·
∞∑
it=1
P[I1 = i1, · · · , It = it]
fYt
(
x1/ai1 , . . . , xt/ait
)
ai1 · · · ait
. (3)
2The last equality is the consequence of a simple change of variables in the integrals. This result, combined with the
arbitrariness of F , clearly shows that the joint probability density distribution of (X1, . . . , Xt) is
fXt (x1, . . . , xt) ≡
∞∑
i1=1
· · ·
∞∑
it=1
P[I1 = i1, · · · , It = it]
fYt
(
x1/ai1 , . . . , xt/a(it)
)
ai1 · · · ait
=
∞∑
i1=1
· · ·
∞∑
it=1
W (it, it−1) · · ·W (i2, i1)π(i1)
fYt
(
x1/ai1 , . . . , xt/ait
)
ai1 · · · ait
. (4)
As far as the density fYt is concerned, let us recall that f
Y
t = ϕt for t ≤M + 1 where
ϕt(y1, . . . , yt) =
∫ ∞
0
dσ ρ(σ)
t∏
n=1
Nσ(yn) . (5)
Moreover, solving Eq. (14) of the Main Text, we explicitly get fYt also when t > M + 1 as
fYt (y1, . . . , yt) =
t−M∏
n=1
ϕM+1(yn, . . . , yn+M )
t−M∏
n=2
ϕM (yn, . . . , yn+M−1)
. (6)
III. STATIONARITY
This Section is devoted to prove the strict stationarity of the process {Xt}∞t=1, for which we must verify that
(Xn, . . . , Xn+t−1) is distributed as (X1, . . . , Xt) for any n ≥ 1 and t ≥ 1. As a matter of fact, {Xt}∞t=1 inherits this
property from the hidden processes {Yt}∞t=1 and {It}∞t=1 and so proving the strict stationary of {Yt}∞t=1 and {It}∞t=1 is
the main issue. Let us assume for a moment that we know that (Yn, . . . , Yn+t−1) and (In, . . . , In+t−1) are distributed
as (Y1, . . . , Yt) and (I1, . . . , It), respectively, for any n ≥ 1 and t ≥ 1. Then, given n, t, and a test function F on Rt
and exploiting again the independence between {Yt}∞t=1 and {It}∞t=1, we obtain
E[F (Xn, . . . , Xn+t−1)] = E
[
F
(
aInYn, . . . , aIn+t−1Yn+t−1
)]
=
∞∑
i1=1
· · ·
∞∑
it=1
E
[
F
(
ai1Yn, . . . , aitYn+t−1
)] · P[In = i1, . . . , In+t−1 = it]
=
∞∑
i1=1
· · ·
∞∑
it=1
E
[
F
(
ai1Y1, . . . , aitYt
)] · P[I1 = i1, · · · , It = it]
= E[F (X1, . . . , Xt)] , (7)
where the third equality is due to the hypothesis of stationarity of both {Yt}∞t=1 and {It}∞t=1. The arbitrariness of F
then tells us that (Xn, . . . , Xn+t−1) is distributed as (X1, . . . , Xt).
The stationarity of {It}∞t=1 was already discussed in the Main Text and is the consequence of the fact that π is
the invariant distribution of W . Thus, now we only have to analyze the process {Yt}∞t=1. In order to prove the strict
stationarity of this process, let us observe that for any n > M +1, isolating the first terms in the products of Eq. (6),
we get the identity
fYn (y1, . . . , yn) =
ϕM+1(y1, . . . , yM+1)
ϕM (y2, . . . , yM+1)
fYn−1(y2, . . . , yn) . (8)
Then, the fact that ∫
R
dy1 ϕM+1(y1, . . . , yM+1) = ϕM (y2, . . . , yM+1) (9)
leads us to the result ∫
R
dy1 f
Y
n (y1, . . . , yn) = f
Y
n−1(y2, . . . , yn) , (10)
3which is also valid for n ≤M + 1, where fYn = ϕn, and hence for any n. This relation allows us to prove that
E[F (Yn+1, . . . , Yn+t)] = E[F (Yn, . . . , Yn+t−1)] (11)
for any n ≥ 1 and any function F on Rt. Indeed
E[F (Yn+1, . . . , Yn+t)] =
∫
R
dy1 · · ·
∫
R
dyn+t F (yn+1, . . . , yn+t) f
Y
n+t(y1, . . . , yn+t)
=
∫
R
dy2 · · ·
∫
R
dyn+t F (yn+1, . . . , yn+t) f
Y
n+t−1(y2, . . . , yn+t)
=
∫
R
dy1 · · ·
∫
R
dyn+t−1 F (yn, . . . , yn+t−1) f
Y
n+t−1(y1, . . . , yn+t−1)
= E[F (Yn, . . . , Yn+t−1)] , (12)
where we have made use of Eq. (10) to obtain the second equality and we have just re–labeled the variables to get
the third. The iteration of Eq. (11) then provides
E[F (Yn, . . . , Yn+t−1)] = E[F (Y1, . . . , Yt)] , (13)
which states the stationarity of the process {Yt}∞t=1. ✷
IV. REVERSIBILITY AND SIGN-MAGNITUDE INDEPENDENCE OF THE ENDOGENOUS
COMPONENT
In the Main Text we pointed out that the process {Yt}∞t=1 is reversible, namely that (Yt, Yt−1, . . . , Y1) is distributed
as (Y1, . . . , Yt−1, Yt) for any t ≥ 1. Here we provide the proof verifying that
fYt (yt, yt−1, . . . , y1) = f
Y
t (y1, . . . , yt−1, yt) (14)
for any t ≥ 1 and (y1, . . . , yt−1, yt) ∈ Rt. This identity descends from the invariance of ϕt with respect to permutations
of its arguments and is evident if t ≤ M + 1. At the same time, when t > M + 1, replacing (y1, . . . , yt−1, yt) with
(yt, yt−1, . . . , y1) in Eq. (6) and rearranging the indexes, we obtain
fYt (yt, yt−1, . . . , y1) =
t−M∏
n=1
ϕM+1(yt−n+1, . . . , yt−n−M+1)
t−M∏
n=2
ϕM (yt−n+1, . . . , yt−n−M+2)
=
t−M∏
n=1
ϕM+1(yn+M , . . . , yn)
t−M∏
n=2
ϕM (yn+M−1, . . . , yn)
. (15)
The exchangeability of the arguments of ϕM+1 and ϕM , again, gives Eq. (14). ✷
In Section VIII of the Main Text, in order to propose possible extensions of the model, we also mentioned that
the sign and the magnitude of {Yt}∞t=1 constitute two independent processes, the former being a sequence of i.i.d.
binary variables taking values in Z2 ≡ {−1,+1} with equal probabilities. This fact follows from the symmetry of
fYt (y1, . . . , yt) with respect to any of its arguments. Setting Bt = sgn(Yt) with sgn(y) = 1 if y ≥ 0 and sgn(y) = −1
if y < 0, to prove the above two statements we have to check that for any t ≥ 1 and any test functions F on Zt2 and
G on Rt the identity
E[F (B1, . . . , Bt) G(|Y1|, . . . , |Yt|)] = E[F (B1, . . . , Bt)] · E[G(|Y1|, . . . , |Yt|)] (16)
and the relation
E[F (B1, . . . , Bt)] = 2
−t
∑
b1∈Z2
· · ·
∑
bt∈Z2
F (b1, . . . , bt) (17)
4hold.
For a general F on Rt we have the simple equality∫
R
dy1 · · ·
∫
R
dyt F (y1, . . . , yt) =
∫ ∞
0
dy1 · · ·
∫ ∞
0
dyt
∑
b1∈Z2
· · ·
∑
bt∈Z2
F (b1y1, . . . , btyt) . (18)
Thus, we find that
E[F (B1, . . . , Bt) G(|Y1|, . . . , |Yt|)] =
∫
R
dy1 · · ·
∫
R
dyt F (sgn(y1), . . . , sgn(yt)) G(|y1|, . . . , |yt|) fYt (y1, . . . , yt)
=
∫ ∞
0
dy1 · · ·
∫ ∞
0
dyt
∑
b1∈Z2
· · ·
∑
bt∈Z2
F (b1, . . . , bt) G(y1, . . . , yt) f
Y
t (y1, . . . , yt)
= 2−t
∑
b1∈Z2
· · ·
∑
bt∈Z2
F (b1, . . . , bt) ·
· 2t
∫ ∞
0
dy1 · · ·
∫ ∞
0
dyt G(y1, . . . , yt) f
Y
t (y1, . . . , yt)
= 2−t
∑
b1∈Z2
· · ·
∑
bt∈Z2
F (b1, . . . , bt) · E[G(|Y1|, . . . , |Yt|)] , (19)
where both the second and the last equalities are due to Eq. (18) and the symmetry of fYt . Plugging here
G(y1, . . . , yt) = 1 at first, we get Eq. (17). Eq. (16) is then a consequence of Eqs. (17) and (19). ✷
V. TAIL BEHAVIOR OF fX1
In the Main Text we considered the issue about the tail of fX1 very briefly. Here we provide a more extended
discussion on this point studying the expectation E
[|X1|q] for q > 0. In addition, we need to consider similar
expectations also below in this Supplementary Material.
The independence between aI1 and Y1 allows us to write E
[|X1|q] = E[aqI1]E[|Y1|q]. Since Eq. (19) of the Main
Text for the sequence {ai}∞i=1 makes E
[
aqI1
]
always finite, we realize that E
[|X1|q] is finite if and only if E[|Y1|q] is
finite. On the other hand, E
[|Y1|q] is finite if and only if ∫∞0 σqρ(σ)dσ is so. Indeed, from the definitions of fY1 and
ϕ1 [Eqs. (13) and (15) of the Main Text, respectively] we get
E
[|Y1|q] = ∫
R
|x|qN1(x) ·
∫ ∞
0
σqρ(σ)dσ
=
2
q
2√
π
Γ
(
q + 1
2
)∫ ∞
0
σqρ(σ)dσ , (20)
where Γ is the Euler’s Gamma function. Thus we discover that E
[|X1|q] and E[|Y1|q], and the tails of fX1 as a
consequence, are only ruled by the last factor on the r.h.s. of Eq. (20), i.e. by ρ. In particular, if the function ρ
decays according to a power law as σ−α−1 for large σ, then fX1 inherits the same feature and displays fat tails with
the same tail index α.
In the Main Text we also noticed that an effective fat tail scenario can be obtained also by considering suitable
small values of the restart probability ν if D < 1/2. In order to shed light on this issue, we need to consider the limit
of fX1 when ν goes to zero. Nevertheless, such a limit is meaningless if we do not rescale the function ρ properly
with ν since, if ρ is kept fixed in the limit procedure, then fX1 concentrates around zero. The reason is that, when
restarts get very rare, the random time {It}∞t=1 tends to never go back to 1, reaching very large values in equilibrium
conditions. As a consequence, when D < 1/2 the rescaling factor aI1 tends to vanish and thus the mixture giving f
X
1
becomes dominated by component distributions having a vanishing variance. If we want then to keep the variance
of the random variable X1 independent of ν, we must fix a function ρ
′ which does not depend on ν and define ρ
according to
ρ(σ) ≡
√
E[a2I1 ] ρ
′
(√
E[a2I1 ] σ
)
. (21)
5Indeed, Eq. (20) now provides
E
[|X1|q] = E[aq(I1)]E[|Y1|q] = 2 q2√
π
Γ
(
q + 1
2
)
E
[
aq(I1)
]
E
[
a2(I1)
] q
2
∫ ∞
0
σqρ′(σ)dσ , (22)
which in particular entails
E
[
X21
]
=
∫ ∞
0
σ2ρ′(σ) dσ . (23)
In this framework the fluctuations of X1 do not shrink in the limit ν → 0 and we obtain
lim
ν→0+
E
[|X1|q] = 2 q2√
π
Γ
(
q+1
2
)
Γ
( 2−(1−2D)q
2
)
Γ
q
2 (2D)
∫ ∞
0
σqρ′(σ) dσ (24)
if (1/2 −D)q < 1 and limν→0+ E
[|X1|q] = ∞ otherwise. We thus get the proof that fat tails with index 2/(1− 2D)
appear in this limit situation. It is clear that a function ρ′ which endows the model with tails characterized by a tail
index α < 2/(1− 2D) hides this effect.
We conclude sketching the computation of this limit. To this purpose, it is convenient to introduce the nota-
tion of asymptotic equivalence: given two generic functions F and G of ν, we shall write F ∼ G to say that
limν→0+ F (ν)/G(ν) = 1. Then, if {ψi}∞i=1 is a sequence for which there exists γ > 0 and l > 0 such that
limi→∞ i
γψi = l, we have that as ν goes to zero
E[ψI1 ] =
∞∑
i=1
ψiν(1 − ν)i−1 ∼

lΓ(1− γ)νγ if 0 < γ < 1;
lν| ln ν| if γ = 1;
ν
∑∞
i=1 ψi if γ > 1.
(25)
The last series is convergent. The instance γ ≤ 1 is a consequence of the Karamata’s theorem [1], whereas the case
γ > 1 is due to the Abel’s theorem [1]. The limit value of Eq. (22) follows then by noticing that ai =
√
i2D − (i− 1)2D
implies limi→∞ i
1/2−Dai =
√
2D. ✷
VI. SCALING FEATURES
We reconsider here the scaling features of our model at short time scales, providing a deeper insight into the
properties outlined in Section IV B of the Main Text.
To begin with, we derive the distribution of the aggregated return X1 + · · · + Xt when t ≤ M + 1. To this aim,
let us observe that from Eqs. (4) and (5), thanks to the stability of Gaussian distributions with respect to linear
combinations of independent Gaussian variables, we attain
E[F (X1 + · · ·+Xt)] =
∫
R
dx F (x) E
[∫ ∞
0
dσ ρ(σ) N√
a2
I1
+···+a2
It
σ
(x)
]
(26)
for any test function F on R. This identity clearly shows that, if t ≤M + 1, the PDF of X1 + · · ·+Xt is given as a
function of x by the expression
E
[∫ ∞
0
dσ ρ(σ) N√
a2
I1
+···+a2
It
σ
(x)
]
. (27)
We notice that this PDF cannot be obtained by simply rescaling fX1 , except if ν = 1 or ai = 1 for any i in which case
the normal scaling behavior with exponent 1/2 is recovered. Thus, in general the model accounts for a richer scenario
than a perfect time-scale-invariance framework, as we know.
Choosing in Eq. (26) F (x) = |x|q , with q ≥ 0 such that ∫∞0 σqρ(σ)dσ <∞, we get
E[|X1 + · · ·+Xt|q] = 2
q
2√
π
Γ
(
q + 1
2
)∫ ∞
0
σqρ(σ)dσ · E[(a2I1 + · · ·+ a2It) q2 ] . (28)
This result allows us to prove Eq. (27) of the Main Text:
mXq (t) =
E[|X1 + · · ·+Xt|q]
E[|X1|q] =
E
[(
a2I1 + · · ·+ a2It
) q
2
]
E
[
aqI1
] . (29)
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FIG. 1: Relative deviation of mXq from t
qHq vs. q.
Notice in passing that the r.h.s. of Eq. (29) is well defined for any real q, even if E[|X1|q] diverges.
As we reported in the Main Text, mXq is well approximated for not too small values of D by the power t
qHq with
a generalized Hurst-like exponent Hq independent of t, thus allowing the model to exhibit pretty well-defined scaling
properties at relatively short time scales. To corroborate this assertion, here we report a study of mXq based on
numerical simulations for M = 30, 0.1 ≤ D ≤ 1/2, and t ≤ M + 1. We evaluate the exponent Hq with the least
square method as follow:
qHq ≡ argmin
H∈R

√√√√ 1
M
M+1∑
t=2
[
lnmXq (t)
ln t
− qH
]2 = 1M
M+1∑
t=2
lnmXq (t)
ln t
. (30)
Then, we measure the distance of mXq from t
qHq with the relative mean fluctuation
ǫq ≡ max
 1qHq
√√√√ 1
M
M+1∑
t=2
[
lnmXq (t)
ln t
− qHq
]2
: ν ∈ [0, 1] and D ∈ [0.1, 1/2]
 . (31)
Even if not explicitly indicated, it is clear that mXq and Hq depend on ν and D. Fig. 1 shows ǫq vs. q, for q in
between 0 and 10. The fact that ǫ2 = 0 is not surprising since m
X
2 (t) = t as one can immediately verify recalling the
stationarity of {It}∞t=1. For q 6= 2, we find values of ǫq of few points per cent. This confirms that mXq is close to tqHq
and motivates the analysis of the exponent Hq. In Fig. 2 we report an explicit comparison between m
X
q and t
qHq for
q = 0.5, 1, 3, 4, ν = 0.01, and D = 0.25. The corresponding Hq vs. q plot is shown in Fig. 1 of the Main Text.
Before we proceed to further investigate Hq, a remark is in order about small values of D. When D goes to 0,
ai vanishes if i > 1, thus approaching δi1. On the other hand, δI11, . . . , δIt1 are independent identically distributed
Bernoulli variables, since in our model there is no correlations between restarts. Then, one can easily verify that in
such a limit mXq (t) takes the simple form
t∑
n=1
n
q
2
(
t
n
)
νn−1(1− ν)t−n . (32)
This function is poorly approximated by a power of the time when q is small and ν assumes intermediate values: for
instance, with q = 0 and ν = 1/2, it reduces to 2(1− 2−t). This is the reason that leads us to exclude small value of
71.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
  0
 20
 40
 60
 80
100
120
140
160
 1  5 10 15 20 25 31
  0
100
200
300
400
500
600
 1  5 10 15 20 25 31
P
S
fra
g
rep
la
cem
en
ts
m
X q
m
X q
tt
q = 0.5 q = 1
q = 3 q = 4
FIG. 2: Comparison between mXq (dots) and t
qHq (dashed lines) for t ≤ 31, ν = 0.01, D = 0.25 and some values of q.
D and to focus on D ≥ 0.1 in the scaling analysis. It is also worth noticing that ν is typically much smaller than 1/2
in order to reproduce empirical financial data.
For the scaling exponent Hq defined by Eq. (30), we have Hq ≥ 1/2 if q ≤ 2 and Hq ≤ 1/2 if q > 2. Indeed, the
function
F (x1, . . . , xt) ≡
(
x
1
α
1 + · · ·+ x
1
α
t
)α
(33)
is convex when α ≤ 1 and concave if α > 1. Thus, setting α = q/2, the Jensen’s inequality and the stationarity of the
process {It}∞t=1 tell us that if q ≤ 2 then
mXq (t) =
E
[
F
(
aqI1 , . . . , a
q
It
)]
E
[
aqI1
] ≥ F (E[aqI1], . . . ,E[aqIt])
E
[
aqI1
] = t q2 , (34)
while for q > 2
mXq (t) =
E
[
F
(
aqI1 , . . . , a
q
It
)]
E
[
aqI1
] ≤ F (E[aqI1], . . . ,E[aqIt])
E
[
aqI1
] = t q2 . (35)
The bounds on Hq then follow by its definition, Eq. (30). Fig. 3 shows the level curves of qHq vs. ν and D in the
range [0, 1] and [0.1, 1/2], respectively, and for different values of q. The exponent Hq displays large variations for
small values of ν and D when q > 2 whereas it is close to 1/2 in the other cases. Moreover, given ν we notice that
Hq is a decreasing function of D if q < 2 and an increasing function if q > 2. Disentangling the contribution of ν and
D to the scaling exponent is not easy. However, from the contour lines in Fig. 3 it is possible to appreciate how the
variations of one of the two parameters can be compensated by modifications of the other.
We conclude the present analysis by studying analytically the limit of mXq when D ≤ 1/2 and ν approaches zero.
We shall make use of the symbol ∼ of asymptotic equivalence introduced in the previous Section and the results in
Eq. (25). The computation starts by isolating the trajectories corresponding to at most one restart from the others
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FIG. 3: Scaling exponent qHq as a function of ν and D for several q. Contour lines are also shown.
in the numerator of mXq . Then, remembering a
2
i = i
2D − (i− 1)2D and assuming t ≥ 2, we get the first equivalence
E
[(
a2I1 + · · ·+ a2It
) q
2
] ∼ ∞∑
i=1
[
(i + t− 1)2D − (i− 1)2D] q2 ν(1− ν)i+t−2
+
t∑
τ=2
∞∑
i=1
[
(i + τ − 1)2D − (i− 1)2D + (t− τ + 1)2D] q2 ν2(1− ν)i+t−3 . (36)
Noticing now that
lim
i→∞
[
(i+ τ − 1)2D − (i− 1)2D + (t− τ + 1)2D] q2 = (t− τ + 1)Dq (37)
9and that (t − τ + 1)Dq does not vanish for τ = 2, . . . , t, we see that the second term in Eq. (36) is ∼ ν∑t−1τ=1 τDq.
Thus, Eq. (36) can be recast as
E
[(
a2I1 + · · ·+ a2It
) q
2
] ∼ ∞∑
i=1
[
(i+ t)2D − i2D] q2 ν(1− ν)i+t−1 + ν t∑
τ=1
τDq , (38)
which is valid also for t = 1. To obtain this relation we shifted the index i in the first sum of Eq. (36) and then we
moved the first addend to the second term. Finally, since limi→∞ i
(1/2−D)q
[
(i + t)2D − i2D] q2 = (2Dt) q2 , Eq. (25)
allows us to obtain
mXq (t) ∼

t
q
2 if (1/2−D)q ≤ 1;
∞∑
i=1
[
(i+ t)2D − i2D] q2 + t∑
τ=1
τDq
∞∑
i=1
[
(i + 1)2D − i2D] q2 + 1 if (1/2−D)q > 1.
(39)
This asymptotic equivalence proves that Hq = 1/2 for q ≤ 2/(1− 2D) at small values of ν, as anticipated in the Main
Text. In order to intuitively understand the content of such a result, we notice that when the restart probability ν
goes to zero the random time {It}∞t=1 tends to flow without stopping but its starting value becomes affected by very
large fluctuations due to its stationarity. At small values of q, the sequence {aqi }∞i=1 does not decay fast enough to
keep under control such fluctuations and only its tail plays a role, providing a normal scaling exponent.
VII. THE “NULL” AND THE “COMPLETE” MODEL
In the Main Text we considered two particular choices for the function ρ: one corresponded to fix σ to a particular
value and, being the simplest possible choice, we referred to the “null model” in that case; and the other, given by
Eq. (20) of the Main Text, was obtained distributing σ2 according to an inverse-gamma distribution. The model
associated to the latter choice for ρ was named the complete model. Here we give some details about the null model
and prove that the endogenous component of the complete model is an ARCH process, as stated in the Main Text.
A. The null model
When σ is fixed to a particular value σ0, the PDF ϕt of Eq. (5) factors and, consequently, from Eq. (6) we have
that the joint PDF fYt also factors as
fYt (y1, . . . , yt) =
t∏
n=1
Nσ0(yn) . (40)
Within this setting, the endogenous component {Yt}∞t=1 then reduces to a sequence of independent normal variables,
which is the simplest possible endogenous process that our model can produce, and the observed compound process
becomes a random time change of the Brownian motion. Thus, we are recovering a discrete-time model with random
time and constant average volatility. Indeed, without demanding mathematical rigor, if (Wt)t≥0 is a standard Brow-
nian motion independent of {It}∞t=1, then X1 + · · ·+Xt is distributed as Wσ20 [a2I1+···+a2It ] for any t when {Yt}
∞
t=1 is a
sequence of i.i.d. normal variables with mean zero and variance σ20 .
As we discussed in the Main Text and in Section V, if D < 1/2 we can have effective fat tails with tail index
2/(1− 2D) in the distribution of X1 by considering a small enough value of the restart probability ν. This is the only
possibility to obtain such tails within the present instance of the model. The rescaling of ρ we considered in Section
V simply consists in taking σ0 = σ/
√
E[a2I1 ] here, with σ a parameter independent of ν.
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B. The complete model
The peculiar ρ given in the Main Text by Eq. (20) allows us to explicitly integrate over σ in the expression of ϕt,
which reduces to a multivariate Student distribution:
ϕt(y1, y2, . . . , yt) =
Γ(α+t2 )
(
√
πβ)tΓ(α2 )
[
1 +
y21 + y
2
2 + · · ·+ y2t
β2
]−α+t
2
. (41)
Within this setting, reformulating the endogenous component {Yt}∞t=1 in terms of stochastic variables, rather than
only stating its PDF’s, is interesting and useful. We write such process as
Yt =
{
β · Z1 if t = 1;√
β2 + Y 2max{1,t−M} + · · ·Y 2t−1 · Zt if t > 1,
(42)
with a residual sequence {Zt}∞t=1 obviously defined as
Zt =
{
Y1/β if t = 1;
Yt/
√
β2 + Y 2max{1,t−M} + · · ·Y 2t−1 if t > 1.
(43)
Here we show that {Zt}∞t=1 is a sequence of Student’s t-distributed independent variables when ϕt is given by Eq. (41).
According to the definition of the ARCH process [3], this fact makes {Yt}∞t=1 a pure ARCH process with Student’s
t-distributed return residuals, as anticipated in the Main Text. To be more precise, we can prove that
fZt (z1, . . . , zt) =
t∏
n=1
Γ(αn+12 )√
πΓ(αn2 )
(1 + z2n)
−αn+1
2 , (44)
with αn ≡ α + min{n − 1,M}. Notice that Zt’s are identically distributed for t ≥ M + 1, but the stationarity of
{Yt}∞t=1 and the boundary effects at t = 1 prevent them to be identically distributed for any t. It is also worth
mentioning that simulating the process {Yt}∞t=1 becomes rather simple thanks to the algorithm reported in Ref. [2],
which adapts the Box-Muller transform for normally distributed variables to Student’s t-distributed variables.
In order to prove Eq. (44) we study the expectation value E[F (Z1, Z2, . . . , Zt)], being F a test function on R
t. By
definition, Eq. (43), we have
E[F (Z1, Z2, . . . , Zt)] = E
[
F
(
Y1/β, Y2/
√
β2 + Y 21 , . . . , Yt/
√
β2 + Y 2max{1,t−M} + · · ·Y 2t−1
)]
=
∫
R
dy1
∫
R
dy2 · · ·
∫
R
dyt F
(
y1/β, y2/
√
β2 + y21 , . . . , yt/
√
β2 + y2max{1,t−M} + · · · y2t−1
)
·
· fYt (y1, y2, . . . , yt) . (45)
We then perform a change of variables from the old yn’s into the new
zn =
{
y1/β if n = 1;
yn/
√
β2 + y2max{1,n−M} + · · · y2n−1 if 1 < n ≤ t.
(46)
This relation can be inverted to express the yn’s as a function of the zn’s. Since clearly yn only depends on z1, z2, . . . , zn,
the Jacobian matrix of the transformation is triangular and thus its determinant is easily found as
β
t∏
n=2
√
β2 + y2max{1,n−M} + · · · y2n−1 . (47)
Here and below the yn’s must be thought as functions of the zn’s. Such a change of variables leads us to the identity
E[F (Z1, Z2, . . . , Zt)] =
∫
R
dz1
∫
R
dz2 · · ·
∫
R
dzt F (z1, z2, . . . , zt) ·
· β
t∏
n=2
√
β2 + y2max{1,n−M} + · · · y2n−1 fYt (y1, y2, . . . , yt) . (48)
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Now, although lengthy, using Eqs. (6) and (41) at first and Eq. (46) at last, it is straightforward to see that
β
t∏
n=2
√
β2 + y2max{1,n−M} + · · · y2n−1 fYt (y1, y2, . . . , yt)
=
Γ(α+12 )√
πΓ(α2 )
[
1 +
y21
β2
]−α+1
2
t∏
n=2
Γ(αn+12 )√
πΓ(αn2 )
[
1 +
y2n
β2 + y2max{1,n−M} + . . .+ y
2
n−1
]−αn+1
2
=
t∏
n=1
Γ(αn+12 )√
πΓ(αn2 )
(1 + z2n)
−αn+1
2 , (49)
where αn ≡ α+min{n− 1,M}. Hence
E[F (Z1, Z2, . . . , Zt)] =
∫
R
dz1
∫
R
dz2 · · ·
∫
R
dzt F (z1, z2, . . . , zt)
t∏
n=1
Γ(αn+12 )√
πΓ(αn2 )
(1 + z2n)
−αn+1
2 (50)
and this eventually confirms that the process {Zt}∞t=1 is distributed according to Eq. (44). ✷
VIII. AUTOCORRELATION STRUCTURE
Here we discuss in some detail the autocorrelation rXq of the process {|Xt|q}∞t=1 introduced in the Main Text. To
begin with, we notice that the independence between {Yt}∞t=1 and {It}∞t=1 allows us to write
rXq (t) ≡
E
[|X1|q|Xt|q]− E[|X1|q]2
E
[|X1|2q]− E[|X1|q]2 =
E
[
aqI1a
q
It
]
E
[|Y1|q|Yt|q]− E[aqI1]2E[|Y1|q]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 . (51)
Although expectations involving {aIt}∞t=1 are finite for any q, we restrict on values of q such that
∫∞
0
σ2qρ(σ)dσ <∞ in
order to ensure that also those involving {Yt}∞t=1 are finite. The analysis of rXq we propose is based on the preliminary
study of the autocorrelations raIq and r
Y
q of the processes {aqIt}∞t=1 and {|Yt|q}∞t=1, respectively, which is the subject
of the next two paragraphs. Eventually, we bring together the results to go back over rXq . We deal first with r
aI
q .
A. The autocorrelation r
aI
q
The autocorrelation raIq can be conveniently manipulated once one knows the probability of It = j, given that
I1 = i. When j < t the event It = j occurs only as a consequence of a restart at the time t − j + 1 and no restarts
during the following j − 1 steps, regardless of the value of I1. Thus, P[It = j|I1 = i] = ν(1 − ν)j−1 if j < t. On
the contrary, when j ≥ t, the event It = j is only possible if no restart occurs during the whole temporal interval
up to time t, since a restart in between 1 and t would provide a value of It smaller than t. In such circumstances
It = I1 + t− 1 and then P[It = j|I1 = i] = (1− ν)t−1δj i+t−1 if j ≥ t. Thus,
P[It = j|I1 = i] =
{
ν(1 − ν)j−1 if j < t;
(1 − ν)t−1δj i+t−1 if j ≥ t
= P[I1 = j] +
{
0 if j < t;
(1− ν)t−1δj i+t−1 − ν(1− ν)j−1 if j ≥ t. (52)
Coming back to raIq and fixing t ≥ 2, we notice that
E
[
aqI1a
q
It
]− E[aqI1]2 = ∞∑
i=1
∞∑
j=1
aqi a
q
j
(
P[It = j, I1 = i]− P[I1 = j] · P[I1 = i]
)
=
∞∑
i=1
∞∑
j=1
aqi a
q
j
(
P[It = j|I1 = i]− P[I1 = j]
)
P[I1 = i]
=
∞∑
i=1
∞∑
j=t
aqi a
q
j
(
(1− ν)t−1δj i+t−1 − ν(1 − ν)j−1
)
P[I1 = i] , (53)
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∞
t=1 for ν = 0.01 and D = 0.25.
where the result stated in Eq. (52) has been used to get the last equality. Then,
E
[
aqI1a
q
It
]− E[aqI1]2 = (1− ν)t−1 ∞∑
i=1
aqia
q
i+t−1P[I1 = i]− E
[
aqI1
] ∞∑
j=t
aqjν(1− ν)j−1
= (1− ν)t−1E[aqI1aqI1+t−1]− E[aqI1] ∞∑
i=1
aqi+t−1ν(1 − ν)i+t−2
= (1− ν)t−1
(
E
[
aqI1a
q
I1+t−1
]− E[aqI1]E[aqI1+t−1]) , (54)
the second equality being obtained through the substitution j = i + t − 1 in the second series. In summary, for the
autocorrelation raIq we find the more manageable expression:
raIq (t) =
E
[
aqI1a
q
It
]− E[aqI1]2
E
[
a2qI1
]− E[aqI1]2
= (1 − ν)t−1E
[
aqI1a
q
I1+t−1
]− E[aqI1]E[aqI1+t−1]
E
[
a2qI1
]− E[aqI1]2 , (55)
which is valid also for t = 1 and allows us to investigate the correlation decay.
We point out that raIq decays approximately according to a power law as t increases at short time scales if D < 1/2,
whereas in the long time limit an exponential relaxation with rate − ln(1 − ν) dominates:
lim
t→∞
1
t
ln raIq (t) = ln(1 − ν) . (56)
The former becomes the main trend at short time scales and small ν. For instance, Fig. 4 reports raIq vs. t for
2 ≤ t ≤ 31, ν = 0.01 and D = 0.25 and for four different values of q. Moreover, for q ≤ 1/(1 − 2D), the smaller
is ν, the more the correlations get persistent, as we already mentioned. We can understand this fact by looking at
the limit behavior of raIq when ν approaches zero. Making use of the symbol of asymptotic equivalence introduced in
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Section V, we find
raIq (t) ∼

1 if (1− 2D)q ≤ 1;∑∞
i=1 a
q
i a
q
i+t−1∑∞
i=1 a
2q
i
if (1− 2D)q > 1. (57)
This result is an immediate consequence of Eqs. (55) and (25). As for the limit scaling behavior, the large fluctuations
of I1 affect a
q
I1
when q is small enough. In addition, they also propagate to aqI1+t−1 keeping intact the correlations.
B. The autocorrelation rYq
The autocorrelation rYq of the process {|Yt|q}∞t=1 is much more difficult to investigate than the previous and in
general we must resort to numerical simulations. Nevertheless it has a trivial structure for t ≤ M + 1. Indeed, due
to the exchangeability of fYt = ϕt if t ≤ M + 1, we have that E
[|Y1|q|Yt|q] = E[|Y1|q|Y2|q] when 2 ≤ t ≤ M + 1 and
thus rYq is independent of the time in such a temporal interval:
rYq (t) =
E
[|Y1|q|Y2|q]− E[|Y1|q]2
E
[|Y1|2q]− E[|Y1|q]2 . (58)
To the purpose of analyzing rYq (t) also for t > M + 1, we refer here to a favorable instance, corresponding to the
function ρ given by Eq. (20) of the Main Text with α > 4 and q = 2. As we know, such a ρ makes {Yt}∞t=1 an ARCH
process for which the condition α > 4 guarantees the existence of E
[|Y1|4]. We can then take advantage of the fact
that, for ARCH processes, the expectation E
[
F (Y1)Y
2
t
]
can be recursively computed for any t and any test function
F for which it makes sense. Indeed, recalling Eq. (42), for t ≥ 2 we can write
Y 2t =
(
β2 +
min{t−1,M}∑
n=1
Y 2t−n
)
Z2t . (59)
Thus, noticing that Yn is independent of Zt if n < t and bearing in mind that Y1 = βZ1, we have the simple chain of
equalities
E
[
F (Y1)Y
2
t
]− E[F (Y1)] · E[Y 21 ] = E[F (Y1)(β2 + min{t−1,M}∑
n=1
Y 2t−n
)
Z2t
]
− E[F (Y1)] · E
[
Y 21
]
= E
[
F (Y1)
(
β2 +
min{t−1,M}∑
n=1
Y 2t−n
)]
· E[Z2t ]− E[F (Y1)] · E[Y 21 ]
= E[F (Y1)]
(
β2E
[
Z2t
]− E[Y 21 ])+ E[Z2t ] · min{t−1,M}∑
n=1
E
[
F (Y1)Y
2
t−n
]
= E[F (Y1)]
(
β2E
[
Z2t
]− E[Y 21 ]+min{t− 1,M}E[Z2t ]E[Y 21 ])+
+ E
[
Z2t
] · min{t−1,M}∑
n=1
(
E
[
F (Y1)Y
2
t−n
]− E[F (Y1)] · E[Y 21 ])
= β2E[F (Y1)]
(
E
[
Z2t
]− E[Z21]+min{t− 1,M}E[Z2t ]E[Z21])+
+ E
[
Z2t
] · min{t−1,M}∑
n=1
(
E
[
F (Y1)Y
2
t−n
]− E[F (Y1)] · E[Y 21 ]) . (60)
On the other hand, for the variables Zt’s distributed according to Eq. (44) we have
E
[|Zt|q] = Γ( q+12 )Γ(αt−q2 )√
πΓ
(
αt
2
) , (61)
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with αt = α+min{t− 1,M}. Thus, to verify that
E
[
Z2t
]− E[Z21]+min{t− 1,M}E[Z2t ]E[Z21] = 0 (62)
is not difficult once one sets q = 2 in Eq. (61). Combining Eq. (60) with Eq. (62), we eventually obtain the result
E
[
F (Y1)Y
2
t
]− E[F (Y1)] · E[Y 21 ] = 1αt − 2
min{t−1,M}∑
n=1
(
E
[
F (Y1)Y
2
t−n
]− E[F (Y1)] · E[Y 21 ]) , (63)
which establishes a recursive scheme to compute E
[
F (Y1)Y
2
t
]− E[F (Y1)] · E[Y 21 ].
Assuming α > 4, setting F (y) = y2 in Eq. (63), and dividing by E
[|Y1|4] − E[|Y1|2]2, we get a simple tool to
evaluate rY2 (t) for any t and to study its asymptotic behavior. In particular, as expected we find that if 2 ≤ t ≤M +1
rY2 (t) is independent of the time and equal to 1/(α− 1), while for t > M + 1
rY2 (t) =
1
α+M − 2 ·
M∑
n=1
rY2 (t− n) . (64)
In order to elucidate the asymptotic decay of rY2 , it is interesting to consider the function
F (x) ≡ 1
α+M − 2 ·
M∑
n=1
1
xn
(65)
for positive x. This is a strictly decreasing positive continuous function which diverges to infinity when x → 0+ and
goes to zero when x→ +∞. Thus, there exists a unique positive λ such that F (λ) = 1, which is smaller than 1 since
F (1) = M/(M + α − 2) < 1. The interest of this is that from Eq. (64) we have that rY2 decays exponentially fast
with rate − lnλ. Fig. 5 shows λ vs. α for different values of the memory M . Not surprisingly, the correlations have a
slower decay at higher values of M . Also, the decay rate is minimum when α goes towards the lower limit value of 4,
namely when the distribution of Y1 displays the most pronounced tails. To show that λ really rules the decay of r
Y
2 ,
we prove by induction that
λt−2
α− 1 ≤ r
Y
2 (t) ≤
λt−M−1
α− 1 (66)
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if t ≥ 2. These bounds then entail that
lim
t→∞
1
t
ln rY2 (t) = lnλ . (67)
We focus on the second inequality only, as the first can be treated with the same arguments. Since λ < 1 we have
that λt−M−1/(α− 1) ≥ 1/(α− 1) = rY2 (t) for t in between 2 and M + 1. Fixing then t > M + 1 and assuming that
the inequality holds up to t− 1, we see that
rY2 (t) ≤
1
α+M − 2 ·
M∑
n=1
λt−n−M−1
α− 1 =
λt−M−1
α− 1 · F (λ) =
λt−M−1
α− 1 . (68)
C. The autocorrelation rXq
We now bring together the above results to discuss the behavior of rXq . Eq. (51) tell us that
rXq (t) = uq + vq r
aI
q (t). (69)
If 2 ≤ t ≤M + 1 the coefficients uq and vq are independent of time:
uq ≡
E
[|Y1|q|Y2|q]− E[|Y1|q]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 · E
[
aqI1
]2
, (70)
vq ≡
E
[
a2qI1
]− E[aqI1]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 · E
[|Y1|q|Y2|q] . (71)
Thus, at short time scales the autocorrelation rXq entirely inherits the time dependence of r
aI
q , as we mentioned in the
Main Text. Notice that uq = 0 when the endogenous {Yt}∞t=1 process reduces to a sequence of independent variables
and in such a case Eq. (69) holds for any t. More in general, for any t we can rewrite Eq. (51) as
rXq (t) = uq(t) r
Y
q (t) + vq r
aI
q (t) (72)
where we have again used the letters uq and vq but with a different meaning. Here uq is the positive function of the
time
uq(t) ≡
E
[|Y1|2q]− E[|Y1|q]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 · E
[
aqI1a
q
It
]
(73)
and vq the positive coefficient
vq ≡
E
[
a2qI1
]− E[aqI1]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 · E
[|Y1|q]2 . (74)
Since
lim
t→∞
uq(t) =
E
[|Y1|2q]− E[|Y1|q]2
E
[
a2qI1
]
E
[|Y1|2q]− E[aqI1]2E[|Y1|q]2 · E
[
aqI1
]2
> 0 , (75)
when ρ is given by Eq. (20) of the Main Text (for which we know the behavior of rYq in the instance q = 2) we find
that
lim
t→∞
1
t
ln rX2 (t) = lnmax{λ, 1− ν} . (76)
Thus, within this setting the autocorrelation of the observed process decays exponentially fast in the long time limit.
The slowest between the relaxation rates of rY2 and r
aI
2 determine the one of r
X
q .
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