Purpose: The Imaging and Radiation Oncology Core Houston (IROC-H) (formerly the Radiological Physics Center) has reported varying levels of agreement in their anthropomorphic phantom audits. There is reason to believe one source of error in this observed disagreement is the accuracy of the dose calculation algorithms and heterogeneity corrections used. To audit this component of the radiotherapy treatment process, an independent dose calculation tool is needed. Methods: Monte Carlo multiple source models for Elekta 6 MV and 10 MV therapeutic x-ray beams were commissioned based on measurement of central axis depth dose data for a 10 9 10 cm 2 field size and dose profiles for a 40 9 40 cm 2 field size. The models were validated against open field measurements consisting of depth dose data and dose profiles for field sizes ranging from 3 9 3 cm 2 to 30 9 30 cm 2 . The models were then benchmarked against measurements in IROC-H's anthropomorphic head and neck and lung phantoms. Results: Validation results showed 97.9% and 96.8% of depth dose data passed a AE2% Van Dyk criterion for 6 MV and 10 MV models respectively. Dose profile comparisons showed an average agreement using a AE2%/2 mm criterion of 98.0% and 99.0% for 6 MV and 10 MV models respectively. Phantom plan comparisons were evaluated using AE3%/2 mm gamma criterion, and averaged passing rates between Monte Carlo and measurements were 87.4% and 89.9% for 6 MV and 10 MV models respectively. Conclusions: Accurate multiple source models for Elekta 6 MV and 10 MV x-ray beams have been developed for inclusion in an independent dose calculation tool for use in clinical trial audits.
INTRODUCTION
The Imaging and Radiation Oncology Core Houston (IROC-H) QA Center (formerly known as the Radiological Physics Center) is one of six National Cancer Institute (NCI) funded, quality assurance (QA) offices that provides QA core and auditing services to institutions participating in NCI's National Clinical Trial Network (NCTN). IROC-H has developed several programs over the years as a means to efficiently provide dosimetric and QA services to the clinical trial community and to ensure NCI that the institutions participating in clinical trials deliver comparable and consistent radiation doses. IROC-H's QA programs are comprised of on-site evaluations and remote auditing tools. The on-site evaluations consist of a review of quality control procedures, measurement of basic beam dosimetry data, a review of patient dose calculations, and interviews of personnel that perform physical measurements on the therapy machines. The remote auditing tools are used to assist in the review of patient dose calculations, measure reference beam output with optically stimulated luminescence dosimeters (OSLD) and thermoluminescent dosimeters (TLD), and evaluate advanced treatment procedures with end-to-end anthropomorphic QA phantoms. The anthropomorphic QA phantoms are designed to test the entire treatment process beginning with imaging of the patient and continuing through treatment planning, setup, and delivery of the prescription dose. This is done by comparing measurements from the phantom's TLD and radiochromic film to the institutions' treatment planning system (TPS) dose calculations. 1 Measurement based comparisons have provided acceptable assurance evaluating an institution's ability to accurately deliver dose for conventional treatment procedures. However, patient dose calculations in the lung or near bony anatomy using newer treatment delivery technologies require the use of heterogeneity correction dose algorithms that IROC-H is currently not able to fully verify with its current QA tools. IROC-H has published results detailing the associated uncertainty with TLD 2 and radiochromic film 3 as well as the results from the remote anthropomorphic phantom audit program that present the ability of institutions to deliver their intended treatment plans. [4] [5] [6] [7] [8] [9] These publications show a varying degree of agreement between institution reported doses and measured dose in the phantoms. There is reason to believe that these plan variations could be from the beam commissioning process, delivery of the treatment, and the accuracy of the dose calculation algorithms 3, [10] [11] [12] used by the TPS. The average institutional pass rate for the H&N phantom is 80% with a relatively large 7%/4 mm acceptance criterion. 13 Importantly, these failures arise most commonly from a dosimetric mismatch between the calculated dose and that actually delivered -only a small minority of failures have been attributable to setup errors. 13, 14 The observed differences between institutions are cause for concern that variations and inaccuracies in the delivery of radiation therapy between institutions could negatively impact patient safety and compromise the conclusions drawn from NCI supported multi-institutional clinical trials. Currently IROC-H has no means by which to check the dose calculations made by the TPS for IMRT and heterogeneity corrected treatments to identify and correct any errors resulting from a planning system's dose calculation algorithms. In order to evaluate the actual dosimetry and judge the accuracy of the TPS predicted dose distributions, a trusted independent dose calculation tool is needed. A completed calculation tool will be capable of providing a direct comparison of the dose calculations and beam modeling of institutions' TPS as well as serving as a secondary means of comparison in the anthropomorphic phantom auditing program. The latter use will be an additional means of comparison to help isolate potential sources of disagreement between institutional calculated doses and those measured from the anthropomorphic phantoms.
Interest in the Monte Carlo (MC) technique as means of trusted independent dose calculations have been motivated by its superior accuracy compared to traditional, deterministic convolution algorithms. 15 While different codes utilizing the technique have been developed, [16] [17] [18] [19] [20] all operate under the similar idea that with known interaction probability distributions of electrons and photons modeled radiation may be transported with a high degree of statistical certainty. For this reason, IROC-H chose to develop a Monte Carlo, measurement based, multiple source model for Elekta 6 MV and 10 MV therapeutic x-ray beams in which output is matched to standard dosimetry data as determined by IROC-H. This calculation method has the advantage of being independent of the complexities within the treatment head. 15 Parameters to the analytical models describing the multiple sources are derived by minimizing the difference between simulated and measured data. [21] [22] [23] [24] [25] Differences in accelerator design between manufacturers lead to dosimetric differences that necessitate separate Monte Carlo models for each manufacturer in order to achieve suitable model accuracy. The developed multiple source models for Elekta 6 MV and 10 MV beams will be integrated with previously developed Varian 6 MV and 10 MV models 26 and eventually Varian FFF 6 MV and FFF 10 MV models into a dose calculation tool that will be capable of accurately calculating doses for over 90% of all beams monitored by IROC-H.
MATERIALS AND METHODS

2.A. Source model
The source model used in the IROC-H analytical model consisted of three sources, primary, extra-focal, and electron contamination, corresponding to bremsstrahlung photons created in the target, scattered photons created within the treatment head, and electron contamination from the treatment head, respectively, as initially described by Davidson et al. 27 The energy spectra for the primary and extra-focal sources were described by the product of a Fatigue-Life and Fermi function, referred to as a Fatigue-Fermi Distribution (FFD) [Eq. (1)], and the source distributions were implemented without change from Liu et al. 28 The electron contamination source spectrum and source distribution were modeled as described in Fippel et al.
(1) Such that E > l; c,b > 0 In Eq. (1), E is the photon energy, E F the cut-off energy, and l, b, and c shape the photon spectrum. This function was chosen for the model for its ability to fit the photon spectra from numerous linac manufacturers determined from the Monte Carlo code BEAM and studied by Sheikh-Bagheri and Rogers 30 without being overly parameterized. Determination of the primary and extra-focal spectrum parameters was done in an optimization process that compared 10 9 10 cm 2 field size percent depth dose (PDD) data from measurements to calculations based on summing dose matrices from a series of mono-energetic source calculations in 0.25 MeV increments. All calculations were performed with the Dose Planning Method 16 Monte Carlo code. The extra-focal source spectrum was assigned the same parameters as the primary source but linearly scaled in relative fluence and energy by parameters determined during the optimization process.
The second step of the commissioning process was based on measured data from a 40 9 40 cm 2 field size, and was executed with the intention of modeling off-axis effects such as increased off-axis fluence and decreased mean energy offaxis, collectively contributing to the off-axis Horn Effect. Using the optimized spectra from the first step and an offaxis correction for half-value layer (HVL) formulated by Tailor et al. 31 and implemented without change, calculations were run for 1600 1 9 1 cm 2 beamlets, making up an open 40 9 40 cm 2 field. Each beamlet's contribution to the total dose was adjusted based on a piecewise linear function such that the calculated dose profiles were matched to measured dose profiles at a depth of d max .
A projected fluence map at isocenter was formed with dimensions determined by the jaw settings. This map was divided into 0.5 9 0.5 mm 2 fluence segments. The fluence through each fluence segment was determined from MLC position pulled from the DICOM plan file for each plan segment, the transmission through the MLC leaves, transmission through the rounded leaf ends, and the leakage between adjacent leaves. Each group of fluence segments exposed to the primary source during the plan segment was assigned a fluence based on the number of monitor units per plan segment. The transmission through the MLC assigned additional fluence to the fluence segments as a percentage of the monitor units in an amount that varied along the leaf length with the least amount being at the rounded tips of the leaves. A piecewise linear function was used to weight the fluence in this region to model the rounded tip. The fluence segments that this function was applied to corresponded to the projected width of the leaves at isocenter and an effective tip length of 5 mm. This resulted in a more effective modeling of the penumbra caused by the shape of the leaves. Interleaf leakage was modeled by assigning additional fluence, expressed as a percentage of the monitor units, to the fluence segments. This was done along the fluence segments alongside the leaves in a 1 mm wide region with length corresponding to the interleaf regions. A final, composite fluence map was calculated by summing the 0.5 9 0.5 mm 2 fluence segments from all beam segments determined in the treatment plan. The MC calculation was then run by segmenting the fluence map into beamlets of similar monitor units. In this way, a psuedoexplicit transport of the particles was performed rather than an explicit transport through the MLC leaves.
2.B. Validation and benchmarking
Validation of the newly designed Elekta source models was performed through a comparison of calculated dosimetry values to measured beam data. Specifically that data consisted of depth dose data and dose profiles at depths of 1.6 cm (d max ), 5.0 cm, 10.0 cm, and 20.0 cm for the 6 MV model and 2.0 cm (d max ), 5.0 cm, 10.0 cm, 20.0 cm, and 25.0 cm for the 10 MV model. These comparisons were performed for the following field sizes: 3 9 3 cm 2 , 5 9 5 cm 2 , 10 9 10 cm 2 , 15 9 15 cm 2 , 20 9 20 cm 2 , to 30 9 30 cm 2 . Measurements were performed in a water phantom and calculations were performed in a simulated 50 9 50 9 50 cm 3 water phantom. Agreement between measured and the calculated Elekta source model data was evaluated as suggested by Van Dyk et al. 32 with a modified and more restrictive criteria of AE2% of the maximum dose for depth dose data and flat areas of the dose profiles (< 3%/mm dose fall off) and AE2 mm distance to agreement for high gradient regions of the dose profiles. For dose profile comparison, the analysis was performed out to an off-axis distance corresponding to 5% of the maximum central axis dose. To mimic the volume averaging effect of the ion chamber used to collect measurement data (Wellhoffer CC13, CNMC, Nashville, TN, USA), calculated dose profiles were convolved with a Gaussian function. Validation calculations were performed using 10 6 particles per cm 2 yielding an uncertainty of 0.5% of the dose maximum. Upon completion of the validation portion, we next undertook benchmarking of the models. The benchmarking of the validated 6 MV and 10 MV source models was designed to be done in a step-by-step process with increasingly difficult treatment planning and computational challenges including heterogeneous media and modulated treatment plans. IROC-H's anthropomorphic head and neck phantom 33 as seen in Fig. 1 , was used in creating, delivering, and comparing to FIG. 1. The anthropomorphic, hollow, plastic shell to IROC-H's head and neck phantom with the polystyrene insert removed and opened. The polystyrene insert in the RPC's head and neck phantom is opened up to reveal a transverse, cross-sectional view. The insert contains a primary PTV, secondary PTV, and critical structure made of solid water that may be distinguished from the insert in a CT scan for treatment planning purposes. Also pictured are the holes to house the thermoluminescent dosimeters (TLD) for point dose comparisons. The orthogonal slits intersecting in the primary PTV are for sagittal films while an axial film may be placed between the two halves to the insert shown in this cross-sectional image. [Color figure can be viewed at wileyonlinelibrary.com] calculation a highly modulated, nine co-planar beam, 107 segment, IMRT plan to the homogenous phantom. The total MU was 1806 and 1879 for the 6 MV and 10 MV deliveries, respectively. Next, benchmarking was performed using IROC-H's heterogeneous lung phantom (Fig. 2) described by Followill et al. 34 with a nine co-planar beam, 3D conformal radiotherapy (CRT) plan. As a final test, benchmarking was performed with a 6 co-planar beam, IMRT plan on the lung phantom. The total MU delivered for the IMRT lung plans were 1214 and 1248 for 6 MV and 10 MV deliveries, respectively. All treatment plans were designed to meet the dose prescription guidelines established originally by the RTOG (Table I ) and each plan was delivered three times to verify the consistency of the measurements. All deliveries were performed on an Elekta Inifinty with MLCi2 multi-leaf collimator.
Point dose comparisons were made between calculated doses and measured TLD doses of the target structures. The measured doses were determined from the small volume of TLD powder contained in the TLD capsule, and the calculated values were determined from a corresponding contour of the TLD in the CT scan as described previously by Molineu et al. 33 Two dimensional dose distributions were evaluated using the gamma index technique. 35 Agreement between calculated and measured dose was evaluated in the film planes intersecting the phantom target using a criteria of AE3% of the target TLD dose and AE2 mm distance to agreement. Exclusion of selected regions of the film were performed in areas where the film was altered to allow for proper assembly of the dosimetry tools within the phantom. These regions included cutout regions along the central longitudinal axis and central lateral axis of the sagittal and coronal films in the lung phantom that allow for positioning the film along a single central axis, a small cutout in the right, postero-lateral corner of the axial film for the head and neck phantom to allow for proper film placement in the dosimetry insert, and a cutout in the sagittal film of the head and neck phantom to allow for the placement of TLD in the critical structure region.
The Monte Carlo dose calculation resolution matched that of the CT voxel size in the scans of the anthropomorphic phantoms which was 0.518 9 0.518 9 1.25 mm 3 in the head and neck phantom and 1.27 9 1.27 9 1.25 mm 3 in the lung phantom. The estimated single voxel standard error of the mean from the Monte Carlo dose calculations was 1.1% using 12 million particles per square centimeter.
RESULTS
The seven optimized parameters, determined in the Elekta source model commissioning, that describe the photon energy spectra, fluence contributions, and volume averaging of the ion chamber leading to an exaggerated penumbra for dose profiles are reported in Table II for the Elekta 6 MV and 10 MV models. The first three parameters, c, l, and b describe the spectrum shape, peak energy location, and relative scale, respectively. The fourth and fifth parameters in the table scale, with respect to the primary source, the spectrum of the extra-focal source and relative fluence of the extrafocal source, respectively. The sixth parameter is the relative contribution of electron contamination for each model, and the final parameter is the standard deviation of the Gaussian function used to mimic partial volume averaging of the ion chamber used to collect measurement data.
An empirically determined field size dependent output correction was implemented in addition to the normal output factor due to the models inability to fully model field size dependent scatter conditions. Each model, Elekta 6 MV [Eq. In the above equations, y is a unit-less output correction and x is the length of the equivalent square field size.
A comparison between measured and calculated depth dose data for the 6 MV and 10 MV models was performed for field sizes ranging from 3 9 3 cm 2 to 30 9 30 cm 2 . Van Dyk criteria 32 agreement is summarized in Table III . The average percentage of points passing the established criterion was 97.9% and 96.8% for 6 MV and 10 MV models respectively.
A comparison of calculated dose profiles to measured profiles was performed for both Elekta 6 MV and 10 MV models for field sizes ranging from 3 9 3 cm 2 to 30 9 30 cm Results comparing TLD measurements in the anthropomorphic head and neck phantom to calculated doses by the multiple source 6 MV and 10 MV models are shown in Table IV . TLD capsules were located in the primary PTV (four capsules) and the center of the secondary PTV (two capsules). The averaged ratio of calculated dose to measured dose for the primary PTV and secondary PTV are reported. The average ratio of calculated dose to measurement was within 2% for both 6 MV and 10 MV models.
The point dose comparisons between TLD measurement in the heterogeneous lung phantom and the model calculations are shown in Table V for the 3D CRT and IMRT plans. The phantom contained two TLD capsules in the PTV. The reported agreement is expressed as a ratio of calculated dose to measured dose. Agreement, expressed as a ratio of calculated dose to TLD measurement, in the PTV were all within 3% and averaged 1.7% and 1.8% for both 6 MV and 10 MV models, respectively, for the 3D CRT and IMT plans.
Agreement between model calculations and film measurements were also assessed using the gamma index technique 35 with a AE3%/2 mm criterion. The average percentage of pixels passing the criterion for the head and neck phantom in the axial and sagittal film planes is reported in Table VI . The agreement in the sagittal planes averaged 87.3% and 87.2% for 6 MV and 10 MV models, respectively, and in the axial plane showed an average agreement of 87.2% and 93.8% respectively. An example of the gamma comparison conducted in the axial plane for the 10 MV model is shown in Fig. 5 .
The multiple source model calculations were also compared to film measurements in the axial, coronal, and sagittal planes of the heterogeneous lung phantom using a AE3%/ 2 mm gamma criterion for the 3D CRT plan. The average percent of data passing in each plane for both models are reported in Table VI . The 6 MV model showed 86.8%, 87.8%, and 86.9% of data passing the criterion for axial, coronal, and sagittal planes respectively. The 10 MV model showed better agreement with 90.2%, 89.5%, and 88.3% of data passing in the axial, coronal, and sagittal planes.
The same AE3%/2 mm gamma criterion was used in the comparison of multiple source model dose calculations to measurements for the IMRT lung delivery. Results from the film comparison to calculation are reported in Table VI . Agreement for the 6 MV model, expressed as a percentage of pixels passing the criterion, was 85.2%, 90.0%, and 88.6% for axial, coronal, and sagittal planes, respectively. The 10 MV model exhibited passing rates of 91.2%, 90.6%, and 88.0% in axial, coronal, and sagittal planes respectively.
DISCUSSION
With the overall average agreement ratio being 1.012 for all energy and treatment conditions and no agreement greater TABLE II. Optimized parameters for the source models as determined during the initial commissioning of the models. The first three parameters describe the shape and location of the spectra. The fourth through sixth parameters relate the relative contribution and energy scale of the three sources, and the final parameter is the standard deviation of the Gaussian kernel convolved with the calculated dose profiles to mimic the volume averaging effect of an ion chamber at the penumbra of dose profiles. than AE3% for all TLD to dose calculation comparisons, the multiple source model exhibited excellent accuracy. In the head and neck phantom, the OAR is in close proximity to the primary PTV. The steep dose gradient needed to meet IROC-H's planning criteria makes the TLD measurement more sensitive to positional changes from the phantom setup or the secure placement of the insert within the phantom itself. While the dose gradients near the OARs in the lung phantom are lower than the head and neck phantom, the lower dose to the TLD (1-2 Gy compared to 6.6 Gy) affects the accuracy of the reading process based on IROC-H reading practices for phantom TLD. It is also worth noting that IROC Houston does not place a pass/fail criterion on agreement with the OAR TLD for exactly this reason -the agreement for these TLD is very noisy. For the same reason our study restricted the comparison of measured TLD dose to calculated dose to PTV based TLD only.
All film planes for both phantom trials exhibited passing rates over 85% using a AE3%/2 mm gamma criterion and an overall average passing rate of 88.3%. For IROC-H phantom audits the minimum passing rate is established as 85%, and so this performance was deemed acceptable. This is particularly reasonable because the gamma criterion used, AE3%/ 2 mm, was more restrictive than the normal criterion used in phantom audits (AE7%/4 mm for the head and neck phantom and AE5%/5 mm for the lung phantom). This criterion was chosen to ensure suitable accuracy of the dose calculation tool while still accounting for measurement uncertainty associated with phantom setup, film registration, and dosimeter reading.
The accuracy of the source models combined with their development entirely from measurement data makes them well suited to serve as an independent quality assurance audit tool for clinically used dose calculation algorithms. This is a valuable tool in the peer review process of institutions joining NCTN studies as IROC-H studies have suggested that dose calculation algorithms are a source of variability among institution submitted results. 10, 11 Inclusion of the commissioned source models for Elekta 6 MV and 10 MV beams is especially important in order for the dose calculation tool to be useful across multiple manufacturers monitored by IROC-H. The benchmarking tests demonstrated the accuracy of the models in clinically realistic setups while also serving as a proof of concept in how the model might be used to recalculate dose distributions from IROC-H phantom audits to serve as an additional means of comparison to isolate and correct any errors discovered during the audit. Finally the tool can be used as a direct means of comparison to the institution TPS dose calculation algorithms by comparing dose calculations in a common benchmark case. Further studies to expand the models' use to newer, and increasingly popular, treatment techniques is warranted. Of particular interest would be refinement of the tool to handle Volumetric Arc Therapy (VMAT). The current study focused on static IMRT plans in an effort to focus on beam model accuracy. With VMAT increasingly being a treatment technique of choice for modulated plans, its inclusion in a dose calculation tool is an important next step. Additional work is under way to incorporate flattening filter free (FFF) models into the calculation tool. Due to differences in the spectra and off-axis effects, these additions will require entirely separate source models to be developed. Additional studies to benchmark the model against delivery with the Agility MLC are also warranted. Inclusion of VMAT capabilities and FFF source models would allow for the completed calculation tool to be used on the majority of treatment plans submitted to IROC-H for credentialing purposes.
CONCLUSION
Multiple source models of Elekta 6 MV and 10 MV therapeutic linear accelerators were developed in a two-step process consisting of spectrum optimization and off-axis modeling. The models were validated against open field dosimetry measurements in a water tank for field sizes ranging from 3 9 3 cm 2 to 30 9 30 cm 2 . Using a refined criteria of acceptability (AE2% for central axis data, AE2% for low gradient regions of profiles, and AE2 mm for high gradient regions of profiles), depth dose comparison yielded an average passing rate of 97.9% and 96.8% for 6 MV and 10 MV models respectively. The average passing rate of the dose profile comparisons were 98.0% and 99.0% for 6 MV and 10 MV models, respectively. The models were then benchmarked against IROC-H's anthropomorphic phantoms in increasingly challenging tests consisting of a highly modulated IMRT plan delivered to the homogenous head and neck phantom, a 3D CRT plan delivered to the heterogeneous lung phantom, and an IMRT plan delivered to the heterogeneous lung phantom. The average percentage of pixels passing a AE3%/2 mm gamma criterion were 87.4% and 89.9% for 6 MV and 10 MV models respectively.
Based on the agreement between measurement and calculated data, the developed multiple source models will serve as an excellent tool to monitor the dose calculation algorithms and heterogeneity corrections used by institutions audited by IROC-H.
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