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En este trabajo se desarrolla un producto de datos, el cual tiene como función principal
la detección de perfiles que publiquen mensajes relacionados con las temáticas abordadas
por el Sistema de Alerta temprana de Medelĺın y el Valle de Aburrá (SIATA) en la red social
Twitter, es decir, encuentra seguidores potenciales de la cuenta @siatamedellin con el fin de
enviarles una invitación y posteriormente almacenar estad́ısticas de la efectividad de esta
estrategia. Este desarrollo resuelve la problemática de una organización especifica, pero pue-
de extenderse a otros casos de uso. La solución implementa las seis fases de la metodoloǵıa
CRISP-DM, teniendo como resultado la construcción de un clasificador de tuits que utiliza el
algoritmo de maquinas de soporte vectorial y obtiene un porcentaje de aciertos aproximado
del 86 % en la evaluación de los resultados.
Palabras clave: Análisis de redes sociales, CRISP-DM, Mineŕıa de textos, Aprendizaje
supervisado, Máquina de soporte vectorial.
vi
Abstract
In this work a dashboard is developed, its main goal is to find Twitter profiles that pu-
blish messages related to the topics addressed by the Medelĺın and Aburrá Valley Early
Warning System (SIATA) en their social network Twitter, in other words, it purpose is to
find potencial followers for the @siatamedellin account and send them a “follow request”
and store the effectiveness of this strategy. This development solves the issue of a specific
organization but it can be applied to other study cases. This solution implements the six
fases of CRISP-DM methodology, obtaining as a result a Support Vector Machine tweet
classifier with an approximate accuracy of 86 % in the test case.
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2.3.2 Criterios de rendimiento de mineŕıa de datos . . . . . . . . . . . . . . 8
2.4 Producción del plan del proyecto . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Plan del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.2 Valoración de herramientas y técnicas . . . . . . . . . . . . . . . . . . 9
3 Comprensión de los datos 12
3.1 Recopilación de datos iniciales . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Descripción de los datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Exploración de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Verificación de calidad de datos . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Preparación de datos 20
4.1 Selección de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Limpieza de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 Integración de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.4 Formato de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Contenido 1
5 Modelado 22
5.1 Selección de técnicas de modelado . . . . . . . . . . . . . . . . . . . . . . . . 22
5.1.1 Naive Bayes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
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1 Introducción
El sistema de alerta temprana de Medelĺın y el Valle de Aburrá (SIATA) nace como una
estrategia de gestión del riesgo para la región, entre sus múltiples labores se encuentra en-
tregar oportuna e inmediatamente la información y las alertas generadas a la comunidad.
Para llevar a cabo esta tarea se hace uso de redes sociales para difundir la información,
es muy importante que esa difusión alcance a la mayor cantidad de personas dentro de la
región, por ello se plantea como objetivo de este trabajo, encontrar seguidores potenciales
en la red social Twitter mediante una herramienta desarrollada en este trabajo, invitarlos
a seguir la cuenta @siatamedellin y aśı ampliar la cobertura de las alertas sobre la comunidad.
La red social Twitter al tratarse de una plataforma de microblogging se ha convertido en
una parte integral de la vida cotidiana de millones de usuarios. Además, de comunicarse con
amigos, familiares o conocidos, se utiliza como servicio de recomendación, fuente de noticias
en tiempo real y como un medio para compartir contenido y opiniones. La cantidad de datos
generada por esta plataforma ha llamado la atención tanto de los investigadores como de la
industria, ya que se ve potencial para minar estos datos y obtener conocimiento sobre los
usuarios y su percepción hacia el medio que los rodea.
En la literatura se encuentran varios trabajos que investigan la adquisición de conocimiento
de las redes sociales. Para este caso en espećıfico, donde se requiere identificar temáticas re-
lacionadas con el SIATA, lo cual se aborda como un problema de clasificación, se encuentran
trabajos relacionados como el de Imran et al. (2013) que utilizan herramientas de aprendizaje
automático para clasificar los tuits como tuits de desastres y extraen espećıficamente tuits
de “precaución y asesoramiento”, “daños y perjuicios” y “donaciones”.
Ashktorab et al. (2014) desarrollan una herramienta de mineŕıa de datos en Twitter que ex-
trae información para los organismos de socorro en desastres naturales. La aplicación Tweedr
consta de tres partes principales: clasificación, agrupamiento y extracción. En la fase de cla-
sificación, se utilizan una variedad de métodos de clasificación para identificar los tuits que
contienen reportes de daños y damnificados. En la fase de agrupamiento, usan filtros para
fusionar los tuits que son similares entre śı; y finalmente, en la fase de extracción, extraen
tokens y frases que reportan información espećıfica sobre diferentes clases de daños a la in-
fraestructura, tipos de daños y damnificados.
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Bello-Orgaz et al. (2017) realizan un análisis en Twitter centrado en la detección de usuarios
que hablan sobre la vacunación, con el fin de encontrar comunidades que difundan opiniones
sobre las vacunas y estudiar su influencia. En primer lugar, realizan un análisis preliminar
con los datos de Twitter y las tasas oficiales de cobertura de vacunación, que muestra cómo
las opiniones de las vacunas de los usuarios de Twitter pueden influir en la toma de decisiones
sobre la vacunación. Luego, aplican algoritmos para la detección de comunidades buscando
grupos de usuarios que opinan sobre las vacunas.
Burnap et al. (2017) construyen una serie de modelos con el objetivo de clasificar el texto
relacionado con el suicidio en Twitter. El clasificador distingue entre el contenido más preo-
cupante, como la ideación suicida, y otros temas relacionados con el suicidio, la denuncia de
un suicidio, la conmemoración, la campaña y el apoyo. También busca identificar referen-
cias fŕıvolas al suicidio. Muestran el rendimiento de clasificación y proporcionan información
anónima sobre las tendencias y el perfil demográfico de los usuarios de Twitter que publican
contenido de este tipo.
Dilrukshi et al. (2013) y Dilrukshi and Zoysa (2013) trabajan en la clasificación de las noticias
en diferentes grupos para identificar el grupo más popular en un páıs determinado, durante
un tiempo determinado. En cada art́ıculo se trabajan técnicas de aprendizaje supervisado
diferentes, en el primero se emplea el algoritmo de máquinas de soporte vectorial (SVM) y
en el segundo se presenta una comparación entre el algoritmo de Naive Bayes y SVM.
En Benevenuto et al. (2010), mediante el uso de tuits relacionados con tres temas famo-
sos de 2009, construyen una colección de usuarios etiquetados, clasificados manualmente en
“spammers” y “no spammers” e identifican una serie de caracteŕısticas relacionadas con el
contenido de los tuits y el comportamiento social del usuario. Utilizando estas caracteŕısticas
implementan un modelo usando el algoritmo de máquina de soporte vectorial para clasificar
a los usuarios.
Este trabajo final de maestŕıa se realiza aplicando la metodoloǵıa CRISP-DM (cross-industry
process for data mining) que incluye una gúıa estructurada en seis fases, las cuales se desa-
rrollan en los caṕıtulos presentados a continuación.
En el caṕıtulo dos se presenta la primera fase de la gúıa de referencia CRISP-DM, denomi-
nada fase de definición del problema. Esta agrupa las tareas de comprensión de los objetivos
y requisitos del proyecto desde una perspectiva empresarial, con el fin de convertirlos en
objetivos técnicos y en un plan de proyecto. En esta fase también se determina cuál es el
problema que se desea resolver, por qué la necesidad de utilizar mineŕıa de datos y se definen
los criterios de éxito.
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El caṕıtulo tres contiene la segunda fase de la metodoloǵıa, denominada comprensión de los
datos. Se realiza la recolección inicial de datos y su adecuación para el futuro procesamiento,
esto con el objetivo de establecer un primer contacto con el problema, los datos se describen
y se identifica su calidad, logrando con esto establecer las primeras hipótesis sobre el proce-
samiento que se debe efectuar.
El caṕıtulo cuatro desarrolla la fase de preparación de los datos, en esta fase y una vez
efectuada la recolección inicial de datos, se selecciona un subconjunto de estos y se procede
a su preparación para adaptarlos a las técnicas de mineŕıa de datos que se utilicen poste-
riormente. La preparación de datos incluye las tareas generales de selección de datos a los
que se va a aplicar una determinada técnica de modelado, limpieza, integración de diferentes
oŕıgenes y cambios de formato.
En el caṕıtulo cinco se procede con la fase de modelado, aqúı se seleccionan las técnicas de
modelado más apropiadas para el proyecto. Previo al modelado de los datos, se determina
un método de evaluación de los modelos que permita establecer el grado de bondad de ellos.
Después de concluir estas tareas, se procede a la generación y evaluación del modelo. También
se seleccionan los parámetros utilizados en la generación, dependiendo de las caracteŕısticas
de precisión que se quieren logra.
En el caṕıtulo seis se realiza la fase de evaluación, en esta fase se evalúa el modelo teniendo
en cuenta los objetivos del negocio y el cumplimiento de los criterios de éxito del problema.
También, se califica el proceso entero con el objeto de identificar elementos que pueden ser
mejorados.
El caṕıtulo siete presenta la fase de implementación o producto de datos como se nombra
en este trabajo, se desarrolla una aplicación encargada de manejar el env́ıo de invitaciones
y la operación del clasificador, aqúı podrá consultarse el manual de usuario, el proceso de
instalación, el plan de monitoreo y mantenimiento para esta.
El último caṕıtulo presenta las conclusiones y recomendaciones del trabajo desarrollado in-
cluyendo los posibles trabajos futuros.
2 Definición del problema
2.1. Definición de los Objetivos del Negocio
2.1.1. Compilación de la información del Negocio
El Sistema de Alerta Temprana de Medelĺın y el Valle de Aburrá (SIATA), es un proyecto de
ciencia y tecnoloǵıa del Área Metropolitana del Valle de Aburrá y la Alcald́ıa de Medelĺın.
Como una estrategia de gestión del riesgo con la que cuenta la región, facilita la intervención
oportuna de los organismos de respuesta haciendo posible el acceso en tiempo real a la
información generada y requerida sobre la probabilidad de ocurrencia de eventos extremos
que amenacen la calidad de vida de los habitantes metropolitanos. ¿Qué tipo de eventos?,
Precipitaciones extremas, inundaciones, movimientos en masa, y calidad del aire. Para esto,
se llevan a cabo tres grandes tareas:
Monitoreo en tiempo real de las condiciones de la región. Se miden diferentes varia-
bles meteorológicas e hidrológicas a través de diversos sensores instalados en puntos
estratégicos del Valle de Aburrá.
Desarrollo y puesta en marcha de modelos de pronóstico hidrológico y meteorológico,
ajustados a las condiciones del Valle de Aburrá.
Entrega oportuna e inmediata de la información generada a la comunidad y entidades
que trabajan por la gestión del riesgo en el Valle de Aburrá.
Para llevar a cabo esta última tarea, se hace uso de redes sociales para difundir la información.
Actualmente, el proyecto maneja una cuenta en las redes Twitter y Facebook, cada una con
enfoque diferente, Facebook se encarga de compartir las piezas informativas de los eventos y
material educativo, mientras que Twitter es usado para entregar información de la evolución
de los eventos y la emisión de alertas. Dentro de la estrategia digital, se ha dado mayor
importancia a la red social Twitter ya que es la más activa, maneja mayor volumen de
información y usuarios, esto puede apreciarse en la siguiente tabla comparativa:
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Número seguidores (total) 20600 5716
Visitas a la página (Últimos 28 d́ıas periodo Marzo-Abril 2018) 47900 51366
Impresiones (Últimos 28 d́ıas periodo Marzo-Abril 2018) 936000 181028
Nuevos seguidores (Últimos 28 d́ıas periodo Marzo-Abril 2018) 817 213
2.1.2. Objetivos del Negocio
La alerta temprana es uno de los principales elementos de la reducción del riesgo de desas-
tres, la misma evita la pérdida de vidas y disminuye los impactos económicos y materiales de
estos. Para ser eficaces, los sistemas de alerta temprana deben incluir activamente a las co-
munidades en riesgo, facilitar la educación y la concientización del público sobre tales riesgos,
diseminar eficazmente mensajes y alertas y garantizar una preparación constante (con, 2016).
Por ello es importante difundir la información a la mayor cantidad de personas posible y se
plantea como objetivo de este trabajo, se busca encontrar seguidores potenciales en la red
social Twitter y aśı ampliar la cobertura de las alertas sobre la comunidad; adicionalmente,
esto puede ayudar a identificar personas o entidades con interés en los temas abarcados por
el SIATA que pueden aportar en esta labor, ya sea participando en los procesos de educación
o compartiendo la información y las alertas emitidas.
2.1.3. Criterios de éxito del negocio
Desde el punto de vista del SIATA, se establece como criterio de éxito la posibilidad de enviar
invitaciones y detectar automáticamente a los usuarios que tengan interés por alguna de las
temáticas que trabaja. Adicionalmente, se espera un aumento de seguidores de la cuenta
@siatamedellin en Twitter como resultado de las invitaciones enviadas.
2.2. Valoración de la situación
2.2.1. Inventario de recursos
Se utilizará software libre, los datos serán almacenados en el gestor mongoDB y procesados
con Python usando principalmente las libreŕıas Tweepy para la conexión con Twitter, Py-
Mongo para la conexión con base de datos, NLTK para procesamiento de lenguaje natural
y scikit-learn para la construcción de los modelos.
A nivel de hardware se dispone de un servidor con las siguientes especificaciones:
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Marca: Dell
Modelo: PowerEdge R530
Procesador: Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz
Memoria RAM: 64 GB
Capacidad de almacenamiento: 6 TB
Cache: 25600 KB
Sistema operativo: Linux gentoo 4.0.5
2.2.2. Requisitos, supuestos y restricciones
Para acceder a cualquier API de Twitter se requiere autenticación por medio de OAuth. Esto
implica crear una aplicación en Twitter y establecer un token de acceso entre la aplicación
y un usuario. En la API REST de Twitter existe una limitación variable en función del
método solicitado. Esta restricción se mide en solicitudes que se pueden realizar durante una
ventana de 15 minutos. Los valores oscilan entre 15 y 900. Los métodos más restrictivos son
los que proporcionan la lista de seguidores o seguidos de los usuarios que están limitados a
15 solicitudes. Los menos restringidos son las solicitudes de tuits de usuarios que permiten
900 consultas1. En el Search API, la limitación es de 180 peticiones cada 15 minutos. En la
Streaming API, al ser un flujo continuo, la restricción se aplica al caudal recibido que nunca
será mayor a 50 tuits por segundo.
Se debe cumplir con la Poĺıtica de Desarrolladores2, esta proporciona reglas y pautas para
los desarrolladores que interactúan con el ecosistema de aplicaciones, servicios, sitio web y
contenido de Twitter.
2.2.3. Riesgos y contingencias
Los impedimentos que puedan presentarse en este trabajo no representan riesgos para el
SIATA ya que el desarrollo no afecta la realización de las tareas cotidianas. En caso de
presentarse inconvenientes con el servidor disponible, la ejecución del proyecto se realizará
en una de las estaciones de trabajo que se encuentran sin uso en el SIATA, este cambio se
puede realizar ya que el software no tiene alta demanda de recursos. Si los tuits no contienen
términos significativos se debe aumentar el tiempo de recolección del streaming, lo cual
puede demandar un aumento en espacio de almacenamiento, pero se cuenta con servidores
1ver: https://developer.twitter.com/en/docs/basics/rate-limits
2ver: https://developer.twitter.com/en/developer-terms/policy
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dedicados a esto por lo que se puede ampliar el espacio, de lo contrario se procederá a realizar
proceso de limpieza programado de los datos que no son aportantes para el estudio.
2.2.4. Análisis costo/beneficio
Los datos de este proyecto no suponen ningún costo adicional para el SIATA ya que se
trata de datos públicos y de libre acceso mediante la API de Twitter, la implementación
y ejecución del proyecto, al tratarse de un ejercicio académico no generará costos y será
operado por uno de los empleados del SIATA. En cuanto a beneficios, se tendrá una mayor
cobertura de la información en la comunidad y se encontrarán personas que demuestren
interés, que puedan seguir el perfil del SIATA y recomendarlo, facilitando aśı la divulgación
de la información. En la exploración de datos se puede identificar cuáles son los temas que
tienen mayor fuerza sobre los habitantes del área metropolitana, lo cual se puede aprovechar
al momento de elaborar contenidos para llamar la atención de estas personas.
2.3. Determinación de los objetivos de mineŕıa de datos
2.3.1. Objetivos de mineŕıa de datos
El objetivo principal de este trabajo es desarrollar un prototipo de software siguiendo la me-
todoloǵıa CRISP-DM para detectar perfiles cuyos mensajes contienen términos relacionados
con los temas del Sistema de Alerta Temprana de Medelĺın y el Valle de Aburrá - SIATA
en la red social Twitter y que podŕıan convertirse en seguidores potenciales de la cuenta
@siatamedellin, con el fin de enviarles una invitación y posteriormente mantener estad́ısticas
de la efectividad de las invitaciones.
Para lograr el objetivo general, se definen los siguientes objetivos espećıficos:
Construir el espacio vectorial semántico con las palabras clave que deben estar conte-
nidas en los tuits, asociados a las temáticas trabajadas por el SIATA.
Desarrollar el subsistema que haga la detección de nuevos usuarios usando el espacio
vectorial semántico del objetivo anterior.
Desarrollar el tablero de indicadores que permita analizar la efectividad de la estrategia
y controlar el env́ıo de invitaciones, integrando el subsistema desarrollado en el objetivo
anterior.
2.3.2. Criterios de rendimiento de mineŕıa de datos
El trabajo se considerará un éxito, si se implementa el subsistema para la detección de nuevos
usuarios, se desarrolla el tablero de indicadores y se aumenta el número de seguidores de
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la cuenta @siatamedellin, encontrando entre los nuevos, al menos el 50 % de los perfiles
considerados como potenciales seguidores a los cuales se les envió la invitación.
2.4. Producción del plan del proyecto
2.4.1. Plan del proyecto
El proyecto se realizará por etapas, estas se cumplirán siguiendo el cronograma descrito a
continuación:
Tabla 2-2: Cronograma de actividades del proyecto
Semana
Actividad
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 Comprensión de los datos
1.1 Recolección de los datos iniciales
1.2 Descripción de los dato
1.3 Exploración de los datos
1.4 Verificar la calidad de los datos
2 Preparación de los datos
2.1 Seleccionar los datos
2.2 Limpieza de datos
2.3 Construir los datos
2.4 Integrar los datos
2.5 Formateo de los datos
3 Modelado
3.1 Escoger la técnica de modelado
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2.4.2. Valoración de herramientas y técnicas
Los desarrollos se realizarán con software libre ya que no se cuenta con una financiación para
adquirir licencias, también se requiere tener libertad sobre el desarrollo y adaptaciones que
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deban realizarse al aplicativo creado.
Los datos necesarios para desarrollar este proyecto se encuentran publicados en la red social
Twitter, por lo que se requiere de alguna herramienta que permita extraerlos a través de la
API expuesta por la plataforma. En la documentación oficial del sitio de desarrolladores3,
se lista los lenguajes y libreŕıas que aunque no necesariamente son creadas por Twitter, son
compatibles con el estándar de la API.
Dentro de los lenguajes disponibles se encuentran: ASP, C++, Clojure, ColdFusion, .NET,
Go, Java, Javascript, Objective-C, Perl, PHP, Python, Ruby y Swift. Para este trabajo, se
selecciona el lenguaje Python ya que es necesario realizar un análisis sobre los datos y entre
las opciones brindadas por Twitter este se adapta mejor a las necesidades.
Python es un lenguaje de programación interpretado y multiparadigma, ya que soporta
orientación a objetos, programación imperativa y, en menor medida, programación funcio-
nal. Usa tipado dinámico y es multiplataforma (Van Rossum et al., 2007). Esta herramienta
es bastante flexible y muy utilizada por la comunidad cient́ıfica debido a que tiene una gran
cantidad de libreŕıas, herramientas para el análisis de datos y el aprendizaje de máquinas
(Oliphant, 2007). También, facilita la integración con las aplicaciones web y las bases de
datos, lo cual es muy conveniente ya que se requiere de una interfaz gráfica para el usuario
y un registro de los resultados obtenidos.
En cuanto a las libreŕıas disponibles para usar la API de Twitter desde Python, se encuen-
tran: python-twitter, Tweepy, TweetPony, Python Twitter Tools, twitter-gobject, Twitter-
Search, Twython, TwitterAPI y Birdy. Para realizar la selección se tiene en cuenta que según
las necesidades del proyecto se requiere que la libreŕıa soporte streaming, ya que se desean
almacenar los tuits en tiempo real, adicionalmente, debe permitir limitar la región donde se
escucharan las publicaciones; Por lo anterior, se decide trabajar con la libreŕıa Tweepy.
La aplicación por desarrollar es tipo web ya que es necesario poder abrirla desde cualquier
equipo, con esto se evita la tarea de instalarla en cada equipo de la organización. Para facili-
tar la integración con los módulos de adquisición de datos y preprocesamiento, se considera
usar un framework que funcione sobre el lenguaje de programación Python. Entre estos se
encuentran: Django, Flask y Pyramid, Web2py. Se selecciona Django ya que soporta múlti-
ples bases de datos, hay mayor documentación y se apoya en una comunidad grande y activa.
Dentro de los motores de base de datos open source se selecciona MongoDB porque los datos
obtenidos a través de la API de Twitter no son estructurados, esto significa que una base de
datos relacional como MySQL o postgresSQL no sirve para almacenar esta información que
3ver: https://developer.twitter.com/en/docs/developer-utilities/twitter-libraries.html
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no posee un esquema definido; por ello, se selecciona una herramienta que guarde los datos
en documentos. Estos documentos son almacenados en BSON, que es una representación
binaria de JSON.
En cuanto a técnicas, el problema planteado se puede definir con un problema de clasifica-
ción, por lo que se considera trabajar con algoritmos de aprendizaje supervisado. El objetivo
del aprendizaje supervisado es construir un modelo conciso de la distribución de etiquetas
de clase en términos de caracteŕısticas de predicción. El clasificador resultante es usado para
asignar etiquetas de clase a las instancias de prueba donde los valores de las caracteŕısticas
del son conocidos, pero el valor de la etiqueta de clase es desconocido (Kotsiantis et al., 2006).
La elección de la técnica de aprendizaje a usar depende de la evaluación del clasificador,
generalmente esta decisión se basa en la precisión de predicción. Para el presente trabajo
se consideran tres técnicas de clasificación: Naive Bayes, Maquinas de soporte vectorial y
Bosques aleatorios. La definición, evaluación y el proceso de selección entre estas técnicas se
detalla en el caṕıtulo 5.
3 Comprensión de los datos
3.1. Recopilación de datos iniciales
Los datos se obtienen de la red social Twitter, en formato JSON por streaming a través de la
libreŕıa Tweepy de Python, estos son almacenados en una base de datos mongoDB a medida
que son generados por los usuarios, para este trabajo se consideran sólo los tuits publicados
dentro de un poĺıgono que contiene el valle de Aburrá.
Los datos corresponden a las publicaciones realizadas, en cada registro almacenado hay
información del tuit, el usuario que lo publica, geolocalización, multimedia y elementos de-
nominados Entities que son propios de la red como los Hashtag.
Un tuit es obtenido en formato JSON y puede verse algo como:
{
” c r e a t e d a t ” : ”Thu Apr 06 15 : 24 : 15 +0000 2017” ,
” id ” : 850006245121695744 ,
” i d s t r ” : ”850006245121695744” ,
” t ext ” : ”Today we are shar ing our v i s i o n f o r the fu tu r e ” ,
” user ” : {} ,
” e n t i t i e s ” : {}
}
3.2. Descripción de los datos
Los tuits son el elemento básico para la red social, el objeto Tweet tiene asociada una lista
de atributos simples y algunos objetos. A continuación, se presenta una descripción de los
atributos que pueden estar contenidos en el objeto Tweet :
created at: Tipo String. Indica en hora URT cuando fue creado el tuit. Por ejemplo:
“created at’‘: “Wed Aug 27 13:08:45 +0000 2008”.
id: Tipo Int64. Identificador único del tuit. Por ejemplo: “id”:114749583439036416.
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id str: Tipo String. Representación en String del identificador único del tuit. Por
ejemplo: “id str”: “114749583439036416”.
text: Tipo String. Texto con la actualización del estado en formato UTF-8. Por ejem-
plo: “text”: “Tweet Button, Follow Button, and Web Intents”.
source: Tipo String. Utilidad usada para publicar el tuit, como una cadena con formato
HTML. Los tuits del sitio web de Twitter tienen un valor de origen de la web. Por
ejemplo: “source”: “Twitter for Mac”.
truncated: Tipo Boolean. Indica si el valor del parámetro de texto se truncó, por
ejemplo, como resultado de un Re-tweet que excede el ĺımite de longitud de texto
original de tuit de 140 caracteres. El texto truncado terminará en puntos suspensivos.
Dado que Twitter ahora rechaza los tuits largos frente a truncarlos, la gran mayoŕıa
de los tuits tendrán esto configurado como falso. Por ejemplo: “truncated’‘: true.
in reply to status id: Tipo Int64. Si el tuit obtenido es una respuesta, contendrá la
representación entera del ID del tuit original, este campo puede tener un valor nulo.
Por ejemplo: “in reply to status id”:114749583439036416.
in reply to status id str: Tipo String. Si el tuit obtenido es una respuesta, con-
tendrá la representación en String del ID del tuit original, este campo puede tener un
valor nulo. Por ejemplo: “in reply to user id”:819797.
in reply to user id: Tipo Int64. Si el tuit obtenido es una respuesta, este campo
contendrá la representación entera del ID del autor del tuit original, este campo puede
tener un valor nulo. “in reply to user id”:819797.
in reply to user id str: Tipo String.Si el tuit obtenido es una respuesta, este campo
contendrá la representación en String del ID del autor del tuit original, este campo
puede tener un valor nulo. “in reply to user id str’‘: “819797”.
in reply to screen name: Tipo String. Si el tuit obtenido es una respuesta, este
campo contendrá el screen name del autor del tuit original, este campo puede tener un
valor nulo. “in reply to screen name’‘: “twitterapi”.
user: Objeto User. Corresponde al usuario que publicó el tuit. Por ejemplo:
” user ” : {
” id ” : 2244994945 ,
” i d s t r ” : ”2244994945” ,
”name” : ”TwitterDev ” ,
” screen name ” : ”TwitterDev ” ,
” l o c a t i o n ” : ” I n t e r n e t ” ,
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” u r l ” : ” https : // dev . t w i t t e r . com/” ,
” d e s c r i p t i o n ” : ”Your o f f i c i a l source f o r Twitter news ” ,
” v e r i f i e d ” : true ,
” f o l l o w e r s c o u n t ” : 477684 ,
” f r i e n d s c o u n t ” : 1524 ,
” l i s t e d c o u n t ” : 1184 ,
” f a v o u r i t e s c o u n t ” : 2151 ,
” s t a t u s e s c o u n t ” : 3121 ,
” c r e a t e d a t ” : ”Sat Dec 14 04 : 35 : 55 +0000 2013” ,
” u t c o f f s e t ” : −25200 ,
” t ime zone ” : ” P a c i f i c Time (US & Canada )” ,
” geo enab led ” : true ,
” lang ” : ”en ” ,
” p r o f i l e i m a g e u r l h t t p s ” : ” https : // pbs . twimg . com/”
}
coordinates: Objeto Coordinates. Es un geoJSON que representa la ubicación geográfi-
ca del tuit según lo informado por el usuario. Por ejemplo:
” coo rd ina t e s ” :
{





” type ” : ” Point ”
}
place: Objeto Place. Indica que el tuit está asociado a un lugar que no necesariamente
es el de origen del tuit. Este valor puede ser nulo. Por ejemplo:
” p lace ” :
{
” a t t r i b u t e s ” : {} ,
” bounding box ” :
{
” coo rd ina t e s ” :
[ [
[ −77 .119759 ,38 .791645 ] ,
[ −76 .909393 ,38 .791645 ] ,
[ −76 .909393 ,38 .995548 ] ,
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[ −77 .119759 ,38 .995548 ]
] ] ,
” type ” : ”Polygon”
} ,
” country ” : ”United Sta t e s ” ,
” country code ” : ”US” ,
” fu l l name ” : ”Washington , DC” ,
” id ” : ”01 fbe706f872cb32 ” ,
”name” : ”Washington ” ,
” p l a c e type ” : ” c i t y ” ,
” u r l ” : ” http :// api . t w i t t e r . com/1/ geo/ id /0172 cb32 . j son ”
}
quoted status id: Tipo Int64. Contiene la representación entera del ID del tuit citado.
Por ejemplo: “quoted status id” : “114749583439036416”.
quoted status id str: Tipo String. Contiene la representación en String del ID del
tuit citado. Por ejemplo: “quoted status id str”: “114749583439036416”
is quote status: Tipo Boolean. Indica si el tuit obtenido es citado. Por ejemplo:
“is quote status”:false
quoted status: Objeto Tweet. Contiene el objeto tweet del original que se citó. Este
valor puede ser nulo.
eeted status: Objeto Tweet. Este atributo contiene una representación del tuit origi-
nal que fue retuiteado.
quote count: Tipo Integer. Indica cuantas veces el tuit obtenido ha sido citado po0r
los usuarios. Este valor puede ser nulo. Por ejemplo: “quote count”:1138
reply count: Tipo Int. Indica el número de veces que el tuit obtenido ha sido respon-
dido por los usuarios. Por ejemplo: “reply count”:1585
eet count: Tipo Int. Indica el número de veces que el tuit obtenido ha sido retuiteado
por los usuarios. Por ejemplo: “eet count”:1585
favorite count: Tipo Integer. Indica cuantas veces los usuarios han dado like al tuit.
Este valor puede ser nulo. Por ejemplo: “favorite count”:1138
entities: Objeto Entities. Entidades que han sido analizadas fuera del texto del tuit.
Por ejemplo:
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” e n t i t i e s ” :
{
” hashtags ” : [ ] ,
” u r l s ” : [ ] ,
” user ment ions ” : [ ] ,
”media” : [ ] ,
” symbols ” : [ ]
” p o l l s ” : [ ]
}
extended entities: Objeto Extended Entities. Pesee un valor Cuando hay entre una
y cuatro fotos, un v́ıdeo o un GIF animado en en el tuit, contiene un conjunto de
metadatos de “medios”. Por ejemplo:
” e n t i t i e s ” :
{
”media” : [ ]
}
favorited: Tipo Boolean. Indica si el usuario que creó el tuit dio like a este. Este valor
puede ser nulo. Por ejemplo: “favorited”: true
eeted: Tipo Boolean. Indica si el tuit ha sido retuiteado por el usuario que lo creó.
Este valor puede ser nulo. Por ejemplo: “retweeted”: false
possibly sensitive: Tipo Boolean. Este campo sólo aparece cuando un tuit contie-
ne un enlace. El significado del campo no pertenece al contenido de este, sino que
es un indicador de que la URL contenida en el tuit puede contener contenido o me-
dios identificados como contenido confidencial. Este valor puede ser nulo. Por ejemplo:
“possibly sensitive” : true
filter level: Tipo String. Indica el valor máximo del parámetro filter level que se puede
usar y aún transmitir este tuit. Por lo tanto, se transmitirá un valor de medio en
secuencias de ninguno, bajo y medio. Por ejemplo: “filter level”: “medium”
lang: Tipo String. Cuando está presente, indica un identificador de idioma BCP 47
correspondiente al lenguaje detectado por máquina del texto de tuit, o und si no se
pudo detectar ningún idioma. Por ejemplo: “lang”: “en”
matching rules: Array de objetos Rule. Presente en productos filtrados como Twitter
Search y PowerTrack. Proporciona la identificación y la etiqueta asociadas con la regla
que coincide con el tuit. Por ejemplo:
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” match ing ru l e s ” : ” [{
” tag ” : ” ra in t u i t s ” ,
” id ” : 831566737246023680 ,
” i d s t r ” : ”831566737246023680”
} ,
{
” tag ” : ”snow Tweet ” ,
” id ” : 831567402366218240 ,
” i d s t r ” : ”831567402366218240”
} ] ”
3.3. Exploración de datos
Un tuit es un mensaje cuyo ĺımite de extensión son 140 caracteres. Puede contener letras,
números, signos y enlaces. También, pueden incluir elementos propios de la red social como
lo son los hashtags que permiten establecer el tema o enfoque que se le pretende dar a la
publicación, o relacionarlo con un tema de conversación que se encuentra en el trending topic
o tendencias del momento.
Se tiene un conjunto de datos inicial con 48252 registros que corresponde a una semana de
tuits publicados dentro del Valle de Aburrá, de este se selecciona el conjunto que será usado
para el entrenamiento de los modelos. En la figura 3-1 puede verse que el set de entrenamiento
consta de 1000 tuits, de los cuales 500 fueron etiquetados como “siata” ya que se encuentran
asociados a temáticas del proyecto y los otros 500 corresponden a temáticas generales que
no se relacionan con el SIATA, por lo que son etiquetados como “nosiata”. Ninguno de los
tuits se repite dentro del conjunto de datos.
Figura 3-1: Descripción general de los datos
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Es importante que los tuits que hacen parte del conjunto de entrenamiento contengan pala-
bras que pueden procesarse y ser parte de la base de conocimiento del clasificador, por ello
se consulta la frecuencia del número de palabras presentes en los tuits. En la figura 3-2, se
aprecia que en este caso no se cuenta con tuits sin palabras, lo cual es beneficioso para la
creación el modelo.
Figura 3-2: Frecuencia del número de palabras contenidas en los tuits
En la exploración inicial de los datos realizada en Python, se generó un gráfico denominado
nube de palabras, ya que los datos a procesar son cadenas de caracteres. En la Figura 3-3
se muestra la nube de palabras de los tuits que mencionan el término aire.
Figura 3-3: Nube de palabras de los tuits con el término aire.
Puede apreciarse que en el dataset se encuentran numerosos enlaces dentro de los tuits,
gracias a la presencia del término https en el centro de la Figura 3-3. También, se pueden
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ver determinantes, palabras con tilde que son recortadas y códigos que corresponden al
formato corto de las url publicadas en los tuits, todo esto nos sugiere que se debe aplicar
una depuración sobre los datos, extrayendo los términos que no aportan al estudio.
3.4. Verificación de calidad de datos
En cuanto a la calidad de los datos se pueden resaltar los siguientes elementos:
Completitud de los datos y Valores faltantes: Al momento de revisar los datos y su
completitud no se encontraron elementos faltantes, debido a las poĺıticas de la red social
no es posible realizar publicaciones vaćıas por lo que el atributo de interés siempre tiene
contenido.
Errores en los datos: Algunos datos en el atributo text presentan errores de ortograf́ıa,
en especial cuando se trata de acentos, se debe considerar normalizar las palabras en
el preprocesamiento de los datos, removiendo los caracteres especiales para realizar
comparaciones entre términos.
4 Preparación de datos
4.1. Selección de datos
Se mantiene la variable text que contiene la actualización de estado, debido a que es la fuente
principal de datos para el análisis. Se necesita el objeto user del tuit ya que se debe tener
un registro con la información del autor del tuit para contactarlo. Adicionalmente, se usa
el atributo created time para llevar un control del conjunto de datos que se toma para el
análisis, ya que se debe cambiar el conjunto de datos cada vez que se ejecute el software,
puesto que no se desea crear spam con el env́ıo de invitaciones al usuario.
4.2. Limpieza de datos
Los datos usados en el análisis son de tipo texto, por lo que se deben depurar las cadenas
de caracteres que no aportan información al estudio. Se tomó como base la preparación y
limpieza de texto detallada por Cerón-Guzmán and León-Guzmán (2016). A continuación,
se listan los pasos seguidos para realizar la limpieza:
Eliminación de direcciones URL.
Eliminación de emojis, reconociéndolos con expresiones regulares.
Se remueven los stopwords utilizando el módulo Python NLTK
Eliminación de signos de puntuación
Eliminación de acentos (tildes, virgulillas, diéresis, etc.)
Eliminación de números
Los caracteres desconocidos se asignan a su variante ASCII más cercana, utilizando el
módulo Python Unidecode
4.3. Integración de datos
No se realiza el proceso de integración de datos ya que la fuente de información es única,
tratándose en este caso de la red social Twitter.
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4.4. Formato de datos
Después de efectuar el proceso de limpieza, se procede a cambiar las mayúsculas por minúscu-
las y se aplica una función de tokenización que se encarga de descomponer los comentarios
en sus unidades mı́nimas, las palabras o términos propiamente dichos.
Se aplica una función de “stemming” utilizando el módulo Python NLTK para reducir las
palabras a su ráız. Espećıficamente se utiliza el algoritmo Snowball Stemmer para el idioma
español. La conversión de las formas morfológicas de una palabra a su ráız se realiza supo-
niendo que cada una está semánticamente relacionada. No es necesario que la ráız sea una
palabra existente en el diccionario, pero todas sus variantes deben asignarse a esta forma
una vez que se haya completado el stemming (Jivani, 2011).
5 Modelado
5.1. Selección de técnicas de modelado
El problema abordado es de clasificación ya que se debe identificar si el tuit analizado habla
de temáticas referentes al SIATA o no. En Awad and Elseuofi (2011), se recopilan las tecnicas
de aprendizaje supervisado mas populares y con mejor rendimiento, aplicadas al tema de
clasificación de mensajes spam que se encuentra relacionado con este trabajo; dentro de
estas tecnicas se encuentran los algoritmos de Naive Bayes, máquinas de soporte vectorial
y bosques aleatorios; los cuales son implementados y evaluados para alcanzar el objetivo
principal del proyecto. A continuación, se brinda un detalle de las técnicas de clasificación
mencionadas.
5.1.1. Naive Bayes
El algoritmo de Naive Bayes es uno de los métodos más utilizados para la categorización de
texto. Este clasificador probabiĺıstico se basa en el teorema de Bayes, suponiendo indepen-
dencia entre los eventos (Yu and ben Xu, 2008). En términos simples, un clasificador Bayes
supone que la presencia (o ausencia) de una caracteŕıstica particular de una clase no está
relacionada con la presencia (o ausencia) de cualquier otra caracteŕıstica.
Este algoritmo es comúnmente aplicado para identificar si un correo es deseado o no, revisan-
do las palabras que se encuentran dentro del mensaje. Cambiando el enfoque para abordar
el problema expuesto, la aplicación del algoritmo comienza estudiando el contenido de una
gran colección de tuits publicados dentro del Valle de Aburrá, estos se encuentran previa-
mente clasificados como siata o nosiata. Luego, al publicarse un nuevo tuit, la información
recopilada durante el entrenamiento se usa para calcular la probabilidad de que el nuevo tuit
corresponda a temáticas relacionadas con el siata o no, según las palabras que contenga.
Dado un vector de caracteŕısticas −→x = {x1, x2, ..., xn} de un tuit, estos son valores de los tuits
X1, X2, ..., Xn y n el número de tuits en el corpus. C denota la categoŕıa a predecir (“siata”,
“nosiata”) y se utiliza la función P (Ci|X) para calcular las probabilidades condicionales,
según las entradas X, P (Ci|X) denota la probabilidad de que X pertenezca a la clase Ci, es
decir, la probabilidad de que el tuit este relacionado o no con el SIATA:
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P (Ci|X) =
P (Ci)× P (X|Ci)
P (X)
(5-1)
P (Ci) es la probabilidad de observar la clase i. P (X|Ci) denota la probabilidad de encontrar
a X, dada la clase Ci. P (X) es la probabilidad de la entrada, que es independiente de las
clases.
5.1.2. Máquinas de soporte vectorial
La técnica de máquinas de soporte vectorial (SVM), es considerado uno de los modelos
más precisos y robustos posibles dentro de los algoritmos de clasificación binaria, siendo
ampliamente utilizado por su versatilidad y efectividad a la hora de clasificar(Wu et al., 2008).
En la Figura 5-1 se muestra un modelo operativo de SVM. Este algoritmo busca maximizar
el margen alrededor de un hiperplano que separa una clase positiva (marcada por ćırculos) de
una clase negativa (marcada por cuadrados). Al usar SVM para la clasificación de patrones,
la idea básica es encontrar el hiperplano de separación óptimo que proporcione el margen
máximo entre las muestras positivas y negativas. De acuerdo con esta idea, la categorización
de tuits se puede ver como una aplicación SVM, clasificación de clases linealmente separables;
es decir, un nuevo tuit pertenece o no a la categoŕıa siata.
Figura 5-1: Modelo operativo de SVM (Yu and ben Xu, 2008)
El método SVM define un hiperplano en RM , donde M es la cantidad de atributos, que
separa lo mejor posible una clase de la otra. El objetivo es maximizar la distancia entre el
hiperplano óptimo y los hiperplanos canónicos (que representan los bordes de cada clase)
(Flores et al., 2015). Para lograr esto se minimiza la norma Euclidiana de w, que corres-











yi · (wT · xi + b) ≥ 1− ξi, i = 1, ..., N,
ξi ≥ 0, i = 1, ..., N,
donde xi ∈ RM , yi ∈ (−1, 1), yξi(i = 1, ..., N) son variables de holgura que tienen por objetivo
relajar las restricciones, permitiendo que ocurran errores, pero penalizándolos en la función
objetivo. Esta penalización se controla con un parámetro C.
5.1.3. Bosques aleatorios
Bosques aleatorios hace uso de un conjunto de árboles de decisión y a cada uno le asigna una
porción de los datos de entrenamiento. El resultado final será la combinación del criterio de
todos los árboles que formen el bosque. Para un árbol de decisión, dada una base de datos se
crean diagramas de construcciones lógicas, muy similares a los sistemas de predicción basa-
dos en reglas, que sirven para representar y categorizar una serie de condiciones que ocurren
de forma sucesiva, para la resolución de un problema, en este caso uno de clasificación. Por
agregación, en un conjunto de clasificadores de árbol débiles pero de baja correlación, la
bosques aleatorios pueden mejorar significativamente la precisión de la clasificación sobre un
único clasificador de árbol de decisión que se modela en el conjunto de datos de entrena-
miento original (Tang et al., 2008).
Para introducir aleatoriedad al proceso de entrenamiento, en cada iteración se toman mues-
tras del conjunto de datos para obtener un conjunto de entrenamiento diferente. Además,
se consideran diferentes subconjuntos de atributos para los nodos de cada árbol de decisión.
Bosques aleatorios entrena un conjunto de árboles de decisión de forma paralela. El algorit-
mo introduce aleatoriedad al proceso de entrenamiento para que cada árbol entrenado sea
diferente (Breiman, 2001).
5.2. Generación de un diseño de comprobación
Para evaluar el rendimiento de la detección de tuits asociados a temáticas del SIATA, se uti-
lizan métricas como la exactitud, sensibilidad, precisión y medida-F para medir la capacidad
(Wang et al., 2011). Estas métricas, se calculan usando la mitad del conjunto de datos para
el entrenamiento y el resto para la evaluación.
Los resultados de la clasificación de tuits proporcionan la cantidad de tuits sobre SIATA y
los demás. La tabla 5-1 muestra las variables TP (verdadero positivo), FP (falso positivo),
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TN (verdadero negativo) y FN (falso negativo). TP es la cantidad de tuits relacionados con
el SIATA que se clasifican correctamente con la etiqueta “siata”, y FP representa la cantidad
de tuits relacionados con el SIATA que se etiquetan erróneamente con la etiqueta “nosiata”.
Por el contrario, TN se refiere a la cantidad de tuits no relacionados con el SIATA que se
etiquetan exactamente como “nosiata”, mientras que FN denota el número de tuits que no
están relacionados con el SIATA que se etiquetan como “siata” por error.
Tabla 5-1: Matriz de confusión
Pronósticado
siata nosiata
siata TP (verdadero positivo) FP (falso positivo)
nosiata FN (falso negativo) TN (verdadero negativo)
La medida de Exactitud (Accuracy) es la proporción de tuits identificados correctamente en
el total de los tuits. Se expresa como:
Accuracy =
TP + TN
TP + FP + FN + TN
(5-3)
La sensibilidad (Recall) se define como la proporción de tuits correctamente clasificados en





La precisión se define como los verdaderos tuits relacionados con SIATA para los tuits sobre





La medida F (F-score) es la media armónica de la Precision y el Recall, se puede calcular de
la siguiente manera:




2TP + FP + FN
(5-6)
El soporte (Support) hace referencia al tamaño del conjunto de datos que fue clasificado.
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5.3. Construcción del modelo
El conjunto de entrenamiento consta de 1000 mensajes, de los cuales 500 fueron etiquetados
como siata ya que se encuentran asociados a temáticas del proyecto, los otros 500 correspon-
den a temáticas generales que no se relacionan con el SIATA. Cada uno de los modelos a
tener en cuenta requieren como parámetro de entrada una lista con los mensajes preproce-
sados de los tuits. Se realiza una mezcla y se usa la mitad de los datos para entrenamiento,
la otra para evaluación.
Para las tres técnicas, se busca la mejor combinación de parámetros para construir los cla-
sificadores, basándose en el porcentaje de exactitud (accuracy score); luego, se realiza el
proceso de evaluación usando el mejor de los modelos. Con este proceso se puede ver el
efecto de la ponderación IDF (Inverse Document Frequency) sobre la precisión, el costo de
procesamiento del stemmer y si realmente ayuda.
5.3.1. Construcción del clasificador Naive Bayes
En la tabla 5-2 se muestra la variación de parámetros realizada para encontrar el mejor
clasificador usando Naive Bayes.
Tabla 5-2: Parámetros probados en la construcción del modelo NAive Bayes
bow analyzer prepararTweetStemmer prepararTweet
tfidf use idf True False
El parámetro bow analyzer corresponde a la función que realizara el preprocesamiento de
los datos, las funciones a evaluar se diferencian en que prepararTweetStemmer transforma
las palabras a su ráız, mientras que prepararTweet retorna la lista de palabras pura. Ambas
funciones realizan la limpieza de datos, la conversión de mayúsculas a minúsculas y la elimi-
nación de caracteres desconocidos y emoticones.
El parametro tfidf use idf, tiene dos posibles valores, verdadero o falso. Tf-idf significa fre-
cuencia de término por frecuencia de documento inversa y se utiliza para filtrar los tokens
que son muy frecuentes en el texto pero que contienen información poco significativa, como
los son los determinantes y conectores.
5.3.2. Construcción del clasificador máquinas de soporte vectorial
En la tabla 5-3 se muestran la variación de parámetros para encontrar el mejor clasificador
usando la técnica de máquinas de soporte vectorial.
Para construir el modelo de máquinas de soporte vectorial se debe elegir un núcleo y el
valor del parámetro de penalización C. El núcleo RBF es no lineal, mapea las muestras a un
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Tabla 5-3: Parámetros probados en la construcción del modelo SVM
bow analyzer prepararTweetStemmer prepararTweet
tfidf use idf True False
classifier C 0.1 1 10
classifier kernel rbf poly linear
espacio de dimensiones más grande, y a diferencia del núcleo lineal puede ayudar cuando la
relación entre las etiquetas de las clases y las caracteŕısticas es no lineal, es decir, en el caso
que los datos no son separables. El núcleo polinomial tiene más parámetros que el núcleo
RBF. Finalmente, el núcleo RBF tiene menos dificultades numéricas ya que toma valores en
el rango (0, 1], en contraste del núcleo polinomial el cual puede tomar valores que tienden a
0 o a infinito cuando el grado es alto (Nievas Lio, 2016).
5.3.3. Construcción del clasificador bosques aleatorios
En la tabla 5-4 se muestran los parámetros tenidos en cuenta para encontrar el mejor
clasificador usando la técnica de bosques aleatorios.
Tabla 5-4: Parámetros probados en la construcción del modelo bosques aleatorios
bow analyzer prepararTweetStemmer prepararTweet
tfidf use idf True False
classifier n estimators 200 500 1000
El parámetro classifier n estimators indica el número de árboles que conformarán el bosque
y es importante ya que se utiliza un promedio para mejorar la precisión predictiva.
5.4. Evaluación del modelo
Para encontrar el mejor clasificador se realiza una búsqueda exhaustiva con los valores de
los parámetros especificados, es decir, con estos parámetros se pretende optimizar los cla-
sificadores mediante una búsqueda de grillas con validación cruzada en una cuadŕıcula de
parámetros.
5.4.1. Evaluación del clasificador Naive Bayes
En la tabla 5-5, se muestran los parámetros y los resultados obtenido con estos al realizar
la búsqueda mediante la función GridSearchCV del paquete scikit-learn de Python para la
técnica de Naive Bayes.
28 5 Modelado
Tabla 5-5: Resultados de búsqueda del óptimo de la técnica de Naive Bayes
rank mean est core mean rain core param
1 0.824 0.989
tfidf use idf : True
bow analyzer: prepararTweetStemmer
2 0.822 0.996
tfidf use idf : True
bow analyzer: prepararTweet
3 0.812 0.959
tfidf use idf : False
bow analyzer: prepararTweetStemmer
4 0.806 0.972
tfidf use idf : False,
bow analyzer: prepararTweet
Al consultar el mejor estimador teniendo en cuenta los resultados anteriores, el atributo
best estimator retornado por la función GridSearchCV, indica que la óptima combinación
de parámetros con un porcentaje de aciertos del 84.2 % es:
Figura 5-2: Combinación de parámetros óptima para el clasificador de Naive Bayes
El porcentaje de aciertos obtenido con esos parámetros se puede confirmar realizando el
cálculo a partir de los valores de la matriz de confusión de la tabla 5-6. También se pueden
revisar otras métricas, como las presentadas en la tabla 5-7.





Tabla 5-7: Reporte de clasificación Naive Bayes
precision recall f1-score support
nosiata 0.82 0.86 0.84 243
siata 0.86 0.82 0.84 257
avg / total 0.84 0.84 0.84 500
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5.4.2. Evaluación del clasificador máquinas de soporte vectorial
En la tabla 5-8, se muestran los resultados de la búsqueda realizada a través de la fun-
ción GridSearchCV del paquete scikit-learn de Python para la técnica maquinas de soporte
vectorial.
Tabla 5-8: Resultados de búsqueda del óptimo de la técnica de maquinas de soporte vecto-
rial
rank mean test score mean train score param
1 0.816 1.000



































Tabla 5-8: Resultados de búsqueda del óptimo de la técnica de maquinas de soporte vecto-
rial
rank mean test score mean train score param
3 0.514 0.514





























La combinación óptima de parámetros con un porcentaje de aciertos del 86.4 % es:
Figura 5-3: Combinación de parámetros óptima para el clasificador de máquinas de soporte
vectorial
El porcentaje de aciertos obtenido con esos parámetros se puede confirmar realizando el
cálculo a partir de los valores de la matriz de confusión de la tabla 5-9. También se pueden
5.4 Evaluación del modelo 31
revisar otras métricas, como las presentadas en la tabla 5-10.





Tabla 5-10: Reporte de clasificación máquinas de soporte vectorial
precision recall f1-score support
nosiata 0.84 0.89 0.86 243
siata 0.89 0.84 0.86 257
avg / total 0.87 0.86 0.86 500
5.4.3. Evaluación del clasificador bosques aleatorios
En la tabla 5-11, se muestran los resultados de la búsqueda realizada a través de la función
GridSearchCV para la técnica bosques aleatorios.
Tabla 5-11: Resultados de búsqueda del óptimo de la técnica bosques aleatorios
rank mean test score mean train score param
1 0.774 1.000
tfidf use idf : NaN
bow analyzer: NaN
classifier n estimators: 1000
2 0.768 1.000
tfidf use idf : NaN
bow analyzer: NaN
classifier n estimators: 500
3 0.764 1.000
tfidf use idf : NaN
bow analyzer: NaN
classifier n estimators: 200
4 0.758 0.986
tfidf use idf : NaN
bow analyzer: prepararTweet
classifier n estimators: NaN
5 0.746 0.985
tfidf use idf : True
bow analyzer: NaN
classifier n estimators: NaN
32 5 Modelado
Tabla 5-11: Resultados de búsqueda del óptimo de la técnica bosques aleatorios
rank mean test score mean train score param
6 0.744 0.988
tfidf use idf : False
bow analyzer: NaN
classifier n estimators: NaN
7 0.720 0.986
tfidf use idf : NaN
bow analyzer: prepararTweetStemmer
classifier n estimators: NaN
La combinación óptima de parámetros según el best estimator con un porcentaje de aciertos
del 81.6 % es:
Figura 5-4: Combinación de parámetros óptima para el clasificador de bosques aleatorios
El porcentaje de aciertos obtenido con esos parámetros se puede confirmar realizando el
cálculo a partir de los valores de la matriz de confusión de la tabla 5-12. También se pueden
revisar otras métricas, como las presentadas en la tabla 5-13.





Tabla 5-13: Reporte de clasificación bosques aleatorios
precision recall f1-score support
nosiata 0.79 0.84 0.82 243
siata 0.84 0.79 0.82 257
avg / total 0.82 0.82 0.82 500
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5.4.4. Selección del mejor modelo
Comparando los resultados obtenidos de los modelos con la mejor combinación de parámetros
en la tabla 5-14, se selecciona el clasificador de máquinas de soporte vectorial y se construye
usando los parámetros de la tabla 5-15.
Tabla 5-14: Comparativa de resultados de clasificación de los modelos con la mejor combi-
nación de parámetros
precision recall f1-score accuracy
Naive Bayes 0.84 0.84 0.84 0.84
Máquinas de soporte vectorial 0.87 0.86 0.86 0.86
Bosques aleatorios 0.82 0.82 0.82 0.82






Se evidencia que el modelo mejor calificado para realizar la clasificación de tuits es el de
máquinas de soporte vectorial ya que obtuvo el mayor porcentaje de aciertos durante la
evaluación de los casos de prueba, siendo del 86.4 %, el cual se considera aceptable para
el problema planteado. Adicionalmente, se puede apreciar que los valores de las métricas
precision (87 %), recall (86 %) y f-score (86 %) son los mas cercanos a 1, lo que indica que
el modelo tendra un mejor ajuste respecto a los otros evaluados, ya que un valor alto del
precision significa pocos falsos positivos, un valor alto del recall pocos falsos negativos y el
f-score da un resumen de las dos métricas anteriores.
6 Evaluación
6.1. Evaluación de los resultados
Desde el punto de vista del SIATA, se estableció como criterio de éxito la posibilidad de
enviar invitaciones y detectar automáticamente a los usuarios que tengan interés por alguna
de las temáticas que trabaja. Esto se logró construyendo un modelo con un porcentaje de
fiabilidad que se considera aceptable por el equipo de comunicación y divulgación. Reali-
zando la evaluación de los resultados con el equipo, se llega a la conclusión de que un valor
de exactitud del 86.4 % es aceptable ya que la decisión de enviar la invitación dados los
resultados del clasificador no representa un riesgo para el proyecto, en el caso de realizarse
el env́ıo a la persona equivocada, este error puede llegar a convertirse en un est́ımulo para
despertar la curiosidad del usuario, en caso contrario solo será ignorada la invitación.
Con el env́ıo de invitaciones, se espera un aumento de seguidores de la cuenta @siatamedellin
en Twitter, lo cual es factible ya que con esto se establecerá un primer acercamiento con
los usuarios que no conocen el proyecto. Hasta el momento no hay cifras para medir este
aumento ya que la puesta en marcha del software se encuentra en proceso de aprobación, al
tratarse de una cuenta relacionada con entidades públicas debe seguirse un conducto regular.
6.2. Determinación de los pasos siguientes
Luego de validar el modelo construido, se procede con el desarrollo de la aplicación encargada
de poner en funcionamiento el modelo y mostrar resultados, es decir, el producto de datos.
Se plantea el plan de despliegue y las indicaciones de monitoreo y mantenimiento. Las nuevas
ideas que surgen para mejorar el sistema tras la evaluación, se consideran requerimientos y/o
funcionalidades que no se contemplan dentro del alcance inicial de este proyecto, por ende,
quedan como trabajo futuro.
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7.1. Implementación
El sistema desarrollado se encuentra construido sobre Python 2.7. En la fase de construcción
del modelo se crea un cuaderno en Jupyter encargado de realizar la lectura del conjunto de
entrenamiento que se encuentra en un archivo .csv, transformándolo en un dataframe de la
libreŕıa pandas para realizar el procesamiento dentro del programa, a través de la libreŕıa
scikit-learn se construyen y evalúan los modelos presentados con anterioridad, luego se se-
rializan los modelos entrenados en un archivo .pck y se exportan a la aplicación.
Para la realizar la extracción de datos de la red social Twitter se desarrolla un script que hace
la función de socket, dejando permanentemente una conexión activa con el api RESTful de
Twitter. Esto se logra mediante el uso de la libreŕıa tweppy de python. Los datos se almace-
nan en una base de datos no relacional llamada MongoDB, esto ya que los datos obtenidos a
través del api no son estructurados. MongoDB es una base de datos orientada a documentos.
Estos documentos son almacenados en formato BSON, que es una representación binaria de
JSON.
Se desarrollan scripts independientes con funciones que abarcan el preprocesamiento de los
datos, la ejecución del modelo y el formato de la respuesta que debe retornarse a la apli-
cación, estas funciones se crean usando las libreŕıas pandas, dill, scikit-learn, y NLTK de
Python.
Por último, se implementa la aplicación usando Django que es un framework de aplicaciones
web gratuito y open source, escrito en Python. La interfaz gráfica se desarrolla como un
tablero de indicadores (Dashboard), usando el template Gentelella que es una plantilla de
Bootstrap 3 de uso gratuito. Esta plantilla utiliza varias bibliotecas para gráficos, calenda-
rios, validación de formularios, menús de navegación, formularios de texto, rango de fechas,
área de carga, barras de progreso, notificaciones, entre otros.
La aplicación consta de tres módulos de consulta que a través de su interfaz gráfica, reali-
zan peticiones usando los scripts mencionados anteriormente, el framework Django permite
importar tales scripts como libreŕıas dentro del proyecto ya que ambos tienen como base
el mismo lenguaje de programación, lo cual facilita la integración de los productos creados
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durante este trabajo.
7.2. Plan de despliegue
El sistema fue desarrollado en Ubuntu 16.04 (64-bits), aunque también funciona en otras
distribuciones de Linux como gentoo por ejemplo, que es el sistema operativo del servidor
disponible.
Se recomiendan las siguientes especificaciones para poder ejecutar todos los módulos del
sistema de manera eficiente:
Tabla 7-1: Especificaciones
Caracteŕısticas Recomendado/Mı́nimo
Sistema Operativo Linux (Ubuntu, Gentoo, entre otros), macOS (64 bits)
Procesador Intel core i5/ Intel Core 2 Duo
RAM 8 GB/ 4GB
Disco Duro 16 GB/ 8 GB
Base de Datos MongoDB 3.6/ MongoDB 3.2
Python Python 2.7
PIP PIP 9+/ PIP 8.1.1
Además de las especificaciones anteriores, se requiere de una cuenta de Twitter para extraer
datos. Para esto es necesario también registrarse en el portal de desarrolladores de Twitter
(Twitter Developers) en https://developer.twitter.com/.
En la plataforma de Twitter se debe crear una nueva aplicación y asignar un nombre. Al
crear la aplicación, es importante tomar nota de las credenciales de acceso “Access Token”,
“Access Token Secret”, “Consumer Key”, y “Consumer Secret”. Estos dos datos son nece-
sarios para la extracción de los datos.
Para lograr el correcto funcionamiento de los módulos de la aplicación, es necesario tener
instalado MongoDB como un servicio en el sistema operativo que se esté utilizando, este será
el gestor encargado de almacenar los datos. Los detalles de la instalación pueden encontrarse
en el sitio oficial de MongoDB: https://docs.mongodb.com/manual/installation/.
También, se requiere instalar las libreŕıas tweepy (sudo easy install tweepy), NLTK (sudo
pip install U nltk), pymongo (sudo pip install pymongo), unidecode (sudo pip install Unide-
code), sklearn (sudo pip install sklearn), entre otras. El total de dependencias se encontrarán
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en el archivo requirements.txt del repositorio.
El código fuente del sistema desarrollado consta de tres módulos encargados de la ex-
tracción de datos de Twitter, el análisis de los modelos y la visualización de los resul-
tados; se pueden encontrar en el repositorio TrabajoFinalMaestria en la ruta de GitHub:
https://github.com/ejosorioe/TrabajoFinalMaestria.
En el repositorio se encuentran las siguientes carpetas con los módulos del sistema:
extraccionDatos: componente de extracción de datos, encargada de escuchar los tuits
dentro del valle y almacenarlos en la base de datos mongoDB.
construccionModelos: componente de anaĺıtica, aqúı se realiza la construcción de los
modelos, el procesamiento de los datos, la selección de parámetros para obtener un
modelo optimo, el entrenamiento y la evaluación del modelo.
aplicacion: componente de visualización, este módulo contiene un entorno virtual con
la aplicación implementada en Django, permite mostrar resultados y realizar acciones
sobre el modelo a través de vistas tipo dashboard.
La adquisición de datos se logra a través del script contenido en la carpeta extraccionDatos,
este debe dejarse corriendo en el equipo como proceso de segundo plano ya que funciona
similar a un socket, esto puede lograrse corriendo el comando screen -R ”nombreProce-
so” en la terminal y estando en la nueva sesión, ejecutar el script con el comando python
1 Descargar tweets.py, dentro de la carpeta que contiene el archivo 1 Descargar tweets.py.
Al descargar el código fuente de la aplicación, el usuario debe instalar las dependencias defi-
nidas en el archivo requirements.txt y desplegar la aplicación dentro del entorno virtual, esto
se realiza ingresando por terminal a la carpeta envDashboard y ejecutando alĺı el comando
source bin/activate; luego, se ingresa a través de la terminal a la carpeta gentelella que se
encuentra en su interior y se corre el comando python manage.py runserver.
7.3. Plan de monitoreo y mantenimiento
En caso de requerir un modelo diferente al usado por la aplicación, esté puede generarse a
través del archivo ConstruccionDelModelo.ipynb que se encuentra dentro de la carpeta cons-
truccionModelos ; Luego de serializar y almacenarlo en un archivo .pkl, esté se puede copiar
a la aplicación en la carpeta aplicacion/envDashboard/gentelella/app/functions/modelos.
Por último para que el nuevo modelo sea tomado, se reemplaza la ruta del nuevo .pkl en el
archivo aplicacion/envDashboard/gentelella/app/functions/clasificador.py.
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El entrenamiento del modelo puede realizarse a través de interfaz gráfica, dando clic en la
opción entrenamiento del menú principal de la aplicación. Se recomienda realizarlo periódica-
mente para ampliar la base de conocimientos del modelo tanto en los temas relacionados con
el SIATA como los que no. Es importante considerar un entrenamiento cada que se presenten
tendencias asociadas a las temáticas del SIATA, como lo son las contingencias ambientales
con la calidad del aire y temporadas de lluvias, que se presentan en ciertas temporadas del
año.
Los insumos y productos de la aplicación se almacenan en tres carpetas, datos y modelos que
se encuentran en la ruta aplicacion/envDashboard/gentelella/app/functions/ y la carpeta
gráficas en aplicacion/envDashboard/gentelella/app/static/graficas/. Cuando se requiera
construir un nuevo modelo, el módulo construccionModelos incluye dos carpetas que alma-
cenan la información; la carpeta datos, contiene el conjunto de entrenamiento en un archivo
.csv con dos columnas [label, text] y la carpeta modelos guarda los modelos serializados
exportados por el programa en archivos .pkl.
7.4. Manual de usuario
Para cumplir con los objetivos del proyecto, se implementa una aplicación tipo dashboard que
permite correr el clasificador de tuits construido anteriormente, teniendo como fin enviar las
invitaciones correspondientes a los usuarios que se encuentren hablando sobre temáticas re-
lacionadas con el SIATA y no sigan la cuenta de twitter @siatamedellin. También, se agregan
dos herramientas, una para realizar nuevos entrenamientos y la otra visualizar estad́ısticas
que permitan medir la efectividad del env́ıo de invitaciones.
7.4.1. Interfaz del módulo de clasificación y env́ıo de invitaciones
En la figura 7-1 se puede ver la interfaz gráfica del primer módulo de la aplicación, a
través de esta vista se puede seleccionar un rango de fechas e iniciar el proceso de búsqueda
y análisis de los tuits. Si el proyecto se encuentra instalado en un servidor local con la
IP y el puerto definido por defecto, esta interfaz se puede visualizar a través de la URL
http://127.0.0.1:8000/clasificador.html
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Figura 7-1: Dashboard - Módulo de clasificación de tuits y env́ıo de invitaciones
Para correr el clasificador, se deben enviar como parámetros de consulta una fecha de inicio
y una fecha final, las cuales definirán el rango de fechas consultado en la base de datos. Estos
parámetros de entrada se env́ıan seleccionando las fechas y dando clic en la opción aplicar
del formulario desplegado por el botón de la figura 7-2.
Figura 7-2: Interfaz clasificador - Formulario de fechas
Una vez enviados los parámetros, la aplicación realiza la consulta en base de datos, corre el
clasificador e identifica los perfiles que realizaron publicaciones relacionadas con el SIATA,
después de filtrar los usuarios que siguen la cuenta @siatamedellin, se crea una lista y se
realiza el env́ıo de la invitación a los usuarios. Los resultados de este proceso se muestran en
la figura 7-3, en esta parte de la vista, se visualizan de izquierda a derecha: los contadores del
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número de tuits asociados al SIATA encontrados, el número de tuits no relacionados con el
SIATA, el total de tuits analizados, el número de invitaciones enviadas (una por usuario), el
número de d́ıas abarcados dentro del rango de fechas y el tiempo que demoró el clasificador
realizando el proceso descrito anteriormente.
Figura 7-3: Interfaz clasificador - Contadores
Adicionalmente, se despliegan dos nubes de palabras, en el lado izquierdo se encuentra el
diagrama con las palabras más frecuentes encontradas en los tuits relacionados con el SIATA
y al lado derecho se incluyen las palabras más frecuentes de los demás tuits. Esta puede verse
en la figura 7-4
Figura 7-4: Interfaz clasificador - Nubes de palabras
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7.4.2. Interfaz del módulo de entrenamiento
En la figura 7-5 se aprecia la vista encargada de manejar el proceso de entrenamiento del
modelo, esta permite cargar un archivo en formato .csv con el nuevo conjunto de entrena-
miento. Es importante aclarar que, para realizar este proceso se emplea el 50 % de los datos
para entrenar y el otro 50 % para evaluar el modelo.
Figura 7-5: Dashboard - Módulo de entrenamiento del modelo
Una vez se da clic en el botón iniciar entrenamiento, arranca la ejecución del entrenamiento
y la evaluación del modelo entrenado con el nuevo conjunto de datos. Luego, se despliega
como resultado: la matriz de confusión en las primeras cuatro casillas, porcentaje de aciertos
el (accuracy score) y el tiempo de corrida del programa (figura 7-6)
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Figura 7-6: Interfaz Entrenamiento - resultados de evaluación
En la parte final de los resultados (figura 7-7), se encuentra el reporte de clasificación
discriminado por clases y una gráfica que muestra la proporción de los tuits etiquetados
como siata y nosiata cargados como nuevo conjunto de entrenamiento.
Figura 7-7: Interfaz Entrenamiento - reporte de clasificación discriminado por clases y pro-
porción del conjunto de entrenamiento
7.4.3. Interfaz del módulo histórico
En la figura 7-8 se muestra una gráfica con dos series de tiempo, una correspondiente a la
cantidad de invitaciones enviadas durante el rango de fechas seleccionadas y la otra con el
número de invitaciones aceptadas por los usuarios de Twitter dentro de ese mismo rango.
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Figura 7-8: Dashboard - Módulo de reporte de históricos
Esta vista posee un formulario de selección de fechas mostrado en la figura 7-9, encargado de
enviar los parámetros de consulta a la base de datos que almacena los resultados históricos
de las corridas y el registro de aceptación de las invitaciones.
Figura 7-9: Interfaz Histórico - Formulario de selección de fechas de consulta de históricos
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Adicionalmente, se brinda el número total de invitaciones enviadas, aceptadas, aśı como el
porcentaje de aceptación durante las fechas y la cantidad de d́ıas abarcados durante el rango
de fechas seleccionado (figura 7-10).
Figura 7-10: Interfaz Histórico - Conteo del env́ıo y aceptación de solicitudes
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8.1. Conclusiones
Este trabajo tuvo como objetivo desarrollar un prototipo de software siguiendo la metodo-
loǵıa CRISP-DM para detectar perfiles cuyos mensajes contienen términos relacionados con
los temas del Sistema de Alerta Temprana de Medelĺın y el Valle de Aburrá (SIATA) en la
red social Twitter y que podŕıan convertirse en seguidores potenciales de la cuenta @siata-
medellin, con el fin de enviarles una invitación y posteriormente mantener estad́ısticas de
la efectividad de las invitaciones. Este objetivo se cumple, presentando una aplicación tipo
dashboard que permite consultar los tuits, clasificarlos, identificar los usuarios, realizar el
env́ıo, entrenar el modelo y consultar los resultados obtenidos durante las corridas de este,
indicando cual ha sido el porcentaje de aceptación de las invitaciones.
Para lograr este resultado los modelos construidos generan una base de conocimiento a través
del entrenamiento, almacenando a su manera las palabras que deben estar contenidas o no
en los tuits para considerarse relacionados con el SIATA o no. Este conocimiento adquirido
es el que permite realizar la clasificación de nuevos mensajes.
Durante la revisión de literatura, se encuentra una gran cantidad de aplicaciones relacio-
nadas, lo cual demuestra los diferentes enfoques que puede tener la mineŕıa de tuits. La
aplicación desarrollada resuelve una problemática espećıfica para el SIATA, pero la solución
tiene potencial para extenderse a otras organizaciones u otros casos de uso, cambiando la
base de conocimiento.
A pesar de que el producto aún no se encuentra en producción, se tienen grandes expectativas
ya que ayudará a establecer el primer contacto con el usuario que sienta interés por los temas
del SIATA. La aceptación de una de las invitaciones no solo significa un nuevo seguidor para
la cuenta, también se ve como un colaborador que a través de su perfil puede difundir la
información a sus cercanos, lo cual para este caso, donde se trata de alertas y mensajes
que buscan concienciar a la comunidad sobre los riesgos a los que puede estar expuesta, se
considera un factor de éxito para un proyecto creado como estrategia para la gestión del
riesgo como lo es el sistema de alerta temprana de Medelĺın y el Valle de Aburrá.
46 8 Conclusiones y recomendaciones
8.2. Recomendaciones
Como trabajo futuro se plantea expandir las capacidades del sistema, se pueden implementar
nuevas funcionalidades tales como la generación automática de reportes. Se considera útil
tener un poco más de información sobre los usuarios que publican contenido relacionado con
el SIATA para establecer alianzas e involucrarlos en procesos de educación y trabajo con la
comunidad. Dentro de los datos que se pueden considerar están: El número de seguidores
para saber si se trata de un influenciador, la descripción del perfil para identificar si se trata
de una persona natural o una organización, la cuenta y el nombre del usuario para establecer
contacto directo y presentarle las propuestas.
También, se puede crear un botón adicional cuya funcionalidad se exportar a un documento
.csv los mensajes clasificados durante la corrida del programa, esto con el fin de permitir
que los usuarios tengan al alcance un documento que sirva como nuevo conjunto de en-
trenamiento. No se sugiere que este conjunto de datos se env́ıe directamente al módulo de
entrenamiento ya que se requiere de una revisión manual, el clasificador puede cometer erro-
res y entorpecer el aprendizaje con los datos mal clasificados en el set de entrenamiento. Otra
opción seŕıa almacenar un registro de los mensajes clasificados y que luego puedan consul-
tarse esos históricos, seleccionando el conjunto de datos dentro del rango de fechas de interés.
Durante la exploración de los datos, se pudo observar que los tuits publicados que se rela-
cionaban con el SIATA en su mayoŕıa hablaban de temas asociados a la lluvia. Esto sucede
ya que los datos fueron recopilados durante temporada de lluvias, se puede afirmar que aún
falta realizar más entrenamientos para reforzar el conocimiento sobre las demás temáticas
del SIATA. Como trabajo futuro se puede pensar en cómo programar un entrenamiento
periódico para ampliar la base de conocimiento según la época del año ya que de esto depen-
de la aparición de diferentes eventos tales como incendios (temporada seca), contingencias
ambientales como la que sucede con la calidad del aire (temporada de transición), entre otros.
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