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Abstract 
A new paradigm for the design of self-stabilizing distributed algorithms, called local drtrction, 
is introduced. The essence of the paradigm is in defining a local condition based on the state 
of a processor and its immediate neighborhood such that the system is in a globally legal state 
if and only if the local condition is satisfied at all the nodes. In this work we also extend the 
model of self-stabilizing networks traditionally assuming memory failure to include the model 
of dynamic networks (assuming edge failures and recoveries). We apply the paradigm to the 
extended model which we call “dynamic self-stabilizing networks”. Without loss of generality, 
we present the results in the least restrictive shared memory model of read/write atomicity, to 
which end we construct basic information transfer primitives. 
Using local detection, we develop deterministic and randomized self-stabilizing algorithms 
that maintain a rooted spannz’ng tree in a general network whose topology changes dynamically. 
The deterministic algorithm assumes unique identities while the randomized assumes an anony- 
mous network. The algorithms use a constant number of memory words per edge in each node; 
and both the size of memory words and of messages is the number of bits necessary to represent 
a node identity (typically O(logn) bits where n is the size of the network). These algorithms 
provide for the easy construction of self-stabilizing protocols fcr numerous tasks: reset, rout- 
ing, topology-update and self-stabilization transformers that automatically self-stabilize existing 
protocols for which local detection conditions can be defined. 
1. Introduction 
In a distributed system it is usually impossible to detect an illegal global state by 
individually observing only private states of processors. For example, in a token ring, 
the fact that each node has at most one token does not imply that there is exactly 
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one token in the ring, as required from any legal global state. However, this individual 
condition is true at any node in any globally legal state. In another example, the fact 
that each node in a network has at most one distinguished outgoing link does not imply 
that the nodes have distinguished a spanning tree, though the converse is true. In 1974 
Dijkstra suggested the notion of self-stabilizing systems. The notion is particularly 
interesting because of the above phenomenon: a system can be placed in an illegal 
global state, while each process is individually in a legal state. The self-stabilizing 
property assures that such a system automatically moves into and stays in a globally 
legal state regardless of its initial condition. 
The implementation of the self-stabilization methodology places a set of procedures, 
one at each processor that govern and dictate the necessary state transitions to guar- 
antee the eventual entry into a globally legal state and its maintenance thereafter. For 
example, if a self-stabilizing token ring is placed in a state in which three tokens are 
present in the ring then the self-stabilizing algorithm automatically move the system 
into a state such that, in any subsequent state exactly one token is present in the ring, 
which circulates in a certain legal pattern. 
Since the introduction of this paradigm by Dijkstra in 1974 many self-stabilizing 
algorithms were developed to stabilize different distributed systems [2, 17, 18, 21,22, 
25,26,27,29,30]. 
In this paper we first introduce a new paradigm and methodology for the development 
of self-stabilizing algorithms, called local detection. Secondly we employ the new 
methodology to design a self-stabilizing spanning tree algorithm for the standard model 
of asynchronous networks with a dynamically changing topology as in [l]. Finally 
we combine our self-stabilizing algorithm with the techniques of [5] to construct a 
randomized self-stabilizing algorithm for anonymous networks. 
There are several general implications to the spanning tree algorithm and the method- 
ology presented here, the most important of which is the introduction of a self- 
stabilizing reset algorithm and its combination with the transformer methodology of 
Katz and Perry [29]. In that paper a general methodology to transform non-self- 
stabilizing algorithms into self-stabilizing counterparts is presented. Katz and Perry 
assume that a unique leader exists and use it to manage and coordinate the global 
detection of illegal states. The self-stabilizing spanning tree algorithm presented here 
may be combined with [29] to remove the unique leader assumption. Furthermore, our 
methodology combined with our spanning tree algorithm produce a new self-stabilizing 
transformer. In the new transformer the global detection of Katz and Perry is replaced 
by our local detection, and the spanning tree algorithm is used to reset the application 
if necessary. Thus we construct a self-stabilizing algorithm for any task suitable for 
local detection. 
Another contribution of this work is the model of “dynamic self-stabilizing net- 
works” that combines dynamically changing networks that undergo topological changes 
and the traditional self-stabilizing model in which memory fault may occur. In ad- 
dition, the algorithms presented here are under a very strict notion of read/write 
atomic@ of operations (unlike their original presentation in [4]). A mechanism to 
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assure the self-stabilizing exchange of messages under this condition is designed and 
presented. 
1.1. Reluted work 
First, we observe that a self-stabilizing spanning tree algorithm may be easily derived 
from the dynamic topology maintenance algorithm of Spinelli and Gallager [38]. How- 
ever, being based on the maintenance and exchange of full topology information the 
modified Spinelli-Gallager algorithm would have very high communication complexity 
(each node reading O(E) words from each of its neighbors in each round, where E is 
the total number of links in the network) and high space complexity (O(E) words of 
memory for each incident link). 
Two other self-stabilizing spanning tree algorithms were developed at the same time 
that we developed ours but for a different model. In [21] Dolev et al. have designed 
a self-stabilizing spanning tree algorithm with read/write atomicity, assuming the exis- 
tence of a unique distinguished processor in the network. If the network is partitioned, 
then the parts that do not include the unique leader do not stabilize, thus their model 
does not generalize to dynamic networks, where nodes and edges may fail and recover. 
Arora and Gouda [9] have designed a self-stabilizing spanning tree protocol that as- 
sumes that each node has a unique identity; however they assume a known bound on 
the network size in order for the algorithm to self-stabilize. The quiescence time com- 
plexity of their algorithm depends on that bound, regardless of the actual size. Note 
that dynamic faults may significantly decrease the actual size of a network component 
(e.g., to a logarithmic size in the bound). In our algorithms we either assume a net- 
work bound is unknown or we assume a bound on the network which is only used to 
allocate an effective register and message size but does not influence the actual stabi- 
lization time. In [27] Israeli and Jalfon present an interesting randomized algorithm for 
passing a token (i.e., random walk) in general networks, under the assumption that II, 
the total number of nodes, is known. This paper was then extended by Coppersmith et 
al. in [20]. Many other self-stabilizing algorithms were designed and the above is by 
no means a complete reference list, however the above four works are closely related 
to ours in terms of models and assumptions. 
The methodology of combining self-stabilizing building blocks to compose a more 
complex self-stabilizing algorithm is beyond the scope of our paper. Such methodolo- 
gies were introduced and studied in [22,27,29,39]. Such a composition is employed 
when we use our tree algorithm as a building block for designing self-stabilizing trans- 
formers, self-stabilizing reset, etc. 
Subsequent to [4] and independently of the current version of the paper Dolev et al 
[23] have also presented a randomized election algorithm for anonymous networks. 
1.2. Model 
IJnlike [9,22,27], in this paper we make no extra assumptions that limit the standard 
asynchronous network model [l, 241. We introduce a model of a fault tolerant self- 
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stabilizing network that generalizes the model of dynamic networks. Thus, we require 
that connected components of a possibly partitioned network continue executing the 
protocol and eventually stabilize in a time proportional to their size. Our algorithm 
supports this requirement since connectivity to a distinguished node is not assumed and 
the algorithm is symmetric, i.e., works correctly over any set of connected processors. 
In the basic model we consider here each node has a unique identity represented in 
O(logn) bits (we relax this model later on and use randomization). The spanning tree 
algorithm stabilizes in a finite amount of time after the end of any sequence of topo- 
logical changes and nodes memory corruption (node IDS may not be corrupted). The 
communication model assumed is that of shared memory, i.e., each pair of neighboring 
nodes share a pair of atomic read/write registers. Each atomic operation is either a read, 
or a write, or an internal operation (in this respect we follow [22]). The algorithms 
presented here can be adapted to the message passing model by using the techniques 
of [2,3, 16,401. This transformation to the message passing model is possible under 
the realistic assumptions that (1) the capacity of each link is bounded, and (2) for each 
link one of its incident nodes is distinguished as the link master (an assumption that 
trivially holds if nodes have unique identities). This adaptation will not be treated here. 
The space complexity of our spanning tree algorithm is O(logn) bits per edge. This 
space complexity overhead is negligible since the standard message size is also O(log n) 
bits and one message buffer is anyhow kept for communication purposes at each in- 
cident link. We remark that for bounded-degree networks or networks where special 
control signals (channels) are used (rather than transferring control over regular mes- 
sages) it makes sense to further reduce the space requirements, as was recently pursued 
in a number of works [13,28,32,33,35]. Our stabilization-time complexity is O(n*). 
When unique IDS are not available, we employ randomized algorithms that do not 
need predefined IDS. The space bound in this case is considered under two model 
variations: Either, as in practice, a O(logn) bit size register is given (and, this is 
the only usage of n), or (which is more theoretically appealing) the register size is 
unbounded. In the later case, the adversary is constrained to access (and corrupt) any 
finite prefix of the register, while the algorithm is capable of accessing the prefix plus 
O(n) additional bits of the register in one step. 
1.3. Local detection and its extensions 
The essence of local detection is that the system is in a globally legal state if and 
only if a certain local condition is satisfied in all the nodes of the network. The local 
condition in each process is a boolean expression over the variables of the process and 
the variables of its immediate neighbors in the network. Thus, it is enough for a node 
to exchange state information with its neighbors to either maintain correctness, or to 
restart the algorithm in case it enters an illegal state. Hence, in a constant amount of 
time after the global state becomes illegal, a reset or some other correction is activated. 
This is analogous to a jigsaw puzzle where local matchings throughout imply a global 
legal state. 
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A straightforward example where the local detection method may be applied is in 
the topology update algorithm. In this algorithm each node maintains a description 
of the entire topology in its memory. To facilitate the local detection each node is 
also assumed to eventually know the correct state of each of its incident links, this is 
achieved by a self-stabilizing link level protocol [2, 141. Each node repeatedly checks 
the consistency of its information, i.e., it compares its topology description to that 
of its. immediate neighbors, and it checks that its own topology description agrees 
with its knowledge about the state of its incident links. It is easy to verify that if 
the network is in a global state in which some of the nodes have an incorrect topol- 
ogy description then some of the nodes will detect an inconsistency. If a discrepancy 
is detected, then there is an inconsistency that the topology update algorithm must 
correct. 
Note that in the simple example above, a node has to read the entire topology of each 
of its neighbors in each round of computation. Since such an amount of information 
can be neither stored in one register nor held in one message (because each of these 
is typically restricted to O(logn) bits then the exchange of local information in each 
round would take O(min{E, n2/ logn}) time. In the algorithms presented herein, the 
amount of locally exchanged information is O(logn) bits, thus each round takes O( 1 ) 
time. 
Unlike the local detection suggested here, in [29] an illegal state is detected by 
collecting information about the global state of the network to one processor. This 
global detection is harder and much slower to implement since it requires knowing an 
upper bound on the delay for collecting the global information. 
Following the original version of our paper several other self-stabilizing algorithms 
that employ the lo& detection paradigm were designed. In [ 161 methods are suggested 
to apply the local detection (called there local checking) to other tasks, such as, short- 
est paths, topology update, leader election, and computing a maximum flow. Recently 
[ 151 developed a methodology to combine the local detection principle with any self- 
stabilizing reset protocol that has certain properties. Another contribution of [ 1.51 is an 
exact and formal definition of local detection (checking) and a rather general charac- 
terization of the tasks that can be locally checked, and globally corrected. Together 
with [ 161 and [ 141 the work of [ 151 yields a comprehensive understanding of the us- 
age of local detection of self-stabilization. In [14], the methodology of local detection 
and global correction developed herein is extended to local detection and local correc- 
tion. In the local correction a reset procedure is locally activated. The methodology 
is applied in [14] to develop self-stabilizing interactive distributed protocols, such as, 
end-to-end communication and network reset. In [ 121 and [6], local detection is used 
to self-stabilize a network synchronizer [lo]. Another body of work in [34] considers 
a related question where a class of Locally Checkable Labels is defined and shown 
as a useful tool in the definition of local checking and computing in a distributed set- 
ting. In particular, Naor and Stockmeyer [34] show other tasks that can be easily and 
locally checked, such as the maximal independent set; further results in this model are 
in [31]. 
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1.4. Organization 
In Section 2 we present the model of dynamic self-stabilizing networks. In Section 3 
we present our main algorithm and in Section 4 its correctness. Related discussions 
and extensions are in Section 5, and conclusions in Section 6. 
2. The model 
The network consists of a set of n processors communicating by reading and by 
writing shared memory. Each processor has its own set of single-writer multi-reader 
registers. A pair of processors that communicate directly can read each other’s regis- 
ters. The direct communication relations between the processors is represented by an 
undirected graph (V, E), where V is the set of processors, and (p, q) E E if and only if 
p and q can read each other’s registers. To break symmetry we first assume that each 
processor has a unique Id (hardwired in its code). The total number of processors, n, 
is unknown to the processors and may change dynamically. 
Processors communicate only by reading the memory of neighboring processors and 
by writing, each to its own local memory. Each processor is a state machine with a 
bounded number of states (which can be a function of n). The local computation at 
each processor is a sequence of transitions, each consisting of an operation that moves 
the processor from its given state to a new (possibly the same) state. Each processor 
operation is either a local computation step, or an atomic read of a neighbor’s memory, 
or an atomic write of its own memory. Without loss of generality we assume that in 
one atomic step a processor can both read and write its own (non shared) memory. The 
fair scheduler (demon) of the global computation is an infinite sequence of processors 
such that each processor appears in the sequence infinitely often. Whenever a proces- 
sor appears in the schedule its next transition is performed (every processor always 
has an operation (e.g. read one of the neighbors memory) that is enabled unless the 
processor experiences a fault). Such an Atomic Read/Write demon for self-stabilizing 
computations was first introduced by Dolev et al. [22]: they show how to convert 
self-stabilizing protocols to work with Read/Write atomicity. 
We use the notion of time only for the sake of analyzing the time complexity (but 
not for the specification of the algorithm). We use the rather standard definition where 
each action of communication (a read of a neighbor’s register, or write of an own 
register) takes at most one unit of time. Following the traditional model, such read 
operation reads at most O(log n) bits. 
A local state is the memory content of one node. The Cartesian product of local 
states of all processors defines the global states. In a self-stabilizing system, a subset 
of the set of global states is defined as legal global states. From a legal state the 
computation moves the system only to another (possibly the same) legal state and, 
starting from any state a fair scheduler eventually brings the system to a legal state: 
At the start of the computation the adversary may put each processor in an arbitrary 
local state. 
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A projection of the global state on a set VAR of variables is the Cartesian product 
of local states where all the variables except for those in VAR are omitted. A self- 
stabilization problem P is defined by a set of legal global states using some set of 
variables VARp. A (self-stabilizing) protocol (or system) solves P if the projection 
of the global states of the system on VARp induces a mapping from the legal states 
of the system onto the legal states of the problem. 
We assume the model of a dynamic network, that is, links and processors can be 
removed and added an arbitrary number of times. We further assume that there is a 
local self-stabilizing mechanism that eventually updates at each processor the status 
of its incident links and neighboring processors. When a link is down the processors 
incident to that link cannot read each others memory. We assume that the sequence of 
topological changes is finite (i.e., eventually topological changes cease). Such assump- 
tions represent a system which reaches a working state for large enough time and are 
common in the literature (see for example Cl]). 
In a dynamic self-stabilizing network, a state is defined as legal if first, the topolog- 
ical changes have ceased, and second, in this final topology it is in a legal state. 
In the spanning tree problem each node has a Parent variable, that holds an Id of 
a neighboring processor. We say that a tree spans the network (component) when the 
collection of the Parent variables in the network (component) defines such a rooted 
tree. (For convenience in our algorithm the parent pointer of the root points at the root 
itself.) Our main algorithm is a self-stabilizing procedure that computes such a tree. 
Using this algorithm as a building block it is easy to construct other self-stabilizing 
algorithms such as: mutual exclusion, snapshot, reset, and leader election (using the 
methodology mentioned above). Given a reset protocol many problems can be solved 
in a self-stabilizing manner. Given the tree, a global checking such as that of [29] can 
be performed more efficiently along the tree. 
3. A self-stabilizing spanning tree algorithm 
Our methodology distinguishes between two parts of self-stabilizing algorithms, 
namely the detection (checking) part, and the rejbmation (correction) part. The main 
observation, as was defined above, is that it is possible to detect a globally illegal 
state by verifying only local conditions. If the system is in a globally illegal state 
then at least one of the nodes observes that its local condition is false. Nodes with 
a false local condition start the reformation part of the algorithm, which will bring 
the system back to a legal state. We remark that when the “detection via local check- 
ing” idea is translated to the message-passing model, we require an ongoing local 
exchange of state information between neighboring nodes. (This is needed in order to 
check the local condition, since this local condition depends on the values of vari- 
ables; at the neighbors.) It is known that self-stabilizing systems have to be indeti- 
nitely active when solving a non-trivial (global) task. Otherwise, if there is a legal 
global state in which the system may be dormant, the adversary would place the 
206 Y Afek et al. I Theoretical Computer Science 186 (1997) 199-229 
system in such a global, but inconsistent state. The advantage of our methodology is 
that only the detection part, which is local, is indefinitely active and reacts to mem- 
ory corruptions and topological changes in constant time by activating the correction 
part. 
In a nutshell, the algorithm can be described as follows. Upon detecting a globally 
illegal state any node u starts a process of constructing a spanning tree labeled by 
its Id and rooted at v. During that process “larger identity trees” take over “lower 
identity trees”. That is, a node that belongs to a tree that seems to be rooted in a 
smaller identity node and has a neighbor belonging to a tree with a larger identity 
root, takes (careful) measures to join the tree rooted at the larger identity node. Even- 
tually, the tree of the largest Id node overruns all other trees and spans the connected 
component. 
A spanning tree is distributively maintained in the network by keeping at each node 
a pointer to the node’s parent in the tree. The parent pointer of the root points to 
itself. One of the main difficulties in self-stabilizing spanning tree algorithms stems 
from the fact that in an erroneous state the parent links could be placed in a cycle. 
For example, if a spanning tree algorithm is based on the spanning tree that is la- 
beled and rooted at the node with the largest Id, then a Hamiltonian cycle labeled 
with a label larger than all the Id’s in the network would look to each node locally 
as a legitimate tree. One way to circumvent this problem is, for example, to assume 
that nodes know the value of the maximum identity, or equivalently to require that 
exactly one node can be the root [22]. Another possibility is to assume that the nodes 
know an a priori bound on the network size and use a distance parameter to detect 
cycles [9]. That is, an illegal situation is detected in [9] when the value of the dis- 
tance parameter is larger than the bound on the number of nodes. These two kinds of 
restrictions are undesirable in the context of dynamic networks, where availability of a 
unique node or a tight bound on the size of a network connected component cannot be 
assumed. 
The algorithm first uses local detection to observe an illegal state. For the algorithm 
to progress, we then define transient states that although are illegal satisfy some other 
local conditions. The transient states are a sequence of steps in the algorithm that move 
the system from an illegal state, to the desired globally legal state. 
When a node wishes to join another tree whose root Id is larger, that node has 
to propagate a request “message” along the new tree branches to the root and to 
receive a grant message back. Of course, these messages propagate through the shared 
memories of the nodes via a sequence of read and write operations. The paradigm of 
local detection is applied also to the mechanism that propagates these messages. That 
is, an illegal message (e.g., one that was not initiated by the node that is claimed to 
be its source) is detected and eliminated. 
We show that once the network reaches a global legal state, that state will persist, 
while the transient states are non-recurring. That is, the system passes through those 
states but will not return to them unless the network topology changes again or new 
faults occur. 
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3.1. Detailed description 
To simplify the algorithm and its proof of correctness we assume that each proces- 
sor maintains all its shared variables in one single-writer-multi-reader atomic register. 
(No generality is lost since this register can be implemented in the case that the vari- 
ables are in fact given each as a separate register. j
Performing the algorithm (the code is given in Fig. l), each node loops forever and 
follows a three-step iteration, comprising of the following commands: (1) read all the 
neighbors’ memories, (2) update a local copy of the neighbors variables, and (3) check 
various conditions and decide whether to perform a state transition or not, if yes then 
perform the transition. 
We distinguish between two kinds of shared variables in each node. The variables 
that intuitively capture the “actual” state of the node, and those that are used for 
communication and synchronization between neighboring nodes. A variable Var of the 
first type at node 2; is denoted c.Var and is called a state variable. 
We impose a strict discipline of communication between the nodes in the algorithm. 
Before a node may change any of its state variables all its neighbors must know and 
record the value of its current state variables. To accomplish this synchronization WC 
give each node a sequence number state variable (which may have one of three allowed 
values) called tl.Toggle and synchronization variables, called echo, one for each of its 
neighbors. 
Before any change in its state variables each node u reads its neighbors variables 
in two steps: In the first step, for each neighbor c the processor at node u reads 
the variables of u into an internal variable, local to U. In the second step. for each 
neighbor C, the processor at u writes the value of u.Toggle read in the first step, into 
the corresponding echo shared register that node u maintains for neighbor 2‘. We denote 
the echo of u.Toggle at node u by u(a.Toggle) and the internal copy at node u of any 
other state variable v.Var by u(v.Var). These copy and echo variables are rzot state 
variables (neither of node u nor of node z;). 
Each time a node changes the value of its state variables it increments its toggle 
variable modulo 3. Thus, if v.Toggle equals to the last value ~1 read in u(zl.Toggle), 
then node r “knows” that u “knows”, and agrees with 1‘ on the value of its current 
state variables (see Lemma 4.2). 
In the code of a node, each reference to a neighbor’s variable (except when reading 
it) is to the internal copy of the neighbor’s variable. For the sake of clarity. such 
a reference (to a state variable Var of node U) is written as u.Var in the code of 
the processor at node u (instead of writing ??‘s internal copy of u.Var, or of writing 
v(m.Var)). 
Each node z; in the network has 10 state variables which we classify in four groups. 
1. tl.Toggle is the three valued integer, toggle counter, as explained above. 
2. The standard variables {Id, Edge- list}: 
v.ld is the read-only (hardwired) identity of node z: and 
v.Edge_list is a local list of node identities such that the incident link from I’ to 
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While (true) do 
read the shared memory of each neighbor in v.Edge_list into an internal copy; 
write the value read from each neighbor’s Toggle variable into its corresponding echo; 
if for every neighbor U: u(v.Toggle)=v.Toggle 
then select one of the following commands whose guard is true and perform it: 
1. 1frst 
/*make frst true*/ 
-+ v.Root :=v.ld; 
v.Parent := v.ld 
v.Distance := 0 
2. frst A (3~ E v.Edge_list( 
(u.Root = maxzEEdge_list s.Root) .v.Root=v.ld) 
AlAlreadyAsking 
/*make a request*/ 
3. St A -vqst’ 
/*make rqst’ true*/ 
4. st A rqst’ h vqst A (3~ E v.Edge_list( 
(u:.Directipn = Ask) A (w.To =v.ld)h 
(w.Request = w.ld = v.Root = w.From)A 
(v.Parent.From # v.id)) 
/*Forward a request from a neighbor */ 
5. st A rqst’ A vqst A (&JJ E v.Edge_listl 
(U!.P arent = u.ld) A (v.To= v.ld)A 
(w.Direction = Ask) A (w.Request # _L)A 
(u~.Request#w.ld)~(v.Parent.From # v.ld)) 
/*Fortyard a request from a child */ 
6. st A rqst A (t, is a root)A (v.Direction = Ask) 
/*grant a request */ 
7. 
8. 
(v.Direction = Ask) A (u.ld E v.Edge_list)A 
(v.Request = zL.Request = v.From = v.ld = w.Root)A 
(u.From =v.ld) A (u.Dircction = Grant)A 
(v.To = u.ld) A (v.Root >v.Root) 
/*join*/ 
v.Toggle := v.Toggle+ 1 mod 3; 
end {of the while (true)} 
st A rqst A (v.To = v.Parent =u.ld)A 
(u.Direction = Grant) A (v.Direction = Ask)A 
(u.Request =v.Request) A (zl.From =v.ld) 
frsl A -St A 
-+ v.Request :=v.From :=v.ld 
v.To :=zl.ld 
v.Direction := Ask 
-* v.Request := v.From := 
v.To := v.Direction := I 
-+ v.Request :=w.From :=w.ld 
v.To :=v.Parent 
v.Direction := Ask 
+ v.Request :=w.Request 
v.From :=w.ld 
v.To :=v.Parent 
v.Direction := Ask 
-+ v.Direction := Grant 
4 v.Direction := Grant 
/*forward a grant*) 
-) v.Parent := u.ld 
v.Distance := 
u.Distance $1 
v.Root :=u.Root 
v.Request := v.From := 
v.To := v.Direction := 1 
Fig. 1. The code of the spanning tree algorithm at node c 
:ach node u in the list is believed to be operational and the processor at each 
such node u is also believed to be up. This list is maintained by a lower level 
self-stabilizing protocol which is beyond the scope of this paper. The lower level 
protocol guarantees that each change in a link or node status is eventually recorded 
in Edge-list. If v is reading the memory of its neighbor u while U’S status in 
Edge-list is incorrect, then that read may return any value. 
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3. The variables related to the tree structure {Root,Parent, and Distance} where 
v.Root is a node identity which in legal states is supposed to be the identity of the 
root of the tree to which node u belongs; (we omit the word “supposed” in the 
sequel.) 
v.Parent is the identity of the parent of v in the tree. 
v.Distance is a non-negative integer which is the distance, in the tree, from node 
I: to its root. 
4. The variables related to passing the request and grant messages {Request,From, 
To, and Direction} (all of which may also be assigned the special value 1) where 
v.Request is a node identity which is either an Id of a node that is currently requ- 
esting to join the tree to which D belongs, or is equal to c.ld if v itself is trying 
to join another tree; 
v.From is a node identity which is either the Id of the neighbor from which 2: copied 
the value of v.Request, or v.ld if c has initiated a request in an attempt to join 
a new tree; 
c.To is a node identity that is the name of a neighbor of r through which z’ is trying 
to propagate the Request message; 
v.Direction is either Ask, to indicate that the node whose Id is in v.Request wishes 
to join the tree, or Grant to indicate that this request has been granted. 
A formal description of the algorithm is given in Fig. 1. The program consists of a 
set of actions, each is specified as 
{(guard) i (command) 
where the guard is a Boolean expression and the command is a sequence of assign- 
ments. A process executes an action if the action’s corresponding guard was found 
true. The execution of the algorithm at each node proceeds by repeating forever an 
infinite loop, that includes a read of all the neighbor’s shared-memory into internal 
copies. Then, the guards of all the actions are evaluated one after the other (using the 
internal copies). If any is true, then the corresponding action of one such true guard is 
performed atomically. Since the evaluation of the guard uses only internal (non shared) 
variables we assume (without loss of generality) that the evaluation of the guard and 
the writing of the shared memory together is an atomic operation. Starting at any point 
of time, any node reads the shared-memory of each neighbor in Edge-list infinitely 
often by this sequence of steps. 
In the following we define a local condition, called st, on the variables at each 
node such that the condition holds at all the nodes if and only if the network is in a 
globally legal state in which a correct unique tree spans the network. The condition 
is periodically checked by each of the processors. If a violation is detected then the 
algorithm takes the network through a finite sequence of state transitions to a globally 
legal state in which the condition holds at all the nodes. 
Condition st( a): 
{[(ti.Root = v.Id) A (v.Parent = v.ld) A (v.Distance=O)]V 
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[(v. Root > v. Id) A (v. Parent E v.Edge_list) A (v.Root = v. Parent.Root) A (v. Distance 
= v.Parent.Distance + l)]} 
A (V. ROOt >maxxEEdge_ /istX. Root) 
which reads as follows: 
{[v is a tree root] V [v is on a tree branch]} 
A(v’s root identity is not smaller than its neighbors root identities). 
Recall that when node v checks and finds that Condition st holds at node v, it holds 
for the internal copies at node v. Thus, for example, the term (v. Root = v. Parent.Root) 
is a shorthand for writing (v.Root = v(v.Parent.Root)). We use this shorthand 
whenever no ambiguity arises. Also note that for the global state to be legal it is 
required both that (1) Condition st holds; and that (2) the value of v(v. Parent.Var) = 
v.Parent.Var for every variable v.Parent.Var that appears in the definition of Condition 
st. Recall, however, that nodes repeatedly read the variables of their neighbors. Thus, 
if requirement (1) above starts holding indefinitely, then (2) above eventually (in a 
constant time) becomes true as well. 
If Condition st is not satisfied at any of the nodes then the algorithm takes the 
network from the illegal global state to a legal state through a sequence of transient 
semi-legal states. Another local condition, called frst, is defined on the variables at 
each node such that Condition frst holds at all the nodes if and only if the network 
is in a globally semi-legal state (and will enter a legal state in a finite number of 
transitions). If Condition frst is satisfied at all the nodes, then the graph induced by 
the parent pointers in the network has no cycles, hence it is a directed forest. 
Condition fist(v): 
[(v. Root = v. id) A (v. Parent = v.ld) A (v. Distance = O)]V 
[(v. Root > v. Id) A (v. Parent E v. Edge- list) A (v. Root = v. Parent.Root) A (v. Distance 
= v. Parent.Distance + 1) A (v. Root 2 maXx,CEdge_liStX. Root)]. 
Note that frst differs from st by the omission of A(v.Root ~rna~,~Ed~~_~~~~~.Root) 
from the first term (the first pair of square brackets, namely when v is its own root). 
Clearly St(v) implies fist(v) but not vice versa. 
If the process at node v detects that Condition fist(v) (and thus also Condition st(v)) 
does not hold, it becomes a root by performing Action 1. When node v is a root the 
following condition holds at v: 
(v. Root = v. Id) A (v. Parent = v. Id) A (v. Distance = 0). 
By becoming a root Condition st(v) does not necessarily become true, however Con- 
ditionfist(v) does become true. If Condition frst holds at all the nodes then the graph 
induced by the parent pointers is a forest. Each tree in the forest is labeled by the 
identity of its root. When Condition frst holds in the network then Condition st holds 
at nodes that belong to the tree that is labeled with the maximum identity in the net- 
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work. If Condition fist(v) is true but st(~) is false, then node u eventually joins the 
tree-construction process of a neighboring tree, with a larger Root (Action 2). 
If node D is a root and its Id is not larger than all its neighbors’ Roots, it attempts to 
join another tree. It chooses the neighbor u whose Root is the largest among the Roots 
of its neighbors, and makes a request to join as a child of this neighbor u (Action 2). 
For that it sets its v.Request and v.From to its own Id, c.Direction to Ask and P.TO 
to u. 
Of course, node v issues such a request only if it is not currently waiting for the 
answer of a similar request. That is, assume that v has a neighbor M: whose Root, 
like that of u, is the largest among U’S neighbors (i.e., is the same as U’S Root). 
We ,would not like c to issue a request to U, then change it to w, then change it back 
to u, and so on and so forth. Thus Operation 2 is also conditioned on the negation of 
the following predicate: 
Predicate Already Asking: 
(SwEv.Edge_list 1 (w.Root = maX,,Edge_listX.ROOt)> c.Root) A (z.Request = I‘. 
From=u.ld)A(z:.To=w.ld)A(u.Direction=Ask) 
Condition st does not hold for a node that makes a request to join another tree. When 
Condition st(a) does hold, node v participates in the process of forwarding requests 
and grants in its tree in order to enable the addition of new nodes to the tree. Its task 
is to help forwarding requests (asking to join the tree) to the root of the tree and grants 
(allowing the joining) from the root back to the requesting node (Actions 4-7). 
Similar to the tree related variables, we define Condition rqst for local checking 
of the legality of the issuing and forwarding of the requests. Condition rqst is true 
if and only if the variables (at that node and its neighbors) related to the task of 
forwarding requests and grants are in a legal state. If rqst(u) does not hold, but Condi- 
tion st(c) is true, then the process at node v resets the variables related to forwarding 
a request (Action 3). As with the tree related variables, we define a local condition 
rqst’ (that starts to hold when Action 3 is performed) which captures intermediate 
local states of nodes that have finished the participation in handling one request and 
can now start participation in handling another request. Such a condition is neces- 
sary to move a process from handling one request to handling another, in an orderly 
manner. 
Condition rqst has two terms capturing the states in which node 2; handles a request 
from either a child in its tree (started by Operation 5) or from a neighbor that is 
requesting to join the tree (started by Operation 4). 
Condition rqst( v): 
[(w.ldEu.Edge_list) A (w.Parent=w.ld#o.id) A (w.Request = w.From= 
c.Request=u.From=w.ld=w.Root) A (w.To=r:.ld) A (w.Direction=Ask) A\. 
(v.To = z;.Parent)] 
v 
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[(w.ldEv.Edge_list)A(w.Parent=u.ld)A(I # w.Request=v.Request # w.ld)A 
(v.From=w.ld)A(u.To=v.Parent)A(w.To=v.ld)A(w.Direction=Ask)] 
Condition rqst’ holds if either Condition rqst holds or if the related variables are in 
a predefined reset state (= I). 
Condition rqst’(u): 
rqst(v) V(u.Request=v.To=v.From =v.Direction=I). 
When st(v) is true and rqst(u) is false, the process at node v resets the corresponding 
variables to I, thus satisfying Condition rqst’(v). As is the case with Conditions st 
and frst, note that Condition rqst’ implies Condition rqst, but the converse is not true. 
Let us make a further comment on Operations 4 and 5: a pre-condition for each of 
these operations is that the parent is not currently forwarding any request from v (See 
the last term in the guards of Operations 4 and 5.) This is a crucial point for the proof 
of correctness. 
If node v handles a request (i.e., rqst holds at v) and it is a root, it can grant the 
request (Action 6). That is, it sets its Direction to Grant. A non-root node which is 
forwarding a request, can forward a grant, provided that its parent satisfies the following 
conditions (Action 7): 
1. the node is forwarding the same request (i.e., the parent and v have equal values in 
their Request variable); and 
2. it has received the request from u (i.e., the parent’s From variable is U’S Id); and 
3. node n has sent the request to its parent (i.e., v’s To is the Id of its Parent); and 
4. the parent is forwarding the grant (i.e., the Direction in the Parent is Grant). 
Note that Condition rqst holds at node v as long as it handles the request of its 
neighbor u and u.Direction = Ask. As soon as node u changes its direction to Grant, 
Condition rqst(u) is falsified (until it starts handling another request). In this case 
node v first resets its request related variables thus satisfying Condition rqst’ (Action 3). 
A node whose request has been granted (Action 8) joins the tree by setting its Root to 
the tree root, its Parent to its neighbor from which it read the grant and its Distance 
to be one more than that of its parent. In addition it resets its request variables to 1. 
4. Correctness 
In this section we prove that the code of Fig. 1 is a self-stabilizing implementation 
of a spanning tree algorithm in a dynamic network environment. That is, if at some 
time to faults and topological changes cease, then eventually the parent pointers define 
a spanning tree at each connected component of the network. Henceforth, we assume 
without loss of generality that after time to the network of interest consists of one 
connected component. All the claims in the sequel can be proved for each connected 
component separately. 
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Before dwelling on the details let us describe the structure of the proof. The proof 
argues about runs of the system in which there are no failures or topological changes. 
Starting in state sa the system behavior is modeled by a run which is an infinite 
sequence qonoq1n1 . of alternating states and atomic operations, such that qo = SO. 
Each atomic operation ni is either a local step, or a read of shared-memory, or a write 
of a shared-memory, of one processor in the system. Each state includes a complete 
description of all the variables in all the processors of the system. State qi+l is the state 
of the system after applying operation rri to state qt. The sequence keeps the causal 
order of an actual execution which has concurrent actions of processors which are far 
away from each other (whereas neighboring processors take atomic actions regarding 
shared variables one at a time). 
We assume a fairness assumption that every non-faulty processor is scheduled to 
take a step infinitely often in the system. 
Assume that following the last failure or topological change the system is placed 
in an arbitrary global state, so. We proceed by proving that following global state 
SO the system must progress through a sequence of global states that contains a 
subsequence sI,s2,. . ,s7 such that in each of these states an additional global and 
stuhle property holds until in state s7 the desired spanning tree property stably 
holds. The set of stable properties starting at the points SO, sl ,s2, s-i,. , ST and holding 
thereafter in the suffix subsequence starting at these points is correspondingly as 
follows: 
1. By assumption, there are no faults or topological changes in any suffix of a run 
starting with so. 
2. Starting with global state sl: the internal copies and the echo copies, that each node 
has of its neighbors shared variables, hold actual values read from these shared 
memory variables in some step which has occurred after SO. 
3. Starting from global state ~2: each node has read, at least once after ~1, its echo 
variable from its neighbors and has found them equal to its own Toggle. That is, 
each neighbor u of every node u read U’S variables into U’S internal variables, updated 
u(v.Toggle), and u has later read the echo variable of u and found that it is equal 
to its own Toggle variable. 
4. Starting from global state ~3: for any node v in any state that immediately precedes 
the change of state by node v, all the internal copies of C’S variables at its neighbors 
have the same value as in v. (see Lemma 4.2). That is, at the time that c changes 
the value of any of its state variables from old to new, the value of the internal 
copy of this variable in each of its neighbors is old. 
5. Starting with global state s4: all the Id type variables (e.g. Id, Root, Parent, From, 
and To) in the system hold identities of actual nodes in the network, i.e., there are 
no false Ids in the network. 
6. Starting with global state ss: the largest identity in the network, Y, is the root of at 
least node r. 
7. Starting with global state se: there is no cycle of parent pointers among nodes whose 
Root variable equals Y. 
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8. Starting with global state ~7: the parent pointers of nodes whose root is Y constitute 
a spanning tree of the network. That is, all the nodes are included in the tree of r. 
In global state SO the adversary may place arbitrary values in the memory of some 
processors, and the topology has stabilized (the edge lists reflect the actual topology). 
The second and third stable properties above capture the fact that starting from any 
global state SO a state s2 is eventually reached in which the copies (both internal copies, 
and echo variables) of all the values used in the guards evaluation or in commands 
execution were actually read from registers in the shared-memory. This means that no 
new “fake” (made up by the adversary) values can be introduced by the algorithm, 
however old fake values may be still propagating around. 
The fourth stable property above is used to prove the crucial property, that the 
number of such fake values decreases. 
Let us start arguing the correctness: 
Lemma 4.1. In any run a of the system that starts in state SO (as defined above) 
there are states sl,s2 such that CI = so/3sl ys26 and 
1. The following stable property holds in any state q in slys26: for every node, the 
values in the internal and in the echo variables of the node’s shared-memory were 
read from the neighbors memories in a read operation in u. 
2. The following stable property holds in any state q in ~6: for every node v, the 
value v last read from each neighbor u’s echo variable, i.e., u(v.Toggle), is a value 
that was read by u after ~1. (Notice the handshake implied in the second part of 
the lemma: operations of both v and u are referred to.) 
Proof. The lemma follows directly from the fairness assumption (each process be- 
ing scheduled infinitely often) and from the fact that every processor infinitely often 
reads all the shared variables of its neighbors and updates the corresponding echo 
variables. 0 
Although all the values used in any computation in the guards and in the actions 
have been actually read from some shared-memory variable, there could be some old 
contaminated value moving around. The next part of the proof, established by the 
following lemmas, shows that these values are also doomed to disappear. 
Lemma 4.2. Let sax be a run of the system starting in state s2 that satisjies the 
conditions of Lemma 4.1. Then, there is a state s3 and a bounded length run fragment 
p such that a = Bs3y, and the following holds: 
If qjnjqj+l is in y such that nj is a change of state variables of some process v 
then, Vu neighbor of v the following condition holds in state qj: 
Neighbor Agreement: 
u(v.Toggle)=v.Toggle and for every state variable v.Var of v the internal copy 
u(v.Var) equals v.Var. 
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Proof. If processors stop changing their state variables a bounded number of steps 
after ~2, then the lemma trivially holds. Otherwise, let fl be any run fragment in which 
each processor either stopped changing its state variables and all its neighbors agree 
with it on their value, or has changed its state variables at least three times. 
The lemma follows from the correctness of an alternating bit protocol that uses a 
three value toggle bit over a bidirectional link whose total capacity (in both directions) 
is 2 121. In the analogy, the echo variable is the acknowledgement and together with 
the internal copy at node u is the capacity of the link. This is the crux of the proof, 
but nevertheless, herein we give a complete proof. 
Assume to the contrary that in state qj there is a processor u neighbor of 21 such that 
u(c.Toggle) # c.Toggle. By the definition of 8, r has changed its state at least three 
times in /I. By the code, the following subsequence of steps, taken by V, is repeated 
three times before n,: (1) u reads the shared memory of all its neighbors, including U, 
(2) L’ assigns the values of the Toggles read to the corresponding echo variables, 
(3 ) 1; verifies that the echo of u’s toggle, which it read in ( 1) from each of its neighbors 
(e.g. u(v.Toggle)), equals the actual value of v.Toggle. 
Assume that in step 711’ node u changes its toggle from i to (i - 2)mod3, then it 
must have found the value of u(u.Toggle) that it last read in rcryd (resulting in state 
s,., vPadi~) equal to u.Toggle=i. Since the value of r.Toggle does not change between 
SC ryd-t- and q,, the following holds: u(c.Toggle) = c.Toggle in state syd+. (Otherwise 
node 2; would not have changed the content of its state variables.) Thus the only way 
in which the lemma is falsified for u(u.Toggle) in state q, is if in state SF?‘+ node u 
holds a different value of u.Toggle in an internal variable. This internal value has not 
yet been posted in u(v.Toggle) in s,, J”~+ but is posted in qi. Let this different value 
be z. Thus the chronological subsequence of steps given in Table 1 must have taken 
place. 
By the definition of /I, v has changed its state variables at least three times after 
~‘2 and before q,. Let the last two changes of state variables in I‘ that precede rc, be 
~l.,_L, and x~,_,. Before each such state variables change L’ reads u(v.Toggle) at least 
once. Let the last such read before each state variables change be rr:Fff, and rc:F:’ 
respectively. That is, we consider the subsequence of events given in Table 2. 
Note that there are no other changes of state variables in node c’ in between TI,, 1 
and 7ci. 
Table 1 
Operation Value in 
tl.Toggle 
Value in u’s 
internal copy 
of c .Toggle 
Value In 
u’s echo 
u(r.Toggle) 
r[Yd: c reads u(t‘.Toggle)=i ‘,l 
7[,1: u(c.Toggle):=z 
n,: c.Toggle:=(i-2) 
i -’ I 
i 2 I-z 
i-(i-2) z 
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Table 2 
Operation Value in 
11. Toggle 
Value in u’s 
internal copy 
of v.Toggle 
Value in 
u’s echo 
u(U.Toggle) 
nLle$: u reads u(u.Toggle) = (i - 2) (i-2) (i-2) 
xv,_*: v.Toggle:=(i- 1) (i-2)+(i- 1) 
z~~~~: u reads u(v.Toggle)=(i- 1) (i- 1) (i-l) 
K,~_~: t’.Toggle:=i (i- l)-+i 
nLyd: D reads u(v.Toggle) = i i z i 
n,: u(u.Toggle):=z i z i+z 
Ejj: v.Toggle:=(i-2) i+(i-2) z 
Table 3 
Operation Value in 
u.Toggle 
Value in u’s 
internal copy 
Of V.Toggle 
Value in 
u’s echo 
u(u.Toggle) 
=4 read: u reads v.Toggle=i i i 
z:~~$: u reads u(u.Toggle) = (i - 2) (i-2) (i-2) 
H”,+~: v.Toggle:=(i- 1) (i-2)+(i-1) 
xLIeTf: v reads u(u.Toggle) = (i - 1) (i-l) (i- 1) 
% read: u reads t’ Toggle = 2 z z 
Ran_, : v.Toggle := i (i- l)+i 
nLyd: u reads u(v.Toggle) = i i z i 
xU: u(u.Toggle):=z i z i+z 
Zjti: u.Toggle:=(i -2) i-+(i-2) z z 
Consider the last two times that u has read v.Toggle before rr:y”, denoted by rrTd 
and Pad In the earlier one, reread % . % ’ u must have read u.Toggle = i and in the later one, 
q”,:‘, u must have read v.Toggle =.a. Since z # i we have the following fact: 
Fl : n:yd is before r~,~_, (because after that the value of u.Toggle is i). 
Note that rcFd is before nFd. Thus 
F2: rcLpd must be before r~,~_, (because only before rc,,_, does v.Toggle = i and after 
it v.Toggle#i (until rrOz_,); indeed u.Toggle=i also after n,_,, but this is already 
after ?I::~, according to Fact Fl, while rc:yd is before 7~:;~). 
In Table 3 rt:yd is placed in the latest place permitted according to Fact Fl. Note 
that it can be placed in an earlier time. 
By Fact Fl, in n,,_, , node u must be holding the value z (in an internal variable). 
By Fact F2, in rr,,_, and in rc:~~~, node u must also hold (either in an internal variable 
or in the echo variable) the value i. However, at 7-c:~~~ the echo variable at u has been 
equal to (i - 1). Since the echo variable is not copied to the internal one (while the 
internal variable may be copied to the echo variable) the value i must have been held 
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in the internal variable at n,,_, Thus, during nU,_, the same internal variable at u holds 
two different values, which is impossible. 
Thus in state q,, ~(u.Toggle)=u.Toggle and this value has been read by u from 
v.Toggle after z,~_, Hence the internal variables u(v.Var) (read at the same time as 
u(u.Toggle)) equal u.Var in every state that follows 7~::~ up to and incl- 
uding q,. CI 
Corollary 4.3. Let IC,U be the last time u read the variables of its neighbor u before 
step nj as dejned in Lemma 4.2. Then Neighbor Agreement (Lemma 4.2) holds just 
qfter n,U as well. 
Proof. The corollary follows from the observation that u may take Step 7tj immediately 
after Step z,U. Thus, if a case where the corollary does not hold exists, one could show 
a schedule for which Lemma 4.2 does not hold. 2 
The next three lemmas prove that eventually the following stable property holds: r’,, 
the largest identity in the network, is the largest Root value in the network. 
Definition 4.4. We define Y branch, r grant interval, and r request interval in the 
system in a state s as follows: 
r branch: a maximal path of nodes (~1, ~2,. , uh} such that there exists a node t’h+I 
(possibly the same as vh) and for each i, 1 <i<h, the following holds: U; .Root = 
r., u, . Parent = Ui+l . Id, and Condition st holds at vi. 
r request interval: a path of nodes { Uj, Uj_+l , . . , q+l} that is contained in an r branch 
such that for each i, 0 <id I, the following holds: Vj+i. Request = p for some 
identity p # 1. 
r grant interval: (A) a maximal r request interval {tij, Uj+l, . , t++,} such that there 
exists j < k < j + 1, such that either (A.l) each node Vi, i 3 k, has its vi. Direction = 
Grant and if k>j then vk.From=tik-,.ld, or such that (A.2) ++/(Uj+/.Parent. 
Direction) = Grant, and Uj+l(uj+i. Parent. From) = u,+l . Id. (B) Any subpath that 
is included in a grant interval is also a grant interval. 
The child end of an interval or a branch: a prefix of the interval or the branch. 
The parent end of an interval or a branch: a suffix of the interval or the branch. 
Note that in one branch one can place several grant intervals. Note also that there 
are two ways for a part of a request interval to be a maximal grant interval. One 
is by having its last nodes (i.e., the parent side) forward a grant. However, since an 
atomic operation is a single read, it may happen that when a node Ui reads its parent’s 
Direction register the value read is Grant, and then the parent has changed the contents 
of its Direction before the child has made its next move. Since the child may still 
act based on the old value, we still call this interval a grant interval. (The internal 
variable may also contain the value Grant because of an initial assignment by the 
adversary.) 
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We now consider a major obstacle with which self-stabilizing algorithm needs to 
cope. This is the notion of false values that are allowed in self-stabilizing systems. 
Definition 4.5. A value r- is a false root in state s if in state s there does not exist 
a node u such that u. Id = rf but there exists a node v, such that either 
1. v.Root=rf; or 
2. some other node w has an internal copy w(v. Root) = rf. 
Definition 4.5 is an especially easy to solve case of the following. 
Definition 4.6. A value f is a false-tree in state s if in state s there exists a node u 
such that v. Root = f and there does not exist an f branch that includes v, and that f 
is its last node (at the parent end). 
If node v above belongs to an f branch (or an f request interval, or an f grant 
interval) then this f branch (or an f request interval, or an f grant interval) is said 
to be an f branch of the false tree of f (or an r request interval of the false tree of 
f, or an r grant interval of the false tree off ). 
Lemma 4.7. Consider state s1 satisfying Lemma 4.1 and a value r,, then $ r, is not 
a false root in s1 than it cannot be a false root in any state in any run SICI. 
Proof. Follows from the fact that only values that are copied from other variables or 
internal variables are assigned to identity variables (e.g. Root). 0 
Our goal is to prove that eventually there are no false roots or false-trees, and that 
r,,,, the largest identity in the network, becomes the root of itself and of all the other 
nodes. A major obstacle in proving this property is that there might be erroneous grant 
intervals in the network that give nodes the permission to join a false-tree. That is, 
if the r branches were not able to expand into new nodes then the proof would be 
rather simple since the parent end of these erroneous r branches would be continuously 
eroded (by Operation 1). This holds since Condition st does not hold at the node at 
the parent end. However, grant intervals have the property that they may enable the 
addition of new nodes to their r branches at the child end of the interval. Thus, we 
first have to prove that the number of grant intervals of false roots does not grow (even 
though the number of such r branches may grow!) and that eventually the false roots 
grant intervals disappear. The following lemmas establish this fact; that is, eventually 
there are no r grant intervals for any false root. First, Lemma 4.8 shows that no new 
grant interval is formed for a false root. This is the main lemma we use in the proof 
of correctness. 
Lemma 4.8. Let soas3@qjnjqj+lY be any run that starts from so, where nj is an 
operation (and qj, qj+l are states), and state s3 satisfies Lemma 4.2. Then any f 
grant interval of a false root f that exists in state qj+l existed also in qi. 
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Proof. We consider all possible operations Xj. Each ni taken by some node v may be 
either one of the following: 
1. a copy by L’ of a variable of a neighbor of v into an internal variable, or 
2. the assignment of the internal copy of a Toggle variable into an echo variable, or 
3. an atomic execution of one guarded command in the code of Fig. 1 using the 
values in v’s internal copies to evaluate the guards and compute the values to be 
assigned. This includes the check that v’s Toggle equals u(c.Toggle) for every 
neighbor u. 
For each possible operation we show that if it results in a grant interval in state q,_+ I
then this grant interval must have existed also in state q,. 
xi is a read from a neighbor U: The change of an internal variable at L’ may effect 
the existence of a grant interval by either causing Condition st(v) to become true thus 
making ZJ a part of a branch and a grant interval, or by causing Condition (A.2) in 
Definition 4.4 to be true. In the later case, if ti is a part of a grant interval by Condition 
(A.2) of Definition 4.4 after nj, then tj has been a part of this grant interval before ?I, 
by Condition (A. 1). 
In the former sub-case, Condition st(v) does not hold before the read, but holds after 
the read. Since nj is after ~3, node v has no parent. 
We have established that if So starts to hold after 7r, then v is a root. By the 
definition of Condition st(v) we know that v.Root = c. Id. Since v does exist, it does 
not belong to a grant interval of a false root of v. 
rc, is a copy of an internal copy of a neighbor Toggle variable into an echo variable: 
This operation does not affect variables that are used in the definition of grant intervals 
(Definition 4.4). 
rci is the execution of Operation 1: This can cause grant intervals to cease to exist, 
but not vice versa. 
n, is the execution of Operation 2: Since v has no parent, and since it sets v.Request 
to Ask (and not to Grant) neither Condition (A.l) nor Condition (A.2) of 
Definition 4.4 can become true (and part (B) of that definition does not hold either). 
rc, is the execution of Operation 3: This case is similar to that of Operation 1. 
rc, is the execution of Operation 4: If v is not a part of a grant interval in state q.,+, 
then the lemma holds. Similarly, the lemma holds trivially for each grant interval that 
node v is a part of in both states qj and in qj+t. Thus, assume that there is a grant 
interval that includes v in state qj+i, but did not include v in state q,. 
Note that in Operation 4 node v assigns the value Ask (and not Grant) to its 
Direction variable. Thus, for v to be a part of a grant interval in state qi. 1 
either (1) v(c.Parent.From)=v.Id (a grant interval according to Condition (A.2) 01 
Definition 4.4) or (2) v.Parent.From = v.ld and c.Parent.Request = tl.Request (a. 
grant interval according to Condition (A.l) of Definition 4.4; see the definition of a 
request interval for the value of v.Parent .Request in this case). 
If (1) holds then v does not perform Operation 4. Thus, it remains to show that 
neither does (2) hold by proving that in state qj+r either v.Parent .From # v.ld o‘r 
v.Parent.Request # v.Request. To prove this, let us assume the converse. 
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Let w be the value of v.Parent in state qj. By the definition of s3 (as being after 
sz), all the internal copies in v of the form v(w.Var) in state qj were actually read 
from node w. Let rc, (starting in state s, and resulting in state s,+i) be the last such 
read operation in asjp where u copies the variables of u.Parent before state qj. By 
the algorithm (and the definition of n,) the current operation rtj is the first action 
(among operations 1-S) v takes after rr,. This means that no state variable of v (i.e., 
of the form v.Var) changes its value between rr, and qj. (internal and echo variables 
of neighbors other than u. Parent in u may have changed their values.) In particular, 
v. Parent has the same value w in state sr and state qj+i, as well as in all the states 
that are between these two in the run. Thus, we may speak of w and of the value of 
v. Parent interchangeably, without specifying the state. 
Since rc, is the last time v read w before 7tj, we know that w.From # u. Id at rcY, 
otherwise Zj could not have been Operation 4. However, we assumed that at qj+i the 
value of w. From is u. Id. Thus there exists an operation rrn, (that is later than rc, but 
earlier than Xj) where w assigned the value v. Id to the variable w.From. 
On the other hand, recall that by the definition of s3 (and by Corollary 4.3) the 
values of w’s internal copies (of u’s state variables) at zn, are the values of u’s state 
variables at that time. In particular, the value of w(v.Request) at n,. is the value of 
u.Request at that time. Since v does not change that value until rtj, then, by the guard 
of Operation 4 the value of u.Request and thus of w(u.Request) is 1. (Otherwise u 
does not perform Operation 4: note that for fist to hold while st does not, the following 
must hold: v.Request = 1.) 
We claim that the value of w(v.Request) is still _L at rc,. This is clearly true 
if w does not read v’s variables again between IZ, and 7tw. Recall again that the 
values of v’s state variables do not change between these two operations. Thus, even 
if w does read v’s variables again in this interval, it still finds the value _L in 
v. Request. 
We established that w assigns the value u.ld to w.From at TC, although the value 
of w(v.Request) is _L at that time. This contradicts the guards in the algorithm that 
control the assignment of values to w. Request. 
Zj is the execution of Operation 5: This case is similar to that of Operation 4. 
rtj is the execution of Operation 6: If this operation takes place, then v does not 
belong to a grant interval of a false tree. (In qj+t the following holds: u. Root = v. Id.) 
Zj is the execution of Operation 7: This case is similar to the case of a read 
operation from a parent. 
rtj is the execution of Operation 8: Note that in Operation 8 node v sets v.Request 
to 1. Thus, u is not a part of a request interval. 
Lemma 4.9. Let I-,,, be the largest node Id in the network in state ~1. Then in any 
su$ticiently long run S~CIS~ the cardinality of the set of false roots {r”lF>r,} is mono- 
tonically decreasing until a state s4 is reached such that at any state in any run s& 
there are no false roots greater than r,,,. 
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Proof. Let ~1 J-F-Z > . >rh, be the list of false root Ids that are larger than r, at state 
sl, and let sr tl be any infinite run starting from st We show that there is a sequence 
of states s’ s2 4, 4,. . . ,st = s4 that is a subsequence of a and in the suffix of M starting at 
state si, 1 <i <h, no Root variable has the value r,. By Lemma 4.7 if there are false 
roots that are larger than r, then YI is well defined. The number of YI grant intervals 
in state SI is bounded, and by Lemma 4.8 any rl grant interval in a later state, existed 
already in sr. Since rl is the largest value in the network, a node that changes its 
Root to t-1 because of an rl grant interval, would change its Root from t-1 to some 
other value only if the next node v (towards the parent side) on that grant interval has 
changed its Root as well. This means that all the r1 grant intervals that start (on the 
child side) with z’ can be accounted (together) only once for an extension of a branch 
by one node. Consider an rl branch with 1 nodes in state sg, it, therefore, can extend 
into at most 1 new nodes in c( (actually, a more careful argument shows that it can 
extend into at most 1 new node). 
On the other hand, at the parent of the rl branch there must be a node w such 
that w. Parent. Id .# rl, since node rI does not exist. Node w certainly resets its Root 
variable in a finite number of steps after sr (in at most 2 loops of node M/ through the 
algorithm), since once w reads the registers of its neighbors neither Condition it nor 
,frst will hold at w. 
All together, in a bounded number of steps taken after the network is in state $1, all 
the nodes along any rl branch similarly reset their Root variable. Let the state reached 
at that point be .Y:. At that state all r2 grant intervals may have already disappeared 
too. Let r,2 be the largest remaining false root. The above argument (used above tcl 
show that rl eventually disappears) also shows that eventually riz disappears. This is 
inductively repeated until no more false roots remain. 0 
Corollary 4.10. Let r, be the node with the largest Id in the network. Then eventually! 
a state sg is reached where r, is a root and there is no larger Root variable in the 
network. 
Lemma 4.11. Let r,,, be the highest Id of a node in the network. Eventually thert> 
are no r branches for the false tree qf r,. 
Proof. Consider the suffix of the run where r is the highest identity. Nodes cannot 
leave the correct tree (rooted in r,,,) in this suffix. Thus, a part of the correct tree 
cannot be disconnected and become a false tree of r. The rest of the proof is similar 
to the proof of Lemma 4.9. q 
Let us now prove that a tree rooted at r,,, eventually spans the network. 
Lemma 4.12. For any node Vi in an r,,, branch {q,v2,. . . ,uh} with vh .Id =r, and 
Vh. Distance = 0, the Root, Parent and the Distance variables do no change in any run 
x starting from sg. 
222 Y. Afek et al. I Theoretical Computer Science 186 (1997) 199-229 
Proof. Straightforward from the code and the definition of ~5. q 
Lemma 4.13. Eventually a state s,j is reached such that there are no cycles in any 
r, branch. 
Proof (By way of contradiction). Consider a run CI that starts from state ~5. If there is 
a cycle then either it is a cycle in state s5 or it is created in some state in c( after 9. 
If there is a cyclic branch in state ~5, then in a bounded number of steps at least one 
node, v, on the cycle, will observe that its v.Distance + 1 # u. Parent.Distance. Thus, 
node u will reset its variables and will break the cycle. So the cycle must be created 
after the network is in state ~5. 
By the definition of an r branch each node on it has at most one parent. Thus the 
only way to create a cycle is for the last node on it (the one with no parent) to adopt 
another node on the branch as a parent, while maintaining the identity r as the Root. 
This is not possible by the definition of s5 and by the part of the code that selects 
a parent. Cl 
Definition 4.14. A correct tree is a tree defined by the Parent relation, such that its 
root r is the node with the largest identity, and for every node v in the tree Condition 
st holds and the value of the internal variables in v (that are used for computing 
Condition st) is the same as the value of their original state variables. 
Lemma 4.15. A correct tree exists in the network in every state of any run that 
starts from some state se. 
Proof. Follows from Corollary 4.10 and Lemma 4.13. 0 
Lemma 4.16. In any injinite run sga there exists a state s; in which every node that 
is not in a correct tree, but is a neighbor of a node in a correct tree (f such exists), 
has its Request equal to r, (the largest node Id in the network), its Direction to ask, 
and its To to its neighbor (which is in the correct tree). 
Proof. Consider such a node v after reaching sg and after the condition described in 
Lemma 4.11 starts to hold (i.e., no more false trees). If it is not a root then either 
its Root is that of the correct tree, or its Root is smaller than r,. In the second case 
clearly Condition st does not hold at v. (At least it stops to be true when v reads the 
variables of its neighbors). In the first case, by Lemma 4.11 if Condition st does hold 
for it, then by the fairness assumption it will eventually join the correct tree by reading 
its neighbors. Thus Condition st eventually does not hold for it in both cases, and it 
must become a root. Then, the algorithm dictates that it makes a request to join the 
neighboring tree with the largest Root value, which by the assumption is the correct 
tree. 0 
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Definition 4.17. An Id v#I in the Request variable of a node u in the correct tree 
is called a correct request if 
l node u is in a request interval that starts at a node w (in the correct tree) that is 
a neighbor of node v, and 
l G’S request variable is equal to v, and 
l U’S Direction variable contains an Ask, and 
l c is a root, and 
l t>.To=w. 
Lemma 4.18. In any injinite run S&U there exists a state st such that r=/L&‘s und 
the jtillowing holds for every state in ‘J: all the Ids in the Request registers (tf’ the 
nodes in the correct tree are correct requests. 
Proof. Consider the Id p in a Request register of a node v in the correct tree in state 
.$ that is not a correct request, and consider the request interval to which this node 
belongs. 
First consider the case that in every two consecutive states sj,sj+r in x the interval 
in s,+r does not contain any node not belonging to the interval in s.i. (More formally, 
this is the case where v belongs to request intervals of some incorrect request p both 
in s, and in s,+r and the interval in sj+r does not include a node that does not belong 
to the interval in state s,; Since there exists an obvious one to one mapping between 
these two intervals we treat them henceforth as one interval that changes in time.) 
Clearly, Condition rqst does not hold at the first node on the child end of this interval. 
Thus that node will reset all the variables that are related to the request (operation 3). 
Note that the request is copied only from a child to its parent, and not vice versa. 
Thus, a repeated procedure of reset will eventually cause this interval to disappear. 
Now consider the case that the interval expands to new nodes. By Lemmas 4.12 
and 4.13 and the fact that the interval may expand only from a node to its parent the 
request interval can expand only into a finite number of nodes. Now consider a state 
after which that interval no longer expands. The argument for the previous case now 
shows that this request interval eventually disappears in this case too. 0 
Lemma 4.19. Zf in the su#ix of a run after s6 the correct tree does not span thr 
entire network then in bounded number ojSsteps the tree size will grow. 
Proof. By Lemma 4.16 every neighbor v of the correct tree will eventually set its 
request variables (Action 4) requesting to join the correct tree. By Lemma 4.18 in- 
correct requests will disappear making way for correct requests. By Actions 4 and 5 
in the code a request interval will expand from a requesting node v over a path of 
parent links in the direction of the root, and eventually (by Lemma 4.12) there must 
be a branch from some node v not on the correct tree to the root of the correct tree. 
Since this is a correct request, then by Action 6 and 7 in the code this will eventually 
cause a grant interval to reach v, and v will join the correct tree. L1 
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Lemma 4.20. Eventually a correct tree spans the network. 
Proof. Follows from Lemmas 4.19 and 4.12. Cl 
Theorem 4.21. In a bounded amount of time after SO the following conditions hold: 
Convergence: The network is spanned by a correct tree. 
Termination: Condition st is true, and remains so, at all the nodes. 
Proof. Follows from Lemmas 4.20, 4.18 and 4.12. 0 
5. Applications as modular extensions 
One motivation for the construction of the above algorithm is the possibility to use 
it as a modular component in other algorithms. Exact composition of self-stabilizing 
tasks is described in [39] (where composition based on combining protocols which 
use independent variables is put forth); this method can be employed to construct 
algorithms on top of the spanning tree procedure in a modular way, as will be shown 
below. 
One example is solving the famous token passing problem: Once a spanning-tree 
protocol is constructed we can achieve mutual exclusion by token passing along a vir- 
tual ring embedded in a DFS traversal on the tree. (This idea was independently 
suggested in [22].) The passing of the token on the virtual ring can use some known 
self-stabilizing ring token passing algorithm, e.g., [2,2 11. 
We can further use our tree to have a self-stabilizing reset procedure, i.e., a procedure 
that translates algorithms designed for static networks to run correctly over dynamic 
(changing topology) networks [ 1, 111. Given a self-stabilizing spanning tree algorithm, 
the construction of a self-stabilizing reset algorithm is simple. 
Katz and Perry [29] suggested a novel self-stabilizing general protocol extensions 
based on a snapshot collected at a leader. A generalization of their self-stabilizing snap- 
shot can be achieved for the case that no leader is known in advance, which implies 
in turn that general protocols can be self-stabilized even on a dynamic network. In ad- 
dition, a spanning tree can also be used to improve the complexity of the procedure 
in [29]. 
Let us present here one extension of our algorithm in more details; this extension 
may be of interest by itself. This is the task of breaking symmetry and constructing 
a rooted spanning tree in an anonymous network. In fact, after this extension was 
suggested in the preceding version of this paper, several algorithms to perform this 
task were developed, e.g. [6,7]. Another modular construction was independently used 
in [23]. Henceforth, we assume that nodes do not have unique identities and hence 
need to rely on randomization to break symmetry. 
The main idea of the randomized extension is as follows: We would like to run the 
algorithm described in the previous section. In order to supply the anonymous nodes 
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with IDS we give each 2 log IZ bits, which are randomly flipped to select a random ID as 
in, e.g., [5,36], where n is now a bound on the number of nodes. Even when chosen 
at random (let alone by the adversary) it is still possible (with exponentially small 
probability) that the largest ID selected is not unique, i.e., is selected by more than 
one node. Therefore, we add a self-stabilizing procedure that runs on top of our self- 
stabilizing spanning tree algorithm and which guarantees to eventually (exponentially 
fast) detect the case in which there are two or more trees with the same highest ID 
value. If such is detected then the algorithm starts all over again by each node selecting 
a new random ID, and performing Operation 1 in our code. In what follows we outline 
the procedure that detects the case in which there are two or more trees with the same 
highest ID. Note that node 2‘ selects a new ID if either condition JLst does not hold 
at L’ or if condition st holds at L‘ and ti is a root that detected the existence of another 
neighboring tree with the same identity. 
The verification of uniqueness of the root identity is carried out by each root repeat- 
edly “coloring” with a random color, and “uncoloring” its tree. If one of its descendants 
observes a neighboring node that was believed to belong to the same tree but is col- 
ored with a different color, then the alarm is set since a collision of IDS is detected. 
On the other hand, if all the nodes of the tree always observe their neighbors colored 
with the same color as they are colored with, then with a probability that approaches I 
exponentially fast, this tree, and its root identity, are unique. 
For the sake of completeness, let us elaborate more on the method by which a tree 
checks whether some other neighboring tree root has the same identity. Each tree root 
periodically initiates a “coloring” phase, in which every node in the tree is “colored” by 
a color taken at random from the set (0, I}. The coloring is then used by neighboring 
nodes, w and L‘, to detect whether they belong to the same tree, in which case they both 
have the same color in every coloring phase. If each of w and u belongs to a different 
tree, but with the same tree root identity, then with probability 1 (in a process that 
converges exponentially fast) w and v are colored with different colors at some point 
in time, since the roots repeat this random procedure to infinity. 
The coloring is performed by a self-stabilizing broadcast and echo on the tree (see 
[ 19,371). Every two phases of coloring are separated by a phase of broadcast and 
echo of a “reset” color, called NoColor. The “no-coloring” step ensures that nodes 
compare colors of the same phase. Otherwise, because of the asynchronous nature of 
the network, it could have happened that one node, c, in a tree is still colored by 
one color, c, while another node, w, in the same tree is already colored by a “new” 
color that may be different than c. Nodes M; and 2; could have (in this case) considered 
themselves belonging to two different trees with the same root identity. We prevent 
that by using the NoColor phase, mentioned above. 
The implementation of the coloring phases builds upon the same self-stabilizing 
techniques as we have developed in the spanning tree algorithm of Section 3. For 
that implementation each node v has the following additional variables whose usage 
is explained in the sequel: v.Color, r.Broadcast, v.collision, and c.Compare(u) for 
each neighbor U. A root Y starts a coloring phase whenever Condition st becomes 
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true at Y, or when Condition st holds and its previous coloring terminated, that is, the 
variable r. Broadcast = Echo. Furthermore, its previous coloring had to terminate suc- 
cessfully, i.e., with variable r.collision = False (no different tree with the same identity 
was found). 
When starting a coloring phase root Y first selects the new color as follows: If it is 
colored. (r. Color # NoColor), then Y needs to reset the tree color by assigning NoColor 
to r.Color. Otherwise, (r.Color= NoColor) node r assigns a random bit to r.Color. 
Then Y assigns Wave to r.Broadcast to signal that the value of r.Color should be 
adopted by Y’S children. When any node adopts a new color it also resets r.Compare(x) 
to Undefined for every neighbor x, and it reset r.collision to False. This will enable 
the comparison of each node color and the colors of its neighbors. 
Consider a node 2: such that st(v) = true, and whose parent w is broadcasting color c. 
One legal state for v is to be broadcasting color c. Another is to be echoing color c. 
That is: v.Color = c = w. Color, v. Broadcast = Echo. However, for the latter state to be 
legal each child u of v (if such exists) must be echoing c as well, i.e., u.Color =c 
and U. Broadcast = Echo. If u is neither broadcasting color c nor echoing this color 
when it notices that its parent is broadcasting c then v starts broadcasting c, resets 
v.Compare(x) to Undefined for every neighbor x, and resets v.collision to False. 
Whenever u is broadcasting c it also checks the colors of each of its neighbors. 
That is, if u’s color is not NoColor and v.Compare(u)= Undefined then v sets 
v.Compare(u) to u.Color. 
For a node v to start echoing c it waits for the following conditions (Condition 
Echo) to hold: 
l All v’s children (if such exist) are echoing c. 
l Node v’s parent is broadcasting c. (Otherwise there is no more broadcast to converge, 
and v resets its coloring related variables.) 
l If u’s color is different from NoColor then it also waits that each of its neighbors x 
has noticed v’s color. That is, x.Compare(v) = u.Color. 
l Similarly, if v’s color is different than NoColor then it waits until it has noticed the 
color of each of its neighbors x. That is, v waits until v.Compare(x) # Undefined. 
To avoid deadlocks, if v.Color= NoColor then v does not wait to have its color 
noticed by its neighbors. Similarly node u does not wait to notice its neighbors’ 
colors. 
When Condition Echo holds (together with Condition st) node v starts echoing c. 
In addition, if any child x of v detects a neighboring tree with the same identity 
but a different color (x.collision =True) or v itself detects a collision then v sets 
v.collision to True. Node v detects a collision if when it starts echoing there is 
a neighbor u such that v.Compare(u) is defined and v.Compare(u)#v.Color# 
NoColor. 
Finally, if a root r is echoing a value c and another tree with the same identity 
was detected (~.collision = True) then Y restarts the algorithm: it resets all its variables 
and randomly chooses another identity. This will cause condition st to fail at all the 
neighbors of Y in the tree, and inductively at all the other nodes in its tree. This will 
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restart the algorithm at these nodes. Any node that detects that condition st is violated, 
redraws a new id in the range [l,...,n’]. 
The method thus described satisfies the following Claim whose proof is not included: 
Claim 1. The spanning tree algorithm for anonymous networks described above eren- 
tually satisjes the following properties: 
Convergence: The network is spanned h)) a correct tree. 
Termination: Condition st holds f&ever at all the nodes. 
By standard methods, (Claim 10 in [5]) the algorithm takes expected 0( 1) phases of 
drawing new identities, and the time of each phase might be O(n*) (the time necessary 
to construct a tree) and only expected O(n) time to detect collisions. 
We remark that if a bound on the network’s size is not known but the 1D register is 
(necessarily) of infinite size, a procedure like the above is still possible. In this case, 
each time a collision is detected between two highest value IDS, the different colors 
used to detect the collision are appended to the IDS thus forming new IDS that are 
guaranteed to be different. In this model the adversary is constrained to access (and 
corrupt) any finite prefix of the registers, while the algorithm is capable of accessing 
the prefix plus O(n) additional bits of the register in one step. In the worst case the 
algorithm adds, on top of the bits set by the adversary, n additional bits (since n is 
the worst-case bound on the potential number of node ID collisions). This scheme is 
expected to repeat the basic spanning-tree algorithm O(logn) times before it stabilizes 
(this holds with very high probability as well). Note that the advantage of this is that 
a bound on the network size is not necessary, but it comes for the price of unbounded 
size registers. 
6. Conclusions 
We have introduced and presented the local detection paradigm for self-stabilization 
(later called by [ 161 “local checking”), as well as examples for its application to derive 
new spanning tree algorithms and applications thereof. The main example is the self- 
stabilizing protocol for constructing a spanning tree (and derived tasks, e.g., reset) in 
a general topology network that does not have a pre-specified leader. Using this tree 
other tasks can be easily performed, such as, reset, topology update, and transformation 
of protocols to be self-stabilizing. 
We presented our algorithm with read/write atomicity and designed “local agree- 
ment” procedures for neighboring nodes to agree. Our network model combined dy- 
namically changing topology and memory faults. 
Following the initial proceedings version of this paper [4] additional related works 
have has been carried out; some of which were motivated by this work. In [7,23] 
algorithms with better time complexity are presented, in particular an optimal expected 
time randomized algorithm for the case that a polynomial bound on the diameter is 
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known is presented in [23]. It is not hard to check that our quiescence time complexity 
is 0(n2), where 12 is the size of the network (not available to the nodes). [12] used 
the local detection paradigm to achieve a (O(diameter)) time and worst case O(log’ n) 
message size self-stabilizing reset and self-stabilizing synchronizer, however, the reset 
algorithm requires an a priori bound on the diameter (although the time complexity 
is not a function of this bound but rather the actual network parameters). In [6] an 
O(diameter) time algorithms are presented that do not require such a bound. Novel 
recursive methods that in particular employ clever applications of our technique enable 
reduction of the space requirements for self-stabilizing protocols in the recent body of 
work (see [13,28]). 
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