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Abstract
This paper mainly contains two parts. In the first part, we will give another characteriza-
tion of Hardy spaces of the Homogeneous type with a kernel on the real line for 0 < p ≤ 1.
In the second part of this paper, a study for the Hardy spaces associated with the One-
Dimensional Dunkl Transform will be studied by the tools which is developed in the first
part. The usual analytic function is replaced by the λ-analytic function which is based
upon the λ-Cauchy-Riemann equations: Dxu − ∂yv = 0, ∂yu + Dxv = 0. Dx is the Dunkl
operator:Dxf(x) = f
′(x) + λ
x
[f(x)− f(−x)].
As a result, the Real-Variable for the theory of the associated Complex-Hardy Spaces
Hpλ(R
2
+) for (2λ/2λ + 1 < p ≤ 1) λ > 0 could be obtained.
2000 MS Classification:
Key Words and Phrases: Hardy spaces, Dunkl transform, Dunkl setting, Homogeneous
Kernel, Homogeneous Hardy spaces
1 Introduction
The Hardy Spaces associated with the Hankel transform have been studied by Muckenhoupt
and Stein in [18]. Their starting point is the generalized Cauchy-Riemann equations:
ux − vy = 0, uy + vx +
2λ
x
v = 0
for functions u(x, y), v(x, y) on the domain {(x, y) : x > 0, y > 0}.
In [14] the the harmonic analysis associated with the Dunkl operator and the Dunkl transform
on the line R, generalizing the results of [18] to the whole half-plane R2+. For 0 < p < ∞, We
denote by Lpλ(R) the set of measurable functions satisfying ‖f‖Lpλ =
(
cλ
∫
R
|f(x)|p|x|2λdx
)1/p
<∞,
c−1λ = 2
λ+1/2Γ(λ+ 1/2), and p =∞ is the usual L∞(R) space. For λ ≥ 0, The Dunkl operator on
the line is:
Dxf(x) = f
′(x) +
λ
x
[f(x) − f(−x)]
involving a reflection part. The associated Fourier transfrom for the Dunkl setting for f ∈ L1λ(R)
is given by:
(Fλf)(ξ) = cλ
∫
R
f(x)Eλ(−ixξ)|x|
2λdx, ξ ∈ R, f ∈ L1λ(R). (1)
Eλ(−ixξ) is the Dunkl kernel
Eλ(iz) = jλ−1/2(z) +
iz
2λ+ 1
jλ+1/2(z), z ∈ C
∗1
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where jα(z) is the normalized Bessel function
jα(z) = 2
αΓ(α+ 1)
Jα(z)
zα
= Γ(α+ 1)Σ∞n=0
(−1)n(z/2)2n
n!Γ(n+ α+ 1)
.
Since jλ−1/2(z) = cos z, jλ+1/2(z) = z
−1 sin z, it follows that E0(iz) = e
iz, and F0 agrees with the
usual Fourier transform. We assume λ > 0 in what follows. And the associated λ-translation in
Dunkl setting is
τyf(x) = cλ
∫
R
(Fλf)(ξ)E(ixξ)E(iyξ)|ξ|
2λdξ, x, y ∈ R. (2)
The λ-convolution(f ∗λ g)(x) of two appropriate functions f and g on R associated to the λ-
translation τt is defined by
(f ∗λ g)(x) = cλ
∫
R
f(t)τxg(−t)|t|
2λdt.
The "Laplace Equation" associated with the Dunkl setting is given by:
(△λu)(x, y) = 0, with △λ = D
2
x + ∂
2
y . (3)
A C2 function u(x, y) satisfying Formula (3) is λ-harmonic. If u and v are λ-harmonic functions
satisfying λ-Cauchy-Riemann equations:{
Dxu− ∂yv = 0,
∂yu+Dxv = 0
(4)
we say F(z)=F(x,y)=u(x,y)+iv(x,y) is a λ-analytic function. We define the Complex-Hardy Spaces
Hpλ(R
2
+) to be the set of λ-analytic functions F=u+iv on R
2
+ satisfying
‖F‖Hp
λ
(R2+)
= sup
y>0
{
cλ
∫
R
|F (x+ iy)|p|x|2λdx
}1/p
.
Various properties about the λ-subharmonic function, the λ-Poisson integral, the conjugate λ-
Poisson integral, and the associated maximal functions are obtained. The theory of the associated
Complex-Hardy Spaces Hpλ(R
2
+) on the half-plane R
2
+ for p > p0 =
2λ
2λ+1 with λ > 0 extends the
results of Muckenhoupt and Stein about the Hankel transform to a general case and contains a
number of further results in [14]. However, many important properties including the Real-Variable
method in Hpλ(R
2
+) and how to characterize the Real-Hardy Spaces H
p
λ(R) are still unknown in
[14]. In Liao’Doctoral thesis [12], the aera integral for the λ-harmonic function in the Dunkl setting
is given to characterize Hpλ(R) norms and non-tangential convergence:
[S(u)(x)]2 = cλ
∫
Γ(0)
(τx(∆λu
2))(−t, y)y−2λ|t|2λdtdy.
Proposition 1.1. [12] u is an λ-harmonic function on R2+, for 0 < p <∞, u
∗
∇ ∈ L
p
λ if and only
if S(u) ∈ Lpλ, ‖S(u)‖Lpλ ∼ ‖u
∗
∇‖Lpλ
Then some even harder question arise:
Question 1.2. For p0 < p <∞, F (x, y) = u(x, y) + iv(x, y) ∈ H
p
λ(R
2
+), where p0 =
2λ
2λ+1
‖F‖Hpλ(R2+) ∼ ‖u
∗
∇‖Lpλ .
If the question settled, a characterization of the maximal functions inHpλ(R
2
+) could be achieved.
One of our results is that we will prove Question1.2 in Theorem3.11.
In [20], Homogeneous Hardy Spaces with a Kernel are introduced. Let X be a topological
space, ρ is a quasi-distance and µ is a Borel doubling measure on X . Then Hardy Spaces Hp(X)
associated to this type (X, ρ, µ) is investigated in a series of studies. Hp(X) becomes trival when
p is near to 1. Let
F (r, x, f) =
∫
X
K(r, x, y)f(y)dµ(y)/r, f×(x) = sup
r>0
|F (r, x, f)|
where K(r, x, y) is a kind of nonnegative function on X×X enjoying several properties. Uchiyama
showed that for 1 − p > 0 small enough, the maximal function f×(x) can be used to characterize
the atomic Hardy spaces Hp(X).
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Theorem 1.3. [20] ∃p1 with 1 ≥ p1, such that the following inequality holds:
‖f∗γ‖Lp(X,µ) ≤ c1‖f
×
i ‖Lp(X,µ) for p > p1
c1 is a constant depending only on X and p, 1 ≥ γ > 0.
Notice that the Real-Hardy Spaces Hpλ(R) is on the line X = R. Thus we will extend the
Uchiyama’s result in [20] from p1 < p ≤ 1 (for some p1 close to 1) to the range
1
1+γ < p ≤ 1 under
some additional condition X = R.
We then could prove that the Real-Hardy Spaces Hpλ(R) for the range of
1
1+γ < p ≤ 1 is a
kind of Homogeneous Hardy Spaces with a kernel. Many important properties could be obtained
through the theory of the Homogeneous type Hardy Spaces, including the atomic decomposition
and dual spaces of Hpλ(R).
We use the symbol D+ and C+ to denote the Disk D+ = {(x, y) ∈ R2, x2 + y2 < 1, y > 0} and
half plane C+ = {(x, y) ∈ R2 : x > 0, y > 0}. Hardy Space related to the Homogeneous type and
Dunkl setting could also be seen in the following research. In [1] the characterization of H1λ(C
+) of
maximal functions and atomic decomposition could be obtained by the theory in [20]. In [14], the
Complex-Hardy Spaces associated with the Dunkl setting on the Disk Hpλ(D
+) have been studied
for the range of 2λ2λ+1 < p ≤ 1. In [17] the Homogeneous Type Hardy Spaces could be characterized
by atoms for 11+γ < p ≤ 1. In [11] the Real-Variable theory of Homogeneous Hardy Spaces could
be characterized by the Littlewood–Paley function for p ∈ (ω/(ω + η), 1]. In [13], the Real-Hardy
Spaces in high dimension H1λ(R
n) have been studied by using Uchiyama’s result in [20].
The following the the main structure of this paper:
b. Summary of Chapter I.
In Chapter I, we will introduce first the quasi-distance dµ(x, y) of the topological space R
endowed with a positive Radon measure µ with µ (x, y) =
∫ x
y dµ(t) and dµ(x, y) = |µ(x, y)|. Then
the differential operator ddµx will be introduced. Several kinds of spaces of functions associated with
the quasi-distance dµ(x, y) including Schwartz Class S(R, dµx) in analogy to the Classical Schwartz
Class S(R, dx) will also be introduced. In order to characterize the Homogeneous Hardy Spaces
associated with the quasi-distance dµ(x, y), we will prove Theorem2.25. For any f ∈ A
n,p(R) and
n ≥ [p−1 − 1], we could obtain
An,p(R) = Hpµβ2(R) = H
p
µβ1
(R),
and
‖f‖An,p(R) ∼ ‖f‖Hpµβ1(R)
∼ ‖f‖Hpµβ2(R)
.
By the theory of [17], we could only get the above results when f ∈ A0,p(R).
Then we will obtain the main results of Chapter I: Theorem2.33. We will prove that for
1
1+γ < p ≤ 1, the maximal function f
×(x) can be used to characterize the atomic Hardy Spaces
Hpµ(R): for i = 1, 2
‖f∗γ (x)‖Lp(R,µ) ∼ ‖f
×
i (x)‖Lp(R,µ)
when f ∈ S′(R, dµx).
c. Summary of Chapter II. Chapter II deal mainly with the real methods of Hardy Spaces
associated with the Dunkl Setting on the real line. By the Theorem1.3 in [20], we could only
obtain the results for H1λ(R). However, by the results in Chapter I, we could prove that the Real-
Hardy Spaces Hpλ(R) is a kind of Homogeneous Hardy Spaces when
2λ+1
2λ+2 < p ≤ 1. Interpolation
of spaces, interpolation of operators and dual spaces could also be obtained by the properties of
Homogeneous Hardy Spaces.
In §3.1, we will prove Question1.2. We define the Real-Hardy Spaces Hpλ(R) by H˜
p
λ(R) as in
Definition3.14.
In §3.2, the λ-Poisson kernel is introduced. We will prove that the λ-Poisson kernel (τxPy)(−t)
is just the kind of kernel in Homogeneous Hardy Spaces. Then together with the Theorem2.33, we
could show that Hpλ(R) is a kind of homogeneous type Hardy Spaces for
2λ+1
2λ+2 < p ≤ 1 in Theo-
rem3.21. The conclusion is that Hardy space in the Dunkl setting is a kind of Homogeneous Hardy
Spaces. Then the Hpλ(R) norm could be characterized by the maximal functions in Homogeneous
Hardy Spaces. Thus the definition of Hpλ(R) could be evolved from the properties of λ-analytic
functions.
c. Summary of the main results. In all, our results are as follows:
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1, In Theorem2.25, we will prove that for f ∈ An,p(R) and n ≥ [p−1−1], ‖f‖An,p(R) ∼ ‖f‖Hpµ(R)
and An,p(R) = Hpµ(R) hold.
2, In Theorem2.33, we will extend the Uchiyama’s result in [20] from p1 < p ≤ 1 (for some p1
close to 1) to the range 11+γ < p ≤ 1 when X = R.
3, We will prove the Question1.2 in Theorem3.11 and Proposition3.12.
4, We could show that Hpλ(R) is a kind of Homogeneous Hardy Spaces for
2λ+1
2λ+2 < p ≤ 1 in
Theorem3.16.
5, The relation of Complex-Hardy Spaces Hpλ(R
2
+), Real-Hardy Spaces H
p
λ(R) and Homoge-
neous Hardy Spaces is characterized by Definition3.14, Definition3.17 and Theorem3.21.
d. Notation. Let X to be a locally compact Hausdorff space. B(X) is a Borel σ-algebra
on X. B(X) ⊂ ̺. ̺ is a σ-algebra on X. µ is a regular measure on X. D(R) is the space of C∞
functions on R with compact support. S(R) is the space of C∞ functions on R rapidly decreasing
together with their derivatives. Lλ,loc(R) is the set of locally integrable functions on R associated
with the measure |x|2λdx. Cc(X) is the space of continuous functions on X with compact support.
Lp(X, ̺, µ) is the set of all ̺-measurable functions f : X → R such that |f |p is integrable. const
and C designate constant, and different constants may be different in different occurrences.
We use A . B to denote the estimate |A| ≤ CB for some absolute universal constant C > 0,
which may vary from line to line. A & B to denote the estimate |A| ≥ CB for some absolute
universal constant C > 0. A ≈ B or A ≍ B to denote the estimate |A| ≤ C1B, |A| ≥ C2B for
some absolute universal constant C1, C2.
We use B to denote the ball in the homogenous space in the Dunkl setting: B(x0, r0) =
Bλ(x0, r0) = {y : dλ(y, x0) < r0}. dλ(x, y) is the distance in the homogeneous space associ-
ated with Dunkl setting: dλ(x, y) =
∣∣∣(2λ+ 1) ∫ xy |t|2λdt∣∣∣ . p0 and c−1λ denote p0 = 2λ2λ+1 , c−1λ =
2λ+1/2Γ(λ + 1/2). Ω is always a domain and ∂Ω is the boundary of Ω. dµ(x, y) is the dis-
tance in the homogeneous space associated with a positive Radon measure µ on the real line.
Bµ is the ball in the homogenous space: Bµ(x0, r0) = {y : dµ(y, x0) < r0}. For a measurable
set E ⊆ R, we use Ec to denote the set Ec = {x ∈ R : x /∈ E}. For two sets A and B, A\B
means that A
⋂
Bc. Thoughout this paper, we assume λ > 0 and 0 < γ ≤ 1. (a)n denotes
(a)n =
Γ(a+n)
Γ(a) = a(a+ 1)(a+ 2) · · · (a+ n− 1).
We use S(R, dx) to denote the Classic Schwartz Class S: the set of all φ on R endowed with
the Euclidean distance, that are infinitely differentiable and together with all their derivatives, are
rapidly decreasing(i.e. remain bounded when multiplied by arbitrary polynomials).
2 Chapter I Homogeneous type Hardy Space on R with a
Homogeneous Kernel
2.1 Kernel and Maximal function
Let X to be a locally compact Hausdorff space, B(X) be a Borel σ-algebra on X. B(X) ⊂ ̺,
where ̺ is a σ-algebra on X. And µ is a regular measure on X. Then it is clear that
(i) µ is a Radon measure ⇐⇒ For any compact set K, µ(K) <∞.
(ii) If µ is a Radon measure on ̺, then Cc(X) is dense in L
p(X, ̺, µ).
In this paper, dµ(x, y) is a quasi-distance of the topological space R endowed with a positive
Radon measure µ, µ (x, y) =
∫ x
y dµ(t), dµ(x, y) = |µ(x, y)| , satisfying the following condition:
(i) dµ(x, y) = dµ(y, x) , for any x, y ∈ R;
(ii) dµ(x, y) > 0 , if x 6= y;
(iii) dµ(x, z) ≤ A (dµ(x, y) + dµ(y, z)), for any x, y, z ∈ R
(iv) A−1r ≤ µ (Bµ(x, r)) ≤ r, for any r ∈ (0, µ(R)).
(v) Bµ(x, r) = {y ∈ X : dµ(x, y) < r} form a basis of open neighbourhoods of the point x.
(vi) f(u) = µ(x, u) is a continuous bijection on R for any fixed x ∈ R.
Definition 2.1 (S(R, dµx) and S
′(R, dµx)). We could define the derivative associated with the
quasi-distance dµ(x, y) as follows:
d
dµx
φ(x) = lim
ε→0,dµ(x,y)<ε
φ(y)− φ(x)
µ(y, x)
.
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Then the Schwartz Class S on R endowed with a quasi-distance dµ(x, y) could be defined as:
‖φ‖(α,β)µ = sup
x∈R
∣∣∣∣∣(dµ(x, 0))α
(
d
dµx
)β
φ(x)
∣∣∣∣∣ <∞
for natural numbers α and β. We denote this kind of Schwartz Class as: S(R, dµx).
φ(u) ∈ C(R, dx) means φ(u) → φ(u0) as u → u0 in Euclid space, φ(u) ∈ C(R, dµx) means
φ(u)→ φ(u0) as dµ(u, u0)→ 0.
A tempered distribution is a linear functional on S(R, dµx) that is continuous in the topology
on S(R, dµx) induced by this family of seminorms. We shall refer to tempered distributions simply
as distributions; the set of all distributions with the weak topology is denoted by S′(R, dµx).
Proposition 2.2. For any φ ∈ S(R, dµx) with supp φ(t) ⊂ Bµ(x0, r0), there exists ψ(t) ∈ S(R, dx)
with suppψ(u) ⊆ [−1, 1] satisfying ψ
(
µ(x0,u)
r0
)
= φ(u) for u ∈ Bµ(x0, r0) in S(R, dµx) space.
Proof. Let f(u) = µ(x0,u)r0 for fixed x0 and r0. Then f(u) is a bijection. Thus f(x) has an inverse
function. Let g(x) to be the inverse function of f(x): g ◦ f(u) = u. Thus for any φ ∈ S(R, dµx),
we could write φ as:
φ(u) = φ (g ◦ f(u)) = φ ◦ g
(
µ(x0, u)
r0
)
.
Let ψ = φ ◦ g. It is clear that ψ ∈ S(R, dx). Let ψ(n)(t) =
dn
dtn
ψ(t), then we have:
d
dµx
φ(x) = lim
ε→0,dµ(x,y)<ε
φ(y)− φ(x)
µ(y, x)
= lim
ε→0,dµ(x,y)<ε
−
1
r0
ψ
(
µ(x0,y)
r0
)
− ψ
(
µ(x0,x)
r0
)
µ(x0,y)
r0
− µ(x0,x)r0
= −
1
r0
ψ(1)
(
µ(x0, x)
r0
)
.
Thus
(
d
dµx
)n
φ(x) = lim
ε→0,dµ(x,y)<ε
(
d
dµx
)n−1
φ(y) −
(
d
dµx
)n−1
φ(x)
µ(y, x)
=
(
−
1
r0
)n
ψ(n)
(
µ(x0, x)
r0
)
.
Notice that µ is a bijection on R, together with the fact φ(x) ∈ S(R, dµx), thus ψ ∈ S(R, dx). This
proves the proposition.
In the same way as Proposition2.2, we could obtain:
Proposition 2.3. For any φ ∈ C(R, dµx), there exists ψ(t) ∈ C(R, dx), satisfying ψ
(
µ(x0,u)
r0
)
=
φ(u) in C(R, dµx) space.
By Propositions2.2 and Propositions2.3, together with the fact that S(R, dx) is dense in C0(R, dx),
we could know that S(R, dµx) is dense in C0(R, dµx).
Then we will define the kernels K1(r, x, y) and K2(r, x, y) as follows:
Definition 2.4. Let K1(r, x, y) be a nonnegative continuous function defined on R
+ × R. Let
constant A > 0 and constant 1 ≥ γ > 0 such that
(i) K1(r, x, x) > 1/A, for r > 0, x ∈ R;
(ii) 0 ≤ K1(r, x, t) ≤ 1, for r > 0, x, t ∈ R;
(iii) For r > 0, x, t, z ∈ R
|K1(r, x, t)−K1(r, x, z))| ≤
(dµ(t, z)
r
)γ
.
(iv) K1(r, x, y) = 0, if dµ(x, y) > r.
(v) K1(r, x, y) = K1(r, y, x).
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Definition 2.5. Let K2(r, x, y) be a nonnegative continuous function defined on R
+ × R. Let
constant Ci > 0, i = 1, 2, 3, 4 and constant 1 ≥ γ > 0 such that
(i) K2(r, x, x) > C1, for r > 0, x ∈ R;
(ii) 0 ≤ K2(r, x, t) ≤ C2
(
1 +
dµ(x,t)
r
)−γ−1
, for r > 0, x, t ∈ R;
(iii) For r > 0, x, t, z ∈ R, if dµ(t,z)r ≤ C3 min{1 +
dµ(x,t)
r , 1 +
dµ(x,z)
r }, then
|K2(r, x, t)−K2(r, x, z))| ≤ C4
(dµ(t, z)
r
)γ(
1 +
dµ(x, t)
r
)−2γ−1
.
(iv) K2(r, x, y) = K2(r, y, x).
Definition 2.6. For any f ∈ S′(R, dµx), 0 < γ ≤ 1, let
Fi(r, x, f) =
∫
R
Ki(r, x, y)f(y)dµ(y)/r, f
×
i (x) = sup
r>0
|Fi(r, x, f)|, f
×
i▽(x) = sup
r>0,dµ(s,x)<r
|Fi(r, s, f)|
for i = 1, 2.
f∗γ (x) = sup
φ,r
{∣∣∣∣∫
R
f(y)φ(y)dµ(y)
∣∣∣∣ /r : r > 0, suppφ ⊂ Bµ(x, r), L(φ, γ) ≤ r−γ , ‖φ‖L∞ ≤ 1} (5)
and
f∗Sγ(x) = sup
φ,r
{∣∣∣∣∫
R
f(y)φ(y)dµ(y)
∣∣∣∣ /r : r > 0, suppφ ⊂ Bµ(x, r), L(φ, γ) ≤ r−γ , φ ∈ S(R, dµx), ‖φ‖L∞ ≤ 1} .
L(f, 0) = sup
x∈R,r>0
inf
c∈R
∫
Bµ(x,r)
|f(y)− c|dµ(y)/r,
‖f‖α = L(f, α) = sup
x,y∈R,x 6=y
|f(x)− f(y)|/dµ(x, y)
α, for 1 ≥ α > 0
£α(R) , {f ∈ L
∞(R) : ‖f‖α <∞} .
The Hardy-Littlewood maximal function can be defined as:
Mµf(x) = sup
r>0
1
r
∫
Bµ(x,r)
|f(y)|dµ(y).
Then Mµ is weak-(1, 1) bounded and (p, p) bounded for p > 1.
Definition 2.7. φ(n)(x), Hα(φ), [φ]β
For φ ∈ C(R, dx), n ∈ N, 1 ≥ α ≥ 0 and β > 0. Let
{β} = β − [β]; [β] = max{n : n ∈ Z;n ≤ β}.
Denote:
Hα(φ) = sup
x,y∈R,x 6=y
|φ(x) − φ(y)|/|x − y|α;
and
φ(n)(x) =
dn
dxn
φ(x); [φ]β = H
{β}(φ([β])).
Thus we could see that if 0 < β ≤ 1
[φ]β = H
β(φ).
Proposition 2.8. For φ ∈ C(R, dx) 1 ≥ α ≥ 0, β > 0 Hα(φ) ≤ 1, and |φ| ≤ 1, there exists
φτ (x) ∈ S(R, dx), satisfying the following property:
(i)limτ→0 ‖φτ (x) − φ(x)‖∞ = 0,
(ii)‖φτ (x)‖∞ ≤ 1, Hαφτ ≤ 1,
(iii)Hα(φ
(1)
τ ) ≤ C 1τα+1 .
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Proof. Let ρ(x) be a function defined as following:
ρ(x) =

κ exp
{
1
|x|2−1
}
, for |x| < 1
0, for |x| ≥ 1,
where κ is a constant such that ∫
R
ρ(x)dx = 1.
Then we could see that ρ(x) ∈ S(R, dx). For φ ∈ C(R, dx), α > 0, let
φτ (x) =
∫
R
φ(y)ρ
(
x− y
τ
)
dy
τ
=
∫
R
φ(x− y)ρ
(y
τ
) dy
τ
.
Thus it is easy to obtain:
Hαφτ ≤ H
α(φ)
∫
R
ρ(x)dx ≤ 1.
Hα(φ(1)τ ) ≤ C
1
τα+1
(Hαρ(1)) sup
x∈R
∣∣∣∣∫
R
φ(y)χ[−1,1]
(
x− y
τ
)
dy
τ
∣∣∣∣ ≤ C 1τα+1 .
Proposition 2.9. β ≥ β1 ≥ 0. n ∈ Z, n ≤ β. For φ ∈ S(R, dx), if ‖φ(x)‖∞ ≤ 1, [φ]β ≤ 1, then
the following holds:
‖φ(n)(x)‖∞ ≤ C, [φ]β1 ≤ C,
where C is a constant independent on φ.
Proposition 2.10. For f ∈ S′(R, dµx),
f×i▽(x) . f
∗
γ (x) i = 1, 2.
Then if f∗γ (x) ∈ L
p(R, µ) for p > 0, we could have
‖f×i▽‖Lp(R,µ) . ‖f
∗
γ‖Lp(R,µ).
Proof. When i = 1, it is clear to see that for fixed r and s the following hold:
|K1(r, s, y)| . 1
L (K1(r, s, y), γ) . (r)
−γ
suppK1(r, s, y) ⊆ Bµ(x, 2Ar)
then we could have
f×1▽(x) . f
∗
γ (x).
When i = 2, choose positive φ(t) ∈ S(R, dt) satisfying supp φ(t) ⊆ (−1, 1), and φ(t) = 1 for
t ∈ (−1/2, 1/2). Let the functions ψk,x(t) be defined as follows:
ψ0,x(t) = φ(
µ(x, t)
r
), ψk,x(t) = φ(
µ(x, t)
2kr
)− φ(
µ(x, t)
2k−1r
), for k ≥ 1.
Thus suppψ0,x(t) ⊆ Bµ(x, r) and suppψk,x(t) ⊆ Bµ(x, 2
k+1r) \ Bµ(x, 2
k−2r) for k ≥ 1. ψk,x(t) ∈
S(R, dµt) for k ≥ 0. It is clear that
∞∑
k=0
ψk,x(t) = 1.
Then we could conclude:
f×2▽(x) = sup
r>0,dµ(s,x)≤r
∫
R
K2(r, s, y)
∞∑
k=0
ψk,x(y)f(y)dµ(y)/r
≤
+∞∑
k=0
sup
r>0,dµ(s,x)≤r
∫
R
K2(r, s, y)ψk,x(y)f(y)dµ(y)/r.
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By Proposition2.5, we could obtain
∣∣(1 + 2k)1+γK2(r, s, y)ψk,x(y)|∣∣ . 1
L
(
(1 + 2k)1+γK2(r, s, y)ψk,x(y)|, γ
)
.
(
2kr
)−γ
supp(1 + 2k)1+γK2(r, s, y)ψk,x(y) ⊆ Bµ(x,A2
k+2r).
Then we could get
f×2▽(x) = sup
r>0,dµ(s,x)≤r
∫
R
K2(r, s, y)f(y)dµ(y)/r
≤
+∞∑
k=0
sup
r>0,dµ(s,x)≤r
∫
R
K2(r, s, y)ψk,x(y)f(y)dµ(y)/r
.
+∞∑
k=0
(2k)(1 + 2k)−1−γf∗γ (x)
. f∗γ (x).
This proves the proposition.
Proposition 2.11. For f ∈ L1(R, µ),1 ≥ γ > 0, ∞ > p > 0 we could obtain
f∗Sγ(x) = f
∗
γ (x) a.e.x ∈ R in µ measure.
Further more, if
∫
R
|f∗γ (x)|
pdµ(x) ≤ ∞ or
∫
R
|f∗Sγ(x)|
pdµ(x) ≤ ∞, we could obtain∫
R
|f∗γ (x)|
pdµ(x) ∼
∫
R
|f∗Sγ(x)|
pdµ(x) <∞.
Proof. We will prove the following(6) first:
f∗Sγ(x) = f
∗
γ (x) a.e.x ∈ R in µ measure. (6)
By the definition of f∗Sγ(x) and f
∗
γ (x) in Definition2.6, it is clear that f
∗
Sγ(x) ≤ f
∗
γ (x). If φ satisfies
L(φ, γ) ≤ r−γ and suppφ ⊂ Bµ(x, r), then φ is a continuous function in µ measure with compact
support. Thus there exists sequence {ψn}n ⊂ S(R, dµx) with limn→∞ ‖ψn(t)−φ(t)‖∞ = 0. Denote
δn(x) as
δn(x) =
∣∣∣∣∣
∫
Bµ(x,r)
f(y) (φ(y)− ψn(y)) dµ(y)/r
∣∣∣∣∣ .
Then we could conclude:
δn(x) ≤Mµf(x)‖ψn(y)− φ(y)‖∞.
Because Mµ is weak-(1, 1) bounded, the following inequality holds for any α > 0:
lim
n→+∞
|{x : δn(x) > α}|µ ≤
1
α
‖f‖L1(R,µ)‖ψn(y)− φ(y)‖∞ = 0.
Then there exists a sequence {nj} ⊆ {n} such that the following holds:∫
R
f(y)φ(y)dµ(y)/r = lim
nj→∞
∫
R
f(y)ψnj (y)dµ(y)/r, a.e.x ∈ R in µ measure
for f ∈ L1(R, µ). Thus we could obtain:∫
R
f(y)φ(y)dµ(y)/r ≤ f∗Sγ(x) a.e.x ∈ R in µ measure
for any φ satisfies L(φ, γ) ≤ r−γ and suppφ ⊂ Bµ(x, r). We could then deduce
sup
φ,r>0
∣∣∣∣∫
R
f(y)φ(y)dµ(y)/r
∣∣∣∣ ≤ f∗Sγ(x) a.e.x ∈ R in µ measure.
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Thus
f∗Sγ(x) = f
∗
γ (x) a.e.x ∈ R in µ measure.
Let E denote a set defined as E =
{
x : f∗Sγ(x) = f
∗
γ (x)
}
. Next we will prove that for any
x0 ∈ R, there is a point x0 ∈ E such that
f∗Sγ(x0) . f
∗
Sγ(x0). (7)
Notice that for x0 ∈ R, there exist r0 > 0 and φ0 satisfying: supp φ0 ⊂ Bµ(x0, r0), φ0 ∈ S(R, dµx),
L(φ0, γ) ≤ r
−γ
0 , ‖φ0‖L∞ ≤ 1. Then the following inequality could be obtained:∣∣∣∣ 1r0
∫
f(y)φ0(y)dµ(y)
∣∣∣∣ ≥ 12f∗Sγ(x0).
|µ(R\E)| = |µ(Ec)| = 0 implies E is dense in R. Then there exists a x0 ∈ E with dµ(x0, x0) ≤
r0
4 .
Thus supp φ0 ⊂ Bµ(x0, 4r0) holds. Thus we could obtain∣∣∣∣ 1r0
∫
f(y)φ0(y)dµ(y)
∣∣∣∣ ≤ Cf∗Sγ(x0),
C is independent on f , γ and r0. Then Formula (7) could be deduced. By Formula (7), we could
obtain the following conclusion:
if
∫
E
|f∗Sγ(x)|
pdµ(x) <∞
⇒
then
∫
R
|f∗Sγ(x)|
pdµ(x) ∼
∫
E
|f∗Sγ(x)|
pdµ(x) <∞. (8)
In the same way, we could conclude that∫
R
|f∗γ (x)|
pdµ(x) ∼
∫
E
|f∗γ (x)|
pdµ(x). (9)
From Formula (6) we could deduce:∫
E
|f∗γ (x)|
pdµ(x) =
∫
E
|f∗Sγ(x)|
pdµ(x) <∞
The above Formula together with (8)(9) imply that∫
R
|f∗γ (x)|
pdµ(x) ∼
∫
R
|f∗Sγ(x)|
pdµ(x) <∞
holds if
∫
R
|f∗γ (x)|
pdµ(x) ≤ ∞ or
∫
R
|f∗Sγ(x)|
pdµ(x) ≤ ∞. This proves the proposition.
Definition 2.12. We use SSβ (β > 0) to denote as
SSβ =
{
φ : φ ∈ S(R, dx), supp φ ⊂ [−1, 1], ‖φ‖L∞ ≤ 1, [φ]β ≤ 1
}
. (10)
Thus by Proposition2.2, Proposition2.11 and Proposition2.8, we will define f∗Sγ (1 ≥ γ > 0)and
f∗Sβ (β > 0) for f ∈ S
′(R, dµx) as following:
f∗Sγ(x) = sup
ψ,r>0
{∣∣∣∣∫
R
f(y)ψ
(
µ(x, y)
r
)
dµ(y)
∣∣∣∣ /r : r > 0, ψ(t) ∈ S(R, dx), (11)
suppψ(t) ⊂ [−1, 1], ‖ψ‖L∞ ≤ 1, H
γψ ≤ 1
}
and
f∗Sβ(x) = sup
ψ,r>0
{∣∣∣∣∫
R
f(y)ψ
(
µ(x, y)
r
)
dµ(y)
∣∣∣∣ /r : r > 0, ψ(t) ∈ SSβ} . (12)
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Definition 2.13. For f ∈ S′(R, dµx), we define Mφβf(x) as
Mφβf(x) = sup
r>0
{∣∣∣∣∫
R
f(y)φ
(
µ(x, y)
r
)
dµ(y)
∣∣∣∣ /r : r > 0, φ(t) ∈ SSβ} .
Thus it is easy to see that
f∗Sβ(x) ∼ sup
φ(t)∈SSβ
Mφβf(x). (13)
Let M∗φβf(x) be defined as
M∗φβf(x) = sup
dµ(x,y)<r
Mφβf(x) (14)
or we could write M∗φβf(x) as
M∗φβf(x) = sup
dµ(x,y)<r
{∣∣∣∣∫
R
f(u)φ
(
µ(y, u)
r
)
dµ(u)
∣∣∣∣ /r : r > 0, φ(t) ∈ SSβ} . (15)
Notice that µ(y, u) = µ(x, u) − µ(x, y). Let s denote as s = µ(x, y), then we could also write
M∗φβf(x) as following:
Definition 2.14. For f ∈ S′(R, dµx)
M∗φβf(x) = sup
|s|<r
{∣∣∣∣∫
R
f(u)φ
(
µ(x, u)− s
r
)
dµ(u)
∣∣∣∣ /r : r > 0, φ(t) ∈ SSβ.} (16)
M∗φβaf(x) = sup
|s|<ar
{∣∣∣∣∫
R
f(u)φ
(
µ(x, u)− s
r
)
dµ(u)
∣∣∣∣ /r : r > 0, φ(t) ∈ SSβ.} (17)
Definition 2.15. For f ∈ S′(R, dµx), we define M∗∗φβNf(x) as following:
M∗∗φβNf(x) = sup
s∈R,r>0
{∣∣∣∣∣
∫
R
f(u)φ
(
µ(x, u)− s
r
)(
1 +
|s|
r
)−N
dµ(u)
∣∣∣∣∣ /r : r > 0, φ(t) ∈ SSβ.
}
(18)
Thus it is clear that
Mφβf(x) .M
∗
φβf(x) .M
∗∗
φβNf(x). (19)
2.2 The Characterization of Homogeneous Hardy Spaces With a Kernel
Definition 2.16. [Hpµβ(R) and H˜
p
µβ(R) spaces for p > 0.]
H˜pµβ(R) ,
{
g ∈ L1(R, µ) : g∗Sβ(x) ∈ L
p(R, µ)
}
,
and
Hpµβ(R) ,
{
g ∈ S′(R, dµx) : g
∗
Sβ(x) ∈ L
p(R, µ)
}
.
And the norm is
‖g‖p
Hpµβ(R)
=
∫
R
|g∗Sβ(x)|
pdµ(x).
When 1 < p <∞, Hpµβ(R) = L
p(R, µ), H˜pµβ(R) is dense in L
p(R, µ).
Proposition 2.17. For fixed numbers a ≥ b > 0, F(x, r) is a function defined on R2+, its nontan-
gential maximal function F ∗a (x) is defined as
F ∗a (x) = sup
dµ(x,y)<ar
F (y, r).
Then we could have∫
R
χ {x : F ∗a (x) > α} dµ(x) ≤ c
a+ b
b
∫
R
χ {x : F ∗b (x) > α} dµ(x).
c is a constant independent on F , a, b, and α.
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Proof. First we could see that {x : F ∗a (x) > α} is an open set. It is clear that
{x : F ∗b (x) > α} ⊆ {x : F
∗
a (x) > α} ,
when a ≥ b > 0. For any z with z ∈ {x : F ∗a (x) > α}, there exists x0 with F (x0, r0) > α and
dµ(z, x0) < ar0. It is clear that Bµ(x0, br0) ⊆ {x : F
∗
b (x) > α} and Bµ(x0, ar0) ⊆ {x : F
∗
a (x) > α}
hold. Thus we could notice that the following Formula hold:
|Bµ(z, (a+ b)r0)
⋂
{x : F ∗b (x) > α} |µ
|Bµ(z, (a+ b)r0)|µ
≥
|Bµ(x0, br0)|µ
|Bµ(x0, (a+ b)r0)|µ
≥
b
a+ b
.
Thus we could obtain
{x : F ∗a (x) > α} ⊆
{
x : Mµχ {x : F
∗
b (x) > α} >
b
a+ b
}
,
where Mµ is the Hardy-Littlewood maximal operator. With the fact that Mµ is weak-(1, 1), we
could deduce: ∫
R
χ {x : F ∗a (x) > α} dµ(x) ≤ c
a+ b
b
∫
R
χ {x : F ∗b (x) > α} dµ(x).
This proves the proposition.
When F ∗b (x) ∈ L
p(R, µ), by Proposition2.17, we could obtain:∫
R
|F ∗a (x)|
pdµ(x) ≤ c
(
a+ b
b
)∫
R
|F ∗b (x)|
pdµ(x). (20)
Proposition 2.18. For f ∈ S′(R, dµx),
‖M∗∗φβNf(x)‖Lp(R,µ) ≤ c1‖M
∗
φβf(x)‖Lp(R,µ) for p > 0, N > 1/p.
c1 is independent on φ and f .
Proof. For ψ(t) ∈ SSβ,
M∗∗φβNf(x) = sup
s∈R,r>0
∣∣∣∣∣
∫
R
f(y)φ
(
µ(x, y)− s
r
)(
1 +
|s|
r
)−N
dµ(y)
∣∣∣∣∣ /r
.
(
sup
s≤r
+
∞∑
k=1
sup
2k−1r<s≤2kr
)
2−kN
∣∣∣∣∫
R
f(y)φ
(
µ(x, y)− s
r
)
dµ(y)
∣∣∣∣ /r
.
∞∑
k=0
2−kNM∗φβ2kf(x)
Thus together with Formula(20), we could have:∫
R
|M∗∗φβNf(x)|
pdµ(x) ≤ c1
∫
R
|M∗φβf(x)|
pdµ(x).
This proves our Proposition.
It is clear that the following Proposition holds from [19]:
Proposition 2.19. [19] Suppose φ, ψ ∈ SSβ, with
∫
ψ(x)dx = 1. Then there is a sequence {ηk},
ηk ∈ S(R, dx), so that
φ
(
µ(y, u)
r
)
=
∞∑
k=0
∫
R
ηk
(s
r
)
ψ
(
µ(y, u)− s
2−kr
)
ds
2−kr
.
ηk satisfies
‖ηk‖a,b ≤ C(2
−kM ), as k →∞.
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Now we need to prove that the nontangential maximal operator M∗ψβf(x) allows the control of
maximal function f∗Sβ(x).
Proposition 2.20. There exists β > 0, such that for any ψ ∈ SSβ, with
∫
ψ(x)dx = 1 and p > 0,
the following holds for f ∈ S′(R, dµx):
‖f∗Sβ‖Lp(R,µ) ≤ c‖M
∗
ψβf‖Lp(R,µ).
C is dependent on β.
Proof. For any φ, ψ ∈ SSβ , with
∫
ψ(x)dx = 1 by Proposition2.19, we have
Mφβf(x) = sup
r>0
∣∣∣∣∫
R
f(y)φ
(
µ(x, y)
r
)
dµ(y)
∣∣∣∣ /r . sup
r>0
∞∑
k=0
∣∣∣∣∫
R
∫
R
f(y)ηk
(s
r
)
ψ
(
µ(x, y)− s
2−kr
)
dµ(y)
ds
2−kr
∣∣∣∣ /r.
Thus we could obtain:
Mφβf(x) . sup
r>0
∞∑
k=0
∣∣∣∣∫
R
∫
R
f(y)ηk
(s
r
)
ψ
(
µ(x, y)− s
2−kr
)
dµ(y)
ds
2−kr
∣∣∣∣ /r
. sup
r>0
∞∑
k=0
∫
R
∣∣∣∣∣
∫
R
f(y)ψ
(
µ(x, y)− s
2−kr
)(
1 +
|s|
2−kr
)−N
dµ(y)
2−kr
∣∣∣∣∣
∣∣∣∣∣ηk (sr)
(
1 +
|s|
2−kr
)N ∣∣∣∣∣ ds/r
. M∗∗ψβNf(x)
∞∑
k=0
∫
R
∣∣∣∣∣ηk (sr)
(
1 +
|s|
2−kr
)N ∣∣∣∣∣ ds/r
. M∗∗ψβNf(x)
∞∑
k=0
2−k
. M∗∗ψβNf(x),
where ‖ηk‖a,b = O(2−k(N+1)) for a suitable collection of seminorms. Thus
f∗Sβ(x) ≍ sup
φ∈SSβ
Mφβf(x) .M
∗∗
ψβNf(x).
For all x ∈ R, N > 1/p, from Proposition2.18, we could get
‖f∗Sβ‖Lp(R,µ) ≤ c‖M
∗
ψβf‖Lp(R,µ).
This proves our proposition.
Proposition 2.21. There exists β > 0, such that for p > 0, φ ∈ SSβ, with
∫
φ(x)dx = 1, the
following holds for f ∈ S′(R, dµx):
‖M∗φβf‖Lp(R,µ) ≤ c‖Mφβf‖Lp(R,µ) .
C is dependent on β.
Proof. We assume ‖M∗φβf‖Lp(R,µ) < ∞ first. Let F be defined as F = Fσ = {x : f
∗
β(x) ≤
σM∗φβf(x)}. Thus together with Proposition2.20, the following holds:∫
F c
|M∗φβf(x)|
pdµ(x) ≤ σ−p
∫
F c
|f∗(x)|pdµ(x) ≤ cpσ−p
∫
R
|M∗φβf(x)|
pdµ(x). (21)
Next we will show that for any q > 0
M∗φβf(x) ≤ cM(Mφβf)
q(x).
Let f(x, r) be defined as
f(x, r) =
∫
R
f(u)φ
(
µ(x, u)
r
)
dµ(u)/r.
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Then for any x ∈ R, there exists (y, r), satisfying dµ(x, y) < r and |f(y, r)| ≥M∗φβf(x)/2. Choose
δ < 1 and x′ satisfying dµ(x
′, y) < δr. Then there exists ξ ∈ [x′, y] such that:
|f(x′, r)− f(y, r)| ≤ δr sup
x∈Bµ(y,δr)
∣∣∣∣ ddµxf(x, r)
∣∣∣∣
≤ δ sup
ξ∈Bµ(y,δr)
∣∣∣∣∫
R
f(u)φ(1)
(
µ(ξ, u)
r
)
dµ(u)/r
∣∣∣∣
≤ δ sup
ξ∈Bµ(y,δr)
∣∣∣∣∫
R
f(u)φ(1)
(
µ(x, u)− µ(x, ξ)
r
)
dµ(u)/r
∣∣∣∣
≤ δ sup
|h|≤1+δ
∣∣∣∣∫
R
f(u)φ(1)
(
µ(x, u)
r
− h
)
dµ(u)/r
∣∣∣∣ .
Notice that |h| ≤ 1 + δ < 2 with ‖Hβxφ
(1)(x − h)‖∞ ≤ C, ‖φ(1)(x − h)‖∞ ≤ C. By the definition
of f∗β(x),
|f(x′, r) − f(y, r)| ≤ C0δf
∗
β(x) ≤ C0δσM
∗
φβf(x) for x ∈ F.
Taking δ small enough such that C0δσ ≤ 1/4, we obtain
f(x′, r) ≥
1
4
M∗φβf(x).
Thus the following inequality holds:∣∣M∗φβf(x)∣∣q ≤ ∣∣∣∣ 1Bµ(y, δr)
∣∣∣∣ ∫
Bµ(y,δr)
4q|f(x′, r)|qdµ(x′)
≤
∣∣∣∣Bµ(x, (1 + δ)r)Bµ(y, δr)
∣∣∣∣ ∣∣∣∣ 1Bµ(x, (1 + δ)r)
∣∣∣∣ ∫
Bµ(x,(1+δ)r)
4q|f(x′, r)|qdµ(x′)
≤
1 + δ
δ
∣∣∣∣ 1Bµ(x, (1 + δ)r)
∣∣∣∣ ∫
Bµ(x,(1+δ)r)
4q|f(x′, r)|qdµ(x′)
≤ CMµ[(Mφβf)
q](x),
where Mµ is the Hardy-Littlewood Maximal Operator. Thus for p satisfying p > q, using the
maximal theorem for Mµ leads to∫
F
|M∗φβf(x)|
pdµ(x) ≤ C
∫
F
(Mµ[(Mφβf)
q](x))p/q ≤ C
∫
R
|Mφβf(x)|
pdµ(x). (22)
Combining (21) and (22) together, we could prove the proposition.
Proposition 2.22. [19] Classical Hardy spaces Hp(R) in Euclid space
Let F = {‖ · ‖a,b} be any finite collection of seminorms on S(R, dx). We denote by SF the
subset of S(R, dx) controlled by this collection of seminorms:
SF = {φ ∈ S(R, dx) : ‖φ‖a,b ≤ 1 for any ‖ · ‖a,b ∈ F} .
Let
MF f(x) = sup
φ∈SF
sup
t>0
(f ∗ φt) (x).
If f ∈ Hp(R), there exists F such that MF f(x) ∈ Lp(R), and
‖f‖pHp(R) =
∫
R
|MF f(x)|
pdx.
Then every f ∈ Hp(R) can be written as a sum of Hp(R) atoms:
f =
∑
k
λkak
in the sense of distribution. An Hp(R) atom is a function a(x) so that:
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(i) a(x) is supported in a ball B in Euclid space;
(ii) |a(x)| ≤ |B|−1/p almost everywhere;
(iii)
∫
R
xna(x)dx = 0 for all n ∈ Z with |n| ≤ p−1 − 1. Further more
‖f‖pHp(R) =
∫
R
|MF f(x)|
pdx ≃
∑
k
λpk.
Proposition 2.23. For and β with β ≥ α > p−1 − 1, we could deduce that H˜pµβ(R) is dense in
Hpµβ(R) and we could also obtain
Hpµβ(R) = H
p
µα(R).
For any f ∈ Hpµβ(R), we could also have
C2‖f‖
p
Hp
µβ
(R)
≤ ‖f‖p
Hpµα(R)
≤ C1‖f‖
p
Hp
µβ
(R)
,
where C1 and C2 are independent on f .
Proof. First, with the fact SSβ ⊆ SSα it is easy to see that
Hpµβ(R) ⊇ H
p
µα(R), ‖f‖
p
Hpµβ(R)
≤ C‖f‖p
Hpµα(R)
for β ≥ α > p−1 − 1. Thus we could deduce that f ∈ Hpµβ(R), if f ∈ H
p
µα(R). Notice that
P (x) = µ(x, 0) is a bijection on R. Let P−1(x) be the reverse map of P (x). Let g(t) = f ◦P−1(t).
From Definitions 2.13, 2.14, 2.15, 2.6, 2.16 and Propositions 2.18, 2.20, 2.21, 2.22, we could deduce
that g(t) ∈ Hp(R), if f ∈ Hpµβ(R). With the fact that H
p(R)
⋂
L1(R) is dense in Hp(R), we could
deduce that H˜pµβ(R) is dense in H
p
µβ(R). We could also deduce the the following equation:
‖f‖p
Hpµβ(R)
= ‖g‖pHp(R).
By Proposition2.22, g ∈ Hp(R) can be written as a sum of Hp(R) atoms:
g =
∑
k
λkak
in the sense of distribution. Let bk(x) = ak(P (x)), then it is clear that the functions {bk(x)}k
satisfy the following:
(i) bk(x) is supported in a ball Bµ(xk, rk);
(ii) |bk(x)| ≤ |Bµ(xk, rk)|−1/p almost everywhere in µ measure;
(iii)
∫
µ(x, 0)nbk(x)dµ(x) = 0 for all n ∈ Z with |n| ≤ p
−1 − 1. Together with Proposition2.22,
we could deduce that∫
R
f(x)φ(x)dµ(x) =
∫
R
∑
k
λkbk(x)φ(x)dµ(x) =
∑
k
∫
R
λkbk(x)φ(x)dµ(x)
holds for any φ(x) ∈ S(R, dµ(x)), and
‖f‖p
Hpµβ(R)
= ‖g‖pHp(R) ≃
∑
k
λpk,
holds. For any ψ(x) ∈ SSα satisfying
∫
ψ(x)dx = 1, we have:∫
Bµ(xk,4rk)
|b∗kα(x)|
pdµ(x) ≤ C
∫
Bµ(xk,4rk)
|Mµbk(x)|
pdµ(x) (23)
≤ C
(∫
Bµ(xk,4rk)
|Mµbk(x)|
2dµ(x)
)p/2(∫
Bµ(xk,4rk)
1dµ(x)
)1−(p/2)
≤ C,
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where C is independent on ψ and bk. For s ∈ Z, s ≤ α, by Taylor Expansion, there exists
ξ ∈ Bµ(xk, t) such that the following holds:
ψ
(
µ(t, x)
r
)
=
[α]−1∑
s=0
1
s!
ψ(s)
(
µ(xk, x)
r
)(
µ(t, xk)
r
)s
+
1
[α]!
ψ([α])
(
µ(ξ, x)
r
)(
µ(t, xk)
r
)[α]
.
Let P (x, xk) be defined as following:
P (x, xk) =
[α]−1∑
s=0
1
s!
ψ(s)
(
µ(xk, x)
r
)(
µ(t, xk)
r
)s
.
Thus we could obtain ∣∣∣∣P (x, xk)− ψ(µ(t, x)r
)∣∣∣∣ ≤ 1[α]!
∣∣∣∣(µ(t, xk)r
)α∣∣∣∣ . (24)
Thus by Proposition2.9 and the vanishing property of bk we could have:∫
Bµ(xk,4rk)c
∣∣∣∣∫ bk(t)ψ(µ(t, x)r
)
dµ(t)
r
∣∣∣∣p dµ(x) (25)
=
∫
Bµ(xk,4rk)c
∣∣∣∣∫ bk(t)(ψ(µ(t, x)r
)
− P (x, xk)
)
dµ(t)
r
∣∣∣∣p dµ(x)
≤ C
∫
Bµ(xk,4rk)c
∣∣∣∣∣rα+1−p
−1
k
rα+1
∣∣∣∣∣
p
dµ(x).
Notice that r > |µ(x, xk)− rk|, α > p−1 − 1 and 0 < p ≤ 1, thus Formula(25) implies:∫
Bµ(xk,4rk)c
∣∣∣∣∣rα+1−p
−1
k
rα+1
∣∣∣∣∣
p
dµ(x) ≤ C. (26)
Formula(23) and Formula(26) imply:∫
R
|b∗kα(x)|
pdµ(x) ≤ C,
where C is independent on ψ and bk. Thus
‖f‖p
Hpµα(R)
≤ C
∑
k
λpk‖bk‖
p
Hpµα(R)
≤ C
∑
k
λpk ≤ C‖f‖
p
Hpµβ(R)
.
Thus f ∈ Hpµα(R), if f ∈ H
p
µβ(R). In all, we could deduce that
Hpµα(R) = H
p
µβ(R).
This proves the Proposition.
Definition 2.24. Let {bn,pk (x)} be functions as follows:
(i) bn,pk (x) is supported in a ball Bµ(xk, rk);
(ii) |bn,pk (x)| ≤ |Bµ(xk, rk)|
−1/p almost everywhere in µ measure;
(iii)
∫
µ(x, 0)mbn,pk (x)dµ(x) = 0 for all m ∈ N with m ≤ n.
For n ≥ [p−1 − 1], then An,p(R) can be defined as
An,p(R) ,
{
f ∈ S′(R, dµx) :
∫
R
f(x)φ(x)dµ(x) =
∑
k
∫
R
λkb
n,p
k (x)φ(x)dµ(x)
for any φ(x) ∈ S(R, dµ(x)).
∑
k
|λk|
p < +∞.
}
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Setting An,p(R) norm of f by
‖f‖An,p(R) = inf
(∑
k
|λk|
p
)1/p
.
Thus by Proposition2.23, we could conclude that
An,p(R) = Hpµα(R) = H
p
µβ(R)
for β ≥ α > p−1 − 1 and n ≥ [p−1 − 1].
Theorem 2.25. For β1 ≥ β2 > p−1 − 1, n ≥ [p−1 − 1], ∀f ∈ An,p(R), we could obtain
An,p(R) = Hpµβ2(R) = H
p
µβ1
(R),
and
‖f‖An,p(R) ∼ ‖f‖Hpµβ1(R)
∼ ‖f‖Hpµβ2(R)
.
We could also deduce that H˜pµβ1(R) is dense in H
p
µβ1
(R) from Proposition2.23.
Proposition 2.26. Let K2(r, x, y) be the kernel in Proposition2.5, thus there exists sequence
{Anx,r(y) : A
n
x,r(y) ∈ Cc(R, dµy)}n satisfying the following:
(i) Anx,r(y) = A
n
y,r(x),
(ii) suppAnx,r(y) ⊆ Bµ(x, nr),
(iii) limn→∞ ‖Anx,r(y)−K2(r, x, y)‖∞ = 0,
(iv) 0 ≤ Anx,r(y) ≤ C
(
1 +
dµ(x,y)
r
)−γ−1
, for r > 0, x, y ∈ R,
(v) For r > 0, x, t, z ∈ R, if dµ(t,z)r ≤ Cmin{1 +
dµ(x,t)
r , 1 +
dµ(x,z)
r }, then
|Anx,r(t)−A
n
x,r(z)| ≤ C
(dµ(t, z)
r
)γ(
1 +
dµ(x, t)
r
)−2γ−1
.
(vi) For r > 0, x, y, z ∈ R,
|Anx,r(y)−K2(r, x, y)| ≤ C
(
1
n
)γ/2 (
1 +
dµ(x, y)
r
)−1−γ/2
.
(vii) Anx,r(x) > C, for r > 0, x ∈ R. C is constant independent on A
n
x,r(y) and K2(r, x, y).
Proof. Choose a nonnegative function φ(t) ∈ S(R, dt) with φ(t) ≤ 1, ‖Hγψ‖L∞ ≤ C, φ(t) = φ(−t),
supp φ(t) ⊆ [−1, 1], φ(t) = 1 when t ∈ [−1/2, 1/2]. We use Anx,r(y) to denote as:
Anx,r(y) = K2(r, x, y)φ
(
µ(x, y)
nr
)
.
Then we could check that sequence {Anx,r(y)}n satisfies parts (i), (ii), (iii), (iv), (v), (vii).
When dµ(x, y) <
nr
2 , it is clear that
|Anx,r(y)−K2(r, x, y)| = 0.
When dµ(x, y) ≥
nr
2 , we could have
|Anx,r(y)−K2(r, x, y)| ≤ C
(
1 +
dµ(x, y)
r
)−γ−1
≤ C
(
1
n
)γ/2 (
1 +
dµ(x, y)
r
)−1−γ/2
.
Thus we could conclude that
|Anx,r(y)−K2(r, x, y)| ≤ C
(
1
n
)γ/2 (
1 +
dµ(x, y)
r
)−1−γ/2
. (27)
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Proposition 2.27. If Ax,r(y) ≥ 0 and Ax,r(y) ∈ Cc(R, dµy), then there exists sequence {aτx,r(y) :
aτx,r(y) ∈ Cc(R, dµy)
⋂
S(R, dµy)}τ satisfying the following:
(i) aτx,r(y) = a
τ
y,r(x),
(ii) limn→∞ ‖Ax,r(y)− a
τ
x,r(y)‖∞ = 0,
(iii) 0 ≤ aτx,r(y) ≤ CAx,r(y),
(iv) For r > 0, x, y, z ∈ R, if dµ(t,z)r ≤ Cmin{1 +
dµ(x,t)
r , 1 +
dµ(x,z)
r }, then
|aτx,r(y)− a
τ
x,r(z)| ≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(x, y)
r
)−2γ−1
.
C is constant independent on Ax,r(y) and a
τ
x,r(y).
(v) For τ small enough
∣∣aτx,r(y)−Ax,r(y)∣∣ ≤ C(τr )γ(1 + dµ(x, y)r )−2γ−1.
(vi) aτx,r(x) > C, for r > 0, x ∈ R.
Proof. Let
ρ(x) =

ϑ exp
{
1
|x|2−1
}
, for |x| < 1
0, for |x| ≥ 1.
ϑ is a constant such that
∫
ρ(x)dx = 1. Let
aτx,r(y) =
∫
R
∫
R
At1,r(t2)ρ
(
µ(x, t1)
τ
)
ρ
(
µ(y, t2)
τ
)
dµ(t1)
τ
dµ(t2)
τ
.
Therefore we obtain (i), (ii), (iii). Next we prove it also satisfies (iv). Notice that
ρ
(
µ(y, t2)
τ
)
= ρ
(
µ(z, t3)
τ
)
and
dµ(t2)
τ
=
dµ(t3)
τ
hold when
µ(y, t2)
τ
=
µ(z, t3)
τ
.
Thus the following holds:
∣∣aτx,r(y)− aτx,r(z)∣∣ = ∣∣∣∣∫
R
∫
R
At1,r(t2)ρ
(
µ(x, t1)
τ
)
ρ
(
µ(y, t2)
τ
)
dµ(t1)
τ
dµ(t2)
τ
(28)
−
∫
R
∫
R
At1,r(t3)ρ
(
µ(x, t1)
τ
)
ρ
(
µ(z, t3)
τ
)
dµ(t1)
τ
dµ(t3)
τ
∣∣∣∣
=
∣∣∣∣∫
R
∫
R
(At1,r(t2)−At1,r(t3)) ρ
(
µ(x, t1)
τ
)
ρ
(
µ(z, t3)
τ
)
dµ(t1)
τ
dµ(t3)
τ
∣∣∣∣ .
Notice that supp ρ(x) ⊆ {x : |x| < 1}. Thus we could have dµ(x, t1) < τ , dµ(y, t2) < τ and
dµ(z, t3) < τ . If we choose τ small enough, such that
dµ(y,z)
r ≈
dµ(t2,t3)
r ,
(
1 +
dµ(t1,t3)
r
)
≈
(
1 +
dµ(x,z)
r
)
and
(
1+
dµ(t1,t2)
r
)
≈
(
1+
dµ(x,y)
r
)
holds. Then
dµ(t2,t3)
r ≤ Cmin{1+
dµ(t2,t1)
r , 1+
dµ(t3,t1)
r }
holds. Thus
|At1,r(t2)−At1,r(t3)| ≤ C
(dµ(t2, t3)
r
)γ(
1 +
dµ(t1, t2)
r
)−2γ−1
≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(x, y)
r
)−2γ−1
.
Then together with Formula(28), we could conclude
∣∣aτx,r(y)− aτx,r(z)∣∣ ≤ C(dµ(y, z)r )γ(1 + dµ(x, y)r )−2γ−1.
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Thus (iv) holds. We will prove (v) next. Similar to Formula(28), we could obtain:
∣∣aτx,r(y)−Ax,r(y)∣∣ = ∣∣∣∣∫
R
∫
R
At1,r(t2)ρ
(
µ(x, t1)
τ
)
ρ
(
µ(y, t2)
τ
)
dµ(t1)
τ
dµ(t2)
τ
(29)
−
∫
R
∫
R
Ax,r(y)ρ
(
µ(x, t1)
τ
)
ρ
(
µ(z, t3)
τ
)
dµ(t1)
τ
dµ(t3)
τ
∣∣∣∣
=
∣∣∣∣∫
R
∫
R
(At1,r(t2)−Ax,r(y)) ρ
(
µ(x, t1)
τ
)
ρ
(
µ(z, t3)
τ
)
dµ(t1)
τ
dµ(t3)
τ
∣∣∣∣ .
Notice that
|At1,r(t2)−Ax,r(y)| ≤ C |At1,r(t2)−At1,r(y)|+ C |At1,r(y)−Ax,r(y)|
≤ C
(dµ(t2, y)
r
)γ(
1 +
dµ(t1, y)
r
)−2γ−1
+ C
(dµ(t1, x)
r
)γ(
1 +
dµ(t1, y)
r
)−2γ−1
≤ C
(τ
r
)γ(
1 +
dµ(t1, y)
r
)−2γ−1
.
If we choose τ small enough, we could conclude:(
1 +
dµ(t1, y)
r
)
≍
(
1 +
dµ(x, y)
r
)
.
Thus we could obtain
|At1,r(t2)−Ax,r(y)| ≤ C
(τ
r
)γ(
1 +
dµ(x, y)
r
)−2γ−1
.
Together with Formula(29), we could conclude
∣∣aτx,r(y)−Ax,r(y)∣∣ ≤ C(τr )γ(1 + dµ(x, y)r )−2γ−1, (30)
for τ small enough. This proves our proposition.
Proposition 2.28. For p >
1
1 + γ
, i = 1, 2, f ∈ L1(R, µ), 1 ≥ γ > p−1 − 1, there exists some β
with β > γ such that the following inequality holds:
‖f∗Sβ(x)‖Lp(R,µ) ≤ c‖f
×
i▽(x)‖Lp(R,µ) .
Proof. We only prove the Proposition when i = 2. Assume first r and x fixed. Noticing that
Cc(R, dx) is dense in C0(R, dx), by Proposition2.2 and Proposition2.3, Cc(R, dµx) is dense in
C0(R, dµx). By the fact that K2(r, x, y) = K2(r, y, x) and
∣∣∫
R
K2(r, x, y)dµ(y)/r
∣∣ ≥ m > 0, to-
gether with Proposition2.26, there exists sequence {φnx,r(y) : φ
n
x,r(y) ∈ S(R, dµ(y))}n satisfying the
following conditions:
φnx,r(y) = φ
n
y,r(x), φ
n
x,r(y) ∈ S(R, dµy),
supp φnx,r(y) ⊆ Bµ(x, nr),
∣∣∣∣∫
R
φnx,r(y)dµ(y)/r
∣∣∣∣ ≥ m/2 > 0
L(φnx,r(y), γ) ≤ r
−γ , φnx,r(y) ≤ C
(
1 +
dµ(x,y)
r
)−γ−1
, for r > 0
lim
n→∞
φnx,r(y) = K2(r, x, y).
Thus by Proposition2.2 Proposition2.3 and Proposition2.27, there exists sequence {φnx(y) : φ
n
x(y) ∈
S(R, dy)}n satisfying the following:
φnx,r(y) = φ
n
x
(
µ(x,y)
nr
)
= φny
(
µ(y,x)
nr
)
, ‖φnx(t)‖L∞ ≤ 1, H
γφnx(t) ≤ n
γ
φnx(y) ∈ S(R, dy), lim
n→∞
φnx
(
µ(x, y)
nr
)
= K2(r, x, y)∣∣∣∣∫
R
nφnx(t)dt
∣∣∣∣ ≥ m2 > 0, supp φnx(t) ⊆ [−1, 1].
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Then by Proposition2.19, for any φ(t) ∈ SSβ with
∫
R
φ(t)dt = 1, we could deduce:
φ
(
µ(x, y)
nr
)
=
∞∑
k=0
∫
R
ηk
( s
nr
)
nφny
(
µ(x, y)− s
2−knr
)
ds
2−knr
. (31)
Notice that
sup
r>0
∣∣∣∣∫
R
f(y)φ
(
µ(x, y)
nr
)
dµ(y)
∣∣∣∣ /r = n sup
r>0
∣∣∣∣∫
R
f(y)φ
(
µ(x, y)
r
)
dµ(y)
∣∣∣∣ /r = nMφf(x). (32)
Then by Formulas(31)and(32) with the fact that f ∈ L1(R, µ) we have
nMφf(x) = sup
r>0
+∞∑
k=0
∣∣∣∣∫
R
∫
R
f(y)ηk
( s
nr
)
nφny
(
µ(x, y)− s
2−knr
)
ds
2−knr
dµ(y)
∣∣∣∣ /r (33)
≤ Cn
+∞∑
k=0
∫
R
ηk
( s
nr
)(
1 +
|s|
2−knr
)N
ds
nr
sup
r>0,s∈R
∣∣∣∣∣
∫
R
f(y)nφny
(
µ(x, y)− s
nr
)(
1 +
|s|
nr
)−N
dµ(y)
nr
∣∣∣∣∣ .
By the fact that
+∞∑
k=0
∫
R
ηk
( s
nr
)(
1 +
|s|
2−knr
)N
ds
nr
≤ C
∞∑
k=0
2−k,
together with Formula(33), we could obtain:
Mφf(x) ≤ C sup
r>0,s∈R
∣∣∣∣∣
∫
R
f(y)nφny
(
µ(x, y)− s
nr
)(
1 +
|s|
nr
)−N
dµ(y)
nr
∣∣∣∣∣ (34)
≤ C
(
sup
0≤s<r
+
∞∑
k=1
sup
2k−1r≤s<2kr
)∣∣∣∣∣
∫
R
f(y)nφny
(
µ(x, y)− s
nr
)(
1 +
|s|
nr
)−N
dµ(y)
nr
∣∣∣∣∣
≤ C
+∞∑
k=0
2−(k−1)N sup
0≤s<2kr
∣∣∣∣∫
R
f(y)φny
(
µ(x, y)− s
nr
)
dµ(y)
r
∣∣∣∣ .
Thus by Formula(34) the following holds:
f∗Sβ(x) = sup
φ∈SSβ
Mφf(x) (35)
≤ C
+∞∑
k=0
2−(k−1)N sup
0≤s<2kr
∣∣∣∣∫
R
f(y)φny
(
µ(x, y)− s
nr
)
dµ(y)
r
∣∣∣∣ .
For a positive measure µ where µ(x, u) is a bijection on R, let s = µ(x, u) with dµ(x, u) < 2
kr. We
use T (x, k, nr), (Fnf) (u, r) and (K2f) (u, r) to denote as:
T (x, k, nr) = sup
0≤s<2kr
∣∣∣∣∫
R
f(y)φny
(
µ(x, y)− s
nr
)
dµ(y)
r
∣∣∣∣ = sup
0≤dµ(x,u)<2kr
∣∣∣∣∫
R
f(y)φnu,r(y)
dµ(y)
r
∣∣∣∣ ,
and
(Fnf) (u, r) =
∫
R
f(y)φnu,r(y)
dµ(y)
r
, (K2f) (u, r) =
∫
R
f(y)K2(r, u, y)
dµ(y)
r
.
Formula(20) implies∫
R
|T (x, k, nr)|pdµ(x) ≤ c
(
1 + 2k
) ∫
R
|T (x, 0, nr)|pdµ(x). (36)
For N > 1/p, we could obtain∫
R
|f∗Sβ(x)|
pdµ(x) ≤ C
∫
R
|T (x, 0, nr)|pdµ(x). (37)
Hardy spaces associated with One-dimensional Dunkl Transform for 2λ2λ+1 < p ≤ 1 20
C is dependent on β and p.
By Formula(27) and (30)(let τ = 14nr ), we could easily obtain
|φnx,r(y)−K2(r, x, y)| ≤ C
(
1
n
)γ/2 (
1 +
dµ(x, y)
r
)−1−γ/2
. (38)
Thus
|(Fnf) (u, r)− (K2f) (u, r)| ≤
∫
R
|f(y)| |φnu,r(y)−K2(r, u, y)|
dµ(y)
r
(39)
≤ C
∫
R
|f(y)|
(
1
n
)γ/2 (
1 +
dµ(u, y)
r
)−1−γ/2dµ(y)
r
≤ C
+∞∑
k=0
(
2k
)−1−γ/2
2k|Mµf(u)|
(
1
n
)γ/2
≤ C|Mµf(u)|
(
1
n
)γ/2
,
C is dependent on γ, Mµ is the Hardy-Littlewood Maximal Operator. Denote
δn(u) = |(F
nf) (u, r)− (K2f) (u, r)| .
Notice that Mµ is weak-(1, 1) bounded. Then the following holds for any α > 0:
lim
n→+∞
|{x : δn(x) > α}|µ ≤
1
α
‖f‖L1(R,µ)
(
1
n
)γ/2
= 0.
Thus there exists a sequence {nj} ⊆ {n} such that the following holds:
lim
nj→+∞
(Fnjf) (u, r) = (K2f) (u, r), a.e.u ∈ R in µ measure
for f ∈ L1(R, µ). Denote
E = {u ∈ R : lim
nj→+∞
(Fnjf) (u, r) = (K2f) (u, r)}.
Thus E is dense in R could be deduced from the fact |Ec|µ = 0. Notice that for any x0 ∈ R, there
exists a (u0, r0) with r0 > 0, u0 ∈ R, dµ(u0, x0) < r0 such that the following holds:
|(Fnjf) (u0, r0)| ≥
1
2
|T (x0, 0, njr0)|.
Because (Fnjf) (u, r0) is a continuous function in u variable and E is dense in R. There exists a
u˜0 ∈ E with dµ(u˜0, x0) < r0 such that
|(Fnjf) (u˜0, r0)| ≥
1
4
|T (x0, 0, njr0)|.
Thus we could deduce that
sup
{u∈E:dµ(u,x)<r}
|(Fnjf) (u, r)| ≍ sup
{u∈R:dµ(u,x)<r}
|(Fnjf) (u, r)| (40)
Formula(40) together with Fatou lemma, we could conclude:
limnj→+∞
∫
R
|T (x, 0, njr)|
pdµ(x) ∼ limnj→+∞
∫
R
sup
{u∈E:dµ(u,x)<r}
|(Fnjf) (u, r)|p dµ(x)
≤ C
∫
R
limnj→+∞ sup
{u∈E:dµ(u,x)<r}
|(Fnjf) (u, r)|p dµ(x)
≤ C
∫
R
sup
{u∈E:dµ(u,x)<r}
|(K2f) (u, r)|
p
dµ(x)
≤ C
∫
R
sup
{u∈R:dµ(u,x)<r}
|(K2f) (u, r)|
p
dµ(x).
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That is
‖f∗Sβ(x)‖Lp(R,µ) ≤ c‖f
×
2▽(x)‖Lp(R,µ) .
This proves our proposition.
Proposition 2.29. K2(r, x, y) is a kernel in Proposition2.5. If K2(r, x, y) satisfies
|K2(r, x, t)−K2(r, x, z))| ≤ C
(dµ(t, z)
r
)γ(
1 +
dµ(x, t)
r
)−2γ−1
,
for r > 0, x, t, z ∈ R, dµ(t,z)r ≤ C3 min{1+
dµ(x,t)
r , 1+
dµ(x,z)
r }. Then for any fixed α with 0 < α < γ,
the following holds:
0 ≤ |K2(r, a, y)−K2(r, b, y)| ≤ C
(dµ(a, b)
r
)α(
1 +
dµ(a, y)
r
)−(γ−α)−1
, for r > 0, x, t ∈ R
and
|(K2(r, a, y)−K2(r, b, y))− (K2(r, a, z)−K2(r, b, z))|
≤ C
(dµ(a, b)
r
)α(dµ(y, z)
r
)γ−α(
1 +
dµ(a, y)
r
)−2(γ−α)−1
,
for dµ(a, b) . r,
dµ(y,z)
r ≤ C3min{1 +
dµ(a,y)
r , 1 +
dµ(a,z)
r }.
Proof. First, we consider the case when
dµ(a, b) ≤ dµ(y, z).
From the fact that dµ(a, b) . r,
dµ(y,z)
r ≤ C3min{1 +
dµ(a,y)
r , 1 +
dµ(a,z)
r }, the following relations
could be obtained:
1 +
dµ(a, y)
r
∼ 1 +
dµ(b, y)
r
, 1 +
dµ(a, z)
r
∼ 1 +
dµ(b, z)
r
, and 1 +
dµ(a, z)
r
∼ 1 +
dµ(a, y)
r
. (41)
Notice that
K2(r, x, y) = K2(r, y, x).
Then we could get
|K2(r, a, y)−K2(r, b, y))| ≤ C
(dµ(a, b)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
(42)
≤ C
(dµ(a, b)
r
)γ(
1 +
dµ(a, y)
r
)−γ−α(
1 +
dµ(a, y)
r
)−(γ−α)−1
≤ C
(dµ(a, b)
r
)α(
1 +
dµ(a, y)
r
)−(γ−α)−1
.
Also we could obtain
|K2(r, a, y)−K2(r, b, y))| ≤ C
(dµ(a, b)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
,
and
|K2(r, a, z)−K2(r, b, z))| ≤ C
(dµ(a, b)
r
)γ(
1 +
dµ(a, z)
r
)−2γ−1
.
Together with Formula(41), we could conclude
|(K2(r, a, y)−K2(r, b, y))− (K2(r, a, z)−K2(r, b, z))|
≤ C
(dµ(a, b)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
.
By the fact dµ(a, b) ≤ dµ(y, z) and 1 . 1 +
dµ(a, y)
r
, we could obtain:
(dµ(a, b)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
.
(dµ(a, b)
r
)α(dµ(y, z)
r
)γ−α(
1 +
dµ(a, y)
r
)−2(γ−α)−1
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Then for dµ(a, b) ≤ dµ(y, z), the Formula
|(K2(r, a, y)−K2(r, b, y))− (K2(r, a, z)−K2(r, b, z))|
≤ C
(dµ(a, b)
r
)α(dµ(y, z)
r
)γ−α(
1 +
dµ(a, y)
r
)−2(γ−α)−1
(43)
holds. In a similar way, we will obtain the Formula(43) for the case when dµ(a, b) ≥ dµ(y, z).
Notice that by Formula(41),
|K2(r, a, y)−K2(r, a, z))| ≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
,
and
|K2(r, b, y)−K2(r, b, z))| ≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(b, y)
r
)−2γ−1
≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
hold. Then we could obtain
|(K2(r, a, y)−K2(r, b, y))− (K2(r, a, z)−K2(r, b, z))|
≤ C
(dµ(y, z)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
.
By the fact dµ(a, b) ≥ dµ(y, z) and 1 . 1 +
dµ(a, y)
r
, the following holds:
(dµ(y, z)
r
)γ(
1 +
dµ(a, y)
r
)−2γ−1
.
(dµ(a, b)
r
)α(dµ(y, z)
r
)γ−α(
1 +
dµ(a, y)
r
)−2(γ−α)−1
.
Then for dµ(a, b) ≥ dµ(y, z), we could get
|(K2(r, a, y)−K2(r, b, y))− (K2(r, a, z)−K2(r, b, z))|
≤ C
(dµ(a, b)
r
)α(dµ(y, z)
r
)γ−α(
1 +
dµ(a, y)
r
)−2(γ−α)−1
. (44)
Formulas(42)(43)(44)yeald the Proposition.
Proposition 2.30. If K2(r, x, y) is a kernel satisfying Proposition2.5. For p >
1
1 + γ
, i = 1, 2,
the following holds for f ∈ L1(R, µ),:
‖f×i▽(x)‖Lp(R,µ) ≤ C‖f
×
i (x)‖Lp(R,µ) ,
C is dependent on p and γ.
Proof. We will only prove the proposition when i = 2. For any fixed α satisfying 0 < α < γ and
p >
1
1 + γ − α
, Let F denote as:
F =
{
x : f∗γ−α(x) ≤ σf
×
2▽(x)
}
.
By Proposition2.28 and Proposition2.23, we could observe that∫
F c
|f×2▽(x)|
pdµ(x) ≤ C
1
σp
∫
F c
|f∗γ−α(x)|
pdµ(x) ≤ C
1
σp
∫
R
|f∗γ (x)|
pdµ(x) ≤ C
1
σp
∫
R
|f×2▽(x)|
pdµ(x). (45)
Choosing σp ≥ 2C, we could have∫
R
|f×2▽(x)|
pdµ(x) .
∫
F
|f×2▽(x)|
pdµ(x). (46)
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Denote Df(x) and F (x, r) as:
Df(x) = sup
r>0
∣∣∣∣∫
R
f(t)K2(r, x, t)
dµ(t)
r
∣∣∣∣ , F (x, r) = ∫
R
f(t)K2(r, x, t)
dµ(t)
r
.
Next, we will show that for any q > 0,
f×2▽(x) ≤ C [Mµ (Df)
q
(x)]
1/q
for x ∈ F. (47)
Mµ is the Hardy-Littlewood maximal operator. Fix any x0 ∈ F , then there exists (u0, r0) satisfying
dµ(u0, x0) < r0 such that the following inequality holds:
F (u0, r0) >
1
2
f×2▽(x0). (48)
Choosing δ < 1 small enough and u with dµ(u, u0) < δr0, we could deduce that
|F (u, r0)− F (u0, r0)| =
∣∣∣∣∫
R
f(y)K2(r0, u, y)dµ(y)/r0 −
∫
R
f(y)K2(r0, u0, y)dµ(y)/r0
∣∣∣∣
≤
∣∣∣∣∫
R
f(y) (K2(r0, u, y)−K2(r0, u0, y)) dµ(y)/r0
∣∣∣∣ .
We could consider (K2(r0, u, y)−K2(r0, u0, y)) as a new kernel. By Proposition2.29 and Proposi-
tion2.10, we could obtain:
|F (u, r0)− F (u0, r0)| ≤ Cδ
αf∗γ−α(x0) ≤ Cδ
ασf×2▽(x0) for x0 ∈ F.
Taking δ small enough such that Cδασ ≤ 1/4, we obtain
F (u, r0) ≥
1
4
f×2▽(x0) for u ∈ Bµ(u0, δr0).
Thus the following inequality holds: for any x0 ∈ F ,∣∣∣f×2▽(x0)∣∣∣q ≤ ∣∣∣∣ 1Bµ(u0, δr0)
∣∣∣∣ ∫
Bµ(u0,δr0)
4q|F (u, r0)|
qdµ(u)
≤
∣∣∣∣Bµ(x0, (1 + δ)r0)Bµ(u0, δr)
∣∣∣∣ ∣∣∣∣ 1Bµ(x0, (1 + δ)r0)
∣∣∣∣ ∫
Bµ(x0,(1+δ)r0)
4q|F (u, r0)|
qdµ(u)
≤
1 + δ
δ
∣∣∣∣ 1Bµ(x0, (1 + δ)r0)
∣∣∣∣ ∫
Bµ(x0,(1+δ)r0)
4q|F (u, r0)|
qdµ(u)
≤ CMµ[(Df)
q](x0)
C is independent on x0. Finally, using the maximal theorem for Mµ when q < p leads to∫
F c
∣∣∣f×2▽(x)dµ(x)∣∣∣p dx ≤ C ∫
R
{Mµ[(Df)
q](x)}p/q dµ(x) ≤ C
∫
R
∣∣f×i (x)∣∣p dµ(x). (49)
Thus for any fixed α satisfying 0 < α < γ and p >
1
1 + γ − α
, the above Formula(49) combined
with Formula(45) leads to
‖f×i▽(x)‖Lp(R,µ) ≤ C‖f
×
i (x)‖Lp(R,µ) , (50)
where C is dependent on p and α. Next we will remove the number α. For any p >
1
1 + γ
, let
p0 =
1
2
(
p+ 11+γ
)
with p > p0 >
1
1 + γ
and let α = 1+ γ − 1p0 . By Formula(50), we could obtain
the following inequality holds for p >
1
1 + γ
‖f×i▽(x)‖Lp(R,µ) ≤ C‖f
×
i (x)‖Lp(R,µ)
C is dependent on p and γ. This proves the Proposition.
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At last we will prove the following Proposition:
Proposition 2.31. For
1
1 + γ
< p ≤ 1, 0 < γ ≤ 1, f ∈ L1(R, µ), there exists β > 0, such that the
following conditions are equivalent:
(i) f∗Sβ ∈ L
p(R, µ).
(ii) There is a φ(x) ∈ SSβ satisfying
∫
φ(x)dx 6= 0 so that Mφβf(x) ∈ Lp(R, µ).
(iii) f×i▽(x) = supdµ(x,y)<r |Fi(r, y, f)| ∈ L
p(R, µ) for i = 1, 2.
(iv) f×i (x) = supr>0 |Fi(r, x, f)| ∈ L
p(R, µ) for i = 1, 2.
(v) f∗γ ∈ L
p(R, γ).
Proof. (i)⇒ (ii) is obvious. (ii)⇒ (i) is deduced from Proposition2.20 and Proposition2.21. (i)⇋
(v) is deduced from Proposition2.23. (iii) ⇒ (i) is deduced from Proposition2.28. (iv) ⇒ (iii) is
deduced from Proposition2.30. (iii)⇒ (iv) is obvious. (v)⇒ (iii) is deduced from Proposition2.10.
This proves the proposition.
We define Hpµ(R) and H˜
p
µ(R) as:
Definition 2.32 ( H˜pµ(R) and H
p
µ(R) spaces for 1 ≥ p > 0. ). Let H
p
µ(R) denote
Hpµ(R) ,
{
g ∈ S′(R, dµx) : g
∗
α(x) ∈ L
p(R, µ), for any α > p−1 − 1
}
.
And its norm is is given by
‖g‖p
Hpµ(R)
=
∫
R
|g∗α(x)|
pdµ(x).
Let H˜pµ(R) denote
H˜pµ(R) ,
{
g ∈ L1(R, µ) : g∗α(x) ∈ L
p(R, µ), for any α > p−1 − 1
}
.
From Theorem2.25, we could know that Hpµ(R) space is the completion of H˜
p
µ(R) with ‖·‖
p
Hpµ(R)
norm. Thus by Proposition2.31, we could deduce the following:
Theorem 2.33. For
1
1 + γ
< p ≤ 1, 0 < γ ≤ 1, f ∈ S′(R, dµx), there exists β > 0, such that the
following conditions are equivalent:
(i) f∗Sβ ∈ L
p(R, µ);
(ii) There is a φ(x) ∈ SSβ satisfying
∫
φ(x)dx 6= 0 so that Mφβf(x) ∈ Lp(R, µ);
(iii) f×i▽(x) = supdµ(x,y)<r |Fi(r, y, f)| ∈ L
p(R, µ) for i = 1, 2;
(iv) f×i (x) = supr>0 |Fi(r, x, f)| ∈ L
p(R, µ) for i = 1, 2;
(v) f∗γ ∈ L
p(R, µ);
(vi) Hpµ(R) space is the completion of H˜
p
µ(R) with ‖ · ‖
p
Hpµ(R)
norm.
Remark 2.34. Theorem2.33 still holds if we replace the (iv) K2(r, x, y) = K2(r, y, x) in Proposi-
tion2.5 with:
|K2(r, t, x) −K2(r, z, x))| ≤ C
(dµ(t, z)
r
)γ(
1 +
dµ(x, t)
r
)−2γ−1
for r > 0, x, t, z ∈ R, dµ(t,z)r ≤ C3 min{1 +
dµ(x,t)
r , 1 +
dµ(x,z)
r }. C is a constant in dependent on x,
t, z, γ.
3 Chapter II Hardy spaces on the Dunkl setting
3.1 Real Parts of a function in H
p
λ(R
2
+) and associated maximal functions
Proposition 3.1. Ω is a bounded domain and is symmetric in x: (x, y) ∈ Ω ⇒ (−x, y) ∈ Ω.
F (z) = F (x, y) = u(x, y) + iv(x, y) is a λ-analytic function, where u and v are real C2 functions
satisfying λ-Cauchy-Riemann equations(4) and u(x, y) is an odd or even function in x. Then we
could have ∫
∂Ω
F 2(z)|x|2λdz = 0 (51)
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Proof. Notice that F(z) is a λ-analytic function do not imply that F 2(z) = u2 − v2 + 2uvi is a
λ-analytic function. If u(x, y) is even in x and v(x, y) is odd in x, then we could obtain{
Dx(u
2 − v2)− ∂y(2uv) =
4λ
x v
2,
∂y(u
2 − v2) +Dx(2uv) = 0.
(52)
If u(x, y) is odd in x and v(x, y) is even in x, the following equations could be achieved:{
Dx(u
2 − v2)− ∂y(2uv) = −
4λ
x u
2,
∂y(u
2 − v2) +Dx(2uv) = 0.
(53)
We use Ω+ and Ω− to denote Ω+ = {(x, y)|(x, y) ∈ Ω, x ≥ 0},Ω− = {(x, y)|(x, y) ∈ Ω, x ≤ 0}.
From stokes theorem we could obtain∫
∂Ω+
F (z)|x|2λdz =
∫
∂Ω+
(u+ iv)|x|2λ(dx + idy)
=
∫
Ω+
{−(∂yu+ ∂xv + 2v(λ/x)) + i(∂xu+ 2u(λ/x)− ∂yv)} |x|
2λ(dx ∧ dy),
(54)
and∫
∂Ω−
F (z)|x|2λdz =
∫
∂Ω−
(u+ iv)|x|2λ(dx+ idy)
=
∫
Ω−
{−(∂yu+ ∂xv + 2v(λ/x)) + i(∂xu+ 2u(λ/x)− ∂yv)} |x|
2λ(dx ∧ dy).
(55)
Notice that Ω is a bounded domain symmetric in x, thus we could obtain the following Equation
from Equation (54) and Equation (55):
∫
∂Ω
F (z)|x|2λdz =
∫
∂Ω+
F (z)|x|2λdz +
∫
∂Ω−
F (z)|x|2λdz
=
∫
Ω
{−(∂yu+Dxv) + i(Dxu− ∂yv)} |x|
2λ(dx ∧ dy).
(56)
If u(x, y) is even in x and v(x, y) is odd in x, by (52) and (56), we could have
∫
∂Ω
F 2(z)|x|2λdz =
∫
Ω
4λ
x
v2|x|2λ(dx ∧ dy). (57)
If u(x, y) is odd in x and v(x, y) is even in x, Formulas (53) and (56) imply that∫
∂Ω
F 2(z)|x|2λdz =
∫
Ω
−
4λ
x
u2|x|2λ(dx ∧ dy). (58)
As Ω is a bounded domain symmetric in x, then Formulas (57) and (58) imply that∫
∂Ω
F 2(z)|x|2λdz = 0.
Proposition 3.2. ([15])
If 2λ2λ+1 < p < l ≤ +∞, δ =
1
p −
1
l , and F (x, y) ∈ H
p
λ(R
2
+), p ≤ k <∞, then
(i) (∫ +∞
0
ykδ(1+2λ)−1
(∫
R
|F (x, y)|l|x|2λdx
) k
l
dy
) 1
k
≤ c‖F‖Hp
λ
(R2+)
. (59)
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(ii) (∫
R
|F (x, y)|l|x|2λdx
) 1
l
≤ cy−(1/p−1/l)(1+2λ)‖F‖Hpλ(R2+). (60)
(iii) If 1 ≤ p < ∞ and F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+), then F (x, y) is the λ-Poisson
integrals of its boundary values F (x), and F (x) ∈ Lpλ(R). 
We use u∗∇(x) to denote u
∗
∇(x) = sup|y−x|<t u(y). Let Eσ = {x ∈ R : u
∗
∇(x) > σ} = ∪iIi, where
{Ii} are the open disjoint Euclidean intervals of the open set Eσ. Let the tent T (Ii) be defined as:
T (Ii) = {(x, t) : |x− xi| ≤ ri − t} ,
where xi is the center of the interval Ii, ri is the radius of the interval Ii:
Ii = (xi − ri, xi + ri).
We use Γ to denote as Γ = ∪i (∂T (Ii)\Eσ) ∪ (R\Eσ). 
Proposition 3.3. F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+), where
2λ
2λ+1 < p ≤ 1. Let t > 0 to be a
fixed number. Ft(x, y) = ut(x, y) + ivt(x, y), where ut(x, y) is an even or odd function in x. Then
we could have ∫
Γ
Ft(x, y)
2|x|2λdz = 0.
Proof. F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+),
2λ
2λ+1 < p ≤ 1. ReF(x, y) is an even or odd function
in x. If we use Ft(x, y) to denote Ft(x, y) = F (x, y + t). Then Ft is a λ-analytic function, and
Ft(x, y) is continuous. Taking l = 2, k = 2, δ = 1/p− 1/2, by Formula(59), we could obtain(∫ +∞
0
(∫
R
|Ft(x, y)|
2|x|2λdx
)
dy
) 1
2
≤ ct(1/2−1/p)(2λ+1)+1/2‖F‖Hpλ(R2+). (61)
We use gt(x) to denote
gt(x) =
∫
R
(
|Ft(x, y)|
2 + |Ft(−x, y)|
2
)
|x|2λdy.
Then by Fubini’s theorem and Formula(61), we could deduce that(∫
R
gt(x)dx
) 1
2
≤ ct(1/2−1/p)(2λ+1)+1/2‖F‖Hpλ(R2+).
Thus for any ε > 0, there exists N(ε) > 0, such that∫ +∞
N(ε)
gt(x)dx < ε/2.
With the fact that gt(x) is a continuous function, we could deduce that there exists N , such that
gt(N) < ε/2: ∫
R
(
|Ft(N, y)|
2 + |Ft(−N, y)|
2
)
|x|2λdy < ε/2. (62)
We could deduce from(60) that for any ε > 0, there exists N2 such that the following holds:∫
R
|Ft(x,N2)|
2|x|2λdx < ε/2. (63)
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Tent
Is
Tent
It
Tent
Ii
Tent
Ij O x = Nx = −N
y = N2
y
Ft(x, y) = ut(x, y) + ivt(x, y), where ut(x, y) is an even or odd function in x. We define
u∗∇(x) = sup|y−x|<t u(y). Let Eσ = {x ∈ R : u
∗
∇(x) > σ} = ∪iIi. {Ii} are the open disjoint
Euclidean intervals of the open set Eσ: Ii
⋂
Ij = ∅ when j 6= i. Let Ii = (xi − ri, xi + ri), then
a Tent is defined as T (Ii) = {(x, t) : |x− xi| ≤ ri − t}. Let Γ = ∪i (∂T (Ii)\Eσ) ∪ (R\Eσ), and
ΓN = (∪i (∂T (Ii)\Eσ) ∪ (R\Eσ)) ∩ (−N,N). ReF(x, y) is an even or odd function in x. Ω is the
domain symmetric in x: Ω = {(x, y) : −N ≤ x ≤ N, yΓ ≤ y ≤ N2, (xΓ, yΓ) ∈ Γ}. Then by (51) we
have: ∣∣∣∣∫
∂Ω
Ft(x, y)
2|x|2λdz
∣∣∣∣
=
∣∣∣∣∣
∫
ΓN
Ft(x, y)
2|x|2λdz +
∫ N2
0
Ft(N, y)
2|x|2λdy
+
∫ −N
N
Ft(x,N2)
2|x|2λdx+
∫ 0
N2
Ft(−N, y)
2|x|2λdy
∣∣∣∣∣ .
. ε.
By the above formula together with(62),(63), we could deduce that for any ε > 0:∣∣∣∣∫
ΓN
Ft(x, y)
2|x|2λdz
∣∣∣∣ . ε.
By the arbitrariness of ε > 0, we could deduce that:∫
Γ
Ft(x, y)
2|x|2λdz = 0. (64)
This proves the Proposition.
Proposition 3.4. F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+) and Ft(x, y) = ut(x, y) + ivt(x, y) =
F (x, y + t) for 2λ2λ+1 < p ≤ 1 and for any fixed t > 0. Suppose that ut(x, y) is an even or odd
function in x. We use ut(x) and vt(x) to denote as ut(x) = u(x, t) and vt(x) = v(x, t). Let
Eσ = {x ∈ R : u∗∇(x) > σ}. Then we could obtain
| {x ∈ R : |vt(x)| ≥ σ} |λ ≤ 3|Eσ|λ +
2
σ2
∫ σ
0
s|Es|λds. (65)
Proof. From Equation(64), we have∫
Γ
(ut(x, y) + ivt(x, y))
2|x|2λdz = 0.
Take the real part of the above equation to get
Re
∫
Γ
(ut(x, y) + ivt(x, y))
2|x|2λdz = 0.
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That is ∫
Γ
(u2t (x, y)− v
2
t (x, y))|x|
2λdx− 2ut(x, y)vt(x, y)|x|
2λdy = 0.
Then we could obtain:
0 =
∫
R\Eσ
(u2t (x) − v
2
t (x))|x|
2λdx+
∫
∪i(∂T (Ii)\Eσ)
(u2t (x, y)− v
2
t (x, y))|x|
2λdx
−
∫
∪i(∂T (Ii)\Eσ)
2ut(x, y)vt(x, y)|x|
2λdy. (66)
It is clear that∣∣∣∣∣
∫
∪i(∂T (Ii)\Eσ)
2ut(x, y)vt(x, y)|x|
2λdy
∣∣∣∣∣ ≤
∫
∪i(∂T (Ii)\Eσ)
(u2t (x, y) + v
2
t (x, y))|x|
2λdy. (67)
By Formulas(66)(67), we could have∫
R\Eσ
v2t (x)|x|
2λdx ≤
∫
R\Eσ
u2t (x)|x|
2λdx+
∫
∪i(∂T (Ii)\Eσ)
2u2t (x, y)|x|
2λdx.
Thus ∫
R\Eσ
v2t (x)|x|
2λdx ≤
∫
R\Eσ
((ut)
∗
∇(x))
2|x|2λdx+ 2σ2|Eσ|λ. (68)
We could also notice that:∫
R\Eσ
((ut)
∗
∇(x))
2|x|2λdx = 2
∫ +∞
0
s|{x ∈ R\Eσ : (ut)
∗
∇(x) > s}|λds
= 2
∫ σ
0
s|Es|λds.
(69)
Then by (68) and (69), we could obtain:
| {x ∈ R : |vt(x)| ≥ σ} |λ ≤ |Eσ|λ + | {x ∈ R\Eσ : |vt(x)| ≥ σ} |λ
≤ |Eσ|λ + σ
−2
∫
R\Eσ
v2t (x)|x|
2λdx
≤ |Eσ|λ + σ
−2
∫
R\Eσ
((ut)
∗
∇(x))
2|x|2λdx+ 2|Eσ|λ
≤ 3|Eσ|λ +
2
σ2
∫ σ
0
s|Es|λds.
Theorem 3.5. F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+) (
2λ
2λ+1 < p ≤ 1), where u(x, y) is an even
or odd function in x. We use Ft(x, y) to denote as Ft(x, y) = ut(x, y) + ivt(x, y) = F (x, y + t) for
any fixed t > 0 . Then
sup
t>0
∫ +∞
−∞
|v(x, t)|p|x|2λdx ≤ c‖u∗∇‖
p
Lpλ
. (70)
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Proof. By(65), we have∫ +∞
−∞
|v(x, t)|p|x|2λdx =
∫ +∞
−∞
|vt(x)|
p|x|2λdx
=
∫ +∞
0
pσp−1|{x ∈ R : |vt(x)| > σ}|λdσ
≤
∫ +∞
0
3pσp−1|Eσ|λdσ +
∫ +∞
0
2pσp−3
∫ σ
0
s|Es|λdsdσ
= 3
∫ +∞
0
|(ut)
∗
∇(x)|
p|x|2λdx+
∫ +∞
0
(
2p
∫ +∞
s
σp−3dσ
)
s|Es|λds
= 3‖u∗∇‖
p
p +
2p
2− p
∫ +∞
0
sp−1|Es|λds
=
8− 3p
2− p
‖u∗∇‖
p
Lpλ
.
vo and ve are defined as follows: uo = (u(x, y) − u(−x, y))/2, ue = (u(x, y) + u(−x, y))/2,
vo = (v(x, y)− v(−x, y))/2, ve = (v(x, y) + v(−x, y))/2, Fo = uo + ive, Fe = ue + ivo.
Proposition 3.6. If F = u + iv is a λ-analytic function, then Fo = uo + ive, Fe = ue + ivo are
λ-analytic functions.
Proof. It is clear that Fo = uo+ive, Fe = ue+ivo both satisfy the the λ-Cauchy-Riemann equations{
Dxuo − ∂yve = 0,
∂yuo +Dxve = 0.
{
Dxue − ∂yvo = 0,
∂yue +Dxvo = 0.
Theorem 3.7. If F (z) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+), for
2λ
2λ+1 < p ≤ 1, then
‖F‖Hp
λ
(R2+)
≤ c‖u∗∇‖Lpλ .
Proof. By Theorem3.5 and Proposition3.6, we could get
‖F‖p
Hpλ(R
2
+)
= sup
t>0
∫
R
|u(x, t)2 + v(x, t)2|p/2|x|2λdx
≤ sup
t>0
∫
R
(
|u(x, t)|2 + |vo(x, t) + ve(x, t)|
2
)p/2
|x|2λdx
≤ c sup
t>0
∫
R
(|u(x, t)|p + |(uo)
∗
∇(x)|
p + |(ue)
∗
∇(x)|
p)|x|2λdx
≤ c
∫
R
|u∗∇(x)|
p|x|2λdx.
(71)
λ-Poisson integral, λ-Conjuate Poisson integral and λ-Hilbert transform are introduced in
[12]and[15].
Definition 3.8. [12][15]
(i) λ-Poisson kernel (τxPy)(−t) has the representation
(τxPy)(−t) =
λΓ(λ+ 1/2)
2−λ−1/2π
∫ π
0
y(1 + sgn(xt) cos θ)(
y2 + x2 + t2 − 2|xt| cos θ
)λ+1 sin2λ−1 θdθ, (72)
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for f ∈ L1λ(R)
⋂
L∞λ (R). λ-Possion integral can be defined by: (Pf)(x, y) = (f ∗λ Py)(x),
(Pf)(x, y) = cλ
∫
R
f(t)(τxPy)(−t)|t|
2λdt, for x ∈ R, y ∈ (0,∞), (73)
where (τxPy)(−t) is the λ-Poisson kernel. Similarily, λ-Poisson integral of a measure dµ ∈ Bλ(R)
can be defined by
(P (dµ))(x, y) = cλ
∫
R
(τxPy)(−t)|t|
2λdµ(t), for x ∈ R, y ∈ (0,∞). (74)
(ii) We denote(τxQy)(−t) as the conjugate λ-Poisson kernel. Then we can define conjugate
λ-Poisson integral by (Qf)(x, y) = (f ∗λ Qy)(x), that is
(Qf)(x, y) = cλ
∫
R
f(t)(τxQy)(−t)|t|
2λdt, for x ∈ R, y ∈ (0,∞), (75)
The conjugate λ-Poisson kernel (τxQy)(−t) has the representation:
(τxQy)(−t) =
λΓ(λ+ 1/2)
2−λ−1/2π
∫ π
0
(x− t)(1 + sgn(xt) cos θ)(
y2 + x2 + t2 − 2|xt| cos θ
)λ+1 sin2λ−1 θdθ. (76)
(iii) λ-Hilbert kernel is defined as :
h(x, t) =
λΓ(λ + 1/2)
2−λ−1/2π
(x − t)
∫ 1
−1
(1 + s)(1 − s2)λ−1
(x2 + t2 − 2xts)λ+1
ds.
Then for f ∈ L1λ(R)
⋂
L∞λ (R), λ-Hilbert transform has the representation:
Hλf(x) = cλ lim
ǫ→0+
∫
|t−x|>ǫ
f(t)h(x, t)|t|2λdt.
The associated maximal functions are: Q∗∇f(x) = sup|s−x|<u(Qf)(s, y), P
∗
∇f(x) = sup|s−x|<u(Pf)(s, y),
and F ∗∇(x) = sup|s−x|<u F (s, y).
Proposition 3.9. [15]
(i)If f(x) ∈ Lpλ(R) for 1 < p <∞, then ‖Q
∗
∇f‖Lpλ ≤ c
1
p‖f‖Lpλ, ‖P
∗
∇f‖Lpλ ≤ c
2
p‖f‖Lpλ.
(ii)If F (x, y) ∈ Hpλ(R
2
+) for
2λ
2λ+1 < p, then ‖F‖Hpλ(R2+) ≍ ‖F
∗
∇‖Lpλ .
(iii)If F (x, y) ∈ Hpλ(R
2
+) for 1 ≤ p < ∞, then F(x, y) has boundary values, and F(x, y) is the
λ-Poisson integer of its boundary values. Let f(x) to be the real part of the boundary values of F(x,
y), Hλf to be the imaginary part of the boundary values, then F (x, y) = Pf(x, y) + iQf(x, y) =
Pf(x, y) + iP (Hλf)(x, y).
(iv)For f ∈ Lpλ(R) 1 ≤ p < ∞, its λ-Poisson integer Pf(x, y) and the conjugate λ-Poisson
integer Qf(x, y) satisfy the generalized Cauchy-Riemann system (4) on R2+.
(v)For 1 ≤ p < ∞, Hλf(x) = limy→0+Qf(x, y) exists almost everywhere, and the mapping
f → Hλf is strong-(p, p) bounded for 1 < p <∞ and weakly-(1, 1) bounded.
Proposition 3.10. [12][15] If F ∈ Hpλ(R
2
+) for p > p0 =
2λ
2λ+1 , then
(i)For almost every x ∈ R, limF (t, y) = F (x) exists as (t, y) approaches the point (x, 0)
nontangentially.
(ii) limy→0+ ‖F (., y) − F‖Lp
λ
= 0, for 2λ2λ+1 < p. ‖F‖Hpλ = ‖F‖L
p
λ
, for 1 ≤ p. ‖F‖Hp
λ
≥
‖F‖Lpλ ≥ 2
1−2/p‖F‖Hpλ , for
2λ
2λ+1 < p < 1, where ‖F‖Lpλ = (cλ
∫
R
|F (x)|p|x|2λdx)1/p.
(iii) F ∈ Hpλ(R
2
+) if and only if F
∗
∇ ∈ L
p
λ(R), and moreover ‖F‖Hpλ ≥ ‖F
∗
∇‖Lpλ ≥ c‖F‖H
p
λ
(iv)Suppose p > 2λ2λ+1 , and p1 >
2λ
2λ+1 , F (x, y) ∈ H
p
λ(R
2
+), and F ∈ L
p1
λ (R). Then F (x, y) ∈
Hp1λ (R
2
+).
(v)For 1 ≤ p <∞, F is the λ-Poisson integral of its boundary values F (x), and F (x) ∈ Lpλ(R).
From Proposition3.9, Theorem3.7, we could obtain:
Theorem 3.11. If F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+) for
2λ
2λ+1 < p <∞, then
‖F‖Hpλ(R2+) ∼ ‖u
∗
∇‖Lpλ(R)
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Then we could deduce the Proposition3.12
Proposition 3.12. If F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+) for
2λ
2λ+1 < p <∞, then
‖F‖Hpλ(R2+) ∼ ‖S(u)‖L
p
λ(R)
.
Proposition 3.13. Hpλ(R
2
+)
⋂
H2λ(R
2
+)
⋂
H1λ(R
2
+) is dense in H
p
λ(R
2
+), for
2λ
2λ+1 < p ≤ 1.
Proof. From([15]), we could know that for F (x, y) ∈ Hpλ(R
2
+) and for any y0 > 0(∫
R
|F (x, y + y0)|
2|x|2λdx
) 1
2
≤ c(y0)
(1/2−1/p)(1+2λ)‖F‖Hpλ(R2+),
and (∫
R
|F (x, y + y0)|
1|x|2λdx
) 1
1
≤ c(y0)
−(1/p−1/1)(1+2λ)‖F‖Hpλ(R2+),
hold for 2λ2λ+1 < p ≤ 1. Thus we could deduce that F (x, y + y0) ∈ H
2
λ(R
2
+)
⋂
H1λ(R
2
+). By
Proposition3.10(ii), we could see that limy0→0+ ‖F (·, y + y0)− F (·, y)‖Lpλ = 0. Then we could see
that Hpλ(R
2
+)
⋂
H2λ(R
2
+)
⋂
H1λ(R
2
+) is dense in H
p
λ(R
2
+). This proves the proposition.
Definition 3.14. By Proposition3.10 and Theorem3.11, H˜pλ(R) (
2λ
2λ+1 < p <∞) could be defined
as
H˜pλ(R) ,
{
g(x) : g(x) = lim
y→0
ReF (t, y), F ∈ Hpλ(R
2
+)
⋂
H1λ(R
2
+)
⋂
H2λ(R
2
+)
(t, y) approaches the point (x, 0)nontangentially
}
.
with the norm:
‖g‖p
Hpλ(R)
= ‖P ∗∇g‖
p
Lpλ(R)
.
Thus H˜pλ(R) is a linear space equipped with the norm: ‖ · ‖
p
Hpλ(R)
, which is not complete. The
completion of H˜pλ(R) with the norm ‖ · ‖
p
Hpλ(R)
is denoted as Hpλ(R). (Notice that H
p
λ(R) could also
be defined as in 3.17. )
Thus we could have the following conclusions:
Proposition 3.15. Hpλ(R)
⋂
H2λ(R)
⋂
H1λ(R) is dense in H
p
λ(R) for
2λ
2λ+1 < p < ∞. H
p
λ(R) =
Lpλ(R), for 1 < p <∞. H
1
λ(R) ⊂ L
1
λ(R).
3.2 Homogeneous type Hardy Spaces on Dunkl setting
In Definition3.14, we introduced the real-variable Hardy spaces: Hpλ(R) which is associated with
the pseudo-analytic Hardy spacesHpλ(R
2
+). We will prove that the H
p
λ(R) is a kind of Homogeneous
Hardy Space.
Let dλ(x, y) = (2λ+1)
∣∣∣∫ xy |t|2λdt∣∣∣ , dµλ(x) = (2λ+1)|x|2λdx, µλ(x, y) = (2λ+1) ∫ xy |t|2λdt, c−1λ =
2λ+1/2Γ(λ+ 1/2). Thus dλ(x, y) = |µλ(x, y)|. B(x, r) = Bλ(x, r) = {y : dλ(x, y) < r}.
We will introduce a new kernel K(r, x, t) as following:
K(r, x, t) =
{
r(τxPr|x|−2λ)(−t) for r < |x|
2λ+1,
r(τxPr1/(2λ+1))(−t) for r ≥ |x|
2λ+1.
(77)
Thus K(r, x, t) = r(τxPy)(−t), where y has the representation
y =
{
r|x|−2λ for r < |x|2λ+1,
r1/(2λ+1) for r ≥ |x|2λ+1.
(78)
Then for any f(x) ∈ L2λ(R)
⋂
L1λ(R)
⋂
Hpλ(R),
2λ
2λ+1 < p ≤ 1, the following holds:
sup
r>0
∫
R
K(r, x, t)f(t)
|t|2λdt
r
= sup
y>0
(Py ∗λ f) (x). (79)
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From[15] we have the following formula for the λ-Poisson kernel:
(τxPy)(−t) ∼
y[y2 + (|x|+ |t|)2]−λ
y2 + (x− t)2
ln
(
y2 + (x− t)2
y2 + (x+ t)2
+ 2
)
. (80)
Then we will prove the following Theorem3.16.
Theorem 3.16. A > 0 is a constant. K(r, x, t) is a kernel satisfying the following conditions:
(i) K(r, x, x) & 1, for r > 0, x ∈ R;
(ii) 0 ≤ K(r, x, t) .
(
1 + dλ(x,t)r
)− 2(λ+1)2λ+1
, for r > 0, x, t ∈ R;
(iii) For r > 0, x, t, z ∈ R, if dλ(t,z)r ≤ Cmin{1 +
dλ(x,t)
r , 1 +
dλ(x,z)
r }
|K(r, x, t)−K(r, x, z)| .
(dλ(t, z)
r
) 1
2λ+1
(
1 +
dλ(x, t)
r
)− (2λ+3)2λ+1
.
(iv)
K(r, x, y) = K(r, y, x).
Proof. K(r, x, y) = K(r, y, x) can be deduced from the fact that (τxPy)(−t) = (τtPy)(−x). Notice
that for any s 6= 0, we have
K(|s|2λ+1r, sx, st) = K(r, x, t), dλ(sx, st) = |s|
−2λ−1dλ(x, t).
Then we need to only prove the theorem for x = 0 and x = 1. First, we will prove K(r, x, x) ≥
A−1 > 0.
Case 1 x=0. By equation(78), y = r
1
2λ+1
K(r, 0, 0) =
r ∗ r
1
2λ+1
(r
2
2λ+1 )λ+1
≥ 1.
Case 2 x 6= 0, we need only to consider the case when x=1.
When r < 1, by equation(77) and equation(78), we have y = r < 1. Thus:
K(r, 1, 1) =
λΓ(λ + 1/2)
2−λ−1/2π
∫ π
0
ry(1 + cos θ)(
y2 + 2− 2 cos θ
)λ+1 sin2λ−1 θdθ.
≥ c
∫ y/4
0
ry(1 + cos θ)(
y2 + 2− 2 cos θ
)λ+1 sin2λ−1 θdθ
≥ c.
When r ≥ 1, from equations (78), (80) and (77), we could deduce that y = r
1
2λ+1 ≥ 1. Thus we
could have:
K(r, 1, 1) ≥
r
1
2λ+1 r(
r
2
2λ+1 + 2
)λ+1
≥ c.
Second, we will prove that 0 ≤ K(r, x, t) ≤ A
(
1 + dλ(x,t)r
)− 2(λ+1)2λ+1
, for r > 0, x, t ∈ R.
Case 1 When x=0, by equation(78), we could deduce y = r
1
2λ+1 . Thus
K(r, 0, t) ∼ C
(
1 +
t2
r2/(2λ+1)
)−λ−1
∼ A
(
1 +
|t|2λ+1
(2λ+ 1)r
)− 2(λ+1)2λ+1
= A
(
1 +
dλ(0, t)
r
)− 2(λ+1)2λ+1
.
Case 2 When x 6= 0, we need only to consider for x=1. Notice that y = r
1
2λ+1 ≥ 1 for r ≥ 1,
and y = r, for r < 1. By estimation(80), we could have
when r ≥ 1 K(r, 1, t) ∼

r
2λ+2
2λ+1(
r
2
2λ+1 + t2 + 1
)λ+1 ln( r2 + t2 + 1r2 + (t+ 1)2 + 1
)
for t < 0,
r
2λ+2
2λ+1(
r
2
2λ+1 + t2 + 1
)λ (
(r
2
2λ+1 + (1− t)2
) for t ≥ 0.
(81)
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when r < 1 K(r, 1, t) ∼

r2
(r2 + t2 + 1)λ+1
for t < 0,
r2
(r2 + t2 + 1)
λ
(
r2 + (1− t)2
) for t ≥ 0. (82)
Equation(81) and equation(82) imply that K(r, 1, t) ≤ C
(
1+ dλ(1,t)r
)− 2(λ+1)2λ+1
for some constant
C. Thus we have established 0 ≤ K(r, x, t) .
(
1 + dλ(x,t)r
)− 2(λ+1)2λ+1
, for r > 0, x, t ∈ R.
At last, when dλ(t,z)r ≤ Cmin{1 +
dλ(x,t)
r , 1 +
dλ(x,z)
r }, we will prove that
|K(r, x, t)−K(r, x, z)| .
(dλ(t, z)
r
) 1
2λ+1
(
1 +
dλ(x, t)
r
)− (2λ+3)2λ+1
.
for r > 0, x, t, z ∈ R. We could see that if
dλ(t, z)
r
. 1 +
dλ(x, t)
r
,
then
dλ(x, z)
r
.
(
dλ(x, t)
r
+
dλ(t, z)
r
)
.
(
dλ(x, t)
r
+ 1 +
dλ(x, t)
r
)
. 1 +
dλ(x, t)
r
.
Thus we could have if
dλ(t, z)
r
. 1 +
dλ(x, t)
r
then
1 +
dλ(x, z)
r
. 1 +
dλ(x, t)
r
.
Thus we could deduce:
1 +
dλ(x, z)
r
∼ 1 +
dλ(x, t)
r
. (83)
For u ∈ R satisfying (u− t)(u− z) ≤ 0, we could obtain
dλ(u, t)
r
.
dλ(t, z)
r
. Cmin{1 +
dλ(x, t)
r
, 1 +
dλ(x, z)
r
}.
Thus :
1 +
dλ(x, u)
r
∼ 1 +
dλ(x, t)
r
, when (u− t)(u− z) ≤ 0. (84)
It is enough to prove that if dλ(t,z)r ≤ Cmin{1 +
dλ(x,t)
r , 1 +
dλ(x,z)
r }, then(
1 +
dλ(x, t)
r
) 2λ+3
2λ+1
|K(r, x, t)−K(r, x, z)| .
(dλ(t, z)
r
) 1
2λ+1
. (85)
Case 1 When x=0, we could suppose that z > 0 first. By (84), we could obtain the following
inequality for u(u− z) ≤ 0:
1 +
dλ(0, u)
r
∼ 1 +
dλ(0, z)
r
∼ 1 ∼ 1 +
u2λ+1
r
.
By the mean value theorem for integral, we could have:
(
1 +
dλ(0, z)
r
) 2λ+3
2λ+1
|K(r, 0, t)−K(r, 0, z)|
= cλ
(
1 +
dλ(0, z)
r
) 2λ+3
2λ+1
∫ π
0
r
(
y(
y2 + t2
)λ+1 − y(
y2 + z2
)λ+1
)
sin2λ−1 θdθ
.
(
1 +
u2λ+1
r
) 2λ+3
2λ+1 ur
2λ+2
2λ+1(
r
2
2λ+1 + u2
)λ+2 |t− z|.
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
(
1 +
u2λ+1
r
) 2λ+3
2λ+1 ur
2λ+2
2λ+1(
r
2
2λ+1 + u2
)λ+2 ≤ r 12λ+1 r 2λ+22λ+1(
r
2
2λ+1
)λ+2 ≤ 1
r
1
2λ+1
for |u| < r
1
2λ+1 ,
(
1 +
u2λ+1
r
) 2λ+3
2λ+1 ur
2λ+2
2λ+1(
r
2
2λ+1 + u2
)λ+2 ≤ 1
r
1
2λ+1
u2λ+4(
r
2
2λ+1 + u2
)λ+2 ≤ 1
r
1
2λ+1
for |u| ≥ r
1
2λ+1 .
Thus when dλ(t,z)r ≤ Cmin{1 +
dλ(0,t)
r , 1 +
dλ(0,z)
r }, the following inequality holds:(
1 +
dλ(0, t)
r
) 2λ+3
2λ+1
|K(r, 0, t)−K(r, 0, z)| .
|t− z|
r
1
2λ+1
.
(dλ(t, z)
r
) 1
2λ+1
.
Case 2 When x 6= 0, it will be enough to prove Formula(85) when x = 1. For dλ(|t|,|z|)r ≤
Cmin{1 + dλ(1,|t|)r , 1 +
dλ(1,|z|)
r }, we will prove:(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, |z|)| .
(dλ(|t|, |z|)
r
) 1
2λ+1
.
By equation(72), equation(84) and mean value theorem, we could obtain:(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, |z|)|
∼
(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
∣∣∣∣∣
∫ π
0
(
ry(1 + cos θ) sin2λ−1 θ(
y2 + 1 + t2 − 2|t| cos θ
)λ+1 − ry(1 + cos θ) sin2λ−1 θ(
y2 + 1 + z2 − 2|z| cosθ
)λ+1
)
dθ
∣∣∣∣∣
.
∣∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
∫ 1
−1
ry(1 + s)(|u| − s)(
y2 + 1 + u2 − 2|u|s
)λ+2 (1− s2)λ−1(1 + s)ds
∣∣∣∣∣ |(|t| − |z|)| .
Thus the following hold for 0 ≤ s ≤ 1 :∣∣∣∣ 1(y2 + 1 + u2 − 2|u|s)
∣∣∣∣ < 1(y2 + 1 + u2)(1 − s) and
∣∣∣∣ |u| − 1(y2 + 1 + u2 − 2|u|s)
∣∣∣∣ < ∣∣∣∣ |u| − 1(y2 + 1 + u2 − 2|u|)
∣∣∣∣ .
Then, toghether with Formula (80), we could obtain∣∣∣∣∣
∫ 1
−1
ry(1 + s)(|u| − s)(
y2 + 1 + u2 − 2|u|s
)λ+2 (1 − s2)λ−1(1 + s)ds (|t| − |z|)
∣∣∣∣∣
≤
(∣∣∣∣∣
∫ 1
−1
ry(1 + s)(|u| − 1)(1− s2)λ−1(1 + s)(
y2 + 1 + u2 − 2|u|s
)λ+2 ds
∣∣∣∣∣+
∣∣∣∣∣
∫ 1
−1
ry(1− s2)λ(1 + s)(
y2 + 1 + u2 − 2|u|s
)λ+2 ds
∣∣∣∣∣
)
|(|t| − |z|)|
≤ C
∣∣∣∣∣ (|u| − 1)(y2 + 1 + u2 − 2|u|) |(τ1Py)(−|u|)| (|t| − |z|)
∣∣∣∣∣+ C
∣∣∣∣∣ 1(y2 + 1 + u2) |(τ1Py)(−|u|)| (|t| − |z|)
∣∣∣∣∣
≤ C
∣∣∣∣(|t| − |z|) yr (1 − |u|)2 + y2 + (1 + u2 + y2)|1− |u||((1 − |u|)2 + y2)2(1 + u2 + y2)λ+1
∣∣∣∣ .
i: If r < 1, then y = r.
For r < 1, |1 − |u|| ≥ 2, we could deduce dλ(1, |u|) ≈ |u|2λ+1. Thus the following could be
obtained: ∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) yr
(1 − |u|)2 + y2 + (1 + u2 + y2)|1− |u||
((1− |u|)2 + y2)2(1 + u2 + y2)λ+1
∣∣∣∣
=
∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) r2
(1− |u|)2 + r2 + (1 + u2 + r2)|1− |u||
((1 − |u|)2 + r2)2(1 + u2 + r2)λ+1
∣∣∣∣
.
|u|2λ+3
r
2λ+3
2λ+1
r2 |(|t| − |z|)|
(1 + u2 + r2)|1 − |u||
((1 − |u|)2 + r2)2(1 + u2 + r2)λ+1
.
(dλ(|t|, |z|)
r
) 1
2λ+1
.
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For r < 1, r/2 ≤ |1− |u|| ≤ 2, it is clear that dλ(1, |u|) ≈ |1− |u||, dλ(|t|, |z|) . r+ dλ(1, |u|) .
dλ(1, |u|), dλ(|t|, |z|) ≈ ||t| − |z||. Thus∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) yr
(1 − |u|)2 + y2 + (1 + u2 + y2)|1− |u||
((1− |u|)2 + y2)2(1 + u2 + y2)λ+1
∣∣∣∣
=
∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) r2
(1− |u|)2 + r2 + (1 + u2 + r2)|1− |u||
((1 − |u|)2 + r2)2(1 + u2 + r2)λ+1
∣∣∣∣
.
1
r
1
2λ+1
dλ(|t|, |z|)
dλ(1, |u|)
2λ
2λ+1
.
(dλ(|t|, |z|)
r
) 1
2λ+1
.
For r < 1, |1−|u|| ≤ r/2, we have dλ(1, |u|) ≈ |1−|u||, ||t|−|z|| ≈ dλ(|t|, |z|) . r+dλ(1, |u|) . r,
then ∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) yr
(1 − |u|)2 + y2 + (1 + u2 + y2)|1− |u||
((1− |u|)2 + y2)2(1 + u2 + y2)λ+1
∣∣∣∣
=
∣∣∣∣(1 + dλ(1, |u|)r )
2λ+3
2λ+1
(|t| − |z|) r2
(1− |u|)2 + r2 + (1 + u2 + r2)|1− |u||
((1 − |u|)2 + r2)2(1 + u2 + r2)λ+1
∣∣∣∣
.
|(|t| − |z|)|
r
.
(dλ(|t|, |z|)
r
) 1
2λ+1
.
ii: If r ≥ 1, then y = r
1
2λ+1 . Thus(
1 +
dλ(1, |u|)
r
) 2λ+3
2λ+1
|(|t| − |z|)| yr
(1 − |u|)2 + y2 + (1 + u2 + y2)|1 − |u||
((1 − |u|)2 + y2)2(1 + u2 + y2)λ+1
=
(
1 +
dλ(1, |u|)
r
) 2λ+3
2λ+1
|(|t| − |z|)| r
2λ+2
2λ+1
(1− |u|)2 + r
2
2λ+1 + (1 + u2 + r
2
2λ+1 )|1− |u||
((1 − |u|)2 + r
2
2λ+1 )2(1 + u2 + r
2
2λ+1 )λ+1
.

|u|2λ+3
r
2λ+3
2λ+1
|(|t| − |z|)| r
2λ+2
2λ+1
(1−|u|)(1+u2)
(1−|u|)(1+u2)r
2λ+3
2λ+1
.
(
dλ(|t|,|z|)
r
) 1
2λ+1
, for |1− |u|| ≥ 2r
1
2λ+1 , dλ(1, |u|) ∼ u2λ+1
|(|t| − |z|)| r
2λ+2
2λ+1 r
1
2λ+1 r
2
2λ+1
r
4
2λ+1 r
2λ+2
2λ+1
.
(
dλ(|t|,|z|)
r
) 1
2λ+1
for |1− |u|| ≤ 2r
1
2λ+1 .
Thus we have proved:(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, |z|)| .
(dλ(|t|, |z|)
r
) 1
2λ+1
for dλ(|t|,|z|)r ≤ Cmin{1 +
dλ(1,|t|)
r , 1 +
dλ(1,|z|)
r }. In the same way, we could prove that:(
1 +
dλ(1,−|t|)
r
) 2λ+3
2λ+1
|K(r, 1,−|t|)−K(r, 1,−|z|)| .
(dλ(|t|, |z|)
r
) 1
2λ+1
for dλ(|t|,|z|)r ≤ Cmin{1 +
dλ(1,−|t|)
r , 1 +
dλ(1,−|z|)
r }. Next, we will prove that for
dλ(|t|,−|z|)
r ≤
Cmin{1 + dλ(1,|t|)r , 1 +
dλ(1,−|z|)
r } the following holds:(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1,−|z|)| .
(dλ(|t|,−|z|)
r
) 1
2λ+1
.
Notice that if dλ(|t|,−|z|)r ≤ Cmin{1 +
dλ(1,|t|)
r , 1 +
dλ(1,−|z|)
r }, then
1 +
dλ(1, |t|)
r
≈ 1 +
dλ(1,−|z|)
r
.
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Then we could have(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1,−|z|)|
.
(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, 0)|+
(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1,−|z|)−K(r, 1, 0)|
.
(
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, 0)|+
(
1 +
dλ(1,−|z|)
r
) 2λ+3
2λ+1
|K(r, 1,−|z|)−K(r, 1, 0)|.
Together with (
1 +
dλ(1, |t|)
r
) 2λ+3
2λ+1
|K(r, 1, |t|)−K(r, 1, |z|)| .
(dλ(|t|, |z|)
r
) 1
2λ+1
.
Then for dλ(t,z)r ≤ Cmin{1 +
dλ(1,t)
r , 1 +
dλ(1,z)
r }, we could deduce that(
1 +
dλ(1, t)
r
) 2λ+3
2λ+1
|K(r, 1, t)−K(r, 1, z)| .
(dλ(t, z)
r
) 1
2λ+1
.
This proves the Proposition.
By Theorem2.33 and Theorem3.16, Hpλ(R) and H˜
p
λ(R) could also be defined as:
Definition 3.17. [Hpλ(R), H˜
p
λ(R) space for p >
2λ+1
2λ+2 . ]
H˜pλ(R) =
{
g ∈ L2λ(R)
⋂
L1λ(R) : g
∗(x) ∈ Lpλ(R)
}
Hpλ(R) =
{
g ∈ S′(R, |x|2λdx) : g∗(x) ∈ Lpλ(R)
}
.
Let f∗(x) to be defined as:
f∗(x) = sup
φ,r
{∣∣∣∣∫ f(y)φ(y)dµ(y)∣∣∣∣ /r : r > 0, suppφ ⊂ Bλ(x, r), L(φ, 12λ+ 1) ≤ r− 12λ+1 , ‖φ‖L∞ ≤ 1
}
.
Proposition 3.18.(∫
R
sup
y>0
|f ∗λ Py(x)|
p|x|2λdx
)1/p
.
(∫
R
|f∗(x)|p|x|2λdx
)1/p
(86)
for any p > 0 and any f ∈ L1λ(R).
Proof. We will prove inequality(86) under extra assumption that x ≥ 0. Let ψ(t) = φ(t2λ+1),
φ(t) ∈ S(R), satisfying φ′′(t) . 1, φ′(t) . 1, supp φ(t) ⊆ (−1, 1), and φ(t) = 1 when t ∈ (−1/2, 1/2).
Let:
ψ+0,x(t) = φ(
t2λ+1 − x2λ+1
r
),
ψ+k,x(t) = φ(
t2λ+1 − x2λ+1
2kr
)− φ(
t2λ+1 − x2λ+1
2k−1r
), for t ≥ x ≥ 0, k ≥ 1
ψ+0,x(t) = 0, ψ
+
k,x(t) = 0, for t ≤ x, k ≥ 1
Then we could define ψ−k,x(t) as following:
ψ−k,x(t) = ψ
+
k,x(x+ dλ(x, t)), for t ≤ x
ψ−k,x(t) = 0, for t ≥ x
Let ψk,x(t) denote as
ψk,x(t) = ψ
−
k,x(t) + ψ
+
k,x(t).
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Then
+∞∑
k=0
ψk,x(t) = 1, and suppψk,x(t) ⊆
(
Bλ(x, 2
k+1r) \Bλ(x, 2
k−2r)
)
. when k ≥ 1.
For k 6= 0, when t2 ≥ t1 ≥ x, by mean value theorem , ∃ξ, t1 ≤ ξ ≤ t2, ∃s,
1
2kr ≤ s ≤
1
2k−1r∣∣∣∣∣ψ
+
k,x(t1)− ψ
+
k,x(t2)
dλ(t1, t2)
1
2λ+1
∣∣∣∣∣
=
∣∣∣∣∣∣
[
φ(
t2λ+11 −x
2λ+1
2k+1r
)− φ(
t2λ+11 −x
2λ+1
2kr
)
]
−
[
φ(
t2λ+12 −x
2λ+1
2k+1r
)− φ(
t2λ+12 −x
2λ+1
2kr
)
]
dλ(t1, t2)
1
2λ+1
∣∣∣∣∣∣
.
∣∣∣∣∣
(
φ′( ξ
2λ+1−x2λ+1
2k+1r )
2k+1r
−
φ′( ξ
2λ+1−x2λ+1
2kr )
2kr
)∣∣t2λ+11 − t2λ+12 ∣∣ 2λ2λ+1
∣∣∣∣∣
.
∣∣∣∣((ξ2λ+1 − x2λ+1)sφ′′(s(ξ2λ+1 − x2λ+1))− φ′(s(ξ2λ+1 − x2λ+1))) ∣∣t2λ+11 − t2λ+12 ∣∣ 2λ2λ+1 2−k−1r−1∣∣∣∣
.
(
2−k−1r−1
) 1
2λ+1
⇒ L
(
ψ+k,x(t),
1
2λ+ 1
)
.
(
2−k−1r−1
) 1
2λ+1 .
By the mean value theorem we have∣∣∣ψ+k,x(t)∣∣∣ = ∣∣∣∣φ( t2λ+1 − x2λ+12k+1r )− φ( t2λ+1 − x2λ+12kr )
∣∣∣∣ = ∣∣∣∣φ′(ξ)( t2λ+1 − x2λ+12k+1r )
∣∣∣∣ . 1.
In all, we obtain the following:
∣∣∣ψ+k,x(t)∣∣∣ = ∣∣∣φ′(ξ)( t2λ+1−x2λ+12k+1r )∣∣∣ . 1
L
(
ψ+k,x(t),
1
2λ+1
)
.
(
2−k−1r−1
) 1
2λ+1
suppψ+k,x(t) ⊆
(
Bλ(x, 2
k+1r) \Bλ(x, 2k−1r)
)⋂
{t : t > x}.
(87)
Thus 
|ψk,x(t)| =
∣∣∣φ′(ξ)( t2λ+1−x2λ+12k+1r )∣∣∣ . 1
L
(
ψk,x(t),
1
2λ+1
)
.
(
2−k−1r−1
) 1
2λ+1
suppψk,x(t) ⊆
(
Bλ(x, 2
k+1r) \Bλ(x, 2k−1r)
)
.
(88)
For k = 0, by mean value theorem∣∣∣∣∣ψ0,x(t1)− ψ0,x(t2)dλ(t1, t2) 12λ+1
∣∣∣∣∣ =
∣∣∣∣∣∣φ(
t2λ+11 −x
2λ+1
r )− φ(
t2λ+12 −x
2λ+1
r )
dλ(t1, t2)
1
2λ+1
∣∣∣∣∣∣
.
∣∣∣∣(1rφ(ξ′2λ+1 − x2λ+1r )
) ∣∣t2λ+11 − t2λ+12 ∣∣ 2λ2λ+1 ∣∣∣∣
. r−
1
2λ+1
⇒ L
(
ψ0,x(t),
1
2λ+ 1
)
.
(
r−1
) 1
2λ+1 .
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We could remove the condition that x ≥ 0. Because when x ≤ 0, let:
ψ+0,x(t) = φ(
|t|2λ+1 − |x|2λ+1
r
),
ψ+k,x(t) = φ(
|t|2λ+1 − |x|2λ+1
2k+1r
)− φ(
|t|2λ+1 − |x|2λ+1
2kr
), for t ≤ x ≤ 0, k ≥ 1,
ψ+0,x(t) = 0,
ψ+k,x(t) = 0, for t ≥ x, k ≥ 1.
Then define ψ−k,x(t) as following:
ψ−k,x(t) = ψ
+
k,x(|x|+ dλ(x, t)), for t ≥ x
ψ−k,x(t) = 0, for t ≤ x
Thus
rτxPy(−t) =
+∞∑
k=0
ψk,x(t)rτxPy(−t).
When k ≥ 1, we could see that dλ(t1, t2) ≤ 2k+1r, 2k−1r ≤ dλ(x, t1) ≤ 2k+1r, 2k−1r ≤ dλ(x, t2) ≤
2k+1r. Thus we could obtain dλ(t1, t2) . min{dλ(x, t1) + r, dλ(x, t2) + r}. Thus
|K(r, x, t1)−K(r, x, t2)| = |rτxPy(−t1)− rτxPy(−t2)| .
(dλ(t1, t2)
r
) 1
2λ+1
(
1 +
dλ(x, t1)
r
)− (2λ+3)2λ+1
.
Then ∣∣∣∣∣rτxPy(−t1)− rτxPy(−t2)dλ(t1, t2) 12λ+1
∣∣∣∣∣ . r− 12λ+1 (1 + 2k)− (2λ+3)2λ+1 . (89)
By Proposition3.16 we could have
rτxPy(−t1) .
(
1 +
d(x, t1)
r
)− 2(λ+1)2λ+1
.
(
1 + 2k
)− 2(λ+1)2λ+1
. (90)
Notice that L
(
(2k+1)
1
2λ+1ψk,x(t),
1
2λ+1
)
.
(
r−1
) 1
2λ+1 , thus we could have∣∣∣∣∣ψk,x(t1)− ψk,x(t2)dλ(t1, t2) 12λ+1
∣∣∣∣∣ . (2−k−1r−1) 12λ+1 . (91)
From Formulas (89), (90) and (91), we could obtain:∣∣∣∣∣ψk,x(t1)rτxPy(−t1)− ψk,x(t2)rτxPy(−t2)dλ(t1, t2) 12λ+1
∣∣∣∣∣
=
∣∣∣∣∣ψk,x(t1)− ψk,x(t2)dλ(t1, t2) 12λ+1 rτxPy(−t1) + rτxPy(−t1)− rτxPy(−t2)dλ(t1, t2) 12λ+1 ψk,x(t2)
∣∣∣∣∣
.
(
2−k−1r−1
) 1
2λ+1
(
1 + 2k
)− 2(λ+1)2λ+1
+
(
1 + 2k
)− 2λ+32λ+1 (
r−1
) 1
2λ+1
.
(
1 + 2k
)− 2λ+32λ+1 (
r−1
) 1
2λ+1 .
Thus when k ≥ 1,
suppψk,x(t)rτxPy(−t) ⊆
(
B(x, 2k+1r)\B(x, 2k−1r)
)
,
L
((
1 + 2k
) 2λ+2
2λ+1
ψk,x(t)rτxPy(−t),
1
2λ+ 1
)
.
((
1 + 2k
)
r
)− 12λ+1
.
Applying Proposition3.16, together with |ψk,x(t)| . 1, we could then have(
1 + 2k
) 2λ+2
2λ+1
ψk,x(t)rτxPy(−t) . 1
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Thus when k ≥ 1,
(
1 + 2k
) 2λ+2
2λ+1
ψk,x(t)rτxPy(−t) . 1
L
((
1 + 2k
) 2λ+2
2λ+1
ψk,x(t)rτxPy(−t),
1
2λ+1
)
.
((
1 + 2k
)
r
)− 12λ+1
suppψk,x(t)rτxPy(−t) ⊆
(
B(x, 2k+1r)\B(x, 2k−2r)
)
.
(92)
Then
sup
y>0
|f ∗λ Py(x)| =
∣∣∣∣sup
r>0
∫
R
f(t)rτxPy(−t)
|t|2λdt
r
∣∣∣∣
≤
∣∣∣∣∣
+∞∑
k=0
sup
r>0
∫
R
f(t)ψk,x(t)2
k+1rτxPy(−t)
|t|2λdt
2k+1r
∣∣∣∣∣
.
∣∣∣∣Σ+∞k=0(1 + 2k)− 12λ+1 f∗(x)∣∣∣∣
. f∗(x).
Thus(∫
R
sup
y>0
|f ∗λ Py(x)|
p|x|2λdx
)1/p
.
(∫
R
|f∗(x)|p|x|2λdx
)1/p
∀p > 0, ∀f ∈ L1λ(R).
Proposition 3.19. For p > 2λ+12λ+2 , for any f ∈ L
1
λ(R), (λ > 0) we could have(∫
R
|f∗(x)|p|x|2λdx
)1/p
≤ C
(∫
R
sup
y>0
|f ∗λ Py(x)|
p|x|2λdx
)1/p
.
C is dependent on p and λ.
Proof. The Proposition could be deduced from Theorem2.33.
Proposition 3.20. Let f∗∇(x) = sup|s−x|<y |f ∗λ Py(s)|, for p >
2λ+1
2λ+2 , ∀f ∈ L
1
λ(R)(∫
R
|f∗(x)|p|x|2λdx
)1/p
∼
(∫
R
|f∗∇(x)|
p|x|2λdx
)1/p
Proof. The way to prove the inequality
(∫
R
|f∗(x)|p|x|2λdx
)1/p
&
(∫
R
|f∗∇(x)|
p|x|2λdx
)1/p
is similar
to Proposition3.18. Let y=y(s, r), and assume x ≥ 0:
y =
{
r|s|−2λ for r < |s|2λ+1,
r1/(2λ+1) for r ≥ |s|2λ+1.
First. When r ≤ |s|2λ+1, by mean value theorem, 0 ≤ ∃ξ ≤ r|s|−2λ−1 ≤ 1
|
(
s± r|s|−2λ
)2λ+1
− s2λ+1| ≤ |s2λ+1 (2λ+ 1) (1± ξ) r|s|−2λ−1| ≤ 22λ (2λ+ 1) r (93)
When r ≥ |s|2λ+1, |s|r−
1
2λ+1 ≤ 1, by mean value theorem, 0 ≤ ∃ξ ≤ 1
|
(
r
1
2λ+1 ± s
)2λ+1
− s2λ+1| ≤ | (2λ+ 1) (ξ ± |s|) r|s|−2λ−1| ≤ 22λ (2λ+ 1) r. (94)
Thus from formula(93) and (94) we could see that:
{x : |x− s| < y} ⊆ Bλ(s, 2
2λ (2λ+ 2) r), and dλ(x, s) < 2
2λ (2λ+ 2) r.
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Therefore we could have:
{s : |x− s| < y} ⊆ Bλ(x, 2
2λ (2λ+ 2) r).
Together with Formula(92), then ∃k0 = [2λ+ 1] ∈ N depending only on λ such that
(
1 + 2k
) 2λ+2
2λ+1
ψk,s(t)rτsPy(−t) . 1
L
((
1 + 2k
) 2λ+2
2λ+1
ψk,s(t)rτsPy(−t),
1
2λ+1
)
.
((
1 + 2k
)
r
)− 12λ+1
suppψk,s(t)rτsPy(−t) ⊆
(
Bλ(x, 2
k+k0+1r)\Bλ(x, 2
k−2r)
)
.
Thus we obtain:
f∗∇(x) = sup
|s−x|<y
∣∣∣∣∫
R
f(t)rτsPy(−t)
|t|2λdt
r
∣∣∣∣
≤
+∞∑
k=0
∣∣∣∣∣ sup|s−x|<y
∫
R
f(t)ψk,s(t)2
k+1rτsPy(−t)
|t|2λdt
2k+1r
∣∣∣∣∣
.
+∞∑
k=0
∣∣∣∣(1 + 2k)− 12λ+1 f∗(x)∣∣∣∣
. f∗(x).
⇒ (∫
R
|f∗∇(x)|
p|x|2λdx
)1/p
.
(∫
R
|f∗(x)|p|x|2λdx
)1/p
∀p > 0, ∀f ∈ L1λ(R). (95)
Conversely, let y=y(s, r), and assume x ≥ 0:
y =
{
r|s|−2λ for r < |s|2λ+1,
r1/(2λ+1) for r ≥ |s|2λ+1.
Assume s > 0. When r ≤ |s|2λ+1∣∣∣(s2λ+1 ± r) 12λ+1 − s∣∣∣ ≤ Cs ∣∣∣∣(1± rs2λ+1 )
1
2λ+1
− 1
∣∣∣∣ ≤ C rs2λ ≤ Cy. (96)
When r ≥ |s|2λ+1, |s|r−
1
2λ+1 ≤ 1
|
(
r ± s2λ+1
) 1
2λ+1 − s| ≤ Cr
1
2λ+1 ≤ Cy. (97)
Thus
Bλ(s, r) = {x : dλ(s, x) < r} ⊆ {x : |x− s| < Cy} .
Thus Theorem2.33 and Proposition2.17 lead to
(∫
R
|f∗(x)|p|x|2λdx
)1/p
≤ C
(∫
R
sup
dµ(x,y)<r
|f ∗λ Py(x)|
p|x|2λdx
)1/p
≤ C
(∫
R
|f∗∇(x)|
p|x|2λdx
)1/p
. (98)
Thus Formula(95) and (98) lead to the Proposition.
Then Theorem3.21 could be obtained through Theorem3.11 Proposition3.19, Proposition3.18,
Proposition3.20, Proposition3.13 and Proposition3.2(iii):
Theorem 3.21. ∀p > 2λ+12λ+2 , F (x, y) = u(x, y) + iv(x, y) ∈ H
p
λ(R
2
+)
⋂
H2λ(R
2
+)
⋂
H1λ(R
2
+), f(x) is
the boundary value of the function F(x, y) and F(x, y) is the λ-Poisson integral of the function
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f(x), g(x)=Ref(x). Then the spaces of Hardy spaces in the Dunkl setting could be characterized by
the Hardy spaces of Homogeneous type:
‖F‖Hpλ(R2+) ∼ ‖g
∗(x)‖Lpλ(R).
If F (x, y) = u(x, y) + iv(x, y) ∈ Hpλ(R
2
+), then there exists a f(x) ∈ H
p
λ(R) such that the
following holds:
‖F‖Hpλ(R2+) ∼ ‖f
∗(x)‖Lpλ(R),
and the map from Hpλ(R
2
+) to H
p
λ(R) is a bijection.
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