ABSTRACT Characterizing acoustic waveguide channels is becoming important for the development of communication and signal processing applications across diverse fields ranging from urban water supply systems to oil and gas distribution pipeline networks. These applications include sonar and transmission systems in support of leak detection, blockage location, sensing, monitoring, and signaling for example. In this paper, we provide experimental results and models for the wideband channel characterization of acoustic waveguides formed from gas and water pipelines over the 1-50 kHz frequency band. Experimental results are provided for two straight pipe systems comprising an acrylic pipe filled with air and a steel pipe filled with water. A mode-based analytical model for predicting acoustic wave propagation in rigid and elastic pipes is proposed with deterministic and stochastic characteristics both considered. Good matching is demonstrated between the model predictions and experimental results in terms of dispersion curves, channel spectrograms, and delay spread. A key finding is that acoustic waveguides filled with water should be treated as elastic pipes, and they have significantly different characteristics from those filled with gas, which can usually be treated as rigid pipes. Furthermore for the steel-water waveguide pipeline, link budget calculations and noise power spectral density measurements reveal that a communication range of more than 50 m can be obtained.
I. INTRODUCTION
Channel characterization is a critical building block in the design and development of communication and signal processing systems and these have many important industrial, government and consumer applications. Channel characterization for ocean acoustic, wireless, wired, and optical channels has a long history and numerous results and models have been reported and developed [1] - [6] . Another channel that is becoming increasingly important is that formed by acoustic waveguide channels consisting of urban water supply systems (UWSS), oil and gas distribution pipeline networks [7] - [9] . These systems support the lives of billions of people and therefore their safe and reliable operation is critical. For example contamination or interference with UWSS can have serious health and security implications, while pipe failures can disrupt lives, businesses and cause damaging flooding. However current methods for sensing, collecting and processing data in pipeline networks to address these issues are inadequate. One possible approach to acquiring pipeline data is through the development of acoustic communication and sonar systems that operate inside pipelines in support of sensor networks, robotic inspection and robotic navigation [10] , [11] . The reason for this is that traditional wireless magneto-inductive [12] and RF communication techniques are not always applicable in the pipeline environment which can feature metal pipes buried deep in the ground for example. Motivated by this background, channel characterization for acoustic waveguides consisting of pipelines is considered in this paper.
In related work on acoustic channels there has been a focus on wireless acoustic communication in deep and shallow open water columns in oceans, rivers and lakes [1] , [13] , [14] . Distinctive features of the acoustic channel in oceans include wave reflection from the ocean surface and refraction resulting from spatial variability of sound speed, both causing extensive time-varying multipath [13] , [15] . In addition there exist high levels of non-Gaussian ambient noise from snapping shrimp in warmer water, ice cracking in polar regions, breaking waves, rain and distant shipping. Furthermore strong Doppler effects are present due to the motion of the mobile stations.
In related work on waveguide channels, fiber-optic communication is the most developed data transmission system utilizing waveguides [16] . Channel characterization of waveguides is also related to previous work on wireless communication in tunnels because the structure of the tunnel forms a waveguide for electromagnetic waves. [17] , [18] . Results for communication in acoustic waveguides is much more limited. According to the existing physical models for acoustic vibrations in waveguides [19] , [20] , both wave speed and wave propagation paths are sensitive to pipe material and the material surrounding the pipe, which form the boundaries of the waveguide. In addition, the effect of mode cutoffs becomes significant due to the wideband nature of the acoustic signals and the relatively small pipe diameter compared to the wavelengths considered. This dimension difference also generates different spatial-dependent channel characteristics under mobile conditions, such as when robots are traveling inside the pipeline. Further investigation of channel characterization for acoustic waveguide channels is therefore required and is a building block for designing communication systems and sonar based methods for finding defects and monitoring pipelines. While our motivation is primarily related to UWSS, applications extend well beyond that and include air, gas and oil pipelines which also exhibit similar characteristics.
In this work we describe our measurements and propose models for acoustic waveguides channels consisting of straight pipelines filled with gas or water. To our knowledge only very limited experimental results have been provided for characterizing acoustic waveguide channels previously. The following new contributions are made in this paper: (a) we provide systematic experimental results for channel characterization of steel-water and acrylic-air pipelines; (b) we propose a general acoustic waveguide channel model for both rigid and elastic cylindrical pipes that is compared and verified with our experimental channel measurements; (c) we determine typical communication channel parameters such as link budget, channel capacity, coherence bandwidth, path loss and fading; and (d) determine the dispersion characteristics of the acoustic waveguides and demonstrate their effects by using transfer functions, impulse response, spectrogram and dispersion curves. Through these findings it is also demonstrated that waveguides with a liquid media such as water must take into account the elasticity of the pipe material even for seemingly rigid pipelines such as steel and that channel characteristics change significantly across mode cutoff frequencies.
This paper is organized as follows: in section II, a general deterministic model of wave propagation in cylindrical waveguides is provided, in which both rigid and elastic boundary conditions are taken into consideration.
We also derive dispersion curves (space-frequency representation) and spectrograms (time-frequency representation) from the modeled transfer function. Stochastic effects such as receiver movement are also considered to arrive at statistical definitions of key channel characteristics. In section III, measurement results in acrylic-air and steel-water channels are presented and compared with model predictions. These results are used to validate the model across a wide range of parameters. In addition we provide an estimation of the noise power spectral density in the steel-water waveguide so that we can determine link budget, capacity and communication range. Finally conclusions and potential directions for future research are provided in section IV.
To avoid confusion we also define some notation. For a quantity, x expressed in dB we use the form x [dB] to distinguish it from its linear form which is written as x. We also use the assumed time harmonic variation e −j2πft . 
II. ACOUSTIC CHANNEL MODELING IN CYLINDRICAL WAVEGUIDE
The acoustic waveguide channel considered consists of an inner liquid/gas medium, a solid cylindrical waveguide (pipe wall) and an outer vacuum space as shown in Fig. 1 . Cylindrical coordinates (r, θ, z) are utilized with the z-axis defined along the cylindrical axis and where R in and R out are the inner and outer radius of the waveguide pipe wall as also shown in Fig. 1 . The channel characterization problem is then defined as determining the output received voltage V out (f , r, θ, z) from a hydrophone or microphone located at (r, θ, z) due to an input transmit voltage V in (f , r, θ, z) applied to a projector or speaker at location (a, 0, 0) where a ≤ R in for each frequency f . The resulting transfer function or relation between V out (f , r, θ, z) and V in (f , a, 0, 0) can be obtained by utilizing the classical separable expression for the acoustic pressure inside a cylindrical waveguide. This is found in terms of modes using Bessel and Exponential functions [20] , [21] and by incorporating the transducer characteristics relating received and transmitted voltages to acoustic pressures [22] . Using this approach we write the channel transfer function in general form as, where the integer pair (n, m) denotes a particular mode in which angular variation is related to the integer n and can be written in terms of cos(nθ) (because without loss of generality the transmitter is located at θ = 0) and radial variation is described by the function J nm (r) consisting of combinations of Bessel functions [20] , [21] and related to both mode indices (n, m). The function A nm (f ) denotes the amplitude of mode (n, m), while k nm (f ) represents the real wave number of the channel and α nm (f ) characterizes the frequency dependent exponential attenuation of the mode. Finally the characteristics of the receiver and transmitter transducers that relate voltages to pressures are captured by B(f ) [22] . It should also be noted that channel variation such as fading occurs when the receiver or transmitter is moving, such as in robotic based pipe inspection, so that z becomes a function of time and these stochastic effects will be discussed later in the section.
A special configuration of (1) occurs when the transmitter is located at the origin r = 0 where the system becomes circularly symmetric so that n = 0 and the double sum in (1) becomes a single sum.
A. DISPERSION CURVES
One key parameter in the propagation of the modes is the wavenumber k nm (f ) and the relationship between k nm (f ) and f is usually shown by a f − k nm (f ) dispersion curve. The wavenumber is only greater than 0 above a certain cutoff frequency f nm and with this characteristic it can be deduced that a particular mode only propagates when its frequency f is above cut-off f > f nm . The existence of the cutoff frequency and corresponding wavenumber k nm (f ) at a certain frequency is determined by the boundary conditions between the inner medium and waveguide wall material. When the waveguide shown in Fig. 1 is filled with gas, because of the significant difference in acoustic impedance (defined by the product of medium density and the wave speed), the acoustic field coupled in the waveguide wall is very weak so that the inner pipe wall (r = R in ) can be treated as a rigid boundary and the modes and their amplitudes can be found straightforwardly as described in [20] and [21] . In particular the cutoff frequency f nm and wavenumber k nm can be calculated from the roots of the derivative of Bessel functions of the first kind order n so that the wavenumber can be written as
nm [20] , [21] . As a specific example for a rigid pipe of 5 cm diameter filled with air the dispersion curves are plotted in Fig. 2(a) and cutoff frequencies are listed in Table 1 form of a planar wave with no variation in either the radial or angular coordinates. In addition for this example it can be seen from Table 1 up to 8 main modes (m ≤ 3, n ≤ 2) have cutoffs within 20 kHz and only four of these exist if the mode configuration is circularly symmetric (n = 0).
For the situation where the inner medium of the waveguide is liquid, the acoustic wave propagates in both the inner medium and waveguide pipe wall, which provides more complicated elastic boundary conditions and these are detailed in Appendix. Even for seemingly rigid pipes such as steel the elasticity of the waveguide wall must still be taken into account and the wall cannot be taken as rigid for media such as water. As a specific example for a steel pipe of 6.5 cm diameter filled with water the dispersion curves and cutoffs are given in Fig. 2(b) and Table 1 row 2 respectively. Differences from the rigid pipe case are significant and include two modes with zero cutoff and 12 main modes within 50 kHz. Only four of these exist if the mode configuration is circularly symmetric (n = 0). A hallmark of the elastic pipe is that no straightforward relation between the wavenumber k nm (f ) and frequency can be written and it must be found numerically as detailed in Appendix.
In reality, the dispersion curves cannot always be obtained through a physical model due to the uncertainty of material and geometry properties of the pipe and instead, the transfer function will need to be obtained experimentally. To make a connection between transfer function and dispersion curves, we first merge terms together in (1) 
The dispersion curve can then be found by applying the spatial domain Fourier transform to (2) with respect to the VOLUME 6, 2018 z−coordinate as
where ⊗ denotes convolution, δ(·) denotes the Dirac delta function and G nm (·) is the Fourier transformation pair of G nm (·) in the spatial wavenumber domain. It is shown in (3) that the energy is mainly constrained along the mode wavenumber k nm (f ), which implies the dispersion curve can be observed as a ''bright curve'' in the frequencywavenumber domain. For the two pipe examples described here their measured dispersion curves are shown in the experimental results described in section III. Thus, those curves provide methods to distinguish different modes in the channel for different media and pipe materials.
B. SPECTROGRAMS
The dispersion curves can only be obtained by measuring the transfer function H along the z-axis and performing a subsequent Fourier transform. In practice these measurements can be tedious or even impossible and therefore we also introduce the time-frequency spectrogram [23] as a method for indirectly showing the dispersion relationship. This is obtained by expanding the wavenumber as a Taylor series with respect to f at a center frequency f 0 so that k nm (f ) can be written as
The terms in (4) are also related to group velocity v nm and group velocity dispersion (GVD) D nm , written as
For mode (n, m), v nm determines the signal arrival time, and D nm is the amount of dispersion or pulse spreading in that mode. The dispersion or time expansion of a pulse within a mode can then be written as τ = zD2π(f − f 0 ). In addition the excess delay at f 0 across all modes can be written as z(
where v max and v min are the maximum and minimum group velocity across all of the propagating modes respectively.
Within a narrow frequency band we can approximate the Taylor series by its first two terms and the maximum bandwidth f for which the first two terms of (4) are a good approximation. This bandwidth can be written as
and can be considered the bandwidth over which pulse spreading does not occur significantly. The approximate wavenumber expression of (4) is then written as
By substituting (8) into (2) and merging the f 0 related terms with the amplitude term, we have a narrow band transfer function
is an appropriate window function (such as a raised cosine) with unit bandwidth so that the bandwidth f specifies the bandwidth over which the narrowband model remains accurate and can be estimated from (7) . Taking the inverse Fourier transform with respect to f and noticing the term z/v nm (f 0 ) represents the arriving time τ nm , we can obtain a narrow-band impulse responsẽ
where τ is used to represent delay time, g nm (τ, r, θ, z) and w (τ ) are the inverse Fourier transforms of G nm (f , r, θ, z) and window W (f ) respectively. (10) indicates that multiple modes of propagating waves arrive at a receiver with separate paths carrying the same symbol sequences with different arrival times. The bandwidth of the window f limits the time resolution of the paths to be approximately 1/ f . If we scan the center frequency across a band so that the center frequency is defined as f p = f s + pδf where f s is the start of the band and δf (usually with δf < f ) is taken as the step or sample frequency with (p = 0, 1, 2, · · · (P − 1)) we can write the resulting narrowband impulse response at f p over bandwidth f ash(τ, f p , r, θ, z). We can then form the spectrogram H (τ, p) where
The spectrogram can be thought of as a two dimensional image where each row is the narrowband impulse response at frequency f p . This also implies that there will be ''bright curves'' in the frequency-time domain. For the two examples described already their spectrograms as predicted by the model (1) are shown in figure 3 . Thus, these curves can also be used to distinguish different modes in the channel by taking a single measurement at one point z instead of multiple positions as for (3) . This allows a significant reduction in the measurement setup requirement. The spectrogram (11) is related to the dispersion curve by noting that at a fixed position z each ''bright curve'' is a measure of the group delay for that mode. Since group delay is related to the wavenumber through (5) we can use integration to obtain an expression for k nm (f ) as
where k nm (0) is the constant of integration and can be taken as the wavenumber at f = 0. In essence we can straightforwardly use each ''bright curve'' of the spectrogram as an estimate of the group velocity for that mode and integrate with respect to frequency. Since most modes have k nm = 0 at f = 0 we can usually take the arbitrary constant as zero. For those few modes (typically one mode only) for which the wavenumber is not zero at f = 0 (as for elastic pipes) we need to estimate the arbitrary constant in order to determine k nm (0) using the model (1).
C. MODE AMPLITUDES AND PROPAGATION LOSS
The mode amplitude A nm (f ) is also an important parameter in the model. In principle, A nm (f ) can be obtained through expanding the source into an orthogonal Fourier-Bessel series for a point source or a transducer source in both rigid and elastic pipes, but it is often easier to obtain the amplitudes directly from the measurements as discussed in the next section. The attenuation of the modes α nm (f ) allows the inclusion of distance dependent loss into the model and this loss arises from both leakage and loss mechanisms in the wall. Distance dependent loss typically depends on (f −f nm ) where f nm is the cutoff frequency of mode (n, m). This dependence trend can be deduced from the interpretation of modes as rays [24] and noting that the rays propagate along the pipeline by reflecting off the pipe walls. Propagation loss in this viewpoint then primarily occurs from the wall reflections. Therefore as the operating frequency increases away from cutoff the number of reflections per unit distance decreases, leading to decreases in loss. In the measurement result section next we provide estimates of propagation loss α mn (f ).
D. IMPULSE RESPONSE
The wideband channel response can be obtained from the inverse Fourier transform of (2) but that does not provide intuition about its form. Insight into the wideband channel can be obtained by considering that the group delay and dispersion for each mode is a function of frequency and therefore the path delay for each mode and its width changes with frequency. An approximate wideband model can be formed by considering the addition of all the narrowband impulse response functions in (11) or equivalently projecting the spectrogram onto the time axis (with δf = f ). We then arrive at the expression
which incorporates the effect of dispersion within a mode through the p index so that at each frequency f p the group velocity is in general different so the signal has different delays. This expression may be written in a more compact form [25] h
where the total number of multipath K is taken as the largest delay divided by the time resolution z f /ν max and paths in the same delay bin τ k (bin size of 1/ f ) are lumped together to form the complex amplitude a k (t) and is a sum over terms with the same delay. The expression (13) is approximate because the resolution of the wideband response is limited to that of the window function w. For an exact high resolution form it is necessary to take the inverse Fourier transform of (2).
E. STOCHASTIC CHARACTERIZATION
If devices such as mobile robots are used to inspect the inside of the pipe for defects, the receiver or transmitter will be moving, and therefore random variations in the channel characteristics will occur so that the channel becomes a stochastic process. This is most easily observed by considering movement along the z-axis of the waveguide so that destructive and constructive inference of the different modes (14) will occur leading to fading and Doppler. The channel is not however wide sense stationary (WSS) as channel parameters such as excess delay vary with z (and therefore movement over time t) and it also does not exhibit uncorrelated scattering (US) since the channel delay taps are functions of frequency. However over short time intervals t and small bandwidths f we can consider the channel to be WSSUS. Careful application of ensemble averages must therefore be used to estimate channel parameters such as power delay profile and delay spread. The power delay profile or multipath intensity profile [26] , [27] is defined as
where E denotes the ensemble expectation of the narrowband impulse responseh(τ, f 0 , r, θ, z) and f 0 is the center frequency of the narrowband f . Assuming the process is pseudo-stationary over time t and that it is also ergodic (15) can be written as [27] A
We can then estimate the mean excess delay and root mean square (RMS) delay spread by equation (17) and (18) 
III. MEASUREMENT RESULTS
Measurements of the channel characteristics for two types of acoustic waveguide channels have been obtained and are compared with our proposed model. Measurement and model predictions of transfer functions, dispersion curves, spectrograms, impulse responses, delay spread, power delay profile, fading, noise power spectral density, capacity and link budget are presented. The first type of acoustic waveguide we consider is the rigid pipe scenario and consists of a straight acrylic pipe with 5 cm diameter, 1.2 m length and filled with air (to simulate gas). The pipe is open at both ends as shown in Fig. 4 . A magnetic speaker (DB Unlimited model SM400608-1) and an electric condenser microphone (Azden model SMX-10) are mounted at the center of the pipe as the transmitter and receiver. Due to the center positioning of the transducers we expect the n = 0 modes to be dominant. The microphone has flat RVS (Receive Voltage Sensitivity) at audio frequency range and the sensitivity is −160 dB re 1 V/µPa at 1 kHz. The speaker TVR (Transmit Voltage Response) follows a general magnetic speaker frequency response with two peaks at 4 kHz and 10 kHz and it has a TVR of 53.7 dB re 1 µPa/V at 1 m at 1 kHz. The distance is measured between the acoustic centers of the speaker and microphone. Measurements are taken at 100 evenly spaced locations along the pipe from 0.1 m to 1.1 m (z = [0.1, 1] ) with 1 cm intervals. This acoustic waveguide has the same diameter and material as the rigid pipe example in section (II). Therefore the cut-off frequencies shown in the first row of Table 1 as well as the dispersion curves in Fig. 2a and spectrogram in Fig. 3a can be used for the model predictions. The speed of propagation in air is taken as 340 m/s so that the wavelength varies between 0.17 m and 0.017 m for the frequency range 2-20 kHz.
The second type of acoustic waveguide we consider is the water pipe and consists of a straight pipe constructed from steel (5.8 m length and 6.5 cm diameter) filled with static tap water. The pipe is terminated with water tanks at each end and is slightly tilted to remove air bubbles as shown in Fig. 4 . Two piezoelectric transducers (Brüel & Kjaer model 8104) are mounted at the center of the water pipe at each end and configured as a projector and hydrophone respectively. Due to the center positioning of the transducers we expect the n = 0 modes to be dominant. When configured as a hydrophone the frequency response of the 8104 transducer is flat (within +/−3 dB) from 0-200 kHz and it has a RVS of −206 dB re 1 V/µPa. When configured as a projector the frequency response of the 8104 transducer has the typical k 4 (40 dB/decade) [22] dependence until its resonance peak which occurs at around 200 kHz and it has a TVR of 109 dB re 1 µPa/V at 1 m at 15 kHz. The projector is fixed at 2 m from one end of the pipe (defined as z = 0) and the hydrophone is moved from 0.9 m to 2.9 m (z = [0.9, 2.9]) at 1 cm intervals to provide 200 evenly spaced measurement locations along the cylinder axis of the pipe. The transducers are mounted at the center of the pipe by 3D printed plastic carriers. The carriers are moved by attaching a magnet along them, so that we can control the location of the transmitters and receivers inside the pipe by moving a magnet from the outer surface of the pipe. The distance is measured between the acoustic centers of the two transducers and the transducer feeding cables are kept taut behind the transducers so they do not interfere with the measurements. This acoustic waveguide has the same diameter and material as the elastic pipe example in the previous section and therefore the predicted cutoff frequencies shown in the second row of Table 1 as well as the dispersion curves in Fig. 2b and spectrogram in Fig. 3b can be used for the model predictions. The speed of propagation in water is taken as 1480 m/s so that the wavelength varies between 0.296 m and 0.0296 m for the frequency range 5-50 kHz.
A vector network analyzer (VNA) Omicron Bode 100 allows the acquisition of the channel frequency response between the transducers. From this we can obtain time domain responses. The VNA has built-in tunable transceivers that can automatically sweep through a wide frequency band from 1 Hz to beyond 50 kHz and acquires the channel frequency response with both amplitude and phase information at all selected frequency points. In our measurements we use a sampling bandwidth of 10 Hz or 100 Hz depending on the results required. Hence we obtain between 451 and 4501 frequency samples across the 5-50 kHz band in steelwater channel, and between 181 and 1801 frequency samples across the 2-20 kHz band in acrylic-air channel. For the water pipe waveguide a power amplifier (Brüel & Kjaer model 2713) is connected before the transmitter to provide up +/−100 V output voltage and the VNA is calibrated so that the effects of the power amplifier are removed. The VNA sensitivity is limited by its internal noise and given that there is also a maximum transmit output the maximum path loss that can be measured is around 150 dB. In this work we define path loss as
where V tr and V re are the signal voltages at the terminals of the projector/speaker and hydrophone/microphone respectively (dBV is defined as 20 log V /1V ). For acoustic systems using piezoelectric transducers the output and input are usually specified as voltages because the transducers have a large reactance [22] . With this definition the PL(f ) can be directly obtained from the VNA measurements and includes the characteristics of both the channel and transducers. The effect of the transducers can be de-embedded from PL(f ) by removing the transducer characteristics and more specifically the de-embedded path loss is defined here as
For the model in (1), B(f ) incorporates the characteristics of transmitter and receiver [22] 
. In order to study the channel characteristics excluding the effects of the transmitter and receiver, only de-embedded measurement data is used in the following analysis unless otherwise specified.
A. TRANSFER FUNCTIONS
We start with the measured basic path loss (19) as shown in Fig. 5 for 1 m (z = 1) separation between transducers. To understand the effects of the transmitter and receiver characteristics on the measurements, we also provide in Fig. 5 dashed lines denoting the reference channel
. These were obtained for an air medium in an acoustic anechoic chamber while those for the water medium by the datasheet of the transducer. With respect to B(f )[dB] it can be observed that signals in the pipes generally have less path loss, than in open air or water, and this is because the wave energy is confined to the pipe instead of radiating out. There are also differences between the air and water reference channel B(f )[dB] and this is due to the specific transducer types (magnetic versus piezoelectric). As expected for this range of frequencies B(f )[dB] has an f 4 dependence on frequency for the open water channel using piezoelectric transducers [22] .
With the results in Fig. 5 we can obtain the de-embedded path loss as shown in Fig. 6 . It can be observed that both sets of data have some similarity. Both sets have low loss at low frequencies which is followed by a path loss increase with frequency. Above a frequency of transition (6 kHz in air channel and 18 kHz in water channel), the path loss of both channels goes through abrupt amplitude changes. The variations in path loss as a function of frequency support the notion of destructive and constructive interference between multiple signal paths such as modes in this region. The abrupt amplitude increase at certain frequencies is evidence of the excitation of a new mode. An extract comparing two sets of results in which distance is doubled is also provided in Fig. 6 where it can be seen that the general structure of the transfer functions is maintained over this distance with a fairly constant attenuation across frequency. It can be deduced that path loss e −αz only changes slowly with distance and this will be discussed in a later subsection. 
B. DISPERSION CURVES
We next consider the measured f − k nm (f ) dispersion curves. The spatial frequency response along equally separated distance z and wavenumber are Fourier transform pairs (3). Measured dispersion curves are plotted in Fig. 7 where model predictions have been added as dashed lines. From this set of rigorous measurements, we can extract the following channel information: (a) total number of modes with high energy (the threshold is 40 dB below the highest); (b) the frequency dependence of wavenumber of each mode, and consequently the relationship between phase velocity, group velocity and frequency; (c) the change of energy intensity of each mode with frequency; (d) the energy ratio between In the acrylic-air channel, there exists four modes and the two main modes with significant energy include a plane wave mode (0,0) with zero cutoff frequency traveling at a constant speed of 340 m/s and a second mode (0,1) cut on at 8.2 kHz and its wave speed increases with the frequency increase and gradually converges to 340 m/s at high frequency. Energy intensity of both modes decreases with frequency increase. Two modes coexist from 8.2 kHz to 11.5 kHz. Below 8.2 kHz, the second mode has not been excited yet, while above 11.5 kHz, the energy of the first mode becomes negligible.
In the steel-water waveguide there exist seven modes. Below the first cutoff frequency at 20 kHz, mode (0,0) and mode (0,1) coexist, however the energy of mode (0,0) travels at around 1300 m/s and dominates in this frequency range. Mode (0,1) with extremely high wave speed (propagation in steel pipe wall) below 20 kHz starts to have significant energy between 20 kHz to 30 kHz where the wave speed drops to below wave speed in open water. After 32 kHz, mode (0,2) and mode (0,3) come in. Generally speaking, energy intensity of higher order modes are smaller than lower order modes, for example, mode (0,3) has very small energy. We also observe that when the signal group velocity is equal to or smaller than the wave speed in open water, the energy intensity of each mode and frequency are inversely correlated. There are two frequency zones where one mode has significantly higher energy than all the other modes including 5-18 kHz and 20-30 kHz. In those frequency zones, fading depth due to multi-mode effect is expected to be small. The deterministic delay spread, however, can still be large due to the wave dispersion within each mode. Fading and delay spread will be discussed in a later subsection.
The frequency response function (1) predicted by the model is compared with the measurement in Fig. 8 . Note that the amplitude of each mode was obtained for the model from the measured dispersion curves as a function of frequency, due to the complexity of the actual acoustic transducer sources. With 3 circularly symmetric modes combined for acrylic-air channel and 4 circularly symmetric modes combined for steel-water channel, model and measurement agree in terms of the general trend of the transfer functions. Due to reflections in the pipes the predicted and measured transfer functions for this kind of comparison do not match perfectly but do follow the general trend. 
C. NARROWBAND IMPULSE RESPONSES AND SPECTROGRAMS
By setting the window function in (10) to be a raised-cosine with f = 1 kHz and averaging over 20 measurement points ±10 cm of the transducer position we can obtain the narrowband impulse responses of the channels (16) . To provide some initial insight into these impulse responses we provide two results for the window centered at f 0 = 5 kHz and 9.5 kHz at z = 1 m in the acrylic-air pipe which are shown in Fig. 9 . Similarly two results are also provided for the steel-water channel at z = 5.8 m this time at f 0 = 28 kHz and 34 kHz in the figure. The narrowband channel responses shown in Fig. 9 highlight the difference between a highly dispersive frequency band (longer RMS delay spread and excess delay) and weakly dispersive frequency band (shorter RMS delay spread and excess delay). The 4.5-5.5 kHz frequency band in acrylic-air channel and the 27.5-28.5 kHz frequency band in steel-water channel are weakly dispersive, because most of the signal energy travels at the same wave speed in one mode and forms a main arrival path. The other arriving paths contain relatively low energy. However, the 9-10 kHz frequency band in acrylic-air channel and the 33.5-34.5 kHz frequency band in steel-water channel are highly dispersive bands, because of multimode propagation. Predicted narrowband responses using our model are also provided as dashed black lines and agreement can be observed. To illustrate all narrow band impulse responses across the entire frequency band we can use the spectrogram as defined in (11) where each frequency step index p or horizontal line represents the impulse response at one frequency. Spectrograms for both pipes are provided in Fig. 10 . For the acrylic pipe f s = 2 kHz, p = [0, 80], f = 1 kHz and δf = 0.2 kHz respectively while for the steel pipe f s = 5 kHz, p = [0, 80], f = 3 kHz and δf = 0.5 kHz respectively for the spectrograms in Fig.10 . Channel characteristics such as modes, cutoff frequencies, wavespeed and delay spread are easily observed in the spectrogram results. For convenience we have also plotted in these spectrograms black dashed lines which are the predicted spectrograms shown in Fig. 3 where close agreement can be observed. Due to the center positioning of the transducers we observe that modes with n = 0 are mainly observed.
In the acrylic-air channel, we again can observe that signals travel in modes. One mode identified as the vertical line at around 3 ms that exists across the entire band and has a constant group propagation speed of around 340 m/s (remember the spectrogram provides an indication of group velocity as shown in (5) . Since the first mode has no dispersion (the f − k mn (f ) relation is a straight line) group velocity and propagation speed of the air (340 m/s) are approximately the same as expected. It is also observed that two other modes are excited with cutoff frequencies at around 8 kHz and 15 kHz. These can be identified as the curves with a horizontal asymptotic at their cutoff frequency and the values agree well with the predicted spectrograms (3). This again demonstrates that modes in cutoff have large group delays and can even extend beyond our observation time of 10 ms. After cutoff it can also be observed that the group delay then reduces significantly and tends to that of the first mode.
In the steel-water channel, the spectrogram is more complicated than that of the acrylic-air channel but good agreement with our model as evidenced by the black dashed lines is also observed (also compare with (3)). As explained in the previous section, the elastic boundary condition leads to a more intricate relation between wavenumber and wave speed dispersion curve. Over the whole frequency range, there exist more than four modes, and two modes co-exist in the low frequency range. A distinctive phenomenon is that an early arriving signal path travels at a wave speed as high as 4800 m/s, which corresponds to the path arrival at around 1.2 ms and can be associated with a wave coupled into the steel pipe wall and traveling along the wall. The wave speed of the other modes are around or below 1480 m/s and are traveling in the water medium. The large difference in group velocities produces large delay spread of the channel in addition to the long delay spread due to wave dispersion. From the narrowband model we can also estimate the delay spread (18) as a function of center frequency f 0 and these are shown in Fig. 11 for both channels. They show that the pipeline channels are frequency selective and delay spread becomes significantly larger at certain frequency bands (e.g. the neighborhood of 9 kHz in air channel and 20 kHz and 35 kHz in water channel). This again provides evidence that modes in cutoff are occurring at these frequencies. Modes in cutoff have low group velocity and therefore large delay spread. When comparing to the cutoff frequencies in Table 1 it can be observed that close agreement between the predicted modes and those observed experimentally are obtained. It should also be noted that since the transducers in both examples are located in the center of the pipeline we only expect to observe circularly symmetric modes such that n = 0. Therefore for the steel-water waveguide the cutoff frequencies of the observable modes are 0 kHz, 22.1 kHz and 32.1 kHz, while those for the acrylic-air waveguide are 0 kHz, 8.3 kHz and 15.2 kHz.
D. WIDEBAND IMPULSE RESPONSES
We can also characterize the acoustic pipeline in terms of wideband impulse response (13) and estimate wideband delay over the entire band for the acrylic and steel waveguide pipes (2-20 kHz and 5-50 kHz respectively). The measured VOLUME 6, 2018 power delay profile (12) shows that an impulse signal is expanded to a more than 2.5 ms long pulse through the acoustic pipe channel. Most of the signal energy concentrates near several main paths, and signal energy decreases with time in general. It can be observed that the excess delay increases with distance. For acrylic air channel, the excess delay at 50 cm, 80 cm and 110 cm are 2.6 ms, 3.5 ms and 4.3 ms respectively. Similarly, the excess delay in steel water channel at 90 cm, 180 cm and 270 cm are 1.2 ms, 2.2 ms and 3.1 ms respectively. 
E. DISTANCE DEPENDENCE
It is also important to understand the distance dependence of the channel characteristics. A distinguishing property of the steel-water channel is that energy is confined inside the pipe. The path loss can be simplified as e −α(f )z in (1) where α nm (f ) is the absorption coefficient of mode (n, m). The average path loss at different locations of the two pipes are measured and calculated by taking the mean value of path loss across the frequency band. As indicated earlier for Fig. 6 it can be observed that the attenuation is reasonably constant across the frequency bands. Steel water channel exhibits an average absorption coefficient of 0.98 dB/m, which is slightly smaller than 1.16 dB/m in acrylic-air channel. We have also examined the distance dependence on delay spread. Again we calculate the wideband RMS delay spread by (18) as shown in Fig. 13 . In terms of RMS delay spread, in steelwater channel, the RMS delay spread generally follows an increasing trend as distance gets longer, and τ RMS [ms] = 0.29z[m] + 0.61. However, the RMS delay spread in the acrylic-air channel only increases with distance at first, then peaks at around 75 cm and then decreases with distance. A possible explanation of the difference in acrylic-air result is that signal paths with longer traveling time also endure higher attenuation, i.e. signals with longer delay disappear at longer distance.
F. FADING
Fading of the received signal as a function of distance z (or time t if the transducer is attached to a mobile robot) occurs because of the existence of multiple modes which can constructively and destructively interfere. If we consider two paths with amplitudes a 1 and a 2 and let r a = a 1 /a 2 the fading depth F d is [26] 
In Fig. 14 , received signal strength versus distance is plotted at three different frequencies for both pipe channels. The fading depths at signal frequency of 5 kHz, 10 kHz and 15 kHz are compared in acrylic-air channel and the fading depths at 15 kHz, 25 kHz and 35 kHz are compared in steelwater channel. The 10 kHz result in acrylic-air channel and the 35 kHz result in steel-water channel show more than 15 dB fading depth, which implies r a is smaller than 2.45 and more than one signal path exists. Moreover, these two frequencies also fall into the long delay spread zone in Fig. 11 . The other four results show less than 5 dB fading depth, which implies r a is larger than 7.3. Hence, the energy of other signal paths are relatively small compared to the main path, and similarly these four frequencies fall into the short delay spread zone in Fig. 11 . A conclusion is that significant fading occurs around cutoff frequencies and outside that range 1-2 paths mainly dominate the received signal and a small fading margin of 5dB would be appropriate. This is also backed up by the dispersion and spectrogram results where we generally see that only 1-2 paths dominate outside the cutoff zones.
G. NOISE POWER SPECTRAL DENSITY, LINK BUDGET AND CHANNEL CAPACITY
Noise power affects the signal to noise ratio (SNR) in acoustic communication, which directly determines the capacity of the channel formed by the transmitter and receiver pair. To complement our channel characterization we have therefore obtained results for the noise power spectrum density (PSD) in the steel-water waveguide channel in order to estimate link budget and channel capacity. As a baseline reference it should be noted that noise in the ocean normally consists of background thermal noise and external environmental interference which dominates the thermal noise below 10 kHz and has been well documented [1] . At 10 Hz it has noise PSD of around 80 dB re µPa/
√
Hz which decreases to around 20 dB re µPa/
Hz at around 50 kHz (decay of 18 dB/decade [1] ) and then starts to increase as thermal noise begins to dominate. To determine the noise PSD for our steel-water waveguide we use a low noise hydrophone (Teledyne Reson TC4032) which has an equivalent noise pressure around 20 dB below sea state zero and an RVS of −170 dB re µPa/V. This is connected to an NI USB-6356 multi-function data acquisition device which is configured into listening mode to record the acoustic noise in the water pipe. The noise signal in the steel-water waveguide in the laboratory was then acquired at 500 kSample/s at 16-bit resolution over a 48 hour period during a weekend when the lab was not in use. We found that the noise amplitude distribution was zero mean Gaussian and the estimated noise PSD in the water pipe was 70 dB re µPa/
Hz at 10 Hz and decreased to 35 dB re µPa/ √ Hz at 1 kHz providing an overall decay of 17 dB/decade. From 1 kHz to 50 kHz the noise PSD is approximately flat at 30 dB re µPa/
Hz and it can be deduced that there are similarities to the noise PSD in the ocean.
With knowledge of the noise PSD it is possible to calculate link budget and therefore the possible range of communication in the pipes. The transmit voltage can be written as
where F d is fading margin and taken here as 5 dB (see previous subsection) and the attenuation in dB is defined as 10 log(exp(−α nm (f )))=0.98 dB/m. The received noise voltage can also be be found as
where V pressure noise
[dB re µPa/ √ Hz] is the noise PSD as described above and BW is the bandwidth in Hz. The ratio of the received power and noise PSD can then be used to determine SNR to give
− 10 log(BW ).
As an example of a communication system consider operation in the 20-30 kHz acoustic band and requiring an SNR of at least 10 dB for successful reception. The noise can be considered to be Gaussian white noise at 30 dB re µPa/ √ Hz level, and for a short time interval the channel can be assumed to be time-invariant. If the transmitter provides a peak output voltage of 10 V and taking TVR as 118 dB re µPa/V at 1 m then we can write the SNR as
Therefore for an SNR of 10 dB we can achieve a communication range of over 50 m demonstrating that acoustic communication in steel-water waveguides is indeed possible. It should also be noted that in our link budget we have used transducers that are primarily designed for use as hydrophones. If we used a transducer that was specifically tuned for transmission (projector) then it would be possible to achieve TVR's 10-20 dB higher providing an extra 10-20 m of range.
For the same 20-30 kHz frequency band, channel capacity can be obtained by the Shannon-Hartley theorem C = BW log 2 (1 + SNR) [28] , [29] . The spectral efficiency ( C BW = log 2 (1 + SNR)) under different input voltages and distances is plotted in Fig.15 where, again we take TVR as 118 dB re µPa/V at 1 m and the noise as 30 dB µPa/
Hz. We can observe that useful capacity can be obtained up to 50 m for V in greater than 20 dBV. The final consideration is the delay spread. For the steelwater waveguide it is predicted there would be up to 5 modes and a delay spread of up to 15 ms (see section III.E), implying that equalization would be required to reach baud rates in excess of 50 symbols/second. Various equalization methods could be explored to increase the symbol rate significantly but this is beyond the scope of the current paper [30] , [31] , [32] .
IV. CONCLUSION AND FUTURE WORK
A key contribution of this paper has been the reporting of experimental results and proposing a signal model for straight pipelines filled with gas or water. Comparisons of the model with measurements for both acrylic-air and steel-water acoustic waveguides show that the model accurately predicts essential channel features such as mode cutoffs, dispersion curves and delay spread. Other findings of the investigation are that propagation in rigid pipes is vastly different from that VOLUME 6, 2018 in elastic pipes and that waveguides formed with water as the medium of propagation need to use an elastic pipe model even for seemingly rigid pipes such as steel. We also show that attenuation in both the waveguides, we considered, is around 1 dB/m and that delay spread depends on the dominating modes, the dispersion of each mode and the distance between transducers. It is also noted that at mode cutoffs the delay spread becomes very high and therefore communication, in bands that cover cutoff frequencies, needs to consider this effect. Noise PSD has also been measured, and combined with an estimate of the link budget, we determine that the range of communication in a steel-water pipe will be over 50 m. However, some form of equalization would be required if high data rates are to be obtained. We also show that channel spectrograms can be used as a straightforward method to determine dispersion characteristics.
Several important areas of future study are required. In order to extend this work to media which is flowing we need to move from static to dynamic conditions. The extension of the work to pipe networks consisting of several interconnected pipes and bent pipes is also required. Furthermore it would be useful to have channel characteristics over longer distances and for a larger variety of pipe materials and these issues will be considered in future work.
where the subscript l and s represent the inner liquid and the solid pipe wall media, u = (u r , u θ , u z )
T is velocity and p is pressure in which both quantities are matched across the solid pipe and the liquid at the inner pipe wall (r = R in ) and the outer pipe wall (r = R out ). These boundary conditions can be used to form characteristic equations to calculate the wavenumber k mn . The matrix form of the characteristic equations is [19] , [33] 
where where k r mn = 4π 2 f 2 /c 2 l − k 2 mn 1/2 , c l is the wave speed of the inner liquid, ρ is material density and J n (·) and J n (·) are the the n th order of Bessel function of the first kind and its derivative with respect to r. The k mn that satisfies the boundary conditions required for is non-trivial solution of (30) . Thus k mn can be calculated by finding the root of the following equation
Due to the complexity of (31), k mn is searched by root finding algorithms. The mode index m is then determined by the order of the the searched roots.
