Hole-burning spectroscopy, a high-resolution spectroscopic technique, allows details of heterogeneous nano-environments in biological systems to be obtained from broad absorption bands. Recently, this technique has been applied to proteins, nucleic acids, cells, and substructures of water to probe the electrostatic conditions created by macromolecules and the surrounding solvent. Starting with the factors that obscure the homogeneous linewidth of a chromophore within an inhomogeneously broadened absorption or emission band, we describe properties and processes in biological systems that are reflected in the measured hole spectra. The technique also lends itself to the resolution of perturbation experiments, such as temperature cycling to elucidate energy landscape barriers, applied external electric fields (Stark effect) to measure net internal electric fields, and applied hydrostatic pressure to find the volume compressibility of proteins.
INTRODUCTION
L ine-narrowing spectroscopies such as spectral hole burning were developed to resolve the broad absorption bands of chromophores interacting with their local environment that are characteristic of many biological systems. In porphyrin-containing biological systems, for example, the visible spectrum is dominated by the Q-and B-(Soret-) absorption bands of the porphyrin, whereas the proteinbackbone absorption occurs in the ultraviolet spectral region, with the dominant band occurring at a wavelength of~280 nm, which is largely due to tryptophan absorption. While these broad bands may make spectroscopy of proteins unappealing, it is nevertheless a powerful tool for studying the interactions of active-site molecules with their local environment and elucidating the function of proteins-often a biological process such as oxygenation of the active site may lead to a marked spectral change. However, to learn about interactions in detail, external perturbations have to be applied to the protein (such as electric fields, magnetic fields, pressure, temperature, etc.) and the spectral changes have to be monitored and analyzed. In order to obtain measurable changes to broad bands, the magnitudes of the perturbations often have to be large, which may be experimentally unattainable or which may cause dramatic changes in the investigated protein far away from equilibrium conditions. Spectral hole-burning is a line-narrowing spectroscopic method that allows for making the spectroscopic measurements described above under high-resolution conditions. In brief, narrow markers (spectral holes) are created (i.e., ''burnt'') in frequency space within an inhomogeneously broadened absorption band via photochemical and photophysical mechanisms. Under appropriate conditions such as cryogenic temperatures, these spectral holes may be several orders of magnitude narrower than the absorption band itself and may persist for a sufficiently long time to be read out multiple times. This allows for monitoring the effect of external perturbations on the spectral holes because the holes are much narrower than the absorption bands and the magnitude of the external perturbation required to observe visible changes is correspondingly reduced. Hole-burning spectroscopy has been employed with a number of biologically relevant samples: heme proteins (including myoglobin, 1-10 hemoglobin, 11, 12 cytochrome proteins, [13] [14] [15] [16] [17] [18] [19] peroxidase proteins [20] [21] [22] [23] [24] [25] ), green fluorescent protein 26, 27 and its mutants, [28] [29] [30] nucleic acids, [31] [32] [33] [34] [35] [36] [37] [38] [39] substructures of water, [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] and cellular studies. [50] [51] [52] In the following section, we will briefly review the manner in which biological systems may influence the properties of their own active sites and how these interactions may manifest themselves in spectra. Next, we will describe basic considerations regarding spectral hole shapes and review conditions and mechanisms required for spectral-hole formation. Sample applications will be described utilizing three perturbation methods: temperature cycling to elucidate energy landscape barriers, applied external electric fields (Stark effect) to measure net internal electric fields, and applied hydrostatic pressure for protein compressibility values.
A Brief History Of Hole-Burning. The earliest example of the appearance of a spectral hole in optical measurements was in the absorption profile of the laser output itself. A beam in the process of amplification in a laser cavity passes back and forth through a lasing medium and will encounter atoms already in the excited state, which prevents absorption by those particles, i.e., spectral hole formation is a saturation effect. This appears as a decrease in absorption at the center of a laser's Doppler-broadened spectrum. The phenomenon and its physical meaning for an ensemble of atoms in a lasing medium was discussed theoretically by Willis Lamb in 1964 and thereafter referred to as a ''Lamb dip.'' 53 Experimental confirmation followed in 1971. 54 Persistent spectral holes, which remain in the absorption bands long after the excitation that leads to their formation ceases, were reported soon after. In 1974, hole-burning spectroscopy by photoproduct formation was reported independently by Kharlamov et al. 55 and Gorokhovskii et al. 56 in organic solutions at cryogenic temperature (Shpol'skii matrices). The first holes in a solid crystal, ruby, by saturation were demonstrated by Szabo in 1975. 57 These reports were followed by detailed investigations on the determinants of the shapes of spectral holes, considering the burning conditions (burning power, burning energy, temperature) as well as post-burning modification of hole shapes arising from changes in temperature, pressure, electric fields, magnetic fields, etc. (see following sections on equations defining line shapes and perturbations). It was found that hole shapes contain information on the structure of the local environment of the molecule in whose electronic transitions holes are burnt as well as its dynamic processes. Thus, the information concealed in broad absorption bands can now be recovered under high-spectralresolution conditions using spectral holes, which is why the technique was immediately applied to a wide range of systems from dye-doped polymers to crystalline host environments. [58] [59] [60] [61] [62] By the 1980s, entire proteins were being probed by hole-burning, with one of the earliest being phycoerythrin, an intensely fluorescent protein found in photosynthetic micro-organisms. 63 Since then, applications to biological systems have intensified. 64, 65 In the last decade many publications on hole-burning spectroscopy in biological systems have focused on electron transfer in photosynthetic complexes used in tandem with other line-narrowing spectroscopies, a fascinating topic covered thoroughly in the excellent 2011 review by Jankowiak. 66 The Biological Nano-environment. A chromophore in a biological system, whether naturally occurring (like chlorophyll in photosynthetic proteins) 65 or artificially introduced as a label (like BODIPY-tagged DNA), 35 can act as a reporter of structure, properties, and processes in its local environment. This is of particular interest if this chromophore also constitutes the active site of a biological system, where physiologically important reactions take place. The protein matrix in particular can have an astounding effect on the properties of active-site chromophores. The oxygenstorage and oxygen-carrying proteins myoglobin and hemoglobin provide a dramatic example of this. It is well known that carbon monoxide (CO) is lethal, even in small doses, for vertebrates because it blocks the binding site-the heme iron-in myoglobin and hemoglobin. However, the binding affinity of heme for CO is significantly modulated by inserting it into a protein host: heme in solution prefers CO over oxygen (O 2 ) 30 000 to 100 000 times, but that same ratio (K CO/heme : K O2/heme ) drops to 30 in myoglobin. 67 Another example is retinal, the initial chromophore in one light-sensitive pigment, rhodopsin, of human-eye rod cells. The photo-induced cis-trans isomerization of retinal is the first step in a cascade of events that contributes to vision. This ultrafast step (15 fs) is apparently facilitated by the rhodopsin protein matrix: the same isomerization in solution is ten times slower and the chromophore absorption maximum is shifted to higher energy. 68 Often the local geometry, i.e., the arrangement of the protein constituents in close proximity to the active site, influences active-site properties and processes. Ligand discrimination and efficient enzyme kinetics are often explained by the highly specific structure of proteins with formulated steric mechanisms or advantages due to hydrogen bond formation. 14 Moreover, it is increasingly recognized that the electrostatic structure, i.e., the charge distributions of the protein backbone and the resulting electric fields/electrostatic potentials, can be a strong contributor or even a key determinant for active-site properties. The electrostatic influence can predominantly arise from charged or polar side groups of the protein in the proximity of the chromophore, or, given the long-range nature of electrostatic interactions, from more distant protein groups or even from the solvent, i.e., for biological systems, water at a given pH and ionic strength (see Fig. 1 ). Irrespective of the exact location of these charge distributions, these may produce substantial cumulative electric fields at the active sites of proteins, which can readily be of the order of MV/cm. In general, these electric fields may contribute to a range of processes in biological systems such as efficient electron transfer, proton gradient potential, signaling, transport of charged species across membranes, and simple redox potential (see Refs. 69 and 70 and references therein).
Non-covalent interactions are numerous in biological systems and account for the physiological specificity exhibited by these macromolecules. 71, 72 These weak individual forces can sum to large net forces. The set of relevant polar interactions is familiar, scaling uniquely with distance, R -n : Coulombic (n = 1; i.e., electrostatic potential), point charge-dipole (n = 2; i.e., potential), attractive van der Waals (n = 6;
including both induced Debye and London dispersion forces), and repulsive Lennard-Jones (n = 12).
A fascinating illustration of the role of electric fields in biological processes is provided by catalytic reactions of enzymes with charged substrates. The charged neurotransmitter acetylcholine is guided by electric fields emanating from the surface of the enzyme acetylcholinesterase to the opening of the channel leading to the enzyme's active site. 73 Thus, there is ''electrostatic recognition'' of the entrance channel to the active site, but also ''electrostatic steering'' towards it. A similar situation exists in the enzyme superoxide dismutase. Substitution of a single amino acid on the surface of this enzyme next to the entrance to the channel leading to the active site was shown to enhance the surface electric field and resulted in a mutant enzyme whose turnover rate was ten times larger than that of the naturally occurring one. 74 In these enzymes, the substrate has to travel through a channel to the enzyme active site. It is known that the dynamic motion of the enzyme will influence the rate of transport through the channel. Because the motion of the enzyme's amino acids also moves their charge distributions, the resulting electric fields throughout the channel will also fluctuate. This poses the interesting question of whether fluctuating electric fields may also play a contributing role for this transport process, and potentially for other processes as well.
How far-reaching is the influence of the solvent on a biological nanoscale system? For the relatively closed, small globular protein myoglobin (30 kDa, 15 Å radius), the active site, heme, does not seem to be affected by the solvent very strongly. 1 However, studies on human serum albumin protein show that system to be quite open to the solvent environment so that guest chromophores exhibit similar spectral features with a perturbation both in a glassy matrix and the human serum albumin protein matrix. 75 In solution, where all functioning biology resides, Poisson-Boltzmann theory is descriptive of electrostatic interactions. This expression is dependent on the value of the dielectric constant, e, of the medium under observation. For proteins, the validity of this model and the accuracy of estimates, often approached via molecular dynamics simulation for measurement of dipole fluctuations, have generated ongoing discussion. 70, [76] [77] [78] First, e is, by definition, a macroscopic parameter that does not describe microscopic environments, but experimental measurements and methods that scale from microscopic to macroscopic do generate estimates. Second, the inherent heterogeneity of a macromolecular electrostatic structure renders a single value for e non-descriptive for any one protein monomer, much less for quantification of protein as a ''matrix material.'' Methods often partition the protein structure to account for the changes from solvent-facing outer residues to bulk protein to hidden inner residues. Finally, the calculated value for e in proteins is often e = 2-4, especially in the hydrophobic protein core, but value as high as 40 have been reported Electric field lines emanating from the myoglobin electrostatic structure, where blue indicates positive field lines and red indicates negative field lines. The protein surface is colored according to helix as above. 119 (compared to bulk water, e = 80). By way of illustration, dielectric-constant values for myoglobin (complexed with heme) versus apomyoglobin (same protein with a similar size but no heme active site) are approximately 11 and 18, respectively. 76 Thus, a description of the interactions in terms of (microscopic) interaction potentials and their cumulative effects at sites of interest is preferable; however, experimental data providing microscopic information on these interactions is required to guide and corroborate microscopic model descriptions. Spectral holeburning allows for probing the biological environment with chromophore reporters to enable measurements beyond bulk parameters to truly characterize the local nano-environment. In addition, the physiologically critical dynamics of these macromolecules are accessed with holeburning. Because the technique is an extension of ensemble absorption and emission spectroscopy, it is the average electrostatic environment that is reported by chromophores. However, the technique provides selectivity based on the burning frequency, so that the environment of only a small subset of chromophores is probed and their fate under energetic perturbations is resolved. These experiments are often performed at low temperature and commonly in conjunction with a number of perturbations (discussed in subsequent sections), which allow for a ''snapshot'' of a specific state. Many spectral holes can be burnt across an inhomogeneous absorption band, allowing for measuring properties of the local environment based on its spectral position in the band.
OPTICAL SPECTRA CONTAIN HIDDEN DETAILS
Molecular absorption or emission spectroscopy is most often performed on an ensemble of molecules in some type of solvent or matrix (with the exception being single-molecule spectroscopy). The resulting spectrum has a characteristic shape for a particular species under particular conditions of temperature, pH, pressure, matrix composition, etc. These ensemble spectra are the superposition of narrow singlemolecule lines, each being influenced energetically by their surroundings. We will refer to these chromophores as ''guest'' molecules and the matrix surrounding these as the ''host'' matrix. For guests residing in a crystalline matrix, local environments vary minimally between guest molecules in that ordered host. At the other extreme, glassy, amorphous hosts provide a unique nano-environment for each individual guest (see Fig. 2 ). 66 Biological environments, especially proteins, can be modeled as glassy hosts.
The Zero-Phonon Line And Phonon Sideband: Homogeneous Spectra. A homogeneous line can be thought of as the electronic transition of a single molecule in a solid host. A homogeneous line has two parts: the zerophonon line (ZPL), which is Lorentzian in shape, and the phonon sideband (PSB) (or ''phonon wing''). 79 The homogeneous linewidth C hom (T) is defined as the absorption (or emission) linewidth found in an ensemble of molecules all of which experience exactly the same linebroadening mechanisms. At T = 0 K, the homogeneous linewidth will be determined by the electronic excitedstate lifetime s 1 according to
At T . 0 K, non-radiative pathways for electronic decay shorten s 1 and electron-phonon interactions begin to occur, which leads to dephasing of the electronic state wavefunctions. This effect arises when phonons are scattered off the ground and excited states of the guest molecule, effectively ''resetting'' the phase of the wavefunctions. This manifests itself as a reduction of the lifetimes of these states and is accounted for through an additional lifetime, s 2 , which will contribute to the broadening of the homogeneous line according to
As the temperature increases, phonons are both created and destroyed with increasing frequency, and the ZPL intensity (I ZPL ) begins to shift to the PSB. This ratio is expressed as the Debye-Waller factor (a), in which the denominator (i.e., the total homogeneous line intensity) is constant:
The Debye-Waller factor is also influenced by the nature of the transition itself (see Figs. 2a and 2b showing Franck-Condon-like potential-surface coupling) and how the transition couples to host phonons. 80, 81 In a single-mode picture, the Debye-Waller factor assumes the form
where m is the mass of the molecule undergoing the transition, X is a phonon (i.e., vibrational) frequency, and q 0 is the geometric distance between equilibrium positions of ground and excited states along a normal coordinate. The argument of the exponential terms is sometimes referred to as the Huang-Rhys factor (S), which has a direct relationship with the intensity of the PSB because it is, in essence, a measure of the strength of the coupling of electrons and phonons. Thus, the homogeneous line shape function [HLF(m)] with contributions from its ZPL [z(m)] and PSB functions [p(m)] can be expressed as 80 HLFðmÞ ¼ a Á zðmÞ þ ð1-aÞ Á pðmÞ ð5Þ
The various dynamical processes contributing to the width, C hom , of the function HLF(m), lead to temperature dependences of up to T 7 , depending on the system and temperature region under consideration. To extract the coveted information on guest-host interactions and properties of the local environment of the guest molecule, sharp ZPLs are essential, which is why these types of spectroscopic studies need to take place at cryogenic temperatures. Inhomogeneous Broadening. However, even at these temperatures, inhomogeneous line broadening becomes the dominant determinant of overall line shape, obscuring the homogeneous line shapes of guest molecules in solid host matrices (see Fig. 2 ). 66 Inhomogeneous broadening has its roots in the high sensitivity of electronic-state energies to perturbations in their environment. Even small changes in the local geometry such as variation by a fraction of a bond angle or a bond length 82 will change the electronic-state energies of guest molecules. This situation arises in most guest-host systems because the distribution of host environments that the guest molecules encounter leads to a distribution of guest transition energies. The inhomogeneous absorption profile is thus the superposition of many homogeneous line profiles that are shifted with respect to each other in frequency space. The ratio of inhomogeneous to homogeneous linewidths is a useful quantity to characterize the loss of spectral resolution. This ratio can be as large as 10 6 . 64 In the protein myoglobin, with heme replaced by protoporphyrin IX, its free-base equivalent, this ratio is 4 3 10 4 at T = 1.5 K. 3 Well-formed crystal hosts, as ordered as they seem qualitatively, can also induce broadening, generally on the order of 1 cm -1 . A comparison of C inhom between a crys-talline and amorphous is shown in Figs. 3a and 3b. 83 The evolution of an inhomogeneously broadened spectrum of a chromophore during incorporation from solution into a protein matrix is shown in Fig. 3c .
Two-Level Systems. Structural relaxations may occur in any disordered material but are especially prominent in amorphous materials, where such relaxation may occur even at T = 0 K. This is the reason materials possess a residual entropy at that temperature. The energy Homogeneous linewidths (comprised of the sharp ZPL, shown in pink, and the broad PSB, shown in blue) that are resolved only within a perfect crystal environment. The linewidth on the left represents an environment where little phonon coupling occurs, as indicated by the potential energy surfaces, and the ZPL dominates (Debye-Waller factor, a~1). The linewidth on the right represents an environment where phonon coupling is influential and the PSB gains intensity (a , 1). (c) Planar reporter chromophores inside an amorphous host matrix, where the nano-environment is anisotropic for each individual. (d) A Gaussian-shaped inhomogeneously broadened spectrum comprised of sharp ZPLs (a~1). A spectral hole has been burned in the blue part of the spectrum. In this individual case, the photoproduct can be resolved outside of the inhomogeneously broadened spectrum at higher energy. 79, 80 landscape of an amorphous material contains many local minima, with many smaller energy barriers in between ( Fig.  4a ). In 1970, Anderson, Halperin, and Varma 84 proposed modeling this energy landscape by double-well potentials; transitions between wells may occur by phonon-assisted tunneling or by direct barrier crossings. These double-well potentials are referred to as two-level tunneling systems (TLS). In this model, the total energy landscape is comprised of TLS parameters: barrier height (V 0 ), distance between minima (along a configuration coordinate) (d), and energy asymmetry parameter (D) (Fig. 4b ). Inherent in this description is the possibility that structural transitions can be induced by raising the temperature of the guest-host system, which is the goal of temperature-cycling experiments (see below). Also, TLS with relaxation times faster than the lifetime of the electronic states comprising the transition will contribute to the homogeneous linewidth.
As mentioned above, the spectral positions of single-molecule lines depend on the magnitude of the interactions with the host material. Processes that reduce the lifetimes of the excited states (such as interaction with phonons) are reflected in the width of the spectral lines. There may be, however, processes in the host environments that occur on timescales much longer than those that determine linewidth. For example, structural relaxations in a host material within interaction range of the guest molecule will change the geometry of the local environment and, consequently, will change the spectral position of the absorption/emission line. This has been observed for single-molecule emission lines of pentacene in p-terphenyl. 85 For a number of organic guests, such as porphin, chlorin, and pentacene, in amorphous alcohol and polymer hosts, the Völker group has noted a consistent T 1.3 dependence at low temperature without respect to hole-burning mechanism. Considering semi-crystalline materials, the group saw an increase of the exponent with the degree of crystallinity of the system, which they attributed to the gradual evolution of the environment away from a two-level system. 83 A summary of the effect of temperature (0 K-293 K) on hole width for several biologically relevant molecules in polymer matrices, including chlorin, pheophytin, and chlorophyll a, is given in Ref. 86 .
Proteins Contain Two-Level Systems. Biological systems are considered to be highly ordered structures in the sense that their active sites and their nano-environments are well defined to guarantee reliable physiological function. On the other hand, it is well known that the protein energy landscape (as manifested, for example, in the proteinfolding funnel) is rough, exhibiting a large number of local minima with widely distributed barrier heights as in amorphous substances. Even in the folded state, which is located in a global energy minimum, the energy landscape exhibits roughness, but most barrier heights will be much smaller than thermal energies at physiological temperatures. This does not exclude, for example, that some conformational changes are hindered by larger barriers, thus showing slow relaxations even at these temperatures. However, in experiments at low temperatures (at which hole-burning and other line-narrowing spectroscopies are typically carried out), biological systems showed behavior identical to that found in amorphous systems. 87 In fact, proteins can be utilized as the polymers that they are. Lee et al. applied cytochrome c by electrospray deposition to create a biopolymer film, with subsequent characterization by holeburning spectroscopy. This method actually proved to create a more crosslinked matrix than low-temperature glassy solids and hence more stable spectral holes. 88 
HOLE-BURNING MECHANISMS
The hole-burning experiment has two steps: burning and probing. The narrow burning light creates a ''dip'' in the absorption or emission spectrum of a guest-host sample, often residing in a cryostat at low temperature. Then, the probing light reads out the hole like any spectrophotometric scan. Both burning and probing photons can be produced with a single, tunable, continuous wave laser, often a dye laser. The burning time (s) is dependent on the laser intensity and the nature of the sample, i.e., the time for photoproduct accumulation, but can be several hours long. A typical hole-burning experimental setup is shown in Fig. 5 . 65 Transient Versus Persistent Holes. A variety of chemical and physical phenomena can be employed to create spectral holes. Early examples, like the ''Lamb dip'' 54 and Szabo's ruby holes, 57 were the result of photo-saturation and are referred to as ''transient'' holeburning. These holes exist during the excited-state lifetime of the chromophore and thus do not persist after the burning light has been switched off. Persistent spectral holes, however, appear when high-intensity burning light transforms the chromophore and/or its matrix, causing a photoproduct to form. The lifetime of these holes can range from minutes to infinity, depending on the stability of the photoproduct under the experimental conditions and the rate of spectral drift.
Photochemical Versus Photophysical Hole-Burning. Hole-burning mechanisms are further classified as photochemical and photophysical (non-FIG. 4. Two-level system theory applied to proteins. The potential energy surface for a protein is funnel-shaped and contains many local minima with individual energy barriers in addition to its global minimum. A closer look at the seemingly smooth minimum of the funnel reveals a rough surface that may represent two-level systems separated by comparatively small barriers, e.g., two equally probable positions of an individual amino acid near its active site that can easily overcome the barrier with ambient thermal energy. Isolating one of these barriers between two small local minima defines three parameters: D = energy asymmetry parameter, d = distance between minima (along a configuration coordinate), and V 0 = barrier height. 80 photochemical) types. In both cases, there is a phototransformation that follows the excitation of the guest molecule and the resulting photoproducts absorb at a different frequency. The consequence is a spectral hole because the ground-state absorption has been depleted. Photochemical processes mean that the burning light affects the chromophore itself, whereas photophysical processes affect the matrix surrounding the chromophore.
Any structural or energetic change in a chromophore that can be resolved spectroscopically has the potential to be a hole-forming mechanism. As such, numerous mechanisms have been described. In the photochemical realm, ionization, 75,89-91 proton exchange or tautomerization, 25, 56 electron transfer, 92 intramolecular hydrogen bond breakage and/or formation, 93 photodecomposition, 94 and conformer isomerization 95 are successful methods for burning holes. Studies on biological systems containing heme or other porphyrinbased molecules benefit from substitution with protoporphyrin IX (or other non-metallated, or ''free-base,'' versions that contain protonated pyrrole nitrogens) because of its multiple, stable tautomeric forms that hence form longlived holes (see Fig. 6a ). 21 Another biological system of interest, green fluorescent protein (GFP), naturally forms a chromophore with three amino acid residues. Holes appear in GFP spectrum due to a combination of factors: a proton transfer resulting in ionization and rearrangement of hydrogen bonds (see Fig. 6b ). 26, 27, 91 Non-photochemical (or ''photophysical'') mechanisms of hole-formation can be explained by some two-level system (TLS) transition, which are common in glasses, for the chromophore's environment (see Figs. 6c and 6d) . 96, 97 This explanation is often applied to photosynthetic complexes 98 and organic dye molecules in polymer matrices (e.g., Shpol'skii matrices). 83 Disruption to bonding interactions, including intermolecular hydrogen 99 or ionic bonds, between chromophore and matrix may also lead to spectral holes. This general phenomenon is the key to probing biological nano-environments with spectral holes burned into a surroundings-sensitive reporter chromophore. This is because any change to its position with respect to the matrix can cause a shift in its spectrum. Thus, chromophores embedded into proteins, intercalated with DNA, interacting with water inside biological systems, or attached to membranes might be used for hole-burning.
Hole formation does not need to proceed by a single mechanism for a single sample. The study of cresylviolet perchlorate, an ionic dye, reveals that its hole-burning mechanism is matrix dependent. 97 An ethanol : methanol mixt u r e s e e m e d t o a l l o w f o r a photochemical effect while polymeric matrices seemed to undergo the transformation for a photophysical mechanism. The authors deduced this difference from a measure of ''holeburning efficiency,'' i.e., the burning intensity required to produce a photoproduct; photochemical mechanisms were presumed for high efficiency guest-host systems.
To summarize, the basic requirements for hole-burning to occur 100 include that the absorption band under consideration must be inhomogeneously broadened. (Conversely, the appearance of a spectral hole confirms that an absorption band, in fact, has been inhomogeneously broadened.) In addition, the guest-host system must possess a stable photoproduct state in a local minimum on the lowest potential energy surface. There must also be an optical pumping pathway (used in the burning process) that connects those original and photoproduct states. Finally, the laser linewidth must be narrow enough to prevent simultaneous excitation of both original and photoproduct states.
As will be described below, the spectral-hole shapes reflect the homogeneous line shapes, which, in turn, are influenced by the broadening processes described above. To obtain narrow spectral holes, many hole-burning experiments are performed at liquid helium temperatures because it reduces the number of thermally excited phonons and thus their contribution to the broadening of the ZPL. Moreover, lower temperatures increase the stability of the photoproducts and, consequently, the lifetime of spectral holes. More importantly, at these temperatures guest-host interactions that are obscured at physiological temperatures by thermal excitation can be studied. Anti-holes, Non-resonant Holes, and Satellite Holes. The photoproduct may be visible within the inhomogeneous spectrum or at a nearby frequency. These are referred to as anti-holes and may manifest either red-shifted or blue-shifted (or both) with respect to the original homogeneous line frequency (i.e., where the hole appears). The visibility, of course, depends on whether the population within the band can gain sufficient intensity to rise above the broadened absorption or emission curve; anti-holes outside the inhomogeneous line width are easier to resolve. Li and Strauss pursued infrared hole burning in deuterated amino acid salts (RCH(COOH)NH 2 D þ Cl -, where R = unique valine, tyrosine, or glycine side chains) to specifically probe the amino group's N-D stretch and, along with it, the effects of hydrogen bonding. These studies used distinct patterns of holes and anti-holes to suggest different amino acid conformations and hydrogen bonding parameters. 101 Two other phenomena, satellite holes and non-resonant holes, can also appear in hole-burning spectra. 93 Non-resonant holes form at the frequency of vibronic bands that are associated with the burnt electronic transition if it resides in the inhomogeneous line width. Satellite holes can appear if fast energy transfer between chromophores occurs, a distinct possibility in photosynthetic complexes. Chiang et al. found the non-resonant and satellite holes (apparently due to proton transfer) convenient to monitor the changes between three DNA-intercalating dyes in the free and bound state with sensitivity to DNA composition. 35 
EQUATIONS DEFINING HOLE WIDTH, DEPTH, AND SHAPE
The hole-burning process, in essence, has a photobleaching effect on a very specific sub-set of molecules. 79, 80 The narrow energetic range that this technique samples is accomplished with a laser line that is smaller than the homogenous linewidth of the guest molecule, i.e., less than about 10 -3 cm -1 . Anything resonating within that spectral width, including molecules with access to the excitation energy via overlapping phonon sidebands, is able to absorb the burning light, accounting for the possibility of burning at the extreme edge of any one homogeneous line width (see Fig. 7 ). 102 In the ideal case, the width of a spectral hole (d hole ) is given twice the width of the homogeneous linewidth, C hom :
which has its origin in the fact that light is interacting twice with the guest-host system. The initial burning step leads to the reduction of the population at the burning frequency. This hole is ideally the homogeneous line shape (usually Lorentzian) because it is the ''minimum'' excitation profile possible. The second step is the scan over a frequency range centered at the burning frequency. The final hole profile is given by the convolution of the Lorentzian burned hole with the Lorentzian line profile during scanning, and its width is the sum of the two contributions. In reality, hole widths deviate from the ideal Lorentzian shape because of hole-broadening mechanisms such as energy and power broadening, which is treated concisely by Volker. 62 Laser polarization is also a factor in this experiment. First, the angles, h and u, of the laser light are measured with respect to the guest molecule's transition dipole moment. These are used to calculate polarization factors, f B and f P , for both burn and probe beams. (The transition dipole moment is a vector value related to the oscillator strength, i.e., the likelihood of a particular transition, defined as hW Ã 1 jljW 0 i.) Then, either a parallel or perpendicular relationship between burning and probing light directions is chosen. The two-step process generates a hole-shape function:
where the original absorption intensity (A 0 ) at the burning frequency (m 0 ) is decreased by an area determined by the number of guest molecules in the volume being burned (N), the polarization factors, and the homogeneous line shape function [HLF(m -m 0 )] (Eq. 5).
The burning contribution to the hole is defined by:
Here, N 0 (m 0 ) is the initial IDF in the burning region; r is the absorption cross-section of the chromophore; I is burning laser intensity, and s is the burning time. (See Ref. 103 for a rigorous derivation of more exact expressions for inhomogeneously broadened spectra and hole shapes.) The shape, width, depth, and position of a spectral hole is, in fact, dynamic and is affected by competing electron transfer processes, 104 temperature, 62 solvent dynamics, 93 and spectral diffusion caused by ongoing relaxations in nonequilibrium glass-like structures such as proteins. 64, 86 Post-Burning Modifications of Spectral Holes. Structural relaxations of the host material (described by TLS transitions) in proximity to the guest molecule may lead to a change of its transition energy. For a single molecule, this would manifest itself by a sudden jump of the spectral position of the line-which was indeed observed. 85 In a spectral hole, comprising many guesthost systems, the net result of this process is gradual broadening of the hole, while at the same time, the hole depth decreases such that the hole area (which is determined by the number of guest molecules phototransformed in the burning process) is conserved. With a wide distribution of barrier heights and tunneling parameters of TLS, this spectral diffusion can occur over a wide temperature range and over an extended period of time and will lead to a gradual disappearance of the hole. In addition, back reactions from the photoproduct state to the original educt state as it existed before burning may fill the hole-in this case the area of the hole would decrease and eventually disappear. This is not desirable for the perturbation studies described below, which therefore have to be carried out at temperatures where these back reactions do not occur during the time period over which these experiments are carried out.
Comparison to Other Line-Narrowing Methods. Hole-burning spectroscopy is not the only line narrowing technique devised to overcome inhomogeneous line broadening. As in hole burning, fluorescence line-narrowing is based on the selective excitation (usually with a narrow linewidth laser) of a subset of guest molecules within an inhomogeneously broadened absorption band. If these molecules fluoresce, their fluorescence will originate only from the excited subset and, consequently, will exhibit narrow fluorescence bands. This technique has been used in heme proteins, where the heme had been replaced by a fluorescent equivalent. 105 Of course, the ultimate gain in spectral resolution is afforded by single-molecule spectroscopy; single-molecule lines are inherently free from inhomogeneous broadening since only one molecule is observed at a time (for reviews, see Refs. [106] [107] [108] . Thus, variations in the local environment and their effect on a guest molecule can be obtained for single guest-host systems, whereas hole-burning averages over the excited subset of guest molecules and their associated host environments. Singlemolecule lines are usually observed in fluorescence excitation measurements. In contrast to hole burning experiments, single-molecule methods employ photostable chromophores, thus extending and complementing the systems that can be observed using hole-burning techniques.
PERTURBATIONS REVEAL DETAILS OF NANO-ENVIRONMENT AND PROCESSES
As useful as spectral hole-burning is for characterizing excited-state and transition parameters, it can also be used in conjunction with external perturbations to shed light on the local environment of the ground state. In particular, we will discuss the effects of temperature and temperature cycling, hydrostatic pressure, and applied electric field (Stark effect) on the hole shapes. In these experiments, the hole becomes a spectral marker, or an optical label, to aid in resolving frequency shifts or a change in the homogenous line width that would otherwise be hidden within the sprawling inhomogeneous line width of an ensemble. As indicated in the Introduction, because spectral holes are much narrower than the inhomogeneous absorption band, the magnitudes of the external perturbations required to observe visible changes are correspondingly reduced. Each perturbation results in changes to the hole shape that depend on the perturbation strength (T, E, or P) (see Fig. 8 ). 86 Temperature Effects. Hole-burning experiments performed near 0 K freeze not only the matrix's continuum of sub-states but also individual conformational states and sub-states of a protein or guest molecule. Temperature cycling is employed to measure energy barriers on a potential energy surface, which is often much more rugged for a protein than for an organic glass and contains many small energy barriers (e.g., individual residue positions) within a larger conformational state well. 86 Starting from the temperature T 0 at which the hole was burnt and an initial readout at this temperature, the temperature is raised to T e , which may cause either a conformational change (most likely to the host matrix), which results in a hole broadening or shift, or a hole-refilling effect, which signifies the return of the chromophore's photoproduct to its original state. After a certain time interval, the temperature is returned to the burning temperature, at which the hole will be read out again, completing one cycle. Because the hole is always read out at the same temperature, the homogeneous linewidth is the same and all residual changes to the hole shape are due to the conformational changes or hole filling. The cycle is then repeated with higher temperature excursion, which allows for systematically mapping out the barrier height distributions in the host environment. Chang et al. used this ''temperature-annealing-cycling'' method to investigate the binding orientation of a rhodamine-based fluorescent probe molecule to an oligonucleotide, postulating that this change might be apparent in the spectra simply because of new interactions of the chromophore with the glass matrix. 31, 32 Because one face of the molecule is removed from the solvent and the former matrix structure disrupted by a macromolecule, a change in spectrum results. The cycling process reveals that both an irreversible and a reversible change occurs for this system.
The asymmetric double-well potentials (i.e., TLS) used to describe structural relaxations in disordered systems can also be applied to protein hosts, where TLS can sometimes be identified as alternate positions of residues from crystal structures, unlike amorphous polymers. Point mutations can also assist in identifying these locations, as shown by point mutations in the active site pocket of heme-containing cytochrome b 562 from the periplasm of E. coli. 13 Holes were burnt at T 0 = 22 K in a protoporphyrin IX-substituted protein sample and cycled through an excursion temperature T e . Hole broadening was observed after each cycle (see Fig. 8a ).
A sharp increase in hole width indicates that a conformational energy barrier has been overcome (see Fig. 9 ); this occurred for the N6D mutant (asparagine to aspartate mutation at residue 6) at 35 K with a hole-width increase of 0.3 cm -1 . This information can be used to infer details about the nano-environment (i.e., the active-site residue arrangement) as sensed by the porphyrin reporter chromophore. This frequency shift (Dm) is related to a shift in dipole moment (Dl M ) that is induced by the matrix's change in conformation from a distance (R) with respect to the chromophore:
(The difference between the ground-and excited-state dipole moment, Dl, for the Q x transition of protoporphyrin IX was determined by calculations with an ab initio method.) Along with previously deduced structural information, the authors conclude that a shift in the position of the -OH proton on aspartic acid at position 6 occurs with a 13 K increase in temperature. Time-resolved transient hole-burning was applied to myoglobin (substituted with zinc porphyrin) through a range of temperatures, which helped to capture a dynamic picture of the protein, especially when compared with a rhodamineanalog chromophore reporter in a waterglycerol solution. 8 The authors define a burn-probe time-dependent function, C(t d ), in units of cm -1 to quantify the time scale of the conformational fluctuation of the chromophore's environment, i.e., myoglobin or aqueous solvent. By populating the long-lived first triplet state of zinc porphyrin, a transient hole is formed with a lifetime on the order of milliseconds. The hole (which now represents the ground-state molecules) is monitored for a change to C(t d ):
This ''stretched exponential'' includes the ''correlation temperature,'' s r , that describes the time scale of presumed fluctuations. From 180 to 300 K (cryogenic to above room temperature), those time scales were determined to range from 10 ns to 10 ms, with the protein environment appearing to traverse a wider range than the aqueous solution environment, although both environments can be characterized as glassy.
Stark Effect Experiments. The Stark effect is the application of an external electric field (E Q ext ) to a sample. Introducing an applied electric field to a hole-burning experiment is straightforward: the sample is placed between two electrodes, often part of the sample holder of a cryostat. The necessary field strength to perform a successful experiment is given by the magnitude needed to shift a frequency distance greater than the homogenous linewidth, but cannot exceed field strengths that cause dielec- tric breakdown of the sample host matrix. The narrower the spectral hole, the smaller the field strength required to induce measurable changes; at cryogenic temperatures, electric field strengths of a few kV/cm often suffice. A linear dependence of the hole shifts and broadening on the strength of the applied field is frequently found (see Fig. 10 ). 97 The orientation of each guest molecule's dipole moment determines the spectral consequences of a directional, applied electric field: a parallel relationship causes a hole to shift to lower energy but an anti-parallel one shifts the hole to resonate at higher energies. In a classical model, the linear Stark shift is determined by relative orientation of the applied field vector and the permanent electric dipole moment difference of the guest's excited and ground states: a parallel relationship causes a transition to shift to higher energy, whereas an anti-parallel one shifts the transition to resonate at lower energies. In addition to the guest molecule's difference dipole moment, Dl ! , in the first-order (linear) 
where h is Planck's constant and c is the speed of light in a vacuum. Higher order terms containing the hyperpolarizabilities may also play a role. In addition to the permanent dipole moment difference that a guest molecule may possess, the internal electric field, E ! int , generated by the charge distributions in the host environment induce an additional dipole moment difference, Dl ind . Thus, in guest-host systems, a linear Stark effect may be observed even if the permanent dipole moment difference is zero. 80 Moreover, in amorphous hosts, the guest molecule is randomly oriented with respect to the applied electric field, which results in a distribution of Stark shifts, which in turn causes a broadening of the hole. The appearance of a hole spectrum under an applied field is also affected by the orientation of the laser light polarization with respect to the field. Here, a parallel orientation actually splits the hole (i.e., reduced resonance at intermediate frequencies) (see Fig.  10 ). 22 If the permanent dipole moment difference is zero and assuming that the Stark shift is linear, it is-in principlepossible to calculate from the measured Stark shift the induced dipole moment difference and the internal electric field E ! int according to
provided that Da $ is known, which is usually not the case. Furthermore, for a randomly oriented guest molecule, there is a subset of molecules for which the difference dipole moment, Dl ! , (permanent þ induced) is perpendicular to the external fields, which means that for this subset the Stark shift is governed by nonlinear terms. 110 Thus, the inclusion of higher-order terms becomes important for a correct description of the line shifts and for determining whether a distribution of Dl ind and thus E ! int is present. A number of Stark holeburning experiments on guest chromophores with (approximate) inversion symmetry, and thus, in theory, without permanent dipole moment difference were carried out. For example, Gafert et al. 1, 22 investigated mesoporphyrin in a glass (ethanol/water/glycerol mixture) and also substituted for heme in horseradish peroxidase. The results showed a hole broadening only in the glass, but a splitting of the hole in the protein. Splitting can only be observed when the induced dipole moment difference Dl ind is not strongly distributed. Thus, the effect of local electrostatic environment is clearly observed. Similar results were obtained with protoporphyrin IX-substituted myoglobin.
However, the Stark effect can be analyzed differently to yield the internal electric field directly 3, 4 by using the sum of the external, applied field and also the internal field generated by the protein matrix itself. Equation 11 contains an electric field term that, in reality, is the sum of both the external, applied field and also the internal field generated by the protein matrix itself:
The total Hamiltonian for the guest-host system in the presence of external and internal fields is written aŝ
using the total field as perturbation. The dipole moment operator is given asl ! .
This Hamiltonian, written in matrix form, yields new field-dependent state energies after diagonalization. After proper weighting and orientational averaging, hole shapes can be fitted to spectral holes recorded for many external electric field values and the internal field value can be extracted. To set up the matrix for the Hamiltonian, transition dipole moments and state energies are needed, which have to be obtained from theoretical calculations. 5 For protoporphyrin IX-substituted myoglobin, this yielded internal electric field values of several MV/cm in the porphyrin plane in the protein. Knowing these fields, it is then possible to use protein structures to identify the dominant sources that could account for this field. For protoporphyrin IX-substituted myoglobin, the fields in the porphyrin plane were found to arise mainly from the deprotonated propionic acid side-chains of porphyrin itself. This is not surprising, because these groups are the closest charged groups to protoporphyrin IX. When determining internal electric fields or induced dipole moment differences, one has to account for the screening of the solvent and protein matrix, which modifies the external field values at the active site. A coarse but simple way to account for this shielding is to use the Lorentz local field factor, f, as a correction: 3
where e is the dielectric constant of the solvent in which the guest chromophore resides in an approximately spherical cavity and assuming that shielding is isotropic. The entire Stark shift equation for extracting internal electric fields becomes:
These experiments reveal that the internal electric field in the active site of proteins is surprisingly large, on the order of 10 4 -10 6 V/cm! The magnitude of this field easily surpasses the applied field of 10 3 V/cm, suggesting that the guest chromophore, which in cytochrome c and myoglobin is also the active-site prosthetic group, may be altered electrostatically to a great extent by its protein host matrix. In a contrasting result, Stark holeburning experiments performed on bacteriochlorophyll c molecules in bacterial chlorosomes generated little to no hole shift or broadening. 111 This surprising result suggests that the chromophores in that photosynthetic antenna complex are arranged in a way that minimizes the change in dipole moment and polarizability upon excitation. This might be accomplished by the way the planar chlorophyll c molecules aggregate or possibly the lack of influential protein residue in proximity to the aggregate. A number of more mathematically detailed reviews on the application of external fields on proteins and glassy matrix are available. 61, 71, 109 Pressure Effects. Pressure as a perturbation forces an increase in the matrix and solvent interaction by moving matrix units closer to the guest chromophore. Pressure changes of as little as 0.2 bar are often sufficient to generate measurable hole shifts and broadening. The pressureinduced hole-shape changes can be used to calculate the compressibility of the host material within interaction range of the guest molecule as well as the local free volume around it. Initially, the following relation between hole shift Dm and pressure change DP was put forward: 80, 109 DmðPÞ
where j is the compressibility of the matrix. A ''solvent shift'' parameter can be quantified: 112
where m burn is the frequency at which a spectral hole is burned into some transition band and m vacuum is the transition frequency of the chromophore in neither solvent nor any matrix but retaining any structure or hydrogen bonding that would exist in solution. This expression was based on the assumption of solely attractive interactions of guest and host matrix with a distance dependence of (1/R n ), with n = 6 for dipole-dipole interactions. An attractive interaction potential cannot account for the hole broadening that is observed concomitantly with the hole shift. Laird and Skinner 113 used an isotropic Lennard-Jones-type interaction potential for the change of the ground-state energy of the guest:
in their statistical mechanical description of inhomogeneous line shape and pressure effects on spectral holes burnt into this band. Their description ''dissects'' the host matrix into matrix units that interact pairwise with the states of the guest molecule. Then r g is a characteristic length scale, which represents the sum of the guest and matrix unit radii, whereas e g is the depth of the potential well. To account for disparate sizes of the guest molecule and a matrix unit, the potential was shifted along the radial direction by an amount R 0 . A similar potential was assumed for the interaction of the guest's excited state with matrix units with e g replaced by e e (with e g , e e ). This model does account for both pressure effects (i.e., hole shift and broadening) and allows for the extraction of the compressibility j of the host matrix within interaction range of the dye molecule. This idea of compressibility is important for characterizing a more global structural parameter: the change in volume possible for a protein. This might be the range of ''breathing motions'' that a protein undergoes over long time scales (milliseconds). The compressibility may also characterize the folding state of a protein, from an active or unfolded state to a nonfunctional or transition state. 109 Previously unknown conformations may also be revealed as the pressure creates an environment where that state is appreciably populated. 114 Molecular dynamics simulations agree with the solvent effect on compressibilities apparent in pressure hole-burning experiments and can provide a picture of how this parameter can change within the protein structure itself. Scharnagl et al., showed that cytochrome c matrix is least compressible around the heme active site, isolating the solvent in the pocket from the outside solvent. 19 Hole broadening in response to pressure is the result of environmental inhomogeneity, i.e., that the guest molecules phototransformed in the holeburning process, while having the same transition energies, still may have a different geometry in their local environment. When pressure is applied, these different environments are structurally modified in a different way, removing the accidental degeneracy of the transition frequencies, and thus causing hole broadening.
A perfect crystal, then, should exhibit a pressure shift but not broadening. Thus, broadening is another indication of the extent of the disorder in the local environment. Pressure broadening is indeed observed in proteins. 109 To observe pressure effects on spectral holes, only small pressure changes (,0.5 bar) are needed. High pressures regularly result in protein denaturation, a result that may not be intuitive until the entropic factors are taken into account: water's ordered tetrahedral structure surrounding nonpolar surfaces is disrupted at pressures as low as 3 kbar, thus followed by changes to hydrophobic interactions. Tertiary structure is no longer entropically advantageous (Fig.  11 ). 115 If reversibility in hole shifts or broadening is possible, then tertiary structure has been maintained.
Other solvents may react differently with increasing pressure. For bacteriochlorophyll a in polymeric matrix (triethylamine), the applied pressure seemed to produce a more crystalline structure in the matrix at 30 kbar, which was noted because the hole's temperature dependence shifted from the expected T 1.3 relationship for amorphous hosts to a T 2 relationship typical for crystals. This effect suggests that twolevel systems of the glassy matrix or protein itself are being suppressed and that a more ordered structure may be induced. 116 The environmental interactions are evident with the application of pressure to a spectral hole; as for temperature and applied electric field perturbations, a spectral hole shifts or broadens in response to increasing pressure. Experiments are performed in pressure cells that allow for optical measurements with a reference cell to calibrate the pressure, e.g., the known shift of a ruby fluorescence line with pressure. 116 
EXAMPLES OF BIOMOLECULAR NANO-ENVIRONMENTS PROBED WITH HOLE-BURNING SPECTROSCOPY
Electrostatic Heterogeneity Induced by Biomolecules. The specificity of structure in biological macromolecules is balanced by flexibility and fluctuations in structure that result in an electrostatically heterogeneous nanoenvironment. These tunable environments could be functionally important, as discussed in the Introduction. The specific but numerous sub-states in protein pockets can be easily characterized with spectral hole burning. Laberge et al. 15 did so with cytochrome c, a heme protein, which was substituted with a zinc porphyrin, from two species, horse heart and yeast. From the pattern evoked by the Stark effect in holes burned 107 cm -1 apart, a ''red'' conformation was distinguished from a ''blue'' conformation in the horse heart protein. The extent of hole splitting with application of electric field allowed for calculations of both Dl and transition dipole moment, which was the basis for differentiation. The yeast protein showed only one form. This example illustrates the direct measurement of electrostatic heterogeneity for describing nano-environments.
Static Versus Dynamic Nano-environment. The importance of water in biological systems is well recognized. Its liquid state at ambient temperatures is defined by various degrees of disorder, from implicit structural waters in proteins to bulk solvent. Water at very low temperatures exists in at least two noncrystalline forms: amorphous solid water (ASW) and hyperquenched glassy water (HGW). The first, ASW, is considered a ''fragile glass,'' being extremely disordered and comprised of water molecules that are only loosely bound to one another. The other, HGW, remains in a disordered glassy state but is a ''strong glass'' because some hydrogen bonding exists. Qualitatively, the difference between the two states is the extent of TLS character.
Giering and Haarer 42 characterized the transition from one form to the other with spectral-hole diffusion experi- ments, noting the point at which the TLS disorder in the matrix shifted. The matrix was prepared by doping water vapor with a free-base phthalocyanine dye. Then dye-water vapor mixture was condensed onto a cold finger at 5 K. A hole was burned at the same frequency in the Q x band of the chromophore. One sample was annealed by cycling the temperature up to 130 K (still below the glass transition temperature of~180 K) for 15 min. Its rather broad hole narrowed from 1500 MHz to 208 MHz, where the authors noted the dampening of the TLS. Another sample, kept ''fresh'' at 4.2 K, was used to compare broadening dynamics of each sample type. The annealed sample's hole did not broaden appreciably over almost three hours after cycling down to 4.2 K. However, the fresh, non-annealed sample did broaden 29 times more than the annealed sample over the same time window. The broadening dynamics in this system are indicative of spectral diffusion that arises from TLS relaxation, the extent being proportional to TLS density of states. Thus, the nonannealed sample's hole was associated with a ''quasi-homogeneous'' linewidth that resolves into the true HLW as disorder is resolved and hydrogen-bond formation is initiated. These data, in combination with studies on biologically relevant chromophores in organic or polymeric matrices with hole-burning spectroscopy, are of great utility when comparing protein and non-host environments. Examples include bacteriochlorophyll c in a poly(vinyl butyral) polymer film, 111 chlorin and beta-carotene in a buffer-glycerol mixture, 86 metalloporphyrins in electron-donating (e.g., alkyl halogenides) and electronaccepting (e.g., triethylamine) solvents, 117 and mesoporphyrin in a water-glycerol glass containing trehalose (a carbohydrate that replaces waters associated with the protein surface). 118 Sensing Conformational Changes. We have emphasized that electrostatic environment is established by the electrostatic structure of the macromolecule in the vicinity of the reporter chromophore. It follows that hole-burning spectroscopy might be used to distinguish conformational changes. In fact, Creemers et al. reported in Nature (1999) three distinct forms of green fluorescent protein, whose interconversion is photo-induced. 26 Three years later, the group used the same method to characterize the conformations of a mutant of GFP, red fluorescent protein. 29 
CONCLUSION
Hole-burning spectroscopy is a valuable tool to regain spectral resolution in samples whose absorption bands are inhomogeneously broadened. It provides access to information about dynamic processes in the host environment, which are reflected in the shape of the hole. Moreover, once burnt (and under appropriate conditions) external perturbations applied to the sample after burning of the hole has ceased provide information on static properties of the local environment. The necessity of carrying out experiments at cryogenic temperatures in order to obtain narrow spectral holes does restrict its broader applicability; however, because of the low temperature, one can study static properties which at higher temperature may be obscured by dynamical processes. It was illustrated that when applied to biological systems, holeburning spectroscopy can provide important and detailed information on structure of and processes in the host environment. Currently, most applications of hole-burning spectroscopy target biological systems, and we expect that this trend will intensify in the future.
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