Abstract-Early diagnosis and resection of colorectal polyps can effectively reduce the incidence and mortality rate. Colorectal cancer is a common gastrointestinal malignancy, ranking one of the three major malignancies around the world. With the improvement of living standards and dietary habits related problems, the incidence and mortality of colorectal cancer are showing an upward trend. Colorectal cancer is mostly from adenoma polyp malignant change, so early detection has important clinical significance. Although colonoscopy conducted by doctors is considered the most effective way in detecting polyps, uncertainty such as fatigue can affect the results. To solve this problem, we propose a fully convolutional densenet method to achieve the automatic detection and segmentation of colorectal polyps by computer. In this paper, we apply densenet to full convolutional network in segmentation of colorectal polyp, under the condition that not requiring post-processing and pre-training situation, we compare the number of parameters in different layers and assess accuracy and IOU respectively in segmentation of colorectal polyps. The results show that accuracy is improved as the layer increases gradually. When the layer number is 78 (N=78), accuracy reaches 97.1% and the average IOU is 83.4%. In addition, we make a comparison with the state-of-the-art polyp segmentation method, the results reveal our method make a considerable improvement.
I. INTRODUCTION
In the digestive system, the most common cancers happen in the esophagus, stomach and colon. Colorectal cancer (CRC) is 1,360,000 in the world in 2012, It is the third most common cancer among men (746,000 cases, 10% of the total) and the second most common cancer among women (614,000 cases, 9.2% of the total). So far, traditional colonoscopy is considered the most effective method of CRC, which represents the gold standard for the evaluation of colonal diseases, it can visualize the inner surface of the colon. You can get effective treatment if you make a biopsy by the colonoscopy before tumor or early tumor or stage tumor lesions [1] . The polyps miss rates range from 8% to 37%. It shows that colonoscopy rarely misses polyps of 10 mm or more. But if the polyps are small, the miss rate increases significantly [2] . The shape and color of the polyp are different under the colonoscope, it depends on the skills of the doctors. Human uncertainty requires computeraided diagnosis, therefore automatic polyp segmentation under colonoscopy is necessary.
The methods in automatic polyp detection are traditional algorithm and deep learning. For traditional algorithm, an automatic polyp detection algorithm based on a model of polyp appearance was proposed in [3] , it included three stages, the first stage was the region segmentation, the second stage was the region the description and the third stage was the region classification. In method of [4] , in order to overcome the limitation of texture feature, authors proposed a new technique focused on shape instead of texture. The proposed polyp region detection method was based on the elliptical shape that was common for nearly all small colorectal polyps. In [5] , the system was based on a hybrid context-shape approach, which utilized context information to remove nonpolyp structures and shape information to reliably localize polyps. The complexity and application limitations, stability, and feature extraction algorithms all limit the development of image processing technology in traditional algorithm. Recently, deep learning method is successfully applied to colorectal polyp detection. In [6] , first of all, image learned the features at different scales by convolutional neural networks (CNN), then, the feature map was classified into polyps and nonpolyps by a full convolutional network, finally, the results were smoothed and set as a threshold, the result showed accuracy was about 90%. Without any post-processing and pre-training, the accuracy in our paper is 97.1%. The new polyp detection method was based on a unique 3-way image presentation and convolutional neural network in [7] , this method can learn various polyp features such as color, texture and shape, time information on multiple scales to achieve more accurate positioning of polyp. If a polyp candidate is given, a set of convolutional neural networks was dedicated to one type of feature, applied to the vicinity of the candidate, then aggregated their results into accept or reject. The fully convolutional network (FCN) architecture was developed by extending the traditional CNN in [8] for polyp detection in colonoscopy. The three architectures are designed separately, it is FCN-AlexNet, FCN-GoogLeNet, FCN-VGG. From the presented three architectures, the best result for FCN-VGG was 73.61% in precision, however, the proposed method in paper has improved to 84.7% in precision.
The convolutional neural networks are a model trained with the deep learning algorithm, it has been widely used in the field of computer vision, including image classification [9] , image segmentation [10] , target detection [11] , et al. In addition, the convolutional neural network also makes successful application in text categorization and voice recognition. There are convolution layer, pooling layer and full connection layer in CNN. The CNN can classify the input image. But how can I identify objects in a particular part of the image? As an extension of CNN, FCN solved this problem very well. After convolutional layer and pooling, the fully connected layer outputs fixed-length feature vectors for classification. However, the input of the FCN can be an image of any resolution. The input image is convolved, and then the feature map of the last convolution layer is deconvolved so that the output image and the input image have the same resolution. The last output image is classified by each pixel. There are convolution, deconvolution, skip in FCN. The skip is to better restore the image during deconvolution. In recently, a new model in [12] has emerged. In order to make the network deeper, the residual network introduces a residual block. The residual block is implemented by a shortcut connection, the input and output of this block are subjected to an elementwise stacking by shortcut. This simple element-wise does not add extra parameters and calculations to the network. At the same time, it can greatly increase the training speed of the model and improve the training effect. And when the model is deeper, this simple structure can solve the degraded problem well. The densenet of recent CNN architecture is described in detail in [13] , it include dense blocks and pooling. Each layer in each DB is directly connected to its previous layer. The key of densenet is the reduction of computation and the reuse of features in each layer of the network. The amount of parameters and the amount of calculation are significantly reduced on account of each layer of densenet requires only a few features to learn. Advantages of the model: (1) the disappearance problem of gradient is solved (2) the feature in propagation is stronger (3) the feature can be reused (4) the model's parameters are significantly reduced.
The paper proposes a new full convolution densenet for automatic segmentation of colorectal endoscopic polyps. The pruned densenet are simplified by traditional densenet. We make pruned dense network and traditional densenet in a full convolutional network. Without any post-processing and pre-training, we validate our method with a public data set. Our method is superior to the state-of-the-art method in some indicators with fewer parameters. This paper is organized as follows: in the Section II, proposed method for segmentation of polyp in colonoscopy is described, it includes basic concepts and segmentation models. Section III will describe our data set, experiments and results. The conclusions and future research in Section IV will be presented at the end of this article.
II. PROPOSED METHOD
In this section, we will present a detailed description of the method. Our approach is to apply densenet in the FCN. First, we introduce the FCN method. Second, we introduces the connection of two densenet, there are traditional dense connections and pruned dense connections. Third, we apply traditional dense blocks (TDB) and pruned dense blocks (PDB) in the FCN. Fourth, we introduce the different layers in segmentation architecture.
A. Fully Convolutional Networks
FCN is an end-to-end, pixel-to-pixel training convolutional network. The main idea of FCN is full convolution. We can input images of any resolution, and then the output is the same resolution by the operation and learning of the model. There are three techniques in FCN, they are convolution, deconvolution and skip [14] . In CNN, it is usually full connection at the end, which outputs a numerical description (probability) to determine the result of the classification. The output of the image in the segmentation should be a segmentation image. We replace fully connected layer with the convolution layer in FCN. Some convolutional layers will also reduce the resolution of the input image, but we need to get a segmentation image which is same resolution with the input image, we have to deconvolve the last layer. However, if we directly deconvolution the result of the full convolution, the output is usually very rough. In order to achieve a better segmentation effect, we need to skip the same resolution feature maps when we convolve, they also serve as the input of deconvolution.
B. Densenet
The densenet is more densely connected, making the information flow between each layer stronger in the network. The each layer in the network is connected to any other layer in the form of feed forward. Therefore, the input of each layer is the feature maps of all the previous layers. Because there are a lot of dense connections in the network, the authors call this network structure as densenet [13] . There are densenets in dense block and there is no such densenet between different dense blocks. Next, we introduce two different connections in detail.
It is TDB that is the traditional dense connection in the dense block [13] . The input of each layer in the TDB is the feature maps generated by all the previous layers. There is a connection between any two layers. This is a TDB in Figure  1 , the number of layers is 5 (n=5), which are X 0 , X 1 , X 2 , X 3 , X 4 respectively. The operation of H is BN, ReLU, Conv (3x3), Dropout (p=0.2) (do not change the resolution of the feature maps). The network growth rate is 12 (K=12), the growth rate is the number of feature maps for output of each layer, the number of connections is M, M=L*(L+1)/2=15, total feature maps number of TDB block in output is S, S=X 0 +(n-1)*K (X 0 is the number of channels of the input layer). The following is a detailed process: input is X 0 , K feature maps of X 1 are generated by H 1 , the input is X 0 , X 1 , K feature maps of X 2 are generated by H 2 , the input is X 0 , X 1 , X 2 , K feature maps of X 3 are generated by H 3 , the input is X 0 , X 1 , X 2 , X 3 , K feature maps of X 4 are generated by H 4 , the output is X 0 , X 1 , X 2 , X 3 , X 4 in PDB. It is PDB that is the pruned dense connection in the dense block. As a PDB, we pruned the connection between input and output in TDB. This is a TDB in Figure 2 . The number of layers is 5 (n=5), which are X 0 , X 1 , X 2 , X 3 , X 4 respectively. The operation of H is BN, ReLU, Conv (3x3), Dropout (p=0.2) (do not change the resolution of the feature maps). The network growth rate is 12 (K=12), the number of connections is M, M=L*(L+1)/2-1=14, total feature maps number of TDB block in output is S, S= (n-1)*K. The following is a detailed process: the input is X 0 , K feature maps of X 1 are generated by H 1 . The input is X 0 , X 1 , K feature maps of X 2 are generated by H 2 , the input is X 0 , X 1 , X 2 , K feature maps of X 3 are generated by H 3 , the input is X 0 , X 1 , X 2 , X 3 , K feature maps of X 4 are generated by H 4 , the output is X 1 , X 2 , X 3 , X 4 in PDB. In the deconvolution process, if there is TDB, the number of feature maps will grow rapidly as the resolution gets larger. If there is PDB, the number of feature maps will grow slowly as the resolution gets larger. In order to alleviate the pressure on the memory, we use the PDB in the deconvolution process. 
C. Fully Convolutional Densenets
The architecture of the model is presented in Figure 3 . We make different color cubes to represent different operations. Model includes process of convolution and process of deconvolution.
In process of convolution, the input is an image of the colorectal polyp. First, there are 3x3 normal convolutions. Then we convolve the input feature map in PDB. After the convolution, Down is normalized BN, activation function ReLU, 1x1 convolution (1x1 convolution is to reduce the number of input feature maps, thus improving computational efficiency), dropout (p=0.2), 2x2 max pooling. The repeats in TDB and Down is five times. The image has been reduced to a small resolution.
In process of deconvolution, as the input to the first PDB block, it is the feature maps after last down. First, the output of the first PDB is used as the input of the first Up. Up is the 3x3 deconvolution and the step is 2. Then, we skip feature maps of the same resolution in convolution process, the feature maps of skip and UP are collectively used in the input of the next PDB. The repeats in TDB and Down is five times. In the end, there are 1x1 normal convolutions. The output is two feature maps (colorectal polyps are divided into two parts: background and polyp). After the softmax, the output is an image of the colorectal polyp segmentation. For better segmentation, we use different dense blocks for convolution and deconvolution. There is TDB in convolution and there is PDB in deconvolution. If the result of the convolution is directly deconvolved, the result is very rough. So we compensate for the loss in the down during the convolution process by getting the same resolution feature map in skip. We design 56 layers (n=4), 67 layers (n=5) and 78 layers (n=6) to segment the colorectal polyps, respectively. Then n is the number of layers in TDB and PDB, The network growth rate is 12 (K=12). The different layers in segmentation architecture are shown in the table I.
TABLE I THE DIFFERENT LAYERS IN SEGMENTATION ARCHITECTURE
Architecture Input 3x3 Convoluntion TDB(n layers)+Down+TDB(n layers)+Down+TDB(n layers)+Down +TDB(n layers)+Down+TDB(n layers)+Down TDB(4layers) Up+PDB(n layers)+Up+PDB(n layers)+Up+PDB(n layers) +Up+PDB(n layers)+Up+PDB(n layers) 1x1 Convoluntion Softmax Output
III. EXPERIMENTS AND RESULTS
In this section, we introduce the experiments and results in detail. In the part of experiment, we describe the experimental data set and experimental parameters as well as many evaluation indicators. In the experimental results, we compare 56 layers (n=4), 67 layers (n=5) and 78 layers (n=6) respectively and compare with the state-of-the-art.
A. Experiments
We use the CVC-ColonDB database [15] to evaluate our method for segmentation of colorectal polyps. The CVCColonDB database contains original colorectal polyp images and corresponding ground truth images. There are 612 coloretal polyp images, including polyps of different shapes. It is resolution of 384x288 in RGB color space. In the deep learning world, the data set is not enough. Therefore, we use data augmentation techniques to expand the data so that we can train our models better. We trained our model on 2166 images and we used another 894 images to test the model. We initialize the model weights with the HeUniform [16] and optimize the model with the Adam [17] . Model is trained by the cross-entropy loss. Batch size is set to 2. The original images of colorectal polyps and ground truth images of colorectal polyps are adjusted to 224x224 as the input of the model. In order to evaluate performance, we calculate the global accuracy (per pixel accuracy), IOU (Intersection over Union), Dice score, et al. For a given class c, the prediction y * , the ground truth y, the IOU is defined as
Where ∧ is the logical and operation and ∨ is the logical or operation. We calculate the IOU of the background and the IOU of the polyp by summing all the pixels i separately.
B. Experimental Results
There are three models: 56 layers (n=4), 67 layers (n=5) and 78 layers (n=6). We separately compare number of parameters, IOU (Intersection over Union), global accuracy (per pixel accuracy), Precision, Specificity, Dice score, Sensitivity. The number of parameters, IOU and global accuracy (per pixel accuracy) are shown in table II. Results of the dataset are twoclass (Background, Polyp). P (M) = number of parameters in millions. As the number of layers increases, we can easily find increased number of parameters, improved IOU and accuracy. There are Precision, Sensitivity, Dice score, and Specificity in table III, all parameters have been improved. In Figure4, the accuracy of 78 layers is in train set and test set in 150 epochs. In Figure5, loss of 78 layers is in train set and the test set in 150 epochs. Table IV reveals the original images of three different colorectal polyps, images which are divided by three models, ground truth images. We compare our proposed method with [18] and [19] in table V. The 78 layers (n=6) have fewer parameters, it both IOU (IOUB, IOUP, Mean IOU) and accuracy are improved. We also compare our proposed method with [20] and [21] in table VI, although the accuracy is not the highest, but Specificity, Dice score, Sensitivity show the best results. In this paper, we proposed architecture based on a full convolutional densenet, respectively applying different densenet connection models in the convolution and deconvolution parts of FCN. In addition, we recovered images by skip, which was a better way to achieve finer effect of segmentation. Without any pre-training or post-processing, the number of parameters, accuracy and IOU of colorectal polyps were analyzed by the structure of different layers. The results showed that all parameters had certain improvement with the gradual increase of layers. Through comparing with the state-of-the-art method, our method outperformed state-of-the-art polyp segmentation method under smaller parameters and achieved high accuracy in segmentation. The model has shown a good effect on the segmentation of colorectal polyps on many evaluation indexes. However, due to the extra feature layers generated by densenet, the memory occupation was in large amount. In future, we hope to reduce the memory occupation and improve the speed through the operation of group convolution in order to make the effect of segmentation better in colorectal polyps.
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