ABSTRACT The electronic nose (E-nose) is a bionic olfactory system and a powerful tool in many fields. Sample classification and parameter prediction are the core functions of the E-nose. We present two algorithms for simultaneous recognition of four properties (wine region, grape variety, vintage, and fermentation processes) based on a back-propagation neural network (BPNN) and convolutional neural network (CNN), respectively, where the tasks (i.e., identification of the four properties) share underlying features. These algorithms exploited synergy among tasks to enhance their individual performance. Experimental results show that the model based on BPNN achieved the best performance with accuracies of 94.5%, 83.7%, 75.1%, and 76.9% in identifying wine region, grape, vintage, and fermentation processes, respectively. Furthermore, the results reveal that the models can capture global and local information and perform better than single-task models.
I. INTRODUCTION
Wine is a popular alcoholic drink made from grape juice that has been left to ferment, which contains hundreds of components in different concentrations. Global wine consumption reached 24.6 billion liters in 2018. Portugal, France, and Italy represent the top three countries in wine consumption at an average of 62.1 L/person, 50.2 L/person, and 42.8 L/person, respectively (data taken from International Organisation of Vine and Wine) [1] . As the wine market continues to boom, China, which is home to 1.4 billion people, offers numerous opportunities for wine industry development. The quality of wine plays an important role in the market and cannot be neglected. Manufacturing, circulation, and consumption are all involved in guaranteeing and updating the quality of wine. Wine identification or classification via intelligent methods is a primary research focus of the wine detection industry, with particular attention to various vintage years, fermentation processes, age, grape varieties, and geographic origins [2] - [4] . Among traditional methods used to determine wine quality, the most important is sensory
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evaluation by trained experts, as this approach is directly related to the organoleptic characteristics (flavor, taste, and color) and quality of wine [5] . Yet the accuracy and objectivity of this method cannot always be ensured; sommeliers' physical conditions and emotional states, and even the environment, could affect judgement [6] . Other means of wine analysis and classification include chemistry-based approaches such as gas chromatography, mass spectrometry, and gas chromatography-mass spectrometry [7] - [10] . By using a complete component-by-component approach, these methods are usually highly reliable; however, there are disadvantages such as high costs, long time consumption, and low capacity for on-site and online measurement [11] . The electronic nose (E-nose) is an increasingly fast, reliable, and non-destructive technology that is simple to use and cost-efficient [12] . As a non-destructive detection technique, the E-nose has been widely applied since being developed to determine the quality of foods and beverages [13] - [16] . Aroma is an important sensory index to assess wine quality; it is composed of quantities of volatile chemical compounds of varying concentrations that are closely related to wine attributes [12] . Therefore, the E-nose has been frequently applied in wine analysis, including quality control, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ aging control, and fraudulence detection. Even so, a literature review indicates that most researchers have focused on distinct issues, such as aging control and flavor classification [14] , [17] , rather than measuring multiple properties at once. Other research has inspired us. Multitask learning (MTL) is an approach to inductive transfer that improves learning for one task by using information contained in the training signals of related tasks [18] . Scholars have indicated that learning multiple related tasks jointly outperforms learning them independently [19] . Wu et al. applied MTL to quantitative toxicity analysis and small-molecule prediction [20] . Liu et al. proposed three mechanisms of information sharing to model text with task-specific and shared layers [21] . Rajeev et al. presented an algorithm for simultaneous face detection, landmark localization, pose estimation, and gender recognition using deep convolutional neural networks (CNNs) [22] . Although the MTL framework has been successfully applied in several fields, especially in computer vision, few reports have appeared in wine identification. Motivated by prior studies, we propose two frameworks based on a back-propagation neural network (BPNN) and CNN, respectively, for simultaneous multi-property classification. In this framework, we design two shared layers to learn common features for tasks trained simultaneously using multiple loss functions. In so doing, the features provide a better understanding of different volatiles (aroma) and thus improve individual task performance.
The rest of this paper is organized as follows. Related work on PCA, BPNN, and CNN is briefly reviewed in Section 2. Section 3 describes our MTL framework in detail. Experimental configurations and results are presented in Section 4 along with corresponding discussion. Conclusions are drawn in Section 5.
II. RELATED WORK A. PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA is arguably the most popular multivariate statistical technique and has been applied in nearly all scientific disciplines [3] , [23] . It is also likely the oldest multivariate technique [24] . The central tenet of PCA is to reduce the dimensionality of a dataset consisting of a large number of interrelated variables while retaining as much variation in the dataset as possible [25] . PCA defines an orthogonal linear transformation in mathematics: origin data are transformed into a new coordinate system according to the contribution of variance from all variables. In general, the first few principal components whose cumulative variance contribution exceeds 95% are considered dimensionality-reduced data, which often contain nearly all information from the original dataset [12] .
B. BACK-PROPAGATION NEURAL NETWORK (BPNN)
BPNN is one of the most mature and widespread algorithms [26] , used extensively in many fields for classification and prediction [27] , [28] ; readers are thus referred to many other studies [29] . Specifically, the rapid development of computer hardware such as GPUs has spurred a new era in artificial intelligence, and deep BPNNs are being used with increasing success.
BPNN is usually considered a multilayered feedforward artificial neural network in which the gradient is calculated via a back-propagation learning method, which is needed to calculate weights to be used in the network. The typical network structure is composed of interconnected nodes in multiple layers (input, hidden, and output layers), with each layer fully connected to the preceding layer as well as the succeeding layer. The output of each node consists of weighted units followed by a nonlinear activation function to distinguish data that are not linearly separable [30] .
The back-propagation method consists of two main steps: first, the input information of each input node is propagated forward to generate output through operations (weighted and biased); second, the weight of every node is adjusted using error back propagation to minimize the cost function. The BPNN model is trained to obtain output that best matches expectations.
C. CONVOLUTIONAL NEURAL NETWORK (CNN)
A CNN is a variant of multilayer feedforward neural networks, designed to process large-scale images or sensory data in the form of multiple arrays by considering local and global stationary properties [31] . Similar to BPNN, a CNN consists of an input and output layer as well as multiple hidden layers. The hidden layers of a CNN typically consist of convolution layers, a rectified linear unit (ReLU) layer (i.e., activation function), pooling layers, fully connected layers, and normalization layers. Convolutional and pooling layers are stacked alternatively in the CNN framework until high-level features are obtained, upon which a fully connected classification is performed. The CNN architecture is designed to take advantage of the 2D structure of an input image (or other 2D input, such as a speech signal). The major difference is that layers are represented as input and output feature maps by capturing different perspectives of features through the convolution operation [30] .
III. PROPOSED METHOD
This study includes four classification tasks of wines with different wine regions, grape varieties, vintages, and fermentation processes. Training data for these tasks are the same, denoted as (
t=1 , where t = 1, 2, 3, and 4 (sequence of tasks); and i = 1, . . . , N t , N t is the number of samples of the tth tasks, with x i and y t i being the feature vectors consisting of training features and target labels in the t-th task, respectively. The goal of the MTL framework we built is to minimize the following loss function for the four tasks simultaneously: where f t is a functional of the feature vector x i parametrized by a weight vector W t and bias term b t . L is the loss function. In our framework, the cost function for the four classification tasks is typical cross-entropy loss; thus, the loss of the t-th task can be defined as
To avoid overfitting, it is often beneficial to add a regularization term on weight vectors to obtain an improved loss function for the entire task:
where · 2 denotes the L 2 norm; α represents a weighting factor ranging from 0.0 to 1.0; and β represents the penalty constant of L 1 , L 2 , L 3 , and L 4 , respectively. Given the above rationale, we propose two MTL models based on BPNN and CNN, respectively, to classify wines' wine regions, vintage years, and fermentation processes simultaneously. We first provide an overview of the system and then discuss the components in detail in the following subsections.
A. MULTITASK MODEL BASED ON BPNN (MBPNN)
The proposed multitask model based on BPNN (MBPNN) is shown in Fig. 1 , upon which the four task-specific feedforward subnets under investigation are stacked in parallel. The structure consists of two shared layers and two individual fully connected layers. The neurons in hidden layers are activated by ReLU, whereas output units make use of the Softmax function with the four tasks' output. If the output layers fail to obtain an expected output, then the output layer goes to the backward transmission until it obtains the expected output. Adjusting network weights and thresholds based on predicted errors causes the predicted output to approach the desired output constantly [32] . 
B. CNN-BASED MULTITASK MODEL (MCNN)
CNNs were inspired by biological processes and are variations of multilayer perceptions designed to involve minimal preprocessing [33] . CNNs include a unique network structure consisting of alternating so-called convolution and pooling layers [34] . The convolution layer is the core part of a CNN. Units of convolution layers are organized into feature maps [35] . The convolution layer can extract deep features from the local region of input data using local weight matrices. The pooling layer, which also consists of feature maps, is formed by performing a pooling operation to a matching convolution layer. The pooling operation is performed via a pooling function, which can minimize redundant data to reduce necessary computation and avoid overfitting. After several alternating convolution and pooling layers, one or more fully connected layers are applied for high-level reasoning in neural networks. The fully connected layer can process highly abstract features obtained from the previous layer and compute the probability that these features belong to a certain category.
In this study, the proposed CNN-based multitask model (MCNN) for wine property detection is illustrated in Fig. 2 . We used two convolution layers, one pooling layer, and two fully connected layers to build the CNN-based model. Convolution layers consisting of 128 feature maps were used to extract deep features from the feature matrix. Feature maps were then formed based on weight matrices with dimensions of 2 × 2, and the ReLU was used as the activation function. Pooling operations were performed via the maximization function in the pooling layer. In the first fully connected layer, the linear function served as the activation function. Results were output using the Softmax function in the last fully connected layer. Additionally, all weights in the CNN were learned via stochastic gradient descent.
IV. EXPERIMENTS AND DISCUSSION

A. E-NOSE PROTOTYPE
In this study, headspace analysis was performed with an E-nose (developed by the authors' laboratory), consisting of VOLUME 7, 2019 six metal oxide semiconductor (MOS) sensors manufactured by Figaro Engineering Inc., Japan. The six sensors (as a sensor array) were arranged in an acrylic box with an approximate 200-mL volume. Each MOS sensor can adsorb different volatile molecules selectively, resulting in a change in conductivity during the process. In this way, the sensor array obtained a unique set of response curves according to the detected object. The nomenclature and sensor characteristics are listed in Table 1 . Photos of the printed circuit board, which we designed and was produced by an original equipment manufacturer (J&C Company Ltd., Shenzhen, China) for sensor-based data acquisition, are displayed in Fig. 3 [12] .
B. WINE SAMPLES
As shown in Table 2 , we used 14 kinds of wine (15 bottles per kind, 210 samples total) from COFCO Huaxia Greatwall Wine Company Ltd. (Qinhuangdao, Hebei, China) as samples for the experiment. All samples were taken from three manufacturer lots. To evaluate their typical properties, samples were split into four groups according to wine region, varietal, vintage, and fermentation processes, respectively. Two-thirds of the samples (140 samples) were used for model training, and the rest (70 samples) were used for testing.
In the last column of Table 2 , '' * '' indicates that the fermentation processes include trade secrets and cannot be made public. All experiments were carried out in the authors' laboratory under identical conditions (temperature of 25 ± 1 • C and relative humidity of 50 ± 2%).
As presented in Fig. 4 [12], 50 mL of each sample was put into a single vial (100 ml) and equilibrated with air for 15 min. The workflow of the E-nose prototype consists of two phases, capturing and cleaning. During the capturing process, the headspace gas of the sample is drawn into the E-nose by the flow-control unit and adsorbed by the MOS sensors. In this way, conductivity can increase and stabilize at a new constant value after the sensor surface is saturated. During the cleaning process, air washed by carbon adsorbent is drawn into the E-nose homogeneously by the flow-control unit and analytes are removed from the sensor surface, leading to reduced conductivity and stabilization to another constant value due to complete analyte removal. The capturing and cleaning processes each last for 90 s to ensure the headspace gas is adsorbed fully and removed completely, respectively.
C. EXPERIMENTS
According to the MOS-based sensor principle, the response curve of the sensor to affinity substances exhibited an initially rapid incline and then flattened gradually. Several features (e.g., stable value [SV], mean-differential coefficient value, and response area value) extracted from E-nose signals can be used in pattern recognition algorithms. In this study, two features were used for the models.
Initially, stable values [SVs] were used for PCA. Results of the training samples are presented in Fig. 5 , in which the dimensions were reduced from six variables to two principal components. The figure illustrates clustering among the various classes, but in many cases, they overlapped heavily; no sets of experimental samples could be easily separated artificially in the new two-dimensional projection space based on PCA. Therefore, we concluded that the odor of wine was strong and rich, and the differences between wines were minimal. Principal components with a small contribution rate were neglected but may reflect important distinctions among sample types; some useful information was hence lost after data dimensionality reduction.
In the MBPNN model, SVs were used as input features for model training and testing. Because the detection duration of each sample is 90 s, the response value of each sensor tends to be stable around 70 s, and the value after the 70th second of each sensor was taken as the SV. The last 10 data points (from the 81st to 90th seconds) were adopted and comprised the datasets used for MBPNN model experiments, expressed as a 1000 × 6 matrix (for training) and 500 × 6 matrix (for testing).
In the MCNN model, SVs and the slopes of sensors' response curves in the rising phase were combined into a feature map and used as input features for model training and testing. The feature map consisted of three slope vectors and one SV vector, expressed as a 4 × 6 matrix. Datasets used for MCNN model training and testing were expressed as a 1000 × 4 × 6 matrix and 500 × 4 × 6 matrix, respectively.
Detailed structures of the aforementioned MBPNN and MCNN models are shown in Fig. 6 and Fig. 7 , respectively.
Before training, all features were scaled to between zero and one. During training, we used 3-fold cross-validation to evaluate the performance of the two models [37] , wherein 'dropout' refers to dropping out units (hidden and visible) in a neural network, involving randomly setting a fraction rate of input units to zero at each update to prevent overfitting. The above method was implemented via PC programming using Python and TensorFlow.
To highlight the importance of the multitask approach and fusion of the bottom layers of the MBPNN and MCNN, we evaluated four methods (extreme gradient boosting [XGBoost], random forest [RF] , support vector machine [SVM] , and BPNN) on each task in our previous work [12] .
Experimental results (for testing) of the two proposed architectures and four single-task models are summarized in Table 3 , indicating that the performance of the MTL architecture exceeded that of the single-task models; specifically, the MBPNN achieved the best performance. This experiment confirmed that the MBPNN can handle multiple tasks simultaneously and demonstrates good generalization when appropriate parameters are selected. This experiment has thus shown that learning correlated tasks simultaneously can boost individual task performance.
In addition, for the two MTL architectures, we obtained loss and cross-validation curves in the training process. Fig. 8 indicates that after 123 epochs and 68 epochs of model training, respectively, the total loss of each model fell to the preset threshold. As shown in Fig. 8(a) and (b) , the MCNN model converged faster than MBPNN. Yet MBPNN performance was superior to that of the other model during testing, revealing that the MBPNN model had better generalization.
V. CONCLUSION
We present several observations based on our experiments. First, all tasks related to property identification benefited from the MTL framework, mainly because the network could learn more particular features. Second, fusing the bottom layers improved the performance of structure-dependent tasks related to property detection; the features became invariant to geometry in deeper layers of the framework. Our proposed method exploits these observations to improve performance on all four tasks.
Our proposed deep model can describe the nonlinear relationship between wine's odor information (inputs) and wine properties (outputs). Experimental results showed that this model could accurately predict wine properties, indicating that the model demonstrated good generalization, particularly when sensor series data were heterogeneous, highly complex, and contained omissions.
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