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Abstract BigData applications are emerging during the last
years, and researchers frommany disciplines are aware of the
high advantages related to the knowledge extraction from this
type of problem. However, traditional learning approaches
cannot be directly applied due to scalability issues. To over-
come this issue, the MapReduce framework has arisen as a
“de facto” solution. Basically, it carries out a “divide-and-
conquer” distributed procedure in a fault-tolerant way to
adapt for commodity hardware.Being still a recent discipline,
few research has been conducted on imbalanced classifica-
tion for Big Data. The reasons behind this are mainly the
difficulties in adapting standard techniques to the MapRe-
duce programming style. Additionally, inner problems of
imbalanced data, namely lack of data and small disjuncts, are
accentuated during the data partitioning to fit theMapReduce
programming style. This paper is designed under three main
pillars. First, to present the first outcomes for imbalanced
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research state of this area. Second, to analyze the behavior of
standard pre-processing techniques in this particular frame-
work. Finally, taking into account the experimental results
obtained throughout this work, we will carry out a discus-
sion on the challenges and future directions for the topic.
Keywords Big Data · Imbalanced classification ·
MapReduce · Pre-processing · Sampling
Introduction
The topic of imbalanced classification has gathered a wide
attention of researchers during the last several years [1–5].
It occurs when the classes represented in a problem show
a skewed distribution, i.e., there is a minority (or positive)
class, and a majority (or negative) one. This case study may
be due to rarity of occurrence of a given concept, or even
because of some restrictions during the gathering of data for
a particular class. In this sense, class imbalance is ubiqui-
tous and prevalent in several applications such as microarray
research [6], medical diagnosis [7], oil-bearing of reservoir
recognition [8], or intrusion detection systems [9].
The issue of class imbalance can be further confounded
by different costs in making errors, i.e., false negatives can
be more costly than false positives, such as in those problems
previously presented, i.e., medical diagnosis. In these cases,
the problem is that a bias towards the majority class is shown
during the learning process, seeking for both accuracy and
generalization. A direct consequence is that minority classes
cannot be well modeled, and the final performance decays.
To successfully address the task of imbalanced classifi-
cation, a number of different solutions have been proposed,
which mainly fall into three categories [1–4]. The first is the
family of pre-processing techniques aiming to rebalance the
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training data [10]. The second one is related to the algorith-
mic approaches that alter the learning mechanism by taking
into account the different class distribution [11]. The third
category comprises cost-sensitive learning approaches that
consider a different cost for themisclassification of each class
[12,13].
The emergence ofBigData brings newproblems and chal-
lenges for the class imbalance problem. Big Data posits the
challenges of Volume, Velocity, and Variety [14,15]. In addi-
tion, other attributes have been linked to Big Data such as
Veracity or Value, among others [16]. The scalability issue
must be properly addressed to develop new solutions or adapt
existing ones for Big Data case studies [17,18]. Spark [19]
has emerged as a popular choice to implement large-scale
Machine Learning applications on Big Data.
In this paper, we focus on learning from imbalanced
data problems in the context of Big Data, especially when
faced with the challenge of Volume. We will analyze the
strengths and weaknesses of various MapReduce [20]-based
implementation of algorithms that address imbalanced data.
We have implemented a Spark library for undersampling
and oversampling based on MapReduce.1 This experimen-
tal study will show that some of the inner characteristics
of imbalanced data are accentuated in this framework. In
particular, we will stress the influence of the lack of data
and small disjuncts that are a result from the data parti-
tioning in this type of process. Finally, we will enumerate
several guidelines that can allow researchers to develop high-
quality solutions in this area of research. Specifically, wewill
take into account how data resampling techniques should be
designed for imbalanced Big Data classification.
In summary, the novel contributions and objectives
included in this research work are:
1. To understand the inner structure of these methodologies
that have been proposed to overcome the imbalanced data
problem in Big Data.
2. To acknowledge the real challenges imposed by imbal-
anced datasets in Big Data.
3. To carry out a thorough discussion on the main issues to
be addressed for future work on the topic.
To address all these objectives, this paper is organized as
follows. First, “Preliminaries” section presents an introduc-
tion on classification with imbalanced datasets, and a short
description for Big Data and the MapReduce framework.
“Addressing imbalanced classification in BigData problems:
current state” section includes an overview on those works
that address imbalanced classification forBigData problems.
“Practical study on imbalanced Big Data classification using
1 https://spark-packages.org/package/saradelrio/Imb-sampling-ROS_
and_RUS.
MapReduce” section 4 presents an experimental analysis for
studying the behavior of pre-processing techniques in imbal-
anced Big Data problems, and a discussion on the difficulties
associated with this scenario. Then, we will enumerate some
challenges and open problems in “Challenges for imbal-
anced Big Data classification” section. Finally, “Concluding
remarks” section summarizes and concludes this paper.
Preliminaries
“Classification with imbalanced datasets” section includes
a description for imbalanced classification, focusing on its
characteristics, metrics of performance, and standard solu-
tions. Then, “Big Data and the MapReduce framework”
section presents the scenario of Big Data and the MapRe-
duce framework.
Classification with imbalanced datasets
The task of classification in imbalanced domains is defined
when the elements of a dataset are unevenly distributed
among the classes [3,5]. The majority class(es), as a result,
overwhelms the data mining algorithms skewing their per-
formance towards it. Most algorithms simply compute the
accuracy based on the percentage of correctly classified
observations. However, in the case study of skewed distri-
butions, results are highly deceiving since minority classes
hold minimum effect on overall accuracy. As a result, the
performance on the majority class can overwhelm the poor
performance on the minority class. For example, if a given
dataset has a class distribution of 98:2, as is fairly common in
various real-world scenarios, (a common example is medical
diagnosis [21,22]) then one can be 98% accurate by simply
predicting all examples as majority class. But this prediction
performance is misleading as the minority class (the class of
interest) is missed.
Thus, we must consider the complete confusion matrix
(Table 1) fromwhichwemay obtain the classification perfor-
mance of both, positive and negative, classes independently:
• True-positive rate TPrate = TPTP+FN is the percentage
of positive instances correctly classified. This value is
often known as sensitivity or recall.
Table 1 Confusion matrix for a two-class problem
Actual Predicted
Positive Negative
Positive True positive (TP) False negative (FN)
Negative False positive (FP) True negative (TN)
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• True-negative rate TNrate = TNFP+TN is the percentage
of negative instances correctly classified. This value is
often known as specificity.
• False-positive rate FPrate = FPFP+TN is the percentage
of negative instances misclassified.
• False-negative rate FNrate = FNTP+FN is the percentage
of positive instances misclassified.
We must point out that none of these measures alone are
adequate independently, but wemust derive additional robust
metrics. Two of the most common metrics that seek at max-
imizing the joint performance of the classes are both the
AUC [23] and Geometric Mean (GM) of the true rates [24].
The former demonstrates the trade-off between the benefits
(TPrate) and costs (FPrate), whereas the latter attempts tomax-
imize the accuracy of each one of the two classes at the same
time [sensitivity or recall (TPrate) and specificity (TNrate)], as
depicted in Eq. 1. In addition to this, there are other widely
used performance metrics such as the F-measure [25], which
combines the precision ( TPTP+FP) and recall.
GM = √TPrate · TNrate (1)
Specific methods must be applied so that traditional clas-
sifiers are able to deal with the imbalance between classes.
Three different methodologies are traditionally followed to
cope with this problem [3,13]: data level solutions that rebal-
ance the training set [10], algorithmic level solutions that
adapt the learning stage towards the minority classes [11]
and cost-sensitive solutions which consider different costs
with respect to the class distribution [12]. It is also possible
to combine several classifiers into ensembles [26], by mod-
ifying or adapting the combination of the algorithm itself of
ensemble learning and any of the techniques described above,
namely at the data level or by algorithmic approaches based
on cost-sensitive learning [27].
Among these methodologies, data-level solutions are
more versatile, since their use is independent of the clas-
sifier selected. Three possible schemes can be applied here:
undersampling of the majority class examples, oversampling
of the minority class examples, and hybrid techniques [10].
The simplest approach, random undersampling, removes
instances from the majority class usually until the class dis-
tribution is completely balanced. However, this may imply
ignoring significant examples from the training data. On the
other hand, random oversampling makes exact copies of
existingminority instances. The hitch here is that thismethod
can increase the likelihood of overfitting [10], as it tends to
strengthen all minority clusters disregard their actual contri-
bution to the problem itself.
More sophisticated methods have been proposed based
on the generation of synthetic samples. The basis of this type
of procedures is the Synthetic Minority Oversampling Tech-
nique (SMOTE) oversamplingmethod [28]. Its core idea is to
form new minority class examples by interpolating between
several minority class examples that lie together. On the one
hand, SMOTE expands the clusters of the minority data,
and thus to strengthen the borderline areas between classes.
On the other hand, it can result in the over-generalization
problem. To tackle this issue of over-generalization versus
increasing the minority class representation, various adap-
tive sampling methods have been proposed in recent years
[29–31].
Although these techniques are mainly designed to rebal-
ance the training data prior to the learning stage, there
are additional characteristics that can degrade the perfor-
mance in this scenario. In particular, in both [3] and [32]
authors emphasize several factors that, in combination with
the uneven distribution, impose harder learning constraints.
Among them, they stressed the overlap between classes
[33,34], the presence of noise and small disjuncts and noisy
data [35,36], and the lack of data for training [37,38].
Big Data and the MapReduce framework
The rapid growth and influx of data from private and public
sectors have popularized the notion of “Big data [14]”. The
surge in Big Data has led to the development of custommod-
els and algorithms that are able to extract significant value
and insight into different areas such as medical, health care,
business, and management [15,17,18].
To provide robust and scalable solutions, new research
paradigms and developmental tools have been made avail-
able. These frameworks have been designed to ease both the
storage necessities and the processing of Big Data problems
[14].
The MapReduce execution environment [20] is the most
common framework used in this scenario. Being a priva-
tive tool, its open source counterpart, known as Hadoop, has
been traditionally used in academia research [39]. It has been
designed to allow distributed computations in a transpar-
ent way for the programmer, also providing a fault-tolerant
execution scheme. To take advantage of this scheme, any
algorithm must be divided into two main stages: Map and
Reduce. The first one is devoted to split the data for process-
ing, whereas the second collects and aggregates the results.
Additionally, the MapReduce model is defined with
respect to an essential data structure: the <key,value> pair.
The processed data, the intermediate and final results work
in terms of <key,value> pairs. To summarize its procedure,
Fig. 1 illustrates a typical MapReduce program with itsMap
and Reduce steps. The terms ki : v j refer to the key and value
pair that are computedwithin eachMapprocess. Then, values
are grouped linking them to the samekey, i.e., ki : v j , . . . , vh ,
and feed to the same Reduce process. Finally, values are
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Fig. 1 The MapReduce
programming model  
aggregated with any function within the Reduce process to
obtain the final result of the algorithm.
From this initial model, more recent alternative frame-
works have arisen to provide more efficient computations
for iterative process, which are the basis for any Machine
Learning algorithm. Among them, Apache Spark [19,40] is
clearly emerging as a more commonly embraced platform
for implementingMachine Learning solutions that scale with
Big Data.
Addressing imbalanced classification in Big Data
problems: current state
In this section, we discuss the current state of the art on the
topic of imbalanced classification forBigData. These include
initial approaches for addressing the problem, making use of
thosemethods and solutions thatwerementioned in the previ-
ous section. In Table 2 we show the list of selected proposal
in a taxonomy regarding the type of methodology applied
to handle the imbalanced data distribution, or whether they
comprise an application paper.
In the remainder of the section we describe each one
of these models. Specifically, “Data pre-processing stud-
ies” section contains the description for those techniques
Table 2 Summary of approaches for imbalanced classification in Big
Data
Type of technique References
Data pre-processing [41–48]
Cost-sensitive learning [41,49–51]
Applications on imbalanced Big Data [52–54]
related to data pre-processing. “Cost-sensitive learning stud-
ies” section those approaches that carry out an algorithmic
modification by means of a cost-sensitive learning. Finally,
“Applications on imbalanced Big Data” section presents the
application papers on the topic.
Data pre-processing studies
Among the different solutions to address imbalanced clas-
sification in Big Data, data pre-processing is possibly the
one that has attracted the highest attention from researchers.
Therefore, we may find several approaches that aim at adapt-
ing directly the standard undersampling and oversampling
techniques to the MapReduce framework. In this sense, both
random undersampling, random oversampling and SMOTE
are the widely used algorithms, being applied within each
Map process seeking for scalability. Furthermore, some ad
hoc approaches based on undersampling and oversampling
have been also developed, including evolutionary undersam-
pling, a rough set-basedSMOTE, and an ensemble algorithm.
Finally, we will point out a first approach for the multi-class
case study.
Traditional data-based solutions for Big Data
In the first work to be discussed, authors performed a thor-
ough study with the objective of evaluating the performance
of traditional solutions for the class imbalance in the con-
text of Big Data [41]. With this aim, several pre-processing
techniques were adapted and embedded in a MapReduce
workflow. Specifically, the random oversampling (ROS-
BigData), random undersampling (RUS-BigData) and the
SMOTE (SMOTE-BigData) MapReduce versions were pro-
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posed in this research. For every technique, eachMap process
was responsible for adjusting the class distribution for their
data partition, either by the random replication of minor-
ity class instances (ROS-BigData), the random removal of
majority class instances (RUS-BigData) or the synthetic data
generation carried out by SMOTE (SMOTE-BigData). Then,
a unique Reduce process was responsible for collecting the
outputs generated by each mapper and randomized them to
form the balanced dataset. The Random Forest implementa-
tion fromMahout2 [55,56] was selected as baseline classifier
for the experiments, applied over three different imbalanced
BigData problems from theUCI dataset repository [57], with
up to 6 millions of instances. One of the outcomes of their
study [41] was the observation that random oversampling is
more robust than the other techniques when the number of
data partitions is increased. In contrast, the performance of
SMOTE, random undersampling and cost-sensitive learning
methods was not as high as expected.
This literature showed a preliminary study made using
Hadoop, which implied a lower scalability in contrast with
Spark-based approaches. Additionally, all pre-processing
and classification methods worked locally within each Map,
thus limiting the potential of these algorithms.
Random oversampling with evolutionary feature weighting
and random forest (ROSEFW-RF)
Another work which showed the success of the application
of random oversampling in the scenario of Big Data can be
found in [42]. This literature described the methodology fol-
lowed to achieve the first place of the ECBDL’14 Big Data
challenge. This dataset consisted of an imbalance bioinfor-
matics Big Data problem formed by 32 million instances and
more than 600 attributes with just a 2% of positive instances.
The algorithm, named as ROSEFW-RF, was based on several
MapReduce approaches to (1) balance the classes distribution
through random oversampling, (2) detect the most relevant
features via an evolutionary feature weighting process and
a threshold to choose them, (3) build an appropriate Ran-
dom Forest model from the pre-processed data and finally
(4) classify the test data.
In accordance with these issues, this work has two novel
contributions with respect to [41]:
• On the one hand, authors stressed that to deal with
extremely imbalanced BigData problems such as the one
described above, this implies an increment in the density
of the underrepresented class using higher oversampling
ratios [43].
• On the other hand, a feature selection approach was sug-
gested to avoid the curse of dimensionality. Specifically,
2 http://mahout.apache.org/.
the authors developed a MapReduce implementation
based on the evolutionary approach for Feature Weight-
ing proposed in [58]. In this method, each map task
performed a whole evolutionary feature weighting cycle
in its data partition and emitted a vector of weights.
Then, the Reduce process was responsible for the itera-
tive aggregation of all the weights provided by the maps.
Finally, the resulting weights were used with a threshold
to select the most important characteristics.
The combinationof the instance and feature pre-processing
approaches was shown to achieve high-quality results in this
case study. However, this proposed methodology has the
constraint of applying a high ratio of oversampling, thus
requiring a high training time.
Evolutionary undersampling
Regarding undersampling approaches, in [44] authors devel-
oped a parallel model to enable evolutionary undersampling
methods under the MapReduce scheme. Specifically, the
aforementioned model consisted of two MapReduce proce-
dures. The first MapReduce task learns a decision tree in
each map after performing evolutionary undersampling pre-
processing. Then, a second MapReduce job is initiated to
classify the test set. The evolutionary undersampling step is
further accelerated by adding a windowing scheme adapted
to the imbalanced scenario. To analyze the quality of this
proposed method [44], authors carried out an experimental
studywith theC4.5 decision tree over different versions of the
KDDCup’99 dataset, by gradually increasing its number of
instances. Results shown the goodness of the global model in
terms of accuracy and efficiency. An extension of this model
implemented within the Spark framework has been recently
presented in [59].
Data cleaning
Another research that carries out a data reduction scheme
(data cleaning) can be found in [45]. Specifically, authors
proposed a MapReduce-based k-Nearest Neighbor (k-NN)
classifier for DNA Big Data problems. As stated previously,
authors included a data reduction stage within the Map pro-
cesses prior to the learning to study the best suited option,
together with an analysis of the scalability.
NRSBoundary-SMOTE
In [46], authors proposed a MapReduce design of the
NRSBoundary-SMOTE, an algorithm based on Neighbor-




The first MapReduce task was responsible for the parti-
tion of the dataset, and the second MapReduce task carried
out the oversampling of the minority class examples. More
specifically, the first MapReduce job divided the training set
according to neighborhood relation and it generated three
subsets as output, called Positive, Minority and Boundary.
The Positive subset contained the majority class samples
where its neighbors have the sample class label, the Minor-
ity subset contained the minority samples, and the Boundary
subset contained theminority samples that have anymajority
class sample in its neighbors. In the second MapReduce job,
every map gets a data block of the Boundary set and it com-
puted for each sample in its partition the k nearest neighbors.
Then, the reduce process selected for each sample one of its
neighbors randomly to interpolatewith it. If the new synthetic
sample belonged to the neighbor of samples that in Positive,
another neighbor were selected from the list. Otherwise, the
synthetic example was generated.
In both MapReduce processes the Positive and Minor-
ity sets were added to the Hadoop Distributed Cache [39].
This feature disables the scalability of the algorithm, as long
as the training dataset must fit on the Hadoop Distributed
Cache.
Extreme learning machine with resampling
AMapReduce approach based on ensemble learning and data
resampling can be found in [47]. This algorithm consists
of four stages: (1) alternately over-sample p times between
positive class instances and negative class instances; (2) con-
struct l balanced data subsets based on the generated positive
class instances; (3) train l component classifierswith extreme
learning machine algorithm on the constructed l balanced
data subsets; (4) integrate the l ELM classifiers with simple
voting approach.
To carry out the data pre-processing, the algorithm first
calculated the center of positive class instances, and then
sample instance points along the line between the center and
each positive class instance, in a similar style than SMOTE
[28]. Next, for each instance point in the new positive class,
themethod first finds its k-nearest neighbors in negative class
instances with MapReduce, and then sample instance points
along the line between the instance and its k-nearest negative
neighbors. The process of oversampling is repeated p times.
In the second stage, the algorithm sample instances l times
from the negative class with the same size as the generated
positive class instances. Each round of sampling, the method
puts positive class and negative class instances together thus
obtains l balanced data subsets.
To verify the effectiveness of this proposed method [47],
authors selected seven data sets from UCI repository (with
less than half million examples) and compared with three
state-of-the-art approaches for classical data mining (no
Big Data approaches): SMOTE-Vote, SMOTE-Boost and
SMOTE-Bagging, showing better speedup and performance
in terms of the g-mean metric. The drawback of this proposal
is the iterative oversampling process applied in the first stage,
being computationally expensive.
Multi-class imbalance
Finally, a preliminary study regarding multi-class imbal-
anced classification was introduced in [48]. This methodol-
ogy consisted of two steps. First, they used the One-vs.-All
(OVA) binarization technique [61] for decomposing origi-
nal dataset into subsets of binary classes. This process was
carried out in a sequential way. Then, the SMOTE Big Data
approach [41] was applied for each binary subset of imbal-
anced binary class to balance the data distribution, following
the same scheme as suggested in [62]. Finally, to carry out
the classification step the Random Forest implementation of
Mahout was used [55,56]. This work is interesting as a first
step on the topic, but it lacks from a true Big Data experi-
mental framework as all datasets selected contain less than
5,000 examples.
Summary
We can see that the recent years have seen a significant
interest in adapting current methods to work on Big Data
computing paradigms for imbalanced data. Between under-
sampling and oversampling, the latter is the widely used
approach, and it seems to be more robust to the scalability
in terms of number of Maps. All these existing implementa-
tions can be regarded as the state of the art to improve the
performancewithmore sophisticated techniques, both for the
binary and multi-class imbalanced datasets.
Cost-sensitive learning studies
In this section we enumerate several methodologies that
include algorithmic modifications for taking into account a
higher significance for the positive class. Specifically, four
approaches are being revised, two of which are based on
Support Vector Machines (SVMs), and two for rule-based
systems, i.e., decision trees (random forest) and fuzzy rule
learning.
Cost-sensitive SVM
In [49] a cost-sensitive SVM using randomized dual coor-
dinate descent method (CSVM-RDCD) was proposed. The
authors performed an experimental study with several
datasets, where they compared their proposed approach with
some cost-sensitive SVMs from the state of the art. How-
ever, in this paper, the authors did not use any of the existing
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solutions for the development of algorithms to address mas-
sive amounts of data, such as algorithms based on Hadoop
or Spark frameworks. The proposal performed iterative cal-
culations that could not be carried out when the problem size
grows in size.
Instance weighting SVM
Another approach based on SVMs can be found in [50]. In
the aforementioned research, authors combined an instance-
weighted variant of the SVM with a Parallel Meta-learning
algorithm using MapReduce. Specifically, a symmetric
weight-boosting method was developed to optimize the
instance-weighted SVM. In the MapReduce design, each
Map process applies a sequential Instance Boosting SVM
algorithm in the examples of its partition and generates a base
learner. Then, the models generated by the all Maps form an
ensemble of classifiers. Therefore, no Reduce step is used as
no fusion of the models was required. One of the limitations
of this MapReduce scheme is the iterative process that is per-
formed in eachMap task. In addition, the datasets used in the
experiments do not exceed half a million instances, raising
the question whether this approach can be scalable for real
Big Data problems.
Cost-sensitive random forest
In addition to the study of data pre-processing techniques,
another contribution made in [41] was the extension of
the Random Forest classifier to a cost-sensitive learning
approach for enhancing the learning of the minority class
examples. In particular, it consisted of two MapReduce pro-
cess. The first process was devoted to the creation of the
model where each map task built a subset of the forest with
the data block of its partition and generated a file contain-
ing the built trees. Then, the secondMapReduce process was
initiated to estimate the class associated to a data test set. In
this process, each map estimated the class for the examples
available in its partition using the previously learned model,
and then the predictions generated by each map were con-
catenated to form the final predictions file.
Cost-sensitive fuzzy rule-based classification system
(FRBCS)
In [51] authors extended Chi-FRBCS-BigData, a MapRe-
duce implementation of a FRBCS made in [63], to address
imbalanced Big Data. Specifically, they modified the com-
putation of the rule weights during the learning stage by
considering the data distribution. This way, the initial fuzzy
learning algorithm was transformed to a cost-sensitive learn-
ing scheme,which authors noted asChi-FRBCS-BigDataCS.
Following the workflow defined in [63], the Chi-FRBCS-
BigDataCS algorithm consisted of two MapReduce pro-
cedures: the first MapReduce process was devoted to the
creation of the model, then, the second MapReduce process
was responsible to estimate the class associated to a dataset.
More specifically, in the first MapReduce process, each Map
process was responsible for building a rule base using only
the data included in its partition, then, the Reduce process
was responsible for collecting and combining the rule bases
generated by each map task to form the final rule base. When
the first MapReduce process devoted to the building of the
model had finished, the second MapReduce process was ini-
tiated. In this process, each map task estimated the class for
the examples included in its data partition using the previous
learned model, then, the predictions generated by each map
were aggregated to conform the final predictions file. The
classification job did not include a reduce step.
To analyze the quality of their proposed approach, the
authors run the experiments over three datasets up to 6million
instances from the UCI repository [57]. The experimental
study showed that the proposal is able to handle imbalanced
Big Data obtaining competitive results both in the classifica-
tion performance of the model and the time needed for the
computation.
Summary
Cost-sensitive classification has not witnessed the body of
works as with the data or algorithmic-based approaches for
directly addressing the issues of class imbalance. This could
also imply the complexity of the underlying process of cost-
sensitive classification—from procuring costs for different
types of errors to the algorithmic complexity.
Applications on imbalanced Big Data
In addition to novel proposals and experimental analysis,
there are also significant applications in the area of imbal-
ancedBigData. It is of extreme importance not only to design
novel approaches for the research community, but also to
add a practical perspective that can be of interest for com-
mon users and corporations. In this section, we give three
examples of real application areas for Big Data, the first one
for bioinformatics, second one for traffic accident prediction,
and the last one for biomedical purposes.
Pairwise ortholog detection
In [52] authors focused on the Pairwise Ortholog Detection
(POD) problem. It combined several gene pairwise features
(alignment-based and synteny measures with others derived
from the pairwise comparison of the physicochemical prop-
erties of amino acids) to address Big Data problems. The
methodology followed to address this problem consisted
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of three steps: (1) the calculation of gene pair features to
be combined, (2) the building of the classification model
using machine learning algorithms to deal with Big Data
from a pairwise dataset, and (3) the classification of related
gene pairs. To achieve high-quality results, authors made
use of several Big Data supervised techniques that man-
age imbalanced datasets. Specifically, they selected those
presented in [41,43] such as Random Forest for Big Data
with Cost-Sensitive (RF-BDCS), Random Oversampling
with Random Forest for Big Data (ROS+RF-BD) and the
Support Vector Machines for Big Data (SVM-BD) for the
Apache Spark MLib [64] combined with Random Oversam-
pling (ROS+SVM-BD). The effectiveness of the supervised
approach for POD is compared to the well-known unsuper-
visedReciprocalBestHits, Reciprocal SmallestDistance and
a Automated Project for the Identification of Orthologs from
Complete GenomeData algorithms. For the experiments, the
authors focused on benchmark datasets derived from the fol-
lowing yeast genome pairs: S. cerevisiae and K. lactis, S.
cerevisiae and C. glabrata and S. cerevisiae and S. pombe.
Four datasets were derived from each genome pair compari-
son with different alignment settings. The authors found that
the supervised approach outperformed traditional methods,
mainly when they applied ROS combined with SVM-BD.
Traffic accidents prediction
In [53] authors developed adataminingprocess for classifica-
tion of imbalance data based onMapReduce to predict traffic
accidents with the highway traffic data. More concretely, the
previous paper presented a classification analysis process of
imbalance data prediction based on Apache Hadoop [39],
Hive [65] and Mahout [56]. It consisted of five processing
steps: (1) a pre-processing step that combined the datasets
and creates training datasets (using Hive), (2) oversampling
technique to solve imbalance data problem in the training
dataset, (3) cluster classification analysis to discover the num-
bers of cluster and the data ratio of cluster using the k-means
MapReduce implementation from Mahout, (4) a classifi-
cation analysis with several clusters using a MapReduce
implementation of logistic regression (also from Mahout)
and, (5) analysis of the results. To validate the classification
analysis process, the authors used data form Korea High-
way Corporation which contain traffic data created between
Jan. 1st, 2011 and Jun. 30th, 2013 on the Gyeongbu line
which connects Seoul with Busan, having a total size of
about 300GB. This work was an extension of their previ-
ous approach presented in [66] by including a MapReduce
implementation of the SMOTE algorithm. The first MapRe-
duce taskwas responsible to calculate distances among every
example. In the second MapReduce job, each Map task was
devoted to sort the results by the distances so that every
examples k-NN are revealed. Then, in the Reduce phase,
the SMOTE calculations were conducted to create synthetic
examples using the k-NN and the attributes of the entire
dataset from the Hadoop Distributed Cache [39]. This last
feature imposes hard constraints for the scalability of the
algorithm.
Biomedical data
A large-scale machine learning classifier based on functional
networkswas used in [54] for the classification of biomedical
data. In their methodology, an iterative process is carried out
to sample the data in aMapReduce sampling strategy prior to
the learning stage of the model until the accuracy reaches a
stable value.The algorithm is basedon aneural networkusing
a the Newton–Raphson’s method with the maximum likeli-
hood, obtaining more robust results than other well-known
algorithms such as SVMs, feed-forward neural networks, k-
NN or random forest techniques.
Summary
Addressing real problems maybe much harder than trying to
design and test a given model. In the previous case, we must
take into account the specific features of the case study and to
adapt or create newmodels to obtain the highest performance.
We have reviewed three different cases: in the first one, the
random forest and SVM classifiers have been applied in con-
junction with data pre-processing and cost-sensitive learning
with the objective of finding the most robust solution. In the
second case study, a combination of several steps, including
SMOTE pre-processing, clustering, and logistic regression,
allows the achievement of quality solutions. In the last case,
a data reduction scheme was used for the biomedical data in
conjunction with neural networks.
Practical study on imbalanced Big Data
classification using MapReduce
In this section, we study the current performance achieved
by classification algorithms in synergy with pre-processing
techniques in the context of imbalanced Big Data problems.
With this aim, we will make use of three different mod-
els under the MapReduce framework. On the one hand, we
have implemented Random OverSampling (ROS) and Ran-
dom UnderSampling (RUS) for MapReduce using the Spark
framework. On the other hand, we have selected the original
SMOTE-BigData Hadoop implementation from [41] (“Anal-
ysis of pre-processing techniques in MapReduce” section).
Wewill enumerate several lessons learned and to carry out
a discussion on the constraints derived by the lack of data in
the Map partitions (“The lack of data for the Map stage in
imbalanced classification for Big Data” section).
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Table 3 Summary of datasets
Datasets #Ex. #Atts. Class (maj; min) #Class(maj; min) %Class(maj; min) IR
ECBDL14-subset-12mill-90features 12,000,000 90 (0; 1) (11,760,000; 240,000) (98; 2) 49
ECBDL14-subset-0.6mill-90features 600,000 90 (0; 1) (588,000; 12,000) (98; 2) 49
Analysis of pre-processing techniques in MapReduce
In this section we carry out an analysis of some pre-
processing approaches that follow the standard MapReduce
workflow, i.e., using the classical algorithms in each Map
and fusing the instances in the Reduce phase.
Wehave implemented theRUSandROSalgorithms, avail-
able in the Spark package called Imb-sampling-ROS_and_
RUS.3 In addition, we have used the Hadoop implementation
for the SMOTE algorithm based on MapReduce [41].
One of the goals of this study is to confirm that the use
of pre-processing is beneficial for Big Data problems with a
skewed class distribution. Specifically, we seek to observe a
similar improvement than in the standard imbalanced class
case study with respect to not applying any ad hoc solution.
In addition, we analyze the behavior of the RUS, ROS and
SMOTE pre-processing algorithms in terms of the number of
selected Maps, i.e., the degree of partitioning of the original
dataset.
To compare the performance of these pre-processing
approaches, we have selected the ECBDL14 dataset that was
used at the datamining competition of theEvolutionaryCom-
putation forBigData andBigLearning held on July 14, 2014,
in Vancouver (Canada), under the international conference
GECCO-2014 [67]. We created two imbalanced datasets
from theECBDL14 datawith the same class distribution as in
the original data. Since theECBDL14dataset contains a large
number of features, we used the DEFW-BigData algorithm
[42] to improve the classification performance by obtaining
the most relevant features. At the end of this process, we
obtained a subset of 90 of the 631 original features.
Table 3 shows the details of the selected datasets, includ-
ing the number of examples (#Ex.), number of attributes
(#Atts.), class name of each class (Class (maj;min)), num-
ber of instances for each class (#Class (maj; min)), class
distribution (%Class (maj; min)) and imbalance ratio (IR).
We applied different data pre-processing techniques,
namely RUS, ROS, and SMOTE, and evaluated their impact
using decision tree and random forest implementations in
both Spark and Hadoop. The parameters specification for
these classifiers is listed in Table 4. For more details about
the internal operation of the algorithms, the reader can refer
3 https://spark-packages.org/package/saradelrio/Imb-sampling-ROS_
and_RUS.
Table 4 Configuration parameters for the Spark and Hadoop algo-
rithms
Algorithm Parameters
Decision trees (DT) and
random forest (RF-S)
Number of trees: 1 (DT); 100 (RF-S)
Number of bins used when discretizing
continuous features: 100
Impurity measure: gini
Randomly selected attributes: 9
Maximum depth of each tree: 5
Random forest Hadoop
(RF-H)
Number of trees: 100
Randomly selected attributes: 7
Maximum depth of each tree: unlimited
to theMLlib guide4 [64] (Spark algorithms) or to theMahout
library5 [56] (MapReduce algorithms).
We have used the parameter values recommended/used
by the authors. The datasets obtained by the ROS, RUS and
SMOTE algorithms were generated to achieve a balanced
class distribution.
Regarding the infrastructure used to perform the experi-
ments, we used the Atlas cluster at University of Granada,
which consists of 16 nodes connected via a 40Gb/s Infini-
band network. Each node has two Intel Xeon E5-2620
microprocessors (at 2.00 GHz, 15MB cache) and 64GB of
main memory working under Linux CentOS 6.6. The head
node of the cluster has two Intel Xeon E5-2620 micropro-
cessors (at 2.00 GHz, 15MB cache) and 96GB of main
memory. The cluster works with Hadoop 2.6.0 (Cloudera
CDH5.8.0), where the head node is configured as NameN-
ode and ResourceManager, and the rest are DataNodes and
NodeManagers. Moreover, the cluster is configured with
Spark 1.6.2, where the head node is configured as master
and NameNode, and the rest are workers and DataNodes.
Table 5 shows the average GM results in training and test
sets for the Spark and Hadoop classifiers using 1, 8, 16, 32
and 64 partitions over the two Big Data cases of study. Note
that the experiments using 1 partition are trying to emulate a
sequential behavior, using exactly the samemethods for a fair
comparison. The underlined values highlight the best value in
test with regard to the number of Maps used to distribute the





Table 5 Average GM results for the Spark and Hadoop algorithms using 1, 8, 16, 32 and 64 partitions on the big data cases of study
Algorithm 1 partitions 8 partitions 16 partitions 32 partitions 64 partitions
GMtr GMtst GMtr GMtst GMtr GMtst GMtr GMtst GMtr GMtst
ECBDL14-subset-0.6mill-90features
RF-H
Without pre-processing 0.56912 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
ROS 1.00000 0.02240 0.98590 0.49250 0.94960 0.64410 0.89980 0.67770 0.85110 0.66520
SMOTE 0.37530 0.12380 0.13270 0.08060 0.12760 0.07070 0.12640 0.09210 0.13780 0.07740
RUS 0.85480 0.66450 0.74610 0.65550 0.72660 0.65970 0.71910 0.65540 0.70300 0.64610
RF-S
Without pre-processing 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
ROS 0.71220 0.64909 0.71241 0.65035 0.70892 0.64709 0.71142 0.64666 0.71121 0.65042
SMOTE 0.75876 0.60567 0.76859 0.62237 0.76594 0.62036 0.77538 0.62326 0.78057 0.62496
RUS 0.71437 0.65197 0.71779 0.64921 0.71289 0.64782 0.71458 0.63898 0.71683 0.64767
DT
Without pre-processing 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
ROS 0.70195 0.62987 0.70408 0.62827 0.70195 0.62987 0.70504 0.62873 0.70211 0.62987
SMOTE 0.71366 0.55672 0.72406 0.50999 0.73219 0.45379 0.73166 0.44642 0.73323 0.47313
RUS 0.70828 0.62528 0.70542 0.62987 0.70583 0.63204 0.70413 0.62584 0.70390 0.61696
ECBDL14-subset-12mill-90features
RF-H
Without pre-processing * * 0.02579 0.00500 0.01000 0.00000 0.00447 0.00000 0.00000 0.00000
ROS * * 0.98350 0.50720 0.95120 0.63760 0.90890 0.69310 0.86160 0.70560
SMOTE * * N.D. N.D. N.D. N.D. 0.06625 0.05005 0.07765 0.03535
RUS * * 0.75970 0.69920 0.74340 0.69510 0.73370 0.69190 0.72550 0.68880
RF-S
Without pre-processing * * 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
ROS * * N.D. N.D. 0.70902 0.66998 0.70673 0.67091 0.70599 0.66695
SMOTE * * N.D. N.D. N.D. N.D. 0.75375 0.63239 0.75816 0.63184
RUS * * 0.70911 0.66983 0.70887 0.67055 0.70827 0.66700 0.70780 0.66802
DT
Without pre-processing * * 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
ROS * * N.D. N.D. 0.70433 0.66517 0.70422 0.66472 0.70396 0.66551
SMOTE * * N.D. N.D. N.D. N.D. 0.71970 0.46296 0.71037 0.44341
RUS * * 0.70540 0.66625 0.70508 0.66652 0.69734 0.66406 0.70618 0.66615
Boldunderlined values indicate overall best results for a given preprocessing technique
values indicate which is the best pre-processing technique
for each classifier and number ofMaps, i.e., the highest value
by column. The N.D. (Not Determinable) symbol indicates
that the algorithm was not able to complete the experiment,
for example when the Java Virtual Machine cannot allocate
an object because it ran out of memory. Moreover, the *
symbol indicates that the experiment did not proceed, since
it is unfeasible to run a sequential algorithm (1 partition) on
a dataset of 12 million instances.
According to the results obtained we can reach the fol-
lowing conclusions:
• Classification models are shown to be more accurate in
the case of making use of the full dataset, instead of the
5% sampling. This implies the benefit on the use of Big
Data technologies, taking advantage of the whole repre-
sentation of the problem to be solved. However, we must
take into account two possible issues that may hinder the
classification ability in these cases. On the one hand, the
amount of noise presented in this kind of data may also
be higher. On the other hand, it may suffer from the curse




Fig. 2 Average results for the MapReduce version of SMOTE com-
bined with the Spark version of Decision Trees over the ECBDL14-
subset-0.6mill-90features dataset using the GM measure
• The results obtained with SMOTE combined with RF-S
are betterwith respect to those obtainedwithSMOTEcom-
bined with RF-H or DT. Therefore, there is a significant
influence of the implementation of the RF-S method to
achieve this performance.
• ROS and RUS show higher quality results than SMOTE-
BigData (MapReduce implementation from [41]) in all
experiments. This implies a complexity in the SMOTE
algorithm for Big Data that we will discuss further. This
behavior is also depicted in Fig. 2, which shows how the
classification performance for the SMOTE algorithm is
hindered to a certain limit as the number of partitions
increases.
• Regarding the previous point, we have further analyzed
the source of these differences in performance between
SMOTE and the random sampling techniques. Specifi-
cally, we used the full ECBDL14 dataset to show inTable 6
the true rates for the positive and negative classes obtained
by the decision tree in the test partitions. We may observe
that there is a good trade-off between both metrics in
the case of ROS and RUS. However, for SMOTE pre-
processing there is a bias towards the negative classes.
• The innerworking procedure of bothROSandRUS,which
is based on the sampling of the minority versus majority
class, allows them to be scalable approaches.
• Finally, we must state that the degree of performance
achieved mostly depends on the behavior of the learning
algorithm. However, when contrasting ROS and RUS we
observe better results for the former. This is due to the
fact that ROS is somehow independent for the number of
Maps, as it just makes exact copies of the instances which
are shuffled among the chunks of data. On the contrary, for
RUS the data distribution changes when removing some
of the instances. Additionally, increasing the number of
partitions have a more severe effect for RUS due to the
lack of data.
The lack of data for the Map stage in imbalanced
classification for Big Data
In the previous section, we have observed how the perfor-
mance achieved by the algorithms is significantly degraded as
we increase the number of Maps in search for efficiency and
scalability. This way, fewer data are to be used in the learn-
ing stage within each Map process, leading to sub-optimal
models.
This locality of the data problem is commonly referred to
as the lack of sufficient data in the training partitions [37,38].
Measuring statistically the minimum required amount of
information in a given problem to guarantee a correct clas-
sification is a hard task. Related studies confirmed that the
power of classifiers suffered a dramatic reduction in the event
of both imbalance and lack of data [68].
Back to the particular case of the MapReduce scheme,
this fragmentation causes the problem representation in each
Map (chunk of data) to be possibly quite different to the initial
one. In addition, fewer positive class instances are included
into each subset of data for the Map processes, and models
are clearly biased.
A visual representation of the lack of data problem is
depicted in Fig. 3, where we show a scatter plot for the
training data of the yeast4 problem from KEEL imbalanced
dataset repository6 [69] (attributes mcg vs. gvh) with only a
10 % of the original instances (Fig. 3a) and with the entire
dataset (Fig. 3b). We can observe that the modeling process
becomes harder in the former case. In particular, how can
any learning algorithm obtain a classifier that is able to per-
form a good generalization when there is not enough data
that represent the boundaries of the problem? In particular,
the concentration of minority examples is so low that they
can be simply treated as noise.
This behavior is shown in Table 5 in accordance to the
differences between the results of the two datasets in favor
of the larger one (12 million instances). This is especially of
interest when contrasting the results of the RUS and ROS
pre-processing algorithms. In the case of RUS, when the
number ofMaps increases the number of data for each subset
becomes lower not only because of the repartition, but also
for the removal of the majority class instances. This problem
is accentuatedwhenwe address highly imbalanced problems,
such as the ECBDL dataset. On the contrary, when applying
ROS, i.e., maintaining all examples but adding a “weight” to
the minority ones, the performance obtained increases when
adding a higher number of Maps. These good results can
be due to the issue of obtaining a higher number of models,
each one within a different Map, but avoiding the issue of the




Table 6 Average TPR and TNR results in test for the DT algorithm using 1, 8, 16, 32 and 64 partitions on the ECBDL14-subset-12mill-90features
case of study
Algorithm 1 partitions 8 partitions 16 partitions 32 partitions 64 partitions
TPRtst TNRtst TPRtst TNRtst TPRtst TNRtst TPRtst TNRtst TPRtst TNRtst
ECBDL14-subset-12mill-90features
DT
Without pre-processing * * 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000
ROS * * N.D. N.D. 0.63830 0.69317 0.63980 0.69062 0.65800 0.67312
SMOTE * * N.D. N.D. N.D. N.D. 0.26040 0.82308 0.23345 0.84221
RUS * * 0.65790 0.67470 0.64845 0.68508 0.66395 0.66417 0.64960 0.68312
(a) 10 % of training instances (b) 100 % of training instances
Fig. 3 Lack of density or small sample size on the yeast4 dataset. Stars depicts the positive class, whereas circles represent the negative class
fusion of all these diverse and accurate models in the Reduce
step provides a better overall classifier.
A problem related to the lack of data is the potential pres-
ence of small disjuncts [3,35] in the data associated with
each Map, also as a consequence of the data division pro-
cess. Small disjuncts occurwhen the concepts are represented
within small clusters. They are also known as “rare cases”, as
they comprise few training examples. This situation is illus-
trated in Fig. 4. We depict an artificially generated dataset
with small disjuncts for the minority class and the “Subclus”
problem created in [70]. In those datasets we can find small
disjuncts for both classes.Wemay observe that negative sam-
ples are underrepresentedwith respect to the positive samples
in the central region of positive rectangular areas, whereas
positive samples only cover a small part of the whole dataset
and are placed inside the negative class.
Very specific rules or models must be created for these
instances, which are discarded most of the times in favor of
most general ones.Additionally,when the classification algo-
rithm is based on a divide-and-conquer approach, such as in
decision trees, it may lead to data fragmentation. When the
initial representation of the minority class is small, this hin-
drance is obviouslymore severe. In summary, for the learning
system it becomes hard to know whether these examples
represent an actual sub-concept or are merely attributed to
noise [37].
These challenges seem to have a stronger influence on
the SMOTE algorithm [28]. We may observe from Tables 5
and 6 and/or Fig. 2 that the SMOTE algorithm performance
deteriorates, as compared to RUS and ROS. This behav-
ior is clearer as the number of partitions increases. This is
because SMOTE is relying on the positive class neighbor-
hood to generate new examples, andwhen that neighborhood
is sparse and disjointed, it becomes challenging for SMOTE
to achieve its potential. Additionally, the higher the num-
ber of features, the harder the computation of the actual
neighbors and the higher the variance for the newly created
instances [71].
Challenges for imbalanced Big Data classification
Throughout this paper we have carried out a deep review for
those solutions for imbalanced classification in the context
of Big Data. We selected popular data pre-processing and
classification techniques from the literature, and carried out
a detailed empirical study to determine how the data frag-
mentation in the Map process affects different techniques.
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(a) Artificial dataset: small disjuncts for the
minority class
(b) Subclus dataset: small disjuncts for both
classes
Fig. 4 Example of small disjuncts on imbalanced data. Stars depicts the positive class, whereas circles represent the negative class
We summarize some of the significant challenges for
imbalanced classification in Big Data:
1. There is a necessity for a thorough design at the imple-
mentation level for current algorithms In other words, an
effort for the design and development of robust method-
ologies to address Big Data imbalanced problems has
to be made. Novel Big Data programming frameworks
such as Spark [19] add different operators that can ease
the codification of this kind of solutions, allowing to take
advantage of the iterative features of these operators.
2. The design of novel algorithms for the generation of arti-
ficial instances To achieve this goal, the different level
of partitioning must be taken into account for the sake of
maintaining the robustness of themodelingwhen seeking
for a higher level of scalability and predictive perfor-
mance.
In addition, other resampling strategies can be considered
to counteract simultaneously the between-class imbal-
ance and the within-class imbalance [37]. The main idea
is to identify these small regions of data bymeans of clus-
tering approaches, and to stress the significance of these
areas by generating data within this area.
We posit that it is an opportunity to expand SMOTE
for a Spark or Hadoop implementation to counter the
challenges of small disjuncts, fewer number of positive
class examples, and high dimensionality. An appropriate
extension of SMOTE will then allow us to leverage the
power of SMOTE in the Spark/Hadoop frameworks of
tackling Big Data.
3. Considering different trade-offs for the ratio between
classes It has been shown that the standard 1:1 might
not be the best class distribution to solve the imbalanced
classification problem [72,73]. Therefore, the data frag-
mentation and locality related to the different subsets in
each Map process can be overcome by means of the gen-
eration of additional data. In this sense, we may refer to
the findings obtained in [42,43] in which a higher ratio
of oversampling allows the achievement of better results.
4. Focus on the MapReduce workflow First, we can act on
the learning classifier itself with each Map task. Because
instances in the small disjuncts are likely to be difficult
to predict, one could possibly use Boosting algorithms to
improve their classification performance [27].
Second, we can also take advantage of the MapReduce
programming scheme focusing on the Reduce stage.
Specifically, we must analyze two different schemes for
the classification techniques: (1) carrying out a model
aggregation (fusion) from the outputs of every Map pro-
cess or (2) building an ensemble system and combine
their predictions during the inference process.
Therefore, we must be aware on the twofold perspective
“fusion” versus “ensemble” of models in theMapReduce
scheme, and how to introduce diversity within each Map
process so that the joint of the single models can lead to
an optimal solution.
Concluding remarks
In this paper, we have carried out an overview on the topic
of imbalanced classification in the scenario of Big Data.
With this aim, first we have presented this problem from
a traditional Machine Learning perspective, providing the
traditional solutions designed to address this task.
Then, we have focused on those current solutions devel-
oped for Big Data problems. We have organized these
approaches into three parts considering whether they use a
data pre-processing approach, an algorithmic modification




We have carried out an experimental study to show the
behavior of standard data pre-processing techniques using a
MapReduce framework. Taking these results into account,
we have carried out a discussion focusing on two main
issues. On the one hand, the open problems related to
inner data characteristics such as the lack of data and small
disjuncts generated in the data partitions in the Map pro-
cesses. On the other hand, we demonstrated how these issues
affect the performance of data pre-processing techniques like
SMOTE.
We posited several challenges that must be taken into
account to develop high-quality solutions in this area of
research. First, a detailed design of artificial data genera-
tion techniques to improve the behavior of pre-processing
approaches. Second, study the different possibilities related
to the fusion of models or the management of an ensemble
system with respect to the final Reduce task.
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