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We study sufficient conditions under which a sequence of stochastic processes 
W’(f)Lao can be approximated almost surely by another sequence of stochastic 
processes ( Y(t))lro. Two different approaches are discussed. 0 1989 Academic 
Press, Inc. 
1. INTRODUCTION AND RESULTS 
The basic idea of strong approximation theorems is to study the 
asymptotic behavior of a given process (X(t))tao by comparing it to a 
standard process ( Y( t))t a ,, whose asymptotic behavior is known, By 
comparing we mean that almost all paths of (X(f)),PO are approximated 
by the paths of (Y(t)),,,. Then if the approximation is good enough, the 
properties of (Y(t)),,, carry over to (X(t)),,o. This idea has been very 
successfully applied in various situations, e.g., in the study of partial sum 
processes or of empirical processes (see, e.g., [lo]). 
Approximations of partial sum processes by a Brownian motion 
(X(t)),,0 of the type 
C xk-X(t)@ t1’2p1 a.s. 
kCr 
which could be obtained under very general assumptions on the underlying 
sequence of random variables (x~)~> 1 [3,4] imply immediately that the 
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derived processes Xn( t) = n - I’* Ck G “, xk and Y”(t) = n-“*X(nt), defined on 
an interval [0, T], T > 0 arbitrary, satisfy 
11X”(t)- YR(t)llT4n-” a.s. 
Here 11. II T denotes the supremum norm on the functions on [0, T]. By 
self-similarity of the Brownian motion process, the ( Y”(t)),ro are again 
Brownian motions. Thus the processes (X”(t)),ao whose paths are in 
D[O, T], i.e., they are right continuous and have left limits, are almost 
surely approximated by a sequence of Brownian motions. 
It is the purpose of this paper to study general assumptions under which 
a sequence of stochastic processes (X”(t)),,, can be approximated by 
another sequence ( y(t)), a 0 up to a given error term. As Theorem 1 shows, 
three quantitative assumptions turn out to be necessary: one which 
describes the oscillation behaviour of the processes, another which controls 
the tails of the increments in one of the sequences, and finally the condi- 
tional characteristic functions of the increments of the processes have to be 
linked together. As far as the underlying approximation technique is con- 
cerned we discuss two different methods. The proof of Theorem 2 follows 
Berkes and Philipp [l]. The second approach, Theorem 3, exploits 
pointwise optimal measurable selections and is particularly appropriate if 
regular conditional distributions are used in the assumptions. This 
approach can be traced back in a simpler setting to Schwarz [12]. 
Strittmatter [13] (see also [14]) used measurable selections in this 
context. His results were pushed further in Rtischendorf [ll]. 
Let us clarify some notation: 9(X) denotes distribution of a random 
variable X defined on a probability space (Q, 9, P). If D E F, P(D) > 0 we 
denote by 9(X1 D) the conditional distribution of X given D. A regular 
conditional distribution of X given Y= y is written as PX’ ‘=.“. If 
{X(t) I t E Z} is a family of random variables, a(X( t) I t E I) stands for the 
a-field generated by these variables. For any subset A of a metric space 
(S, a) and E > 0, A” denotes the closed e-neighborhood of A. f(n) ~g(n) 
means the same as f(n)= O(g(n)). [r] is the integer part of the real 
number r. 
THEOREM 1. Let (p(t))t>o, (y(f))t>~ be two sequences of stochastic 
processes whose paths are right continuous and have left limits and 
Y(O) = Y(0) = 0. Let ( tn)n2 1 (resp. (E,),~ 1) be a nondecreasing (resp. non- 
increasing) sequence of positive real numbers larger (resp. smaller) than 1. 
We assume that there exists a nonincreasing sequence (~3,)~ 3 1 of positive 
numbers smaller than 1 such that for all 0 < t < t,, 
P[ sup IX”(t)-X”(s)! > &,/4] 4f5nt;1n-(1+K) (1.1) 
fSZS<l+& 
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for some u > 0 and that the same holds if we replace (Y(t))l>o by 
(Vt)h,0 in (1.1). Furthermore, assume that the o-fields 9; = 
a(X”(16,)11 <l<j) (1 <j< t,8;‘, n 2 1) are atomfree and that there exists 
a sequence (NJ, a 1 of positive numbers, N, 2 t,‘6,~,/12, such that for all 
0 <j< t,c5;’ and for all sets DE 96: (9: = $9;; is the trivial o-field) such 
that P(D) > 0, 
T(Xn((j+ 1)6,)-x”(j~S,)(D)[(ul >N,] <d,t;‘n-(I+“). (1.2) 
Finally we assume that for all 0 <j< t,o;’ and for all DE 9;, 
E E 9; = o( Y(16,) ) 1 ,< 1 <j) such that P(D) = P(E) > 0, 
/J 
ev(iG’Y(j+ 1 P,) - JW4,))) dp 
D 
- 
s 
exp(iu(P((j+ 1)6,)- I-(jS,)))dP 
E 
4 P(D)N,‘M,‘6,t,‘n-“+“’ (1.3) 
for all u with IuI GM,, where (AI,),,, is a sequence-depending only on the 
parameters given above-whose explicit values are given in the proof Then 
on a rich enough probability space, the processes (X”(t)),p0 and (Y”(t)),,, 
can be redefined such that for all n 2 n,(o), 
IwYt)- Y”(t)li,nGEE, a.3. (1.4) 
By the standard term “the process can be redefined” we mean that on 
an enriched probability space-if necessary-we can define processes 
Gwt>o and (P(t)L,o having the same finite-dimensional distributions 
as the given processes (Xn(t)),t,, and ( Y(t)),2,, such that (1.4) holds for 
Gvh,o and (f?t)L,,. 
(dna17 (tnLal, (kJn21p and (NnL,l are the basic parameters entering 
Theorem 1. The assumptions made on these sequences cover the cases 
which are of most interest, but they are not crucial for the proof. What 
matters is the interplay between these sequences. Suitable other cases can 
be considered along the same lines. 
E, is the error term of the approximation at step n. We typically have in 
mind E, = n -’ for some small A > 0; t, is the length of the interval [0, t,] 
on which the approximation holds at step n. We think of sequences t, t co 
such as t, = nK for some K > 0. If t, t co, E, JO and the processes have paths 
in D[O, co), (1.4) implies weak convergence in that space. This follows 
from a result of Lindvall [7] who showed that weak convergence in 
D[O, co) is equivalent to weak convergence on the spaces D[O, T), T 
appropriate. The sequence (6,), a 1 is an intrinsic parameter of the pro- 
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cesses (J3t)Lo, (W~)),,O. For standard Brownian motions (P( z))~ a ,,, 
for example, and E, =n-‘, it is easy to see that 6, =,-(2A+P) for some 
small p is appropriate. For arbitrary Gaussian processes the Marcus- 
Shepp-Fernique inequality [9] is the right tool to estimate the quantity on 
the left side of (1.1). In general, Lenglart’s inequality [6, 81 will be useful. 
In the case (P(f))lb,, is a normalized partial sum process as defined at the 
beginning, the probability in (1.1) can be controlled via the growth rate of 
moments of order larger than 2 of the partial sums (see [3-51). Finally 
WA, I describes the tail behavior of conditioned distributions of the 
increments of one of the processes. If both (9;) and (37) are atomfree 
a-fields then the theorem is symmetric in (P(t)),,o and (P(t)),,,. In this 
case the sequence of processes for which (1.2) is easier to handle can be 
chosen here. 
In most situations of interest at least one of the sequences (Y(t)),,, or 
( yYt)),,o will consist of processes with independent increments. This is the 
case in the classical setup described at the beginning, where we consider 
Brownian motions. More generally, limit processes may be continuous 
Gaussian martingales as, for example, in the weak convergence results for 
semimartingales stated by Liptser and Shiryayev [8]. For processes with 
independent increments, the assumptions made in Theorem 1 simplify 
considerably. 
Let (S, o) be a complete separable metric space and denote by %R(S) the 
set of Bore1 probability measures on S. If p, v E m(S), we write P(p, v) for 
the set of measures I in ‘%N(S x S) which have marginals ,u and v. For any 
real p 2 0 we set 
&‘(p, v) = inf{s > 0 1 p(A) < v(AP) + E for all closed A c S}. (1.5) 
THEOREM 2. Let {(S,, ok) 1 k > 1 } be a sequence of complete separable 
metric spaces and let (X,),, , , (Y,),, , be two sequences of random 
variables on (a, 5, P) such that X, and Y, are Sk-valued. Let (9k)k> 1, 
(Wk> 1 be two nondecreasing sequences of sub-a-fields of 9 such that & is 
atomfree, X, is gk-measurable, and Yk is $-measurable for each k. Denote 
by so, %. the trivial a-field. Suppose that there exist sequences of positive 
real numbers (P~)~, 1, (6,),, , such that for all k > 1, 
n”“‘3(P’(X, ID), 9( Y, I E)) < 6, (1.6) 
for all sets D E 9k _ 1, E E 4 _ 1 of positive and equal probability. Then there 
exists a sequence (Zk)k2, such that ~((Z,),.,)=~((Y,),.,) and 
PC~/c(XkY z/J ’ Pkl G 6, (1.7) 
for any k> 1. 
224 ERNST EBERLEIN 
Now consider ((S,, ok) 1 k > 1 }, (X,), a r and ( Y,),, I as in Theorem 2. 
DenoteSCk’=S1x . . . ~S~andS’“‘=n,,,S,.Ifx(,_,,=(x,,...,x,_,)~ 
Sk-l) we shall write PXkIX(k-l) instead of-P xkIxI=Xl,....xk-I=Xk-1 pxliXCOl= 
Pxl. For each k> 2 we define a multifunction Fk on SCk-‘) x S”-“, 
Fk(xck- 1), yck- 1)) = p(Pxk’x(k-‘), pyk’y’k-‘)). 
Applying an optimal measurable selection theorem (Wagner [ 15, p. 8801) 
we can choose a Markov transition kernel Ak from Sk- ‘) x Stk-‘) to 
m(Sk X Sk) such that 
and 
iZk(X(k- ,), y(k- l,)[~k(u, u) ’ Pkl = inf 
,J E y(Pxklx(k- l)P”kb’(k- I)) 
l[ak(% u, > Pkl- 
(1.8) 
We also choose 1’ E P(y(X,), 6p( Y,)) satisfying 
Via Ionescu-Tulcea’s theorem the kernels (Ak)k, i define a measure Q on 
SC”’ x SC”‘. Since by Lemma 1 below, 
.P”( P XkblkLU, pykI.“(k-‘)) = ,s,(pxk,xci& pyk,y,k-,)) A[ak(uv u)‘Pkl, 
(1.8) and (1.9) imply the fOllOWing result, where (uk, vk) are the prOjeC- 
tions in SC”’ x S’“‘. 
THEOREM 3. Let {(Sk, ok) 1 k 2 1 } be a sequence of complete separable 
metric spaces and let (xk)k., , (Y,),, 1 be two sequences of random 
variables such that xk and Yk are Sk-valued. Suppose that for a measure Q 
as constructed before and for sequences of positiue real numbers (pk)k 2, and 
(8k)k>l, 
E,[nPk(P xkhk-I), pykiYlk-I))] < 6, (1.10) 
for all k 2 1. Then there exist sequences ( Uk)k,, and (V,),, 1 such that 
~((“k)k.,)=~((xk)k,,), ~((Vk)kzl)=~((Yk)krl), and 
Q[ck(Uk, Vk)>Pkl G 6k 
for any k 2 1. 
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In particular, assumption (1.10) is fulfilled if 
for all pairs of values (x Ck _ 1I, yCk _ 1j). Using this special case of Theorem 3 
instead of Theorem 2, the following version of Theorem 1 can be derived in 
exactly the same way as given in Section 3. 
THEOREM 4. Let (r(t)),,,, (y(t))t>o be two sequences of stochastic 
processes whose paths are right continuous and have left limits and 
P(0) = Y(0) = 0. Let ( tJn, , (resp. (Ed),, a 1) be a nondecreasing (resp. 
nonincreasing) sequence of positive real numbers larger (resp. smaller) than 1. 
We assume that there exists a nonincreasing sequence (6,)” a 1 of positive 
numbers smaller than 1 such that for all 0~ t < t, (1.1) holds for (X’(t))t,O 
as well as for (Y(t)),,,. Furthermore, assume that there exists a sequence 
WA, I ofpositive numbers, N,, > t,‘6,~,/12, such that for all 0 <jc t,,&,’ 
andfor all values xti) of (X”(kS,)-X“((k- l)S,)),,,,j, 
px”((i+l)a.)-X”(is.)lx(,)[IUI >N,] .+d,t;ln-(l+~). (1.11) 
Finally assume that for all 0 <j < t,6,’ and for all values xfj, as above and 
Y(j)Of (r(ksn)- Y”((k-1)6n))l<k<j, 
IW3GWW+ 1 P,) - -JW~n)))l X(j)1 
-ECexP(iu(YY(j+ lV,)-- Vj~,)))l Y(j)11 
4 N;‘M;‘~,t;‘n-(‘+“) (1.12) 
for all u with (ul < M,, where (M,),,. , is a sequence whose explicit values 
are given in Section 3. Then the processes (X”(t)),a0 and (Y(t)),,, can be 
redefined such that for all n 2 n,,(o), 
IlJTt) - Ut)ll, G En a.2 
2. PROOF OF THEOREM 2 
We will need the Strassen-Dudley theorem on the existence of measures 
on product spaces where the marginal distributions are given. The result is 
stated as in [2]. 
LEMMA 1. Let (S, a) be a complete separable metric space and let P, Q 
be two Bore1 probability measures on S, ~12 0, fi 2 0 be real numbers, then 
the following are equivalent: 
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(I) P(A) < Q(A’) + B for all closed A c S; 
(II) there exists a Bore1 probability measure p on S x S with marginals 
P and Q and 
Proof of Theorem 2. Since Sk is separable, each X, can be 
approximated by a discrete, Fk-measurable random variable X;, such that 
This implies 
=qx; I D)(A) < T( Y, 1 E)(A”“‘Z) + 6 k (2.2) 
forallDE&%-l,EE%kk-l, P(D)=P(E)>O,andforallclosedsetsAcS,. 
Again by separability of the Sk we can construct a refining sequence 
(Wk”)i> 1 of partitions of Sk, Wk,‘= (BF’)j, i, such that each Bksi is a Bore1 
set and diam(BF’) < &/2i+1 for allj> 1, where &=min(l, Pkj3) fork> 1. 
Note that “refining” of course means that each Bjk,i+l is a subset of some 
B:‘. In each B>’ we choose a point xi= x:’ and set Y&o) = xi if 
o E Y; ‘( BF’). This defines discrete, gk-measurable, Sk-valued random 
variables ( Yki)ja 1 such that 
ok( Yk, Ykj) < &/2’+ I. (2.3) 
The last relation implies 
z( Yk 1 E)(A) < y( Ykil E)(A”“‘*“‘) (2.4) 
for any E E 9 of positive probability. 
For each k we shall construct a sequence of Sk-valued random variables 
tZki)i> 1 such that 
ok(Zkiv zk, i+ 1) < lkf2’+ ’ (2.5) 
p[Ok(xb~ Zkl)>2pk/31 G8k (2.6) 
and 
~ip(tz,k, Z2.k--1, ***T zkl))=~((ylk> Y2,k--1,..., yk,)). (2.7) 
From (2.5) we see that (Zki)ial converges to a random variable Zk which 
satisfies 
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and, therefore, together with (2.1) and (2.6), 
PCak(Xk, Zk) > Pkl G d/c. 
From (2.7) we shall conclude 
WV,, .**> Z,)) = 9(( Yl, . . . . Y,)) 
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(2.8) 
(2.9) 
for each n. 
From (2.2) and (2.4) we see that 
=qX;)(A) 6 -Y( Y,,)(A*q + 6,. 
Lemma 1 implies that there exists a probability measure Ql on S, x S1 with 
marginals 9(X;) and 9( Y,,) such that 
Since F1 is atomfree and both marginal distributions are discrete, by a 
standard property of atomless measure spaces we can construct a 
91-measurable random variable Z,, such that 3(X;, Z,,) = Ql . This 
means 
It is clear that U( Y,,) = .9(Z,,). 
Now suppose that the random variables 
z,,, z12, aa.3 Zl,k-I, Zlk 
z,, 3 z,,, **a> Z2.k - 1 
Zk-Ll, Zk-I.2 
Zk, 
are constructed and that, in addition, they are &-measurable. We shall 
now construct 
Z k+ 1,1, ‘*‘Y 2,ky z Zl,k+l. 
Consider fixed values (xi,, . . . . xi,) of Z,,, . . . . Zkl and set 
D=D(j 1,...,jk)={Zlk=Xjl,Z2,k-1=Xj~‘...’Zkl=Xj~}E~k, 
683/31/2-S 
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as well as 
E = E(j, , . . . . jk)={Ylk=Xj,~ Y*,k-1=Xj2p.*., Ykl=Xjk}E&!k. 
In the following, only sets D of positive probability are of interest. By (2.2) 
and (2.4) 
Lemma 1 implies that there exists a probability measure Q on Sk+, x Sk + i 
with marginals 9(X; + ,I D) and 9( Yk+ i,i 1 E) such that 
Q[a,c+, (x, ~)>2~~+~/31~6,+,. (2.10) 
Consider the probability space (D, 9-Ip,'1, P[. 1 D]), where pi?1 is the 
trace of Fk + i on D. Sip,' 1 is atomless and both marginal distributions are 
discrete; therefore we can construct a FLY,-measurable random variable 
z k+l,l such that 9Pb.lD1(Xb+i, Z,+,,,)=Q. By (2.10) this means 
PC~~+~(X~+~,Z~+~,~)>~P~+~/~ID~~~~+~. 
Since the disjoint union of the sets D is 52, we get a Fk+ ,-measurable 
random variable Z, + i. i on the whole space Sz such that 
PC~~+~(XI+~,Z~+~,,)>~~~+~/~I~<~+,. 
Furthermore, 
Therefore, 
Now we shall construct Zl,k+ i, . . . . Zk,*. Let for fixed values (xi,, . . . . xjk), 
E(j 1, . . . . j,) be as above, i.e., 
E(j 1, . . . . jk)= Y[‘(Bj;k)n -.. n Y,-l(B$l), 
and let 
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We consider the partition of E(j,, . . . . j,) induced by all the subsets 
B’,k+ 1 c &.k 
m Bk*’ c Bk,‘; i.e., we set ,, 9 --.y ilk Jk 
E(~l~...~jk~nl~...,nk)=~Yl,k+l=x~~~..., Yk,2=Xnk) 
= Y;‘(B;;k+‘)n ... n Y,-‘(B;:), 
where x E B?,k xnk E Bi’ are the appropriate values of Y,,, + , , . . . . Y,,,. 
FurtherGore,” Ikt”‘D( j ,,...,jk) be as above and D(jk+,)‘= {Zk+,,,= 
xjk+,}e%k+l. Since %k,., is atomless we can choose sets 
W ,, dk~ nl, ee.T’nk) c D(jl, . . . . jk), D(j,, . . . . jk, nl, . . . . nk) E %k+1, 
UC” ,,.,,. ,) D(j,, . . . . jk, n,, . . . . nk) = D( j,, . . . . jk), such that, 
P(D(jl,...,jk,n,,...,nk)nD(jk+,)’) 
=P(E(J’19 . . . . jk, %, . . . . nk) n E(jk+ 1)‘) 
=PIYl,k+l=Xnl>...’ Yk.2=Xnk> yk+l,l=Xjk+l]. 
Now define 
(2 l,k+l, . . .T zk,2)(0)= tx,,, “‘Y Xnk) if 0 E D( j,, . . . . jk, n,, . . . . nk). 
Going through all possible values xi,, . . . . xjk, this defines Z,,,, , , . . . . Zk,2 on 
the whole space 52 such that 
and 
al(Z,,k+ 1, zl,k) 6 11/2k+1~ ..*P ak(Zk,2, zk,,) 6 1k/z2 
-we 1.k + 1) ...Y Z k+l,l))=~((Yl,k+l,..., yk+l,l)). 
Clearly, (Z,& + , , . . . . Zk + , , ) is %k + ,-measurable. 
NOW we prove (2.9). Fix n. By (2.7) we have for any k > n, 
~((Zlk,...,Zn,k-n+l))=~((Ylk,..., Yn,k-n+l)). 
Because of (2.5), we have for i = 1, . . . . n, 
If cr=max,.i.” 13~ denotes the appropriate metric on s, x ... x Sk this 
implies 
d(Zl 9 *.., zn)(0h tZlk, ...Y Zn,k-n+ l)(o)) 
= max Oi(zi(o)y zi,k_i+l(o))< max ,ii/2kpi+1<2-(k-“+‘). 
IsiGn l<i<n 
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If p denotes the Prohorov metric for Bore1 probability measures on 
s,x ... x Sk corresponding to O, this implies 
P(qz,, . . . . Z,), Y(Z,,, . . . . Zn,k-n+l))~2-(k-n+1). (2.11) 
From (2.3) we conclude in the same way, 
a(( y, > . ..> m)(w), (Ylk,..., y~,k-n+l)(W))$1~~~~~j/2k-i+2$2-(k~n+1) 
. . 
or 
p(y(yl,..., y,),z(y,, ,..., Yn,k~n+l))~2-(k-n+1). (2.12) 
(2.11) and (2.12) yield 
p(dp(Z,, . ..) Z,), 9( Y,, . . . . Y”))< 2-(k-n). 
As k -+ co, we conclude 
3. PROOF OF THEOREM 1 
LEMMA 2. Let p, v, A be probability measures on R” with characteristic 
functionsf, g, and h, respectively. Suppose h E L’. Then for any real numbers 
r, N, A4 > 0 and any Bore1 set A, 
,u(A)<v(A2’)+2N& s If(u)-du)l du fluI GM1 
+4Nz-’ 
I Ih(u)l du+2n[lul >r] il”l>Mj 
Proof Define pi = p * 1, vi = v * I, thus pi, vi have characteristic func- 
tions f, =f. h and g, = g. h, respectively. Since h EL’, f, and g, are in L’, 
too, and the corresponding density functions cp and y satisfy 
q2n)-‘j‘+N If(u) -s(u)1 I&)l du --a, 
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This implies for any Bore1 set B, 
~~(B)--vI(B)GpL,(Bn (I-4 <2N})-v,(Bn {[xl <~N})+P,[~x( >ZN] 
=s I b(x)-Y(X)1 dx+P,cIxI>2~1 {I.4 s w 
<2Nn-’ 
s _ I,u, <M) If(u) - g(u)1 du 
+4Nz-’ 
I Ih( du iI4 > w 
+,u[lul>N]+lZ[lul>N]=:a. 
The result follows if we introduce this in the following estimate which holds 
for any A and r > 0, 
p(A) < (p * l)(A’) + A[ IUI > r] < (v * L&4’) + a + A.[ 1241 > r] 
< v(A2’) + a + 2A[lul > r]. 
Proof of Theorem 1. Recall that t,> 1, 6,,< 1, a,< 1, and 
N,> t;‘6,&,/12. Define for n> 1, k n := [t,J;‘] and define equidistant 
timepoints (t,,i)jro in R, by setting t, j := jS,. Thus we have 
o=t,,,<t,,,< ... <t n,t 6 t,. Using Lemma 2 we want to conclude that 
~(xll(t,j)-Xn(t,,j-l)lD)(A) 
~Z(rl(f~,~)- ~(t,,j~,)IE)(ARh1”n’12)+k~1n-‘1+r’ (3.1) 
for each l<j<k,, for any sets DE 9;- 1, EE ‘Sy-i such that 
P(D) = P(E) > 0 and for any closed set A. 
Thus we want to apply this lemma to the probability measures 
P = p(r(fn,j) - X”(fn,j- 1) I D), 
v = y( I-(tn,j) - Y”(tn,j- 1) IE). 
For this purpose write the conclusion of Lemma 2 in the form 
p(A) 6 v(A2’) + e, + e2 + e3 + e4 + es. 
We choose A as a normal distribution, 1= N(0, gi), where 
a,=2-“224-‘k,‘&,log-“2(Ck,n’1+“)). 
Here C stands for 480/(2r~)‘/~. Clearly (a,), b 1 is nonincreasing and on < 1. 
In order to prove (3.1) we show that each e, (1 <i< 5) is less than 
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5-l/qln-(l+K) . Let us first consider e3. We will make use of the elemen- 
tary estimate for the tails of a standard normal distribution 
N(0, l)[lul >x] <2n(x)x-‘, (3.2) 
where n(x) denotes the standard normal density function. Therefore, 
e3 =2N(O, l)[lul > k;‘q,/246,] 
<4(2n)~1’2exp(-k;2~~/2~242~~)24ts,k,~;1. 
By our choice of ts,,, 
4.24(2~)-“2exp(-k,2&~/2.242a~)=5-’k,’n-(1+”) 
and CT~~~E;’ < 1. This implies the estimate for e3. 
We can assume that the constant implicitly given by 4 in (1.2) is 5-r. 
Now the corresponding estimate for e5 is an immediate consequence of this 
assumption, since (1.2) reads 
e5=~(X”(tn,j)-X”(fll,j-1)ID)[IUI>Nn]~5~16ntnln-‘1+K) 
and the last term is less than 5-‘k,y’n-(‘+“). 
Since N, > t;‘6,s,/12 2 k;‘.z,/24, the estimate for e4 is a consequence 
of that achieved for e3. We choose 
M, = 21’2a,’ log”2(40N,k,n’1 +Kb;ln-l). 
Since A was chosen to be a N(0, a:)-distribution, the characteristic function 
h in Lemma 2 is 
h(x) = exp( -0:x2/2). 
Using again the elementary estimate (3.2), we conclude 
e2=4Nnnp’ 
f 
exp( - IS: u*/2) du 
iI4 > M”j 
= 4N,&o,’ f w( -y2/2) dy {lvl >eN.) 
By our choice of M,, 
and a;‘M;’ < 1. This implies e2 < 5-lk-ln-“+“‘. n 
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We can assume that the constant implicitly given by 4 in (1.3) is 20-‘n. 
Therefore by assumption ( 1.3 ), 
e, = 2N,n-’ 
s ll4GM”l 
IP(D)-’ j exP(ju(X”(t,,j)-Xn(t,,j-l)))dP 
D 
--P(E)-’ j exp(iu(Y”(rn,j)- YYt,,j-I))) dpldu 
E 
=5-l~,t,‘n-“+“’ 
<5--lk--ln-(1+K) 
. n 
This concludes the proof of (3.1). 
Consider the finite sequences (Xi), GjG kn and (Y,), Sj9k., where 
xj = y(tn,j) - xl(tn, j- 119 yj= r(tn,j)- r(fn.j--l) 
for 1 <j < k,. By Theorem 2 applied to these sequences and (3.1), we can 
redefine the random variables ( Y,), GjCk, such that 
P[IX,- Yjf>k,‘~n/4]~k,1n-(‘+“’ 
and, therefore, 
1 : P&Y,- YjI >k,%,/4] < co. 
n>l j=l 
By the Borel-Cantelli lemma there exists an n, = nl(o) such that for all 
n>n, and for all 1 <j<k,, 
IX,- Yjl < k,‘&,/4. 
But this implies 
j=l 
for all n > nl(o) and for all 1 <k < k,. 
We have not made use of (1.1) so far. By assumption (1.1 ), 
t P[ sup Ix”(s) -xn(t&l > En/41 *n-(l+K). 
k=O I.,kCS~h,k+l 
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Again by the Borel-Cantelli lemma there exists a n, = n2(co) such that for 
all n > n2 and for all 0 < k < k,, 
The same argument shows that for n b n3 = n3(w) and for all 0 <k < k,, 
If t is any value in the interval (0, t,], there exists a k, 0 <k < k,, such that 
t~(t~,~, &+*I. Therefore if q,=max{n,, n,, n,}, for all nan,, 
d sup Ix”(s) - ~(L,/Jl + IX”(fn,k) - ~(4?,/Jl 
hk<S<b.k+l 
We conclude that 
IIJ?t) - Vt)lltn = sup IX”(t) - I-(t)1 GE, as. 
0<t<r, 
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