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Summary
Markov chains are a versatile and widely used means to model an extensive variety
of stochastic phenomena, but describing a complex system as a monolithic Markov
chain is difficult and error-prone. In this thesis we show that we can construct such
complex Markov chains in a sound manner through the composition of a number of
simple input/output interactive Markov chains (I/O-IMCs), which arise as an orthogonal
combination of continuous-time Markov chains and input/output automata).
I/O-IMCs come equipped with a modular semantics in terms of interactive jump
processes, a novel variation of jump processes. We discuss the phenomenon of non-
determinism, arising from the interaction inside such models, and how we can efficiently
determine whether a complex I/O-IMC model is deterministic. Finally, we give an
example of an application of I/O-IMCs by presenting the Arcade language, which can
be used to describe complex dependable systems.
In this thesis we show that, by providing a modular semantics for our compositional
I/O-IMCs, we achieve the ’triple compositionality’ principal: a simple, but powerful
compositional syntax (Arcade), has an interactive and Markovian semantics in terms
of I/O-IMCs, which gives an intuitive description of the meaning of each syntactic
element. I/O-IMCs themselves then have a stochastic semantics in terms of interactive
jump processes which enables us to describe and compute their stochastic properties.
This triple compositionality provides a natural, non-monolithic semantics for our high-
level syntax and allows us to understand and reason about complex, incomplete, or
partially-specified stochastic models.
5

Zusammenfassung
Markov-Ketten sind ein vielseitiges und weit verbreitetes Mittel zur Modellierung einer
Vielzahl von stochastischen Pha¨nomenen, aber es ist schwierig und fehleranfa¨llig, ein
komplexes System als monolithische Markov-Kette zu beschreiben. In dieser Arbeit
zeigen wir, dass solche komplexen Markov-Ketten auf korrekte Weise durch die Komposi-
tion einer Anzahl von einfachen input/output interactive Markov chains (I/O-IMCs), die
als orthogonale Kombination von zeitkontinuierlichen Markov-Ketten und input/output
automata zustande kommen, konstruiert werden ko¨nnen.
I/O-IMCs sind ausgestattet mit einer modularen Semantik in der Form von inter-
aktiven Sprungprozessen, einer neuartigen Variante von Sprungprozessen. Weiterhin
diskutieren wir das Pha¨nomen des Nicht-Determinismus, der sich aus der Interaktion
innerhalb solcher Modelle ergibt, und wie wir effizient bestimmen ko¨nnen, ob ein kom-
plexes I/O-IMC Modell deterministisch ist. Schließlich geben wir ein Beispiel fr eine
Anwendung von I/O-IMCs: die Arcade Sprache, die verwendet werden kann, um kom-
plexe zuverla¨ssige Systeme zu beschreiben.
In dieser Arbeit zeigen wir, dass wir durch die Beschreibung einer modularen Se-
mantik fu¨r unsere I/O-IMCs das ’Triple-Compositionality-Prinzip’ erreichen: eine ein-
fache, aber leistungsfhige kompositionelle Syntax (Arcade), hat eine interaktive und
markovsche Semantik in Form von I/O-IMCs, die eine intuitive Beschreibung der Bedeu-
tung der einzelnen syntaktischen Elementen darstellt. I/O-IMCshaben außerdem eine
stochastische Semantik in Form von interaktiven Sprungprozessen, die es ermo¨glicht,
ihre stochastischen Eigenschaften zu beschreiben und zu berechnen. Dieses ’Triple-
Compositionality-Prinzip’ bietet eine natrliche nicht-monolithische Semantik und er-
laubt es, komplexe, unvollsta¨ndige oder unterspezifierte stochastiche Modelle zu verste-
hen und zu beschreiben.
7

Contents
1 Introduction 15
1.1 Markov chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.1 Syntax and semantics . . . . . . . . . . . . . . . . . . . . . . . . 16
1.1.2 Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 IOA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1 Syntax and semantics . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.2 Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 I/O-IMCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.1 A compositional semantics for I/O-IMCs . . . . . . . . . . . . . . 18
1.3.2 Determinism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.3 Expressiveness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4 Contribution and structure . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Preliminaries 23
2.1 States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Probability theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Stochastic experiments . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Basic laws of probability . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3 Stochastic Processes . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Laplace transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Continuous-time Markov chains 33
3.1 Continuous-time Markov chains . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 Describing a Markov chain . . . . . . . . . . . . . . . . . . . . . 36
3.1.2 Transition probabilities . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.3 Infinitesimal transition probabilities . . . . . . . . . . . . . . . . 39
3.1.4 Finite-jump probabilities . . . . . . . . . . . . . . . . . . . . . . 46
3.1.5 Regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.6 Sufficient conditions for the Markov property . . . . . . . . . . . 56
3.2 Bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1 Basic definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.2 Jump times and jump probabilities . . . . . . . . . . . . . . . . . 60
3.2.3 Finite jump transition probabilities . . . . . . . . . . . . . . . . . 65
3.2.4 The quotient process . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.5 Bisimulation for irregular Markov chains . . . . . . . . . . . . . . 69
9
CONTENTS
3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.1 CTMCs as graph-based models . . . . . . . . . . . . . . . . . . . 71
3.3.2 Composition of CTMCs . . . . . . . . . . . . . . . . . . . . . . . 71
4 Input/Output Automata 73
4.1 Basic Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Classification of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Executions, Traces, and Reachability . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Executions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.2 Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.3 Reachable states . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.4 Reach-trace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Fairness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Parallel Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5.1 Modularity results . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.2 Composition and fairness . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Hiding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.7 Equivalences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.7.1 Reachability equivalence . . . . . . . . . . . . . . . . . . . . . . . 94
4.7.2 Reach-trace equivalence . . . . . . . . . . . . . . . . . . . . . . . 95
4.7.3 Weak bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.8 Confluence and determinism . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.8.1 Confluence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.8.2 Determinism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.9.1 Particularities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.9.2 Comparison to process calculi . . . . . . . . . . . . . . . . . . . . 105
4.9.3 IOA as a graph-based model . . . . . . . . . . . . . . . . . . . . 105
5 I/O-IMCs 107
5.1 I/O-IMC ingredients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.1.1 State space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.1.2 Actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.1.3 Interactive transition relation . . . . . . . . . . . . . . . . . . . . 110
5.1.4 Markovian transition relation . . . . . . . . . . . . . . . . . . . . 111
5.1.5 Initial distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 Classification of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3 Parallel composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4 Hiding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5 Equivalences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5.1 Isomorphism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5.2 Strong Bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.5.3 Weak Bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.6 Stochastic reachability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
10
CONTENTS
5.6.1 Bisimulation and Stochastic Reachability . . . . . . . . . . . . . 129
5.6.2 Parallel Composition and Stochastic Reachability . . . . . . . . . 131
5.6.3 Hiding and Stochastic Reachability . . . . . . . . . . . . . . . . . 132
5.7 Confluence and determinism . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.8.1 Comparison to IMCs . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.8.2 Comparison to Wu-PIOA . . . . . . . . . . . . . . . . . . . . . . 135
5.8.3 I/O-IMCs as a graph-based model . . . . . . . . . . . . . . . . . 136
6 I/O-IMC behaviours 137
6.1 Interactive jump processes . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Probability space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.3 I/O-IMC behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.4 Schedulers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.4.1 History process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.4.2 Schedulers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.4.3 Finite-jump probabilities . . . . . . . . . . . . . . . . . . . . . . 155
6.4.4 From scheduler to behaviour . . . . . . . . . . . . . . . . . . . . 157
6.5 Parallel composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.5.1 Modularity of behaviours . . . . . . . . . . . . . . . . . . . . . . 164
6.5.2 Modularity of schedulers . . . . . . . . . . . . . . . . . . . . . . . 166
6.6 Hiding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.7.1 Relationship to CTMCs . . . . . . . . . . . . . . . . . . . . . . . 174
6.7.2 Relationship to IOA . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.7.3 Global and local schedulers . . . . . . . . . . . . . . . . . . . . . 175
7 Closed behaviours 177
7.1 Basic definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
7.2 Weak bisimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.3 Stochastic reachability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.4 Continuous-time Markov decision processes . . . . . . . . . . . . . . . . 182
7.4.1 Early schedulers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
7.4.2 Late schedulers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
7.5 Closed I/O-IMCs and CTMDPs . . . . . . . . . . . . . . . . . . . . . . . 185
7.5.1 Translation of I/O-IMCs and CTMDPs . . . . . . . . . . . . . . 185
7.5.2 Translation of schedulers . . . . . . . . . . . . . . . . . . . . . . . 188
7.6 Closed behaviours of deterministic I/O-IMCs . . . . . . . . . . . . . . . 191
7.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.7.1 Markovian schedulers . . . . . . . . . . . . . . . . . . . . . . . . 192
7.7.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
11
CONTENTS
8 Determinism 195
8.1 Confluence and reachability . . . . . . . . . . . . . . . . . . . . . . . . . 196
8.2 Spontaneously enabled actions . . . . . . . . . . . . . . . . . . . . . . . 197
8.3 Initially enabled actions . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
8.4 The triggering relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
8.5 Enabled sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
8.6 Sufficient conditions for determinism . . . . . . . . . . . . . . . . . . . . 209
8.6.1 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
8.7 Time-divergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
8.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.8.1 Other methods to show determinism . . . . . . . . . . . . . . . . 214
8.8.2 Determinism for networks of IMCs. . . . . . . . . . . . . . . . . . 214
8.8.3 Practical repercussions . . . . . . . . . . . . . . . . . . . . . . . . 215
9 Arcade 217
9.1 Syntax of Arcade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
9.1.1 Formal grammar . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
9.1.2 Basic component . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
9.1.3 Logical gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
9.1.4 Repair units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
9.1.5 Spare management units . . . . . . . . . . . . . . . . . . . . . . . 221
9.1.6 Other Arcade elements . . . . . . . . . . . . . . . . . . . . . . . 221
9.1.7 Well-formed Arcade models . . . . . . . . . . . . . . . . . . . . 222
9.1.8 Examples of Arcade models . . . . . . . . . . . . . . . . . . . . 223
9.2 Operational behaviour of Arcade . . . . . . . . . . . . . . . . . . . . . 226
9.2.1 Basic component . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
9.2.2 Logical gates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
9.2.3 Dedicated repair units . . . . . . . . . . . . . . . . . . . . . . . . 232
9.2.4 Preemptive prioritised repair unit. . . . . . . . . . . . . . . . . . 234
9.2.5 First-come-first-serve repair units . . . . . . . . . . . . . . . . . . 236
9.2.6 Operational semantics of an Arcade model . . . . . . . . . . . . 238
9.3 Triple compositionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
9.4 Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
9.4.1 Basic components . . . . . . . . . . . . . . . . . . . . . . . . . . 244
9.4.2 Logical gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
9.4.3 Dedicated repair units . . . . . . . . . . . . . . . . . . . . . . . . 247
9.4.4 Preemptive prioritised repair units . . . . . . . . . . . . . . . . . 247
9.4.5 First-come-first-serve repair units . . . . . . . . . . . . . . . . . . 248
9.5 Deterministic Arcade models . . . . . . . . . . . . . . . . . . . . . . . 248
9.5.1 Destruction by failure assumption . . . . . . . . . . . . . . . . . 249
9.5.2 Spontaneous and initial actions . . . . . . . . . . . . . . . . . . . 250
9.5.3 Triggering relation . . . . . . . . . . . . . . . . . . . . . . . . . . 251
9.5.4 Non-confluent pairs of actions . . . . . . . . . . . . . . . . . . . . 253
9.5.5 Sufficient conditions for determinism . . . . . . . . . . . . . . . . 254
12
CONTENTS
9.5.6 Sufficient conditions for non-divergence . . . . . . . . . . . . . . 255
9.5.7 Spare management units . . . . . . . . . . . . . . . . . . . . . . . 256
9.5.8 Algorithm and Complexity . . . . . . . . . . . . . . . . . . . . . 256
9.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
9.6.1 Analysis of Arcade models . . . . . . . . . . . . . . . . . . . . . 259
9.6.2 Other measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
10 Conclusion 267
10.1 Modular semantics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
10.2 Dealing with non-determinism and divergence . . . . . . . . . . . . . . . 268
10.3 Avenues for future research . . . . . . . . . . . . . . . . . . . . . . . . . 269
10.3.1 Modular schedulers . . . . . . . . . . . . . . . . . . . . . . . . . . 269
10.3.2 Analysis of infinite-state I/O-IMCs . . . . . . . . . . . . . . . . . 270
10.3.3 Analysis of open I/O-IMCs . . . . . . . . . . . . . . . . . . . . . 272
A Proofs 275
A.1 Proofs of Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
A.1.1 Proof of Proposition 18 . . . . . . . . . . . . . . . . . . . . . . . 275
A.1.2 Proof of Proposition 19 . . . . . . . . . . . . . . . . . . . . . . . 277
A.1.3 Proof of Lemma 16 . . . . . . . . . . . . . . . . . . . . . . . . . . 278
A.1.4 Proof of Theorem 35 . . . . . . . . . . . . . . . . . . . . . . . . . 279
A.1.5 Proof of Theorem 36 . . . . . . . . . . . . . . . . . . . . . . . . . 281
A.1.6 Proof of Lemma 17 . . . . . . . . . . . . . . . . . . . . . . . . . . 282
A.1.7 Proof of Theorem 37 . . . . . . . . . . . . . . . . . . . . . . . . . 283
A.1.8 Proof of Proposition 21 . . . . . . . . . . . . . . . . . . . . . . . 285
A.1.9 Proof of Theorem 38 . . . . . . . . . . . . . . . . . . . . . . . . . 286
A.1.10 Proof of Theorem 39 . . . . . . . . . . . . . . . . . . . . . . . . . 291
A.1.11 Proof of Theorem 40 . . . . . . . . . . . . . . . . . . . . . . . . . 293
A.1.12 Proof of Theorem 41 . . . . . . . . . . . . . . . . . . . . . . . . . 295
A.1.13 Proof of Proposition 18 . . . . . . . . . . . . . . . . . . . . . . . 296
A.1.14 Proof of Proposition 23 . . . . . . . . . . . . . . . . . . . . . . . 298
A.1.15 Proof of Theorem 42 . . . . . . . . . . . . . . . . . . . . . . . . . 298
A.1.16 Proof of Theorem 43 . . . . . . . . . . . . . . . . . . . . . . . . . 299
A.2 Proofs of Chapter 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300
A.2.1 Proof of Proposition 25 . . . . . . . . . . . . . . . . . . . . . . . 300
A.2.2 Proof of Theorem 45 . . . . . . . . . . . . . . . . . . . . . . . . . 301
A.2.3 Proof of Theorem 47 . . . . . . . . . . . . . . . . . . . . . . . . . 302
A.2.4 Proof of Theorem 49 . . . . . . . . . . . . . . . . . . . . . . . . . 307
A.2.5 Proof of Proposition 26 . . . . . . . . . . . . . . . . . . . . . . . 309
A.2.6 Proof of Theorem 50 . . . . . . . . . . . . . . . . . . . . . . . . . 310
A.2.7 Proof of Theorem 51 . . . . . . . . . . . . . . . . . . . . . . . . . 312
13

1
Introduction
Markov chains are a versatile and widely used means to model an extensive variety
of stochastic phenomena from bio-chemical reaction networks [19] to the performance
of computer systems [22], and even the structure of the internet [40]. Besides their
versatility, one of the main reasons why Markov chains are so popular is their simplicity.
Under mild assumptions, the dynamics of a Markov chain can be represented by a simple
matrix. This makes Markov chains easy to represent and analyse using linear-algebraic
techniques.
This thesis studies a way to model and analyse complex stochastic systems in a
compositional fashion. To illustrate the main innovation, consider the following scenario:
we want to study the reliability of a cooling system consisting of several pumps, valves,
and filters. Each of the components of such a system behaves stochastically: after some
random delay, a pump or a valve of the system may fail. We may be able to model the
behaviour of these components of the system using a stochastic model (such as a Markov
chain). To study the stochastic behaviour of the entire cooling system we need some way
of combining the representations of the components (pumps, valves, and filters) to define
the representation of the whole system. Input/output interactive Markov chains (I/O-
IMCs) enables us to do exactly that. The formalism of I/O-IMCs allows us to describe
both the stochastic aspect of the pumps, valves, and filters and the way in which these
components interact. A description of the entire system then arises naturally through
the composition of its components. To see how we arrive at the formalism of I/O-IMCs
we will first discuss Markov chains.
1.1 Markov chains
Markov chains come in two flavours depending on the way time is modelled: discrete-
time Markov chains (DTMCs), where time proceeds in discrete steps, and continuous-
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time Markov chains (CTMCs), where time is continuous. In general, DTMCs are useful
for modelling systems where all events occur synchronously, whereas CTMCs are more
appropriate for modelling systems where different events may occur on different time
scales. In this thesis we will use CTMCs as the way to model stochastic phenomena
and we will focus on systems that exhibit widely different time-scales. For instance,
in a dependable system, the time it takes to repair some component of the system is
usually several orders of magnitude smaller than the mean time between failures of that
component.
1.1.1 Syntax and semantics
It is very common to represent a CTMC as a graph with positive real numbers on
the edges. We can induce a Markov chain from such a graph by giving it a very simple
semantics: the graph represents a jump process, namely a stochastic process with a state
space given by the set of vertices of the graph and where the probability of jumping from
a state x to a state y in an infinitesimal time interval is proportional to the real number
on the edge from x to y. Moreover, this probability is independent of any past jumps of
the jump process. It is well-known that this simple assumption is enough to construct
the complete Markov chain from the graph [1] and we will revisit this construction in
Chapter 3. We could say that the graph is the syntax or description of the CTMC,
whereas the CTMC viewed as the above jump process is the semantics or meaning of
the graph. In matrix form, the graph is usually referred to as the infinitesimal generator
matrix of the chain.
1.1.2 Composition
Let us return to our example of a dependable cooling system consisting of a number of
different components. We might hope to model such a system directly as a Markov chain,
but unfortunately the size of this Markov chain would grow excessively with the number
of components of the system we need to consider. Creating such a large, monolithic
description of a complex system is thus both difficult and error-prone. Instead, it would
be much simpler if we were able to model the components of the system individually
and then combine them to thereby obtain a faithful model of the entire system. If the
combination of components is a generic operation, this ensures that the modelling effort
grows only linearly in the number of components of the system.
This may raise the question whether we can compose different CTMCs to build up
complex CTMCs? In fact, there is a direct way of accomplishing this if one assumes
that various components of the system are independent. In terms of the graphs that
represents the component CTMCs we can indeed construct their “composition” by in-
terleaving the edges of the two component graphs (see for instance [26]). Equivalently,
we can construct the “composition” of two infinitesimal generator matrices by taking
their Kroenecker product [46]. This results in a faithful representation of the composed
system and its associated jump process, and in fact this construction is entirely modu-
lar : What we get is the jump process of the two composed graphs; by assuming the two
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underlying jump processes are independent we obtain their cross-product jump process.
In other words, we can find the semantics of the composition of two CTMCs from the
semantics of the component CTMCs, and this semantic composition exactly matches
the syntactic composition on the graph representation of CTMCs. We will use this
simple notion of composition for CTMCs as one of the ingredients in our compositional
Markovian model.
Unfortunately, this way of composing Markov chains is very uninteresting. Our
assumption that the component CTMCs are independent, means that the corresponding
components of the system do not influence each other, so we are bound to complex
system models where components are completely isolated. But for those systems we can
model and study the components in isolation. There is no point in composing them in
the first place, if they do not interact in some way or another. What we are missing
is a way to represent the fact that components in a system may indeed interact. To
put it differently, we need a way to model that the behaviour of one component in a
system may be influenced (changed) by the behaviour of other components in the same
system. In this thesis, we will attack this problem by combining CTMCs with a purely
interaction-oriented discrete-state formalism.
1.2 IOA
The input/output automata model (IOA) was introduced by Lynch and Tuttle to study
distributed algorithms [33]. They describe distributed algorithms by modelling their
component algorithms, thus avoiding the need to give a monolithic description for the
entire distributed algorithm. In fact, the use of IOA not only allows for the modelling of
complex distributed algorithms, it also turns out to be a great aid in the analysis of them.
Lynch and Tuttle showed that, under certain fairness assumptions, properties of the
distributed algorithm can be derived directly from the properties of its components [33].
We will give a short sketch of IOA here and we will review the theory of IOA in detail
in Chapter 4.
1.2.1 Syntax and semantics
As we did for CTMCs, we will treat IOA as a graph-based formalism. In essence, an
IOA is a graph where vertices represent states and the edges are labelled with actions.
Actions represent different types of “events” that may happen. An example of a type
of event is “button is pushed” or “message X is sent”. The intuitive meaning of an
edge, also called a transition, from vertex x to vertex y with action a is that, when the
component is in state x and an event of type a happens, then the component will change
to state y. We will dive deeper into the details of IOA in Chapter 4.
We have seen that a transition of an IOA represents the occurrence of an event of a
particular type. The semantics of an IOA is then the set of possible sequences of actions
that may happen. Such a sequence of action is called a trace. It should be mentioned
that certain sequences of actions are considered unfair and are therefore not considered.
The use of such fairness assumptions makes sure that certain unrealistic or undesirable
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phenomena are not possible. An example of undesired behaviour is when actions of one
component in a distributed algorithm are indefinitely postponed by other components’
actions. The set of fair traces of an IOA represents all the different sequences of actions
that may occur for that IOA.
1.2.2 Composition
IOA allow us to model the way in which components interact. We say two components
interact, if the behaviour of one component influences the behaviour of the other. That
is, the semantics of an IOA is different in the context of another IOA, than its semantics
in isolation. In terms of the graph-syntax of an IOA, interaction is modelled by synchro-
nising the transitions of IOA that we wish to compose. In essence, when we compose
two IOA, any pair of transitions that have the same action label must happen at the
same time. Pairs of transitions with different action labels are interleaved.
In this way, we can construct, given two graphs representing IOA, a graph repre-
senting their composition. The semantics of such a composite IOA is again its set of
fair traces. Lynch and Tuttle have shown that composition for IOA is sound : when
we project a fair trace of a composite IOA onto its components we obtain fair traces
of the component IOA [33]. This allows us to prove properties of complex distributed
algorithms by studying their components: if a sequence of actions if not a fair trace of
the IOA representing a component of the algorithm, then this sequence of actions will
be impossible in the complete distributed algorithm.
We have seen that both CTMCs and IOA have a sound compositional semantics.
In this thesis, we will combine these two formalisms in an orthogonal way to find a
compositional Markov model which again has a sound compositional semantics.
1.3 I/O-IMCs
IOA thus give us a way to model interaction between components, whereas in CTMCs
we found a way to model stochastic phenomena. We can combine CTMCs and IOA
to find a compositional way of modelling complex stochastic systems: input/output
interactive Markov chains (I/O-IMCs) are designed to be used to model and analyse
complex stochastic systems in a compositional way. The representation of an I/O-
IMC is a graph whose edges are labelled with either positive real values or actions.
We call the former Markovian transitions and the latter interactive transitions. The
composition operator is also an orthogonal combination of composition for CTMCs and
IOA: Markovian transitions, as well as transitions with different actions are interleaved,
while transitions where the actions have equal names are synchronised. We will dive
into the details of the graph representation of I/O-IMCs in Chapter 5.
1.3.1 A compositional semantics for I/O-IMCs
In order to use I/O-IMCs to represent the components of complex stochastic systems,
it is important to understand the semantics of an I/O-IMC model in isolation, and
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in composition. In Chapter 6 we will equip I/O-IMCs with a semantics, orthogonally
combining the semantics of CTMCs and IOA: Markovian transitions will occur stochas-
tically as for CTMCs and interactions will occur according to the semantics of IOA.
As a semantical underpinning of I/O-IMCs we introduce interactive jump processes a
variation on classical jump processes. This is the first modular semantics for I/O-IMCs.
A core insight is that composition of I/O-IMCs is again sound with respect to its se-
mantics. It is important to note that the semantics of an I/O-IMC is non-deterministic:
an I/O-IMC is represented by a set of interactive jump processes, in the same way as
an IOA is represented by a set of fair traces.
We can thus proceed and employ I/O-IMCs to give semantics to a complex depend-
able system, by modelling its components with I/O-IMCs. The I/O-IMC semantics of
the entire system arises naturally by composing the I/O-IMCs that represent its com-
ponents.
Still, being able to model complex dependable systems is not the end of the story.
We also wish to analyse such systems, to quantify different dependability properties. In
Chapter 7 we will study the semantics of closed I/O-IMCs, i.e., I/O-IMCs that do in-
teract among their components, but do not interact with the surrounding environment.
Such I/O-IMCs arise as models of complete dependable system and generally are the
result of composition of many component I/O-IMCs. We will see that we can trans-
late closed I/O-IMCs into continuous-time Markov decision processes (CTMDPs) [28].
CTMDPs can be seen as extensions of CTMCs where, at each state, many probabilistic
transitions are possible; the choice between these transitions is performed in a non-
deterministic fashion. The translation allows us to apply standard CTMDP analysis
techniques to analyse closed I/O-IMCs.
1.3.2 Determinism
Initially, we started off with the intention to provide a way to construct stochastic
models in a compositional way. However, the semantics of an I/O-IMC is in general not
a stochastic process, but rather a stochastic non-deterministic model, such as a CTMDP.
This is also the case for the particular instance of closed I/O-IMCs i.e., I/O-IMCs that
do not interact with their environment. It is caused by the fact that IOA are inherently
non-deterministic. The semantics of an IOA is a set of fair traces, representing a non-
deterministic selection of the possible fair traces of the model. This non-determinism
is inherited by I/O-IMCs, where the semantics gives rise to sets of interactive jump
processes. However, not all I/O-IMCs are non-deterministic. Certain I/O-IMCs in
fact do not contain non-deterministic choices. In Chapter 7 we will establish that the
semantics of such a deterministic I/O-IMC is indeed a single interactive jump process,
thus a CTMC.
When the semantics of a closed deterministic I/O-IMC is a CTMC, this allows us to
apply standard Markov chain solution techniques to analyse such I/O-IMCs. This is of
interest since CTMC analysis techniques are very well established and generally more
efficient than CTMDP analysis techniques, where efficiency and analysis improvements
are still subject of ongoing research [38, 9]. In addition, the absence of non-determinism
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makes it possible to apply an entirely different class of algorithms for CTMCs, namely
those that can be applied on-the-fly, i.e. without constructing the entire graph of the
CTMC prior to analysis. For deterministic I/O-IMCs arising as the composition of many
smaller I/O-IMCs this means that we can analyse such I/O-IMCs without computing
the graph representation of the composed I/O-IMC, whose size may grow exponen-
tially in the number of component I/O-IMCs. However, in order to apply such analysis
techniques it is necessary to know beforehand which composed I/O-IMCs are in fact
deterministic. In Chapter 8 we will discuss structural conditions on the graph level that
ensure determinism, and can be computed in an efficient way.
1.3.3 Expressiveness
Finally, it is important to ensure I/O-IMCs are expressive enough to model interesting
complex dependable systems. In Chapter 9 we will present the use of I/O-IMCs as
an underlying semantics for the high-level modelling language Arcade. The latter has
been designed as a modelling language to describe complex dependable systems. We will
also apply the theory developed in Chapter 8 to provide an efficient way of determining
which Arcade model correspond to deterministic I/O-IMCs. All in all, we demonstrate
that I/O-IMCs can be used to
• model complex dependable systems by modelling their components,
• give an I/O-IMC semantics to such a system by taking the composition of the
I/O-IMC semantics of its components,
• study parts of an Arcade model in isolation, and
• prove dependability properties of the system by translating the I/O-IMC to a
CTMDP or CTMC and applying standard analysis techniques.
1.4 Contribution and structure
This section presents the structure of the thesis body, discusses the novelty of its con-
tribution, and relates it to previously published work the thesis builds on. Figure 1.1
displays how the chapters of the thesis build on each other.
• In Chapter 2 we discuss some preliminaries that will be useful throughout the
thesis. In particular, we establish our notion of a state space, which is somewhat
different from the state spaces used in the context of, e.g., process algebras. In this
chapter we also review some fundamentals from the realm of probability theory
which can be found in any textbook on the subject.
• Chapter 3 discusses Markov chains, in particular CTMCs, following the discussion
of CTMCs by Anderson, Doob, and Freedman [1, 16, 17]. In this chapter, we give a
proof for the correctness of the equivalence of weak bisimulation for CTMCs, that
is applicable to a wider range of CTMCs than earlier proofs and uses a different
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Figure 1.1: Structure of the thesis.
proof strategy which will be relevant when we revisit weak bisimulation in the
context of the semantics of I/O-IMCs.
• Chapter 4 discusses a variant of IOA. It is based on the work on IOA by Lynch
and Tuttle [33], but we need to make some small changes to the interpretation of
IOA to facilitate combining IOA with CTMCs. We will demonstrate that these
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changes do not affect the important modularity results for IOA.
• In Chapter 5 we discuss the syntax of I/O-IMCs and structural operations on it.
This chapter is based on joint work with Boudali and Stoelinga [4, 5, 6, 7].
• Chapter 6 presents a modular semantics for I/O-IMCs in terms of interactive
jump processes (a variant of jump processes, where each jump is annotated with
an action-trace). The notion of interactive jump processes, their use as semantic
underpinning of I/O-IMCs, and the modularity result of the I/O-IMC semantics
original to the thesis and have not yet been unpublished.
• Chapter 7 focusses on the semantics of closed I/O-IMCs, and provides a transla-
tion to CTMDPs. This translation is based closely on a similar translation from
interactive Markov chains (IMCs) to CTMDPs developed by Johr [30], which has
been applied to I/O-IMCs in previous joint work [5, 6]. However, instead of using
the translation to give a monolithic semantics to I/O-IMCs we establish that this
translation arises naturally from the modular semantics developed in Chapter 6.
• In Chapter 8 we proceed by developing sufficient structural conditions for the
determinism of a composite I/O-IMC as well as an efficient algorithm to deter-
mine whether these conditions are satisfied. This chapter represents novel and
unpublished scientific insights.
• Chapter 9 introduces the high-level dependability modelling language Arcade
and its semantics in terms of I/O-IMCs. This chapter is based on previously
published joint work with Boudali, Haverkort, Kuntz, and Stoelinga [3], and work
by Maaß [34]
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Preliminaries
This chapter walks through several topics which are needed for the remainder of the
thesis. The first section discusses our notion of discrete states. The second section in-
troduces standard concept from probability theory and can be easily skipped for readers
with a background in probability theory. Finally, the third section briefly explains the
use of Laplace transforms.
2.1 States
In essence, a state is a snapshot of the current situation of a system. For instance, if our
system is a computer, a state describes the current content of registers, memory, hard
disk, etc. In this section we give some mathematical structure to the collection of states
we consider. Most importantly, we define a parallel composition operator for states. If
one component of a complex system occupies a state x, and another occupies a state
y, then we say that their parallel composition (i.e., the system consisting of both these
components) occupies the state x‖y. In summary, we want to define
• an infinite set of states Sall,
• which can be composed with a parallel operator ‖, and
• which can be compared with an equivalence relation =s which respects ‖.
We will now give the technical details of our interpretation of states.
Our set of all states Sall is induced by applying the parallel composition operator to
a set Sbasic of basic or atomic states.
Definition 1. Let Sbasic be a set of basic states and let (Sall, ‖) be the free semigroup
induced by Sbasic. That is, Sall is the set of all strings of elements of Sbasic. Since (Sall, ‖)
is a semigroup we have,
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• Closure
x, y ∈ Sall =⇒ x‖y ∈ Sall, and
• Associativity
∀x, y, z ∈ Sall · x‖(y‖z) = (x‖y)‖z.
Note that (Sall, ‖) is the free semigroup, which means that two states in Sall are equal
if and only if their equality can be derived from the associativity of the operator ‖. We
might expect the parallel composition operator to be commutative (i.e. x‖y = y‖x), but
this would cause problems, since it is often important to know which state in a parallel
composition belongs to which component.
We further assume that, to an outside observer, certain states are indistinguishable.
In other words, the states are partially observable. Consider, for example, a computer.
We can observe the computer’s display and the sounds it makes, however, the exact
state of the computer may include the contents of the memory and registers. We may
not be able to distinguish two computers which display the same image, although the
contents of, e.g., their memory may be different.
We assume there exists a congruence relation =s on (Sall, ‖) such that ‖ is commu-
tative and transitive with respect to =s and each equivalence class of =s is infinitely
large. This relation =s describes the observable part of a state. If two states are equiv-
alent according to =s then we cannot observe a difference between them, although the
states may be different according to the syntactic equivalence relation =. In this case,
we say that such states are observably equivalent. Note that composite states may be
observably equivalent to basic states.
For technical reasons, we will consider in this thesis only subsets of Sall which are of
a lower dimension than Sall and the equivalence classes of Sall with respect to =s. That
is, we only consider sets S such that Sall \S is infinitely large and the set [x]=s \S is also
infinitely large for any equivalence class of Sall with respect to =s. The consequence is
that, for any two such subsets S1 and S2 we have that we can always find a set S
′
2 which
is disjoint from S1, but isomorphic to S2 up to =s.
It will be useful to lift the equivalence relation =s to sets of states. We interpret a
set of states as a choice between these states. Two sets of states are then equivalent, if
no matter which two representative states we choose they are always equivalent. That
is, two sets C,D ⊂ Sall are equivalent, written – by abuse of notation – C =s D, if for
all pairs x ∈ C, y ∈ D we have x =s y.
Note that neither the equivalence relation =s or the equivalence = make any state-
ments about the dynamics of processes that take values in some subset of Sall. This
means that different processes may occupy the same state at the same time, but still
behave differently afterwards.
To give some insight into our reasons to assume such an equivalence relation =s, we
now give several examples of how it may be realized.
1. We might associate with each basic state a reward or cost. That is, we have a
function fb : Sbasic → R which assigns a reward to each basic state. Now we can
use fb to induce a reward function on all states f : Sall → R by applying some
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commutative and transitive operator on the reals to define the reward of composite
states. For instance, we could define f to be the function induced by the axioms
f(x) = fb(x), x ∈ Sbasic
and
f(x‖y) = f(x) + f(y), x, y ∈ Sall.
Now, we can define =s as equality of rewards, i.e.,
x =s y ⇔ f(x) = f(y).
Since addition is commutative and transitive, we have that the parallel composi-
tion operator ‖ is commutative and transitive with respect to =s. Other possible
operators are multiplication, maximum, minimum, etc.
2. Assume there exists a countable set L of state-labels and a function fb : Sbasic → 2
L
which assigns a subset of state-labels to each basic state. These state-labels then
describe the observable part of the state. Again we can define the state-labels
of composite states by using some commutative and associative set-operator such
as union or intersection. The equivalence relation =s is then defined simply as
equivalence of the sets of state-labels of states.
2.2 Probability theory
In this section we describe several topics from basic probability theory. This section can
be skipped for those familiar with probability theory.
2.2.1 Stochastic experiments
A stochastic experiment is an experiment whose outcome is completely determined by
chance. Examples include rolling dice, flipping coins, buying lottery tickets, etc. Math-
ematically, we describe a stochastic experiment as a probability space.
Definition 2 (Probability space). A stochastic experiment can be described by a prob-
ability space, which is a triple (Ω,F , P ), where
• Ω is the set of all possible outcomes of the experiment, called the sample space,
• F is a set of events, called the σ-algebra, where each event is a subset of Ω, and
– F contains Ω and the empty set ∅,
– F is closed under complement, we have
A ∈ F =⇒ Ω \ A ∈ F ,
and,
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– F is closed under countable union, for countably many events {Ai | i ∈ N},
we have
∀i ∈ N ·Ai ∈ F =⇒
∞⋃
i=1
Ai ∈ F .
• P is a probability measure function from F to [0, 1], where
– P is countably additive, for countably many pairwise disjoint events {Ai ∈ N}
we have,
P
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai),
and
– P assigns one to the set of all outcomes,
P (Ω) = 1.
The set Ω is the set of all possible outcomes of the experiment. Performing the
experiment (e.g., rolling a die or flipping a coin) means picking an outcome ω out of Ω.
The function P is used to attach probabilities to the outcomes. If Ω is finite, then we
can define P such that it simply assigns a probability to each outcome and we can pick
the simple σ-algebra F = P(Ω). An event is measurable if it is in F .
Example 1. Let’s roll a fair six-sided die. We choose as the set of possible outcomes
the number of pips the die shows,
Ω = {1, 2, 3, 4, 5, 6}.
We use the standard σ-algebra for finite sample spaces F = P(Ω), i.e., F contains all
subsets of Ω. The probability function P uniformly randomly picks an outcome, i.e.,
P ({ω}) = 1/6, ω ∈ Ω.
For finite sample spaces, we can derive all other event-probabilities from the probabilities
of the individual outcomes. For instance, the probability of throwing an odd number,
which is described by the event {1, 3, 5} can be calculated using the countable additivity
of P ,
P ({1, 3, 5}) = P ({1} ∪ {3} ∪ {5}) = P ({1}) + P ({3}) + P ({5}) = 1/2.
Note that we have some freedom in choosing the set of possible outcomes. If we throw
our die onto a one meter by one meter table, we could also note the position of the die
after rolling. The set of all outcomes would then be {1, 2, 3, 4, 5, 6} × [0, 1] × [0, 1] and
would be uncountable! Still, we can choose the same simple σ-algebra as before, namely
F = {{(i, x, y) | i ∈ v, x ∈ [0, 1], y ∈ [0, 1]} | v ⊂ {1, 2, 3, 4, 5, 6}}.
For each subset v of the original sample space, we consider the event “the number of
pips shown is in v and the die is located anywhere on the table”. This cleverly chosen
σ-algebra allows us to use our simple probability function P , despite the uncountable
nature of the sample space. In general, we cannot always perform such a construction.
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From a single stochastic experiment we may want to derive different properties. For
instance, if we role two dice, we may be interested in the sum of pips, difference of pips,
or even the product of the pips. We describe such properties as random variables.
Definition 3 (Discrete random variable). Given a probability space (Ω,F , P ) and a
countable state space S, a random variable X is a function from sample space Ω to state
space S, such that the inverse of X, written X−1 is measurable, i.e. for each x ∈ S we
have that the set,
{ω | X(ω) = x}
is measurable. The probability function P then describes the probability that the random
variable X takes on a particular value x ∈ S. We write Pr(X = x) for this probability
and find
Pr(X = x) = P ({ω | X(ω) = x}).
Example 2. Let us roll two fair six-sided dice. We are interested in the total number
of pips showing on the two dice. First we define the probability space of this experiment.
We have outcomes Ω = {1, 2, 3, 4, 5, 6}×{1, 2, 3, 4, 5, 6}, the standard σ-algebra for finite
sample spaces consisting of all subsets of Ω, and for each outcome 〈x, y〉 ∈ Ω we have
P ({〈x, y〉}) = (1/6)2 = 1/36. Note that we can construct this probability space from two
copies of the probability space in Example 1.
Now consider the random variable X which maps outcomes to natural numbers in
the following way,
X(〈x, y〉) = x+ y,
for all 〈x, y〉 ∈ Ω. We can compute probabilities for the values of X. For instance, the
probability to roll 5 pips is the probability of the event A = {ω | ω ∈ Ω,X(ω) = 5}. We
have
Pr(X = 5) = P ({〈1, 4〉}) + P ({〈2, 3〉}) + P ({〈3, 2〉}) + P ({〈4, 1〉}) = 4/36.
For uncountable state spaces, such as R≥0, we can define continuous random variables
in a similar way as discrete random variables. However, the requirement of measurability
is slightly more involved in the continuous case. As a final remark on random variables
and probability spaces, we note that we usually have a single probability space on which
all random variables are defined. If necessary, probability spaces of different experiments
can easily be combined. We have seen an example of this construction in Example 2
where the probability spaces of two die-experiments where combined.
2.2.2 Basic laws of probability
We now give some often used definitions and useful laws of probability. We fix a proba-
bility space (Ω,F , P ) and let A,B,C be events in F . We then use the following notations
Pr(A) ≡ P (A),
Pr(A ∨B) ≡ P (A ∪B),
Pr(A ∧B) ≡ P (A ∩B), and
Pr(¬A) ≡ P (Ω \A).
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By applying results from set theory to the events we find the following results
Pr(A ∨B) = Pr(A) + Pr(B)− Pr(A ∧B),
Pr(A ∧B) = Pr(A ∨B)− Pr(A ∧ ¬B)− Pr(B ∧ ¬A), and
Pr(¬A) = 1− Pr(A).
We complete our discussion of basic probability theory by introducing the notion of
dependency between events and conditional events.
Definition 4 (Independence of events). Given a probability space (Ω,F , P ), we say two
events A and B in F are independent if,
Pr(A ∧B) = Pr(A) Pr(B).
Definition 5 (Conditional probabilities). Given a probability space (Ω,F , P ) and two
events A and B in F , such that Pr(B) > 0, the probability of A under the condition B,
written Pr(A | B) is defined as the probability of A and B divided by the probability of
B
Pr(A | B) =
Pr(A ∧B)
Pr(B)
.
For independent events A and B we have
Pr(A | B) =
Pr(A ∧B)
Pr(B)
=
Pr(A) Pr(B)
Pr(B)
= Pr(A).
We find the following laws concerning conditional probabilities. Let {Ci | 1 ≤ i ≤ n}
be a countable set of events such that
⋃n
i=1 Ci = Ω. We then have
Pr(A ∧B) = Pr(A|B) Pr(B),
Pr(A) =
n∑
i=1
Pr(A ∧ Ci), and
Pr(A) =
n∑
i=1
Pr(A|Ci) Pr(Ci).
The last two laws are two different descriptions of the law of total probability.
As a final comment, it is important to note that any event B, such that Pr(B) > 0
induces a new conditional probability space with probability function PB such that, for
any event A ⊂ Ω, we have
PB(A) = Pr(A | B).
We can easily show that the function PB is indeed a probability function.
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2.2.3 Stochastic Processes
In the previous section we have seen that we can describe a single stochastic experiment
using a probability space and we can describe interesting properties of a stochastic
experiment as random variables. A stochastic process describes a series of stochastic
experiments. Given a set of time-points T a stochastic process defines a random variable
X for each time-point t ∈ T .
Definition 6 (Stochastic process). Given a time-domain T , a stochastic process is
a family of random variables {X(t) | t ∈ T} defined over the same probability space
(Ω,F , P ) and taking values in a set S, called the state space of the process.
Example 3. Let’s roll two fair six-sided dice repeatedly. Let X(i), for any i ∈ N be
the random variable that describes the sum of the pips showing after the i-th dice roll
(as in Example 2). We first define the probability space. Each outcome is an infinitely
long series of pairs from {1, 2, 3, 4, 5, 6} × {1, 2, 3, 4, 5, 6}. We say the sample space
Ω is the set of all functions from N to {1, 2, 3, 4, 5, 6} × {1, 2, 3, 4, 5, 6}. Defining the
σ-algebra and probability function is a bit more complicated as the usual strategy of
defining a probability for each outcome fails. For instance, if we assign to the outcome
〈x1, y1〉, 〈x2, y2〉, . . . probability
∏∞
i=1 P¯ ({〈xi, yi〉}), where P¯ is the probability function
from Example 2, then we would assign probability zero to each outcome!
Instead, we use events that describe finitely many dice-rolls. For instance, F contains
the event “third dice-roll is 〈3, 5〉 and fifth dice-roll is 〈6, 4〉”. This event A contains all
the outcomes which match the description.
A = {ω | ω ∈ Ω, ω(3) = 〈3, 5〉, ω(5) = 〈6, 4〉}.
For this event we define the probability
P (A) = P¯ ({〈3, 5〉}) · P¯ ({〈6, 4〉}) = (1/36)2.
In general we find for an n-dimensional event A, which describes the state of the process
at time-points t1, . . . , tn, such that the ti-th dice-roll is 〈xi, yi〉 the probability
P (A) =
n∏
i=1
P¯ ({〈xi, yi〉}) = (1/36)
n.
The random variables X(t) are defined over the same probability space, so given an
outcome ω ∈ Ω, we find for each time-point t a value x ∈ S such that X(t)(ω) = x. This
series of values is called a trajectory of the stochastic process.
Definition 7 (Trajectory). Given a stochastic process X and an outcome ω ∈ Ω, the
trajectory described by ω is a function fω : T → S such that
fω(t) = X
(t)(ω).
Abusing the notation, we write ω(t) for fω(t). This also matches the usual construction
of the sample space Ω as a set of functions from T to S.
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A trajectory can be understood to be a single “run” of the stochastic process. If
the time-domain is infinite, then single trajectories are usually not included as events
and therefore do not have a probability. For instance, for Example 3 the probability of
throwing two “ones” infinitely often is not measurable, although given the definition of
P we would intuitively say the probability is zero.
We have so far left the nature of the time-domain T open. Instead of going into
detail we note that there are two common choices for T : the set of all natural numbers
N, in which case T is countable and X is called a discrete-time stochastic process, or
the set of all positive real numbers R≥0, in which case T is uncountable and X is called
a continuous-time stochastic process.
Example 4. Consider a single molecule of a radio-active material with decay-constant
λ. We can model the decay of this molecule as a stochastic experiment whose outcome
is a time-point t ∈ R≥0 which denotes the time of decay. We then have Ω = R≥0. We
consider the σ-algebra induced by the events {At | t ∈ R≥0}, where
At = {ω | ω ≤ t}.
From physics it is known that we find probabilities
P (At) = 1− e
−λt.
Consider the stochastic process
{
X(t)
}
t∈R≥0
, which records the number of molecules at
every point in time. That is, for an outcome ω ∈ Ω we have
X(t)(ω) =
{
1, if t < ω,
0, if t ≥ ω.
If the trajectories of a stochastic process are piecewise constant (such as the trajec-
tories of the stochastic process in Example 4), then the stochastic process is called a
jump process.
Definition 8. Given a state space S and a continuous time-domain T , a stochastic
process {X(t) | t ∈ T} which takes values in S is a jump process if its trajectories are
piece-wise constant. The jump process X is called stable if for any state x ∈ S and any
time-point t ∈ T we have
lim
h↓0
Pr(X(t+h) = x | X(t) = x) = 1
In fact, the process described in Example 4 is one example a stable jump process.
We will now give another example of a jump process.
Example 5. Consider a queue in a convenience store. At any time zero or more
customers may be waiting in the queue depending on when they join the queue and how
fast customers pay for their purchases at the register. We will consider the stochastic
process {X(t) | t ∈ R≥0} which describes the number of customers in the queue at any
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given time-point. We will choose Ω = N0 as the sample space of all X
(t) and we will use
the standard sigma algebra consisting of all subsets of Ω.
Let’s say that our first customer joins the queue at time-point Y1 and the second
customer joins the queue Y2 time-points later and so forth. The time it takes for the
customers to pay at the register is given by Z1, Z2, etc. Now assume that the arrival
times are independent random variables that are all uniform distributed between 2 and
6 time-units, i.e. for all i ∈ N we have
Pr(Yi ≤ t) =
max(min(t, 6), 2) − 2
4
.
Furthermore we have that every customer spends either 3 or 5 time-units at the cash
register (depending on how they pay). We will assume that each customer has a 50%
chance of spending either 3 or 5 time-units at the cash register:
Pr(Zi = n) =
{
1/2, if n = 3 or n = 5,
0, otherwise.
Figure 2.1 gives an example of a trajectory of X. It should be clear that X is a jump
process since its trajectories are indeed piece-wise constant. This example illustrates that
the distribution of the times between jumps of a jump-process does not matter as long
as it is not zero (i.e., is zero with probability zero).
t
X(t)
0
1
2
3
Figure 2.1: Example of a trajectory for the jump process X which describes the number
of customers in a queue. The first customer arrives after 4 times units and takes 3
time-units to pay (leaving the queue at t = 7). The second customer arrives 2.5 time-
units after the first one (at t = 6.5) and leaves 5 time-units later (at t = 11.5). A
third customer arrives 2 time-units after the second and leaves after 5.5 time-units (not
shown).
2.3 Laplace transform
The Laplace transform is an alternative way to represent functions. In certain situations
it is easier to work with the Laplace transform of a function than with the function itself.
We now briefly discuss Laplace transforms without going into detail, since we will use
Laplace transforms in Chapter 3.
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Definition 9. Given a function f : R≥0 → R, its Laplace transform is a function
F : R≥0 → R, with
F (s) =
∫ ∞
0
e−stf(t)dt,
for all s ∈ R≥0.
We now give a list of Laplace transforms that we will use in Section 3.2. Below, c is
a constant and g and h are functions with respective Laplace transforms G and H.
Function Laplace transform
f(t) = c F (s) = cs
f(t) = 1− e−ct F (s) = cs(s+c)
f(t) = cg(t) F (s) = cG(s)
f(t) = g(t) + h(t) F (s) = G(s) +H(s)
f(t) = ddtg(t) F (s) = sG(s)− g(0).
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Continuous-time Markov chains
As noted in Chapter 1, Markov chains are a versatile and widely-used way of modeling a
variety of stochastic phenomena. In this chapter we will discuss continuous-time Markov
chains (CTMCs) in more detail.
Contribution. The first section of this chapter reiterates results on Markov chains
and is adapted mainly from Anderson [1]. We revisit several key proofs for CTMCs
from Anderson to set the stage for several similar proofs that we will need for our
compositional models in Chapters 6 and 7. A genuine contribution is our study of
bisimulation for countable infinite-state continuous-time Markov chains. We prove that
bisimulation preserves transient probabilities for infinite-state Markov chains provided
the equivalence classes are all regular. For irregular Markov chains (that do not have
a unique solution), we show that bisimulation preserves the minimal solution to their
forward and backward equations (see
✞
✝
☎
✆3.11 respectively
✞
✝
☎
✆3.9 ), if all equivalence classes
of the bisimulation are regular. Regularity of an equivalence class means that if we
construct a Markov chain from such a class it will have a unique transient solution for
each time-point.
3.1 Continuous-time Markov chains
Definition 10. Given a countable state space S, a continuous-time Markov process
(or chain) is a stochastic process
{
X(t) | t ∈ R≥0
}
, such that we find for any states
y, x1, . . . , xn ∈ S and any series of time-points t > tn > . . . > t1 ∈ R≥0 that:
Pr(X(t) = y | X(tn) = xn, . . . ,X
(t1) = x1) = Pr(X
(t) = y | X(tn) = xn).
✞
✝
☎
✆3.1
We do not yet define a probability space (Ω,F , P ) for this continuous-time Markov
chain. There are different ways of constructing such a probability space [17]. However,
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we will see that it is rarely necessary to work with the probability space of a Markov
chain directly. Instead, we will make use of certain fundamental probabilities that can
be derived from
✞
✝
☎
✆3.1 .
The property
✞
✝
☎
✆3.1 is called the Markov property. For a stochastic process that
fulfils the Markov property we have that the probability of reaching a state y at time
t after occupying a state xn at time tn does not depend on the value of the process
before time tn. This means a Markov chain is memoryless and we need only know
the current state a Markov chain occupies to determine its future behaviour. We can
also say that, considering the probability space under the condition {X(tn) = xn}, the
event {X(t) = y} (which describes the future w.r.t. tn) is independent of the event
{X(tn−1) = xn−1, . . . ,X
(t1) = x1} (which lies in the past w.r.t. tn). The Markov
property
✞
✝
☎
✆3.1 then follows.
Example 6. The Markov property plays a critical role in Markov process theory. Here
are a few examples of how the Markov property can (and cannot) be used. Below x, y, z
are states in S and t1, t2, t3 are time-points in R≥0 such that t1 < t2 < t3.
First, the Markov property can be applied to “uncountable” conditional probabilities.
For instance, let’s look at the probability to be in state y at time-point t3 under the
condition that the Markov chain occupied state x from time-point t1 to time-point t2.
We can then apply the Markov property to find that this probability only depends on the
fact that X was in x at time t2, not how long it occupied this state.
Pr(X(t3) = y | X(t) = x, t1 ≤ t ≤ t2) = Pr(X
(t3) = y | X(t2) = x).
It is easy to show, using the laws of probability, that conditional probabilities are also
independent of the fact that X occupied some subset D of the state space S at an earlier
point in time.
Pr(X(t3) = y | X(t2) = x ∧X(t1) ∈ D) = Pr(X(t3) = y | X(t2) = x).
However, the reverse does not hold. The probability to be in a state y at time t3,
given that X occupied a state in subset D at time t2 and a state x at time t1 is not
independent of the fact that X was in x at t1. It may then be the case that,
Pr(X(t3) = y | X(t2) ∈ D ∧X(t1) = x) 6= Pr(X(t3) = y | X(t2) ∈ D).
The reason we can not apply the Markov property is the following. The fact that the
Markov chain occupies x at time t1 influences which state in D is occupied at time t2
and the states in D may have different probabilities to reach y at time t3. We can show
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this with a simple calculation,
Pr(X(t3)=y | X(t2)∈D ∧X(t1)=x) =
Pr(X(t3)=y ∧X(t2)∈D ∧X(t1)=x)
Pr(X(t2) ∈ D ∧X(t1) = x)
=
∑
z∈D Pr(X
(t3)=y ∧X(t2)=z ∧X(t1)=x)
Pr(X(t2) ∈ D ∧X(t1) = x)
=
∑
z∈D Pr(X
(t3)=y | X(t2)=z ∧X(t1)=x) Pr(X(t2)=z ∧X(t1)=x)
Pr(X(t2) ∈ D ∧X(t1) = x)
=
∑
z∈D
Pr(X(t3)=y | X(t2)=z ∧X(t1)=x)·
Pr(X(t2)=z | X(t2) ∈ D ∧X(t1)=x)
We can apply the Markov property to find the above equals,∑
z∈D
Pr(X(t3)=y | X(t2)=z) Pr(X(t2)=z | X(t2) ∈ D ∧X(t1)=x)
Now we find, that the above equals Pr(X(t3) = y | X(t2) ∈ D), if the probabilities
Pr(X(t3) = y | X(t2) = z) are equal for all states z ∈ D. In general, this is not the
case.
Given a random variable J which takes values in R≥0 and which depends only on
values of X at times smaller or equal to J , we say J is a stopping-time of X. For
stopping-times we can also apply the Markov property. I.e., we have that the Markov
chain after J is independent of the Markov chain before J . Let t1 be smaller than J and
t3 greater than J , then
Pr(X(t3) = y | X(J) = x ∧X(t1) = z) = Pr(X(t3) = y | X(J) = x).
The above is called the strong Markov property. Usually, the condition that t3 > J > t1
follows from the definition of the random variable J .
Finally we note that the Markov property must be applied to the largest time-point
in the condition. I.e., we may find that
Pr(X(t3) = y | X(t2) = z ∧X(t1) = x) 6= Pr(X(t3) = y | X(t1) = x).
We have seen that the future behaviour of a Markov chain does not depend on the
past behaviour. However, it may depend on the current time. If, instead, we have for
any two states x, y ∈ S and time-points t1, t2, t3 ∈ R≥0 that the probability to reach y
from x does not depend on the current time, i.e.,
Pr(X(t2) = y | X(t1) = x) = Pr(X(t2+t3) = y | X(t1+t3) = x)
✞
✝
☎
✆3.2
then the Markov chain is called time-homogeneous. For time-homogeneous Markov
chains we have that their future behaviour does not depend on the current time, only on
the current state of the Markov chain. In the following, we consider a time-homogeneous
continuous-time Markov chain X with countable state space S.
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We consider only Markov chains which are jump processes. This means that for all
trajectories we have that they are piecewise-constant and right-continuous. In essence
this means that a run of a Markov chain behaves as follows. The Markov chain starts in
a particular state x, stays in x for a non-zero period of time and then (possibly) jumps
to a different state y where it again stays for a non-zero period of time before possibly
jumping to another state, and so forth.
3.1.1 Describing a Markov chain
Before we dive into Markov chain theory, we quickly give an overview of the different
ways to describe Markov chains. Since a Markov chain is a family of random vari-
ables on the same probability space, the first thing we need is to define the probability
space (Ω,F , P¯ ). Even if we restrict to piece-wise constant trajectories there are still
uncountably many possible trajectories in Ω, each of which is a function from the un-
countably large time-domain R≥0 to the countable state space S (see Figure 3.1). The
σ-algebra F could be generated by organising the trajectories into events of the form
{X(t1) = x1 ∧ . . . ∧X
(tn) = xn}, for finite series of time-points and states. As the time-
points are taken from R≥0, we have that F is uncountably large. Finally, the probability
function P¯ assigns a probability to each event. Given such a probability space, it is easy
to define the random variables: X(t)(ω) ≡ ω(t) for each t ∈ R≥0 and ω ∈ Ω.
From the above discussion it should be clear that it is very challenging to define
a Markov chain directly through its probability space. This is why Markov chains are
often described in terms of their properties. First, we have that each time-homogeneous
Markov chain has a transition function P which describes the probability to go from
one state to another in a specific time-period,
Px,y(t) ≡ Pr(X
(t) = y | X(0) = x),
where x and y are states in S and t is a time-point in R≥0. We can see that the
transition function is much less complicated than the probability space of a Markov
chain, although it is still uncountably large (see Figure 3.1). We will discuss transition
functions in Subsection 3.1.2, where we will derive recursive definitions for P which can
be used in certain situations. In general, a transition function does not uniquely define a
continuous-time Markov chain. However, if the transition function has finite derivatives
at time-point zero, we say it is standard and we then have that it, in a sense, “uniquely
defines” a Markov chain. For this thesis we are not interested in Markov chains with
non-standard transition functions, as they do not appear often in practical applications.
A Markov chain with a standard transition function is called stable. For more details
on unstable Markov chains we refer to Anderson [1].
The final Markov chain representation we discuss is the most widely used in practical
applications, the infinitesimal generator Q. The infinitesimal generator is a |S| by |S|
real-valued matrix which contains, at entry qx,y where x and y are states in S, the
derivative at time zero of the transition function P ,
qx,y ≡
d
dt
Px,y(t)
∣∣∣∣
t=0
.
36
3.1. CONTINUOUS-TIME MARKOV CHAINS
Since S is countable, Q is also countably large. Moreover, if S is finite, Q is finite
and can be specified directly (see Figure 3.1). In Subsection 3.1.3 we will see that
every transition function has an infinitesimal generator, and then every Markov chain
has an infinitesimal generator. Conversely, an infinitesimal generator matrix uniquely
defines the “finite-jump” probabilities of a Markov chain. That is, from Q we can derive
probabilities
P (n)x,y (t) ≡ Pr(X
(t) = y ∧ “X makes at most n jumps in [0, t]” | X(0) = x)
for states x, y, a time-point t, and a natural number n. We will discuss this derivation in
Subsection 3.1.4. Unfortunately, there are so-called irregular Markov chains that may
perform infinitely many jumps in a finite amount of time. However, we will see that if
the infinitesimal generator Q of a Markov chain is regular, then the Markov chain is also
regular and can only perform finitely many steps in a finite amount of time. In this case
Q uniquely defines P . We will discuss sufficient and sometimes necessary conditions for
the regularity of Q in Subsection 3.1.5.
Markov
chain
X
(Ω,F , P¯ )
Transition
function
P
S×S×R≥0 → [0, 1]
Infinitesimal
generator
Q
S×S → R≥0 ∪ {+∞}
has a has an
uniquely defines
if P is standard
uniquely defines
if Q is regular
Figure 3.1: Overview of different ways of describing a Markov chain and the mathemat-
ical objects associated with each description.
3.1.2 Transition probabilities
We now consider the transition probabilities of a homogeneous continuous-time Markov
chain X with state space S, which are described by the transition function P .
Definition 11. For states x, y in S and a time-point t ∈ R≥0, the transition function
P describes the probability that the Markov chain X occupies state y at time t under the
condition that X occupies state x at time 0
Px,y(t) ≡ Pr(X
(t) = y | X(0) = x).
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We can express the probability that X occupies states x1, . . . , xn at time-points
t1 < . . . < tn under the condition that X occupies state x0 at time t0 < t1 in terms of
the transition function of X. We have
Pr(X(tn) = xn ∧X
(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 | X
(t0) = x0)
=Pr(X(tn) = xn | X
(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 ∧X
(t0) = x0)
· Pr(X(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 | X
(t0) = x0).
Applying the Markov property we find
Pr(X(tn) = xn | X
(tn−1) = xn−1)
· Pr(X(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 | X
(t0) = x0).
Because X is time-homogeneous this is equivalent to
Pr(X(tn−tn−1) = xn | X
(0) = xn−1)
· Pr(X(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 | X
(t0) = x0).
Following this approach we arrive at
Pr(X(tn) = xn ∧X
(tn−1) = xn−1 ∧ . . . ∧X
(t1) = x1 | X
(t0) = x0) =
n∏
i=1
Pxi−1,xi(ti − ti−1).
Given an initial distribution α such that P (X(0) = x) = αx we have that the probability
that X occupies states xn, . . . , x0 at times tn > . . . > t0 equals
∑
x∈S
αxPx,x0(t0)
n∏
i=1
Pxi−1,xi(ti − ti−1).
✞
✝
☎
✆3.3
From the Markov property we can also derive the following for t1, t2 ∈ R≥0
Pr(X(t1+t2) = y | X(0) = x) =
∑
z∈S
Pr(X(t1+t2) = y ∧X(t1) = z | X(0) = x)
=
∑
z∈S
Pr(X(t1+t2) = y | X(t1) = z ∧X(0) = x)
· Pr(X(t1) = z | X(0) = x).
Applying
✞
✝
☎
✆3.1 and
✞
✝
☎
✆3.2 we now have
Pr(X(t1+t2) = y | X(0) = x) =∑
z∈S
Pr(X(t2) = y | X(0) = z) Pr(X(t1) = z | X(0) = x).
✞
✝
☎
✆3.4
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