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Stereoscopic vision is achieved by matching images in the two eyes. It is well known that the match is easily established even when
the two images signiﬁcantly diﬀer in their contrast. It is shown in this study that, given the choice between a global match to a
monocular image of the same contrast or a global match to an image of a higher-contrast, the higher-contrast match is preferred.
This counter-intuitive result undermines correlation measures used in various stereo-matching algorithms, which minimize the
diﬀerence between matched images. Instead, this preference can be described by a correlation measure maximizing a scalar product
between matched images deﬁned in multi-dimensional feature space. It is shown how such a correlation measure can be easily
calculated based on cell types abundant in primary visual cortex.
 2004 Elsevier Ltd. All rights reserved.
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Stereo-matching of two monocular images occurs in
the very beginning of the depth-reconstruction process
and is by far the most important component of human
stereopsis. But because only two images are available,
the matching and depth-reconstruction tasks are
ambiguous. This ambiguity, known as the correspon-
dence problem, is illustrated in Fig. 1a. Essentially, the
problem is in choosing (among many possible matches)
only those that correctly represent depth relations in the
actual visual scene, and discarding all the false’ mat-
ches. It is clear from Fig. 1a that such a choice cannot be
based on local information alone. Rather, all matches in
a certain neighborhood have to be considered collec-
tively (i.e. as a global match). Only those matches which
fall into a preferably smooth surface(s) are selected. This
task is sometimes referred to as global’ stereopsis.
Intensive theoretical and computational research has
produced a number of models and algorithms of global’
stereopsis, which all aim to resolve the correspondence
problem.
Although these algorithms are quite diverse, they are
all based on the same matching strategy: images in the
two eyes match the best when the similarity (correlation)* Tel.: +44-1865-272500; fax: +44-1865-272469.
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implemented either explicitly in the local correlation
algorithm (Cormack, Stevenson, & Schor, 1991), coarse-
to-ﬁne algorithms (Marr & Poggio, 1979; Moravec,
1977), and multi-component algorithms (Jones & Malik,
1992; Kass, 1983; Mayhew & Frisby, 1981), or implicitly
through the contextual interactions in cooperative
algorithms (Marr & Poggio, 1976; Pollard, Mayhew, &
Frisby, 1985; Prazdny, 1985). However, the rationale
behind the choice of a particular measure of interocular
correlation is usually not clear.
In particular, one aspect of interocular correlation is
largely ignored: interocular contrast is ubiquitous in the
natural environment. Only truly matte surfaces (like ﬁne
dust or soot) scatter incoming light equally in all
directions. Most natural surfaces are glossy and prefer-
entially reﬂect light in certain directions, producing
diﬀerent contrast in the two eyes. Accordingly, the visual
system is well adapted to such environments and can
easily match images with diﬀerent contrasts in the two
eyes (Julesz, 1971). It has been demonstrated that ste-
reoacuity is very sensitive to stimulus contrast, interoc-
ular contrast in particular (Halpern & Blake, 1988;
Legge & Gu, 1989; Schor, Heckmann, & Tyler, 1989). A
match with greatly unbalanced interocular contrast was
shown to be suppressed if an alternative match is pos-
sible (McKee, Bravo, Taylor, & Legge, 1994; Smallman
& McKee, 1995).
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Fig. 1. (a) An illustration of the correspondence problem in stereopsis.
An object consisting of two dots is projected on the left eye’s retina and
the right eye’s retina (as shown in the lower panel). Matching these
images produces four possible matches, two of which are false. (b) An
illustration of Panum’s limiting case. Two dots in the left eye are
matched to one dot in the right eye. Such stereograms are often per-
ceived as two dots located at diﬀerent depths, as shown here. Does the
perception change if the contrast of one of the left-eye dots, marked b,
is increased?
1 ~a and~b if diﬀerent by the overall contrast only are always collinear
on the condition that the local ﬁlters applied to the images are linear.
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that interocular contrast has on stereo-matching. Two
questions are addressed:
1. Of two alternative global matches––one with the
same contrast and the other of diﬀerent contrast––
which match is preferred?
2. What does the preference tell us about the interocular
correlation measure employed in human stereopsis?
Consider for example, the multi-component matching
algorithm. Originally proposed by Mayhew and Frisby
(1981), the idea was further developed by Kass (1983)
and ﬁnally applied by Jones and Malik (1992) in a
computational model that produced good results for
both artiﬁcial and natural images. The particular inter-
ocular correlation measure q used in this algorithm is
obtained by ﬁrst ﬁltering local left- and right-eye images
with a set of multi-oriented and multi-scale linear ﬁlters.
Then the squared diﬀerences of the ﬁlter outputs be-
tween the two eyes are added, and the square root of the
sum is calculated. This correlation measure can be
visualized by constructing two multi-dimensional vec-
tors ~L and ~R for the left- and the right-eye images,
respectively. The vector components Li and Ri are equal
to the output of the ith ﬁlter applied to the local image
patch in the left and right eye. The correlation measure q
used by Jones and Malik is equal to the distance be-
tween the two vectors: q ¼ j~L~Rj. Therefore, q is small
when the left and right images are similar, and q ¼ 0
when the match is perfect.Suppose that this algorithm is applied to the stimulus
described in Question 1 above, i.e. two left-eye images (a
and b) competing for a match with a single right-eye
image c. All the images are identical, albeit that b in the
left-eye pair has a higher overall contrast than the right-
eye image, as shown in the bottom panel of Fig. 1b.
Using the multi-component vector representation, this
stimulus is described by ~a ¼~c and ~b ¼ k~c, where the
higher-contrast image vector ~b is collinear with, 1 but
longer (k > 1), than ~a and ~c. Because the distance q
between ~a and~c is zero, the Jones and Malik algorithm
predicts that~a will be the preferred match, even though
the high-contrast image~b is left unmatched. Clearly, any
stereo-matching algorithm based on minimizing diﬀer-
ence between two monocular images like the algorithm
proposed by Jones and Malik (1992) will make the same
prediction.
Cormack et al. (1991) suggested a diﬀerent interocu-
lar correlation measure based on the cross-correlation
function between the left and right eye’s images. For the
simple one-dimensional case the cross-correlation func-
tion at some disparity d is deﬁned by:
c ¼
X
x
lxrxþd ; ð1Þ
where lx and rx are xth pixel intensities of the right and
left eye’s images. Unlike q used by Jones and Malik, the
cross-correlation function is maximized when images in
the two eyes are the most similar. Also, c increases as the
contrast of either of the two images is increased.
Therefore, for any stereo-matching algorithm based
on the interocular cross-correlation, matching the
higher-contrast image b will have a precedence over the
same-contrast image a. The psychophysical experiment
described below was designed to explicitly determine
which type of correlation measure, q or c, is more rel-
evant to human stereopsis.
The stimuli used in this study were essentially based
on the stereogram displayed in Fig. 1b. Locally, a cir-
cular dot displayed in one eye was allowed to match two
dots in the other eye. On a larger scale such stereoscopic
units were arranged into a grid to form a random pat-
tern of luminance contrast. Therefore, the stereogram
was a particular representation of Panum’s limiting case.
The question of whether one or both dots are being
matched in each unit is rather controversial. Although it
is common to see the uniqueness constraint’ (i.e. only
one match is allowed) unequivocally used in computa-
tional algorithms, psychophysical evidence regarding
this matter is contradictory. In particular, the perceived
relative depth in the Panum’s limiting case has been
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inconsistent (Gettys & Harker, 1967; Howard & Ohmi,
1992; Kaufman, 1976) with double matching. A recent
dichoptic masking study indicated that a single target in
one eye simultaneously masks both targets in the other
eye, which supports the double-matching hypothesis
(McKee, Bravo, & Smallman, 1995).
The present study focused on identifying which of the
two matches is the strongest’ or the preferred match,
regardless of its uniqueness. One of the dots (b) in the
pair that was matched to a single dot in each grid site
had either higher- or lower-contrast than the single dot.
Thus, the relative strength of two possible matches: a
match between two images of the same contrast (SC),
and a match between two images of diﬀerent contrast
(DC) was compared.
The eﬀect of luminance contrast on eye vergence has
been studied earlier by Edwards, Pope, and Schor
(1998). Regarding interocular contrast, that study
showed that the higher-contrast DC match is the pre-
ferred target for vergence eye movement. It was neces-
sary to present the stimulus for a considerable time (500
ms), which was long enough to make the experimental
paradigm vulnerable to attention eﬀects, such as inten-
tional vergence to the higher-contrast match due to its
higher saliency. Because that work was focused on the
transient-vergence response, 2 the SC and DC matches
diﬀered by 5 of horizontal binocular disparity, which is
extremely large compared to disparities encountered in
everyday stereo-matching tasks. A single Gabor patch
displayed in one eye has been matched to two Gabors
patches in the opposite eye, so that only the local’ as-
pect of stereopsis was addressed. Altogether, these
shortcomings somewhat undermine the applicability of
these experimental results to the questions posed in the
present study.
As an alternative approach, the two experiments de-
scribed here were speciﬁcally tailored for the purpose
discussed above and are free from these shortcomings.
In Experiment 1 the SC and DC matches diﬀered by a
small horizontal disparity and were presented for a time
interval short enough to exclude vergence eye move-
ments. In Experiment 2, the two matches were separated
by a small vertical, rather than horizontal, disparity.
This made the resulting eye alignment response uncon-
trollable, and ensured that no attentional eﬀects could
bias the results. Unlike stimuli used by Edwards et al.
(1998), luminance patterns corresponding to SC and DC
matches were complex and spatially overlayed. Thus,
beside local matching, a coherent global match had to
be deduced.2 Transient eye vergence response is triggered by a stimulus shown
at large disparity for a short time.2. Method
2.1. Apparatus
Stimuli were generated on a Sun Ultra-10 Worksta-
tion and displayed on two high-resolution color moni-
tors (Flexscan T961, Eizo). Stereo images were viewed
via a modiﬁed Wheatstone stereoscope at a viewing
distance of 2.65 m. The display was 1600 · 1280 pixels,
and each pixel subtended 18 s of an arc. The experiment
was carried out under normal lightning conditions.
2.2. Subjects
Three subjects: two males (YP and AF) and a female
(HV) took part in the experiment. They had normal or
corrected monocular visual acuity and were all experi-
enced stereo observers. AF and HV were naive of
experimental intent. All subjects were trained for 20 min
before the beginning of the experiment.
2.3. Stimuli and psychometric procedure
The stimulus used in Experiment 1 is shown in Fig. 2.
It comprised 200 stereoscopic units arranged in a 10 · 10
grid displayed on a gray background and positioned in
the center of the screen. Each unit was made of three
circular dots aligned horizontally: two presented to one
eye and one to the opposite eye. The units were grouped
into 100 pairs by placing one unit on top of the other, so
that three dots were presented to both eyes at each grid
site. A blow-up of one such site is shown in the right-
most panel of Fig. 2a. The background luminance Ib was
25 cd/m2, the luminance of the dots Ib, and Ia ¼ Ic varied
from 5 cd/m2 (black dots) to 55 cd/m2 (bright white
dots). The size of the grid was 6.3, while the diameter of
an individual dot was 40 of visual angle.
The grid sites were formed in such a way that when
viewed stereoscopically they appeared as dot pairs ori-
ented either 45 to the left, or 45 to the right in the
frontoparallel plane, depending on the matching choice
made (SC or DC). This is illustrated in Fig. 2b. The
correspondence between the orientation and the
matching choice changed from trial to trial in a random
fashion, so that no orientation preference could bias the
results. At the beginning of the training period the
stimulus has been displayed for a long time, and
observers were allowed to change convergence from one
match to another to become familiar with the stimuli.
Under these viewing conditions SC and DC matches
shown in Fig. 2b were perceived as two planes of white
and black dots transparently overlayed and separated in
depth. One plane corresponded to the SC matches, the
other to the DC matches. The dot pairs had the same
orientation in one plane, and an orientation orthogonal
to it in the other plane. A dot contrast polarity (i.e.
Fig. 3. Monocular images in Fig. 2a overlapped.
Fig. 2. (a) Stimulus used in Experiment 1. Use the last two images for crossed fusion, and the ﬁrst two images for uncrossed fusion. The white crosses
in the center of the stimulus indicate disparity of the ﬁxation mark relative to the two planes (they were not present during the experiment). Circular
regions shown on the right-hand side are blow-ups of local images marked by circles in the two eyes. (b) The stimulus can be perceived as two planes
of dots transparently overlaid and separated in depth. The front plane corresponds to the same-contrast matches (SC), while the back plane cor-
responds to the diﬀerent-contrast (DC) matches. Dots in the DC plane appear lustrous, which could not be shown here. Pairs of dots are perceived as
tilted to the left in the front plane, and to the right in the back plane. Circular regions shown on the right-hand side illustrate the local matching in
each case.
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random, regardless of the contrast polarity of the other
dot in the pair.
In this way the contrast match (SC or DC) for a
particular location was put in one-to-one correspon-
dence with the orientation of the corresponding pair of
dots. In this representation the experimental task was
formulated very explicitly: to report which orientation
(left or right) was perceived in each trial. Note that there
is no obvious orientation in either the monocular images
of the stimulus (Fig. 2a), or the simple sum of the two
shown in Fig. 3. This guaranteed that only cues based on
stereo-matching were available to the observers.
At the beginning of each trial a ﬁxation stimulus
comprising a 7 · 7 grid of white dots on gray back-
ground was displayed in the frontoparallel plane for a
period of 500 ms. The ﬁxation stimulus depth was set in
between the planes of the SC and DC matches to avoid
any ﬁxation bias. This is illustrated in Fig. 2a by white
crosses, which mark the ﬁxation depth (they were not
present during the experiment). The disparity of the DC
and SC matches relative to the ﬁxation depth was ±5.40.
Also, to prevent prefocusing, the relative position of the
SC and DC planes (one of which was in front) was
switched from trial to trial in a random fashion. After a
ﬁxation period, the test stimulus was displayed for a
brief time interval varying from 100 to 200 ms,
depending on the subject. Experienced stereo-observers
usually require a shorter presentation time to achieve a
stable stereoscopic percept, compared to novices. The
purpose of setting an individual time interval for eachsubject was to ensure that the interval was as short as
possible. For all subjects the presentation time was too
short to allow vergence eye movements (Rashbass &
Westheimer, 1961). Observers indicated the perceived
dominant orientation of the stimulus by pushing either
left’ or right’ mouse button, which initiated the next
trial.
The stimulus used in Experiment 2 was based on the
same paradigm as that in Experiment 1, albeit that in
this case the vertical component of disparity was used to
separate the SC and DC matches. Locally, two dots (a
and b) were presented to one eye and one dot (c) to the
opposite eye, but this time the two uniocular dots were
Fig. 4. (a) Stimulus used in Experiment 2. Use the last two images for crossed fusion, and the ﬁrst two images for uncrossed fusion. The monocular
vertical and horizontal lines in the center of the stimulus were used as the vertical vergence index. Their alignment into a T’ shaped form signals the
mismatched-contrast fusion of the stimulus. Circular regions shown on the right-hand side are blow-ups of local images in the two eyes. (b) The
stimulus is fused by an uncontrollable vertical eye vergence into either SC or DC match. Dots in the DC match appear lustrous, which could not be
shown here.
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dot units were arranged into a 10 · 10 grid displayed on
a gray background in a square 6.3 · 6.3 region posi-
tioned in the center of the screen. In order to balance the
input between the two eyes, the choice of the eye to
which the pair of uniocular dots was presented switched
randomly through the grid, as shown in Fig. 4a. The
same as in Experiment 1, one of the uniocular dots (b)
diﬀered from a and c dots by its contrast. Depending on
the relative vertical tilt between the two eyes, the whole
grid could be fused either as the same-contrast (SC) or
the diﬀerent-contrast (DC) match. This is illustrated in
Fig. 4b.
Unlike horizontal eye vergence, vertical eye vergence
response (the relative vertical tilt between the two eyes)
is involuntary (Stevenson, 2002), so there was no need in
this experiment to use a short stimulus presentation
interval, as it was done in Experiment 1. Instead, sub-
jects were given 2 s in each trial to allow the eye vergence
driven by vertical disparity to fuse the preferred match.
In order to determine which match was chosen, two
short monocular lines were put in the center of the
stimulus to serve as an index of the vergence state. One
line was vertical, the other line horizontal, and while the
vertical line was presented to one eye, the horizontal line
was presented to the opposite eye. Depending on the
preferred match, the two lines shifted relative to each
other along the vertical axis, forming a contour of either
T’ or 
T
’ shape, once the fusion was achieved. The two
index shapes are shown in Fig. 4b. To prevent any
learning eﬀect, the association between the preferred
contrast match, and the perceived shape were changed
in between the trials in a random fashion.As in Experiment 1, each trial started with the ﬁxa-
tion stimulus (a 7 · 7 grid of white dots on a gray
background), after which the stimulus described above
was displayed for 2 s. The ﬁxation grid was displayed at
zero vertical disparity and at the same horizontal dis-
parity as the stimulus. The vertical disparity of the DC
and SC matches relative to the ﬁxation stimulus was
±5.40. Observers indicated which shape: T’ or 
T
’ they
perceived at the end of the stimulus interval by pushing
either left’ or right’ mouse button.
Seven contrast ratios: j ¼ f0:25; 0:5; 1; 2; 3; 4; 5g for
the DC match were used in both experiments; j being
deﬁned as ðIb  IbÞ=ðIa  IbÞ. For jP 1, the contrast
ratio was varied by keeping the contrast of the b dot at
maximum, while reducing the a dot contrast together
with the contrast of the c dot in the opposite eye. For
j < 1 the contrast of the a and c dots was kept at
maximum, while the contrast of the b dot was reduced.
Both experiments were carried out in four blocks of
trials, comprising altogether 400 trials for each j value
in Experiment 1, and 200 trials for each j value in
Experiment 2.3. Results
3.1. Experiment 1
Fig. 5 shows the proportion of trials in which the DC
match was chosen. The contrast ratio j between the two
dots in a DC match is plotted along the x-axis. j values
smaller than 1 correspond to the condition when the b
dot’s contrast was lower than the contrast of a and c
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Fig. 5. Results of Experiment 1 (horizontal disparity). The proportion
of trials in which the orientation indicating the DC match has been
chosen is plotted along the y-axis. The contrast ratio j between the two
dots in a DC match is plotted along the x-axis. The logarithmic scale
was used along this axis for illustrative purposes. The point of equal-
contrast (j ¼ 1) and the 50% level of the DC matches are marked by
the dot-and-dashed lines. Error bars represent standard deviation
calculated by assuming binomial distribution for the experimental
data. Data for each subject were divided into two experimental sets:
with the plane of DC matches displayed in front of the plane of SC
matches (shown with squares), and behind this plane (shown with
circles).
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Fig. 6. Results of Experiment 2 (vertical disparity). The proportion of
trials in which fusion corresponding to the DC match has been at-
tained is plotted along the y-axis. The contrast ratio j between the two
dots in a DC match is plotted along the x-axis. The point of equal-
contrast (j ¼ 1) and the 50% level of the DC matches are marked by
the dot-and-dashed lines. Error bars represent standard deviation
calculated by assuming binomial distribution for the experimental
data. Data for each subject were divided into two experimental sets:
with the left-eye-up, right-eye-down vergence required to fuse the DC
matches (shown with squares), and the left-eye-down, right-eye-up
vergence (shown with circles).
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according to the experimental conditions used: (i) the
plane of DC matches displayed in front of the plane of
SC matches (shown with squares), and (ii) behind this
plane (shown with circles).
In both conditions and for all observers, the pro-
portion of DC matches increases with increasing con-
trast ratio, reaching its maximum at j  3:5. At larger j
values the proportion of DC matches shows a declining
trend, which can be attributed to a contrast ratio con-
straint on stereo-matching. This constraint is enforced
when an alternative SC match is possible (Smallman &
McKee, 1995). For j ¼ 1, DC and SC matches have the
same (maximum) contrast, so that the proportion of DC
matches should reduce to chance (0.5). This is indeed the
case, once the front and the back plane results are
averaged. There was strong asymmetry between the two
conditions. YP and AF tended to respond to the ori-
entation of stimuli matched in the front plane (near’
bias), while HV was more inclined to respond to stimuli
in the back plane (far’ bias).
One can see that the proportion of DC matches
quickly rises to almost 100%, as soon as the contrast of
the alternative target b is increased above the a’s con-
trast (j > 1). This suggests quite strongly that, given a
choice, the visual system looks for the global match of
the highest contrast.3.2. Experiment 2
Only observers YP and HV took part in this experi-
ment. Fig. 6 shows the proportion of trials in which the
vergence direction indicating the DC match has been
detected. Data for each observer were divided into two
sets according to the experimental conditions used: with
the left-eye-up, right-eye-down vergence (shown with
squares), and the left-eye-down, right-eye-up vergence
(shown with circles).
Altogether the results show the same trend as in
Experiment 1: the high-contrast match is unequivocally
preferred to the same-contrast match. Experiment 2 is
particularly convincing, because the involuntary eye
vergence response to the higher-contrast match makes
this trend quite obvious. The reader is encouraged to
check it for himself by fusing the stereogram in Fig. 4a.
As in Experiment 1, for large j values the proportion of
DC matches declines, which is more obvious in HV’s
results. Again, this is likely due to a contrast ratio
constraint on stereo-matching, applied to vertical dis-
parities. Performance for j ¼ 1 averages approximately
to chance (0.5) between the two directions of eye ver-
gence. The signiﬁcant diﬀerence in performance between
the two directions shown by YP for j ¼ 1, indicates a
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response.3 The idea that visual system performs some form of luminance-
energy calculation was also suggested by Edwards et al. (1998).4. Discussion
The results of this study indicate that if a global high-
contrast match is available it is strongly preferred to a
same-contrast match for the stimuli used here. This
agrees with an earlier work by Edwards et al. (1998),
from which the same conclusion can be drawn for ste-
reoscopic matching between local features (local stere-
opsis). Can there be another explanation for the high
proportion of DC matches found in both experiments?
There is an important distinction between DC and SC
matches: the DC match appears lustrous. It can be ar-
gued that because lustre attracts attention, observers
were prone to choose lustrous DC targets. However, in
both experiments the DC match is not preferred to the
SC match for j < 1, although it still appears lustrous.
This clearly rules out the above explanation, and one is
compelled to conclude that it is the high contrast of the
target that makes the DC match more salient.
Another alternative to the highest-contrast matching
rule is the ordinal-contrast matching rule. Look at the
stimulus again. Locally there is a pair of dots in one eye
(a and b) and only one dot in the other eye (c). One can
imagine that the visual system complements the c dot by
an invisible’ d dot, which has the same luminance as the
background, and therefore cannot be seen. From this
perspective the results can be explained by matching
dots between the two eyes in such a way that their
contrast is ordered: the highest contrast matches the
highest contrast (b $ c), and the lowest contrast mat-
ches the lowest contrast (a $ d). The invisible’ dot
concept is somewhat voluntary, and the mechanism
predictions do not agree with how observers perceived
the stimulus in Experiment 1. It is a well-known prop-
erty of stereopsis that local matches tend to form a
smooth global surface whenever possible. Because the
position of the d dot is not deﬁned, it is most likely to be
guessed’ so that both b $ c and a $ d matches fall
onto DC depth plane. Instead, the lower-contrast a dots
always appeared either without a deﬁnite depth, or on
the SC depth plane.
One would like to know how the experimental ﬁnd-
ings reported here relate to the correlation measure
employed by human stereopsis. As discussed in Section
1, for any stereo-matching algorithm based on minimi-
zation of the diﬀerence q between two images, the match
of choice is between two images of the closest possible
overall contrast. Therefore, applied to the stimulus used
here, such an algorithm would choose the SC match in
contradiction with the experimental results. Besides,
additional circuitry is necessary to implement such type
of algorithm on a neuronal level. q is minimized, while adepth-encoding neuron is likely to maximize its activity
as the best match is established. Consequently, an
application of such a correlation measure in a neural
network requires an inhibitory interneuron.
In contrast, the cross-correlation function c is maxi-
mized as the best match is attained. It is larger for the
higher-contrast match than for the same-contrast
match, and thus correctly describes the experimental
results. However, the simple-minded cross-correlation
function deﬁned by (1) has few crucial ﬂaws when used
as the measure of stereoscopic correlation. Although it
works well for a frontoparallel plane, it breaks down for
a surface slanted in depth, and becomes inapplicable
when two or more surfaces are transparently overlayed.
Besides, the cross-correlation function is physiologically
impractical. Recall that c is given by the sum of products
of individual pixel’s intensities. Neurons in visual cortex
operate on the basis of spatially extended Gabor-like
receptive ﬁelds, and such a calculation would come at a
very high computational cost.
There is a simple correlation measure which has the
desirable properties of the cross-correlation function c.
It can be used for a wide range of stimuli, and is phys-
iologically plausible at the same time. It also ﬁts well
into the framework of Jones and Malik (1992) model.
Again, consider the left- and right-eye images repre-
sented by the multi-dimensional vectors ~L and ~R. As
mentioned earlier, the length of each vector is propor-
tional to the overall contrast of corresponding image.
Because the overall contrast can vary between the two
eyes, the visual system is likely to disregard it while
comparing the two images. This translates into com-
paring directions of the two vectors, rather than their
diﬀerence j~L~Rj.
The most appropriate mathematical measure of vec-
tors’ collinearity is angle h between them. However h is
independent of the length of the vectors (i.e. contrast of
the images), and therefore such a correlation measure
does not explain why a higher-contrast match is pre-
ferred to the same-contrast match. Besides, the angle is
minimized for the best match rather than maximized.
The latter can be remedied by using an appropriate
function of h, for example its cosine. Still, such a cor-
relation measure does not account for the higher-con-
trast matching preference. For this purpose the scalar
product ~L ~R ¼ j~Ljj~Rjj cos h between ~L and ~R images
seems to be the next best choice.
When two vectors are collinear, their scalar product is
maximized. ~L ~R increases proportionally to the length
of either of the vectors (i.e. the contrast of either mon-
ocular image). Thus, matches with the highest overall
luminance energy possible are preferred, without any
regard to the interocular contrast mismatch. 3 Given
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calculate their scalar product than the angle between
them: cos h ¼~L ~R=ðj~Ljj~RjÞ, which requires an addi-
tional calculation of monocular norms j~Lj and j~Rj.
Note that the scalar product of the left and right eye’s
images can be written in the form of the interocular
cross-correlation function. Eq. (1) deﬁnes c as a cross-
correlation between individual pixels, but more gener-
ally the cross-correlation function can be deﬁned as a
cross-correlation between a set of linear ﬁlters. The
scalar product of two images is given by an expression
similar to Eq. (1):
~L ~R ¼
X
i
LiðxÞRiðxþ dÞ; ð2Þ
where the vector components LiðxÞ and RiðxÞ are equal
to the output of the ith ﬁlter applied to a local image
patch centered at xth pixel in the left and right eye.
Therefore, the scalar product can be considered as a
cross-correlation function deﬁned in the wavelet (rather
than spatial) domain. The area over which the cross-
correlation is calculated (i.e. the stereo-matching occurs)
is deﬁned by the spatial extent of the largest ﬁlter in the
fLi;Rig set.
Cormack et al. (1991) have shown that interimage
correlation threshold and stereoacuity threshold both
are inversely proportional to the square of image con-
trast. They noted that these results are consistent with a
multiplicative mechanism of binocular combination and
suggested a cross-correlation as an appropriate binocu-
lar correlation measure. Because the scalar product of
the left and right eye’s images is a multiplicative measure
and a form of the cross-correlation function, the scalar
product ﬁts their data as well. On the other hand, the
eﬀect of contrast on stereoacuity cannot be fully ex-
plained by the multiplicative mechanisms alone. Halp-
ern and Blake (1988), Legge and Gu (1989) and Schor
et al. (1989) have demonstrated that if contrast is re-
duced in one eye only, stereothreshold becomes elevated
more than if contrast was reduced equally in both eyes.
Although this eﬀect varies between subjects and strongly
depends on contrast and spatial frequency, it indicates
that there are more factors limiting stereoacuity than the
multiplicative matching mechanism. As noted by Schor
et al. (1989), interocular suppression mechanism (dich-
optic masking) would explain this behaviour, since it
eﬀectively reduces the contrast of the lower-contrast
image seen by the two eyes (Abadi, 1967; Berardi, Galli,
Maﬀei, & Siliprandi, 1986). It has been shown by
McKee et al. (1994) that stereo-matching precedes
dichoptic masking. Therefore the implications of dich-
optic masking are likely to be of lesser importance to the
present study.
If the scalar product is a correlation measure used by
the visual system, there must be some way to calculate it
using neuron types that exist in the human visual cortex.The following discussion shows that there is a simple
way in which such calculation can be carried out. The
required neurons are: (i) simple monocular and binoc-
ular cells of the type abundant in V1 and V2 areas, i.e.
simple cells tuned to various spatial scales, orientations,
phases and disparities; (ii) two types of complex cells
found in V1 and V2: tuned excitatory’ (TE) and ﬂat’
(FL) binocular neurons.
According to the physiological ﬁndings reviewed in
Gonzalez and Perez (1998), over half of the disparity
tuned cells in V1 are TE neurons. These cells have sharp
disparity tuning curves as shown in Fig. 7b and are
suitable as disparity detectors. The disparity energy
model proposed by Ohzawa, DeAngelis, and Freeman
(1990) reproduces the output of tuned excitatory neu-
rons quite well, and the present model incorporates the
disparity energy model as a basis for the disparity
detection stream. According to the disparity energy
model a TE cell receives its input from four simple
binocular cells. Each cell sums output of two Gabor-like
ﬁlters, applied to the left and right eye respectively, and
outputs the result through a half-square nonlinearity.
This half-rectiﬁcation reﬂects the fact that simple bin-
ocular cells have very low level of spontaneous discharge
and consequently cannot encode inhibition. Therefore,
one needs at least four simple cells tuned to fcos;
 cos; sin; sing phases to encode the full response of
cosine and sine phase ﬁlters. The resulting binocular
receptive ﬁeld proﬁle and disparity tuning curve are
shown in Fig. 7a.
As a shorthand for even and odd Gabor ﬁlters,
Gei  expðx2i =2r2Þ cos~k xi! and Goi  expðx2i =2r2Þ
sin~k xi!, are used in the following discussion, where~k, r,
and xi! deﬁne respectively a particular set of Gabor’s
wavevector, width, and location in either of the two eyes
(i ¼ fr; lg). Then the output of a TE cell centered at
location ~x ¼ ð xl!þ xr!Þ=2 and tuned to disparity ~d ¼
xl! xr! is deﬁned by the disparity energy model as the
sum of outputs of four simple binocular cells:
ETEð~k; r;~x;~dÞ ¼ P 2ðGel þ GerÞ þ P 2ðGel  GerÞ
þ P 2ðGol þ Gor Þ þ P 2ðGol  Gor Þ; ð3Þ
where P is the half-rectifying transformation at the
output of each binocular cell. This expression can be
simpliﬁed to:
ETEð~k; r;~x;~dÞ ¼ exp
x2
l
r2 þ exp
x2r
r2 þ2ðGelGer þ Gol Gor Þ: ð4Þ
The last term in this expression is the scalar product
between two-component vectors ðGel ;Gol Þ and ðGer ;Gor Þ
representing even and odd components of the left- and
right-eye input respectively. By including Gabors of
diﬀerent orientation and spatial scale into the set of ﬁl-
ters the full scalar product given by (2) can be calculated
and used as a local correlation measure between the
two images at a particular location ~x and disparity ~d.
Fig. 7. (a,b) Tuned excitatory neuron receptive ﬁeld and its disparity tuning curve as given by the disparity energy model (Eq. (4)). (c,d) Flat
binocular neuron receptive ﬁeld and its disparity tuning curve given by Eq. (5). (e) Cyclopean neuron receptive ﬁeld as given by Eq. (6).
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neuron receptive ﬁeld (the ﬁrst two terms in Eq. (4))
must somehow be discarded. This is where the FL
neurons are utilized.
FL neurons are binocular cells (i.e. they respond to
inputs from both eyes), for which the disparity tuning
curve is ﬂat (hence their name). It seems therefore that
such cells have no apparent application in the stereo
pathway. But in fact they are remarkably abundant,
especially in V1. According to Cronly-Dillion and Re-
gan (1992, chapter: Physiological basis of stereoscopic
vision) and Ohzawa, DeAngelis, and Freeman (1997)
the observed ratio of disparity selective neurons to ﬂat
neurons is close to 1:1 both for cats and monkeys.
Ohzawa et al. (1997) measured the binocular receptive
ﬁeld of one such cell and suggested that the resulting
proﬁle may be due to the addition of signals from two
eyes independently, i.e. without the disparity interfer-
ence characteristic of tuned excitatory cells. The recep-
tive ﬁeld proﬁle and disparity tuning curve for such cells
are illustrated in Figs. 7c and 7d. The typical receptive
ﬁeld proﬁle can be ﬁtted by a model which adds outputs
of eight monocular simple cells having the same half-
square nonlinearity at the output:EFLð~k; r;~x;~dÞ ¼ P 2ðGel Þ þ P 2ðGol Þ þ P 2ðGel Þ þ P 2ðGol Þ
þ P 2ðGerÞ þ P 2ðGor Þ þ P 2ðGerÞ
þ P 2ðGor Þ:
This simpliﬁes to
EFLð~k; r;~x;~dÞ ¼ exp
x2
l
r2 þ exp
x2r
r2 ; ð5Þ
which is exactly the ﬁrst two terms in Eq. (4).
Now it is clear how the complete correlation measure
can be calculated. Allow a cell, which could be called a
cyclopean neuron to distinguish it from binocular neu-
rons described above, to receive excitatory input from a
TE neuron and a proportional amount of inhibitory
input from a FL neuron, both neurons responding to the
same spatial location and disparity, and tuned to the
same orientation and spatial scale. The receptive ﬁeld
proﬁle of the cyclopean cell is shown in Fig. 7e, while its
output is given by subtracting (5) from (4):
ETE–FLð~k; r;~x;~dÞ ¼ 2ðGelGer þ Gol Gor Þ: ð6Þ
This output sums up even and odd terms in a scalar
product between the matched images for a particular set
784 Y. Petrov / Vision Research 44 (2004) 775–784of parameters f~k; r;~x;~dg used. A set of such cyclopean
cells responding to the same absolute disparity ~d and
spatial location~x, but having various receptive ﬁeld sizes
r and tuned to various spatial frequencies k and orien-
tations ~k=k encodes the strength of a possible match at
this location and disparity. Their combined output
constitutes the local scalar product of one image by
another, and can be used as the suggested correlation
measure for stereo-matching.
The stereo-matching algorithm sketched above has
been implemented as a computer model, which is cur-
rently under development. Preliminary results demon-
strate that it eﬀectively resolves the correspondence
problem for a wide range of stimuli, including stereo-
grams with mismatched interocular contrast. The results
will be reported elsewhere.5. Conclusion
Given a choice between a global stereoscopic match
to a monocular image of the same contrast and a match
to an image of a higher-contrast, the higher-contrast
match is preferred for a broad range of contrast ratios.
This result indicates that stereo-matching correlation
measures minimizing the diﬀerence between images in
the two eyes are not used by the human visual system. It
is suggested that a correlation measure maximizing a
scalar product between the two images deﬁned in multi-
dimensional feature space could be used instead. A
simple implementation of such a matching strategy
based on binocular cell types abundant in primary visual
cortex is proposed.Acknowledgements
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