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G. Neumann, Interleaving natural language parsing and generation through uni- 
form processing 
We present a new model of natural anguage processing in which natural language parsing and generation 
are strongly interleaved tasks. Interleaving of parsing and generation is important if we assume that natural 
language understanding and production are not only performed in isolation but also work together to obtain 
subsententiall interactions in text revision or dialog systems. 
The core of the model is a new uniform agenda-driven tabular algorithm, called UIA. Although uniformly 
defined, 241-d is able to configure itself dynamically for either parsing or generation, because it is fully driven 
by the structure of the actual input-a string for parsing and a semantic expression for generation. 
Efficient interleaving of parsing and generation is obtained through item sharing between parsing and 
generation. This novel processing strategy facilitates the automatic exchange of items (i.e., partial results) 
computed in one direction to the other direction as well. 
The advantage of U7’d in combination with the item sharing method is that we are able to extend the use 
of memorization techniques to the case of an interleaved approach. In order to demonstrate L/IA’s utility 
for developing high-level performance methods, we present a new algorithm for incremental self-monitoring 
during natural language production. 
D. Carmlel and S. Markovitch, Pruning algorithm for multi-model adversary search 
The multi-model search framework generalizes minimax to allow exploitation of recursive opponent models. 
In this work we consider adding pruning to the multi-model search. We prove a sufficient condition that 
enables pruning and describe two pruning algorithms, ap’ and n& . We prove correctness and optimality of 
the algorithms and provide an experimental study of their pruning power. We show that for opponent models 
that are not radically different from the player’s trategy, the pruning power of these algorithms is significant. 
S. Thrun, Learning metric-topological maps for indoor mobile robot navigation 
Autonomous robots must be able to learn and maintain models of their environments. Research on mobile robot 
navigation has produced two major paradigms for mapping indoor environments: grid-based and topological. 
While grid-based methods produce accurate metric maps, their complexity often prohibits efficient planning 
and problem solving in large-scale indoor environments. Topological maps, on the other hand, can be used 
much mom efficiently, yet accurate and consistent topological maps are often difficult to learn and maintain 
in large-scale nvironments, particularly if momentary sensor data is highly ambiguous. This paper describes 
an approach that integrates both paradigms: grid-based and topological. Grid-based maps are learned using 
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artificial neural networks and naive Bayesian integration. Topological maps are generated on top of the 
grid-based maps, by partitioning the latter into coherent regions. By combining both paradigms, the approach 
presented here gains advantages from both worlds: accuracy/consistency and efficiency. The paper gives results 
for autonomous exploration, mapping and operation of a mobile robot in populated multi-room environments. 
A. Scheucher and H. Kaindl, Benefits of using multivalued functions for minimaxing 
M. Buchheit, EM. Donini, W. Nutt and A. Schaerf, A refined architecture for 
terminological systems: Terminology = Schema + Views 
A. Lingard and E.B. Richards, Planning parallel actions 
N. ROOS, Reasoning by cases in Default Logic (Research Note) 
I. Frank and D. Basin, Search in games with incomplete information: a case study 
using Bridge card play 
