We prove by counterexample that the bound on the rounding error given in Theorem 5.2 of [Dolgov and Khoromskij, SIAM J. Matrix Anal. Appl., 34 (2013) Let V be an inner product space and u, v ∈ V two mutually orthogonal and normalized vectors. We consider the tensor
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with α ∈ (−1, 1), mapped to the QTT-Tucker format for d = 2 physical modes and l = 2 virtual modes per physical mode as follows:
{4}
In the above diagram, the empty sets represent the core blocks, the singletons denote the factor blocks, and their single elements indicate the modes of x associated with them. The edges represent the rank indices as in tensor network diagrams. For space reasons, we will omit the outer product symbol ⊗ in the following. It is easily verified that all QTT-Tucker ranks of x equal two. We next perform the rounding procedure [1, Algorithm 1] to truncate x to rank 1.
Separated modes
Kept component Dropped component
We note that the first and third dropped component are in general not orthogonal, 
We split the truncation error according to
The first term represents the error introduced by rounding the core and may be readily estimated by [2, Theorem 2.2]. In the second term, one can make an argument analogous to the one in the proof of Theorem 1.4 below to verify that the terms in this decomposition are mutually orthogonal. Since these terms represent the errors in the SVD truncations, the claim readily follows.
Remark 1.2. The problem in the original proof is the wrong statement
Because of the sequential nature of the algorithm, the correct error estimate would be
but this does not match with the splitting of the error X − Y 2 given there.
Alternatively, it is possible to adapt the rounding algorithm such that the original error bound holds. We simplify the exposition by introducing the following convention. 
Proof. Let us pick the dth core block as the root of the network and define P (β) with β as above to be the projector onto the leaf-sided leading singular vectors of the SVD corresponding to β. Furthermore, let β i , i = 1, . . . e := dL + d − 1 be the enumeration of the rank indices in the order in which they are encountered in Algorithm 2, and set P i := P (β i ). In this notation, the truncation error is given by
The term E i := (I − P i ) P i−1 . . . P 1 X is precisely the error in the ith SVD truncation, and thus its Frobenius norm is given by ε(β i ) and the proof reduces to showing that all such terms are pairwise orthogonal. To do so, we pick any two error terms E i , E j , i < j, and rewrite them as
where L k denotes the contraction of the leaf-sided part of the network splitting induced by β i such that all the i k,p -modes go into the rows and the β i -mode goes into the columns, and R k likewise for the rootsided part. Note that the splitting E k = L k R T k is with respect to β i for both k = i, j. The Frobenius inner product of E i , E j is then given by (
Because of the structure of the rounding algorithm, the columns of L i are the dropped singular vectors of the SVD at β i and the columns of L j the kept singular vectors, and thus L T i L j = 0 and therefore (E i , E j ) = 0. The key difference between our Algorithm 2 and the original Algorithm 1 is that once we truncate a rank β, we only truncate on one side of β from then on. In contrast, Algorithm 1 first truncates the α k and then the γ k , γ k,p on both sides of it, which in the notation of Theorem 1.4 means that the columns of L j may differ from the kept singular vectors. We would furthermore like to point out that the ε in Theorems 1.1 and 1.4 both refer to truncation errors in singular value decompositions of the same matricizations but different tensors due to the different orders of the truncations.
Apart from the improved error bound, it turns out the modified Algorithm 2 also requires less orthogonalizations than the original Algorithm 1. Both algorithms require to first orthogonalize with respect to one vertex which takes dL + d − 1 steps independent of the choice of vertex. The modified algorithm then orthogonalizes over each edge γ k,p , γ k with k = 2, . . . , d exactly once, i.e., it requires (d − 1)L orthogonalization steps in addition to the initial orthogonalization. In every other occasion where the orthogonal center is moved, this can be done for free using the SVDs computed for truncation. In comparison, the original algorithm requires to additionally orthogonalize over all edges α k , k = 1, . . . , d − 1, and therefore takes d − 1 more orthogonalization steps than the modified algorithm.
In the simple d = 2 example considered above, the modified rounding Algorithm 2 becomes exactly the TT round Algorithm 2 from [2] . It rounds the tensor as follows.
As above 0
Here, α 0 ≈ −0.54 is the unique solution to 1] . In this particular case, the modified Algorithm 2 returns a truncated tensor capturing the full norm of the leading component and is therefore optimal in the sense that it returns the rank-1 tensor with minimal Frobenius distance to the original tensor. Therefore, the main results and conclusions of the paper [1] remain valid.
