Generalized exponential dichotomy and global linearization  by Jiang, Liangping
J. Math. Anal. Appl. 315 (2006) 474–490
www.elsevier.com/locate/jmaa
Generalized exponential dichotomy
and global linearization ✩
Liangping Jiang a,b
a Center of Mathematics Sciences at Zhejiang University, Zhejiang University,
Hangzhou, Zhejiang 310027, People’s Republic of China
b Department of Mathematics, College of Mathematics and Computer Science, Fuzhou University,
Fuzhou, Fujian 350002, People’s Republic of China
Received 9 June 2004
Available online 20 June 2005
Submitted by U. Kirchgraber
Abstract
Hartman’s linearization theorem says that if all eigenvalues of matrix A have no zero real part and
f (x) is small Lipschitzian, then nonlinear system x′ = Ax + f (x) and its linear system x′ = Ax are
topologically equivalent. In 1970s Palmer extended the theorem to nonautonomous systems. In this
paper we extend Hartman’s theorem to the systems with generalized exponential dichotomy.
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1. Introduction
Hartman’s linearization theorem says that if all eigenvalues of matrix A have no zero
real part and f (x) is small Lipschitzian, then nonlinear system x′ = Ax +f (x) and its lin-
ear system x′ = Ax are topologically equivalent. In 1970s Palmer extended the theorem to
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tial dichotomy, f (t, x) is a bounded function which is small Lipschitzian then nonlinear
system x′ = A(t)x+f (t, x) is topologically equivalent to its linear system x′ = A(t)x, that
is, there is a homeomorphism H(t, x) sending the solution of system x′ = A(t)x + f (t, x)
onto the solution of its linear system x′ = A(t)x. Later, Jinlin Shi further discussed the
linearization problems and obtained better results [2]. In this paper, we will show that as
long as x′ = A(t)x has a generalized exponential dichotomy (if a linear system has an ex-
ponential dichotomy then it has a generalized exponential dichotomy, conversely, a linear
system having a generalized exponential dichotomy does not imply that it has an expo-
nential dichotomy) and f (t, x) satisfies weaker conditions (f (t, x) can be unbounded),
Palmer’s linearization theorem still holds and that under certain conditions the homeomor-
phism H(t, x) and its inverse are strongly uniformly continuous.
2. Some definitions
Definition 2.1 [2]. If a function H :R ×Rn → Rn satisfies that: for any given ε > 0, there
exists a δ(ε) > 0, such that |x1 − x2| < δ implies |H(t, x1) − H(t, x2)| < ε for all t , then
we say that H is a strongly uniformly continuous function.
Consider nonautonomous systems
x′ = f (t, x), (1)
y′ = g(t, y), (2)
where x, y ∈ Rn, t ∈ R; systems (1) and (2) satisfy the existence and uniqueness of solu-
tions in R ×Rn.
Definition 2.2 [2]. If there exists a function H :R ×Rn → Rn such that
(i) for each fixed t , H(t,•) is a homeomorphism of Rn into Rn;
(ii) H(t, x)− x is bounded in R ×Rn;
(iii) if x(t) is a solution of system (1), then H(t, x(t)) is a solution of system (2),
then systems (1) and (2) are said to be topologically equivalent. We write (1) ∼ (2) and we
say that H(t,•) is an equivalent function of (1) into (2). Furthermore, if H(t,•) which sat-
isfies the aforementioned conditions and the inverse G(t,•)H−1(t,•) are both strongly
uniformly continuous functions, then systems (1) and (2) are said to be strongly topo-
logically equivalent. We write (1) ≈ (2) and we say that H(t,•) is a strongly equivalent
function of (1) into (2).
Remark. It is obvious that if a function H(t, x) satisfies conditions (i)–(iii) of Defini-
tion 2.2, then its inverse G(t,•) = H−1(t,•) satisfies the same conditions.
Suppose (1) ∼ (2). We denote the solution x(t) of (1) corresponding to the solution
H(t, x(t)) of (2). It is easy to prove that those corresponding solutions have the same
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have the same stability. However, if we assume (1) ≈ (2), we can prove that the corre-
sponding solutions have the same stability (see [2]).
The following definition is a natural generalization of that of exponential dichotomy.
Definition 2.3. Let U(t) be a fundamental matrix of linear system x′ = A(t)x. If there
exist a projection P(P 2 = P), a constant K and a positive, bounded and continuous func-
tion a(u) satisfying
∫ t
s
a(τ ) dτ → +∞ as t → +∞ for fixed s and ∫ t
s
a(τ ) dτ → +∞ as
s → −∞ for fixed t such that
∣∣U(t)PU−1(s)∣∣K · exp
(
−
t∫
s
a(τ ) dτ
)
(t  s),
∣∣U(t)(I − P)U−1(s)∣∣K · exp
(
−
s∫
t
a(τ ) dτ
)
(t  s), (3)
then we say that system x′ = A(t)x has a generalized exponential dichotomy.
3. Main results
Consider nonautonomous system
x′ = A(t)x + f (t, x), (4)
where x ∈ Rn, A(t) is an n × n bounded continuous matrix function defined in R and
f (t, x) is a continuous function of R ×Rn into Rn.
Let
N(t, g) =
t∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
g(s) ds +
+∞∫
t
K · exp
(
−
s∫
t
a(τ ) dτ
)
g(s) ds,
where constant K and function a(τ) are as in Definition 2.3.
Theorem 1. Suppose x′ = A(t)x has a generalized exponential dichotomy (that is, x′ =
A(t)x has a fundamental matrix U(t) satisfying (3)) and for any x, x1, x2 ∈ Rn and t ∈ R,
we have∣∣f (t, x)∣∣ F(t), ∣∣f (t, x1)− f (t, x2)∣∣ r(t)|x1 − x2|, (5)
N(t,F ) B, (6)
N(t, r) L 1, (7)
where F(t) and r(t) are nonnegative locally integrable functions; B and L are positive
constants. Then system (4) is topologically equivalent to its linear system
x′ = A(t)x. (8)
Moreover, the equivalent function is unique.
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of Theorem 1. For example, noting that
t∫
−∞
exp
(
−
t∫
s
a(τ ) dτ
)
a(s) ds = 1 =
+∞∫
t
exp
(
−
s∫
t
a(τ ) dτ
)
a(s) ds, (9)
we know that if
F(t) = M · a(t), r(t) = γ · a(t),
where M and γ are positive constants and γ < 1/2, then
N(t,F )M ·N(t, a) = 2M, N(t, r) 2γ < 1.
Therefore we obtain the following result.
Corollary 1. Suppose x′ = A(t)x has a generalized exponential dichotomy and for any
x, x1, x2 ∈ Rn and t ∈ R, we have∣∣f (t, x)∣∣M · a(t), ∣∣f (t, x1)− f (t, x2)∣∣ γ · a(t),
where γ < 1/2 . Then system (4) is topologically equivalent to system (8).
For the proof of Theorem 1, we require a lemma as follows.
Lemma 1. Suppose A(t) is a continuous matrix function such that x′ = A(t)x has a gen-
eralized exponential dichotomy (that is, x′ = A(t)x has a fundamental matrix U(t) satisfy-
ing (3)). Suppose λ(t, x, η) is a continuous vector function defined for all t ∈ R,x ∈ Rn
and η ∈ Rm and for all t ∈ R, x, x1, x2 ∈ Rn and η ∈ Rm, we have∣∣λ(t, x, η)∣∣ F(t), ∣∣λ(t, x1, η)− λ(t, x2, η)∣∣ r(t)|x1 − x2|, (10)
N(t,F ) B, (11)
N(t, r) L 1. (12)
Then the differential equation
x′ = A(t)x + λ(t, x, η) (13)
has, for each η ∈ Rm, a unique bounded solution x(t) = χ(t, η).
Proof. For a bounded continuous function x(t) of R whose norm does not exceed B , we
define a map T as follows:
T x(t) =
t∫
−∞
U(t)PU−1(s)λ
(
s, x(s), η
)
ds
−
+∞∫
U(t)(I − P)U−1(s)λ(s, x(s), η)ds.
t
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a sphere with radius B . Let ‖x‖ = supt∈R |x(t)|. It follows from (3) and (12) that∣∣T x1(t)− T x2(t)∣∣

t∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
r(s)
∣∣x1(s)− x2(s)∣∣ds
+
+∞∫
t
K · exp
(
−
s∫
t
a(τ ) dτ
)
r(s)
∣∣x1(s)− x2(s)∣∣ds L‖x1 − x2‖.
Noticing that L< 1, we see that map T has a unique fixed point x0(t), that is, x0(t) satisfies
x0(t) =
t∫
−∞
U(t)PU−1(s)λ
(
s, x0(s), η
)
ds
−
+∞∫
t
U(t)(I − P)U−1(s)λ(s, x0(s), η)ds.
By direct differentiating, we can verify that x0(t) is a solution of (13). Furthermore, the
solution is bounded since |x0(t)| B . Now we are going to prove that the bounded solution
is unique. For this purpose, we assume that x1(t) is another solution of (13), it is not hard
to show that any bounded solution of (13) can be written as follows:
x1(t) =
t∫
−∞
U(t)PU−1(s)λ
(
s, x1(s), η
)
ds
−
+∞∫
t
U(t)(I − P)U−1(s)λ(s, x1(s), η)ds.
Calculating x1(t)− x0(t), by (3) and (12), we get
∣∣x1(t)− x0(t)∣∣
t∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
r(s)
∣∣x1(s)− x2(s)∣∣ds
+
+∞∫
t
K · exp
(
−
s∫
t
a(τ ) dτ
)
r(s)
∣∣x1(s)− x2(s)∣∣ds
 L‖x1 − x2‖.
Hence ‖x1 −x0‖ L‖x1 −x0‖. Noticing that L< 1, we derive x1(t) = x0(t). This implies
that the bounded solution of (13) is unique. The proof of Lemma 1 is complete. 
L. Jiang / J. Math. Anal. Appl. 315 (2006) 474–490 479Proof of Theorem 1. Let X(t, t0, x0) be a solution of (4) satisfying initial condition
X(t0) = x0 and Y(t, t0, y0) a solution of (8) satisfying initial condition Y(t0) = y0. By
Lemma 1, the system
z′ = A(t)z − f (t,X(t, (τ, x)))
has a unique bounded solution
h
(
t, (τ, x)
)= −
t∫
−∞
U(t)PU−1(s)f
(
s,X(s, τ, x)
)
ds
+
+∞∫
t
U(t)(I − P)U−1(s)f (s,X(s, τ, x))ds, (14)
and the system
z′ = A(t)z + f (t, Y (t, τ, y)+ z) (15)
has a unique bounded solution g(t, (τ, y)). Let
H(t, x) = x + h(t, x), G(t, y) = y + g(t, (t, y)), (16)
where
h(t, x) = h(t, (t, x))= −
t∫
−∞
U(t)PU−1(s)f
(
s,X(s, t, x)
)
ds
+
+∞∫
t
U(t)(I − P)U−1(s)f (s,X(s, t, x))ds. (17)
To prove that H(t, x) is an equivalent function of (4) into (8), we need only to show that
H(t, x) satisfies three conditions of Definition 2.2.
Proof of condition (ii). It follows from (16), (17), (3), (5) and (6) that |H(t, x) − x| =
|h(t, x)|N(t,F ) B . Thus H(t, x)− x is bounded.
Proof of condition (iii). Let x(t) be any solution of (4). By direct differentiating we see
that H(t, x(t)) is a solution of (8).
Proof of condition (i). Let y(t) be any solution of (8). Since g(t, (τ, y)) is the unique
bounded solution of (15), g(s, (t, y(t))) is the unique bounded solution of
dz/ds = A(s)z + f (s, Y (s, (t, y(t))+ z)) (18)
and g(s, (0, y(0))) is the unique bounded solution of
dz/ds = A(s)z + f (s, Y (s, (0, y(0))+ z)). (19)
But (18) and (19) are the same systems, we get that
g
(
s,
(
t, y(t)
))= g(s, (0, y(0)))
for all s. In particular,
g
(
t,
(
t, y(t)
))= g(t, (0, y(0))).
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G
(
t, y(t)
)= y(t)+ g(t, (t, y(t)))= y(t)+ g(t, (0, y(0))).
By differentiating, we see that G(t, y(t)) is a solution of (4).
Let Q(t, x) = G(t,H(t, x)). According to the proof of condition (iii) and the above
argument, if x(t) is a solution of (4), then x1(t) = Q(t, x(t)) is too. Let J (t) = x1(t)−x(t),
we have
J ′(t) = A(t)x1(t)+ f
(
t, x1(t)
)−A(t)x(t)+ f (t, x(t))
= A(t)J (t)+ f (t, x(t)+ J (t))− f (t, x(t)).
Thus J (t) is a solution of
z′ = A(t)z + f (t, x(t)+ z)− f (t, x(t)). (20)
It is easy to verify that z(t) = 0 is a bounded solution of (20), but by Lemma 1, (20) has a
unique bounded solution, therefore J (t) = 0 and thus x1(t) = x(t), i.e., G(t,H(t, x(t))) =
x(t). Since x(t) are arbitrary, we have
G
(
t,H(t, x)
)= x.
A similar argument shows that
H
(
t,G(t, x)
)= x.
So H and G are inverses of each other for each fixed t and they are both homeomorphisms
for each fixed t .
Proof of uniqueness of the equivalent function. Suppose K(t, x) is another equivalent
equation of (4) into (8). Let x(t) be any solution of (4). Since H(t, x(t)) − K(t, x(t)) is
a bounded solution of (8) and (8) has a unique bounded solution x(t) = 0 from Lemma 1,
we get H(t, x(t)) = K(t, x(t)). Thus H(t, x) = K(t, x). The proof of Theorem 1 is com-
plete. 
Now we will study the problem of strongly topological linearization, that is, we will
investigate what are the conditions for (4) ≈ (8).
Let
∆(t) = sup
x,y∈Rn
∣∣f (t, x)− f (t, y)∣∣,
R(t, l) =
t−l∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
∆(s)ds +
+∞∫
t+l
K · exp
(
−
s∫
t
a(τ ) dτ
)
∆(s)ds.
From (6), we can easily deduce that
R(t, l) → 0 as l → +∞,
for any fixed t ∈ R. If we strengthen the condition, we obtain
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R(t, l) → 0 as l → +∞, uniformly with respect to t, (21)
then system (4) is strongly topologically equivalent to system (8).
Remark. Under the assumptions of Theorem 1, noting (9), we see that if
lim|t |→+∞
f (t, x)
a(t)
= 0,
uniformly with respect to x
(
respectively lim|t |→+∞
∆(t)
a(t)
= 0
)
, (22)
then there exists a function F such that (5) and (6) hold and
lim|t |→+∞N(t,F ) = 0
(
respectively lim|t |→+∞R(t,0) = 0
)
. (23)
In fact, take F(t) = supx∈Rn |f (t, x)|, there exists B > 0 such that N(t,F )  B . For
any ε > 0, due to (22), there exists T > 0, such that F(t)
a(t)
< ε3K for |t |  T . Moreover,
there exists L > 0 such that exp(− ∫ −T−T−L a(u)du) < ε3B since ∫ −Ts a(u)du → +∞ as
s → −∞. Therefore, for t < −T −L,
N(t,F ) =
t∫
−∞
K · exp
(
−
t∫
s
a(u) du
)
a(s) · F(s)
a(s)
ds
+
−T∫
t
K · exp
(
−
s∫
t
a(u) du
)
a(s) · F(s)
a(s)
ds
+ exp
(
−
−T∫
t
a(u) du
) +∞∫
−T
K · exp
(
−
s∫
−T
a(u)du
)
F(s) ds
<
t∫
−∞
K · exp
(
−
t∫
s
a(u) du
)
a(s) · ε
3K
ds
+
+∞∫
t
K · exp
(
−
s∫
t
a(u) du
)
a(s) · ε
3K
ds
+ ε
3B
+∞∫
−T
K · exp
(
−
s∫
−T
a(u)du
)
F(s) ds
<
ε
3K
·N(t, a)+ ε
3B
·B = ε.
In a similar way, we can prove that there exists L′ > 0 such that N(t,F ) < ε for t > T +L′.
Thus the conclusion follows.
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R1(t, l) =
t−l∫
−∞
K · exp
(
−
t∫
s
a(u) du
)
∆(s)ds,
R2(t, l) =
+∞∫
t+l
K · exp
(
−
s∫
t
a(u) du
)
∆(s)ds,
we have
R(t − l,0)
=
t−l∫
−∞
K · exp
(
−
t−l∫
s
a(u) du
)
∆(s)ds +
+∞∫
t−l
K · exp
(
−
s∫
t−l
a(u) du
)
∆(s)ds
=
t−l∫
−∞
K · exp
(
−
t−l∫
s
a(u) du
)
∆(s)ds +
+∞∫
t+l
K · exp
(
−
s∫
t−l
a(u) du
)
∆(s)ds
+
t+1∫
t−l
K · exp
(
−
s∫
t−l
a(u) du
)
∆(s)ds
= exp
(
−
t−l∫
t
a(u) du
)
·
t−l∫
−∞
K · exp
(
−
t∫
s
a(u) du
)
∆(s)ds
+ exp
(
−
t∫
t−l
a(u) du
)
·
+∞∫
t+l
K · exp
(
−
s∫
t
a(u) du
)
∆(s)ds
+
t+l∫
t−l
K · exp
(
−
s∫
t−l
a(u) du
)
∆(s)ds
= exp
( t∫
t−l
a(u) du
)
·R1(t, l)+ exp
( t−l∫
t
a(u) du
)
·R2(t, l)
+
t+l∫
t−l
K · exp
(
−
s∫
t−l
a(u) du
)
∆(s)ds.
Therefore R1(t, l) < R(t − l,0) for l > 0 and in a similar way we find that R2(t, l) <
R(t + l,0) for l > 0, thus R(t, l) ≡ R1(t, l) + R2(t, l) < R(t − l,0) + R(t + l,0) for
l > 0. Moreover, for any ε > 0, due to (23), there exists T > 0 such that R(t,0) < ε2 for|t | > T . Thus, if l > 2T , then for any t ∈ (−∞,+∞), R(t, l) < ε holds since if |t | > T ,
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From this remark we obtain
Corollary 2. Under the assumptions of Theorem 1, if (22) or (23) holds, then system (4) is
strongly topologically equivalent to system (8).
Moreover, it is not hard to prove that a linear system x′ = A(t)x has an exponential
dichotomy if and only if there exists a bounded function a(t) such that (3) holds and a(t)
has a property as follows: there exist T > 0 and α > 1 such that
t+T∫
t
a(u) du > α for all t ∈ R. (24)
Obviously, (24) implies (21), therefore we obtain
Corollary 3. Under the assumptions of Theorem 1, if system (8) has an exponential di-
chotomy, then system (4) is strongly topologically equivalent to system (8).
Remark. By this corollary it is thus clear that Theorem 2 includes the main results of
paper [2].
Before the proof the Theorem 2, we introduce a lemma, it can be easily proved by using
Gronwall’s inequality, so we omit the proof.
Lemma 2. Suppose that the assumptions of Theorem 1 hold and supt∈R |A(t)| = M . Let
X(t, t0, x0) be a solution of (4) satisfying initial condition X(t0) = x0 and Y(t, t0, y0) a
solution of (8) satisfying initial condition Y(t0) = y0. Then we have
∣∣X(t, t0, x0)−X(t, t0, x′0)∣∣ ∣∣x0 − x′0∣∣ exp
(∣∣∣∣∣
t∫
t0
[
M + r(s)]ds
∣∣∣∣∣
)
,
∣∣Y(t, t0, y0)− Y (t, t0, y′0)∣∣ ∣∣y0 − y′0∣∣ exp(M|t − t0|).
Proof of Theorem 2. We need only to prove that the equivalent function of (4) into (8)
H(t, x) and its inverse G(t, x) are strongly uniformly continuous functions. Noting (16),
we see that this is equivalent to proving that h(t, x) and g(t, (t, y)) are strongly uniformly
continuous functions.
(1) It follows from (17) that
h(t, x)− h(t, x′)
= −
t∫
U(t)PU−1(s)
[
f
(
s,X(s, t, x)
)− f (s,X(s, t, x′))]ds
−∞
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+∞∫
t
U(t)(I − P)U−1(s)[f (s,X(s, t, x))− f (s,X(s, t, x′))]ds
−I1 + I2.
By the assumption of (21), for any ε > 0, there exists T = T (ε) > 0 such that
t−T∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
∆(s)ds < ε/4,
+∞∫
t+T
K · exp
(
−
s∫
t
a(τ ) dτ
)
∆(s)ds < ε/4.
Now divide I1, I2 into two parts:
I1 =
t−T∫
−∞
+
t∫
t−T
 I11 + I12, I2 =
t+T∫
t
+
+∞∫
t+T
 I21 + I22,
obviously, |I11| < ε/4, |I22| < ε/4. Using (3), (7) and Lemma 2, we deduce
|I12|
t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s)
∣∣X(s, t, x)−X(s, t, x′)∣∣ds

t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s)|x − x′| exp
( t∫
s
M + r(u) du
)
ds
< C|x − x′|,
|I21| <C|x − x′|,
where C is a positive number which is dependent on T and independent of t . Therefore, if
|x − x′| < ε/4C, then∣∣h(t, x)− h(t, x′)∣∣ |I11| + |I12| + |I21| + |I22| < ε
for all t . So h(t, x) is a strongly uniformly continuous function.
(2) g(t, (τ, y)) is the unique bounded solution of (15), that is, it is the fixed point of the
following map T :
T z(t) =
t∫
−∞
U(t)PU−1(s)f
(
s, Y (s, τ, y)+ z(s))ds
−
+∞∫
U(t)(I − P)U−1(s)f (s, Y (s, τ, y)+ z(s))ds.
t
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gm+1
(
t, (τ, y)
)
=
t∫
−∞
U(t)PU−1(s)f
(
s, Y (s, τ, y)+ gm
(
s, (τ, y)
))
ds
−
+∞∫
t
U(t)(I − P)U−1(s)f (s, Y (s, τ, y)+ gm(s, (τ, y)))ds. (25)
It is easy to conclude that
gm
(
t, (τ, y)
)→ g(t, (τ, y)) as m → ∞, uniformly with respect to t, τ, y. (26)
For any ε > 0, by (21), there exists T = T (ε) > 0 such that
t−T∫
−∞
K · exp
(
−
t∫
s
a(τ ) dτ
)
∆(s)ds < (1 −L)ε/12,
+∞∫
t+T
K · exp
(
−
s∫
t
a(τ ) dτ
)
∆(s)ds < 1 −L)ε/12 (L< 1 is as in (7)).
Now we will prove that for any m there exists δm = δm(ε,T (ε)) > 0 such that,∣∣gm(t, (t, y1))− gm(t, (t, y2))∣∣< ε/3, if |y1 − y2| < δm. (27)
Obviously, (27) holds when m = 0. Now making the inductive assumption that (27) holds
for some natural number m, by (25), we get
gm+1
(
t, (t, y1)
)− gm+1(t, (t, y2))
=
t∫
−∞
U(t)PU−1(s)
[
f
(
s, Y (s, t, y1)+ gm
(
s, (t, y1)
))
− f (s, Y (s, t, y2)+ gm(s, (t, y2)))]ds
−
+∞∫
t
U(t)(I − P)U−1(s)[f (s, Y (s, t, y1)+ gm(s, (t, y1)))
− f (s, Y (s, t, y2)+ gm(s, (t, y2)))]ds  J1 − J2.
We divide J1, J2 into two parts:
J1 =
t−T∫
+
t∫
 J11 + J12, J2 =
t+T∫
+
+∞∫
 J21 + J22.−∞ t−T t t+T
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δ′ > 0 such that if |y1 − y2| < δ′, |s − t | < T then∣∣Y(s, t, y1)− Y(s, t, y2)∣∣< δm.
Therefore, noticing that
gm
(
s, (t, y)
)= gm(s, (s, Y (s, t, y))),
we find∣∣gm(s, (t, y1))− gm(s, (t, y2))∣∣
= ∣∣gm(s, (s, Y (s, t, y1)))− gm(s, (s, Y (s, t, y2)))∣∣< ε/3 (28)
holds if |y1 − y2| < δ′, |s − t | < T. Using (3), (7), (28) and Lemma 2, taking δm+1 =
min(δ′, (1 −L)ε/6eMT ), we deduce that for |y1 − y2| < δm+1,
|J12| + |J21|
t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s)
[∣∣Y(s, t, y1)− Y(s, t, y2)∣∣
+ ∣∣gm(s, (t, y1))− gm(s, (t, y2))∣∣]ds + |J21|

t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s)
[|y1 − y2|eM|s−t | + ε/3]ds + |J21|
 |y1 − y2|
[ t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s)eM|s−t | ds
+
t+T∫
t
K · exp
(
−
s∫
t
a(u) du
)
r(s)eM|s−t | ds
]
+ (ε/3)
[ t∫
t−T
K · exp
(
−
t∫
s
a(u) du
)
r(s) ds
+
t+T∫
t
K · exp
(
−
s∫
t
a(u) du
)
r(s) ds
]
 |y1 − y2|eMT +Lε/3 (1 −L)ε/6 +Lε/3.
Hence, if |y1 − y2| < δm+1 then∣∣gm+1(t, (t, y1))− gm+1(t, (t, y2))∣∣
= |J11 + J12 + J21 + J22|
 |J11| + |J22| +
(|J12| + |J21|)
< (1 −L)ε/12 + (1 −L)ε/12 + (1 −L)ε/6 +Lε/3 = ε/3.
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for the above-mentioned ε, by (26) there exists a natural number k such that for all t ∈ R,
y ∈ Rn,∣∣g(t, (t, y))− gk(t, (t, y))∣∣< ε/3.
Thus, if |y1 − y2| < δk (δk is a positive number such that (27) holds), then∣∣g(t, (t, y1))− g(t, (t, y2))∣∣

∣∣g(t, (t, y1))− gk(t, (t, y1))∣∣+ ∣∣gk(t, (t, y1))− gk(t, (t, y2))∣∣
+ ∣∣gk(t, (t, y2))− g(t, (t, y2))∣∣
< ε/3 + ε/3 + ε/3 = ε.
So g(t, (t, y)) is a strongly uniformly continuous function. This completes the proof of
Theorem 2. 
As an application of Theorem 2 we give a theorem on stability. As stated in Section 2, if
two systems are strongly topologically equivalent, they have the same stability. Therefore,
the following result is obvious.
Theorem 3. Suppose system (8) has a generalized exponential dichotomy with the pro-
jection P = I (therefore system (8) is positively asymptotically stable in the sense of
Lyapunov) and (21), or (23), or more specifically (22) holds. Then all solutions of sys-
tem (4) are positively asymptotically stable in the sense of Lyapunov.
For example,
x′ = − 1
1 + |t |x +
1
5
1
1 + |t |
[
π
2
− arctan (|t | + |x|)]
is positively asymptotically stable in the sense of Lyapunov.
4. Some examples
In this section we will construct three examples. In Example 1, all conditions of The-
orem 2 hold and therefore the nonlinear system is strongly topologically equivalent to its
linear system. In Example 2 and Example 3 condition (21) does not hold, while in Ex-
ample 2 the nonlinear system is strongly topologically equivalent to its linear system, in
Example 3 the nonlinear system is not strongly topologically equivalent to (only topologi-
cally equivalent to) its linear system. Therefore, although condition (21) of Theorem 2 is a
sufficient condition, it is not necessary for Theorem 2.
Example 1. Let
A(t) =
(− 11+|t | 0
0 1√
)
, f (t, x) =
( 1
1+|t | sin
|x|
5(1+|t |)
1 [π − arctan (|t | + |x|)]
)
.1+ |t | 5 2
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x′ = A(t)x, (29)
x′ = A(t)x + f (t, x). (30)
We have (29) ≈ (30). Because (29) has a 1-dimensional stable manifold and a 1-dimen-
sional unstable manifold, though the solution set of (30) does not form a 2-dimensional
linear space, (30) has also a 1-dimensional stable manifold and a 1-dimensional unstable
manifold since (29) ≈ (30).
Let
v(t) = 1
1 + |t | , f (x) =


x
2 , |x| 2,
1, x > 2,
−1, x < −2.
Example 2. Consider systems
x′ = v(t)x + v(t)f (x), (31)
x′ = v(t)x. (32)
Noting that 1 × 1 matrix (e
∫ t
0 v(u)du) is a fundamental solution matrix of (32), it is not
hard to verify that (32) has a generalized exponential dichotomy with a(t) = v(t) and a
1 × 1 zero matrix as projection P and that (31) ∼ (32) by using Theorem 1. Moreover, let
X(t, t0, x0) be a solution of (31) satisfying initial condition X(t0) = x0, then
X(t, t0, x0) = x0e
∫ t
t0
3
2 v(s) ds for x0 ∈ [0,2], t ∈ [t0, T ],
where T is a number such that X(T , t0, x0) = 2. Let V (s) be a primitive function of v(s),
then
e
3
2 [V (T )−V (t0)] = 2
x0
.
By (17), noting P = (0), we find that for x ∈ [0,2],
h(t, x) =
+∞∫
t
e−
∫ s
t v(u) duv(s)f
(
X(s, t, x)
)
ds
=
T∫
t
e−
∫ s
t v(u) duv(s)
1
2
X(s, t, x) ds +
+∞∫
T
e−
∫ s
t v(u) duv(s) ds
=
T∫
t
e−
∫ s
t v(u) duv(s)
1
2
xe
∫ s
t
3
2 v(u)du ds +
+∞∫
T
e−
∫ s
t v(u) duv(s) ds
= x
T∫
e
1
2
∫ s
t v(u) duv(s) ds +
+∞∫
e−V (s)+V (t) dV (s)t T
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x
) 1
3 − 1
]
+
(
2
x
)− 23
= 3
3√2
2
x
2
3 − x.
Hence H(t, x) = x + h(t, x) = 3 3
√
2
2 x
2
3 for x ∈ [0,2]. Moreover, we find H(t, x) = x + 1
for x > 2 and H(t, x) is an odd function with respect to x, so the equivalent function of
(31) into (32) is
H(t, x) =


x − 1, x < −2,
− 3 3
√
2
2 x
2
3 , −2 x  0,
3 3
√
2
2 x
2
3 , 0 < x < 2,
x + 1, x > 2.
Obviously, H(t, x) is a strongly uniformly continuous function, thus (31) is strongly topo-
logically equivalent to (32).
Example 3. Consider systems(
x′1
x′2
)
=
(1 0
0 v(t)
)(
x1
x2
)
+
( 0
v(t)f (x1)
)
, (33)
(
x′1
x′2
)
=
(1 0
0 v(t)
)(
x1
x2
)
. (34)
Noting that
U(t) =
(
et 0
0 e
∫ t
0 v(u)du
)
is a fundamental solution matrix of (34) and that (projection P is a zero matrix)
U(t)(I − P)U−1(s) = U(t)U−1(s) =
(
et−s 0
0 e
∫ t
s v(u) du
)
,
it is not hard to verify that (34) has a generalized exponential dichotomy with a(t) = v(t)
and that (33) ∼ (34) by using Theorem 1. However, by (17) (P is a zero matrix),
h(t, x1, x2) =
+∞∫
t
U(t)(I − P)U−1(s)
( 0
v(s)f (X1(s, t, x1))
)
ds
=
+∞∫
t
(
et−s 0
0 e
∫ t
s v(u) du
)( 0
v(s)f (X1(s, t, x1))
)
ds
=
( 0∫ +∞ − ∫ s v(u)du s−t
)

( 0 )
.
t
e t v(s)f (x1e ))ds h2(t, x1, x2)
490 L. Jiang / J. Math. Anal. Appl. 315 (2006) 474–490For an arbitrary x1 > 0, no matter how small x1 is, it is not hard to prove that
h2(t, x1, x2) → 1 as t → ∞, but h2(t,0, x2) = 0. So h2(t, x1, x2) is not a strongly uni-
formly continuous function, hence H(t, x1, x2) = (x1, x2)T + (0, h2(t, x1, x2))T is not
either. By the uniqueness of the equivalent function we find (33) is not strongly topologi-
cally equivalent to (34).
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