In the paper "A hybridized K-means clustering approach for high dimensional dataset" Dash, Mishra, Rash and Acharya have presented a new version of the k-means algorithm. In it, principal components analysis (PCA) was used before applying the kmeans algorithm with a new initialization method. The authors compare the results obtained by using the HKMCA and PCA with the results of the original k-means, but a direct comparison is not valid as this paper shows.
Introduction
The k-means algorithm is a widely used algorithm for classification problems. In order to improve the k-means algorithm performance on high dimensionality datasets a new method has been presented in Dash et al. (2010) . The hybridized k-means clustering algorithm (HKMCA) uses the principal components analysis to reduce the dimension of data before applying the kmeans algorithm. The above mentioned paper also shows a new method to select the initial centroids that seems improves the algorithm behaviour. The k-means algorithm looks for a partition of the original data into k groups that minimizes the sum of squared distances between the points and the centers of the groups. The main drawbacks of this method are its stochastic behaviour and the high computational effort needed for large data sets. A lot of authors have addressed such issues. The original k-means algorithm and the HKMCA results are analysed by using four datasets in Dash et al. (2010) . In this paper, the methodology used in Dash et al. (2010) to compare both cluster procedures is studied in order to clarify some guidelines when two clustering methods are compared. Also we have proved that the HKMCA does not achieve the experimental results showed in Dash et al. (2010) when these guidelines are followed.
In Section 1, a review of the paper of Dash et al. (2010) is made and the goal of this paper is proposed. Section 2 contains some previous concepts about cluster analysis, the k-means algorithm, and principal components analysis. Section 3 describes the procedure proposed in Dash et al. (2010) . In Section 4, the authors repeat the steps followed in Dash et al. (2010) when synthetic dataset is used and prove that the HKMCA has been programmed properly. Experimental activities and its corresponding result discussion have been done in Section 5. Finally, Section 6 is devoted to the final conclusions.
Previous concepts

Cluster Analysis
Cluster analysis is an important part of the knowledge discovery process that is used in many fields of study. The utility of cluster analysis has been proved in many papers, the main goal is to group either the data units into clusters such that the elements within a cluster have a high degree of "natural association" among themselves while the clusters are "relatively distinct" from one another. A type of measure of similarity must be defined which indicates if two data units are in the same cluster.
K-means algorithm
The k-means algorithm is one of the simplest unsupervised learning algorithms that solve the well-known clustering problem. It is a non-hierarchical technique that tries to find k groups (k fixed a priori) from a data set.
Given a natural number k and a dataset } ,..., , { 2 1 m x x x X = with m instances and n numeric variables, the k-means main objective is to find k centroids, one for each group, in order to minimize the within groups sum of squared errors (SSE): There are many improvements and versions of the k-means algorithm. MacQueen (1967) , Lloyd (1982) , Forgy (1965) and Hartigan-Wong (1979) are the most used versions. Below we describe the classic k-means method:
Algorithm:
Principal components analysis
The main purpose of principal component analysis (PCA) is to reduce the dimensionality of a data set in which there are a large number of interrelated variables, while retaining as much as possible of the variability present in the data set. See Jolliffe (2002) . PCA provides an orthogonal linear map which changes the original dataset coordinates to new ones. This linear map defines an orthonormal matrix whose columns are called principal components. The first principal component retains most of the variability present in the dataset; the second principal component retains the second largest variance, and so on. There are different rules to choose the number of variables that should be selected in each case. According to Jolliffe (2002) , the most common criterion is selecting the number of principal components such that the percentage of variation accounted for these components within the range 70% to 90%.
Other criteria to select the appropriate number of principal components are: Choose those principal components whose variance is greater than a fixed threshold value. Select those principal components whose variance is greater than the mean of variances of principal components. The last criterion is selected in Dash et al. (2010) .
Using principal components analysis before applying the algorithm with a new initialization method is proposed in Dash et al. (2010) .
Description of the hybridized k-means clustering algorithm
For completeness the hybridized k-means clustering algorithm (HKMCA) in Dash et al. (2010) , is included here:
Step 1 Initialization
Choose k points randomly in the featuring space, usually points of dataset are selected. They are called initial centroids or initial seeds.
Step 2 Assignation
For each point in the dataset, find the centroid that is closest, and assign that point to the corresponding cluster.
Step 3 Mean update Re-calculate k new centroids as barycentre of the clusters, using the mean of all points in the same cluster.
Step 4 Stopping rule Repeat steps two and three until the stopping rule is satisfied. Several stopping rules exist, for instance: when no more changes take place among the centroids, when the decrease of objective function is less than a prefixed threshold or when a prefixed number of iterations is reached.
Reproducibility of experimental results on the datasets
In Dash et al. (2010) the hybridized k-means clustering algorithm is applied to three well-known datasets: Pima Indian Diabetes, Breast Cancer, SPECTF Heart and a fourth synthetic dataset with 15 data objects and 10 variables. In order to study the behaviour of this method the algorithm has been re-implemented and we have used the same datasets.
The results obtained with the synthetic dataset are shown in Table 2 . The SSE value obtained with the HKMCA is the same as the SSE value obtained in Dash et al. (2010) . The table shows the number of principal components (NPC) selected. The k-means algorithm is a phase of the HKMCA. The k-means algorithm is applied to the data that are in the subspace generated by these components in the HKMCA case. // Phase-3: Apply the k-means clustering with the initial centroids given in array Cen. 15. For each data point, in set Y, find the nearest cluster center from list Cen that is closest and assign that data point to the corresponding cluster. 16. Update the cluster centres in each cluster using the mean of the data points, which are assigned to that cluster. 17. Repeat the steps 15 and 16 until there are no more changes in the values of the centroids. In Dash et al. (2010) the SSE value is averaged out from the results of 10 runs when the original k-means algorithm is applied. In order to replicate the results and avoid the different initialization problem the algorithm has been run 1000 times to synthetic dataset. According to Dash et al. (2010) , the average of SSE is 608.446. This value is one of the possible results, obtained 34. 2% of times (see Table 3 ) and the average value in our analysis is 560.3373. If the SSE value had been calculated using the k-means algorithm with normalized synthetic dataset, then the SSE coefficient would have been much smaller (see Table 4 ). As data have not been standardized when the original k-means has been used in this case, we suppose the procedure used in that paper was the same in the remaining cases. For the remaining datasets the algorithm is applied in the original work by using a random sample from the datasets. For this reason, the results would be different with each sample.
Experimental analysis
Dash's method achieves a significant reduction of the error when this procedure is compared with the classic k-means algorithm. In this new procedure, two phases are highlighted. Firstly, the data are normalized and, secondly, the principal components are calculated and then the k-means algorithm is applied in a new subspace X*. This subspace is consisting of those principal components whose variance is greater than the mean of variances of principal components. The direct comparison between the SSE obtained by Dash's method and by the k-means algorithm is not possible. This claim is deduced from the following considerations: the SSE value obtained by the classic k-means algorithm is different if data are normalized or not and the SSE value grows as the number of principal components selected grows. To illustrate these considerations, two examples are shown.
Firstly, given a set of m objects and n numeric variables, the objective function value is different if the k-means algorithm is applied to normalized data or not. This can be seen in the following case, consider the synthetic dataset and the normalized synthetic dataset and run 1000 times the k-means algorithm. The average and the standard deviation of SSE have been calculated for both cases as the following table shows. Secondly, given a set of m objects and n numeric variables and fixed a cluster classification, the SSE value calculated in the space consisting of the p first principal components is less or equal than the SSE value calculated in the subspace consisting of the p+q first components (p+q ≤ n). So the SSE value grows as the number of principal components selected grows. As an example of this, the k-means algorithm has been applied on the normalized synthetic dataset. The labels provided by the k-means algorithm in the space of all the principal components have been considered. Each centroid has been computed as average of all elements within each cluster. Then, the sum of squared distances between each element and its centroid has been calculated. The different SSE values obtained are shown in Table 5 . 
Remark:
Given a cluster classification, the SSE values calculated in the original space and in the space consisting of all the principal components coincide. This happens because the principal components analysis provides an orthonormal transformation and SSE is a sum of squared distances that does not depend on the orthonormal basis selected.
Moreover, in order to achieve the best classification possible a high quality of data is needed. Frequently, the variables of study or sampling methods are not subject to choose. Instead the process begins with a dataset that should be analysed. The variables which do not preserve relevant information must be deleted, this type of variable may be a label or code variable that identifies each case of dataset. Preserving these variables may increase the computational cost and the results of cluster analysis can be altered. About the rows of dataset that have some missing values, there are different options: missing values can be changed by the average of the variable corresponding or the most frequent value. As these options introduce artificial information, removing the complete row is frequently preferred, but it depends on the number of cases in the dataset. For this reason, the duplicate rows or rows with missing values will be eliminated before applying the cluster procedure, as well as the variables that do not provide relevant information. The HKMCA and the original k-means algorithm are applied to synthetic dataset below by taking into account the above considerations. Observe that the number of the clusters to make is 2 and it is the same as in Dash et al. (2010) . In this case, the variable V1 is a variable which identifies each case of the dataset and the variable V10 is almost constant except for just one case, therefore, both variables have been removed in this case (Table 1) . Table 6 shows the SSE values obtained. The SSE value, obtained by using the original k-means algorithm, is averaged out from the results of 1000 runs. The SSE value, when the HKMCA is applied, coincides with the SSE value obtained with the original k-means algorithm 13.4% of times. This is shown in Table 7 . The results obtained by using the Pima Indian Diabetes, Breast Cancer, SPECTF Heart datasets, are shown in Table 8 . The number of groups to create in each case has been provided by the variable that indicates the class of the cases. The SSE value obtained by using the HKMCA with Pima Indian Diabetes improves the results obtained with the original kmeans algorithm 39.55 % of times. The original Breast Cancer dataset had 699 cases, but the duplicate rows or rows with missing values have been deleted as well as the first variable that identifies each case, so the final dataset has 585 cases. In this case, the original k-means algorithm provides just one classification after running 1000 times this algorithm. The SPECTF dataset is composed of two sets, training and test data. We have repeated the analysis in both cases, deleting previously the class variable.
The SSE values obtained when the original k-means algorithm is applied to training dataset are smaller than the value obtained by using the HKMCA 98.75 % of times.
A high dimensional example
Nowadays, datasets encountered in our society are composed of thousands of variables and, in these cases, the component dimension reduction proposed by Dash could be needed. In this sense, data sets used by the author in the previous paper have not very high dimensionality. In order to analyse the utility of the procedure proposed by Dash when it is applied to high dimensional data sets, a new example is included in this paper. This dataset, called mfeat, consists of features of handwritten numerals (0-9) extracted from a collection of Dutch utility maps. 200 patterns per class (for a total of 2,000 patterns) have been digitized in binary images. These digits are represented in terms of 649 features. The procedure proposed by Dash, applied to this new data set always produces the same result, since it contains the initial seeds. According Dash's procedure, in a subspace of 77 principal components, it is obtained a value of SSE = 635619.5. However, as already mentioned, this value is not directly comparable to the value provided by the original algorithm k-means. The value considered in the original space of the normalized data, that it is comparable with the result of the k-means algorithm, is SSE = 790886.5. In order to contrast the real differences between both methods each algorithm has been run 10 times. The average, the minimum and the maximum values and the standard deviation of the SSE values have been calculated as the following table shows. Moreover, as an example, the time employed in both cases has been calculated to have a reference about the time complexity. The time employed for the initialization process is also included. The results show that the HKMCA does not improve the standard method, furthermore it requires more computational time.
Conclusions and final remarks
This paper makes different remarks about the method of comparison followed in Dash et al. (2010) and the experimental results obtained by using our guidelines. The Pima Indian Diabetes, Breast Cancer, SPECTF Heart and the synthetic datasets have been employed to compare both procedures. According to results obtained and subsequent computational analysis we can conclude that on average the results obtained by using the HKMCA coincide with the results obtained with the original k-means algorithm. However, the HKMCA is a deterministic procedure and it always provides the same result in each dataset. The HKMCA does not improve the k-means results as much as Dash et al. state , since the results obtained in Dash et al. (2010) using the HKMCA and the k-means algorithm are not comparable. Finally, in order to analyse the utility of the procedure proposed by Dash when it is applied to high dimensional data sets, a new example is included. This example shows that the HKMCA does not provide improvements. 
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