A semigroup S is called an equational domain if any finite union of algebraic sets over S is algebraic. We prove if a completely regular semigroup S is an equational domain then S is completely simple.
Introduction
In [4, 5] the main definitions of algebraic geometry over groups were given. Following these papers, an equation over a group G is an equality w(X) = 1, where w(X) is an element of the free product G * F (X). An algebraic set over G is a solution set of a system of equations over G.
The union of finite number of algebraic sets is not necessary algebraic over G. However, there exist groups (which were completely described in [3] ), where any finite union of algebraic sets is algebraic. Following [3] , the groups with such property are called equational domains.
The class of semigroups is more wider than the class of groups. Thus, it is naturally to search equational domains in the varieties of semigroups which are close to groups. One of the "group-like" class is the variety of completely regular semigroups, since any completely regular semigroup is the union of its maximal subgroups.
In the current paper we prove that completely regular equational domain is completely simple.
Definitions of semigroup theory
Let us give the necessary definitions of semigroup theory. For a detailed introduction in semigroup theory one can recommend [6] .
A semigroup S with a unique two-sided ideal I = S is called simple. A simple semigroup S is completely simple if it has minimal left and right ideals.
A semigroup S is completely regular (c.r.) if it is a union of its maximal subgroups. It is known that any completely simple semigroup is c.r.
A semilattice Ω is a commutative idempotent semigroup, i.e. Ω satisfies the identities xy = yx, xx = x.
One can define a partial order ≤ over a semilattice Ω by
Let Ω be a semilattice. A disjount union of semigroups S = {S α |α ∈ Ω} is called a semilattice of semigroups if for any pair α, β ∈ Ω, α ≤ β there exists a homomorphism ψ α,β : S β → S α such that
4. the product of elements s 1 ∈ S α , s 2 ∈ S β is defined by
The next theorem establishes the connections between completely regular semigroups and semilattices. 
Algebraic geometry over semigroups
All definitions below are derived from the general notions of [2] , where the definitions of algebraic geometry were formulated for an arbitrary algebraic structure in the language with no predicates.
As the inversion −1 (the taking the inverse element in the corresponding maximal subgroup) is algebraic in any c.r. semigroup, one can consider the language L 0 = {·, −1 }. For a given c.r. semigroup S one can extend L 0 by new constants {s|s ∈ S} which correspond to the elements of the semigroup S. The obtained language is denoted by L S and further all semigroups are considered in such language.
Let X be a finite set of variables For example, the expressions xs(
A system of equations over L S (a system for shortness) is an arbitrary set of equations over L S .
A point P = (p 1 , p 2 , . . . , p n ) ∈ S n is a solution of a system S in variables x 1 , x 2 , . . . , x n , if the substitution x i = p i reduces any equation of S to a true equality in the semigroup S. The set of all solutions of a system S in the semigroup S is denoted by V S (S). A set Y ⊆ S n is called algebraic over the language L S if there exists a system over L S in variables x 1 , x 2 , . . . , x n with the solution set Y .
Following [3] , let us give the main definition of our paper. A c.r. semigroup S is an equational domain (e.d. for shortness) in the language L S if for any finite set of algebraic sets
According Theorem 2.1, we denote a c.r. semigroup by S = {S α |α ∈ Ω}, where Ω is a semilattice and S α are completely simple semigroups.
Lemma 4.1. Let S = {S α |α ∈ Ω} be a c.r. semigroup. Suppose an L S -term t(x) contains the constants from the subsemigroups with indexes α 1 , α 2 , . . . , α n . Hence, the value of t(x) at the point x ∈ S β belongs to the subsemigroup S γ , where
Proof. Let us prove the statement of the lemma by the induction on the definition of the term t(x). If t(x) is either variable or constant the lemma obviously holds.
Let t(x) = (t ′ (x)) −1 . By the assumption of the induction, the value of t ′ (x) belongs to S γ ′ , where
′ n β and t ′ (x) contains the constants from the subsemigroups S α ′ i (1 ≤ i ≤ n). As the subsemigroup S γ ′ is c.r., t(x) ∈ S γ ′ and the lemma is proved.
Suppose now t(x) = t 1 (x)t 2 (x) and the value of the term t i (x) belong to the subsemigroup S γ i , where
and the term t i (x) contains the constants from the subsemigroups S α ij . By the definition of the multiplication (1) the value of the term t(x) belongs to S γ 1 γ 2 , where the index γ 1 γ 2 = α 11 α 12 . . . α 1n 1 α 21 α 22 . . . α 2n 2 β, contains β and the indexes of all constants occurring in t(x). Lemma 4.2. Let S = {S α |α ∈ Ω} be a c.r. semigroup, α, β ∈ Ω, α ≤ β, b ∈ S β and a = ψ α,β (b) ∈ S α . Hence for an L S -term t(x) with t(b) ∈ S δ , t(a) ∈ S γ it holds γ ≤ δ and, moreover,
Proof. The inequality γ ≤ δ immediately follows from Lemma 4.1.
Let us prove (2) by the induction on the definition of the term t(x).
If t(x) is either a constant or a variable the equality (2) is obviously holds. Let t(x) = (t ′ (x)) −1 , and
By the definition of the inversion, we have t(b) ∈ S δ , t(a) ∈ S γ . Thus
Suppose now t(x) = t 1 (x)t 2 (x), where
According Lemma 4.1, we have γ = γ 1 γ 2 , δ = δ 1 δ 2 , and, hence, γ ≤ δ. Finally, we obtain
that proves the lemma.
Lemma 4.3. Let S = {S α |α ∈ Ω} be a c.r. semigroup, α, β ∈ Ω, α ≤ β, and an L S -term t(x) contains a constant from the subsemigroup S α . Therefore, for any b ∈ S β the elements t(b), t(ψ α,β (b)) belongs to S γ for some γ ∈ Ω.
Proof. Denote a = ψ α,β (b). The proof of this lemma follows from Lemma 4.1 which states that the elements t(b), t(a) belongs to the subsemigroups with indexes
where the constants of the term t(x) belong to the subsemigroups with the indexes α i . by the condition of the lemma, the term t(x) contains a constant from the subsemigroup S α . Without loss of generality, one can put α 1 = α. Hence, the element t(b) belongs to the subsemigroup with the index βαα 2 . . . α n = αα 2 . . . α n .
Obviously, the element t(a) belongs to the subsemigroup with the same index:
Lemma 4.4. Let S = {S α |α ∈ Ω} be a c.r. semigroup, α, β ∈ Ω, α ≤ β. Suppose an L S -term t(x) contains a constant from the subsemigroup S α . Hence, for any b ∈ S β it holds t(b) = t(ψ α,β (b)).
Proof. Denote a = ψ α,β (b). By Lemma 4.3, the elements t(b), t(a) belong to the same subsemigroup S γ . Following Lemma 4.2, there exists a homomorphism ψ γ,γ (t(b)) = t(a). By the definition of a semilattice of semigroups, the homomorphism ψ γ,γ is trivial. Hence, t(a) = t(b).
Theorem 4.5. Any c.r. semigroup S = {S α |α ∈ Ω} with |Ω| > 1 is not an equational domain in the language L S .
Proof. Let α, β ∈ Ω, α < β, b ∈ S β . By a ∈ S α denote ψ αβ (b).
Assume the converse: the set
is the solution set of a system S. As P = (a, a) / ∈ M, there exists an equation t(x, y) = s(x, y) ∈ S with t(a, a) = s(a, a).
Observe that the equation t(x, y) = s(x, y) should contain the occurrences of the both variables x, y. Otherwise, if it depends on a single variable x (or y) we have t(a) = s(a), as (a, b) ∈ M (or (b, a) ∈ M). However, by the choice of the equation, t(a) = s(a), and we came to the contradiction.
Thus, the equation t(x, y) = s(x, y) has one of the following types:
1. any part of the equation t(x, y) = s(x, y) contains the both variables x, y;
2. the first part of the equation depends on a single variable, whereas the second one depends on two variables;
3. the first part of the equation does not contain y, and the second part does not contain x;
