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ABSTRACT
In a Ranking and Selection problem, a collection of k populations {πi}ki=1 is given
which follow some (partially) unknown probability distribution PXi given by a ran-
dom vector Xi. The problem is to select the “best” of the k populations where “best”
is well defined in terms of some unknown population parameter. In many univari-
ate parametric and nonparamentric settings, solutions to these ranking and selection
problems exist. In the multivariate case, only parametric solutions have been de-
veloped. We have developed several methods for solving nonparametric multivariate
ranking and selection problems. The problems considered allow an experimenter to
select the “best” populations based on nonparametric notions of dispersion, location,
and distribution. For the first two problems, we use Tukey’s Halfspace Depth to de-
fine these notions. In the last problem, we make use of a multivariate version of the
Kolmogorov-Smirnov Statistic for making selections.
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Chapter 1
Ranking and Selection
In this chapter, several Ranking and Selection procedures are illustrated. This pro-
vides the reader with an introduction to the pertinent Ranking and Selection concepts
that will be used in Chapters 3, 4, and 5. Additionally, this chapter will provide
motivation for the procedures that are developed. In Section 1.1, we give a short in-
troduction to the basic setting of a Ranking and Selection problem. Sections 1.2, and
1.3, provide the necessary background for the two approaches that are taken with any
Ranking and Selection problem. Section 1.4 introduces two univariate nonparametric
procedures.
1.1 Introduction
In a Ranking and Selection problem, a collection of k populations {πi}ki=1 is given.
These populations follow some (partially) unknown probability distribution PXi given
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by a random variable Xi. When the context is clear, we let PXi = Pi. Our goal is
to select a subset of populations. Of course, any subset will not satisfy us. We want
to select the “best” populations. The “best” populations are determined by some
unknown parameter θi ∈ R for Pi. If we let
θ[1] ≥ θ[2] ≥ · · · ≥ θ[k] (1.1)
represent the ordering of the parameters θi, we can define the “best” populations in
terms of the ordered unknown values of θi. It may be that our desire is to select the
population with the largest ( smallest ) value, θ[1] (θ[k]). Taking this idea further,
we may desire to select the populations with the t < k largest ( smallest ) values,
or rank the populations, i.e. select the first “best”, second “best”, . . . , kth “best”
populations.
Since the values of θi are unknown, we can not simply select the populations that
correspond to the “best” without some hint as to the correct ordering of the θi. As
would be expected, a sample of size n is collected from each population, and θi is
estimated by some function of the sample θ̂i,n. Ordering these sample values, we have
θ̂[1],n ≥ θ̂[2],n ≥ · · · ≥ θ̂[k],n. (1.2)
It is hoped that there is some type of useful relationship between (1.1) and (1.2). By
useful, we mean that it will allow us to correctly select (CSn) the “best” population(s).
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Given that we will make this selection based upon less than complete information,
being based on a sample, there is a chance that we will make a mistake. Thus, our
true goal is to control the chance of making a mistake. That is, we would like to
determine a sample size n so that the probability of making a correct selection is
greater than some predetermined value i.e.
P (CSn) ≥ P ∗ ∈ (0, 1). (1.3)
Two main approaches to solving this problem exist. The first is known as the In-
difference Zone approach; the Subset Selection Approach is the second. Both ap-
proaches will be used to determine nonparamentric selection procedures for selecting
from among k multivariate populations. In the next few sections we outline some
procedures, relating to univariate populations, that will illustrate both types of ap-
proaches.
1.2 Indifference Zone Approach
The Indifference Zone Approach can be best described by considering a procedure
for selecting the Normally Distributed population with the largest mean. This is
commonly referred to as the Normal Means procedure.
3
1.2.1 Normal Means Procedure
Bechhofer and Sobel first described the Normal Means procedure in [2] and [3]. We
are given k normally distributed populations, {πi}ki=1, with known common standard
deviation, σ, and unknown mean µi. Since, we are looking for the “best” population,
we need some way to define “best”.
Definition 1.1. For i 6= j, if µi > µj, then πi is said to be better than πj.
Denoting the ordered population means as
µ[1] ≥ µ[2] ≥ · · · ≥ µ[k], (1.4)
we can see that our task is to select the population, πi, with the mean, µ[1]. Now we
ask a question: when do we not care about making a correct selection? If all of the
populations have the same mean value, it would make no difference which population
is selected. So, we do not need to determine a procedure for this situation. Taking
this a step further, suppose there is no practical difference between the populations’
means. That is, for some small ε > 0, and for all i = 1, 2, . . . , k,
µ[1] ≥ µi ≥ µ[1] − ε. (1.5)
In a situation like this, there is no reason to care which population is selected. Each
population can be considered just as good as another. Consequently, we would be
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indifferent to which population is selected. This leads to a second question: In what
situation would we care about making a correct selection? The obvious answer: we
would care when there is a significant difference between the populations’ means.
Thus, it would be of practical interest for us to make a correct selection whenever
the largest population mean is significantly larger than the second largest mean, that
is whenever µ[1] > µ[2] + δ
∗ where δ∗ > 0. With this, we can refine the goal given in
(1.3). Our goal is to determine a sample size n so that the probability of correctly
selecting the population with the largest mean is greater than some predetermined
value P ∗ whenever the largest mean is significantly larger than the second largest i.e.
P (CSn) ≥ P ∗ ∈ (0, 1) whenever µ[1] > µ[2] + δ∗. (1.6)
This last statement is what is known as the probability requirement. We will define
the preference zone as
PZ = {~µk = (µ1, µ2, . . . , µk) ∈ Rk|µ[1] > µ[2] + δ∗}. (1.7)
Its complement will be referred to as the indifference zone. Thus, we want a proce-
dure that satisfies the probability requirement whenever the populations are in the
preference zone, and are indifferent whenever the populations fall in the indifference
zone.
The actual procedure for making our selection is relatively straightforward.
5
Normal Means Procedure(Bechhofer & Sobel [2, 3]):
The Normal Means Procedure is as follows:
1. Take a simple random sample of size n from each population where
n =
(
hσ
δ∗
)2
, (1.8)
h is the solution to ∫ ∞
∞
Φ(z + h)k−1φ(z) dz = P ∗, (1.9)
and Φ(z) is the standard Normal cumulative distribution function and φ(z) is
standard Normal density.
2. Estimate µi by the sample mean, X i,n, from each population.
3. Claim that the population πi corresponding to X [1],n is the population with the
largest mean µ[1] where the ordered sample means are denoted by
X [1],n ≥ X [2],n ≥ · · · ≥ X [k],n. (1.10)
Now, we outline the derivation of the integral equation in (1.9). Let X(i),n repre-
sent the sample mean that corresponds to µ[i]. A correct selection is the event where
the largest sample mean equals the sample mean produced by the population with
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the largest population mean,
CSn =
{
X [1],n = X(1),n
}
. (1.11)
Equivalently, we could say that a correct selection occurs when the sample mean
from the population with the largest mean is equal to the maximum of all the sample
means calculated.
CSn =
{
X(1),n = max
i=1,2,...,k
X i,n
}
. (1.12)
By standardizing X(i),n, so that
Zi =
√
n
(
X(i),n − µ[i]
)
σ
, (1.13)
we see that
P (CSn) = P
(
X [1],n = X(1),n
)
= P
(
X(1),n = max
i=1,2,...,k
X i,n
)
=
∫ ∞
∞
∏
i=2,...,k
P
(
z +
√
n(µ[1] − µ[i])
σ
> Zi
)
dFZ1(z). (1.14)
Now, we introduce the least favorable configuration. It will be the configuration
of (µ1, µ2, . . . , µk) in the preference zone where (1.14) is minimized. It can be shown
that this occurs when
µ[1] − δ∗ = µ[2] = · · · = µ[k]. (1.15)
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Conceptually, this should be the configuration that should make our decision making
process the most difficult. Except for the “best” population, all populations have the
same mean, and are as close as possible to being the “best” population. Consequently,
we can see that
(1.14) ≥ inf
~µk∈PZ
∫ ∞
∞
∏
i=2,...,k
P
(
z +
√
n(µ[1] − µ[i])
σ
> Zi
)
dFZ1(z) (1.16)
=
∫ ∞
∞
∏
i=2,...,k
P
(
z +
√
nδ∗
σ
> Zi
)
dFZ1(z)
=
∫ ∞
∞
Φ(z + h)k−1φ(z) dz.
It should be noted that defining the indifference zone serves both a mathematical as
well as a practical use. Without it, the infimum in (1.16) would be over all of Rk.
In which case, the infimum would be attained when all means have the same value.
In that case, we can only state that P (CSn) ≥ k−1. Thus, in our current situation,
we will take P ∗ ∈ ( 1
k
, 1), to insure that the probability of making correct selection is
better than a random guess.
With this procedure in hand, we have reviewed the basic concepts that cover the in-
difference zone approach. However, before moving to the Subset Selection Approach,
we will introduce some more procedures that use the Indifference Zone approach to
illustrate other necessary concepts, and to motivate some of the procedures described
in later chapters.
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1.2.2 Two-Stage Normal Means Procedure
Our goal in this section is the same as in the previous one; we want to select the
Normally distributed population with the largest mean. However, we assume that
the common standard deviation is no longer known. The procedure for this situation
was first given, in more generality, by Bechhofer, Sobel, & Dunnett in [30]. This
procedure will be completed by sampling in two stages. This is necessary because an
estimate of the common unknown standard deviation is needed. In fact, Dudewicz
has shown in [5], that no single stage procedure, independent of the variance, exists
for making this type of selection. The procedure is as follows:
Two-Stage Normal Means Procedure (Bechhofer, Sobel, & Dunnett [30]):
Stage 1:
(a) Take a sample of size n0 from each population.
(b) Compute the pooled sample standard deviation sp.
(c) Determine N the total sample size that must be taken from each population
where n = k(n0 − 1),
N = max
{
n0, 2s
2
p
[
h
δ∗
]2}
, (1.17)
9
bij =

2(k − 1)/k if i = j
−2/k if i 6= j
,
C =
Γ[1
2
(n+ k − 1)]
√
k
(
1
2
nπ
) 1
2
(k−1)
Γ
(
1
2
n
) (1.18)
and h is the solution to
∫ h
−∞
· · ·
∫ h
−∞
C
{
1 +
1
n
k−1∑
i=1
k−1∑
j=1
bijtitj
}− 1
2
(n+k−1)
dt1 dt2 . . . dtk−1 = P
∗. (1.19)
Stage 2:
(a) Take a sample of size N − n0 from each population.
(b) Calculate X i,N for each population.
(c) Claim that the population, πi corresponding to X [i],N is the population with
mean µ[k].
The important concept to take away from this is that of using two stages. The first
stage estimates an unknown parameter and determines a necessary sample size. The
second stage determines the population for which we are looking.
Other variations of the Two-stage Normal Means Procedure exist. In the next
procedure, the equality of the populations’ standard deviations is not assumed. The
procedure that follows was first given by Dudewicz and Dalal in [5].
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Two-Stage Normal Means Procedure (Dudewicz & Dalal [5]):
Stage 1:
(a) Take a sample of size n0 from each population.
(b) Compute the sample standard deviation si for each population.
(c) Determine ni the total sample size that must be taken from population πi where
Fn0(z) is the cumulative students-t distribution with n0−1 degrees of freedom,
fn0(z) is its density, h is the solution to
∫ ∞
−∞
F k−1n0 (z + h)fn0(z) dz = P
∗, (1.20)
and
ni = max
{
n0 + 1,
[
sih
δ∗
]2}
. (1.21)
Stage 2:
(a) Take a sample of size ni − n0 from each population.
(b) Calculate a weighted sample mean X̃i,ni for each population based upon the
combined sample of size ni from πi where
X̃i,ni =
ni∑
j=1
ai,jXi,j, (1.22)
and ai,j in (1.22) are chosen so that
11
(i)
∑ni
j=1 ai,j = 1
(ii) ai,1 = · · · = ai,n0
(iii) s2i
∑ni
j=1 a
2
i,1 = (
δ∗
h
)2.
(c) Claim that the population πi corresponding to the largest weighted mean,
X̃[i],ni , is the population with the largest mean, µ[k].
This procedure is different in two ways from the previous one. First, our sample from
each population could be of a different size. Secondly, we do not use the intuitive
estimate for the mean; instead we use X̃i,ni .
1.2.3 Normal Variances Procedure
The preceding procedures selected populations based on the location of the popula-
tion’s distribution. However, we are not limited to comparing only locations. In this
section, we compare distributions based upon their dispersion. Since we will continue
to look at Normally distributed populations, dispersion would be measured using the
population variance. This is the goal of the Normal Variances Procedures described
by Bechhofer and Sobel in [3].
As before, we have k Normally distributed populations, πi with mean µi and
variance σ2i . The goal of this type of procedure is to select the Normally distributed
population with the smallest variance with probability at least P ∗ whenever δ∗σ2[2] ≥
σ2[1]. This procedure can be completed in a single stage, in a manner similar to the
Normal Means Procedure.
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Normal Variances Procedure(Bechhofer & Sobel [3]):
1. Take a simple random sample of size n from each population where n is the
smallest positive integer to satisfy
∫ ∞
0
[
1−Gn−1
( z
δ∗
)]k−1
gn−1(z) dz ≥ P ∗, (1.23)
where Gn−1(z) is the cumulative distribution function of a χ
2 random variable
with n− 1 degrees of freedom, and gn−1(z) is the corresponding density.
2. Estimate σ2i by the sample variance, s
2
i,n, from each population.
3. Claim that the population πi corresponding to s
2
[i],n is the population with the
largest mean σ[1] where the ordered sample variances are denoted by
s2[1],n ≤ s2[2],n ≤ · · · ≤ s2[k],n. (1.24)
1.2.4 Remarks
Remark 1.1. The procedures presented illustrate the manner in which only the
“best” population should be selected; the procedures can be made more general.
They can be reformulated to select the first two “best”, the first three “best”, and
so on. Additionally, we have considered the case of the largest mean, or the smallest
variance. But, these procedures can be reformulated to consider the smallest mean,
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or the largest variance.
Remark 1.2. These are not the only procedures available for selecting populations
based on their means. Procedures based upon other parameters exist; as well as
procedures based on populations with nonnormal distributions. These have been
outlined in [8] and [9].
1.3 Subset Selection Approach
With the subset selection approach to Ranking and Selection problems, our goal is
to select a subset of the populations that contains the “best” population(s). In many
applications, subset selection procedures are meant to eliminate populations from
study. Thus, the “best” populations could be considered the “good” populations
worthy of possible further study. More accurately, our goal is to select a subset of
the populations that contains all of the “good” population(s). Therefore, given a
collection of k populations, {πi}ki=1, we assume {πi}ki=1 can be partitioned into two
subsets, G and B, where
G = {the “good” populations} (1.25)
and
B = Gc. (1.26)
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Specifically, the goal of a subset selection procedure is to select a set Ĝn ⊂ {πi}ki=1
such that
G ⊂ Ĝn (1.27)
and
P (G ⊂ Ĝn) ≥ P ∗. (1.28)
How do we define the “good” populations? In many cases, these are defined as those
that are better than some standard, or control, population. So, G may be defined as
G = {πi|πi is better than a standard(control).}. (1.29)
We will illustrate these ideas in the next sections. Section 1.3.1 considers selecting
populations that are better than a standard population. Section 1.3.2 considers select-
ing those populations better than a control population. Subset selection procedures
were first studied by Gupta in [10].
1.3.1 Normal Means Selection with Respect to a Standard
Again, we consider the case of k Normally distributed populations. We assume that
their means, µi are unknown, but that their common standard deviation, σ, is known.
Our goal is to select a subset of all populations that includes those populations whose
mean is better than a given standard mean, µ0. If µi ≥ µ0, a population will be
15
considered better than the standard . Thus, the “good” populations are
G = {πi|µi ≥ µ0}. (1.30)
The subset Normal Means procedure is as follows:
Subset Normal Means Selection with Respect to a Standard(Gupta [10]):
1. Take a simple random sample of size n from each population.
2. Estimate µi with the sample mean, X i,n, from each population.
3. Select all populations that are members of
Ĝn =
{
πi | X i,n ≥ µ0 − δ∗
σ√
n
}
(1.31)
where δ∗ is the solution to
Φ(δ∗) = (P ∗)
1
k . (1.32)
4. Claim that the populations in G are contained in Ĝn.
This procedure will satisfy the probability requirement,
P
(
G ⊂ Ĝn
)
≥ P ∗ ∈
(
.5k, 1
)
. (1.33)
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It should be noticed that the procedure allows the sample size to be chosen ar-
bitrarily. But, once the sample size is chosen, the selection rule is fixed based upon
the value chosen for P ∗. This is seen as follows. First, a correct selection (CS) of
population occurs whenever G ⊂ Ĝn. Thus, we can calculate a lower bound for the
probability of correct selection as follows:
P (CS) = P
(
G ⊂ Ĝn
)
(1.34)
= P
(
X i,n ≥ µ0 − δ∗
σ√
n
, i ∈ G
)
(1.35)
=
∏
i∈G
P
(
X i,n ≥ µ0 − δ∗
σ√
n
)
(1.36)
=
∏
i∈G
P
(
Zi ≥
√
n
σ
(µ0 − µi)− δ∗
)
(1.37)
≥
∏
i∈G
P (Z ≤ δ∗) (1.38)
≥ Φ(δ∗)k. (1.39)
(1.36) is due to the independent sampling from each population. By letting
Zi =
√
n(X i,n − µi)
σ
, (1.40)
we have (1.37). Since µi ≥ µ0 for all i ∈ G, we minimize (1.37) when µi = µ0 for
all δ∗i ∈ G. This gives us (1.38), and removes the sample size n from consideration.
Finally, we minimize further by setting G = {πi}ki=1. Setting (1.39) equal to P ∗ gives
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(1.32).
1.3.2 Normal Means Selection with respect to a Control
When selecting with respect to a control, we are given a collection of k + 1 Nor-
mally distributed populations, {πi}ki=0. The means, µi, are unknown, and standard
deviation, σ, is known and the same for each population. π0 will be designated as
the control population. The goal is to correctly select all populations that are better
than π0. The populations that are better than π0 are those such that µi ≥ µ0. The
procedure for making our selections is similar to the procedure given in Section 1.3.1.
Subset Normal Means Selection with Respect to a Control (Gupta [10]):
1. Take a simple random sample of size n from each population, including π0.
2. Estimate µi with the sample mean, X i,n, from each population.
3. Select all populations that are members of
Ĝn =
{
πi | X i,n ≥ X0,n − δ∗
σ√
n
}
(1.41)
where δ∗ is the solution to
∫ ∞
−∞
Φk(z + δ∗)φ(z) dz = P ∗. (1.42)
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4. Claim that the populations in G are contained in Ĝn.
The full derivation of this procedure can be found in [10].
1.3.3 Remarks
Remark 1.3. As with the procedures considered in section 1.2, we have considered
only two of many possible procedures. We have only considered the cases where
the common standard deviation was known and sample sizes were equal. These
procedures can be modified to consider populations with different standard deviations,
both known and unknown, as well as unequal sample sizes. We have only considered
the means of Normally distributed populations. But, we need not restrict ourselves to
simply normal populations. In fact, we need not restrict ourselves to defining “good”
populations based on the mean. Many other parameters can be used.
Remark 1.4. As stated above, the sample sizes in the two subset procedures could be
determined arbitrarily. These procedures would be most useful, when the sample of
size n has already been collected from each population, and the experimenter needs to
determine a selection rule that will meet their probability requirement, i.e. determine
δ∗.
Remark 1.5. A procedure could be devised in which we always determine that
Ĝn = Ω. This would meet any probability requirement. It would also make this
procedure useless. Thus, it is also important to consider, in some way, the expected
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size of Ĝn, E(#Ĝn) where #A denotes the cardinality of a set A. It would be
preferable to use a procedure in which |G|≤ E(|Ĝn|) ≥ |G|+ε for some ε > 0.
Remark 1.6. The subset selection procedures given here are meant to familiarize us
with making selections against a known standard, or a known population. However,
our goal could have been to select a subset of populations that contains the population
with the largest mean. Many methods of this sort exist.
1.4 Nonparametric Procedures
In this section, we present two nonparametric univariate Ranking and Selection pro-
cedures. We will outline procedures that make selections based on either the location
of, or the dispersion of, the given populations. We will describe the location of a dis-
tribution using the α-quantile, and the dispersion using the Inter-(α, β) Range. When
considering a univariate distribution, Pi, we will denote its cumulative distribution
function as Fi(x) = P (Xi ≤ x), x ∈ R.
Definition 1.2. For α ∈ (0, 1), the α-quantile of a distribution F is defined to be
xα(F ) = inf {x ∈ R | F (x) = α} . (1.43)
Definition 1.3. For 0 < α < 1
2
< β < 1, the inter-(α, β) Range of F is defined to be
Qα,β(F ) = xβ(F )− xα(F ). (1.44)
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These are generalizations of the usual nonparametric measures of location and dis-
persion. The median of F is x.5(F ), and the interquartile range is equal to Q.25,.75(F ).
1.4.1 Largest α-quantile Procedure
Given k populations, with absolutely continuous distributions Fi, the goal of this
section is to select the population with the largest α-quantile. This procedure was
originally developed by Sobel in [28]. We define an ordering on the populations as
follows:
Definition 1.4. For fixed α ∈ (0, 1), given two populations π1, π2 with cumulative
distribution functions F1, F2, then π1 is said to be better than π2(π1  π2) if and
only if
xα(F1) ≤ xα(F2). (1.45)
This definition also induces an ordering on distributions. This will be denoted by
F1  F2. Let F[1]  F[2]  · · ·  F[k] be the correct ordering of the distributions. As
with the procedures outlined in section 1.2, we want to choose a population whenever
the “best” population is sufficiently different than the rest. In this case, we will prefer
to make a correct selection whenever xβ(F[k]) is the largest not only for β = α, but
also for all β ∈ (α− ε, α + ε). Specifically, the preference zone is defined as
PZ = {(F1, F2, . . . , Fk)|d ≥ δ∗} (1.46)
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where δ∗, ε > 0 are constants decided upon by the experimenter,
I =
[
xα−ε(F[k]), xα+ε(F[k])
]
, (1.47)
F (x) = min
i=1,...,k−1
F[i](x), (1.48)
and
d = inf
x∈I
(F (x)− F (x)). (1.49)
Figure 1.1: Preference Zone: Largest α-quantile
With our preference zone defined, the actual procedure for making a selection is
relatively straightforward.
22
Largest α-quantile Procedure ( Sobel [28] ) :
1. Take a sample of size n from each population such that n satisfies
∫ β+ε∗
β−ε∗
∫ α+ε∗
α−ε∗
[
C
∫ 1
v0−d∗
∫ u0+d∗
0
ur−1(v − u)s−r−1(1− v)n−s du dv
]k−1
(1.50)
× ur−10 (v0 − u0)s−r−1(1− v0)n−s du0 dv0 = P ∗
with r = (n+ 1)α, s = (n+ 1)β, and
C =
Γ(n+ 1)
Γ(r)Γ(s− r)Γ(n− s+ 1)
.
2. For each population, estimate xα(Fi) with the sample αn order statistic, x̂α(Fi,n),
where
Fi,n(x) =
∑n
j=1 I{Xi,j≤x}
n
(1.51)
and IA(x) is an indicator function,
IA(x) =

1 if x ∈ A
0 if x 6∈ A
(1.52)
3. Claim that the population πi corresponding to x̂α(F[k],n) is the population with
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the largest α-quantile xα(F[k]) where the ordered sample means are denoted by
X [1],n ≥ X [2],n ≥ · · · ≥ X [k],n. (1.53)
1.4.2 Smallest Inter-(α, β) Range Procedure
This section reviews a procedure given by Sobel in [29] that selects the least dispersed
of k populations with absolutely continuous distributions, Fi.
Definition 1.5. If F1 and F2 are the c.d.f. for two populations, then F1 is less
dispersed than F2 (F1  F2) if and only if for a fixed α ∈ (0, 12), β ∈ (
1
2
, 1),
Qα,β(F1) ≤ Qα,β(F2). (1.54)
Thus, if F[1]  F[2]  · · ·  F[k] is the correct ordering of the distributions being
considered, the goal of this procedure is select the population πi corresponding to F[1]
subject to the probability requirement P (CS) ≥ P ∗ whenever the populations fall in
the preference zone. The preference zone for this procedure has similarities to the
one used in Section 1.4.1. It is defined as
PZ = {(F1, F2, . . . , Fk)|δ ≥ δ∗} (1.55)
where δ∗, ε > 0 are constants decided upon by the experimenter so that 0 < ε <
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Figure 1.2: Preference Zone: Smallest Inter-(α, β)-range
min{α, 1
2
− α, 1− β, β − 1
2
},
I1 = [xα−ε(F[1]), xα+ε(F[1])], (1.56)
I2 = [xβ−ε(F[1]), xβ+ε(F[1])], (1.57)
and
δ = min
i=2,···,k
{
inf
x∈I1
F[i] − F[1], inf
x∈I2
F[1] − F[i]
}
. (1.58)
The procedure is as follows.
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Smallest Inter-(α, β) Range ( Sobel [29] ) :
1. Take a simple random sample of size n from each population where G(p) =
n!
(r−1)!(n−r)!
∫ p
0
xr−1(1− x)n−r and n satisfies
(k − 1)
∫ α+δ∗+ε
α+δ∗−ε
Gk(v)[1−G(v − δ∗)] dG(v)
+Gk−1(α− ε+ δ∗)[1−G(α− ε)] = P ∗. (1.59)
(To simplify matters, α could be taken to be a rational, and n possibly increased
so that αn is an integer.)
2. For each population, estimate Qα,β(Fi) with the sample Inter-(α, β) Range of
Fi,
Q̂α,β(Fi,n) = x̂β(Fi,n)− x̂α(Fi,n). (1.60)
3. Claim that the population πi corresponding to Q̂α,β(F[1]i,n) is the population
with the smallest α-quantile Qα,β(F[1],n) where the ordered sample Inter-(α, β)
Ranges are denoted by
Q̂α,β(F[1],n) ≤ Q̂α,β(F[2],n) ≤ · · · ≤ Q̂α,β(F[k],n). (1.61)
As with the previous procedure, α, β are taken to be rational numbers, and n may
be increased so that (n+ 1)α and (n+ 1)β are integers.
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1.4.3 Remarks
Remark 1.7. Both methods outlined above use the Indifference Zone approach.
Subset selection approaches can be found in [19] and [29].
Remark 1.8. The procedure described in Section 1.4.2 deals with the dispersion
of the different populations. Dispersion can generally be considered separately from
location. It should be noted that this procedure deals with distributions that have
the same location in the sense that the intervals, [xα(Fi), xβ(Fi)], must be nested.
In the procedure described in Chapter 3, a multivariate procedure is developed, that
does not require the populations to be nested in any manner.
1.5 Multivariate Procedures
Until this point, we have restricted our review to populations with univariate dis-
tributions. This section will outline some of the possible setups for selecting among
multivariate procedures. Procedures have been developed that make a selection based
upon the location, the dispersion, and other characteristics of a distribution. It will be
assumed that the populations follow a multivariate Normal Distribution in Rd, d ≥ 2.
We denote the mean vector, and the dispersion matrix for the distribution PXi by ~µi
and Σi.
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1.5.1 Largest Mahalanobis Distance
In this section, we review the setup for procedures presented by Alam and Rizvi in
[1].
Definition 1.6. The Mahalanobis Distance of a point x ∈ Rd from the origin is
d(x) = x′Σ−1x.
This goal is to select the population among k that are given whose mean vector
is the furthest from the origin with respect to the Mahalanobis Distance. Therefore,
we may define an ordering on the populations as follows:
Definition 1.7. Given two populations π1, π2 with mean vectors ~µ1 and ~µ2, then π1
is said to be better than π2 if and only if d(~µ1) > d(~µ2).
With this definition, we may order the populations from nearest to farthest.
Thinking of the origin as a target, the population with the largest Mahalanobis Dis-
tance from the origin can be thought of as the most off-target. The actual procedures
follow the same patterns as those given before, and so we omit them. However, it
should be noted that different procedures exist based upon whether the dispersion
matrix is known, or unknown. These procedures will use the non-central χ2 distribu-
tion, or non-central F distribution, for determining sample sizes.
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1.5.2 Smallest Generalized Variance
In [6], Eaton describes one possible setup for selecting from several multivariate Nor-
mal distributions. Populations are selected based upon the size of the generalized
variance of their distributions.
Definition 1.8. The Generalized Variance of a distribution PX with dispersion ma-
trix Σ is |det(Σ)|.
The generalized variance is one possible method for measuring the dispersion of a
given distribution. In Chapter 3, we use a similar idea to measure the dispersion of
a distribution.
1.6 Concluding Remarks
In this chapter, several Ranking and Selection procedures were illustrated. In Section
1.1, a short introduction to the basic setting of a Ranking and Selection problem was
given. Section 1.2 introduced the Indifference Zone approach using the Normal Means
Procedure. As a natural follow-up, the Two-Stage Normal Means Procedure was
given. This was given in an attempt to illustrate how an initial sample can be used to
estimate some unknown parameter, which can then be used to determine the necessary
sample size needed in order to make a selection. In Section 1.3, subset selection
procedures with respect to a standard were reviewed. This was meant to provide
a motivation for the formulation of the procedure given in Chapter 5. Section 1.4
29
illustrates two nonparametric univariate techniques for making a selection based upon
location (α-quantile) and dispersion (Inter-(α, β) range). The procedures outlined in
Chapter 3 can not be considered a generalization of those outlined in Section 1.4.2, but
they can be considered to have the same intention, selection based upon dispersion.
The same can be said for the procedures given in Chapter 4 when compared to Section
1.4.1. They both considered the location of the given distributions, but the idea of
location will be different. These differences will come from the manner in which we
define concepts that will be used to describe the dispersion, location, and type of
distributions being considered. In most cases, these concepts will be defined with the
use of Depth Functions: the topic of our next chapter.
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Chapter 2
Data Depth
2.1 Introduction to Data Depth
Data Depth is the study of depth functions. Ideally, a depth function is a function
that measures how “deep” a point is with respect to a given probability distribution.
“Deep” should be understood in the everyday sense of the word. Thus, a depth
function can convey a sense of how centered (buried), or how outlying (near the
surface), a point is.
Definition 2.1 (Serfling [34]). If P is the collection of all probability distributions,
a depth function is any bounded, nonnegative mapping
D( · ; · ) : Rd × P → R (2.1)
that provides a probability based center-outward ordering of points on Rd, d ≥ 1.
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Let PX ∈ P be a probability distribution given by a random vector X ∈ Rd. To
be consistent with our everyday understanding of the words “depth” and “deep”, it
has been argued that a depth function should have certain properties[34].
Properties 2.1. Useful Properties for Depth Functions:
(i) D(Ax+ b;PAX+b) = D(x;PX) where A is a d× d nonsingular matrix , and b is
any d× 1 vector . (The depth of a point should not depend upon the coordinate
system being used.)
(ii) If PX ∈ P has center θ, then D(θ;PX) = supx∈Rd D(x;PX). (If a distribution
has a well-defined center, then it should have maximal depth.)
(iii) If θ is the deepest point for any Px ∈ P, then D(x;PX) ≤ D(θ+t(x−θ);PX) for
t ∈ [0, 1]. (Depth is a decreasing function along any ray away from the deepest
point.)
(iv) D(x;PX)→ 0 as ‖x‖2→∞ for any PX ∈ P. The farther a point is away from
the center, the shallower the points will become.
Many depth functions have been proposed. We shall define a few of them. A more
comprehensive review by Liu, Parelius, and Singh can be found in [15].
Example 2.1. The Mahalanobis Depth of a point x ∈ Rd is defined as
MD(x;PX) =
1
1 + (x− µPX )′Σ−1PX (x− µPX )
. (2.2)
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The Mahalanobis Depth has all of the properties listed above. However, it does
not exist for all probability distributions. If either µPX , or ΣPX , do not exist for
PX ,MD(x;PX) will not exist.
Example 2.2. The Simplicial Depth (Liu, [14]) of a point x ∈ Rd is defined as
SD(x;PX) = P (x ∈ S[X1, X2, . . . , Xd+1]) (2.3)
where S[X1, X2, . . . , Xd+1] is the closed simplex of d + 1 random observations from
PX . When given a sample of n data points, {x1, x2, . . . , xn} ⊂ Rd, the simplicial
depth of a point x∗ can be computed as follows:
1. Construct all triangles using data points as vertices.
2. Determine the proportion of triangles that contain x∗.
2.2 Tukey’s Halfspace Depth
The final depth function that will be introduced will be the first that was proposed
in the literature, Tukey’s Halfspace Depth. In [35], Zuo and Serfling show that it
has the four properties listed above. It is named for Tukey [32]. However, Hodges
used a version of the bivariate halfspace depth, without calling it a depth function, to
conduct a bivariate sign test in [11]. It is arguably the most studied depth function.
It will be the depth function that will be used from this point forward.
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Definition 2.2. The halfspace depth[11, 17, 32] of a point x ∈ Rd with respect to
PX ∈ P is
D(x;PX) = inf{PX(H) | x ∈ H,H is a closed half-space},
= inf
u∈U
PX(Hx,u),
where Hx,u = {y ∈ Rd | u′y ≥ u′x, u ∈ U} and U = {u ∈ Rd|‖u‖2= 1}.
2.2.1 Properties
This section will introduce many properties of the halfspace depth.
Theorem 2.2. (Massé, [17]) Suppose PX is absolutely continuous, then D(x;PX) is
a continuous function of x.
By definition, the halfspace depth of a point x is an infimum over all closed half
spaces that contain x. This can be changed to the infimum over all closed half spaces
that contain x on their boundary. Also, in general, the infimum can not be replaced
by a minimum since there does not necessarily exist a halfspace that attains the
infimum value.
Example 2.3. Let P := (P1 +P2)/2 where P1 is the standard normal distribution on
the x-axis, and P2 is a point mass at (0, 2). The depth of (0, 1) is
1
4
, but no halfspace
attains this probability.
However, under some conditions, the infimum is attained.
34
Theorem 2.3 (Massé, [17]). Suppose PX is absolutely continuous, then there exists
u ∈ U,
D(x;PX) = PX(Hx,u). (2.4)
When this infimum is attained, it may or may not be attained uniquely.
Definition 2.3. The set of minimal directions for x with respect to PX is
T (x) = {u ∈ U |PX(Hx,u) = D(x;PX)}. (2.5)
Example 2.4. Consider the bivariate standard normal distribution Z. PZ(H(0,0),u) =
1
2
for all u ∈ U. Thus, T ((0, 0)) = U . However, PZ(H(1,0),u) ≥ PZ(H(1,0),(1,0)) for all
u ∈ U. Therefore, T ((1, 0)) = {(1, 0)}.
Of course, the extreme cases are not the only possibilities.
Example 2.5. Suppose P ((0,−1)) = P ((0, 1)) = 1
2
. Then D((0, 0);P ) = 1
2
and
T ((0, 0)) = U\{(1, 0), (−1, 0)}.
For any probability distribution, the halfspace depth is naturally bounded above
by 1. This upper bound is obtained when the distribution consists of a single point
mass.
Definition 2.4. The maximal depth of a probability distribution PX is
α∗ = sup
x∈Rd
D(x;PX). (2.6)
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Our next theorem tells us that this depth is attained.
Theorem 2.4 (Rousseeuw & Ruts, [23]). There exists at least one x∗ ∈ Rd such that
D(x∗;PX) = α
∗.
In fact, it may be attained by more than one point. Any point along the line
segment between (0,−1) and (0, 1) in Example 2.5 attains the maximal depth of 1
2
for this distribution. If we are willing to assume that a distribution is absolutely
continuous, we can place tighter bounds upon the maximal depth of a distribution.
Theorem 2.5 (Rousseeuw & Ruts, [23]). If PX is absolutely continuous, then
1
d+ 1
≤ α∗ ≤ 1
2
. (2.7)
Besides bounding the halfspace depth, the maximal depth can also be used to
classify some absolutely continuous probability distributions.
Definition 2.5. A distribution is said to be angularly symmetric about a point θ if
and only if PX(θ + A) = PX(θ − A) for any Borel set A ⊂ Rd.
Theorem 2.6 (Rousseeuw & Struyf, [24]). If PX is an absolutely continuous distri-
bution, then PX is angularly symmetric if and only if supx∈Rd D(x;PX) =
1
2
.
Besides using a single point to classify a type of distribution, under certain cir-
cumstances it has been shown that the halfspace depth characterizes a distribution.
Theorem 2.7. Suppose that at least one of the following conditions is satisfied:
36
(i) PX has compact support. [13]
(ii) PX is an empirical distribution. [31]
(iii) D(x;PX) has smooth depth contours. [12]
Then, the halfspace depth characterizes the distribution PX .
Hence, if we know D(x;PX) for all x ∈ Rd, then we can theoretically reconstruct
the distribution of PX . Next, we have one last set of properties.
Theorem 2.8 (Zou & Serfling, [35]). The halfspace depth has all the Useful Properties
for Depth Functions:
(i) D(Ax+ b;PAX+b) = D(x;PX) where A is a d× d nonsingular matrix , and b is
any d× 1 vector .
(ii) For any PX ∈ P with center θ, then D(θ;PX) = α∗.
(iii) If θ is the deepest point for any PX ∈ P, then D(x;PX) ≤ D(θ + t(x− θ);PX)
for t ∈ [0, 1].
(iv) D(x;PX)→ 0 as ‖x‖2→∞ for any PX ∈ P.
2.2.2 Convergence
In this section, we give some convergence results.
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Definition 2.6. Let X1, X2, . . . , Xn be a simple random sample from PX , and B ⊂ Rd
be any Borel set, then the empirical distribution of PX is ,
P̂X,n(B) =
1
n
n∑
j=1
IB(Xj) (2.8)
where IB(x) is the indicator function for B. When it will not lead to confusion, the
sample size n will be suppressed in the notation.
Definition 2.7. The empirical depth of a point x ∈ Rd with respect to PX is defined
to be
Dn(x;PX) := D(x; P̂X,n)
= inf{P̂X,n(H) | x ∈ H,H is a closed half-space}.
The first result tells us that the empirical depth function of PX converges uniformly
to its population version, almost surely.
Theorem 2.9 (Donoho & Gasko, [4]). For any P ∈ P,
lim
n→∞
sup
x∈Rd
|Dn(x;PX)−D(x;PX)|
a.s.→ 0. (2.9)
This is done by showing that
sup
x∈Rd
|Dn(x;PX)−D(x;PX)|≤ sup
H∈H
|Pn(H)− P (H)| (2.10)
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where H is the collection of all halfspaces in Rd. The next result is about the distri-
butional convergence of a class of points with respect to a distribution. But, first we
need some definitions.
Definition 2.8 (Massé, [18]). A point x ∈ Rd is called P-Smooth, if D(x;PX) = 0 or
the cardinality of T (x) is equal to 1.
Definition 2.9 (Massé, [18]). PX is called locally regular, if the following conditions
hold:
(i) PX(∂H) = 0 for all closed half-spaces H,
(ii) For every x of positive depth, either T (x) is finite or T (x) = U .
Any absolutely continuous distribution will meet the first condition.
Theorem 2.10 (Massé, [18]). Suppose PX is locally regular, and for fixed x
(i) x is PX-smooth,
(ii) α = D(x;P ) > 0
then
√
n[Dn(x;PX)−D(x;PX)]
d−→ N (0, α(1− α)) . (2.11)
2.2.3 Halfspace Depth Contours
The previous section looked at the behavior of the halfspace depth at a single point.
This section looks at collections of points.
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Definition 2.10. For α ∈ [0, α∗], the α-trimmed depth-region of P is defined to be
Dα(PX) = {x ∈ Rd|D(x;PX) ≥ α}, (2.12)
=
⋂
{H | H is a closed halfspace,PX(H) > 1− α} . (2.13)
Example 2.6 (Rousseeuw & Ruts [23]). The α-trimmed depth-region for some bi-
variate distributions.
(i) If U ∼ Uniform([0, 1]× [0, 1]) then
Dα(PU) =
{
(x, y) ∈ [0, 1]× [0, 1] | min(x, 1− x) min(y, 1− y) ≥ α
2
}
(2.14)
(ii) If Z ∼ Normal(0, 0, 1, 1, 0), then
Dα(PZ) =
{
(x, y) | x2 + y2 ≤ (Φ−1(1− α))2
}
(2.15)
(iii) If C is bivariate Cauchy, then
Dα(PC) =
{
(x, y) | max{|x|, |y|} ≤ tan
[√
π(
1
2
− α)
]}
. (2.16)
We will denote the empirical α-trimmed depth-regions of PX , D
α
n(PX), by D
α
n(PX).
The α-trimmed depth-regions have many useful properties. In cases, where we have
several distributions given by random vectors X1, X2, . . . , Xk, we denote D
α
n(PXi) by
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Dαi,n.
Theorem 2.11 (Zou & Serfling [35]). Properties of α-trimmed depth-regions.
(i) If A is a d×d nonsingular matrix, and b is any d×1 vector, then Dα(PAX+b) =
ADα(PX) + b and D
α
n(PAX+b) = AD
α
n(PX) + b.
(ii) If α1 ≥ α2, then Dα1(PX) ⊆ Dα2 (PX) and Dα1n (PX) ⊆ Dα2n (PX).
(iii) Dα(PX) and D
α
n(PX) are connected sets in Rd.
(iv) For α > 0, Dα(PX) are compact. If PX is absolutely continuous, then D
α
n(PX)
is compact also.
Property (i) says that the α-trimmed depth-regions are affine equivariant. Let
αp = sup{α | P (Dα(PX)) ≥ p}.
Definition 2.11. The pth-central region of PX is D
αp(PX).
Figures 2.1, 2.2, and 2.3, represent pth-central regions for 5000 data points ran-
domly drawn from three different distributions, Normal, Uniform, and Cauchy.
Property (ii) says that the depth regions are nested, which gives pth-central region
a rather intuitive meaning. The pth-central region is the smallest, by set contain-
ment, α-trimmed depth-regions that contains at least probability p. Property (iv), is
especially important to ensure that this next term takes on a finite value.
Definition 2.12. For p ∈ (0, 1), the pth-volume of PX , V p(PX), is defined to be
V p(PX) = inf{V olume(Dα(PX)) | P (Dα(PX)) ≥ p, 0 < α < α∗} (2.17)
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Figure 2.1: Normal(0,0,1,1,0)
p = 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9
where α∗ is the maximal depth described in 2.4.
Because the α-trimmed depth-regions are nested, it is not hard to see that the
pth-volume of PX is equal to the volume of the p
th-central region. If we let p = 0.5,
V p(PX) is the volume of the central 50% of PX : much like the Interquartile Range
describes the length of the central 50% of a univariate distribution. Thus, V p(PX) can
be seen to be a measure of the dispersion of a distribution. Letting p vary between 0
and 1, we can get a sense of how the probability is dispersed.
Example 2.7. For d = 2, the pth-volume of several distributions:
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Figure 2.2: Uniform [0, 1]× [0, 1]
p = 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9
(i) If U ∼ Uniform([0, 1]× [0, 1]) then
V p(PU) = p; (2.18)
(ii) If Z ∼ Normal(0, 0, 1, 1, 0), then
V p(PZ) = −2π ln(1− p); (2.19)
(iii) If C is bivariate Cauchy, then
V p(PC) = 4 tan
2(
√
pπ/2). (2.20)
43
Figure 2.3: Cauchy (0, 1)
p = 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
2.2.4 Convergence of Depth Regions
This section reviews some needed convergence results for depth regions. The first re-
sult tells us that as n increases, the empirical α-trimmed depth-regions of PX become
close to their population counterpart.
Theorem 2.12 (Zuo & Serfling [35]). For any PX ∈ P , ε > 0, δ < ε, α ≥ 0 and
αn → α,
(i) there exists Nε such that for all n ≥ Nε
Dα+ε ⊂ Dαn+δn ⊂ Dαnn ⊂ Dαn−δn ⊂ Dα−ε a.s. (2.21)
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(ii) if P ({x ∈ Rd | D(x;PX) = α}) = 0, then as n→∞, Dαnn
a.s.→ Dα.
The second result we review tells us the asymptotic distribution of pth-semi-
empirical volume of PX .
Definition 2.13. For p ∈ (0, 1), the pth-semi-empirical volume of P˙X, Ṽ pn (PX), is
defined to be
Ṽ pn = inf{V olume(Dα(PX)) | Pn(Dα(PX)) ≥ p, 0 < α < α∗}. (2.22)
This function is called semi-empirical for a reason. With a close examination of the
definition, it becomes apparent that this value, Ṽ pn , can not be computed directly from
a sample alone. Information about the population distribution is needed. However,
it can be shown that under certain conditions, we have an asymptotically Normal
Distribution.
Theorem 2.13 (Serfling [25]). Assume that
(i) PX is absolutely continuous;
(ii) D(x;PX) is continuous in x, vanishes outside the support of PX , D(x;PX)→ 0
as ‖x‖→ ∞, and {x | D(x;PX) = α} 6= φ for 0 < α < α∗;
(iii) V p is finite, strictly increasing, and with derivative vp > 0.
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Then for fixed p ∈ (0, 1), as n→∞
√
n
(
Ṽ pn − V p
)
vp
d→ N(0, p(1− p)).
2.3 Concluding Remarks
In this chapter, we introduced the concept of Data Depth, and provided a few ex-
amples of existing depth functions. Then, we focused on the properties of Tukey’s
Halfspace Depth that will be useful in developing the procedures of Chapters 3 and
4. We chose the Tukey’s Halfspace Depth because it is the oldest, and most studied,
depth function. Therefore, many results exist that facilitate its use. Additionally, the
definition of the halfspace depth is intuitively easy to understand, and relates nicely
to the the univariate quantile. However, the disadvantage it has is that its compu-
tation can be quite complex. However, this is not to say, that the Halfspace Depth
cannot be computed. Several algorithms exist for computing, or approximating, the
Halfspace Depth in any dimension. In the following chapters, we limited ourselves to
using existing MatLab code in our simulations. This limited our simulations to R2.
However, using other algorithms, the forthcoming simulations could be repeated in
higher dimension.
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Chapter 3
Dispersion
In this chapter, we develop four procedures for selecting the population with the least
dispersed distribution. Let Ω = {πi}ki=1 be a collection of k populations that follow
an absolutely continuous distributions PXi given by a random vectors Xi ∈ Rd, d ≥ 1.
Recall, the α-trimmed depth-regions of P ,
Dα(PXi) = {x ∈ Rd | D(x;PXi) ≥ α},
and for p ∈ (0, 1) the pth-volume of PXi ,
V p(PXi) = inf{V olume(Dα(PXi)) | PXi(Dα(PXi)) ≥ p, 0 < α < α∗}
where α∗ = supx∈Rd D(x;P ). To simplify notation, when it will not cause confusion,
we let Pi = PXi and V
p
i = V
p(PXi).
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Definition 3.1. Given populations π1 and π2 with distributions P1 and P2, π1 is said
to be less dispersed than π2 at level p , (π1  π2), if and only if for fixed p ∈ (0, 1),
V p1 ≤ V
p
2 . (3.1)
Letting V p[1] ≤ V
p
[2] ≤ · · · ≤ V
p
[k] represent the ordered population volumes, this
induces an ordering on Ω, π[1]  π[2]  · · ·  π[k]), from least dispersed to most
dispersed where π[i] is the population with the p
th-volume V p[i]. Figure 3.1 illustrates
the difference in dispersion for populations. The regions in black represent the .5-
central region.
3.1 Goal: Selecting the Least Dispersed
Our goal in this chapter is to develop procedures for selecting π[1], the least dispersed
population. Two different types of indifference zone will be defined. Let Dαi,n denote
Dα(Pi,n).
Definition 3.2. For p ∈ (0, 1), the pth-empirical volume of Pi, V̂ pi,n is defined to be
V̂ pi,n = inf{V olume(Dαi,n) | Pi,n(Dαi,n) ≥ p, 0 < α < α∗i } (3.2)
where αX is the maximal depth for the empirical distribution of Pi.
Specifically, it is the volume of the smallest empirically determined pth central
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(a) V .5 = .46 (b) V .5 = 29.50
Figure 3.1: Volumes of Exponential Depth Regions
region with empirical probability at least p. Since we hope to select the least dispersed
population, we hope that the smallest empirical volume is produced by the population
with the smallest actual volume. Let V̂ p[1],n ≤ V̂
p
[2],n ≤ · · · ≤ V̂
p
[k],n denote the ordered
pth-empirical volumes, and V̂ p(i),n represent the sample volume corresponding to the
ith smallest population volume. A correct selection (CSn) based on a sample of size
n is the event
CSn =
{
π[1] is selected.
}
(3.3)
=
{
The least dispersed population is selected.
}
(3.4)
=
{
V̂ p[1],n = V̂
p
(1),n
}
. (3.5)
While our decision making process is now clear, the correctness of our decision is
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uncertain. We need to control this uncertainty in some manner. Thus, our goal is to
determine a procedure that will make a correct selection with a probability at least
P ∗ ∈ (k−1, 1).
3.2 Assumptions:
All four types of procedures assume the conditions for Theorem 2.13 hold. To review,
these assumptions are
1. Pi is absolutely continuous, i = 1, . . . , k;
2. V pi is finite, strictly increasing, and with derivative v
p
i > 0, p ∈ (0, 1).
3.3 Procedures:
As has been said, four procedures will be defined. Two procedures will be defined in
a manner that allows for a single sample of size n to be taken from each population.
However, to complete these procedures, some additional population parameters are
assumed to be known. In practice, knowledge of these parameters would be unreal-
istic. Therefore, we also define two procedures that will be conducted in two stages.
The first stage will be used to make a consistent estimate of the necessary parameters.
The second stage will be used to make our decision. The other distinction between
the procedures will come in the definition of the preference zone. In one set of proce-
dures, the preference zone will be defined using a difference; in the other set, with a
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ratio. The difference-based procedures will use the results of Theorem 2.13 in a more
natural way. While the ratio-based procedures will compare populations in a more
natural manner. The ratio-based results will compare the ratio of the dispersions of
populations. Justifications for these procedures will be given in Section 3.4.
3.3.1 Single-Stage Difference-based Selection of the Least Dis-
persed Population:
Two similar pairs of procedures will be defined. The difference between the procedures
will be based on the information that is available regarding the derivatives, vpi , of the
functions V pi . The assumptions regarding knowledge of v
p
i will be listed with their
respective procedure. Regardless of the assumptions, the preference zone will be the
same. We define the preference zone, for fixed p ∈ (0, 1) and δ∗ > 0, as
PZ =
{
(V p1 , V
p
2 , . . . , V
p
k ) | V
p
[2] − V
p
[1] > δ
∗
}
. (3.6)
Procedure RV 1a:
For procedure RV 1a, it will be assumed that the values of v
p
i are known for all popu-
lations. RV 1a will be conducted as follows:
1. Take a sample of size n from each population, where
n =

(
hvp[k]
δ∗
)2
p(1− p)
 (3.7)
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and h is the solution to
∫ h
−∞
k∏
i=2
P
(
Z >
vp(1)
vp(i)
(z − h)
)
φ(z)dz = P ∗ (3.8)
and Z is a standard normal random variable.
2. Calculate the pth empirical volume, V̂ pi,n for each population.
3. Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will asymptotically satisfy the probability requirement
P (CSn | RV 1a) ≥ P ∗ whenever V p[2] − V
p
[1] > δ
∗.
Procedure RV 1b:
For procedure RV 1b, it will be assumed that there exist v∗ and v
∗ such that 0 < v∗ ≤
vpi ≤ v∗ for i = 1, . . . , k.RV 1b will be conducted as follows:
1. Take a sample of size n from each population, where
n =
⌈(
hv∗
δ∗
)2
(p(1− p))
⌉
, (3.9)
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and h is the solution to
∫ h
−∞
P
(
Z >
v∗
v∗
(z − h)
)k−1
φ(z)dz = P ∗ (3.10)
and Z is a standard normal random variable.
2. Calculate the pth empirical volume, V̂ pi,n for each population.
3. Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will asymptotically satisfy the probability requirement
P (CSn | RV 1b) ≥ P ∗ whenever V p[2] − V
p
[1] > δ
∗. (3.11)
3.3.2 Two-Stage Difference-based Selection of the Least Dis-
persed Population:
Two procedures will be given. The second is similar to the first, simply more conser-
vative in its sample size calculation. Two stages will be required due to the nature of
our approach to the problem. We make no assumptions regarding prior knowledge of
the derivatives of V pi . The first stage will be used to make some estimates regarding
these unknown derivatives. The second stage will be used to make our decision. We
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let vi,n denote a consistent estimator of v
p
i based on a sample of size n. The procedures
are as follows.
Procedure RV 2a:
Stage 1:
(a) Take a sample of size n1 from each population.
(b) Calculate vpi,n1 for each population.
(c) Determine a total sample size
n = max
n1,

(
hvp[k],n1
δ∗
)2
(p(1− p))

 (3.12)
where h is the solution to
∫ h
−∞
k∏
i=2
P
(
Z >
vp[1],n1
vp[i],n1
(z − h)
)
φ(z)dz = P ∗ (3.13)
and Z is a standard normal random variable.
Stage 2:
(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
(b) Calculate the pth empirical volume, V̂ pi,n for each population.
(c) Declare that the population πi with sample volume V̂
p
[1],n is π[1].
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This procedure will satisfy the probability requirement
P (CSn | RV 2a) ≥ P ∗ whenever V p[2] − V
p
[1] > δ
∗. (3.14)
Procedure RV 2b:
Stage 1:
(a) Take a sample of size n1 from each population.
(b) Calculate vpi,n1 for each population.
(c) Determine a total sample size
n = max
n1,

(
hvp(k),n1
δ∗
)2
(p(1− p))

 (3.15)
where h is the solution to
∫ h
−∞
P
(
Z >
vp[1],n1
vp[k],n1
(z − h)
)k−1
φ(z)dz = P ∗ (3.16)
and Z is a standard normal random variable.
Stage 2:
(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
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(b) Calculate the pth empirical volume, V̂ pi,n for each population.
(c) Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will satisfy the probability requirement
P (CSn | RV 2b) ≥ P ∗ whenever V p[2] − V
p
[1] > δ
∗. (3.17)
3.3.3 Single-Stage Ratio-based Selection of the Least Dis-
persed Population:
The procedures outlined in this section will be similar to those given in Section 3.3.1.
They will be single stage procedures that assume some knowledge of the derivative of
the volume functionals. The difference comes in the definition of the preference zone.
We define the preference zone, for fixed p ∈ (0, 1), δ∗ > 1, and β > 0 as
PZ =
{
(V p1 , V
p
2 , . . . , V
p
k ) | V
p
[2]/V
p
[1] > δ
∗, V p[1] > β
}
. (3.18)
Procedure RV 3a:
For procedure RV 3a, it will be assumed that the values of v
p
i are known for all popu-
lations. RV 3a will be conducted as follows:
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1. Take a sample of size n from each population, where
n =

(
hvp[k]
(δ∗ − 1)β
)2
p(1− p)
 , (3.19)
and h is the solution to
∫ h
−∞
k∏
i=2
P
(
Z >
vp(1)
vp(i)
(z − h)
)
φ(z)dz = P ∗ (3.20)
and Z is a standard normal random variable.
2. Calculate the pth empirical volume, V̂ pi,n for each population.
3. Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will satisfy the probability requirement
P (CSn | RV 3b) ≥ P ∗ whenever V p[2]/V
p
[1] > δ
∗ and V p[1] > β. (3.21)
Procedure RV 3b:
For procedure RV 3b, it will be assumed that there exist known v∗ and v
∗ such that
0 < v∗ ≤ vpi ≤ v∗ for i = 1, . . . , k. RV 3a will be conducted as follows:
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1. Take a sample of size n from each population, where
n =
⌈(
hv∗
(δ∗ − 1)β
)2
p(1− p)
⌉
, (3.22)
and h is the solution to
∫ h
−∞
P
(
Z >
v∗
v∗
(z − h)
)k−1
φ(z)dz = P ∗ (3.23)
and Z is a standard normal random variable.
2. Calculate the pth empirical volume, V̂ pi,n for each population.
3. Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will satisfy the probability requirement
P (CSn | RV 3b) ≥ P ∗ whenever V p[2]/V
p
[1] > δ
∗ and V p[1] > β. (3.24)
3.3.4 Two-Stage Ratio-based Selection of the Least Dispersed
Population:
The procedures put forth in this section mirror those given in Section 3.3.2. Thus,
we will not assume any preexisting information is known about the derivatives of the
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volume functionals. However, we will be considering a variation of the preference
zone given in Section 3.3.3. We define the preference zone, for fixed p ∈ (0, 1), and
δ∗ > 1, as
PZ =
{
(V p1 , V
p
2 , . . . , V
p
k ) | V
p
[2]/V
p
[1] > δ
∗
}
. (3.25)
Procedure RV 4a:
Stage 1:
(a) Take a sample of size n1 from each population.
(b) Calculate vpi,n1 for each population.
(c) Calculate V̂ pi,n1 for each population.
(d) Determine a total sample size
n = max
n1,

(
hvp[k],n1
(δ∗ − 1)V̂ p[1],n1
)2
(p(1− p))

 (3.26)
where h is the solution to
∫ h
−∞
k∏
i=2
P
(
Z >
vp[1],n1
vp[i],n1
(z − h)
)
φ(z)dz = P ∗ (3.27)
and Z is a standard normal random variable.
Stage 2:
(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
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(b) Calculate the pth empirical volume, V̂ pi,n for each population.
(c) Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will satisfy the probability requirement
P (CSn | RV 4a) ≥ P ∗ whenever V p[2]/V
p
[1] > δ
∗. (3.28)
Procedure RV 4b:
Stage 1:
(a) Take a sample of size n1 from each population.
(b) Calculate vpi,n1 for each population.
(c) Calculate V̂ pi,n1 for each population.
(d) Determine a total sample size
n = max
n1,

(
hvp[k],n1
(δ∗ − 1)V̂ p[1],n1
)2
(p(1− p))

 (3.29)
where h is the solution to
∫ h
−∞
P
(
Z >
vp[1],n1
vp[k],n1
(z − h)
)k−1
φ(z)dz = P ∗ (3.30)
and Z is a standard normal random variable.
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Stage 2:
(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
(b) Calculate the pth empirical volume, V̂ pi,n for each population.
(c) Declare that the population πi with sample volume V̂
p
[1],n is π[1].
This procedure will satisfy the probability requirement
P (CSn | RV 4b) ≥ P ∗ whenever V p[2]/V
p
[1] > δ
∗. (3.31)
Of all the procedures, the two stage procedures would seem to be the most reason-
able. Prior knowledge of the derivatives vpi seems unlikely. When considering both
two stage procedures, the ratio-based procedures would seem the most reasonable
since we are looking at the dispersion of the populations under consideration.
3.4 Proofs:
3.4.1 General Results
Each procedure outlined in Section 3.3 is based on the asymptotic normality result
given in Theorem 2.13. Under the assumptions of Theorem 2.13, we have that
√
n(Ṽ pn − V p)
vp
d→ N(0, p(1− p))
61
for 0 < p < 1 where Ṽ pn is the p
th-semi-empirical volume,
Ṽ pn = inf{V olume(Dα(P ))|Pn(Dα(P )) ≥ p, 0 < α < α∗}.
A close examination of the definition of Ṽ pn and V̂
p
i,n will show that they are not the
same. If the underlying distribution is unknown, Ṽ pn is not computable. Knowledge
of the underlying distribution is needed in order to determine the sets Dα(P ). On
the other hand, V̂ pi,n was defined to be computable, and to be an almost sure approxi-
mation of Ṽ pn . This will be shown using the next few results. With these forthcoming
results, we will be able to define an alternative correct selection as
C̃Sn =
{
Ṽ p[1],n = Ṽ
p
(1),n
}
. (3.32)
Then we will show limn→∞
∣∣∣P (C̃Sn)− P (CSn)∣∣∣→ 0.
Lemma 3.1. If αn → α and P ({x ∈ Rd|D(x;P ) = α}) = 0 then Pn(Dαnn )→ P (Dα)
almost surely.
Proof. Let ε > 0. According to [35], for ε > 0. there exists Nε such that D
α+ε ⊂
Dαnn ⊂ Dα−ε for all n ≥ Nε. Therefore, Pn(Dα+ε) ≤ Pn(Dαnn ) ≤ Pn(Dα−ε). By the
strong law of large numbers, we have
P (Dα+ε) ≤ lim inf Pn(Dαnn ) ≤ lim supPn(Dαnn ) ≤ P (Dα−ε).
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Let ε→ 0. Using continuity from above and below,
P (Dα+ε)→ P ({x ∈ Rd|D(x;P ) > α}), and
P (Dα−ε)→ P (Dα).
Since P ({x ∈ Rd|D(x;P ) = α}) = 0, we see that Pn(Dαnn )
a.s.→ P (Dα).
Lemma 3.2. Let αp = sup{α|P (Dα) ≥ p}, and α̂p,n = sup{α|Pn(Dαn) ≥ p}. If
P is absolutely continuous, α ∈ (0, α∗), and P (Dα) is strictly decreasing in α, then
α̂p,n → αp.
Proof. Since α̂p,n ∈ [0, 1], then β = lim inf α̂p,n ∈ [0, 1], and there exists a subsequence
α̂p,nj → β. Suppose β < αp. Let 0 < δ∗ < |αp − β|/10. Then there exists J∗δ > 0 such
that for all j ≥ J∗δ , |α̂p,nj − β|< δ∗. Now, we have α̂p,nj < β + δ∗ < αp for all j ≥ J∗δ
and D
αp,nj
n ⊃ Dβ+δ
∗
n ⊃ D
αp
n [35]. Thus,
Pnj(D
αp,nj
nj ) ≥ p > Pnj(Dβ+δ
∗
nj
) ≥ Pnj(Dαpnj ).
Letting j →∞,
p ≥ P (Dβ+δ∗) ≥ P (Dαp) ≥ p.
This contradicts our assumption that P (Dα) is strictly decreasing in α. Therefore,
β ≥ αp.
Next, assume that β = lim sup α̂p,n > αp. Again, we have α̂p,nj → β. Therefore,
63
Pnj(D
αp,nj
nj ) → P (Dβ). Since Pnj(D
αp,nj
nj ) ≥ p, then P (Dβ) ≥ p. By definition, if
α > αp, then P (D
α) < p, and so we have a contradiction. Therefore, β ≤ αp and
α̂p,n → αp.
Lemma 3.3. Let p ∈ (0, 1), αp = sup{α|P (Dα) ≥ p}, and α̃p,n = sup{α|Pn(Dα) ≥
p}. If P is absolutely continuous, α ∈ (0, α∗), and P (Dα) is strictly decreasing in α,
then α̃p,n → αp.
Proof. The proof is similar to the one provided in the Lemma 3.2.
Lemma 3.4. If P is absolutely continuous, and V olume({D(x;P ) = αp}) = 0, then
V̂ pn → V p and Ṽ pn → V p almost surely for p ∈ (0, 1).
Proof. For the first case, notice that V̂ pn = V ol(D
α̂p,n
n ), and V p = V ol(Dαp). Let ε > 0.
Since α̂p,n → αp and by [35], there exists Nε > 0 such that Dαp+ε ⊂ Dα̂p,nn ⊂ Dαp−ε
for all n ≥ Nε. Thus, V ol(Dαp+ε) ≤ V ol(Dα̂p,nn ) ≤ V ol(Dαp−ε) for all n ≥ Nε. Let-
ting n → ∞, V ol(Dαp+ε) ≤ lim inf V ol(Dα̂p,nn ) ≤ lim supV ol(Dα̂p,nn ) ≤ V ol(Dαp−ε).
Letting ε → 0, with continuity from above and below, we have V ol({D(x;P ) >
αp}) ≤ lim inf V ol(Dα̂p,nn ) ≤ lim supV ol(Dα̂p,nn ) ≤ V ol(Dαp). Under our assumption
that V ol({D(x;P ) = αp}) = 0, we have the desired result. The proof for Ṽ pn is
similar.
Proposition 3.5. If P is absolutely continuous, p ∈ (0, 1), and V olume({D(x;P ) =
αp}) = 0, then
∣∣∣P (C̃Sn)− P (CSn)∣∣∣→ 0.
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Proof. We will show that P (lim inf{C̃Sn ∩ CSn}) = 1. Let Ai be the event that
{V pi,n → V
p
i } ∩ {Ṽ
p
i,n → V
p
i }. Using the previous lemma, P (Ai) = 1, i = . . . , k.
By assumption, our populations are independent, thus P (∩ki=1Ai) = 1. Let ε ∈
(0,min{V(i+1) − V(i)}/2). Take ω ∈ ∩ki=1Ai. By the previous lemma, there exists
Nε such that |V pi,n(ω) → V
p
i (ω)|< ε and |Ṽ
p
i,n(ω) → V
p
i (ω)|< ε for i = 1, . . . , k
and all n > Nε. This implies V
p
[1],n(ω) = V
p
(1),n(ω) and Ṽ
p
[1],n(ω) = Ṽ
p
(1),n(ω) for
all n > Nε. Therefore, ω ∈ {C̃Sn ∩ CSn} for all but finitely many n, and so
ω ∈ lim inf{C̃Sn ∩ CSn}. Using Fatou’s lemma, we have
1 =P (∩ki=1Ai)
≤ P (lim inf{C̃Sn ∩ CSn})
≤ lim inf P ({C̃Sn ∩ CSn})
≤ 1.
This provides us with a justification for using the semi-empirical volumes as a
replacement for determining the necessary sample size. Additionally, it can be seen
that P (CSn) can be bounded below by using an event that is very nearly C̃Sn.
Proposition 3.6. If for all i, PXi is absolutely continuous, V
p
i is finite, strictly
increasing, with derivative vpi > 0, p ∈ (0, 1), and V
p
[2] − V
p
[1] > δ
∗ > 0 then for a fixed
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p
P (CSn) ≥ P
(
Ṽ p+τ
∗
(1),n < Ṽ
p−τ∗
(i),n , i = 2, . . . , k
)
(3.33)
for some τ ∗ > 0.
Proof. Since V pi is finite, strictly increasing, and differentiable, therefore V
p
i is con-
tinuous in p for all i. Let τ ∗ > 0 be such that V p−τ
∗
[i] − V
p+τ∗
[1] >
δ∗
2
for all i = 2, . . . , k.
Such a τ exists for each i, and so we take the smallest. Notice, that once one such a
τ ∗ is found, this holds for all values less than τ ∗. Using the continuity of V pi again, we
know V olume({D(x;PXi) = αp}) = 0 for all i. Therefore, by Lemma 3.4, V̂
p
i,n → V p
and Ṽ pi,n → V p almost surely for all p. Thus, almost surely for all n large enough
Ṽ p−τ(i),n < V̂
p
(i),n < Ṽ
p+τ
(i),n for all i. In particular, for all n large enough, each of these val-
ues is within δ
∗
4
of their respective limits. Thus, for each i = 2, . . . , k if Ṽ p+τ
∗
(1),n < Ṽ
p−τ∗
(i),n ,
then
V̂ p(1),n < Ṽ
p+τ
(1),n < Ṽ
p−τ∗
(i),n < V̂
p
(i),n. (3.34)
Intersecting these events, we get the desired result.
If we let n → ∞ in the previous result, we see that we can approximate a lower
bound on P (CSn) with P
(
Ṽ p+τ
∗
(1),n < Ṽ
p−τ∗
(i),n , i = 2, . . . , k
)
for any τ ∗ small enough.
Therefore, for τ ∗ sufficiently small, we essentially have , P (CSn) ≥ P (C̃Sn).
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3.4.2 Difference-based Results:
Procedure RV 1a:
Theorem 3.7. Given k populations πi with distributions Pi, if the following hold
1. Pi is absolutely continuous, i = 1, . . . , k;
2. V pi is finite, strictly increasing, and with derivative v
p
i > 0.
3. vpi are known for all populations.
4. V p[2] − V
p
[1] > δ
∗
then
P (C̃Sn|RV 1a) ≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.35)
where
Zi,n =
n−
1
2
(
Ṽ p(i),n − V
p
[i]
)
vp(i)
√
p(1− p)
and h =
δ∗
vp[k]
√
n
p(1− p)
. (3.36)
Proof. We shall see this as follows.
P (C̃Sn|RV 1a) = P
(
Ṽ p(1),n = Ṽ
p
[1]n
)
= P
(
Ṽ p(1),n < Ṽ
p
(i),n, i = 2, . . . , k
)
= P
(
Z1,n <
vp(i)
vp(1)
Zi,n +
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
, i = 2, . . . , k
)
=
∫ ∞
−∞
P
(
z −
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n, i = 2, . . . , k
)
dPZ1,n
67
=
∫ ∞
−∞
k∏
i=2
P
(
z −
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.37)
≥
∫ ∞
−∞
k∏
i=2
P
(
z − δ
∗
vp[k]
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.38)
≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.39)
It is easy to see that (3.37) takes its minimum over the entire preference zone when
V p[k] = · · · = V
p
[2] = V
p
[1] + δ
∗. (3.40)
This partially explains (3.38). However, looking at (3.37), we do not know the actual
correspondence between vp(i) and the given values vi. Therefore, we further reduce
matters by replacing vp(1) with v
p
[k] on the left hand side of the inner event described
in (3.38). Substitute h and we have the desired result.
Ideally, at this point we would set (3.39) equal to P ∗ and determine the value
of h that will be used to determine our sample size n. Unfortunately, we have two
problems. The first is that the distributions involved depend upon n. This leaves
these distributions unknown to us exactly. Which makes solving an integral equation
using (3.39) impossible for us. Fortunately, our procedure does not have us solve an
equation where (3.39) is set equal to P ∗. This can be corrected using Theorem 2.13,
which will allow us to approximate (3.39) using normal distributions. We take care
of the first problem with the next proposition. However, since we will use the facts
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of this proof several times, we will provide a lemma of the necessary result.
Lemma 3.8. Let Xn be a sequence of random variables that converges in distribution
to a random variable X. Further, for i = 1, . . . , k, let fi,n, fi be bounded functions
such that fi,n converges uniformly to continuous fi, then Efn(Xn) → Ef(X) where
fn =
∏k
i=1 fi,n and f =
∏k
i=1 fi.
Proof. Since the collections of fi,n and fi are bounded, and uniformly convergent, this
implies that fn converges uniformly to f . Thus, we consider
|Efn(Xn)− Ef(X)|≤ E|fn(Xn)− f(Xn)|+|Ef(Xn)− Ef(X)|. (3.41)
For large enough n, the first term on the right can be made less than ε/2 by the
uniform convergence of fn to f . As for the second term, we apply an alternative
definition for convergence in distribution, which says that Xn
d→ X if and only if
|Ef(Xn)− Ef(X)|→ 0 for all continuous bounded functions f . As defined, f is the
product of bounded continuous functions, thus it is bounded and continuous.
Proposition 3.9. For fixed h > 0, as n goes to infinity,
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n →
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 (3.42)
where {Zi} are a collection of independent standard normal random variables.
Proof. Referring to Lemma 3.8, let fi,n(z) = P
(
z − h <
vp
(i)
vp
(1)
Zi,n
)
, fi = P
(
z − h <
vp
(i)
vp
(1)
Zi
)
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for i = 2, . . . , k, Xn = Z1,n, and X = Z1. By Glivenko-Cantelli, the fi,n converge
uniformly to fi almost surely, and each is bounded. As stated in Theorem 2.13, Xn
converges in distribution to X.
With this result, we can now approximate
∫∞
−∞
∏k
i=2 P
(
z − h <
vp
(i)
vp
(1)
Zi,n
)
dPZ1,n by∫∞
−∞
∏k
i=2 P
(
z − h <
vp
(i)
vp
(1)
Zi
)
dPZ1 provided we assume that n is large enough. This
leaves us with our second problem. We would like to solve
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 = P
∗ (3.43)
for h. However, the
vp
(i)
vp
(1)
terms remain as a scaling factor. Since the actual correspon-
dences between the derivatives and the populations are unknown, we cannot know
the correct configuration to use. We will remove this problem by splitting the integral
into parts A∗ and B∗ where
A∗(h) +B∗(h) =
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 (3.44)
A∗(h) =
∫ h
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 , (3.45)
and
B∗(h) =
∫ ∞
h
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 . (3.46)
By the dominated convergence theorem, it should be apparent that as h → ∞ both
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A→ 1 and B → 0. Also, a quick sketch of a normal distribution, will show that
A∗(h) ≥ A(h) (3.47)
and
B∗(h) ≥ B(h) (3.48)
where
A(h) =
∫ h
−∞
k∏
i=2
P
(
z − h <
vp[i]
vp[1]
Zi
)
dPZ1 (3.49)
and
B(h) =
∫ h
−∞
k−1∏
i=1
P
(
z − h <
vp[i]
vp[k]
Zi
)
dPZ1 . (3.50)
With this, we have enough information to determine h by solving
A(h) +B(h) = P ∗. (3.51)
This equation will be used to determine the necessary sample size when a computer
is being used. If this is to be solved using Table 6.1, we would use A(h) = P ∗. This
will give a slightly higher sample size than necessary.
At this point, we would like to put the previous results into the context of Pro-
cedure RV 1a. Procedure RV 1a starts by solving A(h) = P
∗, an equation which has a
solution by the next lemma.
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Lemma 3.10. If h1 < h2, and A(h) is defined as in (3.49), then A(h1) < A(h2).
Proof. Let fi,n(z, h) = P
(
z − h <
vp
[i]
vp
[1]
Zi
)
. For any values of z and h, fi,n(z, h) > 0.
Also, for any fixed z, fi,n(z, h1) < fi,n(z, h2). Taking a product and multiplying by a
standard normal density, we have that
k∏
i=1
fi,n(z, h1)φ(z) <
k∏
i=1
fi,n(z, h2)φ(z). (3.52)
Since both sides of the inequality are positive, we have
∫ h1
−∞
k∏
i=1
fi,n(z, h1)φ(z) dz ≤
∫ h1
−∞
k∏
i=1
fi,n(z, h2)φ(z) dz (3.53)
<
∫ h2
−∞
k∏
i=1
fi,n(z, h2)φ(z) dz. (3.54)
This solution to A(h) = P ∗ produces a constant h, which is fixed by P ∗ and not
dependent on n. This completes the first part of the first step of Procedure RV 1a.
Now we apply Proposition 3.9 which says for a fixed h, which is what we have, for
large n:
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n ≈
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 . (3.55)
Now we will make the assumption that any sample size n that is determined will be
large enough for (3.55) to hold. Regardless, we have an h for the right hand side of the
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result in Proposition 3.9. Since our procedure meets all the conditions for Theorem
3.7, the inequality at the end of Theorem 3.7 holds true with that particular h that
we found by solving A(h) = P ∗. This allows us to determine a sample size. Thus, h
and n only become related once Theorem 3.7 is applied. But, prior to that point, h
is simply a fixed constant solution to A(h) = P ∗. This completes the justification for
Procedure RV 1a. Similar justifications will be used in the following procedures.
Procedure RV 1b:
In this section, we consider Procedure RV 1b, a variant of Procedure RV 1a.
Theorem 3.11. Given k populations πi with distributions Pi, if the following hold
1. Pi is absolutely continuous, i = 1, . . . , k;
2. V pi is finite, strictly increasing, and with derivative v
p
i > 0;
3. there exist v∗ and v
∗ such that 0 < v∗ ≤ vpi ≤ v∗ for i = 1, . . . , k;
4. V p[2] − V
p
[1] > δ
∗.
then
P (C̃Sn|RV 1b) ≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.56)
where
h =
δ∗
v∗
√
n
p(1− p)
. (3.57)
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Proof. The proof is nearly identical to that of Theorem (3.7) with one exception. At
(3.38), we will use v∗ instead of vp[k]to further reduce the value of the integral.
As with Procedure RV 1a , we want to determine h subject to
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n = P
∗. (3.58)
We have the same two problems to contend with as before. The only difference is that
we have bounds only on the derivatives, and h is defined slightly differently. However,
the same reasoning allows us, for large enough n, the approximation
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n ≈
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi
)
dPZ1 . (3.59)
Splitting the right hand side as we did before, we have
A∗(h) ≥ A(h) (3.60)
and
B∗(h) ≥ B(h) (3.61)
where
A(h) =
∫ h
−∞
P
(
z − h < v
∗
v∗
Z2
)k−1
dPZ1 (3.62)
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and
B(h) =
∫ h
−∞
P
(
z − h < v∗
v∗
Z2
)k−1
dPZ1 . (3.63)
Again, we solve A(h) +B(h) = P ∗ or A(h) = P ∗ depending upon whether computer
software, or Table is being used.
The justification of the Two-Stage Difference-based Procedures will be fairly sim-
ilar to the justification given for the Single-Stage Difference-based Procedures. Es-
sentially, we will find an approximation to an approximation by way of Slutsky’s
Theorem. First, we state a useful fact based upon Theorem 2.13.
Lemma 3.12. If vp(i),n1 is a consistent estimator of v
p
(i), then
lim
n1→∞
lim
n→∞
Zi,n1,n
d→ N (0, 1) (3.64)
where
Zi,n1,n =
√
n
(
Ṽ p(i),n − V
p
[i]
)
vp(i),n1
√
p(1− p)
. (3.65)
Proof. An application of Theorem 2.13 tells us that limn→∞ Zi,n1,n
d→ N
(
0,
vp
(i),n1
vp
(i)
)
.
Since vp(i),n1 is a consistent estimator of v
p
(i), we apply Slutsky’s Theorem.
Proposition 3.13. For fixed h > 0, θ 6= 0,
lim
n1→∞
lim
n→∞
∫ ∞
−∞
k∏
i=2
P (z − h < θZi,n1,n) dPZ1,n1,n →
∫ ∞
−∞
k∏
i=2
P (z − h < θZi) dPZ1
(3.66)
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where {Zi} are a collection of independent standard normal random variables.
Proof. Apply Lemmas 3.8 and 3.12.
Procedure RV 2a:
Theorem 3.14. Given k populations πi with distributions Pi, if the following hold
1. Pi is absolutely continuous, i = 1, . . . , k;
2. V pi is finite, strictly increasing, and with derivative v
p
i > 0;
3. V p[2] − V
p
[1] > δ
∗.
then
P (C̃Sn|RV 2a) ≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i),n1
vp(1),n1
Zi,n1
)
dPZ1,n1 . (3.67)
Proof. By replacing vp(i) with v
p
(i),n1
, the proof is identical to that of Theorem 3.7.
Now, we follow the same type of argument as before. First, we approximate the
previous result.
Proposition 3.15. For fixed h > 0, as n goes to infinity,
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i),n1
vp(1),n1
Zi,n1
)
dPZ1,n1 →
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i),n1
vp(1),n1
Zi
)
dPZ1
(3.68)
almost surely where {Zi} are a collection of independent standard normal random
variables.
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Proof. This follows by Lemma 3.12 and an argument similar to that given for Propo-
sition 3.9.
The final justification for Procedure RV 2a follows the same argument given after
Proposition 3.9, on pages 68 - 73, by simply using vp(i) with v
p
(i),n1
in (3.44),(3.45), and
(3.46). Then we substitute vp(i),n1 with v
p
[i],n1
in (3.47), and (3.48).
Procedure RV 2b:
Similar to Procedure RV 1b, Procedure RV 2b is a variant of Procedure RV 2a. As such,
the necessary results are simple reformulations of those given for Procedure RV 2a.
Therefore, they have been omitted.
3.4.3 Ratio-based Results:
In this section, the results necessary to justify the Ratio-based procedures will be
given. Mainly, this will consist of a variation of Theorem 3.7 because this will show
how the ratio is incorporated into the calculations. Once this is done, all the necessary
results are slight modifications to the procedures in the previous section.
Theorem 3.16. Given k populations πi with distributions Pi, if the following hold
1. Pi is absolutely continuous, i = 1, . . . , k;
2. V pi is finite, strictly increasing, and with derivative v
p
i > 0;
3. vpi are known for all populations;
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4. V p[2]/V
p
[1] > δ
∗;
5. V p[1] > β.
then
P (C̃Sn|RV 3a) ≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.69)
where
h =
(δ∗ − 1)β
vp[k]
√
n
p(1− p)
. (3.70)
Proof. We will see this as follows.
P (C̃Sn|RV 3a) = P
(
Ṽ p(1),n = Ṽ
p
[1]n
)
= P
(
Ṽ p(1),n < Ṽ
p
(i),n, i = 2, . . . , k
)
= P
(
Z1,n <
vp(i)
vp(1)
Zi,n +
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
, i = 2, . . . , k
)
=
∫ ∞
−∞
P
(
z −
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n, i = 2, . . . , k
)
dPZ1,n
=
∫ ∞
−∞
k∏
i=2
P
(
z −
V p[i] − V
p
[1]
vp(1)
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.71)
=
∫ ∞
−∞
k∏
i=2
P
z − (
V p
[i]
V p
[1]
− 1)V p[1]
vp(1)
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n
 dPZ1,n (3.72)
≥
∫ ∞
−∞
k∏
i=2
P
(
z − (δ
∗ − 1)β
vp[k]
√
n
p(1− p)
<
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.73)
≥
∫ ∞
−∞
k∏
i=2
P
(
z − h <
vp(i)
vp(1)
Zi,n
)
dPZ1,n (3.74)
It should be easy to see that (3.73) takes its minimum over the entire preference zone
78
when
V p[k] = · · · = V
p
[2] = δ
∗V p[1] = δ
∗β. (3.75)
As before, this partially explains (3.72). However, we still do not know the actual
correspondence between vp(i) and the given values vi. Therefore, we further reduce
matters by replacing vp(1) with v
p
[k] on the left hand side of the inner event described
in (3.72). Substitute h, and we have the desired result.
As should be noticed, except for the definition of h, this is the exact same integral
as given in Theorem 3.7. Thus, the arguments following Theorem 3.7 still hold as
far as determining h are concerned. So, we will omit these arguments. In fact,
if the ratio is introduced into the arguments of the previous section in a manner
corresponding to that given in Theorem 3.16, we can omit the corresponding Ratio-
based results. However, we must take note of two things. First, similar to the
previous proofs, we will eventually split this integral into two pieces A(h) and B(h)
defined in a similar fashion as in the previous proofs. We then have a choice of
solving either A(h) + B(h) = P ∗ or A(h) = P ∗. Either will suffice; the second would
be more conservative. The shorter was included in the statement of the procedure
simply because it was shorter. Secondly, we make one remark regarding the equation
used to determine the secondary sample size in Procedures RV 4a and RV 4b. In these
79
procedures, the secondary sample size is determined using
n = max
n1,

(
hvp[k],n1
(δ∗ − 1)V̂ p[1],n1
)2
(p(1− p))

 . (3.76)
However, a straight modification of the Difference based procedures would produce
n = max
n1,

(
hvp[k],n1
(δ∗ − 1)V p[1]
)2
(p(1− p))

 . (3.77)
This depends upon the unknown value of V p[1]. This difficulty is bypassed by using
V̂ p[1],n1 , an almost sure approximation of V
p
[1].
3.5 Simulations:
Since these procedures are based on asymptotic results, it is reasonable to check the
“usefulness” of these results using simulations. By “usefulness”, we mean to check
how close our Simulated Probability of Correct Selection, P̂ ∗, is to our desired P ∗.
We had several choices to make in order to accomplish this. First, since the two-
stage procedures are the most realistic, we focused our attention on them. Hence,
our simulations focus on Procedures RV 2a, RV 2b, RV 4a, and RV 4b. As mentioned in
all the proofs to the procedures, we always have a choice of integral equations to
solve. We chose to use the integral equation of the form A(h) + B(h) = P ∗, over
A(h) = P ∗. The second is easier to use, if computations are being done by hand,
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but is more conservative. If the results produced using A(h) + B(h) = P ∗ were
favorable, then using A(h) = P ∗ would only increase our sample size. Later in our
simulations, we noticed that the contribution of B(h) to the sum is negligible. Next,
we decided to select the least dispersed of k = 3 populations. Fourth, we decided to
run 10,560 iterations of this selection process. Since we were looking at a two-stage
procedure, we decided to use an initial sample size of n1 = 50. No rationalization for
using 50 can be given. However, it is necessary that n1 is greater than the dimension
of the space. In our case, we simulate only in R2. Therefore, n1 ≥ 3. But, it
would be advisable to use something larger. With a larger initial sample size, a
more usable picture of the distribution is formed in which to compute the derivative.
It was decided to use p = .5 for all simulations, V p[1] = 1. This would allow an
easy comparison between the difference-based (δ∗ = .25) and ratio-based (δ∗ = 1.25)
procedures. Also, conceptually, it can be thought of as a multivariate interquartile
range; it captures the central 50% of the data. Next, we decided to use only bivariate
Normal, Cauchy, and Uniform distributions. This is so we can know when a correct
selection is made. Using Example 2.7 we have an explicit method for calculating V p
for these three distribution types. Finally, as a computational necessity, a limit was
placed on the total sample size that could be used. In cases where the total sample
size was determined to be in excess of 10,000, we used 10,000 as the total sample size.
The actual simulation proceeded in several steps. The first was to decide upon the
exact configuration of the distributions being used. There are 33 = 27 permutations
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of these three distributions. For each iteration, one of these permutations was chosen.
The first in the list would become the least dispersed population. Once a configuration
of populations was made, a sample of size n1 = 50 was randomly generated from each
of the distributions in the given permutation. Using the information in Example 2.7,
the data points were scaled so that the least dispersed first population came from a
population with V p[1] = 1, and the others came from a population with V
p
[2] = V
p
[3] =
1.25.
At this point in the simulation, it is necessary to consistently estimate the deriva-
tives for the distributions. This was done with the help of two results. In [26],
attention is shifted from estimating vpi to the estimation of the density function, fi,
of Pi. That is, if fi,n is a consistent estimator of fi, then
vpi,n1 =
1
average of fi,n1(Xi) over Xi on boundary of D
α̂p,n
n
. (3.78)
A consistent estimator of fi is given in [16],
fi,n =
(
kn − 1
n
)(
d Γ(d/2)
2rdknπ
d/2
)
(3.79)
where the sequence of integers kn →∞ as n→∞, and limn→∞ knn = 0 and rkn is the
Euclidean distance from Xi to the k
th
n nearest data point. Based on a recommendation
in [16], we took kn = d
√
n e. In the case of Procedures RV 4a and RV 4b, V p[1] is estimated
with V̂ p[1]. Computation of V̂
p
[1] was done with the assistance of two existing MatLab
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programs: halfspacedepth.m [21, 33]and ISODepth.m [22, 33]. The first computes the
halfspace depth of a point with respect to a bivariate dataset. The second determines
the contour of any predetermined pth-central region of a data set.
At this point in the process, the secondary sample size was determined using the
relevant procedure. With this the secondary sample was taken from each population
and rescaled as necessary. The empirical volumes would then be computed based
upon both samples. At this point, it was then determined if the smallest empirical
volume came from the first population in the list. If yes, then we would have a correct
selection. If no, then we had an incorrect selection. Tables 3.1 and 3.2 give the results
for the two-stage simulations.
Recall, that at this point the difference between the results in Table 3.1 and Table
3.2 is the result of the difference in assumptions. In Table 3.1 , we are looking at the
difference between population volumes, while in Table 3.2 , we are considering the
ratio of population volumes. This required two different methods for determining the
final total sample size. We should notice that our simulated probabilities of correct
selection are significantly higher than than our desired P ∗ value. This is most likely
accounted for by the fact that we determined our probability of a correct selection
using the semi-empirical volumes, but estimated these volumes using the empirical
volumes. Additionally, it might indicate the need to determine if there exist sharper
inequalities that can be used in determining a lower bounding integral.
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Table 3.1: Two-Stage Difference-based Procedures:
k = 3, n1 = 50, V
.5
[2] − V .5[1] = 0.25
RV 2a
P ∗ P̂ ∗ n̄
0.60 0.813 604
0.65 0.858 746
0.70 0.890 1000
0.75 0.912 1237
0.80 0.938 1538
0.85 0.957 1812
0.90 0.969 2162
0.95 0.968 2501
RV 2b
P ∗ P̂ ∗ n̄
0.60 0.800 569
0.65 0.848 784
0.70 0.882 997
0.75 0.917 1203
0.80 0.936 1563
0.85 0.956 1845
0.90 0.967 2155
0.95 0.967 2475
n ≥ 10, 000
P ∗ RV 2a RV 2b
0.60 71/71 61/61
0.65 97/97 119/119
0.70 195/195 195/195
0.75 277/278 254/255
0.80 380/380 416/420
0.85 486/489 538/538
0.90 648/652 631/632
0.95 685/688 689/691
Least Dispersed Population by Type:
Normal
P ∗ RV 2a RV 2b
0.60 0.79 0.78
0.65 0.83 0.83
0.70 0.88 0.87
0.75 0.91 0.91
0.80 0.93 0.93
0.85 0.96 0.96
0.90 0.97 0.97
0.95 0.98 0.97
Uniform
P ∗ RV 2a RV 2b
0.60 0.82 0.81
0.65 0.88 0.86
0.70 0.89 0.89
0.75 0.92 0.93
0.80 0.94 0.94
0.85 0.97 0.96
0.90 0.98 0.98
0.95 0.98 0.98
Cauchy
P ∗ RV 2a RV 2b
0.60 0.83 0.81
0.65 0.87 0.85
0.70 0.89 0.89
0.75 0.90 0.91
0.80 0.94 0.93
0.85 0.95 0.95
0.90 0.96 0.96
0.95 0.95 0.95
3.6 Concluding Remarks:
In this chapter, we presented multiple procedures for selecting the least dispersed of
several populations. This was accomplished using the volume of regions defined by
the halfspace depth. The key to determining the probability of a correct selection
cames from the distributional convergence result presented in Theorem 2.13. This
allowed us to use a normal approximation to determine the sample size necessary
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Table 3.2: Two-Stage Ratio-based Procedures:
k = 3, n1 = 50, V
.5
[2]/V
.5
[1] > 1.25
RV 4a
P ∗ P̂ ∗ n̄
0.60 0.850 889
0.65 0.898 1110
0.70 0.924 1363
0.75 0.947 1699
0.80 0.963 2020
0.85 0.975 2413
0.90 0.983 2782
0.95 0.976 3248
RV 4b
P ∗ P̂ ∗ n̄
0.60 0.847 862
0.65 0.891 1112
0.70 0.918 1366
0.75 0.943 1692
0.80 0.961 2038
0.85 0.975 2379
0.90 0.979 2790
0.95 0.975 3212
n ≥ 10, 000
P ∗ RV 4a RV 4b
0.60 170/170 148/149
0.65 250/252 248/248
0.70 340/340 333/333
0.75 494/495 487/489
0.80 647/648 647/650
0.85 854/858 853/857
0.90 1027/1029 1011/1014
0.95 1260/1260 1166/1170
Least Dispersed Population by Type:
Normal
P ∗ RV 4a RV 4b
0.60 0.83 0.82
0.65 0.89 0.88
0.70 0.92 0.90
0.75 0.93 0.94
0.80 0.96 0.95
0.85 0.97 0.97
0.90 0.99 0.98
0.95 0.99 0.98
Uniform
P ∗ RV 4a RV 4b
0.60 0.86 0.86
0.65 0.92 0.91
0.70 0.94 0.94
0.75 0.96 0.96
0.80 0.98 0.97
0.85 0.98 0.98
0.90 0.99 0.99
0.95 0.99 0.98
Cauchy
P ∗ RV 4a RV 4b
0.60 0.85 0.86
0.65 0.89 0.89
0.70 0.91 0.91
0.75 0.95 0.94
0.80 0.96 0.96
0.85 0.97 0.97
0.90 0.97 0.97
0.95 0.96 0.96
to meet our probability requirement. This led to what apparently could be called
a conservative procedure, since our simulated probability of a correct selection was
much higher than we would expect. If the exact distribution of V̂ pn could be found,
instead of using the estimate of Ṽ pn , a less conservative procedure could probably be
given. Lastly, an obvious extension would be to develop subset selection procedures.
This could lead to possible procedures:
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− Select all populations πi with a smaller dispersion than a standard or control,
population π0, or
− Select a subset that contains the least dispersed population.
These would be of some value also.
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Chapter 4
Location
In this chapter, we develop four procedures for selecting the population with the “most
centered” distribution. Thus, we will outline procedures that select a population
based upon the location of the distribution. Our populations will be defined in the
same manner as in Chapter 3. We let {πi}ki=1 be a collection of k ∈ Z+ populations
that follow absolutely continuous distributions PXi given by a random vectors Xi ∈
Rd, d ≥ 1. When it will not cause confusion, Pi will denote PXi . Now, we need to
recall the following facts from Chapter 2. First, the halfspace depth of a point x ∈ Rd
with respect to a distribution Pi is
D(x;Pi) = inf{PXi(H)|x ∈ H,H is a closed halfspace}. (4.1)
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This will also be denoted by Di(x). Secondly, the maximal depth of a distribution Pi
is
α∗i = sup
x∈Rd
D(x;Pi). (4.2)
Finally, we should remember that the maximal depth α∗i of an absolutely continuous
distribution Pi is contained in the interval [
1
d+1
, 1
2
].
Based on the properties outlined in Chapter 2, it should be clear that the depth
of a point x ∈ Rd gives a measure of how central, or how outlying, the point x is.
In other words, points with a higher depth can be thought of as more central than
points with a lower depth. Points with lower depth can be thought of as being more
outlying than points with higher depth. This will be the basis for our method of
comparing, and ordering different populations. In this chapter, we will assume that a
specific point y ∈ Rd has been selected. This point will be our target point. Figure 4.1
illustrates this idea. Among our k populations, we will want to select the population
where the depth of y is greatest. Since the depth of y will be important, we denote
it by
αi = D(y;Pi). (4.3)
The results of these procedures can then be interpreted in two ways. First, we select
the population where y has the greatest depth. Secondly, we select the population
which is centered the most at y. Using either of these interpretations, we would hope
to define an ordering on the the populations in Ω, by simply stating that a population
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Figure 4.1: Five hundred random observations from four populations {πi}4i=1 were
taken. Clearly, the target point y is most centrally located among the observations
from π2.
with higher αi is better. This fails to have any real meaning because the maximal
depth for two distinct populations may not be the same. Therefore, if we are to order
two populations based on the depth of a single point, we would need to standardize
the depth of the given point to allow for a fair comparison.
Definition 4.1. The relative (halfspace) depth of y ∈ Rd with respect to Pi is defined
to be
βi =
αi
α∗i
. (4.4)
This will also be referred to as the relative population depth of Pi.
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This allows us to compare two populations on an equal footing.
Definition 4.2. Given populations π1, π2, the point y ∈ Rd, and depth function
D(·; ·), π1 is said to be relatively more central than π2 with respect to y (π1  π2), if
and only if
β1 > β2. (4.5)
As an alternative to this definition, if we are willing to assume something more,
we can define the following.
Definition 4.3. Given populations π1, π2, the point y ∈ Rd, and depth function
D(·; ·), such that α∗1 = α∗2, π1 is said to be more central than π2 with respect to
y,(π1  π2), if and only if
α1 > α2. (4.6)
Notice that these definitions produce an identical ranking of populations with the
maximal depths are all the same. This is not necessarily the case when the maximal
depths are not the same.
When the maximal depth for a collection of populations is the same for all pop-
ulations, we will refer to αi as the population depth of Pi. If we want to define what
it means for one population to be (relatively) better than another, we replace the
(relatively) more central with (relatively) better in the above definitions. Letting
α[1] ≤ α[2] ≤ . . . ≤ α[k]
(
β[1] ≤ β[2] ≤ . . . ≤ β[k]
)
represent the ordered (relative) pop-
ulation depths induces an ordering on Ω, π[1]  π[2]  · · ·  π[k]), from least central
90
to most central where π[i] is the population with (relative) population depth α[i](β[i]).
Of course, the ordering in the first case is only meaningful when the maximal depth
for all populations under consideration is the same.
4.1 Goal:
Our goal in this chapter is to develop procedures for selecting π[k], the (relatively)
most central population. As in Chapter 3, we will need to define some empirical
versions of the parameters of interest. Recall, from Chapter 2, that the empirical
depth of a point x ∈ Rd with respect to Pi is defined to be
Dn(x;Pi) := D(x; P̂i,n)
= inf{P̂i,n(H) | x ∈ H,H is a closed half-space} (4.7)
where P̂i,n is the empirical distribution of Pi based on an i.i.d. sample of size n.
Definition 4.4. The empirical (halfspace) depth of x ∈ Rd with respect to Pi based
on a sample of size n is defined to be
α̂i,n = D(x; P̂i,n). (4.8)
When considering a collection of populations whose maximal depth is equal and a
fixed point y, α̂i,n = D(y; P̂i,n) will be referred to as the empirical population depth.
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Definition 4.5. The empirical maximal (halfspace) depth of Pi is defined to be
α̂∗i,n = max
x∈Rd
D(x; P̂i,n). (4.9)
Definition 4.6. The empirical relative (halfspace) depth of y ∈ Rd with respect to
Pi based on a sample of size n is defined to be
β̂i,n =
α̂i,n
α̂∗i,n
. (4.10)
This will also be referred to as the empirical relative population depth of Pi.
When it is clear from the context, the sample size will be omitted from the notation
in the previous definitions.
Using these definitions, we propose four possible procedures for selecting the pop-
ulation such that y ∈ Rd is (relatively) most central. Alternatively, we say that
we are looking for the population with the greatest (relative) population depth.
Since we hope to select the (relatively) most central population, we will define pro-
cedures in the hope that the largest empirical (relative) population depth is pro-
duced by the population with the actual largest (relative) population depth. Let
α̂[1], ≤ α̂[2],n ≤ · · · ≤ α̂[k],n
(
β̂[1],n ≤ β̂[2],n ≤ · · · ≤ β̂[k],n
)
denote the ordered empirical
(relative) depths, and α̂(i),n(β̂(i),n) represent the empirical (relative) depth that cor-
responds to π[i], the population with depth α[i](β[i]). A correct selection (CSn) based
on a sample of size n will be the event that the population πi with (relative) depth
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α[k]
(
β[k]
)
is selected, i.e.,
CSn =
{
π[k] is selected.
}
(4.11)
=
{
The most central population is selected.
}
(4.12)
=
{
α̂[k],n = α̂(k),n
}
, (4.13)
or
CSn =
{
The relatively most central population is selected.
}
(4.14)
=
{
β̂[k],n = β̂(k),n
}
respectively. (4.15)
Now that we have defined our decision making process, we need to control the un-
certainty in the process. Therefore, our goal is to define a procedure such that
P (CSn) ≥ P ∗ ∈ (k−1, 1).
4.2 Assumptions:
Certain assumptions will be needed for all the procedures that will follow. These
assumption are made so that Theorem 2.10 can be applied. To review, these assump-
tions are
1. Pi is locally regular, i = 1, . . . , k,
2. y is Pi-smooth for each πi.
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4.3 Procedures
Similar to Chapter 3, four types of procedures will be presented. The first two
procedures can be completed in a single stage. One will make use of the relative depth,
and the other will not. The final two procedures will be two stage procedures. Again,
one will use the relative depth, and the other will assume that the maximal depth
is the same for all populations being considered. The motivation that differentiates
the two-stage and the single stage procedures mimics that from Chapter 3. The
single stage procedures make use of some previous information about some unknown
population parameters. The two-stage procedures use the first stage to estimate
the unknown parameters. Justifications for all the proposed procedures are given in
Section 4.4.
4.3.1 Single-Stage selection of the Most Relatively Central
Population:
The goal for our first procedure, Procedure RRC1, will be to select the π[k], the pop-
ulation associated with β[k]. The preference zone for RRC1 is defined as
PZRC1 =
{
(β1, β2, . . . , βk) | δβ[k] > β[k−1], β[1] > ε
}
(4.16)
where 1 > δ > ε > 0 are preselected.
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Procedure RRC1:
1. Take a sample of size n from each population where
n = max
{⌈(
2− ε
ε
)(
h
(1− δ)
)2⌉
, d+ 1
}
, (4.17)
and h is the solution to
∫ h
−∞
P
(
z − h < Z
√
d+ 1− ε
ε
)k−1
φ(z) dz = P ∗. (4.18)
2. Calculate the empirical relative depth β̂i,n for each population.
3. Declare that the population πi with empirical depth β̂[k],n is π[k].
This procedure will asymptotically satisfy the probability requirement
P (CSn | RRC1) ≥ P ∗ whenever β[k] > δβ[k−1] and β[1] > ε.
4.3.2 Single-Stage selection of the Most Central Population:
The goal for our next procedure, Procedure RC1, will be to select the π[k], the pop-
ulation associated with α[k]. This procedure makes the assumption that α
∗
i is the
same for all populations under consideration. This is not an unrealistic assumption.
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Recall, a distribution is said to be angularly symmetric about a point θ if and only if
P (θ+A) = P (θ−A) for any Borel set in Rd. If, for example, all the populations being
considered are known to be angularly symmetric, then the maximal depth for all the
populations is equal to 1
2
[24]. In this case, we no longer need to estimate α∗; we can
select the population such that y is most central, without having to standardize.
The preference zone for RC1 is defined as
PZC1 =
{
(α1, α2, . . . , αk) | δα[k] > α[k−1], α[1] > ε
}
(4.19)
where 1
2
> δ
2
> ε > 0 are preselected.
Procedure RC1:
1. Take a sample of size n from each population where
n = max
{⌈(
1− ε
ε
)(
h
1− δ
)2⌉
, d+ 1
}
, (4.20)
and h is the solution to
∫ h
−∞
P
(
z − h < Z
√
δ(2− δ)
)k−1
φ(z)dz = P ∗. (4.21)
2. Calculate the empirical relative depth α̂i,n for each population.
3. Declare that the population πi with empirical depth α̂[k],n is π[k].
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This procedure will asymptotically satisfy the probability requirement
P (CSn | RC1) ≥ P ∗ whenever δα[k] > α[k−1] and α[1] > ε.
4.3.3 Two-Stage selection of the Most Relatively Central
Population:
For the third procedure, Procedure RRC2, our goal is the same. We want to select
π[k], the population associated with β[k]. The preference zone for RRC2 is defined as
PZRC1 =
{
(β1, β2, . . . , βk) | δβ[k] > β[k−1]
}
(4.22)
where δ ∈ (0, 1) is preselected.
Procedure RRC2:
Stage 1:
(a) Take a sample of size n1 > d+ 1 from each population.
(b) Calculate an estimate of β[1],
ε̂β,n1 = min
i=1,···,k
{
β̂i
}
. (4.23)
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(c) Determine a total sample size
n = max
{[
(d+ 1− ε̂β,n1)h
(1− δ)ε̂β,n1
]2
, n1
}
(4.24)
where h is the solution to
∫ h
−∞
P
(
z − h < Z
√
d+ 1− ε̂β,n1
ε̂β,n1
)k−1
φ(z)dz = P ∗. (4.25)
Stage 2:
(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
(b) Calculate β̂i,n for each population.
(c) Declare that the population πi with sample volume β̂[k],n is π[k].
This procedure will asymptotically satisfy the probability requirement
P (CSn | RRC1) ≥ P ∗ whenever δβ[k] > β[k−1].
4.3.4 Two-Stage selection of the Most Central Population:
For our final procedure, RC2, our goal is to select the population associated with α[k],
assuming that the maximal depth is the same for all populations. The preference
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zone for RC2 is defined as
PZC2 =
{
(α1, α2, . . . , αk) | δα[k] > α[k−1]
}
(4.26)
where δ ∈ (0, 1) is preselected.
Procedure RC2:
Stage 1:
(a) Take a sample of size n1 > d+ 1 from each population.
(b) Calculate an estimate of α[1],
ε̂α,n1 = min
i=1,···,k
{α̂i} . (4.27)
(c) Determine a total sample size
n = max
{(
1− ε̂α,n1
ε̂α,n1
)(
h
1− δ
)2
, n1
}
(4.28)
where h is the solution to
∫ h
−∞
P
(
z − h < Z
√
δ(2− δ)
)k−1
φ(z)dz = P ∗. (4.29)
Stage 2:
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(a) Take a sample of size n2 = n− n1 from each population, if n2 > 0.
(b) Calculate α̂i,n for each population.
(c) Declare that the population πi with sample volume α̂[k],n is π[k].
This procedure will asymptotically satisfy the probability requirement
P (CSn | RC2) ≥ P ∗ whenever δα[k] > α[k−1].
4.4 Proofs
Our approach to justifying these procedures will follow the same pattern as those
given in Chapter 3. In Section 4.4.1, we begin by defining an alternative version of a
correct selection, C̃Sn, and show that for large n, P (C̃Sn) ≈ P (CSn). Also, we show
some inequalities that will be used in later sections. In Sections 4.4.2, 4.4.2, 4.4.3,
and 4.4.3, we show how the integral equation included with each procedure can be
viewed as an asymptotic lower bound for P (C̃Sn) and how that helps to determine
the necessary sample size for making a decision.
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4.4.1 General Results
Definition 4.7. The semi-empirical relative (halfspace) depth of y ∈ Rd with respect
to Pi based on a sample of size n is defined to be
β̃i,n =
α̂i,n
α∗i
. (4.30)
This will also be referred to as the semi-empirical relative depth of Pi.
Notice that in order to compute the semi-empirical relative depth of Pi, the maxi-
mal depth α∗i must be known. However, with α
∗
i we may define an alternative correct
selection as
C̃Sn =
{
β̃[k],n = β̃(k),n
}
. (4.31)
To see that P (C̃Sn) ≈ P (CSn) for large n will take a few steps.
Lemma 4.1. limn→∞ α̂
∗
i,n = α
∗
i almost surely.
Proof. By 2.4, there exists at least one x∗ ∈ Rd such that D(x∗;P ) = α∗. By 2.9,
limn→∞ supx∈Rd|Dn(x;P )−D(x;P )|= 0 almost surely. Thus, limn→∞Dn(x∗;P ) = α∗.
Let xn be any sequence of points such that Dn(xn;P ) = α̂
∗
i,n, then α̂
∗
i,n ≥ Dn(x∗;P )
for all n. Therefore, limn→∞ α̂
∗
i,n ≥ α∗ almost surely. But, limn→∞Dn(x;P ) ≤ α∗ for
all x ∈ Rd. So, limn→∞ α̂∗i,n ≤ α∗ almost surely.
Lemma 4.2. limn→∞ α̂i,n = αi almost surely.
Proof. Refer to Theorem 2.9.
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Corollary 4.3. Almost surely, as n→∞,
1. β̂i,n → βi.
2. β̃i,n → βi.
3. ε̂n = mini=1,···,k
{
β̂i,n
}
→ β[1].
Proposition 4.4. As n→∞, |P (C̃Sn)− P (ĈSn)|→ 0.
Proof. We consider the relatively most central case first. Let γ = mini 6=j|βi− βj| and
γ/5 > ε > 0. By Theorem 2.9, it is shown that almost surely
lim
n→∞
sup
x∈Rd
|Dn(x)−D(x)|= 0. (4.32)
Therefore, for all n ≥ N , and for all i, |β̃i − βi|< ε and |β̂i − βi|< ε almost surely.
Thus for large enough n, |β̃(i),n− β[i]|< ε and |β̂(i)− β[i]|< ε almost surely for all i. In
which case, P (C̃Sn), P (ĈSn) → 1. For the most central case, the same proof works
by replacing β with α.
Now, we shift our focus to some inequalities that will be used.
Lemma 4.5. If there exists ε > 0 such that
1 > β[k] > β[i] ≥ ε > 0 (4.33)
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for i = 1, . . . , k − 1, then
1
ν
≤
(
α∗(k)
α∗(i)
)√
α(i)(1− α(i))
α(k)(1− α(k))
≤ ν (4.34)
where ν =
√
d+1−ε
ε
.
Proof. By definition, βi =
αi
α∗i
. Letting α(i) (α
∗
(i)) denote the value of αi (α
∗
i ) cor-
responding to the population with relative depth β[i], we see that β[i] =
α(i)
α∗
(i)
. By
applying the fact that α∗i ∈
(
1
d+1
, 1
2
)
to the definition of β[i], we have
1
2
≥ α∗(i) ≥ α(i) ≥ α∗(i)ε ≥
ε
d+ 1
, (4.35)
or equivalently
1
2
≤ 1− α∗(i) ≤ 1− α(i) ≤ 1− α∗(i)ε ≤
d+ 1− ε
d+ 1
. (4.36)
Inverting this, we have
2 ≥ 1
1− α(i)
≥ d+ 1
d+ 1− ε
. (4.37)
Multilplying through by α∗(i), and using α
∗
(i) ∈
(
1
d+1
, 1
2
)
again, we have
1 ≥
α∗(i)
1− α(i)
≥ 1
d+ 1− ε
. (4.38)
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Next, we multiply through by β−1[i] , and use the assumption that β[i] > ε to get
1
ε
≥
(α∗(i))
2
α(i)(1− α(i))
≥ 1
d+ 1− ε
(4.39)
for all i. For i = k, we have
d+ 1− ε ≥
α(k)(1− α(k))(
α∗(k)
)2 ≥ ε. (4.40)
Finally, we multiply the last two inequalities, (4.39)(4.40), and take square roots.
The next two lemmas will be used to give a lower bound for the probability of
a correct selection for Procedure RC1. That proof will involve considering a slight
alteration of the setup of Procedure RC1.
Lemma 4.6. Given k absolutely continuous distributions, if α[1] ≥ ε2 , then β[1] ≥ ε.
Proof. Recall Theorem 2.5; given an absolutely continuous distribution, α∗ ≤ 1
2
.
Therefore,
β[i] =
α(i)
α∗(i)
≥
α[1]
α∗[k]
≥
ε
2
1
2
= ε. (4.41)
Lemma 4.7. Given k absolutely continuous distributions, if α[1] ≥ ε2 , then
α∗(k)β[k]√
α(k)(1− α(k))
≥
√
ε
2− ε
. (4.42)
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Proof. Given that β[k] =
α(k)
α∗
(k)
, and that g(x) =
√
x
1−x is an increasing function in x
on (0, 1
2
), we have
α∗(k)β[k]√
α(k)(1− α(k))
=
α(k)√
α(k)(1− α(k))
= f(α(k)) ≥ f(α[1]) ≥ f
( ε
2
)
. (4.43)
Lemma 4.8. If there exists 1 > δ, ε > 0 such that
1/2 > α[k] > δα[k] > α[i] ≥ ε > 0 (4.44)
for i = 1, . . . , k − 1, then
4ε(1− ε) ≤
α[i](1− α[i])
α[k](1− α[k])
≤ δ(2− δ). (4.45)
Proof. Since f(y) = y(1−y) is increasing on (0, 1/2), it follows that for i = 1, . . . , k−1,
ε(1− ε) = f(ε) ≤ f(α[i]) ≤ f(δα[k]) = δα[k](1− δα[k]), (4.46)
and
ε(1− ε) ≤ f(α[k]) ≤ f(1/2) = 1/4. (4.47)
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Combining these inequalities, we have
4ε(1− ε) ≤
f(α[i])
f(α[k])
=
δ(1− δα[k])
(1− α[k])
. (4.48)
Since the right hand side is an increasing function in α[k] ≤ 1/2, we get the desired
result.
4.4.2 Single-Stage Results:
Procedure RC1:
We begin by looking at what could be considered another procedure. We will call it
R′C1. The essential difference between Procedures RC1 and R
′
C1 is in the definition
of the preference zone. In Procedure R′C1 the preference zone will be defined with
α[1] ≥ ε2 instead of β[1] ≥ ε.
Theorem 4.9. Given k populations πi with distributions Pi, if the following hold
1. Pi is locally regular, i = 1, . . . , k,
2. y is Pi-smooth for each πi,
3. Let δ ∈ (0, 1) such that δβ[k] > β[k−1],
4. Let ε > 0 such that α[1] ≥ ε2 ,
then
P (C̃Sn|R′C1) ≥
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZk,n (4.49)
106
where for i = 2, 3, . . . , k, α̂(i) is the empirical depth corresponding to population π[i],
Zi,n =
√
n(α̂(i) − α(i))√
α(i)(1− α(i))
, (4.50)
Θ(i) =
(
α∗(k)
α∗(i)
)√
α(i)(1− α(i))
α(k)(1− α(k))
, (4.51)
and
h = (1− δ)
√
nε
2− ε
. (4.52)
Proof. To begin, we notice that
Zi,n =
√
n(α̂(i) − α(i))√
α(i)(1− α(i))
(4.53)
=
α∗(i)
α∗(i)
√
n(α̂(i) − α(i))√
α(i)(1− α(i))
(4.54)
=
√
nα∗(i)√
α(i)(1− α(i))
(
α̂(i)
α∗(i)
−
α(i)
α∗(i)
)
. (4.55)
Also, for i = 1, . . . , k − 1, if
β̃(k),n =
α̂(k)
α∗(k)
>
α̂(i)
α∗(i)
= β̃(i),n (4.56)
then
Zk,n > Θ(i)Zi,n +
(√
nα∗(k)
(
β[i] − β[k]
)√
α(k)(1− α(k))
)
. (4.57)
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This can be seen as follows:
Zk,n =
√
n(α̂(k) − α(k))√
α(k)(1− α(k))
(4.58)
>
√
n
(
α̂(i)
α∗(i)
−
α(k)
α∗(k)
)(
α∗(k)√
α(k)(1− α(k))
)
(4.59)
=
√
n
(
α̂(i)
α∗(i)
−
α(i)
α∗(i)
+
α(i)
α∗(i)
−
α(k)
α∗(k)
)(
α∗(k)√
α(k)(1− α(k))
)
(4.60)
=
(
α̂(i)
α∗(i)
−
α(i)
α∗(i)
)( √
nα∗(k)√
α(k)(1− α(k))
)
+
(√
nα∗(k)
(
β[i] − β[k]
)√
α(k)(1− α(k))
)
(4.61)
=
(
α̂(i)
α∗(i)
−
α(i)
α∗(i)
)( √
nα∗(i)√
α(i)(1− α(i))
)(
α∗(k)
√
α(i)(1− α(i))
α∗(i)
√
α(k)(1− α(k))
)
+
(√
nα∗(k)
(
β[i] − β[k]
)√
α(k)(1− α(k))
)
(4.62)
=
(√
n(α̂(i) − α(i))√
α(i)(1− α(i))
)(
α∗(k)
√
α(i)(1− α(i))
α∗(i)
√
α(k)(1− α(k))
)
+
(√
nα∗(k)
(
β[i] − β[k]
)√
α[k](1− α[k])
)
(4.63)
= Θ(i)Zi,n +
(√
nα∗(k)
(
β[i] − β[k]
)√
α(k)(1− α(k))
)
. (4.64)
Now, we consider P (C̃Sn|R′C1),
P (C̃Sn|R′C1) = P
(
β̃[k],n = β̃(k),n
)
= P
(
β̃(k),n > β̃(i),n, i = 1, . . . , k − 1
)
= P
(
α̂(k)
α∗(k)
>
α̂(i)
α∗(i)
, i = 1, . . . , k − 1
)
(4.65)
= P
(
Zk,n > Θ(i)Zi,n +
(√
nα∗(k)
(
β[i] − β[k]
)√
α(k)(1− α(k))
)
, i = 1, . . . , k − 1
)
(4.66)
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=
∫ k−1∏
i=1
P
(
z +
√
nα∗(k)
(
β[k] − β[i]
)√
α(k)(1− α(k))
> Θ[j]Zi,n
)
dPZ1,n . (4.67)
By the assumption δβ[k] > β[i] for all i, we see that
β[k] − β[i] ≥ β[k](1− δ). (4.68)
Consequently,
P (C̃Sn|R′C1) =
∫ k−1∏
i=1
P
(
z +
√
nα∗(k)
(
β[k] − β[i]
)√
α(k)(1− α(k))
> Θ[j]Zi,n
)
dPZ1,n (4.69)
≥
∫ k−1∏
i=1
P
(
z +
√
nα∗(k)β[k](1− δ)√
α(k)(1− α(k))
> Θ[j]Zi,n
)
dPZ1,n . (4.70)
Applying Lemma 4.7, this becomes
≥
∫ ∞
−∞
k−1∏
i=1
P
(
z + (1− δ)
√
nε
2− ε
> Θ(i)Zi,n
)
dPZ1,n (4.71)
=
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi,n
)
dPZ1,n . (4.72)
At this point, we would like to use (4.72) to ascertain our necessary sample size
by determining h so that
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi,n
)
dPZ1,n = P
∗. (4.73)
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We have the same two types of problems we encountered in Chapter 3. (4.73) depends
on n, and Θ(i) is unknown. We tackle these problems, following the example laid out
in Chapter 3 on pages 68 - 73. First, we show that the lefthand side of (4.73) has a
large sample approximation.
Proposition 4.10. For fixed h > 0, as n goes to infinity,
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi,n
)
dPZ1,n →
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 (4.74)
where {Zi} are a collection of independent standard normal random variables.
Proof. The proof follows from the proof for Theorem 3.9.
With this result, we can now approximate
∫∞
−∞
∏k−1
i=1 P
(
z + h > Θ(i)Zi,n
)
dPZ1,n
with
∫∞
−∞
∏k−1
i=1 P
(
z + h > Θ(i)Zi
)
dPZ1 provided we assume that n is sufficiently
large. Now, we consider our second problem. The values of Θ(i) are unknown and
remain as a scaling factor. However, bounds for Θ(i) exist, and are given in Lemma
4.5. We will remove this problem by splitting the integral into parts A∗ and B∗ where
A∗(h) +B∗(h) =
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 (4.75)
A∗(h) =
∫ ∞
−h
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 , (4.76)
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and
B∗(h) =
∫ −h
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 . (4.77)
A quick sketch of a normal distribution, will show that
A∗(h) ≥ A(h) (4.78)
and
B∗(h) ≥ B(h). (4.79)
where
A(h) =
∫ ∞
−h
P
(
z + h >
√
d+ 1− ε
ε
Z2
)k−1
dPZ1 (4.80)
and
B(h) =
∫ −h
−∞
P
(
z + h >
√
ε
d+ 1− ε
Z2
)k−1
dPZ1 . (4.81)
Also, by the dominated convergence theorem, it should be apparent that A→ 1 and
B → 0 as h→∞. With this, we have enough information to determine h by solving
A(h) +B(h) = P ∗. (4.82)
As in Chapter 3, we may solve either A(h) + B(h) = P ∗ or A(h) = P ∗. The former
will be used in computer implementations, the latter if we are using tabulated values.
However, if we have been following carefully, we will see that we have only shown
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that P (C̃Sn|R′C1) ≥ P ∗, and not what we intended, P (C̃Sn|RC1) ≥ P ∗.
Theorem 4.11. Given k populations πi with distributions Pi, if the following hold
1. Pi is locally regular, i = 1, . . . , k,
2. y is Pi-smooth for each πi,
3. Let δ ∈ (0, 1) such that δβ[k] > β[k−1],
4. Let ε > 0 such that β[1] ≥ ε,
then
P (C̃Sn|RC1) ≥
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZk,n (4.83)
where for i = 2, 3, . . . , k, α̂(i) is the empirical depth corresponding to population π[i],
Zi,n =
√
n(α̂(i) − α(i))√
α(i)(1− α(i))
, (4.84)
Θ(i) =
(
α∗(k)
α∗(i)
)√
α(i)(1− α(i))
α(k)(1− α(k))
, (4.85)
and
h = (1− δ)
√
nε
2− ε
. (4.86)
Proof. By Lemma 4.6, if α[1] ≥ ε2 then β[1] ≥ ε. Therefore, P (C̃Sn|R
′
C1) ≤ P (C̃Sn|RC1).
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Procedure RC2:
Theorem 4.12. Given k populations πi with distributions Pi, if the following hold
1. Pi is locally regular, i = 1, . . . , k,
2. y is Pi-smooth for each πi,
3. Let δ ∈ (0, 1) be such that δα[k] > α[k−1],
4. Let ε > 0 be such that α[1] ≥ ε,
5. α∗1 = α
∗
2 = · · · = α∗k,
then
P (C̃Sn|RC2) ≥
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZk,n (4.87)
where for i = 2, 3, . . . , k, α̂(i) is the empirical depth corresponding to population π[i],
Zi,n =
√
n(α̂(i) − α[i])√
α[i](1− α[i])
, (4.88)
Θ[i] =
√
α[i](1− α[i])
α[k](1− α[k])
for i=1,. . . ,k-1 (4.89)
and
h = (1− δ)
√
nε
1− ε
. (4.90)
Proof. The proof follows the same pattern as that given for Theorem 4.11. First, we
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show that for i = 1, . . . , k − 1
α̂(k) > α̂(i) (4.91)
then
Zk,n +
√
n(α[k] − α[i])√
α[k](1− α[k])
> Θ[i]Zi,n. (4.92)
This is because
Z,n =
√
n(α̂(k) − α[k])√
α[k](1− α[k])
(4.93)
>
√
n(α̂(i) − α[k])√
α[k](1− α[k])
(4.94)
=
√
n(α̂(i) − α[i] + α[i] − α[k])√
α[k](1− α[k])
(4.95)
=
√
n(α̂(i) − α[i])√
α[k](1− α[k])
+
√
n(α[i] − α[k])√
α[k](1− α[k])
(4.96)
=
√
n(α̂(i) − α[i])√
α[i](1− α[i])
√
α[i](1− α[i])
α[k](1− α[k])
+
√
n(α[i] − α[k])√
α[k](1− α[k])
(4.97)
= Θ[i]Zi,n −
√
n(α[k] − α[i])√
α[k](1− α[k])
. (4.98)
This shows that
P (CSn|RC2) = P
(
α̂[k] = α̂(k)
)
(4.99)
= P
(
α̂(k) > α̂(i), i = 1, . . . , k − 1
)
. (4.100)
=
∫ k−1∏
i=1
P
(
z +
√
n(α[k] − α[i])√
α[k](1− α[k])
> Θ[i]Zi,n
)
dPZ1,n . (4.101)
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Using (4.47), and the fact that
α[k] − α[i] > (1− δ)α[k], (4.102)
we have that
√
n(α[k] − α[i])√
α[k](1− α[k])
≥
√
n
(1− δ)α[k]√
α[k](1− α[k])
(4.103)
=
√
n(1− δ)
√
α[k]
1− α[k]
(4.104)
≥
√
n(1− δ)
√
ε
1− ε
(4.105)
= h. (4.106)
The inequality in (4.105) is because
α[k]
1−α[k]
is an increasing function in α[k] . Therefore,
P (C̃Sn|RC2) ≥
∫ k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZ1,n . (4.107)
Now, we would like to approximate a solution, h, to
∫ k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZ1,n = P
∗. (4.108)
As before, this will be done in two steps. First, applying Proposition 4.10, we see
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that for large h
∫ k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZ1,n ≈
∫ k−1∏
i=1
P
(
z + h > Θ[i]Zi
)
dPZ1 . (4.109)
We then split the integral into parts A∗ and B∗ where
A∗(h) +B∗(h) =
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ[i]Zi
)
dPZ1 (4.110)
A∗(h) =
∫ ∞
−h
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 , (4.111)
and
B∗(h) =
∫ −h
−∞
k−1∏
i=1
P
(
z + h > Θ(i)Zi
)
dPZ1 . (4.112)
A quick sketch of a normal distribution, and an application of Lemma 4.8 will
show that
A∗(h) ≥ A(h) (4.113)
and
B∗(h) ≥ B(h) (4.114)
where
A(h) =
∫ ∞
−h
P (z + h > δ(2− δ)Z2)k−1 dPZ1 (4.115)
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and
B(h) =
∫ −h
−∞
P (z + h > 4ε(1− ε)Z2)k−1 dPZ1 . (4.116)
Again, we see that A → 1 and B → 0 as h → ∞. With this, we have enough
information to determine h by solving either A(h) +B(h) = P ∗ or A(h) = P ∗
4.4.3 Two-Stage Results:
The justifications of the Two-Stage procedures follows from those provided for their
single stage counterparts, with some slight modifications. We detail them here.
Procedure RRC2:
Theorem 4.13. Given k populations πi with distributions Pi, if the following hold
1. Pi is locally regular, i = 1, . . . , k,
2. y is Pi-smooth for each πi,
3. Let δ ∈ (0, 1) such that δβ[k] > β[k−1],
4. β[1] > 0,
then
P (C̃Sn|RC2) ≥
∫ ∞
−∞
k−1∏
i=1
P
(
z + h > Θ[i]Zi,n
)
dPZk,n (4.117)
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where for i = 2, 3, . . . , k, α̂(i) is the empirical depth corresponding to population π[i],
Zi,n =
√
n(α̂(i) − α(i))√
α(i)(1− α(i))
, (4.118)
Θ(i) =
(
α∗(k)
α∗(i)
)√
α(i)(1− α(i))
α(k)(1− α(k))
, (4.119)
and
h = (1− δ)
√
nβ[1]
2− β[1]
. (4.120)
Proof. Let ε = β[1]. Use Theorem 4.11.
Fixing h, if we follow the reasoning from Section 4.4.2, we eventually will reach
the conclusion that we should solve
∫ ∞
−h
P
(
z + h >
√
d+ 1− ε
ε
Z2
)k−1
dPZ1 = P
∗ (4.121)
where ε = β[1]. By corollary 4.3, and Slutsky’s Theorem, we know that
ε̂β,n1Z
d→ εZ. (4.122)
Therefore, for n1 >> 0, we can approximate
∫ ∞
−h
P
(
z + h >
√
d+ 1− ε
ε
Z2
)k−1
dPZ1 (4.123)
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with ∫ ∞
−h
P
(
z + h >
√
d+ 1− ε̂β,n1
ε̂β,n1
Z2
)k−1
dPZ1 . (4.124)
And so, we determine h using
∫ ∞
−h
P
(
z + h >
√
d+ 1− ε̂β,n1
ε̂β,n1
Z2
)k−1
dPZ1 = P
∗. (4.125)
With h determined, we would like to determine our sample size n by solving
h = (1− δ)
√
nβ[1]
2− β[1]
. (4.126)
But, we still have a dependence on the unknown value of β[1]. To work around this,
we use the approximate
h ≈ (1− δ)
√
nε̂β,n1
2− ε̂β,n1
. (4.127)
Procedure RC2:
Letting ε = α[1] in Section 4.4.2, nothing changes in our justification of the procedure,
with one exception. In that Section 4.4.2, our sample size is determined using the
relation
h = (1− δ)
√
nε
1− ε
(4.128)
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with h defined as the solution to 4.21. This relation is dependent on the unknown
value of α[1]. However, we remedy this in the same manner we used with Procedure
RRC2. We determine our sample size using the approximation
h ≈ (1− δ)
√
nε̂α,n1
1− ε̂α,n1
. (4.129)
4.5 Simulations
Our simulations, in this section, fall into two categories based on the category of
procedure used. We begin with the procedures that assume that the maximal depth
is the same for all populations.
Table 4.1: Single Stage Procedures RC1 :
k = 3, δ = .95
δα[3] = α[2] = ε
α[3] = .45
P ∗ P̂ ∗ n
0.60 0.602 420
0.65 0.665 598
0.70 0.720 820
0.75 0.771 1100
0.80 0.824 1461
0.85 0.877 1948
0.90 0.920 2661
0.95 0.960 3930
α[3] = .25
P ∗ P̂ ∗ n
0.60 0.615 1021
0.65 0.667 1448
0.70 0.717 1980
0.75 0.763 2649
0.80 0.821 3513
0.85 0.866 4677
0.90 0.914 6385
0.95 0.963 9423
α[3] = .05
P ∗ P̂ ∗ n
0.60 0.626 6744
0.65 0.668 9405
0.70 0.712 12709
0.75 0.770 16861
0.80 0.823 22211
0.85 0.867 29430
0.90 0.917 40038
0.95 0.959 58941
The results can be seen in Table 4.1. Three bivariate normal populations were
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used. With the exception of choosing the origin, any point in the plane could be used
as the target point. Therefore, from iteration to iteration, we randomly selected a
different target point. The results in Table 4.1 are based on 10,000 iterations. As an
optimal worst case configuration, we chose to use a configuration where δα[3] = α[2] =
α[1] = ε. From this we can see, the smallest possible sample size that would accomplish
our goal. The results in Table 4.1 make use of our knowledge of α[1] by allowing us
to set ε = α[1]. The results show that the empirical probability of a correct selection,
P̂ ∗, is very close to the desired P ∗. In reality, it is most likely that the value of α[1] is
unknown to us. Consequently, a wise experimenter would try to place a reasonable
lower bound on α[1] by making ε reasonably small. This necessarily increases the size
of the sample that is collected from each population, but the probability requirement
would still be met. This can be seen most visibly, as the value of α[3] decreased in
Table 4.1. Since δ was held constant, we see that the increase in sample size is driven
by the value of the smallest population depth. Table 4.2 considers 2500 iterations of
Procedures RC1 using k = 5, 10 bivariate Normal populations. As we can see, they
are reasonably close to the desired value of P ∗. For an experimenter that would like
to control the sample size, and would like to guess a lower bound on α[1], they can
use Procedures RC2 . Provided that α[1] is larger than a value of ε that would be used
as a lower bound by the experimenter, there can be a dramatic savings in sample size
collected. This can be seen in Table 4.3. Table 4.3 is based on 10,000 iterations of
initial samples of size 50. n̄ is the estimated mean sample size when α[1] = .35, .25
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Table 4.2: Single Stage Procedures RC1 :
α[3] = .45, δ = .95
δα[3] = α[2] = ε
k = 5
P ∗ P̂ ∗ n
0.60 0.626 944
0.65 0.690 1188
0.70 0.728 1476
0.75 0.796 1823
0.80 0.845 2254
0.85 0.890 2816
0.90 0.924 3615
0.95 0.966 4993
k = 10
P ∗ P̂ ∗ n
0.60 0.641 1675
0.65 0.705 1980
0.70 0.754 2330
0.75 0.812 2740
0.80 0.842 3238
0.85 0.882 3874
0.90 0.937 4759
0.95 0.970 6250
and α[3] = .45. n is the single stage sample size if ε = .05 is used. On average, n̄ is
much lower than n. This indicates an advantage to the two stage procedure.
Table 4.3: Two Stage Procedures RC2 :
k = 3, δ = .95
α[3] = .45, α[2] = δα[3], ε = .05
α[1] = .35
P ∗ n̄ n sen̄
0.60 842 6380 7
0.65 1213 8901 11
0.70 1644 12032 15
0.75 2222 15967 19
0.80 2944 21037 25
0.85 3914 27878 33
0.90 5288 37931 44
0.95 7810 55844 72
α[1] = .25
P ∗ n̄ n sen̄
0.60 1324 6380 16
0.65 1869 8901 22
0.70 2559 12032 32
0.75 3389 15967 40
0.80 4539 21037 54
0.85 5993 27878 74
0.90 8225 37931 99
0.95 11911 55844 134
In Tables 4.4 and 4.5, we apply Procedure RRC1 to a situation where the maximal
depth is not the same for all populations. To do this, we compared a bivariate
exponential population to some normally distributed populations. In Table 4.4, three
populations were compared at varying values of δ. While in Table 4.5, k = 5, 10
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populations were compared for δ = .9. Each simulation was run 10,000 times.
Table 4.4: Single Stage Procedures RRC1 :
Exponential vs Normal
k = 3, α[3] = .9, α[2] = δα[3],
δ = .9
P ∗ P̂ ∗ n
0.60 0.584 273
0.65 0.623 366
0.70 0.682 480
0.75 0.743 623
0.80 0.795 806
0.85 0.852 1052
0.90 0.909 1412
0.95 0.963 2050
δ = .8
P ∗ P̂ ∗ n
0.60 0.689 95
0.65 0.749 127
0.70 0.805 166
0.75 0.855 214
0.80 0.906 277
0.85 0.942 360
0.90 0.972 483
0.95 0.993 700
δ = .7
P ∗ P̂ ∗ n
0.60 0.775 60
0.65 0.839 80
0.70 0.892 104
0.75 0.931 134
0.80 0.961 173
0.85 0.983 225
0.90 0.995 301
0.95 1.000 436
Table 4.5: Single Stage Procedures RRC1 :
Exponential vs Normal
δ = .9, α[3] = .9, α[2] = δα[3],
k=5
P ∗ P̂ ∗ n
0.60 0.617 619
0.65 0.670 747
0.70 0.716 896
0.75 0.774 1073
0.80 0.827 1291
0.85 0.876 1573
0.90 0.922 1971
0.95 0.966 2655
k=10
P ∗ P̂ ∗ n
0.60 0.659 1124
0.65 0.713 1281
0.70 0.767 1458
0.75 0.802 1664
0.80 0.851 1911
0.85 0.893 2224
0.90 0.927 2657
0.95 0.968 3384
4.6 Concluding Remarks
In this chapter, we outlined several procedures for selecting a population whose dis-
tribution is “most centered” at a target point y ∈ Rd. Procedures RRC1 and RC1
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allowed this to be completed by taking a single sample. Procedures RRC2 and RC2
required that our sample be taken in two stages. In practice, the second approach
seems the more reasonable, if no previous knowledge of the populations under consid-
eration exists. We should note what may or may not be considered a restriction on
the use of this procedure. All of these procedures assume that the populations under
consideration have distributions that are locally regular. This restriction would mean
that we may only consider a subset of all absolutely continuous populations when
applying this procedure.
To conclude our remarks, it should be possible to produce subset procedures of
this type. Namely,
− Select all populations πi that are “more central” than a standard or control,
population π0, or
− Select a subset that contains the “most central” population.
In our next chapter, we develop procedures for selection of all populations whose
distribution is similar to some given collection of distributions.
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Chapter 5
Distribution
In this chapter, we are given k populations, {πi}ki=1, with unknown distributions,
FXi ∈ F where F is a subset of all probability distributions. We develop a general
procedure for selecting all populations with a distribution that is considered desirable
by an experimenter. There will be two differences between this chapter and the
previous. The first one will be our focus on univariate examples. In the previous
two chapters, some form of a univariate procedure already existed, but a multivariate
procedure did not. For the procedures of this chapter, there does not exist a similarly
motivated univariate procedure. Therefore, the procedure of this chapter will be
outlined keeping this in mind. Most of the examples will be univariate in nature.
This will mainly be due to the fact that exact expressions can be attained for some
pertinent values in the univariate setup. It is not to say, that an “exact” multivariate
example cannot be given. The second difference from the previous chapters will be
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our avoidance of any type of depth function in our selection procedures. This was
done to keep the procedures as simple as possible. The use of a depth function is
possible with these procedures, but would only add complexity to the procedures. As
a replacement for the depth function, and to maintain generality, we will make use
of the multivariate cumulative distribution function. For d = 1, this reduces to a
standard univariate cumulative distribution function.
Remark 5.1. A depth-based selection procedure for selecting populations based on
their distribution would make use of Theorems 2.7 and 2.9. Theorems 2.7 states
that, under certain assumptions, the halfspace depth characterizes the underlying
distributions. Theorem 2.9 says that the empirical depth function converges uniformly
to its population counterpart almost surely. Taken together, we could conclude that
if an empirical depth function is “close” to some given depth function, then it would
be reasonable to conclude that the underlying distribution for the empirical depth
function is “close” to the underlying distribution for the given depth function. Of
course, what we mean by “close” would need to be defined. However, the proof of
Theorem 2.9 indicates a more direct path to this conclusion, that does not make use
of depth functions. This is the path we have taken.
Definition 5.1. The cumulative multivariate distribution of a random vector Xi =
(Xi,1, . . . , Xi,d)
T , d ≥ 1, is
FXi(x) = P (Xi,1 ≤ x1, . . . , Xi,d ≤ xd) (5.1)
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where x = (x1, . . . , xd)
T ∈ Rd. When it will not cause confusion, Fi will denote FXi .
Returning to our problem, we need to decide what we mean by desirable. Consider
the following setup. We have an experimenter who has k populations and the exper-
imenter knows that the distributions, Fi, of each populations falls within F ⊂ Pd,
where Pd the collection of all distributions on Rd. This means the experimenter has
an idea of the form of all the population’s distributions. However, the experimenter
would like to narrow down the study to a subset of populations which has a more
specific set of properties i.e. the experimenter has defined a set D ⊂ F , so that
D = {FX ∈ F | FX is a desirable distribution.}. (5.2)
The experimenter would like to select all populations that fall into a set G, where
G = {πi|Fi ∈ D}.
From this basic set up, it should be apparent that we will use the subset selection
approach described in Chapter 1. As a complement to G, we define
B = {πi|Fi 6∈ D}.
As a means of determining when a population is desirable or not, we need a manner
of measuring how far a given population’s distribution is from the distributions in D.
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Definition 5.2. The distance of FX from D is defined to be
ε(FX , D) = inf
FY ∈D
sup
y∈Rd
|FX(y)− FY (y)|. (5.3)
Using this, we form the closure of D,
D̄ = {FX ∈ F | ε(FX , D) = 0},
and redefine G as G = {πi|ε(FX , D̄) = 0}. In all examples, it will be the case that
D̄ = D. Thus, to ease notation, εi will denote ε(Fi, D̄)
Remark 5.2. This redefinition of G may reclassify a population as desirable. This
can happen for a population whose distribution Fi 6∈ D, but Fi ∈ F and εi = 0.
We will not consider this a problem. Based on our distance measure, such an Fi
is almost indistinguishable from some sequence of distributions in D. As such, we
should consider it desirable also.
Similarly, an experimenter can define,
U = {FX ∈ F | FX is a undesirable distribution.}, (5.4)
a set disjoint from, but not necessarily complementary to, D̄. There may be distri-
butions in F to whose classification the experimenter is indifferent. This allows us to
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redefine B, as B = {πi|εi ≥ ε∗} where
ε∗ = inf
FX∈U
inf
FY ∈D
sup
y∈Rd
|FX(y)− FY (y)|. (5.5)
We may also define the closure of U ,
Ū = {FX ∈ F | ε(FX , D̄) ≥ ε∗
5.1 Goal:
The goal of our procedure will be to select a subset of populations, Ĝn, that contains
all populations in G. Therefore, a correct selection (CSn) will be defined as
CSn =
{
G ⊆ Ĝn
}
. (5.6)
Thus, it will become necessary to estimate the distance of a population’s distribu-
tion from D̄. To do this, we need to define the empirical cumulative multivariate
distribution.
Definition 5.3. Let Xi,1, . . . , Xi,n be independent and identically distributed random
vectors in Rd with component random variables Xi,j1 , . . . , Xi,jd , j = 1, . . . , n. Then
the empirical cumulative multivariate distribution of a sample from population πi is
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defined to be
FXi,n(y) =
∑n
j=1
∏d
k=1 1{Xi,jk≤yk}(y)
n
where y = (y1, . . . , yd)
T ∈ Rd. As before, when appropriate, to ease notation, Fi,n(y)
will be used to denote FXi,n(y). Additionally, abusing notation, Fi,n(y) will denote
both a random variable, and observed value. Its usage will be clear from the context.
Definition 5.4. The empirical distance of Fi from D̄ is defined to be
ε̂(Xi,1, . . . , Xi,n, D̄) = inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|. (5.7)
To ease notation, ε̂i,n will denote ε̂(Xi,1, . . . , Xi,n, D̄).
With this distance, we would like to make a selection in such a way that allows
us to control the probability of a correct selection whenever G is non-empty. Thus,
we need our procedures to satisfy the requirement that the probability of a correct
selection is at least P ∗:
P (CSn) = P
(
G ⊆ Ĝn
)
≥ P ∗ ∈ (0, 1). (5.8)
5.2 Assumptions:
We make the following assumptions:
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1. F ⊂ all absolutely continuous distributions on Rd.
2. If FX , FY ∈ D̄, then
sup
y∈Rd
|FY,n(y)− FY (y)|
d
= sup
y∈Rd
|FX,n(y)− FX(y)|. (5.9)
3. If FX , FY ∈ Ū , then
sup
y∈Rd
|FY,n(y)− FY (y)|
d
= sup
y∈Rd
|FX,n(y)− FX(y)|. (5.10)
4. ε∗ > 0.
5. D̄ is defined so that either ε̂i,n is measurable, or there exists D̄
∗ ⊂ D̄, so that
ε̂(Xi,1, . . . , Xi,n, D̄
∗) is measurable and ε̂i,n = ε̂(Xi,1, . . . , Xi,n, D̄
∗) almost surely.
The first two assumptions are meant to assist in the computation of a lower bound
on the probability of a correct selection. This bound will be computed using the
distribution of
KSi,n = sup
y∈Rd
|Fi,n(y)− Fi(y)|.
In the univariate case, when d = 1, the second assumption is unnecessary, since KSi,n
has the same distribution for all continuous univariate distributions. However, in the
multivariate case, the distribution of KSi,n is not known, and is dependent upon Fi.
Thus, it will be necessary to simulate the distribution of KSi,n. Since exact form
of Fi is unknown, we will need the second assumption to allow us to simulate the
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distribution of KSi,n. Under the second assumption, we may choose any member of
D to simulate the distribution of KSi,n, and will not need to use the exact form of
Fi.
Example 5.1. Let X be a random vector in Rd, where X = (X1, . . . , Xd). Let
r = (r1, . . . , rd) ∈ Rd, and define
F = {FX+r | r ∈ Rd}. (5.11)
Then,
sup
y∈Rd
|FXn+r(y)− FX+r(y)| = sup
y∈Rd
|FXn(y − r)− FX(y − r)| (5.12)
d
= sup
x∈Rd
|FXn(x)− FX(x)|. (5.13)
The third and fourth assumptions are only necessary if a statement about the
efficiency of the procedure is needed. If ε∗ = 0, on average, we would expect to
select all the populations, which would defeat the purpose of our trying to screen
out undesirable populations. By assuming that ε∗ > 0, we are essentially saying that
there are three classes of distributions, the desirables, the undesirables, and those to
whose classification we are indifferent. These would be distributions, FX , such that
ε(FX , D̄) ∈ (0, ε∗).
132
5.3 Procedures:
This section outlines procedures for selecting a random subset Ĝn that contains all
distributions that are in G. Since there is a slight difference between the univari-
ate and the multivariate versions, we list them separately. Justifications for all the
proposed procedures are given in Section 5.4.
5.3.1 Selection among Univariate distributions
When considering the univariate case, we will approximate the distribution of
KSn =
√
n sup
y∈R
|Fn(x)− F (x)|,
using
KS = lim
n→∞
√
n sup
y∈R
|Fn(x)− F (x)|
which has a known distribution. Tabled values of KS can be found in [27]. An
excellent approximation can be found using n ≥ 100.
Procedure RSU :
1. Determine a value δ so that P (KS < δ) ≥ (P ∗) 1k .
2. Select a pair n, and τ > 0, so that
√
nτ ≥ δ.
3. Take a random sample of size n from each population.
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4. Compute ε̂i,n for each population.
5. Find all populations with empirical desirability less than τ , i.e. determine the
set
Ĝn = {π | ε̂i,n ≤ τ}. (5.14)
6. Claim with probability at least P ∗ that all the populations in G have been
selected.
Efficiency of Procedure RSU
If #A denotes the cardinality of a set A, and S denotes #Ĝn, then the efficiency
of Procedure RSU can be described by considering the expected sample subset size,
E(S), of Ĝn. Given n, τ, ε
∗, and P ∗, we can state that
#G · (P ∗)
1
k ≤ E(S) ≤ #G+ #B · P
(
KS ≥
√
n(ε∗ − τ)
)
. (5.15)
5.3.2 Selecting among Multivariate Distributions
This procedure is basically a two stage procedure. Although we sample each popula-
tion only once, the first stage requires us to simulate a distribution from one of the
distributions in D̄.
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Procedure RSM :
Stage 1:
(a) Select any distribution FD ∈ D.
(b) Simulate the distribution of KSD,n = supy∈Rd|FD,n(y)− FD(y)|.
(c) Select τ > 0 so that P̂ (KSD,n < τ) ≥ (P ∗)
1
k .
Stage 2:
(a) Take a sample of size n from each population.
(b) Calculate ε̂i,n for each sample.
(c) Find all populations with empirical desirability less than τ , i.e. determine the
set
Ĝn = {π | ε̂i,n < τ}. (5.16)
(d) Claim with probability at least P ∗ (approximately) that all the populations in
G have been selected.
Efficiency of Procedure RSM
As with the univariate procedure, we wish to measure efficiency with the expected
subset size of Ĝn. Given n, τ, ε
∗, and P ∗, we can state, approximately, that
#G · (P ∗)
1
k ≤ E(S) ≤ #G+ #B · P̂ (KSU,n ≥ ε∗ − τ) , (5.17)
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where KSU,n = supy∈Rd|FU,n(y)− FU(y)| and FU is any distribution in U .
5.4 Proofs
5.4.1 General Results:
This section will cover the necessary justifications for the procedures given above. We
start with Procedure RSU .
Theorem 5.1. Given k independent populations with distributions Fi ∈ F , if the
following hold:
1. τ > 0,
2. G is non-empty,
then
P (CSn) ≥ P
(
sup
y∈Rd
|Fn(y)− F (y)|< τ
)k
. (5.18)
Proof. By definition, if Fi ∈ D̄ then
inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|≤ sup
y∈Rd
|Fi,n(y)− FY (y)| (5.19)
for all FY ∈ D̄. In particular,
inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|≤ sup
y∈Rd
|Fi,n(y)− Fi(y)| (5.20)
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for all Fi, such that πi ∈ G. Thus, if
KSi,n = sup
y∈Rd
|Fi,n(y)− Fi(y)|< τ, (5.21)
then
ε̂i,n = inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|< τ. (5.22)
Therefore,
P (CSn) = P (G ⊂ Ĝn) (5.23)
= P (ε̂i,n < τ, πi ∈ G) . (5.24)
Since ε̂i,n are independent random variables, we have our next equality:
=
∏
πi∈G
P (ε̂i,n < τ) (5.25)
≥
∏
πi∈G
P (KSi,n < τ) (5.26)
≥ P (KSn < τ)k . (5.27)
When d = 1, supy∈Rd |Fi,n(y) − Fi(y)| has the same distribution regardless of the
underlying distribution. Thus, we can drop the subscript i. Then F represents any
distribution in F . If d ≥ 2, we have assumed that supy∈Rd |Fi,n(y) − Fi(y)| has the
same distribution. This allows us to drop the subscript again.
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In the proof of Theorem 5.1, (5.27) will be used to complete the justification of
the probability statements in Procedures RSU , and RSM . For Procedure RSU , we see
that
P
(
sup
y∈Rd
|Fn(y)− F (y)|< τ
)
= P
(
√
n sup
y∈Rd
|Fn(y)− F (y)|<
√
nτ
)
(5.28)
≈ P (KS < δ) (5.29)
where δ =
√
nτ and n is large. Hence, if δ is selected as in Procedure RSU , we
will achieve our probability requirement. For the higher dimension case, we use our
simulated distribution for supy∈Rd|Fn(y)−F (y)| to determine τ as in Procedure RSM .
Thus, in (5.27)
P
(
sup
y∈Rd
|Fn(y)− F (y)|< τ
)
≈ Pm
(
sup
y∈Rd
|Fn(y)− F (y)|< τ
)
. (5.30)
In either case, we will use an approximation to determine the value of τ .
To conclude this section, we derive the bounds on the expected subset size, E(S).
Theorem 5.2. Under the assumptions of Theorem 5.1, if ε∗ > 0 then
#G · (P ∗)
1
k ≤ E(S) ≤ #G+ #B · P
(
sup
y∈R
|Fn(y)− F (y)|≥ (ε∗ − τ)
)
.
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Proof. Since S = #Ĝn, S may also be defined as
S =
k∑
i=1
1{πi is selected.}. (5.31)
Therefore,
E(S) =
k∑
i=1
P (πi is selected.) (5.32)
=
k∑
πi∈G
P (πi is selected.) +
k∑
πi∈B
P (πi is selected.) . (5.33)
Using the proof of Theorem 5.1, we see that (P ∗)
1
k ≤ P (πi is selected.) for πi ∈ G.
For πi ∈ B, it is obvious that P (πi is selected.) ≥ 0. This provides the lefthand
inequality. As for the right hand inequality, 1 ≥ P (πi is selected.) for πi ∈ G. As for
πi ∈ B, consider the following:
If πi ∈ B, then infFY ∈D̄ supy∈Rd |Fi(y)− FY (y)|= β ≥ ε∗. Thus, for all FY ∈ D̄,
β ≤ sup
y∈Rd
|Fi(y)− FY (y)| (5.34)
≤ sup
y∈Rd
|Fi,n(y)− Fi(y)|+ sup
y∈Rd
|Fi,n(y)− FY (y)|. (5.35)
Since the first summand in (5.35) does not depend on FY , it is considered constant.
Hence,
β ≤ sup
y∈Rd
|Fi,n(y)− Fi(y)|+ inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|. (5.36)
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Now, if πi ∈ B is selected, then
inf
FY ∈D̄
sup
y∈Rd
|Fi,n(y)− FY (y)|< τ. (5.37)
Consequently,
β ≤ sup
y∈Rd
|Fi,n(y)− Fi(y)|+τ. (5.38)
Therefore,
P (πi is selected,πi ∈ B) ≤ P
(
sup
y∈Rd
|Fi,n(y)− Fi(y)|≥ β − τ
)
(5.39)
≤ P
(
sup
y∈Rd
|Fi,n(y)− Fi(y)|≥ ε∗ − τ
)
. (5.40)
We complete the proof by dropping the subscripts related to the populations, as we
have assumed that the distribution of supy∈R|Fn(y)−F (y)| is invariant for F ∈ Ū .
5.5 Examples & Simulations
In this section, we look at some examples that implement these procedures. We will
first consider the univariate situation. Suppose we would like to apply Procedure RSU
so that
P (CSn|RSU) ≥ P ∗ and E(S) ≤ #G+ 1 (5.41)
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whenever G is nonempty. In the worst case scenario, #G = 1. So, we need to
determine n and τ so that
P (KS <
√
nτ) ≥ (P ∗)
1
k (5.42)
and
P
(
KS >
√
n(ε∗ − τ)
)
≤ 1
k − 1
. (5.43)
This amounts to solving the following system of equations:

√
nτ = δ1
√
n(ε∗ − τ) = δ2
where δ1 is a solution to (5.42), and δ2 is a solution to (5.43). Explicitly, the solution
is 
τ = ε
∗δ1
δ1+δ2
n =
(
δ1+δ2
ε∗
)2
.
By using [27], Table 5.1 gives us different pairings of τ and n for P ∗ = .8, .9,
ε∗ = .05, .1, and k = 3, 4, 5, 10, 15, 20. Table 5.1 will be used in all of the follow-
ing univariate examples. We begin with a selection from some uniform distributions.
Example 5.2. In this situation, we will assume that all populations under consider-
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Table 5.1: Selecting among Distributions RSU :
P ∗ = .8 P ∗ = .9
ε∗ = .1 ε∗ = .05 ε∗ = .1 ε∗ = .05
k n τ n τ n τ n τ
3 450 0.0608 1798 0.0304 511 0.0633 2044 0.0316
4 529 0.0587 2116 0.0293 591 0.0609 2362 0.0305
5 581 0.0577 2324 0.0288 641 0.0597 2561 0.0298
10 735 0.0554 2938 0.0277 801 0.0572 3204 0.0286
15 824 0.0547 3275 0.0274 889 0.0564 3553 0.0282
20 883 0.0545 3529 0.0273 943 0.0560 3770 0.0280
ation will have a Uniform distribution on [0, r], r > 0; the desirable populations have
r ≤ α; and the undesirables have r ≥ β. Now, we let 0 < α < β, and
F = {FrY |Y ∼ Uniform[0, 1], r > 0} (5.44)
D = {FrY ∈ F|r ∈ (0, α]} (5.45)
U = {FrY ∈ F|r ∈ [β,∞)}. (5.46)
We would like to find D̄ and Ū . In this case, they are equal to D and U , respectively.
Since the argument is similar, we will only show that D̄ = D. To do this, take
FX ∈ D̄. Since, D̄ ⊂ F , we know that X = r′Y for some r′ > 0. We need to
determine r′ so that infr∈(0,α] supy∈Rd |Fr′Y (y) − FrY (y)|= 0. Now, if r′ ∈ (0, α], it is
easy to see that this equation is satisfied. So, we need to check that there are no
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values of r′ > α that satisfy this equation. Suppose that r′ > α, then r′ > r and
|Fr′Y (y)− FrY (y)|=

0 if y ≤ 0
y
(
1
r
− 1
r′
)
if y ∈ (0, r]
1− y
r′
if y ∈ (r, r′]
0 if y > r′.
(5.47)
Therefore, supy∈Rd |Fr′Y (y)− FrY (y)|= 1− rr′ , and
inf
r∈(0,α]
sup
y∈Rd
|Fr′Y (y)− FrY (y)|= 1−
α
r′
> 0. (5.48)
Consequently, D̄ = D. This also tells us that for any FX ∈ Ū ,
inf
r∈(0,α]
sup
y∈Rd
|FX(y)− FrY (y)|≥ 1−
α
β
= ε∗. (5.49)
In Table 5.2, we let ε∗ = .1 where α = 1, and β = 10
9
, and used Table 5.1 to
determine n and τ . Simulations were iterated 1000 times each. For each k, we used
varying numbers of desirable populations. For all the undesirable populations we used
Uniform [0, β] distributions. Also, for each desirable population, we randomly selected
a value, ri, giving each desirable population, πi, a Uniform [0, ri] distribution. In each
case, Ê(S) was closer to the lower bound for E(S) than it was to the upper bound.
Additionally, our simulated probability of correct selection, P̂ , was much higher than
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Table 5.2: Uniform Distributions, 1000 iterations, ε∗ = .1, α = 1
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.992 0.992 0.988 0.988 0.986 0.986 0.989 0.989
2 0.975 1.975 0.985 1.985 0.989 1.989 0.979 1.979
3 0.967 2.966 0.958 2.958 0.976 2.976 0.977 2.977
4 0.962 3.961 0.960 3.960 0.976 3.976
5 0.958 4.957 0.964 4.964
10 0.927 9.923
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.995 0.995 0.996 0.996 0.997 0.997 0.996 0.996
2 0.987 1.987 0.986 1.986 0.984 1.983 0.990 1.990
3 0.977 2.977 0.976 2.976 0.978 2.978 0.990 2.990
4 0.971 3.971 0.969 3.969 0.977 3.977
5 0.969 4.969 0.970 4.969
10 0.941 9.939
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Table 5.3: D̄ = {U[0, 1]} vs Ū = {U[0, β]}, ε∗ = .1, β ≤ .9 or β ≥ 10
9
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.932 0.932 0.949 0.949 0.961 0.961 0.979 0.979
2 0.865 1.862 0.905 1.903 0.915 1.914 0.959 1.958
3 0.810 2.797 0.857 2.851 0.881 2.876 0.938 2.937
4 0.810 3.795 0.847 3.838 0.919 3.916
5 0.812 4.797 0.895 4.891
10 0.805 9.785
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.967 0.967 0.974 0.974 0.979 0.979 0.990 0.990
2 0.934 1.932 0.954 1.954 0.963 1.963 0.981 1.981
3 0.905 2.902 0.927 2.925 0.942 2.941 0.968 2.968
4 0.902 3.899 0.922 3.919 0.963 3.962
5 0.906 4.903 0.953 4.952
10 0.904 9.899
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P ∗. This large “discrepancy” can be easily explained. First, the procedure is designed
to only give a lower bound on the probability of a correct selection, which it does
provide. Secondly, we should only reach this lower bound when three conditions are
met:
1. #G = k,
2. D̄ = {F0}, and
3. every population in G has a distribution equal to F0.
In one case, if #G = m < k, and the final two hold, then P (CSn) = (P
∗)
m
k ≥ P ∗. This
is demonstrated in Table 5.3, where F = {FrY |Y ∼ Uniform[0, 1], r > 0} and D̄ =
{FY |Y ∼ Uniform[0, 1]}. In another case, say that {F0} ( D̄, but the other conditions
hold. Then, the distribution of ε̂0,n is not the same as infFY ∈{F0} supy∈Rd|F0,n(y) −
FY (y)|= supy∈Rd |F0,n(y) − F0(y)|. In fact, the distribution of ε̂0,n will depend upon
the makeup of D̄. To see this, consider the fact that if D̄0 = {F0}, and D̄j is such
that D̄0 ⊂ D̄j ⊂ D̄j+1 ⊂ D̄ for all j = 1, 2, . . . , then
P
(
inf
FY ∈D̄j
sup
y∈Rd
|F0,n(y)− FY (y)|≤ τ
)
< P
(
inf
FY ∈D̄j+1
sup
y∈Rd
|F0,n(y)− FY (y)|≤ τ
)
.
For our next example, we consider a class of Univariate Normal distributions.
Example 5.3. Let F be the set of all Univariate Normal Distributions with mean
µ ≥ 0 and standard deviation σ = 1. Let D = {FY | Y = Z + µ, Z ∼ N(0, 1), µ ∈
[0, α]}.
146
Table 5.4: Normal Distributions, 1000 iterations, ε∗ = .1, α = 1
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.999 1.004 1.000 1.005 0.999 1.002 1.000 1.002
2 0.998 2.003 0.999 1.999 1.000 2.004 1.000 2.001
3 0.995 2.995 0.997 2.998 1.000 3.001 0.998 2.998
4 0.996 3.996 0.998 3.998 1.000 4.001
5 0.997 4.997 0.998 4.999
10 0.999 9.999
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.998 0.998 1.000 1.003 1.000 1.002 1.000 1.002
2 0.966 1.966 1.000 2.000 0.999 2.002 1.000 2.000
3 0.952 2.951 0.995 2.995 0.999 3.000 1.000 3.002
4 0.997 3.997 0.998 3.999 0.999 3.999
5 0.999 4.999 1.000 5.001
10 0.999 9.999
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In this case, supy∈R|FX(y) − FY (y)| attains its maximum at y = µX+µY2 where
µX ≥ 0 and µY ∈ [0, α]. Therefore,
sup
y∈R
|FX(y)− FY (y)|=
∣∣∣∣P (Z ≤ µX − µY2
)
− P
(
Z ≤ µY − µX
2
)∣∣∣∣ . (5.50)
Thus, infFY ∈D supy∈R|FX(y) − FY (y)|= 0 if and only if µX ∈ [0, α]. Further, if
µY > α, then infFY ∈D supy∈R|FX(y) − FY (y)|=
∣∣P (Z ≤ µX−α
2
)
− P
(
Z ≤ α−µX
2
)∣∣ .
Consequently, if U = {FX | X = Z + µ, Z ∼ N(0, 1), µ ∈ [β,∞)}, β > α, then
ε∗ =
∣∣P (Z ≤ β−α
2
)
− P
(
Z ≤ α−β
2
)∣∣ . Table 5.4 shows the results for a simulation
based on different values of P ∗, k and #G. Our results are similar to those given in
Example 5.2. Table 5.5 gives a slight variation of this setup. It considers D̄ to consist
of only a standard Normal Distribution. In this case, we get simulated probabilities
that approximate the desired lower bound, a result similar to that found in Table 5.3.
For our last univariate example, we expand F beyond a single type of distribution.
This will illustrate the power of these techniques, since our desirable populations will
be those with a distribution that is “close” to a certain class, without being a member
of that class.
Example 5.4. Let F be the set of all absolutely continuous univariate distributions.
Let β ∈ (0, 1), and define
D =
{
FX ∈ F
∣∣∣∣ inf(µ,σ)∈R×R+ supy∈R |FX(y)− FN(µ,σ)(y)|≤ β
}
. (5.51)
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Table 5.5: D̄ = {N[0, 1]} vs Ū = {N[µ, 1]}, ε∗ = .1
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.929 0.934 0.938 0.950 0.964 0.968 0.972 0.976
2 0.883 1.883 0.903 1.903 0.925 1.929 0.950 1.952
3 0.809 2.796 0.838 2.831 0.905 2.905 0.928 2.928
4 0.807 3.788 0.834 3.825 0.924 3.925
5 0.812 4.795 0.904 4.903
10 0.814 9.802
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.965 0.973 0.971 0.982 0.984 0.989 0.991 0.995
2 0.949 1.954 0.972 1.977 0.962 1.966 0.985 1.986
3 0.916 2.912 0.929 2.930 0.952 2.954 0.984 2.988
4 0.912 3.911 0.934 3.935 0.965 3.964
5 0.915 4.912 0.947 4.946
10 0.913 9.909
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If {Gj(y)}∞j=1 represents a sequence of absolutely continuous distribution functions
that converge to a non-degenerate normal distribution, then {Gj(y)}∞j=N , the tail of
the sequence, is included in D. So, D contains those absolutely continuous distribu-
tions that are “close” to a Normal distribution. Additionally, we should notice that
D̄ = D. This can be seen as follows. First, if FX ∈ D̄, then there exists a sequence
FYj ∈ D so that limj→∞ supy∈R|FYj − FX |= 0. Since FYj ∈ D, there exists a sequence
of normal distributions FZj,k(y) so that Zj,k ∼ N(µj,k, σj,k) and
lim
k→∞
sup
y∈R
|FYj − FZj,k |= αj ∈ [0, β]. (5.52)
Because {αj} ⊂ [0, β], there exists a subsequence, αjr , such that αjr → α ∈ [0, β].
Therefore, we may create a sequence of distributions, FZjr,kr (y), where kr is taken so
that supy∈R|FYj − FZjr,kr |∈ (αjr − jr
−1, αjr + jr
−1). Using the triangle inequality, we
see that
lim sup
jr→∞
sup
y∈R
|FX − FZjr,kr | ≤ sup
y∈R
|FX − Yjr |+ sup
y∈R
|FYjr − FZjr,kr | (5.53)
→ α ∈ [0, β]. (5.54)
Therefore, there is a further subsequence of supy∈R|FX − FZjr,kr |, that converges to
some value in [0, β]. Hence, FX ∈ D.
In this situation, it will be quite useful that D̄ = D. It means that we can make
our selections based up comparison with Normal distributions only, instead of all
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distributions in D̄. While, still a large selection, at least it is limited in form. What
is meant by this? Our selections will be based on
ε̃i,n = inf
(µ,σ)∈R×R+
sup
y∈R
|Fi,n(y)− FZ(µ,σ)(y)|, (5.55)
instead of ε̂i,n. We replace Ĝn with G̃n = {πi | ε̃i,n ≤ τ + β}. However, our lower
bound for our probability of a correct selection will not change. This follows a similar
argument given in the proof of Theorem 5.1. Namely, that for all (µ, σ) ∈ R× R+
ε̃i,n ≤ sup
y∈R
|Fi,n(y)− FZ(µ,σ)(y)| (5.56)
≤ sup
y∈R
|Fi,n(y)− Fi(y)|+ sup
y∈R
|Fi(y)− FZ(µ,σ)(y)|. (5.57)
Which implies that ε̃i,n ≤ supy∈R |Fi,n(y)−Fi(y)|+β for Fi ∈ D. Now, if supy∈R |Fi,n(y)−
Fi(y)|< τ , then ε̃i,n ≤ τ+β. Thus, if we alter our selection statistic from ε̂i,n to ε̃i,n, we
need only modify our selection rule to Ĝn = {πi | ε̃i,n ≤ β+τ}. This allows us to main-
tain our desired probability of a correct selection, while making fewer comparisons. At
this point, we should select the “undesirables”; these are determined in the same man-
ner as before, with the added restriction that, once defined, ε∗ must be greater than
β. This must be done in order to allow us to control the expected subset size. If ε∗ is
decided to be less than β, the upper bound on the expected subset size will equal to k.
While this is only an upper bound, it is not ideal. Defining U so that ε∗ > β allows for
τ to be selected so that τ ∈ (0, ε∗−β). τ chosen in this manner can be used to control
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the expected subset size. To demonstrate this example in a more straightforward man-
ner, we altered the definition of F . Let F = {FX | X ∼ N(0, 1) or X ∼ tr , r > 0}.
In this case, β = .01. Thus, in this case, D̄ = {FX | X ∼ N(0, 1) or X ∼ tr , r ≥ 15}.
If ε∗ = .1, then Ū = {FX | X ∼ tr , 1.19 ≥ r > 0}. In the definition, of both D̄ and Ū ,
the value of r is an approximation based on comparing a standard normal cumulative
distribution with t-distributions with varying degrees of freedom. For the simulations
found in Table 5.6, all populations in G were given t15 distributions, while all those in
B were given t1.19 distributions. Regardless, they were only compared with the stan-
dard normal cumulative distribution. In Table 5.6, we only consider P ∗ = .8. This
was to allow us to make selections based upon two rules, ε̃i,n ≤ τ and ε̃i,n < τ + β.
From a previous argument, we know that the second rule will maintain our desired
probability of correct selection. ( When using ε̃i,n ≤ τ as a rule, it does appear that
its usage is not detrimental to our cause. However, the distribution of ε̃i,n is not
known and so we don’t know how P (ε̃i,n ≤ τ) compares to P (ε̂i,n ≤ τ).) This is not
a problem when using ε̃i,n < τ + β, since we know that P (ε̃i,n ≤ τ) ≥ P (ε̂i,n ≤ τ).
Again, each configuration was iterated 1000 times.
Now, we look to a multivariate implementation. In the multivariate case, we
consider two setups using multivariate Uniformly distributed populations. One setup
is similar to that used for the simulations that produced 5.3. The other will be similar
to the simulation of Table 5.3. Both will fall into our final example.
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Table 5.6: D̄ = {N(0, 1) or r ≥ 15} vs Ū = {tr , 1.19 ≥ r > 0}, ε∗ = .1
τ
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.924 0.924 0.946 0.946 0.946 0.946 0.974 0.974
2 0.875 1.869 0.900 1.897 0.908 1.906 0.965 1.965
3 0.798 2.779 0.819 2.807 0.850 2.841 0.931 2.928
4 0.796 3.774 0.836 3.829 0.912 3.908
5 0.784 4.769 0.883 4.876
10 0.772 9.735
τ + β
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.975 0.975 0.990 0.990 0.984 0.984 0.998 0.998
2 0.949 1.949 0.962 1.961 0.983 1.983 0.991 1.991
3 0.913 2.911 0.956 2.954 0.968 2.968 0.986 2.986
4 0.929 3.927 0.954 3.954 0.992 3.992
5 0.946 4.944 0.975 4.975
10 0.960 9.959
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Example 5.5. For our final example, our desirable set will be of the form
D̄ = {FY | Y ∼ Uniform[0, r1]× [0, r2], 0 < r1 ≤ α1, 0 < r2 ≤ α2}
and the undesirable set will be
Ū = {FY | Y ∼ Uniform[0, r1]× [0, r2], r1 ≥ β1 > α1 or r2 ≥ β2 > α2}.
With a little patience, it can be shown that
ε∗ = min
{
1− α1
β1
, 1− α1α2
β1β2
, 1− α2
β2
}
(5.58)
= min
{
1− α1
β1
, 1− α2
β2
}
. (5.59)
Thus, letting α1 = α2 = 1, and β1 = β2 =
10
9
, then ε∗ = .1. This will be the case in our
set of simulations. This required us to use the two-stage Procedure RSM . In the first
stage, we needed to determine the value of τ that would be used to discriminate in our
selections. Additionally, we wanted to restrict our expected subset size so that E(S) ≤
#G + 1. With both of these restrictions, we would be able to determine a common
sample size, n, as well as τ . This was accomplished by simulating KSD,n for FD, a
Uniform [0, 1]× [0, 1] distribution, and for n = 500, 600, . . . , 1900 where each sample
distribution was based upon 5000 values of KSD,n. Since an exact computation of
KSD,n is not possible, as it is the supremum over all points [0, 1]
2, a grid of 6400
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evenly spaced points in this range was used to search for the value of KSD,n for
each iteration. With these simulated distributions, n and τ were determined for
P ∗ = .8, .9. Using these values, the second stage was completed. In this stage, we took
samples from k = 3, 4, 5, 10 populations where, as appropriate, #G = 1, 2, 3, 4, 5, 10.
To simplify the computations, all populations in G had distributions FY where FY has
a Uniform[0, 1]2. And, we restricted our “search” to distributions FX where FX has
a Uniform[0, r1] × [0, 1] where r1 = .90, .91, .92, . . . , 1.00. This was done to simulate
the fact that we technically do not know the exact form of the populations in G, but
significantly reduced the region that we would check. As for the populations in B,
these all had Uniform [0, 10
9
]× [0, 1] distributions. In Table 5.7, we see the results of
these simulations. As in the univariate case, we achieve results that are much higher
than desired in all cases.
Our last set of simulations, whose results are shown in Table 5.8, modified our
desirable set so that
D̄ = {FY | Y ∼ Uniform[0, 1]× [0, 1]},
while the undesirable set remained the same. In this case, our estimated probability
of correct selection, P̂ , is much closer to the desired value of P ∗ = .8, .9 when #G = k.
It may seem that our estimates are a little low in some cases, but we should remember
that our selection procedure is based on the approximate distribution of KSD,n, and
not the exact distribution. Thus, we should not expect the results to be as consistent
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Table 5.7: D̄ = {Uniform[0, r1]× [0, r2], 0 < r1 ≤ 1, 0 < r2 ≤ 1} vs
{Uniform[0, r1]× [0, r2], r1 ≥ 109 or r2 ≥
10
9
}
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.957 0.958 0.965 0.965 0.981 0.981 0.980 0.980
2 0.920 1.919 0.931 1.929 0.954 1.953 0.966 1.964
3 0.871 2.863 0.925 2.923 0.933 2.933 0.970 2.970
4 0.875 3.871 0.899 3.894 0.946 3.944
5 0.898 4.887 0.946 4.944
10 0.872 9.864
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.981 0.982 0.988 0.988 0.987 0.987 0.996 0.996
2 0.973 1.972 0.973 1.973 0.978 1.978 0.990 1.990
3 0.933 2.932 0.955 2.955 0.966 2.966 0.978 2.978
4 0.940 3.940 0.958 3.957 0.974 3.974
5 0.935 4.933 0.970 4.970
10 0.960 9.956
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as those given in the univariate case.
Table 5.8: D̄ = {Uniform[0, 1]2, vs Uniform[0, r1]× [0, r2], r1 ≥ 109 or r2 ≥
10
9
}
P ∗ = .8
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.918 0.918 0.948 0.948 0.957 0.957 0.975 0.975
2 0.855 1.847 0.887 1.885 0.929 1.929 0.949 1.948
3 0.797 2.781 0.848 2.836 0.889 2.887 0.915 2.913
4 0.785 3.768 0.854 3.846 0.909 3.908
5 0.809 4.794 0.874 4.870
10 0.774 9.750
P ∗ = .9
3 4 5 10
#G P̂ Ê(S) P̂ Ê(S) P̂ Ê(S) P̂ Ê(S)
1 0.955 0.955 0.963 0.963 0.967 0.967 0.991 0.991
2 0.927 1.926 0.944 1.943 0.952 1.952 0.982 1.982
3 0.882 2.871 0.931 2.929 0.944 2.945 0.981 2.981
4 0.887 3.883 0.926 3.923 0.958 3.958
5 0.897 4.893 0.964 4.962
10 0.916 9.913
5.6 Concluding Remarks
In this chapter, we presented procedures for selecting populations with certain dis-
tributional properties that can be applied to both univariate and multivariate pop-
ulations. In the univariate case, an exact procedure was developed making use of
the Kolmogorov-Smirnov Statistic. While in the multivariate case, an approximate
procedure was developed. This approximation was necessary since the multivariate
version of the Kolmogorov-Smirnov Statistic has a distribution that varies depending
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upon the populations being considered. This requires us to simulate its distribution.
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Chapter 6
Tables & Code
This chapter includes tables that can be used for determining the necessary sample
size for some of the procedures in Chapters 3 and 4. Some of the procedures presented
in these chapters required determining an h value based on an equation of the form
∫ h
−∞
P
(
Z > ν−1(z − h)
)k−1
φ(z)dz = P ∗ (6.1)
where ν = v
∗
v∗
or ν =
v[k],n1
v[1],n1
. The following tables give an approximate value of h
that satisfies integral equations of this form. With h determined, the sample size for
each population could be found. The tables that follow can be used in several cases,
namely when k = 2, . . . , 10; for various values of P ∗, as indicated indicated in the
lefthand column. The ratio of the (estimated) derivatives, ν, is listed along the top
row. Subsequent to the tables, MatLab code that will allow for the determination of
h for other values of k, P ∗, and ν is included. It is called SolveForH1. It works for
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all k = 2, . . . , 100, P ∗ ∈ (.6, .999) and ν ∈ [1, 100].
A separate code, SolveForH2, is included for determining h based upon an equa-
tion of the form ∫ h
−∞
k∏
i=2
P
(
Z >
a1
ai
(z − h)
)
φ(z)dz = P ∗ (6.2)
where ai = v[i],n1 or ai = v[i].
Now, we present a few examples that will illustrate the determination of a sample
size. The examples are for making selections based on dispersion, but could just as
easily be for the situations described in Chapter 4.
Example 6.1. Suppose we are given 5 populations from which to select from that
take values in R3. We wish to be 97.5% confident that we will select the population
with the smallest .7-central region, by volume, whenever
V .7
[2]
V .7
[1]
> 1.1.
Without further information, we will use the two-stage ratio-based procedureRV 4b.
Thus, first we take a sample of size n1 = 75 from each population. With this, we com-
pute vi,75 and V̂
.7
i,75 for each of the five populations. Suppose vi,75 = .7, .98, .8, .88, .91
and V̂ .7i,75 = 9, 3, 2, 54, .5. Then P
∗ = .95, δ = 1.1, V̂ .7[1],75 = .5, p = .7, v[1],75 = .7,
and v[5],75 = .98. Now, we need to determine h as in (6.2). h will be determined
by ν = .98/.7 = 3. Referring to the third row on Page 172, we find ν = 1.4 and
P ∗ = .975. This corresponds to h = 5.2504. Using SolveForH1, we would use
h = SolveForH1(MinDeriv,MaxDeriv, k, PStar) (6.3)
= SolveForH1(.7, .98, 5, .975) (6.4)
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= 4.2504. (6.5)
Using SolveForH2, we would use
h = SolveForH2(Derivatives, PStar) (6.6)
= SolveForH2([.7, .98, .8, .88, .91], .975) (6.7)
= 4.0149. (6.8)
Thus, we would need to take an additional sample of size n2 = n− 75 from each
population, where n is the larger of n1 = 75 and

(
hv[k],n1
(δ − 1)V̂ p[1],n1
)2
(p(1− p))
 =
⌈(
4.2504(.98)
(1.1− 1).5
)2
(.7(1− .7))
⌉
(6.9)
= 1, 457. (6.10)
Using the value of h from SolveForH2, we would only need a sample of size 1,300
from each population. This is still quite large, but it is a dramatic savings.
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6.0.1 Tables
Table 6.1: Values of h that satisfy (6.1)
k = 2
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.4571 0.4611 0.4652 0.4692 0.4732 0.4772 0.4812 0.4852 0.4892 0.4932
0.650 0.5949 0.5991 0.6034 0.6077 0.6119 0.6162 0.6204 0.6247 0.6289 0.6332
0.700 0.7403 0.7449 0.7494 0.7539 0.7585 0.7630 0.7675 0.7721 0.7766 0.7812
0.750 0.8976 0.9025 0.9073 0.9121 0.9170 0.9218 0.9267 0.9316 0.9365 0.9414
0.800 1.0732 1.0784 1.0836 1.0888 1.0940 1.0993 1.1045 1.1098 1.1151 1.1204
0.850 1.2784 1.2840 1.2897 1.2954 1.3011 1.3068 1.3126 1.3184 1.3242 1.3300
0.900 1.5374 1.5437 1.5500 1.5563 1.5627 1.5692 1.5756 1.5821 1.5887 1.5953
0.950 1.9234 1.9307 1.9380 1.9449 1.9530 1.9606 1.9682 1.9760 1.9838 1.9916
0.975 2.2600 2.2684 2.2768 2.2853 2.2940 2.3027 2.3115 2.3205 2.3295 2.3386
0.990 2.6539 2.6636 2.6734 2.6833 2.6935 2.7036 2.7140 2.7245 2.7354 2.7459
0.995 2.9235 2.9342 2.9450 2.9560 2.9678 2.9784 2.9899 3.0016 3.0135 3.0255
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 0.4972 0.5011 0.5051 0.5090 0.5130 0.5169 0.5209 0.5248 0.5287 0.5326
0.650 0.6374 0.6417 0.6459 0.6501 0.6544 0.6586 0.6628 0.6670 0.6712 0.6754
0.700 0.7857 0.7903 0.7948 0.7993 0.8039 0.8085 0.8130 0.8176 0.8221 0.8266
0.750 0.9463 0.9512 0.9561 0.9610 0.9659 0.9709 0.9758 0.9807 0.9857 0.9906
0.800 1.1257 1.1311 1.1364 1.1418 1.1472 1.1526 1.1580 1.1634 1.1689 1.1743
0.850 1.3359 1.3418 1.3477 1.3537 1.3596 1.3656 1.3717 1.3777 1.3838 1.3898
0.900 1.6019 1.6086 1.6153 1.6221 1.6289 1.6357 1.6426 1.6495 1.6565 1.6635
0.950 1.9996 2.0076 2.0156 2.0238 2.0320 2.0403 2.0486 2.0571 2.0655 2.0741
0.975 2.3478 2.3572 2.3666 2.3761 2.3857 2.3955 2.4053 2.4152 2.4252 2.4364
0.990 2.7568 2.7679 2.7790 2.7903 2.8018 2.8134 2.8252 2.8370 2.8490 2.8612
0.995 3.0376 3.0500 3.0625 3.0751 3.0879 3.1019 3.1140 3.1274 3.1407 3.1544
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 0.5365 0.5404 0.5443 0.5481 0.5520 0.5558 0.5597 0.5635 0.5673 0.5712
0.650 0.6796 0.6838 0.6880 0.6922 0.6964 0.7006 0.7047 0.7089 0.7130 0.7172
0.700 0.8312 0.8357 0.8403 0.8448 0.8494 0.8539 0.8585 0.8630 0.8675 0.8721
0.750 0.9956 1.0006 1.0055 1.0105 1.0155 1.0205 1.0255 1.0304 1.0354 1.0404
0.800 1.1798 1.1852 1.1907 1.1962 1.2017 1.2073 1.2128 1.2183 1.2239 1.2295
0.850 1.3960 1.4021 1.4083 1.4144 1.4207 1.4269 1.4331 1.4394 1.4457 1.4520
0.900 1.6705 1.6776 1.6847 1.6918 1.6990 1.7063 1.7135 1.7209 1.7282 1.7356
0.950 2.0828 2.0914 2.1003 2.1090 2.1179 2.1269 2.1360 2.1451 2.1541 2.1635
0.975 2.4456 2.4560 2.4663 2.4768 2.4874 2.4981 2.5090 2.5199 2.5309 2.5420
0.990 2.8734 2.8859 2.8984 2.9110 2.9239 2.9368 2.9499 2.9631 2.9765 2.9899
0.995 3.1681 3.1821 3.1962 3.2104 3.2253 3.2394 3.2540 3.2689 3.2839 3.2991
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 0.5750 0.5788 0.5825 0.5863 0.5901 0.5939 0.5976 0.6013 0.6051 0.6088
0.650 0.7213 0.7255 0.7296 0.7337 0.7379 0.7420 0.7461 0.7502 0.7543 0.7583
0.700 0.8766 0.8812 0.8857 0.8902 0.8947 0.8993 0.9038 0.9083 0.9128 0.9173
0.750 1.0454 1.0504 1.0554 1.0605 1.0655 1.0705 1.0755 1.0805 1.0856 1.0906
0.800 1.2350 1.2406 1.2462 1.2519 1.2575 1.2631 1.2688 1.2744 1.2801 1.2857
0.850 1.4584 1.4647 1.4711 1.4775 1.4839 1.4904 1.4968 1.5033 1.5098 1.5163
0.900 1.7430 1.7505 1.7580 1.7655 1.7731 1.7807 1.7883 1.7960 1.8038 1.8115
0.950 2.1728 2.1822 2.1917 2.2012 2.2107 2.2204 2.2301 2.2399 2.2497 2.2596
0.975 2.5532 2.5644 2.5758 2.5873 2.5989 2.6106 2.6223 2.6341 2.6461 2.6582
0.990 3.0035 3.0172 3.0310 3.0450 3.0591 3.0733 3.0877 3.1021 3.1167 3.1314
0.995 3.3144 3.3297 3.3453 3.3611 3.3769 3.3929 3.4091 3.4253 3.4417 3.4581
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 0.6125 0.6162 0.6199 0.6236 0.6272 0.6309 0.6346 0.6382 0.6418 0.6455
0.650 0.7624 0.7665 0.7706 0.7746 0.7787 0.7827 0.7867 0.7908 0.7948 0.7988
0.700 0.9218 0.9263 0.9308 0.9353 0.9398 0.9443 0.9488 0.9533 0.9578 0.9623
0.750 1.0956 1.1007 1.1057 1.1107 1.1158 1.1208 1.1258 1.1309 1.1359 1.1410
0.800 1.2914 1.2971 1.3028 1.3085 1.3142 1.3200 1.3257 1.3315 1.3372 1.3430
0.850 1.5229 1.5294 1.5357 1.5426 1.5493 1.5559 1.5625 1.5693 1.5760 1.5827
0.900 1.8193 1.8272 1.8350 1.8429 1.8509 1.8589 1.8669 1.8749 1.8830 1.8923
0.950 2.2696 2.2797 2.2898 2.3000 2.3102 2.3205 2.3309 2.3413 2.3518 2.3624
0.975 2.6703 2.6825 2.6948 2.7072 2.7197 2.7323 2.7450 2.7577 2.7706 2.7835
0.990 3.1462 3.1611 3.1761 3.1913 3.2065 3.2219 3.2374 3.2530 3.2686 3.2844
0.995 3.4749 3.4917 3.5086 3.5256 3.5427 3.5600 3.5774 3.5949 3.6125 3.6302
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 0.6458 0.6462 0.6465 0.6469 0.6473 0.6476 0.6480 0.6483 0.6487 0.6491
0.650 0.7992 0.7996 0.8000 0.8004 0.8008 0.8012 0.8016 0.8020 0.8024 0.8028
0.700 0.9627 0.9632 0.9636 0.9641 0.9645 0.9650 0.9654 0.9659 0.9663 0.9667
0.750 1.1415 1.1420 1.1425 1.1430 1.1435 1.1440 1.1445 1.1450 1.1455 1.1460
0.800 1.3436 1.3441 1.3447 1.3453 1.3459 1.3464 1.3470 1.3476 1.3482 1.3488
0.850 1.5834 1.5840 1.5847 1.5854 1.5861 1.5867 1.5874 1.5881 1.5888 1.5895
0.900 1.8919 1.8928 1.8936 1.8944 1.8952 1.8960 1.8968 1.8977 1.8985 1.8993
0.950 2.3634 2.3645 2.3656 2.3666 2.3677 2.3687 2.3698 2.3708 2.3719 2.3730
0.975 2.7848 2.7861 2.7874 2.7887 2.7900 2.7913 2.7926 2.7939 2.7952 2.7965
0.990 3.2860 3.3070 3.2892 3.2907 3.2923 3.2939 3.2952 3.2971 3.2987 3.3003
0.995 3.6320 3.6335 3.6355 3.6373 3.6392 3.6409 3.6427 3.6445 3.6463 3.6487
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Table 6.1: k = 2
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 0.6491 0.6846 0.7192 0.7528 0.7854 0.8172 0.8480 0.8781 0.9073 0.9359
0.650 0.8028 0.8425 0.8814 0.9195 0.9569 0.9936 1.0297 1.0650 1.0998 1.1340
0.700 0.9667 1.0113 1.0554 1.0991 1.1425 1.1853 1.2279 1.2700 1.3119 1.3535
0.750 1.1460 1.1966 1.2472 1.2979 1.3487 1.3995 1.4504 1.5015 1.5527 1.6041
0.800 1.3488 1.4069 1.4659 1.5257 1.5863 1.6476 1.7097 1.7727 1.8366 1.9013
0.850 1.5895 1.6579 1.7282 1.8004 1.8744 1.9502 2.0278 2.1073 2.1885 2.2715
0.900 1.8993 1.9828 2.0698 2.1602 2.2539 2.3507 2.4507 2.5534 2.6589 2.7669
0.950 2.3730 2.4826 2.5982 2.7193 2.8455 2.9762 3.1109 3.2490 3.3901 3.5335
0.975 2.7965 2.9311 3.0733 3.2221 3.3767 3.5361 3.6997 3.8665 4.0363 4.2084
0.990 3.3003 3.4645 3.6373 3.8173 4.0033 4.1943 4.3896 4.5884 4.7903 4.9948
0.995 3.6487 3.8320 4.0249 4.2252 4.4318 4.6438 4.8601 5.0804 5.3040 5.5306
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 0.9637 0.9909 1.0174 1.0434 1.0689 1.0938 1.1183 1.1423 1.1659 1.1891
0.650 1.1677 1.2009 1.2336 1.2659 1.2979 1.3295 1.3608 1.3918 1.4225 1.4531
0.700 1.3949 1.4360 1.4771 1.5180 1.5588 1.5997 1.6405 1.6815 1.7225 1.7636
0.750 1.6558 1.7078 1.7602 1.8129 1.8661 1.9198 1.9740 2.0288 2.0841 2.1401
0.800 1.9671 2.0338 2.1016 2.1704 2.2403 2.3112 2.3831 2.4561 2.5300 2.6048
0.850 2.3563 2.4428 2.5309 2.6205 2.7116 2.8039 2.8974 2.9920 3.0875 3.1838
0.900 2.8770 2.9891 3.1030 3.2183 3.3349 3.4526 3.5713 3.6908 3.8109 3.9316
0.950 3.6791 3.8265 3.9753 4.1255 4.2767 4.4290 4.5821 4.7359 4.8905 5.0457
0.975 4.3827 4.5588 4.7365 4.9156 5.0959 5.2774 5.4599 5.6432 5.8274 6.0123
0.990 5.2019 5.4109 5.6219 5.8344 6.0485 6.2639 6.4805 6.6981 6.9168 7.1363
0.995 5.7598 5.9912 6.2248 6.4601 6.6977 6.9356 7.1757 7.4165 7.6585 7.9016
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 1.2119 1.2344 1.2566 1.2785 1.3000 1.3214 1.3424 1.3633 1.3839 1.4043
0.650 1.4834 1.5136 1.5437 1.5737 1.6035 1.6333 1.6631 1.6928 1.7225 1.7523
0.700 1.8049 1.8464 1.8881 1.9301 1.9724 2.0149 2.0578 2.1011 2.1447 2.1886
0.750 2.1967 2.2539 2.3118 2.3703 2.4295 2.4893 2.5497 2.6106 2.6722 2.7342
0.800 2.6806 2.7571 2.8344 2.9124 2.9909 3.0701 3.1497 3.2297 3.3101 3.3909
0.850 3.2808 3.3783 3.4765 3.5750 3.6740 3.7733 3.8729 3.9727 4.0728 4.1730
0.900 4.0528 4.1745 4.2966 4.4191 4.5419 4.6649 4.7883 4.9119 5.0357 5.1597
0.950 5.2015 5.3578 5.5145 5.6718 5.8294 5.9873 6.1457 6.3043 6.4632 6.6225
0.975 6.1979 6.3842 6.5712 6.7584 6.9461 7.1343 7.3230 7.5120 7.7015 7.8912
0.990 7.3572 7.5776 7.7993 8.0217 8.2445 8.4680 8.6919 8.9161 9.1412 9.3662
0.995 8.1455 8.3903 8.6358 8.8818 9.1287 9.3755 9.6240 9.8726 10.1215 10.3711
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 1.4245 1.4446 1.4645 1.4842 1.5038 1.5233 1.5427 1.5620 1.5812 1.6002
0.650 1.7821 1.8119 1.8418 1.8718 1.9019 1.9321 1.9625 1.9930 2.0236 2.0544
0.700 2.2330 2.2778 2.3229 2.3685 2.4144 2.4608 2.5075 2.5547 2.6022 2.6500
0.750 2.7968 2.8598 2.9232 2.9870 3.0511 3.1156 3.1803 3.2453 3.3105 3.3759
0.800 3.4719 3.5532 3.6346 3.7163 3.7981 3.8801 3.9622 4.0444 4.1267 4.2091
0.850 4.2734 4.3740 4.4747 4.5755 4.6766 4.7777 4.8790 4.9803 5.0817 5.1832
0.900 5.2840 5.4084 5.5330 5.6577 5.7826 5.9077 6.0328 6.1581 6.2835 6.4091
0.950 6.7819 6.9416 7.1015 7.2616 7.4219 7.5824 7.7431 7.9034 8.0648 8.2259
0.975 8.0811 8.2714 8.4619 8.6527 8.8437 9.0350 9.2264 9.4180 9.6098 9.8019
0.990 9.5919 9.8176 10.0440 10.2702 10.4969 10.7241 10.9511 11.1787 11.4064 11.6339
0.995 10.6203 10.8706 11.1207 11.3716 11.6228 11.8741 12.1255 12.3773 12.6293 12.8815
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 1.6192 1.6381 1.6570 1.6758 1.6946 1.7133 1.7320 1.7507 1.7694 1.7880
0.650 2.0854 2.1166 2.1480 2.1796 2.2114 2.2434 2.2757 2.3082 2.3409 2.3739
0.700 2.6983 2.7468 2.7957 2.8448 2.8943 2.9440 2.9939 3.0441 3.0944 3.1450
0.750 3.4415 3.5072 3.5730 3.6390 3.7051 3.7712 3.8374 3.9037 3.9701 4.0365
0.800 4.2915 4.3741 4.4567 4.5393 4.6220 4.7048 4.7876 4.8705 4.9534 5.0364
0.850 5.2848 5.3865 5.4882 5.5900 5.6919 5.7938 5.8959 5.9979 6.1000 6.2022
0.900 6.5346 6.6604 6.7862 6.9121 7.0381 7.1641 7.2902 7.4164 7.5427 7.6690
0.950 8.3871 8.5485 8.7100 8.8716 9.0332 9.1950 9.3569 9.5188 9.6810 9.8431
0.975 9.9976 10.1861 10.3785 10.5712 10.7638 10.9564 11.1494 11.3424 11.5356 11.7287
0.990 11.8621 12.0903 12.3186 12.5474 12.7764 13.0046 13.2336 13.4627 13.6916 13.9213
0.995 13.1343 13.3868 13.6398 13.8966 14.1455 14.3994 14.6529 14.9062 15.1601 15.4142
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 1.8067 1.8253 1.8440 1.8627 1.8814 1.9001 1.9189 1.9376 1.9565 1.9753
0.650 2.4071 2.4405 2.4742 2.5081 2.5423 2.5767 2.6113 2.6461 2.6812 2.7165
0.700 3.1957 3.2466 3.2976 3.3487 3.3999 3.4513 3.5027 3.5542 3.6058 3.6574
0.750 4.1030 4.1695 4.2360 4.3026 4.3692 4.4358 4.5025 4.5692 4.6359 4.7026
0.800 5.1194 5.2024 5.2855 5.3686 5.4517 5.5349 5.6181 5.7013 5.7846 5.8678
0.850 6.3044 6.4066 6.5090 6.6113 6.7137 6.8161 6.9185 7.0210 7.1235 7.2261
0.900 7.7956 7.9218 8.0480 8.1737 8.3015 8.4281 8.5548 8.6815 8.8083 8.9351
0.950 10.0053 10.1676 10.3304 10.4923 10.6548 10.8173 10.9799 11.1426 11.3053 11.4681
0.975 11.9220 12.1143 12.3088 12.5024 12.6960 12.8897 13.0834 13.2772 13.4711 13.6650
0.990 14.1506 14.3796 14.6099 14.8394 15.0692 15.2993 15.5280 15.7592 15.9894 16.2194
0.995 15.6693 15.9222 16.1768 16.4307 16.6852 16.9401 17.1947 17.4493 17.7028 17.9590
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Table 6.1: k = 2
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 1.9943 2.0133 2.0323 2.0514 2.0706 2.0899 2.1092 2.1286 2.1481 2.1677
0.650 2.7519 2.7876 2.8235 2.8595 2.8958 2.9322 2.9687 3.0054 3.0422 3.0790
0.700 3.7091 3.7608 3.8128 3.8645 3.9163 3.9682 4.0201 4.0720 4.1240 4.1760
0.750 4.7694 4.8362 4.9030 4.9698 5.0366 5.1034 5.1703 5.2372 5.3040 5.3710
0.800 5.9512 6.0345 6.1178 6.2012 6.2846 6.3680 6.4514 6.5349 6.6184 6.7019
0.850 7.3287 7.4313 7.5340 7.6366 7.7393 7.8420 7.9448 8.0477 8.1504 8.2532
0.900 9.0619 9.1888 9.3157 9.4427 9.5697 9.6967 9.8237 9.9508 10.0779 10.2050
0.950 11.6309 11.7937 11.9566 12.1189 12.2825 12.4455 12.6086 12.7718 12.9349 13.0980
0.975 13.8591 14.0531 14.2472 14.4410 14.6356 14.8298 15.0241 15.2183 15.4127 15.6074
0.990 16.4499 16.6802 16.9104 17.1410 17.3715 17.6019 17.8327 18.0632 18.2941 18.5248
0.995 18.2140 18.4688 18.7240 18.9788 19.2350 19.4893 19.7452 20.0005 20.2561 20.5110
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 2.1874 2.2072 2.2271 2.2471 2.2672 2.2874 2.3077 2.3281 2.3488 2.3693
0.650 3.1162 3.1534 3.1907 3.2281 3.2656 3.3032 3.3408 3.3786 3.4164 3.4542
0.700 4.2280 4.2800 4.3320 4.3841 4.4361 4.4881 4.5403 4.5923 4.6444 4.6966
0.750 5.4379 5.5049 5.5718 5.6388 5.7057 5.7728 5.8397 5.9067 5.9737 6.0407
0.800 6.7854 6.8689 6.9524 7.0360 7.1195 7.2031 7.2867 7.3703 7.4540 7.5376
0.850 8.3560 8.4588 8.5617 8.6646 8.7675 8.8704 8.9734 9.0763 9.1793 9.2823
0.900 10.3322 10.4594 10.5866 10.7138 10.8411 10.9683 11.0956 11.2229 11.3502 11.4776
0.950 13.2613 13.4245 13.5876 13.7510 13.9144 14.0777 14.2411 14.4045 14.5679 14.7313
0.975 15.8017 15.9962 16.1907 16.3854 16.5800 16.7804 16.9692 17.1639 17.3587 17.5535
0.990 18.7556 18.9864 19.2173 19.4497 19.6797 19.9102 20.1412 20.3729 20.6035 20.8347
0.995 20.7671 21.0282 21.2775 21.5336 21.7899 22.0455 22.3011 22.5571 22.8013 23.0692
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 2.3901 2.4110 2.4320 2.4531 2.4744 2.4958 2.5173 2.5389 2.5607 2.5825
0.650 3.4921 3.5300 3.5680 3.6061 3.6441 3.6822 3.7204 3.7585 3.7967 3.8349
0.700 4.7487 4.8008 4.8529 4.9051 4.9572 5.0093 5.0615 5.1136 5.1658 5.2180
0.750 6.1078 6.1748 6.2419 6.3089 6.3760 6.4431 6.5101 6.5772 6.6441 6.7114
0.800 7.6212 7.7048 7.7885 7.8722 7.9559 8.0396 8.1233 8.2070 8.2907 8.3744
0.850 9.3849 9.4883 9.5914 9.6944 9.7974 9.9005 10.0036 10.1067 10.2098 10.3129
0.900 11.6050 11.7323 11.8597 11.9871 12.1146 12.2418 12.3694 12.4969 12.6243 12.7520
0.950 14.8948 15.0583 15.2218 15.3857 15.5489 15.7125 15.8761 16.0396 16.2033 16.3669
0.975 17.7482 17.9430 18.1379 18.3327 18.5280 18.7225 18.9174 19.1124 19.3140 19.5024
0.990 21.0661 21.2974 21.5289 21.7600 21.9907 22.2223 22.4536 22.6851 22.9168 23.1479
0.995 23.3250 23.5813 23.8374 24.0931 24.3492 24.6058 24.8619 25.1177 25.3741 25.6309
P∗\ν 10 15 20 25 30 35 40 45 50 55
0.600 2.6045 3.8100 5.0741 6.3388 7.6046 8.8701 10.1371 11.4034 12.6699 13.9364
0.650 3.8731 5.7927 7.7160 9.6407 11.5661 13.4916 15.4177 17.3437 19.2699 21.1961
0.700 5.2701 7.8835 10.5011 13.1204 15.7408 18.3614 20.9822 23.6039 26.2408 28.8467
0.750 6.7786 10.1398 13.5067 16.8757 20.2459 23.6168 26.9880 30.3595 33.7315 37.1030
0.800 8.4582 12.6523 16.8537 21.0564 25.2624 29.4695 33.6754 37.8823 42.0896 46.2969
0.850 10.4160 15.5810 20.7546 25.9316 31.1103 36.2899 41.4702 46.6511 51.8321 57.0132
0.900 12.8794 19.2660 25.6631 32.0645 38.4678 44.8730 51.2781 57.6841 64.0903 70.4971
0.950 16.5306 24.7276 32.9381 41.1542 49.3730 57.5933 65.8148 74.0364 82.2592 90.4816
0.975 19.6973 29.4641 39.2480 49.0384 58.8310 68.6275 78.4226 88.2197 98.0175 107.8161
0.990 23.3795 34.9728 46.5850 58.2055 69.8291 81.4581 93.0814 104.7110 116.3251 127.9698
0.995 25.8866 38.7256 51.5808 64.4476 77.3155 90.1895 103.0646 115.9414 128.8190 141.6962
P∗\ν 60 65 70 75 80 85 90 95 100
0.600 15.2026 16.4695 17.7360 19.0027 20.2693 21.5361 22.8027 24.0694 25.3359
0.650 23.1224 25.0488 26.9750 28.9016 30.8281 32.7543 34.6812 36.6076 38.5337
0.700 31.4684 34.0901 36.7117 39.3335 41.9551 44.5769 47.1994 49.8209 52.4426
0.750 40.4751 43.8457 47.2190 50.5920 53.9634 57.3356 60.7083 64.0805 67.4525
0.800 50.5042 54.7119 58.9196 63.1272 67.3349 71.5430 75.7489 79.9584 84.1673
0.850 62.1947 67.3761 72.5577 77.7391 82.9213 88.1030 93.2849 98.4667 103.6487
0.900 76.9037 83.3157 89.7179 96.1365 102.5319 108.9386 115.3466 121.7505 128.1617
0.950 98.7046 106.9283 115.1511 123.3751 131.5985 139.8221 148.0463 156.2700 164.4938
0.975 117.5769 127.4120 137.2117 147.0097 156.8092 166.6081 176.4079 186.2064 196.0067
0.990 139.6016 151.2282 162.8582 174.4909 186.1227 197.7529 209.3838 220.7813 232.6424
0.995 154.5757 167.4497 180.3249 193.2050 206.0812 218.9614 231.8462 244.7461 257.5973
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Table 6.1: k = 3
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.6025 0.6096 0.6166 0.6237 0.6307 0.6378 0.6448 0.6519 0.6589 0.6660
0.650 0.7420 0.7494 0.7568 0.7641 0.7715 0.7789 0.7863 0.7937 0.8010 0.8084
0.700 0.8893 0.8970 0.9047 0.9124 0.9201 0.9279 0.9356 0.9434 0.9511 0.9589
0.750 1.0484 1.0565 1.0646 1.0727 1.0808 1.0890 1.0971 1.1053 1.1135 1.1217
0.800 1.2260 1.2345 1.2430 1.2515 1.2601 1.2687 1.2774 1.2861 1.2947 1.3035
0.850 1.4333 1.4423 1.4514 1.4605 1.4696 1.4788 1.4880 1.4973 1.5066 1.5160
0.900 1.6947 1.7045 1.7143 1.7235 1.7340 1.7439 1.7540 1.7639 1.7741 1.7843
0.950 2.0835 2.0944 2.1053 2.1163 2.1273 2.1385 2.1498 2.1611 2.1725 2.1839
0.975 2.4219 2.4338 2.4458 2.4578 2.4700 2.4822 2.4946 2.5071 2.5196 2.5323
0.990 2.8166 2.8298 2.8428 2.8564 2.8699 2.8835 2.8973 2.9112 2.9252 2.9394
0.995 3.0862 3.1000 3.1143 3.1287 3.1431 3.1577 3.1725 3.1875 3.2023 3.2176
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 0.6730 0.6801 0.6871 0.6941 0.7012 0.7082 0.7152 0.7223 0.7293 0.7363
0.650 0.8159 0.8232 0.8307 0.8381 0.8455 0.8529 0.8603 0.8677 0.8752 0.8826
0.700 0.9667 0.9745 0.9823 0.9902 0.9980 1.0058 1.0137 1.0215 1.0294 1.0373
0.750 1.1299 1.1382 1.1465 1.1547 1.1630 1.1714 1.1797 1.1881 1.1964 1.2048
0.800 1.3122 1.3210 1.3298 1.3386 1.3475 1.3563 1.3652 1.3742 1.3831 1.3921
0.850 1.5253 1.5347 1.5442 1.5537 1.5632 1.5728 1.5824 1.5920 1.6017 1.6114
0.900 1.7945 1.8048 1.8151 1.8255 1.8359 1.8464 1.8569 1.8675 1.8782 1.8888
0.950 2.1955 2.2071 2.2188 2.2306 2.2425 2.2544 2.2664 2.2785 2.2906 2.3029
0.975 2.5451 2.5580 2.5710 2.5841 2.5972 2.6100 2.6239 2.6374 2.6509 2.6646
0.990 2.9537 2.9681 2.9826 2.9973 3.0121 3.0270 3.0421 3.0572 3.0725 3.0879
0.995 3.2330 3.2485 3.2642 3.2800 3.2959 3.3119 3.3282 3.3444 3.3609 3.3776
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 0.7433 0.7504 0.7574 0.7644 0.7714 0.7784 0.7854 0.7924 0.7994 0.8064
0.650 0.8900 0.8975 0.9049 0.9124 0.9198 0.9272 0.9347 0.9421 0.9496 0.9570
0.700 1.0452 1.0531 1.0611 1.0689 1.0768 1.0847 1.0927 1.1006 1.1084 1.1165
0.750 1.2132 1.2216 1.2301 1.2385 1.2470 1.2555 1.2640 1.2725 1.2810 1.2895
0.800 1.4011 1.4101 1.4192 1.4283 1.4374 1.4465 1.4557 1.4649 1.4741 1.4833
0.850 1.6212 1.6310 1.6407 1.6506 1.6605 1.6705 1.6804 1.6904 1.7004 1.7105
0.900 1.8996 1.9104 1.9212 1.9321 1.9430 1.9540 1.9651 1.9762 1.9873 1.9985
0.950 2.3152 2.3276 2.3401 2.3526 2.3652 2.3779 2.3906 2.4034 2.4163 2.4293
0.975 2.6784 2.6922 2.7062 2.7202 2.7343 2.7486 2.7629 2.7773 2.7918 2.8064
0.990 3.1034 3.1190 3.1347 3.1507 3.1666 3.1827 3.1989 3.2152 3.2317 3.2482
0.995 3.3943 3.4112 3.4282 3.4453 3.4626 3.4801 3.4975 3.5152 3.5330 3.5508
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 0.8134 0.8204 0.8274 0.8343 0.8413 0.8483 0.8553 0.8622 0.8692 0.8762
0.650 0.9645 0.9719 0.9794 0.9869 0.9943 1.0018 1.0092 1.0167 1.0242 1.0317
0.700 1.1245 1.1325 1.1405 1.1485 1.1562 1.1645 1.1725 1.1805 1.1885 1.1966
0.750 1.2981 1.3067 1.3153 1.3239 1.3325 1.3411 1.3498 1.3584 1.3671 1.3758
0.800 1.4925 1.5018 1.5111 1.5204 1.5298 1.5391 1.5485 1.5579 1.5674 1.5768
0.850 1.7206 1.7307 1.7409 1.7511 1.7614 1.7716 1.7819 1.7923 1.8026 1.8130
0.900 2.0097 2.0210 2.0324 2.0437 2.0552 2.0666 2.0782 2.0897 2.1013 2.1130
0.950 2.4424 2.4554 2.4686 2.4818 2.4952 2.5085 2.5220 2.5355 2.5490 2.5627
0.975 2.8210 2.8358 2.8506 2.8656 2.8806 2.8957 2.9109 2.9262 2.9415 2.9569
0.990 3.2648 3.2816 3.2984 3.3154 3.3325 3.3496 3.3670 3.3843 3.4017 3.4195
0.995 3.5688 3.5870 3.6047 3.6236 3.6421 3.6607 3.6794 3.6981 3.7172 3.7362
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 0.8831 0.8901 0.8970 0.9040 0.9110 0.9179 0.9248 0.9317 0.9387 0.9456
0.650 1.0391 1.0466 1.0541 1.0616 1.0690 1.0765 1.0840 1.0915 1.0990 1.1065
0.700 1.2046 1.2127 1.2207 1.2288 1.2369 1.2450 1.2531 1.2612 1.2693 1.2774
0.750 1.3845 1.3932 1.4019 1.4107 1.4195 1.4282 1.4370 1.4458 1.4546 1.4635
0.800 1.5863 1.5958 1.6053 1.6149 1.6244 1.6340 1.6436 1.6533 1.6629 1.6726
0.850 1.8235 1.8340 1.8444 1.8550 1.8655 1.8761 1.8868 1.8974 1.9081 1.9188
0.900 2.1247 2.1365 2.1483 2.1601 2.1720 2.1839 2.1959 2.2079 2.2200 2.2321
0.950 2.5764 2.5901 2.6040 2.6179 2.6318 2.6458 2.6599 2.6741 2.6883 2.7026
0.975 2.9724 2.9882 3.0037 3.0194 3.0351 3.0511 3.0671 3.0831 3.0993 3.1155
0.990 3.4370 3.4547 3.4726 3.4905 3.5085 3.5268 3.5449 3.5632 3.5815 3.6000
0.995 3.7554 3.7745 3.7934 3.8134 3.8330 3.8526 3.8724 3.8923 3.9121 3.9322
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 0.9463 0.9470 0.9477 0.9484 0.9491 0.9498 0.9504 0.9511 0.9518 0.9525
0.650 1.1072 1.1080 1.1087 1.1094 1.1102 1.1109 1.1117 1.1124 1.1132 1.1139
0.700 1.2782 1.2790 1.2798 1.2806 1.2814 1.2823 1.2831 1.2839 1.2847 1.2855
0.750 1.4644 1.4652 1.4661 1.4670 1.4679 1.4688 1.4697 1.4706 1.4714 1.4723
0.800 1.6736 1.6746 1.6756 1.6765 1.6775 1.6784 1.6794 1.6804 1.6813 1.6823
0.850 1.9199 1.9210 1.9220 1.9231 1.9242 1.9253 1.9263 1.9274 1.9285 1.9296
0.900 2.2333 2.2345 2.2357 2.2369 2.2381 2.2394 2.2406 2.2419 2.2430 2.2442
0.950 2.7039 2.7054 2.7068 2.7083 2.7097 2.7111 2.7125 2.7140 2.7154 2.7168
0.975 3.1171 3.1187 3.1203 3.1220 3.1236 3.1252 3.1268 3.1285 3.1301 3.1317
0.990 3.6067 3.6038 3.6056 3.6074 3.6093 3.6111 3.6130 3.6149 3.6167 3.6185
0.995 3.9342 3.9356 3.9383 3.9403 3.9422 3.9444 3.9463 3.9482 3.9503 3.9520
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Table 6.1: k = 3
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 0.9525 1.0216 1.0904 1.1588 1.2271 1.2953 1.3633 1.4314 1.4994 1.5676
0.650 1.1139 1.1889 1.2640 1.3394 1.4149 1.4908 1.5669 1.6434 1.7203 1.7977
0.700 1.2855 1.3671 1.4494 1.5324 1.6162 1.7007 1.7859 1.8719 1.9588 2.0464
0.750 1.4723 1.5616 1.6520 1.7439 1.8370 1.9314 2.0270 2.1237 2.2217 2.3207
0.800 1.6823 1.7805 1.8807 1.9829 2.0869 2.1928 2.3003 2.4095 2.5200 2.6319
0.850 1.9296 2.0388 2.1508 2.2656 2.3830 2.5026 2.6244 2.7480 2.8734 3.0003
0.900 2.2442 2.3680 2.4956 2.6268 2.7612 2.8985 3.0383 3.1803 3.3243 3.4700
0.950 2.7168 2.8631 3.0145 3.1706 3.3306 3.4942 3.6608 3.8300 4.0007 4.1752
0.975 3.1317 3.2980 3.4705 3.6483 3.8307 4.0172 4.2071 4.4003 4.5960 4.7942
0.990 3.6185 3.8084 4.0056 4.2093 4.4177 4.6313 4.8489 5.0701 5.2946 5.5220
0.995 3.9520 4.1585 4.3724 4.5936 4.8206 5.0527 5.2894 5.5303 5.7745 6.0219
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 1.6359 1.7043 1.7731 1.8420 1.9113 1.9809 2.0509 2.1212 2.1918 2.2628
0.650 1.8755 1.9538 2.0327 2.1120 2.1919 2.2722 2.3531 2.4344 2.5161 2.5983
0.700 2.1347 2.2239 2.3137 2.4043 2.4955 2.5872 2.6796 2.7724 2.8657 2.9595
0.750 2.4207 2.5217 2.6235 2.7262 2.8296 2.9335 3.0381 3.1432 3.2487 3.3546
0.800 2.7450 2.8592 2.9743 3.0903 3.2070 3.3244 3.4423 3.5608 3.6797 3.7990
0.850 3.1286 3.2580 3.3884 3.5198 3.6519 3.7847 3.9182 4.0522 4.1867 4.3217
0.900 3.6172 3.7656 3.9152 4.0659 4.2174 4.3699 4.5229 4.6766 4.8310 4.9859
0.950 4.3505 4.5275 4.7058 4.8854 5.0662 5.2480 5.4306 5.6142 5.7985 5.9834
0.975 4.9944 5.1965 5.4003 5.6055 5.8122 6.0199 6.2289 6.4388 6.6496 6.8612
0.990 5.7515 5.9834 6.2174 6.4531 6.6904 6.9291 7.1690 7.4101 7.6521 7.8955
0.995 6.2720 6.5246 6.7794 7.0362 7.2948 7.5546 7.8160 8.0785 8.3450 8.6076
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 2.3341 2.4058 2.4778 2.5501 2.6227 2.6955 2.7686 2.8419 2.9153 2.9890
0.650 2.6808 2.7637 2.8469 2.9304 3.0141 3.0980 3.1822 3.2665 3.3510 3.4356
0.700 3.0535 3.1479 3.2426 3.3375 3.4326 3.5279 3.6234 3.7191 3.8149 3.9108
0.750 3.4608 3.5674 3.6742 3.7813 3.8886 3.9961 4.1037 4.2115 4.3195 4.4276
0.800 3.9187 4.0387 4.1590 4.2796 4.4004 4.5214 4.6427 4.7634 4.8857 5.0075
0.850 4.4571 4.5929 4.7290 4.8654 5.0021 5.1391 5.2763 5.4138 5.5515 5.6894
0.900 5.1412 5.2971 5.4534 5.6100 5.7670 5.9244 6.0820 6.2399 6.3981 6.5566
0.950 6.1690 6.3552 6.5419 6.7291 6.9170 7.1049 7.2933 7.4821 7.6712 7.8607
0.975 7.0735 7.2866 7.5002 7.7144 7.9292 8.1446 8.3602 8.5764 8.7928 9.0097
0.990 8.1396 8.3844 8.6299 8.8761 9.1231 9.3704 9.6185 9.8669 10.1158 10.3649
0.995 8.8734 9.1402 9.4078 9.6762 9.9452 10.2148 10.4865 10.7557 11.0271 11.2987
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 3.0628 3.1368 3.2108 3.2850 3.3593 3.4337 3.5081 3.5826 3.6571 3.7318
0.650 3.5203 3.6051 3.6900 3.7750 3.8601 3.9452 4.0302 4.1157 4.2010 4.2863
0.700 4.0068 4.1030 4.1992 4.2955 4.3918 4.4883 4.5848 4.6814 4.7781 4.8748
0.750 4.5358 4.6441 4.7526 4.8612 4.9698 5.0786 5.1874 5.2962 5.4053 5.5143
0.800 5.1294 5.2517 5.3737 5.4960 5.6184 5.7410 5.8637 5.9864 6.1092 6.2321
0.850 5.8274 5.9657 6.1040 6.2426 6.3813 6.5201 6.6590 6.7981 6.9373 7.0765
0.900 6.7151 6.8740 7.0331 7.1923 7.3517 7.5113 7.6710 7.8308 7.9908 8.1509
0.950 8.0504 8.2404 8.4306 8.6210 8.8117 9.0026 9.1939 9.3848 9.5765 9.7679
0.975 9.2269 9.4443 9.6622 9.8802 10.0984 10.3171 10.5358 10.7548 10.9741 11.1934
0.990 10.6146 10.8648 11.1155 11.3658 11.6169 11.8682 12.1193 12.3715 12.6235 12.8757
0.995 11.5709 11.8433 12.1162 12.3894 12.6633 12.9370 13.2110 13.4864 13.7566 14.0350
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 3.8064 3.8811 3.9558 4.0306 4.1052 4.1803 4.2550 4.3298 4.4047 4.4796
0.650 4.3717 4.4572 4.5426 4.6281 4.7137 4.7992 4.8848 4.9704 5.0561 5.1418
0.700 4.9715 5.0683 5.1652 5.2621 5.3590 5.4560 5.5530 5.6501 5.7471 5.8443
0.750 5.6234 5.7326 5.8419 5.9511 6.0605 6.1699 6.2793 6.3888 6.4983 6.6079
0.800 6.3551 6.4782 6.6014 6.7246 6.8479 6.9712 7.0946 7.2181 7.3416 7.4652
0.850 7.2159 7.3554 7.4949 7.6346 7.7743 7.9141 8.0540 8.1939 8.3338 8.4739
0.900 8.3112 8.4716 8.6320 8.7926 8.9532 9.1140 9.2748 9.4357 9.5967 9.7578
0.950 9.9597 10.1516 10.3435 10.5357 10.7279 10.9202 11.1127 11.3053 11.4980 11.6907
0.975 11.4148 11.6326 11.8526 12.0726 12.2927 12.5130 12.7334 12.9538 13.1745 13.3953
0.990 13.1281 13.3808 13.6336 13.8866 14.1398 14.3930 14.6460 14.9000 15.1538 15.4076
0.995 14.3106 14.5857 14.8612 15.1369 15.4127 15.6889 15.9647 16.2419 16.5178 16.7945
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 4.5545 4.6294 4.7044 4.7793 4.8543 4.9293 5.0043 5.0793 5.1543 5.2293
0.650 5.2275 5.3132 5.3989 5.4847 5.5705 5.6563 5.7421 5.8279 5.9138 5.9996
0.700 5.9414 6.0385 6.1357 6.2330 6.3303 6.4281 6.5249 6.6222 6.7196 6.8169
0.750 6.7175 6.8271 6.9368 7.0465 7.1563 7.2661 7.3759 7.4857 7.5955 7.7055
0.800 7.5888 7.7125 7.8361 7.9599 8.0837 8.2075 8.3316 8.4552 8.5792 8.7031
0.850 8.6140 8.7541 8.8944 9.0346 9.1749 9.3153 9.4557 9.5962 9.7367 9.8772
0.900 9.9189 10.0801 10.2414 10.4027 10.5641 10.7255 10.8870 11.0486 11.2102 11.3717
0.950 11.8835 12.0765 12.2695 12.4626 12.6557 12.8490 13.0423 13.2356 13.4290 13.6225
0.975 13.6162 13.8372 14.0582 14.2794 14.5005 14.7220 14.9432 15.1647 15.3862 15.6077
0.990 15.6616 15.9157 16.1700 16.4242 16.6785 16.9333 17.1875 17.4422 17.6970 17.9517
0.995 17.0713 17.3482 17.6252 17.9114 18.1796 18.4572 18.7347 19.0115 19.2898 19.5675
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Table 6.1: k = 3
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 5.3044 5.3794 5.4545 5.5296 5.6046 5.6797 5.7548 5.8299 5.9051 5.9801
0.650 6.0855 6.1714 6.2573 6.3432 6.4292 6.5151 6.6011 6.6871 6.7731 6.8590
0.700 6.9143 7.0117 7.1092 7.2066 7.3041 7.4015 7.4990 7.5965 7.6941 7.7916
0.750 7.8154 7.9253 8.0353 8.1453 8.2553 8.3653 8.4753 8.5854 8.6955 8.8056
0.800 8.8271 8.9511 9.0752 9.1992 9.3233 9.4474 9.5716 9.6957 9.8199 9.9441
0.850 10.0177 10.1583 10.2991 10.4396 10.5803 10.7210 10.8618 11.0026 11.1434 11.2841
0.900 11.5335 11.6952 11.8569 12.0186 12.1806 12.3425 12.5044 12.6663 12.8283 12.9903
0.950 13.8160 14.0096 14.2032 14.3969 14.5906 14.7843 14.9782 15.1720 15.3660 15.5599
0.975 15.8294 16.0508 16.2731 16.4947 16.7167 16.9386 17.1606 17.3826 17.6046 17.8267
0.990 18.2065 18.4628 18.7165 18.9715 19.2270 19.4820 19.7375 19.9930 20.2482 20.5063
0.995 19.8456 20.1230 20.4024 20.6792 20.9572 21.2356 21.5136 21.7921 22.0702 22.3485
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 6.0553 6.1304 6.2056 6.2807 6.3558 6.4310 6.5062 6.5813 6.6565 6.7317
0.650 6.9450 7.0310 7.1171 7.2031 7.2891 7.3752 7.4612 7.5473 7.6334 7.7195
0.700 7.8892 7.9867 8.0843 8.1819 8.2795 8.3771 8.4747 8.5724 8.6700 8.7677
0.750 8.9157 9.0258 9.1360 9.2461 9.3563 9.4665 9.5767 9.6865 9.7971 9.9074
0.800 10.0685 10.1926 10.3169 10.4412 10.5655 10.6898 10.8141 10.9385 11.0628 11.1872
0.850 11.4250 11.5659 11.7068 11.8477 11.9887 12.1296 12.2706 12.4117 12.5527 12.6937
0.900 13.1523 13.3144 13.4765 13.6386 13.8008 13.9629 14.1248 14.2873 14.4495 14.6115
0.950 15.7541 15.9479 16.1419 16.3360 16.5302 16.7242 16.9184 17.1126 17.3069 17.5011
0.975 18.0488 18.2711 18.4935 18.7158 18.9380 19.1605 19.3829 19.6053 19.8278 20.0501
0.990 20.7591 21.0145 21.2702 21.5273 21.7813 22.0371 22.2929 22.5490 22.8050 23.0605
0.995 22.6272 22.9057 23.1842 23.4632 23.7424 24.0205 24.2996 24.5782 24.8570 25.1356
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 6.8069 6.8821 6.9572 7.0324 7.1077 7.1828 7.2581 7.3333 7.4085 7.4838
0.650 7.8056 7.8916 7.9777 8.0639 8.1500 8.2361 8.3222 8.4083 8.4945 8.5806
0.700 8.8653 8.9630 9.0607 9.1583 9.2560 9.3538 9.4507 9.5492 9.6469 9.7446
0.750 10.0176 10.1279 10.2382 10.3485 10.4587 10.5691 10.6794 10.7897 10.9000 11.0104
0.800 11.3116 11.4360 11.5605 11.6849 11.8094 11.9339 12.0583 12.1828 12.3077 12.4318
0.850 12.8348 12.9758 13.1169 13.2580 13.3992 13.5403 13.6810 13.8227 13.9637 14.1050
0.900 14.7739 14.9364 15.0988 15.2611 15.4235 15.5858 15.7482 15.9106 16.0731 16.2356
0.950 17.6954 17.8897 18.0840 18.2784 18.4727 18.6672 18.8616 19.0560 19.2505 19.4454
0.975 20.2728 20.4953 20.7172 20.9406 21.1632 21.3860 21.6086 21.8311 22.0540 22.2769
0.990 23.3165 23.5723 23.8282 24.0843 24.3404 24.5965 24.8525 25.1083 25.3650 25.6213
0.995 25.4143 25.6935 25.9726 26.2516 26.5316 26.8098 27.0889 27.3684 27.6472 27.9267
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 7.5589 11.3233 15.0907 18.8591 22.6282 26.3977 30.1675 33.9372 37.7072 41.4772
0.650 8.6668 12.9785 17.2946 21.6122 25.9309 30.2500 34.5694 38.8891 43.2088 47.5287
0.700 9.8424 14.7352 19.6336 24.5343 29.4361 34.3386 39.2416 44.1447 49.0481 53.9514
0.750 11.1207 16.6455 22.1774 27.7121 33.2483 38.7859 44.3227 49.8602 55.3990 60.9367
0.800 12.5563 18.7912 25.0346 31.2815 37.5301 43.7797 50.0299 56.2806 62.5316 68.7827
0.850 14.2462 21.3170 28.3983 35.4837 42.5712 49.6600 56.7493 63.8394 70.9297 78.0203
0.900 16.3982 24.5338 32.6824 40.8360 48.9920 57.1494 65.3077 73.4667 81.6261 89.7858
0.950 19.6395 29.3807 39.1371 48.9006 58.6668 68.4345 78.2036 87.9738 97.7441 107.5149
0.975 22.4994 33.6580 44.8336 56.0183 67.2056 78.3952 89.5860 100.7781 111.9706 123.1628
0.990 25.8772 38.7085 51.5635 64.4257 77.2913 90.1600 103.0310 115.9015 128.7733 141.6470
0.995 28.2060 42.1930 56.2010 70.2214 84.2459 98.2713 112.3033 126.3305 140.3636 154.3907
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 45.2473 49.0177 52.7877 56.5578 60.3279 64.0984 67.8680 71.6387 75.4089
0.650 51.8486 56.1687 60.4887 64.8090 69.1290 73.4491 77.7693 82.0895 86.4099
0.700 58.8551 63.7587 68.6625 73.5663 78.4703 83.3741 88.2779 93.1817 98.0858
0.750 66.4756 72.0131 77.5506 83.0905 88.6291 94.1678 99.7083 105.2452 110.7840
0.800 75.0339 81.2854 87.5373 93.7887 100.0402 106.2921 112.5438 118.7955 125.0473
0.850 85.1110 92.2018 99.2933 106.3840 113.4768 120.5665 127.6578 134.7490 141.8403
0.900 97.9459 106.1059 114.2689 122.4266 130.5869 138.7475 146.9077 155.0693 163.2294
0.950 117.2866 127.0570 136.8295 146.6005 156.3727 166.1439 175.9171 185.6884 195.4601
0.975 134.3564 145.5498 156.7439 167.9366 179.1341 190.3255 201.5194 212.7127 223.9071
0.990 154.5186 167.3924 180.2660 193.1384 206.0124 218.8859 231.7602 244.6353 257.5241
0.995 168.4258 182.4628 196.4848 210.5174 224.5465 238.5780 252.6189 266.6437 280.6778
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Table 6.1: k = 4
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.7081 0.7174 0.7266 0.7358 0.7451 0.7543 0.7636 0.7728 0.7821 0.7914
0.650 0.8478 0.8574 0.8670 0.8765 0.8861 0.8957 0.9053 0.9149 0.9245 0.9341
0.700 0.9952 1.0051 1.0150 1.0249 1.0349 1.0448 1.0548 1.0648 1.0747 1.0847
0.750 1.1545 1.1647 1.1750 1.1853 1.1956 1.2060 1.2163 1.2267 1.2371 1.2476
0.800 1.3320 1.3427 1.3534 1.3641 1.3749 1.3857 1.3965 1.4074 1.4183 1.4292
0.850 1.5391 1.5503 1.5616 1.5728 1.5842 1.5955 1.6069 1.6184 1.6298 1.6414
0.900 1.8002 1.8121 1.8240 1.8360 1.8480 1.8601 1.8722 1.8844 1.8966 1.9089
0.950 2.1880 2.2008 2.2138 2.2269 2.2400 2.2532 2.2664 2.2798 2.2932 2.3067
0.975 2.5250 2.5388 2.5527 2.5668 2.5809 2.5951 2.6094 2.6238 2.6383 2.6528
0.990 2.9178 2.9327 2.9479 2.9630 2.9783 2.9937 3.0092 3.0249 3.0407 3.0566
0.995 3.1857 3.2014 3.2173 3.2334 3.2495 3.2657 3.2821 3.2987 3.3154 3.3322
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 0.8006 0.8099 0.8192 0.8284 0.8377 0.8470 0.8563 0.8655 0.8748 0.8841
0.650 0.9437 0.9534 0.9630 0.9726 0.9823 0.9920 1.0016 1.0113 1.0210 1.0307
0.700 1.0948 1.1048 1.1148 1.1249 1.1350 1.1451 1.1552 1.1653 1.1754 1.1856
0.750 1.2580 1.2685 1.2790 1.2895 1.3001 1.3106 1.3212 1.3318 1.3424 1.3531
0.800 1.4402 1.4512 1.4622 1.4732 1.4843 1.4954 1.5065 1.5177 1.5289 1.5401
0.850 1.6529 1.6645 1.6762 1.6878 1.6996 1.7113 1.7231 1.7349 1.7468 1.7587
0.900 1.9213 1.9336 1.9461 1.9586 1.9712 1.9838 1.9964 2.0091 2.0219 2.0347
0.950 2.3202 2.3339 2.3476 2.3614 2.3752 2.3891 2.4031 2.4172 2.4314 2.4456
0.975 2.6675 2.6822 2.6971 2.7121 2.7271 2.7422 2.7574 2.7727 2.7881 2.8036
0.990 3.0725 3.0887 3.1049 3.1213 3.1378 3.1543 3.1710 3.1878 3.2047 3.2217
0.995 3.3495 3.3663 3.3835 3.4009 3.4183 3.4358 3.4537 3.4714 3.4894 3.5074
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 0.8934 0.9027 0.9120 0.9212 0.9305 0.9398 0.9491 0.9584 0.9677 0.9770
0.650 1.0404 1.0501 1.0598 1.0696 1.0793 1.0890 1.0988 1.1085 1.1183 1.1280
0.700 1.1957 1.2059 1.2161 1.2263 1.2365 1.2467 1.2569 1.2672 1.2774 1.2877
0.750 1.3637 1.3744 1.3851 1.3959 1.4066 1.4174 1.4281 1.4389 1.4498 1.4606
0.800 1.5513 1.5626 1.5739 1.5852 1.5966 1.6080 1.6194 1.6308 1.6423 1.6538
0.850 1.7707 1.7826 1.7947 1.8067 1.8188 1.8309 1.8431 1.8553 1.8675 1.8798
0.900 2.0476 2.0605 2.0734 2.0864 2.0995 2.1126 2.1258 2.1389 2.1522 2.1655
0.950 2.4598 2.4742 2.4886 2.5031 2.5176 2.5323 2.5469 2.5617 2.5765 2.5914
0.975 2.8202 2.8348 2.8505 2.8664 2.8823 2.8982 2.9143 2.9305 2.9467 2.9630
0.990 3.2387 3.2560 3.2733 3.2908 3.3084 3.3259 3.3437 3.3615 3.3794 3.3975
0.995 3.5257 3.5440 3.5624 3.5809 3.5997 3.6184 3.6374 3.6569 3.6755 3.6948
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 0.9863 0.9956 1.0049 1.0142 1.0234 1.0328 1.0421 1.0514 1.0608 1.0701
0.650 1.1378 1.1476 1.1574 1.1672 1.1770 1.1868 1.1966 1.2064 1.2162 1.2260
0.700 1.2980 1.3083 1.3186 1.3289 1.3393 1.3496 1.3600 1.3703 1.3807 1.3911
0.750 1.4714 1.4823 1.4932 1.5041 1.5151 1.5260 1.5370 1.5480 1.5590 1.5700
0.800 1.6653 1.6768 1.6884 1.7000 1.7116 1.7232 1.7349 1.7466 1.7583 1.7701
0.850 1.8921 1.9045 1.9168 1.9292 1.9417 1.9542 1.9667 1.9792 1.9918 2.0044
0.900 2.1788 2.1922 2.2057 2.2191 2.2327 2.2462 2.2598 2.2735 2.2872 2.3009
0.950 2.6063 2.6213 2.6364 2.6515 2.6667 2.6820 2.6973 2.7127 2.7281 2.7436
0.975 2.9794 2.9959 3.0125 3.0290 3.0457 3.0625 3.0793 3.0963 3.1132 3.1303
0.990 3.4156 3.4338 3.4522 3.4706 3.4892 3.5077 3.5264 3.5452 3.5641 3.5830
0.995 3.7141 3.7335 3.7531 3.7728 3.7926 3.8125 3.8324 3.8525 3.8728 3.8930
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.0794 1.0887 1.0980 1.1073 1.1167 1.1260 1.1353 1.1446 1.1540 1.1633
0.650 1.2359 1.2457 1.2556 1.2654 1.2753 1.2851 1.2950 1.3049 1.3148 1.3247
0.700 1.4015 1.4119 1.4223 1.4328 1.4432 1.4537 1.4642 1.4746 1.4852 1.4957
0.750 1.5810 1.5921 1.6031 1.6142 1.6253 1.6365 1.6476 1.6588 1.6699 1.6811
0.800 1.7818 1.7936 1.8054 1.8173 1.8291 1.8410 1.8529 1.8649 1.8768 1.8888
0.850 2.0171 2.0297 2.0424 2.0552 2.0680 2.0808 2.0936 2.1065 2.1194 2.1323
0.900 2.3147 2.3286 2.3423 2.3563 2.3703 2.3843 2.3983 2.4124 2.4265 2.4407
0.950 2.7594 2.7748 2.7904 2.8061 2.8219 2.8377 2.8537 2.8696 2.8856 2.9016
0.975 3.1474 3.1647 3.1820 3.1992 3.2167 3.2342 3.2518 3.2694 3.2871 3.3048
0.990 3.6021 3.6212 3.6405 3.6598 3.6791 3.6986 3.7182 3.7379 3.7576 3.7774
0.995 3.9136 3.9340 3.9545 3.9752 3.9957 4.0168 4.0378 4.0589 4.0800 4.1014
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.1642 1.1651 1.1661 1.1670 1.1679 1.1689 1.1698 1.1707 1.1717 1.1726
0.650 1.3257 1.3267 1.3276 1.3286 1.3296 1.3306 1.3316 1.3326 1.3336 1.3346
0.700 1.4967 1.4978 1.4988 1.4999 1.5009 1.5020 1.5030 1.5041 1.5051 1.5062
0.750 1.6823 1.6834 1.6845 1.6856 1.6867 1.6879 1.6890 1.6901 1.6912 1.6923
0.800 1.8900 1.8912 1.8924 1.8936 1.8948 1.8960 1.8972 1.8984 1.8996 1.9008
0.850 2.1336 2.1349 2.1362 2.1375 2.1388 2.1401 2.1414 2.1427 2.1439 2.1452
0.900 2.4421 2.4435 2.4449 2.4464 2.4478 2.4492 2.4506 2.4520 2.4535 2.4549
0.950 2.9032 2.9049 2.9065 2.9081 2.9097 2.9113 2.9129 2.9145 2.9161 2.9177
0.975 3.3066 3.3084 3.3102 3.3120 3.3137 3.3155 3.3173 3.3191 3.3209 3.3227
0.990 3.7793 3.7813 3.7833 3.7853 3.7874 3.7893 3.7912 3.7933 3.7952 3.7971
0.995 4.1033 4.1055 4.1076 4.1097 4.1119 4.1140 4.1162 4.1183 4.1204 4.1226
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Table 6.1: k = 4
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.1726 1.2660 1.3596 1.4533 1.5474 1.6417 1.7363 1.8313 1.9266 2.0222
0.650 1.3346 1.4339 1.5338 1.6344 1.7355 1.8373 1.9397 2.0426 2.1462 2.2502
0.700 1.5062 1.6120 1.7188 1.8267 1.9356 2.0454 2.1561 2.2677 2.3800 2.4931
0.750 1.6923 1.8053 1.9199 2.0359 2.1533 2.2721 2.3920 2.5130 2.6350 2.7579
0.800 1.9008 2.0221 2.1454 2.2708 2.3979 2.5267 2.6571 2.7887 2.9216 3.0555
0.850 2.1452 2.2764 2.4104 2.5468 2.6856 2.8263 2.9690 3.1132 3.2589 3.4059
0.900 2.4549 2.5990 2.7466 2.8973 3.0510 3.2071 3.3655 3.5259 3.6880 3.8517
0.950 2.9177 3.0816 3.2501 3.4227 3.5990 3.7786 3.9611 4.1460 4.3333 4.5225
0.975 3.3227 3.5042 3.6915 3.8837 4.0804 4.2809 4.4849 4.6919 4.9017 5.1139
0.990 3.7971 4.0001 4.2098 4.4257 4.6467 4.8724 5.1024 5.3360 5.5728 5.8123
0.995 4.1226 4.3404 4.5659 4.7981 5.0365 5.2798 5.5279 5.7800 6.0358 6.2947
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 2.1182 2.2145 2.3112 2.4083 2.5056 2.6032 2.7010 2.7991 2.8974 2.9959
0.650 2.3548 2.4599 2.5655 2.6714 2.7777 2.8844 2.9914 3.0986 3.2061 3.3139
0.700 2.6069 2.7213 2.8362 2.9516 3.0675 3.1838 3.3004 3.4173 3.5346 3.6521
0.750 2.8816 3.0061 3.1312 3.2569 3.3831 3.5098 3.6369 3.7644 3.8923 4.0205
0.800 3.1905 3.3263 3.4628 3.6001 3.7380 3.8764 4.0154 4.1549 4.2946 4.4348
0.850 3.5541 3.7033 3.8534 4.0043 4.1560 4.3083 4.4613 4.6149 4.7689 4.9234
0.900 4.0169 4.1832 4.3507 4.5193 4.6887 4.8590 5.0300 5.2017 5.3740 5.5469
0.950 4.7135 4.9062 5.1003 5.2962 5.4923 5.6899 5.8884 6.0880 6.2882 6.4892
0.975 5.3282 5.5445 5.7622 5.9820 6.2029 6.4250 6.6483 6.8727 7.0979 7.3240
0.990 6.0547 6.2993 6.5459 6.7944 7.0445 7.2959 7.5488 7.8027 8.0581 8.3142
0.995 6.5564 6.8208 7.0873 7.3558 7.6263 7.8983 8.1718 8.4465 8.7225 8.9995
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 3.0945 3.1933 3.2923 3.3913 3.4905 3.5898 3.6891 3.7885 3.8880 3.9876
0.650 3.4218 3.5299 3.6382 3.7466 3.8551 3.9638 4.0725 4.1814 4.2904 4.3994
0.700 3.7698 3.8878 4.0060 4.1243 4.2428 4.3615 4.4803 4.5992 4.7183 4.8374
0.750 4.1490 4.2777 4.4066 4.5358 4.6652 4.7948 4.9246 5.0545 5.1846 5.3149
0.800 4.5754 4.7163 4.8575 4.9990 5.1407 5.2827 5.4248 5.5672 5.7098 5.8525
0.850 5.0783 5.2337 5.3894 5.5454 5.7018 5.8584 6.0153 6.1724 6.3300 6.4874
0.900 5.7203 5.8942 6.0686 6.2433 6.4185 6.5940 6.7698 6.9459 7.1222 7.2989
0.950 6.6908 6.8932 7.0960 7.2993 7.5031 7.7074 7.9120 8.1170 8.3224 8.5281
0.975 7.5510 7.7786 8.0069 8.2358 8.4652 8.6951 8.9255 9.1560 9.3877 9.6189
0.990 8.5713 8.8292 9.0879 9.3474 9.6073 9.8681 10.1291 10.3908 10.6529 10.9158
0.995 9.2780 9.5565 9.8365 10.1170 10.3984 10.6803 10.9630 11.2462 11.5297 11.8138
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 4.0872 4.1869 4.2867 4.3864 4.4863 4.5861 4.6860 4.7860 4.8860 4.9860
0.650 4.5086 4.6178 4.7271 4.8364 4.9458 5.0553 5.1648 5.2744 5.3841 5.4937
0.700 4.9567 5.0761 5.1956 5.3151 5.4348 5.5545 5.6743 5.7942 5.9141 6.0341
0.750 5.4452 5.5758 5.7064 5.8371 5.9679 6.0988 6.2299 6.3610 6.4922 6.6234
0.800 5.9954 6.1385 6.2817 6.4250 6.5685 6.7121 6.8558 6.9996 7.1435 7.2875
0.850 6.6451 6.8031 6.9612 7.1191 7.2780 7.4366 7.5953 7.7542 7.9131 8.0722
0.900 7.4758 7.6529 7.8302 8.0075 8.1854 8.3633 8.5413 8.7195 8.8978 9.0763
0.950 8.7340 8.9404 9.1469 9.3537 9.5607 9.7679 9.9754 10.1830 10.3907 10.5988
0.975 9.8513 10.0836 10.3162 10.5491 10.7823 11.0158 11.2494 11.4833 11.7174 11.9517
0.990 11.1755 11.4420 11.7057 11.9698 12.2340 12.4989 12.7640 13.0291 13.2945 13.5603
0.995 12.0979 12.3831 12.6685 12.9543 13.2403 13.5251 13.8134 14.1039 14.3885 14.6748
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 5.0860 5.1861 5.2862 5.3863 5.4865 5.5867 5.6869 5.7871 5.8873 5.9876
0.650 5.6035 5.7132 5.8230 5.9329 6.0428 6.1527 6.2626 6.3726 6.4826 6.5927
0.700 6.1541 6.2742 6.3944 6.5146 6.6348 6.7551 6.8755 6.9958 7.1163 7.2367
0.750 6.7547 6.8862 7.0176 7.1491 7.2807 7.4124 7.5441 7.6758 7.8076 7.9395
0.800 7.4316 7.5757 7.7200 7.8643 8.0087 8.1532 8.2977 8.4423 8.5869 8.7316
0.850 8.2314 8.3907 8.5501 8.7096 8.8692 9.0288 9.1885 9.3484 9.5082 9.6682
0.900 9.2549 9.4336 9.6124 9.7914 9.9704 10.1495 10.3288 10.5081 10.6875 10.8669
0.950 10.8069 11.0152 11.2236 11.4321 11.6408 11.8496 12.0586 12.2676 12.4767 12.6859
0.975 12.1862 12.4208 12.6556 12.8906 13.1257 13.3610 13.5964 13.8319 14.0675 14.3033
0.990 13.8261 14.0920 14.3582 14.6247 14.8914 15.1581 15.4251 15.6923 15.9595 16.2268
0.995 14.9628 15.2506 15.5397 15.8270 16.1155 16.4037 16.6929 16.9810 17.2712 17.5605
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 6.0879 6.1882 6.2885 6.3889 6.4892 6.5896 6.6899 6.7903 6.8908 6.9912
0.650 6.7027 6.8128 6.9229 7.0331 7.1432 7.2534 7.3636 7.4738 7.5840 7.6943
0.700 7.3572 7.4778 7.5983 7.7189 7.8395 7.9601 8.0808 8.2015 8.3222 8.4429
0.750 8.0713 8.2033 8.3352 8.4672 8.5993 8.7313 8.8634 8.9956 9.1277 9.2599
0.800 8.8764 9.0212 9.1662 9.3109 9.4559 9.6008 9.7459 9.8909 10.0361 10.1811
0.850 9.8282 9.9882 10.1483 10.3085 10.4688 10.6290 10.7893 10.9497 11.1100 11.2705
0.900 11.0465 11.2262 11.4059 11.5856 11.7655 11.9454 12.1253 12.3056 12.4854 12.6655
0.950 12.8952 13.1046 13.3141 13.5238 13.7336 13.9432 14.1530 14.3629 14.5728 14.7828
0.975 14.5391 14.7751 15.0111 15.2473 15.4836 15.7202 15.9563 16.1928 16.4294 16.6659
0.990 16.4943 16.7619 17.0295 17.2975 17.5653 17.8322 18.1014 18.3694 18.6379 18.9065
0.995 17.8501 18.1396 18.4292 18.7191 19.0087 19.2989 19.5845 19.8795 20.1698 20.4612
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P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 7.0916 7.1921 7.2925 7.3930 7.4934 7.5939 7.6944 7.7949 7.8955 7.9960
0.650 7.8046 7.9148 8.0251 8.1355 8.2458 8.3562 8.4663 8.5769 8.6873 8.7980
0.700 8.5635 8.6845 8.8053 8.9261 9.0469 9.1678 9.2887 9.4096 9.5305 9.6514
0.750 9.3921 9.5244 9.6567 9.7890 9.9213 10.0537 10.1860 10.3184 10.4508 10.5833
0.800 10.3264 10.4715 10.6167 10.7620 10.9073 11.0526 11.1979 11.3429 11.4887 11.6341
0.850 11.4310 11.5915 11.7521 11.9127 12.0733 12.2341 12.3947 12.5554 12.7161 12.8770
0.900 12.8456 13.0246 13.2061 13.3863 13.5666 13.7470 13.9274 14.1079 14.2884 14.4689
0.950 14.9930 15.2029 15.4131 15.6234 15.8336 16.0439 16.2543 16.4647 16.6751 16.8857
0.975 16.9026 17.1395 17.3763 17.6132 17.8502 18.0872 18.3242 18.5614 18.7985 19.0357
0.990 19.1699 19.4434 19.7120 19.9812 20.2493 20.5181 20.7870 21.0559 21.3253 21.5939
0.995 20.7506 21.0412 21.3314 21.6223 21.9139 22.2043 22.4953 22.7860 23.0771 23.3682
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 8.0965 8.1970 8.2976 8.3981 8.4987 8.5993 8.6998 8.8004 8.9010 9.0016
0.650 8.9081 9.0185 9.1289 9.2394 9.3498 9.4603 9.5708 9.6812 9.7917 9.9022
0.700 9.7723 9.8933 10.0143 10.1353 10.2563 10.3773 10.4983 10.6193 10.7404 10.8615
0.750 10.7157 10.8481 10.9806 11.1132 11.2456 11.3782 11.5107 11.6433 11.7758 11.9084
0.800 11.7795 11.9250 12.0704 12.2159 12.3614 12.5070 12.6526 12.7981 12.9438 13.0893
0.850 13.0378 13.1986 13.3595 13.5204 13.6813 13.8422 14.0032 14.1642 14.3252 14.4863
0.900 14.6494 14.8300 15.0106 15.1912 15.3718 15.5525 15.7332 15.9139 16.0947 16.2755
0.950 17.0962 17.3068 17.5174 17.7280 17.9387 18.1494 18.3601 18.5709 18.8057 18.9926
0.975 19.2730 19.5103 19.7476 19.9850 20.2224 20.4599 20.6975 20.9350 21.1726 21.4101
0.990 21.8630 22.1323 22.4015 22.6706 22.9392 23.2092 23.4787 23.7479 24.0176 24.2862
0.995 23.6597 23.9506 24.2417 24.5332 24.8248 25.1161 25.4075 25.6994 25.9907 26.2821
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 9.1022 9.2028 9.3034 9.4040 9.5046 9.6053 9.7059 9.8066 9.9072 10.0078
0.650 10.0127 10.1233 10.2338 10.3443 10.4548 10.5654 10.6759 10.7865 10.8979 11.0076
0.700 10.9825 11.1035 11.2245 11.3457 11.4668 11.5880 11.7091 11.8302 11.9518 12.0725
0.750 12.0410 12.1738 12.3063 12.4389 12.5715 12.7042 12.8369 12.9696 13.1023 13.2350
0.800 13.2349 13.3806 13.5262 13.6719 13.8176 13.9633 14.1090 14.2547 14.4004 14.5462
0.850 14.6472 14.8083 14.9694 15.1305 15.2916 15.4527 15.6138 15.7750 15.9362 16.0973
0.900 16.4563 16.6371 16.8180 16.9989 17.1797 17.3607 17.5416 17.7225 17.9035 18.0845
0.950 19.2034 19.4143 19.6253 19.8362 20.0471 20.2581 20.4692 20.6802 20.8913 21.1023
0.975 21.6478 21.8855 22.1232 22.3611 22.5987 22.8364 23.0775 23.3121 23.5500 23.7879
0.990 24.5564 24.8260 25.0956 25.3657 25.6382 25.9046 26.1744 26.4441 26.7139 26.9837
0.995 26.5741 26.8655 27.1574 27.4492 27.7412 28.0330 28.3247 28.6168 28.9085 29.2007
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 10.1085 15.1446 20.1843 25.2254 30.2673 35.3096 40.3521 45.3948 50.4377 55.4807
0.650 11.1182 16.6521 22.1911 27.7319 33.2737 38.8163 44.3591 49.9022 55.4455 60.9889
0.700 12.1936 18.2580 24.3288 30.4021 36.4768 42.5522 48.6281 54.7043 60.7802 66.8572
0.750 13.3677 20.0114 26.6630 33.3179 39.9744 46.6322 53.2897 59.9482 66.6068 73.2656
0.800 14.6919 21.9896 29.2967 36.6078 43.9208 51.2349 58.5496 65.8649 73.1804 80.4962
0.850 16.2585 24.3302 32.4132 40.5010 48.5909 56.6822 64.7744 72.8670 80.9602 89.0534
0.900 18.2655 27.3295 36.4072 45.4903 54.5760 63.6634 72.7519 81.8411 90.9308 100.0206
0.950 21.3134 31.8858 42.4749 53.0706 63.6699 74.2712 84.8736 95.4766 106.0803 116.6845
0.975 24.0258 35.9414 47.8763 59.8191 71.7646 83.7146 95.6648 107.6164 119.5677 131.5205
0.990 27.2536 40.7684 54.3064 67.8522 81.4033 94.9569 108.5106 122.0664 135.6234 149.1810
0.995 29.4925 44.1177 58.7665 73.4245 88.0898 102.7565 117.4208 132.0949 146.7624 161.4328
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 60.5235 65.5667 70.6098 75.6529 80.6961 85.7393 90.7823 95.8257 100.8688
0.650 66.5324 72.0759 77.6195 83.1632 88.7067 94.2506 99.7943 105.3383 110.8818
0.700 72.9340 79.0107 85.0876 91.1646 97.2412 103.3185 109.3954 115.4725 121.5497
0.750 79.9249 86.5836 93.2429 99.9020 106.5614 113.2208 119.8802 126.5395 133.1990
0.800 87.8123 95.1284 102.4449 109.7610 117.0774 124.3941 131.7102 139.0268 146.3434
0.850 97.1471 105.2405 113.3348 121.4286 129.5164 137.6169 145.7075 153.8054 161.8984
0.900 109.1105 118.2111 127.2914 136.3822 145.4729 154.5632 163.6823 172.7455 181.8363
0.950 127.2885 137.8937 148.4984 159.1039 169.7092 180.3140 190.9193 201.5247 212.1309
0.975 143.4728 155.4261 167.3799 179.3340 191.2852 203.2393 215.1935 227.1478 239.1017
0.990 162.7392 176.2944 189.8545 203.4130 216.9716 230.5314 244.0862 257.6495 271.2056
0.995 176.1059 190.7775 205.4456 220.1195 234.7895 249.4631 264.1386 278.8092 293.4866
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P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.7875 0.7983 0.8092 0.8201 0.8309 0.8418 0.8527 0.8636 0.8744 0.8853
0.650 0.9269 0.9381 0.9492 0.9604 0.9716 0.9828 0.9940 1.0052 1.0164 1.0277
0.700 1.0740 1.0855 1.0969 1.1084 1.1200 1.1315 1.1431 1.1546 1.1662 1.1778
0.750 1.2328 1.2446 1.2565 1.2683 1.2802 1.2922 1.3041 1.3161 1.3280 1.3400
0.800 1.4098 1.4220 1.4343 1.4466 1.4589 1.4712 1.4836 1.4960 1.5085 1.5209
0.850 1.6163 1.6290 1.6418 1.6545 1.6674 1.6802 1.6931 1.7061 1.7190 1.7321
0.900 1.8764 1.8898 1.9031 1.9166 1.9300 1.9436 1.9571 1.9708 1.9844 1.9982
0.950 2.2626 2.2769 2.2912 2.3056 2.3201 2.3347 2.3493 2.3640 2.3787 2.3936
0.975 2.5981 2.6132 2.6284 2.6438 2.6591 2.6746 2.6902 2.7058 2.7216 2.7374
0.990 2.9889 3.0051 3.0213 3.0377 3.0545 3.0708 3.0875 3.1042 3.1212 3.1383
0.995 3.2554 3.2723 3.2893 3.3064 3.3237 3.3411 3.3586 3.3762 3.3940 3.4118
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 0.8962 0.9071 0.9180 0.9289 0.9399 0.9508 0.9617 0.9726 0.9835 0.9945
0.650 1.0389 1.0502 1.0614 1.0727 1.0840 1.0953 1.1065 1.1179 1.1292 1.1405
0.700 1.1894 1.2011 1.2127 1.2244 1.2360 1.2477 1.2594 1.2712 1.2829 1.2946
0.750 1.3521 1.3641 1.3762 1.3883 1.4004 1.4125 1.4247 1.4369 1.4491 1.4613
0.800 1.5334 1.5459 1.5585 1.5711 1.5837 1.5963 1.6090 1.6217 1.6344 1.6472
0.850 1.7451 1.7582 1.7713 1.7845 1.7977 1.8110 1.8242 1.8376 1.8509 1.8643
0.900 2.0120 2.0258 2.0397 2.0536 2.0676 2.0816 2.0957 2.1098 2.1240 2.1382
0.950 2.4085 2.4235 2.4385 2.4536 2.4688 2.4843 2.4993 2.5147 2.5301 2.5456
0.975 2.7533 2.7693 2.7854 2.8016 2.8178 2.8342 2.8506 2.8671 2.8837 2.9003
0.990 3.1554 3.1726 3.1900 3.2074 3.2250 3.2427 3.2604 3.2783 3.2962 3.3143
0.995 3.4298 3.4480 3.4662 3.4846 3.5031 3.5216 3.5404 3.5592 3.5776 3.5972
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.0054 1.0163 1.0273 1.0382 1.0492 1.0601 1.0711 1.0820 1.0930 1.1040
0.650 1.1518 1.1632 1.1745 1.1859 1.1972 1.2086 1.2200 1.2314 1.2428 1.2542
0.700 1.3064 1.3182 1.3300 1.3418 1.3536 1.3654 1.3773 1.3891 1.4010 1.4129
0.750 1.4735 1.4858 1.4980 1.5103 1.5227 1.5350 1.5473 1.5597 1.5721 1.5845
0.800 1.6599 1.6727 1.6856 1.6984 1.7113 1.7242 1.7372 1.7501 1.7630 1.7762
0.850 1.8777 1.8912 1.9047 1.9182 1.9307 1.9454 1.9590 1.9727 1.9864 2.0002
0.900 2.1525 2.1668 2.1812 2.1956 2.2100 2.2245 2.2391 2.2536 2.2683 2.2829
0.950 2.5612 2.5768 2.5925 2.6083 2.6241 2.6400 2.6559 2.6719 2.6880 2.7041
0.975 2.9171 2.9339 2.9508 2.9678 2.9848 3.0025 3.0192 3.0364 3.0538 3.0712
0.990 3.3325 3.3507 3.3693 3.3875 3.4061 3.4247 3.4435 3.4623 3.4813 3.5003
0.995 3.6163 3.6355 3.6550 3.6744 3.6941 3.7149 3.7337 3.7536 3.7736 3.7938
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.1149 1.1259 1.1369 1.1479 1.1588 1.1698 1.1808 1.1918 1.2028 1.2138
0.650 1.2656 1.2770 1.2885 1.2999 1.3114 1.3228 1.3343 1.3458 1.3572 1.3687
0.700 1.4248 1.4367 1.4486 1.4606 1.4725 1.4845 1.4964 1.5084 1.5204 1.5325
0.750 1.5970 1.6094 1.6219 1.6344 1.6469 1.6594 1.6719 1.6845 1.6971 1.7097
0.800 1.7892 1.8023 1.8153 1.8285 1.8416 1.8548 1.8680 1.8812 1.8944 1.9077
0.850 2.0139 2.0277 2.0416 2.0554 2.0693 2.0833 2.0972 2.1112 2.1253 2.1393
0.900 2.2977 2.3124 2.3273 2.3420 2.3570 2.3719 2.3869 2.4019 2.4170 2.4321
0.950 2.7203 2.7365 2.7528 2.7692 2.7856 2.8020 2.8186 2.8352 2.8518 2.8685
0.975 3.0887 3.1063 3.1242 3.1417 3.1596 3.1773 3.1953 3.2133 3.2314 3.2495
0.990 3.5194 3.5386 3.5579 3.5773 3.5967 3.6162 3.6360 3.6556 3.6755 3.6954
0.995 3.8142 3.8344 3.8548 3.8754 3.8960 3.9168 3.9377 3.9586 3.9800 4.0008
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.2248 1.2358 1.2468 1.2578 1.2689 1.2799 1.2909 1.3019 1.3129 1.3240
0.650 1.3802 1.3917 1.4032 1.4147 1.4263 1.4378 1.4493 1.4609 1.4724 1.4840
0.700 1.5445 1.5565 1.5686 1.5806 1.5927 1.6048 1.6169 1.6290 1.6411 1.6533
0.750 1.7223 1.7349 1.7476 1.7602 1.7729 1.7856 1.7983 1.8111 1.8238 1.8366
0.800 1.9210 1.9343 1.9476 1.9610 1.9743 1.9877 2.0012 2.0146 2.0281 2.0416
0.850 2.1534 2.1675 2.1817 2.1959 2.2101 2.2243 2.2386 2.2529 2.2672 2.2816
0.900 2.4472 2.4624 2.4776 2.4927 2.5081 2.5234 2.5388 2.5542 2.5697 2.5851
0.950 2.8852 2.9020 2.9189 2.9358 2.9528 2.9698 2.9868 3.0040 3.0211 3.0383
0.975 3.2677 3.2860 3.3044 3.3228 3.3413 3.3598 3.3784 3.3970 3.4158 3.4345
0.990 3.7154 3.7355 3.7556 3.7758 3.7961 3.8165 3.8369 3.8576 3.8782 3.8989
0.995 4.0221 4.0433 4.0649 4.0864 4.1080 4.1297 4.1515 4.1733 4.1947 4.2174
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.3251 1.3262 1.3273 1.3284 1.3295 1.3306 1.3317 1.3328 1.3339 1.3350
0.650 1.4852 1.4863 1.4875 1.4886 1.4898 1.4909 1.4921 1.4933 1.4944 1.4956
0.700 1.6545 1.6557 1.6569 1.6581 1.6593 1.6606 1.6618 1.6630 1.6642 1.6654
0.750 1.8379 1.8392 1.8404 1.8417 1.8430 1.8443 1.8455 1.8468 1.8481 1.8494
0.800 2.0429 2.0443 2.0456 2.0470 2.0483 2.0497 2.0510 2.0524 2.0537 2.0551
0.850 2.2830 2.2844 2.2859 2.2873 2.2888 2.2902 2.2916 2.2931 2.2945 2.2960
0.900 2.5867 2.5882 2.5898 2.5913 2.5929 2.5944 2.5960 2.5976 2.5991 2.6007
0.950 3.0400 3.0418 3.0435 3.0452 3.0470 3.0487 3.0504 3.0521 3.0539 3.0556
0.975 3.4364 3.4383 3.4402 3.4421 3.4439 3.4458 3.4477 3.4493 3.4515 3.4534
0.990 3.9009 3.9030 3.9051 3.9072 3.9093 3.9113 3.9133 3.9155 3.9176 3.9196
0.995 4.2196 4.2217 4.2239 4.2262 4.2284 4.2306 4.2328 4.2351 4.2373 4.2395
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P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.3350 1.4455 1.5564 1.6676 1.7791 1.8910 2.0032 2.1157 2.2286 2.3417
0.650 1.4956 1.6117 1.7284 1.8459 1.9640 2.0827 2.2019 2.3217 2.4420 2.5629
0.700 1.6654 1.7875 1.9107 2.0349 2.1600 2.2860 2.4129 2.5405 2.6687 2.7977
0.750 1.8494 1.9781 2.1083 2.2400 2.3729 2.5070 2.6421 2.7783 2.9153 3.0532
0.800 2.0551 2.1914 2.3297 2.4698 2.6115 2.7548 2.8994 3.0453 3.1922 3.3402
0.850 2.2960 2.4413 2.5892 2.7394 2.8917 3.0460 3.2018 3.3593 3.5181 3.6782
0.900 2.6007 2.7578 2.9181 3.0815 3.2475 3.4159 3.5864 3.7588 3.9330 4.1087
0.950 3.0556 3.2308 3.4103 3.5941 3.7812 3.9714 4.1645 4.3602 4.5580 4.7578
0.975 3.4534 3.6451 3.8422 4.0441 4.2504 4.4605 4.6741 4.8907 5.1100 5.3318
0.990 3.9196 4.1313 4.3497 4.5740 4.8035 5.0378 5.2762 5.5183 5.7636 6.0118
0.995 4.2395 4.4653 4.6987 4.9387 5.1846 5.4360 5.6919 5.9519 6.2173 6.4823
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 2.4552 2.5690 2.6829 2.7972 2.9116 3.0262 3.1410 3.2560 3.3712 3.4864
0.650 2.6840 2.8056 2.9276 3.0499 3.1725 3.2953 3.4184 3.5418 3.6653 3.7891
0.700 2.9271 3.0572 3.1876 3.3186 3.4498 3.5815 3.7135 3.8458 3.9783 4.1111
0.750 3.1917 3.3310 3.4708 3.6112 3.7520 3.8933 4.0350 4.1771 4.3196 4.4623
0.800 3.4891 3.6388 3.7892 3.9403 4.0918 4.2443 4.3971 4.5503 4.7040 4.8580
0.850 3.8393 4.0015 4.1646 4.3285 4.4932 4.6585 4.8245 4.9910 5.1581 5.3256
0.900 4.2858 4.4641 4.6436 4.8241 5.0055 5.1878 5.3709 5.5546 5.7390 5.9240
0.950 4.9595 5.1628 5.3676 5.5737 5.7810 5.9893 6.1987 6.4090 6.6200 6.8319
0.975 5.5557 5.7816 6.0093 6.2385 6.4691 6.7008 6.9342 7.1684 7.4035 7.6395
0.990 6.2627 6.5159 6.7711 7.0283 7.2871 7.5475 7.8092 8.0721 8.3362 8.6013
0.995 6.7525 7.0249 7.2992 7.5759 7.8545 8.1347 8.4164 8.7001 8.9839 9.2692
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 3.6018 3.7173 3.8329 3.9486 4.0644 4.1803 4.2962 4.4122 4.5283 4.6445
0.650 3.9130 4.0370 4.1612 4.2856 4.4101 4.5347 4.6594 4.7842 4.9091 5.0341
0.700 4.2441 4.3774 4.5108 4.6444 4.7782 4.9122 5.0462 5.1805 5.3148 5.4493
0.750 4.6054 4.7487 4.8922 5.0360 5.1800 5.3242 5.4686 5.6132 5.7579 5.9028
0.800 5.0124 5.1672 5.3223 5.4776 5.6332 5.7891 5.9452 6.1015 6.2579 6.4146
0.850 5.4936 5.6620 5.8308 5.9999 6.1693 6.3391 6.5091 6.6794 6.8499 7.0206
0.900 6.1096 6.2956 6.4821 6.6690 6.8563 7.0439 7.2319 7.4202 7.6088 7.7977
0.950 7.0443 7.2575 7.4712 7.6855 7.9002 8.1153 8.3310 8.5470 8.7633 8.9800
0.975 7.8763 8.1138 8.3521 8.5909 8.8303 9.0703 9.3107 9.5516 9.7929 10.0346
0.990 8.8673 9.1342 9.4022 9.6703 9.9393 10.2090 10.4791 10.7501 11.0213 11.2930
0.995 9.5558 9.8432 10.1314 10.4204 10.7101 11.0006 11.2919 11.5834 11.8740 12.1685
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 4.7607 4.8770 4.9933 5.1096 5.2261 5.3425 5.4590 5.5756 5.6921 5.8088
0.650 5.1592 5.2844 5.4096 5.5349 5.6603 5.7858 5.9113 6.0368 6.1625 6.2881
0.700 5.5839 5.7186 5.8534 5.9882 6.1232 6.2583 6.3935 6.5287 6.6639 6.7993
0.750 6.0478 6.1930 6.3383 6.4837 6.6291 6.7748 6.9204 7.0662 7.2121 7.3581
0.800 6.5715 6.7285 6.8856 7.0429 7.2004 7.3579 7.5156 7.6734 7.8313 7.9893
0.850 7.1916 7.3627 7.5340 7.7054 7.8771 8.0489 8.2208 8.3927 8.5651 8.7374
0.900 7.9868 8.1762 8.3658 8.5555 8.7455 8.9357 9.1260 9.3165 9.5071 9.6979
0.950 9.1970 9.4144 9.6320 9.8497 10.0678 10.2861 10.5046 10.7232 10.9421 11.1612
0.975 10.2767 10.5190 10.7618 11.0048 11.2473 11.4916 11.7355 11.9794 12.2236 12.4680
0.990 11.5652 11.8376 12.1105 12.3837 12.6575 12.9312 13.2052 13.4797 13.7543 14.0292
0.995 12.4612 12.7549 13.0486 13.3422 13.6377 13.9327 14.2278 14.5234 14.8194 15.1153
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 5.9254 6.0421 6.1588 6.2755 6.3923 6.5091 6.6259 6.7428 6.8596 6.9766
0.650 6.4138 6.5395 6.6654 6.7912 6.9171 7.0430 7.1690 7.2950 7.4210 7.5470
0.700 6.9347 7.0702 7.2057 7.3413 7.4769 7.6126 7.7483 7.8840 8.0198 8.1557
0.750 7.5041 7.6502 7.7964 7.9426 8.0890 8.2353 8.3818 8.5282 8.6748 8.8213
0.800 8.1474 8.3056 8.4638 8.6224 8.7806 8.9391 9.0976 9.2562 9.4149 9.5737
0.850 8.9098 9.0823 9.2550 9.4277 9.6005 9.7734 9.9464 10.1194 10.2926 10.4658
0.900 9.8888 10.0798 10.2710 10.4622 10.6536 10.8451 11.0367 11.2284 11.4201 11.6120
0.950 11.3804 11.5998 11.8193 12.0390 12.2588 12.4788 12.6988 12.9190 13.1393 13.3596
0.975 12.7128 12.9576 13.2026 13.4478 13.6931 13.9385 14.1841 14.4299 14.6757 14.9217
0.990 14.3043 14.5795 14.8551 15.1308 15.4065 15.6826 15.9589 16.2352 16.5116 16.7882
0.995 15.4116 15.7082 16.0050 16.3023 16.5992 16.8964 17.1940 17.4912 17.7895 18.0870
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 7.0934 7.2104 7.3273 7.4443 7.5613 7.6782 7.7953 7.9123 8.0293 8.1440
0.650 7.6731 7.7992 7.9253 8.0515 8.1777 8.3039 8.4301 8.5563 8.6826 8.8089
0.700 8.2916 8.4275 8.5634 8.6994 8.8354 8.9714 9.1075 9.2436 9.3797 9.5159
0.750 8.9679 9.1146 9.2613 9.4081 9.5548 9.7017 9.8485 9.9954 10.1423 10.2892
0.800 9.7325 9.8913 10.0502 10.2092 10.3681 10.5272 10.6863 10.8454 11.0046 11.1637
0.850 10.6391 10.8124 10.9858 11.1595 11.3328 11.5063 11.6800 11.8536 12.0273 12.2010
0.900 11.8039 11.9959 12.1880 12.3801 12.5723 12.7645 12.9569 13.1493 13.3418 13.5342
0.950 13.5801 13.8007 14.0214 14.2419 14.4629 14.6838 14.9049 15.1258 15.3470 15.5681
0.975 15.1677 15.4138 15.6605 15.9065 16.1525 16.3996 16.6462 16.8930 17.1398 17.3867
0.990 17.0647 17.3419 17.6189 17.8960 18.1732 18.4507 18.7279 19.0054 19.2831 19.5604
0.995 18.3856 18.6840 18.9825 19.2806 19.5793 19.8778 20.1769 20.4757 20.7748 21.0739
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P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 8.2635 8.3806 8.4976 8.6149 8.7319 8.8490 8.9661 9.0833 9.2005 9.3178
0.650 8.9352 9.0615 9.1878 9.3142 9.4405 9.5669 9.6934 9.8198 9.9462 10.0727
0.700 9.6520 9.7882 9.9244 10.0608 10.1969 10.3332 10.4698 10.6058 10.7422 10.8785
0.750 10.4363 10.5833 10.7304 10.8773 11.0245 11.1715 11.3187 11.4659 11.6131 11.7603
0.800 11.3230 11.4822 11.6415 11.8009 11.9603 12.1196 12.2791 12.4385 12.5980 12.7575
0.850 12.3748 12.5487 12.7225 12.8965 13.0704 13.2444 13.4184 13.5924 13.7665 13.9406
0.900 13.7280 13.9169 14.1120 14.3047 14.4975 14.6902 14.8831 15.0759 15.2688 15.4615
0.950 15.7894 16.0131 16.2319 16.4534 16.6749 16.8964 17.1179 17.3396 17.5612 17.7831
0.975 17.6336 17.8807 18.1278 18.3750 18.6222 18.8694 19.1167 19.3638 19.6116 19.8591
0.990 19.8383 20.1159 20.3940 20.6720 20.9502 21.2282 21.5062 21.7846 22.0628 22.3412
0.995 21.3745 21.6714 21.9717 22.2717 22.5711 22.8704 23.1698 23.4701 23.7671 24.0694
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 9.4348 9.5520 9.6692 9.7864 9.9036 10.0208 10.1381 10.2553 10.3725 10.4898
0.650 10.1991 10.3255 10.4520 10.5785 10.7050 10.8315 10.9581 11.0847 11.2111 11.3377
0.700 11.0149 11.1512 11.2877 11.4241 11.5605 11.6969 11.8334 11.9698 12.1064 12.2428
0.750 11.9075 12.0548 12.2020 12.3493 12.4966 12.6439 12.7912 12.9386 13.0859 13.2333
0.800 12.9170 13.0765 13.2361 13.3957 13.5553 13.7149 13.8746 14.0343 14.1939 14.3536
0.850 14.1147 14.2889 14.4631 14.6373 14.8116 14.9858 15.1601 15.3342 15.5088 15.6831
0.900 15.6547 15.8477 16.0407 16.2337 16.4268 16.6199 16.8130 17.0062 17.1994 17.3926
0.950 18.0046 18.2264 18.4483 18.6701 18.8920 19.1139 19.3359 19.5577 19.7799 20.0020
0.975 20.1066 20.3542 20.6019 20.8494 21.0968 21.3449 21.5927 21.8405 22.0887 22.3363
0.990 22.6197 22.8981 23.1765 23.4554 23.7339 24.0125 24.2913 24.5699 24.8487 25.1275
0.995 24.3694 24.6693 24.9681 25.2700 25.5699 25.8707 26.1703 26.4709 26.7711 27.0714
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 10.6070 10.7243 10.8416 10.9590 11.0761 11.1934 11.3107 11.4280 11.5453 11.6628
0.650 11.4642 11.5907 11.7174 11.8440 11.9706 12.0971 12.2238 12.3504 12.4770 12.6036
0.700 12.3793 12.5158 12.6523 12.7889 12.9254 13.0619 13.1985 13.3351 13.4717 13.6083
0.750 13.3807 13.5281 13.6755 13.8230 13.9704 14.1179 14.2653 14.4128 14.5603 14.7078
0.800 14.5134 14.6731 14.8329 14.9926 15.1524 15.3122 15.4720 15.6319 15.7917 15.9515
0.850 15.8575 16.0319 16.2063 16.3807 16.5551 16.7296 16.9041 17.0787 17.2531 17.4277
0.900 17.5859 17.7791 17.9724 18.1657 18.3591 18.5525 18.7457 18.9392 19.1326 19.3260
0.950 20.2241 20.4461 20.6683 20.8905 21.1127 21.3349 21.5572 21.7794 22.0017 22.2240
0.975 22.5842 22.8323 23.0801 23.3283 23.5762 23.8211 24.0724 24.2944 24.5688 24.8169
0.990 25.4063 25.6853 25.9644 26.2432 26.5222 26.8012 27.0805 27.3595 27.6378 27.9169
0.995 27.3720 27.6723 27.9725 28.2729 28.5738 28.8712 29.1750 29.4754 29.7760 30.0766
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 11.7799 17.6496 23.5232 29.3985 35.2746 41.1512 47.0280 52.9050 58.7822 64.6596
0.650 12.7303 19.0676 25.4104 31.7555 38.1016 44.4484 50.7949 57.1431 63.4903 69.8385
0.700 13.7448 20.5819 27.4258 34.2727 41.1210 47.9700 54.8196 61.6698 68.5197 75.3701
0.750 14.8553 22.2396 29.6325 37.0287 44.4268 51.8259 59.2254 66.6257 74.0260 81.4267
0.800 16.1114 24.1152 32.1292 40.1475 48.1678 56.1893 64.2116 72.2342 80.2574 88.2805
0.850 17.6022 26.3422 35.0937 43.8505 52.6097 61.3710 70.1318 78.8938 87.6564 96.4192
0.900 19.5195 29.2064 38.9078 48.6151 58.3254 68.0356 77.7499 87.4634 97.1773 106.8917
0.950 22.4466 33.5810 44.7333 55.8928 67.0556 78.2205 89.3867 100.5537 111.7213 122.8895
0.975 25.0651 37.4964 49.9478 62.4075 74.8709 87.3368 99.8052 112.2722 124.7423 137.2114
0.990 28.1969 42.1800 56.1860 70.1971 84.2205 98.2432 112.2681 126.2919 140.3208 154.3459
0.995 30.3779 45.4443 60.5305 75.6298 90.7340 105.8409 120.9477 136.0589 151.1650 166.2756
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 70.5368 76.4143 82.2917 88.1692 94.0467 99.9244 105.8014 111.6794 117.5561
0.650 76.1863 82.5344 88.8825 95.2306 101.5786 107.9267 114.2749 120.6231 126.9714
0.700 82.2206 89.0709 95.9218 102.7724 109.6231 116.4739 123.3248 130.1761 137.0266
0.750 88.8274 96.2283 103.6292 111.0304 118.4315 125.8330 133.2338 140.6342 148.0363
0.800 96.3042 104.3279 112.3517 120.3753 128.3995 136.4235 144.4478 152.4715 160.4959
0.850 105.1823 113.9456 122.7087 131.4724 140.2358 148.9997 157.7627 166.5266 175.2906
0.900 116.6063 126.3213 136.0359 145.7500 155.4662 165.1821 174.8965 184.6133 194.3284
0.950 134.0582 145.2272 156.3955 167.5640 178.7334 189.9023 201.0722 212.2417 223.4108
0.975 149.6815 162.1525 174.6223 187.0925 199.5615 212.0335 224.5051 236.9756 249.4471
0.990 168.3728 182.3973 196.4279 210.4536 224.4847 238.5115 252.5399 266.5668 280.5969
0.995 181.6895 196.5027 211.6263 226.7296 241.8283 256.9545 272.0672 287.1753 302.2903
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P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.8493 0.8614 0.8735 0.8856 0.8978 0.9099 0.9220 0.9341 0.9463 0.9584
0.650 0.9884 1.0008 1.0132 1.0256 1.0380 1.0504 1.0628 1.0753 1.0877 1.1002
0.700 1.1350 1.1477 1.1604 1.1731 1.1858 1.1986 1.2113 1.2241 1.2369 1.2497
0.750 1.2933 1.3064 1.3194 1.3324 1.3455 1.3586 1.3718 1.3849 1.3981 1.4112
0.800 1.4698 1.4832 1.4966 1.5100 1.5235 1.5370 1.5505 1.5641 1.5777 1.5913
0.850 1.6756 1.6894 1.7033 1.7172 1.7312 1.7451 1.7592 1.7732 1.7873 1.8015
0.900 1.9348 1.9492 1.9637 1.9782 1.9927 2.0074 2.0220 2.0367 2.0515 2.0663
0.950 2.3195 2.3348 2.3502 2.3656 2.3811 2.3967 2.4123 2.4281 2.4438 2.4596
0.975 2.6537 2.6698 2.6860 2.7022 2.7186 2.7350 2.7515 2.7681 2.7848 2.8015
0.990 3.0429 3.0599 3.0771 3.0944 3.1117 3.1292 3.1468 3.1644 3.1822 3.2001
0.995 3.3083 3.3259 3.3438 3.3618 3.3799 3.3981 3.4164 3.4349 3.4534 3.4721
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 0.9705 0.9827 0.9948 1.0070 1.0192 1.0313 1.0435 1.0557 1.0679 1.0800
0.650 1.1126 1.1251 1.1376 1.1501 1.1626 1.1751 1.1877 1.2002 1.2127 1.2253
0.700 1.2625 1.2754 1.2882 1.3011 1.3140 1.3269 1.3398 1.3527 1.3656 1.3791
0.750 1.4245 1.4377 1.4509 1.4642 1.4775 1.4908 1.5041 1.5175 1.5309 1.5443
0.800 1.6050 1.6187 1.6323 1.6461 1.6598 1.6736 1.6874 1.7013 1.7151 1.7290
0.850 1.8156 1.8298 1.8441 1.8584 1.8727 1.8870 1.9014 1.9158 1.9303 1.9448
0.900 2.0811 2.0960 2.1110 2.1259 2.1410 2.1561 2.1711 2.1864 2.2016 2.2168
0.950 2.4755 2.4914 2.5074 2.5235 2.5397 2.5559 2.5721 2.5885 2.6049 2.6213
0.975 2.8183 2.8353 2.8523 2.8693 2.8865 2.9038 2.9210 2.9384 2.9559 2.9734
0.990 3.2181 3.2362 3.2543 3.2726 3.2910 3.3095 3.3280 3.3467 3.3654 3.3843
0.995 3.4908 3.5098 3.5288 3.5480 3.5671 3.5864 3.6060 3.6255 3.6451 3.6650
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.0922 1.1044 1.1166 1.1288 1.1410 1.1532 1.1654 1.1777 1.1899 1.2021
0.650 1.2379 1.2504 1.2630 1.2756 1.2882 1.3008 1.3134 1.3260 1.3387 1.3513
0.700 1.3916 1.4045 1.4175 1.4305 1.4436 1.4566 1.4696 1.4827 1.4958 1.5089
0.750 1.5577 1.5711 1.5845 1.5980 1.6115 1.6250 1.6385 1.6521 1.6656 1.6792
0.800 1.7429 1.7569 1.7708 1.7848 1.7989 1.8129 1.8270 1.8411 1.8552 1.8693
0.850 1.9593 1.9738 1.9884 2.0031 2.0177 2.0324 2.0471 2.0619 2.0766 2.0915
0.900 2.2321 2.2475 2.2629 2.2783 2.2938 2.3093 2.3249 2.3405 2.3561 2.3718
0.950 2.6378 2.6544 2.6710 2.6877 2.7045 2.7213 2.7382 2.7551 2.7721 2.7891
0.975 2.9910 3.0087 3.0265 3.0443 3.0622 3.0802 3.0983 3.1164 3.1346 3.1529
0.990 3.4033 3.4222 3.4414 3.4606 3.4797 3.4994 3.5188 3.5384 3.5581 3.5779
0.995 3.6849 3.7046 3.7250 3.7452 3.7656 3.7860 3.8065 3.8272 3.8478 3.8687
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.2143 1.2266 1.2388 1.2510 1.2633 1.2755 1.2878 1.3000 1.3123 1.3246
0.650 1.3640 1.3766 1.3893 1.4020 1.4146 1.4273 1.4400 1.4527 1.4654 1.4782
0.700 1.5220 1.5351 1.5482 1.5613 1.5745 1.5877 1.6008 1.6140 1.6272 1.6404
0.750 1.6928 1.7064 1.7201 1.7337 1.7474 1.7611 1.7748 1.7885 1.8022 1.8160
0.800 1.8835 1.8977 1.9119 1.9261 1.9404 1.9547 1.9690 1.9833 1.9977 2.0121
0.850 2.1063 2.1212 2.1361 2.1511 2.1660 2.1810 2.1961 2.2111 2.2262 2.2413
0.900 2.3875 2.4033 2.4189 2.4350 2.4509 2.4668 2.4828 2.4988 2.5148 2.5309
0.950 2.8062 2.8234 2.8406 2.8578 2.8752 2.8925 2.9099 2.9274 2.9450 2.9625
0.975 3.1712 3.1896 3.2081 3.2266 3.2452 3.2639 3.2827 3.3015 3.3204 3.3393
0.990 3.5975 3.6177 3.6377 3.6578 3.6780 3.6983 3.7187 3.7392 3.7596 3.7802
0.995 3.8896 3.9105 3.9318 3.9530 3.9743 3.9957 4.0174 4.0389 4.0605 4.0824
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.3368 1.3491 1.3614 1.3736 1.3859 1.3982 1.4105 1.4228 1.4351 1.4474
0.650 1.4909 1.5036 1.5164 1.5291 1.5419 1.5546 1.5674 1.5802 1.5930 1.6058
0.700 1.6537 1.6669 1.6802 1.6934 1.7067 1.7200 1.7333 1.7466 1.7599 1.7732
0.750 1.8298 1.8436 1.8574 1.8712 1.8850 1.8989 1.9128 1.9267 1.9406 1.9545
0.800 2.0265 2.0409 2.0553 2.0698 2.0843 2.0988 2.1133 2.1279 2.1424 2.1570
0.850 2.2565 2.2716 2.2868 2.3021 2.3173 2.3326 2.3479 2.3633 2.3787 2.3941
0.900 2.5470 2.5632 2.5794 2.5956 2.6119 2.6282 2.6445 2.6609 2.6773 2.6938
0.950 2.9802 2.9978 3.0156 3.0334 3.0512 3.0691 3.0870 3.1050 3.1230 3.1411
0.975 3.3583 3.3774 3.3965 3.4157 3.4350 3.4543 3.4737 3.4931 3.5126 3.5322
0.990 3.8009 3.8217 3.8426 3.8635 3.8845 3.9056 3.9267 3.9480 3.9693 3.9907
0.995 4.1042 4.1262 4.1481 4.1704 4.1925 4.2150 4.2375 4.2600 4.2825 4.3052
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.4486 1.4498 1.4511 1.4523 1.4535 1.4548 1.4560 1.4572 1.4584 1.4597
0.650 1.6071 1.6083 1.6096 1.6109 1.6122 1.6135 1.6147 1.6160 1.6173 1.6186
0.700 1.7746 1.7759 1.7772 1.7785 1.7799 1.7812 1.7825 1.7839 1.7852 1.7865
0.750 1.9559 1.9573 1.9587 1.9600 1.9614 1.9628 1.9642 1.9656 1.9670 1.9684
0.800 2.1585 2.1599 2.1614 2.1629 2.1643 2.1658 2.1672 2.1687 2.1702 2.1716
0.850 2.3956 2.3973 2.3987 2.4002 2.4018 2.4033 2.4049 2.4064 2.4079 2.4095
0.900 2.6954 2.6971 2.6987 2.7003 2.7020 2.7037 2.7053 2.7070 2.7086 2.7103
0.950 3.1429 3.1447 3.1465 3.1483 3.1502 3.1520 3.1538 3.1556 3.1574 3.1592
0.975 3.5341 3.5361 3.5381 3.5400 3.5420 3.5440 3.5459 3.5479 3.5499 3.5518
0.990 3.9927 3.9949 3.9971 3.9993 4.0014 4.0035 4.0055 4.0078 4.0100 4.0121
0.995 4.3075 4.3097 4.3121 4.3143 4.3178 4.3188 4.3211 4.3234 4.3255 4.3279
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P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.4597 1.5829 1.7064 1.8303 1.9545 2.0791 2.2039 2.3290 2.4544 2.5801
0.650 1.6186 1.7470 1.8761 2.0058 2.1361 2.2669 2.3983 2.5302 2.6625 2.7952
0.700 1.7865 1.9205 2.0556 2.1916 2.3284 2.4661 2.6045 2.7437 2.8834 3.0238
0.750 1.9684 2.1086 2.2502 2.3931 2.5372 2.6824 2.8286 2.9757 3.1237 3.2724
0.800 2.1716 2.3189 2.4679 2.6187 2.7711 2.9249 3.0800 3.2362 3.3935 3.5518
0.850 2.4095 2.5651 2.7232 2.8835 3.0458 3.2098 3.3755 3.5427 3.7112 3.8809
0.900 2.7103 2.8769 3.0467 3.2193 3.3944 3.5719 3.7514 3.9329 4.1160 4.3007
0.950 3.1592 3.3429 3.5309 3.7227 3.9179 4.1162 4.3173 4.5209 4.7267 4.9345
0.975 3.5518 3.7511 3.9557 4.1650 4.3785 4.5959 4.8167 5.0406 5.2671 5.4960
0.990 4.0121 4.2305 4.4554 4.6861 4.9222 5.1629 5.4077 5.6566 5.9080 6.1623
0.995 4.3279 4.5601 4.7993 5.0453 5.2973 5.5544 5.8164 6.0823 6.3520 6.6250
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 2.7060 2.8321 2.9584 3.0850 3.2117 3.3386 3.4656 3.5928 3.7201 3.8475
0.650 2.9284 3.0618 3.1956 3.3297 3.4641 3.5987 3.7335 3.8686 4.0039 4.1393
0.700 3.1646 3.3060 3.4478 3.5900 3.7325 3.8755 4.0187 4.1622 4.3060 4.4501
0.750 3.4218 3.5718 3.7224 3.8736 4.0252 4.1773 4.3298 4.4826 4.6358 4.7894
0.800 3.7109 3.8709 4.0316 4.1929 4.3548 4.5174 4.6804 4.8439 5.0078 5.1721
0.850 4.0518 4.2236 4.3963 4.5699 4.7442 4.9192 5.0949 5.2711 5.4478 5.6251
0.900 4.4867 4.6740 4.8624 5.0519 5.2423 5.4336 5.6256 5.8184 6.0118 6.2058
0.950 5.1442 5.3555 5.5682 5.7824 5.9978 6.2142 6.4316 6.6500 6.8692 7.0892
0.975 5.7273 5.9605 6.1954 6.4320 6.6700 6.9093 7.1497 7.3913 7.6339 7.8774
0.990 6.4202 6.6798 6.9417 7.2055 7.4712 7.7379 8.0063 8.2760 8.5468 8.8186
0.995 6.9008 7.1794 7.4601 7.7430 8.0278 8.3143 8.6022 8.8916 9.1799 9.4742
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 3.9751 4.1028 4.2305 4.3584 4.4864 4.6144 4.7425 4.8707 4.9990 5.1273
0.650 4.2749 4.4107 4.5467 4.6827 4.8189 4.9553 5.0917 5.2282 5.3649 5.5016
0.700 4.5944 4.7389 4.8836 5.0284 5.1735 5.3187 5.4641 5.6096 5.7553 5.9010
0.750 4.9432 5.0973 5.2516 5.4062 5.5610 5.7160 5.8712 6.0266 6.1822 6.3379
0.800 5.3368 5.5018 5.6672 5.8328 5.9987 6.1649 6.3313 6.4979 6.6647 6.8317
0.850 5.8028 5.9809 6.1594 6.3382 6.5174 6.6969 6.8766 7.0567 7.2369 7.4175
0.900 6.4004 6.5954 6.7910 6.9870 7.1834 7.3801 7.5772 7.7746 7.9724 8.1704
0.950 7.3098 7.5311 7.7531 7.9754 8.1984 8.4218 8.6456 8.8698 9.0944 9.3193
0.975 8.1216 8.3666 8.6123 8.8584 9.1057 9.3531 9.6011 9.8496 10.0983 10.3477
0.990 9.0914 9.3651 9.6396 9.9149 10.1908 10.4673 10.7444 11.0220 11.3005 11.5790
0.995 9.7681 10.0606 10.3552 10.6507 10.9469 11.2437 11.5413 11.8395 12.1380 12.4372
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 5.2557 5.3841 5.5126 5.6412 5.7698 5.8984 6.0271 6.1558 6.2846 6.4134
0.650 5.6385 5.7754 5.9124 6.0494 6.1866 6.3238 6.4610 6.5984 6.7357 6.8732
0.700 6.0469 6.1929 6.3390 6.4852 6.6315 6.7779 6.9243 7.0709 7.2175 7.3641
0.750 6.4937 6.6497 6.8059 6.9621 7.1184 7.2749 7.4315 7.5881 7.7448 7.9017
0.800 6.9989 7.1662 7.3338 7.5014 7.6692 7.8371 8.0052 8.1733 8.3416 8.5100
0.850 7.5982 7.7791 7.9602 8.1415 8.3229 8.5045 8.6863 8.8682 9.0502 9.2325
0.900 8.3686 8.5670 8.7658 8.9648 9.1639 9.3632 9.5627 9.7624 9.9622 10.1622
0.950 9.5446 9.7702 9.9960 10.2222 10.4485 10.6751 10.9019 11.1289 11.3561 11.5835
0.975 10.5974 10.8474 11.0977 11.3483 11.5992 11.8505 12.1019 12.3536 12.6054 12.8576
0.990 11.8580 12.1373 12.4171 12.6971 12.9777 13.2585 13.5396 13.8210 14.1025 14.3843
0.995 12.7368 13.0372 13.3380 13.6381 13.9400 14.2406 14.5424 14.8447 15.1471 15.4497
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 6.5423 6.6712 6.8001 6.9290 7.0580 7.1870 7.3160 7.4450 7.5741 7.7032
0.650 7.0106 7.1482 7.2857 7.4234 7.5610 7.6986 7.8364 7.9742 8.1120 8.2498
0.700 7.5109 7.6577 7.8045 7.9509 8.0984 8.2454 8.3925 8.5396 8.6867 8.8339
0.750 8.0586 8.2156 8.3726 8.5297 8.6869 8.8442 9.0015 9.1589 9.3163 9.4738
0.800 8.6784 8.8470 9.0157 9.1844 9.3532 9.5221 9.6910 9.8601 10.0292 10.1983
0.850 9.4146 9.5970 9.7795 9.9621 10.1447 10.3275 10.5103 10.6932 10.8763 11.0593
0.900 10.3623 10.5624 10.7629 10.9634 11.1638 11.3646 11.5654 11.7663 11.9673 12.1684
0.950 11.8111 12.0388 12.2667 12.4947 12.7229 12.9511 13.1795 13.4081 13.6367 13.8654
0.975 13.1099 13.3623 13.6145 13.8679 14.1208 14.3739 14.6273 14.8801 15.1342 15.3878
0.990 14.6665 14.9487 15.2311 15.5138 15.7968 16.0798 16.3628 16.6463 16.9298 17.2133
0.995 15.7524 16.0557 16.3552 16.6628 16.9662 17.2703 17.5741 17.8784 18.1831 18.4875
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 7.8323 7.9615 8.0906 8.2198 8.3490 8.4782 8.6075 8.7367 8.8660 8.9952
0.650 8.3877 8.5256 8.6635 8.8014 8.9393 9.0774 9.2154 9.3535 9.4915 9.6296
0.700 8.9811 9.1284 9.2757 9.4230 9.5704 9.7178 9.8652 10.0127 10.1602 10.3077
0.750 9.6313 9.7888 9.9464 10.1041 10.2618 10.4195 10.5773 10.7351 10.8929 11.0508
0.800 10.3675 10.5368 10.7061 10.8755 11.0449 11.2143 11.3838 11.5534 11.7230 11.8926
0.850 11.2425 11.4257 11.6089 11.7922 11.9756 12.1591 12.3426 12.5261 12.7098 12.8934
0.900 12.3696 12.5708 12.7721 12.9735 13.1749 13.3765 13.5780 13.7797 13.9814 14.1831
0.950 14.0943 14.3232 14.5523 14.7814 15.0106 15.2398 15.4692 15.6987 15.9281 16.1577
0.975 15.6416 15.8955 16.1495 16.4036 16.6584 16.9144 17.1665 17.4209 17.6754 17.9300
0.990 17.4972 17.7811 18.0650 18.3503 18.6333 18.9177 19.2021 19.4867 19.7713 20.0560
0.995 18.7922 19.0970 19.4024 19.7071 20.0124 20.3177 20.6230 20.9288 21.2347 21.5402
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P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 9.1245 9.2539 9.3832 9.5125 9.6419 9.7712 9.9006 10.0299 10.1593 10.2887
0.650 9.7677 9.9058 10.0440 10.1821 10.3203 10.4585 10.5967 10.7349 10.8732 11.0114
0.700 10.4552 10.6028 10.7504 10.8980 11.0456 11.1933 11.3409 11.4886 11.6363 11.7840
0.750 11.2087 11.3666 11.5246 11.6826 11.8406 11.9986 12.1567 12.3148 12.4729 12.6310
0.800 12.0623 12.2320 12.4017 12.5715 12.7413 12.9111 13.0809 13.2508 13.4208 13.5907
0.850 13.0771 13.2608 13.4445 13.6284 13.8122 13.9961 14.1800 14.3639 14.5479 14.7319
0.900 14.3849 14.5868 14.7887 14.9906 15.1926 15.3947 15.5967 15.7989 16.0010 16.2030
0.950 16.3873 16.6171 16.8468 17.0767 17.3065 17.5364 17.7663 17.9964 18.2264 18.4566
0.975 18.1847 18.4396 18.6943 18.9491 19.2040 19.4591 19.7142 19.9693 20.2245 20.4796
0.990 20.3408 20.6257 20.9107 21.1956 21.4807 21.7658 22.0510 22.3363 22.6204 22.9069
0.995 21.8463 22.1520 22.4580 22.7643 23.0703 23.3763 23.6828 23.9892 24.2948 24.6018
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 10.4181 10.5476 10.6770 10.8064 10.9359 11.0653 11.1948 11.3228 11.4538 11.5832
0.650 11.1496 11.2879 11.4262 11.5645 11.7028 11.8412 11.9795 12.1178 12.2562 12.3946
0.700 11.9318 12.0795 12.2273 12.3751 12.5229 12.6707 12.8187 12.9664 13.1143 13.2622
0.750 12.7892 12.9473 13.1055 13.2637 13.4220 13.5802 13.7384 13.8967 14.0551 14.2134
0.800 13.7607 13.9307 14.1007 14.2707 14.4408 14.6109 14.7809 14.9511 15.1212 15.2914
0.850 14.9160 15.1001 15.2842 15.4683 15.6521 15.8366 16.0208 16.2050 16.3893 16.5736
0.900 16.4055 16.6077 16.8100 17.0123 17.2147 17.4171 17.6195 17.8234 18.0244 18.2269
0.950 18.6867 18.9169 19.1471 19.3774 19.6077 19.8380 20.0684 20.2988 20.5293 20.7597
0.975 20.7350 20.9903 21.2458 21.5012 21.7565 22.0121 22.2675 22.5231 22.7788 23.0345
0.990 23.1927 23.4779 23.8086 24.0496 24.3351 24.6208 24.9066 25.1925 25.4781 25.7644
0.995 24.9084 25.2150 25.5218 25.8288 26.1352 26.4426 26.7490 27.0561 27.3631 27.6715
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 11.7127 11.8422 11.9717 12.1012 12.2307 12.3603 12.4898 12.6193 12.7489 12.8786
0.650 12.5329 12.6713 12.8097 12.9481 13.0865 13.2250 13.3634 13.5018 13.6402 13.7787
0.700 13.4101 13.5579 13.7059 13.8538 14.0017 14.1496 14.2976 14.4456 14.5935 14.7415
0.750 14.3717 14.5300 14.6884 14.8468 15.0051 15.1635 15.3220 15.4804 15.6388 15.7972
0.800 15.4615 15.6317 15.8020 15.9722 16.1424 16.3127 16.4830 16.6530 16.8235 16.9939
0.850 16.7579 16.9422 17.1265 17.3109 17.4952 17.6796 17.8640 18.0484 18.2329 18.4174
0.900 18.4294 18.6319 18.8345 19.0372 19.2397 19.4424 19.6450 19.8477 20.0504 20.2531
0.950 20.9902 21.2208 21.4513 21.6820 21.9126 22.1433 22.3739 22.6046 22.8354 23.0660
0.975 23.2902 23.5458 23.8012 24.0574 24.3132 24.5690 24.8249 25.0810 25.3366 25.5927
0.990 26.0500 26.3358 26.6220 26.9075 27.1941 27.4802 27.7660 28.0524 28.3386 28.6251
0.995 27.9772 28.2837 28.5912 28.8986 29.2060 29.5132 29.8204 30.1272 30.4347 30.7419
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 13.0080 19.4899 25.9762 32.4642 38.9532 45.4426 51.9324 58.4223 64.9124 71.4026
0.650 13.9172 20.8459 27.7807 34.7176 41.6558 48.5947 55.5343 62.4737 69.4135 76.3535
0.700 14.8895 22.2966 29.7110 37.1285 44.5475 51.9674 59.3878 66.8087 74.2299 81.6507
0.750 15.9557 23.8876 31.8286 39.7733 47.7200 55.6674 63.6156 71.5644 79.5133 87.4625
0.800 17.1642 25.6916 34.2299 42.7725 51.3173 59.8633 68.4102 76.9576 85.5053 94.0533
0.850 18.6018 27.8384 37.0877 46.3422 55.5991 64.8577 74.1171 83.3772 92.6376 101.8984
0.900 20.4559 30.6079 40.7751 50.9483 61.1246 71.3026 81.4814 91.6612 101.8417 112.0226
0.950 23.2969 34.8537 46.4290 58.0106 69.5971 81.1853 92.7747 104.3652 115.9562 127.5475
0.975 25.8487 38.6685 51.5091 64.3587 77.2118 90.0680 102.9250 115.7828 128.6418 141.5007
0.990 28.9111 43.2484 57.6089 71.9804 86.3538 100.7319 115.1107 129.4921 143.8110 158.2541
0.995 31.0495 46.4468 61.8567 77.3065 92.7396 108.1817 123.6269 139.0674 154.5122 169.9574
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 77.8929 84.3833 90.8736 97.3641 103.8544 110.3450 116.8352 123.3262 129.8167
0.650 83.2935 90.2337 97.1740 104.1142 111.0545 117.9949 124.9354 131.8756 138.8163
0.700 89.0723 96.4940 103.9153 111.3369 118.7585 126.1802 133.6020 141.0238 148.4456
0.750 95.4119 103.3614 111.3111 119.2607 127.2105 135.1602 143.1101 151.0601 159.0100
0.800 102.6014 111.1500 119.6983 128.2470 136.7959 145.3443 153.8934 162.4402 170.9908
0.850 111.1595 120.4210 129.6820 138.9435 148.2052 157.4668 166.7266 175.9901 185.2515
0.900 122.2033 132.3845 142.5653 152.7473 162.9287 173.1105 183.2923 193.4742 203.6565
0.950 139.1397 150.7312 162.3246 173.9156 185.5080 197.1006 208.6930 220.2864 231.8789
0.975 154.3604 167.2209 180.0815 192.9412 205.8027 218.6637 231.5238 244.3845 257.2462
0.990 172.6329 187.0204 201.4026 215.7867 230.1686 244.5536 258.9359 273.3215 287.7073
0.995 185.4045 200.8508 216.2983 231.7451 247.1908 262.6365 278.0710 293.5309 308.9750
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Table 6.1: k = 7
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.8991 0.9122 0.9253 0.9384 0.9515 0.9646 0.9777 0.9909 1.0040 1.0171
0.650 1.0378 1.0512 1.0645 1.0779 1.0913 1.1047 1.1181 1.1315 1.1449 1.1584
0.700 1.1840 1.1977 1.2113 1.2250 1.2387 1.2524 1.2661 1.2799 1.2936 1.3074
0.750 1.3419 1.3559 1.3698 1.3838 1.3979 1.4119 1.4260 1.4400 1.4542 1.4683
0.800 1.5178 1.5322 1.5465 1.5609 1.5752 1.5897 1.6041 1.6186 1.6331 1.6476
0.850 1.7230 1.7378 1.7525 1.7673 1.7822 1.7971 1.8120 1.8269 1.8419 1.8569
0.900 1.9815 1.9967 2.0121 2.0274 2.0428 2.0583 2.0738 2.0894 2.1050 2.1206
0.950 2.3650 2.3811 2.3972 2.4135 2.4298 2.4461 2.4626 2.4791 2.4956 2.5122
0.975 2.6981 2.7149 2.7319 2.7489 2.7660 2.7832 2.8004 2.8178 2.8352 2.8527
0.990 3.0860 3.1037 3.1216 3.1396 3.1576 3.1758 3.1940 3.2124 3.2309 3.2494
0.995 3.3504 3.3689 3.3874 3.4061 3.4248 3.4436 3.4626 3.4818 3.5009 3.5202
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 1.0303 1.0434 1.0566 1.0696 1.0828 1.0960 1.1092 1.1223 1.1355 1.1487
0.650 1.1718 1.1853 1.1987 1.2122 1.2257 1.2392 1.2527 1.2662 1.2797 1.2933
0.700 1.3211 1.3349 1.3487 1.3626 1.3764 1.3902 1.4041 1.4180 1.4319 1.4458
0.750 1.4824 1.4966 1.5108 1.5250 1.5392 1.5534 1.5677 1.5820 1.5963 1.6106
0.800 1.6622 1.6768 1.6914 1.7060 1.7207 1.7354 1.7501 1.7648 1.7796 1.7944
0.850 1.8720 1.8871 1.9022 1.9168 1.9325 1.9477 1.9630 1.9783 1.9936 2.0089
0.900 2.1363 2.1520 2.1678 2.1836 2.1995 2.2154 2.2314 2.2474 2.2634 2.2795
0.950 2.5289 2.5456 2.5624 2.5793 2.5962 2.6132 2.6302 2.6473 2.6644 2.6817
0.975 2.8702 2.8879 2.9056 2.9234 2.9412 2.9592 2.9772 2.9953 3.0135 3.0317
0.990 3.2679 3.2868 3.3056 3.3246 3.3437 3.3627 3.3819 3.4013 3.4206 3.4401
0.995 3.5395 3.5592 3.5788 3.5984 3.6183 3.6383 3.6584 3.6785 3.6988 3.7193
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.1619 1.1751 1.1883 1.2014 1.2147 1.2278 1.2411 1.2543 1.2675 1.2807
0.650 1.3068 1.3203 1.3339 1.3474 1.3610 1.3746 1.3882 1.4018 1.4154 1.4290
0.700 1.4597 1.4736 1.4876 1.5015 1.5155 1.5295 1.5435 1.5575 1.5715 1.5855
0.750 1.6249 1.6393 1.6536 1.6680 1.6824 1.6969 1.7113 1.7258 1.7403 1.7548
0.800 1.8092 1.8240 1.8389 1.8538 1.8687 1.8836 1.8986 1.9135 1.9285 1.9436
0.850 2.0243 2.0397 2.0552 2.0707 2.0862 2.1017 2.1173 2.1329 2.1485 2.1642
0.900 2.2956 2.3118 2.3280 2.3442 2.3605 2.3768 2.3932 2.4096 2.4261 2.4425
0.950 2.6989 2.7162 2.7336 2.7511 2.7686 2.7861 2.8037 2.8214 2.8391 2.8568
0.975 3.0500 3.0684 3.0868 3.1053 3.1239 3.1426 3.1613 3.1801 3.1995 3.2179
0.990 3.4597 3.4793 3.4991 3.5190 3.5389 3.5589 3.5788 3.5994 3.6195 3.6399
0.995 3.7397 3.7602 3.7810 3.8017 3.8226 3.8436 3.8647 3.8859 3.9071 3.9286
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.2939 1.3071 1.3204 1.3336 1.3468 1.3601 1.3733 1.3866 1.3998 1.4131
0.650 1.4426 1.4562 1.4699 1.4835 1.4972 1.5108 1.5245 1.5382 1.5518 1.5655
0.700 1.5996 1.6136 1.6277 1.6418 1.6559 1.6700 1.6841 1.6982 1.7124 1.7265
0.750 1.7693 1.7838 1.7983 1.8129 1.8275 1.8421 1.8567 1.8713 1.8860 1.9007
0.800 1.9586 1.9737 1.9888 2.0039 2.0190 2.0342 2.0494 2.0646 2.0798 2.0951
0.850 2.1799 2.1956 2.2113 2.2271 2.2429 2.2588 2.2746 2.2905 2.3064 2.3224
0.900 2.4591 2.4756 2.4922 2.5089 2.5256 2.5423 2.5590 2.5758 2.5926 2.6097
0.950 2.8747 2.8925 2.9105 2.9284 2.9465 2.9645 2.9827 3.0009 3.0191 3.0374
0.975 3.2370 3.2560 3.2751 3.2944 3.3136 3.3329 3.3523 3.3718 3.3913 3.4109
0.990 3.6603 3.6809 3.7015 3.7222 3.7430 3.7639 3.7847 3.8058 3.8269 3.8480
0.995 3.9501 3.9716 3.9933 4.0150 4.0369 4.0590 4.0809 4.1031 4.1253 4.1476
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.4263 1.4396 1.4529 1.4663 1.4794 1.4927 1.5060 1.5193 1.5325 1.5458
0.650 1.5793 1.5929 1.6066 1.6203 1.6341 1.6478 1.6615 1.6753 1.6890 1.7028
0.700 1.7407 1.7548 1.7690 1.7832 1.7974 1.8117 1.8259 1.8401 1.8544 1.8686
0.750 1.9153 1.9300 1.9447 1.9595 1.9742 1.9890 2.0037 2.0185 2.0333 2.0482
0.800 2.1103 2.1256 2.1410 2.1563 2.1716 2.1870 2.2024 2.2178 2.2333 2.2487
0.850 2.3384 2.3544 2.3704 2.3865 2.4026 2.4187 2.4348 2.4510 2.4672 2.4834
0.900 2.6264 2.6433 2.6603 2.6773 2.6944 2.7114 2.7286 2.7457 2.7629 2.7801
0.950 3.0557 3.0741 3.0925 3.1110 3.1295 3.1481 3.1667 3.1854 3.2041 3.2229
0.975 3.4305 3.4502 3.4700 3.4898 3.5097 3.5297 3.5500 3.5698 3.5899 3.6101
0.990 3.8693 3.8907 3.9120 3.9335 3.9551 3.9767 3.9985 4.0203 4.0421 4.0665
0.995 4.1699 4.1925 4.2151 4.2372 4.2605 4.2834 4.3063 4.3293 4.3525 4.3756
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.5472 1.5485 1.5498 1.5511 1.5525 1.5538 1.5551 1.5565 1.5578 1.5591
0.650 1.7042 1.7055 1.7069 1.7083 1.7097 1.7110 1.7124 1.7138 1.7152 1.7165
0.700 1.8701 1.8715 1.8729 1.8744 1.8758 1.8772 1.8786 1.8801 1.8815 1.8829
0.750 2.0496 2.0511 2.0526 2.0541 2.0556 2.0571 2.0585 2.0600 2.0615 2.0630
0.800 2.2503 2.2518 2.2534 2.2549 2.2565 2.2580 2.2595 2.2611 2.2626 2.2642
0.850 2.4850 2.4866 2.4883 2.4899 2.4915 2.4931 2.4948 2.4964 2.4980 2.4996
0.900 2.7818 2.7835 2.7853 2.7870 2.7887 2.7904 2.7922 2.7939 2.7956 2.7973
0.950 3.2247 3.2266 3.2285 3.2305 3.2323 3.2342 3.2361 3.2379 3.2398 3.2417
0.975 3.6121 3.6141 3.6161 3.6182 3.6202 3.6222 3.6242 3.6263 3.6283 3.6303
0.990 4.0663 4.0685 4.0707 4.0729 4.0750 4.0772 4.0795 4.0817 4.0839 4.0860
0.995 4.3781 4.3803 4.3826 4.3848 4.3873 4.3896 4.3922 4.3942 4.3966 4.3990
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Table 6.1: k = 7
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.5591 1.6922 1.8257 1.9594 2.0935 2.2278 2.3624 2.4972 2.6323 2.7677
0.650 1.7165 1.8546 1.9932 2.1325 2.2723 2.4126 2.5533 2.6946 2.8362 2.9783
0.700 1.8829 2.0262 2.1705 2.3156 2.4616 2.6084 2.7558 2.9039 3.0527 3.2019
0.750 2.0630 2.2121 2.3626 2.5143 2.6671 2.8210 2.9758 3.1316 3.2881 3.4453
0.800 2.2642 2.4200 2.5775 2.7367 2.8974 3.0594 3.2227 3.3871 3.5526 3.7190
0.850 2.4996 2.6634 2.8295 2.9977 3.1678 3.3396 3.5130 3.6879 3.8642 4.0415
0.900 2.7973 2.9715 3.1487 3.3287 3.5111 3.6958 3.8825 4.0711 4.2613 4.4531
0.950 3.2417 3.4319 3.6268 3.8251 4.0268 4.2315 4.4390 4.6489 4.8612 5.0754
0.975 3.6303 3.8357 4.0463 4.2615 4.4809 4.7041 4.9307 5.1603 5.3926 5.6274
0.990 4.0860 4.3099 4.5403 4.7761 5.0175 5.2631 5.5131 5.7668 6.0238 6.2838
0.995 4.3990 4.6358 4.8801 5.1310 5.3848 5.6497 5.9163 6.1871 6.4617 6.7395
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 2.9032 3.0390 3.1749 3.3110 3.4473 3.5838 3.7204 3.8571 3.9940 4.1310
0.650 3.1207 3.2634 3.4064 3.5497 3.6933 3.8372 3.9812 4.1255 4.2699 4.4146
0.700 3.3517 3.5019 3.6526 3.8037 3.9551 4.1069 4.2590 4.4114 4.5640 4.7169
0.750 3.6033 3.7618 3.9209 4.0806 4.2407 4.4012 4.5622 4.7236 4.8853 5.0473
0.800 3.8862 4.0543 4.2230 4.3925 4.5625 4.7331 4.9043 5.0759 5.2479 5.4203
0.850 4.2200 4.3995 4.5799 4.7611 4.9430 5.1257 5.3090 5.4929 5.6773 5.8622
0.900 4.6462 4.8407 5.0362 5.2328 5.4303 5.6287 5.8279 6.0278 6.2284 6.4296
0.950 5.2914 5.5091 5.7283 5.9489 6.1706 6.3935 6.6174 6.8422 7.0679 7.2943
0.975 5.8644 6.1034 6.3443 6.5867 6.8306 7.0757 7.3221 7.5696 7.8181 8.0676
0.990 6.5464 6.8114 7.0786 7.3476 7.6184 7.8907 8.1645 8.4398 8.7157 8.9930
0.995 7.0203 7.3036 7.5894 7.8773 8.1672 8.4587 8.7514 9.0460 9.3411 9.6384
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 4.2680 4.4053 4.5426 4.6800 4.8175 4.9551 5.0927 5.2305 5.3683 5.5061
0.650 4.5594 4.7044 4.8496 4.9948 5.1403 5.2872 5.4315 5.5772 5.7231 5.8690
0.700 4.8701 5.0235 5.1770 5.3308 5.4847 5.6388 5.7930 5.9474 6.1019 6.2566
0.750 5.2096 5.3722 5.5351 5.6982 5.8615 6.0250 6.1888 6.3527 6.5167 6.6810
0.800 5.5931 5.7663 5.9397 6.1135 6.2876 6.4619 6.6364 6.8112 6.9861 7.1613
0.850 6.0476 6.2334 6.4196 6.6062 6.7931 6.9803 7.1677 7.3555 7.5435 7.7325
0.900 6.6313 6.8336 7.0364 7.2395 7.4431 7.6471 7.8514 8.0561 8.2610 8.4663
0.950 7.5214 7.7492 7.9776 8.2066 8.4361 8.6660 8.8964 9.1272 9.3584 9.5899
0.975 8.3178 8.5688 8.8205 9.0729 9.3258 9.5793 9.8334 10.0879 10.3428 10.5981
0.990 9.2713 9.5504 9.8304 10.1111 10.3924 10.6745 10.9570 11.2402 11.5239 11.8080
0.995 9.9364 10.2354 10.5351 10.8356 11.1373 11.4388 11.7419 12.0452 12.3489 12.6533
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 5.6441 5.7821 5.9201 6.0582 6.1964 6.3346 6.4728 6.6111 6.7495 6.8878
0.650 6.0151 6.1612 6.3075 6.4537 6.6001 6.7466 6.8930 7.0396 7.1862 7.3329
0.700 6.4114 6.5663 6.7213 6.8764 7.0316 7.1868 7.3422 7.4976 7.6531 7.8087
0.750 6.8454 7.0099 7.1746 7.3394 7.5043 7.6692 7.8344 7.9996 8.1649 8.3303
0.800 7.3366 7.5122 7.6878 7.8637 8.0396 8.2158 8.3920 8.5683 8.7448 8.9214
0.850 7.9202 8.1089 8.2978 8.4868 8.6760 8.8654 9.0549 9.2446 9.4344 9.6243
0.900 8.6718 8.8775 9.0835 9.2897 9.4961 9.7027 9.9095 10.1165 10.3235 10.5308
0.950 9.8218 10.0539 10.2864 10.5191 10.7521 10.9853 11.2187 11.4523 11.6862 11.9202
0.975 10.8538 11.1099 11.3663 11.6233 11.8801 12.1373 12.3949 12.6527 12.9107 13.1689
0.990 12.0925 12.3774 12.6629 12.9486 13.2330 13.5210 13.8076 14.0946 14.3817 14.6693
0.995 12.9585 13.2633 13.5690 13.8750 14.1816 14.4882 14.7951 15.1026 15.4105 15.7178
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 7.0263 7.1647 7.3032 7.4417 7.5802 7.7188 7.8574 7.9960 8.1346 8.2733
0.650 7.4796 7.6264 7.7732 7.9201 8.0670 8.2139 8.3609 8.5079 8.6550 8.8021
0.700 7.9644 8.1201 8.2758 8.4317 8.5876 8.7435 8.8995 9.0555 9.2116 9.3677
0.750 8.4958 8.6614 8.8270 8.9927 9.1587 9.3243 9.4902 9.6561 9.8221 9.9879
0.800 9.0980 9.2748 9.4517 9.6286 9.8056 9.9827 10.1599 10.3371 10.5144 10.6918
0.850 9.8144 10.0045 10.1948 10.3852 10.5757 10.7652 10.9569 11.1476 11.3384 11.5293
0.900 10.7383 10.9458 11.1535 11.3613 11.5692 11.7772 11.9853 12.1935 12.4018 12.6102
0.950 12.1544 12.3887 12.6232 12.8579 13.0927 13.3277 13.5628 13.7979 14.0332 14.2687
0.975 13.4276 13.6860 13.9448 14.2037 14.4629 14.7222 14.9815 15.2411 15.5009 15.7606
0.990 14.9569 15.2446 15.5328 15.8231 16.1096 16.3982 16.6870 16.9761 17.2646 17.5544
0.995 16.0265 16.3347 16.6435 16.9524 17.2607 17.5704 17.8798 18.0586 18.4992 18.8088
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 8.4120 8.5507 8.6895 8.8282 8.9670 9.1058 9.2446 9.3834 9.5223 9.6612
0.650 8.9492 9.0963 9.2435 9.3907 9.5380 9.6852 9.8325 9.9798 10.1271 10.2745
0.700 9.5239 9.6800 9.8363 9.9926 10.1489 10.3052 10.4615 10.6180 10.7744 10.9309
0.750 10.1543 10.3205 10.4866 10.6529 10.8192 10.9855 11.1519 11.3183 11.4847 11.6512
0.800 10.8692 11.0467 11.2243 11.4018 11.5795 11.7572 11.9349 12.1127 12.2906 12.4684
0.850 11.7203 11.9113 12.1024 12.2935 12.4847 12.6760 12.8673 13.0587 13.2501 13.4416
0.900 12.8187 13.0273 13.2361 13.4446 13.6534 13.8623 14.0713 14.2801 14.4892 14.6983
0.950 14.5042 14.7397 14.9755 15.2112 15.4472 15.6831 15.9191 16.1553 16.3914 16.6277
0.975 16.0206 16.2805 16.5408 16.8010 17.0614 17.3218 17.5823 17.8430 18.1038 18.3645
0.990 17.8438 18.1330 18.4229 18.7127 19.0036 19.2947 19.5826 19.8751 20.1641 20.4532
0.995 19.1187 19.4291 19.7395 20.0498 20.3606 20.6712 20.9817 21.2928 21.6031 21.9144
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Table 6.1: k = 7
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 9.8000 9.9389 10.0778 10.2167 10.3557 10.4946 10.6336 10.7725 10.9115 11.0505
0.650 10.4218 10.5692 10.7166 10.8641 11.0115 11.1590 11.3065 11.4539 11.6014 11.7490
0.700 11.0870 11.2438 11.4004 11.5569 11.7135 11.8701 12.0267 12.1834 12.3400 12.4967
0.750 11.8177 11.9842 12.1508 12.3174 12.4840 12.6507 12.8173 12.9840 13.1507 13.3175
0.800 12.6463 12.8242 13.0022 13.1802 13.3583 13.5363 13.7144 13.8926 14.0707 14.2489
0.850 13.6331 13.8247 14.0162 14.2079 14.3996 14.5913 14.7830 14.9748 15.1666 15.3585
0.900 14.9074 15.1167 15.3259 15.5352 15.7446 15.9539 16.1637 16.3728 16.5823 16.7919
0.950 16.8641 17.1004 17.3369 17.5734 17.8100 18.0466 18.2833 18.5199 18.7567 18.9935
0.975 18.6252 18.8864 19.1472 19.4085 19.6694 19.9307 20.1919 20.4532 20.7146 20.9758
0.990 20.7440 21.0343 21.3248 21.6156 21.9063 22.1970 22.4878 22.7790 23.0699 23.3610
0.995 22.2258 22.5370 22.8484 23.1595 23.4715 23.7827 24.0947 24.4060 24.7181 25.0297
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 11.1895 11.3285 11.4676 11.6066 11.7456 11.8847 12.0237 12.1628 12.3018 12.4409
0.650 11.8965 12.0441 12.1916 12.3392 12.4868 12.6344 12.7820 12.9296 13.0773 13.2249
0.700 12.6534 12.8102 12.9668 13.1236 13.2803 13.4371 13.5939 13.7507 13.9075 14.0644
0.750 13.4842 13.6510 13.8178 13.9847 14.1515 14.3184 14.4853 14.6521 14.8191 14.9860
0.800 14.4271 14.6054 14.7837 14.9619 15.1402 15.3186 15.4969 15.6753 15.8537 16.0321
0.850 15.5504 15.7423 15.9342 16.1262 16.3182 16.5103 16.7023 16.8944 17.0865 17.2786
0.900 17.0017 17.2111 17.4208 17.6305 17.8402 18.0501 18.2598 18.4696 18.6795 18.8894
0.950 19.2303 19.4672 19.7042 19.9412 20.1782 20.4145 20.6524 20.8895 21.1266 21.3638
0.975 21.2375 21.4990 21.7606 22.0221 22.2839 22.5456 22.8072 23.0691 23.3308 23.5926
0.990 23.6521 23.9432 24.2343 24.5243 24.8172 25.1085 25.3999 25.6913 25.9829 26.2745
0.995 25.3420 25.6538 25.9657 26.2779 26.5897 26.9019 27.2146 27.5264 27.8384 28.1504
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 12.5800 12.7191 12.8582 12.9973 13.1364 13.2756 13.4147 13.5538 13.6930 13.8321
0.650 13.3726 13.5202 13.6679 13.8156 13.9633 14.1110 14.2587 14.4064 14.5541 14.7019
0.700 14.2212 14.3781 14.5349 14.6918 14.8487 15.0056 15.1625 15.3194 15.4764 15.6333
0.750 15.1530 15.3200 15.4869 15.6539 15.8209 15.9879 16.1549 16.3220 16.4890 16.6561
0.800 16.2106 16.3890 16.5675 16.7460 16.9245 17.1028 17.2815 17.4601 17.6386 17.8173
0.850 17.4708 17.6629 17.8551 18.0473 18.2395 18.4317 18.6240 18.8163 19.0086 19.2009
0.900 19.0992 19.3091 19.5191 19.7290 19.9390 20.1490 20.3590 20.5691 20.7791 20.9892
0.950 21.6009 21.8383 22.0756 22.3129 22.5502 22.7876 23.0241 23.2623 23.4998 23.7372
0.975 23.8545 24.1164 24.3784 24.6403 24.9024 25.1643 25.4265 25.6886 25.9508 26.2128
0.990 26.5661 26.8576 27.1493 27.4410 27.7327 28.0245 28.3148 28.6084 28.9017 29.1922
0.995 28.4634 28.7759 29.0887 29.4012 29.7138 30.0261 30.3388 30.6517 30.9643 31.2768
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 13.9713 20.9334 27.9002 34.8688 41.8384 48.8085 55.7790 62.7497 69.7205 76.6915
0.650 14.8496 22.2430 29.6425 37.0446 44.4479 51.8520 59.2565 66.6612 74.0663 81.4715
0.700 15.7904 23.6458 31.5092 39.3758 47.2439 55.1129 62.9824 70.8525 78.7227 86.5931
0.750 16.8232 25.1868 33.5600 41.9368 50.3158 58.6957 67.0763 75.4576 83.8389 92.2206
0.800 17.9958 26.9368 35.8892 44.8457 53.8050 62.7655 71.7267 80.6884 89.6506 98.6130
0.850 19.3933 29.0232 38.6663 48.3147 57.9659 67.6185 77.2722 86.9256 96.5812 106.2361
0.900 21.1993 31.7207 42.2577 52.8008 63.3470 73.8952 84.4444 94.9949 105.5450 116.0957
0.950 23.9747 35.8682 47.7800 59.6996 71.6228 83.5485 95.4760 107.4030 119.3312 131.2600
0.975 26.4750 39.6059 52.7580 65.9186 79.0823 92.2495 105.4193 118.5896 131.7599 144.9310
0.990 29.4806 44.1054 58.7505 73.4047 88.0661 102.7283 117.3919 132.0576 146.7239 161.3901
0.995 31.5898 47.2534 62.9458 78.6470 94.3526 110.0631 125.7735 141.4828 157.2038 172.9129
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 83.6614 90.6336 97.6048 104.5760 111.5473 118.5186 125.4898 132.4612 139.4324
0.650 88.8767 96.2821 103.6874 111.0931 118.4985 125.9041 133.3097 140.7152 148.1211
0.700 94.4643 102.3294 110.2052 118.0760 125.9469 133.8180 141.6885 149.5599 157.4310
0.750 100.6026 108.9845 117.3663 125.7486 134.1309 142.5131 150.8957 159.2761 167.6450
0.800 107.5758 116.5384 125.5014 134.4645 143.4275 152.3908 161.3540 170.3172 179.2960
0.850 115.8915 125.5469 135.2026 144.8581 154.5146 164.1700 173.8265 183.4821 193.1380
0.900 126.6469 137.1984 147.7492 158.3012 168.8534 179.4054 189.9575 200.5094 211.0612
0.950 143.1889 155.1183 167.0480 178.9777 190.9076 202.8376 214.7687 226.6978 238.6288
0.975 158.1025 171.2747 184.4458 197.6183 210.7918 223.9643 237.1357 250.3052 263.4825
0.990 176.0489 190.7309 205.3935 220.0622 234.7293 249.3983 264.0605 278.7341 293.4037
0.995 188.6238 204.3441 220.0590 235.7750 251.4904 267.2081 282.9240 298.6359 314.3516
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Table 6.1: k = 8
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.9404 0.9543 0.9682 0.9821 0.9960 1.0099 1.0239 1.0378 1.0518 1.0657
0.650 1.0787 1.0929 1.1070 1.1212 1.1354 1.1496 1.1638 1.1780 1.1923 1.2065
0.700 1.2246 1.2390 1.2535 1.2679 1.2824 1.2969 1.3114 1.3259 1.3405 1.3550
0.750 1.3821 1.3968 1.4116 1.4263 1.4411 1.4559 1.4708 1.4856 1.5005 1.5154
0.800 1.5576 1.5726 1.5877 1.6029 1.6180 1.6332 1.6484 1.6636 1.6789 1.6941
0.850 1.7623 1.7777 1.7932 1.8088 1.8243 1.8400 1.8556 1.8713 1.8870 1.9027
0.900 2.0200 2.0360 2.0520 2.0681 2.0842 2.1004 2.1166 2.1329 2.1492 2.1655
0.950 2.4025 2.4193 2.4361 2.4531 2.4700 2.4870 2.5041 2.5213 2.5385 2.5557
0.975 2.7348 2.7522 2.7698 2.7875 2.8052 2.8230 2.8409 2.8588 2.8768 2.8950
0.990 3.1216 3.1400 3.1584 3.1819 3.1956 3.2144 3.2332 3.2521 3.2712 3.2903
0.995 3.3854 3.4043 3.4235 3.4427 3.4621 3.4813 3.5009 3.5205 3.5402 3.5600
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 1.0797 1.0936 1.1076 1.1216 1.1355 1.1495 1.1635 1.1775 1.1914 1.2054
0.650 1.2208 1.2350 1.2493 1.2636 1.2778 1.2921 1.3064 1.3207 1.3351 1.3494
0.700 1.3696 1.3841 1.3987 1.4133 1.4280 1.4426 1.4572 1.4719 1.4866 1.5012
0.750 1.5303 1.5452 1.5602 1.5751 1.5901 1.6051 1.6201 1.6352 1.6502 1.6653
0.800 1.7094 1.7246 1.7401 1.7555 1.7709 1.7863 1.8018 1.8173 1.8328 1.8483
0.850 1.9185 1.9343 1.9502 1.9660 1.9819 1.9978 2.0138 2.0298 2.0458 2.0619
0.900 2.1819 2.1983 2.2148 2.2313 2.2478 2.2644 2.2810 2.2977 2.3144 2.3312
0.950 2.5730 2.5904 2.6079 2.6253 2.6429 2.6605 2.6782 2.6958 2.7137 2.7315
0.975 2.9131 2.9314 2.9497 2.9680 2.9865 3.0050 3.0236 3.0423 3.0611 3.0799
0.990 3.3094 3.3288 3.3482 3.3676 3.3872 3.4069 3.4267 3.4464 3.4664 3.4864
0.995 3.5800 3.6001 3.6202 3.6404 3.6608 3.6813 3.7018 3.7225 3.7433 3.7641
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.2194 1.2334 1.2474 1.2615 1.2755 1.2895 1.3035 1.3175 1.3317 1.3456
0.650 1.3637 1.3781 1.3924 1.4068 1.4211 1.4355 1.4499 1.4643 1.4787 1.4931
0.700 1.5159 1.5306 1.5454 1.5601 1.5748 1.5896 1.6044 1.6192 1.6339 1.6488
0.750 1.6804 1.6956 1.7107 1.7258 1.7410 1.7561 1.7713 1.7866 1.8018 1.8170
0.800 1.8638 1.8794 1.8950 1.9106 1.9263 1.9419 1.9576 1.9733 1.9890 2.0048
0.850 2.0780 2.0941 2.1103 2.1264 2.1426 2.1589 2.1752 2.1915 2.2078 2.2241
0.900 2.3480 2.3648 2.3817 2.3986 2.4156 2.4326 2.4496 2.4667 2.4838 2.5009
0.950 2.7494 2.7673 2.7853 2.8033 2.8215 2.8396 2.8578 2.8761 2.8944 2.9128
0.975 3.0988 3.1177 3.1367 3.1558 3.1750 3.1942 3.2135 3.2329 3.2523 3.2718
0.990 3.5065 3.5267 3.5469 3.5673 3.5878 3.6083 3.6289 3.6496 3.6704 3.6913
0.995 3.7851 3.8062 3.8274 3.8486 3.8700 3.8914 3.9130 3.9347 3.9565 3.9783
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.3596 1.3737 1.3877 1.4017 1.4158 1.4298 1.4439 1.4580 1.4720 1.4861
0.650 1.5075 1.5219 1.5363 1.5508 1.5652 1.5797 1.5941 1.6086 1.6230 1.6375
0.700 1.6636 1.6784 1.6932 1.7081 1.7230 1.7378 1.7527 1.7676 1.7825 1.7974
0.750 1.8323 1.8476 1.8629 1.8782 1.8935 1.9089 1.9242 1.9396 1.9550 1.9704
0.800 2.0206 2.0364 2.0522 2.0680 2.0839 2.0998 2.1157 2.1316 2.1475 2.1635
0.850 2.2405 2.2569 2.2734 2.2898 2.3064 2.3229 2.3394 2.3560 2.3726 2.3893
0.900 2.5181 2.5353 2.5526 2.5699 2.5871 2.6046 2.6220 2.6394 2.6569 2.6744
0.950 2.9312 2.9497 2.9682 2.9868 3.0054 3.0241 3.0428 3.0616 3.0804 3.0993
0.975 3.2913 3.3109 3.3306 3.3504 3.3702 3.3901 3.4099 3.4300 3.4500 3.4702
0.990 3.7121 3.7332 3.7543 3.7755 3.7969 3.8182 3.8396 3.8611 3.8827 3.9043
0.995 4.0002 4.0222 4.0444 4.0666 4.0889 4.1113 4.1338 4.1565 4.1791 4.2024
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.5002 1.5142 1.5283 1.5424 1.5565 1.5706 1.5847 1.5987 1.6128 1.6269
0.650 1.6520 1.6665 1.6810 1.6955 1.7100 1.7245 1.7391 1.7536 1.7681 1.7827
0.700 1.8124 1.8273 1.8423 1.8572 1.8722 1.8872 1.9022 1.9172 1.9322 1.9472
0.750 1.9858 2.0013 2.0167 2.0322 2.0477 2.0632 2.0787 2.0942 2.1097 2.1253
0.800 2.1795 2.1955 2.2115 2.2276 2.2436 2.2597 2.2758 2.2919 2.3081 2.3242
0.850 2.4059 2.4226 2.4393 2.4561 2.4728 2.4896 2.5064 2.5233 2.5401 2.5570
0.900 2.6919 2.7095 2.7271 2.7447 2.7624 2.7801 2.7979 2.8157 2.8335 2.8513
0.950 3.1182 3.1371 3.1562 3.1752 3.1943 3.2135 3.2327 3.2519 3.2712 3.2905
0.975 3.4903 3.5106 3.5309 3.5512 3.5717 3.5921 3.6127 3.6332 3.6539 3.6746
0.990 3.9261 3.9485 3.9698 3.9919 4.0138 4.0359 4.0581 4.0803 4.1026 4.1250
0.995 4.2247 4.2477 4.2708 4.2938 4.3169 4.3402 4.3637 4.3872 4.4106 4.4339
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.6284 1.6298 1.6312 1.6325 1.6340 1.6354 1.6368 1.6382 1.6396 1.6410
0.650 1.7841 1.7856 1.7870 1.7885 1.7900 1.7914 1.7929 1.7943 1.7958 1.7972
0.700 1.9487 1.9502 1.9517 1.9532 1.9547 1.9563 1.9578 1.9592 1.9608 1.9623
0.750 2.1269 2.1284 2.1300 2.1315 2.1331 2.1346 2.1362 2.1378 2.1393 2.1409
0.800 2.3259 2.3275 2.3291 2.3307 2.3323 2.3339 2.3355 2.3372 2.3388 2.3404
0.850 2.5587 2.5604 2.5621 2.5638 2.5655 2.5671 2.5689 2.5705 2.5722 2.5739
0.900 2.8531 2.8549 2.8567 2.8584 2.8602 2.8620 2.8638 2.8656 2.8674 2.8692
0.950 3.2925 3.2944 3.2963 3.2983 3.3002 3.3021 3.3041 3.3060 3.3079 3.3099
0.975 3.6767 3.6787 3.6808 3.6829 3.6850 3.6870 3.6891 3.6912 3.6933 3.6953
0.990 4.1273 4.1295 4.1317 4.1340 4.1363 4.1385 4.1407 4.1430 4.1452 4.1475
0.995 4.4364 4.4389 4.4413 4.4437 4.4461 4.4483 4.4509 4.4531 4.4555 4.4579
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Table 6.1: k = 8
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.6410 1.7822 1.9237 2.0655 2.2076 2.3499 2.4924 2.6352 2.7782 2.9214
0.650 1.7972 1.9431 2.0895 2.2365 2.3841 2.5321 2.6805 2.8294 2.9787 3.1283
0.700 1.9623 2.1131 2.2649 2.4176 2.5711 2.7252 2.8801 3.0355 3.1916 3.3482
0.750 2.1409 2.2973 2.4550 2.6139 2.7739 2.9349 3.0969 3.2596 3.4232 3.5875
0.800 2.3404 2.5032 2.6677 2.8338 3.0013 3.1701 3.3402 3.5113 3.6835 3.8566
0.850 2.5739 2.7444 2.9170 3.0917 3.2683 3.4466 3.6264 3.8076 3.9902 4.1739
0.900 2.8692 3.0496 3.2330 3.4190 3.6074 3.7981 3.9907 4.1852 4.3814 4.5791
0.950 3.3099 3.5060 3.7061 3.9099 4.1169 4.3270 4.5398 4.7551 4.9725 5.1921
0.975 3.6953 3.9059 4.1215 4.3415 4.5658 4.7939 5.0253 5.2598 5.4969 5.7366
0.990 4.1475 4.3758 4.6106 4.8509 5.0964 5.3466 5.6008 5.8589 6.1203 6.3847
0.995 4.4579 4.6991 4.9474 5.2023 5.4631 5.7291 5.9998 6.2746 6.5532 6.8351
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 3.0648 3.2084 3.3522 3.4961 3.6403 3.7845 3.9289 4.0735 4.2182 4.3630
0.650 3.2783 3.4286 3.5792 3.7301 3.8812 4.0326 4.1842 4.3360 4.4881 4.6403
0.700 3.5052 3.6628 3.8207 3.9791 4.1378 4.2969 4.4562 4.6159 4.7758 4.9360
0.750 3.7524 3.9179 4.0841 4.2507 4.4178 4.5853 4.7533 4.9216 5.0903 5.2593
0.800 4.0305 4.2052 4.3807 4.5568 4.7335 4.9108 5.0886 5.2668 5.4456 5.6247
0.850 4.3587 4.5445 4.7312 4.9187 5.1070 5.2960 5.4856 5.6759 5.8666 6.0579
0.900 4.7781 4.9784 5.1798 5.3823 5.5857 5.7900 5.9951 6.2010 6.4075 6.6146
0.950 5.4135 5.6365 5.8610 6.0868 6.3139 6.5421 6.7714 7.0015 7.2326 7.4644
0.975 5.9784 6.2223 6.4679 6.7152 6.9640 7.2141 7.4654 7.7179 7.9712 8.2256
0.990 6.6516 6.9208 7.1925 7.4660 7.7410 8.0180 8.2963 8.5758 8.8565 9.1383
0.995 7.1199 7.4073 7.6973 7.9894 8.2832 8.5790 8.8764 9.1746 9.4747 9.7758
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 4.5079 4.6529 4.7980 4.9432 5.0886 5.2339 5.3794 5.5250 5.6706 5.8163
0.650 4.7926 4.9452 5.0979 5.2507 5.4037 5.5568 5.7100 5.8633 6.0167 6.1702
0.700 5.0964 5.2571 5.4179 5.5789 5.7401 5.9015 6.0630 6.2247 6.3865 6.5485
0.750 5.4286 5.5982 5.7681 5.9382 6.1085 6.2794 6.4498 6.6207 6.7918 6.9630
0.800 5.8042 5.9840 6.1641 6.3446 6.5254 6.7063 6.8876 7.0691 7.2507 7.4326
0.850 6.2496 6.4417 6.6343 6.8272 7.0204 7.2140 7.4078 7.6020 7.7964 7.9910
0.900 6.8223 7.0305 7.2392 7.4483 7.6579 7.8678 8.0781 8.2887 8.4996 8.7109
0.950 7.6970 7.9301 8.1639 8.3983 8.6332 8.8684 9.1044 9.3406 9.5772 9.8142
0.975 8.4808 8.7368 8.9935 9.2509 9.5088 9.7673 10.0263 10.2858 10.5458 10.8062
0.990 9.4210 9.7046 9.9892 10.2744 10.5606 10.8470 11.1342 11.4220 11.7102 11.9992
0.995 10.0780 10.3811 10.6854 10.9902 11.2959 11.6022 11.9085 12.2168 12.5248 12.8338
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 5.9620 6.1078 6.2537 6.3996 6.5456 6.6916 6.8377 6.9838 7.1300 7.2762
0.650 6.3238 6.4775 6.6313 6.7852 6.9391 7.0931 7.2472 7.4013 7.5555 7.7097
0.700 6.7106 6.8727 7.0350 7.1974 7.3599 7.5225 7.6852 7.8479 8.0107 8.1736
0.750 7.1344 7.3060 7.4777 7.6495 7.8214 7.9934 8.1656 8.3378 8.5102 8.6826
0.800 7.6147 7.7969 7.9793 8.1619 8.3446 8.5274 8.7104 8.8935 9.0767 9.2600
0.850 8.1858 8.3809 8.5762 8.7716 8.9672 9.1630 9.3589 9.5550 9.7512 9.9476
0.900 8.9224 9.1341 9.3461 9.5583 9.7707 9.9834 10.1962 10.4091 10.6222 10.8356
0.950 10.0515 10.2891 10.5271 10.7652 11.0037 11.2457 11.4813 11.7204 11.9597 12.1992
0.975 11.0670 11.3281 11.5896 11.8514 12.1134 12.3758 12.6384 12.9013 13.1644 13.4276
0.990 12.2882 12.5778 12.8677 13.1581 13.4488 13.7398 14.0310 14.3222 14.6144 14.9066
0.995 13.1429 13.4525 13.7624 14.0725 14.3836 14.6949 15.0064 15.3179 15.6299 15.9423
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 7.4224 7.5687 7.7150 7.8614 8.0077 8.1541 8.3006 8.4470 8.5935 8.7400
0.650 7.8640 8.0183 8.1728 8.3272 8.4817 8.6362 8.7908 8.9454 9.1000 9.2547
0.700 8.3366 8.4996 8.6627 8.8258 8.9890 9.1523 9.3156 9.4790 9.6423 9.8058
0.750 8.8551 9.0277 9.2004 9.3732 9.5460 9.7179 9.8918 10.0648 10.2379 10.4110
0.800 9.4434 9.6270 9.8106 9.9942 10.1780 10.3619 10.5458 10.7298 10.9139 11.0980
0.850 10.1441 10.3407 10.5373 10.7341 10.9310 11.1280 11.3251 11.5228 11.7195 11.9168
0.900 11.0490 11.2626 11.4763 11.6901 11.9038 12.1181 12.3323 12.5466 12.7609 12.9754
0.950 12.4390 12.6788 12.9189 13.1590 13.3993 13.6398 13.8805 14.1211 14.3619 14.6029
0.975 13.6912 13.9549 14.2188 14.4829 14.7470 15.0114 15.2760 15.5407 15.8054 16.0703
0.990 15.1988 15.4913 15.7840 16.0771 16.3704 16.6635 16.9571 17.2506 17.5444 17.8383
0.995 16.2548 16.5676 16.8806 17.1940 17.5074 17.8209 18.1349 18.4489 18.7618 19.0771
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 8.8866 9.0331 9.1797 9.3263 9.4729 9.6195 9.7662 9.9128 10.0595 10.2062
0.650 9.4094 9.5641 9.7189 9.8737 10.0285 10.1834 10.3383 10.4931 10.6481 10.8030
0.700 9.9693 10.1328 10.2920 10.4600 10.6236 10.7873 10.9510 11.1147 11.2788 11.4423
0.750 10.5841 10.7574 10.9306 11.1039 11.2773 11.4507 11.6241 11.7975 11.9711 12.1446
0.800 11.2822 11.4665 11.6508 11.8351 12.0196 12.2040 12.3886 12.5731 12.7577 12.9423
0.850 12.1142 12.3117 12.5092 12.7068 12.9045 13.1022 13.3000 13.4978 13.6957 13.8936
0.900 13.1899 13.4045 13.6192 13.8340 14.0488 14.2638 14.4790 14.6938 14.9089 15.1240
0.950 14.8439 15.0851 15.3263 15.5675 15.8090 16.0505 16.2921 16.5338 16.7755 17.0173
0.975 16.3354 16.6006 16.8658 17.1314 17.3967 17.6623 17.9280 18.1937 18.4595 18.7255
0.990 18.1326 18.4266 18.7213 19.0155 19.3100 19.6047 19.8995 20.1942 20.4893 20.7867
0.995 19.3906 19.7062 20.0204 20.3363 20.6505 20.9657 21.2809 21.5975 21.9118 22.2260
Continued on next page
181
Table 6.1: k = 8
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 10.3530 10.4997 10.6464 10.7932 10.9400 11.0868 11.2336 11.3804 11.5272 11.6741
0.650 10.9580 11.1129 11.2679 11.4230 11.5780 11.7331 11.8881 12.0432 12.1984 12.3535
0.700 11.6061 11.7700 11.9338 12.0977 12.2616 12.4256 12.5896 12.7535 12.9176 13.0815
0.750 12.3182 12.4918 12.6654 12.8391 13.0128 13.1865 13.3602 13.5340 13.7078 13.8815
0.800 13.1270 13.3117 13.4965 13.6813 13.8661 14.0510 14.2359 14.4208 14.6057 14.7907
0.850 14.0916 14.2896 14.4877 14.6858 14.8839 15.0821 15.2803 15.4785 15.6768 15.8752
0.900 15.3393 15.5545 15.7699 15.9853 16.2007 16.4161 16.6317 16.8472 17.0628 17.2784
0.950 17.2592 17.5011 17.7432 17.9851 18.2273 18.4694 18.7117 18.9539 19.1962 19.4386
0.975 18.9914 19.2575 19.5236 19.7897 20.0561 20.3224 20.5889 20.8553 21.1217 21.3884
0.990 21.0797 21.3746 21.6700 21.9653 22.2609 22.5563 22.8518 23.1475 23.4433 23.7389
0.995 22.5429 22.8583 23.1743 23.4894 23.8059 24.1219 24.4380 24.7543 25.0706 25.3864
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 11.8209 11.9678 12.1147 12.2615 12.4084 12.5553 12.7022 12.8492 12.9961 13.1430
0.650 12.5086 12.6638 12.8189 12.9741 13.1293 13.2845 13.4397 13.5950 13.7502 13.9056
0.700 13.2456 13.4096 13.5737 13.7378 13.9019 14.0660 14.2302 14.3943 14.5585 14.7227
0.750 14.0555 14.2293 14.4032 14.5771 14.7511 14.9250 15.0990 15.2730 15.4469 15.6210
0.800 14.9757 15.1608 15.3458 15.5309 15.7160 15.9011 16.0863 16.2715 16.4566 16.6419
0.850 16.0733 16.2721 16.4703 16.6687 16.8672 17.0657 17.2642 17.4628 17.6614 17.8600
0.900 17.4941 17.7098 17.9255 18.1413 18.3572 18.5730 18.7888 19.0048 19.2207 19.4367
0.950 19.6810 19.9235 20.1660 20.4085 20.6510 20.8937 21.1364 21.3790 21.6217 21.8644
0.975 21.6550 21.9216 22.1883 22.4551 22.7218 22.9888 23.2557 23.5225 23.7894 24.0565
0.990 24.0350 24.3308 24.6263 24.9226 25.2188 25.5148 25.8110 26.1068 26.4033 26.6998
0.995 25.7029 26.0195 26.3360 26.6526 26.9691 27.2857 27.6022 27.9188 28.2362 28.5530
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 13.2899 13.4369 13.5838 13.7308 13.8778 14.0248 14.1717 14.3187 14.4657 14.6127
0.650 14.0607 14.2160 14.3713 14.5266 14.6819 14.8372 14.9925 15.1478 15.3031 15.4585
0.700 14.8869 15.0511 15.2153 15.3796 15.5438 15.7080 15.8724 16.0366 16.2009 16.3652
0.750 15.7950 15.9690 16.1431 16.3172 16.4913 16.6654 16.8395 17.0136 17.1878 17.3619
0.800 16.8271 17.0123 17.1976 17.3829 17.5682 17.7535 17.9388 18.1241 18.3095 18.4949
0.850 18.0586 18.2572 18.4559 18.6546 18.8533 19.0520 19.2507 19.4495 19.6482 19.8470
0.900 19.6526 19.8686 20.0846 20.3007 20.5168 20.7329 20.9490 21.1651 21.3821 21.5975
0.950 22.1072 22.3501 22.5929 22.8358 23.0789 23.3220 23.5646 23.8075 24.0506 24.2935
0.975 24.3235 24.5905 24.8576 25.1248 25.3919 25.6591 25.9264 26.1941 26.4610 26.7282
0.990 26.9960 27.2922 27.5856 27.8852 28.1812 28.4780 28.7747 29.0712 29.3679 29.6644
0.995 28.8692 29.1863 29.5034 29.8204 30.1375 30.4543 30.7712 31.0887 31.4050 31.7228
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 14.7598 22.1149 29.4749 36.8370 44.1999 51.5633 58.9274 66.2915 73.6558 81.0197
0.650 15.6138 23.3879 31.1684 38.9513 46.7360 54.5212 62.3069 70.0929 77.8791 85.6655
0.700 16.5295 24.7531 32.9848 41.2198 49.4564 57.6940 65.9322 74.1708 82.4096 90.6486
0.750 17.5360 26.2544 34.9826 43.7147 52.4489 61.1841 69.9201 78.6565 87.3931 96.1304
0.800 18.6803 27.9617 37.2549 46.5525 55.8525 65.1539 74.4561 83.7589 93.0622 102.3657
0.850 20.0458 30.0001 39.9679 49.9412 59.9173 69.8948 79.8735 89.8527 99.8321 109.8128
0.900 21.8137 32.6401 43.4828 54.3316 65.1836 76.0375 86.8927 97.7481 108.6049 119.4616
0.950 24.5366 36.7089 48.9002 61.0991 73.3020 85.5071 97.7135 109.9206 122.1290 134.3373
0.975 26.9956 40.3848 53.7955 67.2149 80.6361 94.0646 107.4928 120.9223 134.3508 147.7810
0.990 29.9612 44.8192 59.7014 74.5934 89.4905 104.3893 119.2926 134.1936 149.0950 164.0038
0.995 32.0400 47.9288 63.8430 79.7702 95.6989 111.6431 127.5666 143.5035 159.4421 175.3792
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 88.3848 95.7507 103.1141 110.4787 117.8434 125.2082 132.5730 139.9378 147.3026
0.650 93.4521 101.2387 109.0253 116.8120 124.5988 132.3856 140.1725 147.9593 155.7462
0.700 98.8878 107.1272 115.3666 123.6061 131.8457 140.0854 148.3247 156.5646 164.8041
0.750 104.8676 113.6050 122.3424 131.0798 139.8177 148.5553 157.2930 166.0308 174.7684
0.800 111.6696 120.9733 130.2773 139.5815 148.8859 158.1908 167.4944 176.7987 186.1032
0.850 119.7928 129.7749 139.7543 149.7352 159.7159 169.6969 179.6781 189.6590 199.6402
0.900 130.3187 141.1761 152.0334 162.8909 173.7490 184.6069 195.4649 206.3227 217.1807
0.950 146.5462 158.7552 170.9642 183.1735 195.3836 207.5929 219.8027 232.0125 244.2231
0.975 161.2110 174.6425 188.0731 201.5054 214.9353 228.3674 241.7990 255.2312 268.6588
0.990 178.9081 193.8132 208.7188 223.6231 238.5291 253.4343 268.3416 283.2468 298.1543
0.995 191.3231 207.2974 223.1954 239.1366 255.0763 271.0169 286.9560 302.8967 318.8363
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Table 6.1: k = 9
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 0.9753 0.9899 1.0045 1.0191 1.0337 1.0483 1.0630 1.0776 1.0922 1.1069
0.650 1.1134 1.1282 1.1430 1.1579 1.1728 1.1877 1.2026 1.2174 1.2324 1.2473
0.700 1.2589 1.2740 1.2892 1.3043 1.3194 1.3346 1.3498 1.3649 1.3801 1.3954
0.750 1.4161 1.4315 1.4469 1.4623 1.4778 1.4932 1.5087 1.5242 1.5397 1.5553
0.800 1.5912 1.6069 1.6227 1.6384 1.6542 1.6700 1.6859 1.7017 1.7176 1.7335
0.850 1.7955 1.8116 1.8277 1.8439 1.8601 1.8763 1.8925 1.9088 1.9252 1.9415
0.900 2.0527 2.0693 2.0859 2.1026 2.1193 2.1361 2.1529 2.1697 2.1866 2.2035
0.950 2.4344 2.4517 2.4691 2.4866 2.5041 2.5217 2.5394 2.5571 2.5748 2.5926
0.975 2.7659 2.7839 2.8020 2.8202 2.8385 2.8568 2.8752 2.8937 2.9122 2.9308
0.990 3.1519 3.1708 3.1897 3.2088 3.2279 3.2472 3.2665 3.2859 3.3054 3.3250
0.995 3.4151 3.4345 3.4542 3.4738 3.4935 3.5135 3.5334 3.5535 3.5737 3.5940
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 1.1215 1.1361 1.1508 1.1655 1.1801 1.1948 1.2094 1.2241 1.2388 1.2535
0.650 1.2622 1.2771 1.2921 1.3070 1.3220 1.3369 1.3519 1.3669 1.3819 1.3969
0.700 1.4106 1.4258 1.4411 1.4563 1.4716 1.4869 1.5022 1.5175 1.5329 1.5482
0.750 1.5708 1.5864 1.6020 1.6176 1.6332 1.6489 1.6646 1.6802 1.6960 1.7117
0.800 1.7495 1.7654 1.7814 1.7974 1.8134 1.8295 1.8456 1.8617 1.8778 1.8939
0.850 1.9579 1.9743 1.9908 2.0072 2.0237 2.0403 2.0569 2.0735 2.0901 2.1068
0.900 2.2205 2.2375 2.2546 2.2717 2.2888 2.3060 2.3232 2.3404 2.3577 2.3750
0.950 2.6105 2.6284 2.6464 2.6645 2.6825 2.7007 2.7189 2.7371 2.7554 2.7738
0.975 2.9495 2.9683 2.9871 3.0060 3.0247 3.0440 3.0631 3.0823 3.1015 3.1208
0.990 3.3448 3.3645 3.3843 3.4043 3.4243 3.4444 3.4646 3.4849 3.5053 3.5258
0.995 3.6143 3.6349 3.6555 3.6762 3.6970 3.7177 3.7388 3.7600 3.7812 3.8024
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.2682 1.2828 1.2975 1.3122 1.3269 1.3416 1.3563 1.3710 1.3858 1.4005
0.650 1.4119 1.4269 1.4419 1.4570 1.4720 1.4870 1.5021 1.5172 1.5322 1.5473
0.700 1.5636 1.5789 1.5943 1.6097 1.6251 1.6405 1.6559 1.6713 1.6868 1.7023
0.750 1.7274 1.7432 1.7589 1.7747 1.7905 1.8063 1.8222 1.8380 1.8539 1.8698
0.800 1.9101 1.9263 1.9425 1.9588 1.9750 1.9913 2.0076 2.0239 2.0403 2.0566
0.850 2.1234 2.1402 2.1569 2.1737 2.1905 2.2073 2.2242 2.2411 2.2580 2.2749
0.900 2.3924 2.4098 2.4272 2.4447 2.4622 2.4798 2.4974 2.5150 2.5327 2.5504
0.950 2.7922 2.8107 2.8292 2.8478 2.8664 2.8851 2.9038 2.9226 2.9414 2.9603
0.975 3.1402 3.1597 3.1792 3.1987 3.2184 3.2381 3.2579 3.2777 3.2976 3.3176
0.990 3.5463 3.5670 3.5877 3.6084 3.6294 3.6504 3.6711 3.6947 3.7138 3.7350
0.995 3.8238 3.8454 3.8669 3.8886 3.9105 3.9317 3.9543 3.9763 3.9983 4.0206
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.4152 1.4299 1.4452 1.4594 1.4741 1.4889 1.5036 1.5183 1.5331 1.5478
0.650 1.5624 1.5775 1.5926 1.6077 1.6228 1.6379 1.6530 1.6681 1.6833 1.6984
0.700 1.7177 1.7332 1.7487 1.7642 1.7797 1.7952 1.8108 1.8263 1.8419 1.8574
0.750 1.8857 1.9016 1.9175 1.9334 1.9494 1.9654 1.9814 1.9974 2.0134 2.0294
0.800 2.0730 2.0894 2.1059 2.1223 2.1388 2.1553 2.1718 2.1883 2.2049 2.2214
0.850 2.2919 2.3089 2.3259 2.3430 2.3601 2.3772 2.3943 2.4115 2.4287 2.4459
0.900 2.5681 2.5859 2.6037 2.6216 2.6394 2.6574 2.6753 2.6933 2.7113 2.7294
0.950 2.9792 2.9982 3.0173 3.0363 3.0555 3.0746 3.0939 3.1131 3.1325 3.1518
0.975 3.3376 3.3576 3.3778 3.3980 3.4183 3.4387 3.4591 3.4795 3.5000 3.5205
0.990 3.7564 3.7779 3.7995 3.8210 3.8427 3.8645 3.8863 3.9082 3.9302 3.9523
0.995 4.0431 4.0655 4.0880 4.1109 4.1333 4.1561 4.1792 4.2021 4.2251 4.2482
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.5626 1.5773 1.5921 1.6069 1.6216 1.6364 1.6512 1.6659 1.6807 1.6955
0.650 1.7136 1.7287 1.7439 1.7591 1.7742 1.7894 1.8046 1.8198 1.8350 1.8502
0.700 1.8730 1.8886 1.9042 1.9198 1.9354 1.9511 1.9667 1.9823 1.9980 2.0137
0.750 2.0455 2.0616 2.0776 2.0937 2.1098 2.1260 2.1421 2.1582 2.1744 2.1906
0.800 2.2380 2.2546 2.2713 2.2879 2.3046 2.3213 2.3380 2.3547 2.3714 2.3882
0.850 2.4631 2.4804 2.4977 2.5150 2.5323 2.5497 2.5671 2.5845 2.6019 2.6194
0.900 2.7475 2.7656 2.7837 2.8019 2.8201 2.8384 2.8567 2.8751 2.8933 2.9117
0.950 3.1712 3.1907 3.2102 3.2298 3.2494 3.2690 3.2887 3.3084 3.3282 3.3480
0.975 3.5412 3.5619 3.5827 3.6035 3.6244 3.6453 3.6663 3.6873 3.7084 3.7296
0.990 3.9748 3.9967 4.0190 4.0411 4.0638 4.0863 4.1088 4.1315 4.1543 4.1771
0.995 4.2715 4.2948 4.3182 4.3417 4.3653 4.3889 4.4127 4.4364 4.4603 4.4842
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.6970 1.6985 1.6999 1.7014 1.7029 1.7044 1.7059 1.7073 1.7088 1.7103
0.650 1.8517 1.8533 1.8548 1.8563 1.8578 1.8593 1.8609 1.8624 1.8639 1.8654
0.700 2.0152 2.0168 2.0184 2.0199 2.0215 2.0231 2.0247 2.0262 2.0278 2.0294
0.750 2.1922 2.1938 2.1954 2.1971 2.1987 2.2003 2.2019 2.2035 2.2051 2.2068
0.800 2.3899 2.3915 2.3932 2.3949 2.3966 2.3983 2.3999 2.4016 2.4033 2.4050
0.850 2.6212 2.6229 2.6247 2.6264 2.6281 2.6299 2.6316 2.6334 2.6351 2.6369
0.900 2.9136 2.9154 2.9172 2.9191 2.9209 2.9228 2.9246 2.9264 2.9283 2.9301
0.950 3.3500 3.3519 3.3540 3.3559 3.3579 3.3599 3.3619 3.3639 3.3659 3.3679
0.975 3.7316 3.7326 3.7359 3.7380 3.7401 3.7423 3.7444 3.7465 3.7486 3.7508
0.990 4.1793 4.1816 4.1839 4.1862 4.1885 4.1908 4.1931 4.1953 4.1976 4.2000
0.995 4.4866 4.4890 4.4914 4.4938 4.4963 4.4987 4.5011 4.5035 4.5059 4.5083
Continued on next page
183
Table 6.1: k = 9
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.7103 1.8583 2.0065 2.1551 2.3038 2.4528 2.6021 2.7515 2.9012 3.0510
0.650 1.8654 2.0179 2.1709 2.3245 2.4785 2.6330 2.7880 2.9433 3.0990 3.2550
0.700 2.0294 2.1866 2.3448 2.5038 2.6635 2.8240 2.9850 3.1467 3.3090 3.4718
0.750 2.2068 2.3694 2.5332 2.6982 2.8643 3.0313 3.1992 3.3680 3.5375 3.7077
0.800 2.4050 2.5737 2.7441 2.9160 3.0893 3.2639 3.4397 3.6165 3.7944 3.9730
0.850 2.6369 2.8130 2.9912 3.1715 3.3535 3.5373 3.7225 3.9092 4.0971 4.2862
0.900 2.9301 3.1159 3.3045 3.4957 3.6892 3.8849 4.0827 4.2822 4.4834 4.6861
0.950 3.3679 3.5688 3.7736 3.9820 4.1937 4.4083 4.6257 4.8455 5.0676 5.2916
0.975 3.7508 3.9656 4.1856 4.4099 4.6384 4.8705 5.1061 5.3447 5.5860 5.8298
0.990 4.2000 4.4321 4.6706 4.9149 5.1641 5.4180 5.6760 5.9380 6.2028 6.4709
0.995 4.5083 4.7530 5.0049 5.2633 5.5269 5.7970 6.0712 6.3495 6.6316 6.9170
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 3.2011 3.3513 3.5017 3.6523 3.8030 3.9539 4.1049 4.2560 4.4073 4.5587
0.650 3.4114 3.5681 3.7252 3.8824 4.0399 4.1977 4.3556 4.5139 4.6722 4.8308
0.700 3.6350 3.7987 3.9628 4.1274 4.2922 4.4574 4.6229 4.7888 4.9548 5.1212
0.750 3.8786 4.0501 4.2221 4.3946 4.5677 4.7411 4.9150 5.0892 5.2638 5.4388
0.800 4.1528 4.3331 4.5143 4.6960 4.8784 5.0613 5.2448 5.4287 5.6130 5.7978
0.850 4.4764 4.6676 4.8596 5.0525 5.2462 5.4405 5.6355 5.8311 6.0272 6.2239
0.900 4.8901 5.0955 5.3019 5.5094 5.7179 5.9271 6.1373 6.3481 6.5597 6.7718
0.950 5.5175 5.7450 5.9740 6.2044 6.4360 6.6688 6.9026 7.1373 7.3729 7.6093
0.975 6.0757 6.3237 6.5735 6.8260 7.0779 7.3322 7.5883 7.8443 8.1020 8.3606
0.990 6.7417 7.0147 7.2901 7.5674 7.8464 8.1269 8.4091 8.6924 8.9768 9.2626
0.995 7.2053 7.4963 7.7897 8.0853 8.3817 8.6820 8.9827 9.2851 9.5886 9.8935
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 4.7102 4.8618 5.0135 5.1653 5.3172 5.4692 5.6213 5.7734 5.9256 6.0779
0.650 4.9896 5.1485 5.3075 5.4667 5.6261 5.7855 5.9451 6.1048 6.2646 6.4245
0.700 5.2877 5.4545 5.6215 5.7887 5.9560 6.1236 6.2913 6.4591 6.6271 6.7952
0.750 5.6139 5.7895 5.9653 6.1412 6.3175 6.4940 6.6706 6.8475 7.0245 7.2017
0.800 5.9830 6.1685 6.3543 6.5404 6.7268 6.9135 7.1004 7.2876 7.4750 7.6625
0.850 6.4210 6.6185 6.8164 7.0147 7.2134 7.4123 7.6116 7.8111 8.0109 8.2110
0.900 6.9846 7.1978 7.4116 7.6258 7.8404 8.0554 8.2708 8.4865 8.7025 8.9188
0.950 7.8464 8.0842 8.3230 8.5616 8.8011 9.0411 9.2816 9.5224 9.7637 10.0054
0.975 8.6200 8.8802 9.1412 9.4028 9.6650 9.9278 10.1911 10.4549 10.7192 10.9839
0.990 9.5492 9.8367 10.1252 10.4143 10.7041 10.9947 11.2858 11.5775 11.8697 12.1621
0.995 10.1996 10.5060 10.8137 11.1225 11.4319 11.7419 12.0527 12.3582 12.6758 12.9883
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 6.2302 6.3826 6.5351 6.6876 6.8402 6.9928 7.1455 7.2982 7.4510 7.6038
0.650 6.5845 6.7446 6.9048 7.0650 7.2253 7.3857 7.5462 7.7067 7.8672 8.0279
0.700 6.9634 7.1318 7.3002 7.4688 7.6375 7.8062 7.9751 8.1440 8.3130 8.4820
0.750 7.3790 7.5565 7.7342 7.9119 8.0898 8.2678 8.4459 8.6241 8.8024 8.9808
0.800 7.8503 8.0383 8.2263 8.4146 8.6030 8.7915 8.9802 9.1690 9.3579 9.5470
0.850 8.4112 8.6117 8.8124 9.0133 9.2143 9.4155 9.6169 9.8185 10.0201 10.2219
0.900 9.1354 9.3522 9.5693 9.7866 10.0042 10.2219 10.4399 10.6579 10.8762 11.0946
0.950 10.2473 10.4896 10.7321 10.9750 11.2181 11.4615 11.7051 11.9489 12.1929 12.4371
0.975 11.2489 11.5144 11.7802 12.0463 12.3127 12.5793 12.8463 13.1135 13.3809 13.6486
0.990 12.4556 12.7490 13.0430 13.3373 13.6319 13.9267 14.2221 14.5177 14.8137 15.1095
0.995 13.3010 13.6142 13.9279 14.2415 14.5570 14.8718 15.1870 15.5303 15.8178 16.1344
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 7.7566 7.9095 8.0624 8.2153 8.3683 8.5213 8.6744 8.8274 8.9805 9.1336
0.650 8.1886 8.3493 8.5101 8.6709 8.8318 8.9928 9.1537 9.3147 9.4758 9.6368
0.700 8.6512 8.8204 8.9897 9.1589 9.3284 9.4978 9.6673 9.8369 10.0065 10.1761
0.750 9.1592 9.3378 9.5164 9.6951 9.8739 10.0528 10.2317 10.4107 10.5897 10.7688
0.800 9.7361 9.9253 10.1146 10.3040 10.4936 10.6831 10.8728 11.0625 11.2523 11.4422
0.850 10.4239 10.6258 10.8280 11.0302 11.2326 11.4350 11.6376 11.8402 12.0429 12.2457
0.900 11.3131 11.5318 11.7506 11.9696 12.1887 12.4079 12.6272 12.8466 13.0661 13.2855
0.950 12.6815 12.9260 13.1708 13.4156 13.6606 13.9058 14.1510 14.3965 14.6420 14.8877
0.975 13.9164 14.1847 14.4537 14.7211 14.9897 15.2585 15.5273 15.7963 16.0656 16.3349
0.990 15.4059 15.7025 15.9993 16.2961 16.5932 16.8905 17.1880 17.4856 17.7835 18.0814
0.995 16.4505 16.7653 17.0840 17.4009 17.7181 18.0357 18.3533 18.6708 18.9886 19.3070
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 9.2868 9.4399 9.5931 9.7463 9.8996 10.0528 10.2061 10.3593 10.5127 10.6660
0.650 9.7979 9.9591 10.1202 10.2815 10.4427 10.6039 10.7652 10.9262 11.0879 11.2492
0.700 10.3458 10.5155 10.6853 10.8551 11.0249 11.1948 11.3647 11.5346 11.7046 11.8745
0.750 10.9479 11.1271 11.3063 11.4856 11.6649 11.8443 12.0237 12.2031 12.3826 12.5621
0.800 11.6321 11.8221 12.0122 12.2022 12.3924 12.5826 12.7729 12.9632 13.1535 13.3438
0.850 12.4485 12.6515 12.8544 13.0575 13.2607 13.4639 13.6671 13.8704 14.0737 14.2772
0.900 13.5054 13.7252 13.9450 14.1650 14.3850 14.6051 14.8252 15.0454 15.2656 15.4860
0.950 15.1334 15.3792 15.6252 15.8712 16.1174 16.3633 16.6088 16.8563 17.1028 17.3493
0.975 16.6041 16.8738 17.1434 17.4129 17.6830 17.9531 18.2253 18.4931 18.7634 19.0334
0.990 18.3795 18.6777 18.9761 19.2744 19.5731 19.8717 20.1705 20.4694 20.7683 21.0675
0.995 19.6253 19.9434 20.2619 20.5805 20.8993 21.2183 21.5372 21.8564 22.1851 22.4949
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Table 6.1: k = 9
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 10.8193 10.9727 11.1260 11.2794 11.4328 11.5862 11.7396 11.8931 12.0465 12.2000
0.650 11.4106 11.5720 11.7335 11.8948 12.0563 12.2178 12.3793 12.5408 12.7023 12.8638
0.700 12.0446 12.2146 12.3847 12.5548 12.7249 12.8951 13.0652 13.2355 13.4056 13.5758
0.750 12.7417 12.9213 13.1009 13.2805 13.4602 13.6399 13.8197 13.9994 14.1792 14.3590
0.800 13.5344 13.7248 13.9153 14.1058 14.2964 14.4870 14.6776 14.8683 15.0590 15.2497
0.850 14.4806 14.6841 14.8876 15.0912 15.2948 15.4985 15.7022 15.9060 16.1097 16.3137
0.900 15.7064 15.9268 16.1473 16.3678 16.5884 16.8090 17.0297 17.2504 17.4712 17.6920
0.950 17.5959 17.8425 18.0892 18.3360 18.5828 18.8297 19.0767 19.3237 19.5706 19.8179
0.975 19.3039 19.5745 19.8450 20.1156 20.3863 20.6570 20.9277 21.1987 21.4695 21.7404
0.990 21.3667 21.6659 21.9639 22.2644 22.5644 22.8635 23.1631 23.4630 23.7626 24.0624
0.995 22.8142 23.1337 23.4534 23.7728 24.0925 24.4126 24.7323 25.0525 25.3717 25.6923
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 12.3535 12.5069 12.6606 12.8139 12.9674 13.1210 13.2745 13.4280 13.5816 13.7349
0.650 13.0254 13.1870 13.3485 13.5101 13.6718 13.8334 13.9950 14.1567 14.3184 14.4800
0.700 13.7461 13.9164 14.0866 14.2569 14.4273 14.5975 14.7679 14.9383 15.1087 15.2791
0.750 14.5388 14.7187 14.8986 15.0785 15.2584 15.4383 15.6183 15.7982 15.9782 16.1582
0.800 15.4405 15.6313 15.8221 16.0129 16.2038 16.3947 16.5856 16.7765 16.9674 17.1584
0.850 16.5174 16.7212 16.9251 17.1291 17.3329 17.5370 17.7410 17.9451 18.1491 18.3532
0.900 17.9128 18.1337 18.3546 18.5756 18.7965 19.0175 19.2386 19.4597 19.6808 19.9019
0.950 20.0650 20.3121 20.5594 20.8067 21.0540 21.3014 21.5487 21.7962 22.0436 22.2911
0.975 22.0114 22.2824 22.5535 22.8247 23.0959 23.3669 23.6385 23.9097 24.1811 24.4525
0.990 24.3623 24.6624 24.9623 25.2651 25.5623 25.8625 26.1626 26.4629 26.7630 27.0633
0.995 26.0122 26.3332 26.6534 26.9735 27.2952 27.6139 27.9348 28.2553 28.5760 28.8963
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 13.8887 14.0423 14.1958 14.3494 14.5030 14.6566 14.8102 14.9639 15.1174 15.2711
0.650 14.6417 14.8034 14.9651 15.1268 15.2885 15.4502 15.6120 15.7737 15.9355 16.0972
0.700 15.4495 15.6199 15.7903 15.9608 16.1312 16.3017 16.4722 16.6427 16.8132 16.9837
0.750 16.3383 16.5187 16.6984 16.8784 17.0585 17.2386 17.4187 17.5989 17.7790 17.9592
0.800 17.3494 17.5404 17.7314 17.9225 18.1135 18.3046 18.4957 18.6868 18.8779 19.0691
0.850 18.5573 18.7615 18.9656 19.1697 19.3740 19.5782 19.7824 19.9867 20.1909 20.3952
0.900 20.1230 20.3442 20.5654 20.7867 21.0079 21.2292 21.4505 21.6718 21.8932 22.1145
0.950 22.5386 22.7862 23.0338 23.2814 23.5291 23.7767 24.0244 24.2721 24.5199 24.7668
0.975 24.7240 24.9954 25.2668 25.5382 25.8100 26.0814 26.3536 26.6248 26.8965 27.1682
0.990 27.3640 27.6650 27.9647 28.2651 28.5655 28.8659 29.1666 29.4674 29.7681 30.0685
0.995 29.2168 29.5382 29.8585 30.1795 30.5001 30.8212 31.1388 31.4632 31.7823 32.1051
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 15.4247 23.1114 30.8031 38.4968 46.1915 53.8869 61.5826 69.2786 76.9747 84.6709
0.650 16.2590 24.3544 32.4566 40.5615 48.6676 56.7747 64.8821 72.9900 81.0980 89.2062
0.700 17.1542 25.6888 34.2318 42.7781 51.3262 59.8753 68.4254 76.9750 85.5254 94.0760
0.750 18.1393 27.1578 36.1863 45.2190 54.2537 63.2896 72.3262 81.3632 90.4008 99.4385
0.800 19.2602 28.8300 38.4117 47.9982 57.5872 67.1774 76.7686 86.3601 95.9525 105.5449
0.850 20.5995 30.8289 41.0722 51.3211 61.5729 71.8263 82.0805 92.3357 102.5913 112.8470
0.900 22.3359 33.4219 44.5239 55.6325 66.7446 77.8586 88.9727 100.0889 111.2060 122.3225
0.950 25.0155 37.4253 49.8545 62.2916 74.7327 87.1759 99.6191 112.0665 124.5126 136.9592
0.975 27.4400 41.0497 54.6811 68.3214 81.9659 95.6137 109.2621 122.9127 136.5641 150.2141
0.990 30.3685 45.4300 60.5151 75.6103 90.7100 105.8128 120.1172 136.0255 151.1310 166.2383
0.995 32.4259 48.4961 64.6116 80.7288 96.8466 112.9752 129.1033 145.2319 161.3623 177.4930
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 92.3674 100.0638 107.7602 115.4568 123.1533 130.8483 138.5467 146.2432 153.9394
0.650 97.3143 105.4230 113.5308 121.6401 129.7487 137.8573 145.9660 154.0746 162.1855
0.700 102.6267 111.1775 119.7284 128.2794 136.8306 145.3816 153.9328 162.4840 171.0353
0.750 108.4764 117.5144 126.5526 135.5907 144.6291 153.6674 162.7060 171.7444 180.7827
0.800 115.1376 124.7303 134.3234 143.9165 153.5097 163.1030 172.6962 182.2897 191.8830
0.850 123.1032 133.3597 143.6160 153.8726 164.1292 174.3863 184.6428 194.8997 205.1569
0.900 133.4397 144.5575 155.6748 166.7920 177.9099 189.0278 200.1457 211.2639 222.3816
0.950 149.4064 161.8537 174.2986 186.7489 199.1971 211.6449 224.0933 236.5416 248.9891
0.975 163.8658 177.5177 191.1698 204.8227 218.4752 232.1278 245.7807 259.4334 273.0867
0.990 181.3462 196.4561 211.5620 226.6702 241.7804 256.8905 271.9995 287.1075 302.2152
0.995 193.6407 209.7521 225.8848 242.0140 258.1461 274.2779 290.4100 306.5424 322.6680
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Table 6.1: k = 10
P∗\ν 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
0.600 1.0054 1.0206 1.0358 1.0510 1.0663 1.0815 1.0967 1.1119 1.1271 1.1424
0.650 1.1433 1.1587 1.1741 1.1896 1.2051 1.2205 1.2360 1.2515 1.2670 1.2825
0.700 1.2886 1.3043 1.3200 1.3357 1.3514 1.3671 1.3829 1.3986 1.4144 1.4302
0.750 1.4455 1.4615 1.4774 1.4934 1.5094 1.5255 1.5415 1.5575 1.5737 1.5898
0.800 1.6203 1.6366 1.6529 1.6692 1.6855 1.7019 1.7183 1.7347 1.7511 1.7676
0.850 1.8242 1.8409 1.8575 1.8742 1.8909 1.9077 1.9245 1.9413 1.9582 1.9751
0.900 2.0810 2.0981 2.1152 2.1324 2.1497 2.1669 2.1843 2.2016 2.2190 2.2364
0.950 2.4620 2.4798 2.4977 2.5157 2.5337 2.5518 2.5699 2.5881 2.6064 2.6245
0.975 2.7929 2.8114 2.8300 2.8486 2.8673 2.8861 2.9050 2.9239 2.9429 2.9620
0.990 3.1781 3.1975 3.2169 3.2364 3.2559 3.2756 3.2953 3.3152 3.3351 3.3551
0.995 3.4409 3.4607 3.4808 3.5008 3.5210 3.5413 3.5617 3.5822 3.6028 3.6234
P∗\ν 0.60 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69
0.600 1.1576 1.1729 1.1881 1.2034 1.2186 1.2339 1.2491 1.2644 1.2797 1.2949
0.650 1.2980 1.3135 1.3290 1.3445 1.3601 1.3756 1.3912 1.4068 1.4223 1.4379
0.700 1.4460 1.4618 1.4776 1.4935 1.5093 1.5252 1.5411 1.5569 1.5728 1.5887
0.750 1.6059 1.6220 1.6382 1.6543 1.6705 1.6867 1.7029 1.7192 1.7354 1.7517
0.800 1.7841 1.8006 1.8171 1.8336 1.8502 1.8668 1.8834 1.9001 1.9167 1.9334
0.850 1.9920 2.0089 2.0259 2.0429 2.0599 2.0770 2.0941 2.1112 2.1284 2.1456
0.900 2.2539 2.2714 2.2890 2.3066 2.3242 2.3419 2.3596 2.3774 2.3951 2.4130
0.950 2.6429 2.6613 2.6798 2.6983 2.7168 2.7355 2.7541 2.7729 2.7916 2.8105
0.975 2.9811 3.0003 3.0196 3.0390 3.0583 3.0778 3.0973 3.1170 3.1366 3.1564
0.990 3.3752 3.3954 3.4157 3.4361 3.4565 3.4771 3.4977 3.5183 3.5391 3.5600
0.995 3.6443 3.6651 3.6861 3.7072 3.7284 3.7497 3.7710 3.7925 3.8141 3.8358
P∗\ν 0.70 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
0.600 1.3102 1.3255 1.3408 1.3561 1.3713 1.3866 1.4019 1.4172 1.4325 1.4479
0.650 1.4535 1.4691 1.4847 1.5003 1.5159 1.5315 1.5472 1.5628 1.5784 1.5941
0.700 1.6047 1.6206 1.6365 1.6525 1.6685 1.6844 1.7004 1.7164 1.7324 1.7483
0.750 1.7680 1.7843 1.8006 1.8170 1.8333 1.8496 1.8661 1.8825 1.8989 1.9153
0.800 1.9501 1.9668 1.9836 2.0004 2.0172 2.0340 2.0508 2.0677 2.0845 2.1014
0.850 2.1627 2.1800 2.1973 2.2146 2.2319 2.2492 2.2666 2.2840 2.3014 2.3189
0.900 2.4308 2.4487 2.4667 2.4847 2.5026 2.5207 2.5388 2.5569 2.5750 2.5932
0.950 2.8293 2.8483 2.8672 2.8863 2.9054 2.9245 2.9437 2.9629 2.9822 3.0015
0.975 3.1762 3.1960 3.2160 3.2360 3.2560 3.2762 3.2964 3.3166 3.3369 3.3573
0.990 3.5809 3.6020 3.6231 3.6443 3.6656 3.6869 3.7084 3.7299 3.7514 3.7731
0.995 3.8573 3.8794 3.9014 3.9234 3.9456 3.9678 3.9901 4.0125 4.0350 4.0576
P∗\ν 0.80 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.600 1.4632 1.4785 1.4938 1.5091 1.5244 1.5398 1.5551 1.5704 1.5858 1.6011
0.650 1.6098 1.6254 1.6411 1.6568 1.6725 1.6882 1.7039 1.7196 1.7353 1.7510
0.700 1.7645 1.7805 1.7966 1.8126 1.8287 1.8448 1.8609 1.8770 1.8931 1.9093
0.750 1.9318 1.9482 1.9647 1.9812 1.9977 2.0142 2.0307 2.0473 2.0638 2.0804
0.800 2.1184 2.1353 2.1523 2.1692 2.1862 2.2033 2.2203 2.2373 2.2544 2.2715
0.850 2.3364 2.3539 2.3714 2.3890 2.4066 2.4242 2.4418 2.4595 2.4772 2.4949
0.900 2.6115 2.6297 2.6480 2.6663 2.6847 2.7031 2.7215 2.7400 2.7585 2.7770
0.950 3.0209 3.0403 3.0598 3.0793 3.0989 3.1185 3.1382 3.1579 3.1776 3.1974
0.975 3.3778 3.3982 3.4188 3.4394 3.4601 3.4809 3.5017 3.5225 3.5435 3.5644
0.990 3.7949 3.8167 3.8386 3.8606 3.8829 3.9048 3.9270 3.9493 3.9716 3.9941
0.995 4.0825 4.1031 4.1260 4.1489 4.1720 4.1951 4.2184 4.2417 4.2651 4.2886
P∗\ν 0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
0.600 1.6164 1.6318 1.6471 1.6625 1.6778 1.6932 1.7086 1.7239 1.7393 1.7546
0.650 1.7667 1.7824 1.7982 1.8139 1.8296 1.8454 1.8612 1.8769 1.8927 1.9085
0.700 1.9254 1.9415 1.9577 1.9739 1.9900 2.0062 2.0224 2.0386 2.0548 2.0711
0.750 2.0970 2.1136 2.1302 2.1469 2.1635 2.1802 2.1969 2.2136 2.2302 2.2470
0.800 2.2886 2.3058 2.3229 2.3401 2.3573 2.3745 2.3917 2.4089 2.4262 2.4435
0.850 2.5126 2.5304 2.5482 2.5660 2.5838 2.6017 2.6196 2.6375 2.6554 2.6734
0.900 2.7956 2.8142 2.8328 2.8515 2.8701 2.8889 2.9076 2.9265 2.9452 2.9641
0.950 3.2173 3.2372 3.2571 3.2771 3.2972 3.3172 3.3373 3.3575 3.3777 3.3979
0.975 3.5855 3.6066 3.6277 3.6489 3.6701 3.6915 3.7129 3.7343 3.7558 3.7773
0.990 4.0167 4.0391 4.0618 4.0845 4.1073 4.1302 4.1531 4.1761 4.1992 4.2224
0.995 4.3122 4.3357 4.3595 4.3833 4.4072 4.4312 4.4552 4.4794 4.5038 4.5280
P∗\ν 0.991 0.992 0.993 0.994 0.995 0.996 0.997 0.998 0.999 1.000
0.600 1.7562 1.7577 1.7593 1.7608 1.7623 1.7639 1.7654 1.7669 1.7685 1.7700
0.650 1.9101 1.9117 1.9132 1.9148 1.9164 1.9180 1.9195 1.9211 1.9227 1.9243
0.700 2.0727 2.0743 2.0759 2.0775 2.0792 2.0808 2.0824 2.0840 2.0857 2.0873
0.750 2.2486 2.2503 2.2520 2.2537 2.2553 2.2570 2.2587 2.2603 2.2620 2.2637
0.800 2.4452 2.4469 2.4486 2.4504 2.4521 2.4538 2.4556 2.4573 2.4590 2.4608
0.850 2.6752 2.6770 2.6788 2.6806 2.6824 2.6842 2.6860 2.6878 2.6896 2.6914
0.900 2.9659 2.9678 2.9697 2.9716 2.9735 2.9754 2.9773 2.9792 2.9810 2.9829
0.950 3.3999 3.4020 3.4040 3.4060 3.4080 3.4101 3.4121 3.4141 3.4162 3.4182
0.975 3.7795 3.7816 3.7838 3.7859 3.7881 3.7903 3.7924 3.7946 3.7967 3.7989
0.990 4.2247 4.2270 4.2294 4.2316 4.2340 4.2363 4.2386 4.2409 4.2432 4.2455
0.995 4.5304 4.5328 4.5352 4.5376 4.5402 4.5425 4.5450 4.5474 4.5498 4.5523
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Table 6.1: k = 10
P∗\ν 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0.600 1.7700 1.9239 2.0780 2.2323 2.3869 2.5417 2.6966 2.8519 3.0073 3.1628
0.650 1.9243 2.0824 2.2411 2.4003 2.5600 2.7201 2.8806 3.0415 3.2028 3.3644
0.700 2.0873 2.2501 2.4137 2.5782 2.7434 2.9092 3.0757 3.2428 3.4104 3.5785
0.750 2.2637 2.4317 2.6008 2.7711 2.9424 3.1146 3.2877 3.4617 3.6363 3.8117
0.800 2.4608 2.6346 2.8101 2.9871 3.1654 3.3450 3.5257 3.7075 3.8903 4.0740
0.850 2.6914 2.8724 3.0548 3.2405 3.4273 3.6158 3.8058 3.9971 4.1898 4.3835
0.900 2.9829 3.1733 3.3665 3.5621 3.7602 3.9603 4.1625 4.3664 4.5719 4.7790
0.950 3.4182 3.6233 3.8322 4.0447 4.2604 4.4790 4.7004 4.9241 5.1501 5.3781
0.975 3.7989 4.0176 4.2413 4.4693 4.7015 4.9373 5.1765 5.4186 5.6635 5.9109
0.990 4.2455 4.4813 4.7231 4.9706 5.2231 5.4802 5.7415 6.0065 6.2748 6.5461
0.995 4.5523 4.8002 5.0552 5.3167 5.5839 5.8564 6.1336 6.4149 6.6999 6.9884
P∗\ν 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
0.600 3.3186 3.4745 3.6307 3.7869 3.9433 4.0999 4.2566 4.4134 4.5704 4.7275
0.650 3.5263 3.6885 3.8510 4.0138 4.1769 4.3401 4.5036 4.6673 4.8312 4.9953
0.700 3.7471 3.9161 4.0856 4.2554 4.4256 4.5961 4.7659 4.9381 5.1095 5.2811
0.750 3.9877 4.1643 4.3414 4.5191 4.6972 4.8758 5.0548 5.2342 5.4139 5.5939
0.800 4.2586 4.4439 4.6299 4.8165 5.0038 5.1916 5.3800 5.5688 5.7580 5.9477
0.850 4.5784 4.7742 4.9709 5.1685 5.3668 5.5658 5.7655 5.9657 6.1664 6.3677
0.900 4.9874 5.1970 5.4079 5.6197 5.8325 6.0462 6.2607 6.4759 6.6918 6.9083
0.950 5.6079 5.8394 6.0723 6.3067 6.5423 6.7790 7.0167 7.2554 7.4950 7.7354
0.975 6.1605 6.4121 6.6655 6.9206 7.1772 7.4351 7.6943 7.9543 8.2159 8.4782
0.990 6.8201 7.0966 7.3751 7.6557 7.9380 8.2220 8.5075 8.7944 9.0820 9.3710
0.995 7.2798 7.5739 7.8705 8.1691 8.4698 8.7720 9.0764 9.3815 9.6883 9.9961
P∗\ν 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
0.600 4.8847 5.0419 5.1993 5.3568 5.5144 5.6721 5.8298 5.9876 6.1455 6.3035
0.650 5.1595 5.3239 5.4885 5.6532 5.8181 5.9830 6.1481 6.3133 6.4786 6.6440
0.700 5.4530 5.6251 5.7974 5.9699 6.1426 6.3155 6.4885 6.6616 6.8349 7.0084
0.750 5.7743 5.9549 6.1358 6.3169 6.4983 6.6799 6.8617 7.0436 7.2258 7.4081
0.800 6.1378 6.3282 6.5189 6.7099 6.9013 7.0929 7.2851 7.4768 7.6691 7.8616
0.850 6.5695 6.7717 6.9743 7.1773 7.3806 7.5842 7.7882 7.9924 8.1969 8.4016
0.900 7.1254 7.3431 7.5612 7.7798 7.9988 8.2182 8.4380 8.6580 8.8786 9.0993
0.950 7.9765 8.2183 8.4607 8.7037 8.9476 9.1913 9.4357 9.6806 9.9259 10.1716
0.975 8.7411 9.0052 9.2699 9.5352 9.8011 10.0676 10.3348 10.6023 10.8703 11.1387
0.990 9.6611 9.9520 10.2437 10.5363 10.8296 11.1236 11.4181 11.7132 12.0088 12.3049
0.995 10.3053 10.6153 10.9268 11.2378 11.5532 11.8625 12.1779 12.4924 12.8079 13.1232
P∗\ν 4.0 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9
0.600 6.4615 6.6196 6.7778 6.9360 7.0942 7.2526 7.4109 7.5693 7.7278 7.8863
0.650 6.8095 6.9751 7.1408 7.3065 7.4724 7.6383 7.8042 7.9703 8.1364 8.3025
0.700 7.1819 7.3556 7.5294 7.7033 7.8773 8.0513 8.2255 8.3998 8.5741 8.7485
0.750 7.5906 7.7732 7.9560 8.1389 8.3219 8.5050 8.6882 8.8716 9.0550 9.2386
0.800 8.0542 8.2471 8.4402 8.6333 8.8267 9.0202 9.2138 9.4075 9.6014 9.7954
0.850 8.6066 8.8118 9.0172 9.2227 9.4285 9.6344 9.8405 10.0467 10.2531 10.4596
0.900 9.3203 9.5417 9.7631 9.9848 10.2068 10.4290 10.6513 10.8739 11.0965 11.3193
0.950 10.4176 10.6639 10.9106 11.1575 11.4055 11.6521 11.8998 12.1476 12.3957 12.6440
0.975 11.4075 11.6767 11.9462 12.2161 12.4863 12.7567 13.0275 13.2984 13.5696 13.8410
0.990 12.6015 12.8985 13.1958 13.4937 13.7917 14.0901 14.3890 14.6880 14.9873 15.2870
0.995 13.4394 13.7559 14.0729 14.3904 14.7084 15.0264 15.3445 15.6638 15.9827 16.3020
P∗\ν 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0.600 8.0448 8.2034 8.3620 8.5206 8.6793 8.8380 8.9967 9.1555 9.3143 9.4731
0.650 8.4687 8.6350 8.8013 8.9676 9.1341 9.3004 9.4670 9.6335 9.8001 9.9667
0.700 8.9230 9.0975 9.2721 9.4468 9.6216 9.7965 9.9712 10.1461 10.3210 10.4960
0.750 9.4222 9.6059 9.7897 9.9736 10.1575 10.3415 10.5256 10.7097 10.8939 11.0781
0.800 9.9894 10.1836 10.3779 10.5722 10.7667 10.9613 11.1558 11.3506 11.5453 11.7401
0.850 10.6663 10.8730 11.0799 11.2869 11.4939 11.7011 11.9084 12.1157 12.3232 12.5307
0.900 11.5425 11.7656 11.9889 12.2123 12.4358 12.6595 12.8832 13.1071 13.3311 13.5551
0.950 12.8924 13.1411 13.3899 13.6388 13.8879 14.1371 14.3865 14.6360 14.8857 15.1355
0.975 14.1127 14.3845 14.6566 14.9287 15.2011 15.4737 15.7464 16.0192 16.2922 16.5653
0.990 15.5866 15.8865 16.1849 16.4872 16.7879 17.0887 17.3895 17.6907 17.9920 18.2934
0.995 16.6219 16.9417 17.2596 17.5819 17.8984 18.2231 18.5440 18.8647 19.1852 19.5079
P∗\ν 6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
0.600 9.6319 9.7908 9.9497 10.1086 10.2675 10.4265 10.5854 10.7444 10.9034 11.0624
0.650 10.1333 10.3000 10.4667 10.6334 10.8002 10.9670 11.1338 11.3006 11.4675 11.6343
0.700 10.6710 10.8461 11.0212 11.1964 11.3715 11.5467 11.7220 11.8973 12.0726 12.2480
0.750 11.2624 11.4468 11.6312 11.8156 12.0001 12.1846 12.3692 12.5539 12.7385 12.9232
0.800 11.9350 12.1300 12.3250 12.5200 12.7152 12.9103 13.1056 13.3008 13.4961 13.6915
0.850 12.7383 12.9460 13.1537 13.3615 13.5694 13.7773 13.9853 14.1934 14.4014 14.6096
0.900 13.7793 14.0035 14.2279 14.4522 14.6767 14.9013 15.1259 15.3506 15.5753 15.8001
0.950 15.3852 15.6352 15.8852 16.1354 16.3856 16.6359 16.8862 17.1369 17.3874 17.6380
0.975 16.8385 17.1118 17.3852 17.6589 17.9325 18.2061 18.4801 18.7541 19.0275 19.3022
0.990 18.5950 18.8968 19.1975 19.5005 19.8027 20.1047 20.4070 20.7095 21.0118 21.3145
0.995 19.8293 20.1509 20.4727 20.7945 21.1165 21.4389 21.7623 22.0835 22.4060 22.7288
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Table 6.1: k = 10
P∗\ν 7.0 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
0.600 11.2215 11.3805 11.5396 11.6987 11.8578 12.0169 12.1760 12.3352 12.4943 12.6535
0.650 11.8012 11.9682 12.1351 12.3021 12.4691 12.6361 12.8031 12.9702 13.1372 13.3043
0.700 12.4233 12.5987 12.7742 12.9496 13.1251 13.3006 13.4762 13.6517 13.8273 14.0029
0.750 13.1079 13.2927 13.4775 13.6623 13.8471 14.0320 14.2169 14.4018 14.5867 14.7717
0.800 13.8869 14.0823 14.2778 14.4733 14.6689 14.8644 15.0601 15.2557 15.4514 15.6471
0.850 14.8178 15.0260 15.2344 15.4426 15.6510 15.8595 16.0679 16.2764 16.4849 16.6935
0.900 16.0250 16.2499 16.4749 16.6998 16.9249 17.1501 17.3752 17.6004 17.8256 18.0509
0.950 17.8888 18.1395 18.3903 18.6412 18.8915 19.1432 19.3943 19.6454 19.8965 20.1477
0.975 19.5764 19.8507 20.1250 20.3994 20.6740 20.9484 21.2230 21.4976 21.7731 22.0472
0.990 21.6172 21.9199 22.2228 22.5259 22.8284 23.1316 23.4356 23.7383 24.0414 24.3447
0.995 23.0513 23.3739 23.6970 24.0175 24.3434 24.6689 24.9896 25.3124 25.6359 25.9596
P∗\ν 8.0 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8 8.9
0.600 12.8127 12.9719 13.1311 13.2903 13.4495 13.6087 13.7679 13.9272 14.0865 14.2457
0.650 13.4714 13.6387 13.8056 13.9728 14.1399 14.3071 14.4743 14.6414 14.8086 14.9759
0.700 14.1784 14.3541 14.5297 14.7054 14.8811 15.0568 15.2325 15.4082 15.5840 15.7597
0.750 14.9568 15.1418 15.3269 15.5119 15.6970 15.8822 16.0673 16.2524 16.4377 16.6228
0.800 15.8428 16.0386 16.2344 16.4302 16.6260 16.8219 17.0178 17.2137 17.4097 17.6056
0.850 16.9020 17.1107 17.3194 17.5280 17.7367 17.9455 18.1542 18.3630 18.5719 18.7807
0.900 18.2763 18.5016 18.7270 18.9525 19.1779 19.4027 19.6290 19.8545 20.0801 20.3057
0.950 20.3990 20.6503 20.9020 21.1530 21.4045 21.6560 21.9074 22.1590 22.4106 22.6622
0.975 22.3218 22.5968 22.8718 23.1471 23.4217 23.6969 23.9719 24.2471 24.5223 24.7975
0.990 24.6480 24.9509 25.2549 25.5586 25.8622 26.1659 26.4694 26.7734 27.0769 27.3811
0.995 26.2829 26.6063 26.9303 27.2537 27.5776 27.9009 28.2252 28.5497 28.8730 29.1965
P∗\ν 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9
0.600 14.4050 14.5643 14.7236 14.8828 15.0422 15.2015 15.3608 15.5201 15.6795 15.8388
0.650 15.1431 15.3103 15.4776 15.6448 15.8121 15.9793 16.1466 16.3139 16.4812 16.6485
0.700 15.9355 16.1113 16.2871 16.4629 16.6387 16.8145 16.9904 17.1663 17.3421 17.5180
0.750 16.8080 16.9932 17.1785 17.3637 17.5490 17.7343 17.9196 18.1049 18.2902 18.4756
0.800 17.8015 17.9975 18.1935 18.3895 18.5856 18.7816 18.9777 19.1738 19.3699 19.5661
0.850 18.9896 19.1985 19.4074 19.6163 19.8253 20.0342 20.2432 20.4522 20.6613 20.8703
0.900 20.5314 20.7570 20.9827 21.2085 21.4342 21.6600 21.8858 22.1116 22.3375 22.5633
0.950 22.9139 23.1655 23.4172 23.6690 23.9203 24.1726 24.4244 24.6762 24.9281 25.1800
0.975 25.0727 25.3481 25.6234 25.8988 26.1738 26.4496 26.7251 27.0005 27.2761 27.5516
0.990 27.6840 27.9888 28.2928 28.5971 28.9005 29.2047 29.5089 29.8131 30.1173 30.4214
0.995 29.5210 29.8441 30.1688 30.4931 30.8175 31.1416 31.4657 31.7885 32.1136 32.4384
P∗\ν 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0 50.0 55.0
0.600 15.9981 23.9706 31.9482 39.9280 47.9088 55.8902 63.8720 71.8541 79.8364 87.8188
0.650 16.8158 25.1887 33.5683 41.9508 50.3347 58.7194 67.1046 75.4900 83.8759 92.2619
0.700 17.6939 26.4972 35.3090 44.1244 52.9414 61.7595 70.5783 79.3974 88.2168 97.0365
0.750 18.6609 27.9389 37.2271 46.5197 55.8142 65.1101 74.4066 83.7037 93.0013 102.2989
0.800 19.7622 29.5815 39.4131 49.2496 59.0882 68.9288 78.7700 88.6120 98.4547 108.2969
0.850 21.0794 31.5472 42.0292 52.5172 63.0077 73.5000 83.9934 94.4874 104.9821 115.4766
0.900 22.7892 34.1001 45.4277 56.7619 68.0995 79.4390 90.7797 102.1210 113.4630 124.8057
0.950 25.4319 38.0485 50.6847 63.3290 75.9771 88.6277 101.2797 113.9324 126.5861 139.2398
0.975 27.8271 41.6287 55.4527 69.2855 83.1229 96.9628 110.8046 124.6472 138.4906 152.3343
0.990 30.7252 45.9625 61.2246 76.5051 91.7743 107.0542 122.3350 137.6206 152.9038 168.1886
0.995 32.7630 49.0112 65.2821 81.5694 97.8577 114.1514 130.4398 146.7427 163.0384 179.3376
P∗\ν 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0 100.0
0.600 95.8015 103.7839 111.7665 119.7492 127.7319 135.7147 143.6973 151.6805 159.6630
0.650 100.6480 109.0341 117.4204 125.8069 134.1932 142.5795 150.9661 159.3525 167.7391
0.700 105.8563 114.6763 123.4963 132.3164 141.1366 149.9572 158.7770 167.5975 176.4177
0.750 111.5967 120.8948 130.1928 139.4911 148.7894 158.0877 167.3861 176.6844 185.9831
0.800 118.1397 127.9825 137.8258 147.6685 157.5122 167.3556 177.1990 187.0427 196.8859
0.850 125.9714 136.4673 146.9628 157.4585 167.9542 178.4501 188.9458 199.4418 209.9381
0.900 136.1483 147.4914 158.8347 170.1779 181.5214 192.8648 204.2086 215.5527 226.8979
0.950 151.8941 164.5490 177.2041 189.8590 202.5141 215.1692 227.8248 240.4807 253.1396
0.975 166.1791 180.0206 193.8681 207.7128 221.5578 235.4031 249.2499 263.0946 276.9396
0.990 183.4737 198.7598 214.0436 229.3243 244.6169 259.9029 275.1880 290.4758 303.7891
0.995 195.6373 211.9324 228.2317 244.5305 260.8250 277.1320 293.4318 309.7339 326.0315
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6.0.2 Matlab Code: SolveForH1
%Conducts a Binary search for the value of h that
%solve the integral equation.
%MinDeriv is the minimum derivative value
%MaxDeriv is the Maximum derivative value
%k is the number of populations
%PStar is Pˆ*
function H=SolveForH1(MinDeriv,MaxDeriv,k,PStar)
a=MinDeriv./MaxDeriv;
LB=0;
UB=5/a+5;
HB=(UB+LB)./2;
tol=.00000001
PStarH=quadgk(@(z)NormIntegrander1(z,HB,a,k), 5/a 5 ,HB);
while abs(PStar PStarH)>=tol
if PStar<PStarH
UB=HB;
else
LB=HB;
end
HBPrev=HB;
HB=(UB+LB)./2;
PStarH=quadgk(@(z)NormIntegrander1
(z,HB,a,k), 5/a 5 ,HB);
end
H=HBPrev;
function Prob=NormIntegrander1(z,h,a,k)
Prob1=(2*pi)ˆ( .5)*exp( .5*z.ˆ2);
Prob2=(1 .5*erfc(a.*( z+h)./sqrt(2))).ˆ(k 1);
Prob=Prob1.*Prob2;
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6.0.3 Matlab Code: SolveForH2
%Conducts a Binary search for the value of h that
%solve the integral equation.
%Derivatives is a 1xk row vector of derivatives
%k is the number of populations
%PStar is Pˆ*
function H=SolveForH2(Derivatives,PStar)
Derivatives=sort(Derivatives);
k=length(Derivatives);
a=Derivatives(1,1)/Derivatives(1,k);
LB=0;
UB=5/a+5;
HB=(UB+LB)./2;
tol=.00000001;
PStarH=quadgk(@(z)NormIntegrander2
(z,HB,Derivatives,k), 5/a 5 ,HB);
while abs(PStar PStarH)>=tol
if PStar<PStarH
UB=HB;
else
LB=HB;
end
HBPrev=HB;
HB=(UB+LB)./2;
PStarH=quadgk(@(z)NormIntegrander2
(z,HB,Derivatives,k), 5/a 5 ,HB);
end
H=HBPrev;
function Prob=NormIntegrander2(z,h,Derivatives,k)
Prob=(2*pi)ˆ( .5)*exp( .5*z.ˆ2);
Prob1=1;
a=Derivatives(1,1);
for j=2:k
b=a./Derivatives(1,j);
Prob2=1 .5*erfc(b.*( z+h)./sqrt(2));
Prob1=Prob1.*Prob2;
end
Prob=Prob1.*Prob;
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