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Abstract
Finding a succinct representation to describe the ground state of a disordered interacting system
could be very helpful in understanding the interplay between the interactions that is manifested in
a quantum phase transition. In this work we use some elementary states to construct recursively an
ansatz of multilayer wave functions, where in each step the higher-level wave function is represented
by a superposition of the locally ”excited states” obtained from the lower-level wave function. This
allows us to write the Hamiltonian expectation in terms of some local functions of the variational
parameters, and employ an efficient message-passing algorithm to find the optimal parameters.
We obtain good estimations of the ground-state energy and the phase transition point for the
transverse Ising model with a few layers of mean-field and symmetric tree states. The work is the
first step towards the application of local and distributed message-passing algorithms in the study
of structured variational problems in finite dimensions.
∗ aramezanpour@gmail.com
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I. INTRODUCTION
In a wave function approach to the study of an interacting quantum system we usually
resort to some physical and numerical insights to suggest a reasonable variational wave
function that approximates the quantum state of the system. In fact, providing a succinct
representation that well describes the physical state of the system means we know how to
model the relevant quantum correlations in an efficient way. The number of variational
parameters we need to characterize such a wave function could be of the order of the size
of system, depending on the nature of quantum correlations captured by the wave function.
Here it is essential to have an efficient optimization algorithm for minimizing the Hamiltonian
expectation over the space of the variational parameters.
In this work we will use some ideas from the physics of quantum many-body systems,
more specifically the matrix product states [1, 2] and the coupled cluster method [3, 4], to
construct an ansatz of multilayer wave functions for a possibly disordered quantum system
of interacting spins. The matrix product states and the related generalizations [5, 6], e.g.
multiscale entanglement-renormalization [7, 8] and projected entangled pair states [9, 10],
can be constructed by integrating over some auxiliary degrees of freedom interconnected
in a specific manner to the physical variables to account for the entanglement in different
parts of the system [11, 12]. On the other hand, in the coupled cluster method one starts
from an appropriate reference state, e.g. the Hartree-Fock wave function, and elaborates
on the local excitations to obtain more accurate wave functions and estimations for the
ground-state energy [13].
It is always useful in the study of interacting systems to start with the mean-field (MF)
wave functions (or product states). More accurate wave functions are obtained by adding
interactions between the variables [14–17]. Here, in general, we have to resort to some ap-
proximation algorithms, e.g. Monte Carlo [18], to compute efficiently the quantum expecta-
tions. In Ref. [19] we proposed to estimate the expectations within the Bethe approximation,
which allows us to write the Hamiltonian expectation in terms of some local functions of the
variational parameters and the cavity marginals of the Bethe approximation; for a review
of similar methods see [20]. Note that the Bethe estimation of the Hamiltonian expectation
is not necessarily an upper bound for the ground-state energy, unless the interaction graph
defined by the trial wave function has a tree structure. Nevertheless, the same approxima-
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tion offers efficient message-passing algorithms that have been proved useful in the study of
random constraint satisfaction and optimization problems [21–23].
Symmetric wave functions with a tree structure provide us with another category of com-
putationally tractable states which somehow complement the mean-field states; while the
latter wave functions are good candidates for the state of the system in the ordered (ferro-
magnetic, or localized) phase, the symmetric states are more appropriate in the disordered
(paramagnetic, or extended) phase. Moreover, in both the cases we can easily construct
an orthonormal set of locally excited states that could be useful in the framework of the
coupled cluster method [24]. We remark that the weighted graph states studied in quantum
physics and information theory can be represented by application of some two-body unitary
operators on initially mean-field states [25]. Similarly, we can obtain a weighted graph state
with an initially tree wave function and still compute efficiently the quantum expectation
of local observables.
In this study we use the mean-field and the symmetric tree wave functions to construct
an ansatz of multilayer wave functions by a recursive coupling of the local excitations; we
start from a reference wave function and in each step we construct a higher-level wave
function by taking a superposition of the locally ”excited states” obtained from the wave
function in the previous step. In the last step we minimize the Hamiltonian expectation with
respect to the variational parameters characterizing the reference state and the superposition
functions. Note that we use the ”excited state” for any state that is orthogonal to the trail
wave function; in this sense, the average energy of an excited state could be less than
that of the reference wave function as we minimize the energy over the whole set of the
parameters only in the end of the process. The simple structure of the wave functions allows
us to work with local energy functions of the variational parameters which is essential for
utilizing distributed message-passing algorithms in the study of the optimization problem.
In principle, the method can be implemented with more general wave functions for spin
systems with an arbitrary interaction graph.
In the following we will specify the wave functions and the local excitations that we
are going to work with in the multilayer wave functions. Then we present the message-
passing algorithm that is used to minimize the Hamiltonian expectation, and report some
preliminary results for the ferromagnetic transverse Ising model in one and two spatial
dimensions.
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II. DEFINITIONS
Consider the transverse Ising model with Hamiltonian
H = −
∑
(ij)∈Eq
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i , (1)
where i = 1, . . . , N labels the sites in the quantum interaction graph Eq. The σx,y,zi are the
standard Pauli matrices. And we use the orthonormal set of states |σ〉 = |σ1, . . . , σN〉 with
σi = ±1 in the σzi representation.
Starting from a reference wave function |Ψ0〉 =
∑
σ
ψ0(σ;P
0)|σ〉 characterized by
the variational parameters P0, we construct the orthonormal set of excited states S0 ≡
{|Ψ0,s0〉|s0 = 0, . . . ,N0}, where |Ψ0,0〉 ≡ |Ψ0〉. Then a higher-level wave function is obtained
by taking a superposition of the excited states |Ψ1〉 =
∑
s0
ψ1(s0;P
1)|Ψ0,s0〉. Note that |Ψ1〉
depends also on P0 through the |Ψ0,s0〉. The process can be repeated for t steps to con-
struct a (t + 1)-layer wave function. At layer t we have |Ψt〉 =
∑
st−1
ψt(st−1;Pt)|Ψt−1,st−1〉
with the orthonormal set of excited states St−1 ≡ {|Ψt−1,st−1〉|st−1 = 0, . . . ,Nt−1} and
|Ψt−1,0〉 ≡ |Ψt−1〉. The aim is to minimize the Hamiltonian expectation over the variational
parameters,
E0 = min{P0,...,Pt}
〈Ψt|H|Ψt〉, (2)
for some succinct representation of the variational states characterized by the parameters
and the nature of excitations in the excited states. We recall that by the ”excited state” we
mean any state that is orthogonal to the trial wave function, and that is not necessarily an
eigenstate of the Hamiltonian.
One can write the excited states at layer l > 0 as |Ψl,sl〉 =
∑
sl−1
ψl(sl−1, sl;Pl)|Ψl−1,sl−1〉.
Notice that ψl(sl−1;Pl) = ψl(sl−1, 0;Pl) as defined above. Moreover, by the orthogonality
of the excited states we have
∑
sl−1
ψ∗l (sl−1, s
′
l;P
l)ψl(sl−1, sl;Pl) = δs′l,sl. This results to the
following wave function at layer t:
|Ψt〉 =
∑
st−1,st−2,...,s0,σ
ψt(st−1;Pt)ψt−1(st−2, st−1;Pt−1) . . . ψ1(s0, s1;P1)ψ0(σ, s0;P0)|σ〉. (3)
Then the average value of a local operator O with matrix elements Oσ
′
σ ≡ 〈σ′|O|σ〉 can be
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computed in a recursive way by,
〈O〉t =
∑
st−1
|ψt(st−1;Pt)|2

∑
s′t−1
ψ∗t (s
′
t−1;P
t)
ψ∗t (st−1;Pt)
[O]
s′t−1st−1
t−1

 , (4)
where
[O]
s′lsl
l ≡
∑
sl−1
|ψl(sl−1, sl;Pl)|2

∑
s′l−1
ψ∗l (s
′
l−1, s
′
l;P
l)
ψ∗l (sl−1, sl;P
l)
[O]
s′l−1sl−1
l−1

 , (5)
setting s−1 ≡ σ and [O]−1 ≡ O. Obviously, to compute the Hamiltonian expectation
efficiently we have to limit ourselves to simple enough wave functions and excitations.
III. CHARACTERIZING THE WAVE FUNCTIONS
A trial wave function |Ψ〉 = ∑
σ
ψ(σ;P)|σ〉 is characterized by the structure of the
coefficients and the set of parameters P. A correlated wave function can be constructed by
considering the one-body and the two-body interactions [14–17],
ψ(σ;P) ∝
∏
i
φi(σi;Pi)
∏
(ij)∈E
φij(σi, σj ;Pij). (6)
In appendix A we describe an approximation algorithm to estimate the quantum expecta-
tions for such correlated wave functions.
In the study of multilayer wave functions we will work with the mean-field and the
symmetric tree states. The mean-field states can in general be represented by
ψ(σ;B) = eiˆΘ(σ)
∏
i
(
eBiσi/2√
2 cosh(BRi )
)
, (7)
with an arbitrary real phase Θ(σ) and complex fields Bi = B
R
i + iˆB
I
i . We call such a
state mean-field because the probability measure µ(σ;B) ≡ |ψ(σ;B)|2 represents a classical
system of independent variables. On the other hand we have the symmetric tree states:
ψ(σ;K) =
eiˆΘ(σ)√
2N
∏
(ij)∈T

 eKijσiσj/2√
cosh(KRij )

 , (8)
for some tree interaction graph T and complex couplings Kij = KRij + iˆKIij. Here the
associated probability measure has a tree structure and is symmetric under σ → −σ. In both
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the cases we will write the phase in terms of some local interactions: Θ(σ) =
∑
i Λiσi/2 +∑
(ij)∈EI Γijσiσj/2. Note that besides the variational parameters we need to specify the
interaction graphs EI and T . Here to maximize the gain from the interactions in the wave
functions we follow the quantum interaction graph Eq; i.e., we prefer to have interactions
between the nearest neighbors in Eq, and then between the next nearest neighbors and so
on.
IV. CHARACTERIZING THE EXCITATIONS
In this section we will take the mean-field and the symmetric tree states to illustrate the
nature of the local excitations that we are going to exploit in constructing the multilayer
wave functions.
A. Local excitations in the mean-field states
Consider the mean-field state |Ψ〉 = ∑
σ
ψ(σ)|σ〉 with ψ(σ) = eiˆΘ(σ)∏i
(
eBiσi/2√
2 cosh(BRi )
)
.
We define a set of orthonormal mean-field states |i1 . . . in〉 for n = 1, . . . , N with the same
phase Θ(σ) but different fields B˜i. The state |i1 . . . in〉 is orthogonal to |Ψ〉 at sites {i1 . . . in};
that is B˜Ri = −BRi and B˜Ii = BIi +pi for i ∈ {i1 . . . in}, otherwise B˜i = Bi. We can represent
all the above states in the occupation number representation by |s〉 ≡ |s1, . . . , sN〉, with
si ∈ {0, 1} to show the presence of a local excitation at site i. Note that the state |0〉 gives
the original mean-field state |Ψ〉, and 〈σ|s〉 = ψ(σ, s;P) as defined in Sec. II. A higher-level
wave function is obtained by a superposition of the locally excited states. In appendix B
we see how the average energy can be computed for such a wave function in the transverse
Ising model.
B. Local excitations in the symmetric tree states
Consider the symmetric tree state |Ψ〉 =∑
σ
eiˆΘ(σ)√
2N
∏
(ij)∈T
(
eKijσiσj/2√
cosh(KRij)
)
|σ〉. We define a
set of orthonormal symmetric tree states |(ij)1 . . . (ij)n〉 for n = 1, . . . , N − 1 with the same
phase Θ(σ) but different couplings K˜ij . The state |(ij)1 . . . (ij)n〉 is orthogonal to |Ψ〉 at
edges {(ij)1 . . . (ij)n}; that is K˜Rij = −KRij and K˜Iij = KIij + pi for (ij) ∈ {(ij)1 . . . (ij)n},
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otherwise K˜ij = Kij . Again, we represent all the above states in the occupation number
representation by |s〉, with sij ∈ {0, 1} to show the presence of a local excitation at edge (ij).
The state |0〉 represents the original tree state |Ψ〉. In appendix C we write the Hamiltonian
expectation for a superposition of such locally excited states.
Note that instead of having excitations on the edges we could have the excitations on the
nodes; here a local excitation on node i is defined by modifying the parameters on all the
edges emanating from the node and is represented by the occupation number si. But, since
the number of edges is one less than the number of nodes, we have to use only N − 1 node
variables to represent the orthogonal set of locally excited states.
V. OPTIMIZATION ALGORITHM
In this section we briefly describe a message-passing algorithm to minimize the Hamil-
tonian expectation and find an estimation of the optimal variational parameters. Let us
assume we write the energy as 〈H〉 =∑aEa(P∂a) where P∂a is the set of variational param-
eters Pv that appear in the local energy function Ea. To say something about the optimal
parameters we can study the following statistical physics problem Z =∑
P
e−βopt
∑
a Ea. For
finite βopt, we use the Bethe approximation to write the cavity marginals Ma→v(Pv) and
Mv→a(Pv) of the variational parameter Pv. The former messages are sent from the local
energy functions to the parameters and give the probability of having the parameter Pv in
the absence of the other energy functions involving the parameter,
Ma→v(Pv) ∝
∑
{Pu|u∈∂a\v}
e−βoptEa(P∂a)
∏
u∈∂a\v
Mu→a(Pu), (9)
The latter messages are sent from the parameters to the local energy functions. These
messages give the probability of having the parameter Pv in the absence of the Ea,
Mv→a(Pv) ∝
∏
b∈∂v\a
Mb→v(Pv). (10)
Here ∂v is the set of local energy functions depending on Pv. The above equations are called
belief propagation (BP) equations [23, 26].
But we are interested in the limit βopt → ∞ where the probability distribution of the
variational parameters is concentrated on the optimal ones. Taking the scaling Ma→v(Pv) =
7
σs
0
s1
FIG. 1. Multilayer wave functions of the mean-field and the symmetric states in one spatial
dimension. The filled circles show the physical variables σ and the open circles show the auxiliary
variables s. The auxiliary variables sl determine the configuration of the local excitations (or
interactions) in layer l − 1. The dashed lines represent the (imaginary) interactions in the phase
Θ.
e−βoptMa→v(Pv) and similarly for Ma→v(Pv), we get
Ma→v(Pv) = min{Pu|u∈∂a\v}

Ea(P∂a) +
∑
u∈∂a\v
Mu→a(Pu)

 , (11)
Mv→a(Pv) =
∑
b∈∂v\a
Mb→v(Pv). (12)
These are the so called minsum equations [26]. The equations can be solved by iteration
starting from random initial messages and updating the messages according to the above
equations. After each update we shift the messages by a constant to keep minPv Ma→v(Pv) =
minPv Mv→a(Pv) = 0. Finally, an estimation of the optimal parameters is obtained by
Pminv = argmin
∑
a∈∂vMa→v(Pv).
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VI. MULTILAYER WAVE FUNCTIONS OF MEAN-FIELD STATES
A. The one-dimensional model
We start from a mean-field wave function in the one-dimensional system and couple the
local excitations by another mean-field state as shown in Fig.1,
ψ0(σ;B
0) ∝ eiˆΘ0(σ)+
∑
iB
0
i σi/2, (13)
ψ1(s0;B
1) ∝ eiˆΘ1(s0)+
∑
iB
1
i (2s0,i−1)/2. (14)
For the phases we assume Θ0(σ) =
∑
i Γ
0
i,i+1σiσi+1/2 with some interactions along the
quantum interaction graph, and similarly for Θ1(s0). We can still compute exactly the
average energies 〈ei〉 = −hi〈σxi 〉 and 〈ei,i+1〉 = −Ji,i+1〈σzi σzi+1〉, depending locally on the
subset of the parameters
{B0i−1,Γ0i−1,i, B0i ,Γ0i,i+1, B0i+1;B1i−2,Γ1i−2,i−1, . . . ,Γ1i+1,i+2, B1i+2}. (15)
Notice that by these average energies we couple the neighboring parameters in different
layers. This defines a bipartite interaction graph Ev, where each local energy function
〈ei〉, 〈ei,i+1〉, represented by node a, depends on the parameters P∂a in its neighborhood
subset ∂a, and each parameter Pv ∈ {B0i , B1i ,Γ0i,i+1,Γ1i,i+1|i = 1, . . . , N}, represented by
node v, appears in the subset of interactions ∂v. Given the local energy functions and
the dependency graph of the variational parameters we can use the minsum algorithm to
minimize the Hamiltonian expectation.
In the same way, we can continue by coupling the local excitations in layer t = 1 by
another mean-field wave function. In Fig. 2 we display the results obtained with a few
layers of mean-field states for the transverse Ising model in one dimension. The relative
error in the ground-state energy δe(h) ≡ (E0/Eexact0 − 1) computed at the critical point
h = 1 reads δeMF (1) = 0.01825(t = 0), 0.00499(t = 1), 0.00262(t = 2) for the (t + 1)-layer
wave functions. In the disordered phase for h = 1.1 we obtain δeMF (1.1) = 0.03005(t =
0), 0.01143(t = 1), 0.00663(t = 2).
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FIG. 2. (a) The ground-state energy density E0/N , and (b) the magnetization density mx for
the ferromagnetic transverse Ising model on the infinite one-dimensional lattice obtained by a
translationally invariant multilayer wave function of mean-field states. The number of MF refers
to the number of layers in the wave function. The arrow shows the exact phase transition point.
B. Higher dimensions
It is straightforward to work with the multilayer wave functions of mean-field states
in higher spatial dimensions. Obviously, the number of variational parameters involved
in the quantum expectation of a local observable is of order (t + 1)d+1 in d dimensions.
Consequently, the computation time grows exponentially with (t + 1)d+1. Note that this
complexity is due to the (imaginary) interactions in the phase Θ; in fact if the interaction
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(a) 2d, Jij=1: MF
SxSy
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(b) 2d, Jij=1: MF
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FIG. 3. (a) The ground-state energy density E0/N , and (b) the magnetization density mx for the
ferromagnetic transverse Ising model on the infinite two-dimensional square lattice obtained by a
translationally invariant multilayer wave function of mean-field states and a symmetric tree state.
The number of MF refers to the number of layers in the wave function. Here SxSy denotes the
symmetric tree state with the two sets of x and y auxiliary variables. C-nnn denotes a correlated
wave function with nearest and next nearest neighbor interactions along the quantum interaction
graph. The open circles are from the iPEPS (infinite projected entangled pair states) algorithm [27].
The arrow shows the expected phase transition point from series expansion [28].
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graph defined by the Γij is a tree we can compute the quantum expectation of any product
operator in a time of order NCmax[2
2(t+1)]2. Here Cmax is the maximum connectivity of the
nodes in the tree, and 2(t + 1) is the length of binary string (σis0,i . . . st−1,i; σ′is
′
0,i . . . s
′
t−1,i)
located at each site of the interaction graph. Figure 3 shows the results we obtain by a
two-layer wave function of mean-field states in the two-dimensional transverse Ising model.
VII. MULTILAYER WAVE FUNCTIONS OF SYMMETRIC TREE STATES
A. The one-dimensional model
We consider the symmetric states in the one-dimensional system as shown in Fig. 1.
We take the symmetric wave function ψ0(σ;K
0) ∝ eiˆΘ0(σ)+
∑
iK
0
i,i+1σiσi+1/2 and couple the
local excitations by another symmetric state ψ1(s0;K
1) ∝ eiˆΘ1(s0)+
∑
iK
1
i,i+1(2s0,i−1)(2s0,i+1−1)/2,
where we used s0,i for the variable on edge (i, i + 1). For the phases we assume Θ0(σ) =∑
i Λ
0
iσi/2, and similarly for Θ1(s0). The average local energies 〈ei〉, 〈ei,i+1〉 can still be
computed exactly for such a wave function. Note that the quantum expectation of any local
observable would depend on a local subset of the parameters, thanks to the factorization
property of the symmetric tree states and orthogonality of the excited states. Given the
local energy functions we use the above minsum equations to find the optimal variational
parameters. Figure 4 shows how such wave functions work by increasing the number of
layers. The data in the figure have been obtained for Λi = 0,±pi/2 and KIij = 0; we did
not observe significant improvement by changing these parameters, at least for the two-
layer wave function. Here the relative error computed at the critical point reads δeS(1) =
0.01825(t = 0), 0.00542(t = 1), 0.00540(t = 2) for the (t + 1)-layer wave functions. In the
ordered phase for h = 0.9 we obtain δeS(0.9) = 0.0314(t = 0), 0.0111(t = 1), 0.0024(t = 2),
to be compared with the mean-field one δeMF (0.9) = 0.0021(t = 1). However, in the
disordered phase δeS(1.1) = 0.00261(t = 1), which is much smaller than the error obtained
by the mean-field wave functions for t = 2.
B. Higher dimensions
Using the tree wave functions in higher dimensions is not so straightforward. Here we
briefly describe a possible way of utilizing the tree states in two dimensions and leave more
12
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FIG. 4. (a) The ground-state energy density E0/N , and (b) the magnetization density mx for
the ferromagnetic transverse Ising model on the infinite one-dimensional lattice obtained by a
translationally invariant multilayer wave function of symmetric states. The number of S refers to
the number of layers in the wave function. The arrow shows the exact phase transition point. Note
that the mean-field states (MF) work better than the symmetric states (S) in the ordered phase,
and the symmetric states result to smaller energies in the disordered phase.
investigations for future studies; see also [29]. Let us partition the system into pairs of
spins represented by orthonormal states |sxαsyα〉 =
∑
σiασjα
φα(s
x
αs
y
α; σiασjα)|σiασjα〉 with bi-
nary variables sx,yα ∈ {−1,+1}. Clearly, the mapping can be represented by any unitary
transformation of the states |σiσj〉. The transformation from the physical variables (σiα, σjα)
to the auxiliary variables (sxα, s
y
α) serves to reduce the entanglement between the two sets of
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x and y variables [7, 8]. Then we proceed by coupling the auxiliary variables in the two sets
by a symmetric state:
|Ψ〉 =
∑
sx,sy
eiˆΘ(s
x,sy)
√
2N
∏
(αβ)∈T x

 eKxαβsxαsxβ/2√
cosh(Kx,Rαβ )

 ∏
(αβ)∈T y

 eKyαβsyαsyβ/2√
cosh(Ky,Rαβ )

 |sxsy〉. (16)
And the phase can be represented by Θ(sx, sy) =
∑
α(Λ
x
αs
x
α + Λ
y
αs
y
α + Γ
xy
α s
x
αs
y
α) + · · · with
real parameters Λx,yα and Γ
xy
α . Now it is easy to compute the average of the local energies in
terms of the variational parameters. Then we use the same minsum equations given above
to minimize the Hamiltonian expectation over the parameters. Figure 3 displays the results
we obtain by such a wave function, which as expected works better than the mean-field wave
function in the disordered phase. Multilayer wave functions can be obtained by taking a
superposition of the locally excited states represented by another similar wave function.
VIII. CONCLUSION
We proposed an ansatz of multilayer wave functions based on the coupling of the local
excitations in the mean-field and the symmetric tree states. This allows us to compute
exactly (for small number of layers) the quantum expectation of local observables, and
employ an efficient message-passing algorithm to minimize the Hamiltonian expectation
over the space of the variational parameters. Here we worked with the mean-field and
the symmetric tree states, but the method can in principle be implemented with more
complicated states after a proper characterization of the local excitations. It is the nature of
these states and the local excitations that determines the minimal number of layers we need
to approximate reasonably the ground state of the system. The problem is more difficult
in the fermionic systems due to the global nature of the fermion sign, and it would be
interesting to extend the method to deal with the non-local string interactions [30]. And
similar techniques can be useful also in classical variational problems to estimate the local
marginals by minimizing the free energy in the Bethe approximation for an appropriate
multilayer probability distribution.
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Appendix A: Estimating quantum expectations for the correlated wave functions
Consider the transverse field Ising model with Hamiltonian
H = −
∑
(ij)∈Eq
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i . (A1)
We group the variables according to a given partition {Vα|α = 1, . . . , Np} and work with
variables σα ≡ {σi|i ∈ Vα}. This helps to account more accurately for the short-range
correlations within the groups. The partition also defines the neighborhood graph E , where
two groups α and β are neighbors if there exists at least one quantum interaction (ij) ∈
Eq connecting i ∈ Vα and j ∈ Vβ. Then a generalized mean-field state is obtained by
ψ(σ;P) ∝∏α φα(σα;Pα), and a correlated wave function can be constructed by adding e.g.
the two-body interactions
ψ(σ;P) ∝
∏
α
φα(σα;Pα)
∏
(αβ)∈E
φαβ(σα, σβ ;Pαβ). (A2)
The parameters Pα, Pαβ characterize the interactions, for instance φαβ = e
∑
i∈Vα,j∈Vβ
Kijσiσj/2,
and φα = e
∑
i∈Vα
Biσi/2+
∑
i,j∈Vα
Kijσiσj/2+···.
We also rewrite the Hamiltonian in an appropriate form H =
∑
αHα+
∑
(αβ)∈E Hαβ with
Hα ≡ −
∑
i,j∈Vα:(ij)∈Eq
Jijσ
z
i σ
z
j −
∑
i∈Vα
hiσ
x
i , Hαβ ≡ −
∑
i∈Vα,j∈Vβ:(ij)∈Eq
Jijσ
z
i σ
z
j . (A3)
Then the Hamiltonian expectation reads
〈Ψ|H|Ψ〉 =
∑
α
〈eα(σα, σ∂α)〉µ +
∑
(αβ)∈E
〈eαβ(σα, σβ)〉µ, (A4)
where
eα(σα, σ∂α) ≡
∑
σ′α
φ∗α(σ
′
α;Pα)
φ∗α(σα;Pα)
∏
β∈∂α
φ∗αβ(σ
′
α, σβ;Pαβ)
φ∗αβ(σα, σβ;Pαβ)
〈σ′α|Hα|σα〉, (A5)
eαβ(σα, σβ) ≡ 〈σασβ |Hαβ|σασβ〉, (A6)
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and the average 〈·〉µ is computed with respect to the probability measure µ(σ;P) ≡
|ψ(σ;P)|2. Here ∂α denotes the neighborhood set of α in E , and σ∂α ≡ {σβ |β ∈ ∂α}.
The Hamiltonian matrix elements are
〈σ′α|Hα|σα〉 = −
∑
i,j∈Vα:(ij)∈Eq
Jijσiσjδσ′α,σα −
∑
i∈Vα
hiδσ′α,σ−iα , (A7)
〈σασβ|Hα,β|σασβ〉 = −
∑
i∈Vα,j∈Vβ :(ij)∈Eq
Jijσiσj . (A8)
Here σ−iα is the same as σα except at site i.
We compute the quantum expectations within the Bethe approximation for the proba-
bility measure µ(σ;P). To this end we need the cavity marginals µα→β(σα), that is the
probability of having spin state σα in the absence of the interaction term φαβ(σα, σβ;Pαβ).
In the Bethe approximation we write this cavity marginal in terms of the neighboring cavity
marginals {µγ→α|γ ∈ ∂α \ β} and the local interactions:
µα→β(σα) ∝ |φα(σα;Pα)|2
∏
γ∈∂α\β

∑
σγ
|φαγ(σα, σγ ;Pαγ)|2µγ→α(σγ)

 . (A9)
These recursive equation are called belief propagation (BP) equations [23]. The equations
can be solved by iteration starting from random initial marginals and updating the cavity
marginals in a random sequential way according to the above equations. The solution to
these equations gives the local marginals we need to compute the Hamiltonian expectation.
More precisely, we have
〈eαβ(σα, σβ)〉µ =
∑
σα,σβ
µαβ(σα, σβ)eαβ(σα, σβ), (A10)
〈eα(σα, σ∂α)〉µ =
∑
σα,σ∂α
µα∂α(σα, σ∂α)eα(σα, σ∂α), (A11)
where the local marginals are given by
µαβ(σα, σβ) ∝ |φαβ(σα, σβ;Pαβ)|2µα→β(σα)µβ→α(σβ), (A12)
µα∂α(σα, σ∂α) ∝ |φα(σα;Pα)|2
∏
β∈∂α
|φαβ(σα, σβ ;Pαβ)|2µβ→α(σβ). (A13)
Now we can consider the Hamiltonian expectation as a function of the variational param-
eters and the cavity marginals µα→β(σα) satisfying the local BP equations. Then a higher-
level message-passing algorithm can be used to minimize the average energy [19]. Figures 5
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FIG. 5. (a) The ground-state energy density E0/N , and (b) the magnetization density mx for
the ferromagnetic transverse Ising model on the infinite one-dimensional lattice obtained by the
translationally invariant correlated (C) wave functions. Here C-nn denotes the correlated wave
functions with the nearest-neighbor interactions along the quantum interacion graph Eq. In the
C-nnn wave functins we have both the nearest-neighbor and next-nearest-neighbor interactions.
The arrow shows the exact phase transition point.
and 6 show how the simple mean-field ψ(σ;P) ∝ ∏i eBiσi/2 and correlated wave functions
ψ(σ;P) ∝∏i eBiσi/2∏(ij)∈E eKijσiσj/2 work in the one- and two-dimensional transverse Ising
model.
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FIG. 6. (a) The ground-state energy density E0/N , and (b) the magnetization density mx for the
ferromagnetic transverse Ising model on the infinite two-dimensional square lattice obtained by
the translationally invariant correlated (C) wave functions. Here C-nn denotes the correlated wave
functions with the nearest-neighbor interactions along the quantum interacion graph Eq. In the
C-nnn wave functins we have both the nearest-neighbor and next-nearest-neighbor interactions.
The arrow shows the expected phase transition point.
Appendix B: Coupling the local excitations in the mean-field states
For a mean-field state |Ψ0〉 =
∑
σ
ψ0(σ)|σ〉 with imaginary couplings,
ψ0(σ) = e
iˆ
∑
(ij)∈E0
Γ0ijσiσj/2
∏
i

 eB0i σi/2√
2 cosh(B0,Ri )

 , (B1)
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the local energy functions are given by ei(σi, σ∂0i) = −hieiˆ
∑
j∈∂0i
Γ0ijσiσj−(B0,Ri −iˆB0,Ii )σi , and
eij(σi, σj) = −Jijσiσj . The average local energies read
〈ei(σi, σ∂0i)〉µ0 = −
hi
cosh(B0,Ri )
Re
{
eiˆB
0,I
i
∏
j∈∂0i
(
cosh(B0,Rj + iˆΓ
0
ij)
cosh(B0,Rj )
)}
, (B2)
〈eij(σi, σj)〉µ0 = −Jij tanh(B0,Ri ) tanh(B0,Rj ), (B3)
where 〈·〉µ0 means an average with respect to µ0(σ) ≡ |ψ0(σ)|2. When the transverse fields
hi are nonnegative we can minimize the average energy by setting Γ
0
ij = B
0,I
i = 0.
We represent a locally excited state by |s0〉 ≡ |s0,1, . . . , s0,N〉, with s0,i ∈ {0, 1} to show
the presence of a local excitation at site i. Consider the following superposition of the
locally excited states |Ψ1〉 =
∑
s0
ψ1(s0)|s0〉 and the associated probability measure µ1(s0) ≡
|ψ1(s0)|2. The Hamiltonian expectation with this wave function is 〈Ψ1|H|Ψ1〉 =
∑
i〈ei〉µ1 +∑
(ij)∈Eq〈eij〉µ1 , where
eij = −Jij
∑
s′0
(
ψ∗1(s
′
0)
ψ∗1(s0)
)
〈s′0|σzi σzj |s0〉, ei = −hi
∑
s′0
(
ψ∗1(s
′
0)
ψ∗1(s0)
)
〈s′0|σxi |s0〉. (B4)
To compute the average energies we start from [σzi ]
σ
′
σ ≡ 〈σ′|σzi |σ〉 = σiδσ′,σ and [σxi ]σ′σ ≡
〈σ′|σxi |σ〉 = δσ′i,−σi
∏
j 6=i δσ′j ,σj . We recall that the higher-level matrix elements are given by
[O]s
′
0s0 =
∑
σ
|ψ0(σ, s0)|2
(∑
σ
′
ψ∗0(σ
′, s′0)
ψ∗0(σ, s0)
[O]σ
′
σ
)
, (B5)
where ψ0(σ, s0) = 〈σ|s0〉. Then one can easily obtain
[σzi ]
s′0s0 =
∏
j 6=i
δs′0,j ,s0,j(1− 2s0,i)
(
δs′0,i,s0,i tanh(B
0,R
i )− δs′0,i,1−s0,i
iˆ
cosh(B0,Ri )
)
. (B6)
And by the mean-field character of the wave function, we have [σzi σ
z
j ]
s′0s0 = [σzi ]
s′0s0 [σzj ]
s′0s0 .
For the matrix elements of σxi we find
[σxi ]
s′0s0 =
∏
k/∈{i,∂0i}
δs′0,k,s0,k ×
1
2 cosh(B0,Ri )
×
(
ef(s0,i,s
′
0,i)
∏
j∈∂0i
cosh(g(s0,j, s
′
0,j) + iˆΓ
0
ij)
cosh(B0,Rj )
+ e−f(s0,i,s
′
0,i)
∏
j∈∂0i
cosh(g(s0,j, s
′
0,j)− iˆΓ0ij)
cosh(B0,Rj )
)
, (B7)
where we defined
f(s0,i, s
′
0,i) ≡ (s′0,i − s0,i)B0,Ri + iˆB0,Ii + iˆ(s′0,i + s0,i)pi/2, (B8)
g(s0,j, s
′
0,j) ≡ (1− s′0,j − s0,j)B0,Rj + iˆ(s′0,j − s0,j)pi/2. (B9)
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When the imaginary couplings Γ0ij and fields B
0,I
i are zero we get
[σxi ]
s′0s0 =
∏
j 6=i
δs′0,j ,s0,j(1− 2s0,i)
(
δs′0,i,s0,i
1
cosh(B0,Ri )
+ δs′0,i,1−s0,i iˆ tanh(B
0,R
i )
)
. (B10)
Finally, the average local energies are given by
〈σzi 〉 =
∑
s0
µ1(s0)(1− 2s0,i)
(
tanh(B0,Ri )−
iˆ
cosh(B0,Ri )
ψ∗1(s
−i
0 )
ψ∗1(s0)
)
, (B11)
〈σzi σzj 〉 =
∑
s0
µ1(s0)(1− 2s0,i)(1− 2s0,j)
{
tanh(B0,Ri ) tanh(B
0,R
j )
− 1
cosh(B0,Ri ) cosh(B
0,R
j )
ψ∗1(s
−i,−j
0 )
ψ∗1(s0)
− iˆtanh(B
0,R
i )
cosh(B0,Rj )
ψ∗1(s
−j
0 )
ψ∗1(s0)
− iˆtanh(B
0,R
j )
cosh(B0,Ri )
ψ∗1(s
−i
0 )
ψ∗1(s0)
}
. (B12)
Here s−i0 and s
−i,−j
0 are configurations that are different from s0 only at site i and sites {i, j},
respectively. And
〈σxi 〉 =
∑
s0
µ1(s0)
∑
s′0,i,s
′
0,∂i
(
ψ∗1(s0|s′0,i, s′0,∂i)
ψ∗1(s0)
)
1
2 cosh(B0,Ri )
×
(
ef(s0,i,s
′
0,i)
∏
j∈∂0i
cosh(g(s0,j, s
′
0,j) + iˆΓ
0
ij)
cosh(B0,Rj )
+ e−f(s0,i,s
′
0,i)
∏
j∈∂0i
cosh(g(s0,j, s
′
0,j)− iˆΓ0ij)
cosh(B0,Rj )
)
,
(B13)
where (s0|s′0,i, s′0,∂i) means we replace s0,i, s0,∂i in s0 with s′0,i, s′0,∂i.
Appendix C: Coupling the local excitations in the symmetric tree states
We take a symmetric tree state |Ψ0〉 =
∑
σ
ψ0(σ)|σ〉 with imaginary fields,
ψ0(σ) =
eiˆ
∑
i Λ
0
i σi/2√
2N
∏
(ij)∈T0

 eK0ijσiσj/2√
cosh(K0,Rij )

 . (C1)
The local energy functions are ei(σi, σ∂0i) = −hieiˆΛ
0
i σi−
∑
j∈∂0i
(K0,Rij −iˆK0,Iij )σiσj , and eij(σi, σj) =
−Jijσiσj . Thus for the average energies we obtain
〈ei(σi, σ∂i)〉µ0 = −hi cos(Λ0i )
∏
j∈∂0i
(
cos(K0,Iij )
cosh(K0,Rij )
)
, (C2)
〈eij(σi, σj)〉µ0 = −Jij tanh(K0,Rij ). (C3)
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When the transverse fields hi are nonnegative we can minimize the average energy by setting
Λ0i = K
0,I
ij = 0.
Again, we represent a locally excited state by |s0〉, with s0,ij ∈ {0, 1} to show the presence
of a local excitation at edge (ij). We take a superposition of the locally excited states
|Ψ1〉 =
∑
s0
ψ1(s0)|s0〉 and write the Hamiltonian expectation 〈Ψ1|H|Ψ1〉 =
∑
(ij)∈Eq〈eij〉µ1+∑
i〈ei〉µ1 , where
eij = −Jij
∑
s′0
(
ψ∗1(s
′
0)
ψ∗1(s0)
)
〈s′0|σzi σzj |s0〉, ei = −hi
∑
s′0
(
ψ∗1(s
′
0)
ψ∗1(s0)
)
〈s′0|σxi |s0〉. (C4)
To compute the average local energies we need the matrix elements:
[σzi σ
z
j ]
s′0,s0 =
∏
(kl)6=(ij)
δs′0,kl,s0,kl(1− 2s0,ij)
(
δs′0,ij ,s0,ij tanh(K
0,R
ij )− δs′0,ij ,1−s0,ij
iˆ
cosh(K0,Rij )
)
,
(C5)
and
[σxi ]
s′0,s0 =
∏
(kl)/∈∂0i
δs′0,kl,s0,kl × cos(Λ0i )
∏
j∈∂0i
{
δs′0,ij ,s0,ij
cos(K0,Iij )
cosh(K0,Rij )
(1− 2s0,ij)
− δs′0,ij ,1−s0,ij
(
sin(K0,Iij )− iˆ(1− 2s0,ij) cos(K0,Iij ) tanh(K0,Rij )
)}
. (C6)
Here by symmetry 〈σzi 〉 = 0. Using the above expressions the average values read
〈σxi 〉 =
∑
s0
µ1(s0)
∑
s′0,∂i
(
ψ∗1(s0|s′0,∂i)
ψ∗1(s0)
)
cos(Λ0i )
∏
j∈∂0i
{
δs′0,ij ,s0,ij
cos(K0,Iij )
cosh(K0,Rij )
(1− 2s0,ij)
− δs′0,ij ,1−s0,ij
(
sin(K0,Iij )− iˆ(1− 2s0,ij) cos(K0,Iij ) tanh(K0,Rij )
)}
, (C7)
and
〈σzi σzj 〉 =
∑
s0
µ1(s0)(1− 2s0,ij)
(
tanh(K0,Rij )−
iˆ
cosh(K0,Rij )
ψ∗1(s
−ij
0 )
ψ∗1(s0)
)
, (C8)
where s−ij0 is different from s0 only at edge (ij).
[1] M. Fannes, B. Nachtergaele and R. F. Werner, Comm. Math. Phys. 144(3), 443 (1992).
[2] S. Ostlund and S. Rommer, Phys. Rev. Lett. 75, 3537 (1995).
21
[3] F. Coester, Nucl. Phys. 7, 421 (1958).
[4] F. Coester and H. Kummel, Nucl. Phys. 17, 477 (1960).
[5] Y.-Y. Shi, L.-M. Duan, and G. Vidal, Phys. Rev. A 74, 022320 (2006).
[6] F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys. 57, 143 (2008).
[7] G. Vidal, Phys. Rev. Lett. 99, 220405 (2007).
[8] G. Vidal, Phys. Rev. Lett. 101, 110501 (2008).
[9] F. Verstraete and J. I. Cirac, arXiv:cond-mat/0407066 (unpublished).
[10] V. Murg, F. Verstraete, and J. I. Cirac, Phys. Rev. A 75, 033605 (2007).
[11] M. B. Hastings, Phys. Rev. B 73, 085115 (2006).
[12] M. B. Hastings, Phys. Rev. B 76, 035114 (2007).
[13] R. F. Bishop, in Microscopic Quantum Many-Body Theories and Their Applications, eds. J.
Navarro and A. Polls, Lecture Notes in Physics 510, 1 (Springer-Verlag, Berlin, 1998).
[14] R. Jastrow, Phys. Rev. 98, 1479 (1955).
[15] D. A. Huse and V. Elser, Phys. Rev. Lett. 60, 2531 (1988)
[16] L. Isaev, G. Ortiz, and J. Dukelsky, Phys. Rev. B 79, 024409 (2009).
[17] H. J. Changlani, J. M. Kinder, C. J. Umrigar, and G. K.-L. Chan, Phys. Rev. B 80, 245116
(2009).
[18] W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Rev. Mod. Phys. 73, 33 (2001).
[19] A. Ramezanpour, Phys. Rev. B 85, 125131 (2012).
[20] V. Bapst, L. Foini, F. Krzakala, G. Semerjian, and F. Zamponi, Physics Reports 523, 127
(2013).
[21] M. Me´zard, G. Parisi and R. Zecchina, Science 297, 812 (2002).
[22] M. Me´zard and R. Zecchina, Phys. Rev. E 66, 056126 (2002).
[23] M. Me´zard and A. Montanari, Information, Physics, and Computation, Oxford University
Press, Oxford, 2009.
[24] I. Biazzo and A. Ramezanpour, J. Stat. Mech. (2013) P04011.
[25] M. Hein, W. Dur, J. Eisert, R. Raussendorf, M. Van Den Nest, and H. -J. Briegel, in Pro-
ceedings of the International School of Physics ”Enrico Fermi”, Volume 162: Quantum Com-
puters, Algorithms and Chaos, 115 (IOS Press, Amsterdam 2006), edited by G. Casati, D. L.
Shepelyansky, and P. Zoller.
[26] F. R. Kschischang, B. J. Frey, and H. -A. Loeliger, IEEE Trans. Infor. Theory 47, 498 (2001)
22
[27] J. Jordan, R. Orus, G. Vidal, F. Verstraete, and J. I. Cirac, Phys. Rev. Lett. 101, 250602
(2008).
[28] J. Oitmaa, C. J. Hamer, and W. H. Zheng, J. Phys. A 24, 2863 (1991).
[29] N. Schuch, M. M. Wolf, F. Verstraete, and J. I. Cirac, Phys. Rev. Lett. 100, 040501 (2008).
[30] A. Ramezanpour and R. Zecchina, Phys. Rev. B 86, 155147 (2012).
23
