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Abstract
The central elements of the algebra of monodromy matrices associated with the Zn
R-matrix are studied. When the crossing parameter w takes a special rational value
w = n
N
, where N and n are positive coprime integers, the center is substantially larger
than that in the generic case for which the “quantum determinant” provides the center.
In the trigonometric limit, the situation corresponds to the quantum group at roots of
unity. This is a higher rank generalization of the recent results by Belavin and Jimbo.
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1 Introduction
The algebra of the monodromy matrix (or Yang-Baxter algebra) is generated by noncom-
mutative matrix elements of the L-operator L(u) satisfying a quadratic “RLL” relation
R12(u− v)L1(u)L2(v) = L2(v)L1(u)R12(u− v), (1.1)
where L1(u) = L(u)⊗ 1, L2(u) = 1⊗L(u) and R(u) is the R-matrix, a solution of quantum
Yang-Baxter equation
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v). (1.2)
We adopt the standard notation: Rij(u) is an embedding operator of R-matrix in the tensor
space Cn ⊗ Cn · · ·, which acts as identity on the factor spaces except for the i-th and j-th
ones. If R(u) is a rational R-matrix, the algebra after a proper specialization is a Yangian
algebra [1]. For a trigonometric R-matrix, the algebra is closely connected with a quantum
group [2, 3]. If R(u) is an elliptic R-matrix, the algebra gives rise to a Sklyanin algebra [4, 5].
In this paper, we will address the issue of the center of an elliptic algebra associated with
the Zn R-matrix [6] when the crossing parameter takes rational values. In the trigonometric
limit, it corresponds to a quantum group at roots of unity. So here we call this case the “roots
of unity ” case as its trigonometric limit. As is well known, for the trigonometric algebra
(as a degenerate algebra of the elliptic algebra) when the crossing parameter (deformation
parameter) is in roots of unity case the center is much larger than that of the generic case
[7, 8]. Recently for the simplest case of the Z2 R-matrix (or eight-vertex R-matrix) [9], the
structure of the center in the “roots of unity” case was clarified [10]. Here, we will consider
the question with a generic case n ≥ 2.
The paper is organized as follows. In section 2 we give the definition of the elliptic algebra
and introduce appropriate notation. We formulate the fundamental Boltzmann weights
of the An−1 type interaction-around-a-face (IRF) model (or the SOS model) and give the
corresponding face-vertex correspondence relation in section 3. In section 4, we construct the
symmetric fusion procedure for the R-matrices, Boltzmann weights and intertwining vectors,
which are useful to handle the center of the algebra. Finally, we give the center of the elliptic
algebra with the Zn R-matrix when the crossing parameter is in the “roots of unity” case in
section 5. Section 6 is for conclusions.
2
2 The Algebra of Monodromy Matrices
Let us fix an integer n (n > 2) and a complex number τ such that Im(τ) > 0. Introduce the
following elliptic functions
θ
[
a
b
]
(u, τ) =
∞∑
m=−∞
exp
{√−1π [(m+ a)2τ + 2(m+ a)(u+ b)]} , (2.1)
θ(j)(u) = θ
[
1
2
− j
n
1
2
]
(u, nτ), σ(u) = θ
[ 1
2
1
2
]
(u, τ), (2.2)
θ¯(j)(u) = exp
{√−1πu} θ(j)(u). (2.3)
Among them the σ-function1 satisfies the following identity:
σ(u+ x)σ(u− x)σ(v + y)σ(v − y)− σ(u+ y)σ(u− y)σ(v + x)σ(v − x)
= σ(u+ v)σ(u− v)σ(x+ y)σ(x− y).
Let {ei | i = 1, 2, · · · , n} be the orthonormal basis of the vector space Cn such that
〈ei, ej〉 = δij . Let R(u) ∈ End(Cn ⊗ Cn) be the Zn R-matrix given by
R(u) =
∑
i,j,k,l
Rklij (u)Eik ⊗ Elj , (2.4)
in which Eij is the matrix with elements (Eij)
l
k = δjkδil. The coefficient functions are [12, 13]
Rklij (u) =
{
h(u)θ(i−j)(u+w)
θ(i−k)(w)θ(k−j)(u)
if i+ j = k + l mod n,
0 otherwise,
(2.5)
where a complex parameter w is called the crossing parameter . We have set
h(u) =
∏n−1
j=0 θ
(j)(u)∏n−1
j=1 θ
(j)(0)
.
The R-matrix satisfies the quantum Yang-Baxter equation (1.2), unitarity and crossing-
unitarity relations [12]. It should be remarked that our R-matrix given in (2.4) and (2.5) is
the same as that of Ref.[13], and that our R-matrix R(u) is related to the R-matrix S(u) of
Richey and Tracy [12] by R12(u) =
e
√
−1piu
n
St1t212 (u), where ti denotes the transposition in the
i-th space. Consequently, the R-matrix enjoys the following property:
1Our σ-function is the ϑ-function ϑ1(u) [11]. It has the following relation with the Weierstrassian σ-
function if denoted it by σw(u): σw(u) ∝ eη1u2σ(u), η1 = pi2(16 − 4
∑∞
n=1
nq
2n
1−q2n ) and q = e
√
−1τ .
3
Lemma 1 The R-matrix given in (2.4) and (2.5) satisfies
R(w) =M × P (+)2 , (2.6)
where M is a non-degenerate matrix and P
(+)
2 is the two-body symmetrization operator given
by P
(+)
2 =
1
2
(1 + P12) in terms of the permutation operator P12: P12(ei ⊗ ej) = ej ⊗ ei.
This lemma tells that
Ker (R(w)) = the antisymmetric subspace of Cn ⊗ Cn. (2.7)
The above property enables us to construct symmetric fusion of the R-matrix in higher
tensor space [14] and the intertwining vector in section 4.
Definition 1 The algebra of monodromy matrices A is an associative algebra generated by
the matrix elements of the L-operator Lij(u), i, j = 1, · · · , n with the defining relations (1.1).
One can introduce a natural coproduct ∆: A → A⊗A and counit ǫ: A → C
∆(Lij(u)) =
∑
k
Lik(u)⊗ Lkj(u), ǫ(Lij) = δij,
making A a bi-algebra. Certain realization of the algebra A can be expressed in terms of the
Zn Sklyanin algebra [4, 5] which is an elliptical generalization of quantum group Uq(gln).
In this paper, we investigate the center of the algebra A, i.e., the set of the elements
commuting with all the elements of A. For a generic value of the crossing parameter w,
the so-called quantum determinant of the L-operator (detqL(u)) generates the center of the
algebra A [15]. However, it is known [10] that A for the eight-vertex model case (n = 2)
the situation is quite different when w = 2
N
, N is a positive odd integer. In this case, in
addition to the “quantum determinant” detqL(u), there exist much more central elements
in A. For the generic case of n > 2, the same phenomenon has been observed for A in the
trigonometric limit [7, 8]. We shall study the extra central elements of A with a generic
n > 2 in the “roots of unity” case: w = n
N
, where N and n are positive coprime integers.
Hereafter, we restrict the crossing parameter to the “roots of unity” case w = n
N
, unless
otherwise stated.
4
3 A
(1)
n−1 Face Model and Face-Vertex Correspondence
In this section, we formulate the fundamental Boltzmann weights of the An−1 type SOS face
model and give the face-vertex correspondence relation.
An ordered pair (a, b) (a, b ∈ Cn) is called admissible if
b− a = ei, i = 1, · · · , n, (3.1)
and denoted by a
1→ b. A path p = (a(0), a(1), · · · , a(l)) ∈ (Cn)l+1 is called an l-path from a
to b if a(0) = a, a(l) = b, and all pairs (a(i−1), a(i)) for i = 1, · · · , l are admissible.
Definition 2 An ordered pair (a, b) (a, b ∈ Cn) is called l-admissible if there exists an l-path
from a to b, and denoted by a
l→ b.
LetW
(
a b
c d
∣∣∣∣ u
)
denote the Boltzmann weight corresponding to a configuration a, b, d,
c ∈ Cn around a face, ordered clockwise from the NW corner. We call that W
(
a b
c d
∣∣∣∣ u
)
is admissible if (a, b), (b, d), (a, c), (c, d) are all admissible. By definition non-admissible
weights are set to 0. The non-vanishing weights are given as follows
W
(
a a+ eµ
a+ eµ a+ 2eµ
∣∣∣∣ u
)
=
σ(u+ w)
σ(w)
, (3.2)
W
(
a a+ eµ
a+ eµ a+ eµ + eν
∣∣∣∣ u
)
=
σ(aµνw − u)
σ(aµνw)
, µ 6= ν, (3.3)
W
(
a a+ eν
a+ eµ a+ eµ + eν
∣∣∣∣ u
)
=
σ(u)σ(aµνw + w)
σ(w)σ(aµνw)
, µ 6= ν, (3.4)
aµν = 〈a, eµ − eν〉, µ, ν = 1, · · · , n. (3.5)
The weights given in (3.2)-(3.4) satisfy the star-triangle relation (or dynamical Yang-Baxter
equation) [13] ∑
g
W
(
a b
f g
∣∣∣∣ u+ v
)
W
(
f g
e d
∣∣∣∣ u
)
W
(
b c
g d
∣∣∣∣ v
)
=
∑
g
W
(
a g
f e
∣∣∣∣ v
)
W
(
a b
g c
∣∣∣∣ u
)
W
(
g c
e d
∣∣∣∣ u+ v
)
. (3.6)
For a generic λ ∈ Cn, define
λi = 〈λ, ei〉, λ¯i = 〈λ, e¯i〉, e¯i = ei − 1
n
∑
k
ek, (3.7)
λij = λi − λj = λ¯i − λ¯j , i, j = 1, · · · , n. (3.8)
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Let us introduce an intertwining vector—an n-component column vector φλ,λ+ej(u) whose
k-th element is
φ
(k)
λ,λ+ej
(u) = θ¯(k)(u− nwλ¯j). (3.9)
One can easily verify the following properties of the intertwining vector from the definition
(3.9) and equation (3.7).
Lemma 2 The intertwining vector defined by (3.9) satisfies the following relation
φλ+ej ,λ+ei+ej (u) = φλ,λ+ei(u+ w − nδijw), i, j = 1, · · · , n, (3.10)
φλ,λ+ei(u+ n) = φλ,λ+ei(u). (3.11)
The intertwining vector (3.9) is different from that of Jimbo et al [13] by the definition of
the θ¯-function given in (2.3). The present definition is preferred because of its periodicity
(3.11) which will play an important role in section 5. From the definition of the Boltzmann
weights (3.2)-(3.4) and using the face-vertex correspondence obtained in [13], we have the
following relation.
Theorem 1 The intertwining vector satisfies
R12(u− v)φλ,λ+ei(u)⊗ φλ+ei,λ+ei+ej(v)
=
∑
k
W
(
λ λ+ ek
λ+ ei λ+ ei + ej
∣∣∣∣ u− v
)
φλ+ek,λ+ei+ej(u)⊗ φλ,λ+ek(v). (3.12)
Then the Yang-Baxter equation of the Zn R-matrix R(u) (1.2) is equivalent to the star-
triangle relation (3.6).
4 Fusion Procedure
The fusion procedure of the R-matrix and the intertwining vector is essential in handling
the central elements of the algebra A.
4.1 The generic w case
In this subsection, we consider the case that the crossing parameter w takes a generic value.
Let us introduce operators L1···N(u) and R1···N(u) by
R1···N (u) ≡ R1···N ;0(u) = R10(u+ (N − 1)w) · · ·RN0(u), (4.1)
L1···N(u) = L1(u+ (N − 1)w) · · ·LN(u). (4.2)
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We consider L1···N(u) ( R1···N(u)) as an operator acting on the so-called “auxiliary space”
V1 ⊗ · · · ⊗ VN , Vi = Cn with the entries belonging to A (with the entries of the operator
R1···N(u) acting on an additional n-dimensional space denoted by 0-th tensor space). Define
an operator SN acting on V1 ⊗ · · · ⊗ VN as follow
SN =
N−1∏
i=1
N∏
j=i+1
Rij ((j − i)w) , (4.3)
where both indices grow from left to right. For example, if N = 3, then
S3 = R12(w)R13(2w)R23(w).
Proposition 1 Ker(SN ) is an invariant subspace in V1⊗· · ·⊗VN of the operators L1···N (u)
and R1···N(u).
Proof . Using the Yang-Baxter equation (1.2) and RLL relation (1.1), one can derive
SNR1···N(u) = RN ···1(u)SN ,
SNL1···N(u) = LN ···1(u)SN ,
where RN ···1(u) and LN ···1(u) differ from R1···N(u) and L1···N(u) by permutation of all fac-
tors to the opposite order. Hence, R1···N(u)Ker(SN) ⊂ Ker(SN), L1···N(u)Ker(SN) ⊂
Ker(SN). 
Now, let us consider the subspace Ker(SN). Define
W0 = Σ
N−1
i=1 Ker (Ri,i+1(w)) ⊂ V1 ⊗ · · · ⊗ VN . (4.4)
Using the Yang-Baxter equation (1.2), one can show that the factors of SN can be permuted
into the order such that Ri,i+1(w) for a given i = 1, · · · , N − 1 is in the rightmost position.
For example, if N = 3 and i = 1,
S3 = R12(w)R13(2w)R23(w) = R23(w)R13(2w)R12(w).
So, Ker(SN) ⊃ W0. Comparing the dimensions of the subspaces in the trigonometric limit,
one can derive that Ker(SN) = W0 for the generic crossing parameter w. However, when
the crossing parameter w is in the “roots of unity” case w = n
N
, the subspace Ker(SN ) will
be larger than W0.
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It follows from Proposition 1 that W0 is invariant under L1···N(u) and R1···N(u). Thus
these operators can be defined in the quotient space W⊥0 which is defined as follow
W⊥0 = V1 ⊗ · · · ⊗ VN/W0. (4.5)
This also enables one to construct the symmetric fusion of the R-matrix and the L-operator
in higher tensor space [14]. Moreover, the property (2.7) and the definitions of W0 (4.4) and
W⊥0 (4.5) imply that
W⊥0 = the symmetric subspace of V1 ⊗ · · · ⊗ VN , (4.6)
dim(W⊥0 ) =
(N + n− 1)!
N !(n− 1)! , dim(W0) = n
N − (N + n− 1)!
N !(n− 1)! . (4.7)
Define a complete symmetrizer P
(+)
N which is given in terms of the element of N -body
permutation group denoted by PN as follows:
P
(+)
N =
1
N !
{∑
P∈PN
P
}
. (4.8)
Proposition 1 and the equation (4.6) lead to the following fusion properties.
Lemma 3
P
(+)
N R1···N ;0(u) = P (+)N R1···N ;0(u)P (+)N , (4.9)
P
(+)
N L1···N(u) = P (+)N L1···N(u)P (+)N . (4.10)
Hence, one can define the symmetric fused R-matrix R(s)1···N and L-operator L(s)1···N acting
in W⊥0 as follows
R(s)1···N(u) ≡ R(s)1···N ;0(u) = P (+)N R1···N ;0(u)P (+)N , (4.11)
L(s)1···N(u) = P (+)N L1···N(u)P (+)N . (4.12)
For an N-admissible pair (a, b), we choose one of its N -paths from a to b: p = (a, a +
ei1 , a + ei1 + ei2 , · · · , a +
∑N
l=1 eil), b = a +
∑N
l=1 eil. Let us introduce a fused intertwining
vector Φp;a,b(u) as follows
φi1,···,iNN ;a,b (u) = φa,a+ei1 (u+ (N − 1)w)⊗ · · · ⊗ φa+∑N−1l=1 eil ,a+∑Nl=1 eil (u), (4.13)
Φp;a,b(u) = P
(+)
N
{
φi1,···,iNN ;a,b (u)
}
. (4.14)
Noting Lemma 2, we obtain:
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Proposition 2 The fused intertwining vector given in (4.14) satisfies
Φp;a,b(u) =
1
N !
{
P
(+)
N
{∑
P∈PN
φ
ip1 ,···,ipN
N ;a,b (u)
}}
, (4.15)
where P is an element of PN :
P =
(
1 2 · · · N
p1 p2 · · · pN
)
. (4.16)
The proof of this Proposition is relegated to Appendix.
Then, we have
Corollary 1 The fused intertwining vector given in (4.14) is independent of the choice of
the N-path from a to b for any N-admissible pair (a, b).
Because of the path independence, we hereafter denote the fused intertwining vector given in
(4.14) by ΦN ;a,b(u) for anyN-admissible pair (a, b) instead of Φp;a,b(u). From the construction
of the fused intertwining vector, one easily has
Span {ΦN ;a,b(u)| for all N − admissible pairs (a, b)} = W⊥0 . (4.17)
Now we establish an equivalence between the symmetric fused R-matrix (4.11) and Boltz-
mann weights considered in [16] through the fused intertwining vector.
Proposition 3 The fused intertwining vector satisfies the following fused face-vertex corre-
spondence relation
R(s)1···N ;0(u− v)ΦN ;a,b(u)⊗ φb,b+ej(v)
=
∑
k
WN1
(
a a+ ek
b b+ ej
∣∣∣∣ u− v
)
ΦN ;a+ek,b+ej(u)⊗ φa,a+ek(v). (4.18)
Here the fused Boltzmann weights WN1
(
a b
d c
∣∣∣∣ u
)
are non-vanishing only for a configura-
tion a, b, c, d ∈ Cn such that a 1→ b, b N→ c, a N→ d, d 1→ c and the non-vanishing weights are
given as follows
WN1
(
a b
d c
∣∣∣∣ u
)
=
(
N−1∏
j=1
σ(u+ jw)
σ(w)
)
σ(u+ cµw − bνw)
∏
ρ6=µ σ(cρw − bνw + w)∏
ρ σ(aρνw + δρνw)
, (4.19)
when b− a = eν and c− d = eµ.
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Proof . Suppose (a, a(1), · · · , a(N−1), b) is an N -path from a to b. By the fundamental face-
vertex correspondence relation of Theorem 1, one can derive
R1···N ;0(u− v)
(
φa,a(1)(u+ (N − 1)w)⊗ · · · ⊗ φa(N−1),b(u)
)⊗ φb,b+ej(v)
=
∑
a′(1),···,a′(N−1),b′
W
(
a a′(1)
a(1) a′(2)
∣∣∣∣ u− v + (N − 1)w
)
W
(
a(1) a′(2)
a(2) a′(3)
∣∣∣∣ u− v + (N − 2)w
)
× · · ·W
(
a(N−2) a′(N−1)
a(N−1) b′
∣∣∣∣u− v + w
)
W
(
a(N−1) b′
b b+ ej
∣∣∣∣ u− v
)
× (φa′(1),a′(2)(u+ (N − 1)w)⊗ · · · ⊗ φb′,b+ej(u))⊗ φa,a′(1)(v). (4.20)
The definition of the fused intertwining vector (4.14) leads to
φa,a(1)(u+ (N − 1)w)⊗ · · · ⊗ φa(N−1) ,b(u) = ΦN ;a,b(u) mod W0. (4.21)
Multiplying equation (4.20) by P
(+)
N from the left and using Proposition 1, we have
LHS = P
(+)
N R1···N ;0(u− v)(ΦN ;a,b(u) +W0)⊗ φb, b+ej (v)
= R(s)1···N ;0(u− v)ΦN ;a,b(u)⊗ φb, b+ej (v), (4.22)
RHS =
∑
a′(1)

 ∑
a′(2),···,a′(N−1),b′
W
(
a a′(1)
a(1) a′(2)
∣∣∣∣u−v+(N−1)w
)
· · ·W
(
a(N−1) b′
b b+ ej
∣∣∣∣u−v
)
× P (+)N
{
φa′(1),a′(2)(u+ (N − 1)w)⊗ · · · ⊗ φb′,b+ej(u)
}}⊗ φa,a′(1)(v)
=
∑
a′(1)

 ∑
a′(2) ,···,a′(N−1),b′
W
(
a a′(1)
a(1) a′(2)
∣∣∣∣ u− v + (N − 1)w
)
· · ·
× W
(
a(N−1) b′
b b+ ej
∣∣∣∣ u− v
)}
ΦN ;a′(1),b+ej(u)⊗ φa,a′(1)(v)
=
∑
a′(1)
WN1
(
a a′(1)
b b+ ej
∣∣∣∣ u− v
)
ΦN ;a′(1),b+ej(u)⊗ φa,a′(1)(v). (4.23)
We have used Corollary 1 in the second last equality and Lemma 2.2 of Ref.[16] in the last
equality. The expression of the fused Boltzmann weight WN1
(
a b
d c
∣∣∣∣ u
)
was given in [16].
So, we complete the proof. 
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4.2 The “roots of unity” case
From now on, we come back to the case that the crossing parameter takes value of “roots
of unity” w = n
N
. It was shown in [10] that for the eight-vertex (or Z2) case the subspace
Ker(SN) is larger than W0 by an additional 2-dimensional subspace in “roots of unity” case.
We shall show that Ker(SN) is also larger than W0 by an additional n-dimensional subspace
for the generic Zn case.
Let us introduce n vectors Ψia(u) ∈ V1 ⊗ · · · ⊗ VN , i = 1, · · · , n,
Ψia(u) = ΦN ;a,a+Nei(u), for a generic vector a ∈ Cn. (4.24)
We denote the n-dimensional subspace spanned by the vectors {Ψia(u)|i = 1, · · · , n} by W
which is independent of the choice of a.
Proposition 4 When the crossing parameter w = n
N
, Ker(SN ) = W ⊕W0.
Proof . Using the Yang-Baxter equation (1.2), one can permute the order of the factors of
SN in such way
SN = · · ·R1N((N − 1)w)R1N−1((N − 2)w) · · ·R12(w).
Acting it on the vector φi···iN ;a,a+Nei(u) defined in (4.13) (There exists a unique N -path for the
N -admissible pair (a, a +Nei) such as (a, a + ei, a + 2ei, · · · , a +Nei)) and using Theorem
1, one can derive
SNφ
i···i
N ;a,a+ei
(u) = · · ·R1N ((N − 1)w)R1N−1((N − 2)w) · · ·R12(w)φi···iN ;a,a+Nei(u)
= · · ·R1N ((N − 1)w) · · ·R12(w)φa,a+ei(u+ (N − 1)w)⊗ · · ·φa+(N−1)ei,a+Nei(u)
= · · · × σ(Nw)σ((N − 1)w) · · ·σ(w)
(σ(w))N
φa+(N−1)ei, a+Nei(u+ (N − 1)w)
⊗ φa, a+ei(u+ (N − 2)w)⊗ · · · ⊗ φa+(N−2)ei, a+(N−1)ei(u). (4.25)
The fact that φi···iN ;a,a+Nei(u) ∈ Ker(SN) follows from the identity σ(Nw) = σ(n) = 0. Noting
that
Ψia(u) = φ
i···i
N ;a,a+Nei
(u) mod W0,
and the fact W0 ⊂ Ker(SN ), one can show W ⊂ Ker(SN). Evidently W ∩W0 = {0}. It
follows that W ⊕W0 ⊂ Ker(SN ). Then it remains to prove that
dim Ker(SN ) = dim W0 + dim W. (4.26)
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However, the dimensions of these subspaces do not depend on the modulus τ of the torus.
Taking the trigonometric limit τ −→ +√−1∞, the equation (4.26) has been already proved
in [8]. So we complete the proof. 
Proposition 1 and 4 show that W is invariant under the fused R-matrix R(s)1···N(u) defined
in (4.11) and the L-operator L(s)1···N(u) defined in (4.12). Let Rˆ(u) ∈ End(W ⊗ Cn) and
Λ(u) ∈ End(W )⊗A be the restrictions of the fused operators R(s)1···N (u) and L(s)1···N(u) on W ,
explicitly,
R(s)1···N(u)Ψia(u) = Rˆ(u)Ψia(u) =
n∑
j=1
Rˆij(u)Ψ
j
a(u), Rˆ
i
j(u) ∈ End (Cn), (4.27)
L(s)1···N(u)Ψia(u) = Λ(u)Ψia(u) =
n∑
j=1
Λij(u)Ψ
j
a(u), Λ
j
i (u) ∈ A. (4.28)
5 The Center
Let us compute some of the fused Boltzmann weights with a specially chosen configuration
a, b, c, d ∈ Cn. By using Proposition 3 and the identity σ(Nwδiν) = σ(nδiν) = 0, we can
derive for the crossing parameter w = n
N
WN1
(
a a + eν
a+Nei a +Nei + eµ
∣∣∣∣ u
)
=
(
N−1∏
j=1
σ(u+ jw)
σ(w)
)
σ(u+Nwδiµ)
∏
ρ6=µ σ(aρµw +Nwδiρ)∏
ρ σ(aρµw + δρµw)
δµν ,
in which the quasi-periodicity of the σ-function
σ(u+Nw) = σ(u+ n) = (−1)nσ(u), Nw = n, (5.1)
is used. This leads to a simple expression of the fused Boltzmann weight
WN1
(
a a + eν
a+Nei a +Nei + eµ
∣∣∣∣ u
)
=
(
N∏
j=1
σ(u+ jw)
σ(w)
)
δµν . (5.2)
In order to compute the restricted R-matrix Rˆ(u) defined in (4.27), we evaluate the action
of the fused R-matrix R(s)1···N defined in (4.11) on the vector Ψia
R(s)1···N ;0(u− v)Ψia(u)⊗ φa+Nei,a+Nei+ej(v)
=
(
N∏
k=1
σ(u− v + kw)
σ(w)
)
Ψia+ej (u)⊗ φa,a+ej(v). (5.3)
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Using the shift property of the fundamental intertwining vector φλ,λ+ei(u) (3.10), one can
write the fused intertwining vector explicitly as
Ψia(u) = P
(+)
N
{
φa,a+ei(u+ (N − 1)w)⊗ φa,a+ei(u+ (N − 1)w − nw)
⊗ · · · ⊗ φa,a+ei(u+ (N − 1)w − (N − 1)nw)
}
. (5.4)
The periodicity (3.11) enables one to further derive the following relation
φa,a+ej(u+Nw) = φa,a+ej(u+ n) = φa,a+ej (u). (5.5)
The above equation and (5.4) imply the following relations
Ψia(u+ nw) = Ψ
i
a(u), (5.6)
Ψia+ej(u) = Ψ
i
a(u+ w). (5.7)
Then
Proposition 5 When the crossing parameter is in “roots of unity” case w = n
N
, the vector
Ψia(u) satisfies the following relation
Ψia+ej(u) = Ψ
i
a(u+ w) = Ψ
i
a(u). (5.8)
Proof . The first equality is just equation (5.7). We are to prove the second equality Ψia(u+
w) = Ψia(u). The expression of Ψ
i
a(u) given in (5.4) and equation (5.5) imply that
Ψia(u+Nw) = Ψ
i
a(u+ n) = Ψ
i
a(u). (5.9)
Due to the fact that N and n are positive coprime integers, one can choose an integer l such
that
1 + lN = 0 mod n. (5.10)
The above property and relations (5.6) and (5.9) allow one to derive that
Ψia(u+ w) = Ψ
i
a(u+ w + lNw) = Ψ
i
a(u+ (1 + lN)w) = Ψ
i
a(u). (5.11)
Hence, we complete the proof. 
Using Proposition 5, the action of the fused R-matrix R(s)1···N on the vector Ψia can be given
explicitly as
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Proposition 6
R(s)1···N ;0(u− v)Ψia(u)⊗ φa+Nei,a+Nei+ej(v)
=
(
N∏
k=1
σ(u− v + kw)
σ(w)
)
Ψia(u)⊗ φa,a+ej(v). (5.12)
Now, we calculate the exchange relation among the fused L-operators {Λlk(u)| k, l =
1, · · · , n} and the generators ofA {Lji (u)| i, j = 1, · · · , n}. Firstly, one can derive the following
relation by the “RLL” relation (1.1)
R1···N ;0(u− v)L1···N(u)L0(v) = L0(v)L1···N(u)R1···N ;0(u− v). (5.13)
Proposition 1 allows one to restrict the above equation on W⊥0 , namely in terms of the fused
R-matrix (4.11) and L-operator (4.12)
R(s)1···N ;0(u− v)L(s)1···N(u)L0(v) = L0(v)L(s)1···N(u)R(s)1···N ;0(u− v). (5.14)
Proposition 4 and the fact that W ⊂ W⊥0 allow one further to restrict the equation on W .
Finally, we have our main result.
Theorem 2 When the crossing parameter is in “roots of unity” case w = n
N
, the elements
{Λij(u)| i, j = 1, · · · , n} defined in (4.28) are the central elements of A, namely,
[Λij(u), L
k
l (v)] = 0. (5.15)
Proof . For a generic a ∈ Cn, we can introduce an n× n matrix A with matrix elements Aij :
Aij = φ
(i)
a,a+ej(u), i, j = 1, · · · , n.
One can verify that det(A) 6= 0. It means that
Span {φa,a+ej (u)| j = 1, · · · , n} = Cn. (5.16)
This fact allows one to define matrix elements L˜ji (u) ∈ A from the L-operator L(u) as follows
L(u)φa,a+ei(u) =
n∑
j=1
L˜ji (u)φa,a+ej(u). (5.17)
The conditions w = n
N
and (3.11) allow one to derive the following relation
φa+Nei,a+Nei+ej(u) = φa,a+ej (u+Nw) = φa,a+ej (u). (5.18)
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Acting both sides of equation (5.14) on the vector Ψla(u)⊗φa,a+ej(v) and using the definitions
(4.28) and (5.17), we have
LHS =
n∑
k,i=1
R(s)1···N ;0(u− v)Ψka(u)⊗ φa,a+ei(v){Λlk(u)L˜ij(v)},
RHS = L0(v)L(s)1···N (v)R(s)1···N ;0(u− v)Ψla(u)⊗ φa,a+ej (v).
Proposition 6 and the relation (5.18) imply that we can further derive that
LHS =
{
N∏
k=1
σ(u− v + kw)
σ(w)
}
n∑
k,i=1
Ψka(u)⊗ φa,a+ei(v){Λlk(u)L˜ij(v)},
RHS =
{
N∏
k=1
σ(u− v + kw)
σ(w)
}
n∑
k,i=1
Ψka(u)⊗ φa,a+ei(v){L˜ij(v)Λlk(u)}.
Hence [Λlk(u), L˜
i
j(v)] = 0. Equation (5.17) and non-degeneracy of the matrix (A
i
j) enable us
to derive that [Λlk(u), L
i
j(v)] = 0. Therefore, we complete the proof. 
6 Conclusions
In this paper we have investigated the extra central elements (differing from the so-called
quantum determinant detq(L(u))) of the algebra A of monodromy matrices associated with
the Zn R-matrix when the crossing parameter takes special value w =
n
N
. In the trigono-
metric limit, this case corresponds to the quantum group Uq(gln) at roots of unity. Our
results show that in even elliptic case the center of A is also extended and is generated by n2
elements {Λij(u)} in addition to detq(L(u)). For the special case of n = 2, our result recovers
that of [10].
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Appendix: Proof of Proposition 2
The property (3.10) allows one to derive the following relation
φλ+ej ,λ+ei+ej(u) = φλ,λ+ei(u+ w), if i 6= j. (A.1)
For a vector B ∈ V1 ⊗ · · · ⊗ Vm, the corresponding symmetrized vector B(s) is given as
B(s) = P (+)m (B) =
1
m!
{
∑
P∈Pm
P (B)}.
The terms obtained by non-trivial permutations of B are called descendants . It is easy to
show that the symmetrized vector satisfies
B(s) = P (+)m (PB), ∀P ∈ Pm. (A.2)
Hereafter we shall always keep equations (A.1) and (A.2) in mind, because they will play an
important role to proof the proposition.
Let us denote the vector φi1···im
m;a,a+
∑m
l=1 eil
by i1 · · · im, and the set of {φip1 ···ipmm;a,a+∑ml=1 eil |P ∈ Pm}
by
︷ ︸︸ ︷
i1 · · · im. We shall prove the proposition by induction.
• Using the relation (A.1), we can prove that the equation (4.15) holds for the case of
N = 2.
• Suppose that (4.15) holds for the case of 2 < N . We are to prove it is satisfied for
N + 1.
1. In the case of iN+1 6∈ {i1, · · · , iN},
Φ
i1···iN+1
N+1;a,a+
∑N+1
l=1 eil
∝ P (+)N+1
{ ︷ ︸︸ ︷
i1 · · · iN iN+1
...
}
, (A.3)
where
... stands for the descendants . Using the induction hypothesis and (A.1) we
can derive that (A.3) is equal to
P
(+)
N+1
{
i1 · · · iN iN+1
...
+
i1 · · · iN+1 iN
...
+
i1 · · · iN+1 iN−1
...
+· · ·
}
= P
(+)
N+1
{︷ ︸︸ ︷
i1 · · · iN+1
}
.
So, (4.15) holds for N + 1.
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2. If iN+1 ∈ {i1, · · · , iN}, without loss of generality, let us suppose that iN+1 = iN .
Let [iN ]
⊥ denote the set {il 6= iN | l = 1, · · ·N − 1}. Let M be the number of
elements in the set. Let [iN ]
⊥
l , l = 1, · · · ,M , denote the element of the set.
Similarly to the first case, we have
Φi1···iN iN
N+1;a,a+
∑N+1
l=1 eil
∝ P (+)N+1
{ ︷ ︸︸ ︷
i1 · · · iN iN
...
}
= P
(+)
N+1
{
i1 · · · iN iN
...
+
i1 · · · iN [iN ]⊥1
...
+ · · ·+ i1 · · · iN [iN ]
⊥
M
...
}
= P
(+)
N+1
{︷ ︸︸ ︷
i1 · · · iN iN
}
.
Then (4.15) holds for N + 1.
Therefore (4.15) holds for any positive integer N ≥ 2. Finally we complete the proof of
Proposition 2.
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