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Abstract
We derive non-perturbative sum rules in SU(N) lattice gauge theory at finite temperature. They relate
the susceptibilities of the trace anomaly and energy–momentum tensor to temperature derivatives of the
thermodynamic potentials. Two of them have been derived previously in the continuum and one is new. In
all cases, at finite lattice spacing there are important corrections to the continuum sum rules that are only
suppressed by the bare coupling g20. We also show how the discretization errors affecting the thermodynamic
potentials can be controlled by computing these susceptibilities.
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1. Introduction
Sum rules in continuum QCD at zero temperature were introduced by Novikov et al. [1] and
a lot of hadron phenomenology was subsequently based on them. A few years later Michael
derived sum rules for SU(N) pure gauge theories in lattice regularization [2–4], which were only
recently generalized to Wilson lattice QCD in [5]. Since sum rules are relations that hold non-
perturbatively, the lattice regularization provides a framework in which their derivation proceeds
in a particularly rigorous way: it only involves operations on multi-dimensional integrals.
On the lattice the simplest identities relate zero-momentum three-point functions to the spec-
trum of the theory. By comparing the sum rules to continuum relations [6], one realizes [7,8]
that they relate the normalization of a particular discretization of the trace anomaly and the
energy–momentum tensor to anisotropy coefficients. The latter are derivatives of the bare lattice
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the ratio of spatial and temporal lattice spacings. Indeed this normalization is non-trivial since
translation invariance is broken down to a discrete group at finite lattice spacing.
Ellis et al. derived finite-temperature sum rules in pure gauge theories [9] and in full
QCD [10]. In this paper we rederive the SU(N) gauge theory sum rules, focusing on those con-
cerning two-point functions of the trace anomaly and the energy–momentum tensor, in lattice
regularization. We find that they have important corrections to the continuum versions, which
are only suppressed by one power of the bare coupling g20 . From the point of view of Monte
Carlo simulations, where thermodynamics calculations are performed around g0 ≈ 1, they can
thus not be neglected. We also derive a new sum rule involving only the traceless part of the
energy–momentum tensor, and we relate the results obtained to contact terms in the two-point
functions of the Hamiltonian.
The p = 0 two-point function of the trace anomaly, in other words its susceptibility, is related
to the rate of change of ( − 3P)/T 4 with temperature [9] ( is the energy density and P the
pressure). Because the bulk viscosity is related to this two-point function by a Kubo formula [11],
it was argued recently [12] that the bulk viscosity rises sharply just above the deconfining tem-
perature Tc . Direct calculations of the two-point functions at p = 0 and general ω = p0 have
confirmed the existence of this effect [13]. In the context of such calculations, the sum rule can
be used to constrain the reconstruction of the spectral function ρ(ω).
Another application of these considerations to finite-temperature Monte Carlo simulations
is to compute directly the leading lattice spacing dependence of the thermodynamic potentials.
This idea has the most potential of being useful in the context of full QCD simulations, where
the computational cost is high and grows with a large power of the inverse lattice spacing.
Decomposing the energy–momentum tensor Tμν into a traceless part θμν and a scalar part θ
via Tμν = θμν + 14δμνθ , the explicit Euclidean expressions are
(1)θ(x) ≡ β(g)/(2g)F aρσ (x)F aρσ (x), θμν(x) ≡
1
4
δμνF
a
ρσF
a
ρσ − FaμαFaνα.
The beta-function is defined by q dg¯/dq = β(g¯) = −g¯3(b0 + b1g¯2 + · · ·) and b0 = 11N/
(3(4π)2), b1 = 34N2/(3(4π)4) in the SU(N) pure gauge theory. The gauge action reads
1
4F
a
μνF
a
μν in this notation. If 〈· · ·〉T denotes the thermal average at temperature T ,
(2) − 3P = 〈θ〉T − 〈θ〉0,  + P = 43 〈θ00〉T .
In Section 2 we introduce our notation, review the relations relevant to thermodynamics and
introduce new anisotropy coefficients. In Section 3 we derive the sum rules on the lattice. In
Section 4 we take the extreme continuum limit, g20  1 and compare our results to those of [9].
Section 5 describes the possibility of computing the leading discretization errors affecting 
and P in numerical simulations, and Section 6 contains concluding remarks.
2. Thermodynamics and the energy–momentum tensor
We consider a Euclidean lattice of spatial extent Nσ sufficiently large that the thermodynam-
ics limit has been reached. The time-extent Nτ = L0/a fixes the temperature T = 1/L0. Thermal
averages are denoted by 〈· · ·〉. The temperature dependence is made explicit by 〈· · ·〉T to distin-
guish this average from the average 〈· · ·〉0 on a zero-temperature lattice. The contents of this
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tion of Section 2.4. We however emphasize a lot more the role of θ00 and θ , since they are the
operators of interest in the sum rules.
2.1. Isotropic lattice
We start from the Wilson action [18] for SU(N) gauge theories:
(3)Sg = β
∑
x
∑
μ<ν
Sμν(x),
(4)Sμν(x) = 1
N
Re Tr
{
1 − Uμ(x)Uν(x + aμˆ)Uμ(x + aνˆ)−1Uν(x)−1
}
and β ≡ 2N
g20
. It is useful to consider two separate sets of parameters:
(5)bare parameters: β, Nτ ,
(6)physical parameters: a(β), T (β,Nτ ),
where 1/T = L0 = Nτa(β). With the notations
(7)S± = Sσ ± Sτ , Sσ =
∑
k<l
Skl, Sτ =
∑
k
S0k,
we use the following discretizations:
(8)Θ(x) = Z+(β)S+, Θ00(x) = Z−(β)S−,
with
(9)Z+(β) = dβ
d loga
, Z−(β) = βZ(β).
The presence of the normalization factor Z(β) = 1 + O(1/β) must be expected, since∫
d3x θ00(x) is not a Noether charge, due to the lack of continuous translation invariance on
the lattice. A precise expression can be given for Z(β) in terms of derivatives with respect to the
anisotropy, see Eq. (29) and also Eq. (A.7). For a parametrization of Z(β) in the case of SU(3)
based on the data of [17], see [16, Eq. (6)]. The continuum limit takes the form
(10)F+(β,Nτ ) ≡ N4τ
(〈Θ〉T − 〈Θ〉0) a→0−−−→  − 3P
T 4
≡ f+(T ),
(11)F−(β,Nτ ) ≡ 43N
4
τ 〈Θ00〉 a→0−−−→
 + P
T 4
≡ f−(T ),
where the leading corrections are O(a2).
2.2. Anisotropic lattice
On the anisotropic lattice with spatial lattice spacing aσ and temporal lattice spacing aτ , the
action reads
(12)Sg =
∑
x
βσ Sσ (x) + βτSτ (x).
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(13)bare parameters: βσ , βτ , Nτ ,
(14)physical parameters: aσ (βσ ,βτ ), ξ(βσ ,βτ ), T (βσ ,βτ ,Nτ ),
where
(15)ξ ≡ aσ /aτ ,
(16)1/T = L0 = Nτaτ = Nτaσ ξ−1.
Obviously, ξ = 1 when βσ = βτ .
We use the following discretizations:
(17)ξ−3Θ(x) = Z+σ (βσ ,βτ )Sσ + Z+τ (βσ ,βτ )Sτ ,
(18)ξ−3Θ00(x) = Z−σ (βσ ,βτ )Sσ − Z−τ (βσ ,βτ )Sτ ,
where at the symmetric point ξ = 1,
(19)Z+σ (β,β) = Z+τ (β,β) = Z+(β), Z−σ (β,β) = Z−τ (β,β) = Z−(β).
The continuum limit aσ → 0 is taken at fixed ξ . The factor Z±σ,τ is such that, for instance,
〈∑x Θ00(x)〉→〈∫ d4x θ00(x)〉. The continuum limit of thermodynamic potentials is obtained
according to
(20)F+(βσ ,βτ ,Nτ ) ≡ N4τ ξ−3
(〈Θ〉T − 〈Θ〉0) aσ →0−−−→  − 3P
T 4
≡ f+(T ),
(21)F−(βσ ,βτ ,Nτ ) ≡ 43N
4
τ ξ
−3〈Θ00〉 aσ →0−−−→  + P
T 4
≡ f−(T ),
where the leading corrections are O(a2σ ).
2.3. Thermodynamics and normalization of θ and θμν
In this section we relate the normalization factors Z±σ,τ to derivatives of the bare parameters
with respect to physical parameters. We start from the thermodynamic relations
(22) = − 1
L3
∂ log Z¯
∂L0
, p = 1
L0
∂ log Z¯
∂L3
,
where
(23)log Z¯(βσ ,βτ ,Nσ ,Nτ ) = logZ(βσ ,βτ ,Nσ ,Nτ ) − Nτ
N refτ
logZ
(
βσ ,βτ ,Nσ ,N
ref
τ
)
.
The subtraction, which sets the free energy F = −T log Z¯ to zero at a reference temperature
Tref = 1/(N refτ aτ ), is necessary in quantum field theory. On a ξ = 1 lattice a common choice
is N refτ = Nσ , which implies that Tref = 0 in the thermodynamic limit. We can combine the
equations
∂ log Z¯
∂ logaσ
= 0 and ∂ log Z¯
∂ log ξ
= 0
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(24)( − 3P)a3σ aτ =
∂βσ
∂ logaσ
〈Sσ 〉T −0 + ∂βτ
∂ logaσ
〈Sτ 〉T −0,
(25)3
4
( + P)a3σ aτ = −
(
∂βσ
∂ log ξ
+ 1
4
∂βσ
∂ logaσ
)
〈Sσ 〉 −
(
∂βτ
∂ log ξ
+ 1
4
∂βτ
∂ logaσ
)
〈Sτ 〉.
From here we read off the normalization factors of Θ and Θ00:
(26)ξ3Z+σ =
∂βσ
∂ logaσ
, ξ3Z+τ =
∂βτ
∂ logaσ
,
(27)ξ3Z−σ = −
∂βσ
∂ log ξ
− 1
4
∂βσ
∂ logaσ
, ξ3Z−τ =
∂βτ
∂ log ξ
+ 1
4
∂βτ
∂ logaσ
.
Since, by Euclidean symmetry, Z−σ
ξ=1= Z−τ , we have the equalities
(28)∂(βσ + βτ )
∂ log ξ
ξ=1= −1
2
dβ
d loga
,
(29)∂(βτ − βσ )(aσ , ξ)
∂ log ξ
ξ=1= 2βZ(β).
We discuss a different choice of bare parameters often used in numerical simulations in
Appendix A.
2.4. Derivatives of Z±σ,τ at ξ = 1
At ξ = 1, (∂βσ + ∂βτ ) becomes d/dβ . Using
(30)
( ∂ logaσ
∂βσ
∂ logaσ
∂βτ
∂ log ξ
∂βσ
∂ log ξ
∂βτ
)
ξ=1= 1
2βZ(β) dβ
d loga
( ∂βτ
∂ log ξ − ∂βσ∂ log ξ
− ∂βτ
∂ logaσ
∂βσ
∂ logaσ
)
,
one easily obtains the relations
1
2
(
∂
∂βσ
− ∂
∂βτ
)(
Z+σ + Z+τ
) ξ=1= 3 dβ
d loga
1
βZ(β)
,
(31)1
2
(
∂
∂βσ
− ∂
∂βτ
)(
Z+σ − Z+τ
) ξ=1= dβ
d loga
∂β(βZ(β))
βZ(β)
.
We shall need these relations in the next section. Similarly we introduce the quantities
(32)λ±00(βσ ,βτ ) ≡
1
2
(
∂
∂βσ
− ∂
∂βτ
)(
Z−σ ± Z−τ
)
.
At ξ = 1 they evaluate to
(33)λ+00(β) = 3 −
1
2
dβ
d loga
[
1
β
+ dZ
Z dβ
]
+ 1
2βZ(β)
∂2(βσ − βτ )
∂(log ξ)2
,
(34)βZ(β)λ−00(β) =
1
2
[
−1
8
d2β
d(loga)2
+ ∂
2(βσ + βτ )
∂(log ξ)2
]
.
These derivatives thus depend on second derivatives with respect to ξ . In Appendix B we obtain
the leading order values of λ+ (β) in g2.00 0
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We now derive the sum rules, neglecting O(a2) discretization errors, but without using pertur-
bative approximations to normalization factors such as dβ
d loga and Z(β). The presence of O(a
2)
discretization errors is characteristic of the Wilson action. We will comment on the use of im-
proved actions at the end of this section.
3.1. Derivation on the isotropic lattice
We consider a renormalization group invariant (RGI) quantity f (a,T ), which is obtained as
the continuum limit of a function F(β,Nτ ) of the bare parameters. The renormalization group
equation a∂f/∂a = 0 implies
(35)T ∂f
∂T
= − dβ
d loga
∂F
∂β
.
We have used
a dNτ/da = −Nτ and Nτ∂Nτ F = −T ∂T f.
We have treated Nτ as if it was a continuous variable. It can be rigorously shown [5, Sec-
tion 2.2], that this treatment is justified up to O(a2) suppressed terms, provided a symmetric
finite-difference scheme is used to define ∂Nτ .
In particular, we can apply Eq. (35) to F±(β,Nτ ), since they are RGI quantities (see Eqs. (10),
(11)). For the case of F+, we obtain
a−4
〈∑
x
Θ(x)Θ(0)
〉c
T
− a−4
〈∑
x
Θ(x)Θ(0)
〉c
0
(36)= T 5∂T  − 3P
T 4
+ d
2β
d(loga)2
1
dβ/d loga
( − 3P).
This sum rule was first derived in [9] in the continuum, in which case the second term on the
right-hand side is absent. Indeed, the factor multiplying ( − 3P) behaves asymptotically as
2b1g40 at small bare coupling. Consider next the case of F−; the sum rule reads
(37)4
3a4
〈∑
x
Θ(x)Θ00(0)
〉c
T
= T 5∂T  + P
T 4
+ dβ
d loga
∂β(βZ(β))
Z(β)β
( + P).
Note that the left-hand side vanishes by Euclidean symmetry at T = 0. The factor multiplying
( + P) in the second term on the right-hand side vanishes in the continuum limit as (−2b0g20).
3.2. Derivation on the anisotropic lattice
For any RGI quantity f (aσ , ξ, T ), aσ ∂aσ f = 0 and ξ∂ξf = 0 respectively imply
(38)T ∂f
∂T
(−1
1
)
=
( ∂βσ
∂ logaσ
∂βτ
∂ logaσ
∂βσ
∂ log ξ
∂βτ
∂ log ξ
)( ∂F
βσ
∂F
βτ
)
.
We have used
aσ ∂aσ Nτ = −Nτ and Nτ∂Nτ F (βσ ,βτ ,Nτ ) = −T ∂T f.
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matrix is then
(39) = 2βZ(β) dβ
d loga
.
Taking suitable linear combinations, we obtain the two equations
(40)−T ∂f
∂T
= dβ
d loga
(
∂F
βσ
+ ∂F
βτ
)
,
(41)−3
4
T
∂f
∂T
= βZ(β)
(
∂F
βσ
− ∂F
βτ
)
.
The first relation is equivalent to Eq. (35) derived on the isotropic lattice, since d
dx
f (x, x) =
(∂y + ∂z)f |y,z=x for a general function of two variables (y, z). We therefore focus on the second
relation in the following. The observables f± are RGI quantities. Consider first f+(T ). Using
Eq. (31) and the thermodynamic relations T ∂T p =  + P and ( − 3P)/T 4 = T ∂T (p/T 4),
Eq. (41) leads to Eq. (37) derived on the isotropic lattice. We now apply Eq. (41) to f−(T ). We
obtain a new sum rule,
a4
〈∑
x
Θ00(x)Θ00(0)
〉c
T
− βZ(β)λ−00(β)a−4〈S+〉T
(42)= 3
4
λ+00(β)( + P) +
(
3
4
)2
T 5∂T
 + P
T 4
.
The quantities λ±00(β) are defined in Eq. (32). Since the right-hand side of Eq. (42) manifestly
has a finite continuum limit, this equation implies that the short-distance quartic divergence of
the integrated correlator is compensated by the quartic divergence (a−4) of the expectation value
of the trace anomaly,
(43)〈βS+〉T = 32dA
(
1 + O(g20)) (dA ≡ N2 − 1).
3.3. Contact terms in two-point functions of the Hamiltonian
The 〈θθ〉, 〈θ00θ00〉 and 〈θ00θ〉 correlators are related at vanishing spatial momentum because
the Hamiltonian operator
∫
d3xT00 has simple correlation functions:
(44)
〈∫
d3xT00(x0,x)O
〉c
T
= T 2∂T 〈O〉T + AO(T )δ(x0)
for any local operator O. The delta function arises because the Hamiltonian operator applied on
transfer-matrix eigenstates with energies at the cutoff scale does not yield the expected matrix
elements; for instance off-diagonal matrix elements are expected to appear in general.
The sum rules (Eqs. (36), (37), (42)) determine the contact terms Aθ00 and Aθ :
(45)
Aθ00 =
λ−00(g0)Z(g0)
g20dg
−2
0 /d loga
〈θ〉T + 3
(
1
4
λ+00(g0) +
g20
16
dg−20
d loga
[
1 − g
2
0
Z
dZ
dg20
]
− 1
)
( + P),
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(
1
4
d2g−20
d(loga)2
1
dg−20 /d loga
− 1
)
( − 3P) + 3
4
g20
dg−20
d loga
[
1 − g
2
0
Z
dZ
dg20
]
( + P)
(46)+ 1
4
〈∫
d4x θ(x)θ(0)
〉c
0
.
The contact term of 〈T00T00〉 is then given by AT00 = Aθ00 + 14Aθ . Note that the contact terms
have a quartically divergent contribution, plus finite, temperature-dependent contributions.
3.4. Remarks on sum rules for improved actions
The continuum form of the sum rules is independent of both the choice of action and dis-
cretization for the operators, as will become apparent in the next section. At finite lattice spacing,
additional terms are present in the sum rules in the case of improved actions. For instance, the
gauge action can be O(a2) on-shell improved by the inclusion of two dimension 6 operators [19],
requiring the tuning of two coefficients c1,2(β). In the sum rule, ∂F/∂β will be replaced by
∂F/∂β +∑i (∂ci/∂β)∂F/∂ci , and F itself has to contain dimension 6 operators with tuned co-
efficients. In addition, ∂Nτ must be defined with care (see the remark below Eq. (35)), in order to
not reintroduce O(a2) cutoff effects.
4. Sum rules in the continuum
Taking the bare coupling g20  1 in Eqs. (36), (37), (42) yields the following continuum sum
rules:
(47)
〈∫
d4x θ(x)θ(0)
〉c
T
−
〈∫
d4x θ(x)θ(0)
〉c
0
= T 5∂T  − 3P
T 4
,
(48)
〈∫
d4x θ(x)θ00(0)
〉c
T
= 3
4
T 5∂T
 + P
T 4
,
(49)
〈∫
d4x θ00(x)θ00(0)
〉c
T
+ λ
−
00
2b0g20
〈θ〉T = 34λ
+
00( + P) +
(
3
4
)2
T 5∂T
 + P
T 4
.
The coefficients λ±00 are now to be taken at g0 = 0, where they are pure, finite numbers. We com-
pute these numbers in Appendix B, see Eqs. (B.9) and (B.17). The calculation of λ+00 suggests
that the latter is independent of the regularization used. If true, this would mean that the regular-
ization dependence cancels entirely between the two terms on the left-hand side of this equation.
It would be useful to derive Eq. (49) in a different regularization to confirm this.
The difference of relation (49) between finite and zero-temperature gives
〈∫
d4x θ00(x)θ00(0)
〉c
T
−
〈∫
d4x θ00(x)θ00(0)
〉c
0
+ λ
−
00
2b0g20
( − 3P)
= 3
4
λ+00( + P) +
(
3
4
)2
T 5∂T
 + P
T 4
.
This relation shows that even after subtraction of the quartic divergence, a temperature-dependent
logarithmic divergence remains in the susceptibility of θ00.
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The idea to remove the leading cutoff effects on physical quantities by using lattice sum rules
was proposed in [5]. Here we show that it can be applied to thermodynamic potentials. Consider
for instance ( − 3P)/T 4. On a ξ = 1 lattice, this quantity is obtained by taking the Nτ → ∞
limit of
(50)ϕ(Nτ ) ≡ F+
(
β(Nτ ),Nτ
)
,
where β(Nτ ) is tuned so that (Nτ a) is constant and F+ was defined in Eq. (10). Following the
steps of Section 3, we can evaluate
dϕ
d logNτ
= ∂F+
∂ logNτ
− dβ
d loga
∂F+
∂β
(51)= ∂F+
∂ logNτ
− d
2β
d(loga)2
ϕ(Nτ ) + N4τ
〈∑
x
Θ(x)Θ(0)
〉c
T −0
.
Thus the cutoff effects can be evaluated in Monte Carlo simulations at fixed β . The first term is
itself unambiguous only up to O(a2) if a symmetric difference scheme is used, and O(a) if not [5].
It requires performing a simulation at a second value of Nτ . Thus in total three simulations are
required (for instance with the number of points in the time direction set to Nτ , Nτ + 1, and
Nσ for the zero-temperature subtractions). Choosing a different couple (β(N ′τ ),N ′τ ) tuned to the
same temperature requires four simulations in total and provides essentially the same information
(unless N ′τ is much larger than Nτ , but in practice, typical values are Nτ = 6 and N ′τ = 8). If one
follows both strategies, one can check how close ϕ(N ′τ ) is from
ϕ(Nτ ) + 12
dϕ
d logNτ
(
1 − (Nτ /N ′τ )2
)
.
If Nτ is large enough, ϕ is in the regime where O(a2) effects dominate over higher order cutoff
effects and ϕ(N ′τ ) will be numerically consistent with this expression. In general, this provides
a way of testing whether ϕ is in this regime without having to perform simulations at N ′′τ > N ′τ .
Since the cost of finite-temperature calculations grows with a high power of Nτ , this information
is very precious.
6. Conclusion
We have derived finite temperature sum rules, valid at finite lattice spacing up to O(a2) cor-
rections. The main results are Eqs. (36), (37), (42), and, for the reader interested in continuum
results, Eqs. (47)–(49).
As an application of these considerations, we have proposed a way to check whether thermo-
dynamics calculations are performed in the regime where the O(a2) cutoff effects dominate over
higher order cutoff effects, using only two values of Nτ .
Further sum rules can be obtained for other RGI quantities. Eqs. (35) and (40), (41) can
for instance be applied to renormalized Polyakov or Wilson loops in order to study thermal
contributions to quark masses, and the static potential relevant to J/ψ suppression [20]. Finally
the sum rules can be generalized to full QCD with commonly used quark actions.
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Appendix A. A different choice of bare parameters
Although the set of bare parameters (βσ ,βτ ) is most convenient to derive sum rules, in nu-
merical practice, it is more convenient to parametrize these parameters as
(A.1)βσ = β
ξ0
, βτ = βξ0.
In order to take the continuum limit at fixed anisotropy ξ , the first task of the lattice practitioner
is to establish the lines of constant ξ in the (β, ξ0) plane, so that ξ0 can thereafter be viewed
as a function of (β, ξ). Secondly the relation between β and aσ must be worked out at fixed
anisotropy ξ . After this preparatory work, the set of variables used in practice is (β, ξ).
The expression (26) can thus be written as
(A.2)∂βσ (aσ , ξ)
∂ logaσ
= 1
ξ0
∂β(aσ , ξ)
∂ logaσ
[
1 − β
ξ0
∂ξ0(β, ξ)
∂β
]
,
(A.3)∂βτ (aσ , ξ)
∂ logaσ
= ξ0 ∂β(aσ , ξ)
∂ logaσ
[
1 + β
ξ0
∂ξ0(β, ξ)
∂β
]
.
Similarly, using
∂β(aσ , ξ)
∂ log ξ
= −∂β(aσ , ξ)
∂ logaσ
∂ logaσ (β, ξ)
∂ log ξ
= −∂β(aσ , ξ)
∂ logaσ
∂ log ξ0(β, ξ)
∂ log ξ
∂ logaσ (β, ξ0)
∂ log ξ0
,
we obtain
(A.4)
∂βσ (aσ , ξ)
∂ log ξ
= − β
ξ0
∂ log ξ0(β, ξ)
∂ log ξ
[
1 + ∂β(aσ , ξ)
∂ logaσ
∂ logaσ (β, ξ0)
∂ log ξ0
(
1
β
− ∂ log ξ0(β, ξ)
∂β
)]
,
(A.5)
∂βτ (aσ , ξ)
∂ log ξ
= ξ0β ∂ log ξ0(β, ξ)
∂ log ξ
[
1 − ∂β(aσ , ξ)
∂ logaσ
∂ logaσ (β, ξ0)
∂ log ξ0
(
1
β
+ ∂ log ξ0(β, ξ)
∂β
)]
.
These expressions suggest how to determine ∂βσ,τ (aσ ,ξ)
∂ log ξ non-perturbatively. Since, by Euclidean
symmetry, Z−σ
ξ=1= Z−τ and ∂ξ0(β,ξ)∂β
ξ=1= 0, we have the equalities
(A.6)∂β(aσ , ξ)
∂ log ξ
ξ=1= −1
4
dβ
d loga
,
(A.7)Z(β) ξ=1= ∂ξ0(β, ξ)
∂ξ
.
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In this appendix we calculate the coefficients λ±00(β) defined in Eq. (32). Using the standard
notation pˆμ = 2 sin(pμ/2), we define the dimensionless integrals
(B.1)Iσ
(
ξ20 ,Nτ
)= 1
Nτ
∑
p0
π∫
−π
d3p
(2π)3
pˆ21
ξ20 pˆ
2
0 +
∑
kpˆ
2
k
,
(B.2)Iτ
(
ξ20 ,Nτ
)= 1
Nτ
∑
p0
π∫
−π
d3p
(2π)3
ξ20 pˆ
2
0
ξ20 pˆ
2
0 +
∑
kpˆ
2
k
.
The variable p0 takes the values 2πk/Nτ for 0 k < Nτ . One finds that Iσ (1,∞) = Iτ (1,∞) =
1/4 and
(B.3)3∂Iσ
∂ξ20
(
ξ20 = 1,∞
)= −1
4
+
π∫
−π
d4p
(2π)4
pˆ40
(pˆ20 +
∑
kpˆ
2
k)
2 = −0.154933 . . . .
B.1. λ−00
Notice first that λ−00(β) can be rewritten
(B.4)λ−00(β) =
1
2
Z−(β)
(
∂
∂βσ
− ∂
∂βτ
)
log
(
Z−σ
Z−τ
)
.
The matrix elements of θ00 on physical states are RGI quantities. On a ξ = 1 lattice,
(B.5)〈Ω|θ00|Ω〉 = 0,
as a consequence of the Euclidean symmetry on an Nσ = Nτ = ∞ lattice. Therefore Eq. (B.5)
must be satisfied also on a ξ 
= 1 lattice. This condition determines the ratio Z−σ /Z−τ :
(B.6)Z
−
σ
Z−τ
= 〈Sτ 〉0〈Sσ 〉0 .
At leading order on an Nτ × ∞3 lattice,
(B.7)βτ
dA
〈Sτ 〉T = 32
[
Iτ
(
ξ20 ,Nτ
)+ Iσ (ξ20 ,Nτ )]= 32 − 3Iσ
(
ξ20 ,Nτ
)
,
(B.8)βσ
dA
〈Sσ 〉T = 3Iσ
(
ξ20 ,Nτ
) (
T = (aτNτ )−1
)
,
which leads to
(B.9)λ−00 = 1 + 8
∂Iσ
∂ξ20
(
ξ20 = 1,∞
)= 0.586844 . . . .
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A second physics condition (in addition to Eq. (B.6)) is necessary in order to fix Z−σ and Z−τ
separately and therefore to determine λ+00. We impose the condition
(B.10)N
4
τ
ξ3
〈Θ00〉T = 34 ( + P)/T
4.
This leads to the expressions
(B.11)Z−σ =
[
3
4
 + P
dAT 4
]
βσ
N4τ WT (ξ
2
0 )
〈βτSτ /dA〉0,
(B.12)Z−τ =
[
3
4
 + P
dAT 4
]
βτ
N4τ WT (ξ
2
0 )
〈βσSσ /dA〉0,
where
(B.13)WT
(
ξ20
)≡ 〈βτSτ /dA〉0〈βσSσ /dA〉T − 〈βτSτ /dA〉T 〈βσSσ /dA〉0.
Cutoff effect due to finite Nτ can be removed by taking the limit Nτ → ∞. Expressions (B.12)
in principle allow for a non-perturbative determination of Z−σ,τ , but at tree level we shall use the
Stefan–Boltzmann expression π2dA/15 for the right-hand side of Eq. (B.10). In that approxima-
tion we have
(B.14)WT
(
ξ20
) LO= 9
2
[
Iσ
(
ξ20 ,Nτ
)− Iσ (ξ20 ,∞)].
For ξ20 = 1, we know that both Z−σ and Z−τ are equal to β at leading order. Thus
(B.15)lim
Nτ→∞
N4τ WT (1) =
π2
20
.
Because limNτ→∞ N4τ WT (ξ20 ) is a continuum limit, pˆ can be replaced by p and one then finds
that
(B.16)lim
Nτ→∞
N4τ WT
(
ξ20
)= ξ30 lim
Nτ→∞
N4τ WT (1) =
π2ξ30
20
.
One then straightforwardly obtains
(B.17)λ+00 = 6.
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