Abstract. We study the performance of a single-layer perceptron in realising a binary mapping of Gaussian input patterns. By introducing non-trivial correlations among the patterns, we generate a family of mappings including easier ones where similar inputs are mapped into the same output, and more difficult ones where similar inputs are mapped into different classes. The difficulty of the problem is gauged by the storage capacity of the network, which is higher for the easier problems.
The use of statistical mechanics techniques in the analysis of feedback neural networks has led to a deep understanding of the equilibrium properties of these systems (Amit et a1 1987) . Feedback neural networks, e.g. the Hopfield-Little model (Hopfield 1982 , Little 1974 , have a non-trivial dynamics which possesses a huge number of attractors. Part of these attractors can be imprinted in the network through a learning procedure which specifies the strengths of the couplings between the neurons, thus allowing the network to be used as an associative memory (Hopfield 1982) . On the other hand, single-layer feedforward neural networks, e.g. Rosenblatt's perceptron (Rosenblatt 1962) , have a rather dull dynamics but a very rich learning process which had been fully studied in the 1960s through rigorous mathematical analysis, simulations on digital computers and by constructing an actual machine (Block 1962, Minsky and Papert 1969) . Recently Gardner (1988) and Gardner and Derrida (1988) have successfully rederived some of the results concerning the maximum storage capacity of the perceptron in the framework of the equilibrium statistical mechanics (see also Opper (1988 Opper ( , 1989 for a more recent contribution). The architecture of the perceptron considered in those studies is shown in figure 1 . The input layer consists of N neurons {ti = *l, i = 1,. . . , N } , each one connected to the output neuron S = *1 through the couplings Ji.
Output neuron Figure 1 . The architecture of a single-layer perceptron consisting of N input neurons 6,.
each one connected to the output neuron S through the couplings J,. 
where m E [0,1]. These correlations increase the maximum storage capacity of the perceptron (a,) defined as the ratio between the maximum number of patterns correctly mapped and the number of input neurons N (Gardner 1988). However, this formulation includes only mappings which associate similar input patterns to the same output. The more interesting mappings where similar inputs can be associated with different outputs cannot be studied in the context of biased patterns.
In order to study a more general mapping, we notice that the terms which contain the information about the statistical properties of the patterns in (2) have the form 57 = S"t7. In this letter we consider mappings where g, = (l,', l ; , . . . , l p ) are distributed according to where the correlation matrix #I is given by
#I,,=(5?5,~)=[E+(l-P)S,,].
With this choice of C $ one can show that P ( & ) exists only if 1 + ( p -1 ) E > 0, which guarantees that the determinant in ( 5 ) is positive. We assume that different sites are uncorrelated; the only correlations we consider are those between different patterns. Moreover, we also assume that the outputs S" = *l are chosen at random. Actually we are making a Gaussian or mean-spherical approximation, ((ty)2) = 1, of the Ising spins of the original model. Nevertheless, since most of the real-world applications of the perceptrons involve mappings of continuous variables into one of the two classes represented by the output neuron, this Gaussian approximation is attractive by itself. The parameter c' which appears in (6) is defined as P = (S"S"5f 51")
Hence c'>O (c'<O) corresponds to mappings which lead similar inputs to equal (different) outputs. For c'= 0 one recovers the random mapping. It is well known that the E < 0 mappings are difficult problems for the perceptrons.
Next we follow Gardner (1988) is the volume of the J phase space.
In the thermodynamic limit the sensible physical quantity is (1/ N)(ln V) which, as usual, is calculated through the often claimed unreliable, but nevertheless popular, replica trick and, in order to obtain a sensible thermodynamic limit, we have made the rescaling E = c / p . In the limit N + 0;) the integrals in (13) may be readily calculated by steepestdescent integration. Assuming that the saddle point is replica symmetric, qPa=q F,,, = F P < V r, = r R, = R E, = E the integrations in (15) and (16) are easily performed, so that we finally obtain aR2 1 1 q 2 4 1 -q ) 2 2 1 -q
and we have eliminated the saddle-point parameters E, F and r since they are trivially related to q and R, which are then obtained by solving the saddle-point equations Since q, given by (17), is the inner product of two different vectors which solve (2), we expect that at a = a, (where V+O) q tends to 1 (Gardner 1988 The mapping with the statistical properties we described can be easily obtained by first generating the si according to the probability distribution given in ( 5 ) . The outputs {Y = f l } are chosen randomly with equal probability. Knowing (r and Sp, the input patterns are given by 67 = ( Y S ' for every p and i. This procedure implies that the input patterns are not independent of the output,which is perhaps a more realistic assumption than the commonly assumed independence. Finally we remark that the replica symmetric ansatz for the saddle-point parameters proved to be reliable in the study of the random mapping, c = O (Gardner 1988) , and we believe this result also holds for non-zero c.
We have also extended Gardner's calculations (for random mappings) to the case where all the connections are positive (or negative). We find in this case that the storage capacity decreases from 2N to N. This result may be of interest for hardware implementations of the perceptron. Another result we have obtained is that the maximum number of patterns that can be stored in a perceptron with interactions of order x is p m a x = a c N X / x ! where a , = 2 (~2 2 ) independent of x, in contrast to the results of Gardner (1987) for the Hopfield model. Summarising, we have studied the performance of a single-layer perceptron in realising the mapping of random, Gaussian distributed, input patterns into one of the two classes represented by the state of the output neuron. By introducing non-trivial correlations among the patterns we were able to study a family of mappings including easier ones where similar inputs are mapped in the same class and more difficult ones where similar inputs are mapped into different classes. The difficulty of the problem is gauged by the storage capacity of the network, which is higher for the easier problems.
