The rapid evaluation of data transmission in wireless communication technologies can show many problems. In the previous year's many routing protocols was developed, implemented, and evaluated for transmission of data in the Mobile ad hoc network (MANET), where it envisioned to be a useful technology in military communication systems and other areas. One of the routing protocols used in MANET is the hierarchical routing protocol that considered an energy efficient. Therefore, in this paper, a comprehensive study will be presented of the hierarchical routing protocol for MANET in order to expose new open issues to either improve the existing routing techniques or to develop new routing solutions for other researchers. The reviewed routing protocol is designed to support networks of a medium size, containing approximately between 150 to 250 nodes but less than 3,000 nodes. The reviewed design is intentionally simple to allow ease of implementation in comparison with other MANET protocols that provide similar functionality
Introduction
A computer network can be categorized as wired or wireless [1] . Where wireless can be distinguished from wired with their physical connectivity links between the nodes are not needed [2] . Data routing is an activity or a function that transmit a message from the source to destination in telecommunication networks and also play an important role in architecture, design, and operation of networks [3] . Ad-hoc networks are wireless networks where each node communicate and transmit with each other using multi-hop links. There is no fixed infrastructure or Access point (AP) for communication [4] . Each node itself acts as a router for forwarding and receiving packets between other nodes. The Routing process in ad-networks has been a challenging task ever since the wireless networks came into existence [5] . The key reason for this is the endless change in topology of the network, due to of its high degree of node mobility, therefore a number of protocols have been developed for accomplishing this task. Wireless communication is established by nodes acting as routers and transferring packets from one to another, were it called Mobile ad-hoc networks (MANET). Routing in these networks is highly complex due to moving nodes and hence many protocols have been developed. In this paper, a hierarchical algorithm for routing in a mobile ad hoc network (MANET) was studies and reviewed. This algorithm provides the ability to grow from small to big networks through the use of clustering. The algorithm does not provide routing, but rather allows for the use of different routing protocols on top of the clustering protocol.
To summarize, this paper was organized in 5 sections, section 2 deals with an introduction to MANETs routing protocols, section 3 will explain the proposed routing algorithm and clustering creation, while section 4 will show a detailed explanation of the hierarchical routing protocol and how its work. And finally, section 5 is the discussion, conclusion and the future work of the paper.
MANET Routing Protocols
One of the biggest problems in MANET design is how to guide the Routing packets to the destination node. If the routing of packets fails to be delivered which is the equivalent of failure of the MANET network, even if the nodes in MANET continue to function. MANET routing is based upon a variety of algorithms and currently, MANET routing uses three basic approaches to route packets. One approach is a proactive protocol where each MANET node maintains a local copy of a full routing Table for the MANET. Another approach is to use a reactive protocol where each route is built on demand and only maintained while data is actively traveling the route. A third approach is a hybrid protocol that combines both proactive and reactive behavior. This combination generally involves partitioning the network into small areas. The behavior of the routing is based on the location of the source node and the destination node. The routing of a packet inside of one of the networks areas is done via a proactive routing protocol. When the packet must cross between areas of the network a reactive routing protocol is used [6] . Fig. 1 shows the types of routing protocols.
Regardless of the routing protocol that is chosen for a MANET, improvements are available. These improvements further enhance the performance of routing in the MANET. Usually, these improvements involve "link break" scenarios where two nodes As the number of nodes in a MANET grows, the ability to route inside of that MANET is decreased. For proactive protocols, this is because each node attempts to maintain routing information for every node in the MANET. This is d memory requirements and due to the control requirements. The number of control packets will increase quadratic ally based on the number of nodes in the MANET. As for reactive protocols, they do not maintain the entire network state at t individual nodes generally do not have problems, for instance, due to memory constraints. Hybrid protocols suffer in both ways due to the combination of routing protocols. A hybrid protocol operates with more nodes than either a pure pro pure reactive routing protocol but still does not scale well. As the proliferation of devices continues, the potential size of a MANET will continue to increase and a new solution must be obtained. Therefore by studying the developed clustering a independent of the underlying MANET routing protocol to understand solving the above problem. The protocol will use an approach similar to ZRP [8] , where the routing inside of a cluster uses a different protocol from the routing betwe clustering protocol may be implemented without requiring modifications to any routing protocol that wished to use clustering, and this algorithm accomplishes that will be separated. Security may be added in the form of enhancements to existing protocols, other times security is the basis for the protocol and drives the implementation. Security in ad hoc routing is based on three principles: Availability, Confidentiality, and Integrity [7] . There are many enhancement presented where it may be implemented side by side to enhance a single existing protocol, such as Encounter Optimal Route Suppression, Bloom Filter Service Discovery, Abstraction of Bidirectional Routes, Route Caching Chase Packets, Route Compaction, Swarm Intelligence, Localized Error Recovery, Global Positioning
As the number of nodes in a MANET grows, the ability to route inside of that MANET is decreased. For proactive protocols, this is because each node attempts to maintain routing information for every node in the MANET. This is difficult due to the memory requirements and due to the control requirements. The number of control packets will increase quadratic ally based on the number of nodes in the MANET. As for reactive protocols, they do not maintain the entire network state at the node level, the individual nodes generally do not have problems, for instance, due to memory constraints. Hybrid protocols suffer in both ways due to the combination of routing protocols. A hybrid protocol operates with more nodes than either a pure pro pure reactive routing protocol but still does not scale well. As the proliferation of devices continues, the potential size of a MANET will continue to increase and a new solution must be obtained. Therefore by studying the developed clustering algorithm that will be independent of the underlying MANET routing protocol to understand solving the above problem. The protocol will use an approach similar to ZRP [8] , where the routing inside of a cluster uses a different protocol from the routing between clusters. Ideally, the clustering protocol may be implemented without requiring modifications to any routing protocol that wished to use clustering, and this algorithm accomplishes that will be separated. Security may be added in the form of enhancements to existing the protocol and drives the implementation. Security in ad hoc routing is based on three principles: Availability, Confidentiality, and Integrity [7] . There are many enhancement presented where it may ng protocol, such as Encounter Optimal Route Suppression, Bloom Filter Service Discovery, Abstraction of Bidirectional Routes, Route Caching Chase Packets, Route Compaction, Swarm Intelligence, Localized Error Recovery, Global Positioning System (GPS)
As the number of nodes in a MANET grows, the ability to route inside of that MANET is decreased. For proactive protocols, this is because each node attempts to ifficult due to the memory requirements and due to the control requirements. The number of control packets will increase quadratic ally based on the number of nodes in the MANET. As for he node level, the individual nodes generally do not have problems, for instance, due to memory constraints. Hybrid protocols suffer in both ways due to the combination of routing protocols. A hybrid protocol operates with more nodes than either a pure proactive or pure reactive routing protocol but still does not scale well. As the proliferation of devices continues, the potential size of a MANET will continue to increase and a new solution lgorithm that will be independent of the underlying MANET routing protocol to understand solving the above problem. The protocol will use an approach similar to ZRP [8] , where the routing inside en clusters. Ideally, the clustering protocol may be implemented without requiring modifications to any routing protocol that wished to use clustering, and this algorithm accomplishes that The clustering will be done by adding fields to the packet header to indicate different types of packets, such as a cluster control packet or a packet relating to the underlying routing protocol. Further nodes will be modified so that they know the current cluster head, the backup cluster head and maintain several routing Tables.
Cluster Creation and Maintenance Protocol
The major key of this paper is the cluster creation and maintenance protocol, where it shows a different way of looking at clustering inside of a MANET. The protocol is divided into different sections including the bootstrapping of the protocol, how a node joins a cluster, how a node determines that there is a link break from the "cluster masters", the procedure a node follows once a disconnect has been detected, and finally, how routing is accomplished, both intra-cluster and inter-cluster. The cluster masters are the cluster head node and the backup cluster head node
A. Assumptions for Cluster Nodes
There are some assumptions for the cluster nodes. The first assumption is that each node has a unique identifier that is generated from some internal information such as a hash of the nodes primary processor identifier and the MAC address from the primary interface of the node. The protocol also assumes a maximum number of nodes that are in a cluster to be a fixed number of nodes. The protocol has a default soft limit of 50 nodes to a cluster and a hard limit of 75 nodes.
B. Bootstrapping the Protocol
When a node first booting, the node is not a member of any cluster. It will create a new cluster and be the head of that cluster. Fig. 2 gives an example network with 13 nodes labeled A through M.
Fig. 2. Example Network

C. Cluster Formation
At the beginning, no clusters have been formed and each node is a cluster head in a cluster with a total node count of one. Each node will broadcast an initial Cluster Hello packet (CH). This packet is the basis for determining both the nodes in the cluster and the links between the clusters. Upon receiving a CH packet the node will generate a Cluster Hello Reply packet (CHR) based on whether or not the node is a member of the cluster. If the node is a member of the cluster, then the node will rebroadcast the CH packet and will wait a specified amount of time before formulating a CHR packet. If the node is not a member of the cluster, then the node will not send a CHR packet. Since the clusters all contain a single node, each node will receive a CH packet from different clusters. Each node will then realize that no other nodes in the neighborhood are a part of the cluster. This is because no neighbor of the node is in the nodes cluster.
The node will send out a Cluster Merge Request packet (CMR). The CMR packet is sent to a cluster gateway and is always forwarded up to the cluster head in the receiving cluster. The receiving cluster head then must make the decision of whether or not to merge with the requesting cluster. If the decision to merge is reached, then the receiving cluster head will send a Cluster Merge Preapproval packet (CMP) back to the original cluster.
Upon receiving a CMP packet the requesting cluster head must now decide to merge or not to merge. If the requesting cluster head decides to merge, then a Cluster Merge-Approved packet (CMA) is sent. At this point, if requesting cluster head will either be the new cluster head of the merged cluster or will become the new backup cluster head for the merged cluster. If the requesting cluster head will remain the cluster head, then a Cluster Head Backup packet (CHB) will be sent out to the cluster, otherwise, the requesting cluster head will become the backup cluster head and will send out a Cluster Head Takeover packet (CHT). The CHB instructs all current members of the cluster to reset the backup cluster head to be the backup cluster head indicated in the CHB packet. The CHT instructs all nodes to set the backup cluster head to be the current cluster head and to set the cluster head as the cluster head node that originated the CHT packet.
D. Cluster Maintenance
Cluster maintenance is performed by the periodic broadcasting of the CH packets and the reception of the CHR packets. The CH packets prove to the cluster nodes that the cluster head is still reachable, provide the latest snapshot from the cluster head of all nodes that are currently in the cluster, and gives the identifier of the backup cluster head. Upon receipt of a CH packet, the current node will update the intra-cluster routing Table by either reconciling with the node list in the CH packet or completely rebuilding the Table based on the node list in the CH packet. The current node will now generate a CHR packet that contains the identifier of the current node as a cluster member, and a list of all cluster gateway nodes from the current nodes neighborho the cluster head to have a routing neighboring cluster. The current node will now rebroadcast the CH packet to all nodes in the neighborhood. Upon receipt of a duplicate CH pack drop the packet. The current node tells if a packet is a duplicate because of a sequence number contained in the CH packet. If the current node does not receive a CH packet from the cluster head, and further did not receive head, then the current node will assume that due to network changes the current node has become isolated from the cluster. In this case, the current node will reset, as though initially bootstrapping the protocol, and head of a cluster that contains one node, the current node. contact the CH nodes for transmitting the packets of data 
Detailed Description of the Hierarchical Routing Protocol
The simple cluster protocol will be described in this section by the data structures maintained on the individual nodes of the MANET and by the handling of the various packets defined by the proto
A. Node Roles
Each node in the protocol must have the ability to maintain certain data structures that are appropriate for the roles of that node. Each cluster in the simple cluster protocol will contain nodes that must fill the various roles. The nodes in the cluster. Where there are various roles that nodes may have in this protocol [9] .
B. Maintained Data
Every node in the cluster is responsible for maintaining a certain amount of data.
This data is what allows the nodes to make
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of all cluster gateway nodes from the current nodes neighborhood Table  the cluster head to have a routing Table that contains information on how to reach each neighboring cluster. The current node will now rebroadcast the CH packet to all nodes in the neighborhood. Upon receipt of a duplicate CH packet, the current node will simply drop the packet. The current node tells if a packet is a duplicate because of a sequence number contained in the CH packet. If the current node does not receive a CH packet from the cluster head, and further did not receive a CHT packet from the backup cluster head, then the current node will assume that due to network changes the current node has become isolated from the cluster. In this case, the current node will reset, as though initially bootstrapping the protocol, and will become the cluster head and backup cluster head of a cluster that contains one node, the current node. Fig. 3 show how source node contact the CH nodes for transmitting the packets of data ow Hierarchical Routing Protocol transmission works
Detailed Description of the Hierarchical Routing Protocol
The simple cluster protocol will be described in this section by the data structures maintained on the individual nodes of the MANET and by the handling of the various packets defined by the protocol.
Each node in the protocol must have the ability to maintain certain data structures that are appropriate for the roles of that node. Each cluster in the simple cluster protocol will contain nodes that must fill the various roles. The nodes may have one or more roles in the cluster. Where there are various roles that nodes may have in this protocol [9] .
Every node in the cluster is responsible for maintaining a certain amount of data. This data is what allows the nodes to make decisions about how to perform routing both Special Issue No.1, July 2017 Table. This will allow that contains information on how to reach each neighboring cluster. The current node will now rebroadcast the CH packet to all nodes in et, the current node will simply drop the packet. The current node tells if a packet is a duplicate because of a sequence number contained in the CH packet. If the current node does not receive a CH packet a CHT packet from the backup cluster head, then the current node will assume that due to network changes the current node has become isolated from the cluster. In this case, the current node will reset, as though will become the cluster head and backup cluster 3 show how source node ow Hierarchical Routing Protocol transmission works
The simple cluster protocol will be described in this section by the data structures maintained on the individual nodes of the MANET and by the handling of the various Each node in the protocol must have the ability to maintain certain data structures that are appropriate for the roles of that node. Each cluster in the simple cluster protocol may have one or more roles in the cluster. Where there are various roles that nodes may have in this protocol [9] .
decisions about how to perform routing both within the cluster and between other clusters. Depending upon the roles of the node some of the data may not need to be maintained.
C. Packet Handling
The processing of different types of received packets is the basis for the Simple Cluster Protocol. These packets each provide a piece of the functionality required for this protocol. Only the Lower Level Routing packet contains data to be routed between nodes in the MANET. The Cluster Hello packet (CH) is the beacon that maintains the cluster. This packet is sent out periodically by the Cluster Head, it contains a snapshot of all nodes in the cluster given by the cluster head, Then a Cluster Hello Reply packet (CHR) is generated by a node n when n receives a CH packet from a node in the same cluster as n. The CHR packet for each node is propagated back to the cluster head for that nodes cluster. Only the cluster head and the backup cluster head will process a CHR packet. The processing for a CHR packet involves maintenance of two items: the list of nodes in the cluster and the gateway links from the node that generated the CHR packet. To merge two clusters to become one a Cluster Merge Request (CMR) packet is generated. Only the cluster head will process the CMR packet. All other nodes in the cluster will relay a CMR packet to the cluster head. The cluster head will process the merge request. After that, a Cluster Merge Preapproval (CMP) packet will indicate that the target merge cluster has agreed to merge with the cluster that sent the initial merge request packet. Finally, a Cluster Merge Approval Packet will be sent from the target cluster, destructive changes have already been done, and this packet allows the requesting cluster to finalize the merge and perform post merge clean up, as required. In the end, a Cluster Head Takeover Packet is generated and signifies that a new cluster head is taking control. This phenomenon happens under two conditions; the backup cluster head determines the cluster head has failed or two clusters merge, whereby one of the clusters will have a new cluster head. Two more packets also will be generated, the Cluster Head Backup Takeover (CHBT) packet which it will be applied to the cluster head backup. And the Cluster Sync (CS) packet, which is used to synchronize the information contained in the cluster head with the backup cluster head.
Conclusions and Future Work
Many areas of research remain incomplete regarding the presented cluster protocol. This paper presented a study for the hierarchical cluster MANET routing protocol that allows for mid-range scaling of the number of nodes in a MANET. By providing a clustered approach that does not directly specify the underlying routing protocols, more flexibility is given in the deployment of the MANET. The underlying routing protocols can be chosen suit the specific MANET situation. This protocol was specified with a detailed example of cluster organization. Additionally, this paper gives a brief background of different areas in MANET routing protocol such as proactive, reactive and hybrid. As a conclusion, the clustering is not suited to all possible MANET situations and is detrimental if the size of the MANET is small. If the MANET contains less than 200 nodes the overhead of the clustering protocol will cause the routing in the MANET to be less efficient. This algorithm is postulated to be effective once the number of nodes exceeds 200, depending upon the size of the clusters. This is due to the increased efficiency of determining a route due to the reduction of flooding in the network. One future goal would be to extend the clustering implementation from a single level of clustering to provide N levels of clustering. Future work should include simulations that compare this protocol to other clustering protocols. These simulations can also verify the breakeven point of the algorithm under various MANET scenarios. An avenue to be explored involves the use of location information to help clusters avoid forming when the links that join the clusters are estimated to be short lasting
