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Abstract 
We present the first NC algorithm for partitioning the vertex set of a given planar graph into 
three subsets, each of which induces a forest. The algorithm runs in O(log n log* n) time using 
C)(n/(logn log* n)) processors on an EREW PRAM. We also present o~lkal NC algorithms for 
partitioning the vertex set of a given &-free or k&3-free graph (special planar graph) into two 
subsets, each of which induces a forest. 
1. Introduction 
The concept of certex-arhoricity is well known in graph theory [4]. For a (simple) 
graph G, the vertex-arboricity a(G) of G is defined as the minimum number of subsets 
into which the vertex set of G can be partitioned so that each subset induces a forest 
12, 31. Chartrand et al. showed that a(G) < 3 for every planar graph G [3]. This means 
that every planar graph G has a 3-forest partition, i.e., a partition of the vertex set of 
G into 3 subsets, each of which induces a forest. 
In this paper, we consider the parallel complexity of the problem of finding a 3- 
forest partition for a given planar graph. Using the well-known fact that every planar 
graph contains at least one vertex of degree 5 or less, one gets an obvious sequential 
algorithm for finding a 3-forest partition. The algorithm can be simply stated as: Find 
a vertex c of degree 5 or less in G; next recursively find a 3-forest partition VI, 1’2, 
V3 of G z: (the graph obtained by removing z‘ and edges incident to c from G ); 
finally add r into the first subset V, among Vt, V,, and V, such that r is adjacent to at 
most one vertex of V, in G. Clearly, after the algorithm terminates, the three subsets 
VI, L’2, and V3 together give us a 3-forest partition of G. It is also easy to see that 
the algorithm runs in polynomial time. However, the algorithm does not seem to be 
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parallelizable because a planar graph may have very few vertices of degree 5 or less. 
As a matter of fact, to our knowledge, no NC algorithm for finding a 3-forest partition 
of a given planar graph is known up to now. 
In this paper, we present the first NC algorithm for finding a 3-forest partition of a 
given planar graph. The algorithm runs in O(log IZ log* n) time using O(n/(log n log* n)) 
processors on an EREW PRAM. Like most NC algorithms for coloring planar graphs, 
our algorithm uses the idea of repeatedly removing a large set X of vertices with 
degree d 6 while introducing some changes to the remaining graph in order to make 
it possible to re-insert the vertices in X at a small cost later. In the case of coloring, the 
color of each re-inserted vertex can be determined almost trivially from the colors of 
its neighbors. However, in our case, re-inserting the vertices is nontrivial since the re- 
inserted vertices may introduce cycles into the partitioned vertex subsets. This makes 
our algorithm more complicated than those for coloring planar graphs. Our parallel 
algorithms are based on lemmas on the structure of planar graphs. These lemmas 
assert that the neighborhood of each vertex of a planar graph displays certain nice 
sparse properties that are central to our parallel algorithms. These structural properties 
may find applications in designing parallel algorithms for solving other similar problems 
for planar graphs. To achieve optimality, we use a method of Hagerup et al. [7] which 
is originally based on the accelerating cascades technique of Cole and Vishikin [5]. 
The result in [2] also shows that a(G) < 2 if G is a Ka-free graph or a Kz,s-free 
graph. (Note: By Kuratowski’s theorem, Kh-free graphs and K2,s-free graphs are both 
planar.) This means that a K4-free or K2,3-free graph G has a 2-forest partition, i.e., a 
partition of the vertex set of G into two subsets, each of which induces a forest. We 
present two optimal NC algorithms for finding a 2-forest partition of a given Kd-free 
or K2,3-free graph. The two algorithms resemble the one for finding a 3-forest partition 
of a given planar graph and both run in O(logn log* n) time using O(n/(logn log* n)) 
processors on an EREW PRAM. 
The model of parallel computation we use is the exclusive read exclusive write 
parallel random access machine (EREW PRAM). The model consists of a number of 
identical processors and a common memory. The concurrent reads or concurrent writes 
of the same memory location by different processors are disallowed. (See [8] for a 
discussion of the PRAM models.) The rest of the paper is organized as follows. In 
Section 2, we present the NC algorithm for computing a 3-forest partition of a planar 
graph. In Section 3, we present the NC algorithms for computing a 2-forest partition 
of a Kd-free or Kx,s-free graph. Section 4 concludes the paper and mentions an open 
question. 
2. 3-forest partition of planar graphs 
We first introduce some notations. Throughout this paper, a planar graph is always 
simple, that is, has neither parallel edges nor self-loops. Let G = (V, E) be a planar 
graph. The neighborhood of a vertex v in G, denoted No(v), is the set of vertices in 
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G adjacent to t’; u’ego(u) = lNo(z.)l is the degree of ~1 in G. For UC V, the suhgruph 
oJ’ G induced by U is the graph (U,F) with F = {{u, C} E E : u, u E U } and is 
denoted by G[U]. A 3-forest partition of G is a partition of V into three subsets c’, , 
Vz, V3 such that G[V,], G[Vz], and G[Vj] are all acyclic. An independent .set of G is 
a subset U of V such that G[U] contains no edge. A maximal independent set of G 
is an independent set that is not properly contained in some other independent set of 
G. For two nonadjacent vertices u and v in G, merging u and 1: into a suprrcerter I 
means identifying u and 2: with a new vertex z whose neighborhood is the union of 
the neighborhoods of u and I! (resulting multiple edges are deleted). Note that merging 
two nonadjacent vertices in G yields a simple graph. 
Our main result in this section is an optimal NC algorithm for finding a 3-forest 
partition of a given planar graph. Let us first give an outline of our algorithm. Criven 
a planar graph G = (V, E), the algorithm starts by finding a large independent set X 
of G in which all vertices have degree < 6 and also have certain useful neighborhood 
properties. It then constructs a new (simple) planar graph G’ from G by first merging 
two suitable (nonadjacent) neighbors of each vertex x E X with degG(x) = 6 into a 
supervertex and next deleting the vertices in X. The main point in the construction of 
X and G’ is that every 3-forest partition of G’ can be used to obtain a 3-forest partition 
of G[ V -X] which can be extended to a 3-forest partition of G. After constructing G’. 
the algorithm recursively finds a 3-forest partition Lit, Ul, Uj for G’. The large size 
of X guarantees that the depth of recursion is O(log n). Finally, the algorithm uses C/l. 
Ul, Uj to obtain a 3-forest partition of G[ V - X] and then extend the partition to a 
3-forest partition of G. 
Before describing our algorithm precisely, we need to prove three lemmas. The first 
lemma is related to the construction of the independent set X mentioned above and 
has been shown in [7]. 
Lemma 2.1 (Hagerup et al. [7]). Every planar graph G = (V,E) contains an inde- 
pendent set X satisjjing the following ji)ur conditions. 
(a) IX/ 3 clV ,for some 0 < c < 1. 
(b) For all x E X, degc(x) d 6. 
(c) For ever]’ two vertices x1 and x2 in X with degc(xl) = degc(xl) = 6, Nan 
NG(x~) is empty and it is not the case that some y1 E NG(XI) is adjacent to .some 
~2 E No in G. (In other words, XI and x2 are at least distance 4 apart in G. ) 
(d) For every vertex x in X with deg(;(x) = 6, each neighbor qf x has degree ut 
most 12 in G und G[NG(x)] has a Hamiltonian circuit. 
The following two lemmas are related to the construction of the graph G’ mentioned 
in the above outline of our algorithm. 
Lemma 2.2. Let G = (V,E) be a planur graph. Suppose that x is a z;ertex in G 
such that degc(x) = 6, G[NG(x)] h as a Hamiltonian circuit H, and there is no 
1: E V - (NG(x) U {x}) u?th NG(x) C NG(u). Then, there is a pair (y’,y”) of’ tlro 
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Fig. 1. (u,,u~), (uz,u~), and (q,ug) all violate the condiiton (iii) of Lemma 2.2. 
Fig. 2. (ul,uq) satisfies the condition (iii) of Lemma 2.2 but neither (q,ug) nor (uJ,~) does. 
neighbors of x satisfying the following three conditions., 
(i) Iv’, Y”> 6 E. 
(ii) For every w E V - (NG(x) U {x}), w is adjacent to at most one of y’ and y”. 
(iii) There is at most one z E NG(x) - {y’, y”} with { y’,z} E E and { y”,z} E E. 
Proof. Let 2.41, 242, . . ., u(j be the neighbors of x in G and suppose that the Hamiltonian 
circuit H of G[iVo(x)] is ~1, ~2, . ., u6, ~1. Consider a planar embedding of G. Clearly, 
Ul, u2, ..‘> ug must appear around x either clockwise or counterclockwise in this order 
in the embedding. W.1.o.g we assume the former. For a pair (Ui,Uj) of two neighbors 
of x and a condition C of (i), (ii), and (iii) above, we say that (Ui,U;) satisfies C if 
C is satisfied by setting (JJ’, y”) = (Ui,Uj). Call (~i,uj) a desired pair if it satisfies all 
of the three conditions (i), (ii), and (iii). There are four cases that may occur. 
Case 1: None of the three pairs (ur,ud), (u~,zQ), and (zQ,u~) satisfies the condition 
(iii). Then, besides the six edges incident to x and the six edges on H, G must contain 
either the three edges {u~,zQ}, {Z&Q}, {&j,U2} or the three edges {u~,us}, {us,ug}, 
{US, UI}. W.l.o.g., we may assume the former (see Fig. 1). Then, (us,us) is clearly a 
desired pair. 
Case 2: Exactly one pair of (UI,ZQ), (zQ,u~), and (zQ,u~) satisfies the condition (iii). 
We consider only the case where (u,, ~4) is the pair; the other two cases are similar. 
Then, besides the six edges incident to x and the six edges on H, G must contain the 
two edges {ug,ug} and {#6, ~2) (see Fig. 2). Now, it is easy to see that (ur,u~) is a 
desired pair. 
Case 3: Exactly two pairs of (u~,zQ), (Q,u~), and (ZQ,Q) satisfy the condition (iii). 
We consider only the case where (u~,zQ) and (u~,u~) are the two pairs; the other two 
cases are similar. Then, besides the six edges incident to x and the six edges on H, G 
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Fig. 3. (u~,uq) and (~2,~s) satisfy the condition (iii) of Lemma 2.2. but (uj.uh) does not. 
Fig. 4. (u~,Q), (q,us), and (q,tq,) all satisfy the condition (iii) while (u~.uq) violates the condition 0) 
of Lemma 2.2. 
must contain either the two edges {Q, u6} and (~6, ~2) or the two edges (~1, ui } and 
{~j,q}. W.l.o.g., we may assume the former (see Fig. 3). Then, (ur,zq) is obviously 
a desired pair. 
Cuse 4: The three pairs (ut,~), (u?,u~), and (u~,z+,) all satisfy the condition (iii). 
If the three pairs also satisfy the conditions (i) and (ii), then each of them is a desired 
pair. Otherwise, there are two cases that may occur. 
~uhcasr 4.1: At least one pair of (ur , ud), (~2, us), and (~3, ?&) does not satisfy the 
condition (i). We consider only the case where (~1, ~4) does not satisfy the condition 
(i); the other cases are similar. Then, G must contain the edge (~1, ~4) (see Fig. 4). 
From this, it is easy to see that both (uz,u~) and (zq,ug) must satisfy the conditions 
(i) and (ii). Thus, both of them are desired pairs. 
Subcase 4.2: At least one pair of (ur,~), (ul,us), and (uj,l*e) does not satisfy the 
condition (ii). We consider only the case where (uI,u.+) does not satisfy the condition 
(ii); the other cases are similar. Then, there is some w E V - (NC(X) U {x}) with 
{w,ur} E E and {w,u~} E E (see Fig. 5). Taking the six edges incident to x into 
account, it is easy to see that both (~1,~s) and ( ~43, u6) satisfy the condition (i ). We 
claim that at least one of (~2,~s) and (q,ug) must satisfy the condition (ii). Assume. 
on the contrary, this is not the case. Then, there are 1.~1 and 1~2 such that G contains 
the edges (~2, WI 1, {u~,wI}, { u3, w2}, and {z+,, ~2). By the planarity of G, both ~‘1 
and wz must be w. However, this implies that M’ is a vertex in V - (PIG(~) CJ {x} 1 
with NG(x) C No(u), contradicting the assumption of the lemma. Hence, at least one 
of (~2,~s) and (us,ug) must be a desired pair. Cl 
Lemma 2.3. Let G = (V,E) be a planar graph, and let x he u z;ertex in G u*ith 
deg&x) = 6. Then, there is at most one verfex r E V - (NG(x) U {x}) IiYth 
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Fig. 5. (u,,uq), (y, us) and (u3,ug) all satisfy the condition (iii) while (q,uq) violates the condition (ii) 
of Lemma 2.2. 
No(x) C: No(v). Furthermore, if such a vertex v exists, then there are three neighbors 
y’, y”, z of x satisfying the following conditions.. 
(1) (~‘9 Y”] @ E. 
(2) For every w E V - {x,v,z}, w is adjacent to at most one of y’ and y”. 
(3) In the graph G[ V - {x, v, y’, y”}], z is not reachable from any vertex in No(x)- 
Iv’, Y”,z). 
Proof. The first assertion of the lemma is obvious, It remains to show the second 
assertion. Let ~1, 2.42, . . ., u6 be the neighbors of x in G. Consider a planar embedding 
of G. W.l.o.g., we may assume that ~1, ~42, . . ., &j clockwise appear around x in this 
order in the embedding. Now, it is easy to see that if we set y’ = ui, y” = us and 
z = u2, then y’, y”, and z must satisfy the conditions in the lemma. 0 
We are now ready to present our algorithm. 
Algorithm 1 
Input: A planar graph G = (V, E) with n vertices. 
Output: A 3-forest partition VI, V2, Vx of G. 
5. 
Find an independent set X of G satisfying the conditions (a), (b), (c), and (d) in 
Lemma 2.1. 
If V = X, then set VI =X and V2 = V3 = 0 and halt. 
Partition x into x,s and x&j, where x<s = {x E x : dego(x) 6 5) and x=6 = 
{x E X : dego(x) = 6). 
In parallel, for each x E X=6, perform the following steps: 
4.1. If there is no o E V - (No(x) U {x}) with No(x) C No(u), then first find a pair 
(y’, y”) of two neighbors of x satisfying the conditions (i), (ii), and (iii) in 
Lemma 2.2, and next set pair(x) = (y’, y”). 
4.2. If there is a (unique) u E V - (No(x) U {x}) with No(x) C No(v), then first 
set rival(x) = v, next find three neighbors y’, y”, and z of x satisfying the 
conditions (1) (2), and (3) in Lemma 2.3, and finally set pair(x) = (y’, y”) 
and label(x) = z. 
From G, construct a new (simple) planar graph G’ by first deleting all vertices of 
X and then, for all x E X=6, merging the two vertices in pair(x) into a supervertex 
super(x). 
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6. Recursively call the algorithm for G’ to obtain a 3-forest partition U,, CJ?. C/j of 
G’. 
7. For 1 <i 63, initialize Vi to be the set obtained from Ui by decomposing each 
supervertex super(x) in Ui into the two vertices in pair(x). 
8. In parallel, for each x E X,5, add x to a V, E {Vi, 1’2, V3} such that x is adjacent 
to at most one vertex of Vi in the input graph G. 
9. In parallel, for each x E X=6, perform the following steps: 
9.1. If riaal(x) is undefined (cf. step 4.1), then find a lJi E { Ui, Ul, Uj} containing 
at most one vertex in (NG(x) -- {y : y is in pair(x)}) U {suprr(x)} and add 
x into V,. 
9.2. If rival(x) is defined (cf. step 4.2) then perform the following steps: 
9.2. I. If there is some Ui with I <i 63 such that U, contains at most one 
vertex in No(x) - {y : ~3 is in pair(x)} but does not contain super(~), 
then add x into V,. 
9.2.2. If there is no Ui satisfying the condition in step 9.2.1 (i.e., one of C/I, 
l_Jz and Us contains super(x) and each of the other two contains two 
vertices in No(x) - {y : J is in pair(x)}), then first find the unique 
U, among Ui, Uz, and Uj containing super(x) and next add x into k’, 
if rival(x) $! Vi while add x into the unique V, (1 < j # i < 3) with 
label(x) E Vj otherwise. 
Lemma 2.4. Algorithm 1 correctly outputs a 3Tfiwest partitionjkr u planar graph G. 
Proof. By induction on d(G), the depth of recursion of Algorithm 1 on input G. In 
case d(G) = 0, clearly Algorithm 1 outputs a 3-forest partition for G. Assume that 
d(G) > 0 and Algorithm 1 correctly outputs a 3-forest partition for all planar graphs 
on which the depth of recursion is < d(G). We want to establish that Algorithm 1 
correctly outputs a 3-forest partition for G. To this end, we first prove a claim. 
Claim 1. Ajier step 7 and bejkwe step 8 me executed, G[Vl], G[Vz], and G[V3] urc 
011 acyclic. 
Proof. We only show that G[Vl] is acyclic; the proofs for G[Vl] and G[V3] are similar. 
By the inductive hypothesis, G’[Ui] is acyclic. Assume, on the contrary, that G] VI] 
contains a cycle C. Then, since G’[U,] is acyclic, C must contain at least two vertices 
y’, y” such that for some x E X=6, pair(x) = (y’._y”). We need to consider only the 
following three cases. 
Cuse 1: The length of C is 3. Then, {y’, y”} must be an edge in G. However, this 
is impossible by step 4. 
Cuse 2: The length of C is 4. Let cl and r2 be the two vertices on C other than 
~1’ and y”. Then, since {y’, y”} $ E, both ~1 and ~2 are adjacent to ,v’ and .v” in 
G. By step 4, x must satisfy the condition in step 4.2. That is, riual(x) is defined 
and N~(x)CNc;(rival(x)). Furthermore, one of ci and v2 must be rival(x) and the 
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other is label(x) by the condition (2) in Lemma 2.3. Note that {rizjaZ(x), label(x)} 
(= {ui,v2}) must be an edge in G. Also, by step 1, neither rival(x) nor label(x) can 
be contained in some pair&‘) with x’ E X=6, and thus both rival(x) and label(x) 
are vertices in G’. Now, VI, ~2, and the supervertex super(x) must induce a cycle in 
G’[ U, ], a contradiction. 
Case 3: The length of C is at least 5. Let xi, xi, . . ., XL be the vertices x’ E X=6 such 
that the two vertices in puir(x’) both appear on C. W.l.o.g., we assume xi = x. Let Qi 
be the (simple) graph obtained from C by merging the two vertices in pair(x() into 
a supervertex mper(x() for all x: with 1 ,< i < k. We want to show that Qi contains 
a cycle on which super(x) (= super(xf )) appears. To this end, let Q2 be the graph 
obtained from C by deleting y’ and y” together with their incident edges. (Recall 
that pair(x) = (y’, y”).) S ince the edge {y’, v”} is not in C, Qz must consist of two 
connected components, each of which is a simple path. Moreover, since the length of 
C is at least 5, one of the two paths in Qz contains at least one edge and hence has 
two distinct endpoints, say s and t. By step 1 of Algorithm 1, both s and t are vertices 
in Ql. Noting that s is reachable from t in Q2, it is easy to see that Qi contains a 
path from s to t on which super(x) does not appear. Combining this path with the 
two edges {s,super(x)} and {t,super(x)}, we get a cycle in Qi (on which super(x) 
appears). However, corresponding to this cycle, there must exist a cycle in G’[U,] by 
step 7, a contradiction. 0 
By Claim 1 and step 8, we see that G[ Vi], G[V2], and G[Vs] are all acyclic before 
step 9 is executed. The following claim shows that G[Vi], G[ Vz], and G[V3] are also 
acyclic after step 9 is executed, establishing the lemma. 
Claim 2. After step 9 is executed, G[V,], G[ Vz], and G[Vx] are acyclic. 
Proof. Assume, on the contrary, that some graph among G[Vi], G[V& and G[Vs] 
contains a cycle C. We consider only the case where the graph is G[Vi]; the other 
two cases are similar. By Claim 1 and step 8, C must contain at least one vertex 
x E X=6. Let xl, . . ., xk be the vertices in both X=6 and C. We need to consider only 
two cases. 
Case 1: For all 1 < i < k, the two neighbors of xi in C are the two vertices contained 
in puir(xi). Then, for all 1 < i < k, no neighbor of xi other than the two in puir(xi) 
can appear on C, because otherwise Uz or lJ3 would contain at most one neighbor of 
some xi and hence this xi could have been added into V2 or Vj rather than into VI by 
steps 8 and 9. Moreover, for all 1 < i < k, if rivaZ(xi) is defined, then rivaZ(xj) cannot 
be in VI (and hence cannot be in C) by step 9.2.2. Also, since the two vertices in each 
pair(xi) are not adjacent in G, the length of C is at least 4. We further distinguish 
two cases as follows. 
Subcase 1.1: C has length 4. Then, k = 1 by step 1. Moreover, in the cycle C, 
the two vertices in puir(xl ) must have a common neighbor (say, z) other than x1. If 
rivaZ(xl) is undefined, then by the condition (ii) in Lemma 2.2, z must be in No(xi), 
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which is impossible as argued above. Thus, riual(xl ) must be defined. This implies 
that z cannot be uiual(xl) as argued above. Now, z must be in NG(XI ) by the condition 
(2) in Lemma 2.3, still an impossibility as argued above. 
Subcase 1.2: C has length at least 5. Let K be the (simple) graph obtained from 
C by first deleting xi and next merging the two vertices in pair(x,) into a super- 
vertex for all xi with 1 < i < k. Now, by step 1. K must be a simple cycle. How- 
ever, corresponding to K, there must exist a cycle in G’[Ul] by step 7, a 
contradiction. 
Cuse 2: For some 1 < i < k, at least one of the two neighbors of x, in C is not 
contained in puir(x;). Then, by step 9, super(x,) $ U, and rioal and /abe/ are 
defined. Since super(xi) $ U1 and xi E VI, rival(x,) is not in VI (and hence not in C) 
by step 9.2.2. Moreover, by step 9.2.2, one of the two neighbors of xi in C must be 
lubel(x;). Let u be the neighbor of xi in C other than lube/(x;). Then, u must be in 
NG(x,) - ({lube/(x,)} U {y : y is in puir(xi)}). Furthermore, by step 9.2.2. among the 
neighbors of xl in G, only Zubel(x,) and u are in C. Now, deleting x, from C gives 
us a path from lubel(xi) to u in the subgraph of G induced by V - ({x,,ricu/(x,)} IJ 
{y : _v is in pain}), h’ h w IC IS a contradiction by step 4.2. J 
Now, the lemma immediately follows from Claim 2. 2 
Lemma 2.5. Algorithm 1 can be implemented in O(log n log* n) time using n 
processors. 
Proof. We assume that the input graph G to Algorithm 1 is given in the form of a 
set of doubly linked adjacency lists. Vertices in G are encoded by [log n1 -bit integers. 
The adjacency list of each vertex v contains exactly one entry for each of its neighbors 
u in G. This entry contains the encoding of u and in addition contains a pointer to the 
entry for z’ in the adjacency list of u. To each vertex, there is an associated processor. 
Step 1 can be done in O(log* n) time [7]. Clearly, steps 2 and 3 can be done 
in constant time. Since the neighbors of each vertex x in X=6 have degree at most 
12, the processor associated with x can decide in 0( 1) time whether NC(X) C N{;(c) 
for some 1; E V - (NG(x) U {x}) or not. Moreover, the processor associated with 
each vertex x E X=6 can find a Hamiltonian circuit of the graph G[NG(x)] in 0( 1) 
time. Recall that this Hamiltonian circuit tells us the order of the neighbors of n 
in every planar embedding of G. Using these facts and the proofs of Lemmas 2.2 
and 2.3, we know that step 4 can be done in 0( 1) time. Obviously, steps 5, 7, 
8, and 9 can also be done in 0( 1) time. Since the independent set X of G com- 
puted at step 1 contains a constant fraction of vertices of G, the recursion depth 
of Algorithm 1 is O(logn). Thus, Algorithm 1 runs in O(logn log* n) time using n 
processors. 17 
To see that Algorithm 1 has an optimal implementation, we use the following ob- 
servation due to Hagerup et al. [7]. 
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Observation (Hagerup et al. [7]). Any algorithm can be implemented in O(log n log* n) 
time with O(n/(logn log* n)) processors if it has an n-processor implementation con- 
sisting of O(logn) stages with the following characteristics: 
(1) Each stage consists of some constant-time computation plus a constant number 
of computations of maximal independent sets in simple cycles or simple paths by the 
Cole and Vishkin method [5]. 
(2) The number of active processors in each stage decreases geometrically. Once a 
processor has become inactive, it remains so. 
Let us now see why the above observation is applicable to Algorithm 1. By the 
proof of Lemma 2.5 and Hagerup et al.‘s implementation of step 1 of Algorithm 
1 [7], it is easy to see that the implementation of Algorithm 1 described in the 
proof of Lemma 2.5 indeed has the characteristic (1) above. Moreover, this imple- 
mentation of Algorithm 1 clearly has the characteristic (2) above. Thus, by Lem- 
mas 2.4 and 2.5 together with the above observation, we have the following 
theorem: 
Theorem 2.6. A 3-forest partition of a given n-vertex planar graph can be found in 
O(log II log* n) time with O(n/(log n log* n)) processors. 
3. 2-forest partition of special planar graphs 
We first give several definitions. Let G be a planar graph. If e = {u, v} is an 
edge in G and w is not a vertex in G, then e is subdivided when it is replaced 
by the edges {u,w} and {w,v}. G is said to be homeomorphic to another graph 
H if G can be obtained from H by a sequence of edge subdivisions. For another 
graph H, G is said to be H-free if G contains no subgraph homeomorphic to H. 
Let K4 be the complete graph with 4 vertices, and let K2,3 be the complete bipar- 
tite graph with bipartition (X, Y) in which /XI = 2 and lYI = 3. By Kuratowski’s 
theorem, Kd-free graphs and Kz,s-free graphs are both planar. A 2-forest partition of 
G is a partition of V into two subsets Vi, V2 such that both G[Vr] and G[V2] are 
acyclic. 
In this section, we present two optimal NC algorithms for finding a 2-forest partition 
of a given Kd-free or Kz,s-free graph. The algorithms resemble Algorithm 1. Before 
describing the algorithms, we need to prove several lemmas. 
Lemma 3.1. Suppose G is an n-vertex graph having at most 271 edges. For 0 < i < n- 
1, let ni be the number of vertices with degree i in G. Let ni be the number of vertices 
v in G such that dego(v) = 4 and v has no neighbor of degree 224 in G. Then, 
C,‘=, ni + nk > n/30. 
Proof. Let m be the number of edges in G. Since m < 2n, c:zd ini d 4 c:zi ni or, 
equivalently, C:izi . mi < 4 C:zo’ n, - Cfz, ini. On the other hand, n4 - ni d cy_?\ ini 
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by the definition of ni. Thus, we have 
n-l 
12: 2 n4 - C ini 
i=24 
n-l 23 
> n4 - 4 C n; + C ini 
i=O I=0 
= -4rz0 - 3n, - 2n2 - n3 + n4 + E(i - 4)12, - 4 ‘2 n, 
> -5no - 4nl - 3n2 - 2q + En, - 4 ‘2 ni. 
;E~” r=24 
Therefore, 5( Cl=,, nj + rz&) >, 5~ + 4n, f 3~2 f 2n3 + ni 2 cfi, ni - 4 cyL1i ni. Note 
that C.‘I?: n, d n/6 because m < 2n. This implies that cfJ0 n, 3 5nf6. Now, we have 
that C;=,, n; + nk > (Cfi, ni - 4 Cyrz\ n,)/5 3 (5n,/6 - 4n/6)i5 = n/30. 7 
It is well known that a Kq-free or K2,3-free graph with n vertices has at most 2n ~ 2 
edges [ 11. Thus, by Lemma 3.1, we have cb,n, + nb 2 n/30 for K4-free or Kz.3-free 
graphs G. Using this result together with the ideas in the proof of Lemma 5 in [7]. 
we can show the following lemma (which resembles Lemma 2.1): 
Lemma 3.2. Suppose G = (V, E) is an rz-certes &--ree or K2,3-free gruph. Thm. 
un independent set X of G sati.vj$ng the fbllowing three conditions can he ,fow~d in 
O(log* n) time using O(n) processors.- 
(a) 1x13 cn fbr some 0 < c < 1. 
(b) For all x E X, deg&) < 4. 
(c) For all x E X bsith degc(x) = 4, deg&y) d 23 for all .v E NG(x). 
(d) For cwr~~ twv vertices XI nnd x2 in X ~9th degc(x, ) = degG(x2) = 4, Nc;(.ul )P 
,YG(xl) is empty and it is not the case that some yl E N~(,xl) is adjacent to .some 
~1 E NG(x?) in G. (In other bvords, x1 und x2 ure ut least distance 4 apart in G.) 
The following two lemmas are similar to Lemma 2.2. 
Lemma 3.3. Suppuse G = (V, E) is u &:free graph. Let x he a certex in G such thut 
degc(x) = 4 and there is no c E V - (NG(x) U {x}) with N&z) & Nc;(c). Then, thew 
is a pair (y’. y”) oj’ two neighbors oj’x satisj$+q the @Ilowing three conditions: 
(i) {y’,$‘} $Z E. 
(ii) For wery w E V - (N~(x)u {x}), w is ai$acent to at most one c?f’~,’ unil J.“. 
(iii) There is at most one z E NG(x) - {y’,y”} ivith {J~‘,z} E E und {y”,z} t EE. 
Moreozw, if deyc(y) d 23 ,fur all _I’ E: NG(x), then (J.‘, _I>“) can he j&mu’ irz 0( 1 ) 
time 2tsing u single processor. 
Proof. Let ul, u2, u3, 2~4 be the neighbors of x in G. Consider a planar embedding 
of G. W.l.o.g., we may assume that ur, 2.~. ~3, u3 clockwise appear around x in this 
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order in the embedding. Since G is Kd-free, every pair of two neighbors of x in G 
must satisfy the condition (iii) in the lemma. There are two cases that may occur. 
Case 1: {ut,us} E E or there is some w E V - (No(x) U {x}) with {w,ut} l E 
and {w, 24) E E. Then, since G is planar and there is no 21 E V - (No(x) U {x}) with 
No(x) C No(v), neither the edge (~2, ~4) is in G nor is there some w’ E Y - (No(x) U 
{x}) such that w’ is adjacent to both ~42 and 24. By setting y’ = uz and y” = ~4, the 
three conditions in this lemma are clearly satisfied. 
Case 2: Case 1 does not occur. Clearly, we may set y’ = ut and y” = 24. 0 
Lemma 3.4. Suppose G = (V,E) is a K2,3-free graph. Let x be a vertex of degree 
4 in G. Then, there is a pair (y’, y”) of two neighbors of x satisfying the following 
three conditions. 
(i) Iv', ~“1 Sr E. 
(ii) For every w E V - (Na(x) U {x}), w is adjacent to at most one of y’ and y”. 
(iii) There is at most one z E Na(x) - {y’, y”} with { y’,z} E E and { y”,z} E E. 
Moreover, if dega(y) < 23 for all y E Na(x), then (y’, y”) can be found in 0( 1) 
time using a single processor. 
Proof. Let us first make two observations. Firstly, there is no w E V - (Na(x) U 
{x}) with NC(X) C No(w); otherwise G would have a subgraph homeomorphic to Kz,s. 
Secondly, if ut, 242, us, u4 are the neighbors of x in G and they clockwise appear 
around x in this order in a planar embedding of G, then at least one of the four 
edges {ut,u2}, {u2,u3}, {us,u4}, (24,ut) is not contained in G because G is Kz,s-free. 
Using the two observations, we can simply modify the proof of Lemma 3.3 to prove 
this lemma. 0 
The following lemma resembles Lemma 2.3. 
Lemma 3.5. Suppose G = (V, E) is a K4-free graph. Let x be a vertex of degree 4 in 
G. Then, there is at most one v E V - (Na(x) U {x}) with Na(x) 2 Na(v). Moreover, 
tf such a v exists, then every pair (y’, y”) of two neighbors of x in G must satisfy 
the following three conditions. 
(1) {Y’>Y”) @E. 
(2) For every w E V - {x,v}, w is adjacent to at most one of y’ and y”. 
(3) The two vertices in Na(x) - {y’, y”} are not reachable from each other in the 
graph G[V - {x, v, y’, .#‘}I. 
Proof. Easy and thus omitted. 0 
Lemma 3.6. Let H be a graph in which each vertex has degree at most 3. Suppose 
G is a H-free graph. Let x be a vertex in G, and let y’, y” be two neighbors of 
x in G. Let Q be the (simple) graph obtained from G by first deleting x and then 
merging y’ and y” into a supervertex super(x). Then, Q is also H-free. 
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Proof. Assume, on the contrary, that Q has a subgraph homeomorphic to H. Let Q’ 
be a minimal subgraph of Q homeomorphic to H. Since G is H-free, Q’ must contain 
super(x). By the minimality of Q’ and the condition on the maximum degree of H. 
super(x) has degree at most 3 in Q’. W.l.o.g., we may assume that super(x) has degree 
exactly 3 in Q’; the other cases are simpler. Let ~‘1, ~‘2, and 03 be the three neighbors 
of super(x) in Q’. Then, in the graph G, each t,j, 1 < j < 3, must be adjacent to -1.’ 
or y”. By symmetry, we need to consider only the following two cases: 
Cusr 1: In G, all of ~‘1, ~2, and v3 are adjacent to y’. Clearly, replacing .super(x) 
with y’ yields a subgraph of G homeomorphic to H, a contradiction. 
Cuse 2: In G, 01 and v2 are adjacent to y’ and c3 is adjacent to _v”. Let G’ be 
the subgraph of G obtained from Q’ by first removing super(x) together with the 
three edges incident to it and then adding the three vertices y’, x, y” and the five 
edges {Y’, CI 1. {Y’, a~}, {Y’J}, {x, Y”}, {Y”, us}. Then, it is easy to see that G’ is 
homeomorphic to H, a contradiction. 0 
We are now ready to present an algorithm for finding a 2-forest partition of a given 
Kd-free graph. The algorithm is very similar to Algorithm 1. 
Algorithm 2 
Input: A R-free graph G = (V, E) with n vertices. 
Output: A 2-forest partition V,, V2 of G. 
1. Find an independent set X of G satisfying the conditions (a), (b), (c), and (d) in 
Lemma 3.2. 
2. If V = X, then set Vi =X and V2 = 0 and halt. 
3. Partition X into Xc3 and X=4, where X<s = {x E X : degc(x) < 3) and X-4 = 
{x E X : &L&(x) = 4). 
4. In parallel, for each x E X=4, perform the following steps: 
4.1. If there is no n E V - (NG(x) U {x}) with No(x) 2 No(u), then first find a pair 
(y’:y”) of two neighbors of x satisfying the conditions (i), (ii), and (iii) in 
Lemma 3.3, and next set pair(x) = (y’, y”). 
4.2. If there is a (unique) 2: E V - (NG(x) U {x}) with NG(x) CNo(a), then set 
rival(x) = o and pair(x) = (y’, y”), where y’ and y” are two neighbors of .Y 
satisfying the conditions (l), (2), and (3) in Lemma 3.5. 
5. From G, construct a new (simple) Kd-free graph G’ by first deleting all vertices of 
X and then, for all x E X4, merging the two vertices in pair(x) into a supervertex 
.ruper(x). (Comment: Using Lemma 3.6 repeatedly, we can show that G’ is indeed 
Kd-free.) 
6. Recursively call the algorithm for G’ to obtain a 2-forest partition Ui, r/, of G’. 
7. For 1 d i d 2, initialize V, to be the set obtained from U, by decomposing each 
supervertex super(x) in U, into the two vertices in pair(x). 
8. In parallel, for each x E X<s, add x to a Vi E {Vi, I’?} such that x is adjacent to at 
most one vertex of Vi in the input graph G. 
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9. In parallel, for each x E X=4, perform the following steps: 
9.1. If rioal is undefined (cf. step 4. I), then find the U, E {U,, Ul} containing 
at most one vertex in (J/G(X) - {y : y is in pair(x)}) U {super(x)} and add 
x into Vi. 
9.2. If &al(x) is defined (cf. step 4.2), then perform the following steps: 
9.2.1. If there is some Ui with 1 < i < 2 such that Ui contains at most one 
vertex in NG(x) - {y : y is in pair(x)} but does not contain super(x), 
then add x into V,. 
9.2.2. If there is no U, satisfying the condition in step 9.2.1 (i.e., one of (/I and 
r/2 contains super(x) and the other contains the two vertices in NG(x)- 
{y : y is in pair(x)}), then first find the Ui E { Ul, Uz} containing 
super(x) and next add x into Vi if rival(x) @ V, while add x into Vj 
(1 < j # i < 2) otherwise. 
Lemma 3.7. Algorithm 2 correctly outputs a 2-forest partition for G. 
Proof. Using Lemmas 3.2, 3.3, 3.5, and 3.6, we can show the lemma in almost the 
same way as we did in the proof of Lemma 2.4. 0 
Theorem 3.8. A 2-forest partition of a given n-vertex Kh-free gruph can be found in 
O(log n log* n) time with O(n/(log n log* n)) processors. 
Proof. By Lemma 3.7, we only need to show that Algorithm 2 runs in O(logn log* n) 
time with O(n/(logn log* n)) processors. To this end, using a proof similar to that 
of Lemma 2.5, we can show that Algorithm 2 can be implemented in O(lognlog* n) 
time with n processors. Moreover, this implementation has the two characteristics in 
the observation stated in the last section. This completes the proof. 0 
Remark. A referee has pointed out that there is a much simpler (but less efficient) 
NC algorithm for finding a 2-forest partition of a given KJ-free graph. Given a Kd- 
free graph G = (V, E), the algorithm simply chooses an arbitrary vertex r E V and 
set VI (resp., Vz) to be the set of all vertices u E V such that the distance from 
r to v in G is odd (resp., even). To see that G[Vl] and G[ VZ] are both acyclic, 
let T be a breadth-first spanning tree of G rooted at r. Assume, on the contrary, 
that G[Vl] contains a cycle C. Then, the vertices of C must all be at the same dis- 
tance from r in T. Let VI, ~2, and u3 be three vertices in C, and let u be the least 
common ancestor of VI, ~2, and 2)~ in T. Let G’ be the subgraph of G induced by 
the edges in C and the three (possibly not disjoint) paths from u to 01, ~2, and 
v3 in T. It is not so difficult to see that G’ is homeomorphic to K4, a contradic- 
tion. By symmetry, G[V2] is also acyclic. Thus, the algorithm is correct. Clearly, it 
is also an NC algorithm. Unfortunately, it requires the computation of the parity of 
the distance from a chosen root vertex to each other vertex in a given Kb-free graph 
for which no eficient NC algorithm is known. More specifically, the most efficient 
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known NC algorithm for this computation is the breadth-first-search NC algorithm 
for planar graphs due to Klein and Subramaniam [9]. The algorithm in [9] runs in 
O(logk n) time using a linear number of processors [9], where k is an unspecified Iurgc 
constant. 
Theorem 3.9. A 2-forest partition qf a given n-twtex K2.3-free graph um he .fiwu/ 
in 0( log n log* n) time with O(n/(log n log* n)) processcws. 
Proof. Let Algorithm 3 be the algorithm obtained from Algorithm 2 by first modify- 
ing the input to be a KI.s-free graph G, next replacing Lemma 3.3 in step 4.1 with 
Lemma 3.4, and finally removing steps 4.2 and 9.2. Then, it is easy to see that Algo- 
rithm 3 correctly finds a 2-forest partition of G and runs in O(log n log* n) time with 
O(n/(logn log* n)) processors. [I 
4. Discussion 
We presented the first NC algorithrn for finding a 3-forest partition of a given planar 
graph. It is worth mentioning that the vertex set of every planar graph can be partitioned 
into three subsets, each of which induces a forest in which every component is a path 
[6, lo]. The proof for this fact given by Poh also exhibits that partitioning the vertex 
set of a given planar graph into three such subsets can be done in polynomial time 
[lo]. It is very natural to ask whether this can be done in NC or not. However, we 
have not been able to settle this question. 
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