Cloud computing is an evolving technology which provides users "pay as you need" demand. Nowadays there is a tremendous increase in the use of the cloud by the clients/customers due to its advanced features which results in a rapid growth of load on servers. Hence, load balancing has become a matter of concern in the domain of cloud computing. Load balancing is required to distribute the workload equally amongst all nodes in a network so that none of a node is overloaded or underloaded and each node does a similar amount of work in equal time. It minimizes the cost and time involved in the major computational models and helps to improve proper utilization of resources and system performance. Many approaches and algorithms are recommended by various researchers from all over the world to solve the problem of load balancing. In this paper, we present a technique built on Ant Colony optimization to address the issue of load balancing in a cloud environment.
II. LOAD BALANCING
Cloud load balancing is the process of distributing workloads and computing resources in a cloud computing environment. Load balancing allows enterprises to manage application or workload demands by allocating resources among multiple computers, networks or servers. Cloud load balancing involves hosting the distribution of workload traffic and demands that reside over the Internet. Cloud load balancing helps enterprises achieve high performance levels for potentially lower costs than traditional on-premises load balancing technology. Cloud load balancing takes advantage of the cloud's scalabilityand availability to meet rerouted workload demands and to improve overall availability. In addition to workload and traffic distribution, cloud load balancing technology can provide health checks for cloudapplications.
To avoid noisy neighboursand poor application performance in a public cloud environment, cloud load balancing uses virtual local area networks (VLANs), which group network nodes in various geographic locations to communicate as if they were in the same physical location. Many cloud providers offer cloud load balancing technologies, including Amazon Web Services (AWS), Google, Microsoft Azure and Rack space. AWS offers Elastic Load Balancing, which distributes workloads and traffic among EC2instances. Google Cloud Platform offers load balancing for its infrastructure as a service, Google Compute Engine, which distributes network traffic between VM instances. Microsoft Azure's Traffic Manager distributes traffic for its cloud services across multiple data centres.Rackspace's Cloud Load Balancers use multiple servers for workload distribution.
III. GOALS OF LOAD BALANCING
Some of the key purposes of a load balancing algorithm as pointed out by are:
A.It should possess fault tolerance. B. It should can modify itself according toany change or expansion in the distributed system configuration. C. Regarding system performance, it should give greater overall improvement at a minimal cost. D. Regardless of the origin of job it must treat all jobs in the system equally. E. It should also maintain system stability.
IV. ISSUES OF LOAD BALANCING
The issues of load balancing are described below: -A. Load balancing becomes critical because, in the middle of execution, the processes may shift amongst nodes to ensure equal workload on the system. B. For a load balancing scheme to be good it should be scalable, general and stable and should add minimal overhead to the system. These requirements are interdependent One of the critical aspects of the scheduling problem is load balancing. C. Scheduling algorithm is to avoid the conflict between prerequisites: fairness and data locality. D. Algorithms for load balancing must be dependent on the hypothesis that the on-hand information at each node is accurate to avoidprocesses from being continuously circulated the system without any progress 5 . E. How to accomplish a balance in load distribution amongst processors such that the computation can be done in the minimum possible time is one of the important problems to resolve. F. Load balancing and task scheduling in distributed operating systems is a vital factor in gross system efficiency because the distributed system is not pre-emptied and non-uniform, that is, the processors may be different 7 .
V. COMPONENTS OF LOAD BALANCING 5.1. Algorithms:
A load balancing algorithm has five major components A. Transfer Policy: The portion of the load balancing algorithm that picks a job for moving from a local node to a remote node is stated as Transfer policy or Transfer strategy. B. Selection Policy: In this policy, it specifies the processors involved in the load exchange (processor matching) so that the overall response time and throughput may be improved. C. Location Policy: The portion of the load balancing algorithm that is responsible for choosing a destination node for a task to transfer is stated as location policy or Location strategy. D. Information Policy: The part of the dynamic load balancing algorithm that is in charge gathering information about the nodes present in the system is started to as Information Policy or Information strategy. E. Load Estimation Policy: In this policy, it determines the total workload of a node in a system.
VI. CLASSIFICATION OF LOAD BALANCING 6.1. Algorithms:
Load balancing algorithms have been classified based on current state of system and who initiated the process.
A. Depending on which user initiates the process: B. Sender-Initiated: Sender or client initiates the execution of load balancing algorithm on identifying the need for load balancing. C. Receiver-Initiated: Receiver or server initiates the execution of load balancing algorithm on identifying the need for load balancing. D. Symmetric: This type of algorithm is a blend of sender-initiated type and receiver-initiated type algorithms. E. Depending on current state of system. static algorithm: In the static algorithm, there is a uniform distribution of traffic among the servers. This algorithm needs a prior understanding of system resources so that the judgment of shifting of the load does not depend on thecurrent state of the scheme. The static algorithm is perfect in the system which has fewer inequalities in load Dynamic Algorithm: In the dynamic algorithm, for balancing the load the lightest server in the entire system or network is looked upon and preferred. For this real-timecommunication with the network is needed which can increase the traffic in the system. Here to make decisions for managing the load, the current state of the system is used
VII. RELATED WORK
Load Balancing is a vital part of Cloud Computing framework to accomplish maximum consumption of resources. Ant colony optimization (ACO) algorithm was projected by Marco Dorigo and his colleagues in 1992. It is motivated from real ants when finding for a food ant travels randomly, and in return trip, they deposited some chemical pheromone. By the quantity of this pheromone, other ants use the shortest path on which more pheromone value is deposited. The ants discover the shortest path from the nest to a food source by an indirect communication amongst the ants via pheromone trails.
Ekta Proposed technique based on the ACO where redistribution of overloaded nodes is done based on the threshold value. If the load on current node is less than the threshold ant will then search for overloaded node among the neighbouring nodes of the current node and move to the underloaded node by checking its Foraging Pheromone value. Here ants move only in one direction at a time discussed various load balancing pattern such as static load balancing, distributed and non-distributed dynamic load balancing, centralized and hierarchical load balancing. Although static load balancing patterns offer simplest and effort free simulation and monitoring of the environment, they are not capable of handling heterogeneous nature of the cloud. Considering dynamic load balancing algorithm, these are appropriate in a heterogeneous environment of cloud computing but are problematic to simulate.
Shagufta Khan et al. implemented SALB algorithm. In this enhancement to ACO algorithm is proposed. Artificial ants move forward and backward direction to find the overloaded node and update value in pheromone table. Throughput, Response time, less energy consumption is achieved, but it gives less performance.
Kun Li et al. 12 proposes a cloud task scheduling strategy by Load Balancing Ant ColonyOptimization algorithm. The core aid of the work was to balance the whole system load while trying to minimize the make span of a given task set.
VIII. PROPOSED WORK
Macro Dorigo introduced this concept i.e. Ant Colony in his Ph.D. in 1992. Ant has proficiency to discover the path between nest and food. When ants find the path, they lay some chemical substances i.e. Pheromone and it is on the ground. All the ants can follow this pheromone while finding the path.
This chemical attracts the ants so that the ants can follow the same path with the highest probability of pheromone on the ground for searching the food and return to the nest. The ants subsequently reach the food sources by following the pheromone trails. The intensity of the pheromone can vary on different factors like the quality of food sources, distanceof the food, etc.
Ant's traverse from one node to the other node using the pheromone intensity and simultaneously update the pheromone trail of that particular path, such that further, this path becomes more feasible if more ants follow this path 14 . Path with the maximum pheromone intensity is the shortest path between the best food source and the starting point. The movements of these ants independently update a solution set. For fast convergence, we employ two diverse ants in search of the slave nodes. At the same time, we leverage max-min rules to trigger ant generation, to improve the efficiency of the algorithm.
1. Forward movement-In the forward movement type of movement the ants travel forward to extract the food, or search for the food sources.
2. Backward movement-In the backward movement type of movements the ants go back to the nest for storing their food after collecting food from the food sources.
Working of ACO Algorithm
In our approach, the main procedure of load balancing with ACO consists of two steps before load balancing execution as below.
A. Ant generation: After periodically checking the cloud platform, if there areoverloaded or underloaded nodes, only then ants are generated. B.To find target node: According to searching rules, the ant is looking for the target nodes which meet the conditions of load balancing in its surrounding area. Candidate node is the other name for target node for load balancing.
Max-Min Rules
We define two distinct rules, named max-min rules, to trigger the forward ant generation, with the purpose of reducing the time for searching candidate nodes as below.
Rule 1: Maximum value trigger rule. A forward ant is generated from a slave node when the load in this node is greater than a certain threshold. It indicates that the node has been running close to or beyond its maximum load, which needs to dispense the tasks to idle nodes to achieve optimal resource utilization. Rule 2: Minimum value trigger rule. A forward ant is generated from a slave node when the load in this node is smaller than a certain threshold. It denotes that the node is running in the light load state, which can accept a range of new tasks, to share its resource to the overload nodes.
Process of Load Balancing
Based on the above strategies, the initial steps of load balancing are described as follows. A. Compute moving probability for all its neighbours and select the biggest one as its next destination; B. Now judgment is made that a new node is candidate node or not after moving to it. If yes, generate a backward ant and initialize this backward ant. For forward ant, go back to step 1; C. The backward ant goes back to the starting point of its forward ant, along with the path of its forward ant with the opposite direction. Update the information pheromone of each node the D. Backward ant passes by, and remove the backward ant when reaching the starting point; E. Calculate the sum resources of the candidate nodes, and stop the process if they can meet the demand of load balancing and, F. Perform the load balancing operation. These steps are the same for max-min rules except the way to calculate the moving probability.
Dynamic Load Balancing Modelling with ACO
To explore both load allocation efficiency and network performance, two critical issues must be addressed. First, to meet the required OS, there should be proper pheromone initialization in the cloud computing environment. Second, the pheromone update should fulfil the changing demand of the workload variation, with the intention of accelerating the convergence.
Pheromone Initialization
In cloud computing, the physical resources allocated to each virtual node are not the same and usually changing dynamically. Due to of this characteristic, we use the physical resources of virtual machines to measure a node's initial pheromone, as described in [15, 16] . In pheromone initialization step, the physical resources involved are CPU, external storage, I/O interface, internal storage, and bandwidth.
The CPU capability can be calculated by:
The capability definitions of physical resources of virtual machines are defined as blow.
For CPU:
For external storage
For I/O interface: For bandwidth:
Therefore, the pheromone initialization for one slave node is defined as:
Where, Ψn is a weight coefficient, which is used to adjust the influence of the physical resources in cloud computing.
Pheromone Update
There are two types of pheromone update that are available for ant's movement. Ant can update this table after performing each task by ant. The type of movements of the ant is identified by the type of pheromone being updated by the ant, and it also tells about the kind of node the ant is searching for 15 . Two types of pheromone are given below: 
Results
Cloud sim 3.0 16 is chosen as the simulation toolkit for cloud computing, which is simply used to examine and validate the achievability and stability of the proposed load balancing approach. Windows XP OS with 2.53 GHz CPU, JDK 7.0 and Ant (1.8.4, Apache Software Foundation, Forest Hill, MD, US, 2011), 2 GB of memory are employed to run the simulations.We assemble 10,000 slave nodes in the cloud platform, and each node is fixed with different processing capabilities randomly. After randomly setting slave nodes, we calculate pheromone initialization of every node. Each iteration represents a unit time in our experiment. In a unit time, a new job with 10,000 tasks is distributed to 10,000 slave nodes at random. Each task can be finished within [1,3] unit time. All ants can only move one edge from one slave node to the other, and the pheromone update is carried out once in a unit time.During the process, 50 slave nodes that the task number is bigger than nine are selected as overload nodes and 50 slave nodes that the task number is smaller than two are selected as under load nodes at random. If the number of slave nodes is not enough to meet such conditions, the actual number of overload nodes and underload nodes are selected. The forward ants are generated from both the overload nodes and under load nodes to accelerate the searching process. The load balancing is performed when reaching the maximum searching step. The maximum search step stands for the maximum distance the ant can reach within one-unit time. After load balancing operations, the cloud platform goes into the next unit time, and a new task with 10,000 tasks comes. Table 1 gives the experimental results for the number of iterations (Num) and the convergence time (CT) with diverse parameters when reaching load balancing state. For each group of parameters, we carry out the simulation 20 times, and the results of Num and CT are the average values. 
Figure 2: Degree of load balancing by different numbers of ants
We adopt the degree of load balancing to describe the results, which stands for the balance level of the virtual machine in the cloud platform. The degree of load balancing is defined as:
Where i Load is the load of the virtual machine, that is, the load of the slave node and Avg Load indicates the average load of all virtual machines. The load gets more unbalanced with an increase in the degree of load balancing. We limit the number of iterations to below 600 and the simulation results of execution time and degree of load balancing by different numbers of ants are shown in Figures 1 and 2 . It can be observed from the results that the minimum values are attained for the number of iterations and the degree of load balancing when the number of ants is set to 100.
IX. CONCLUSION FUTURE WORK
In this paper, we discussed cloud computing and load balancing. Apart from this, we also discussed the various goals, issues, components, classification, different techniques and metrics for load balancing. Load balancing is one of the major concern in cloud computing, and the main purpose of it is to satisfy the requirements of users by distributing the load evenly among all servers in the cloud to maximize the utilization of resources, to increase throughput, to provide good response time and to reduce energy consumption. To optimize resource allocation and ensure the quality of service.
Two dynamic load balancing strategies were applied with the max-min rules and forward-backward ant mechanism. According to the characteristics of cloud computing, we redefined and improved the ant colony optimization by pheromone update and pheromone initialization. Using such improvements, the speed for searching candidate nodes in load balancing operations can be greatly accelerated. Simulations were illustrated by the improved approach in a cloud computing platform. The results showed that the proposed approach is feasible and effective on load balancing in cloud computing and has better performance than a random algorithm and LBVS algorithm. In future work, we will study the triggering procedure for ant generation and the approach for pheromone update so as to considerably reduce the searching time for candidate nodes. Furthermore, we will investigate how to introduce other intelligent algorithms into our approach, with the purpose of improving system performance and efficiency
