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Abstract—We analyze the problem of localization algorithms
for underwater sensor networks. We first characterize the un-
derwater channel for radio communications and adjust a linear
model with measurements of real transmissions. We propose
an algorithm where the sensor nodes collaboratively estimate
their unknown positions in the network. In this setting, we
assume low connectivity of the nodes, low data rates, and non-
zero probability of lost packets in the transmission. Finally,
we consider the problem of a node estimating it’s position in
underwater navigation. We also provide simulations illustrating
the previous proposals.
I. INTRODUCTION
Underwater sensor networks result as a promising technol-
ogy to deal with applications that require off-shore monitoring
and inexpensive deployment. Environmental quality control,
seismic analysis, oilfield monitoring and sea robotics are some
applications where underwater networks may provide a viable
solution to these open problems [1]. The wireless underwater
communication presents, however, a challenging task that
needs to be adapted to different applications in consideration.
There are three main physical access channels that can
be considered for underwater wireless communications, be-
ing acoustic, optical and radio. Each of them presents their
own benefits and drawbacks, and can be used in different
scenarios [2], [3]. For instance, acoustic communications are
valid for medium range distances–several km [4]–but has
limited bandwidth, poor performance in shallow water and
has impact on marine life [5], [6]. Optical communications, on
the contrary, present ultra-high bandwidth over short distances
but are susceptible to turbidy, particles or marine fouling.
Furthermore, ambient light is another adverse effect which
does not make this technology suitable for shallow waters [7].
Radio frequency transmissions–in the range of KHz or
MHz–become a worth-studying option to establish commu-
nication between the nodes in shallow waters, such as in
lakes, bays, harbors and areas close to the sea shores. Al-
though the water medium still has a strong attenuation in
these frequencies, communication is possible in the range
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of meters. Companion papers [8] and [9] provide specific
measurements and describe the procedure for transmitting pure
sinusoidal signals at different frequencies and distances. The
results obtained in these publications establish a descriptive
framework, where a model of the physical layer is derived,
and can be used for the analysis of higher end applications.
The next challenge once the physical layer has been mod-
eled accounting to real measurements, as described in [8], [9],
is to develop the protocols to effectively establish a commu-
nication channel between two different nodes that operate in
the underwater sensor network. The specific details to ana-
lyze the performance of such network through simulations is
considered in our companion paper [10]. In such reference we
consider the model of the channel, the modulation parameters,
the MAC protocol and the retransmission strategy under packet
transference errors. With such considerations we present an
analysis tool to effectively study the viability of different
network configurations in shallow waters.
Our contribution in this publication extends [8], [9] and [10]
and focuses on the application layer. We consider the problem
of self-estimating the network nodes position after deploy-
ment, as well as discussing localization methods to determine
the position of an external node, such as an Underwater Un-
manned Vehicle (UUV). The specific conditions of underwater
communications require the use of improved algorithms that
account for low data rates, low connectivity between the nodes,
and do not present significant performance loss if packets
are lost in the transmission. In this paper we use state of
the art localization methods and adapt them for the specific
restrictions of underwater radio networks.
In Section II we describe the channel model and commu-
nication protocols. In Section III we propose an algorithm
for the nodes to determine their own position and adapt it
for low communication rates. We also study its performance
under transmitted packet losses. In Section IV we consider the
application of the network nodes aiding in the navigation of a
UUV. We consider an algorithm that works under minimal
communication and is suitable for the underwater channel.
Finally, in Section V we present performance simulations of
the previous proposals.
II. NETWORK DESCRIPTION
We consider an underwater network formed of N nodes and
we refer to the the set of nodes with N = {1, . . . , N}. These
nodes communicate in a wireless environment using loop
antennas as presented in [8], [9]. The specific signal strengths
measured at fixed distances between receiver and transmitter
are presented in Figure 1, where it can be observed that the
medium presents lowest attenuation at the lower frequencies.
The transmitted power was set to 20 dBm on every curve
in all measurements. Note also that the attenuation increases
exponentially in higher frequencies, and because of that, the
overall bandwidth must be narrow. For the previous reasons,
and as a design choice, we established the communication
frequency at 33 KHz and bandwidth of 6 KHz.
The previous channel limitations require a simple modu-
lation that can work under high attenuation on a non-flat
channel. Our design choice is to use a binary frequency-
shift keying (BFSK) with first carrier at 30 KHz and second
carrier at 36 KHz. The choice of these parameters allow a
communication rate of about 3 kbps. We can represent the
channel attenuation as a function of distance for the BFSK
frequencies and propose a model to calculate distances over
measured powers. These measurements are represented in
Figure 2, where points indicate power measurements, and the
line corresponds to a linear model of form:
g = ad+ b+ ε. (1)
In the model g represents the gain of the channel; d is the
given distance between nodes; a and b are variables to be
determined by the linear model; and ε is an additive Gaussian
noise of the measurements with zero mean. Given the previous
model, the maximum likelihood (ML) estimator is given by
the solution to the following problem:
min
x
‖Ax− y‖2 (2)
where x = [a, b]T , y = [g1, . . . , gn] represent the measured
gains at distances [d1, d2, · · · , dn] and
AT =
(
d1 d2 · · · dn
1 1 · · · 1
)
. (3)
For the particular measurements our collaborators performed
in [8], [9], our linear model becomes: a ≈ −8.5 dB/m and
b ≈ −54.85 dB. Regarding random variable ε we can estimate
its variance with the ML estimator as follows:
σ2ε =
1
n
‖Ax∗ − y‖2 = 1.15 dB (4)
where n indicates the number of measurements performed.
Finally, we describe the networks communication protocol,
also part of the designer choice. Nodes access the channel
medium through a CSMA/CA protocol and communication
is established between two nodes in an exclusive manner.
After each transmission the receiver confirms correct reception
through an acknowledgement in order to avoid lost data in the
channel. If the message is not correctly transmitted, retrans-
mission is performed following an automatic repeat protocol.
100 200 300 400 500 600 700 800 900
−125
−115
−105
−95
−85
−75
−65
Frequency (kHz)
dB
d=2 (meas)
d=2 (sim)
d=3 (meas)
d=3 (sim)
d=4 (meas)
d=4 (sim)
d=5 (meas)
d=5 (sim)
d=6 (meas)
d=6 (sim)
Fig. 1. Attenuation between two horizontal ten-turns loops placed on seabed.
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Fig. 2. Attenuation vs. distance for f1 = 30 KHz and f2 = 36 KHz.
We assume that the message is lost if correct transmission is
not achieved in a prefixed number of attempts. Both protocols
help to avoid the problem of hidden nodes and to establish
a reliable connection. The simulated implementation of these
protocols for underwater channel analyzing the number of lost
packets and energy expenditure is considered in [10]. In the
following we take into account such results to implement our
positioning algorithms.
III. NETWORK NODE’S SELF-POSITIONING ESTIMATION
In this section we propose a cooperative localization algo-
rithm for nodes which do not know their own position, but
can communicate with their neighbors to estimate their own
coordinates. We refer to the set of nodes that have knowledge
of their position as “anchor nodes” and denote them with Na.
Likewise, the set of nodes that do not know their position are
denoted as Nu. We also have Na ∪Nu = N . We refer to the
nodes that are within radio reach of node i as neighbours, and
denote them with N i. Note that the set of neighbours may
include both nodes from Na and Nu.
The localization algorithm is performed once when the
nodes come online as an initial calibration, and we analyze
it’s performance in terms of convergence and lost packets.
The optimization problem we propose is given by:
min
xi∈R2
∑
i∈Nu
∑
j∈N i
(d2ij − ‖xi − xj‖
2)2 =
min
xi∈R2
∑
i∈Nu
∑
j∈N i
d4ij + ‖xi − xj‖
4 − 2d2ij‖xi − xj‖
2.
(5)
Problem (5) is nonconvex and can be solved using algorithms
of the family of successive convex approximations, such as the
one proposed in [11]. The methodology consists in an iterative
procedure where a convex function is used to approximate
the non-convex original objective in a local region around
a temporary fixed point. The surrogate function retains the
convex parts and linearizes the non-convex ones. The convexi-
fication is performed around a temporary pivotal point which is
updated in subsequent iteration steps. Specifically, the convex
surrogate function we use is given by
U˜(x, xk) =
∑
i∈Nu
∑
j∈N i
d4ij+‖xi−xj‖
4−4d2ij(x
k
i −x
k
j )xi (6)
where xk = (xki )i∈Nu is the pivotal point which is updated at
different iteration steps.
The complete set of instructions to solve problem (5) is
described in Algorithm 1. Note that every user needs to solve
the following problem:
xˆi(x
k)) = min
xi
U˜(xi, x
k) (7)
where with a little abuse of notation we explicitly stated
that (7) is minimized only in xi because the algorithm is
solved in a distributed manner. Problem (7) is convex and
can be solved using any convex optimization solver, or more
efficiently, directly finding the solution to the KKT system of
equations [12]. Moreover, and in order to solve (7), nodes only
need to exchange their own estimates with their neighbours.
This makes Algorithm 1 very convenient for distributed imple-
mentation. Finally, note that convergence to a global minimum
is not guaranteed since the problem is non-convex.
Algorithm 1 Network Nodes Self-positioning Algorithm
1: Initialize x0 = (xi)i∈Nu ∈ R2Nu . Set k = 0.
2: repeat
3: For all i ∈ Nu, solve xk+1i = xˆi(xk)
4: Exchange xk+1i with neighbours j ∈ N i, ∀i ∈ Nu.
5: Set k ← k + 1
6: until stopping criteria is satisfied
IV. UNDERWATER NAVIGATION
Underwater navigation is useful in applications where
robotic devices or UVVs require orientation to perform some
task, such as collect data from a sink node, or explore the
seabed. Many localization algorithms have been developed in
the literature, both distributed and centralized, such as [13],
[14], [15], [16]. For the specific application of underwater
navigation, the UVV needs to estimate its own position by
measuring distances to every node within reach. Since we
assume the medium is isotropic, triangulation methods for
outdoor localization are sufficient.
We assume that the network nodes know their position from
a previous calibration, such as the one describe in Section III.
Then, these nodes transmit a signal to the UVV at fixed power
and their local position (if unknown by the UVV). The UVV
estimates the distance to the specific node using the channel
form that was described in Section II. In particular,
dˆi =
1
a
(Ptx − Prx − b) (8)
where Ptx corresponds to the prefixed transmit power of the
signal (in dBm); Prx the received power at the UVV (in
dBm); and a ≈ −8.5 dB/m and b ≈ −54.85 dB, as we
previously derived. Since the UVV measures all distance esti-
mates directly, a centralized algorithm is preferable. Moreover,
this approach reduces the amount of data that needs to be
transmitted through the channel.
Regarding the localization problem, the following problem
is frequently proposed:
min
u
n∑
i=1
(dˆ2i − ‖xi − u‖
2)2 (9)
where xi represent the network node’s coordinates; u the
unknown target coordinates; dˆi the estimated distances from
the sensors to the target; and n represents the number of
measurements available. Problem (9) is non-convex and is
also suboptimal in the ML sense. Nonetheless, because the
noise variance is relatively small compared to the channel
attenuation (as shown in (4)), the solution to the problem
yields a good estimate close to the theoretical bound of the
ML estimator and gives an accurate estimate for underwater
networks.
The ML estimator, which is discussed in [17, Sec.II-A], is a
more difficult problem. The algorithms that suboptimally solve
it may yield poorer estimates than the solution of (9), so we
did not consider this method in our simulations.
There are several algorithms in the literature that try to
solve (9). For instance, the best linear unbiased estimator
proposed in [14] yields a suboptimal result since it solves a
relaxed approximation of (9). Other linear estimators, such as
the one proposed in [15], minimize an error function derived
from (9) rather than the problem itself. And majorization
methods, such as the one proposed in [13], solve the problem
by successive convex approximations which converge to local
minimization points.
An optimal solution of (9) is however available as presented
in [17]. Its solution can be found by reformulating the objec-
tive to a non-convex quadratic problem with a single quadratic
constraint, which presents strong duality and can be solved
optimally [18].
We skip the derivation as it can be followed in [17, Sec.II-B]
and directly illustrate the equivalent problem:
solve
λ∈R
yˆ(λ)TDy(λ) + 2fT yˆ(λ) = 0
s.t. yˆ(λ) = (BTB + λD)−1(BT c− λf)
BTB + λD  0
(10)
where yˆ is an estimator of yT = [uT , α] ∈ R3 and
B =
(
−2xT1 1
.
.
.
.
.
.− 2xTn 1
)
, c =


dˆ21 − ‖x1‖
2
.
.
.
dˆ2n − ‖xn‖
2


D =
(
In 0n×1
01×n 0
)
, f =
(
0n×1
−0.5
)
.
(11)
The objective function of (10) is monotone in λ, so a
bisection algorithm can be applied and converges very fast
to the unique root of the system [17], [18]. The specific steps
are described in Algorithm 2.
Algorithm 2 Bisection algorithm for UVV localization
1: Initialize λ = −1/maxeig(D,BTB), λ = 100.
2: while yˆ(λ)TDy(λ) + 2fT yˆ(λ) >= 0 do λ← 2λ
3: Set λ← 1
2
(λ+ λ).
4: while λ− λ ≥ ǫ do
5: if yˆ(λ)TDy(λ) + 2fT yˆ(λ) >= 0 then λ← λ
6: else λ← λ.
7: Set [uT , α] ← yˆT (λ). Return u.
V. SIMULATIONS
For the simulations we first analyze the results presented in
Section III. We consider a network of 27 nodes forming a grid,
where |Na| = 4 and |Nu| = 23. The nodes have a separation
of 5 meters in the horizontal and vertical directions as depicted
in Figure 3. We also considered that two nodes are neighbours
if they are within 10 meters of each other. We used the channel
coefficients derived in Section II, where the channel model is
given by (1). Finally, we have considered a deviation noise
value of 0.63 m as a trade-off between accuracy and energy
consumption in the estimation procedure.
In Figure 3 we represent the result of Algorithm 1 after
50 iterations in the case where the network does not miss
any packet. In Figure 4 we represent the absolute mean error
of all nodes with unknown position versus the number of
iterations (message exchanges). We plot several curves with
different probabilities of packet loss, i.e., probabilities of 0%,
5%, 10% and 20%. If a packet is lost, the last known message
of the node who could not send the packet correctly is used.
Specifically, the last known estimate of the node is used for
the computation of step 4, from Algorithm 1. Figure 4 shows
that the algorithm is robust against packet losses, and the
effect that can be observed in this kind of scenario is a slower
convergence rate.
Next, we consider the tracking method proposed in Sec-
tion IV. We plot a qualitative localization result of a target
moving in the previous network, which is depicted in Figure 5.
The network is the same as in the previous case considering
|N | = 27. We also considered that the target node can
measure distances from nodes within 8 meters. Note also
that Algorithm 2 solves problem (9) in an optimal manner,
although the problem is non-convex. The mean absolute error
of all points is about 0.75 m.
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Fig. 3. Network self-localization qualitative result after 50 iterations of
Algorithm 1 with 0% probability of packet loss in neighbour transmissions.
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Fig. 4. Network self-localization mean absolute error results versus the
number of iterations of Algorithm 1. The different curves indicate the
probability of packet loss of some node to all of its neighbours.
VI. CONCLUSION
We studied and proposed algorithms for localization tech-
niques in an underwater sensor network. We considered the
specific underwater channel measurements of [8], [9]. We took
into account packet loss considerations due to channel changes
and also low connectivity between nodes, as well as low data
rate packet limits. Finally, Algorithm 1 can be solved in a
distributed manner and Algorithm 2 is solved optimally.
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