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Abstract
λ-graph systems are labeled Bratteli diagram with shift operations. They present
subshifts. Their matrix presentations are called symbolic matrix systems. We define
skew products of λ-graph systems and study extensions of subshifts by finite groups.
We prove that two canonical symbolic matrix systems are G-strong shift equivalent if
and only if their presented subshifts are G-conjugate. G-equivalent classes of subshifts
are classified by the cohomology classes of their associated skewing functions.
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1 Introduction
Let Σ be a finite set, called an alphabet. Each element of Σ is called a symbol or a label.
Let ΣZ be the compact Hausdorff space defined by the infinite product space
∏∞
i=−∞Σi
where Σi = Σ, endowed with the product topology. The homeomorphism σ on Σ
Z given
by σ((xi)i∈Z) = (xi+1)i∈Z is called the (full) shift. Let Λ be a shift invariant closed subset
of ΣZ i.e. σ(Λ) = Λ. The topological dynamical system (Λ, σ|Λ) is called a subshift. We
denote σ|Λ by σ and write the subshift as Λ for short. A subshift is often called a symbolic
dynamical system. For an introduction to the theory of symbolic dynamical systems, see
[10] and [17]. Throughout the paper, Z+ and N denote the set of all nonnegative integers
and the set of all positive integers respectively.
Let G be a finite group. Let A = [A(i, j)]Ni,j=1 be an N × N matrix with entries in
nonnegative integers which is called a nonnegative matrix. The matrix defines a finite
directed graph GA with N vertices such that the number of the edges from vi to vj is
A(i, j) for i, j = 1, . . . , N . Let EA be the edge set of the graph GA. The shift space ΛA
for the matrix A is defined as the set of biinfinite sequences of concatenating edges in
EA. It is a compact subset of E
Z
A with shift homeomorphism σ written σA. The subshift
(ΛA, σA) is called the shift of finite type defined by the nonnegative matrix A. It is also
called the SFT obtained from the directed graph GA. Actions of finite groups on SFTs
have been studied by many authors related to extensions of SFTs (cf. [1], [2], [3], [4], [5],
[28], etc.). W. Parry showed how to define extensions of SFTs by finite abelian groups and
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Theorem 1.1 below. Suppose that a map ℓ : EA → G is given. Through the map ℓ, the
matrix A defines an N ×N matrix Aℓ over the semigroup ring Z+G over G. The function
τℓ : ΛA → G defined by τℓ((xn)n∈Z) = ℓ(x0) ∈ G for (xn)n∈Z ∈ ΛA yields the skew product
(G⋉ ΛA, τℓ ⋉ σA) written Λ
G,τℓ
A , which is an SFT with a continuous G-action commuting
the shift. The function τℓ is called a skewing function. Conversely, any SFT having a
continuous G-action commuting with the shift is constructed by this way. An SFT with a
continuous G-action with commuting the shift is called a G-SFT. The following theorem
was presented in Boyle–Sullivan’s paper [2] as a Parry’s result.
Theorem 1.1 ([2, Proposition 2.7.1]). Let A and B be nonnegative matrices. Suppose
that maps ℓA : EA → G and ℓB : EB → G are given. Let τℓA : ΛA → G and τℓB : ΛB → G
be the associated skewing functions. Then the following are equivalent:
(1) AℓA and BℓB are strong shift equivalent over Z+G.
(2) There is a topological conjugacy Φ : ΛA → ΛB such that τℓA is cohomologous to
τℓB ◦ Φ in C(ΛA, G).
(3) There is a topological conjugacy between G-SFTs ΛG,τℓAA and Λ
G,τℓB
B commuting with
the G-actions.
In this paper, we will generalize the above results on SFTs to general subshifts.
The author has introduced notions of λ-graph system and symbolic matrix system as
presentations of subshifts ([18]). They are generalized notions of λ-graph (= labeled
graph) and symbolic matrix. A λ-graph system L = (V,E, λ, ι) consists of a vertex set
V = V0 ∪V1 ∪V2 ∪ · · · , an edge set E = E0,1 ∪E1,2 ∪E2,3 ∪ · · · , a labeling map λ : E → Σ
and a surjective map ι(= ιl,l+1) : Vl+1 → Vl for each l = 0, 1, . . . with a certain com-
patible condition. A symbolic matrix system (M, I) over Σ consists of two sequences of
rectangular matrices (Ml,l+1, Il,l+1), l = 0, 1, . . . . The matrices Ml,l+1 have their entries
in formal sums of Σ and the matrices Il,l+1 have their entries in {0, 1}. They satisfy the
commutation relations: Il,l+1Ml+1,l+2 =Ml,l+1Il+1,l+2 for l = 0, 1, . . . . It is required that
each row of Il,l+1 has at least one 1 and each column of Il,l+1 has exactly one 1. A λ-graph
system naturally arises from a symbolic matrix system (M, I). The labeled edges from
a vertex vli ∈ Vl to a vertex v
l+1
j ∈ Vl+1 are given by the (i, j)-component Ml,l+1(i, j) of
Ml,l+1. The map ι(= ιl,l+1) is defined by ιl,l+1(v
l+1
j ) = v
l
i precisely if Il,l+1(i, j) = 1. The
λ-graph systems and the symbolic matrix systems are the same objects and give rise to
subshifts by gathering label sequences appearing in the labeled Bratteli diagrams of the
λ-graph systems. Let us denote by ΛL the subshift presented by the λ-graph system L.
Conversely we have a canonical method to construct a λ-graph system and a symbolic ma-
trix system from an arbitrary subshift [18]. They are called the canonical λ-graph system
and the canonical symbolic matrix system for subshift Λ and written as LΛ and (MΛ, IΛ)
respectively.
Let G be a finite group. We call a subshift (Λ, σ) a G-subshift if there exists an action
of G on Λ which commutes with the shift σ. G-subshifts (Λ, σ) and (Λ′, σ′) are said to be
G-conjugate if there exists a topological conjugacy between them commuting with their G-
actions. For a given function τ : Λ→ G, we may consider a subshift ΛG,τ as an extension
of Λ by τ , and know that the subshift ΛG,τ is a G-subshift. The extension ΛG,τ is also
called a skew product of Λ by τ and written (G ⋉ Λ, τ ⋉ σ). Conversely, we may show
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that any G-subshift Λ˜ is of the form ΛG,τ for some continuous function τ : Λ → G. Let
τ : Λ→ G and τ ′ : Λ′ → G be continuous functions. Then it is easy to see that there exist
a topological conjugacy Φ : Λ → Λ′ such that τ is cohomologous to τ ′ ◦ Φ if and only if
there exists a topological conjugacy between G-subshifts ΛG,τ and Λ′G,τ
′
commuting with
their G-actions.
For a λ-graph system L = (V,E, λ, ι) and a finite group G, suppose that a map
ℓ : Σ → G is given. We may define a λ-graph system LG,ℓ as an extension of L by ℓ,
and show that the λ-graph system LG,ℓ has a G-action. A λ-graph system with G-action
is called a G-λ-graph system. We will know that a characterization of G-λ-graph system
(Theorem 4.3). We show the following:
Theorem 1.2 (Theorem 5.6). For a λ-graph system L = (V,E, λ, ι) and a map ℓ : Σ→ G,
the subshift ΛLG,ℓ presented by the G-λ-graph system L
G,ℓ becomes a G-subshift which is
G-conjugate to the skew product G ⋉ ΛL defined by the function τℓ((xn)n∈Z) = ℓ(x0) for
(xn)n∈Z ∈ ΛL, that is
(ΛLG,ℓ , σLG,ℓ)
∼= (G⋉ ΛL, τℓ ⋉ σL).
Let (M, I) be a symbolic matrix system over Σ. Suppose that a map ℓ : Σ → G is
given. Then (M, I) is naturally regarded as a symbolic matrix system over Z+G through
the map ℓ, denoted by (Mℓ, I). We may give a definition of properly G-strong shift
equivalence between two symbolic matrix systems over Z+G. We will prove the following
theorem as a main result of the paper.
Theorem 1.3 (Theorem 6.12). Let G be a finite group. Let L and L′ be λ-graph systems
over Σ and Σ′, respectively. Let (M, I) and (M′, I ′) be their associated symbolic matrix
systems, respectively. Suppose that maps ℓ : Σ → G and ℓ′ : Σ′ → G are given. Let
(Mℓ, I) and (M′ℓ
′
, I ′) be their symbolic matrix systems over Z+G through the maps ℓ and
ℓ′ respectively. Consider the following three conditions:
(1) (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalent.
(2) There exists a topological conjugacy Φ : ΛL → ΛL′ such that τℓ is cohomologous to
τℓ′ ◦ Φ in C(ΛL, G).
(3) The G-subshifts ΛLG,ℓ and ΛL′G,ℓ′ are G-conjugate.
Then we have
(1) =⇒ (2)⇐⇒ (3).
If in particular, L and L′ are both the canonical λ-graph systems, we have (2) =⇒ (1).
The equivalence between (2) ⇐⇒ (3) is easy. The other two implications (1) =⇒ (2)
and (2) =⇒ (1) for the canonical λ-graph systems are the main ingredients of this paper
which will be proved in Section 6.
We will finally present an example of an action of a finite group to a λ-graph system
which presents a nonsofic subshift called Dyck shift D2, and study G-conjugacy classes
of extensions of Markov–Dyck shifts to give examples of extensions of non sofic subshifts
which are not G-conjugate (Corollary 7.6, Proposition 7.7).
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2 Preliminaries
2.1 Subshifts
Let (Λ, σ) be a subshift over Σ. A finite sequence µ = (µ1, ..., µk) of elements µj ∈ Σ is
called a word. We denote by |µ| the length k of µ. A word µ = (µ1, ..., µk) is said to
appear in x = (xi)i∈Z ∈ Σ
Z if xm = µ1, ..., xm+k−1 = µk for some m ∈ Z. For a subshift
Λ, we denote by Bk(Λ) the set of all words of length k appearing in some x ∈ Λ, where
B0(Λ) denotes the empty word. We set B∗(Λ) = ∪
∞
k=0Bk(Λ). Let us denote by Λ
+ the
shift space of the right one-sided subshift for Λ which is defined by
Λ+ = {(xn)n∈N | (xn)n∈Z ∈ Λ}.
For x = (xn)n∈N ∈ Λ
+ and l ∈ Z+, the l-predecessor set Γ
−
l (x) for x is defined by
Γ−l (x) = {(µ1, . . . , µl) ∈ Bl(Λ) | (µ1, . . . , µl, x1, x2, . . . ) ∈ Λ
+}.
2.2 λ-graph systems
A λ-graph system is a graphical object presenting a subshift ([18]). It is a generalization
of a finite labeled graph and has a close relationship to a construction of a certain class
of C∗-algebras ([19]). Let L = (V,E, λ, ι) be a λ-graph system over Σ with vertex set
V = ∪l∈Z+Vl and edge set E = ∪l∈Z+El,l+1 with a labeling map λ : E → Σ, and that
is supplied with surjective maps ι(= ιl,l+1) : Vl+1 → Vl for l ∈ Z+. Here the vertex sets
Vl, l ∈ Z+ are finite disjoint sets. Also El,l+1, l ∈ Z+ are finite disjoint sets. An edge e
in El,l+1 has its source vertex s(e) in Vl and its terminal vertex t(e) in Vl+1 respectively.
Every vertex in V has a successor and every vertex in Vl for l ∈ N has a predecessor. It is
then required that there exists an edge in El,l+1 with label α and its terminal is v ∈ Vl+1
if and only if there exists an edge in El−1,l with label α and its terminal is ι(v) ∈ Vl. For
u ∈ Vl−1 and v ∈ Vl+1, put
Eι(u, v) = {e ∈ El,l+1 | t(e) = v, ι(s(e)) = u}, (2.1)
Eι(u, v) = {e ∈ El−1,l | s(e) = u, t(e) = ι(v)}. (2.2)
Then we require a bijective correspondence preserving their labels between Eι(u, v) and
Eι(u, v) for each pair of vertices u, v. We call this property the local property of λ-graph
system. We call an edge in E a labeled edge, and a finite sequence of connecting labeled
edges a labeled path or a λ-path. If a labeled path γ labeled ν starts at a vertex v in Vl and
ends at a vertex u in Vl+n, we say that ν leaves v and write s(γ) = v, t(γ) = u, λ(γ) = ν.
We henceforth assume that L is left-resolving, which means that t(e) 6= t(f) whenever
λ(e) = λ(f), e 6= f for e, f ∈ E. For a vertex v ∈ Vl denote by Γ
−
l (v) the predecessor
set of v which is defined by the set of words of length l appearing as labeled paths from
a vertex in V0 to the vertex v. L is said to be predecessor-separated if Γ
−
l (v) 6= Γ
−
l (u)
whenever u, v ∈ Vl are distinct. A subshift Λ is said to be presented by a λ-graph system
L if the set of admissible words of Λ coincides with the set of labeled paths appearing
somewhere in L. λ-graph systems L = (V,E, λ, ι) over Σ and L′ = (V ′, E′, λ′, ι′) over
Σ′ are said to be isomorphic if there exist bijections ΦV : V → V
′, ΦE : E → E
′ and
φ : Σ → Σ′ satisfying ΦV (Vl) = V
′
l , ΦE(El,l+1) = E
′
l,l+1 and λ
′ ◦ ΦE = φ ◦ λ such that
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they give rise to a labeled graph isomorphism compatible to ι and ι′. We note that any
essential finite directed labeled graph G = (V, E , λ) over Σ with vertex set V, edge set E
and labeling map λ : E −→ Σ gives rise to a λ-graph system LG = (V,E, λ, ι) by setting
Vl = V, El,l+1 = E , ι = id for all l ∈ Z+ (cf. [19]).
Two points x, y ∈ Λ+ are said to be l-past equivalent, written as x ∼l y, if Γ
−
l (x) =
Γ−l (y). For a fixed l ∈ Z+, let F
l
i , i = 1, 2, . . . ,m(l) be the set of all l-past equivalence
classes of Λ+ so that Λ+ is a disjoint union of F li , i = 1, 2, . . . ,m(l). Then the canonical
λ-graph system LΛ = (V Λ, EΛ, λΛ, ιΛ) for Λ is defined as follows ([18]). The vertex set
V Λl at level l consists of the sets F
l
i , i = 1, . . . ,m(l). We write an edge with label α from
the vertex F li ∈ V
Λ
l to the vertex F
l+1
j ∈ V
Λ
l+1 if αx ∈ F
l
i for some x ∈ F
l+1
j . We denote
by EΛl,l+1 the set of all edges from V
Λ
l to V
Λ
l+1. There exists a natural map ι
Λ
l,l+1 from
V Λl+1 to V
Λ
l by mapping F
l+1
j to F
l
i when F
l
i contains F
l+1
j . Set V
Λ = ∪l∈Z+V
Λ
l and
EΛ = ∪l∈Z+E
Λ
l,l+1. The labeling of edges is denoted by λ
Λ : EΛ → Σ. The canonical
λ-graph system LΛ is left-resolving and predecessor-separated, and presents Λ.
For a λ-graph system L, let ΛL be the presented subshift by L. Then its canonical
λ-graph system LΛL does not necessarily coincide with the original λ-graph system L. If
in particular, Λ is a sofic shift, its canonical λ-graph system is eventually realized as the
left Krieger cover graph for Λ.
2.3 Symbolic matrix systems
For an alphabet Σ, let us denote by SΣ the set of formal sums of elements of Σ. It contains
0 as an empty word ∅. A symbolic matrix system is a matrix presentation of a λ-graph
system. It consists of a pair (Ml,l+1, Il,l+1), l ∈ Z+ of sequences of rectangular matrices
such that the following conditions for each l ∈ Z+ are satisfied:
(1) Ml,l+1 is an m(l)×m(l + 1) rectangular matrix with entries in SΣ.
(2) Il,l+1 is an m(l) ×m(l + 1) rectangular matrix with entries in {0, 1} satisfying the
relation:
Il,l+1Ml+1,l+2 =Ml,l+1Il+1,l+2, l ∈ Z+. (2.3)
We further assume that both the matrices Ml,l+1 and Il,l+1 have no zero columns and no
zero rows. For j, there uniquely exists i such that Il,l+1(i, j) 6= 0. By the above conditions
one sees m(l) ≤ m(l + 1). The pair (M, I) is called a symbolic matrix system over Σ.
Symbolic matrix systems (M, I) over Σ and (M′, I ′) over Σ′ are said to be isomorphic
ifm(l) = m′(l) for l ∈ Z+ and there exists a specification φ from Σ to Σ
′ and anm(l)×m(l)
permutation matrix Pl for each l ∈ Z+ such that
PlMl,l+1
φ
≃M′l,l+1Pl+1, PlIl,l+1 = I
′
l,l+1Pl+1 for l ∈ Z+
where specification φ : Σ → Σ′ means a bijective relabeling map, and
φ
≃ means the
entrywise equalities through φ. Symbolic matrix systems (M, I) and (M′, I ′) are said to
be shift isomorphic if there exist k, k′ ∈ Z+ such that
Ml+k,l+k+1 =M
′
l+k′,l+k′+1, Il+k,l+k+1 = I
′
l+k′,l+k′+1 for all l ∈ Z+ ([21]).
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The notion of symbolic matrix system is a generalized notion of symbolic matrix. For an
n × n symbolic matrix A, we set Ml,l+1 = A, Il,l+1 = En for l ∈ Z+ where En denotes
the identity matrix of size n. Then (Ml,l+1, Il,l+1), l ∈ Z+ is a symbolic matrix system.
There exists a natural bijective correspondence between the set of isomorphism classes of
symbolic matrix systems and the set of isomorphism classes of λ-graph systems. We say
a symbolic matrix system to be canonical for a subshift Λ if its corresponding λ-graph
system is canonical. It is denoted by (MΛ, IΛ).
2.4 Strong shift equivalence of symbolic matrix systems
The notion of strong shift equivalence in nonnegative matrices is a fundamental notion in
the classification theory of shifts of finite type. It has been introduced by R. F. Williams
[30] to classify shifts of finite type by topological conjugacy (for sofic shifts see [26]). As a
generalization of Williams’s strong shift equivalence, two kinds of strong shift equivalences
between symbolic matrix systems have been introduced in [18]. One is called the properly
strong shift equivalence that exactly reflects a bipartite decomposition of the associated
λ-graph systems. The other one is called the strong shift equivalence that is weaker than
the former strong shift equivalence. They coincide at least among symbolic matrix systems
whose λ-graph systems are left-resolving and predecessor-separated, and hence between
canonical symbolic matrix systems for subshifts. The latter is easier defined and treated
than the former (see [18] for the detail).
Let us recall the two strong shift equivalences in symbolic matrix systems. For alpha-
bets C,D, put C ·D = {cd | c ∈ C, d ∈ D}. For x =
∑
j cj ∈ SC and y =
∑
k dk ∈ SD,
define xy =
∑
j,k cjdk ∈ SC·D. Let (M, I) and (M
′, I ′) be symbolic matrix systems over
Σ and Σ′ respectively, whereMl,l+1, Il,l+1 are m(l)×m(l+ 1) matrices and M
′
l,l+1, I
′
l,l+1
are m′(l)×m′(l + 1) matrices. Symbolic matrix systems (M, I) and (M′, I ′) are said to
be properly strong shift equivalent in 1-step, written as (M, I) ≈
1−pr
(M′, I ′), if there exist
alphabets C,D and specifications ϕ : Σ→ C ·D,φ : Σ′ → D · C and increasing sequences
n(l), n′(l) on l ∈ Z+ such that for each l ∈ Z+, there exist an n(l) × n
′(l + 1) matrix Pl
over C, an n′(l)× n(l+1) matrix Ql over D, an n(l)× n(l+1) matrix Xl over {0, 1} and
an n′(l)× n′(l + 1) matrix X ′l over {0, 1} satisfying the following equations:
Ml,l+1
ϕ
≃ P2lQ2l+1, M
′
l,l+1
φ
≃ Q2lP2l+1, (2.4)
Il,l+1 = X2lX2l+1, I
′
l,l+1 = X
′
2lX
′
2l+1 (2.5)
and
XlPl+1 = PlX
′
l+1, X
′
lQl+1 = QlXl+1, (2.6)
where
ϕ
≃ and
φ
≃ mean the equalities through the specifications ϕ, φ, respectively. It follows
by (2.4) that n(2l) = m(l) and n′(2l) = m(l) for l ∈ Z+.
Two symbolic matrix systems (M, I) and (M′, I ′) are said to be properly strong shift
equivalent in N-step, written as (M, I) ≈
N−pr
(M′, I ′), if there exists anN -string of properly
strong shift equivalences in 1-step of symbolic matrix systems connecting between (M, I)
and (M′, I ′). We simply call it a properly strong shift equivalence. The properly strong
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shift equivalence is rephrased in terms of bipartite symbolic matrix systems and bipartite
λ-graph systems. Suppose that (M, I) ≈
1−pr
(M′, I ′), Let Λ and Λ′ be their presenting
subshifts. For (xn)n∈Z ∈ Λ, we write ϕ(xn) = cndn ∈ C ·D,n ∈ Z. Put yn = φ
−1(dncn+1).
As in [18], one knows that (yn)n∈Z defines an element of Λ
′ such that the correspondence
Φ : (xn)n∈Z ∈ Λ → (yn)n∈Z ∈ Λ
′ yields a topological conjugacy from Λ to Λ′, which is
called the forward bipartite conjugacy. If one takes y′n = φ
−1(dn−1cn), the topological
conjugacy Φ′ : (xn)n∈Z ∈ Λ → (y
′
n)n∈Z ∈ Λ
′ is called the backward bipartite conjugacy
(cf. [26]). Hence if two symbolic matrix systems are properly strong shift equivalent,
their presented subshifts are topologically conjugate. Conversely, if two subshifts Λ,Λ′ are
topologically conjugate, their canonical symbolic matrix systems (MΛ, IΛ), (MΛ
′
, IΛ
′
) are
properly strong shift equivalent ([18]).
The above definition of properly strong shift equivalence for symbolic matrix systems
needs rather complicated formulations than that of strong shift equivalence for nonnegative
matrices. The notion of strong shift equivalence between two symbolic matrix systems is
simpler and weaker than properly strong shift equivalence. Symbolic matrix systems
(M, I) and (M′, I ′) are said to be strong shift equivalent in 1-step, written as (M, I) ≈
1−st
(M′, I ′), if there exist alphabets C,D and specifications ϕ : Σ→ C ·D, φ : Σ′ → D ·C such
that for each l ∈ N, there exist anm(l−1)×m′(l) matrix Hl over C and an m
′(l−1)×m(l)
matrix Kl over D satisfying the following equations:
Il−1,lMl,l+1
ϕ
≃ HlKl+1, I
′
l−1,lM
′
l,l+1
φ
≃ KlHl+1 (2.7)
and
HlI
′
l,l+1 = Il−1,lHl+1, KlIl,l+1 = I
′
l−1,lKl+1. (2.8)
Symbolic matrix systems (M, I) and (M′, I ′) are said to be strong shift equivalent in N-
step, written as (M, I) ≈
N−st
(M′, I ′), if there exists an N -string of strong shift equivalences
of 1-step of symbolic matrix systems connecting between (M, I) and (M′, I ′). We simply
call it a strong shift equivalence. Let Pl,Ql,Xl and X
′
l be the matrices in the definition of
properly strong shift equivalence in 1-step between (M, I) and (M′, I ′) satisfying (2.4),
(2.5) and (2.6). By setting
Hl = X2l−1P2l−1, Kl = X
′
2l−1Q2l−1,
they give rise to a strong shift equivalence in 1-step between (M, I) and (M′, I ′). Hence
properly strong shift equivalence in 1-step implies strong shift equivalence in 1-step. Let
(M, I) and (M′, I ′) be the symbolic matrix systems for λ-graph systems L and L′ re-
spectively. Suppose that both L and L′ are left-resolving, and predecessor-separated. We
know that (M, I) and (M′, I ′) are strong shift equivalent in l-step if and only if (M, I)
and (M′, I ′) are properly strong shift equivalent in l-step ([20]). Hence the two notions,
strong shift equivalence and properly strong shift equivalence, coincide with each other in
the canonical symbolic matrix systems. We finally note that shift isomorphisms between
symbolic matrix systems imply strong shift equivalent ([21, Proposition 2.2]).
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3 Extensions of subshifts
Let (Λ, σ) be a subshift over Σ and G a finite group. Let τ : Λ → G be a continuous
function from Λ to G. Define a homeomorphism σG,τ : G × Λ → G × Λ by setting
σG,τ (g, x) = (gτ(x), σ(x)). We set Λ
G,τ = G× Λ.
Lemma 3.1. (ΛG,τ , σG,τ ) is topologically conjugate to a subshift.
Proof. Define a metric d on Λ by
d(x, y) =
{
2−k if x 6= y and k = Max{n ∈ Z+ | x|m| = y|m|for all m ∈ Z with |m| ≤ n},
0 if x = y,
which gives rise to a topology equivalent to the original product topology on Λ. Consider
the metric on G × Λ induced by d on Λ in a natural way. Then it is easy to see that the
homeomorphism σG,τ : G×Λ→ G×Λ is expansive relative to the metric on G×Λ. Hence
the topological dynamical system (ΛG,τ , σG,τ ) is topologically conjugate to a subshift.
The space ΛG,τ = G× Λ has a natural G-action written ρ from the left
ρg(a, x) = (ga, x), a, g ∈ G,x ∈ Λ
which commutes with σ. Hence we have a G-subshift (ΛG,τ , σG,τ ). We call (Λ
G,τ , σG,τ )
the extension of Λ by skewing function τ : Λ → G. It is also called the G-extension of Λ
by τ for brevity. From the view point of topological dynamical systems, the dynamical
system (ΛG,τ , σG,τ ) is called the skew product written (G⋉ Λ, τ ⋉ σ).
Conversely, let Λ˜ be a subshift with a G-action ρ˜ commuting with the shift σ˜. Assume
that G acts on Λ˜ freely. Let q : Λ˜ → Λ be the map onto the quotient space Λ = Λ˜/G of
G-orbits. Let σ be the homeomorphism on Λ induced by σ˜. Since the action of G on Λ˜ is
free, there exists a continuous cross section c : Λ→ Λ˜ such that the set
C = {c(x) ∈ Λ˜ | x ∈ Λ}
is a clopen subset of Λ˜ and Λ˜ is homeomorphic to the union ∪g∈Gρ˜g(C) which is mutually
disjoint. Hence one may identify Λ˜ with G × Λ through (g, x) ∈ G × Λ → ρ˜g(c(x)) ∈ Λ˜.
The cross section c : Λ → Λ˜ = G × Λ is identified with c(x) = (1, x). Define τ : Λ → G
by setting τ(x) = g if σ˜(c(x)) ∈ ρ˜g(C). Since ρ˜g, g ∈ G commute with σ˜, we have
q(σ˜(x)) = σ(q(x)) for x ∈ Λ˜ so that σ˜(g, x) = (gτ(x), σ(x)). Therefore (Λ˜, σ˜) is a skew
product (G⋉ Λ, τ ⋉ σ).
Proposition 3.2 (cf. [1], [2], [5]). Let Λ be a subshift and G a finite group. Any extension
(ΛG,τ , σG,τ ) of Λ by a skewing function τ : Λ → G defines a G-subshift. Conversely, any
G-subshift (Λ˜, σ˜) comes from a skew product (G ⋉ Λ, τ ⋉ σ) of a subshift (Λ, σ) with a
skewing function τ .
Concerning on topological conjugacy of extensions, the following proposition is ele-
mentary and folklore. We give its proof for the sake of completeness. We always assume
that G is a finite group.
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Proposition 3.3. Let (Λ, σ) and (Λ′, σ′) be subshifts. Let τ : Λ → G and τ ′ : Λ′ → G
be continuous functions. Let us denote by ΛG,τ and Λ′G,τ
′
their G-extensions. Then the
following are equivalent:
(1) There exists a topological conjugacy Ψ : ΛG,τ → Λ′G,τ
′
commuting with their G-
actions.
(2) There exist a topological conjugacy Φ : Λ→ Λ′ and a continuous function γ : Λ→ G
such that
τ(x) = γ(x)τ ′(Φ(x))γ(σ(x))−1, x ∈ Λ.
Proof. (1) =⇒ (2): For (1, x) ∈ G× Λ = ΛG,τ , we set
Ψ(1, x) = (γ(x), Φ(x)) ∈ G× Λ′ = Λ′
G,τ ′
for some continuous functions γ : Λ→ G and Φ : Λ→ Λ′. Since ρ′g ◦Ψ = Ψ ◦ ρg for g ∈ G,
we have Ψ(g, x) = (gγ(x), Φ(x)). Since σ′G,τ ′ ◦Ψ = Ψ ◦ σG,τ and
σ′G,τ ′ ◦Ψ(g, x) = σ
′
G,τ ′(gγ(x), Φ(x)) = (gγ(x)τ
′(Φ(x)), σ′(Φ(x))),
Ψ ◦ σG,τ (g, x) = Ψ(gτ(x), σ(x)) = (gτ(x)γ(σ(x)), Φ(σ(x))),
we have
(gγ(x)τ ′(Φ(x)), σ′(Φ(x))) = (gτ(x)γ(σ(x)), Φ(σ(x))).
Hence we have
γ(x)τ ′(Φ(x)) = τ(x)γ(σ(x)), σ′(Φ(x)) = Φ(σ(x))
which show that τ is cohomologous to τ ′ ◦ Φ and Φ : Λ→ Λ′ is a topological conjugacy.
(2) =⇒ (1): Define Ψ : ΛG,τ → Λ′G,τ
′
by setting
Ψ(g, x) = (gγ(x), Φ(x)) for (g, x) ∈ G× Λ = ΛG,τ .
It then follows that for x = (xn)n∈Z ∈ Λ
Ψ(σG,τ (g, x)) = (gτ(x)γ(σ(x)), Φ(σ(x))), σG,τ ′(Ψ(g, x)) = (gγ(x)τ
′(Φ(x)), σ′(Φ(x)))
so that Ψ(σG,τ (g, x)) = σG,τ ′(Ψ(g, x)). It is routine to check that Ψ is a homeomorphism
so that Ψ : ΛG,τ → Λ′G,τ
′
yields a topological conjugacy. The equality Ψ ◦ ρg = ρ
′
g ◦Ψ for
g ∈ G is clear. Hence Ψ : ΛG,τ → Λ′G,τ
′
gives rise to a G-conjugacy.
4 Extensions of λ-graph systems
In what follows, we fix a finite group G and a λ-graph system L = (V,E, λ, ι) over an
alphabet Σ. Suppose that a map ℓ : Σ → G is given. We set ΣG = G × Σ. We will
construct a λ-graph system LG,ℓ = (V G, EG, λG, ιG) over ΣG from L by the map ℓ, which
we call an extension of L by G, or a G-extension of L by ℓ. We put ℓG = ℓ ◦ λ : E → G.
For l ∈ Z+, we set V
G
l = G×Vl and E
G
l,l+1 = G×El,l+1. Define ι
G : V Gl+1 → V
G
l by setting
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ιG(g, v) = (g, ι(v)) for (g, v) ∈ V Gl+1. We put e
g = (g, e) ∈ EGl,l+1. The source s(e
g) and the
terminal t(eg) of eg are defined respectively by
s(eg) = (g, s(e)) ∈ V Gl , t(e
g) = (gℓG(e), t(e)) ∈ V
G
l+1.
Define λG : EGl,l+1 → Σ
G by λG(eg) = (g, λ(e)). We set V G = ∪∞l=0V
G
l and E
G =
∪∞l=0E
G
l,l+1. We then have
Proposition 4.1. LG,ℓ = (V G, EG, λG, ιG) is a λ-graph system over ΣG.
Proof. It suffices to show the local property of λ-graph system for LG. Take an arbitrary
(a, u) ∈ V Gl−1, (b, v) ∈ V
G
l+1 and fix them. For e
a ∈ Eι((a, u), (b, v)), we have s(e
a) =
(a, u), t(ea) = (b, ι(v)). Hence b = aℓG(e). By the local property of L, one may find
f ∈ Eι(u, v) such that ι(s(f)) = u, t(f) = v and λ(f) = λ(e) so that ℓG(f) = ℓG(e) = a
−1b.
The edge fa = (a, f) belongs to Eι((a, u), (b, v)) and λG(fa) = λG(ea). Conversely, for
any edge fa ∈ Eι((a, u), (b, v)), one may find an edge ea ∈ Eι((a, u), (b, v)) such that
λG(fa) = λG(ea). Hence there exists a bijective correspondence between Eι((a, u), (b, v))
and Eι((a, u), (b, v)) preserving their labels.
We say that a finite group G acts on a λ-graph system L = (V,E, λ, ι) over Σ if there
exists a triplet of bijective maps ρg = (ρ
V
g , ρ
E
g , ρ
Σ
g ) for each g ∈ G with ρ
V
g : Vl → Vl, ρ
E
g :
El,l+1 → El,l+1 and ρ
Σ
g : Σ→ Σ such that ρ
V
g ◦ ι = ι ◦ ρ
V
g and
ρVg (s(e)) = s(ρ
E
g (e)), ρ
V
g (t(e)) = t(ρ
E
g (e)), ρ
Σ
g (λ(e)) = λ(ρ
E
g (e)), e ∈ E
and ρ∗1 = id∗, ρ
∗
g1
◦ ρ∗g2 = ρ
∗
g1g2
, g1, g2 ∈ G for ∗ = V,E,Σ, respectively. A λ-graph
system with an action of G is called a G-λ-graph system. We may define G-action ρ on
LG,ℓ. For g ∈ G, define ρVg : V
G
l → V
G
l , ρ
E
g : E
G
l,l+1 → E
G
l,l+1 and ρ
ΣG
g : Σ
G → ΣG by
ρVg (a, v) = (ga, v) ∈ V
G
l , ρ
E
g (a, e) = (ga, e) ∈ E
G
l,l+1 and ρ
ΣG
g (a, α) = (ga, α) ∈ Σ
G for
g, a ∈ G, v ∈ V, e ∈ E,α ∈ Σ, respectively. It is easy to see ρg ◦ ρh = ρgh. Hence the
G-extension LG,ℓ is a G-λ-graph system.
The correspondences
qV G : V
G
l → Vl, qEG : E
G
l,l+1 → El,l+1, l ∈ Z+
defined by qV G(g, u) = u, qV G(g, e) = e yield a surjective homomorphism of λ-graph
systems, which we write q : LG,ℓ → L.
Let η : EG → G be the map defined by
η(eg) = g for eg = (g, e) ∈ EGl,l+1.
The map η satisfies the following conditions:
η(eg) = η(fh) · ℓG(f) for e
g, fh ∈ EGl,l+1, l ∈ N with t(f
h) = s(eg), (4.1)
η(eg) = η(e′
g′
) for eg, e′
g′
∈ EG0,1 with s(e
g) = s(e′
g′
). (4.2)
Conversely, we have the following proposition.
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Proposition 4.2. Let L = (V,E, λ, ι) be a λ-graph system over Σ with an action ρ of
G on L. Suppose that Σ = G × Σ◦ and there exist maps η◦ : E → G, r◦ : E → Σ◦ and
ℓ◦ : Σ◦ → G satisfying the following three conditions:
λ(e) = (η◦(e), r◦(e)), η◦(ρ
E
g (e)) = gη◦(e), r◦(ρ
E
g (e)) = r◦(e) (4.3)
for g ∈ G, e ∈ E and
η◦(e) = η◦(f) · ℓ◦(r◦(f)) for e, f ∈ El,l+1, l ∈ N with t(f) = s(e), (4.4)
η◦(e) = η◦(e
′) for e, e′ ∈ E0,1 with s(e) = s(e
′). (4.5)
Then there exist a λ-graph system L◦ = (V◦, E◦, λ◦, ι◦) over Σ◦ and its G-extension L
G,ℓ◦
◦
by ℓ◦ such that L
G,ℓ◦
◦ is isomorphic to L as G-λ-graph systems.
Proof. We first note that the condition (4.4) implies the same condition (4.5) for e, e′ ∈
El,l+1 with l ∈ N. In fact, suppose that e, e
′ ∈ El,l+1 for l ∈ N satisfy s(e) = s(e
′). Since
l ≥ 1, One may take f ∈ El−1,l such that s(e) = s(e
′) = t(f). By the condition (4.4), we
have
η◦(e) = η◦(f) · ℓ◦(r◦(f)) = η◦(e
′) (4.6)
so that the condition (4.5) holds for e, e′ ∈ El,l+1 with l ∈ N.
Consider the quotient spaces of V,E which we denote by V◦,l = Vl/G and E◦,l,l+1 =
El,l+1/G. Denote by [v] ∈ V◦,l and [e] ∈ E◦,l,l+1 the equivalence class of v ∈ Vl and that
of e ∈ El,l+1, respectively. We set
s([e]) = [s(e)], t([e]) = [t(e)], λ◦([e]) = r◦(e), ι◦([v]) = [ι(v)].
It is easy to see that L◦ = (V◦, E◦, λ◦, ι◦) is a λ-graph system over Σ◦ with the map
ℓ◦ : Σ◦ → G.
We will define maps E : E◦,l,l+1 → El,l+1 and 
V : V◦,l → Vl for each l ∈ Z+. Set
E([e]) = ρEη◦(e)−1(e) for [e] ∈ E◦,l,l+1. (4.7)
If [e′] = [e] for some e′ ∈ El,l+1, one sees e
′ = ρEg (e) for some g ∈ G. By (4.3), one has
η◦(e
′) = η◦(ρ
E
g (e)) = gη◦(e) so that
ρEη◦(e′)−1(e
′) = ρEη◦(e)−1g−1(ρ
E
g (e)) = ρ
E
η◦(e)−1
(e).
This shows that the map E([e]) defined in (4.7) is well-defined. For [v] ∈ V◦,l, take
e ∈ El,l+1 such that v = s(e). Set
V ([v]) = s(E([e]))(= s(ρEη◦(e)−1(e)) = ρ
V
η◦(e)−1
(s(e))). (4.8)
If [v] = [v′] ∈ V◦,l for some v
′ ∈ Vl, one may take e
′ ∈ El,l+1 and g ∈ G such that v
′ = s(e′)
and ρVg (v) = v
′ so that s(ρEg (e)) = s(e
′). By (4.6), one has η◦(e
′) = η◦(ρ
E
g (e)) = gη◦(e) so
that we have
V ([v′]) = ρVη◦(e′)−1(s(e
′)) = ρV(gη◦(e))−1(s(ρ
E
g (e))) = ρ
V
η◦(e)−1
(s(e)) = V ([v]).
11
This shows that the map V ([v]) defined in (4.8) is well-defined.
We next define ξ : LG,ℓ◦◦ → L by a pair of bijective maps ξ = (ξV , ξE) such that
ξE : EG◦,l,l+1 → El,l+1 and ξ
V : V G◦,l → Vl for each l ∈ Z+ by setting
ξE(g, [e]) = ρEg (
E([e])), ξV (g, [v]) = ρVg (
V ([v])).
The map ξ is shown to be compatible to the structure of the λ-graph systems LG,ℓ◦◦ and
L in the following way:
s(ξE(g, [e])) = ρVg (s(
E([e])))
= ρVg (ρ
V
η◦(e)−1
(s(e)))
= ρVg (
V ([s(e)]))
= ξV ((g, [s(e)]))
= ξV (s(g, [e])).
We also see that
t(ξE(g, [e])) = ρVg (t(
E([e]))) = ρVg (ρ
V
η◦(e)−1
(t(e))).
Take f ∈ E such that t(e) = s(f) and hence η◦(f) = η◦(e)ℓ◦(r◦(e)). It then follows that
ρVg (ρ
V
η◦(e)−1
(t(e))) = ρVg (ρ
V
ℓ◦(r◦(e))
(ρVη◦(f)−1(s(f))))
= ρVg (ρ
V
ℓ◦(r◦(e))
(V ([t(e)])))
= ξV (gℓ◦(r◦(e)), [t(e)]))
= ξV (gℓ◦G([e]), t([e])))
= ξV (t(g, [e]))
so that
s(ξE(g, [e])) = ξV (s(g, [e])), t(ξE(g, [e])) = ξV (t(g, [e])).
Since the equalities for [e] ∈ E◦,l,l+1 hold
λ(E([e])) = (η◦(ρ
E
η◦(e)−1
(e)), r◦(ρ
E
η◦(e)−1
(e))) = (η◦(e)
−1η◦(e), r◦(e)) = (1, r◦(e)) ∈ G× Σ◦,
we have
λ(ξE(g, [e])) = ρΣg (λ(
E([e]))) = (g, λ◦([e])) = λ
G
◦ (g, [e]).
Suppose that
ξE(g, [e]) = ξE(g′, [e′]) for some e, e′ ∈ El,l+1 and g, g
′ ∈ G.
It then follws that
ρEg (
E([e])) = ρEg′(
E([e′])) (4.9)
and hence
ρEgη◦(e)−1(e) = ρ
E
g′η◦(e′)−1
(e′)
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so that [e] = [e′]. By (4.9), we have g = g′. Suppose next that
ξV (g, [v]) = ξV (g′, [v′]) for some v, v′ ∈ Vl and g, g
′ ∈ G.
Take e, e′ ∈ El,l+1 such that v = s(e), v
′ = s(e′). It then follows that
ρVg (s(
E([e]))) = ρVg′(s(
E([e′])))
and hence
ρVgη◦(e)−1(s(e)) = ρ
V
g′η◦(e′)−1
(s(e′))
so that [s(e)] = [s(e′)] and g = g′. Therefore both ξE and ξV are injective. Their
surjectivities are easily seen. Hence the map ξ = (ξV , ξE) gives rise to an isomorphism
ξ : LG,ℓ◦◦ → L of λ-graph systems.
By (4.1), (4.2), we obtain the following characterization of G-extension of λ-graph
systems.
Theorem 4.3. Let L = (V,E, λ, ι) be a λ-graph system over Σ and G be a finite group.
Then L is a G-extension of a λ-graph system L◦ over Σ◦ if and only if there exist a free
action ρ of G on L and maps η◦ : E → G, r◦ : E → Σ◦ and ℓ◦ : Σ◦ → G such that
Σ = G× Σ◦ and
λ(e) = (η◦(e), r◦(e)), η◦(ρ
E
g (e)) = gη◦(e), r◦(ρ
E
g (e)) = r◦(e) (4.10)
for g ∈ G, e ∈ E and
η◦(e) = η◦(f) · ℓ◦(r◦(f)) for e, f ∈ El,l+1, l ∈ N with t(f) = s(e), (4.11)
η◦(e) = η◦(e
′) for e, e′ ∈ E0,1 with s(e) = s(e
′). (4.12)
For a finite directed labeled graph G = (V,E, λ) over alphabet Σ with a labeling map
λ : E → Σ, we have a λ-graph system LG by setting
Vl = V, El,l+1 = E, ι = id for l ∈ Z+.
G-extension of a finite directed graph is written in [2, p. 6]. That is easily generalized to
a finite directed labeled graph. It is direct to see that G-extension of the λ-graph system
LG is the λ-graph system of the G-extension of G. Then the condition (4.12) is deduced
from (4.11). Hence we have the following corollary.
Corollary 4.4. Let G = (V,E, λ) be a finite directed labeled graph over Σ with a labeling
map λ : E → Σ, and G be a finite group. Then G is a G-extension of a finite labeled
directed graph G◦ over Σ◦ if and only if there exist a free action ρ of G on G and maps
η◦ : E → G, r◦ : E → Σ◦ and ℓ◦ : Σ◦ → G such that Σ = G× Σ◦ and
λ(e) = (η◦(e), r◦(e)), η◦(ρ
E
g (e)) = gη◦(e), r◦(ρ
E
g (e)) = r◦(e)
for g ∈ G, e ∈ E and
η◦(e) = η◦(f) · ℓ◦(r◦(f)) for e, f ∈ E with t(f) = s(e).
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5 Subshifts presented by extensions of λ-graph systems
In this section we study the subshifts presented by extensions of λ-graph systems. Let
L = (V,E, λ, ι) be a λ-graph system over Σ. Suppose that a map ℓ : Σ → G is given.
Define ℓG : E → G by ℓG(e) = ℓ(λ(e)) ∈ G for e ∈ E. Let us denote by Λ
+
LG,ℓ
the right
one-sided subshift defined by the extension LG,ℓ of λ-graph system L by G. The following
lemma is obvious.
Lemma 5.1. For gn ∈ G, en ∈ En−1,n, n = 1, 2, . . . , the sequence (gn, en) ∈ E
G
n−1,n, n ∈ N
gives an admissible path in the λ-graph system LG,ℓ if and only if t(en) = s(en+1), gn+1 =
gnℓG(en) for all n ∈ N.
The above lemma says that (gn, λ(en))n∈N ∈ Λ
+
LG,ℓ
if and only if t(en) = s(en+1), gn+1 =
gnℓG(en) for all n ∈ N.
Lemma 5.2. The correspondence ϕ+G : (gn, λ(en))n∈N ∈ Λ
+
LG,ℓ
→ (g1, (λ(en))n∈N) ∈ G ×
Λ+
L
gives rise to a homeomorphism between Λ+
LG,ℓ
and G× Λ+
L
.
Proof. By the preceding lemma, a sequence (gn, en) ∈ E
G
n−1,n, n ∈ N defines an element
of Λ+
LG,ℓ
if and only if t(en) = s(en+1), gn+1 = gnℓG(en) for all n ∈ N. The condi-
tion gn+1 = gnℓG(en), n ∈ N implies gn = g1ℓ(λ(e1)) · · · ℓ(λ(en−1)) so that the sequence
(g1, (λ(en))n∈N) ∈ G× Λ
+
L
determines (gn, λ(en))n∈N ∈ Λ
+
LG
. Hence ϕ+G : Λ
+
LG,ℓ
→ G× Λ+
L
defines a homeomorphism.
We define G-actions ρΛ
+
G,ℓ on Λ+
LG,ℓ
and ρG×Λ
+
on G× Λ+
L
by setting
ρ
Λ+
G,ℓ
g ((an, xn)n∈N) = (gan, xn)n∈N, ρ
G×Λ+
g ((a, (xn)n∈N)) = (ga, (xn)n∈N).
Then it is direct to see that the G-actions commute with the homeomorphism ϕ+G : Λ
+
LG,ℓ
→
G × Λ+
L
. Let σ+
LG,ℓ
((gn, xn)n∈N) = (gn+1, xn+1)n∈N and σ
+
L
((xn)n∈N) = (xn+1)n∈N be
the one-sided shifts on Λ+
LG,ℓ
and Λ+
L
respectively. We define a map τ+ℓ : Λ
+
L
→ G by
τ+ℓ (x) = ℓ(x1) for x = (xn)n∈N ∈ Λ
+
L
. Then we have
Proposition 5.3. ϕ+G ◦ σ
+
LG,ℓ
◦ (ϕ+G)
−1(g, x) = (gτ+ℓ (x), σ
+
L
(x)) for (g, x) ∈ G× Λ+
L
.
Proof. For g ∈ G,x = (xn)n∈N ∈ Λ
+
L
, we set (gn, xn)n∈N = (ϕ
+
G)
−1(g, x), so that
g2 = gℓ(x1), g3 = gℓ(x1)ℓ(x2), · · · , gn = gℓ(x1) · · · ℓ(xn−1),
and hence g2 = gτ
+
ℓ (x). It then follows that
ϕ+G ◦ σ
+
LG,ℓ
◦ (ϕ+G)
−1(g, x) = ϕ+G((gn+1, xn+1)n∈N) = (g2, xn+1)n∈N = (gτ
+
ℓ (x), σ
+
L
(x)).
We next consider the two-sided subshifts ΛL and ΛLG,ℓ presented by the λ-graph sys-
tems L and LG,ℓ, respectively. They are realized from Λ+
L
and Λ+
LG,ℓ
in the following
way.
ΛL = {(xn)n∈Z ∈ Σ
Z | (xi+n)n∈Z ∈ Λ
+
L
for all i ∈ Z},
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and
ΛLG,ℓ = {(gn, xn)n∈Z ∈ (G× Σ)
Z | (gi+n, xi+n)n∈Z ∈ Λ
+
LG,ℓ
for all i ∈ Z},
respectively. Then for g ∈ G, the action ρg : ΛLG,ℓ → ΛLG,ℓ defined by ρg((gn, xn)n∈Z) =
(g · gn, xn)n∈Z satisfies ρg ◦ σLG,ℓ = σLG,ℓ ◦ ρg for g ∈ G.
Lemma 5.4. For gn ∈ G,xn ∈ Σ, n ∈ Z, the sequence (gn, xn)n∈Z ∈ G × Σ, n ∈ Z gives
rise to an element of ΛLG,ℓ if and only if the following two conditions hold:
(1) for i ∈ Z, there exists a sequence ein+i ∈ En−1,n, n ∈ N such that t(e
i
n+i) = s(e
i
n+1+i)
and xn+i = λ(e
i
n+i) for all n ∈ N.
(2) gn+1 = gnℓ(xn) for all n ∈ Z.
We define τℓ : ΛL → G by setting τℓ((xn)n∈Z) = ℓ(x0). We then see the following
lemma.
Lemma 5.5. The map ϕG : ΛLG,ℓ → G × ΛL defined by ϕG((gn, xn)n∈Z) = (g0, (xn)n∈Z)
for (gn, xn)n∈Z ∈ ΛLG,ℓ yields a homeomorphism between ΛLG,ℓ and G× ΛL such that
ϕG ◦ σLG,ℓ ◦ (ϕG)
−1(g0, x) = (g0τℓ(x), σΛL) for g0 ∈ G,x ∈ ΛL.
Proof. We first show the injectivity of ϕG : ΛLG,ℓ → G × ΛL. For (gn, xn)n∈Z ∈ ΛLG , the
equalities gnℓ(xn) = gn+1, n ∈ Z hold, so that we see
gn+1 = gnℓ(xn) = g0ℓ(x0)ℓ(x1) · · · ℓ(xn),
g−n−1 = g−nℓ(x−n)
−1 = g0(ℓ(x−n−1)ℓ(x−n) · · · ℓ(x−1))
−1.
Hence gn, g−n, n = 1, 2, . . . are determined by g0, xn, n = 0, 1, 2, . . . . Therefore we know
that ϕG : ΛLG,ℓ → G× ΛL is injective and hence a homeomorphism.
For g0 ∈ G,x = (xn)n∈N ∈ ΛL, put (gn, xn)n∈Z = ϕ
−1
G (g0, (xn)n∈Z) so that gnℓ(xn) =
gn+1, n ∈ Z. It then follows that
ϕG ◦ σLG,ℓ ◦ ϕ
−1
G (g0, x) = ϕG((gn+1, xn+1)n∈Z)
= (g1, (xn+1)n∈Z)
= (g0ℓ(x0), (σL(xn))n∈Z)
= (g0τℓ(x), σL(x))
so that we have ϕG ◦ σLG,ℓ ◦ ϕ
−1
G (g0, x) = (g0τℓ(x), σL(x)).
Since the above homeomorphism ϕG : ΛLG,ℓ → G×ΛL commutes with their G-actions,
we see the following result.
Theorem 5.6. The subshift (ΛLG,ℓ , σLG,ℓ) presented by the G-extension L
G,ℓ of λ-graph
system L by a map ℓ : Σ→ G is G-conjugate to the skew product (G⋉ΛL, τℓ⋉σL). Hence
the subshift presented by a G-λ-graph system is a G-subshift.
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6 G-Strong shift equivalence
In this section, we first introduce two kinds of notions of G-strong shift equivalences
between symbolic matrix systems over Z+G. Both of them are generalizations of G-strong
shift equivalence for finite symbolic matrices over Z+G. They are defined by analogous
ways to the strong shift equivalences between symbolic matrices.
Let ψ : Σ1 → Σ2 be a specification from an alphabet Σ1 to an alphabet Σ2. Suppose
that maps ℓ1 : Σ1 → G and ℓ2 : Σ2 → G are given. If the equality ℓ1 = ℓ2 ◦ ψ holds,
the specification ψ is said to be compatible to the maps ℓ1 and ℓ2. In what follows,
we fix a finite group G. Let (M, I) and (M′, I ′) be symbolic matrix systems over Σ
and Σ′, respectively. Suppose that maps ℓ : Σ → G and ℓ′ : Σ′ → G are given. By
relabeling α ∈ Σ and α′ ∈ Σ′ by ℓ(α) ∈ G and ℓ′(α′) ∈ G, respectively, we may regard
the symbolic matrix systems (M, I) and (M′, I ′) as those over Z+G, respectively. The
relabeled symbolic matrix systems are denoted by (Mℓ, I) and (M′ℓ
′
, I ′), respectively.
Each entry Mℓl,l+1(i, j) of the matrix M
ℓ
l,l+1 is
Mℓl,l+1(i, j) = ℓ(α1) + · · ·+ ℓ(αn) if Ml,l+1(i, j) = α1 + · · ·+ αn.
Similarly the matrix M′ℓ
′
l,l+1 is defined. Let m(l) and m
′(l) be the sequences for which
Ml,l+1, Il,l+1 are m(l)×m(l+1) matrices andM
′
l,l+1, I
′
l,l+1 are m
′(l)×m′(l+1) matrices,
respectively.
Definition 6.1. Symbolic matrix systems (Mℓ, I) and (M′ℓ
′
, I ′) over Z+G are said to
be properly G-strong shift equivalent in 1-step, written as (Mℓ, I) ≈
G,1−pr
(M′ℓ
′
, I ′), if the
following two conditions hold:
(1) there exist sequences of matrices Pl,Ql,Xl,X
′
l for each l ∈ Z+ and specifications
ϕ : Σ→ C ·D, φ : Σ′ → D ·C satisfying (2.4),(2.5), (2.6), that is (M, I) ≈
1−pr
(M′, I ′),
(2) there exist maps ℓC : C → G, ℓD : D → G such that ϕ : Σ→ C ·D is compatible to ℓ
and ℓCD, where ℓCD is defined by ℓCD(cd) = ℓC(c)ℓD(d), c ∈ C, d ∈ D, and similarly
φ : Σ′ → D · C is compatible to ℓ′ and ℓDC , and the equalities
Mℓl,l+1 = P
ℓC
2l Q
ℓD
2l+1, M
′ℓ′
l,l+1 = Q
ℓD
2l P
ℓC
2l+1 (6.1)
hold for l ∈ Z+.
Symbolic matrix systems (Mℓ, I) and (M′ℓ
′
, I ′) over Z+G are said to be properly G-
strong shift equivalent in N-step, written as (Mℓ, I) ≈
G,N−pr
(M′ℓ
′
, I ′), if there exists an
N -string of properly G-strong shift equivalences in 1-step connecting between (Mℓ, I) and
(M′ℓ
′
, I ′). We simply call it a properly G-strong shift equivalence. It is straightforward
to see that properly G-strong shift equivalence is an equivalence relation in the set of
symbolic matrix systems over Z+G.
We will next introduce the notion of G-strong shift equivalence between two symbolic
matrix systems that is simpler and weaker than properly G-strong shift equivalence.
Definition 6.2. Symbolic matrix systems (Mℓ, I) and (M′ℓ
′
, I ′) over Z+G are said to
be G-strong shift equivalent in 1-step, written as (Mℓ, I) ≈
G,1−st
(M′ℓ
′
, I ′), if the following
two conditions hold:
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(1) there exist sequences of matrices Hl,Kl for each l ∈ Z+ and specifications ϕ : Σ →
C ·D, φ : Σ′ → D · C satisfying (2.7),(2.8), that is (M, I) ≈
1−st
(M′, I ′),
(2) there exist maps ℓC : C → G, ℓD : D → G such that ϕ : Σ → C · D is compatible
to ℓ and ℓCD, and similarly φ : Σ
′ → D · C is compatible to ℓ′ and ℓDC , and the
equalities
Il−1,lM
ℓ
l,l+1 = H
ℓC
l K
ℓD
l+1, I
′
l−1,lM
′ℓ′
l,l+1 = K
ℓD
l H
ℓC
l+1 (6.2)
hold for l ∈ Z+.
Symbolic matrix systems (Mℓ, I) and (M′ℓ
′
, I ′) over Z+G are said to be G-strong
shift equivalent in N-step, written as (Mℓ, I) ≈
G,N−st
(M′ℓ
′
, I ′), if there exists an N -string
of G-strong shift equivalences in 1-step connecting between (Mℓ, I) and (M′ℓ
′
, I ′). We
simply call it a G-strong shift equivalence. Similarly to the case of properly G-strong
shift equivalence, G-strong shift equivalence in symbolic matrix systems over Z+G is an
equivalence relation.
Proposition 6.3. Properly G-strong shift equivalence in 1-step implies G-strong shift
equivalence in 1-step.
Proof. Let Pl,Ql,Xl and X
′
l be the matrices in Definition 6.1 of properly G-strong shift
equivalence in 1-step between (Mℓ, I) and (M′, I ′). We set
Hl = X2l−1P2l−1, Kl = X
′
2l−1Q2l−1 for l ∈ N.
They give rise to a G-strong shift equivalence in 1-step between (Mℓ, I) and (M′ℓ
′
, I ′).
Conversely we know the following proposition. Since its proof is similar to that of [20,
Theorem 4.3], we omit it.
Proposition 6.4 (cf. [20]). Let (Mℓ, I) and (M′ℓ
′
, I ′) be the symbolic matrix systems
over Z+G. Suppose that their respect λ-graph systems L and L
′ for (M, I) and (M′, I ′)
are left-resolving and predecessor-separated. The following are equivalent:
(i) (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalent in l-step.
(ii) (Mℓ, I) and (M′ℓ
′
, I ′) are G-strong shift equivalent in l-step.
Hence the two notions, properly G-strong shift equivalence and G-strong shift equiv-
alence, coincide with each other in the canonical symbolic matrix systems with a map
ℓ : Σ→ G.
Let L and L′ be λ-graph systems over Σ and Σ′ with maps ℓ : Σ→ G and ℓ′ : Σ′ → G,
respectively. Denote by (Mℓ, I) and (M′ℓ
′
, I ′) their respect symbolic matrix systems over
Z+G. Define the skewing functions τℓ : ΛL → G and τℓ′ : ΛL′ → G by
τℓ((xn)n∈Z) = ℓ(x0), (xn)n∈Z ∈ ΛL,
τℓ′((yn)n∈Z) = ℓ
′(y0), (yn)n∈Z ∈ ΛL′ .
Suppose that (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalence in 1-step.
Since (M, I) and (M′, I ′) are properly strong shift equivalent, there exists a topological
conjugacy Φ : ΛL → ΛL′ between their presenting subshifts coming from the half-shift:
(cndn)n∈Z → (dncn+1)n∈Z. It is called the forward bipartite conjugacy in [26](cf. [18]).
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Lemma 6.5. Suppose that (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalence
in 1-step. Then there exists a map b : Σ→ G such that
τℓ(x) = γb(x)τℓ′(Φ(x))γb(σΛL(x))
−1, x ∈ ΛL, (6.3)
where Φ : ΛL → ΛL′ is the forward bipartite conjugacy and γb : ΛL → G is defined by
γb((xn)n∈Z) = b(x0).
Proof. Assume that symbolic matrix systems (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong
shift equivalent in 1-step. Since (M, I) ≈
1−pr
(M′, I ′), their presenting subshifts ΛL and
ΛL′ are bipartitely related as in the proof of [18, Theorem 4.1]. Through the specifications
ϕ : Σ→ C ·D and φ : Σ′ → D ·C, for any (xn)n∈Z ∈ ΛL we may write ϕ(xn) = cndn, n ∈ Z
for some cn ∈ C, dn ∈ D,n ∈ Z. By putting yn = φ
−1(dncn+1), n ∈ Z, we know that
(yn)n∈Z belongs to ΛL′ . The forward bipartite conjugacy Φ : ΛL → ΛL′ is defined by
Φ((xn)n∈Z) = (yn)n∈Z. We set b : Σ → G by b(x0) = ℓC(c0). Since τℓ((xn)n∈Z) =
ℓCD(ϕ(x0)) = ℓCD(c0d0) and τℓ′((yn)n∈Z) = ℓ
′(y0) = ℓDC(d0c1), by setting γb((xn)n∈Z) =
b(x0) ∈ G, the following equalities hold:
τℓ′(Φ((xn)n∈Z)) = ℓDC(d0c1)
= ℓC(c0)
−1ℓC(c0)ℓD(d0)ℓC(c1)
= ℓC(c0)
−1ℓCD(c0d0)ℓC(c1)
= γb((xn)n∈Z)
−1τℓ((xn)n∈Z)γb((xn+1)n∈Z).
This shows the equality (6.3).
Proposition 6.6. Suppose that (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equiv-
alent. Then there exist a topological conjugacy Φ : ΛL → ΛL′ and a continuous function
γ : ΛL → G such that
τℓ(x) = γ(x)τℓ′(Φ(x))γ(σΛL(x))
−1, x ∈ ΛL. (6.4)
Proof. Assume that (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalent in N -
step. There exists a finite sequence of symbolic matrix systems (Mn, In) over Σn and
maps ℓn : Σn → G for n = 1, . . . , N such that
(M, I) = (M1, I1), ℓ = ℓ1, (M
′, I ′) = (MN , IN ), ℓ
′ = ℓN ,
(Mℓnn , In) ≈
G,1−pr
(M
ℓn+1
n+1 , In+1) for n = 1, . . . N − 1.
Let Ln be the associated λ-graph system to (Mn, In), n = 1, . . . , N . By Lemma 6.5, there
exist a finite sequence of bipartite conjugacies Φn : ΛLn → ΛLn+1 and continuous maps
γn : ΛLn → G for n = 1, . . . , N such that
τℓn(x) = γn(x)τℓn+1(Φn(x))γn(σΛLn (x))
−1, x ∈ ΛLn . (6.5)
Put
γ(x) = γ1(x)γ2(Φ1(x))γ3(Φ2(Φ1(x))) · · · γN ((ΦN−1 ◦ · · · ◦ Φ1)(x)),
Φ(x) = (ΦN−1 ◦ · · · ◦ Φ1)(x), x ∈ ΛL1 .
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We have
τℓ1(x) = γ(x)τℓN (Φ(x))γ(σΛL1 (x))
−1, x ∈ ΛL1 .
Since τℓ = τℓ1 , τℓ′ = τℓN , the equality (6.4) holds.
To study the converse implication to the above proposition, we provide some lemmas.
Lemma 6.7. Let Λ be a subshift over Σ and maps ℓ : Σ → G, ℓ′ : Σ → G be given.
Suppose that a continuous map γ : Λ→ G satisfies
τℓ(x) = γ(x)τℓ′(x)γ(σ(x))
−1, x ∈ Λ. (6.6)
Take x = (xn)n∈Z, y = (yn)n∈Z ∈ Λ.
(i) If xn = yn for all n = 0, 1, 2, . . . , we have γ(x) = γ(y).
(ii) If xn = yn for all n = −1,−2,−3, . . . , we have γ(x) = γ(y).
Proof. We set τ(x) = τℓ(x), τ
′(x) = τℓ′(x).
(i) We define τn(x) = τ(x)τ(σ(x)) · · · τ(σn−1(x)) and τ ′n(x) is similarly defined. By
(6.6), we have
γ(x) = τn(x)γ(σn(x))τ ′
n
(x)−1, x ∈ Λ. (6.7)
Since both τ(x) and τ ′(x) are determined at the 0th coordinate x0 of x, the condition
xn = yn, n ∈ Z+ ensures us τ
n(x) = τn(y) for all n ∈ N and similarly τ ′n(x) = τ ′n(y) for
all n ∈ Z+. Now γ : Λ→ G is continuous, γ(x) is determined by finite coordinates of x so
that one may take L ∈ N such that γ(σL(x)) = γ(σL(y)), because xn = yn for all n ∈ Z+.
Hence γ(x) = τL(x)γ(σL(x))τ ′L(x)−1. Since τL(x) = τL(y) and τ ′L(x) = τ ′L(y), we get
γ(x) = γ(y).
(ii) By (6.6), we have
γ(x) = τ(σ−1(x))−1γ(σ−1(x))τ ′(σ−1(x))−1, x ∈ Λ. (6.8)
We define τ−n(x) = τ(σ−n(x)) · · · τ(σ−2(x))τ(σ−1(x)) and τ ′−n(x) is similarly defined, so
that we have
γ(x) = τ−n(x)−1γ(σ−n(x))τ ′
−n
(x), x ∈ Λ. (6.9)
Since xn = yn for all n = −1,−2, . . . , we have τ
−n(x) = τ−n(y) for all n ∈ N and
τ ′−n(x) = τ ′−n(y) for all n ∈ Z+. Similarly to the above discussion, one may take L ∈ N
such that γ(σ−L(x)) = γ(σ−L(y)) and hence γ(x) = τ−L(x)−1γ(σ−L(x))τ ′L(x). Since
τ−L(x) = τ−L(y) and τ ′−L(x) = τ ′−L(y), we get γ(x) = γ(y).
For x = (xn)n∈Z ∈ Λ, we set x
+ = (xn)n∈Z+ ∈ Λ
+. For K ≤ L, let us denote by x[K,L]
the finite word (xK , xK+1, . . . , xL) ∈ BL−K+1(Λ) for x = (xn)n∈Z.
Lemma 6.8. Let Λ be a subshift over Σ and maps ℓ : Σ → G, ℓ′ : Σ → G be given.
Suppose that a continuous map γ : Λ → G satisfies the equality (6.6). Then there exists
L ∈ N such thst for x, y ∈ Λ and l ≥ L, if x+ ∼l y
+ l-past equivalent, then γ(x) = γ(y).
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Proof. We set τ(x) = τℓ(x), τ
′(x) = τℓ′(x). Since γ : Λ→ G is continuous, γ is determined
by the window [−L1, L1] between −L1th coordinate and L1th coordinate. Hence the
equality γ(x) = γ(y) holds for x, y ∈ Λ with x[−L1,L1] = y[−L1,L1]. Put L = 2L1 + 1.
Suppose that x[−L,−1] = y[−L,−1]. We have
τ−L1−1(x) = τ−L1−1(y), τ ′
−L1−1(x) = τ ′
−L1−1(y)
and
σ−L1−1(x)[−L1,L1] = x[−L,−1] = y[−L,−1] = σ
−L1−1(y)[−L1,L1].
By (6.9), we get γ(x) = γ(y). For l ≥ L, suppose that x+ ∼l y
+ l-past equivalent.
One may find a word µ ∈ BL(Λ) and x˜, y˜ ∈ Λ such that x˜[−L,−1] = µ, x˜
+ = x+ and
y˜[−L,−1] = µ, y˜
+ = y+. Hence the equality γ(x˜) = γ(y˜) holds. Since x˜n = xn for all
n = 0, 1, 2, . . . we have γ(x˜) = γ(x) and similarly γ(y˜) = γ(y), so that γ(x) = γ(y).
By the above lemma, γ : Λ → G defines a sequence of maps γl : V
Λ
l → G from the
l-past equivalence classes of Λ to G for l ≥ L. Let us denote by [x+]l the l-past equivalence
class of x+. We may write γ(x) = γ([x+]l).
Lemma 6.9. Let (M, I) be the canonical symbolic matrix system for a subshift (Λ, σ) over
Σ. Let maps ℓ : Σ→ G, ℓ′ : Σ→ G be given. If there exists a map b : Σ→ G satisfying
τℓ(x) = γb(x)τℓ′(x)γb(σ(x))
−1, x ∈ Λ, (6.10)
then their respect symbolic matrix systems (Mℓ, I) and (Mℓ
′
, I) are properly G-strong shift
equivalent in 1-step, where γb : Λ→ G is defined by γb((xn)n∈Z) = b(x0).
Proof. Let us denote by LΛ = (V Λ, EΛ, λΛ, ιΛ) the canonical λ-graph system for Λ. As
the continuous map γb : Λ → G is determined by the window [−L1, L1] for L1 = 0, one
may take L in the previous lemma, as L = 2 · 0 + 1 = 1. Let vl
i(x) denotes the vertex
[x+]l in V
Λ
l determined by the l-past equivalence class of x
+. Since γ(x) = γl([x
+]l), the
equality (6.10) implies that
ℓ(x0) = γ([x
+]l)ℓ
′(x0)γ([σ(x)
+]l+1)
−1, x ∈ Λ. (6.11)
We set the m(l)×m(l) diagonal matrix Dl = [Dl(i, i)]
m(l)
i=1 with its diagonal entries in G for
which the (i(x), i(x))-component is γ([x]l). The definition of Dl(i, i) is well-defined by the
preceding lemma. For x = (xn)n∈Z ∈ Λ, the right one-sided sequence x
+ = (x0, x1, . . . ) ∈
Λ+ defines an edge ei,j ∈ E
Λ
l,l+1 such that
s(eij) = v
l
i = [x
+]l, t(eij) = v
l+1
j = [σ(x)
+]l+1, λ
Λ(eij) = x0,
because x0F
l+1
j ⊂ F
l
i , where F
l
i = [x
+]l, F
l+1
j = [σ(x)
+]l+1. The equality (6.11) means
ℓ(λ(ei,j)) = Dl(i, i)ℓ
′(λ(ei,j))Dl+1(j, j)
−1 (6.12)
which is also written
ℓ(x0) = b(x0)ℓ
′(x0))b(x1)
−1. (6.13)
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The equality (6.12) implies
Mℓl,l+1(i, j) = Dl(i, i)M
ℓ′
l,l+1(i, j)Dl+1(j, j)
−1 (6.14)
so that
Mℓl,l+1 = DlM
ℓ′
l,l+1D
−1
l+1. (6.15)
Let C = GΣ = {gα | g ∈ G,α ∈ Σ} and D = G. Define specifications ϕ : Σ → C · D
and φ : Σ→ D ·C by setting ϕ(x0) = b(x0)x0 · b(x1)
−1 and φ(x0) = b(x0)
−1 · b(x0)x0. By
(6.13), b(x1)
−1 is determined by x0 so that ϕ is well-defined. We define symbolic matrices
Pk,Qk by
Pk = DlMl,l+1 if k = 2l, 2l + 1,
Qk =
{
D−1l if k = 2l,
D−1l+1 if k = 2l + 1
and matrices Xk,X
′
k by
Xk =
{
El if k = 2l,
Il,l+1 if k = 2l + 1,
X ′k =
{
Il,l+1 if k = 2l,
El if k = 2l + 1,
where El denotes the m(l) × m(l) identity matrix. The matrices Pk,Qk,Xk,X
′
k satisfy
the conditions (2.4), (2.5), (2.6) for the symbolic matrix system (M, I) = (M′, I ′). We
set ℓC : C → G, ℓD : D → G by
ℓC(b(x0)x0) = b(x0)ℓ
′(x0), ℓD = id.
The equality (6.13) shows that
ℓ(x0) = ℓC(b(x0)x0)ℓD(b(x1)
−1) = ℓCD(ϕ(x0)),
ℓ′(x0) = b(x0)
−1 · b(x0)ℓ
′(x0) = ℓDC(φ(x0))
so that ϕ is compatible to ℓ and ℓCD and φ is compatible to ℓ
′ and ℓDC . The equality
(6.15) implies
Mℓl,l+1 = P
ℓC
2l Q
ℓD
2l+1, M
ℓ′
l,l+1 = Q
ℓD
2l P
ℓC
2l+1
hold for l ∈ Z+. Therefore the symbolic matrix systems (M
ℓ, I) and (Mℓ
′
, I) are properly
G-strong shift equivalent in 1-step.
In [20, Theorem 7.1], it has been shown that a topological conjugacy between two
subshifts is decomposed into a finite chain of properly strong shift equivalences on their
canonical symbolic matrix systems. Each of the properly strong shift equivalences comes
from one of the four operations, merged in-splittings, merged out-splittings, merged in-
amalgamations and merged out-amalgamations on their canonical symbolic matrix sys-
tems. We may show that the four operations, in-splittings, out-splittings, in-amalgamations
and out-amalgamations, induce properly G-strong shift equivalences. In the following
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lemma, we will prove it in the case of in-splittings. The other three cases are similarly
shown. Let (M, I) be the symbolic matrix system for a λ-graph system L over Σ. For a
partition P of Σ, we have the in-splitting λ-graph system L[P] over alphabet ΣP = P ×Σ
of L by P ([20, Section 5]). Let us denote by (MP , IP) the associated symbolic matrix
systems.
Lemma 6.10. Keep the above situation. Suppose that a map ℓ : Σ→ G is given.
(i) There exists a map ℓP : ΣP → G such that the symbolic matrix systems (M
ℓ, I) and
(MℓPP , IP) are properly G-strong shift equivalent.
(ii) There exists a map b : Σ→ G such that
τℓ(x) = γb(x)τℓP (Φ(x))γb(σΛL(x))
−1, x ∈ ΛL (6.16)
where Φ : ΛL → ΛL[P] is the forward bipartite conjugacy arising from the in-splitting
of L.
Proof. (i) We put C = Σ,D = P. Let us denote by [α] the partition class of a symbol
α ∈ Σ in P. Let us define the specification ϕ : Σ → C · D and φ : ΣP → D · C by
ϕ(α) = α · [α] and φ(p, α) = (p, α). The specifications ϕ, φ yield the properly strong shift
equivalence between (M, I) and (MP , IP) ([20]). We set ℓC : C → G and ℓD : D → G
by ℓC = ℓ and ℓD(p) = 1 the unit of G for all p ∈ P. We define ℓP : ΣP → G by
ℓP(p, c) = ℓ(c). We then have for c ∈ C and p ∈ P
ℓCD ◦ ϕ(c) = ℓCD(c[c]) = ℓC(c)ℓD([c]) = ℓC(c) = ℓ(c),
ℓDC ◦ φ(p, c) = ℓDC(p · c) = ℓD(p)ℓC(c) = 1 · ℓC(c) = ℓP(p, c).
Hence ϕ is compatible to ℓ and ℓCD, and φ is compatible to ℓP and ℓDC . As in [20,
p. 1568], the λ-graph systems L and L[P] are bipartitely related, there exist symbolic
matrices Pl over C and Ql over D which give rise to properly strong shift equivalence
between (M, I) and (MP , IP ). Since
Ml,l+1
ϕ
≃ P2lQ2l+1, M[P],l,l+1
φ
≃ Q2lP2l+1
and ℓCD ◦ ϕ = ℓ, ℓDC ◦ φ = ℓ[P] we have
Mℓl,l+1 = P
ℓC
2l Q
ℓD
2l+1, M
ℓ[P]
[P],l,l+1
= QℓD2l P
ℓC
2l+1,
so that (Mℓ, I) and (M
ℓ[P]
P , IP) are properly G-strong shift equivalent.
(ii) By Lemma 6.5, there exists the desired map b : Σ → G satisfying the equality
(6.16).
We then have the following proposition.
Proposition 6.11. Let (M, I) and (M′, I ′) be the canonical symbolic matrix systems for
subshifts Λ and Λ′ respectively. Let maps ℓ : Σ → G, ℓ′ : Σ′ → G be given. Suppose that
there exist a topological conjugacy Φ : Λ→ Λ′ and a continuous map γ : Λ→ G such that
τℓ(x) = γ(x)τℓ′(Φ(x))γ(σ(x))
−1, x ∈ Λ. (6.17)
Then their respect symbolic matrix systems (Mℓ, I), (M′ℓ
′
, I ′) are properly G-strong shift
equivalent.
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Proof. Since Φ : Λ → Λ′ is a topological conjugacy, one knows that the canonical sym-
bolic matrix systems (M, I), (M′, I ′) are properly strong shift equivalent. By [20, The-
orem 7.1], properly strong shift equivalence between (M, I) and (M′, I ′) is given by a
finite chain of the four operations, merged out-splittings, merged in-splittings, merged
out-amalgamations and merged in-amalgamations. This means that there exists a finite
sequence Λ0,Λ1, . . . ,ΛN of subshifts such that Λ0 = Λ and ΛN = Λ
′ and their canon-
ical λ-graph systems LΛi and LΛi+1 are related by one of the four operations. Denote
by (Mi, Ii) the associated symbolic matrix system for L
Λi . Suppose that (Mi+1, Ii+1)
is obtained from (Mi, Ii) by an in-splitting on their λ-graph systems. By the previous
lemma, for a given ℓi : Σi → G, there exist maps ℓi+1 : Σi+1 → G and bi : Σi → G such
that
τℓi(x) = γbi(x)τℓi+1(Φi(x))γbi(σi(x))
−1, x ∈ Λi, (6.18)
for i = 0, 1, . . . , N − 1, where Φi : Λi → Λi+1 are the associated bipartite conjugacies
to the four operations. Since the merged operation defined in [20] does not change the
presenting subshifts, one knows that if (Mi+1, Ii+1) is obtained from (Mi, Ii) by an merged
in-splitting on their λ-graph systems, the same equality as (6.18) holds. Similar arguments
work for the other three operations, merged out-splittings, merged in-amalgamations and
merged out-amalgamations. Since the given topological conjugacy Φ : Λ → Λ′ is the
compositions of the bipartite conjugacies Φi, i = 1, . . . , N , by starting a given map ℓ : Σ→
G denoted by ℓ0 and the subshift Λ = Λ0, we finally obtain a map ℓN : ΣN = Σ
′ → G and
a continuous map γN : Λ→ G such that
τℓ(x) = γN (x)τℓN (Φ(x))γN (σ(x))
−1, x ∈ Λ. (6.19)
By combining the given identity (6.17), we have
τℓ′(Φ(x)) = γ(x)
−1γN (x)τℓN (Φ(x))γN (σ(x))
−1γ(σ(x)), x ∈ Λ. (6.20)
By putting γ′(y) = γ(Φ−1(y))−1γN (Φ
−1(y)), we get
τℓ′(y) = γ
′(y)τℓN (y)γ
′(σ′(y))−1, y ∈ Λ′. (6.21)
Since the operations of higher block systems are obtained by in-splittings or out-splittings
of λ-graph systems, one may assume that the above map γ′ is a one-block map. By Lemma
6.9, we see that (M′ℓ
′
, I ′) and (M′ℓN , I ′) are properly G-strong shift equivalent. Since
(Mℓii , Ii) ≈
G,1−pr
(M
ℓi+1
i+1 , Ii+1) for i = 0, 1, . . . , N−1 and (M
ℓ, I) = (Mℓ00 , I0), (M
ℓN
N , IN ) =
(M′ℓN , I ′) we conclude that (Mℓ, I) ≈
G,N−pr
(M′ℓ
′
, I ′).
Therefore we have the following theorem:
Theorem 6.12. Let G be a finite group. Let L and L′ be λ-graph systems over Σ and
Σ′ respectively. Suppose that maps ℓ : Σ → G and ℓ′ : Σ′ → G are given. Let (Mℓ, I)
and (M′ℓ
′
, I ′) be their symbolic matrix systems over Z+G through the maps ℓ and ℓ
′,
respectively. Consider the following three conditions:
(1) (Mℓ, I) and (M′ℓ
′
, I ′) are properly G-strong shift equivalent.
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(2) There exists a topological conjugacy Φ : ΛL → ΛL′ such that τℓ is cohomologous to
τℓ′ ◦ Φ.
(3) The G-subshifts ΛLG,ℓ and ΛL′G,ℓ′ are G-conjugate.
Then we have
(1) =⇒ (2)⇐⇒ (3).
If in particular, L and L′ are both the canonical λ-graph systems, we have (2) =⇒ (1).
Proof. The implications (2) ⇐⇒ (3) come from Proposition 3.3. The implication (1) =⇒
(2) comes from Proposition 6.6. In case that both L and L′ are the canonical λ-graph
systems, the associated symbolic matrix systems (M, I) and (M′, I ′) are the canonical
symbolic matrix systems for ΛL and ΛL′ respectively. Hence the implication (2) =⇒ (1)
in this case follows from Proposition 6.11.
7 Example and Markov–Dyck shifts
In the first half of this section, we present an extension of a certain λ-graph system
presenting Dyck shift D2 by a finite group. In the second half of this section, we study
G-conjugacy classes of extensions of a family of nonsofic subshifts called Markov–Dyck
shifts.
1. The Dyck shift D2 is a typical example of a non-sofic subshift (cf. [11], [14], [23]).
We consider the Dyck shift D2 with alphabet Σ = Σ
− ∪ Σ+ where Σ− = {α1, α2},Σ
+ =
{β1, β2}. The symbols αi, βi correspond to the brackets (i, )i respectively. To define the
Dyck shift, we use the Dyck inverse monoid D2 which is a monoid having the relations
αiβj =
{
1 if i = j,
0 otherwise
(7.1)
for i, j = 1, 2 ([11], [14]). A word ω1 · · ·ωn of Σ is admissible for D2 precisely if
∏n
m=1 ωm 6=
0. For a word ω = ω1 · · ·ωn of Σ, we denote by ω˜ its reduced form. Namely ω˜ is a word of
Σ ∪ {0,1} obtained after the operations (7.1). Hence a word ω of Σ is forbidden for D2
if and only if ω˜ = 0. There are two typical λ-graph systems presenting D2. One is the
canonical λ-graph system LD2 , and the other one is so called the Cantor horizon λ-graph
system written LCh(D2). The former one corresponds to the left Krieger cover and the
latter one does to the left Fischer cover. Although the former LD2 is not irreducible as a
λ-graph system, the latter LCh(D2) is irreducible so that the associated C∗-algebra OLCh(D2)
is simple and purely infinite ([19]). In this section, we treat the latter one LCh(D2).
Let us describe the Cantor horizon λ-graph system LCh(D2) of D2 which has been
introduced in [14] (cf. [23]). Let Σ2 be the full 2-shift {1, 2}
Z. We denote by Bl(D2) and
Bl(Σ2) the set of admissible words of length l of D2 and that of Σ2 respectively. The
vertices Vl of L
Ch(D2) at level l are given by the words of length l consisting of the symbols
of Σ+ such as
Vl = {(βµ1 · · · βµl) ∈ Bl(D2) | µ1 · · ·µl ∈ Bl(Σ2)}.
Hence the cardinal number of Vl is 2
l. The mapping ι(= ιl,l+1) : Vl+1 → Vl is defined by
deleting the rightmost symbol of a word such as
ι(βµ1 · · · βµl+1) = (βµ1 · · · βµl), (βµ1 · · · βµl+1) ∈ Vl+1.
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There exists an edge labeled αj from (βµ1 · · · βµl) ∈ Vl to (βµ0βµ1 · · · βµl) ∈ Vl+1 precisely
if µ0 = j, and there exists an edge labeled βj from (βjβµ1 · · · βµl−1) ∈ Vl to (βµ1 · · · βµl+1) ∈
Vl+1. The resulting labeled Bratteli diagram with ι-map becomes a λ-graph system over Σ
which presents the Dyck shift D2. It is called the Cantor horizon λ-graph system for D2,
denoted by LCh(D2) in [13]. Throughout the rest of this section, we denote the λ-graph
system LCh(D2) by L = (V,E, λ, ι) for brevity.
Let G be the finite abelian group Z2 = {0, 1} = Z/2Z of order two. We will define a
map ℓ : Σ→ Z2 by
ℓ(α1) = ℓ(β1) = 1, ℓ(α2) = ℓ(β2) = 0. (7.2)
Let us consider the extension LZ2 = (V Z2 , EZ2 , ιZ2 , λZ2) of the λ-graph system L(=
LCh(D2)) by the map ℓ. The alphabet ΣZ2 of LZ2 is Z2 × Σ, and V
Z2 = Z2 × Vl, E
Z2 =
Z2 × El,l+1. In what follows, we will study the extension L
Z2 . The map ϕV : V
Z2
l → Vl+1
is given by the composition ϕV = ξV ◦ ηV of the maps
ηV : V
Z2
l → Vl+1, ξV : Vl+1 → Vl+1
defined below. The former ηV is defined by
ηV (g, γ1 · · · γl) =
{
(β2γ1 · · · γl) if g = 0,
(β1γ1 · · · γl) if g = 1
for g ∈ Z2 = {0, 1}, (γ1 · · · γl) ∈ Bl(Σ+). The latter ξV is defined by the successive opera-
tions of the words of length two:
β1β1 → β1β2, β1β2 → β1β1
from the leftmost of words in Vl+1. We denote by β1β1 = β1β2, β1β2 = β1β1. The operation
ξV acts on words of V from the leftmost successively such as
β1β2β2β1β1β1β2β1 → β1β2β2β1β1β1β2β1 = β1β1β2β1β1β1β2β1
→ β1β1β2β1β1β1β2β1 = β1β1β1β1β1β1β2β1
→ β1β1β1β1β1β1β2β1 = β1β1β1β2β1β1β2β1
→ β1β1β1β2β1β1β2β1 = β1β1β1β2β1β2β2β1.
We next define a map ϕV : Σ
Z2(= {0, 1} × Σ)→ Σ as follows.
ϕΣ(0, β2) = ϕΣ(0, β1) = β2, ϕΣ(1, β2) = ϕΣ(1, β1) = β1,
ϕΣ(0, α2) = ϕΣ(1, α1) = α2, ϕΣ(1, α2) = ϕΣ(0, α1) = α1
Lemma 7.1. There exists a bijective correspondence ϕE : E
Z2
l−1,l → El,l+1 satisfying
ϕV (s(e
g)) = s(ϕE(e
g)), ϕV (t(e
g)) = t(ϕE(e
g)), ϕΣ(λ
Z2(eg)) = λ(ϕE(e
g)),
for eg = (g, e) ∈ EZ2l−1,l = Z2 × El−1,l.
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Proof. Tak an arbitrary fixed ege eg = (g, e) ∈ EZ2l−1,l = Z2 × El−1,l. The edge (g, e) has
four cases for g = 0, 1, λ(e) = αj , βj , j = 1, 2 in the following way.
Case 1: (g, λ(e)) = (0, βj), j = 1, 2.
There exists γ ∈ Bl−2(Σ+) and η ∈ B2(Σ+) such that s(e) = βjγ ∈ Vl−1 and t(e) = γη ∈
Vl. We then have
s(eg) = (0, s(e)) = (0, βjγ),
t(eg) = (0 + ℓZ2(e), t(e)) = (0 + ℓ(βj), γη) = (j, γη)
so that
ϕV (s(e
g)) = ϕV (0, βjγ) = ξV (β2βjγ) = β2βjξV (γ),
ϕV (t(e
g)) = ϕV (j, γη) = ξV (βjγη) = βjξV (γη).
Hence there exists a unique edge written ϕE(e
g) in El,l+1 such that
s(ϕE(e
g)) = β2βjξV (γ), t(ϕE(e
g)) = βjξV (γη),
λ(ϕE(e
g)) = β2 = ϕΣ(λ
Z2(eg)).
Case 2: (g, λ(e)) = (1, βj), j = 1, 2.
There exists γ ∈ Bl−2(Σ+) and η ∈ B2(Σ+) such that s(e) = βjγ ∈ Vl−1 and t(e) = γη ∈
Vl. We then have
s(eg) = (1, s(e)) = (1, βjγ),
t(eg) = (1 + ℓZ2(e), t(e)) = (1 + ℓ(βj), γη) = (1 + j, γη)
so that
ϕV (s(e
g)) = ϕV (1, βjγ) = ξV (β1βjγ) = β1β1+jξV (γ),
ϕV (t(e
g)) = ϕV (1 + j, γη) = ξV (β1+jγη) = β1+jξV (γη).
Hence there exists a unique edge written ϕE(e
g) in El,l+1 such that
s(ϕE(e
g)) = β1β1+jξV (γ), t(ϕE(e
g)) = β1+jξV (γη),
λ(ϕE(e
g)) = β1 = ϕΣ(λ
Z2(eg)).
Case 3: (g, λ(e)) = (0, αj), j = 1, 2.
There exists ζ ∈ Bl−1(Σ+) such that s(e) = ζ ∈ Vl−1 and t(e) = βjζ ∈ Vl. We then have
s(eg) = (0, s(e)) = (0, ζ),
t(eg) = (0 + ℓZ2(e), t(e)) = (0 + ℓ(αj), βjζ) = (j, βjζ)
so that
ϕV (s(e
g)) = ϕV (0, ζ) = ξV (β2ζ) = β2ξV (ζ),
ϕV (t(e
g)) = ϕV (j, βjζ) = ξV (βjβjζ) = βjβ2ξV (ζ).
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Hence there exists a unique edge written ϕE(e
g) in El,l+1 such that
s(ϕE(e
g)) = β2ξV (ζ), t(ϕE(e
g)) = βjβ2ξV (ζ),
λ(ϕE(e
g)) = αj = ϕΣ(λ
Z2(eg)).
Case 4: (g, λ(e)) = (1, αj), j = 1, 2.
There exists ζ ∈ Bl−1(Σ+) such that s(e) = ζ ∈ Vl−1 and t(e) = βjζ ∈ Vl. We then have
s(eg) = (1, s(e)) = (1, ζ),
t(eg) = (1 + ℓZ2(e), t(e)) = (1 + ℓ(αj), β1ζ) = (1 + j, βjζ)
so that
ϕV (s(e
g)) = ϕV (1, ζ) = ξV (β1ζ) = β1ξV (ζ),
ϕV (t(e
g)) = ϕV (1 + j, βjζ) = ξV (β1+jβjζ) = β1+jβ1ξV (ζ).
Hence there exists a unique edge written ϕE(e
g) in El,l+1 such that
s(ϕE(e
g)) = β1ξV (ζ), t(ϕE(e
g)) = β1+jβ1ξV (ζ),
λ(ϕE(e
g)) = α1+j = ϕΣ(λ
Z2(eg)).
It is routine to check that the correspondence ϕE : E
Z2
l−1,l → El,l+1 satisfies the desired
properties.
Let us denote by L
Ch(D2)
1 the λ-graph system (V
Ch(D2)
1 , E
Ch(D2)
1 , λ
Ch(D2)
1 , ι
Ch(D2)
1 ) ob-
tained from LCh(D2) by shifting LCh(D2) upward in one-step. Their vertices and edge sets
are defined by
V
Ch(D2)
1,l = V
Ch(D2)
l+1 , E
Ch(D2)
1,l,l+1 = E
Ch(D2)
l+1,l+2 , l ∈ Z+.
The maps λ
Ch(D2)
1 , ι
Ch(D2)
1 are induced from λ
Ch(D2), ιCh(D2) in a natural way, respectively.
We know the following proposition from the above lemma.
Proposition 7.2. The Z2-extension (L
Ch(D2))Z2,ℓ of the Cantor horizon λ-graph system
LCh(D2) by the function ℓ defined by (7.2) is isomorphic to the λ-graph system L
Ch(D2)
1
obtained from LCh(D2) by shifting upward in one-step up to labeling.
Let us denote by τ : D2 → Z2 the skewing function defined by τ((xn)n∈Z) = ℓ(x0)
for (xn)n∈Z. By Theorem 5.6, the Z2-extension D
Z2,τ
2 of D2 by τ is presented by the the
Z2-extension L
Ch(D2),ℓ of the λ-graph system LCh(D2) by ℓ. The map ϕE : E
Z2
l,l+1 induces
a factor map from the Z2-extension D
Z2,τ
2 onto D2.
2. Let A = [A(i, j)]Ni,j=1 be an N×N matrix with entries in nonnegative integers. The
matrix defines a finite directed graph GA = (VA, EA) with vertex set VA having N vertices
and edge set EA = {e1, . . . , eNA} such that the number of the edges from vi to vj is A(i, j)
for i, j = 1, . . . , N . The Markov–Dyck shifts are generalization of Dyck shifts, and their
concatenating bracket rules come from the directed graph GA (see [7], [12], [16], [25]). We
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will briefly review the Markov–Dyck shift DA for the matrix A. Let us denote by A
G the
NA ×NA transition matrix defined by
AG(i, j) =
{
1 if t(ei) = s(ej),
0 otherwise.
(7.3)
Let Si, i = 1, . . . , NA be a family of partial isometries satisfying the relations
NA∑
j=1
SjS
∗
j = 1, S
∗
i Si =
NA∑
j=1
AG(i, j)SjS
∗
j , i = 1, . . . , NA. (7.4)
They are generating family of the Cuntz–Krieger algebra OAG . We set the symbols
αi = S
∗
i , βi = Si, i = 1, . . . , NA
and Σ− = {α1, . . . , αNA},Σ
+ = {β1, . . . , βNA},Σ = Σ
− ∪ Σ+. Let FA be the set of words
γ1, . . . , γn of Σ such that the product γ1 · · · γn in the algebra OAG is 0. The Markov–Dyck
shift DA is defined by a subshift over Σ whose forbidden words are FA. If A = [N ] the 1×1
matrix with entry N > 1. The Markov–Dyck shift DA becomes the Dyck shift DN . If A
is irreducible and not any permutation matrix, the subshift DA is not sofic ([25]). Since
Si1 · · ·Sin 6= 0 if and only if A
G(i1, i2) · · ·A
G(in−1, in) 6= 0, the subset of DA consisting
of biinfinite sequences of Σ+ forms the SFT ΛA for the original matrix A. Similarly the
subset DA consisting of biinfinite sequences of Σ
− forms the SFT ΛAt for the transposed
matrix At of A. Hence the Markov–Dyck shift DA contains the two SFTs ΛA and ΛAt as
its subsystems.
Let G be a finite group. Suppose that maps ℓ− : Σ
− −→ G, ℓ+ : Σ
+ −→ G are given,
so that the map combined with them ℓ : Σ −→ G is obtained. Define τℓ : DA −→ G by
setting τℓ((γn)n∈Z) = ℓ(γ0). As in Section 3, the skewing function τℓ defines a G-subshift
DG,τℓA (= (G⋉DA, τℓ⋉σDA)). Since both of the SFTs ΛA and ΛAt are subsystems ofDA, the
restrictions of τℓ to them yield their skewing functions written τℓA and τℓAt , respectively,
so that we have two G-SFTs Λ
G,τℓA
A and Λ
G,τℓ
At
At
from the skewing functions.
Let A′ be another irreducible square matrix with entries in nonnegative integers. We
similarly have a directed graph GA′ = (VA′ , EA′) and symbol sets Σ
′− = {α′1, . . . , α
′
NA′
},Σ′+ =
{β′1, . . . , β
′
NA′
},Σ′ = Σ′− ∪ Σ′+. We have the Markov–Dyck shift DA′ and two SFTs ΛA′
and ΛA′t as its subsystems. W. Krieger has shown that the following classification result
for Markov–Dyck shifts.
Proposition 7.3 ([12, Corollary 3.2], cf. [7]). Let A and A′ be two irreducible square
matrices with entries in nonnegative integers. Assume that each vertex of both of their
directed graphs GA and GA′ has at least two in-coming edges. Then the Markov–Dyck shifts
DA and DA′ are topologically conjugate if and only if the directed graphs GA and GA′ are
isomorphic as directed graphs.
For matrix A′, suppose that maps ℓ′− : Σ
′− −→ G, ℓ′+ : Σ
′+ −→ G are given, so that
the map combined with them ℓ′ : Σ −→ G is obtained, and we have a G-subshift D
G,τℓ′
A′
and two G-SFTs Λ
G,τℓ
A′
A′ and Λ
G,τℓ
A′t
A′t
as seen in the preceding discussions. By using the
above proposition, we see the following lemma.
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Lemma 7.4. Assume that each vertex of both of the directed graphs GA and GA′ has at
least two in-coming edges. If there exists a topological conjugacy Φ : DA −→ DA′ such
that τℓ is cohomologous to τℓ′ ◦Φ in C(DA, G), then there exists a topological conjugacies
Φ+ : ΛA −→ ΛA′ and Φ− : ΛAt −→ ΛA′t such that τℓA on ΛA is cohomologous to τℓ′
A′
◦Φ+
in C(ΛA, G) and τℓAton ΛAt is cohomologous to τℓ′
A′t
◦Φ− in C(ΛAt , G).
Proof. By the preceding proposition and its proof in [12, Corollary 3.2], the conjugacy
Φ : DA −→ DA′ is induced by a one-block map which gives rise to topological conjugacies
ΛA −→ ΛA′ and ΛAt −→ ΛA′t of its subsystems as SFTs. They are given by restricting Φ
to ΛA and ΛA′ , respectively, so that τℓA on ΛA is cohomologous to τℓ′
A′
◦ Φ+ in C(ΛA, G)
and τℓAt on ΛAt is cohomologous to τℓ′
A′t
◦Φ− in C(ΛAt, G).
We thus have
Proposition 7.5. Assume that each vertex of both of the directed graphs GA and GA′ has
at least two in-coming edges. If G-subshifts DG,τℓA and D
G,τℓ′
A′ are G-conjugate, then the
two G-SFTs Λ
G,τℓA
A and Λ
G,τℓ′
A′
A′ are G-conjugate, and also the two G-SFTs Λ
G,τℓ
At
At
and
Λ
G,τℓ′
A′t
A′t
are G-conjugate.
Proof. The assertion follows from Theorem 5.6.
Corollary 7.6. Let A be an N×N irreducible matrix with entries in nonnegative integers
such that
∑N
i=1A(i, j) ≥ 2 for each j = 1, . . . , N . Then the G-conjugacy class of G-SFT
Λ
G,τℓA
A is an invariant of the G-conjugacy class of G-subshift D
G,τℓ
A of the Markov–Dyck
shift DA. Hence for maps ℓ
1, ℓ2 : Σ− ∪ Σ+ −→ G, if two G-SFTs Λ
G,τ
ℓ1
A
A and Λ
G,τ
ℓ2
A
A are
not G-conjugate, then the G-subshifts D
G,τ
ℓ1
A and D
G,τ
ℓ2
A are not G-conjugate.
In the remainder of this section, we will give an example of a pair of G-extensions of
a non sofic subshift which are not G-conjugate by using Corollary 7.6. Let A = [2] the
1 × 1 matrix with its entry 2. The associated directed graph G[2] = (V[2], E[2]) has one
vertex v and two directed self-loops e1, e2 around v, so that V[2] = {v}, E[2] = {e1, e2}.
The subshift ΛA of the directed graph is the full 2-shift Λ[2]. Let G = Z2 = {0, 1}. Define
ℓi : E[2] −→ Z2 for i = 1, 2 by setting
ℓ1(e1) = ℓ
1(e2) = 0, ℓ
2(e1) = 1, ℓ
2(e2) = 0.
We will first see that the maps τℓ1 , τℓ2 : Λ[2] −→ Z2 defined by τℓi((xn)n∈Z) = ℓ
i(x0), i =
1, 2 are not cohomologous to each other. Suppose that there exists a continuous function
η : Λ[2] −→ Z2 such that
τℓ2(x) = η(x) + τℓ1(x)− η(σ[2](x)), x = (xn)n∈Z ∈ Λ[2].
Take the element x = (xn)n∈Z ∈ Λ[2] such that xn = e1, n ∈ Z, so that we have τℓ2(x) =
ℓ2(x0) = ℓ
2(e1) = 1 and τℓ1(x) = ℓ
1(x0) = ℓ
1(e1) = 0. Hence we have η(x) + τℓ1(x) −
η(σ[2](x)) = η(x) − η(x) = 0, a contradiction. Hence τℓ1 is not cohomologous to τℓ2 .
By Theorem 1.1, the G-SFTs Λ
Z2,τℓ1
[2] and Λ
Z2,τℓ2
[2] are not G-conjugate. Let us consider
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the Markov–Dyck shift DA for A = [2]. In this case, it is the Dyck shift D2. Define
ℓi− : Σ
− −→ Z2 and ℓ
i
+ : Σ
− −→ Z2 for i = 1, 2 by setting
ℓ1−(α1) = ℓ
1
−(α2) = ℓ
1
+(β1) = ℓ
1
+(β2) = 0, (7.5)
ℓ2−(α1) = 1, ℓ
2
−(α2) = 0, ℓ
2
+(β1) = 1, ℓ
2
+(β2) = 0. (7.6)
The restrictions of the skewing functions τℓi on DA to the full 2-shift Λ[2] are the same
as the above skewing functions τℓi on Λ[2]. Since the G-SFTs Λ
Z2,τℓ1
[2] and Λ
Z2,τℓ2
[2] are not
G-conjugate, Corollary 7.6 ensures us the following Proposition.
Proposition 7.7. Let ℓ1, ℓ2 : {α1, α2}∪ {β1, β2} → Z2 be the map defined by (7.5), (7.6),
and τℓ1 , τℓ2 the associated skewing functions on the Dyck shift D2. Then the G-subshifts
D
Z2,τℓ1
2 and D
Z2,τℓ2
2 are not G-conjugate for G = Z2.
By the same idea as above, we have many non G-conjugate G-extensions of a Markov–
Dyck shift from a family of non G-conjugate G-extensions of SFTs. We note that non
G-conjugate SFTs are studied in [3] (cf. [2]).
8 Concluding Remark
As in [19], a general λ-graph system L naturally gives rise to a C∗-algebra OL. The class
of these C∗-algebras OL is a generalized class of Cuntz–Krieger algebras OA, which are
associated to finite directed graphs with transition matrix A. Let L = (V,E, λ, ι) be a
λ-graph system over Σ and G be a finite group. Suppose that a map ℓ : Σ→ G is given.
In this final section, we remark that there is a relationship between the two C∗-algebras
OL and OLG,ℓ .
Let us now briefly review the C∗-algebra OL associated with λ-graph system L. We
denote by {vl1, . . . , v
l
m(l)} the vertex set Vl. Define the structure matrices Al,l+1, Il,l+1 of
L by setting for i = 1, 2, . . . ,m(l), j = 1, 2, . . . ,m(l + 1), α ∈ Σ,
Al,l+1(i, α, j) =
{
1 if s(e) = vli, λ(e) = α, t(e) = v
l+1
j for some e ∈ El,l+1,
0 otherwise,
Il,l+1(i, j) =
{
1 if ιl,l+1(v
l+1
j ) = v
l
i,
0 otherwise.
The C∗-algebra OL is realized as the universal unital C
∗-algebra generated by partial
isometries Sα, α ∈ Σ and projections E
l
i, i = 1, 2, . . . ,m(l), l ∈ Z+ subject to the following
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operator relations called (L): ∑
β∈Σ
SβS
∗
β = 1, (8.1)
m(l)∑
i=1
Eli = 1, E
l
i =
m(l+1)∑
j=1
Il,l+1(i, j)E
l+1
j , (8.2)
SαS
∗
αE
l
i = E
l
iSαS
∗
α, (8.3)
S∗αE
l
iSα =
m(l+1)∑
j=1
Al,l+1(i, α, j)E
l+1
j , (8.4)
for α ∈ Σ, i = 1, 2, . . . ,m(l), l ∈ Z+. It is nuclear ([19, Proposition 5.6]). Under the
condition (I) defined in [19], the algebra OL can be realized as the unique C
∗-algebra
subject to the relations (L) ([19, Theorem 4.3]). If L has some irreduciblity with condition
(I), the C∗-algebra OL is simple ([19, Theorem 4.7], cf. [22]).
Suppose that a map ℓ : Σ → G is given. Let us denote by M|G|(C) the |G| × |G|
full matrix algebra. Let {eg,h}g,h∈G be the system of matrix units of M|G|(C). We put
eg, g ∈ G the diagonal matrix eg,g having 1 only at (g, g)-component and 0 elsewhere. We
fix the canonical generators Sα, E
l
i of OL satisfying the relations (L). We set
S(g,α) = eg,gℓ(α) ⊗ Sα for (g, α) ∈ Σ
G,
E(g,vli)
= eg ⊗ E
l
i for (g, v
l
i) ∈ V
G
l .
It is easy to see that the following identities hold:∑
(g,β)∈ΣG
S(g,β)S
∗
(g,β) = 1, (8.5)
∑
(g,vli)∈V
G
l
E(g,vli)
= 1, E(g,vli)
=
m(l+1)∑
j=1
Il,l+1(i, j)E(g,vl+1j )
, (8.6)
S(g,α)S
∗
(g,α)E(h,vli)
= E(h,vli)
S(g,α)S
∗
(g,α), (8.7)
S∗(g,α)E(g,vli)
S(g,α) =
m(l+1)∑
j=1
Al,l+1(i, α, j)E(gℓ(α),vl+1j )
(8.8)
for (g, α) ∈ ΣG, (g, vli) ∈ V
G
l , l ∈ Z+.
Let AG, IG be the structure matrices of the λ-graph system LG,ℓ. They are related to
those A, I of L in the following way. For (g, vli) ∈ V
G
l , (g
′, vl+1j ) ∈ V
G
l+1 and (h, α) ∈ Σ
G,
we have
AGl,l+1((g, v
l
i), (h, α), (g
′ , vl+1j )) =
{
Al,l+1(i, α, j) if g = h and g
′ = gℓ(α),
0 otherwise,
IGl,l+1((g, v
l
i), (g
′, vl+1j )) =
{
Il,l+1(i, j) if g = g
′,
0 otherwise.
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Hence we know that the relations (8.5), (8.6), (8.7) and (8.8) become the relations (8.1),
(8.2), (8.3) and (8.4) for the λ-graph system LG,ℓ. It is easy to see that the extension LG,ℓ
satisfies condition (I), if L satisfies condition (I). We thus conclude that the C∗-algebra
C∗(S(g,α), E(g,vli)
;α ∈ Σ, vli ∈ V, g ∈ G) generated by the partial isometries S(g,α) and the
projections E(g,vli)
is canonically isomorphic to the C∗-algebra OLG,ℓ .
Define an action γ of G on OLG,ℓ by setting
γh(S(g,α)) = S(hg,α), γh(E(g,vli)
) = E(hg,vli)
for α ∈ Σ, vli ∈ V, g, h ∈ G.
The action γ on OLG,ℓ comes from the action of G on the G-λ-graph system L
G,ℓ defined
in Section 4. The following lemma will be used to prove Proposition 8.2.
Lemma 8.1. The automorphism γh on OLG,ℓ is outer for each h ∈ G with h 6= 1.
Proof. Fix h ∈ G with h 6= 1. Suppose that γh is inner so that there exists a unitary U in
OLG,ℓ such that γh = Ad(U). For an admissible word µ = (µ1, . . . , µn) ∈ B∗(ΛLG,ℓ) where
µi = (gi, αi) for some gi ∈ G,αi ∈ Σ of the presented subshift ΛLG,ℓ , denote by Sµ the
partial isometry S(g1,α1) · · · S(gn,αn) in OLG,ℓ . We define the C
∗-subalgebras FLG,ℓ ,DLG,ℓ of
OLG,ℓ by setting
FLG,ℓ = C
∗(SµE(g,vli)
S∗ν ; (g, v
l
i) ∈ V
G, µ, ν ∈ B∗(ΛLG,ℓ) with |µ| = |ν|),
DLG,ℓ = C
∗(SµE(g,vl
i
)S
∗
µ; (g, v
l
i) ∈ V
G, µ ∈ B∗(ΛLG,ℓ)).
They are the C∗-subalgebras of OLG,ℓ generated by elements of the form SµE(g,vli)
S∗ν for
(g, vli) ∈ V
G, µ, ν ∈ B∗(ΛLG,ℓ) with |µ| = |ν|, and SµE(g,vli)
S∗µ for (g, v
l
i) ∈ V
G, µ ∈
B∗(ΛLG,ℓ), respectively. The latter subalgebra DLG,ℓ is a maximal abelian C
∗-subalgebra
of the AF-algebra FLG,ℓ . Since γh(DLG,ℓ) = DLG,ℓ , the unitary U gives rise to an element
of the normalizer N(OLG,ℓ ,DLG,ℓ). By [24] with the condition γh(FLG,ℓ) = FLG,ℓ , there
exist N0, l0 ∈ N such that
U =
∑
ξ,η∈BN0 (ΛLG,ℓ), (g,v
l0
i )∈V
G
l0
c
ξ,(g,v
l0
i ),η
SξE(g,vli)
S∗η (8.9)
where c
ξ,(g,v
l0
i ),η
∈ C. Since US(g,α)U
∗ = S(hg,α), we have
S∗(hg,α)US(g,α) = S
∗
(hg,α)S(hg,α)U for (g, α) ∈ Σ
G. (8.10)
Take l1 > N0. For a fixed (g, v
l1
i ) ∈ V
G, there exist (g1, α1), . . . , (gN0 , αN0) ∈ Σ
G such that
E
(g,v
l1
i )
≤ S∗(hgN0 ,αN0 )
· · ·S∗(hg1,α1)S(hg1,α1) · · ·S(hgN0 ,αN0 ). (8.11)
We may in fact find a sequence f1, f2, . . . , fN0 of labeled edges in L such that t(fi) = s(fi+1)
for i = 1, 2, . . . , N0 − 1 and t(fN0) = v
l
i. Put
gN0 = h
−1gℓG(fN0)
−1, gN0−1 = h
−1gℓG(fN0)
−1ℓG(fN0 − 1)
−1,
. . . , g1 = h
−1gℓG(fN0)
−1ℓG(fN0 − 1)
−1 · · · ℓG(f1)
−1,
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and αi = ℓG(fi) for i = 1, . . . , N0, which satisfy the inequality (8.11). By (8.10), we have
S∗(hgN0 ,αN0)
· · ·S∗(hg1,α1)US(g1,α1) · · ·S(gN0 ,αN0 )
=S∗(hgN0 ,αN0)
· · ·S∗(hg1,α1)S(hg1,α1) · · ·S(hgN0 ,αN0 )U.
By (8.9), the element S∗(hgN0 ,αN0 )
· · ·S∗(hg1,α1)US(g1,α1) · · ·S(gN0 ,αN0) belongs to the C
∗-
subalgebra ALG,ℓ generated by the projections E(g,vli)
, (g, vli) ∈ V
G. Since
E
(g,v
l1
i
)
U = E
(g,v
l1
i
)
S∗(hgN0 ,αN0)
· · ·S∗(hg1,α1)S(hg1,α1) · · ·S(hgN0 ,αN0 )U
= E
(g,v
l1
i )
S∗(hgN0 ,αN0)
· · ·S∗(hg1,α1)US(g1,α1) · · ·S(gN0 ,αN0 )
which belongs to ALG,ℓ and U =
∑
(g,v
l1
i )∈V
G
l1
E
(g,v
l1
i )
U, the unitary U belongs to the
commutative C∗-subalgebra ALG,ℓ , so that UE(g,α)U
∗ = E(g,α). This is a contradiction,
because E(hg,α) = γh(E(g,α)) = UE(g,α)U
∗.
By using the above lemma, we can show the following proposition.
Proposition 8.2. Suppose that a λ-graph system L is irreducible and satisfies condition
(I) in the sense of [19]. Then the crossed product C∗-algebra OLG,ℓ ⋊γ G is isomorphic to
the tensor product M|G|(C)⊗OL.
Proof. Let {δh | h ∈ G} be the standard basis of C
|G|. Define the unitary Uh on C
|G| for
each h ∈ G by Uhδk = δhk, k ∈ G. We set uh = Uh ⊗ 1 in M|G|(C) ⊗OL. Then it is easy
to see that
γh(S(g,α)) = Ad(uh)(S(g,α)), γh(E(g,vli)
) = Ad(uh)(E(g,vli)
)
for h, g ∈ G, α ∈ Σ, vli ∈ V. By the universality of the crossed product OLG,ℓ ⋊γ G, there
exists a natural ∗-homomorphism ϕ fromOLG,ℓ⋊γG onto the C
∗-algebra C∗(OL, uh;h ∈ G)
generated by OL and the unitaries uh, h ∈ G. Since L is irreducible and satisfies condition
(I), the C∗-algebra OL is simple by [19]. As automorphisms γh are outer for h 6= 1 by
Lemma 8.1, the crossed product OLG,ℓ⋊γG is simple by [9]. Therefore the homomorphism
ϕ : OLG,ℓ ⋊γ G −→ C
∗(OL, uh;h ∈ G) is actually isomorphic. It is then easy to verify that
the latter C∗-algebra C∗(OL, uh;h ∈ G) is isomorphic to the tensor product C
∗-algebra
M|G|(C)⊗OL.
Let A be an N × N irreducible non permutation matrix with entries in nonegative
integers. Let GA = (VA, EA) be the associated directed graph with vertex set VA =
{v1, . . . , vN} and edge set EA = {e1, . . . , eNA}. Suppose that a map ℓ : EA −→ G is given.
We define a directed graph GAℓ giving rise to the extension of the SFT ΛA by the map
ℓ by following [2, Sectoin 2]. We set V G,ℓA = {(g, vi) | g ∈ G, i = 1, . . . , N}. For each
e ∈ EA from vi to vj in GA and g ∈ G, draw an edge from (g, vi) to (gℓ(e), vj). We thus
have a directed graph with vertex set V G,ℓA . It is written GAℓ , which gives rise to a G-SFT
such that the associated λ-graph system to the directed graph GAℓ is the G-extension of
the λ-graph system of the original directed graph GA. The nonnegative matrix for the
directed graph GAℓ is denoted by A
G,ℓ. Now let AG be the NA × NA matrix defined by
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(7.3), and S1, . . . , SNA a family of partial isometries satisfying the relations (7.4). The
partial isometries generate the Cuntz–Krieger algebra OAG which is written OA. Let us
denote by {eg,h}g,h∈G the system of matrix units of M|G|(C). The Cuntz–Krieger algebra
OAG,ℓ is generated by the family of the following partial isometries
S(g,i) = e(g,gℓ(ei)) ⊗ Si, g ∈ G, ei ∈ EA, i = 1, . . . , NA.
We define an action γ of G on OAG,ℓ by γh(S(g,i)) = S(hg,i), h, g ∈ G, i = 1, . . . , NA. As a
corollary of Proposition 8.2, we have
Corollary 8.3. The crossed product C∗-algebra OAG,ℓ ⋊γ G is isomorphic to the tensor
product M|G|(C)⊗OA.
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