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ABSTRACT
We present details of characterization and imaging performance of the Cananea Near-infrared camera (CANICA) at
the 2.1m telescope of the Guillermo Haro Astrophysical Observatory (OAGH) located in Cananea, Sonora, Me´xico.
CANICA has a HAWAII array with a HgCdTe detector of 1024× 1024 pixels covering a field of view of 5.5×5.5 arcmin2
with a plate scale of 0.32 arcsec/pixel. The camera characterization involved measuring key detector parameters:
conversion gain, dark current, readout noise, and linearity. The pixels in the detector have a full-well-depth of
100, 000 e− with the conversion gain measured to be 5.8 e−/ADU. The time-dependent dark current was estimated to
be 1.2 e−/sec. Readout noise for correlated double sampled (CDS) technique was measured to be 30 e−/pixel. The
detector shows 10% non-linearity close to the full-well-depth. The non-linearity was corrected within 1% levels for
the CDS images. Full-field imaging performance was evaluated by measuring the point spread function, zeropoints,
throughput, and limiting magnitude. The average zeropoint value in each filter are J = 20.52, H = 20.63, and K
= 20.23. The saturation limit of the detector is about sixth magnitude in all the primary broadbands. CANICA
on the 2.1m OAGH telescope reaches background-limited magnitudes of J = 18.5, H = 17.6, and K = 16.0 for a
signal-to-noise ratio of 10 with an integration time of 900 s.
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1. INTRODUCTION
Modern astronomy is driven by large collaborative
projects that make use of available resources in an ef-
ficient way possible. Such collaborations have led to
innovative instruments resulting in extraordinary use of
2− 4m class telescopes (e.g. SDSS (York et al. 2000),
2MASS (Skrutskie et al. 2006), VISTA (Minniti et al.
2010), CALIFA (Sa´nchez et al. 2012), etc.). However,
there still exist an innumerable 2m class of telescopes
that are driven by individual small projects. To keep
in pace with the current trends, the existing suite of in-
struments in these telescopes need to be evaluated and
upgraded to be relevant in this context. Near-infrared
imaging instruments offer a great opportunity in this
direction.
As such, the Cananea Near-infrared camera (CANICA)
(Carrasco et al. 2017) is one of the main instruments
commissioned at the 2.1m telescope of the Guillermo
Haro Astrophysical Observatory (OAGH) located in
Cananea, Sonora, Me´xico. CANICA has been in opera-
tion since 2002 and has carried out a number of astro-
physical studies in the near-infrared (e.g. Mayya et al.
2005, 2006; Rodr´ıguez-Merino et al. 2011). A new in-
strument called POLICAN (Devaraj et al. 2015, 2017)
was implemented in 2012 alongside CANICA for carry-
ing out linear polarimetric studies. In the fall of 2016,
the primary mirror of the telescope was re-aluminized
to enhance its reflective capabilities. Additionally, up-
grades in the telescope console were made with new
software developments for the camera operation.
The recent upgrades with the telescope and the
instrument enables CANICA to expand its science
goals varying from Galactic star forming regions to
extragalactic sources such as active galactic nuclei
(AGNs) (e.g. Carpenter et al. 2001; Sugitani et al. 2002;
Bonning et al. 2012). The polarimetric capabilities
of POLICAN permit observations to study scattered
polarization and magnetic fields in the interstellar
medium (e.g. Tamura et al. 2006; Chapman et al. 2011;
Clemens 2012). Essential to all these studies is a full
understanding of the capabilities and limitations of
CANICA in its current state. Because CANICA is a
customized re-imaging camera, its performance needed
to be evaluated on the telescope as a fully functional
unit. The characteristic lab values of HgCdTe detec-
tor with 1024 × 1024 pixels have to be re-measured
to establish the true behavior during camera operation.
CANICA offers a field of view (FOV) of 5.5×5.5 arcmin2
with a plate scale of 0.32 arcsec/pixel. This feature al-
lows observational study of both point and extended
sources, for which the image quality, point spread func-
tion (PSF), and photometric zeropoints need to be de-
termined. Equally important is knowledge of how these
quantities vary across the FOV and with different filter
configurations.
The paper presents a two-part description of CANICA’s
characteristics and performance. The first part de-
scribes measurement of key detector parameters such as
conversion gain, dark current, readout noise, and linear-
ity, which rely on images taken from dome flats, darks,
and BIAS (see Section 2). The second part describes
the imaging performance of CANICA on the telescope:
detailing the PSF, zeropoints, throughput, and limiting
magnitude, all measured from a combination of multiple
observations on the sky. Bridging the detector charac-
teristics and imaging performance is a brief description
of the observing scheme and image reduction process.
Figure 1. Normalized dome flat in H-band marked with
each of the four quadrants of the detector. The dark corners
in the image are formed due to vignetting. The direction
of readout of the shift registers is shown with their fast and
slow axis. The equatorial cardinal directions are marked with
respect to the detector physical pixels.
2. DETECTOR CHARACTERISTICS
CANICA offers near-infrared (NIR) imaging ca-
pabilities at multiple bands including J(1.24µm),
H(1.63µm), and K
′
(2.12µm) broadbands. The details
on CANIAC design, construction, and filter configura-
tions are described in Carrasco et al. (2017). CANICA
is based on the HAWAII focal plane array (Hodapp et al.
1996) with a HgCdTe detector capable of efficiently de-
tecting light from 0.85 to 2.40µm. The HAWAII array is
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Table 1. CANICA characteristics.
Quantity Value Unit Description
Detector material HgCdTe HAWAII array
Detector format 1024 × 1024 pixels 4 Quadrants
Pixel size 18.5 µm Square pixels
Spectral Range 0.85−2.40 µm >85% filter transmission
Focal ratio f/6 Input beam f/12
Average FWHM PSF 1.5 arcsec In H-band
Plate scale 0.32 arcsec/pixel On the detector
Full field of view 5.5× 5.5 arcmin2 Unvignetted FOV 4× 4
Operating temperature 77−80 K Liquid nitrogen cooled
Full-well capacity 100,000 e− Lab value
Saturation limit 17,200 ADUs Measured value
Conversion gain 5.8 e−/ADU Measured value
Dark current 1.2 e−/sec Measured value
Readout noise 30 e−/pixel Measured value for CDS readout
Bias gate voltage 3.62 V Kept between 3.3− 3.8V
Quantum efficiency >55 % for 99.5% of the pixels
CDS readout time 1 sec Sum of first and second read times.
Linear response 10% non-linear close to the full-well-depth
designed to have mean quantum efficiency (QE) greater
than 50% in the NIR spectral range. More than 99.5%
of the array has full response in all the primary broad-
bands. The detector array has around 0.2% bad pixels;
most of them are single pixels spread throughout the
field with a few seen as clumps. The array consists of
four independent quadrants of 512 × 512 pixels struc-
tured to carry out simultaneous readouts having four
outputs each. Basic operation is carried out by six
CMOS-level clocks (Pixel, Lsync, Line, Fsync, ResetB,
Read), two 5V power supplies (one analog and one
digital) and two DC bias voltages (one fixed and one
variable).
The clock signals are managed by the electronic
boards in the CCD controller acquired from Astro-
nomical Research Cameras Inc., USA, originally de-
veloped by San Diego State University (SDSU). The
SDSU CCD controller synchronizes the clock signals at
a rate of 50MHz, which are fed to the detector array
through the pre-amplifier circuit. Each quadrant in the
array consists of two digital shift registers: a horizontal
and a vertical register, for addressing the pixel readout.
The output is obtained when the horizontal register is
clocked in the slow direction by clocks Pixel and Lsync,
while the vertical register is clocked in the fast direction
by clocks Line and Fsync. The image in Figure 1 shows
a dome flat marked with each of the quadrants having
various readout directions of the shift register.
The readout of the HAWAII array in CANICA is car-
ried out by correlated double sampling clocking method,
or reset-read-read mode. With this readout method, the
clock signals are applied such that the array is reset,
read, allowed to integrate, and re-read with the differ-
ence between the first and second reads recorded and
named as a correlated double sampled (CDS) image. In
the CANICA readout structure, the first read is known
as the BIAS image and the second read is known as the
RAW image, with the CDS image being the difference of
RAW and BIAS. The DC bias voltages control the bias
level and are operated between 3.3− 3.8V. The opera-
tional readout time for a CDS image with CANICA is
1 s, with an additional time of 7 s for image delivery and
storage. The BIAS and CDS images are stored for all
observations. The detector characteristics and various
camera parameters are summarized in the Table 1.
2.1. Conversion gain
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Figure 2. The left panel shows data points representing the photon transfer curve for box region of 32 × 32 pixels in quadrant
QI. The values of variance and signal are obtained from a series of dome illuminated flats at different exposure time, stepped in
increasing order. The data points are fitted with a first-order polynomial up to the saturation level. The reciprocal of the slope
of the fit represents the gain value. The right panel shows histogram distribution of gain measurements obtained for multiple
box regions across the entire detector array. A Gaussian is fitted to the distribution and its peak represents the mean gain value
of CANICA.
In a camera system, the conversion of detected pho-
toelectrons to digital units is linearly related and is pro-
duced by capacitor (V/e−), output amplifier (V/V), and
ADC (ADUs/V) (Janesick 2001). Hence, the total con-
version gain of the camera is a combination of the above
systems and is expressed in e−/ADU. The photon trans-
fer technique is widely used to measure number of de-
tector parameters in absolute terms. Gain measurement
can be performed using the photon transfer curve by ob-
taining the slope of a variance-signal plot.
In theory, the equation for variance-signal plot can be
written as (McLean 2008, see Section 9.1):
N2c =
1
g
(Sc) +R
2
c (1)
where Sc, Nc, and Rc are signal, noise, and readout
noise, respectively, in counts (ADUs). g is the conver-
sion gain.
This represents equation of a straight line with a slope
of 1/g. Equation 1 can be used as a good proxy to obtain
the conversion gain when the pixel-to-pixel variations
are corrected by flat fielding.
Gain measurement of CANICA was carried out us-
ing dome illuminated flats taken in H-band. Multiple
sets of 10 dome flats were obtained for exposure times
ranging from 1 s to 60 s in increments of 1 s. The 10
flats for each exposure were averaged to obtain the mean
flat image with a high signal-to-noise ratio (S/N). The
mean flats were first dark subtracted and corrected for
pixel-to-pixel variations by dividing with a normalized
flat. Next, for each mean flat, the value of signal (mean
counts) and its standard deviation were measured for
a small box region of 32 × 32 pixels. The variance
was obtained as the square of standard deviation and
was corrected for noise increase due to flat-fielding er-
rors (see Appendix A). The measured values from all
the mean flat images were examined to produce the plot
of variance against signal. The plot of variance against
signal showed a strong rollover after certain linear in-
crease. This value is the saturation level of the detector
and was determined to be 17, 200ADUs. A first-order
polynomial was fit to the plot up to the saturation level
to obtain the slope. The gain value was then measured
as the reciprocal of the slope of the fit.
The left panel in Figure 2 shows the gain measurement
plot with variance against signal for one particular box
region of 32 × 32 pixels. Such gain measurements were
repeated throughout the field using the same box size
covering all the pixels in the detector array. A total of
1024 gain measurements were obtained for all the pix-
els covered by placing the boxes at different positions.
The values were examined by histogram distribution, to
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Figure 3. The left panel shows log plot of measured dark count value against exposure time for a single pixel. Also shown is
the plot of readout noise measured from the BIAS images associated to each dark image. The mean readout noise is obtained
to be 5.3ADUs or 30 e−/pixel. The center panel shows the section of dark count value, to which a first-order polynomial is
fitted for estimating the dark current. The last panel shows the histogram analysis for dark current values of all the pixels in
the detector. The mean time-dependent dark current is obtained to be 0.2ADUs/sec or 1.2 e−/sec.
which a Gaussian was fitted to obtain the mean gain
value of CANICA. The peak of the Gaussian fit and
the histogram maximum gave the mean gain value as
5.8 e−/ADU ± 0.8. The right panel in Figure 2 shows
the histogram distribution with the Gaussian fit1. The
large dispersion in the gain measurements were due to
the inclusion of regions which contained effects from vi-
gnetting, bad pixels, and other cosmetic effects.
2.2. Dark current
The dark current arising in the detector is mainly due
to thermal charge generation-recombination and charge
diffusion in the semiconductor layers (McLean 2008, see
§ 8.2). The dark current is temperature dependent and
decays rapidly when cooled to very low temperatures.
The detector lab values estimated the dark current to
be < 0.1 e−/sec for an operating temperature of 78K.
CANICA uses a liquid nitrogen cooling system that
maintains the entire cryostat around 77K.
To estimate the dark current in CANICA, we used
images obtained by exposing the camera to a non-
illuminated condition by choosing a dark slide in the
filter position. Multiple sets of 10 dark images were ob-
tained for exposure times ranging from 1 s to 50 s in 1 s
intervals. The RAW and the BIAS images of the darks
were saved along with the CDS images. The 10 CDS
dark images for a single exposure were averaged to ob-
1 In each plot of Gaussian fit, # indicates the total number of
measurements in the distribution, µ indicates the peak value of
the Gaussian fit, and σ indicates the standard deviation of the
Gaussian fit.
tain the mean dark image. This was repeated for all
exposure times to obtain multiple mean dark images.
The dark count value for each pixel in the mean
dark image were analyzed with respect to their expo-
sure times. The left panel in Figure 3 shows a plot of
dark count against exposure time for a single pixel. The
dark count is seen to increase rapidly up to 70ADUs in
∼ 15 s, after which it increases linearly at a slow rate.
This latter slow increase is expected to be due to dark
current. However, the reason for the rapid increase dur-
ing first 15 s is not fully understood, and is believed to
be due to reset anomaly.
To obtain the time-dependent dark current, the dark
count value for exposure times ranging from 20 s to 50 s
was fitted by a first-order polynomial. The slope of the
fit represented the dark current value for that particular
pixel. This was repeated for all the 1024 × 1024 pix-
els obtaining large sample of dark current values. The
dark current values were then examined by a histogram
and a Gaussian was fit to the distribution. The peak of
the Gaussian fit gave the mean dark current value. The
center panel in Figure 3 shows the dark count value for
a single pixel with the first-order fit. The last panel in
Figure 3 shows the histogram distribution of dark cur-
rent values for all the pixels in the detector. The mean
time-dependent dark current value from the histogram
is obtained as 0.2ADUs/sec or 1.2 e−/sec. The low lev-
els of dark current do not affect the image quality, but
images with exposure time more than 30 s should be
carefully reduced as the dark current will add up to be
more than the readout noise (see Section 2.3). Extrap-
olating the dark current value and using it for different
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exposures is not recommended. Observers need to ob-
tain the darks corresponding to their object exposures
each night for accurate image reduction.
2.3. Readout noise
Readout noise is the total amount of noise generated
by the camera electronics (capacitors, amplifiers, ADC,
etc.) when the detected charge in e− is transferred and
measured as digital units (ADUs) (Janesick 2001). The
readout noise determines the ultimate performance of
the camera electronics and cannot be completely elim-
inated, but can be minimized. Low readout noise have
been achieved in infrared arrays using different readout
techniques such as Fowler sampling (Fowler & Gatley
1990). With operating temperature of 77K and using
the CDS readout technique, we expected CANICA read-
out noise to be close to the lab value of 10 e−/pixel.
The readout noise in an image can be obtained as the
standard deviation of all the pixel values when other
noise contributions are removed. The measurement of
readout noise for CANICA was carried out using the
BIAS images obtained from the dark exposures (see Sec-
tion 2.2), by a series of steps as follows:
1) The 10 BIAS images obtained at each exposure
time were averaged to obtain the mean BIAS image (the
BIAS images do not depend on exposure time since they
are the first “readout” image after the reset signal. We
are using all the BIAS images for a statistical analysis).
2) The mean BIAS image was used to compute the
difference with each of the 10 individual BIAS images
in the set. This produced 10 differenced images for a
particular exposure time (differencing two BIAS images
removes the Reset or “kTC” noise (Janesick 2001, see
§ 6.3) and leaves only readout noise contribution).
3) The differenced images were divided by
√
1.1 (see
Appendix B) to account for noise increase during sub-
traction.
4) Next, each differenced image was examined by a
histogram with a Gaussian fit. The standard deviation
of all the pixels from the Gaussian fit was taken as the
readout noise. This produced 10 readout noise values.
5) The 10 readout noise in each set were median fil-
tered to obtain the final readout noise value for a par-
ticular exposure time.
6) Steps 1 to 5 were repeated for all the sets of BIAS
images to give a series of final readout noise values at
different exposure times.
The left panel in Figure 3 shows the final readout
noise against different exposure times. The final readout
noise were average combined to obtain the mean read-
out noise of CANICA, which was estimated as 5.3ADUs
or 30 e−/pixel. The HAWAII array in CANICA is made
up of four quadrants with different readout electronics
for each quadrant. Analyzing readout noise by indi-
vidual quadrants, we see that quadrants QII, QIII and
QIV have values similar to the mean readout noise of
30 e−/pixel. Whereas the quadrant QI shows a higher
readout noise of 65 e−/pixel.
2.4. Linearity corrections
The pixels in the HAWAII detector array have an in-
herent non-linear response to light due to changes in
detector capacitance which are caused by the change
in bias voltage at different levels of pixel integration
(Janesick 2001). Hence, the measured counts of a bright
source can be significantly less than the true counts and
this affects photometric quality of the data. Accurate
methods for non-linearity correction have been advo-
cated by Vacca et al. (2004) and Clemens et al. (2007)
for NIR arrays. Based on these studies, we developed a
simple technique that is faster and useful to correct the
non-linearity to better than 1% levels for a CDS image.
The CDS image is formed by the difference of RAW
and BIAS images. Clemens et al. (2007) emphasized
that some pixels in the BIAS image can already be into
the non-linear portion of their response when there is a
bright source. However, based on our analysis of var-
ious bright sources within the saturation limit of the
detector, we see that the illumination caused by bright
sources in the BIAS image is less than 10% of the full-
well-depth. This value is very low and would fall within
1% of the non-linear regime. Hence, in our linearity
correction method we use only the CDS images for cor-
rection (i.e. we ignore non-linear effects in the BIAS im-
ages). The left panel in Figure 4 shows the non-linear re-
sponse of CANICA. It is seen that the detector has 10%
non-linearity near the full-well-depth. This decreases to
5% for half the well depth and 1% for one-tenth of the
well-depth.
The linearity correction method involves characteriz-
ing the illumination response of each pixel in the image.
This is carried out by collecting various number of dome
flat images at different exposure levels for a fixed illu-
mination and is described as follows:
1) We obtained multiple sets of 10 dome flats in H-
band for exposure times ranging from 1 s to 60 s in in-
crements of 1 s.
2) The 10 flats at each exposure time were averaged.
This produced 60 mean flat images corresponding to
each exposure time. The mean flat images were ex-
amined per pixel with a plot of their observed counts
against exposure time. After a certain time, the count
level reaches a saturation value after which linearity cor-
rection cannot be applied (see Figure 4).
Characterization of CANICA 7
Figure 4. The left panel shows the non-linear behavior of the detector obtained from the observed counts in raw CDS images.
The detector is 5% non-linear for 50% of the full-well-depth. The right panel shows linearity corrected response for a single
pixel in a CDS image. The uncorrected count values are shown with the star symbol, the linearity corrected count values with
the diamond symbol and the linear model is represented by a dashed line.
3) For the plot of observed counts against exposure
time for each pixel, a fourth-order polynomial was fitted
up to 90% of the saturation value to obtain the non-
linear behavior of the pixel. The fourth-order polyno-
mial can be expressed as
Ct = c0 + c1Te + c2T
2
e + c3T
3
e + c4T
4
e (2)
where Te is the exposure time, Ct is the observed counts
and c0, c1, c2.. are the coefficients of the fit.
4) The first two coefficients of the fourth-order fit
gives the best representation of the linear response of
the pixel. With this we constructed the linear model of
the pixel as
linearmodel = c0 + c1Te (3)
5) Next, for the plot of linear model against observed
counts another fourth-order polynomial was fitted:
linearmodel = c
′
0 + c
′
1Ct+ c
′
2Ct
2 + c′3Ct
3 + c′4Ct
4 (4)
The new coefficients of this fit gives the correction terms
needed for linearity correction. The coefficients for all
the pixels in the detector were then saved into an image
array and named as ic′0, ic
′
1, ic
′
2, ic
′
3 and ic
′
4. The satu-
rated pixels and bad pixels are ignored and not taken
into account during the correction.
6) Correction for non-linearity was then applied by
using the new coefficients to a CDS image as follows:
CDScorr = ic
′
0+ic
′
1CDS+ic
′
2CDS
2+ic′3CDS
3+ic′4CDS
4
(5)
The linearity correction results for multiple CDS im-
ages obtained from various dome flats at different expo-
sure times are shown in right panel of Figure 4. The
corrected and uncorrected data for one particular pixel
are plotted against the exposure time. The linearity
corrected data are shown with the diamond symbol and
uncorrected data are shown with the star symbol, with
the linear model represented by a dashed line.
2.5. Crosstalk
The HAWAII array displays some anomalous behav-
ior for images with high count levels. One commonly
seen problem is electrical crosstalk. The effect is that
spurious negative ghost images of a bright source ap-
pear in different readout channels (Janesick 2001, see
§ 7.2). The problem arises when different output am-
plifiers are read in parallel while drawing power from
a common supply line. The signal from one channel
couples into other channels due to voltage leakage caus-
ing change in the drain resistance of the amplifier. The
crosstalk effect in CANICA is observed in the four quad-
rants of a CDS image as dark patches and are dubbed
“holes”. The holes have a bleeding effect during read-
out, hence there is a trail left along the read direction.
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Finger et al. (2008) showed that the effect of crosstalk
diminishes with slower clock speed. For CANICA, we
evaluated the effect of crosstalk at different full-well-
depths in multiple images. It was found that the amount
of negative signal in different quadrants is around 0.8%
of the bright source. We incorporated a custom program
in the reduction pipeline for correcting crosstalk effects.
The program is able to remove the holes by adding to
the pixels corresponding to other quadrants with 0.8%
of the peak value of the source. This considerably im-
proves the image quality and the effects are corrected
below 1% levels.
3. OBSERVING SCHEME AND IMAGE
REDUCTION
CANICA observations include various effects that de-
pend on time caused by both local and global effects,
introduced by the atmosphere and by the instrument.
At NIR wavelengths there is strong sky contribution
from telluric lines and thermal emission. Instrumental
effects include variations of thermal emission from the
local structures due to variation in the ambient temper-
ature. The former variation is expected to be uniform
over the FOV, whereas the latter could be pixel depen-
dent. The combined effect of both of these variations
can be determined by obtaining “sky” image for each
set of observation.
The key aspect of an observing scheme is to create a
telescope dither sequence that facilitate preparing a sky
image, which can be subtracted during reduction pro-
cess. The CANICA scheme uses a dither methodology
to obtain multiple images for a given observing field.
Typically, 15 images are obtained for a source, to result
in a combined high S/N image. The observing scheme
is separated into two types depending on the size of the
source:
1) For extended sources, the sequence of observation
consists of images with dithering pattern of alternating
source and off-field images. The off-field image is ob-
tained by dithering outside the source field in different
cardinal directions (typically in north-south direction).
2) For point sources, the sequence of observation con-
sists of images obtained with dithering distributed in a
non-repetitive random pattern within a diameter of 20
to 30 arcseconds around the targeted offset.
Typical exposure times range from 1 s to 120 s for
bright to faint sources in the H-band. The software
control in the host computer coordinates the observa-
tion sequence and the user passes a Java script with
instructions for image acquisition and dithering to the
telescope control system.
Image reduction for CANICA is carried out using
standard NIR reduction technique, which involves dark
subtraction, flat fielding, and sky removal as per the
equation below:
Image =
CDScorr −Dark
nFlat
− Sky (6)
Before the image reduction process, the CDS images
in each observation are linearity corrected to obtain
CDScorr. The first step in the image reduction is dark
count removal. To obtain a good estimate of the dark
count, a sequence of 10 darks are obtained for the same
object exposure at the end of the night. These are then
averaged to get the mean dark image which is used for
dark subtraction. Next, flat fielding is carried out by
dividing with the normalized flat, to correct the pixel-
to-pixel variations and illumination profile. The flats are
obtained from dome flat screen with lights ON and OFF
technique, which are differenced. The differenced flat is
normalized by using the mean value of a large sample
of pixels spread across the central 2 × 2 arcmin2. After
flat fielding, the sky image is estimated by stacking and
taking the median of the dithered images. The resulting
sky image is then used for subtracting the sky contri-
butions from the flat-fielded image. The sky subtracted
images at different dither positions are then aligned and
averaged to obtain the final image for a given observing
field. A custom pipeline2 incorporating this reduction
scheme is developed locally under the IRAF3 environ-
ment.
3.1. Photometry and calibration
Photometric calibration for CANICA images is per-
formed robustly in each of the J , H , and K4 broad-
bands to extract accurate astrometry and magnitudes
of the sources. The 2MASS (Skrutskie et al. 2006) data
set available publicly is used for calibration purposes.
The final reduced images are first astrometrically cor-
rected before performing photometry. Astrometry val-
ues available in the CANICA image headers have source
2 The reduction pipeline along with several other scripts, de-
veloped by one of us (Y.D.M.) is downloadable as a package at
http://www.inaoep.mx/~ydm/inaoe_iraf.html
3 Image Reduction and Analysis Facility (IRAF) is distributed
by the National Optical Astronomy Observatory, which is oper-
ated by the Association of Universities for Research in Astronomy
(AURA) under a cooperative agreement with the National Science
Foundation: http://iraf.noao.edu/
4 The CANICA broadband filter K
′
is calibrated with the
2MASS filter Ks. Hence, all values are specified according to
the 2MASS Ks wavelength. Figures, tables, and results are repre-
sented as “K” filter instead of K
′
or Ks to avoid confusion, unless
specified.
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position offset by a few arcseconds to a few arcminutes
when compared with their true coordinates. The images
were also found to have rotation offsets of a few degrees
and to possess slight geometric distortions. Hence, the
astrometry correction involved careful analysis using a
customized program. The first step in the analysis in-
volves coarse corrections by copying the 2MASS coor-
dinates of a reference star into the image header. The
second step involves obtaining solutions to rectify the
image rotation and geometric distortions. This is per-
formed with the help of tasks in IRAF imcoords package.
A minimum of six sources within the field are chosen ob-
taining their centroids and 2MASS coordinates. Next,
the centroids and coordinates are matched to compute
the final plate solutions. The header information in
each image is then transformed appropriately to yield
images corrected for astrometry in the equatorial coor-
dinate system.
Figure 5. Plot of zeropoint measurements against magni-
tude for a single observing field in H-band. The individ-
ual stellar zeropoints (ZPstar), obtained as the difference of
2MASS and instrumental magnitude are represented by box
symbols. The horizontal line in the plot represents the zero-
point of the field (ZPfield). The data points excluded in the
measurements are shown by cross symbols.
Once images are astrometrically corrected, aperture
photometry is performed in IRAF using the digiphot
package on all the point sources to obtain flux, magni-
tudes, and their errors. An aperture radius of 10 pixels
(2*FWHM, see 4.1) is considered best for photometry
based on magnitude growth analysis (Howell 1989) with
respect to different aperture radius. The photometric
annulus is chosen to be around 25 pixels with the dan-
nulus of 10 pixels. After photometric analysis, the values
of source centroids with their corresponding magnitudes
are saved in a file. The instrumental magnitude obtained
during photometry is calculated as
Maginst = −2.5log(counts/sec) (7)
The individual stellar zeropoint (ZPstar) in the observed
field is determined by comparing the instrumental mag-
nitudes to their equivalent 2MASS magnitudes as
ZPstar = Mag2MASS −Maginst (8)
The zeropoint for the observed field (ZPfield) is then ob-
tained by averaging all the stellar zeropoints of “good
stars,” by visually eliminating outliers. The process is
summarized in Figure 5, where the horizontal line shows
the zeropoint for the field and the eliminated stars are
shown by cross symbols.
4. CANICA PERFORMANCE
CANICA was designed as an imaging camera with a
single operating mode. The only change during observa-
tions is to the filter configuration. Hence, all of the opti-
cal setup with the detector array was fixed. This helped
to evaluate the camera performance using data from
multiple observations at different nights. We used data
that were obtained after re-aluminization of the tele-
scope mirror during 2016 September, totaling 13 nights
of observations. In the following sections, we present
various imaging performance parameters of CANICA.
4.1. Seeing and Point Spread Function
The typical atmospheric seeing at the observatory lo-
cation5 is ∼ 0.′′9. The seeing value changes between
each of the primary broadbands, as λ−0.2 (Fried 1966).
The response of an imaging system to a point source is
described by the PSF and is measured as the full width
at half maximum (FWHM). The major contribution to
the PSF in a ground-based observation is atmospheric
seeing. However, instrumental effects can contribute to
additional changes in the PSF. The PSF for a linear
imaging system should be constant and not depend on
the magnitude of the source (as long as it is not satu-
rated). Hence, if the FWHM measurements varied both
in time and across the FOV, then this behavior is be-
lieved to be due to two main reasons:
1) Changes in the atmospheric seeing at different time
of observations.
2) Result of aberrations in the image quality across
the detector’s FOV.
Considering the above statements and for a given con-
stant seeing condition, one can measure the variations
in PSF values due to aberrations in the camera.
5 http://astro.inaoep.mx/observatorios/cananea/elobservatorio/condiciones.php
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Figure 6. Plot of corrected FWHM measurements against
magnitude in J , H , and K broadbands. The FWHM values
are filtered for sources located within the detector’s central
FOV of 4×4 arcmin2. The dashed line in each plot represents
the median FWHM value.
To obtain PSF of CANICA, we analyzed 43 obser-
vations, spanning 13 nights, taken in all the primary
broadbands. The data set consisted of images of pho-
tometric standards, open clusters, and regions from the
nearby galactic zone. The point source selection was
carried out using IRAF daofind task, with a detection
threshold of 5σ. In total, 3142 sources were obtained
from all the observations having 2MASS matches. The
PSF for each source was fitted with a Gaussian profile
and its FWHM was measured. As the seeing changed
across different nights, the FWHM for each observing
field were normalized and scaled to provide corrected
constant seeing. Normalization and scaling is performed
as follows:
1) For a single observing field, the minimum value of
all the FWHM measurements for magnitudes brighter
than 13mag across the central FOV of 4 × 4 arcmin2
was obtained (This minimum value represented the true
PSF for a given observing field, as bright sources falling
on the central FOV would have least effect due to aber-
rations).
Figure 7. Variations in PSF (corrected FWHM, see Sec-
tion 4.1) across the detector’s full FOV (5.5× 5.5 arcmin2 or
1024 × 1024 pixels) in J , H , and K broadbands. The con-
tours start at 1.45, 1.43, 1.50 for J , H , K and are stepped
in increasing order of 5% values up to 15 contour levels. The
central 4 × 4 arcmin2 region is shown by a black box in H-
band panel.
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2) The minimum FWHM value was then used to nor-
malize (division) the FWHM values for all the sources
in a given observing field.
3) Steps 1 and 2 were repeated for all observing fields
at different nights to obtain a large sample of normal-
ized FWHM values.
4) All the normalized FWHM values were then scaled
to the mean FWHM value (obtained by taking aver-
age of values from Step 1 for all nights) by multiply-
ing with constants of 1.′′33, 1.′′30, and 1.′′37 for J ,
H , and K broadbands. These values now formed the
corrected FWHM measurements for the 3142 sources
spread across different locations on the detector.
The corrected FWHM measurements were compared
with the source magnitudes obtained from 2MASS data.
Only sources within the central FOV of 4 × 4 arcmin2
were chosen. Figure 6 shows the plot of FWHM values
against magnitude for all the primary broadbands. The
dashed line in the figure represents median corrected
FWHM value. The median FWHM value is obtained
to be ∼ 1.5 ′′ or 5 pixels in all the filters. It is seen
that there is increasing scatter in FWHM variations for
fainter sources. The asymmetric scatter at fainter mag-
nitude could be due to increasing contamination of back-
ground extended sources (such as galaxies) in our sam-
ple.
To obtain the PSF variations across the FOV, the cor-
rected FWHM values were examined by their position
in the detector. Only sources brighter than 14mag were
chosen for reliability. Figure 7 displays the contour map
of corrected FWHM values for all the primary broad-
bands. The different color and contour levels depict the
variation in FWHM values across the full FOV. It is
seen that there is a radial gradient of increasing FWHM
values from the center toward the edges, observed in all
the three filters. The level of FWHM changes are around
10% (or 0.1 arcsec) within the central 4 × 4 arcmin2 re-
gion. The variations in FWHM values can be attributed
as a result of coma and vignetting from the camera op-
tics. The effect of coma at the edges of the detector
is larger than the PSF variations and is not completely
seen in Figure 7. Analysis of two-dimensional PSF pro-
files of sample stars near the edges give a FWHM differ-
ence in X and Y direction of around 0.5 arcsec, whereas
stars near the central FOV have a difference less than
0.2 arcsec. Thus, the central 4 × 4 arcmin2 is the best
in terms of imaging quality and is recommended as the
FOV to use for observations.
Another aspect observed in the corrected FWHM map
is the location of the minimum contour level. The min-
ima signifies the position of the optical axis on the FOV.
The minimum FWHM values tend to be distributed near
Figure 8. Plot of nightly zeropoint (ZPnight) values against
different observing nights in J , H , and K broadbands. The
ZPnight values are obtained from the average of ZPfield val-
ues in each night. The straight lines corresponding to each
filter represents the average zeropoint value of CANICA
(ZPCANICA).
the central FOV but are more biased toward the first
quadrant of the detector. This indicates that the optical
axis is slightly off-centered on the detector’s FOV. Over-
all, we find that the PSF of CANICA changes across the
full FOV by ∼ 20%, with ∼ 10% changes in the central
4× 4 arcmin2 FOV.
4.2. Zeropoint variations
We carried out photometric analysis of point source
fields to obtain zeropoint values for 43 observations,
spanning 13 nights, in all the primary broadbands (the
observations belonged to the same data set used for
studying PSF variations in Section 4.1, which totaled
3142 2MASS matched sources). For each observing field,
its ZPfield was obtained as described in Section 3.1, using
ZPstar values for sources brighter than 13mag across the
central 4 × 4 arcmin2 region. The ZPfield for each night
were averaged to obtain the zeropoint value for that
night (ZPnight). This was repeated for all nights to ob-
tain zeropoint variations over time. Figure 8 displays ze-
ropoint values for 13 nights of observations in all the pri-
mary broadbands. The RMS over each ZPnight is around
0.05mag. Night-to-night variations of the zeropoints
was found to be within 0.1mag, except for the last two
nights. Average combining all the ZPnight values gave
us the average zeropoint of CANICA (ZPCANICA) in the
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Figure 9. The three left panels and the three right panels show plots of corrected stellar zeropoint (ZP′star) values against
color and magnitude in J , H , and K broadbands. In the left panels, the ZP′star values are fitted with a first-order polynomial.
The slope of the fit is negligible in all the three bands indicating the filters are standardized in their respective bandwidths and
central wavelengths. The right panels show ZP′star dispersions with magnitude. The dashed line represents the average zeropoint
value of CANICA (ZPCANICA).
three broadbands as J = 20.52±0.05,H = 20.63±0.06,
and K = 20.23± 0.08.
To study variations in zeropoint values across the de-
tector’s FOV, we combined all the 3142 individual zero-
point (ZPstar) values of multiple observations in all the
primary broadbands. Because the zeropoints changed
for each observing field, they had to be corrected before
combining all the measurements. The correction was
carried out using the following equation:
ZP′star = (ZPstar − ZPfield) + ZPCANICA (9)
where ZP′star represents individual stellar zeropoint cor-
rected for field-to-field and night-to-night variations.
Comparative study of ZP′star with respect to their
color and magnitude was carried out in all the primary
broadbands. Only sources within the central FOV of
4 × 4 arcmin2 were chosen in this study. The left pan-
els in Figure 9 show the plot of ZP′star values against
color (J − K). A linear fit to the ZP′star vs J − K
helps us to evaluate a possible color coefficient of the
zeropoint. The values of slope calculated in J , H , and
K are 0.006, 0.01, and 0.0006. These values are rela-
tively small indicating the CANICA filters are matched
well to the 2MASS filters in their respective bandwidths
and central wavelengths. The right panels in Figure 9
show the plot of ZP′star values against 2MASS magni-
tude. The zeropoints for sources brighter than 13mag
have dispersions less than 0.05mag. For fainter sources,
the dispersion in zeropoint increases reaching values of
∼ 0.2mag in J , H , and K bands.
The variation in zeropoint values across the detec-
tor’s FOV were obtained by examining the source posi-
tions with respect to their ZP′star values. Only sources
brighter than 14mag were chosen in this study. Fig-
ure 10 displays the contour map of ZP′star values for
all the primary broadbands. The changes in zeropoint
values are consistent, with variations less than 0.1mag
across the central FOV of 4 × 4 arcmin2. At the edges
of the detector there is a strong roll off in the zeropoint
values. The zeropoints variations at the edges are due
to flux loss for coma dominated sources, since a fixed
photometric aperture is used (which is based on mean
PSF). Unlike the variations in FWHM values, there is
no radial change in zeropoint profiles from the center,
indicating that there is no effect due to aberrations or
PSF changes. Hence, the zeropoint values have no large
dependency based on the source positions. The second
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Figure 10. Variations in zeropoint values across the detec-
tor’s full FOV (5.5×5.5 arcmin2 or 1024 × 1024 pixels) in J ,
H , and K broadbands. The contours start at 20.03, 20.10,
19.65 for J , H , K and are stepped in increasing order of 4%
values up to 15 contour levels. The central 4 × 4 arcmin2
region is shown by black box in H-band panel.
quadrant QII is seen to have slightly lower zeropoint of
around 0.05mag when compared with other quadrants.
This may indicate the quantum efficiency of quadrant
QII is lower than the other quadrants. In Section 2.3,
it was estimated that quadrant QI has higher readout
noise. The zeropoint values in QI are consistent show-
ing photometry is not affected by readout noise. We also
noted that the optical axis on the detector is slightly off-
center, but it is seen that the zeropoints are constant
near the central FOV. Overall, we find that the zero-
points have very low variations throughout the central
FOV of 4× 4 arcmin2. This allows accurate photometry
with CANICA.
4.3. Throughput
Throughput gives the transmittance of photons
through the earth’s atmosphere, telescope, and the
camera system. Throughput can be estimated by com-
bining the transmission efficiencies of each of the sys-
tems involved. A better way to obtain throughput is
from observations. This involves measuring the ratio of
the incident number of photons per second outside the
earth’s atmosphere to the detected number of photons
per second by the camera, for a standard star on a given
telescope aperture at a particular wavelength.
To obtain CANICA’s throughput, we performed both
the theoretical and observational analyses. The theoret-
ical estimation includes the values of atmospheric trans-
mission, the reflectivity of the primary and secondary
mirrors of the telescope, the transmission of the cam-
era window, the transmission of the camera optics, filter
transmission and the detector quantum efficiency. These
values were derived from lab manuals and the literature
and are summarized in Table 2. The total throughput
is then calculated by multiplying all the individual sys-
tem transmissions. We find the theoretical estimates of
total throughput in all the primary broadbands to be J
= 15.0%, H = 16.1%, and K = 19.8%.
Measuring throughput values from observations is
based on assessing the signal collected by a telescope
at a particular wavelength for a source of given appar-
ent magnitude, transmitted by an optical system onto a
detector. This requires values of conversion gain (g),
zeropoint magnitude (mzp), filter central wavelength
(λc), filter bandwidth (∆λ), and absolute flux of a zero-
magnitude star Fλ(0).
For a signal collected by a telescope at a rate of
1ADU/s, the equation for zeropoint magnitude can be
written as (McLean 2008, see Section 9.9):
mzp = 2.5log(
τηλc∆λAtelFλ(0)
hcg
) (10)
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Table 2. CANICA throughput.
Item J-band H-band K-band
Central wavelength λc (µm) 1.246 1.633 2.119
Bandwidth ∆λ (µm) 0.163 0.296 0.351
Absolute flux Fλ(0) (Wcm
−2 µm−1) 2.94 × 10−13 1.14 × 10−13 3.89 × 10−14
Atmospheric transmission (%) 90 93 91
Telescope reflectivity (%) 81 83 85
Filter transmission (%) 84 81 88
Camera optics transmission (%) 43 46 47
Detector QE (%) 57 56 62
Total transmission (estimated) (%) 26.3 28.7 31.9
Total transmission (measured) (%) 16.63 20.1 23.9
Total throughput (estimated) (%) 15.0 16.1 19.8
Total throughput (measured) (%) 9.48 11.26 14.84
where τ is the transmission of all systems, η is the
detector quantum efficiency, Atel is the area of telescope
mirror (here Atel = 32300 cm
2, for effective primary
mirror diameter of 2.05m with a central hole of 30 cm
diameter), h is Planck’s constant, and c is the speed of
light.
The above equation can be rewritten as
2.5log(τη) = mzp − 2.5log(λc∆λAtelFλ(0)
hcg
) (11)
From this equation, we can calculate the parameter
τη, which gives the total throughput of the system.
The parameters in the right-hand side of the equation
are the known values from previous measurements and
the literature. The values of absolute flux of a zero-
magnitude star Fλ(0) were obtained from Hewett et al.
(2006) and is given in Table 2. Substituting the val-
ues for each parameter, we obtain the total through-
put in all the primary broadbands as J = 9.48%, H =
11.26%, and K = 14.84%. When the detector quan-
tum efficiency is excluded, we get the transmission of
all systems as J = 16.63%, H = 20.1%, and K =
23.9%. The measured throughput appears lower than
the theoretical estimates, mostly due to the difficulty
in obtaining accurate atmospheric transmission at the
site when there is loss from scattering due to dust and
aerosols (Carrasco et al. 1998; Ort´ız et al. 2002). Over-
all, the measured values are consistent and indicate the
efficiency of the the instrument.
4.4. Limiting magnitude
CANICA with the OAGH telescope is able to detect
sources few magnitudes deeper than in the 2MASS data.
Analyzing images of various standard star fields over
many observing runs, we obtained the average back-
ground sky counts for a CDS image to be around J =
20, H = 60, and K = 300 ADUs per second per pixel.
This translated into sky magnitude of J = 14.7, H =
13.6, andK = 11.5 mag per second per arcsec2. The sky
magnitudes set the limit of the maximum exposure for
a single image before it saturates. The values of max-
imum exposure time in each filter are J = 900 s, H =
300 s, and K = 60 s.
The photometric magnitude for a background-limited
condition can be estimated from the equation as de-
scribed in McLean (2008, see § 9.9):
Maglim = mzp − 2.5alog(S/N
g
√
NpixB
Tint
) (12)
where
mzp - is the zeropoint magnitude,
S/N - is the signal-to-noise ratio,
g - is the conversion gain in e−/ADU ,
Npix - is the number of pixel covered by a point source
= pi(seeing/plate-scale),
Tint - is the total on-source integration time, and
B - is the background sky level in e−/s/pixel.
From the measurements of zeropoint magnitudes and
background values, it is estimated that with an atmo-
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Table 3. CANICA photometric performance.
Broadband Limiting Magnitude Zeropoint Sky Counts Sky Magnitude Sky Saturation
Filters (for S/N = 10 at 900 s) Mag (ADUs/sec/pixel) (mag/sec/arcsec2) Exposure Time
Estimated Measured
J 18.5 18.0 20.52 20 14.7 900 s
H 17.6 17.5 20.63 60 13.6 300 s
K 16.0 16.4 20.23 300 11.5 60 s
Figure 11. Plot of estimated limiting magnitude values as
a function of S/N and integration time. The top panel shows
limiting magnitude varying for different values of S/N at a
fixed integration time of 900 s. The dashed line represents a
S/N of 10. Similarly, the bottom panel shows limiting mag-
nitude varying for different values of integration time at a
S/N of 10, with a dashed line representing integration time
of 900 s.
spheric seeing of 1.′′0, CANICA is able to achieve a S/N
of 10 for magnitudes J = 18.5, H = 17.5, and K =
16.0 with an integration time of 900 s. These values are
bettered to J = 20.2,H = 19.3 andK = 17.6 for an inte-
gration time of 1 hour. The plots for limiting magnitude
as a function of S/N and integration time are shown in
Figure 11.
To verify the estimated limiting magnitudes, we ob-
served the standard field AS40 (Hunt et al. 1998) in all
the primary broadbands. The exposure times and num-
ber of dither images were chosen to reach a total inte-
gration time of 900 s. The exposure time values in J ,
H , and K corresponded to 60 s, 60 s, and 36 s with num-
ber of dithered images as 15, 15, and 25, respectively.
Image reduction was carried out as described in Sec-
tion 3. The reduced images were astrometry corrected
and photometry was performed on all the point sources
fixing an aperture radius of 10 pixels. The instrumen-
tal magnitudes were corrected using 2MASS magnitudes
(as described in Section 3.1) to obtain the zeropoint cor-
rected magnitudes. Next, for each source in the field, its
flux and flux error were obtained using aper routine in
IDL. The S/N was then calculated as the ratio of flux
and flux error values. Figure 12 shows the plot of S/N
against magnitude for all the sources. It is seen that for
a S/N of 10, CANICA is able to reach magnitudes of J
= 18.0, H = 17.5, and K = 16.4. The observed mag-
nitudes have differences less than 0.5mag when com-
pared with the estimated magnitudes. The relatively
small differences may be due to changes in seeing, back-
ground sky variations, and photometric errors. Overall,
the estimated limiting magnitudes are consistent and
demonstrate the photometric capabilities of CANICA.
The combined photometric performance of various pa-
rameters in all the three broadband filters are summa-
rized in Table 3.
5. SUMMARY
We have presented characterization and performance
evaluation of the Cananea Near-infrared camera at the
2.1m OAGH telescope. We obtained the key detector
parameters of conversion gain, dark current, readout
noise, and linearity. Gain measurement of the detector
was performed using the photon transfer curve by esti-
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Figure 12. Plot of S/N against magnitude for sources in AS40 field obtained in all the primary broadbands. The total
integration time was fixed to 900 s in all the broadbands. The exposure time used in J , H , and K corresponded to 60 s, 60 s,
and 36 s with number of dithered images as 15, 15, and 25, respectively. The dashed line in each plot shows the S/N of 10. The
magnitudes measured for this condition are J = 18.0, H = 17.5, and K = 16.4.
mating the reciprocal of the slope of a variance-signal
plot, which returned a value of 5.8 e−/ADU. The dark
current values were obtained from a series of darks taken
at different exposure times. The time-dependent dark
current is estimated to be 1.2 e−/sec. Readout noise
was obtained using a large sample of BIAS images asso-
ciated to the dark exposures. The average readout noise
for CDS technique was measured to be 30 e−/pixel. The
HAWAII detector array showed non-linearity up to 10%
close to the full-well-depth. We developed a simple and
fast technique to perform linearity correction, which re-
duced the non-linearity to under 1% levels for CDS im-
ages.
The CANICA observing scheme uses a dithering
methodology to acquire 15 images in a single sequence.
The dithered images are reduced and analyzed by a
customized pipeline developed in IRAF. The main re-
duction steps involved in linearity corrected images are
dark subtraction, flat fielding and sky subtraction. Flat
fielding is performed using dome flats obtained with
lights ON and OFF technique. Sky image is obtained
by taking median of all the dithered images. Astrometry
corrections and photometric calibration are performed
via comparison to the publicly available 2MASS data.
The zeropoint magnitudes for each observing field are
measured from the average of the differences of 2MASS
and instrumental magnitudes of the sources.
Imaging performance of CANICA was evaluated by
measuring the PSF, zeropoints, throughputs, and limit-
ing magnitude. Full-field analysis of the PSF showed less
than 10% variations in measured FWHM values across
the central 4 × 4 arcmin2. The average zeropoint val-
ues in the primary broadbands are calculated to be J =
20.52, H = 20.63, and K = 20.23. The zeropoint values
across the FOV showed variations less than 0.1mag, im-
plying that the changes in PSF across FOV do not affect
photometric measurements. The total throughput of all
systems involved with CANICA was measured to be J =
9.48%, H = 11.26%, andK = 14.84%. The background-
limited magnitudes reached by CANICA on the OAGH
telescope are J = 18.5, H = 17.6, and K = 16.0 for a
S//N of 10 with an integration time of 900 s.
CANICA with a FOV of 5.5× 5.5 arcmin2 and a plate
scale of 0.32 arcsec/pixel offers highly effective imaging
and photometric capabilities. The results obtained from
evaluation of CANICA will help to conduct customized
observations for studying various astrophysical topics in
the NIR. The characterization of CANICA and photo-
metric calibration presented here sets the base for polari-
metric observations using the recently commissioned in-
strument: POLICAN. The detailed description of meth-
ods used in the article will help in characterizing and
evaluating performance of similar NIR cameras.
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APPENDIX
A. ERROR PROPAGATION IN CALCULATION OF CONVERSION GAIN
The conversion gain is measured by estimating the reciprocal of the slope of a variance-signal plot obtained from
a series of dome illuminated flats. The pixel-to-pixel variations in individual flats are corrected by dividing with a
normalized flat. The error propagation after correction of individual flat images can be given as
(
σcorr
Scorr
)2 = (
σind
Sind
)2 + (
σflat
Sflat
)2 (A1)
where Scorr,Sind,Sflat and σcorr,σind,σflat are signal and standard deviation of the corrected, individual, and normal-
ized flat images, respectively. The variance of each image is the square of its standard deviation.
The total signal (Sflat) of a normalized flat is equal to ∼ 1.0, as normalization is done by using the mean of the
pixel values. Also the noise (standard deviation) in the normalized flat image is same as the noise in individual mean
flat image (i.e. σflat = σind), as both are obtained from same set of dome flats. Now we can rewrite the equation A1
as
(
σcorr
Scorr
)2 = (
σind
Sind
)2 + (
σind
1
)2 (A2)
This equation can be rearranged and written as
(
σcorr
σind
)2 = (
Scorr
Sind
)2(1 + S2ind) (A3)
The above equation gives the ratio of variance of corrected and individual flat. Hence, the terms in the right-hand
side represent the change in variance due to flat fielding, which is the increase in error.
B. ERROR PROPAGATION IN MEASUREMENT OF READOUT NOISE
During the measurement of readout noise, the individual BIAS images are differenced with the mean BIAS image
(see Section 2.3). The noise (standard deviation) in the differenced image (σdiff ) can be described by standard error
propagation as follows:
σdiff =
√
σ2ind + σ
2
avg (B4)
where σind is the noise in individual BIAS image and σavg is the noise in mean BIAS image. Because the mean BIAS
image is constructed from “N” number of individual BIAS images, σavg can be related to σind as
σavg =
√
Nσ2ind
N
(B5)
Because we use 10 BIAS images for obtaining the mean image, we can write the noise in mean BIAS image as:
σavg =
√
10σ2ind
10
=
σind√
10
(B6)
Substituting the above value in equation B4, we get
σdiff =
√
σ2ind +
σ2ind
10
=
√
1.1σ2ind (B7)
We can rewrite the above equation as
σdiff
σind
=
√
1.1 (B8)
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The above equation gives the ratio of noise values of differenced and individual BIAS images. Hence, the term in
the right-hand side represents the change in noise measurements due to the differencing of mean BIAS image with the
individual BIAS images.
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