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Abstract A continuous time long run growth optimal or optimal logarithmic utility
portfolio with proportional transaction costs consisting of a fixed proportional cost
and a cost proportional to the volume of transaction is considered. The asset prices
are modeled as exponent of diffusion with jumps whose parameters depend on a finite
state Markov process of economic factors. An obligatory portfolio diversification is
introduced, accordingly to which it is required to invest at least a fixed small portion
of our wealth in each asset.
Keywords Markov process · Bellman equation · Penalty equation · Impulsive
control · Portfolio optimization
1 Introduction
Assume that on a given complete probability space (, F , (Ft ),P ), there are three
independent processes adapted to the filtration (Ft ): d-dimensional standard Brown-
ian motion (Bt , t ≥ 0), a d-dimensional compensated Poisson random measure
N˜(dt, dy) and a time homogeneous Markov process (zt , t ≥ 0) with values in a finite
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space D and a transition matrix Pt at time t . Consider also d assets with the ith asset
price denoted Si(t) at time t . It is assumed that the evolution of Si(t) is of the form
Si(t) = Si(0)eXi(t) (1)
where Xi(0) = 0 and X(t) = (X1(t), . . . ,Xd(t))T with the superscript T denoting
transpose, is a solution to the following Lévy stochastic differential equation:
dX(t) = a(zt ) dt + σ(zt ) dBt +
∫
Rd
γ (zt , y) N˜(dt, dy). (2)
It is assumed that a, σ , and γ are functions of a parameter z from the finite space D
and γik(z, yk) depends on the k-th coordinate yk of y ∈ Rd
∫
Rd
|γik|ι(z, yk)νk(dyk) < ∞
for ι = 1,2, i, k = 1,2, . . . , d, with νk being the Lévy measure corresponding to
N˜(dt, du). Let Wt be the wealth process at time t and let πi(t) be the portion of
Wt invested in the ith asset. Let eX(t) = (eX1(t), . . . , eXd(t)) and for π, ζ ∈ [0,∞)d \
{(0, . . . ,0)}
π  ζ = (π1ζ1,π2ζ2, . . . , πdζd),














If the portfolio strategy in the time interval [0, t] is not changed then the wealth
process and the portions of the wealth invested in the assets at time t are of the form
Wt = W0π(0) · eX(t), π(t) = g(π(0)  eX(t)). (3)
By the form of (2), it is clear that the pair (π(t), zt ) and the triple (π(t), zt ,Wt ) are
Markov processes with transition operators 	t and 	et respectively.
Let S = {v = (v1, . . . , vd), vi ≥ 0,∑vi = 1}, S0 = {v = (v1, . . . , vd), vi > 0,∑
vi = 1}, Sδ = {v ∈ S, vi ≥ δ, i = 1,2, . . . , d} and S0δ = {v ∈ S, vi > δ, i =
1,2, . . . , d}, for 0 < δ < 1/d .
Assume that there are proportional transaction costs consisting of a fixed propor-
tional managing cost and a cost proportional to the volume of the transactions. Let
ζ−i , i = 1,2, . . . , d denote the amount of wealth process invested in the ith asset be-
fore a possible transaction. Clearly, W− = ∑di=1 ζ−i is the wealth before a possible
transaction. The change of the portfolio to (ζ1, ζ2, . . . , ζd) requires paying immedi-




c1i (ζi − ζ−i )+ + c2i (ζi − ζ−i )− (4)
Appl Math Optim (2011) 63: 107–132 109
with κ > 0 corresponding to a fixed managing cost (see [10] for a justification). Short
selling or short borrowing are not allowed and it is assumed that the portfolio is self-
financing. Therefore, the wealth W after the transaction is equal to
W− − κW− −
d∑
i=1
c1i (ζi − ζ−i )+ + c2i (ζi − ζ−i )−. (5)
Let π−i = ζ−i /W− and πi = ζi/W be respectively the portion of wealth invested in
the ith asset before and after a transaction. From (5), it follows that





































i + c2i v−i
)
.
In what follows, it is assumed that 0 < c1i , c
2
i < 1 − κ .
It appears that starting from portfolio (π−1 ,π
−
2 , . . . , π
−
d )
T any portfolio (π1,
π2, . . . , πd)T ∈ S is available. Naturally it follows that (see Lemma 1 of [15], or
[14])
Lemma 1 There is a unique continuous function e:S × S → (0,1 − κ] such that for
π−,π ∈ S there is the equality
c(πe(π−,π) − π−) + e(π−,π) = 1. (6)
The function e is bounded away from zero and
e(π,π ′)e(π ′,π ′′) < e(π,π ′′),
which means that it is not profitable to make two instantaneous portfolio changes.
The wealth process W− after the change of portfolio from π− to π is diminished to
W = e(π−,π)W−.
Denote by W−t , Wt , π−(t), π(t), the wealth process before and after transaction
or the portfolio before and after transaction at time t respectively. The purpose is
to maximize the following long run wealth growth rate or in other words long run
logarithmic utility from terminal wealth:
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Since κ > 0, the strategy is of impulsive form – i.e. it is a sequence V = (τn,πn)
consisting of transaction times (stopping times τn for n = 1,2, . . .) and portfolios πn






π(t) = g(π(τn)  eX(t)−X(τn)) (9)
for τn < t < τn+1, and
Wτn = e(π−(τn),πn)W−τn . (10)
Additionally the portfolio π(t) is not allowed to be too close to the boundary
of the simplex S. We introduce an obligatory diversification of the portfolio. Let
0 < δ < δ′ < 1/d . As soon as the portfolio (π(t)) enters the set S \ S0δ , it is changed
by choosing a new portfolio from the set Sδ′ . Both parameters δ and δ′ are assumed
to be fixed in this paper. The following remark justifies the use of obligatory portfolio
diversification:
Remark 1 Assume that there is a unique invariant measure μ for Markov process








γ (zs, y) N˜(ds, dy)
















P a.e. Consequently, for large t , Xi(t) is of order tri . If ri > rj , for j = i, then
provided that πi(0) > 0 and the portfolio is not changed, it follows that
πi(t) = πi(0)e
Xi(t)∑
j πj (0)eXj (t)
→ 1
P a.e. as t → ∞, while πj (t) → 0 for j = i as t → ∞ P a.e.
In other words, assuming that the ri are not the same for i = 1,2, . . . , d , the






E[lnWt ] = max
i=1,2,...,d
ri .
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This is the value of the wealth process that can be guaranteed over the long run. It
may happen however that it is more profitable to change the portfolio regularly than
just wait for the guaranteed value.
The portfolios from the boundary of S are unacceptable from a risk sensitivity
point of view. To eliminate risk, usually a portfolio is diversified. Therefore, in the
paper an obligatory diversification is required.
A growth optimal portfolio is an important kind of portfolios studied in particular
in the book [11] (see also references therein). In this paper a growth optimal portfolio
with fixed proportional cost plus a cost proportional to the volume of transaction is
considered. A model with only fixed proportional transaction costs (κ > 0, c ≡ 0)
was studied by Morton and Pliska in [10]. Long term growth with only proportional
transaction costs was considered in [1]. A simple one asset Black Scholes model with
fixed proportional costs plus proportional transaction costs was considered in [5], and
the control was restricted to a diversification boundary and the choice of a new port-
folio when this boundary was reached. This result has been generalized successively
in [17] and [18], where a multidimensional version has been considered using quasi
variational inequalities. In [15], general discrete and continuous time models with an
obligatory diversification were studied. For a continuous time model, a certain trans-
action delay was introduced, which played an important role in the proofs. This paper
generalizes [15] in various directions. A more specific asset growth model based on
Lévy noise is considered. As in [15], the vanishing discount approach is used. To
obtain continuity results a probabilistic version of penalty method is used. The main
result, existence of the smooth solutions to the ergodic Bellman equation is obtained
by the continuity properties of the transaction operator, which are shown in the paper,
and finiteness of the space D. The existence of the smooth solutions to the Bellman
equation is a fundamental result needed for the construction of nearly optimal port-
folios (see [8]). This paper also generalizes [17] and [18] since more general asset
prices model (including a Poisson term, and the dependence on asset prices model)
is considered. Furthermore obligatory diversification which seems to be a rational
assumption is imposed. The proofs in this paper are based on mainly probabilistic
methods. A preliminary version of the paper, based on the time discretization instead
of the penalty method has been presented at CDC08 (see [3] for a short version of the
presentation).
2 Properties of the Process π
In this section we prove various properties of the uncontrolled process (π(t)), which
will appear crucial to solve our optimization problem (7). We first show the form
the transition operator 	et of the Markov process (π(t), zt ,Wt ) and its continuity in
variation norm. Then we prove the finiteness of the exponential moment of the first
exit time of (π(t)) from the set S0δ , which corresponds to an obligatory moment of
portfolio diversification. Finally, we show continuity properties of the stopped (at the
first exit time from S0δ ) transition operator.
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Since (zt , t ≥ 0) is a finite state continuous time, time homogeneous Markov
process, its evolution can be described in the following form:
ς1 = inf{s ≥ 0: zs = z0},
ςn+1 = inf{s ≥ 0: zs+ςn = zςn}
(11)
and for z0 = z










Pz[z(ς1) = z′] = P(z, z′).
We shall assume that n(z, s) > 0 for z ∈ D and s > 0 and the matrix P(z, z′) is er-
godic i.e. from one state we can enter the other with probability one (all states are
communicative). We denote by Pt(z, ·) the semigroup of transition operators corre-
sponding to the Markov process (zt , t ≥ 0). It is assumed further that
(A) σ(z)σ (z)T is uniformly elliptic, i.e. there is  > 0 such that for b ∈ Rd , z ∈ D,
bT σ (z)σ (z)T b ≥ bT b.
We have
Lemma 2 Under (A) the solution to (2) with the initial condition X(0) = x has a
continuous density pt for each fixed zt = z with respect to the Lebesgue measure ld
at time t > 0 i.e. for a Borel set A ⊂ Rd





where Xz(t) is a solution to (2) with zt ≡ z and pzt (x, x′) is a continuous function of
x and x′. Furthermore, given (A) for Borel set B ⊂ Rd and z′ ∈ D,
































pzs1(x, x1)P (z, z
1)









s2 (x1, x2)P (z
















n(z′, u) du l(dxk) dsk l(dxk−1) dsk−1 . . . l(dx1) ds1. (14)
Proof By (A) the solution to the equation dDz1(t) = a(z) dt +σ(z) dBt has a density






γ (z, y) N˜(ds, dy) we have




















f (y)dzt (x, y − y′)F z(dy′)ld(dy).




′ − y′)F z(dy′) from which (12) and the first
part of Lemma follows. By direct calculation we obtain (13) and (14). 
The following continuity property is crucial in further investigations:
Proposition 1 Under (A), the operator 	et is continuous in variation norm for
(π, z,W) ∈ Sδ × D × (0,∞)—i.e., for (π(n), z,W(n)) → (π, z,W) ∈ Sδ × D ×
(0,∞), (π(n), n ≥ 1) is a sequence in Sδ , and (W(n), n ≥ 1) a sequence in (0,∞)
with W > 0 it follows that
sup
A∈B(S×D×(0,∞))
∣∣	et (π(n), z,W(n),A) − 	et (π, z,W,A)
∣∣ → 0 (15)
as n → ∞, with B(S × D × (0,∞)) denoting for the family of Borel subsets of
S × D × (0,∞). In particular,
sup
A∈B(S×D)
|	t(π(n), z,A) − 	t(π, z,A)| → 0. (16)
Proof Note that




π1(t), . . . , πd−1(t),1 −
d−1∑
i=1
πi(t), zt ,Wπ · eX(t)
)]
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The transformation GDπ exp transforms X(t) = (X1(t), . . . ,Xd(t))T into
(






and the determinant of the inverse of the Jacobian is of the form
1
y1y2 . . . yd
1
(1 − ∑d−1i=1 yi)
.
Consequently, the density f π,z(y1, . . . , yd, z′) of
(






is of the form (assuming that z(0) = z and zt = z′)





(1 − ∑d−1i=1 yi)yd, z, z′)
y1y2 . . . yd(1 − ∑d−1i=1 yi)
. (20)
By the Scheffé Theorem [19], pointwise convergence of transition densities implies
convergence in L1. Consequently, whenever π(n) → π ∈ Sδ W(n) → W > 0 it fol-
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lows, by continuity of pt , that
f π(n),z
(












pointwise and the convergence is also in L1. Therefore for any Borel measurable
bounded function h we have with Sr = {(v1, . . . , vd−1), vi ≥ 0,∑d−1i=1 vi ≤ 1}





































× ld (y1, . . . , yd) → 	et (π, z,W,h)
from which (15) follows. Convergence (16) follows trivially from (15). 
Let
T δ
0 = inf{s ≥ 0:π(s) ∈ S \ S0δ }.
Remark 2 It is clear in view of Remark 1 that if the ri are not the same for all i,
then T δ0 < ∞, P a.e. The fact that Eπz{T δ0} < ∞ follows mainly from the non-
degeneracy of the diffusion term in the equation for (π(t)).
In what follows sufficient conditions for finiteness of the expected value of T δ0
and higher moments are given.




stochastic differential equation is obtained for πi(t)







−), zt , π(t−), yk)Nk(dt, dyk) (21)
with



















−)πk(t−)πj (t−)(σ (zt )σ (zt )T )kj










−) − 3π2i (t−) + πi(t−)
)
(σ (ztσ (zt )
T )ii , (22)






−)σj (zt ), (23)
γ˜ik(X(t
−), zt , π(t−), yk) = f πi (X(t−) + γ (k)(zt , yk)) − f πi (X(t−)) (24)
with π˜ ii (t) = 1 − πi(t) and π˜ ij (t) = −πj (t) for i = j , where γ (k) stands for the k-th
column of the matrix γ and (σ (z)σ (z)T )ij is the (i, j) entry of the matrix σ(z)σ (z)T .
Notice that the matrix σ˜ σ˜ T is not uniformly elliptic. Clearly  = (1,1, . . . ,1)σ˜ is
a zero vector. The matrix σ˜ σ˜ T is however, uniformly elliptic on the subspace spanned
by the vectors orthogonal to the vector  = (1,1, . . . ,1)T . In fact,
Lemma 3 Under (A) the matrix σ˜ (z,π)σ˜ (z,π)T is uniformly elliptic for b ∈ Rd
such that
∑d
i=1 bi = 0 i.e. there is ′ > 0 such that for b ∈ Rd ,
∑d
i=1 bi = 0, π ∈ Sδ ,
z ∈ D
bT σ˜ (z,π)σ˜ (z,π)T b ≥ ′bT b. (25)
Proof Assume that for a sequence of nonzero vectors bn ∈ Rd , π(n) ∈ Sδ and
z(n) ∈ D it follows that (bn)T σ˜ (z(n),π(n))σ˜ (z(n),π(n))T bn → 0 as n → ∞ with∑d
i=1 bni = 0. Since bn/
√
(bn)T bn is on the unit sphere, Sδ and D are com-
pact, one can choose subsequences, for simplicity again denoted by n such that
bn/
√
(bn)T bn → b¯, where b¯ is on the unit sphere, π(n) → π ∈ Sδ , z(n) → z ∈ D.









by continuity, so it follows that b¯T σ˜ (z,π)σ˜ (z,π)T b¯ = 0. Since






















j = 0 (26)
for j = 1,2, . . . , d . The vectors (πiπ˜ ij )i=1,2,...,d are orthogonal to  = (1,1, . . . ,1)
and since the matrix (πiπ˜ ij ) is of rank d − 1, vector  is the unique (up to multiplica-
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for i = 1,2, . . . , d .
Summing over i in the last convergence, and using that
∑d
i=1 bni = 0, it follows
that −1/√d = 0, a contradiction. Consequently, (25) is satisfied. 
Corollary 1 Let R be the family of vectors b ∈ Rd such that each of them has only
one nonzero coordinate. Then under (A) for b ∈ R, π ∈ Sδ and z ∈ D it follows
bT σ˜ (z,π)σ˜ (z,π)T b ≥ d − 1
d
′bT b. (27)
Proof Each vector b of R can be decomposed in a unique way into the sum b0 +
b1 where b0 is nonzero vector which is orthogonal to  while b1 = c. If the k-th
coordinate of b is nonzero say equal to b¯, then b0 k-th coordinate of b0 is b¯ − c,
while the other coordinates are equal to −c. Since b0 is orthogonal to  it follows













d − 1 . (28)
Since (b1)T σ˜ (z,π) = 0 using (28) we finally obtain
bT σ˜ (z,π)σ˜ (z,π)T b ≥ ′(b0)T b0 ≥ d − 1
d
′bT b (29)
which completes the proof. 






0 ] < ∞ (30)
is satisfied a sufficiently small γ .
Proof Consider (following Corollary 3.7.2 of [7]) a Lyapunov function of the form
V (s, η) = eθs[k −η2ni ] with positive θ , k and positive integer n to be chosen later. By
Ito’s lemma it follows
V (T δ
0 ∧ t, π(T δ0 ∧ t))





θ(k − (πi(s−))2n) − 2n(πi(s−))2n−1a˜i (zs,π(s−))
− n(2n − 1)(σ˜ (zs,π(s−))σ˜ (zs,π(s−))T )ii(πi)2n−2(s−)
]
ds









V (s,π(s−) + γ˜ (k)(X(s−), zs,π(s−), yk))















V (s,π(s−) + γ˜ (k)(X(s−), zs,π(s−), yk)
− V (s,π(s−))))N˜k(ds, dyk). (31)
Now
V (s,π(s−) + γ˜ (k)(X(s−), zs,π(s−), yk)) − V (s,π(s−), yk)
= −eθs[(πi(s−) + γ˜ik(X(s−), zs,π(s−), yk)))2n − (πi(s−))2n]. (32)
Taking expectation in (31), then using the martingale property of the integrals with
respect to dB and N˜ by (32) and Corollary 1 for k > 1 there are a sufficiently large n
and small θ such that
θ(k − (πi(s−)n) − 2n(πi(s−))2n−1‖a˜‖ − n(2n − 1)d − 1
d
′(πi(s−))2n−2
− eθs[(πi(s−) + γ˜ik(X(s−), zs,π(s−), yk))2n − (πi(s−))2n] ≤ − < 0
whenever π(s−) ∈ S0δ , with a positive  . Consequently
EV (T δ












≤ V (0,π(0)) (34)
from which by the Fatou Lemma (30) follows. 
In what follows the following property of the process (π(t)) is also used






Pπz[π(t) /∈ K ′ for some [0, T ]] < . (35)
The proof of this lemma is based on Lemma 2 of [9].
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Let




max{‖π(s) − π‖,‖z(s) − z‖, |Ws − W |} ≥ 
}
(36)
where ‖ · ‖ is the norm in Rd .
Lemma 6 ηπ,z,W (t) → 0 uniformly for π from compact subsets of S0, z ∈ D and for
W from compact subsets of (0,∞) as t → 0.












































γ (zr , y)N˜(dr, dy). By the Thebyshev
inequality, using the Doob’s maximal inequality (see Theorem 1.3.8(iv) of [6]) we
obtain (37). 
The following continuity of the stopped semigroup will be important later
Lemma 7 For any continuous bounded function F : S ×D × (0,∞) → R and t > 0
it follows that the mappings
S × D × (0,∞)  (π, z,W) → EπzW [χt≤T δ0 F(π(t), zt ,Wt )] (38)
and
S × D × (0,∞)  (π, z,W) → EπzW [F(π(t ∧ T δ0), zt∧T δ0 ,Wt∧T δ0 )] (39)
are continuous.
Proof If π ∈ S \S0δ the continuity follows directly from continuity of F . Assume that
π ∈ S0δ . Then for s < t it follows that
EπzW [χt≤T δ0 F(π(t), zt ,Wt )]
= EπzW [χs≤T δ0 Eπ(s)zsWs [χt−s≤T δ0 F(π(t − s), zt−s ,Wt−s)]]
= EπzW [Eπ(s)zsWs {χt−s≤T δ0 F(π(t − s), zt−s ,Wt−s)]]
− EπzW [χs>T δ0 Eπ(s)zsWs [χt−s≤T δ0 F(π(t − s), zt−s ,Wt−s)]]
= a + b,
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where the term a is continuous by Proposition 1 and letting s → 0 the term b con-
verges to 0 uniformly on compact subsets of S0δ ×D× (0,∞). Consequently we have
continuity of (38). Similarly










































= I + II + III.
Letting s → 0 by Lemma 6 we have that I and III converge to 0 uniformly on com-
pact subsets of S0δ × D × (0,∞). The second term is a continuous function and by






0 )], uniformly on com-
pact subsets of S0δ × D × (0,∞), from which using continuity of (38) the continuity
of (39) easily follows. 
3 Optimal Stopping—Penalty Method
In this section we study a discounted optimal stopping problem using so called
penalty method approach. As will be shown in Sects. 4 and 5 the solution to our
optimization problem (7) can be reduced to a sequence of optimal stopping prob-
lems. Consequently in this section we show continuity of the optimal stopping value
function and a form of optimal stopping times.
Consider now the following optimal discounted stopping problem




τ∧T δ0 ) + F(π(τ ∧ T δ
0
), z
τ∧T δ0 )]] (40)
with α > 0, and continuous and bounded function F . We shall approximate the func-
tion wα(π, z,W) by the functions
wαN(π, z,W) = sup
τ
Eπz[e−ατ∧T δ
0 [hN(Wτ∧T δ0 ) + F(π(τ ∧ T δ
0
), z
τ∧T δ0 )]] (41)
with hN(W) = lnW whenever | lnW | ≤ N and hN(W) = −N for lnW ≤ −N ,
hN(W) = N for lnW ≥ N . The following result is obtained
Lemma 8 wαN(π, z,W) → wα(π, z,W) uniformly in π ∈ S, z ∈ D and W from com-
pact subsets of (0,∞).





|Xi(τ ∧ T δ0)| ≤
d∑
i=1
πiXi(τ ∧ T δ0) ≤ ln(π · eX(τ∧T δ
0
))









|Xi(τ ∧ T δ0)| (42)
and by Lemma 4, M1(t) =
∫ t∧T δ0





γ (zs, y)N˜(ds, dy)
are uniformly square integrable martingales. Now















By the form of (2) and Doob’s maximal inequality (see Theorem 1.3.8 (iv) of [6])
applied to martingales M1 and M2 and Lemma 4 it follows that
Eπz[sup
s


















γ 2ij (zt , y)νj (dy) dt
]
< ∞. (44)
Therefore combining (42) with (43) and (44) the lemma is verified. 
Consider now the following penalty equation for β > 0
w
αβ





e−αs(hN(Ws) + F(π(s), zs) − wαβN (π(s), zs,Ws))+ds







where (·)+ stays for a positive part of the term in bracket.
Proposition 2 For each N > 0 there is a unique continuous bounded function wαβN
satisfying (45). Furthermore denoting by Mβ the class of progressively measurable
processes (bs) taking values in [0, β] it follows that
122 Appl Math Optim (2011) 63: 107–132
w
αβ







0 (α+bu)dubs[hN(Ws) + F(π(s), zs)]ds
+ e−
∫ T δ0
























− wαβN (π(τ ∧ T δ
0
), z
τ∧T δ0 ,Wτ∧T δ0 ))
+]. (47)
Proof Note first that by suitable version of Lemma 1 of [16] (45) is equivalent to
w
αβ





e−(α+β)s[(hN(Wt) + F(π(s), zs)
− wαβN (π(s), zs,Ws))+ + wαβN (π(s), zs,Ws)]ds







The mapping w → [hN + F − w)+ + w] is Lipschitz with constant 1. Therefore the
right hand side of (48) is a contraction and by Lemma 7 it is a contraction in the
space of continuous bounded functions, so that there is a unique bounded continuous
solution to (45). For details see [16]. Using again Lemma 1 of [16] we obtain the
following equivalent formula for (45) with (bs) ∈ Mβ
w
αβ






+ F(π(s), zs) − wαβN (π(s), zs,Ws))+ + bswαβN (π(s), zs,Ws)]ds
+ e−
∫ T δ0







Note now that since (bs) is in Mβ we have β(hN +F −wαβN )+ + bwαβN ≥ b(hN +F)
with equality for bs = β whenever hN(Ws) + F(π(s), zs) ≥ wαβN (π(s), zs,Ws) and
bs = 0 otherwise. Therefore we obtain (46) (see also Lemma 2 of [16]).
From the penalty equation (45) for any stopping time τ we have
w
αβ





e−αs(hN(Ws) + F(π(s), zs)
− wαβN (π(s), zs,Ws))+ds
+ e−αT δ0∧τwαβN (π(T δ
0 ∧ τ), z
T δ
0∧τ ,WT δ0∧τ )
]
.
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Note that wαβN ≥ hN + F + (hN + F − wαβN )+ so that
w
αβ





+ F(π(τ ∧T δ0), z
τ∧T δ0 ) + (hN(Wτ∧T δ0 ) + F(π(τ ∧ T δ
0
), z
τ ∧T δ0 )
− wαβN (π(τ ∧ T δ
0
), z
τ∧T δ0 ,Wτ∧T δ0 ))
+].
Since for τ = inf{t ≥ 0 : hN(Wt) + F(π(t), zt ) ≥ wαβN (π(t), zt ,Wt )} we have equal-
ity in the last formula, we finally obtain (47) (compare also to the proof of Lemma 3
of [16]). 
Now the use of the penalty method is concluded




N → wαN (49)
as β → ∞ and
wαN → wα (50)
as N → ∞ hold, so that the function wα is bounded continuous on S0 ×D× (0,∞).
Furthermore
τˆ = inf{t ≥ 0 : wα(π(t), zt ,Wt ) = lnWt + F(π(t), zt )} (51)
is an optimal stopping time for (40).
Proof Note that by the form of X(t) (see also Theorem 6.7.2 of [2]) and Proposition 1
the operator 	et transforms the class C0(S0 × D × (0,∞)) of bounded continuous
functions vanishing at the boundary of S0 × D × (0,∞) into itself (the boundary
of S0 × D × (0,∞) consists of the sets ∂S × D × (0,∞) and S0 × D × {0,∞}).
Consequently as in Lemma 4 of [16] the class of functions φ of the form




+ e−αT δ0 ψ2(π(T δ0), zT δ0 ,WT δ0 )
]
where ψ1 and ψ2 ∈ C0(S0 × D × (0,∞)) is dense in C0(S0 × D × (0,∞)). Using
Proposition 2, as in [16], it follows that wαβN → wαN as β → ∞, uniformly on compact
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subsets of S0 ×D× (0,∞) and therefore wαN is continuous on S0 ×D× (0,∞). The
convergence (50) follows directly from Lemma 8.
To show (51) consider the following stopping times for  and ′ > 0
τˆN (





t ≥ 0 : wαβN (π(t), zt ,Wt ) ≤ hN(Wt) + F(π(t), zt )
}
,
τˆ () = inf{t ≥ 0 : wα(π(t), zt ,Wt ) ≤ lnWt + F(π(t), zt ) + }.
By the form of (45) we have that
w
αβ














τˆ ()∧τˆN (′)∧τˆ βN ,Wτˆ()∧τˆN (′)∧τˆ βN
)]
.
Since wαβN → wαN as β → ∞, uniformly on compact subsets of S0 ×D × (0,∞) we
clearly have that P {τˆ βN ≥ τˆN (′)} → 1 as β → ∞. Therefore letting β → ∞ in the
last equation we obtain
wαN(π, z,W) = EπzW [e−α(τˆ ()∧τˆN (′))wαN(π(τˆ () ∧ τˆN (′)),
zτˆ ()∧τˆN (′),Wτˆ()∧τˆN (′))].
Letting now ′ → 0, by quasi leftcontinuity of the processes (π(t)), (zt ) and (Wt),
since τˆN (′) → τˆN (0) we obtain
wαN(π, z,W) = EπzW [e−α(τˆ ()∧τˆN (0))wαN(π(τˆ () ∧ τˆN (0)),
zτˆ ()∧τˆN (0),Wτˆ()∧τˆN (0))].
Similarly as above limN→∞ P [τˆN (0) ≥ τˆ ()] = 1 so that letting N → ∞ in the last
equation we now obtain
wα(π, z,W) = EπzW [e−ατˆ ()wα(π(τˆ ()), zτˆ (),Wτˆ())].
Letting now  → 0, noting that τˆ () → τˆ , by quasi leftcontinuity of (π(t)), (zt ) and
(Wt ) we finally obtain
wα(π, z,W) = EπzW [e−ατˆwα(π(τˆ ), zτˆ ,Wτˆ )],
from which optimality of τˆ follows. This completes the proof of the theorem. 
4 Discounted Growth Optimal Portfolio
In this section we study so called discounted growth portfolio, which is used later as
approximation to long run growth optimal portfolio. We prove continuity of the value
function corresponding to optimal discounted growth portfolio and show that these
functions are bounded with respect to the discount rate in the span norm.
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It is assumed in what follows that an impulsive strategy V = (τn,πn) contains
obligatory and nonobligatory transactions i.e., whenever π(t) enters S \ S0δ , it is re-
quired to make an obligatory transaction to π ′ ∈ Sδ′ and when π(t) ∈ S0δ a transaction
can be made but it is not required. Consider now the so-called discounted cost func-
tional
Jαπz(V ) = Eπz
[ ∞∑
i=1




wα(π, z) = sup
V
J απz(V ). (53)
Theorem 2 Under (A), wα is a bounded function continuous on S0 and is the unique
solution to the following Bellman equation:
wα(π, z) = sup
τ
Eπz[e−ατ∧T δ
0 [ln(π · eX(τ∧T δ0 )) + Mwα(π(τ ∧ T δ0), z(τ ∧ T δ0))]]
(54)
with
Mw(π, z) = sup
π ′∈Sδ′
[ln e(π,π ′) + w(π ′, z)]. (55)
Proof Let, for a continuous bounded function w on Sδ′ ,
Gαw(π, z) = sup
τ
Eπz[e−ατ∧T δ
0 [ln(π · eX(τ∧T δ0 ))
+ Mw(π(τ ∧ σ), z
τ∧T δ0 )]]. (56)
By Theorem 1, the mapping
π → Gαw(π, z)
is continuous for π ∈ S0. Let
qα(π, z) = Eπz
[ ∞∑
i=1
e−ατi [ln(π(τi−1) · eX(τi )−X(τi−1)) + ln e(π−(τi), π˜)]
]
, (57)
where τ1 = T δ0 , τn+1 = τn + T δ0 ◦ θτn and πn = π˜ with π˜ ∈ Sδ′ fixed and θt denoted
the Markov shift operator, i.e. qα(π, z) is the value of the cost functional Jαπz corre-
sponding to only obligatory transactions to a fixed portfolio π˜ ∈ Sδ′ . Consider now
the following sequence of functions
qα0 (π, z) = qα(π, z),
qα1 (π, z) = Gαqα0 (π, z), (58)
qαn (π, z) = Gαqαn−1(π, z).
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Note that the value qαn (π, z) is the value of the cost functional with the strategy
which consists of an optimal first n transactions and then afterwards only obligatory
transactions to π˜ (see Lemma V.2.2 in [12] for more details in the case of a general
impulsive control). Therefore, it is clear that the sequence qαn (π, z) is increasing.
Consequently there is a limit qˆα(π, z) and letting n → ∞ in (58) it follows that
qˆα(π, z) = Gαqˆα(π, z). (59)
Since for any bounded function f , the function π → Mf (π, z) is continuous
(by the continuity of e(π,π ′)), using Theorem 1 there is continuity of qˆα(π, z) for
π ∈ S0. The function qˆα is therefore a solution to (54) for π ∈ S0, z ∈ D. From the
form of qn(α) it is clear that qˆα coincides with wα , which completes the proof. 
Remark 3 In the proof of Theorem 2, a smoothing property of the operator M is used.
Alternatively, one could use the fact that due to a fixed proportional transaction cost
it is not optimal to have too many transactions in a finite time interval. This method
allows one to prove a version of Theorem 2 for processes (z(t)) taking values in a
general (not necessarily finite) state space whose transition probabilities are contin-
uous in variation norm. Furthermore notice that because of the cost functional (52)
the process (Wt) in the definition in wα may be neglected since after each transaction
we start with W = 1, which is due to stationarity of the process X(t) (see (2)). Con-
sequently wα(π, z) as a solution to (54) corresponds to wα(π, z,1) defined in (40)
with F(π, z) equal to supπ ′∈Sδ′ [ln e(π,π ′) + wα(π ′, z,1)]. A more general form of
the process (X(t)) would result in the dependence of wα on the current value of the
process (X(t)).
The following property of wα will be important later:
Corollary 2 For π,π ′ ∈ S0
δ′ and z ∈ D, it follows that
|wα(π, z) − wα(π ′, z)| ≤ | ln e(π,π ′)| + | ln e(π ′,π)| (60)
and for π ∈ S, π ′ ∈ S0
δ′ ,
ln e(π,π ′) + wα(π ′, z) ≤ wα(π, z) = Mwα(π, z). (61)
Proof For π,π ′ ∈ S0δ ,
wα(π, z) ≥ Mwα(π, z) ≥ ln e(π,π ′) + wα(π ′, z),
and
wα(π ′, z) ≥ ln e(π ′,π) + wα(π, z),
and (61) is immediate from the definition of M . 
To study a long time growth optimal function J (V ) of the form (7), a uniform
ergodicity of the Markov process (z(t)), shown below, is important.
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|Pt (z,A) − Pt (z′,A)| = (t) < 1.
Proof Since all states are communicative and we have a finite state space D, there
is a positive integer k such that all entries of the matrix P k are positive. Now since
n(z, s) > 0 for each z ∈ D and s > 0 with a positive probability we have exactly k
jumps of the process (z(s)) till time t and therefore Pt(z′, z′′) > 0 for z′, z′′ ∈ D.
Let infz′,z′′∈D Pt(z′, z′′) = κ , then Pt (z,A) − Pt (z′,A) ≤ 1 − κ for any z, z′ ∈ D and
A ⊂ D, and the assertion of lemma holds for (t) = 1 − κ . 
Let
hα(π, z) = wα(π, z) − inf
π ′∈S,z′∈D
wα(π ′, z′). (62)




hα(π, z) ≤ M
1 − . (63)
Proof The Bellman equation (54) can be also written in the following equivalent
form for every N ≥ 0
wα(π, z) = sup
τ
Eπz[e−ατ∧T δ
0∧N [lnπ · eX(τ∧T δ0∧N)
+ 1
τ∧T δ0<NMw





Iterating (64), the following equalities are satisfied





e−ατi∧N(lnπ(τi−1 ∧ N) · e(X(τi∧N)−X(τi−1∧N))
+ ln e(π−(τi),π(τi))1τi≤N + e−αNwα(π(N), zN)
]
. (65)
Fix π¯ ∈ S0δ . It is claimed that there is a constant C such that for any π ∈ S, z ∈ D
wα(π, z) ≤ C + wα(π¯, z). (66)
Assume that starting from (π, z), an optimal time τˆ ∧ T δ0(π) for the first trans-
action is determined and at this moment portfolio π¯ is chosen. Starting from (π¯ , z)
make only obligatory transactions until τˆ ∧ T δ0(π), each time choosing portfolio π¯
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and at τˆ ∧T δ0(π) choose again portfolio π¯ . By T δ0(π) above we denote the first exit
time from S0δ by (π(t)) starting from π . Then, from (60) it follows
wα(π, z) − wα(π¯, z) ≤ Eπz[e−ατˆ∧T δ
0
(π)[lnπ · eX(τˆ∧T δ0 (π))
+ 2K + wα(π¯, z







≤ C1 + 3K + C2 = C
where Jπ¯,z(τˆ ∧ σ(π)) is a cost functional of the strategy consisting of obligatory














By (65), (66), (61), and (67),
wα(π, z) − wα(π ′, z′) ≤ sup
V





J αNπ ′,z′(V ) − K + e−βNEπ ′,z′ [wα(π¯, zN)]
)
≤ M + e−αN(Eπz[wα(π¯, zN)] − Eπz′ [wα(π¯, zN)])
= M + e−αN
[ ∑
z′′∈D1




wβ(π¯, z′)(PN(z, z′′) − PN(z′, z′′))
]








where D1 = {z′′ ∈ D:PN(z, z′′) ≥ PN(z′, z′′)}, from which (63) is obtained. 
5 Long View Growth Optimal Portfolio
In this final section we prove the existence of solutions to the Bellman equation cor-
responding to long run growth optimal portfolio and show the form of optimal strate-
gies.
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Now rewrite the Bellman equation (54) in terms of a bounded (by Proposition 3)
function hα . Thus





0 [ln(π · eX(τ∧T δ0 ))




wα(π ′, z′)(1 − e−ατ∧T δ0 )
]
. (68)
The main result of the paper can be formulated as follows:
Theorem 3 Under (A) there exist a constant λ and a continuous bounded function
w such that
w(π, z) = sup
τ
Eπz[ln(π · eX(τ∧T δ
0
)) − λ(τ ∧ T δ0)
+ Mw(π(τ ∧ T δ0), z




J (V ), (70)
i.e., λ is the optimal value of the cost functional (7) and the strategy Vˆ = (τˆn, πˆn)
such that
τˆ (π) = inf{s ≥ 0:w(π(s), zs) = Mw(π(s), zs)}, (71)
τˆ1 = τˆ (π(0)),
τˆn+1 = τˆn + τˆ (π(τˆn)) ◦ θτˆn
(72)
and
πˆn = πˆ(π−(τˆn), zτˆn)
where πˆ :S × D → Sδ′ is a Borel function such that










αn(π ′, z′) → λ
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as n → ∞. Furthermore, by Lemma 4, taking into account that for x ≥ 0 we have





(1 − e−αnτ∧T δ0 )
]
→ Eπz[τ ∧ T δ0]
as n → ∞, and the limit is uniform in τ , π , and z. By Proposition 3, the functions
hα are bounded. Therefore, Mhα(π, z) is uniformly continuous in π ∈ S (use the
continuity of e). One can therefore choose a subsequence of αn, for simplicity again
denoted by αn, such that
Mhαn(π, z) → h(π, z) (73)
uniformly, where h(π, z) is a continuous function of π . Therefore, by (68), there is a





|hαn(π, z) − w(π, z)| → 0
as n → ∞. From (73), it follows that
Mhαn(π, z) → Mw(π, z) = h(π, z)
uniformly in π ∈ S, z ∈ D.
Finally, w is a solution to (69). By the proof of Theorem 1 the optimal stopping
time τˆ for (69) is of the form
τˆ = inf{s ≥ 0 : w¯(π(s), zs,Ws) = lnWs + Mw(π(s), zs)}
where
w¯(π, z,W) = sup
τ
Eπz[ln(Wπ · eX(τ∧T δ
0
)) − λ(τ ∧ T δ0)
+ Mw(π(τ ∧ T δ0), z
τ∧T δ0 )]. (74)
Clearly w¯(π, z,W) = lnW +w(π, z) and therefore the optimal stopping time τˆ is of
the form (71). Equality (70) can be justified in a standard way for impulsive control
of Markov processes as Theorem V.2.1 of [12] (see also a remark in [13]), using suit-
able version of Lemma II.2.2 of [12]. For completeness we present here a full proof.
For a given impulsive strategy V = (τn,πn) consider the following notation: for
n = 1,2, . . . , πn(τn) = πn, πn(τn + s) = π−(τn + s) for s > 0, Wn(τn) = 1, and
Wn(τn + s) = W−τn+s = πn · eX(τn+s)−X(τn) for s > 0. It is clear that from (74)
w¯(πn−1(τn), zτn,Wn−1(τn)) ≥ lnWn−1(τn) + ln e(πn−1(τn),πn) + w¯(πn, zτn,1).
(75)
By the form (74) of the function w¯ we have that
Zn(s) = w¯(πn(τn + s), zτn+s ,Wn(τn + s)) − λs (76)
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is a Gns = Fτn+s supermartingale. For any stopping time τ ≥ τnwe have {τ − τn ≤ s} =
{τ ≤ τn + s} ∈ Fτn+s = Gns , which means that τ − τn is a (Gns ) stopping time. There-
fore
E[Zn(τ − τn)|Fτn ] ≤ Zn(0) = w¯(πn(τn), zτn,Wn(τn)). (77)
Consequently for fixed T > 0 we have (using also (75))
E[Zn(τn+1 ∧ T − τn)χτn≤T |Fτn ]
≤ χτn≤T Zn(0)
≤ χτn≤T (w¯(πn−1(τn), zτn,Wn−1(τn)) − ln(Wn−1(τn)e(πn−1(τn),πn)).
Therefore
E[χτn≤T (w¯(πn(τn+1 ∧ T ), zτn+1∧T ,Wn(τn+1 ∧ T ))
− w¯(πn−1(τn), zτn,Wn−1(τn)) + ln(Wn−1(τn)e(πn−1(τn),πn)))]
≤ E[χτn≤T λ(τn+1 ∧ T − τn)]. (78)
Summing up over n the inequalities (78) we obtain the formula
E
[







where ζ(T ) = inf{n : τn ≥ T }. Note that for the strategy Vˆ defined in (71) and (72)
we have equalities in (78)–(79). Dividing both sides of (79) by T and letting T → ∞
we obtain (70) and optimality of the strategy Vˆ . This completes the proof of Theo-
rem 3. 
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