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PRESSURE TRANSFER FUNCTIONS FOR
INTERFACIAL FLUIDS PROBLEMS
ROBIN MING CHEN, VERA MIKYOUNG HUR, AND SAMUEL WALSH
Abstract. We make a consistent derivation, from the governing equations,
of the pressure transfer function in the small-amplitude Stokes wave regime
and the hydrostatic approximation in the small-amplitude solitary water wave
regime, in the presence of a background shear flow. The results agree with the
well-known formulae in the zero vorticity case, but they incorporate the effects
of vorticity through solutions to the Rayleigh equation. We extend the results
to permit continuous density stratification and to internal waves between two
constant-density fluids. Several examples are discussed.
1. Introduction
We study the reconstruction from pressure problem for traveling water waves
with vorticity or density stratification. Consider a body of water whose motion is
governed by the steady Euler equations for an incompressible fluid in two dimen-
sions (see Section 2). Assume that the fluid region is bounded above by a free
surface and below by a fixed horizontal bed. We then ask: Can one determine the
surface profile and the velocity field inside the fluid knowing only the trace of its
pressure at the bed and the background current?
The question is intriguing from a mathematical perspective, but it originates
from practical applications in ocean engineering. The vastness of the ocean seriously
limits the types and amounts of data that can realistically be gathered. Tracking
surface waves thus requires a reconstruction method that uses minimal information
and, in particular, one that can be employed in rough seas or over large areas. An
attractive possibility is to use pressure transducers, which sample the pressure near
the sea bed at key positions in the ocean. Indeed, they have emerged as one of the
primary tools for tsunami monitoring.
Remarkably, reconstruction from pressure is mathematically possible, at least
in some physical regimes. For instance, it was proved in [Hen13] that once the
wave speed and the vorticity-stream function relation are specified, the trace of the
pressure at the bed uniquely determines the surface wave. In [CW15a], two of the
authors extended the result to permit stratified fluids and relaxed the regularity
assumptions. The idea behind these works is that, from Bernoulli’s law restricted
to the bed, the trace of the pressure furnishes Cauchy data for an elliptic PDE
whose solution describes the motion in the fluid region. If a solution is known to
exist — as we must assume in order to begin a reconstruction procedure — then we
conclude that there is at most one surface wave for the prescribed pressure data.
We call the pressure-to-surface mapping the (nonlinear) pressure transfer function.
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2 CHEN, HUR, AND WALSH
In the internal wave regime, likewise, the interfaces between adjacent layers are
each uniquely determined by the trace of the pressure at the bed. We also refer to
this pressure-to-interface(s) mapping as the pressure transfer function.
When the flow in the bulk is irrotational, that is, the velocity field is curl free, the
elliptic PDE reduces to the Laplace equation in a strip, which can then be solved
explicitly. This was observed in [Con12], for instance, where an exact relation was
derived between the trace of the pressure at the bed and the surface of a solitary
water wave. The result was extended in [CC13, Cla13] to periodic waves. Based
on an alternative formulation of the problem, another exact relation was derived
in [OVDH12] for solitary and periodic water waves. Two of the authors in [CW15a]
obtained similar results for layer-wise irrotational flows.
The main appeal of these works is that they are concerned with exact solutions
of the problem without asymptotic assumptions. In particular, the formulae apply
to large-ampltiude waves. Though they are typically implicit, there are straight-
forward numerical implementations, and the results to varying degrees match lab-
oratory experiments; see, e.g., [DOV12].
However, there are serious barriers to proving that the numerical schemes are
convergent. While analytically the pressure at the bed uniquely determines the
surface wave, the correspondence is not a continuous mapping between conventional
function spaces. One can think of this as a consequence of the ill-posedness of
the Cauchy problem for an elliptic PDE. Indeed, the exact formula in [Con12],
for instance, is only valid in the strong sense when the trace of the pressure at
the bed has Fourier coefficients that decay exponentially fast. This is true for an
actual solution in the zero vorticity case (cf., e.g., [PT02]), but the set of functions
enjoying this property is not open in any natural topology. Therefore, when one
introduces noise or makes approximations necessary to do computations, there is
no mathematical justification for convergence. Moreover obtaining a posteriori
bounds, or otherwise quantifying the error, appears to be highly intractable.
Another issue is that, at present, there are no exact expressions relating the trace
of the pressure at the bed and the surface wave in rotational flows and stratified
fluids even though we know that pressure transfer functions exist in these regimes.
To summarize, the exact reconstruction methods work well analytically, and they
appear to predict reasonably well in practice, but it is very difficult to prove that
the numerical schemes are convergent. Moreover they do not apply as widely as one
might hope. With this in mind, the present objective is to derive linear transfer
functions for various classes of surface and interfacial waves, which currently do
not have nonlinear analogues. To the best of the authors’ knowledge, these are
new. We exploit the rigorous existence theory, rather than relying on a formal
approximation of the problem (see, e.g., [ES08]). We thereby sacrifice the ability
to handle large-ampltiude waves, but in return gain precise bounds on the error
committed by the linear approximation. Moreover one may generalize the method
to gain improved accuracy by using higher order perturbations of the governing
equations (see, e.g., [HL15]) or higher order expansions of the solution, which may
be computed from the existence theory (see, e.g., [CKS15]).
Linear transfer functions enjoy a long history in the literature; see, e.g., [BD87,
ES08,Kin65,KC94,Sch03]. Our contribution here is to allow for general distribution
of vorticity coming, for instance, from a background current or density stratification.
This substantially complicates the reconstruction from pressure problem. Indeed,
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the pressure distribution in a water wave with vorticity may differ in interesting
and counterintuitive ways from the zero vorticity case. For instance, it was proved
in [CS10] that the pressure of a Stokes wave in the irrotational flow is maximized
at the bed at the point directly below the crest and decreases monotonically as one
moves upward, or to the right or left. However, numerical experiments in [DSP88,
KS08b,KS08a,VO14] suggest that this is not true for some vorticity distributions.
Our results show that linear transfer functions incorporate the effects of vorticity
in a subtle way, involving solutions of the Rayleigh equation.
In Section 2 we introduce the governing equations for traveling water waves in two
dimensions with vorticity, and we derive the pressure transfer functions for small-
amplitude Stokes waves and the hydrostatic approximation for small-amplitude
solitary water waves. In Section 3 and Section 4 we extend the results to surface
waves in continuously stratified fluids and to internal waves in layerwise-constant
density fluids. Throughout we make an effort to present concrete examples.
2. Surface water waves with vorticity
Consider an incompressible inviscid fluid in two dimensions lying below a body of
air and subjected to the force of gravity. Our interest lies in determining the wave
motion at the interface between the air and fluid. Adopting Cartesian coordinates
(x, y), we take the x-axis pointing in the direction of wave propagation and the y-
axis vertically upward. The fluid at time t occupies the connected region Ω(t) ⊂ R2,
which is bounded above by a free surface S(t) and below by a fixed horizontal
bottom {y = 0}. We assume that the free surface has graph geometry, that is,
S(t) = {(x, y) ∈ R2 : y = h(x; t)} for all t > 0,
for some single-valued, non-negative, and smooth surface profile h.
Let (u, v) = (u(x, y; t), v(x, y; t)) be the velocity field and P = P (x, y; t) be the
pressure. They satisfy the Euler equations for an incompressible fluid:
(2.1)

ut + uux + vuy = −1
ρ
Px,
vt + uvx + vvy = −1
ρ
Py − g in Ω(t),
ux + vy = 0,
where g is the constant acceleration of gravity. Although an incompressible fluid
such as water may have variable density, in many applications it is sufficient to
assume that the density is constant. In this section, we shall take ρ = 1. The case
of stratified fluids will be considered in Section 3 and Section 4.
The kinematic boundary conditions
(2.2) v = ht + uhx on S(t)
and
(2.3) v = 0 on {y = 0}
ensure that fluid particles on the boundaries are confined to them at all times. The
dynamic boundary condition
(2.4) P = Patm on S(t)
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states that the pressure is continuous across the surface, and hence it agrees with
the constant atmospheric pressure there. This neglects the effects of surface tension
and the dynamics in the air.
2.1. Introducing a shear flow and scaling the variables. The local spin of a
fluid element is measured by the vorticity of the flow, which in two dimensions is
defined by
(2.5) ω = vx − uy.
Since Ω(t) is simply connected, we may write that
(2.6) ψx = −v and ψy = u,
for a stream function ψ. The fluid is said to be irrotational provided that ω ≡ 0.
Because a flow that is initially irrotational remains so for all time (see [Joh97], for
example), it is a common practice to suppose that ω vanishes identically. This
choice is more attractive in view of the fact that irrotational flows are much easier
to handle — both analytically and numerically — than rotational flows. But the
effects of vorticity are physically significant in many circumstances. Vorticity arises,
for instance, from density stratification, the action of wind blowing over the water,
an incoming sheared current, or the effects of seabed topography. The study of
rotational flows necessitates a careful consideration of the dynamics in the bulk of
the fluid and its intimate coupling to the motion of the boundary.
Note that (2.1)–(2.4) admits a solution of the form
(2.7) h ≡ h0, (u, v) = (U(y), 0) and P = Patm + g(h0 − y)
for arbitrary h0 > 0 and U in the C
1 ∈ ([0, h0]). Physically, this represents a shear
flow, for which the velocity and the free surface are horizontal and the pressure is
hydrostatic. The vorticity generated by (2.7) is −U ′(y). Here we are interested in
waves propagating in the x-direction over a prescribed shear flow of the form. In
the remainder of the section, therefore, h0 and U are held fixed.
In order to systematically characterize various types of approximations, we work
with two dimensionless parameters:
(2.8) δ = the long wavelength parameter and  = the amplitude parameter,
and define a set of rescaled variables. Rather than introducing a new notation for
the variables, we choose, wherever convenient, to write, for instance, x 7→ x/δ. This
is to be read “x is replaced by x/δ”, so that hereafter the symbol x will denote a
scaled variable. With this understanding we define
(2.9) x 7→ x/δ and t 7→ t/δ
and
(2.10) u 7→ U + u and v 7→ δv
so that U = O(1) as → 0. Moreover we write that
(2.11) h = h0 + η and P = Patm + g(h0 − y) + p.
Physically, η is the surface displacement from the undisturbed fluid depth h0 and
p is the dynamic pressure, measuring the deviation from the hydrostatic pressure;
see [Joh97, Section 1.3.2 and Section 3.4.1] for further details.
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Inserting (2.9)–(2.11) into (2.1)–(2.4), we arrive at that:
(2.12)

ut + Uux + U
′v + (uux + vuy) = −px,
δ2(vt + Uvx + (uvx + vvy)) = −py in {0 < y < h0 + η},
ux + vy = 0,
v = ηt + Uηx + uηx and p = gη on {y = h0 + η},
v = 0 on {y = 0}.
Note that u, v, p, η = 0, which corresponds to no deviation from the background
current, does satisfy (2.12) for arbitrary h0 > 0 and U ∈ C1([0, h0]).
The governing equations may be nondimensionalized (see, e.g, [Joh97, Section 1.3.1]),
but we do not pursue that approach here. Rather, we work in the physical variables
as much as possible.
2.2. Traveling waves and the bifurcation condition. Waves in the ocean are
often observed to be regularly shaped and propagating at constant speed in a fixed
direction after they disperse away from the wave generating region. Such wave
patterns are representative of traveling (or steady) waves. They are solutions of
(2.1)–(2.4) for which u, v and P are functions of (x− ct, y) while h is a function of
x − ct for some c > 0, called the wave speed. It follows that ψ displays the same
dependence in x and each Ω(t) is a translation of a time independent domain Ω.
We will further assume that there is no horizontal stagnation:
(2.13) u− c < 0 in Ω.
This amounts to excluding from consideration the so-called “extreme waves.” One
important consequence of (2.13) is that each streamline is given by the graph of a
single-value function defined on the whole real line. Together with the last equation
in (2.1), (2.5), and (2.6), this further implies that ω and ψ − cy are functionally
dependent. One may then write that
(2.14) −∆ψ(x− ct, y) = ω(x− ct, y) =: γ(ψ(x− ct, y)− cy)
for some function γ called the vorticity-stream function.
We call a traveling wave solution of (2.1)–(2.4) a Stokes wave provided that it is
periodic in the x-direction and there exists a vertical axis with respect to which u
and h are even while v is odd. In fact, for an arbitrary function γ, and under some
mild conditions, all periodic traveling waves of (2.1)–(2.4) are symmetric about
their crests; see, e.g., [Hur07] and [CEW07].
Studies of such waves were initially made by Stokes [Sto47], who envisioned
irrotational periodic waves propagating in an infinitely-deep body of water that is
at rest at great depths. His deductions were far-reaching, albeit formal, and many
were ultimately verified by rigorous analysis. In fact, the existence and qualitative
properties of Stokes waves with zero vorticity are by now quite advanced. This
success is strongly indebted to the fact that, for irrotational flows, ψ is a harmonic
function, which allows the use of tools such as conformal mappings. Some excellent
surveys are [Tol96,OS01,Gro04,Str10].
On the other hand, when the flow is rotational, ψ is no longer harmonic but a
solution of (2.14). Consequently, one must simultaneously treat the dynamics in
the fluid region and the problem of determining the boundary. It was not until
recently that Constantin and Strauss [CS04] established the existence theory of
large-ampltiude waves for general vorticities. Specifically, for each c > 0 and k > 0
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and for an arbitrary γ of class C1+α, for some α ∈ (0, 1), that satisfies a certain
abstract “bifurcation condition”, they constructed a global continuum of 2pi/k-
periodic Stokes waves with the vorticity function γ. This stimulated a great deal of
research activity on water waves with vorticity, leading to a number of important
results in a wider hydrodynamical context. Among them, let us mention only a few
that are most relevant to the interests of the present work. In [Hur06,Hur11], one of
the authors studied waves in deep water; in [Wah09,EEW11,CSV14], the possibility
of critical layers was addressed; in [Var09, VW12], the formation of a corner was
studied in an extreme wave; in [CS11], the result in [CS04] was generalized to allow
for discontinuous vorticity.
The families of vortical Stokes waves in [CS04] are constructed via bifurca-
tion theory: Constantin and Strauss show that a curve of small-ampltiude waves
branches from the family of shear flows and continues into the large-ampltiude
regime, eventually terminating at (but not including) an extreme wave with a stag-
nation point. The bifurcation condition is both necessary and sufficient for the
initial branching to occur. It specifically asks that zero be a (simple) generalized
eigenvalue of the associated linearized problem about some shear flow. We note
that Constantin and Strauss carry out their analysis in the semi-Lagrangian co-
ordinate system (x,−ψ), which has the effect of transforming the free boundary
problem into one set on a fixed domain. They also select the wave speed c and
the vorticity function γ at the outset, whereas the shear flow U where bifurcation
takes place is determined by γ and c, and the fluid depth h0 varies along the branch
of solutions. Here we derive explicit relations between the pressure and the sur-
face wave in physical variables, and hence it is convenient to consider the situation
where the shear flow and the fluid depth are be fixed but the wave speed is chosen
to ensure that bifurcation occurs. In this case, the bifurcation condition becomes
the following: we require that
(2.15)

(U − c)(φ′′ − k2φ)− U ′′φ = 0 for 0 < y < h0,
φ′(h0) =
( g
(U(h0)− c)2 +
U ′(h0)
U(h0)− c
)
φ(h0) and φ(0) = 0
admits a nontrivial solution for some c > max
06y6h0
U(y) and k > 0 and that the
solution set is one-dimensional (see [HL08] for details). The ordinary differential
equation in (2.15) is known as the Rayleigh equation or the inviscid Orr–Sommerfeld
equation.
For general vorticities, (2.15) can only be solved numerically; see, e.g., [Kar12].
Nevertheless, in some cases, explicit solutions can be found and the bifurcation
condition agrees with dispersion relations; see Example 2.1, Example 2.2 and Ex-
ample 2.3. For some range of shear flows, moreover, the bifurcation condition may
be verified using ODE theory. If U ∈ C2([0, h0]), U ′′(h0) < 0 and U(h0) > U(y) for
0 < y < h0, for instance, bifurcation takes place for some c > maxU for all k > 0;
see [HL08, Lemma 2.5].
We pause to remark that in general the bifurcation condition and the disper-
sion relation are different: The bifurcation condition is necessary and sufficient to
ensure that small-amplitude nontrivial solution exists, whereas the dispersion re-
lation is only a necessary condition ensuring that a plane wave solution exists to
the associated linear problem. At a bifurcation point, one may employ the implicit
function theorem (or, more accurately, a Lyapunov–Schmidt reduction procedure),
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and thus it is possible to find all nontrivial solutions nearby as well as compute
them to any order, though perhaps not explicitly. This makes estimating the error
quite straightforward.
In the long wave limit as k → 0+, note that the bifurcation condition leads to
the Burns condition
(2.16)
∫ h0
0
dy
(U(y)− c)2 =
1
g
;
see, e.g., [Bur53,Joh97,HL08].
A solitary water wave means a traveling wave solution of (2.1)–(2.4), for which
h(x−ct) tends to a constant and v(x−ct, y)→ 0 uniformly for y as x−ct→ ±∞. It
may be viewed formally as the limit of Stokes waves as the period tends to infinity.
Indeed, small-amplitude solitary water waves, when they exist, emanate near the
critical speed determined upon solving (2.16). Solitary water waves are yet more
technically challenging to study because they spread over an unbounded domain.
Classical bifurcation theory is less useful as a consequence. (For periodic waves,
one can imagine x as lying on a circle, which compactifies the problem). In the
case of zero vorticity, the rigorous existence theory goes back to the constructions
in [FH54,Bea77] of small-ampltiude waves and it includes singular bifurcation result
in [AT81] of large-ampltiude waves. Recently, these results have been extended to
include an arbitrary distribution of vorticity in [Hur08,GW08,Whe13,Whe15].
2.3. The pressure transfer function. In the linear approximation, suitable for
small-ampltiude (but not necessarily long wavelength) waves,  1 while δ = O(1).
Under this assumption, (2.12) becomes to leading order:
(2.17a)

ut + Uux + U
′v = −px,
vt + Uvx = −py in {0 < y < h0},
ux + vy = 0,
and
v = ηt + Uηx and p = gη on {y = h0},(2.17b)
v = 0 on {y = 0}.(2.17c)
Here, for simplicity, we have taken δ = 1.
Note that small-amplitude Stokes waves with vorticity constructed in [CS04]
solve (2.17) with errors of O(2) (in C2+α for the velocity and the pressure, and in
C1+α for the free surface). Moreover the wave speed is approximated by that in
(2.15) with errors of O(3).
Seeking 2pi/k-periodic solutions of (2.17) traveling at the speed c > 0 and with
the wave number k > 0, it is reasonable to assume that
(2.18) η(x; t) = cos(k(x− ct))
to leading order. One can then solve (2.17) explicitly to find that
u(x, y; t) =
1
k
φ′(y) cos(k(x− ct)),
v(x, y; t) = φ(y) sin(k(x− ct)),
p(x, y; t) =
1
k
((c− U(y)φ′(y) + U ′(y)φ(y)) cos(k(x− ct)),
(2.19)
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where φ solves
(2.20)
{
(U − c)(φ′′ − k2φ)− U ′′φ = 0 for 0 < y < h0,
φ(h0) = k(c− U(h0)) and φ(0) = 0.
It is easy to see that the bifurcation condition (2.15) can be deduced from (2.20)
by employing the first equation in (2.17b). In particular, the solutions of (2.20) is
unique. Indeed, a non-trivial solution of (2.15) is unique up to multiplication by a
constant. The normalization in (2.18) would then single out the unique solution of
(2.15), and hence (2.20).
The last equation in (2.19) allows us to define the linear pressure transfer func-
tion:
(2.21) T (y) =
1
k
((c− U(y))φ′(y) + U ′(y)φ(y)),
which relates the dynamic pressure and the surface displacement from the undis-
turbed fluid depth via the identity
p(x, y; t) = T (y)η(x; t).
In particular, the displacement of the free surface from its rest height and the trace
of the dynamic pressure at the bed are related by the formula
(2.22) η(x; t) =
1
T (0)
p(x, 0; t) = k
1
c− U(0)
1
φ′(0)
p(x, 0; t).
We pause to remark that φ′(0) 6= 0, and hence the formula makes sense. Otherwise,
the unique solution of the initial value problem for the Rayleigh equation and the
second boundary condition in (2.20) would force φ ≡ 0, which would then contradict
the first boundary condition in (2.20).
We emphasize that (2.21) is a linear relation. Indeed, the lack of explicit solutions
prevents a formula of the kind for large-ampltiude waves. A nonlinear relation
between the trace of the pressure and the surface wave is, of course, far more
involved. Nevertheless, it was achieved recently for Stokes and solitary water waves
in the case of zero vorticity [Con12, CC13, Cla13] or constant vorticity [OVDH12].
These results make strong use of the fact that one can explicitly solve the Laplace
equation in a strip using separation of variables, and thus they do not extend to
rotational flows. One may instead use higher order perturbations of the governing
equations to obtain pressure transfer functions with improved accuracy; see, e.g.,
[HL15].
In general, (2.20) must be investigated numerically. However, for certain special
cases the calculations are considerably simplified and analytic methods are possible.
We present a few of these below.
Example 2.1 (Zero vorticity). Suppose that U ≡ 0, namely that there is zero
vorticity. Then, a straightforward calculation reveals that a nontrivial solution to
(2.15) exists provided that
(2.23) c2 =
g tanh(kh0)
k
.
This is the well-known dispersion relation for gravity water waves in finite-depth.
Moreover the solution to (2.20) is
φ(y) = kc
sinh(ky)
sinh(kh0)
.
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Inserting this and (2.23) into (2.21), we find the pressure transfer function:
(2.24) T (y) = g
cosh(ky)
cosh(kh0)
,
which agrees with the result in [ES08], for instance. In this sense, (2.21) generalizes
the well-known pressure transfer function to allow for the effects of vorticity.
Example 2.2 (Constant vorticity). Let U(y) = γ(y − h0), 0 6 y 6 h0, for some
constant γ. (More generally, one may take U(y) = γ(y−h0)+U0 for some constant
U0, but U0 can be absorbed to the wave speed.) This models the constant vorticity
−γ. A straightforward calculation reveals that a nontrivial solution to (2.15) exists,
provided that
(2.25) c = c(γ) = −γ tanh(kh0)
2k
+
√
γ2 tanh2(kh0)
4k2
+
g tanh(kh0)
k
;
see also [CS04,VO14]. The other solution with the − sign violates c > 0, and hence
we discard it. We note in passing that
c(−|γ|) > c(0) > c(|γ|),
meaning that favorable currents corresponding to γ < 0 enhance the wave speed,
while adverse currents (γ < 0) reduce it. Moreover one may explicitly solve (2.20)
to find that
φ(y) = kc
sinh(ky)
sinh(kh0)
.
This leads to the pressure transfer function:
(2.26) T (y) =
c
sinh(kh0)
((c− γ(y − h0))k cosh(ky) + γ sinh(ky)),
where c is in (2.25). When γ = 0, clearly, (2.26) becomes (2.24).
Remark. It is readily seen from (2.25) that a necessary and sufficient condition
for a critical layer to exist in a laminar flow is that
(2.27) γ < 0 and γ2 >
g tanh(kh0)
kh20 − h0 tanh(kh0)
.
In the small-ampltiude regime, therefore, a nontrivial Stokes wave with a constant
vorticity will contain a stagnation point if and only if (2.27) is satisfied by the
background shear flow; see also [VO14].
Remark. One may deduce from Example 2.2 the effects of vorticity on the pressure
distribution. In the case of zero vorticity, it follows from (2.24) that the dynamic
pressure to the leading order is minimized at the bottom and the pressure distur-
bance attenuates in depth. Note from (2.26) that
T ′(y) =
k2c sinh(ky)
sinh(kh0)
(c− γ(y − h0)).
Hence if γ > 0, corresponding to a negative constant vorticity, then
T (y), T ′(y) > 0 for 0 < y 6 h0,
leading to a similar behavior of the pressure as in the irrotational case. However,
if γ is sufficiently negative satisfying (2.27) then T ′(y) may become negative, and
the pressure disturbance becomes non-monotone in depth; see, e.g., Figure 1. This
agrees with numerical observations made by Ko and Strauss in [KS08b,KS08a].
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T (y)
y
Figure 1. Pressure transfer function T (y) for γ = −5, k = 1, h0 = 2.
Example 2.3 (Piecewise constant vorticity). Let
U(y) =
{
γ−(y − h0) for 0 6 y 6 h1,
γ−(h1 − h0) + γ+(y − h1) for h1 < y 6 h0.
Therefore
(2.28) U ′(y) =
{
γ− for 0 6 y 6 h1,
γ+ for h1 < y 6 h0
and U ′′(y) = (γ+ − γ−)δ(y − h1),
where δ denotes the Dirac measure with unit mass. In other words, the vorticity is
piecewise constant. The second equation in (2.28) means that the Rayleigh equation
must be understood in the sense of distributions.
The existence of Stokes waves with discontinuous vorticity was established in
[CS11], subject to a bifurcation condition. Analogous to the smooth vorticity case,
it asks that a certain Sturm–Liouville problem posed in the semi-Lagrangian vari-
ables admits a nontrivial distributional solution. When the vorticity is piecewise
smooth like (2.28), it is straightforward to translate this condition back to physical
variables. Ultimately, one finds that bifurcation occurs if (2.15) has a nontrivial
weak solution in C2([0, h0] \ {h1}) ∩W 1,∞([0, h0]).
Let φ be the solution of (2.20) and let φ+ and φ− be its restriction to (h1, h0] and
[0, h1), respectively. The Rayleigh equation (2.20) with discontinuous coefficients
determines φ± up to two constants. The continuity of φ on [0, h0] implies that
φ+(h1) = φ−(h1),
while the distributional identity
φ′′ =
1
U − cδ(· − h1)φ
gives that
φ′+(h1)− φ′−(h1) =
γ+ − γ−
c− U1 φ(h1),
where
U1 = U(h1) = γ−(h1 − h0).
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We therefore infer that
φ(y) =
{
A− sinh(ky) for 0 6 y 6 h1,
A+ sinh(k(y − h0)) +B cosh(k(y − h0)) for h1 6 y 6 h0,
where B = k(c− U(h0)) = k(c− (γ− − γ+)(h1 − h0)) and
A− =
sinh(k(h1 − h0))− cosh(k(h1 − h0)) coth(k(h1 − h0))
sinh(kh1)
(
γ+ − γ−
k(c− U1) + coth(kh1)− coth(k(h1 − h0))
)B,
A+ =
(
γ+ − γ−
k(c− U1) + coth(kh1)
)
coth(k(h1 − h0))− 1
coth(k(h1 − h0))−
(
γ+ − γ−
k(c− U1) + coth(kh1)
) B.
Inserting this into (2.19), incidentally, we obtain the implicit dispersion relation:
(2.29) (c− U(h0))(A+ + γ+) = g.
The pressure transfer function can likewise be computed explicitly using (2.21),
φ and the dispersion relation. The expression is quite complicated, however, and we
do not record it here. Instead, we provide the transfer function from the pressure
at the bed to the surface wave:
T (0) =
1
k
(c− U(0))φ′(0) = A−(c+ γ−h0).
2.4. The hydrostatic approximation. In a weakly nonlinear approximation,
suitable for small-amplitude solitary water waves, δ2 =   1. With this scal-
ing regime, (2.12) becomes to leading order
(2.30)

ut + Uux + U
′v = −px,
py = 0 in {0 < y < h0},
ux + vy = 0,
y = ηt + Uηx and p = gη on {y = h0},
v = 0 on {y = 0}.
Small-amplitude solitary water waves with an arbitrary vorticity found in [Hur08],
for instance, are exact solutions of (2.1)–(2.4), and hence (2.12). As δ2 =  → 0,
furthermore, it follows from the existence proof that they are approximated to lead-
ing order by the famous Korteweg-de Vries (KdV) soliton, and the wave speed is
given to leading order by (2.16). In other words, small-amplitude solitary water
waves with vorticity will solve (2.30) with errors of O(2) in the space of real an-
alytic functions. This regularity assumption is not as stringent as it first appears.
For an arbitrary vorticity function in the Cα class, for some α ∈ (0, 1), one of the
authors proved in [Hur12] that any solitary water wave with velocity in C1+α is in
fact real analytic.
Observing that the second equation in (2.30) implies that the dynamic pressure
is independent of the depth at leading order, we arrive at the hydrostatic approxi-
mation:
(2.31) η(x; t) =
1
g
p(x, 0; t).
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It is straightforward to verify that exact relations in [OVDH12] and [Con12] between
the trace of the pressure and the surface of a solitary water wave agree with (2.31) to
leading order. Note that (2.31) is independent of the underlying shear flow. Higher
order approximations, however, incorporate the effects of vorticity; see [HL15] for
details.
Remark. The study of pressure transfer functions is often motivated by the desire
to track tsunamis. When working with long wave approximations, however, some
caution is warranted. As is pointed out in [CJ06, CJ08b, CJ08a], for instance, the
time scale on which the KdV dynamics manifests is considerably shorter than the
lifespan of a typical tsunami. This unfortunately limits the usefulness of (2.31) as a
means of reconstructing tsunamis, though it may be applicable to other phenomena
such as slowly moving waves.
3. Surface waves with continuous stratification
The presence of salinity and temperature gradients may lead to a heterogeneous
density distribution that strongly influences the flow. In this section, we endeavor
to study the pressure transfer function in stratified fluids. We continue to assume
that the fluid is inviscid and incompressible, and we use the notation in Section 2.
The main difference is that the density of the fluid ρ is no longer a constant in (2.1)
and instead it is subject to the equation of mass conservation:
(3.1) ρt + uρx + vρy = 0 in Ω(t).
In order for the flow to be physically realistic, we assume that ρ is a non-negative
function and non-increasing in the y-variable. The boundary conditions are exactly
as stated in Section 2. Note that (3.1) implies that the density is constant on the
free surface and the bed for traveling waves.
The existence of periodic traveling waves of (2.1)–(2.4), (3.1) has been the subject
of much research, dating back to the early work of Dubreil-Jacotin [DJ37]. Some
notable results include [Ami84,TK63,Tur81,Tur84,LF97]. The result most relevant
to our purposes is [Wal09] on the existence large-amplitude periodic traveling waves
with general density stratifications and general background currents. Specifically,
for each c > 0 and k > 0 and for an arbitrary function of class C1+α, for some
α ∈ (0, 1), relating the stream function and density stratification and subject to
a bifurcation condition, there exists a global continuum of 2pi/k-periodic traveling
waves of (2.1)–(2.4), (3.1).
Less is known about solitary waves, because the unboundedness of the domain
leads to serious issues with compactness. All existing literature on the existence of
solitary waves in stratified fluids pertains exclusively to the case of zero background
current, and no exact existence theory is available for general density stratifications
and general shear flows in the far field. This is the subject of a forthcoming paper
by two of the authors. For now we merely focus on periodic traveling waves.
Note that
(3.2) h ≡ h0, (u, v) = (U(y), 0), ρ = R(y) and P = Patm +
∫ h0
y
gR(z) dz
form a solution of (2.1)-(2.4), (3.1) for arbitrary h0 > 0, U ∈ C1, and R(y) > 0,
R′(y) 6 0 for all 0 < y < h0. We are interested in waves propagating over the shear
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flow and the density stratification of the form. In the remainder of the section,
therefore, h0, U and R are held fixed.
To proceed, we repeat the procedure in Section 2.1 and introduce the long wave-
length parameter δ and the small-ampltiude parameter . We define scaled variables
x, t and u, v by (2.9)–(2.10), and we write that
(3.3) h = h0 + η, P = Patm +
∫ h0
y
gR(z) dz + p and ρ = R+ ρ.
Physically, ρ measures the deviation from the background density.
Inserting (2.9)–(2.10) and (3.3) into (2.1)–(2.4), (3.1), we arrive, in the linear
approximation as → 0 and δ = 1, at that:
(3.4)

ρt + Uρx + vR
′ = 0,
R (ut + Uux + U
′v) = −px in {0 < y < h0},
R(vt + Uvx) = −py − ρ,
ux + vy = 0,
v = ηt + Uηx and p = gRη on {y = h0},
v = 0 on {y = 0}.
Periodic traveling waves found in [Wal09], for instance, are exact solutions of (2.1)–
(2.4), (3.1), and hence approximate solutions of (3.4). From the bifurcation theory
analysis, one deduces that, if ρ ∈ C1+α, for some α ∈ (0, 1), then (3.4) holds up to
an error term of order O(2) in C2+α for the velocity, C3+α for the pressure, and
C1+α for the density.
With that in mind, we again assume that η has the ansatz
η(x; t) = cos(k(x− ct)),
which allows us to solve (3.4) explicitly. We find that
u(x, y; t) =
1
k
φ′(y) cos (k(x− ct)),
v(x, y; t) = φ(y) sin (k(x− ct)),
p(x, y; t) =
1
k
R(y) ((c− U(y))φ′(y) + U ′(y)φ(y)) cos(k(x− ct)),
ρ(x, y; t) =
1
c− U R
′(y)φ(y) sin (k(x− ct)),
(3.5)
where φ solves
(3.6)
{
k2(c− U)2Rφ = (c− U)(R((c− U)φ′ + U ′φ))′ −R′φ for 0 < y < h0,
φ(h0) = k(c− U(h0)) and φ(0) = 0.
When R ≡ 1, clearly, this reduces to (2.20).
Under the assumption c > max
06y6h0
U(y), namely no critical layers, (3.6) may be
transformed into a more amenable form by making change of unknowns. Let
ϕ =
φ
c− U ,
14 CHEN, HUR, AND WALSH
and (3.6) becomes
(3.7)
{
(R(c− U)2ϕ′)′ = k2(c− U)2R+R′)ϕ for 0 < y < h0,
ϕ(h0) = k and ϕ(0) = 0.
Ultimately, we define the linear pressure transfer function:
(3.8) T (y) =
1
k
R(y)((c− U(y))φ′(y) + U ′(y)φ(y)) = 1
k
R(y)(c− U(y))2ϕ′(y),
which relates the dynamic pressure and the surface displacement from the undis-
turbed fluid depth via the identity
(3.9) p(x, y; t) = T (y)η(x; t).
Example 3.1 (Exponential stratification). It is in general impossible to solve either
(3.6) or (3.7) explicitly. An example for which one may find a solution in closed
form is when the density increases exponentially with depth, i.e.
R(y) = e−2βy for some β > 0.
Then, (3.7) becomes
((c− U)2ϕ′)′ − 2β(c− U)2ϕ′ = (k2(c− U)2 − 2β)ϕ.
Consider the simplest case U ≡ 0. (More generally one may take U to be a
constant, but this constant can just be absorbed into the wave speed.) The above
equation then reduces to the second-order constant-coefficient ODE:
(3.10) c2ϕ′′ − 2βc2ϕ′ + (2β − k2c21)ϕ = 0, ϕ(0) = 0 and ϕ(h0) = k,
and the sign of the discriminant of the characteristic equation 4c2((β2 +k2)c2−2β)
determines the type of the solution. Furthermore, applying (3.8) and (3.9) to the
linearized kinematic equation in (3.4), we determine that the dispersion relation is
c2 =
gk
ϕ′(h0)
.
Note that this is in fact well-defined. Indeed, it is easily seen that the first boundary
condition in (3.7) can be written as
ϕ′(h0) =
g
c2
ϕ(h0).
Since ϕ(h0) = k, it follows that ϕ
′(h0) 6= 0. We then infer from (3.8) the linear
pressure transfer function:
T (y) =
1
k
c2e−βyϕ′(y) = ge−βy
ϕ′(y)
ϕ′(h0)
.
4. Internal waves and wind-driven waves
We now turn our attention to traveling waves propagating at the interface be-
tween two immiscible fluids in a channel. Suppose that the fluid domain is par-
titioned into two layers and confined to a strip which is bounded from above by
a flat rigid lid at {y = H} for some H ∈ (h0,∞] and from below by a flat rigid
bed at {y = 0}. We assume that the two layers share a common boundary that
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is given as the graph of a smooth function h = h(x; t) satisfying 0 < h < H. Let
Ω(t) = Ω−(t) ∪ Ω+(t), where
Ω+(t) := {(x, y) ∈ R2 : h(x; t) < y < H},
Ω−(t) := {(x, y) ∈ R2 : 0 < y < h(x; t)},
denote the upper and lower fluid layers, respectively, and let
S(t) = ∂Ω+(t) ∩ ∂Ω−(t) = {y = h(x; t)}
be the internal interface separating them. For the velocity, pressure, and density,
we will use the notation in Section 2 and Section 3.
The velocity field and pressure satisfy (2.1) in Ω(t). We assume for simplicity
that the density is layer-wise constant:
ρ(x, y; t) = ρ+χΩ+(t)(x, y) + ρ−χΩ−(t)(x, y)
for some fixed ρ± > 0, where χΩ±(t) denotes the characteristic function for Ω±(t).
Note that (3.1) holds trivially in Ω(t). Here and in the sequel, ± denotes the
restriction to Ω±(t) of a function defined on Ω(t).
The motion of the free interface is governed by the kinematic and dynamic
conditions:
(4.1) v± = ht + u±hx and P+ − P− = σ hxx
(1 + h2x)
3/2
on S(t),
where σ > 0 is the coefficient of surface tension. The first equation is equivalent
to requiring that the interface is a material line, or that the normal component of
the velocity field is continuous on S(t). The second comes from the Young–Laplace
law, stating that on each point of the free interface, the pressure experiences a jump
that is proportional to the (signed) curvature of S(t) there. When σ = 0, this of
course means that the pressure is continuous in Ω(t). For now we include surface
tension because the problem is ill-posed otherwise; see, e.g., [SZ11]. We impose an
impermeability condition on the bed and the lid:
(4.2) v = 0 on {y = 0} ∪ {y = H}.
Many stratified fluids are observed to have layers of constant density separated
by thin pycnoclines, wherein the density undergoes a rapid change. It is convenient
for computations to simply neglect the thickness of the pycnocline, which at least
formally leads to a two- or multiple-fluid approximation. This can in fact be made
rigorous in some situations; see, e.g., [CW15b] and [Jam01].
Another circumstance one encounters the two-fluid setup is in the theory of wind
generation of water waves, for which Ω+(t) represents the air region and Ω−(t) is the
water; see, e.g., [Jan04] for more discussion. Note that, in contrast to the previous
sections, this model takes into account the dynamics in the atmosphere as well as
the water. The upper boundary is a mathematical contrivance that is reasonable
because the flow in the atmosphere is expected to have negligible influence on the
motion of the free surface.
The existence of periodic traveling waves and solitary waves to (2.1), (3.1), (4.1),
(4.2) has been established in a number of works, although a majority is restricted
to the absence of the background flow and the effects of surface tension; see, e.g.,
[Tur81,Tur84,AT86]. For a nontrivial background current, but neglecting capillary
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effects, one of the authors in [WBS13] constructed a continuum of small-amplitude
solutions.
Note that
(4.3) h ≡ h0, (u, v) = (U±(y), 0) and P = gρ(h0 − y)
form a solution of (2.1), (3.1), (4.1), (4.2) for arbitrary 0 < h0 < H and U± in the
C1 class. These are the family of shear flows that we take as the model for the
background current.
Repeating the procedure in Section 2.1, we introduce (2.8) and we scale the
independent and dependent variables using (2.9)–(2.11), but
(4.4) P = gρ(h0 − y) + ρp
for the pressure. Substituting these, (2.1) becomes
(4.5)

ut + Uux + U
′v + (uux + vuy) = −px,
δ2(vt + Uvx + (uvx + vvy)) = −py in Ω(t),
ux + vy = 0,
while (4.1) turns in to
(4.6) v± = ηt + U±ηx + u±ηx on S(t)
and
(4.7) p− − ρ+
ρ−
p+ =
(
1− ρ+
ρ−
)
gη − σδ
2
ρ−
ηxx
(1 + 2δ2η2x)
3/2
on S(t).
The bottom boundary condition is exactly the same as in (4.2).
4.1. The pressure transfer function. In the linear approximation, suitable for
small-amplitude periodic traveling waves, we repeat the procedure in Section 2.3:
formally take δ = 1 and  = 0 in (4.5)-(4.7) and assume that
η(x; t) = cos(k(x− ct)).
A straightforward calculation then reveals that
u±(x, y; t) =
1
k
(c− U±(h0))φ′±(y) cos(k(x− ct)),
v±(x, y; t) = (c− U±(h0))φ(y) sin(k(x− ct)),(4.8)
p±(x, y; t) = T±(y) cos (k(x− ct)),
where
(4.9) T±(y) = (U±(y)− c)(U±(h0)− c)φ′±(y)− U ′±(y)(U±(h0)− c)φ±(y)
and φ± solves
(4.10)
−φ′′± +
(
U ′′±
U± − c + k
2
)
φ = 0 for y ∈ (0, h0) ∪ (h0, H),
φ−(0) = φ+(H) = 0 and φ±(h0) = k.
The pressure transfer function is defined by (4.9).
We mention that evaluating (4.7) with  = 0 and δ = 1, gives
p− − ρ+
ρ−
p+ =
((
1− ρ+
ρ−
)
g + k2
σ
R−
)
cos (k(x− ct)) on {y = h0}.
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Combining this with the last equation in (4.8) and (4.9), we arrive at the dispersion
relation:
(R+ −R−)g − k2σ = R+T+(h0)−R−T−(h0)
= R+(U+(h0)− c)2φ′+(h0)− kR+U ′+(h0)(U+(h0)− c)
−R−(U−(h0)− c)2φ′−(h0) + kR−U ′−(h0)(U−(h0)− c).
(4.11)
Therefore the effects of surface tension enter the pressure transfer function through
the wave speed, which is determined by the dispersion relation.
For a general background current, φ± will not be found in closed form. Nonethe-
less, it is relatively simple to show that in the case of U ≡ 0 this reduces to the
well-known dispersion relation for two-fluid irrotational flow (see, e.g., [BWSZ15]).
It is worth mentioning that formally as R+/R− → 0, we recover (2.23) if U ≡ 0,
and (2.25) if U is linear.
4.2. The hydrostatic approximation. In a small-amplitude solitary wave regime,
where δ2 = → 0 , the second equation in (4.5) reduces to
(4.12) py = 0 in Ω,
where recall that Ω = R× (0, H) \ {y = h0}, and (4.7) becomes
(4.13) p− − ρ+
ρ−
p+ =
(
1− ρ+
ρ−
)
gη.
Since p is independent of the depth, this determines η from the dynamic pressure
on the top and bottom boundaries. In the case where the upper fluid has infinite
extent, i.e., H = +∞, we then have p+ = 0, and hence the dynamic pressure at
the bed p− is proportional to η. This recovers the hydrodynamic approximation
presented in Section 2.4.
Moreover, the first equation in (4.5) in the moving coordinate becomes
(4.14) (U − c)ux + vUy = −px in Ω,
and (4.6) becomes
(4.15) v± = (U± − c)ηx on {y = h0}.
We then use the last equation in (4.5) to rewrite (4.6) as
−(U − c)vy + vUy + px = 0 in Ω,
which we rearrange as
ρ∂y
(
v
U − c
)
= ρ
px
(U − c)2 .
Here we have multiplied both sides by ρ so that the jump conditions on the boundary
are easy to interpret. Ultimately we integrate this and use (4.15) and (4.13) to find
the generalized Burns condition:
(4.16)
∫ H
h0
1
(U+ − c)2 ρ+ dy +
∫ h0
0
1
(U− − c)2 ρ− dy = 1.
Here we tacitly assume that ηx does not vanish identically and, in the case that
H = +∞, in addition, 1/(U+ − c) is in L2. When ρ+ = 0, that is, the upper fluid
region is a vacuum, (4.16) reduces to (2.16).
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