A short proof is given for Ekeland's variational principle in almost metric spaces. As a by-product of this, some related equivalent formulations, including CaristiKirk's (common) fixed point theorem, Takahashi nonconvex minimization theorem and nonconvex maximal element theorems for mappings are obtained.
Introduction
Let X be some nonempty set and d : X × X → R + := [0, ∞[ be a metric over it (in the usual sense). Further, take some function ϕ : X → R. The following 1979 statement in Ekeland [4] (referred to as Ekeland's variational principle on metric spaces; in short: (EVP-ms)) is well known. This principle found some basic applications to control and optimization, generalized differential calculus, critical point theory and global analysis; we refer to the quoted survey paper for a discussion of these. As a consequence, many extensions of (EVP-ms) were proposed.
Here, we shall concentrate on a certain extension of (EVP-ms) obtained within the class of almost metric spaces. Then, as a by-product of this, some related statements -including an extension of the well known Caristi-Kirk's fixed point theorem -are given. , for x, y, z ∈ X; in this case, (X, d) will be referred to as an almost metric space.
Main result
Note that, an almost metric has all properties of a metric, except symmetry. Hence, the concepts of convergent and Cauchy sequence may be introduced in this context, but with certain precautions.
Namely, call the sequence (
and d-Cauchy, provided (d-Cauchy) for each ε > 0, there exists n(ε) ∈ N such that
Note that, by the lack of symmetry, (p1) a convergent sequence may have more than one limit point, (p2) a d-convergent sequence need not be d-Cauchy. Now, let ϕ : X → R be a function. By the almost metric context, we would expect that conclusions in Ekeland's variational principle (EVP-ms) be available only when additional conditions upon these data will be added. Surprisingly, a positive answer to this is still valid in the same framework as the one of (EVP-ms). Precisely, the following statement (referred to as Ekeland's variational principle in almost metric spaces; in short: (EVP-am)) is available.
or, equivalently,
Proof. The argument to be used will necessitate a number of steps. I) Let ( ) stand for the relation
It is not hard to see that ( ) is a (partial) order on X; that is, (po-1) x x for each x ∈ X, (po-2) x y and y z imply x z, (po-3) x y and y x imply x = y. In fact, (po-1) and (po-2) are clear. Concerning (po-3), let the points x, y ∈ X be such that x y and y x; that is, by definition,
Adding these inequalities, yields
Hence d(x, y) = d(y, x) = 0; which yields x = y.
Note that the dual relation
is also a (partial) order on X; it will be referred to as the dual (partial) order attached to ( ). In the following, some basic properties of the partially ordered almost metric space (X, d, ) will be given. As usual, any sequence (x n ) in X with i ≤ j implies x i x j (resp. x i x j ) will be called ascending (resp. descending).
II)
We start the list of these properties with Proposition 2.1. The partially ordered almost metric space (X, d, ) is regular, in the sense each ascending sequence in X is d-Cauchy.
Proof. Let (x n ) be an ascending sequence in X; that is,
The (real) sequence (ϕ(x n )) is descending and bounded below; hence a Cauchy one. This, combined with the above relation, shows that (x n ) is d-Cauchy.
III) The obtained fact is our basic tool for the inductive property below. Given the sequence (x n ), any u ∈ X with
x n u for all n ∈ N, will be referred to as a upper bound of (x n ). The class of all these will be denoted ubd(x n ); when it is nonempty, we say that (x n ) is bounded above.
Proposition 2.2. The partially ordered space (X, ) is sequentially inductive, in the sense each ascending sequence in X is bounded above.
By the preceding step, (x n ) is d-Cauchy; so (from the completeness hypothesis)
, for some y ∈ X. Let n ∈ N be arbitrary fixed. By the triangular inequality, we have for each m ≥ n,
Passing to inferior limit as m → ∞, one derives (by the d-lsc property),
; that is, x n y; which tells us that y is an upper bound of (x n ).
IV)
Under these preliminary facts, we are now passing to a useful sectional property relative to our structure (X, d, ). Proposition 2.3. Let the conditions above be accepted. Then, (A) for each x ∈ X and ε > 0, there exists y = y(x, ε) x such that
(B) an ascending sequence (x n ) may be determined so as, for each n ∈ N:
Proof. i): Assume that this assertion would be false; that is, for some x ∈ X and ε > 0, for each y x there exist u, v ∈ X with y u v, d(u, v) ≥ ε. Then, an ascending sequence (y n ) may be found so that
But then, (y n ) is not d-Cauchy; in contradiction with the regularity property above. This proves our claim.
i): Evident, by a denumerable choice procedure.
V)
We may now complete the argument as follows. By the preceding statement, an ascending sequence (x n ) may be determined with the above described property. Let z be an upper bound of (x n ) (existing by the sequential inductiveness assumption). We intend to show that this is our desired element. Take v ∈ X in accordance with z v. From the relation involving (
The proof is thereby complete.
In particular, when d is symmetric (hence, a metric on X) the variational principle (EVP-am) reduces to (EVP-ms); hence (EVP-am) implies (EVP-ms). An interesting question to be posed is that of the reciprocal implication ((EVP-ms) implies (EVP-am)) being valid as well; that is • Given the triple (X, d, ϕ) as in (EVP-am), there exists a (standard) metric e over X and a function ψ : X → R such that, from the conclusion of (EVP-ms) relative to (X, e, ψ), one gets the conclusion of (EVP-am) relative to (X, d, ϕ). An indirect proof of this is possible, in a certain axiomatic setting; but a direct proof of the same is not yet available. Further aspects may be found in Brezis and Browder [1] .
Caristi-Kirk theorems
A basic application of the above variational principle refers to fixed point theory.
Let (X, d) be an almost metric space and ϕ : X → R be a function. Further, let T : X → 2 X be a multivalued mapping. (Here, 2 X stands for the class of all subsets in X).
The following statement (referred to as Caristi-Kirk's fixed point theorem for multivalued mappings in almost metric spaces; in short (CK-multi-am)) is available.
c04) for each x ∈ X, there exists y ∈ T x with d(x, y) ≤ ϕ(x) − ϕ(y). Then, there exists some v ∈ X with (A) y ∈ X and d(v, y) ≤ ϕ(v) − ϕ(y) implies v = y; or, equivalently,
Proof. By these hypotheses, Ekeland's variational principle (EVP-am) is applicable; hence, there exists some v ∈ X fulfilling conclusion of this statement. But, according to (c04),
This gives v = y. Hence v ∈ T v and the conclusion follows.
From this very proof, we have that (EVP-am) implies (CK-multi-sm). But, the reciprocal implication also holds, as result from Proposition 3.1. The following implication holds (CK-multi-am) implies (EVP-am); hence, (CK-multi-am) is equivalent with (EVP-am).
Proof. Let the conditions of (EVP-am) be accepted; but its conclusion does not hold: T x := {y ∈ X \ {x} : d(x, y) ≤ ϕ(x) − ϕ(y)} is nonempty, for each x ∈ X. By this very definition, we have for each x ∈ X, we have x / ∈ T x as well as d(x, y) ≤ ϕ(x) − ϕ(y), for all y ∈ T x. Taking (CK-multi-am) into account gives an element v ∈ X with v ∈ T v, in contradiction with the choice of T . Hence, our initial assumption is false, and conclusion follows.
In particular, when T is univalent, (CK-multi-am) gives the standard CaristiKirk's fixed point theorem on almost metric spaces (CK-am). Precisely, let (X, d) be an almost metric space and ϕ : X → R be a function. Further, let T : X → X be a selfmapping of X.
From these developments it follows that (in the class of almost metric spaces) (EVP-am) ⇐⇒ (CK-multi-am) and (CK-multi-am) =⇒ (CK-am). Concerning the implication (CK-am) =⇒ (EVP-am) an appropriate answer is strongly dependent on the axiomatic system to be used. Denote, for simplicity, (ZF)=the complete Zermelo-Fraenkel system (including Axiom of Choice). Proof. Let the almost metric space (X, d), the function ϕ : X → R and the multivalued mapping T : X → 2 X be as in (c01)-(c04). We associate to T , a multivalued mapping U : X → 2 X , as
From the contractive condition (c04), we have U is nonempty valued: U x = ∅, for each x ∈ X. By the Selection Principle (equivalent with Axiom of Choice) there exists a (univalued) map S : X → X with Sx ∈ U x, x ∈ X; and this, along with the very definition of U , yields
Summing up, (CK-am) is applicable to (X, d), ϕ and S; and, from this, our conclusion follows.
A basic particular case of these developments is that of d is symmetric (hence, a metric) over X.
Denote, for simplicity (CK-multi-sm)=the (standard) metrical variant of (CK-multi-am), (CK-sm)=the (standard) metrical variant of (CK-am). Note that (CK-multi-sm) is the multivalued version of Caristi-Kirk's theorem as stated in Diallo and Oudadess [3] ; while (CK-sm) is just the Caristi-Kirk's fixed point theorem over metric spaces, as established by Caristi and Kirk [2] . A natural question to be posed is that of these relationships being valid in the minimal axiomatic system of (CK-ms). The answer to this is negative; we do not give details.
Further equivalence results
In the following, further equivalence results are given for Ekeland's variational principle and Caristi-Kirk's fixed point theorem over almost metric spaces.
Throughout this section, (X, d) is a complete almost metric space and ϕ : X → R is a d-lsc bounded from below function. (ii) (Caristi-Kirk's common fixed point theorem for a family of multivalued mappings) Let I be an index set. For each i ∈ I, let T i : X → 2 X be a multivalued mapping with nonempty values such that for each x ∈ X, there exists y = y(x, i) ∈ T i (x) with d(x, y) ≤ ϕ(x) − ϕ(y). Then there exists v ∈ X such that v ∈ i∈I T i (v), that is, {T i } i∈I has a common fixed point in X;
(iii) (Caristi-Kirk's common fixed point theorem for a family of single-valued mappings) Let I be an index set. For each i ∈ I, suppose that T i : X → X is a selfmapping satisfying
Then there exists v ∈ X such that T i v = v, for all i ∈ I; (iv) (Caristi-Kirk's fixed point theorem (CK-am)); (v) (Takahashi's nonconvex minimization theorem) Suppose that for any x ∈ X with ϕ(x) > inf z∈X ϕ(z) there exists y ∈ X with y = x such that d(x, y) ≤ ϕ(x) − ϕ(y). Then there exists v ∈ X such that ϕ(v) = inf z∈X ϕ(z); (vi) (Nonconvex maximum element theorem for a family of multivalued mappings) Let I be an index set. For each i ∈ I, let T i : X → 2 X be a multivalued mapping. Suppose that for each (x, i) ∈ X × I with T i (x) = ∅, there exists y = y(x, i) ∈ X with y = x such that d(x, y) ≤ ϕ(x) − ϕ(y). Then there exists v ∈ X such that T i (v) = ∅ for all i ∈ I.
Proof. By Theorem 2.1, the statement (i) holds.
Assume that the statement (i) holds. Then there exists v ∈ X such that
We want to prove that v ∈ i∈I T i (v). By our hypothesis, for each i ∈ I, there exists y(v, i) ∈ T i (v) such that
Assume that the statement (iv) holds. On the contrary, suppose that for each x ∈ X, there exists y x ∈ X with y x = x such that d(x, y x ) ≤ ϕ(x)−ϕ(y x ). Then we can define a single-valued mapping T : X → X by
for each x ∈ X. By (iv), we know that T has a fixed point x 0 ∈ X, which contradicts with T (x 0 ) = x 0 . Hence the statement (i) holds.
We claim that f (v) = inf x∈X f (x). Suppose to the contrary that f (v) > inf x∈X f (x). By our assumption, there exists y v ∈ X with y v = v such that
which leads to a contradiction. Hence f (v) = inf x∈X f (x).
"(v) ⇒ (i)" Assume that the statement (v) holds. On the contrary, suppose that for each x ∈ X, there exists y ∈ X with y = x such that d(x, y) ≤ ϕ(x) − ϕ(y). Then, by (v), there exists v ∈ X such that ϕ(v) = inf x∈X ϕ(x). By our hypothesis, there exists w ∈ X with w = v such that Under the hypothesis of (vi), we claim that T i (v) = ∅ for all i ∈ I. Suppose to the contrary that there exists i 0 ∈ I such that T i 0 (v) = ∅. By hypothesis, there exists w = w(v, i 0 ) ∈ X with w = v such that d(v, w) ≤ ϕ(v) − ϕ(w) < d(v, w), which leads to a contradiction. Therefore T i (v) = ∅ for all i ∈ I and (vi) holds.
"(vi) ⇒ (i)" Assume that the statement (vi) holds. On the contrary, suppose that for each x ∈ X, there exists y ∈ X with y = x such that d(x, y) ≤ ϕ(x) − ϕ(y).
For each x ∈ X, define a multivalued mapping T : X → 2 X by T (x) = {y ∈ X : y = x, d(x, y) ≤ ϕ(x) − ϕ(y)}.
Then T (x) = ∅ for all x ∈ X. But by (vi), there exists x 0 ∈ X such that T (x 0 ) = ∅. This is a contradiction. Hence (i) holds.
