Discerning how a mutation affects the stability of a protein is central to the study of a wide range of diseases. Machine learning and statistical analysis techniques can inform how to allocate limited resources to the considerable time and cost associated with wet lab mutagenesis experiments. In this work we explore the effectiveness of using a neural network classifier to predict the change in the stability of a protein due to a mutation. Assessing the accuracy of our approach is dependent on the use of experimental data about the effects of mutations performed in vitro. Because the experimental data is prone to discrepancies when similar experiments have been performed by multiple laboratories, the use of the data near the juncture of stabilizing and destabilizing mutations is questionable. We address this later problem via a systematic approach in which we explore the use of a three-way classification scheme with stabilizing, destabilizing, and inconclusive labels. For a systematic search of potential classification cutoff values our classifier achieved 68 percent accuracy on ternary classification for cutoff values of -0.6 and 0.7 with a low rate of classifying stabilizing as destabilizing and vice versa.
Introduction
Performing an amino acid substitution in a protein may induce a structural change that can have wide ranging effects on the protein's function. Discovering which mutations are destabilizing and which are stabilizing provides insights into many types of disorders, such as sickle cell anemia [16] and some types of cancer [7] , and is important for understanding communicable and highly mutable diseases (e.g. HIV [9] , influenza [17] ).
In vitro experiments are necessary to determine how a mutation affects a protein's function. However, these experimental efforts come at considerable time and cost, as a single mutagenesis experiment followed by X-ray crystallography work may require weeks of wet lab work. Moreover, because each residue in a protein can in principle be one of 20 naturally occurring amino acids, the set of all possible mutations is vast, so computational tools for screening likely candidates for investigation in a wet lab setting are desired.
We explore the use of a neural network classifier for automatic inference of the effects of mutations. The ground truth, obtained from wet lab experiments recorded in the Protherm database [15] , is in the form of change of the Gibbs Free Energy (∆∆G) indicating whether a mutation is destabilizing (negative ∆∆G) or stabilizing (positive ∆∆G). Typical approaches either predict the ∆∆G value given a specified mutation (regression) [3, 6] , or predict whether a mutation is stabilizing or destabilizing (binary classification) [3] .
Here we deal with ternary classification in which a third "inconclusive" class is introduced. That class is important because all available ∆∆G data is from wetlab work, and as with any physical experiment, there is the chance of some inherent error. The use of a ∆∆G value close to 0 might cause a classifier to misclassify a stabilizing mutation as destabilizing or vice versa, if indeed the reported true label is erroneous. Mislabeled data is detrimental to training a model, so we systematically performed many computational experiments, testing the range of indeterminate values to find an optimal inconclusive range for ∆∆G.
We trained deep neural network classification models across a systematic search of the ∆∆G cutoff space. Using the results of these experiments we generated confusion matrices in order to assess the utility and classification performance for each cutoff range. We found several interesting trends and potential cutoff ranges, which we present here via case studies.
Related Work and Motivation
The use of experimental stability data (∆∆G) is prevalent in research that aims to offer computational techniques for assessing the effects of mutations [14, 4, 12] . An often-cited source is the ProTherm The use of ∆∆G data, therefore, as values for assessing and training a predictive model, must be done with care. For this reason, we report the predictive power of our machine learning model in the context of a systematic approach of varying the ∆∆G values designating boundaries between three classification labels.
Methodology
Here we summarize rigidity analysis and describe how we generate features and labels for training our neural network classifier machine learning model, and the experiment setup for evaluating the model. 
Rigidity Analysis
To help reason about the effects of mutations, we take an approach that relies on a fast algorithm for assessing the rigidity of a protein [8, 11] . In rigidity analysis, atoms and their chemical interactions are used to construct a mechanical model, a graph is constructed from the model, and pebble game algorithms [10] are used to analyze the rigidity of the associated graph. The results are used to infer the rigid regions of the protein ( Figure 1 ). We rely on the KINARI rigidity software for performing rigidity analysis [8] .
Mutants, Rigidity Distance
To generate in silico mutant structures corresponding to the mutation data in ProTherm, we used our ProMuteHT [2] software. In this study, we rely on the rigidity analysis results of the wild type (nonmutated protein), and a mutant, to assess the effects of a mutation. In our previous work [1, 6] , we used an RD W T →mutant rigidity distance metric to quantitatively assess the impact of mutating a residue to one of the other 19 naturally occurring amino acids:
where W T refers to Wild Type, M ut refers to mutant, and LRC is the size of the Largest Rigid Cluster (in atoms). Each term of the summation RD W T →mutant metric calculates the difference in the count of a specific cluster size, i, of the wild type and mutant, and weighs that difference by i.
Wet Lab Mutation Data -∆∆G
Labels (∆∆G) and metadata (pH, temperature, etc.) of mutations were retrieved from the ProTherm [15] database of mutation experiments. The rigidity features for each mutant and wild type were generated by rigidity analysis using the KINARI software. A total of 2, 072 data points from ProTherm meet the criteria Figure 2 : The form of a feature vector as input to the DNN. It consists of experiment meta data, such as Solvent Accessible Surface Area (SASA), pH, and temperature, concatenated with the rigid cluster frequencies of both wild type and mutant proteins. for our experimental setup (i.e., single chain proteins, single mutations, any value of ∆∆G). The input to our model is shown in Figure 2 . The data set of 2,072 proteins is split into a training set of 1,438 proteins for fitting a classifier, a development set of 324 proteins for finding the best neural network configuration, and a test set of 310 proteins to test generalization error.
Deep Neural Network Classifier
A deep neural network (DNN) classifier is a parameterized function mapping a real valued vector to a probability distribution over a set of classes. We model the probability distribution over classes of mutation as stabilizing, destabilizing, or inconclusive, as a function of the rigidity analyses and experimental conditions, using a DNN with L hidden layers,
This neural network classifier takes as input a feature vector x (Fig. 2) which we alternatively denote as as h (0) . The classifier outputs a probability vector p ∈ R 3 , the elements of which are calculated as:
, where
where hidden activation function f is one of three nonlinear functions operating elementwise on matrices; the hyperbolic tangent function (tanh), the logistic sigmoid function, or the rectified linear unit function (ReLU). The trainable parameters are the L hidden weight matrices (W), L bias vectors (b), and the output layer weights and bias U and a. All model parameters were trained with the Adam optimization algorithm [13] , a variant of stochastic gradient descent. The training loss is the cross-entropy between the true distribution as determined by inconclusive bounds and the DNN's predicted distribution.
The DNN hyper-parameters are model choices which cannot be learned via the training data through gradient descent. They are instead selected by evaluating models on the held out development set which is distinct from the training data and the testing set. The model choices we select in this fashion are the number of hidden layers, the size of each hidden layer (dimensions of the weight matrices W), the hidden activation function, and finally, the mini-batch size and learning rate used in stochastic gradient descent optimization.
We developed and trained our model architecture using the Tensorflow [5] Python library. Due to the small data set and GPU acceleration for computation, it takes under a minute to train a typical model.
Class Labels
As already mentioned, the ∆∆G values in ProTherm -especially those near zero -must be used with caution. To help determine which range of ∆∆G values should delimit stabilizing, destabilizing, and inconclusive mutations, we employed a principled approach by training models across a systematic set of different inconclusive ranges to train the best predictive model.
Class labels are represented as probability distributions over the three classes, i.e. real valued vectors in T corresponds to a ∆∆G score which is positive and outside the range of indeterminacy (a stabilizing mutation). To make a prediction from our model's predicted class distribution, p, we pick the most probable index.
Our ultimate goal is to find a pair of ∆∆G values for which a model can be trained to correctly predict the true labels that those cutoffs would create. For example if the ∆∆G value of an experiment is reported to be -0.8, and our model's ∆∆G cutoffs were -0.6 and 0.7, the true label for that mutation would be destabilizing and a correct prediction from our model would also be destabilizing. For our best model, predictions should match true labels as closely as possible.
Experimental Setup
In order to assess our model's effectiveness at classification for different inconclusive bounds, we trained 100 DNN models with random hyper-parameter configurations (the same configurations were used for all cutoff ranges). We normalized ∆∆G by dividing all values by 10, and executed a triangular grid search of cutoff ranges equivalent to -2.0 to 2.0, stepping by 0.1, in unnormalized ∆∆G, for a total of 820 cutoff ranges. All 100 hyper-parameter configurations were assessed for each range, for a total of 8,200 configurations. 
Confusion Matrices
For each of the 820 cutoff ranges, we identified the DNN model which achieved the best development set accuracy, and generated a confusion matrix for those model's predictions on the held out test set. Confusion matrices are a method of visualizing the performance of the classification algorithm. They contain the same classes on the vertical and horizontal axis, with the vertical axis indicating true labels for each class and the horizontal axis indicating the model's class predictions. Figure 3 is the confusion matrix generated by the classic heuristic for inconclusive ∆∆G of -0.5 to 0.5. The darker the color the more predictions fall into that intersection of true label and predicted label. A perfect classification model would have predictions only in the top left, center, and bottom right squares.
In addition to the standard metrics of a model's accuracy in predicting the correct class, the confusion matrices offer insights in cases when a model is misclassified. They allow us to assess Type I and Type II errors, false positive and false negative classifications, and also permit seeing how those incorrect classifications are being classified. This additional information enables assessing whether a particular mis-classification is more detrimental than another. For instance it may be better if a model is less accurate overall, but predicts very few unstable mutations as stabilizing and vice versa, but has a slightly higher than ideal tendency to label mutations as inconclusive. Table 2 reports hyper-parameters as well as several performance metrics for our models. The confusion matrices shown in Figures 3-6 further elucidate these models' performances. We first note that when the vast majority of the ∆∆G values fall within a single region determined by the cutoff boundaries, a classification model can trivially achieve high accuracy by learning to predict the majority class. However, labels thus determined may be impractical for scientific pursuits. These situations are characterized by a high proportion of data points which fall into the majority class giving a high majority class accuracy (macc), which is indicated in Table 2 . One such example is given in Figure 4 which has a small range of indeterminacy, [−2, −1.9], with a large negative offset. For these bounds, macc = 91%, with only 6 inconclusive examples and 21 destabilizing examples. We can see from the confusion matrix that all examples were predicted as stabilizing mutations giving a 91% accuracy which amounts to a clearly unhelpful classifier. Another example of ill-conditioned labeling is shown in Figure 5 . In this case the indeterminate range is ostensibly too large, [−2, 2] as the model has learned to classify most examples as inconclusive. If we exclude the somewhat innocuous mistakes of examples which are incorrectly classified as inconclusive, along with the examples labeled as inconclusive which would be excluded in the traditional approach in the first place, and attend only to egregious mis-classification of stabilizing as nonstabilizing and vice-versa we achieve a 92.2% accuracy. From this method of preference, running counter to common practice, the optimal ranges for excluding ∆∆G are not necessarily centered on zero.
Results and Discussion
For instance, based on this criterion of binary predictions within the ternary classification schema, the best cutoff classification range from our experiments is shown in Figure 6 with an inconclusive range [−0.5, 0.7], giving a 94.4% accuracy for the binary subset classification task. On the same test set, for the ternary task, that model achieved an accuracy of 61%. Upon initial assessment this performance does not seem great on its own, but we are more concerned with the model's classification of a destabilizing mutation as a stabilizing one, and vice versa, than we are of it mis-classifying an inconclusive mutation. In this case we see that for this cutoff range the model yields impressive misclassification rates of 2% for destabilizing to stabilizing and 4% for stabilizing to destabilizing. Such low rates of mis-classification across the inconclusive zone help motivate these findings and suggest that this range is a potentially good ∆∆G cutoff set.
On the other hand, another promising criterion for optimal cutoff is be the ratio of accuracy (acc) to majority class accuracy, ratio = acc macc , also displayed in Table 2 . For any acceptable model this value should be greater than 1, with larger values being better. Figure 7 shows performance for a model with inconclusive range [−0.4, 0.4] and a significantly higher ratio value than the traditional cutoff
Conclusion and Future Work
As an extension on our prior work we were interested in assessing the potential of a deep neural network for classifying the effects of mutations. We performed a systematic search of the ∆∆G classification cutoff ranges in order to assess the potential viability of a deep neural network ternary classification approach to predicting of mutation affects. Rather than simply accept the general heuristic for classification boundaries of stabilizing, destabilizing or inconclusive, we strove for a more systematic approach. While our findings suggest that the heuristic of -0.5 to 0.5 is not a poor choice by any means, we proposed some compelling arguments for choosing other ranges as boundary conditions for ∆∆G values, namely it is most important to minimize false positive and false negative rates on the ternary task, and maximizing the ratio of accuracy to majority class accuracy are both more important metrics to consider besides accuracy.
For future work we plan to develop robust algorithmic approaches to assess the likely cutoff ranges in MLbased models. We are currently in the development of an end-to-end differentiable approach to jointly learn an optimal cutoff range alongside DNN parameters, as opposed to relying on a parameter sweep as in the current work. Also, expanding our data set with additional mutation ∆∆G data -data for proteins with multiple mutations -will likely enhance the DNN's learning and ultimately increase accuracy. We also hope to expand our study into other machine learning algorithms.
