ABSTRACT Fetal electrocardiograph (fECG) R-wave detection from maternal abdominal ECGs (aECGs) is challenging as it is easily distorted and often overwhelmed by a variety of unavoidable interference signals. In this study, we combined RR time-series smoothing with a template-matching (TM) approach to detect fECG R waves from a single-lead aECG. According to the quasi-periodicity of the R wave, we analyzed the cases of misaligned and missed R wave detection in the RR time series and developed an amendment algorithm to distinguish and correct them. The fECG R wave detection consists of two stages. First, an fECG R wave, which did not overlap with the maternal ECG QRS complex (mQRS), was detected. Subsequently, the amendment algorithm corrected the misaligned and missed R waves and predicted the approximate region of the fECG R wave that overlapped with the mQRS. A TM algorithm was implemented to detect the fECG R wave that overlapped with the mQRS in the approximate region. The fECG QRS complex (fQRS) and mQRS templates were built from the detected fQRS and mQRS that did not overlap with the fQRS, respectively, using singular value decomposition. The TM algorithm then determined the accurate location when the most optimal correlation occurred between the actual mQRS and the superposition of the mQRS and fQRS templates in the approximate region. The performance of the proposed method was assessed using F 1 measure and Bland-Altman analysis. High accuracy values were obtained corresponding to 95% and −0.04±9.00 ms, respectively. The proposed method was therefore considered to enhance accurate extraction of the fECG R wave in both the clinical and commercial applications.
I. INTRODUCTION
Monitoring of the fetal heart rate (fHR) and heart-rate variability during pregnancy is very important and crucial to confirm fetal health and diagnose pathological conditions such as fetal distress, fetal asphyxia, fetal arrhythmias, bradycardia, and oxygen deficiency [1] - [3] . Clinically, a Doppler ultrasound is routinely used for fHR detection in antenatal examinations and delivery [4] , but repetition and long-time monitoring are not advisable because ultrasound irradiation
The associate editor coordinating the review of this manuscript and approving it for publication was Filbert Juwono. exposure is not completely safe for the fetus [5] . In contrast, noninvasive fetal electrocardiograph (fECG) monitoring that only uses electrodes attached to the abdomen of a mother may not only locate the fetal R wave and compute the fetal RR (fRR) interval, but may also describe the whole process of fetal-heart activity in every fECG cycle using the fECG morphology. Therefore, fECG has the potentially to provide details regarding the fetal-health status.
However, despite its advantages, fECG monitoring has not been employed in clinical or commercial applications due to interference from a mixture of signals, including the maternal ECG (mECG), powerline signals, electromyography, respiration signals, and movement artifacts, among others. In particular, the mECG QRS complex (mQRS) has an extremely high amplitude and occasionally overlaps with the fECG QRS complex (fQRS) in the time and frequency domains. Moreover, because of the smaller fQRS amplitude, it is easily concealed in the other mixed signals. Unfortunately, classical linear finite impulse response (FIR) filters have not been able to separate the fECG from the abdominal ECG (aECG). As such, the accurate extraction and analysis of a lower signal-noise-ratio (SNR) fECG waveform are considered challenging tasks.
At present, the overall fQRS detection process commonly includes several steps [6] : pre-processing, estimation of the maternal component, removal of the maternal component, estimation of the fetal component, and postprocessing using RR time-series smoothing. To the best of our knowledge, current research has mainly focused only on the steps on how to estimate and eliminate the maternal component and extract the fECG in the residual signal, including the fetal component. According to several theoretical assumptions for an aECG waveform, various algorithms based on different interesting frameworks are implemented to detect the fECG in both single and multilead aECGs. These mainly include independent component analysis (ICA) [7] , [8] , singular value decomposition (SVD) or principal component analysis [9] - [15] , periodic component analysis [16] , [17] , adaptive filtering (AF) [18] , [19] , template subtraction (TS) [20] - [23] , and extended Kalman filtering [24] . ICA, which is a spatial filtering algorithm, is only applied to multi-lead aECGs, which assumes that fECG, mECG, and the noise are statistically independent and non-Gaussian. Classical ICA algorithms such as JADE and FastICA are used to separate mECG, fECG, and noise from several channel aECGs. In the SVD-based approach, the aECGs originating from various sources are assumed to be stationary and linearly mixed. As the morphological shape of an aECG is mainly induced by the mECG component, several principal components from the subspace decomposition of a multi-mECG may reconstruct an approximate mECG component. In addition, the AF approaches are commonly employed to cancel the mECG component from the aECG. Constructing a reference mECG is therefore necessary using three methods, i.e., the use of a maternal thoracic electrode, reconstruction based on the SVD algorithm from several detected mECGs, and the use of abdominal channels that are linearly independent. Subsequently, AF, in combination with the least mean square (LMS) or recursive least square algorithm, can be used to estimate and remove the mECG component using a reference mECG. The TS technique aims to cancel the mECG component from each mECG cycle of the mixed aECG. The mECG-cycle template is developed from an empirical knowledge with a constant-time duration of the P wave, QRS complex, and T wave, or using the weight of several segments of the detected mECG. The mECG-cycle template is scaled and shifted to match the actual mECG complex by searching for the LMS error between the mECG template and actual mECG cycle. Additionally, a combination of several of these algorithms can be applied to multiple processing steps [25] , [26] . However, these methods are not particularly robust in real clinical recordings, since the aECG assumption does not fully hold. For instance, the number and position of the electrodes affect the accuracy of the ICA algorithm. In addition, the mECG template reconstructed based on the SVD algorithm does not fully correlate to the actual mECG in terms of the waveform, which means that it is less effective in removing the mECG component, especially when mQRS overlaps with fQRS in the time domain. In the AF algorithm, finding the optimal control parameters such as the forgetting factor, step size, and filter length is difficult because the algorithm is affected by the ECG electrode positions on the maternal abdominal surface. The drawbacks of the TS techniques are that an additional interference noise is introduced and the fQRS amplitude and phase are distorted in the residual signal after removing the mECG component, since obtaining a perfect mECG template is exceedingly difficult.
The fECG R wave that does not overlap with the mQRS is easily identified by visual inspection. Indeed, classical R wave detectors are fully competent in extracting the fECG R wave in the inter-mQRS [27] - [29] , i.e., the mECG segment between two neighboring maternal R waves, excluding the mQRS complex. The main challenge is therefore to accurately locate the fECG R wave that overlaps with the mQRS, as its amplitude and phase are distorted by the mQRS. In a previous study, the detection accuracy of the fECG R wave was improved by smoothing the RR time-series according to the quasi-periodicity of the R wave [6] , [10] . This smoothing operation could better cancel a misaligned fECG R wave and re-estimate the missed fECG R wave until the sudden increases or decreases in the RR interval were eliminated. A further critical step was to consider a misaligned fECG R wave with an acceptable error to match with the actual fECG R wave [10] , [30] . These steps enhanced the accuracy of the F 1 measure, which was introduced by Behar et al. [31] and optimized based on the American National Standard [32] ; however, this measurement is less effective in improving the accuracy of the fRR interval and fHR.
Thus, we herein present a combination of RR time-series smoothing with the template-matching (TM) algorithm to detect the fECG R wave from a single-channel noninvasive aECG. Initially, k-means, an unsupervised learning algorithm, will be proposed to separate the R wave based on the amplitude. The unclustered set, which includes all R waves and inter-mQRS, consists of the maximum amplitude in a short moving window. The initial clustered sets of R waves consist of the maximum amplitude in a long moving window. The initial clustered sets of inter-mQRS can be deduced by the combination of the above-mentioned unclustered and initial clustered sets of R waves. Subsequently, the R waves and inter-mQRS will be classified from the unclustered set. The RR time series, considered as a vector with several cases of misaligned and missed R-wave detections, will be investigated, and an amendment algorithm developed to distinguish and correct them. In the fECG R-wave-detection step, two stages will be implemented. Initially, the fECG R wave that does not overlap with the mQRS will obtained, and subsequently, the amendment algorithm will be used to correct the misaligned and missed R wave detections and predict the approximate region of the fECG R wave that overlapped with the mQRS. A TM algorithm will also be implemented to detect the fECG R wave that overlapped with the mQRS in the second stage. The fQRS and mQRS templates will be built from the detected fQRS and mQRS that do not overlap with the fQRS, respectively. Subsequently, the fECG R waves that overlap with the mQRS will be accurately located when the most optimal correlation occurs between the actual mQRS and the superposition of the mQRS and fQRS templates in the approximate region. Fig. 1 shows the block diagram of the proposed fECG R wave detection method. The RR time series with several cases of misaligned and missed R wave detections was investigated, and an amendment algorithm was developed to distinguish and correct them. Thus, four steps were implemented to detect the fECG R wave. In step 1, the aECG signal was first preprocessed to eliminate the baseline wander, lower and higher the frequency components, and notch-filter the signal via FIR filtering. Rendering the R wave polarity positive was VOLUME 7, 2019 necessary for further processing. Subsequently, the k-means clustering algorithm was implemented to detect the mECG R wave. An unclustered set and two clustered initial sets of R waves and inter-mQRS were respectively built from the maximum amplitude in two moving windows with different lengths. The R wave was then separated from the unclustered set using the k-means clustering algorithm, and the amendment algorithm was used to distinguish and correct the misaligned and missed R waves. In step 3, the k-means clustering algorithm was again implemented to detect the fECG R wave that did not overlap with the mQRS. The amendment algorithm could, however, correct this and predict the approximate region of the fECG R wave that overlapped with the mQRS. In step 4, the fECG R wave that overlapped with the mQRS was accurately located when the most optimal correlation occurred between the actual mQRS and superposition of the mQRS and fQRS templates constructed by the SVD algorithm from the detected mQRS that did not overlap with the fQRS and fQRS, respectively.
II. METHODOLOGY A. EXTRACTION FRAMEWORK

B. PREPROCESSING
The aECG was initially preprocessed by removing the baseline wander, muscle artifact, and power-line interference using FIR filtering. To avoid phase distortion and shift, two zero-phase Butterworth digital filters were used as bandpass filters with a baseline wander cut-off frequency of 10 Hz and a high cut-off frequency of 100 Hz. A notch filter was also installed to remove the power interference. According to the highest amplitude of the R wave, the R wave polarity was determined based on the comparison with the absolute value of the maximum and minimum amplitudes of the aECG. To avoid the interference of impulsive noise, 2% of the maximum and minimum amplitudes of the statistical distribution of the aECG were excluded before determining the R-wave polarity. To ensure positive R wave polarity for further processing, the aECG was flipped when the R wave polarity was negative.
C. DETECTION OF THE Mecg R WAVE USING THE K-MEANS CLUSTERING ALGORITHM
The k-means clustering algorithm is a popular method in data mining for cluster analysis. It can divide an unclustered set into k clusters according to the clustering norm where each piece of data belongs to the nearest data. In the present study, an R wave with an obvious amplitude was different from the inter-mQRS. Therefore, an unclustered set with n observations X = {x i |i = 1, . . . , n, which included two clusters (i.e., all R waves and inter-mQRS) comprised the maximum amplitude in a short moving window, as expressed in Equation (1).
where t i is the time when the maximum amplitude occurred in the moving window. aECG i is the aECG episode in the ith moving window, and w is the length of the moving window, which was set to 200 ms. When the border of the moving window fell in the mQRS segment where t i = 1 or w, the maximum amplitude acquired from the mQRS segment in the classification was not clear. To avoid this case, t i = 1 or w was eliminated.
FIGURE 2.
Example of the building process of the unclustered set and two initial clustered sets for mECG R wave detection.
The initial clustered set of R waves X r = {x j r |j = 1, . . . , m} consisted of the maximum amplitude in a 1000 ms moving window using Equation (1) . The RR interval of the mECG was < 1000 ms (i.e., 60 beats per minute). Therefore, the 1000 ms aECG signal contained at least an mECG R wave. The initial clustered set of inter-mQRS X i_qrs = {x j i_qrs |j = 1, . . . , n} was acquired from two neighboring points of the R wave in the unclustered set. Fig. 2 shows an example of the building process of the unclustered set and two initial clustered sets for mECG R-wave detection. A 3 s aECG episode from Channel 1 in aECG recording a03 is preprocessed by the algorithm described in Section II.B. The maximum amplitude, denoted by the green circle in the 200 ms moving window, constitutes an unclustered set that includes two clusters, i.e., all R waves and inter-mQRS. The 200 ms long green window shows an example of the detection process of the unclustered set. The maximum amplitude, denoted by the red fork in the 1000 ms moving window, constitutes an initial clustered set of R waves. The red window shows an example of the detection process of the initial clustered set of R waves. Two neighboring points of R waves, which are regarded as inter-mQRS (denoted by the blue fork), constitute the initial clustered set of the inter-mQRS in the unclustered set. The two clustered centers are denoted as c r and c i_qrs , which indicate the means of X r and X i_qrs , respectively.
The steps of the k-means clustering algorithm for detection of the R wave are summarized as follows:
(1) Initialization step: Calculation of the X r and X i_qrs centers as follows:
where m and n are the collected number of samples in the R wave and inter-mQRS clusters, respectively. (2) Assignment step: Determination of the category of the patterns in one of the R wave and inter-mQRS clusters whose mean has the least Euclidean distance, then subsequent calculation of the new number of samples as follows:
where each x i is assigned to the clustered set of R waves or inter-mQRS. (3) Update step: Calculation of the new R wave and intermQRS cluster centers using Equation (2) .
(4) Repetition of steps (2) and (3) until no more changes occur in the assignment and update steps.
D. AMENDMENT ALGORITHM THAT SMOOTHS THE mRR TIME SERIES
The misaligned and missed ECG R-wave detections can be divided into several cases, as shown in Fig. 3 , where the left-hand panel shows several cases of misaligned and missed R wave detections in the RR time series. The black arrow denotes the actual R wave, the yellow arrow denotes the detected misaligned R wave, and the red circle denotes the detected R wave, including the actual and misaligned R waves. In addition, the right-hand panel shows the corresponding cases in the RR interval. Cases (a) and (d) are denoted by green circles, while cases (b), (c), (e), and (f) are denoted by yellow circles. The RR interval obtained from the first derivative of the RR time series only has an eligible variability because of the quasi-periodicity of the R wave. Therefore, the RR interval with a sudden increase or decrease was regarded as a misaligned or missed ECG R-wave detection, i.e., an outlier point. Thus, the outlier point can be identified by comparing it with the reference RR interval (refRR) with two proportion thresholds, which were empirically set to 1.1 and 0.9. The refRR was determined from the median among six neighboring RR intervals. To distinguish these cases in the RR time series, their features corresponding to the RR interval were investigated and distinguished as follows:
In cases (b) and (e), several neighboring outlier points are present, and these outlier points were less than refRR. The sum of several neighboring outlier points was approximately equal to refRR.
In cases (a) and (d), an independent outlier point appeared, and this was approximately two times greater than refRR.
In cases (c) and (f), two neighboring outlier points appeared. One of the neighboring outlier points was less than refRR, while the other was greater.
The steps for correcting the QRS complexes are summarized as follows.
(1) If cases (b) and (e) exist: The misaligned R wave detection is removed.
(2) If cases (a) and (d) exist: Firstly, refRR is determined from half of the two neighboring RR lengths of the missed R wave. Secondly, the approximate region is identified in the range between 1.1 and 0.9 times the refRR. Thirdly, the maximum amplitude in the approximate region is re-estimated as an R wave.
(3) If cases (c) and (f) exist: The misaligned R wave is removed. Then step (2) is implemented. (4) Steps (1)- (3) are repeated until no outlier point exists in the RR interval.
E. DETECTION OF THE fECG R WAVE THAT DID NOT OVERLAP WITH THE mQRS
In terms of the detected fECG R wave that did not overlap with the mQRS, we firstly note that the aECG in the intermQRS was preprocessed using the algorithm described in Section II.B to render the fECG R-wave polarity positive for further processing. Subsequently, three maximum amplitudes from three equivalent regions in the inter-mQRS in every mECG cycle were used to constitute the unclassified set X = {x i |i = 1, . . . , n}. The minimum of the three maximum amplitudes in the inter-mQRS in every mECG cycle constituted an initial clustered set of inter-mQRS X i_qrs = {x j i_qrs |j = 1, . . . , n}. The maximum amplitude in the intermQRS in every mECG cycle constituted an initial clustered set of R waves X r = {x clustered sets to detect the fECG R wave that did not overlap with the mQRS is shown in Fig. 4 . Three maximum amplitudes, denoted by the green circle, from three equivalent regions in inter-mQRS in every mECG cycle constitute an unclassified set. The maximum amplitude, denoted by the red cross in the inter-mQRS in every mECG cycle, constitutes an initial clustered set of R waves. The blue circle, which originates from the minimum of the three maximum amplitudes from the three equivalent regions in inter-mQRS in every mECG cycle, constitutes an initial clustered set in the intermQRS. The fECG R wave was separated by the k-means clustering algorithm as described in Section II.C.
F. fRR TIME-SERIES SMOOTHING
Misaligned and missed fECG R-wave detections occurred more occasionally than the mQRS detection because of the lower SNR and fECG R wave that overlapped with the mQRS. According to our research, the fRR was less than the inter-mQRS and more than half of the inter-mQRS. The refRR described in Section II.D was acquired and improved from the median among six neighboring RR intervals, which was less than the inter-mQRS and more than half of the inter-mQRS.
For the fECG R wave that did not overlap with the mQRS, the amendment algorithm described in Section II.E was implemented to distinguish and correct it. When the missed fECG R wave was predicted in the mQRS, an approximate region was estimated for further processing according to the 10% variability of the fRR. Fig. 5 shows an example of estimating the approximate region where the missed fECG R wave overlapped with the mQRS. The refRR is acquired from half of two neighboring RR lengths of the missed R wave. The blue cross denotes the middle of the two neighboring RR lengths of the missed R wave. An approximate region, denoted by the shadowed area where the missed fECG R wave overlaps with the mQRS, is estimated for further processing according to the 10% variability of the refRR. The actual fECG R wave is denoted by the black circle.
G. DETECTION OF THE fECG R WAVE THAT OVERLAPPED WITH THE mQRS
In this section, we present the TM algorithm used to accurately locate the fECG R wave that overlapped with the mQRS in the approximate region, which was presented in Section II.F. First, the mQRS and fQRS templates were constructed using the SVD algorithm. The lengths of the mQRS and fQRS templates were empirically set to 0.16 and 0.02 s, respectively, according to the R waves located in the middle of the respective templates. It should be noted that the SVD algorithm is an effective method for extracting the principal component contribution to the cycles in a quasi-periodic signal. Several cycles were extracted according to the corresponding template and rearranged as two-dimensional matrix X with a column alignment of R waves, as expressed in Equation (5).
where each row represents a quasi-periodic signal cycle and each column represents the sample of the signal. p is the number of signal cycles, and q is the signal duration. For the mQRS template, X originates from the p-neighbor detected mQRSs that did not overlap with the fQRS, and q was set to 160, corresponding to 0.16 s at a sampling frequency of 1 kHz. For the fECG template, X originated from the p-neighbor detected fECG, and q was set to 40, corresponding to 0.04 s. For the purpose of this study, p was set to six. In the two-dimensional matrix X, all R waves must be aligned in the same column, and X can be expressed as follows:
where S is a q × q diagonal matrix with a singular-value and U(p × q) and V(p × p) are the unitary matrices of the left and right singular vectors, respectively. The first column in matrix U, which corresponds to the first eigenvectors, provided the largest contribution to the covariance. The mQRS and fQRS templates then were constructed, as shown in Fig. 6 . The mQRS template can be expressed in vector form as follows:
where t mQRS is the mQRS template corresponding to the mQRS amplitude. Similarly, the fQRS template can be expressed in vector form as follows: where t fQRS is the fQRS template corresponding to the amplitude of fQRS and i is the column number of the fQRS R wave in the vector. The elements other than t fQRS in vector f i are filled with zero. The superposition of the mQRS and fQRS templates can be expressed as follows:
where i is determined according to the approximate region. The superposition of mQRS and fQRS template M i and the actual mQRS that overlapped with the fQRS can be expressed as follows:
where t M i and t c are the vector of M i and the actual mQRS that overlapped with the fQRS corresponding to their amplitude, respectively.
The fECG R wave was accurately located when the most optimal correlation occurred between the actual mQRS and the superposition of the mQRS and fQRS templates, as expressed in Equation (11) .
where r i is the correlation coefficient between the actual mQRS and superposition of the mQRS and fQRS templates. I is the detected R-wave location, R wave is the alignment mark of the two signals, and t M i and t c are the means that correspond to t M i andt c , respectively.
III. DATABASE AND STATISTICAL ASSESSMENT A. DATABASE
The data were based on the database from PhysioNet 2013 Challenge where 75 annotated data from four-channel aECG recordings (a01-a75) were included. All recordings were annotated by experts using a direct fECG signal from a fetal scalp electrode. Each recording has a 1 min sample length at a sampling frequency of 1 kHz. In this study, the channel with a high SNR in each recording identified by visual inspection was implemented according to the proposed method. In addition, some recordings with incorrect annotations and high noise, including a27, a29, a30, a32, a38, a40, a50, a56, a58, a59, a63, a71, a73, and a75, were discarded.
B. STATISTICAL ASSESSMENT
The performance of the proposed method for locating the fECG R wave was assessed using two indexes, namely, the F 1 measure and the mean and standard deviations of the difference between the actual fRR interval and the estimation obtained using the proposed method. The F 1 measure is defined as follows:
where TP (true positive), FP (false positive), and FN (false negative) represent the number of correctly, misaligned, and missed detected fQRS, respectively. Determination of the accurate location of the fECG R wave that overlapped with the mQRS was particularly difficult since it was easily distorted and often overwhelmed by the mECG with intense variation. Therefore, to calculate the F 1 measure, errors within only 50 ms of the fECG R wave that overlapped with the mQRS were accepted; otherwise, the fECG R wave was regarded as a misaligned detected fQRS.
The second index employed for assessing the performance of the fQRS detection was used to calculate the mean and standard deviations of the difference between the actual fRR interval and the estimation from the proposed method. Beatto-beat comparisons between the detected and annotated fQRSs were difficult due to the presence of misaligned and missed R waves. In the present statistical analysis, the fRR interval was acquired from the detected or annotated average of the RR interval in each 3 s aECG episode. The result was performed using SPSS software package (version 19.0 from IBM).
IV. RESULTS
The proposed method was implemented in MATLAB R2018b (The MathWorks, Inc., Natick, Massachusetts, USA). A 10 s aECG episode from Channel 1 in aECG recording a03 was used as an example for locating the fECG R wave using the proposed method. Fig. 7 shows an example of mECG R wave detection using the k-means clustering algorithm. The original aECG with high amplitude P and T waves was preprocessed by two zero-phase Butterworth digital filters, a notch filter, and through polarity detection. Observation of the unclustered set, VOLUME 7, 2019 FIGURE 7. Example of detecting the mECG R wave using the k-means clustering algorithm.
A. DETECTION OF THE MATERNAL ECG R WAVE
FIGURE 8.
Result of detecting the fECG R wave that did not overlap with the mQRS. denoted by the green circle, consists of the maximum amplitude with a moving-window length of 1000 ms. The initial R-wave set, denoted by the red fork, consists of the maximum amplitude with a moving-window length of 1000 ms. The initial inter-mQRS set, denoted by the blue fork, consists of two neighboring R wave points in the unclustered set. After implementation of the k-means clustering algorithm, the mECG R waves were separated and marked with a red fork. In the database, the F 1 measure with 99.8% accuracy exhibited a high detection accuracy for the mECG R wave following implementation of the amendment algorithm. Fig. 8 shows an example of detecting the fECG R wave that did not overlap with the mQRS using the k-means clustering algorithm. The R wave was separated by the k-means clustering algorithm and marked with a red cross. Misaligned and missed fECG R-wave detections occasionally occurred because of the lower SNR and the fECG R wave that overlapped with the mQRS. Subsequently, the amendment algorithm with fRR time-series smoothing was implemented to distinguish and correct them.
B. DETECTION OF THE FETAL ECG R WAVE
An example of the smoothing fRR time series corresponding to Fig. 8 is shown in Fig. 9 . More specifically, the left-hand panel shows the RR interval before smoothing the fRR time series. The red circle with negligible variability is determined as a correct detection according to the quasiperiodicity of the R wave. Two neighboring outlier points, denoted by yellow circles, are distinguished as Case (c). An independent outlier point, denoted by the green circle, is distinguished as Case (a). In addition, the right-hand panel shows the RR interval after smoothing the fRR time series. The misaligned and missed R wave detections are distinguished and corrected. The blue circle denotes the predicted fECG R wave that overlapped with the mQRS for further processing. According to the feature of the outlier points, the amendment algorithm could identify the misaligned and missed fECG R waves and correct them. For the missed fECG R wave that overlapped with the mQRS, the approximate region was determined according to the 10% variability of the fRR. Fig. 10 shows an example of detecting the fECG R wave using the amendment algorithm, which distinguished and corrected the misaligned and missed R waves and predicted the approximate region of the fQRS that overlapped with the mQRS. The reference annotation for the fECG R wave is denoted by black circles. While crosses represent the detected fECG R wave using the k-means clustering algorithm. The right R-wave detection is denoted by the right cross, while the misaligned R-wave detection is denoted by the yellow cross. In addition, the blue cross denotes the predicted fECG R wave that overlaps with the mQRS prior to TM algorithm implementation. Thus, the fECG R wave could be accurately located based on the algorithm described in Section II.G.
C. EVALUATION OF THE PROPOSED METHOD
The F 1 -measure values were determined to be 95 and 93.9% using the proposed and TS methods [21] , respectively. The Bland-Altman analysis of the measurement results from the database indicated that the proposed method exhibited a superior accuracy in measuring the RR compared to the TS method (Fig. 11) . In the TS method, the mean bias d was −0.32 ms with a 95% limit of agreement from −26.04 to 25.40 ms [ Fig. 11(a) ]. In the case of the proposed method, d was −0.04 ms with a 95% limit of agreement from −8.96 to 9.05 ms [ Fig. 11(b) ], which clearly outperformed the TS method. The dotted lines denote the means of the differences, while the solid lines denote the upper and lower limits of the agreement, i.e., +1.96SD and −1.96SD, respectively. SD denotes the standard deviation, RR ref denotes the actual fRR interval, RR our is measured using the proposed method, and RR TS is obtained from the TS method.
V. DISCUSSION A. DETECTION OF THE ECG R WAVE
Classical R-wave detection is based on one or several thresholds to search the signal indexes at the local maxima of the ECG amplitude. However, it suffers from the difficulty of determining the constant thresholds in the different recordings because of the variability of the ECG waveshape. In this study, the k-means, an unsupervised learning algorithm, could divide the aECG into R waves and inter-mQRS without considering the threshold issues. To separate the mECG R wave, an unclustered set was built from the maximum amplitude in a short moving window. This unclustered set included all R waves. Therefore, the length of the moving window was set to 200 ms. The clustered initial sets of R waves were built from the maximum amplitude in a 1000 ms long moving window, and the RR interval of the mECG was <1000 ms (i.e., 60 beats per minute). Thus, the 1000 ms aECG signal contained at least one mECG R wave and at most two mECG R waves. To avoid interference in the P and T waves in the mECG, the original aECG was preprocessed using a low-pass filter with a cut-off frequency of 10 Hz, leaving only the fQRS and mQRS components. Thus, the fECG R wave that did not overlap with the mQRS was the dominant signal, and this could be easily extracted.
According to our research on the database, the fECG R wave occurred at most two times and at least once in the inter-mQRS. Therefore, a minimum of three maximum amplitudes from three equivalent regions in the inter-mQRS in every mECG cycle constituted an initial clustered set of inter-mQRS, and the maximum amplitude constituted an initial clustered set of R waves. The fECG R wave was then separated from the unclassified set that consisted of three maximum amplitudes from three equivalent regions in the inter-mQRS in every mECG cycle.
Misaligned and missed R-wave detections were inevitable according to the k-means clustering algorithm because of the low SNR in some aECG episodes. The amendment algorithm can better distinguish and correct these issues.
B. AMENDMENT ALGORITHM WITH RR TIME-SERIES SMOOTHING
In a previous study, RR time-series smoothing was only implemented in the post-processing step after the estimation and removal of the maternal component [6] , [10] . However, erroneous mQRS detection can also affect the fQRS detection. Thus, in the present study, implementing the amendment algorithm was also necessary to smooth the maternal RR time series before fQRS detection.
The amendment algorithm with RR time-series smoothing is based on the quasi-periodicity of the R wave. The cases of sudden drops or increases in the RR interval can be identified as error detection. Error detection can be divided into misaligned and missed detections. In the current study, several cases of misaligned and missed detections were investigated. According to the different features of these cases, an amendment algorithm was developed to distinguish and correct them. For the fECG R-wave detection, a greater number of missed detections occurred due to increased fECG R wave overlapping with the mQRS. The amendment algorithm did not only determine the approximate area of the missed detection of the fECG R wave that overlapped with the mQRS, but also identified the mQRS that overlapped and did not overlap with the fQRS.
C. TEMPLATE MATCHING
Traditional studies have focused on the approach of separation and removal of the maternal component. Therefore, fECG is only extracted in the residual signal, including the fetal component. Among them, TS and its evolutionary algorithm are the most commonly used methods to remove the maternal component. Thus, two stages are implemented in the TS algorithm, namely building the mECG cycle template, and subtracting it from each actual mECG cycle after scaling and shifting operations. However, a number of drawbacks exist. Firstly, the acquisition of a perfect template is difficult because of the variability of the QRS complex affected by the motion artifact, fECG, and the breathing noise. Although a template with variational scaling was built to match the actual mECG, it was less effective for mQRS that overlapped with the fQRS. In addition, location of the alignment mark is challenging. The mECG R wave with an intensely high amplitude was regarded as the alignment mark between the mECG template and actual aECG in the TS process. However, for the mQRS that overlapped with the fQRS, the phase and amplitude of the fQRS in the residual signal were distorted after removing the mECG component, as shown in Fig. 12 . In this figure, the blue line denotes the mECG component, the green line denotes the fECG component, and the red line denotes the aECG component, which is the superposition of the mECG and fECG components. According to the TS method, the residual signal, denoted by the black line, is obtained from the difference between the aECG and mECG components according to the R wave as the alignment mark. Although an accurate mECG template was obtained, an unacceptable phase distortion of ∼30 ms and an amplitude distortion were introduced in the TS process. This was accounted for by the fact that the mECG R wave, which was considered as the alignment mark in the aECG, exhibited a slight phase shift due to the superposed fQRS. Therefore, the fECG R-wave detection in the TS process was unreliable.
We therefore employed the TM algorithm to accurately locate the fECG R wave that overlapped with the mQRS. To build the mQRS and fQRS templates, several principal components from the subspace decomposition of the multi-QRS using the SVD algorithm reconstructed the mQRS and fQRS waveshapes. The emphasis on the neighboring detected mQRS that did not overlap with the fQRS to build the twodimensional matrix enhanced the accuracy of the mQRS template. The correlation between the actual mQRS and superposition of the mQRS and fQRS templates was used to locate the fECG R wave in the approximate region. Although the mQRS and fQRS templates were not perfect, the most optimal correlation located the fECG R wave with relative accuracy.
Finally, we note that some recordings on the database that exhibited a large amount of noise showed lower accuracy of the F 1 measure using the TS and proposed methods. As such, some recordings were discarded.
VI. CONCLUSION
In this study, we successfully developed a combination of RR time-series smoothing and the TM approach to detect the fECG R wave from a single-lead aECG. The fECG R wave that did not overlap with the mQRS was easily identified by visual inspection. The main challenge was the accurate location of the fECG R wave that overlapped with the mQRS because its amplitude and phase were distorted by the mQRS. To solve this problem, the TM algorithm was used to better locate the fECG R wave that overlapped with the mQRS. The approximate region of the fECG R wave that overlapped with the mQRS and the detected fECG R wave that did not overlap with the mQRS were therefore predicted using the RR time-series smoothing algorithm. The results tested on the PhysioNet Cinc 2013 Database demonstrated a high accuracy of locating the fECG R wave using the proposed method.
