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found in barrel cortical RS cells, leads to highly transient
cortical spiking responses to short tone pips (Wehr and
Zador, 2003). The current study by Gabernet et al.
shows that a well-timed feed-forward inhibitory circuit
controls both the temporal precision and the history de-
pendence of the cortical spiking response.
The finding of this study is also relevant to the idea
that short-term plasticity and dynamic changes in the
balance of excitatory-inhibitory interactions can be
used to encode temporal information (Buonomano,
2000). Short-term depression of feed-forward inhibition
leads to an increase in the RS cell responsiveness to ex-
citatory inputs, which could signal recent whisker de-
flections. Furthermore, the progressive widening of the
integration window may allow the same circuit to repre-
sent multiple stimulus features. After the detection of
onset time at a high precision, the increased opportu-
nity for input summation could enable the RS cells to re-
fine the analysis and representation of other stimulus
characteristics. Behavioral studies have shown that
whisking allows the rat to perceive multiple attributes
of the physical environment, including object location
and surface texture (Mehta and Kleinfeld, 2004). In fu-
ture studies, it would be interesting to examine how
the dynamic properties of RS cells observed in the cur-
rent study contribute to somatosensation during the
natural whisking behavior.
A singular quality of the paper by Gabernet et al. is its
combination of exemplary thoroughness and logical
clarity in the experimental dissection of a defined cortical
circuit. Such studies, which integrate functional and
mechanistic investigations with in vivo and in vitro ex-
periments, may prove essential to achieving an ultimate
understanding of how organisms efficiently process sen-
sory inputs in an ever-changing, complex environment.
Uma Karmarkar and Yang Dan
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Department of Molecular and Cell Biology and
Helen Wills Neuroscience Institute
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Figure 1. The Thalamocortical Disynaptic Circuit
Excitatory thalamic connections from VB represented in gray. The
inhibitory FS to RS synapse is in green. Adapted from Gabernet
et al. (2005).
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166Recovery in the Blink
of an Eye
Sensory deprivation sheds light on cortical plasticity
mechanisms, but recovery of lost brain function may
bear the greatest clinical relevance. Ramoa and col-
leagues now find that binocular recovery from monoc-
ular occlusion can be extraordinarily rapid, indepen-
dent of protein synthesis, and precise. Reactivation
of latent connections may then reverse amblyopia.
Hurricanes Katrina and Rita vividly remind us that de-
struction is quick but rebuilding is hard. Our hearts go
out to the local inhabitants who must now reconnect
homes, communication lines, roads, water, power, fam-
ilies, and lives. The complex networks of a dynamic
structures such as a city are not easily recovered, and
some may be permanently lost. Very similar constraints
are believed to operate in the developing circuits of the
mammalian brain. When an eye is deprived of vision
during a critical period early in life, it becomes discon-
nected both functionally and structurally from the cor-
tex. If left untreated, the ensuing amblyopia (loss of
visual acuity) is permanent, a condition affecting 2%–
5% of the human population. The findings of Ramoa
and colleagues in this issue of Neuron are therefore
startling: recovery from monocular deprivation (MD) oc-
curs rapidly (within hours), is precise, and is indepen-
dent of new protein synthesis (Krahe et al., 2005).
Far from a reckless dismantling, the loss of visual re-
sponsiveness due to MD is now appreciated to be a
well-orchestrated sequence of events (Hensch, 2005).
Competing sensory input is first detected by the late
maturation of a specific GABAergic circuitry within the
primary visual cortex, where the two eyes’ afferents first
converge. Gradually, over a protracted time course, this
functional imbalance is converted into a structural re-
wiring of connections through the induction of dendri-
tic spine motility, pruning, axonal retraction, and ex-
pansion. These steps involve a cascade of molecular
players, including kinases, neurotrophins, secreted
proteases, and new protein synthesis (Hensch, 2005).
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167Using both intrinsic signal imaging and single-unit re-
cording, Krahe et al. (2005) confirm the latter to be
true also for the loss of visual responsiveness in the fer-
ret visual cortex.
Remarkably, after all this effort, simply reopening the
deprived eye during the critical period to allow binocular
vision for as little as 4 hr is enough for complete re-
covery (Krahe et al., 2005). From the original reports of
Wiesel and Hubel (1965), it was known that after sub-
jecting kittens to initial MD for weeks to months, an ex-
tensive period of binocular vision is only partially suc-
cessful. Single-unit recordings from the visual cortex
reveal that recovery of cortical input from the deprived
eye is limited to those animals exposed to the shortest
periods of MD. One parameter that is crucial, then, in
determining the potential for full recovery appears to
be the length of the initial MD (Malach et al., 1984).
Here, Krahe et al. attempted recovery after a minimum
of 6 days MD, when protein synthesis was verified to
have been fully engaged to saturate the initial plastic
change.
In spite of functional disconnection, recovery does
not occur from scratch but is strongly influenced by pre-
vious experience. It has been known that after 1 week
of MD, cortical orientation maps for the deprived eye
vanish and can be restored after subsequent reverse
occlusion to be very similar to the original maps (Kim
and Bonhoeffer, 1994). If the deprived eye is simply re-
opened, absolute activity levels of correlated binocular
input determine the degree of recovery. It is far less
complete if the two eyes are misaligned (strabismus), in-
dicating that quite unlike the competition mediating the
initial MD, cooperative, associative mechanisms are en-
gaged (Kind et al., 2002). Similarly, the first change
in single-unit responses during binocular recovery ap-
pears to be an increase in the number of binocular neu-
rons (Malach et al., 1984). The initially deprived eye thus
regains control of cortical cells by rejoining (rather than
competitively displacing) the nondeprived eye input.
The results of Krahe et al. now indicate that these pro-
cesses are exceptionally rapid and do not involve neu-
rite growth through new protein synthesis. This would
suggest that an intrinsic anatomical scaffolding may
be tapped for rapid reactivation when the initial depriva-
tion is relieved.
The idea that juvenile experience leaves anatomical
traces for reuse is also found in other systems (Linken-
hoker et al., 2005). In the barn owl tectum, an auditory
map of space is based on the tuning of neurons for in-
teraural differences in the timing of sound. In juvenile
owls, this region of the brain can acquire alternative
maps of interaural time difference as a result of abnor-
mal visual experience (prism-rearing). It has been found
that, in an external nucleus that is expressing a learned,
abnormal map, the circuitry underlying the normal map
still exists but is functionally inactivated by inhibition
mediated by GABAA receptors (Zheng and Knudsen,
1999). Thus, disproportionately strong suppression of
irrelevant maps can allow multiple representations to
coexist as a result of experience-driven changes in pat-
terns of inhibition.
Naive ocular dominance maps are in fact powerfully
dominated by the contralateral eye, and experience is
needed for responses to the other eye to become strongduring natural development, a process unlikely to be
strictly Hebbian (Crair et al., 1998). Activity originating
from the contralateral eye also drives thalamic activity
far more strongly than that originating from the ipsilat-
eral eye (Weliky and Katz, 1999). The basic structure
of cortical maps is therefore innately biased. Interest-
ingly, the rapid, precise recovery observed by Krahe
et al. (2005) is restricted to the hemisphere contralateral
to the previously deprived eye. Could it be that MD
induces changes in cortical inhibition that then actively
suppress the unused representation from the initially
deprived eye?
In the visual cortices of cats, the GABAA receptor an-
tagonist bicuculline has been reported to rapidly restore
input from the deprived eye and reverse amblyopia
(Duffy et al., 1976). The possibility that intracortical inhi-
bition not only triggers (Hensch, 2005) but also plays an
important role in maintaining the physiological abnor-
malities produced by MD should now be revisited in
light of the findings by Ramoa and colleagues. More-
over, changes caused by exposure to a very short oc-
clusion may differ fundamentally from those caused
by exposure to a prolonged period of deprivation. One
plausible hypothesis may be that successful recovery
of binocularity depends on the existence of subthresh-
old synapses that have not been fully removed after
brief MD. It would be important to know whether the ra-
pidity and precision of recovery is lost by structural con-
solidation associated with prolonged MD.
The exciting implication of Dr. Ary Ramoa’s life work
is of course the potential link to a cure for amblyopia. In-
deed, the results reported here are wonderfully harmo-
nious with the rapid improvement in the acuity of human
infants upon restoring visual input during the critical
period (Maurer et al., 1999). Adapting these principles
may also motivate therapeutic strategies to aid the pre-
cise recovery of function in older, well-established cir-
cuits once thought to be beyond repair.
Takao K. Hensch
Laboratory for Neuronal Circuit Development
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ronment during exploration (O’Keefe and Dostrovsky,
1971), and it is now possible to record many hippocam-
pal neurons simultaneously in the awake behaving ani-
mals, facilitating the search for attractor activity. Place
cells are cells in the hippocampus that are activated
when an animal passes through a specific location
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Spatial Maps in Hippocampus
Attractor neural network theory has been proposed as
a theory for long-term memory. Recent studies of hip-
pocampal place cells, including a study by Leutgeb
et al. in this issue of Neuron, address the potential
role of attractor dynamics in the formation of hippo-
campal representations of spatial maps.
Attractor networks have been proposed as a mechanism
by which the brain is able to encode and store memories
and representations of the external world. The basic
tenants of attractor network theory as it applies to the
encoding of long-term memories are as follows (Hopfield,
1982).
(1) Long-term memories reside in specialized recur-
rent neural networks as specific patterns of neuronal ac-
tivity; (2) the memory states are imprinted in the network
with long-lasting modifications of recurrent synaptic
connections of the Hebbian type; (3) as a result of syn-
aptic modifications, the memory states can be retrieved
through input of partial cues and persist due to recur-
rent self-excitation without a further need for stabilizing
inputs, i.e., turn into attractor states of the network. The
appealing feature of attractor networks as a model idea
is that this theory provides a unified description of
several crucial aspects of memory, such as encoding,
storage, retrieval, long-term and working memory, etc.
Although attractor networks have been largely the prod-
uct of theoretical modeling, experimental studies sup-
port these ideas, mainly in the form of persistent delay
activities of neocortical neurons observed during mem-
ory experiments in primates (Fuster and Alexander 1971,
Miyashita 1988, Miller 1996, Williams and Goldman-
Rakic 1995). Indeed, delayed activities are observed
when the sensory inputs that gave rise to them are with-
drawn and presumably come about due to recurrent
self-excitation resulting from synaptic modifications in
the learning stage, as proposed in attractor neural net-
work models (Amit and Mongillo 2003).
The hippocampus has been implicated as the inter-
mediate storage place for episodic memories, based
largely on observing the effects of hippocampal lesions
in human patients (see Murray, 2000, for the critical
analysis of these initial observations). In particular, it
has been suggested that memories are stored in area
CA3 of the hippocampus (Treves and Rolls, 1994).
CA3 is a region characterized by the heavy recurrent
connectivity, which is a crucial ingredient of the attrac-
tor networks. On the other hand, a large body of work
shows that hippocampal pyramidal neurons in rodents
are selectively activated at specific locations in an envi-
(the ‘‘place field’’) in its environment. Different groups
can be active in different environments, or in some
cases, the same cell can fire in different places fields.
When animals are exposed to different environments,
the representation of place fields change, a process
known as ‘‘remapping.’’ (Lever et al., 2002).
One important question that the previous remapping
work raised is whether hippocampal representations
in different environments represent different attractor
states. The search for attractor states in the hippocam-
pus has met with a number of challenges. Since hippo-
campus is a multimodal integration area and hippocam-
pal place cells are driven by a variety of sensory inputs
and intrinsically generated path-integration signals, one
considerable hurdle is to design a controlled situation
where the hippocampus is disconnected from all exter-
nal influences. Nonetheless, a large amount of indirect
evidence has accumulated to suggest that attractor-
like networks may underlie the spatial maps in the hip-
pocampus (Tsodyks, 1999).
Recently, strong support for the attractor hypothesis
came from a study by Wills et al. that recorded place
field activity in behaving rats exposed to different envi-
ronments that were gradual transformations between
two basic shapes—a circle and a square (Wills et al.,
2005). Rats were presented with two environments
that differed in shape, color, and texture (a wooden cir-
cle and a square ‘‘morph box’’), and the responses of
place cells were rapidly remapped to differentiate be-
tween the two environments. To test how the place field
representations changed when animals were in interme-
diate environments, animals were tested in the ‘‘morph
box,’’ the shape of which could be changed to make the
environment more circular or more square-like. Wills
et al. reported that when place fields are recorded in
these morphed environments, most cells fired in a pat-
tern that was either circle-like or square-like. To explain
how this study relates to attractor networks, imagine
that spatial maps in these two environments represent
two distinct attractor states in the hippocampal net-
work. Whatever the extrahippocampal inputs that give
rise to these states are, one should expect that if they
are gradually transformed (morphed) from one to an-
other along a certain transformation trajectory, a point
should be reached where basins of attraction of these
two attractors meet. At this point, small changes in the
input should produce dramatic changes in the activity
state that is being pushed to either of the two attractors
due to intrinsic network dynamics. In other words, if
there are two distinct attractors, then the model would
predict a sharp, coherent transition of the network activ-
ity as one moves between the morphed environments.
Indeed, this is what was reported in the Wills et al.
study—many of the hippocampal neurons changed
their place correlates sharply and coherently at a certain
position along the morph sequence (Wills et al., 2005).
The study in this issue of Neuron by Leutgeb et al.
(2005) took a similar experimental approach, although
