Introduction
The aim of this paper is to address the question of the well-posedness of the Cauchy problems to a class of shallow water wave equations, such as the CamassaHolm equation, Degasperis-Procesi equation, Novikov equation and other related models, in the Sobolev space H 3/2 or Besov spaces B 3/2 2,r , 1 < r < ∞, and in both real-line and torus cases (only real-line case for Novikov). The methods we used in this paper are very simple and apply equally well to these equations. Thus, we focus on Camassa-Holm equation and give the results for other equations as remarks.
Consider the Cauchy problem to the Camassa-Holm (CH) equation u t − u txx + 3uu x = 2u x u xx + uu xxx , t > 0, x ∈ K, u(0, x) = u 0 (x), (1.1) with K = R or the torus K = T = R/2πZ, which models the unidirectional propagation of shallow water waves over a flat bottom. Here the function u(t, x) represents the waters free surface above a flat bottom. The CH equation (1.1) appeared initially in the context of hereditary symmetries studied by Fuchssteiner and Fokas [9] as a bi-Hamiltonian generalization of KdV equation. Later, Camassa and Holm [4] derived it by approximating directly in the Hamiltonian for Euler's equations in the shallow water regime. After the CH equation (1.1) was derived physically in the context of water waves, there are a large amount of literatures devoted to its study and which we do not attempt to exhaust. Here we only recall some results concerning the well-posedness of the Cauchy problem (1.1) (see also the survey [14] ). Li and Olver [12] (see also [15] ) proved that the Cauchy problem (1.1) is locally well-posed with the initial data u 0 (x) ∈ H s (R) with s > 3/2 (See [5] for earlier results in H s (R), s ≥ 3). The analogous well-posedness result on the torus was shown in [13] (See [6] for earlier result in H 3 (T)). Danchin [7] considered the local well-posedness in the Besov space, and proved well-posedness in B that if one wants to include the case r = ∞ then one has to weaken the notion of well-posedness since the continuity of the solution with values in B 2,∞ (the data-to-solution map u 0 → u is not continuous using peakon solution. Note however that, as mentioned above, the continuity of this map is not known for any s ∈ R) were established in [8] . Moreover, as mentioned in [8] , there is no definitive answer to the intermediate cases B
3/2 2,r , 1 < r < ∞. The critical Sobolev space for well-posedness is H 3/2 since CH is ill-posed in H s for s < 3/2 in the sense of norm inflation (Byers [3] ). For other equations there are similar results, but we do not list here. To the best of our knowledge, well-posedness in H 3/2 is still an open problem.
In this paper we solve this problem by proving the norm inflation and hence the ill-posedness of the CH equation (1.1) in H 3/2 and in B 3/2 2,r , 1 < r < ∞.
, real-valued, such that the following hold:
to the Cauchy problem of (1.1) with a maximal lifespan T < ε;
We would like to give a few remarks.
(1) Taking p = r = 2, we see that our theorem covers the critical Sobolev space H 3/2 . The norm inflation is even stronger than the classical sense, namely weak norm u(t) [16, 17] ).
(2) Theorem 1.1 also holds for the following related equations:
• Degasperis-Procesi (DP) equation
• General b-family of equations with 1 < b ≤ 3:
Note that CH corresponds to b = 2 and DP corresponds to b = 3. . For function f defined on R or T, we define its Fourier transform denoted byf (ξ) aŝ
For convenience, we use K * to denote R or Z, endowed with their natural measure µ. H s (K) denotes the usual Sobolev space consisting of tempered distributions
Let η : R → [0, 1] be an even, smooth, non-negative and radially decreasing function which is supported in {ξ : |ξ| ≤ 8 5 } and η ≡ 1 for |ξ| ≤ 5 4 .
, and define Littlewood-Paley operators 
2.2. Useful Lemmas. In this subsection, we collect some results that we need. The first one is the well-posedness result (see [12, 15] ). For other equations in Remark 1.2, we have the same results.
Moreover, the solution depends continuously on the initial data, i.e. for any T ′ < T the mapping u 0 → u :
The proof of the well-posedness relies on rewriting the equation into a perturbation of Burgers equation. For example, the general b-family equations are equivalent to
Thus, semilinear well-posedness are not expected, indeed, non uniform continuity of the flow-map for CH in H s for large s was shown in [10] . However, one can use the classical energy methods to (2.1) and prove well-posedness in H s for s > 3/2 in the sense of Hadamard. The restriction s > 3/2 comes from the energy estimates: let u be a smooth solution to (2.1), then 
Indeed, let y = u − ∂ 2 x u. Then the Novikov equation is equivalent to y t + u 2 y x + 3yu x u = 0.
Multiplying y on both sides of the above equation and then integrating by parts we get (2.3). A crucial difference between CH and KdV is that for CH equation smooth data can develop singularity in finite time. We have the following classical blow-up result (see [5] 1) . We sketch it here. For u 0 (x) ∈ H 3 odd, then the solution of CH equation satisfies u(t, x) = −u(t, −x) and thus u xx (t, 0) = 0. Setting g(t) := u x (t, 0) for t ∈ [0, T ), we deduce from (2.1) that
Since g(0) < 0, then g(t) < 0 and
which implies that T < −2/u ′ 0 (0). For general b-family equations, the above arguments also work for 1 < b ≤ 3. Indeed, similarly we get
Then we get the maximal time of existence T < −
. For the Novikov equation on the real-line, the above argument does not work but there are similar blow-up results (e.g. see [18] ). However, no explicit initial data was constructed in [18] . To apply their result, we construct an explicit example (see Remark 3.3). We are not aware of any blow-up results for the periodic Novikov equation. 
Then the corresponding strong solution to (1.4) blows up in finite time. Moreover, the maximal time of existence T is bounded as follows
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We rely on the following Gronwall type estimates.
Lemma 3.1. Let I = [0, T ), T > 0 could be infinity. Assume A(t) ∈ C 1 (I), A(t) > 0 and there exists a constant B > 0 such that
Then we have
Proof. By assumption we have
Integrating in s over the interval [0, t) for t ∈ I, we obtain the bound.
Setting N = log 2 (2 + u 2 H 2 ), we complete the proof. Now we are ready to prove Theorem 1.1. Fix 1 ≤ p ≤ ∞, 1 < r ≤ ∞ and ε > 0. We define h(x)
with h k given by the Fourier transform h k (ξ) = i2 −k ξχ(2 −k ξ), ξ ∈ K * , whereχ is an even non-negative, non-zero C ∞ 0 function such thatχχ 0 =χ. Then clearly we see that h is real-valued odd function and (
and thus
(K), and
For ε > 0, we take u 0,ε = h
≤ ε. By Lemma 2.1 and Lemma 2.2 , there is a unique associated solution u ε ∈ C([0, T ); H ∞ (K)) with a maximal lifespan T ε < ε 10 . To prove Theorem 1.1 it suffices to show lim sup
We prove (3.3) by contradiction. If (3.3) fails, then ∃M ε > 1 such that
By the energy estimates (2.2) and Lemma 3.2, we get
. Using Gronwall inequality in Lemma 3.1 we get sup t∈[0,Tε) u ε (t) 2 H 2 < ∞ which contradicts to the blow-up criteria in Lemma 2.1. 
where K is a large integer determined later and
Obviously u 0 is a real-valued H ∞ function and we can verify the following properties.
1.
φ k (x), it is easy to see that y 0 (x) ≥ 0 for x ≤ 0; y 0 (x) ≤ 0 for x ≥ 0 and y 0 (0) = 0.
2. u 0 ∈ B 1+1/p p,r
we have φ(0) = 0. So φ(ξ) is a Schwartz function localized at |ξ| ∼ 1. Rigorously, With the above properties we see that taking intial data u 0,ε = εu 0 , the maximal time of existence tends to 0 (as K → ∞) by Lemma 2.3. Using the energy estimate (2.3) and blowup criteria we can prove Theorem 1.1 for Novikov equation on the real-line.
