This paper presents a novel method for the interactive identification of contextual interest points within volumetric data by picking on a direct volume rendered image. In clinical diagnostics the points of interest are often located in the center of anatomical structures. In order to derive the volumetric position which allows a convenient examination of the intended structure, the system automatically extracts contextual meta information from the DICOM (Digital Imaging and Communications in Medicine) images and the setup of the medical workstation. Along a viewing ray for a volumetric picking, the ray profile is analyzed for structures which are similar to predefined templates from a knowledge base. We demonstrate with our results that the obtained position in 3D can be utilized to highlight a structure in 2D slice views, to interactively calculate centerlines of tubular objects, or to place labels at contextually-defined volumetric positions.
INTRODUCTION
Current computer hardware allows to display volume data with different rendering techniques simultaneously and in real time. For a certain medical diagnostic task in the clinical routine, a digital hanging protocol defines how the data is reformatted and arranged on the screen. For some examinations, e.g., in mammography, the hanging protocol is highly standardized, whereas, e.g., in vascular examinations, more often customized hanging protocols are preferred. Frequently, Multi-Planar Reformatting (MPR) is the technique of choice to provide sectional renderings. With a Curved Planar Reformation (CPR) the whole extent of a tubular structure is displayed within a single image. These 2D renderings are often accompanied by a Direct Volume Rendering (DVR) technique like raycasting. The examination of a structure in its three-dimensional setting often provides better insights into contextual information.
A typical hanging protocol arranges a side-by-side presentation of different views of the volumetric data. The physician performs various interactions during the examination of the data. Examples of frequently recurring interactions are scrolling through slices (2D images), zooming, panning, labeling, windowing (2D/3D images), or viewpoint selection and clipping (3D images). The synchronization of the different views is quite challenging because it is not trivial to determine if an interaction in one view leads to changes within another view. In earlier work [7, 8] we presented the LiveSync interaction metaphor, a solution for the live synchronization of a 2D slice view and a 3D volumetric view. The viewing parameters for the 3D view are derived automatically from a picking of the anatomical structure of interest on the 2D slice. In that work the viewing parameters are viewpoint, zoom factor, clipping planes, and transfer function setup.
This paper presents a new approach to handle the picking of a structure which is directly performed on the 3D volumetric view in a context-sensitive way. Therefore, the first step is the identification of the 3D position of interest within the volumetric data. For each point on a 2D slice its exact 3D position can be calculated easily, whereas the picking of a point in the 3D volumetric view is not well defined. This is due to the fact that for each pixel on the screen ray casting is performed, where opacity and color is accumulated along a ray from the eye point through the volume. Potentially each position along this ray might be the desired volumetric position. A simple solution to this problem is the definition of a first-hit position as the location along the ray where a certain opacity threshold is exceeded. For some cases this might be sufficient, but often a different, contextually-defined position is of interest. We propose ray-profile templates which are designed to represent anatomical structures like, e.g., a vessel, the aorta, the airway, or a vertebra. The ray profile which is calculated for each picking on the 3D volumetric view is then scanned and analyzed to find similarities to the defined ray-profile templates in a knowledge base.
To narrow down the number of anatomical structures which are of relevance for a certain examination, the presented method extracts contextual information automatically from the DICOM data. The DICOM standard [16] provides a detailed specification of a format for medical images which includes meta information like parameters of the scanner and patient information. Further context is provided by the setup of the medical workstation and the selection of clinical tools. For the examination of anatomical structures, frequently center points are of special interest. The first-hit solution cannot provide these positions because of self-occlusion or occlusion by other structures. Our proposed method can either return the first hit of the determined structure of interest or its center along the analyzed ray.
When the 3D position of interest is located, the next important step is the presentation of the result to the physician. This paper depicts the highlighting of the results by synchronized 2D slice views as a straight-forward solution. Also the placement of labels at the appropriate 3D positions is demonstrated. For instance, the whole spine can be labeled by picking each vertebra directly in the 3D volumetric view. Further it is shown that approximate centerlines can be calculated interactively by tracing along tubular structures in the 3D view. These centerlines could be utilized to display CPR renderings of the structure or to guide a segmentation process.
RELATED WORK
In medical visualization some techniques have been developed to ease the interaction with multiple views of a certain data set. Kohlmann et al. [7, 8] presented the first attempt to combine optimal viewpoint estimation and synchronized views for the visualization of medical volume data. Götzelmann et al. [6] presented an approach where 3D visualizations are linked with textual descriptions, e.g., from medical textbooks. Their approach focuses on an educational purpose and supports students to learn the terminology and to understand textual descriptions of complex objects. (c) For a picking on the volume rendered image, the current ray profile is analyzed to detect anatomical structures which are represented by the selected contextual profiles. If a good match is given, then this can be utilized for instance to highlight an interest point (e.g., the center of a vertebra) in the slice view.
Related to this work, IBM is currently developing the Anatomic and Symbolic Mapper Engine [3] . This technology uses a 3D model of the human body which is linked to medical records. Whenever the doctor clicks on a certain part of the body, a search of the medical records is triggered to extract the relevant information. The Medical Exploration Toolkit presented by Tietjen et al. [18] bundles various concepts for loading, visualizing, and exploring segmented medical data sets. Critical distances to pathological structures are computed, and displayed in a synchronized manner in 2D and 3D. The integrated LIFTCHART [17] displays the overall extents of structures within the volume in a narrow frame as color bars. A structure can be selected in the LIFTCHART and the corresponding slice is displayed in the slice viewer. Another clinical application they integrated is the NECKSURGERYPLANNER [19] . Segmented structures can be enabled and disabled by a textual representation. They are synchronously highlighted in the 3D and 2D views to support operation planning for neck dissections.
A lot of research has concentrated on the extraction of certain anatomical structures. Multi-scale filtering approaches are very popular for the detection of curvilinear structures. Vessel enhancement filters based on eigenvalue analysis of the Hessian matrix have been proposed, e.g., by Sato et al. [13] and Frangi et al. [5] . Tek et al. [14] presented an approach which focuses on the segmentation of vessel cross sections. A single click inside the vessel on a slice initiates mean shift-based ray propagation to detect the boundary of the vessel. Tschirren et al. [20] presented an airway segmentation algorithm based on fuzzy connectivity. Their method uses small adaptive regions of interest which follow the airway branches during the segmentation process. Kovács et al. [9] developed a system for automatic segmentation of the entire aorta without any user interaction for treatment planning of aortic dissections. The segmentation is based on a Hough transformation to detect the approximate circular shape of the aorta. To fit this shape more closely to the actual contour of the aortic lumen an elastic mass-spring deformable model is utilized. An interesting concept for the detection of tubular objects in medical imaging is the Gradient Vector Flow (GVF) snake introduced by Xu and Prince [21] . This method first calculates a field of forces (GVF forces) over the image domain. These forces drive the snake to fit to the boundaries of an object. Bauer and Bischof [1, 2] utilize the properties of the GVF for the detection of tubular objects and the extraction of curve skeletons, e.g., for virtual endoscopy. They argue that conventional tube detection or line filters which use local derivatives at multiple scales have problems with undesired diffusion of nearby objects. Their GVF-based method allows an edge-preserving diffusion of gradient information. Malik et al. [10] presented a rendering algorithm called feature peeling. They analyze peaks and valleys of intensity ray profiles for a given viewpoint to detect features inside the volume data. By classifying a number of feature layers it is possible to scroll through the layers to inspect various structures.
Sketch-based techniques are employed to classify and segment volume data by painting directly on the volume rendering. Owada et al. [11] presented a sketching interface which allows an intuitive segmentation of volumetric regions. The user has to draw 2D strokes along the contour of the 3D target region to initiate a constraint segmentation process. Related to this approach, Chen et al. [4] applied sketching to seeded region growing for volume segmentation. Initially, the user specifies a region of interest by placing a closed free-form sketch on the volume rendering. Then a region of interest is extruded to facilitate the definition of seed points for the region growing. Ropinski et al. [12] proposed an interface for the design of 1D transfer functions which is based on the drawing of strokes on the volume rendered image. Features of interest can be identified by strokes which are close to their silhouettes. Based on a histogram analysis, component transfer functions are automatically generated for the identified features. The user can then decide which of the selected features should be integrated into the final transfer function.
CONTEXTUAL PICKING OVERVIEW
The overview of related works indicates that often highly specialized methods are used to detect various anatomical structures within the volumetric data. This paper presents a generalized system which is not limited to a certain type of structure. An example illustrates one potential application area for the presented system: A frequently needed task during an orthopedic examination of the spine is the labeling of individual vertebrae. The vertebral column consists of 7 cervical, 12 thoracic, 5 lumbar, 5 sacral, and 3 to 5 coccygeal vertebrae. If the labeling is performed in 2D slice views only, quite some scrolling through the slices is involved to navigate to a meaningful 3D position where a single label is placed. A good position for the label is the center of the vertebral body. By picking on the vertebrae in the 3D view, contextual picking allows a convenient labeling. If the label for the first picked vertebra and the labeling direction is given, then a single contextual picking on the following vertebrae is sufficient to add the appropriate labels at a central position within the vertebral body. Figure 1 shows the building blocks to achieve contextual picking. A knowledge base consists of a ray-profile library and contextual profiles. The ray-profile library holds ray-profile samples (intensities and gradient magnitudes) of various anatomical structures. A contextual profile for a certain structure bundles the needed information to react to a contextual picking operation. In the XML format it describes the following components: The type of the structure, a list of keywords, minimal and maximal extent of a structure, a representative mean ray profile built from the samples in the rayprofile library, and the default reaction to a picking operation. An initialization step is performed whenever a new data set is loaded into the workstation. The DICOM header as well as the workstation environment is analyzed to extract the relevant meta data for selecting the applicable contextual profiles.
Contextual picking is initiated by positioning the mouse cursor on the 3D view and pressing a hot-key. Whenever the physician picks on a structure of interest in the 3D view, the following steps are performed: First, information from the current picking, which includes the intensity and gradient magnitude values along the viewing ray, as well as accumulated opacities and positions of clipping planes, are collected. Second, the representative mean ray profiles of the selected contextual profiles are compared to the current ray profile. Finally if a good match is detected, this result is utilized to highlight the anatomical structure of interest in an appropriate way, e.g., in MPR views.
KNOWLEDGE BASE
Most approaches to automatically detect features in medical volume data need a considerable amount of user interaction to set up the needed parameters. Besides, they are often very specialized on a certain type of anatomical structure as well as on a specific extent of the feature. Two important preconditions for the presented system are that it has to be as generic as possible and easy to extend. For these reasons a ray-profile library was set up which is supported by an easy-to-use interface for the generation of new ray-profile samples. Together with the contextual profiles this knowledge base provides all information to react to a contextual picking.
Ray-Profile Library
The ray-profile library is implemented as an XML file which stores ray-profile samples for various anatomical structures. A ray-profile sample for a certain structure consists of a sample id, a textual description, the spacing along the ray in mm, the extent of the structure in mm, and a list of intensity and gradient magnitude values. The system provides a convenient user interface to add new rayprofile samples to the ray-profile library. Figure 2 illustrates the generation of a ray-profile sample of a contrast-enhanced blood vessel. After picking on a vessel in the 3D view, a ray profile is generated and displayed. A plot of the ray profile shows the intensity values (blue) and the values of the gradient magnitude (green) along the ray. To ease the selection of a ray-profile sample, the color transfer function for the corresponding scalar values is displayed in a small horizontal bar below the profile plot.
Sample Picking
Ray-Profile Selection
Ray-Profile Sample Generation <?xml version="1.0" encoding="iso-8859-1"?> <rayprofilelibrary> <structure type="contrast-enhanced vessel"> <samples> <sample id="WgGs9dG5"> <description>cev (sinusvein)</description> <spacing>0.40234</spacing> <extent>6.0351</extent> <selection> <intensity>945 964 993 ...</intensity> <gradientmagnitude>28 44 56 ...</gradientmagnitude> </selection> </sample> The generation of a ray-profile sample for a contrastenhanced vessel is initiated by picking on the structure in the 3D view. A ray profile is displayed which shows the intensity and the gradient magnitude values along the viewing ray. From a selected subset of this ray profile, which represents the picked vessel, a sample is generated and stored in the ray-profile library.
By dragging the mouse with the left button pressed a semitransparent window is painted over the ray profile which represents a selection along the ray. By confirming this selection, a sample for a new or an already existing structure is written to an XML file. For a certain anatomical structure it is recommended to generate several representative samples. The intensity values of an anatomical structure can vary slightly, e.g., because of the patient's age or sex. Further the size of the structures varies because of the mentioned factors. A set of multiple samples in a contextual profile for example enables to detect vessels of a certain diameter range. The generation of ray-profile samples has to be done only once for each anatomical structure. They are added to the library by a domain expert. This step is not visible to the physician who just uses the contextual picking.
Contextual Profiles
The contextual profiles are stored in an XML file which contains all needed instructions to react to a contextual picking. Listing 1 shows the XML skeleton of the contextual profile for an anatomical structure. First of all it has a type entry which has to match with the corresponding structure types in the ray-profile library. A list of keywords describes the type of data sets and/or the setup of the medical workstation in which the defined structure is of interest. The extent defines a range of the typical extent of the anatomical structure. In the meanrayprofile entry, a mean ray profile is stored which is generated from the available ray-profile samples in the ray-profile library. Finally, return defines which position will be returned (e.g., the center of the structure) and which default action shall be performed (e.g., highlighting of the obtained position in MPR views). Mean ray-profile generation: The generation of a mean ray profile is motivated by the variation of intensities and extents of anatomical structures. To obtain a good representation of a structure, all samples from the ray-profile library which correspond to the type of the contextual profile are collected. Figure 3 (left) shows three intensity ray-profile samples of the aorta which were all captured using different data sets. The similarities of the three samples are clearly visible. The intensity values are in a range of Hounsfield Units between about 880 and 1440 (shown on the y-axis of the plots) and the extents of the samples differ in a range between about 17.5 and 28.5 mm (shown on the x-axes of the plots). In general the samples start with a steep intensity ascent followed by a plateau and a steep intensity descent. The generated mean sample (right) shows the same characteristics with the advantage that outliers are filtered out. The algorithm for the generation of the mean ray profile first calculates the mean extent of the available samples. Then the ray-profile samples are scaled horizontally. The scaling factor is determined by dividing the mean extent by the extent of the current sample. Afterwards the mean of the corresponding intensity values is calculated at uniformly distributed positions along the x-axis. Analogously, a mean ray profile is also generated for the gradient magnitudes. Taking the mean extent of the ray-profile samples seems to be an appropriate approach because we assume that there is an approximate Gaussian distribution of the extents for multiple samples of a single structure.
The described algorithm for the generation of the mean ray profiles is well suited to preserve slopes which are characteristic for a certain structure. This is due to the fact that the steepness of slopes in shorter samples is decreased and the steepness of slopes in longer samples is increased by the horizontal scaling. Taking the mean of the intensity values results in a mean ray profile which represents the anatomical structure accordingly. Mean calculations have to be performed only when a new sample is added to the ray-profile library. 
INITIALIZATION
The major challenge for a system which allows contextual picking of anatomical structures in the 3D view is to gain as much information as possible about the structure of interest. Typically for a certain type of examination only a small number of structures is relevant for the diagnosis. For instance in vascular examinations veins and arteries are of special interest whereas in an orthopedic examination the spine and bones are more important structures. There are two reasons to narrow down the number of target structures in a certain examination. First, our approach is based on a matching between ray-profile samples from a knowledge base and the ray profile extracted for the current picking. In volume data, structures are occluding each other. Thus the analysis of the current ray profile with respect to all structures given in the contextual profiles, might lead to ambiguous results. For example a vessel in front of a bone is usually not relevant for an orthopedic examination. In such cases the contextual picking has to respond appropriately. Second, the analysis of the current ray profile through matching with a lot of structures of varying extents can lead to high computational costs. As this work aims to minimize the overhead of the user interaction, the presented system extracts valuable meta information directly from the DICOM headers and the current setup of the medical workstation. The DICOM format is widely used in hospitals as a standard for handling, storing, printing and transmitting information in medical imaging. DICOM files contain the image pixel data of the scanned slices combined with header information. A Patient entity contains relevant data about the patient like name, age, and sex. Data concerning the examination like the name of the physician or the description of the examination is stored in a Study entity. A Series entity represents a logical unit of information about the imaging modality (Equipment) and information about the spatial relations of images within a series (Frame of Reference). Finally, the image itself and meta data about the image are stored in an Image entity. Grouping the image and the meta data prohibits that the image data gets separated from the meta information [16] . To narrow down the number of structures the physician might be interested in, we identified a suitable set of entries in the DICOM header:
• (0018, 0015) -Body Part Examined
• (0008, 1030) -Study Description

• (0008, 103E) -Series Description
• (0040, 0254) -Performed Procedure Step Description
• (0018, 1030) -Protocol Name
After a new data set is loaded, our system extracts the textual description which is stored for these entries. Entries which contain details about the patient like sex, age, and weight are further candidates which could be utilized to gather information about the size and the intensity range of a specific structure. The system also considers if the medical workstation is only used for certain examinations. For instance often a medical workstation with reduced functionality is available, e.g., as a vascular, orthopedic, cardiac, or mammography workstation.
The automatically extracted information is used to select the suitable contextual profiles from the knowledge base. Each contextual profile contains a list of classified keywords to decide if the represented structure is relevant for the currently loaded data set with the current setup of the workstation. Listing 2 shows exemplary keywords in a contextual vertebra profile. A list of keywords is categorized into the classes strong, medium, weak, and kickout. The information which is extracted during loading the data set is compared with these entries to decide if a certain anatomical structure is relevant for the current examination. In the presented example a vertebra is strongly relevant when using an orthopedic workstation and/or when the examined body part is the spine. Within a cardiac or a vascular workstation a vertebra is typically not a structure of interest. With this approach it is possible to select from a ranked list the contextual profiles which are suitable in the given environment. The ranking is given by a comparison of the extracted information with the classified keywords.
CONTEXTUAL PICKING
After one or more contextual profiles are automatically selected, the physician can perform the picking directly on the 3D view and the system provides an immediate feedback. For each contextual picking, the current ray profile is analyzed to find close similarities in the selected contextual profiles. This analysis is done by a profilematching algorithm which evaluates a cost function to measure the degree of similarity. As our main focus was to provide a framework for contextual visualization we did not deeply investigate the applicability of established pattern classification methods from fields like signal processing, computer vision, or neurocomputing. Our empirical approach gives satisfactory results and the comparison to other methods has to be done in future work. Based on the outcome of the profile matching the respective action is taken. Three actions have been implemented so far. The default action is the highlighting of the center of the picked anatomical structure in MPR views. Further, contextual picking is integrated into a spine labeling system to demonstrate its potential to place labels at meaningful 3D positions. Finally the system allows the calculation of approximate centerlines of picked tubular structures.
Profile Matching
The profile matching to detect the anatomical structure of interest is repeated for each of the selected contextual profiles. A contextual profile provides a mean ray profile which represents a structure together with the information about a minimal and a maximal extent of the structure. To allow the search for structures within this range along the current ray profile, a non-uniform scaling of the mean ray profiles is performed. In Figure 4 the minimal (left) and the maximal scaling (right) is shown for the mean ray profile (middle) of the aorta to cover a structure extent from about 16 to 32 mm. The scaling algorithm only performs a scaling on positions where the gradient magnitude is low. This avoids an undesirable change of the steepness of the major slopes.
mm~24 mm~32 mm
Non-Uniform Scaling The implementation of the profile matching is described in Algorithm 1. In this algorithm the mean ray profile and the current ray profile are represented by intensities as well as gradient magnitudes. Thus, the summed Euclidean distances are calculated for the corresponding intensities and gradient magnitudes. The matching end if 12: end for algorithm detects the section along the current ray profile which is most similar to the mean ray profile at different scales. A length normalization of the fitting costs allows the comparison between different scales, as well as the comparison of responses between different contextual profiles. This is especially important if multiple contextual profiles are selected and thus, the ray profile is scanned for different structures. For instance, if an abdominal data set is loaded the contextual aorta profile and the contextual vertebra profile might be selected. To decide which structure is detected, a trade off between the cost function and the suitability of the contextual profile for the current environment has to be calculated. In the following, low costs of the profile matching are equivalent to a good or high response of a contextual profile.
Optimizations: To decrease ambiguities of the contextual profile response and to increase the performance of the system several optimizations were applied to the algorithm. First of all, the positions of the clipping planes are considered before the profile matching is performed. Only the part of the volume which is not clipped away is analyzed for matching regions. On the one hand this lowers the computational cost and on the other hand it reduces the chances of ambiguities. For example in the case of the contextual vessel profile, a vessel which is located in front of another vessel along the ray but clipped away could lead to unintended results. A second optimization which is applied for similar reasons takes the opacity transfer function into account. The analysis of the ray profile starts only at a sample position where a small opacity threshold is exceeded. From this position on the remaining part of the ray (if not clipped away) is considered. Third, the cost function for the profile matching is implemented so that the costs slightly increase along the ray. With this adjustment, structures which are closer to the viewer, e.g., vessels which are in front of other vessels, return lower costs. To apply this modified cost function line 8 in Algorithm 1 is replaced by the equation
where sum o f SEDs are the summed-up squared Euclidean distances, m.length is the sample size of the current matching profile, s is the current sample position along the ray profile, and c.length is the total sample size of the ray profile. Our experiments have shown that the multiplication of the costs with a penalty factor of up to 1.5 for distant structures leads to good results for features which appear multiple times along the viewing ray. Despite of the improvements achieved by Equation 1 two overlapping target structures which are very close to each other might still be problematic. An example is if the aorta due to the current viewpoint of the volumetric view is right in front of some vertebrae and contextual profiles for both structures are active.
If the user is continuously tracing along the aorta it would be quite disturbing if the contextual vertebra profile and the contextual aorta profile alternate in generating the better response. The proposed solution to this problem is to deactivate all but one contextual profile as long as a continuous tracing goes on. As soon as the hot-key is released the other contextual profiles are re-activated. Finally, a default contextual profile is implemented which returns the first-hit position. The opacity is accumulated along the ray until a certain opacity threshold is reached. This contextual profile becomes active if the cost function of the profile matching returns too high values, which means that no contextual profiles are detected along the current ray profile.
Contextual Picking Action
The implemented default action to react to a contextual picking is the highlighting of the detected interest point in the MPR views. For each picking on the volumetric view, a three-dimensional position within the data set is computed. This position can be the center of the target structure along the current viewing ray or the first-hit position if no target structure is detected. The structure's center can be calculated easily as the start and the extent of the structure along the viewing ray is determined by the profile-matching algorithm. To show the obtained position in the MPR views, the axial, coronal, and sagittal cross sections for this volumetric position are displayed. The centering of this position on the slices, as well as the overlay of crosshairs is used to highlight the target structure.
Another proposed action following a contextual picking is the labeling of anatomical structures. Often the labeling is performed in the slice views alone although the volumetric view can be very well suited for this task. For instance by utilizing the contextual vertebra profile, the physician gets more flexibility in the spine labeling process. The whole spine can be easily labeled in the 3D view. A single contextual picking on each vertebra determines the exact three-dimensional position of each label. Finally, the estimation of feature center points during the continuous tracing along a structure can be utilized to calculate approximate centerlines of tubular structures like vessels. If the obtained approximation is not sufficient it can be a helpful initial input for more accurate centerline-detection algorithms.
PERFORMANCE AND RESULTS
The contextual picking is implemented in Java and the contextual profiles as well as the ray-profile library are stored in the XML format. For parsing and manipulation of the XML files within the Java classes the JDOM API [15] is used. The contextual picking is integrated into a real-world medical workstation which is under development by our collaborating company partner. All contextual picking-related computations are performed interactively. For the generation of the ray-profile samples in our ray-profile library eight different CT data sets were used. Three samples were taken for each anatomical structure from suitable data sets. The data sets shown in the result images of this section are different from the data sets which were used to establish the ray-profile library.
(a) (b) Figure 5 : Contextual picking on a thoracic-abdominal CT data set. The 3D position which is returned by the contextual profile with the best response is used to provide meaningful MPR views of the picked aorta (a) and the picked vertebra (b).
In Figure 5 the contextual picking is illustrated for a thoracicabdominal CT data set. After the data set is loaded into the workstation, meta information is extracted according to the description in Section 5. Based on this information, the contextual vertebra profile and the contextual aorta profile are selected automatically. When the aorta is picked as in Figure 5 (a), the contextual aorta profile gives the best response. The detected center position of the aorta along the viewing ray is utilized to set up the axial, coronal, and sagittal MPR views. Four different views on the picked anatomical structure are provided to the physician. The picking of a close-by vertebra in Figure 5 (b) leads to analogous results. Figure 6 (left) shows the path (indicated by the yellow line) of a continuous tracing along part of the aorta. If the contextual aorta profile and the contextual vertebra profile are active, the contextual vertebra profile has the better response at some positions along the trace path although the user is interested in the examination of the aorta. Figure 6 (top-right [1] [2] [3] [4] ) shows the resulting sagittal slice views when only the best response is taken into account. The vertebra is captured as the prominent structure at the positions 3 and 4. Whenever a continuous tracing is performed, the assumption can be made that the user currently examines a single anatomical structure. Thus, just a single contextual profile is active during the continuous tracing and all the others are deactivated temporarily. This leads to the results shown in Figure 6 (bottom-right [1*-4*]). Along the trace path, the aorta is always captured as the prominent structure and jerky leaps in the MPR views between the aorta and a vertebra are avoided. The tracing along a tubular structure allows the computation of its approximate centerline. Figure 7 depicts the result for the contextual picking of the airway in the 3D view (left) using a head CT data set. The contextual airway profile gives a better response than the contextual vessel profile which is also active. A highlighting of the corresponding position is performed in a 2D slice view (right). Occluding structures do not impede the detection of a central point within the airway. Figure 8 shows some results when the contextual picking is integrated into a spine labeling tool. With this tool the user has to specify the label for the first picked vertebra and a labeling direction (head-to-feet or feet-to-head). Then a single picking on each vertebra leads to the results shown in Figure 8(a) . Figure 8(b) shows the labeling from another viewpoint if just the first-hit position is taken for the 3D placement of the labels. If the placement is done by taking the positions determined by the contextual picking, the labels are in the center of the vertebral body as shown for the same viewpoint in Figure 8(c) . The exact positions of the labels are depicted on the axial, coronal, and sagittal slices for the first-hit approach in Figure 8 (d) and for the contextual picking approach in Figure 8 (e).
CONCLUSION AND FUTURE WORK
In this paper we presented a novel method for the interactive identification of contextual interest points within volumetric data by picking on a direct volume rendered image. We built a knowledge base which holds characteristic ray-profile samples for different anatomical structures. New ray-profile samples can be added with an easyto-use interface by domain experts. A contextual profile bundles information like for which kind of data sets it should be selected, the extent of the target structure, or the action which has to be performed if there is a high response to the contextual profile. Based on this knowledge base, the contextual profiles which are applicable in the current environment are selected automatically. Our profile-matching algorithm analyzes the viewing ray for each contextual picking on the 3D volumetric view. It returns a position within the volume with the best response to one of the selected contextual profiles. Based on this result, certain actions are performed interactively. In the simplest case, the obtained position is the center of the selected structure and is highlighted by crosshairs in MPR views. Because of the interactivity of the underlying computations, contextual picking is well suited to continuously trace the mouse pointer along volumetric structures. This allows to simultaneously examine the selected structure in multiple views. We have also demonstrated that the contextual picking can be easily integrated into a conventional spine labeling framework to increase its flexibility.
Classifying structures only along ray profiles is not a limitation of the contextual picking framework. Other local classification schemes could be added as well. More research is necessary to investigate if this could help to further improve the detection of a structure's interest point. Until now, our method is to a certain degree dependent on the chosen viewpoint of the 3D view. While this could be a problem in some cases, there are often default viewpoints for 3D diagnostic examination procedures. For this reason the viewpoint dependency was not a big issue in the application scenarios which are presented in this paper. Shape-based methods could be integrated into our framework to be more flexible in the selection of appropriate viewpoints. The challenge thereby will be to ensure interactivity. Alternatively, multiple contextual profiles could be provided for different viewpoints on a structure. The integration of techniques to display uncertainty information about the currently detected structure is another interesting direction for further research. 
