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摘 要:目前在 ＲGBD视频的行为识别中，为了提高识别准确率，许多方法采用多特征融合的方式。通过实验分析
发现，行为在特定特征上的分类效果好，但是多特征融合并不能体现个别特征的分类优势，同时融合后的特征维度
很高，时空开销大。为了解决这个问题，提出了 ＲGBD 人体行为识别中的自适应特征选择方法，通过随机森林和信
息熵分析人体关节点判别力，以高判别力的人体关节点的数量作为特征选择的标准。通过该数量阈值的筛选，选择
关节点特征或者关节点相对位置作为行为识别特征。实验结果表明，该方法相比于特征融合的算法，行为识别的准
确率有了较大提高，超过了大部分算法的识别结果。
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人体行为识别在计算机视觉领域上有很重要
的研究意义，广泛应用于异常人体行为识别、用户
身份识别、基于内容的体育视频检索、智能家居环
境等。目前，人体行为识别主要困难在于用于人体
行为识别的视频持续在一系列的时间和空间，视频
基于一个很高维的时间和空间，行为表示困难，同
时同一个动作受执行个体、速度、衣着、光照、遮挡
和摄像头拍摄角度的影响，行为的类内距离大，类
间差异小。新推出的 3-D 体感摄像机 (例如
0
Kinect) ，除了提供ＲGB视频外，还有深度信息、关节
点信息，能快速分割前景背景，为人体行为识别带
来了新的思路。因此，目前许多行为识别的工作都
是基于 ＲGB视频序列的。
现有 ＲGBD视频的行为识别中，特征主要分为
两种:深度表观特征和关节点运动特征。深度表观
特征主要基于某一时空领域内的深度点云信息，侧
重描述时空域内的深度表观细节，可以是某一时空
域内的占有模式［1］、4-D 法向量统计［2］和运动历史
图梯度统计［3］等。关节点运动特征主要基于关节
点 3-D位置，通过关节点位置的时间变化［1］和空间
偏移值［4］来描述行为，此方法特征紧凑，避免了大
量的冗余计算。但在一些人物交互的行为中，仅采
用关节点运动特征无法刻画交互物体，需要引入深
度表观特征。
因此，很多学者尝试采用特征融合的方法，同
时使用多模态特征来描述行为。在一些方法
中［5－7］，结合了多种从 2-D图像提取的特征，使用单
个分类器进行分类。还有一些方法中设计了多种
分类器。文献［8－9］通过对各种分类器的分类结果
进行整合，从而提高了行为识别的准确率。
但是这些特征融合方法普遍存在 3 个缺陷:
1)视频存在类内类间的区别，用多个特征串联可能
存在结果受其中某个特征影响，结果达不到预期效
果;2)无法对特征与类别之间的关系进行分析;3)
多特征融合的维度很高，对于训练以及测试需要大
量的时间，而目前普遍采用的降维方式如 PCA会降
低准确率。因此，本文设计了一种特征选择方式，
根据关节特征分析关节点的判别类型，选择不同的
行为特征用于识别行为。
本文提出的自适应特征选择方法，分别采用
HON4D关节点表观特征［10］和关节点相对距离特征
作为行为表示特征。要实现上述目的，主要存在的
问题是在测试过程中，需要确定特征选择的依据。
对于 MSＲ-Daily Activity 3-D 数据集来说，尽管已经
知道 HON4D 关节点特征在喝水、吃东西等类别上
效果较好，相对距离特征对于看书、打电话、玩游戏
等行为的识别较好，但是在测试过程中测试样本却
是不知道该使用什么特征来表现。通过实验分析
发现，采用 HON4D关节点特征分类较好时，对应于
高判别力的关节点数量较多。因此在本文中采用
随机森林对 HON4D 关节点进行建模，根据关节点
的类别投票结果熵，将其结果作为关节点的判别
力，提出了自适应熵阈值，选择高判别力的关节点;
同时基于高判别力关节点数量的特征选择方法，用
于表示行为，进而提高行为的识别率。
1 相关技术介绍
目前，在 ＲGBD的人体行为识别中主要采用基
于关节点序列的运动轨迹特征以及基于局部或者
整体的表观特征。
关节点运动轨迹特征是指骨架在时间序列上
的变化所提取的特征。Yang［11］提出基于关节点3-D
位置的位置特征、运动特征和位移特征，使用贝叶
斯最邻近法则(NBNN)进行分类。Wang 等［1］在
Actionlet Ensemble中使用到 3-D关节点相对位置特
征，并且添加了傅里叶时间金字塔提高精度。Xia
等［4］在 3-D关节点球形位置计算直方图，通过隐马
尔可夫模型建立 3-D 关节点的时间演变模型进行
分类。
另一种主要特征是基于局部或整体的表观表
示。Wang等［1］提出 LOP 作为关节点的深度表观信
息，用此特征来描述人体与物体的交互。HOPC 是
Ｒahmani［12］提出的基于 3-D 点云的表示方法，围绕
该点可以得到自适应时空支撑体。SNV 是 Yang
等［2］在时空体内描述的深度表观信息和变化信息，
该特征是由深度序列划分成时空网格，并聚类底层
法向量获得的。
不同的特征在不同行为上具有不同的识别强
度。不少文章也选择了多特征的方法，使得这些特
征存在互补性。除了一些单纯使用不同特征简单
连接进行融合以外［1，13－14］，还有一些特征进行了融
合处理。Gao等［15］提取深度序列图的不同特征，然
后进行多特征映射并且使用字典学习模型。Liu
等［16］提出基于 3D2 的 CNN 框架，这个框架可以自
动从原始深度视频序列提取时空特征。Li 等［17］使
用组合稀疏正则化，提出用多特征稀疏融合
(MFSF)排序以获得特征的共享和特定结构的重
要性。
现有方法中，结合关节点运动信息和局部表观
信息能很好地描述行为。关节点运动信息虽然可
以表现人体运动姿态，但是在捕获变化的时候无法
避免运动速度的影响。在关节点局部表观信息上，
虽然可以捕捉一些人体的姿态信息，但是描述运动
特点有限。HON4D 的特征较短，经过傅里叶变化
后，保留的低频信息不仅特征短、而且判别力强。
因此，在本文提出的模型中，采用关节点相对距离
作为运动信息模型，关节点位置的 HON4D 特征作
为表观信息模型，根据关节点的判别力，选择不同
的特征，进而增强分类性能。在特征处理上采用
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Actionlet Ensemble 提出的傅里叶时间金字塔，此方
法能够很好地去除时间上对分类带来的影响。
2 自适应特征选择方法
在本节中，我们将详细介绍自适应特征选择方
法。本文考虑了两种特征，即体现关节点表观信息
的 HON4D特征［10］和运动变化的关节点相对距离特
征。在特征选择上，基于关节点熵进行自适应特征
选择，人体行为识别方法如图 1所示。
图 1 自适应特征选择方法框架
Fig．1 The frame of adaptive feature selection method
2．1 特征介绍
首先，关节点相对距离特征以臀部为参考点，
计算每一帧内各关节点相对参考点的位移。记第 i
个关节点在第 f帧的坐标为 Ji(f)= (x
f
i，y
f
i，z
f
i) ，nJoint
为关节点总数量，则每一帧的相对关节点位移为
V(f)= {Ji(f)－ Jj(f)| i = 2，3，4，…，nJoint;j = 1}
(1)
再将各帧的相对关节点位移串联，进行傅里叶变换，即
F(ω)= ∫
!
－!
f(t)e － jaxdt (2)
取变换后的低频信息，最终得到关节点相对距离特
征。其次，在表观特征上，我们对 HON4D 进行了改
进，根据关节点判别力筛选出前 N 个判别力强的关
节点特征。关节点判别力是指某个关节点的特征
在数据集上准确率的评判值。为了得到不同关节
点判别力评价，我们将每个关节点 HON4D 特征随
机森林(ＲF)中进行模型训练，得到各个模型中的袋
外估计错误率，以便用来评价关节点的判别力。随
机森林是一个具有 T 棵决策树的集成模型。本文
采用自举采样法，在训练阶段，每棵决策树都会在
训练集中生成自举采样，大约丢弃 37%的样本，根
据这些丢弃样本去计算袋外估计错误率。
对于给定行为 c(c = 1，2，…，cCls) ，cCls为数据集
的类别，根据各关节点 p(p= 1，2，…，nJoint)在相应的
ＲF模型上计算的该行为上的袋外估计错误率，每个
行为将得到一个关节点错误率升序的排序表。则
最终数据为(1+cCls)个排序表，其中第 1列为所有数
据集对于其中一个行为的平均错误率。最终，从基
于整个数据集上的关节点升序表中取出前 N 个关
节点，将其 HON4D特征串联，得到表观特征。
2．2 基于熵的自适应特征选择方法
关节点相对位移特征，适用于运动变化较大的
行为，如静止、站起、坐下等，而表观特征则可以刻
画交互物体和局部细节变化的行为，如看书、打电
话等。因此，应根据行为的特点选择合适的特征。
为此，本文提出了基于熵的自适应特征选择方法。
首先，为了评估表观特征对于各行为的判别
力，我们将各关节点的表观特征输入 ＲF 模型，从训
练模型中得到决策树的投票结果，由投票结果的不
确定性去判断该类特征在行为分类上是否具备代
表性。确定性强，表示该特征能够充分代表样本，
反之，则使用关节点相对位移。由于任何信息都存
在冗余，冗余的程度与不确定性有关，排除冗余后
的平均信息量称为“信息熵”。不确定性函数为
f(p)= log
1
p
= － log p (3)
对于整个信息源而言，熵的定义为
H(U)= E(－ log pi)= －∑
n
i = 1
pi log pi (4)
因此，在本文的算法中，我们将在关节点特征
的 ＲF模型中引入熵的概念。行为 c 在训练数据集
的第 s(s= 1，2，…，S)个样本中的第 nj(nj = 1，2，…，
nJoint)个关节点，通过使用随机森林模型得到的 T棵
决策树，利用决策树进行投票分类，则每个关节点
都会对训练样本产生投票结果。该样本的投票结
果为(nJoint ×cCls)个，每个投票结果表示为 v
nj，S，c
i (i =
1，2，…，cCls) ，投票的概率为
pnj，S，ci = v
nj，S，c
i /∑
cCls
k = 1
vnj，S，ck (5)
由此得到每个样本的信息熵，并求出 S 个样本
的平均信息熵，因此在 cCls类行为中可得到在该模型
的信息熵 Enj(nj = 1，2，…，nJoint)。
在训练模型中可以得到平均信息熵，根据此信
息熵得到针对于此关节点模型的熵的阈值。
作为特征自适应选择的选择器时，测试样本在
经过 20个关节点模型时，可以类似于训练模型得到
20个熵。本文中熵的意义为，HON4D 特征的熵越
大信息不确定性越大，表示测试样本使用 HON4D
不能准确描述行为，因此不使用关节点特征，而选
择关节点相对距离特征。
在实验中，本文设定当测试样本的熵超过训练
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模型中得到的平均信息熵的个数为 C，设置阈值为
Cp，C＜Cp，选择 HON4D 关节点表观特征，否则选择
关节点相对距离特征。
算法详见算法 1。
算法 1 基于熵的自适应特征选择算法
输入 训练样本平均熵，测试样本 HON4D 特
征与关节点相对距离特征，20 个关节点模型，关节
点相对距离模型，HON4D 关节点组合模型，阈值
Cp，平均信息熵 Enj(nj = 1，2，…，nJoint)
输出 预测标签。
1)初始化 C为 0。
2)for 第 nj 个关节点 in所有关节点数目 do。
3)第 nj 个关节点的 HON4D特征作为测试样本
特征，由相对应的关节点模型测试得到 cCls个投票
结果。
4)计算 cCls个投票结果的投票概率。
5)计算该模型下的投票熵。
6)比较 Enj与该模型下的投票熵，若 Enj小，
则C+1。
7)end for。
8)比较 C与 Cp，若 C 小，则使用关节点相对距
离特征;若 C大，则使用 HON4D特征。
9)输出预测标签。
3 实验结果
为了验证本方法的可用性，我们将在MSＲ-Daily
Activity 3D数据集上验证。该数据使用 Kinect设备
拍摄，是日常活动的数据集，如图 2。在这个数据集
中，动作覆盖手、腿、躯干以及其他一些互动行为。
其中数据集中每个行为由 10个人完成，每个人分别
以不同的姿态完成。该数据集样本数为 320。在本
文的实验中，我们将在每个行为中选取 5 个人所完
成的 10 个样本，也就是其中 160 个作为训练样本，
其余 160个作为测试样本。
在设置参数方面，HON4D 中网格大小为
60×60×10，步长为 3×3×1，傅里叶变换取低频信息
10。在本文的方法中，需要设置阈值:每个关节点的
信息熵阈值和高判别力关节点的数量阈值。其中，
每个关节点的信息熵阈值采用各自的平均信息熵
作为阈值，是一种自适应的方法，不需要手动调节。
同时，通过实验对比，关节点数量的阈值 Cp = 16 时，
行为识别的准确率最高。
3．1 特征介绍
在 HON4D的关节点判别力表示中，我们采用
错误率的方式进行衡量，可以从 20个关节点模型中
分别得到 16个行为的错误率。从图 2可以看出，某
个行为中错误率较低的关节点在该行为中占据比
较重要的位置，比如图 2(a)的行为为喝水的动作，
重要的关节点主要集中在手部、头部，这些关节点
的错误率也较低。
根据这 16 个行为的关节点错误率可以得到针
对整个数据集的平均错误率，由平均错误率可以得
到相应关节点的排序为{2，10，11，1，12，5，9，3，17，
4，7，13，6，8，14，18，15，19，16，20}。
图 2 关节点错误率骨架图
Fig．2 The skeleton diagram of joint point error
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实验中，我们采用交叉验证法，发现取前 12
个关节点子序列时，分类模型结果最佳。图 3
给出了测试集在不同关节点个数下的准确率变
化，准确率随关节点个数增加而提升，但到达某
个范围值后趋于稳定。在后续实验中，我们选
取前 12 个关节点子序列的 HON4D 特征作为表
观特征。
图 3 HON4D模型关节点准确率
Fig．3 The joint accuracy of HON4D model
为了判断关节点局部特征是否能够代表该行
为，本文引入关节点的信息熵。从图 2 可以清楚看
到，(c) (d) (e) (f) (j) (k)图中的行为中大部分的
关节点错误率都较高，而(i) (o) (p)图中行为的关
节点错误率都很低。如图 4 中所示，这几个行为的
熵在错误率高的行为中，熵同样高，这样说明了关
节点表观特征在这些行为中，不确定性大，无法将
其分到正确的类别。相反的，在其错误率较低的行
为中，其熵普遍也比较低，可以使用关节点表观特
征代表该行为。因此，可以看出使用熵作为两个特
征模型的判断标准是可行的。
同时，每个关节点信息熵的阈值，对实验结果
有着较大影响。采用统一阈值的方式虽然简单，但
是并没有区分不同关节点的差异，而每个关节点采
用不同的阈值手动调节的方法，参数较多。因此，
本文采用平均信息熵作为阈值的自适应方法，不需
要设置参数。
由图 5 可以看出，在设置相同的阈值中准确率
最高为 88．75%，而采用本文提出的方法，在该数据
集上准确率可以达到 91．25%，提高了 2．5%。
图 4 关节点熵骨架图
Fig．4 The skeleton diagram of joint point entropy
图 5 相同阈值准确率
Fig．5 The accuracy of same threshold
3．2 行为识别分析结果
本文使用了两种特征，一种是基于关节点
判别力的 HON4D 局部表观特征，另一种是使用
关节点相对距离变化来表达该数据集。根据高
判别力关节点的数量选择不同的特征用于行为
识别。在实验中，数量阈值 Cp 从 1 ～ 20，结果如
图 6 所示。
通过图 6的对比可以看出，在 Cp = 16 时，准确
率是 91．25%，达到最高。分类的混淆矩阵如图 7 ～
图 9所示。
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图 6 Cp 取值准确率
Fig．6 The accuracy of Cp’s value
图 7 HON4D特征的混淆矩阵
Fig．7 The confusion matrix of HON4D feature
图 8 相对距离特征的混淆矩阵
Fig．8 The confusion matrix of the relative positions feature
图 9 自适应特征选择方法的混淆矩阵
Fig． 9 The confusion matrix of adaptive feature
selection method
从混淆矩阵可以看出，在图 2中(c) (d) (e) (f)
(j) (k)这几种行为上，HON4D 特征的分类效果较
差，由此可以验证本文引入熵来作为判断该特征是
可以成立的。关节点相对距离特征在图 2(c) (d)
(e) (f) (j) (k)这些行为上较有优势。而本文提出
的特征选择方法，将这两种特征的优势进行了充分
的合并，结果有了很大的提高。
目前，基于该数据集的方法非常多。由表 1 可
知，目前大部分使用直接串联的特征效果并不理
想，使用本文中的两个特征时，整体的准确率只达
到了 86．25%，由于特征关节点相对距离线性可分，
直接导致结果受到关节点相对距离的影响，其中
HON4D特征就无法发挥作用。
表 1 对比实验准确率
Table1 The accuracy of contrast experiment
分类 具体方法 准确率 /%
单特征
HOPC 81．7
SNV 86．25
特征融合
Actionlet 86．75
ＲGGP［17］ 90．4
本文算法
HON4D 78．5
HON4D(12个关节点) 79．375
关节点相对距离 86．25
直接串联 86．25
自适应特征选择法 91．25
4 总结
文中提出了特征自适应选择方法，此方法包括
4个组成部分，即 HON4D关节点模型、HON4D关节
点组合模型、关节点相对距离模型和自适应特征选
择器。首先我们根据 HON4D 的关节点特征训练得
到关节点随机森林的模型，根据平均熵结果为测试
投票结果的阈值，以此来权衡 HON4D 关节点特征
在此测试样本中是否存在较高的识别率。本文提出
的方法在MSＲ-Daily Activity 3D这个数据集上评估。实
验结果表明，本文的方法确实有效。
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