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Abstract 
 
Laser Rayleigh scattering was used to investigate clusters in the free-stream flow 
at Arnold Engineering Development Center’s Tunnel 9 (T9).  The facility was run at 
Mach-14, with a pure-N2 flow medium, and at several total pressures and temperatures.  
Using an excimer laser operating at 248 nm, the Rayleigh instrument imaged scattering 
from the focused laser beam in the free-stream.  As a wind-tunnel flow is accelerated, it 
cools and approaches the condensation boundary.  As a precursor to condensation, small 
clusters of molecules are first formed, but the individual clusters are too small to be 
spatially resolved in typical images of the beam.  Thus clusters effectively add a spatially 
smooth background signal to the pure diatomic-molecule Rayleigh signal.  The main 
result of the present work is that clustering was not significant.  After correcting for 
interference by small particles imbedded in the T9 flow, cluster scattering was 
unobservable or smaller than one standard deviation (1-) of the uncertainties for almost 
all tunnel runs.  The total light scattering level was measured to be 1.05  0.15 (1-) of 
the expected diatomic scattering, when averaged over the entire usable data set.  This 
result included flow conditions that were supercooled to temperatures of  20 K, about 
25 K below the condensation limit of  45 K.  Thus the Mach-14 nozzle flow is 
essentially cluster-free for many supercooled conditions that might be used to extend the 
facility operating range to larger Reynolds numbers. 
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I. Introduction 
A. History 
Researchers have long investigated condensation (gas to liquid droplets) and 
desublimation (gas to solid particles) in the cooled flow of supersonic and hypersonic 
wind tunnels [1-3].  Reviews are available [4, 5].  For brevity, we often use the single 
term condensation to represent both of the agglomeration processes, condensation and 
desublimation, since the distinction is not important for this study.  Although minor 
condensation, when present, can be useful for flow visualization in some applications [6], 
the more common philosophy is to avoid any condensation as much as possible to 
maximize the quality of the flow used for wind tunnel testing. 
Arnold Engineering Development Center (AEDC) has also studied [7, 8] 
condensation at the Hypervelocity Wind Tunnel No. 9 Facility (T9).  Using traditional 
instrumentation (pressure-taps, photography and laser-beam transmission), condensation 
is not observed [7-9] for the Mach 10 and 14 nozzles when they are run with free-stream 
static temperatures and pressures near the N2 condensation boundary (curves OA and AC 
in Fig. 1).  Simultaneous with these AEDC studies, Langley Research Center (LaRC) 
pursued laser Rayleigh scattering (LRS) as a flow-density diagnostic for research 
applications [6, 10].  At LaRC, LRS was also found to be useful in detection of 
clustering, the precursor stage of condensation, in LaRC’s hypersonic facilities. 
This report describes a collaborative effort between AEDC and LaRC, a LRS-
based search for clustering in the free-stream of the T9 Mach-14 nozzle.  Confirmation of 
clustering, or the lack of clustering, would provide researchers with improved knowledge 
of the quality of the flow when testing at temperatures near and below the condensation 
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limit.  Purposeful supercooling of the flow below the condensation curve can be used for 
extending the Reynolds-number operating range of a wind tunnel further into the flight 
regime.  In the present work, the facility was intentionally operated in strongly 
supercooled mode in a deliberate attempt to generate clusters and map its operational 
diatomic molecular (i.e. no clustering) flow envelope, for the development of a new 
Mach-18 nozzle. 
 
B. Flow Condensation and Light Scattering 
As a gas-phase fluid adiabatically expands down a converging-diverging nozzle, 
the pressure and temperature both decrease, and the thermodynamic condition of the gas 
moves toward the condensation curves OA and AC (also called the saturation curve or 
limit) that are shown in Fig. 1.  As the pressure-temperature condition approaches or 
crosses the condensation boundary, a small mass fraction of 10%, or less, of the gas-
phase fluid condenses into droplets or particles.  For many hypersonic tunnels, including 
T9, the temperature is low enough so that the gas can condense directly to the solid state 
rather than to the liquid state.  Many tunnels purposefully run close to the condensation 
boundary to maximize the Reynolds-number range for the facility users, while they 
monitor the flow for condensation and throw away those few runs that do exhibit 
condensation.  For carefully designed nozzles, some wind tunnels can be run with 
conditions to the left of the equilibrium saturation curve, without condensation; this flow 
is then labeled as supercooled.  The traditional monitoring methods noted above readily 
detect stronger levels of condensation, but are not sensitive to the early stages.  In the 
earliest stages of molecular nucleation, small clusters of a few molecules to thousands of 
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molecules, or more, are first formed.  Since clusters do not affect traditional 
instrumentation, their presence is generally ignored. 
Typical RLS imaging instruments consist of a camera and lens that image the 
Rayleigh scatter from the focal region of a focused laser beam.  The Rayleigh signal 
intensity is proportional to both the beam intensity and the molecular density, for a clean 
gas without clusters or particles.  Since the proportionality constant is well-known, the 
gas density can be derived from the measured Rayleigh signal.  For a gas starting to 
condense and forming clusters, a molecular-sized impurity is effectively added to the 
diatomic-molecule flow medium.  These clusters are small compared to the ~ 500-nm 
wavelength of the light used in most instruments, and they are too small to individually 
resolve with most imaging systems.  So clusters add a spatially-smooth background to the 
diatomic Rayleigh scattering signal and hinder a quantitative density measurement. 
However LRS imaging instruments can often distinguish between different 
scattering signals: that from pure diatomic molecules (~ 0.1 nm), that from an enhanced 
scattering signal of the unresolvable clusters or impurities (~ 1 nm), and that from 
individually identifiable small particles (~ 10 nm) that still scatter in the Rayleigh regime.  
The enhanced Rayleigh signal (cluster background + diatomic signal) is identified by 
comparison of the total observed signal to a calibrated no-flow pure-diatomic signal, 
while small particles are trivially identified as localized bright features in the raw images.  
Thus, in addition to providing a flow-density diagnostic, LRS can also be used as a more 
sensitive test for the onset of condensation and as a particle detector. 
For larger particles that exceed ~ 100 nm in size, the scattered light signal starts to 
transition from the Rayleigh to the Mie regime.  Rayleigh scattering occurs when the 
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particle size D << the laser interrogating wavelength , while Mie scattering occurs when 
the size D >> .  In the Mie case, the scattered intensity is much larger and the angular 
distribution of the scattered light is much different than for the Rayleigh case.  A typical 
run at T9 provides a  2-sec window of usable high-quality test flow, while the flow just 
before and just after this window contains numerous larger particles (e.g., strong 
condensation and Delrin ablator debris) that generate bright Mie scatter.  Testing is done 
within this debris-free  2-sec window.  All data and results presented in this report are 
from within this test window and thus for scattering in Rayleigh regime, including those 
results from diatomic molecules, clusters, and very small particles. 
 
II. Rayleigh Apparatus at T9 
A. Wind Tunnel No. 9 
The AEDC T9 facility is described in Refs. [7-9].  Test conditions with a pure N2 
flow spanned the range of total temperatures of To = 750-1800 K (1360-3260 R) and 
total pressures of Po = 6-138 MPa (880-20,500 psi).  The facility usually provides a few 
runs per day, and 1-3 sec of test time per run.  The Rayleigh work was performed in a test 
program that included a few other optical diagnostics, and useful Rayleigh data was 
obtained on 16 out of a total of 20 tunnel runs attempted. 
Although the test-window flow is free of larger particles as mentioned above, 
previous work [11] has discussed small ~ 10-nm particles (probably graphite from the 
flow heater) that are imbedded in the test flow.  Just before the start of the present testing, 
the main heater liners were replaced with a new heater liners.  The effect of the new 
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heater liners introduction of small particulates on the diatomic Rayleigh signal will be 
discussed. 
 
B. Laser Rayleigh Scattering 
The LRS instrument is similar to that used in previous LaRC studies [6, 10], 
including similar data acquisition, calibration, and analysis methods.  Fig. 2 shows the 
setup at T9.  A KrF excimer laser was operated at 248 nm and produced 200 mJ per 15-
nsec pulse (30-Hz repetition rate) of unpolarized output energy.  The laser was mounted 
on top of the facility test cabin, and the beam was directed thru a side-wall window, 
perpendicular to the flow direction.  A 1-meter lens focused the beam on the test section 
centerline, 60 cm (24 in.) downstream of the nozzle exit plane, while a variety of losses 
reduced the energy delivered to the sample point to  150 mJ per pulse. 
 Rayleigh scattering, at 90-deg relative to the beam propagation, was detected with 
a collection lens and intensified charge-coupled device (CCD) camera, that were also 
mounted on top of the tunnel test cabin.  A length of 12 cm ( 5 in.) over the focal region 
of the laser beam is imaged onto the camera with a demagnification of about 18 and a 
resolution of 3 pixels ( 0.5 mm per pixel).  The ultra-violet photocathode provides 20% 
quantum efficiency at 248 nm.  For each tunnel run, a series of 20-50 successive single 
laser pulses within the 2-sec test window are imaged, digitized, and stored for post 
processing with a frame grabber. 
Because the molecular-level (no clustering) Rayleigh signal is small, the electron 
intensifier in the CCD camera is usually operated with a large gain.  However the 
aforementioned debris outside of the test-flow window could strongly illuminate and 
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damage the camera.  The large gain of the intensifier must be gated off, except during the 
high-quality 2-sec test-flow.  Failure to keep the gain off outside of the window can 
easily destroy the intensified camera in a single tunnel run. Thus the camera intensifier is 
gated on for a short time of 1 µs, centered on each 15-ns laser pulse. 
 
C. Test Matrix 
The test matrix of stagnation conditions for all runs is shown in Table 1.  A 
simple OK in the comment column indicates the Rayleigh camera was not saturated, the 
scattering was molecular, and the single-pulse images were perturbed by only a few 
particles.  Since new heater liners were installed prior to this test sequence, run 4124 was 
used as a particle blowout run.  Fearing camera damage, images were acquired without 
firing the laser.  No evidence was observed to indicate that broadband blackbody 
radiation from particles (incandescence) might affect the Rayleigh signal.  Runs 4125 and 
4126 were lost due to too many particles and experimental difficulties with the LRS 
beam block, respectively.  Runs 4139, 4142 and 4143 were intentional attempts to drive 
the facility to condensation.  The first guesses at appropriate detector optical attenuation 
for runs 4139 and 4142 were incorrect.  The detector was strongly saturated and data 
acquisition shut down after the first few images for these two runs.  Images in run 4143 
are only slightly saturated, but usable, after using an additional factor of 100 optical 
attenuation.  Summarizing, runs 4139 and 4142 were strongly saturated, but probably 
clustered, while run 4143 was definitely clustered and slightly saturated. 
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     Table 1: Run Conditions     
T9 Run   Po (psia)    Po (108 Pa)    To (F)     To (K) Comment           
4124     20339 1.40  2809    1816  No Rayleigh data, laser off 
4125     20500 1.41  2342    1556  Poor data, too many particles 
4126     19380 1.34       1980    1355  No data, laser shutter failure 
4127     20500 1.41       2342    1556  OK, first good data 
4128     18792 1.30       1691    1195  OK 
4129     20339 1.40          2809    1816  OK 
4130     2117 0.146       2545    1669  OK 
4131     2117 0.146       1500    1089  OK 
4132     2117 0.146       1300    978  OK 
4133     2117 0.146       1100    866  OK 
4134     3354 0.231       2486    1636  OK 
4135     3354 0.231       1400    1033  OK 
4136     3354 0.231       1600    1144  OK 
4137     881  0.061       2300    1533  OK 
4138     881  0.061       1200    922  OK 
4139     2117 0.146       900    755  Camera saturated, clustered 
4140     20339 1.40      2809    1816  OK 
4141     19680 1.36       1980    1355  OK 
4142     21047 1.45       1461    1067  Camera saturated, clustered 
4143     2117 0.146       900    755  OK, not saturated, clustered 
 
III. Results 
A. Beam Imaging in Mach-14 Flow 
Fig 3a shows three examples of Rayleigh images of the 12-cm beam segments in the 
Mach-14 flow.  Image labels include both total temperature and the degree of supecooling, 
which is the temperature difference T between the sublimation boundary and the free-
stream static temperatures.  The left-most image shows a single laser shot from run 4140, 
while the center image shows the average of 22 successive shots from the same run.  This 
left-most image shows a dimmer, spatially-smooth, diatomic Rayleigh scattering that 
illustrates the laser beam, with a few obvious, localized, and brighter particles.  Although 
detectable with our intensified and uncooled CCD, signals from these individual particles are 
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generally too weak to be seen with a non-intensified video camera.  The particle size and 
number density are both small, so particles occur at only a few random locations in each 
image of a single pulse.  Hence particles from different pulses do not usually overlap in the 
20-50 pulse summations, in the case of low particle densities characteristic of run 4140.  
Thus the 22-pulse averaged diatomic scatter at any position in the center image overwhelms 
the single-particle scatter, and the presence of the particles is no longer observable; but of 
course the particles are still present in the flow.  Even when ignoring the particles, the 
Rayleigh signal from this image gives a flow density consistent with the expected facility 
density determined from the measured stagnation conditions, To, Po, and the GASPROPS 
code calculation [12] that accounts for real-gas effects. 
Run 4140 is a late run in the test sequence, and the later runs had less particles than 
the early runs.  If the single-image particle density is large enough, then the particles will 
start to overlap in the image summations, and the diatomic scatter will no longer dominate 
over the particle scatter.  Indeed, it will be seen in Section III. B. that the good agreement of 
Rayleigh and facility densities in run 4140 does not hold up for the earlier runs, when not 
accounting for the particle scatter. 
The right-most beam image in Fig. 3a shows another single shot, from run 4143, that 
was one of two flow conditions in the test matrix where the flow was strongly clustered.  
Although many pixels of the detector look saturated, in reality they are only slightly over-
filled for this exposure, and many pixel-wells remain unsaturated.  These barely-saturated 
images were used to estimate a signal of ~ 1000 times the diatomic scatter.  This substantial 
cluster scatter is large relative to the particle scatter, that is no longer visible in this single 
shot.  The small black feature in this image is a defect in the camera intensifier, that normally 
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becomes easily visible with large light-level illumination.  This flow condition was run twice 
(runs 4139 & 4143).  For one run, the traditional condensation instrumentation indicated no 
condensation, and for the second run, it gave a borderline result.  This example illustrates 
that, with the clustering shown in Fig. 3, or less, wind tunnels can contain moderate levels of 
clustering (defined as several hundred times diatomic scattering or less) without a clear 
postitive detection of condensation. 
Not all data without clustering exhibited the good agreement with the tunnel as 
that of run 4140.  Fig. 3b shows two additional time-averaged Rayleigh images in the 
free-stream.  The two different combinations of Po and To give the same supercooling of 
T  18 K (33 R) below the condensation boundary.  Although the time averages show 
no particles and the Rayleigh-measured density for run 4133 agreed well with the 
facility-expected diatomic value, run 4128 had moderate disagreement since the particle 
density was larger compared to run 4133 (observable in single shots). 
 
B. Particle Interference 
Run 4129 also showed moderate disagreement.  The black trace of Fig. 4a shows 
a single column of 240 camera pixels from laser shot 00, plotted over the 12-cm of 
imaged beam path.    Absolute densities were determined from the raw Rayleigh data 
using no-flow known-density calibration images made after installation of the instrument 
in T9.  These calibration data (see Section III. E.) were used to convert the raw Rayleigh 
signal counts to flow density, leaving the many obvious small particles (sharp spikes) in 
the raw image and plot.  Because of the particles, Fig. 4a shows only modest agreement 
between the measured Rayleigh (black curve) and the expected facility diatomic density 
13 
 
values (horizontal green line) for this laser shot.  The black curve gives an average 
density of 88% larger than the green expected density, and so the particles are giving a  
90% bias on top of the diatomic Rayleigh signal for run 4129. 
In contrast, the black trace of Fig. 4b shows another single column of 240 pixels 
from laser shot 23 of run 4141 (late in the test matrix), plotted over the imaged beam 
path.  The red dotted red line and arrow in Fig. 4b indicate the detector zero and the level 
of the spatially-averaged Rayleigh-derived flow density along the line segment, 
respectively.  The spike heights indicate that the single-particle scattering strength is 
typically about as strong as the spatially smooth diatomic scattering.  Ignoring the sharp 
spikes of the particles, Fig. 4b shows good agreement between the Rayleigh and the 
facility values, as well as good spatial uniformity of the signal (hence good transverse 
uniformity of free-stream flow) for this run.  Fig. 4b is a particularly good example of the 
Rayleigh signal, while some of the early runs (e.g., 4129 in Fig. 4a) displayed less 
agreement than that of Run 4141. 
The horizontal green line in Fig. 4b is the expected facility density obtained from 
the measured To and Po and calculated real-gas expansion [12], for this laser shot.  The 
disagreement between Rayleigh and facility densities is small, whether or not the 
particles are artificially removed from the raw images.  Specifically, the line-averaged 
Rayleigh density is 4.3% below the facility density if the particles are removed and is 
0.5% above the facility density if the particles are not removed.  The difference between 
the two differences shows that particles are producing a Rayleigh scatter of 4.8%  5% 
on top of the diatomic scatter for the late run 4141, almost negligible.  The 90% and 5% 
biases of Figs. 4a and 4b should be subtracted from the total measured signal to specify 
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the diatomic (i.e. non-particle) scattering  if the data analysis is first done without 
removing particles as a part of the data processing. 
   Previous work [11] suggested that the particles are composed of graphite from 
the tunnel heater and then derived size and density information from laser-induced 
incandescence and laser-beam extinction measurements.  Although no particles are 
apparent in our averaged images, single-shot images (left-most image of Fig. 3a) or line 
plots from single-shots (Fig. 4) clearly show several particles per shot distributed over the 
length of the observed beam.  From our raw images, the particle density is estimated as ~ 
102 cm-3 from the later runs of this test sequence.  This small density and the fact that the 
single particle scattering is about as bright as the diatomic scattering is why the smooth 
molecular Rayleigh signal is  30 times brighter than the particles in the time-averages of 
Fig. 3.  From our measured particle scattering intensity and assuming the particle 
scattering intensity goes as radius to the 6th power, it is estimated that the particle size is 
of the order of magnitude of 30 nm.  Our estimated size is consistent with the previous 
study [11], but our estimated density is significantly smaller (four orders of magnitude).  
The particle density did not show any significant variation over the  2-sec time span of a 
single tunnel run, did not correlate with Po, but did seem to increase a little (about a 
factor of two) with increasing To, but the correlation was weak.  Thus we ignore the 
minor To variation, and note that the one significant variation of particle density was over 
the time span of the entire test, as illustrated by the difference between Figs. 4a and 4b.  
The particle density of 100 cm-3 is derived from the last few runs of the test matrix, with 
To = 1355 K, about half-way between the largest (1800 K) and smallest (750 K) 
temperatures.  Summarizing the magnitude of the particle interference, for the early runs 
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( 4127-4129) the total Rayleigh signal bias was about 90% too large compared to 
diatomic levels, the bias generally decreased over the course of the testing, and for the 
late runs ( 4132-4142) the bias was about 5% too large. 
Fig. 4c shows the result of 24 successive laser shots (0.8 sec of runtime during the 
run 4141) where the signal was averaged on the beam centerline, along the beam path for 
each shot.  In obtaining the results of Fig. 4c, particles such as those seen in Figs. 4a and 
4b have been removed from the data before averaging over the beam path.  Fig. 4c 
illustrates the maximum possible degree of unsteadiness of the flow during the run, not 
the actual value.  For example, the laser pulse-to-pulse energy variation has not been 
normalized out in any of the present analysis because the pulse-energy detector failed at 
the beginning of the test matrix.  Since some portion of this pulse-to-pulse variation is 
probably due to noise of the Rayleigh instrument, the true flow unsteadiness is less than 
that shown in Fig. 4c.  Averaging over all of the shots acquired over a single run, as 
shown in Fig. 4c, gives a single, time-averaged flow density for each tunnel run. 
 
C. Correction for Particle Scattering 
Inspection of the unclustered single-shot images showed obvious small particles 
(e.g., left image of Fig. 3a).  The presence of the particles gave a bias of too much 
averaged signal (over path length and duration of the tunnel run) compared to pure 
diatomic scatter.  After limited initial analysis that included removal of the particle 
signal, it became apparent that this bias varied somewhat smoothly from the beginning 
(run 4124) to the end (run 4143) of the test, as described in Section III. B.  The bias is 
illustrated in Fig. 5a., where the Rayleigh data before correction for the particles (orange 
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boxes) is plotted as a ratio Rm/e (total measured scattering / facility expectation for 
diatomic scattering), as a function of tunnel run number.  A ratio Rm/e of unity is expected 
for no clustering and no particles. 
The removal of particles from the data is time consuming, requires subjective 
human decisions, and different people can obtain different results.  To save time, the final 
analysis of all data was performed without removing the particles from the raw data, and 
then a simple correction C0 was made in the last step of the analysis.  The correction is a 
unitless multiplicative factor (between zero and unity) that varies with T9 run number 
RN (the abscissa in Fig. 5a.).  This variation was determined from direct observation of 
the particles to match the measured particle-only scattering in runs 4129 (Fig. 4a) and 
4141 (Fig. 4b).  Co increases smoothly from 0.55 to 0.96 over runs RN  = 4129 to RN = 
4141.  Co was subjectively chosen as a single exponential function 
C0 = C1 (1 – exp [ C2 / (RN)]) ,    (1) 
where C1 and C2 are adjusted only once to match the measured particle-only scattering of 
runs 4129 and 4141.  C1 and C2 do not vary from tunnel run to tunnel run.  Then the final 
(averaged over path length and duration of the Rayleigh measurement) corrected, 
diatomic-only scattering signals Sfinal for each run are given by 
    Sfinal = C0 Sraw ,     (2) 
in terms of the raw scattering levels Sraw that include the particle interference.  The 
magnitude of the correction C0 is shown with the solid blue diamond symbols in Fig. 5a.  
Finally the corrected scattering intensity Sfinal is used with the instrument calibration to 
determine the final Rayleigh-based freestream flow density f as 
f  =  C3 Sfinal .      (3) 
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C3 is a calibration factor that depends on the Rayleigh scattering cross section, laser 
power, detector sensitivity, collection geometry, and optical transmission of the various 
optics.  C3 is practically determined here with an in situ no-flow instrument calibration 
(see section III. E.). 
The correction Co is to be used for runs 4126-4143, but not for run 4125, where 
the particle interference dominated over all other signals, was much larger than that seen 
in Fig. 4a, and cannot be reliably subtracted.  We estimate that the total signal for run 
4125 was about 5 times the diatomic level (Rm/e = 5), and no useful particle correction 
can be made.  Thus run 4125 is not used in the final data plots of Figs. 5b and 5c. 
In summary, the particle correction varies from about a factor of two (90%) for 
the earliest runs to about zero (5%) for the latest runs.  The correction magnitude was not 
determined by fitting to the expected density for each tunnel run, but by matching it to 
direct measurements of the particle-only scattering in a few early and late runs.  In 
addition, only Figs. 4c, and 5c of this report show data that includes this correction for 
particle scattering, where the uncorrected scattering level has been reduced by 
multiplying by the fraction shown in Fig. 5a (blue diamonds).  The data presented in all 
other figures show results without any correction for the particle scattering. 
 
D. Degree of Clustering 
 Fig. 5a shows the Rayleigh data (open orange boxes) before the correction 
for particles has been applied.  The trend of the uncorrected Rayleigh measurements 
(except run 4125) is that they are about a factor of two too large for the early runs and 
fall off to about the facility expected diatomic values over the first several runs.  We 
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attribute this behavior to the idea that the first few runs are needed to clean or blow out 
the new heater liners that were installed prior to the start of this test.  In the early runs 
(e.g., run 4129 in Fig. 4a) the particle density was still large enough so that the particle 
component to the scattering built up along with the diatomic component as one averages 
over successive pulses.  Particles from different pulses were often overlapping spatially.  
This gives the approximate factor of two increase in signal, relative to the diatomic level, 
seen in the early runs of Fig. 5a.  By the end of the test, the particle density was small 
enough that the particles from successive pulses did not usually spatially overlap (e.g. run 
4141 in Fig. 4b), so averaging 30 pulses gives 30 times more diatomic signal without 
appreciably increasing the particle signal.  This then gives a much smaller (roughly zero 
if averaged over a few runs) increase in signal, as seen in the late runs of Fig. 5a. 
Fig. 5b shows a summary of the 14 tunnel runs that were not strongly clustered, 
did not saturate the camera pixel wells, and contained quantifiable signal.  Each point in 
Fig. 5b is the uncorrected Rayleigh-measured free-stream density from averages of 20-50 
laser shots (also averaged over the 12-cm beam length) and is plotted versus the expected 
test-section density of the facility.  So each point in Fig. 5b comes from an average of an 
uncorrected data set, similar to the corrected data set shown in Fig. 4c.  Although run 
4143 did not overly saturate the detector, it was not used since it was obviously clustered.  
This run would be far off scale vertically with an ordinate value of ~ 1000 times the 
facility density, if plotted in Fig. 5b.  The three data points (runs 4127-4129 to the right 
side) of Fig. 5b with the three largest ordinate values show a Rayleigh density about two 
times larger than the facility density.  As the test progressed over the first several runs, 
this anomalously-large Rayleigh signal gradually decreased to the expected pure diatomic 
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density.  The other 11 data points (runs 30-41 to the left side) of Fig. 5b that hug the line-
of-perfect-agreement are from later runs after the anomalously-large signal had mostly 
disappeared.  Some single runs are cluster-free, within the instrument noise.  But for 
these 11 runs, the root-mean-square (RMS) deviations between the data and the line is 
12%, showing a small preference for the data to lie above the line. 
No correction for the particle scattering was made for the display of data in Fig. 
5b.  So even without correcting for particles, the agreement between the measured 
scattering and the expected-diatomic scattering is already modest.  Generally one cannot 
know if the 12% extra background signal is from clustering, a small impurity, or the 
particle background.  For a moment we ignore the presence of the particles and the 
possibility of a foreign impurity.   Assume the difference between the total measured and 
the facility-expected signal is due to clustering.  The differences, that range from zero to 
a factor of two and shown in Fig. 5b, represent a small degree of clustering generally 
unimportant to the wind tunnel operation, but are very important if one is trying to use 
Rayleigh scattering for a density diagnostic. 
Now if we account for particle scattering and make the correction for particles 
described in Section III. C., the agreement gets much better.  The idea that the anomalous 
signal present in the early runs is from a non-linearly decreasing particle contamination 
of the Rayleigh images is supported by Fig. 5a, that shows the same data (except run 
4125) as Fig. 5b, but plotted versus run number.  The corrected data are shown in Fig. 5c, 
but have been plotted on a logarithmic scale to include the clustered data point for the 
flow conditions of runs 4142 and 4143. 
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There are two changes in going from Fig. 5b to Fig. 5c: correcting the data for 
particles and switching from linear to logarithmic plotting.  The measured Rayleigh data 
(open orange boxes) in this figure represent the pure diatomic scattering since the particle 
contribution has been eliminated.  Not all of the visual improvement in the agreement is 
due to switching to the logarithmic scale, as can be seen by comparison of the corrections 
to the uncorrected data in Fig. 5a.  Run 4125 is not plotted since the particle density was 
too large to reasonably subtract out the particle contribution.  The correlation coefficient, 
the average ratio, and the uncertainty in the ratio of the measured Rayleigh diatomic 
density and the expected facility densities in Fig. 5c are r2 = 0.97 and Rm/e = 1.05  0.15 
(i.e.  14%), respectively.  The average scattering is within 5% of the expected diatomic 
level, less than the 14% uncertainty.  Thus now we see no significant extra signal, i.e. 
clustering, in the averaged data set.  The  20% residual fluctuations about the line-of-
perfect-agreement for the single points are probably due to the simplistic and imperfect 
correction that we have used to subtract out the particle contribution from the total 
measured signal, to arrive at the diatomic-only scattering.  Although this is still not good 
enough for precision density measurements, it may be usable for some applications that 
do not require high precision.  To within the limits of the total noise of the experiment 
(including the particle interference), the conclusion is that there is no extra scattering that 
can be confidently attributed to clustering (except for the black triangle). 
Now consider a case with strong clustering, where particle effects are absent.  It 
will be similar to the right-hand side image of Fig 3a, where the signal is ~ 1000 times 
greater than the Rayleigh diatomic signal, and corresponds to the onset of condensation 
as seen by the traditional detectors.  This case is run 4143 and is shown with the solid 
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black triangle in Fig. 5c.  Clustering that gives Rayleigh signals approximately above this 
point will generally yield a positive detection of condensation for the instrumentation of 
T9.  For a wide range of lesser clustering than that of the black triangle (say ~ 2-500 
times diatomic scattering or less), we call it moderate clustering and note that it is weak 
enough that T9 detectors will not provide a positive condensation detection to the tunnel 
operators.  For both of these clustering cases, the cluster density is always generally > 103 
cm-3.  So the Rayleigh detection system, with ~ 1-mm resolution or worse, would not 
resolve individual clusters as particles and simply see the extra scattering as a spatially-
smooth and anomalously-large diatomic Rayleigh signal. 
 
E. Calibration and Uncertainties 
Calibrations for each camera pixel along the laser path were obtained to validate a 
linear dependence between test-section density and Rayleigh signal.  The procedure is 
similar to that of [6, 10].  Prior to each run, the test section is filled with air and 
evacuated to a series of densities that span the expected run densities (equivalent to 1-20 
Torr).  Test-section pressures were measured using two pressure transducers with ranges 
of 0-1000 and 0-10 Torr.  At about six conditions, the pressure was held steady and a 30 
to 100 laser-pulse dataset was acquired.  Dust particle effects are negligible in these 
calibration images.  Pressures were converted to density using a calibrated thermocouple 
inside the test section and the difference in Rayleigh scattering cross section between 
pure N2 for the facility runs and air for the calibration runs.  A linear-least-squares fit to 
signal intensity versus density produced slopes, intercepts, and uncertainties for each 
camera pixel illuminated by the beam.  An example of one calibration run for one pixel is 
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shown in Fig. 6.  Correlation coefficients were typically r2  0.99.  For this fit, the y-
intercept is forced to zero, but if it is not forced, then the y-intercept is typically about  1 
count (full scale = 256 counts) and r2 remains essentially unchanged. 
The fitted slopes of these no-flow air calibrations were first used to convert from 
raw camera counts to absolute N2 density for the flow data for all relevant camera pixels.  
Then the data similar to those in Figs. 4a and 4b were spatially averaged over path length, 
using a single line of pixels for each single laser shot.  This line was chosen to be 
collinear with the center (or brightest) portion of the imaged laser beam and gave a 
spatially-averaged value for each shot.  This typically provided a data set as shown in 
Fig. 4c for a single tunnel run.  Finally single-run densities were obtained by averaging 
over all the shots (about 0.67 to 1.67-sec averages) that were obtained for each run, to 
provide the three versions of the final results, shown in Figs. 5a-5c. 
 The uncertainty of the temporally and spatially averaged Rayleigh data of Fig. 5 
has multiple contributions.  Possible systematic calibration errors are small and particle 
errors are approximately known.  First, the single-pixel calibration errors are given by 
one standard deviation (1-) of the slope of the linear fits and are typically  0.3%, as 
illustrated in Fig. 6.  After averaging over many pixels and laser shots, the calibration 
curves reproduce the known densities to within 1% or better.  We assume that this 
calibration error does not improve or deteriorate (with averaging over beam location and 
many laser shots) in an actual tunnel run.  Thus the single-run calibration errors are 
estimated to be about  1% and are negligible. 
Second, as discussed in Sections III. B. and III. C., the particle contribution to the 
total Rayleigh signal varied in a rough monotonic manner from the early to the late runs 
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and is given by the difference of the orange squares and a ratio of unity in Fig. 5a.  The 
correction for particle scattering is shown by blue diamonds in Fig. 5a and is used to 
calculate the final data of Fig. 5c.  Discrepancies between the Rayleigh and the expected 
facility densities, in Figs. 5c., show the final uncertainties.  We attribute them to the 
imperfect nature of the simple particle correction that is used.  The run-to-run variation 
(1- of the sample) of these Rayleigh data is about  14% when compared to the facility 
values.  This error value is about 2-3 times the pulse-to-pulse variation of the laser energy 
of  5%, which is not normalized for in this analysis because of the laser-power detector 
failure.  One expects that averaging over tens of pulses would greatly reduce the error 
from these shot-to-shot fluctuations.  Indeed the statistical precision (1- of the mean) of 
each individual point in Fig. 5b is 2%, after averaging over time and beam path, as shown 
with the example in Fig. 4c.  So the origin of the  14% fluctuations is probably mostly 
due to the imperfect particle correction, rather than shot-to-shot laser variations.  We will 
treat it as a statistical error of the Rayleigh instrument.  Thus the estimated total 
uncertainty in the Rayleigh-derived free-stream densities consists of a precision of  14% 
(1-), while the systematic offset from the expected facility densities is about zero, and 
interpreted to mean that there is no observable clustering.  In summary, the scattering or 
density ratio is Rm/e = 1.05  0.15 (1-), when averaged over the entire data set, except 
for two extreme supercooled conditions that were clustered. 
Last, the first and third tunnel runs were conducted with the laser off.  This 
opportunity was used to look for hot-particle thermal emission that might be detected by 
the Rayleigh camera.  Nothing was seen above the camera noise.  This observation 
suggests that incandescence and other background light is below the sensitivity of the 
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instrument and not contributing a systematic error.  Additionally scattered laser light 
from a simultaneous coherent anti-Stokes-Raman-diagnostic (CARS) was not detectable 
with the Rayleigh camera. 
One method to improve on the present results is to improve the method for 
accounting for the interfering particle scatter.  Additional software, beyond what was 
used here, can be written to identify and remove all obvious particles in the beam image 
of every laser shot, for each tunnel run.  This would more accurately correct for the 
particle scattering than the simple method used here.  Another approach is to use 
horizontal traces (instead of vertical traces as in Fig. 4) from the raw images and choose 
vertical locations where there are no particles.  Use this raw data input to the calibrations 
to determine the diatomic scattering level without particle interference.  This approach 
specifically avoids the particle bias and does not require a correction. 
 
IV. Supercooling in T9 
With each of the plotted symbols representing a single tunnel run, Fig. 7 shows 
the array of thermodynamic conditions studied on a N2 phase diagram.  The triple point is 
off scale, above and to the right of the region displayed.  The green saturation curve is the 
Clausius-Clapeyron sublimation limit (curve OA in Fig. 1) with the gas phase to the right 
of this curve and the solid state to the left.  Normally cooling gases desublimate as they 
cross this curve.  However gently cooled gases can temporarily survive as supercooled 
gases.  The red supersaturation curve is the Daum-Gyarmathy lower limit to this 
supercooling, that was experimentally discovered and empirically modeled [3, 5, and 13].  
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This curve is the approximate boundary where carefully-cooled gases will eventually 
condense, as they are supercooled below the sublimation curve. 
In wind tunnels, condensation at the saturation boundary can be avoided if the gas 
is expanded in a “gentle” manner (e.g., use a long, optimally-contoured nozzle).  
Furthermore, in some rare cases, it has been found that expanding gas flows can also 
avoid condensation and remain in the gas-phase slightly beyond the supersaturation limit.  
Four of our conditions are located in this region, between the solid red supersaturation 
curve and dashed blue curve.  All of the conditions illustrated in Fig. 7 for the Mach-14 
nozzle exhibited good-quality flow, except for the two arrowed points that showed strong 
clustering and borderline condensation, with supercooled conditions that had T  20 
and 25 K. 
Only these two conditions displayed clustering.  One condition (left-most in Fig. 
7), the lowest free-stream static temperature of 18 K (33 R), displayed clear clustering 
(as seen in Fig. 5c), with a signal that corresponds to Rm/e = 1000.  It is strongly 
suspected that the lowest-temperature point of the 20,000-psi group, at 25 K, was also 
clustered, but that signal was well off scale and unquantifiable.  Our hand-drawn dashed 
blue curve separates these two points from the other supercooled points, and is our 
tentative estimate for a boundary for the onset of moderate clustering in the Mach-14 
nozzle.  The remaining conditions are the same data as plotted in Figs. 5a-5c. 
In Fig. 7, points to the left of the saturation curve show high-quality supercooled 
flow (with the two arrowed exceptions), essentially without clustering, including a few 
conditions to the left of the supersaturation curve.  In comparison, this no-clustering 
result at AEDC’s Mach 14 nozzle is similar to that obtained in LaRC’s 31-inch Mach-10 
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facility where clustering was also not observed [14].  These two no-clustering results are 
in contrast to clear observations [6, 10, and 15] of clustering (but not condensation) in 
three of LaRC’s Mach-6 tunnels. 
 
V. Summary 
The first result of this work is that clustering was not significant for almost all 
runs (all except two conditions that were well below the saturation curve), consistent with 
the no-condensation observations in T9 of Ref. 9.  Individual tunnel runs showed 
differences between the measured total and the expected tunnel diatomic scattering that 
varied from zero (within the instrument noise) to 20%.  When averaged over the entire 
matrix of tunnel conditions studied, the total Rayleigh-based density was within  14% of 
the expected diatomic density  including conditions that were supercooled as much as 
T  25 K (45 R) below the traditional saturation limit and  5 K (9 R) below the 
Daum-Gyarmathy supersaturation limit.  This 14% error is attributed to imperfect 
accounting for the interfering particle scattering. The disagreement of 14% in densities 
implies a low (possibly zero) clustering process that is negligible from a facility flow-
quality viewpoint.  Although it was already known that strong and obvious condensation 
was not occurring for these supercooled run conditions in the Mach-14 nozzle [3, 9], the 
new observation presented here is that even the beginning stage of condensation (i.e., 
moderate clustering) is not occurring  in flow cooled below the saturation line with 
supercooling of up to T  25 K.  This result supports the idea that many supercooled run 
conditions seen in Fig. 7 can possibly be used to extend the operating range of the facility 
further into the flight regime, without condensation or clustering. 
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The second result is that the Rayleigh-measured free-stream density is consistent 
with the method that the facility uses to deduce density, within about   14%, for the flow 
conditions of these tunnel runs.  Agreement of facility and Rayleigh free-stream densities 
to this level implies that Rayleigh imaging is a viable for rough quantitative mapping of 
flow densities around test models.  With the reasonable expectation that future work 
would improve upon the uncertainties of the present work, precision density diagnostics 
may be possible. 
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VIII. Figures 
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Fig. 1 Phase Diagram: showing the triple point A, the sublimation boundary (curve OA), the 
liquefaction boundary (curve AC), and solidification boundary (curve AB), that 
distinguish the three common phases of solid, liquid, and vapor. 
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Fig. 2 Experimental Setup at T9: Rayleigh scattering diagnostic for the Mach-14 nozzle, 
with the laser beam path shown in yellow. 
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Fig. 3a Images: three examples of laser beam images in the T9 freestream.  The left-most 
single-laser-shot image from run 4140 shows the beam profile with mostly 
molecular-level Rayleigh scattering and several moderately-brighter small particles.  
The center image shows the sum of 22 succesive laser shots, where the particles are 
no longer obviously visible – because the particles are rare and rarely overlap in the 
22-image sum.  Hence the averaged molecular scatter is about  20 times brighter 
than the averaged single particle scatter.  The right-most image shows a single shot 
from run 4143, but for this run the flow is significantly clustered.  The small black 
feature is a defect in the camera intensifier. 
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Fig. 3b Images (concluded): averaged laser beam images for two different runs.  Shown are 
(i) 36 shots from run 4128, To = 1195 K (2150 R) and (ii) 48 shots from run 4133, 
To = 866 K (1559 R), where each run condition gives the same supercooling of T 
 18 K (33 R) below the saturation limit. 
 
Freestream Rayleigh Line Images 
Near Molecular Laser Rayleigh Scattering – Average Images 
Run 4128;  Supercooling = 33 
o
R 
Po = 18792 psi; To = 1691 
o
F 
Run 4133;  Supercooling = 33 
o
R 
Po = 2117 psi; To = 1100 
o
F 
(i) (ii) 12 cm 
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Fig. 4a  Rayleigh-Based Densities: absolute N2 density along the beam propagation path 
(transverse to flow) over 12 cm of the focal region, for a single laser shot (# 00) of 
run 4129.  This data is a plot of a single column of 240 pixels collinear with the 
center of the laser beam profile.  Many particles (sharp spikes) are present.   For this 
specific laser shot, the horizontal green line shows the facility-expected pure 
diatomic density, derived from the measured Po, To, and the code GASPROPS [12]. 
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Fig. 4b Rayleigh-Based Densities (continued): absolute N2 density along the beam 
propagation path for a single laser shot (# 23) of run 4141.  The horizontal green line 
shows the expected diatomic density for this laser shot.  Fewer small particles are 
present (blue arrows) than for Fig. 4a.  The red dashed line and arrow length show 
the detector zero and spatially-averaged diatomic Rayleigh signal respectively.  
Tunnel conditions were Po = 1.36 x 10
8 Pa (19680 psi) and To = 1355 K (2439 R). 
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Fig. 4c Rayleigh-Based Densities (concluded): time history of free-steam density for a single 
run (solid red circles).   Each point is an average over 240 pixels along a 12-cm path 
of the beam, as in Figs 4a and 4b.  The time average for the Rayleigh data is 6.0 x 
1017 cm-3, where 1- of the sample of 24 laser shots is  12% and 1- of the mean is 
 2%.  The green curve is the time-varying density from the facility expectation, and 
its average is 5.9 x 1017 cm-3. 
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Fig. 5a Density Comparison: raw Rayleigh ratio Rm/e (orange open boxes) of total measured 
scattering signal to facility expected diatomic signal, without a particle correction, as 
a function of T9 run number RN.  Each point is a 20-50 laser-shot average for a single 
tunnel run for a data set similar to that shown in Fig. 4c.  Blue diamonds show a 
unitless number that will be multiplied with the raw-ratio data shown here, as a 
correction for particle scattering.  See Fig. 5c for the result.  Not plotted are: runs 
4124 and 4126 that yielded no signal; runs 4139 and 4142 that were probably 
clustered with a grossly-saturated detector; and run 4143 that was clustered with a 
slightly-saturated detector. 
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Fig. 5b Density Comparison (continued): Rayleigh density measurements, without correction 
for particle scattering, versus the facility expectation for 14 runs that produced usable 
signal (i.e., unsaturated camera and no strong clustering).  These data are the same as 
in Fig. 5a, except run 4125.  The green solid line is not a fit, has a slope of unity, and 
represents perfect agreement between the Rayleigh and the facility-expected diatomic 
densities. 
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Fig. 5c Density Comparison (concluded): final summary of 15 points (one point per tunnel 
run) plotted logarithmically, to include unclusterd data after the particle correction 
has been applied (14 orange open boxes) and the strongly clustered point of run 4143 
(black solid traingle).  Runs 4139 and 4142 were also probably clustered and would 
have given data points with values similar to the black triangle, if the detector had not 
grossly saturated.  The dashed line is not a fit, has a slope of unity, and represents 
perfect agreement between the Rayleigh measurements and the facility-expected 
diatomic densities. 
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Fig. 6  Rayleigh Calibration: typical calibration data for a single camera pixel measured 
with static air in the test section, just before a tunnel run.  The solid line is a linear fit 
to the six data points.  The slope of this line is the calibration factor that is used to 
convert from raw Rayleigh signal counts to absolute gas density for this particular 
pixel, providing the density scale along the vertical axes of Figs. 4 and 5.  The 
uncertainty in the slope for this fit is about  1% (1-). 
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Fig. 7 Supercooled Conditions: N2 phase-diagram showing thermodynamic conditions for 
the 20-run test matrix.  The green saturation curve is the sublimation limit, and the 
red supersaturation curve is the Daum-Gyarmathy supercooling limit.  The dashed 
blue curve is our tentative estimate of a clustering boundary for T9 Mach-14 nozzle, 
defined by two conditions, one clearly clustered (run 4143, solid arrow) and another 
probably clustered (run 4142, dashed arrow).  Points are color coded for Po, which is 
indicated at right (blue - 20,000 psi  1.4 MPa, gray - 3300 psi  23 MPa, orange - 
2100 psi  14 MPa, and pink - 880 psi  6 MPa). 
All points unclustered, 
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Rayleigh instrument imaged scattering from the focused laser beam in the  free-stream.  As a wind-tunnel flow is accelerated, it cools and approaches the 
condensation boundary.  As a precursor to condensation, small clusters of molecules are first formed, but the  individual clusters are too small to be 
spatially resolved in typical images of the beam.  Thus clusters effectively add a spatially smooth background signal to the pure diatomic-molecule 
Rayleigh signal.  
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