We investigate Hörmander spectral multiplier theorems as they hold on X = L p (Ω), 1 < p < ∞, for many self-adjoint elliptic differential operators A including the standard Laplacian on R d . A strengthened matricial extension is considered, which coincides with a completely bounded map between operator spaces in the case that X is a Hilbert space. We show that the validity of the matricial Hörmander theorem can be characterized in terms of square function estimates for imaginary powers A it , for resolvents R(λ, A), and for the analytic semigroup exp(−zA). We deduce Hörmander spectral multiplier theorems for semigroups satisfying generalized Gaussian estimates.
Introduction
Let f be a bounded function on (0, ∞) and u(f ) the operator on L p (R d ) defined by [u(f )g]ˆ(ξ) = f (|ξ| 2 )ĝ(ξ). Hörmander's theorem on Fourier multipliers [20, Theorem 2.5] asserts that u(f ) : L p (R d ) → L p (R d ) is bounded for any p ∈ (1, ∞) provided that for some integer N strictly larger than d This theorem has many refinements and generalisations to various similar contexts. For α > 1 2 , let W α 2 (R) = {f ∈ L 2 (R) : f W α 2 (R) = (1 + ξ 2 ) α/2f (ξ) L 2 (R) < ∞} denote the usual Sobolev space, and W α = {f : (0, ∞) → C : f • exp ∈ W α 2 (R)}, which is a Banach algebra with respect to f W α = f • exp W α 2 (R) . Let φ 0 ∈ C ∞ c ( 1 2 , 2). For n ∈ Z, let φ n = φ 0 (2 −n ·) and assume that n∈Z φ n (t) = 1 for any t > 0. Such a function exists [2, Lemma 6.1.7] and we call (φ n ) n∈Z a dyadic partition of unity. We define the Banach algebra
The definition of H α is independent of the dyadic partition of unity, different choices resulting in equivalent norms [25, Section 4.2] . The space H α refines (1.1), more precisely, f ∈ H α implies that f satisfies (1.1) for N ≤ α, and the converse holds for N ≥ α [25, Proposition 4.11] . Now if A is a self-adjoint positive operator on some L 2 (Ω, µ), then its functional calculus assigns to any bounded measurable function f on (0, ∞) an operator f (A) on L 2 (Ω, µ). In particular, if A = −∆ and (Ω, µ) = (R d , dx), then f (A) equals the above u(f ). A theorem of Hörmander type holds true for many elliptic differential operators A, including sublaplacians on Lie groups of polynomial growth, Schrödinger operators and elliptic operators on Riemannian manifolds [14, 1, 3, 7, 12] . By this, we mean that (1.2) u : H α → B(X), f → f (A) is a bounded homomorphism, where X = L p (Ω), p ∈ (1, ∞), α is the differentiation parameter typically larger than d 2 , where d is the dimension of Ω, and f (A) is (the unique bounded L p -extension of) the selfadjoint functional calculus.
The aim of this article is to characterize the validity of the Hörmander multiplier theorem for A in terms of square function estimates.
The latter have been introduced in Stein's classical book [39] and have since then been used widely with applications to functional calculi and multiplier theorems. Note that (·) it H α ∼ = (1 + |t| 2 ) α/2 [25, Proposition 4.12 (4) ], so that for this particular function, (1.2) implies A it ≤ C(1 + |t| 2 ) α/2 . Then a natural square function estimate for our situation is
where γ(R, X) is given by Our setting, developed in Section 2, is as follows: We let X be a Banach space having Pisier's property (α), which a geometric property playing an important role for the theory of spectral multipliers. It is natural to assume the operator A to be 0-sectorial i.e. a negative generator of an analytic semigroup (exp(−zA)) Re z>0 which is uniformly bounded on the sector Σ ω = {z ∈ C\{0} : | arg z| < ω} for each ω < π 2 . Indeed, exp(−z·) belongs to H α with uniform norm bound on such sectors. Further, for simplicity we assume throughout that A has dense range.
We shall base the definition of u in (1.2) on the well-known H ∞ functional calculus [8, 29] . This means that for f belonging to H ∞ 0 (Σ ω ) = {f ∈ H ∞ (Σ ω ) : ∃ ǫ, C > 0 s.th. |f (z)| ≤ C min(|z| ǫ , |z| −ǫ )} which is a subclass of H ∞ (Σ ω ) = {f : Σ ω → C : f is analytic, f ∞,ω = sup z∈Σω |f (z)| < ∞}, f (A) ∈ B(X) is defined by a certain Cauchy integral formula, see (2.8) . Secondly, under certain conditions, A has a bounded H ∞ calculus, which means that there is an extension to a bounded homomorphism H ∞ (Σ ω ) → B(X), f → f (A). Note that H ∞ (Σ ω ) is a subclass of H α . In Lemma 4.3 it will be shown in particular that an extension of the H ∞ calculus to a bounded homomorphism u : H α → B(X) is unique.
For any such mapping u and n ∈ N, we now consider the linear tensor extension u n :
where M n is the space of n × n scalar matrices. We will equip both M n ⊗ H α and M n ⊗ B(X) with suitable norms. In fact, H α will become an operator space (see Section 4) , M n ⊗B(X) ∼ = B(ℓ 2 n ⊗ 2 X) if X is a Hilbert space, and if X is a Banach space, M n ⊗ B(X) ∼ = B(Gauss n (X)) carries the norm induced by an action on X-valued Gaussian random sums. We call u matricially γ-bounded in this article if (1.4) u mat-γ = sup n∈N u n < ∞.
This is in general strictly stronger than u < ∞ (see Proposition 5.9) , and is related to the following two well-known boundedness notions, explained in Section 2. First, if X is a Hilbert space, then (1.4) is equivalent to the complete boundedness of u, and second, if X is a Banach space, then (1.4) entails that the set of spectral multipliers
The main result reads as follows. 
which is matricially γ-bounded.
Theorem 1.1 entails a spectral multiplier theorem in the following situations: The space X = L p (Ω) for p ∈ (1, ∞) has property (α). If (Ω, µ) is a d-dimensional space of homogeneous type, e.g. a sufficiently regular open subset of R d with Lebesgue measure µ, and A is selfadjoint positive on L 2 (Ω) such that the corresponding semigroup exp(−tA) has an integral kernel k t (x, y) that satisfies the Gaussian estimate for some m ∈ N 
then for any f ∈ H α , the spectral multiplier f (A) is bounded L p (Ω) → L p (Ω).
In Proposition 5.9, we will show a partial converse of Corollary 1.2. More precisely, (1.2) implies that a restriction to a smaller Hörmander space H β is matricially γ-bounded.
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Let us close the introduction with an overview of the rest of the article. In Section 2, we give the necessary background of the above mentioned notions of matricial norms, square functions, Gaussian random sums and functional calculus. Matricially γ-bounded mappings and the connection to square functions are explained in Section 3. Section 4 is devoted to homomorphisms u : H α → B(X) and the connection to H ∞ functional calculus. Moreover Theorem 1.1 is proved. A main ingredient is to deduce a spectral decomposition of Paley-Littlewood type, see (4.6) , under the hypotheses of Theorem 1.1. In Section 5, we discuss some extensions and applications. Firstly, the square function estimate in terms of imaginary powers A it in Theorem 1.1 has several equivalent and almost equivalent rewritings in terms of other typical square functions, involving the analytic semigroup 7) or resolvents Secondly, we discuss Theorem 1.1 in the presence of generalized Gaussian estimates (see Assumption 5.5), which in particular covers semigroups satisfying (1.5) . This is a wellstudied property in connection with (Hörmander) functional calculus, see e.g. [12, 14] . In particular, we show the square function assumption of Corollary 1.2 in the form of (1.7) and improve the derivation order of the Hörmander theorem from α > d 2 + 1 2 as proved in [3] to
We finally discuss the connections and differences between matricially γbounded Hörmander calculus and bounded Hörmander calculus. The last Section 6 contains some technical proofs of Section 4.
Preliminaries on Operator spaces, Gaussian sums, Square functions and Functional calculus
We will need in different contexts cross norms on a tensor product of two Banach spaces.
Operator spaces. A Banach space E is called operator space if it is isometrically embedded into B(H), where H is a Hilbert space. Let M n denote the space of scalar n × n matrices. What makes operator spaces different from mere Banach spaces is that there is a specific collection of norms on M n ⊗ E, the operator space structure of E. Namely for all n ∈ N, it is equipped with the norm arising from the embedding
. Let E and F be operator spaces and u : E → F a linear mapping. For any n ∈ N, let u n be the linear mapping M n ⊗ E → M n ⊗ F, a ⊗ x → a ⊗ u(x). Then u is called completely bounded (completely isometric) if u cb = sup n∈N u n < ∞ (for any n ∈ N, u n is isometric).
Clearly, any space B(H) itself is an operator space, so in particular M m = B(ℓ 2 m ) is. Further we will consider the Hilbert row space ℓ 2 r = {h → h, x e : x ∈ ℓ 2 } ⊂ B(ℓ 2 ) where e ∈ ℓ 2 is a fixed element of norm 1 and h, x is the scalar product. Different choices of e give isometric norms of M n ⊗ℓ 2 r and ℓ 2 r is isometric to ℓ 2 as a Banach space. We shall also consider hal-00662259, version 1 -23 Jan 2012
the m-dimensional subspaces ℓ 2 m,r ⊂ ℓ 2 r . These are completely isometrically determined by the following embedding, which also explains the name of row space:
We refer to the books [15, 38] for further information on operator spaces.
γ-bounded sets, property (α) and square functions. We let Ω be a probability space and (γ k ) k∈Z a sequence of independent standard Gaussian random variables on Ω. For a Banach space X, we let Gauss(X) be the closure of span{γ k ⊗ x k : k ∈ Z} in L 2 (Ω; X) with respect to the norm
It will be convenient to denote Gauss n (X) the subspace of Gauss(X) of elements of the form
Note that if X is a Hilbert space, then
for any finite families T 1 , . . . , T n ∈ τ and x 1 , . . . , x n ∈ X. The least admissible constant is denoted by γ(τ ) (and γ(τ ) := ∞ if such a C does not exist). Note that a γ-bounded set is automatically uniformly norm bounded, since one has γ(τ ) ≥ sup T ∈τ T . For σ, τ ⊂ B(X) and
We say that X has property (α) if there is a constant C ≥ 1 such that for any finite family (x ij ) in X, we have
where γ ij is a doubly indexed family of independent standard Gaussian variables. Property (α) is inherited by closed subspaces and isomorphic spaces. The L p spaces have property (α) for 1 ≤ p < ∞ and moreover, if X has property (α), then also L p (Ω; X) has. Property (α) hal-00662259, version 1 -23 Jan 2012
is usually defined in terms of independent Rademacher variables ǫ i , i.e. Prob(ǫ i = ±1) = 1 2 instead of Gaussian variables [37] . In analogy with (2.2), we define Rad(X) ⊂ L 2 (Ω; X) by
.
It turns out that the two definitions are the same:
Lemma 2.1. The property (2.4) is equivalent to the following equivalence uniform in finite families (x ij ) in X.
Proof. First observe that the Schatten classes S p for p ∈ (1, ∞)\{2} are spaces which do not satisfy (2.4) nor (2.5) . This is shown in [37] for the Rademachers. On the other hand, S p has finite cotype, which implies that on this space, Rademacher sums and Gaussian sums are equivalent [10, Theorem 12.27], i.e.
uniformly in F ⊂ Z. From this one easily deduces that (2.4) does not hold. Next observe that by the Banach-Mazur theorem and [10, Theorem 3.2], S p (in fact any Banach space) has the property that all finite dimensional subspaces are isomorphic to a subspace of some ℓ ∞ n , with one fixed isomorphism constant. This implies that ℓ ∞ does not satisfy (2.4) nor (2.5).
Therefore, by the characterization of finite cotype in [10, Theorem 14.1], a space X satisfying (2.4) or (2.5) has finite cotype. As cited above, Rademacher and Gaussian sums are then equivalent, so the corresponding expressions in (2.4) and (2.5) are, which shows the lemma.
We recall the construction of Gaussian function spaces from [23] , see also [22, Section 1.3] . Let H be a separable Hilbert space. We consider the tensor product H ⊗ X as a subspace of B(H, X) in the usual way, i.e. by identifying n k=1 h k ⊗ x k ∈ H ⊗ X with the mapping u : h → n k=1 h, h k x k for any finite families h 1 , . . . , h n ∈ H and x 1 , . . . , x n ∈ X. Choose such families with corresponding u, where the h k shall be orthonormal. Let γ 1 , . . . , γ n be independent standard Gaussian random variables over some probability space. We equip H ⊗ X with the norm 
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A particular subclass of γ(H, X) will be important, which is obtained by the following procedure. Assume that (Ω, µ) is a σ-finite measure space and H = L 2 (Ω). Denote P 2 (Ω, X) the space of Bochner-measurable functions f : Ω → X such that x ′ •f ∈ L 2 (Ω) for all x ′ ∈ X ′ . We identify P 2 (Ω, X) with a subspace of B(L 2 (Ω), X ′′ ) by assigning to f the operator u f defined by
An application of the uniform boundedness principle shows that, in fact, u f belongs to B(L 2 (Ω), X) [23, Section 4], [17, Section 5.5 ]. Then we let
Resuming the above, we have the following embeddings of spaces, cf. also [31, Section 3] .
In some cases, γ(L 2 (Ω), X) and γ(Ω, X) can be identified with more classical spaces. If X is a Banach function space with finite cotype, e.g. an L p space for some p ∈ [1, ∞), then for
The second equivalence follows from [10, Theorem 16.18 ]. The last expression above is a classical square function (see e.g. [8, Section 6]), whence for an arbitrary space X, u γ(H,X) is called (generalized) square function [23, Section 4] . In particular, if X is a Hilbert space, then γ(Ω, X) = L 2 (Ω, X) with equal norms.
We have the following well-known properties of square functions.
Lemma 2.2. Let (Ω, µ) be a σ-finite measure space and X a Banach space with property (α).
Proof. As X has property (α), it does not contain c 0 isomorphically. Using this fact, a proof of (1) can be found in [ 
Sectorial operators and H ∞ functional calculus. Let θ ∈ (0, π) and A : D(A) ⊂ X → X a densely defined linear mapping on some Banach space
, one defines the operator
where ∂Σ (θ+ω)/2 is the sector boundary which is parametrized as usual counterclockwise. It is easy to check that f (A) is bounded and that u :
is a linear and multiplicative mapping. Suppose that there exists C > 0 such that
Note that the extension is uniquely determined by Lemma 2.3 since for any f ∈ H ∞ (Σ ω ),
n is a sequence in H ∞ 0 (Σ ω ) approximating f in the sense of that lemma. As a consequence, if (2.9) is satisfied, then it also holds for any f ∈ H ∞ (Σ ω ). In this case, we say that A has a bounded H ∞ (Σ ω ) calculus, or without precising the angle ω ∈ (θ, π), a bounded H ∞ calculus.
Square function estimate and matricially bounded homomorphism
Throughout the section, we let X be a Banach space. For any n ∈ N, we identify M n ⊗ B(X) with B(Gauss n (X)) by associating [a ij ] ⊗ T ∈ M n ⊗ B(X) with the operator
Via this identification, we get a norm on the tensor product space, which we note by M n ⊗ γ B(X). 
We denote the least admissible constant C by u mat-γ . 
Then σ m,X is matricially γ-bounded with sup m∈N σ m,X mat-γ < ∞ if and only if X has property (α).
It is shown in [27, Lemma 4.3 ] that the σ m,X are γ-bounded uniformly in m ∈ N if and only if X has property (α) (with Rademachers in place of Gaussians). Actually the same proof applies to Proposition 3.3.
Mappings which are γ-bounded or matricially γ-bounded have been studied so far in connection with functional calculi and unconditional decompositions [27, 11] where E is a C(K)-space and representations of amenable groups [31] , where E is a nuclear C * -algebra. We shall focus in this section on the row Hilbert space E = ℓ 2 r . Theorem 3.4. Let u : ℓ 2 → B(X) be a bounded linear mapping. Assume that X has Pisier's property (α). For n ∈ N, denote by C n ⊂ M n the subspace of matrices vanishing outside the first column. Then the following conditions are equivalent:
We fix an orthonormal basis (e k ) k of ℓ 2 . Write T k = u(e k ). Then condition (1) of the statement rewrites
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On the other hand, for
Thus, condition (2) is equivalent to
and C is independent of n and m. Denote the linear bounded mapping Gauss n (X) → Gauss n (X) arising from (3.4) 
(1) =⇒ (2) For m ∈ N fixed, let Y = Gauss m (X) and define the operators
It is easy to check that V n = V . Similarly, defining W n = id ℓ 2 n ⊗W : Gauss n (Y ) → Gauss n (X), one has W n = W . Let i m : ℓ 2 m,r → M m be the first row identification as in (2.1) which is completely bounded of cb-norm 1. Then by Remark 3.2 and Proposition 3.3, along with property (α),
Therefore,
(2) =⇒ (3) This is clear, since (3) is an obvious restriction of (2).
(3) =⇒ (1) hal-00662259, version 1 -23 Jan 2012
is the standard basis of ℓ 2 n . By definition of the row norm, we have
As f is supported by the first column, by assumption (3.4) there is some C < ∞ such that
Letting n → ∞ shows that (3.3) holds. 
The Hörmander functional calculus
Recall the spaces W α and H α and the dyadic partition of unity (φ n ) n∈Z from the introduction. Clearly the space W α is a Hilbert space. We equip H α with an operator space structure by putting
where the index r refers to the row space structure. It is easy to check that (4.1) indeed defines an operator space, arising from the embedding
hal-00662259, version 1 -23 Jan 2012 where 2 k∈Z W α is the Hilbert sum, and e is some fixed element in W α of norm 1.
In this section we focus on (unital) homomorphisms
We give a characterization when such mappings are matricially γ-bounded. An example of a bounded homomorphism of this type is given by Hörmander's classical theorem mentioned in the introduction, which states that for α > d 2 , X = L p (R d ) and p ∈ (1, ∞), the radial Fourier multiplier representation u −∆ : H α → B(X) given by
In fact, by means of our characterization, we will show in Section 5 that u −∆ is even matricially γ-bounded provided that α > d+1 2 . For n ∈ N, let M n be the space consisting of n-times continuously differentiable functions Let ω ∈ (0, π) and α > 1 2 .
The main interest of M n is the following convergence lemma, which is proved in [25, Section 4.2.4].
Lemma 4.2. Let u : M n → B(X) be bounded such that u(f ) = f (A) for some 0-sectorial operator A and any f ∈ θ∈(0,π) H ∞ (Σ θ ). Let (φ n ) n∈Z be a dyadic partition of unity and (a n ) n∈Z a bounded sequence. Then n∈Z a n φ n belongs to M n and (4.4) n∈Z a n u(φ n )x = u n∈Z a n φ n x (x ∈ X).
Many spectral multiplier theorems for Laplace type operators A consist in the boundedness of u in (4.2), which in turn is the functional calculus u A of some 0-sectorial operator. For example, in the case of (4.3) one has A = −∆. In the sequel we will only consider homomorphisms of the form u = u A . The next lemma gives a criterion when this is the case. (1) Let u be a bounded homomorphism u : H α → B(X). There exists a 0-sectorial operator A such that
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if and only if the restriction of u to H ∞ (Σ ω ) satisfies the Convergence Lemma 2.3, i.e. for any f n , f ∈ H ∞ (Σ ω ) with sup n f n ∞,ω < ∞ and f n (λ) → f (λ) pointwise, we have u(f )x = lim n u(f n )x for any x ∈ X. In this case, we write f (A) in place of u(f ) for any f ∈ H α . (2) Let A be a 0-sectorial operator. Then there exists a bounded homomorphism u :
Moreover, u is uniquely determined by (4.5).
Proof.
(1) By Lemma 4.1 (1), only the "if" part has to be shown. Suppose that u : 
for any x ∈ X and n → ∞. Thus, A has dense range [29, Proposition 15.2] . As u is a bounded homomorphism, it now follows that A is 0-sectorial and for any rational function r ∈ H α , r(A) r H α r ∞,ω . We claim that A has an H ∞ calculus coinciding with u. Indeed, a given f ∈ H ∞ 0 (Σ ω ), we write
), so in particular in H α . Clearly, r n are rational functions. Inserting formally (·) = A in the Cauchy integral, the same arguments apply, and r n (A) → f (A). We conclude u(f ) = lim n u(r n ) = lim n r n (A) = f (A).
We have shown that u(f ) = f (A) for any f ∈ H ∞ 0 (Σ ω ). For a general f ∈ H ∞ (Σ ω ) we use the approximation (2.10).
(2) The "only if" part is clear and the "if" part is shown in [25, Remark 4.27] . Using density and Lemma 4.1, u is uniquely determined on W α and M n for any n > α. Thus u satisfies the decomposition (4.4) . Then for f ∈ H α , we have u(f )x = u(f ) k∈Z u(φ k )x = k∈Z u(f φ k )x. As f φ k ∈ W α , we conclude the uniqueness of u.
The strategy to prove matricial γ-boundedness of a mapping from H α to B(X) will be to show the matricial γ-boundedness from W α to B(X), and then to pass to H α by means of a spectral decomposition, given by (4.6) in the following theorem. The restriction of the H ∞ calculus angle ω to (0, π/4) is only for technical reasons. , ω ∈ (0, π/4) and A be a 0-sectorial operator on X having a bounded H ∞ (Σ ω ) calculus. Assume that
and that the extension resulting from density u : W α → B(X), f → f (A) is matricially γ-bounded. Let (φ n ) n∈Z be a dyadic partition of unity. Then (4.6)
x ∼ = n∈Z γ n ⊗ φ n (A)x Gauss(X) , the sum on the right hand side being convergent in Gauss(X).
As the proof is rather long we separate four preliminary lemmas, whose proofs are annexed in Section 6. Lemma 4.6. Let A be a 0-sectorial operator on some Banach space X such that for some β > 0, (4.7) holds. Then for γ = β + 1, we have (4.8) λ
Lemma 4.7. Let A be a 0-sectorial operator on some space X with property (α) having a bounded H ∞ (Σ ω ) calculus. Assume that A satisfies (4.8) for some γ > 0. Then for any n > γ, x, 2x] = ∅} < ∞.
Then k∈Z g k , which is consequently pointwise a finite sum belongs to M n , and k∈Z g k M n sup k∈Z g k M n < ∞.
Proof of Theorem 4.4. Using Lemmas 4.5, 4.6 and 4.7 one after another shows that f (A) f M n for n sufficiently large (n > ⌊α⌋ + 2). For any k ∈ Z, let a k ∈ {1, −1}. Apply Lemma 4.8 with g k = a k φ k . It is easy to check that g k M n is independent of k ∈ Z. Further, the overlapping condition is clearly satisfied with constant 2. Thus we have, for any finite F ⊂ Z,
Replacing a k by independent Rademacher variables ǫ k and taking expectation gives
Since X has property (α), the equivalence of Gaussian and Rademacher sums (2.6) holds. By (4.4), k∈Z a k φ k (A)x converges in X. By dominated convergence (resp. (2.6)), convergence holds also in Rad(X) (resp. Gauss(X)), when a k is replaced by ǫ k (resp. γ k ).
We have shown
For the reverse inequality, we argue by duality. Let x ′ ∈ X ′ , write E for expectation and φ l = l+1 k=l−1 φ k . By the support condition on the φ k , φ l φ l = φ l . Then using the independence of the γ k , we have
We conclude the proof by the same argument as above which shows that
The main result of this section reads as follows.
Theorem 4.9. Let A be a 0-sectorial operator with bounded H ∞ (Σ θ ) calculus for some θ ∈ (0, π) on a space X with property (α). Let α > 1 2 . Then the following are equivalent. (1) For any x ∈ X, (1 + t 2 ) −α/2 A it x belongs to γ(R, X) and
(2) The H ∞ calculus of A extends to a matricially γ-bounded mapping u : H α → B(X).
Proof. Assume first that the theorem is shown under the additional assumption that θ < π 4 . For a general θ ∈ (0, π), we can reduce to this case by considering B = A 
The first factor is bounded, so its multiplication with an L 2 (R) function is a bounded operation on L 2 (R). The same holds for its inverse, and also for the change of variables f → f ( · 4 ), and its inverse. Thus, by Lemma 2.2, if A satisfies (1) then so does B, so B satisfies (2). As H ∞ (Σ ω ) ֒→ H α , B has an H ∞ (Σ ω ) calculus actually for any ω > 0, so by [19, Theorem 2.4.2], A has an H ∞ (Σ θ ) calculus for some θ < π 4 . The same is true, provided that A satisfies (2). Thus (1) or (2) imply that the assumption of the theorem actually holds with θ < π 4 . We suppose from now on that θ < π 4 .
(1) =⇒ (2) . Fix an arbitrary orthonormal basis (f k ) k of L 2 (R). Let T k ∈ B(X) be defined by
hal-00662259, version 1 -23 Jan 2012
and v : ℓ 2 → B(X) the linear mapping given by e k → T k . Then (1) implies
It is easy to check that w is unitary and consequently,ũ = v • w : W α r → B(X) is also matricially γ-bounded. On the other hand,ũ(f ) = f (A) for any f ∈ H ∞ (Σ θ ) ∩ W α . Indeed, by the representation formula in [25, Proposition 4.22] ,
By (4.1), we have sup N F N M (2N+1)n ⊗W α = F Mn⊗H α . Observe first that for any scalars g 1 , . . . , g n , by Theorem 4.4, withφ k = k+1 l=k−1 φ l , n i,j=1
Replacing g i by Gaussian variables and taking expectations shows that (4.9) n i,j=1 k∈Z
Further we have
Finally taking the supremum over N ∈ N, (4.9) and (4.10) give
In particular, f (A) f H α , so that by Lemma 4.3, there exists a bounded mapping u : H α → B(X) extending the H ∞ calculus in the sense of (4.5). Now repeat the above argument with an arbitrary F = [f ij ] ∈ M n ⊗ H α and u(f ij ) in place of f ij (A), to deduce that u is matricially γ-bounded.
(2) =⇒ (1) . Denoteũ the restriction of u to W α which by Lemma 4.1 is again matricially γ-bounded. Thus also the mapping v =ũ • w −1 from the first part of the proof is matricially γ-bounded and by Theorem 3.4, (1 + t 2 ) −α/2 A it x γ(R,X) ≤ C x .
Extensions and Applications
We have characterized in Theorem 4.9 the matricially γ-bounded Hörmander calculus in terms of square functions of A. In fact, the imaginary powers A is appearing in these square functions can be replaced by several other typical operator families associated with A, such as resolvents R(λ, A) for λ ∈ C\[0, ∞) and the semigroup generated by −A, T (z) = exp(−zA) for Re z > 0. This gives (almost) equivalent conditions, see Proposition 5.2 below. Subsequently, we use the semigroup condition of this proposition to apply Theorem 4.9 to some examples. The starting point for us will be semigroups that satisfy (generalized) Gaussian estimates (see (GE)).
The following lemma serves as a preparation for Proposition 5.2.
Lemma 5.1. For i = 1, 2, let (Ω i , µ i ) be σ-finite measure spaces and K ∈ B(L 2 (Ω 1 ), L 2 (Ω 2 )).
(1) Assume that f ∈ γ(Ω 1 , X) and that there exists a Bochner-measurable g :
Then g ∈ γ(Ω 2 , X) and
(2) Let Ω 1 → B(X), t → N(t) and Ω 2 → B(X), t → M(t) be weakly measurable. Assume that N(·)x γ ≤ C x and that there is 
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(1) By assumption, g ∈ P 2 (Ω 2 , X). Consider the associated operator u g : H → X as in (2.7). We have u g = u f • K ′ . Thus, by Lemma 2.2, u g γ(L 2 (Ω 2 ),X) ≤ K ′ u f γ(L 2 (Ω 1 ),X) , which proves (1).
(2) We show first that M(·)x belongs to P 2 (Ω 2 , X) for any x ∈ X. For x ∈ D, this follows immediately from the assumption. For x ∈ X, we let x n ∈ D such that x n → x (n → ∞). Then M(t)x, x ′ = lim n M(t)x n , x ′ for any t ∈ Ω 2 . On the other hand, M(·)x n , x ′ is convergent in L 2 (Ω 2 ). Indeed,
which converges to 0 (n, m → ∞). Thus, M(·)x, x ′ the pointwise limit, so necessarily equal to the L 2 limit, belongs to L 2 (Ω 2 ). Consequently, by (1) and Lemma 2.2, M(·)x γ = lim n M(·)x n γ ≤ K lim n N(·)x n γ = K N(·)x γ , which shows (2).
(3) For n ∈ N, put φ n = n k=1 ϕ k . Then φ n : Ω → [0, 1] and φ n (t) → 1 monotonically for all t ∈ Ω. Then sup n φ n g γ ≤ sup n n k=1 ϕ k g γ = ∞ k=1 ϕ k g γ . It remains to show g γ ≤ sup n φ n g γ . Let us show first that g ∈ P 2 (Ω, X), i.e. for any x ′ ∈ X ′ , g(·), x ′ ∈ L 2 (Ω). By assumption, we have | g(t), x ′ | = lim n φ n (t)| g(t), x ′ | for any t ∈ Ω, and this convergence is monotone. Then by Beppo Levi's theorem,
where we have used that f (·), x ′ L 2 (Ω) ≤ f γ(Ω,X) x ′ for any f ∈ γ(Ω, X). Thus we have shown that g ∈ P 2 (Ω, X). Then by Lemma 2.2, g γ(Ω,X) ≤ lim inf n φ n · g γ(Ω,X) ≤ sup n φ n · g γ(Ω,X) . Proposition 5.2. Let A be a 0-sectorial operator having a bounded H ∞ calculus on some space X with property (α). Let α > 1 2 . Consider the following conditions. Hörmander functional calculus (1) The H ∞ calculus of A extends to a matricially γ-bounded mapping H α → B(X).
Imaginary powers
(2) (1 + t 2 ) −α/2 A it x γ(R,X) ≤ C x .
Resolvents
(3) For some β ∈ (0, 1) and θ ∈ (−π, π)\{0} : t β A 1−β R(e iθ t, A)x γ(R + ,dt/t,X) |θ| −α x . (4) For some β ∈ (0, 1), θ 0 ∈ (0, π] :
Analytic semigroup
Then the conditions (1), (2), (4), (6) are equivalent. Further these conditions imply the remaining ones (3), (5) , which conversely imply that the H ∞ calculus of A extends to a matricially γ-bounded homomorphism H α+ǫ → B(X) for any ǫ > 0.
Proof. (1) ⇐⇒ (2). This is Theorem 4.9.
(2) ⇐⇒ (4). Consider
where we write in short s = (1 + |s| 2 ) 1 2 . Note that | sin π(β + is)| ∼ = cosh(πs) for β ∈ (0, 1) fixed. K is an isomorphic embedding. Indeed,
The last integral is bounded from below uniformly in s ∈ R, and for |s| ≥ 1, This clearly implies that Kf 2 ∼ = f 2 . Applying Lemma 5.1, we get
e θs A is x γ(R×(−π,π),dsdθ,X)
In [29, p. 228 and Theorem 15.18], the following formula is derived for x ∈ A(D(A 2 )) and |θ| < π :
Note that A(D(A 2 )) is a dense subset of X. As the Mellin transform
A)x γ(R + ×(0,2π),dt/tdθ,X) .
so that (2) ⇔ (4) for θ 0 = π.
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For a general θ 0 ∈ (0, π], consider K from (5.1) with restricted image, i.e.
Then argue as in the case θ 0 = π.
(4) ⇐⇒ (6). The proof of (2) ⇔ (4) above shows that condition (4) is independent of θ 0 ∈ (0, π] and β ∈ (0, 1). Put θ 0 = π and β = 1 2 . The equivalence follows again from Lemma 5.1, using the fact that for θ ∈ (− π 2 , π 2 ) and µ > 0,
where K : L 2 (R, ds) → L 2 (R, dt) is the Fourier transform.
(3) ⇐⇒ (5) for β = 1 2 . We use the same argument as right above.
(2) =⇒ (3). We use a similar K θ as in the proof of (2) ⇔ (4), fixing θ ∈ (−π, π) :
We have
Thus, by (5.2),
(3), α =⇒ (2), α + ǫ. First we consider s −(α+ǫ) A is x for s ≥ 1.
where θ n = π − 2 −n . Therefore
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Thus, the sum in (5.5) is finite. 1,1) ,X) . It remains to show that the last expression is finite. We have assumed that X has property (α). Then the fact that A has an H ∞ calculus implies that {A is : |s| < 1} is γ-bounded [23, Corollary 6.6]. Then by Lemma 2.2 (3), we have A is x γ ((−1,1 
Condition (5) of the preceding proposition can be checked in the following way.
Lemma 5.3. Let A be a 0-sectorial operator on a space X with property (α) having an H ∞ calculus. If for some β > 0
where the reals s and r are uniquely determined by t and θ. We have s(t, θ) = κ(θ)t with κ(θ) ∼ = θ. Then by Lemma 2.2, (B(x, r) ).
Typical cases of homogeneous spaces are open subsets of R d with Lipschitz boundary and
Lie groups with polynomial volume growth, in particular stratified nilpotent Lie groups (see e.g. [16] ).
We will consider operators satisfying the following assumption. 
Here, p ′ 0 is the conjugated exponent to p 0 , C, c > 0, m ≥ 2 and r t = t 1 m , χ B denotes the characteristic function of B, B(x, r) is the ball {y ∈ Ω : ρ(y, x) < r} and
0 . If p 0 = 1, then it is proved in [6] that (GGE) is equivalent to the usual Gaussian estimate, i.e. e −tA has an integral kernel k t (x, y) satisfying the pointwise estimate (cf. e.g. [14,
This is satisfied in particular by sublaplacian operators on Lie groups of polynomial growth [44] as considered e.g. in [32, 7, 1, 33, 12] , or by more general elliptic and sub-elliptic operators [9, 34] , and Schrödinger operators [35] . It is also satisfied by all the operators in [14, Section 2] . Examples of operators satisfying a generalized Gaussian estimate for p 0 > 1 are higher order operators with bounded coefficients and Dirichlet boundary conditions on domains of R d , Schrödinger operators with singular potentials on R d and elliptic operators on Riemannian manifolds as listed in [3, Section 2] and the references therein.
Theorem 5.6. Let Assumption 5.5 hold. Then for any p ∈ (p 0 , p ′ 0 ), the H ∞ calculus of A extends to a matricially γ-bounded homomorphism H α → B(L p (Ω)) with
Proof. We show that (5.6) holds with β = d( 1 p 0 − 1 2 ). By [5, Proposition 2.1], the assumption (GGE) implies that
for some C 1 , c 1 > 0. By [4, Theorem 2.1], this can be extended from real t to complex z = te iθ with θ ∈ (− π 2 , π 2 ) : (1) Theorem 5.6 improves on [3, Theorem 1.1] in that it includes the matricial γ-boundedness of the Hörmander calculus. Note that [3] obtains also a weak-type result for p = p 0 . If p 0 is strictly larger than 1, then Theorem 5.6 improves the order of derivation α of the calculus from
In [ In Theorem 5.6, the operator A was assumed to be self-adjoint, and thus, admits a functional calculus L ∞ → B(L 2 (Ω)). The space L ∞ = L ∞ ((0, ∞); dµ A ) is larger than H α , and one can use this fact to ameliorate the functional calculus of A on L q (Ω) by complex interpolation.
Proposition 5.8. Let A satisfy Assumption 5.5. Then for q ∈ (p 0 , p ′ 0 ), α > d 1 p 0 − 1 2 + 1 2 and θ ∈ (0, 1) with θ > 1
Here (L ∞ , H α ) θ is the complex interpolation space which is given an operator space structure [38, p. 56 
Proof. The self-adjoint calculus u L 2 : L ∞ → B(L 2 (Ω)) is completely bounded since it is a * -representation [38, Proposition 1.5], so by Remark 3.2, u L 2 is matricially γ-bounded. Moreover, we have (Gauss(L p ), Gauss(L 2 )) θ = Gauss((L p , L 2 ) θ ) [21, Proposition 3.7] . Then by bilinear interpolation between
hal-00662259, version 1 -23 Jan 2012 and, with the mapping u L p resulting from Theorem 5.6, p given by θ = | 1
one deduces (5.7).
Note that the space 
Moreover, for the fundamental example A = −∆ on L p (R d ), the critical order d 2 in (5.8) is optimal [40, IV.7.4], [25, Proposition 4.12 (2) ]. Note that the derivation order for the matricially γ-bounded calculus obtained in Theorem 5.6 under the assumption (GE) (i.e. p 0 = 1) is only d+1 2 , and therefore gives a weaker result in the derivation order compared to (5.8) .
Thus the question arises if an arbitrary A that has a norm-bounded Hörmander calculus also has a matricially γ-bounded Hörmander calculus. In contrast to the self-adjoint L ∞ calculus on Hilbert space, which is always matricially γ-bounded (see the proof above), we have the following result. On the other hand, for any α > 0, there exists some A on a Hilbert space X such that u α : H α → B(X) is bounded (even γ-bounded because of (2.3)), but its restriction u α+ 
(θ ∈ (0, π 2 )). By Lemma 5.3, condition (5) of Proposition 5.2 is satisfied with α + 1 in place of α and therefore, u β : H β → B(X) is matricially γ-bounded.
For the second statement, let α > 1 2 . Consider X = W α and the group U(t)g = (·) it g on X. Note that (·) it g X = (g • exp)ˆ(· − t) · α 2 = (g • exp)ˆ(·) (·) + t α 2 ∼ = t α g X . In particular, U(t) ∼ = t α . It is easy to check that U(t) = A it are the imaginary powers of a 0-sectorial operator A and that f (A)g = f g for any g ∈ X and f ∈ ω>0 H ∞ (Σ ω ). By [41] , one has f g W α f H α g W α . Thus, A has a bounded H α calculus.
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On the other hand, since X is a Hilbert space, the square function condition of Theorem 4.10 reads
x , which is finite if and only if β > α + 1 2 . 6. Proofs of Lemmas 4.5 -4.8
Proof of Lemma 4.5. Since X has property (α), the fact that A has a bounded H ∞ (Σ ω ) calculus implies [29, Theorem 12.8 ] that for any θ > ω,
We fix some θ ∈ (ω, π 4 ). As the mapping u : W α → B(X) is matricially γ-bounded, by Remark 3.2,
The lemma stated that γ ({f 2 k z (A) : k ∈ Z}) |z/ Re z| β , where f 2 k z (λ) = exp(−2 k zλ). Thus it suffices to decompose f 2 k z = g + h, where g ∞,θ , h W α |z/ Re z| β .
As Ψ : f → f (r·) is an isomorphism H ∞ (Σ θ ) → H ∞ (Σ θ ) and W α → W α , with Ψ · Ψ −1 ≤ C, C independent of r > 0, it suffices to have the above decomposition for |z| = 1 and k = 0. We choose g(λ) = exp(−(z + 1)λ) and h(λ) = exp(−zλ)(1 − e −λ ). As | arg(z + 1)| + θ ≤ π 4 + π 4 = π 2 , we actually have g ∞,θ ≤ 1 |Re z| −β . Further it is a simple matter to check that h W α |Re z| −β for any β > α.
Proof of Lemma 4.6. The assumption of the lemma was (ω ∈ (0, π 2 )).
Decompose e ±i( π 2 −ω) t = s + e ±i( π 2 − ω 2 ) r, where s, r > 0 are uniquely determined by t and ω. Then We will show that the right hand side of (6.3) can be estimated by ω − 1 2 × 1 × ω −β . The estimate for the first factor follows from the law of sines t/s = sin( π 2 + ω/2)/ sin(ω/2) ∼ = ω −1 .
To show (6.4), we use the Kalton-Weis characterization of the bounded H ∞ (Σ θ ) calculus in terms of γ-bounded operator families ( [24] , see also [29, Theorem 12.7] ). More precisely, we follow that characterization in the form of the proof of [29, Theorem 12.7] and keep track of the dependence of appearing constants on the angle θ. It is shown there that for f ∈ H ∞ 0 (Σ 2θ ), x ∈ X and x ′ ∈ X ′ ,
We put φ jθ (λ) = λ 1 4 (1 + λ) 1 2 e ijθ − λ and ψ(λ) = λ (1 + λ) 2 1 8 , so that (tA) By [29, Theorem 12.2] , the fact that A has a bounded H ∞ calculus implies that sup N,t N k=−N γ k ⊗ ψ(2 k tA)x Gauss(X)
x and sup N,t N k=−N γ k ⊗ ψ(2 k tA) ′ x ′ Gauss(X ′ )
x ′ . Note that there is no dependence on θ in these two inequalities. It remains to show that (6.6) sup j=±1,t>0 γ({φ jθ (2 k tA) : k ∈ Z}) θ −δ .
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Proof of Lemma 4.8. Denote N = sup x>0 #{k ∈ Z : supp g k ∩ [ 1 2 x, 2x] = ∅} < ∞. Fix x > 0 and j ∈ {0, 1, . . . , n}. Then almost all g k vanish in a neighborhood of x, and thus
Taking the supremum over x and j gives k∈Z g k M n ≤ N sup k∈Z g k M n .
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