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On purely discontinuous additive functionals of
subordinate Brownian motions
Zoran Vondracˇek∗ and Vanja Wagner∗
Abstract
Let At =
∑
s≤t F (Xs−,Xs) be a purely discontinuous additive functional of a
subordinate Brownian motion X = (Xt,Px). We give a sufficient condition on the
non-negative function F that guarantees that finiteness of A∞ implies finiteness of
its expectation. This result is then applied to study the relative entropy of Px and
the probability measure induced by a purely discontinuous Girsanov transform of
the process X. We prove these results under the weak global scaling condition on
the Laplace exponent of the underlying subordinator.
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1 Introduction
Let X = (Xt,Px) be an isotropic Le´vy process in R
d, d ≥ 1. For a non-negative, bounded
and symmetric function F : Rd × Rd → [0,∞), define the purely discontinuous additive
functional At :=
∑
0<s≤t F (Xs−, Xs). It is often important to understand when does
the finiteness of the additive functional at infinity, A∞ < ∞, imply the finiteness of the
expectation of A∞. To be more precise, we will be interested in sufficient conditions on
the function F such that Px(A∞ < ∞) for all x ∈ R
d implies that ExA∞ < ∞ for all
x ∈ Rd. In the case of an isotropic α-stable process X this question was investigated in
[15], cf. Theorem 4.15. The result of that theorem was further used to study the relative
entropy of Px and the probability measure induced by a purely discontinuous Girsanov
transform of the stable process X , see [15, Theorem 1.2].
The goal of this paper is to extend the results of [15] from the stable process to a
rather large class of subordinate Brownian motions. Instead of the strict scaling property
enjoyed by the stable process, we will impose as a substitute the weak global scaling con-
dition. More precisely, let W = (Wt,Px) be a d-dimensional Brownian motion running
twice as fast as the standard Brownian motion, d ≥ 1, and let S = (St)t≥0 be an indepen-
dent subordinator with the Laplace exponent φ. The process X = (Xt,Px) defined by
Xt := WSt is called a subordinate Brownian motion. It is an isotropic Le´vy process with
∗Research supported in part by the Croatian Science Foundation under the project 3526
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the characteristic exponent ψ(ξ) = φ(|ξ|2). Since any Le´vy process is completely charac-
terized by its characteristic exponent, we will, without loss of generality, throughout the
paper assume that the subordinate Brownian motion X = (Ω,M,Mt, θt, Xt,Px) is de-
fined on the Skorokhod path space Ω = D([0,∞),Rd) of cadlag functions ω : [0,∞)→ Rd
with Xt(ω) = ω(t) being projections,M = σ (∪t≥0Mt), and the shift (θtω)(s) = ω(s+ t).
Our main assumption on the Laplace exponent φ is the following global scaling con-
dition: There exist constants 0 < δ1 ≤ δ2 < 1 ∧
d
2
and a1, a2 > 0 such that
a1λ
δ1 ≤
φ(λx)
φ(x)
≤ a2λ
δ2 , λ ≥ 1, x > 0. (1.1)
Recall that the Laplace exponent φ is a Bernstein function satisfying φ(0) = 0, which
implies the representation
φ(λ) = bλ+
∫
(0,∞)
(1− e−λt)µ(dt) , λ > 0 ,
where µ is the Le´vy measure of φ. Under (1.1) we have b = 0 and φ(s) ≥ a−12 s
δ2 for
s ∈ (0, 1). The latter implies that X is transient, cf. (3.1). The function φ is called a
complete Bernstein function if µ(dt) = µ(t)dt with a completely monotone density µ(t),
cf. [14]. For simplicity, let Φ(s) := φ(s−2)−1.
Let F : Rd × Rd → [0,∞) be symmetric and bounded. The next condition on F will
be crucial for our results: Assume that there are constants C > 0 and β > 1 such that
F (x, y) ≤ C
Φ(|x− y|)β
1 + Φ(|x|)β + Φ(|y|)β
, for all x, y ∈ Rd. (1.2)
In the context of elliptic diffusion, the analog of (1.2) is sometimes called the Fuchsian
condition, cf. [1]. The main result of this paper is the following theorem.
Theorem 1.1. Suppose that X is the subordinate Brownian motion via the subordinator
whose Laplace exponent is a complete Bernstein function and satisfies (1.1). Let β > 1
and assume that F : Rd×Rd → [0,∞) is bounded, symmetric and satisfies condition (1.2).
Let AFt =
∑
0<s≤t F (Xs−, Xs). If Px(A
F
∞ <∞) = 1 for all x ∈ R
d, then supx∈Rd Ex[A
F
∞] <
∞.
It is easy to see, cf. [15, Remark 4.16] in the stable case, that there exists F satisfying
(1.2) such that Ex[A∞] =∞. Of course, in this case it cannot hold that Px(A∞ <∞) = 1.
On the other hand, condition (1.2) is almost necessary for the validity of Theorem 1.1.
We first need the following definition.
Definition 1.2. Let C > 0 and let F˜ : [0,∞)→ [0, 1] be a bounded non-negative function
such that F˜ (0) = 0. A bounded symmetric function F : Rd × Rd → R vanishing on the
diagonal is in the class I(C, F˜ ) if
|F (x, y)| ≤ CF˜ (|x− y|) for all x, y ∈ Rd. (1.3)
Theorem 1.3. Suppose that X is the subordinate Brownian motion via the subordinator
whose Laplace exponent is a complete Bernstein function and satisfies (1.1). For every
β > 1 there exist a non-negative bounded function F ∈ I(1,Φ(·)β ∧ 1) such that AF∞ :=∑
s>0 F (Xs−, Xs) <∞ Px-a.s., but Ex[A
F
∞] =∞, for all x ∈ R
d.
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Proofs of Theorems 1.1 and 1.3 follow the roadmap traced in [15] in the case of the
stable process. Of course, due to the fact that neither the jumping kernel nor the Green
function are known explicitly in the current situation, and the lack of exact scaling, the
proofs are technically more involved and challenging. The main new technical contribu-
tion is the proof of Lemma 2.3. This lemma is used to prove a Harnack inequality for
F -harmonic functions with a uniform constant in the class of scaled processes. These
results are shown in Section 2 under weak scaling at infinity only. Proofs of Theorems
1.1 and 1.3 are given in Sections 3 and 4 respectively.
As an application of Theorem 1.1 we study the question of finiteness of relative entropy
of probability measure Px and the probability measure induced by a purely discontinuous
Girsanov transform of the process X . Recall that the subordinate Brownian motion
X = (Ω,M,Mt, θt, Xt,Px) is defined on the Skorokhod path space Ω = D([0,∞),R
d).
Definition 1.4 ([3, 16]). (a) The class J(X) consists of all bounded, symmetric func-
tions F : Rd × Rd → R which vanish on the diagonal and satisfy
lim
t→0
sup
x∈Rd
Ex
[∫ t
0
∫
Rd
|F (Xs−, y)|j(|Xs− − y|) dy ds
]
= 0.
(b) The class I2(X) consists of all bounded, symmetric functions F : R
d × Rd → R
which vanish on the diagonal and satisfy for all x ∈ Rd and t > 0
Ex
[∑
s≤t
F 2(Xs−, Xs)
]
= Ex
[∫ t
0
∫
Rd
F 2(Xs−, y)j(|Xs− − y|) dy ds
]
<∞.
It is straightforward to see that J(X) ⊂ I2(X). It is shown in [16] that for F ∈ I2(X)
satisfying infx,y∈Rd F (x, y) > −1 one can construct a martingale additive functionalM
F =
(MFt )t≥0 such that the quadratic variation of M is given by
[MF ]t =
∑
0<s≤t
F 2(Xs−, Xs) .
The Dolean-Dade exponential of MF defined by LFt := E(M
F
t ) is under each Px a non-
negative local martingale, hence a supermartingale. We refer the reader to [16, Section
2] for details. It is proved in [13, p.474] that there exists a family (P˜x)x∈Rd of (sub)-
probability measures on M such that
dP˜x|Mt = L
F
t dPx|Mt for all t ≥ 0 .
Under these measures X is a strong Markov process. We will write X˜ = (X˜t,M.Mt, P˜x)
to denote this process and call it the purely discontinuous Girsanov transform of X . Since
LFt > 0, the measures Px and P˜x are absolutely continuous on each Mt. The question
when these measures are absolutely continuous on the whole time interval [0,∞) was
answered in [15, Theorem 1.1] (for general conservative symmetric right Markov process
in Rd). In particular, the relative entropy of measures Px and P˜x, H(Px; P˜x) <∞ if and
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only if Ex
[∑
t>0 F
2(Xs−, Xs)
]
< ∞. Recall that the relative entropy of two measures ν
and µ is defined as
H(ν;µ) =

∫
dν
dµ
log
dν
dµ
dµ =
∫
log
dν
dµ
dν if ν ≪ µ,
+∞ otherwise.
By using Theorems 1.1 and 1.3 we can prove the following analogs of [15, Theorems 1.2
and 1.3].
Theorem 1.5. Suppose that X is the subordinate Brownian motion via the subordinator
whose Laplace exponent is a complete Bernstein function and satisfies (1.1).
(a) Let F ∈ I2(X) and infx,y∈Rd F (x, y) > −1. Then either P˜x ⊥ Px or P˜x ∼ Px. If
P˜x ∼ Px, and if there exist C > 0 and β > 1/2 such that
0 ≤ F (x, y) ≤ C
Φ(|x− y|)β
1 + Φ(|x|)β + Φ(|y|)β
, for all x, y ∈ Rd , (1.4)
then H(Px; P˜x) <∞.
(b) For each γ and β satisfying 0 < γ < 1/2 < β there exists F ∈ I2(X) such satisfying
F (x, y) ≤
1
2
Φ(|x− y|)β
1 + Φ(|x|)γ + Φ(|y|)γ
, for all x, y ∈ Rd , (1.5)
such that Px ≪ P˜x and H(Px; P˜x) =∞.
The proof of Theorem 1.5 is given in Section 5.
We end this introduction by mentioning another generalization of [15] that came to
our attention after finishing this paper. In his master thesis [12], the author studies the
situation when the additive functional is a sum of a continuous and a purely discontin-
uous additive functional, and generalizes [15, Theorem 1.1] to this setting. Under two
additional conditions, unavoidable set condition and uniform Harnack inequality, he also
generalizes [15, Theorem 1.2]. These results are disjoint from the ones presented in this
paper.
2 Harnack inequality for F -harmonic functions
As in the introduction, letW = (Wt,Px) be the standard d-dimensional Brownian motion
and S = (St) an independent subordinator with the Laplace exponent φ, no drift and
the infinite Le´vy measure µ(dt). Without loss of generality we assume that φ(1) = 1.
The subordinate Brownian motion X is defined by Xt := WSt . It is an isotropic Le´vy
process with the characteristic exponent ψ(ξ) = φ(|ξ|2), ξ ∈ Rd, and the Le´vy measure
ν(dx) = j(x)dx where the radial density j(x) = j(|x|) is given by
j(r) =
∫ ∞
0
(4pit)−d/2e−
r2
4t µ(dt) .
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The process X has continuous transition densities given by
p(t, x, y) =
∫
(0,∞)
(4pis)−d/2e−
|x−y|2
4s P(St ∈ ds),
and is therefore strongly Feller.
We recall that for every Bernstein function φ it holds that
(1 ∧ λ)φ(x) ≤ φ(λx) ≤ (1 ∨ λ)φ(x), λ > 0, x > 0. (2.1)
In this section we assume that φ satisfies the following weak scaling condition at infinity:
There exist constants 0 < δ1 ≤ δ2 < 1 ∧
d
2
and a1, a2 > 0 such that
a1λ
δ1 ≤
φ(λx)
φ(x)
≤ a2λ
δ2 , λ ≥ 1, x > 1. (2.2)
Note that this condition is weaker than the one in (1.1). Furthermore, we assume that
X is transient. According to the Chung-Fuchs type criterion this is equivalent to∫ 1
0
s
d
2
−1
φ(s)
ds <∞ , (2.3)
and imposes an additional assumption only in cases d = 1 and d = 2.
Recall that Φ(s) = φ(s−2)−1. When φ satisfies (2.2), then
Φ(s) ≤ a−11 s
2δ1 , for all s ∈ (0, 1] . (2.4)
Let Br = B(0, r) be the ball of radius r > 0 centered at the origin, δBr(x) the distance
of x to the boundary ∂Br, and let GBr denote the Green function of the process X killed
upon exiting Br. Let further,
PBr(x, z) =
∫
Br
GBr(x, y)j(|y − z|) dy , x ∈ Br, z ∈ Br
c
,
be the Poisson kernel of the ball Br. We will need the following three estimates of the
Le´vy density j(r), Green function GBr and the Poisson kernel PBr : If φ is a complete
Bernstein function satisfying (2.2), then there exist constants C1 ≥ 1, C2 ≥ 1 and C3 > 0,
depending only on dimension d and the constants a1, a2, δ1, δ2 from (2.2), such that for
all r ∈ (0, 1],
C−11 r
−dΦ(r)−1 ≤ j(r) ≤ C1r
−dΦ(r)−1 , (2.5)
C−12
Φ(|x− y|)
|x− y|d
(
1 ∧
Φ(δBr(x))
1
2Φ(δBr(y))
1
2
Φ(|x− y|)
)
≤ GBr(x, y) (2.6)
≤ C2
Φ(|x− y|)
|x− y|d
(
1 ∧
Φ(δBr(x))
1
2Φ(δBr(y))
1
2
Φ(|x− y|)
)
, x, y ∈ Br,
Pr(0, z) ≥ C3j(|z|)Φ(r) , z ∈ Br
c
(2.7)
See [8, Lemma 3.2] for (2.5), [7, Theorem 1.2] for (2.6) (cf. also [10, Proposition 7.5]),
and [9, Lemma 2.6] for (2.7). Note that in those results it is stated that the constant
depends on φ, but a closer inspection of the proof reveals that the dependence on φ is
only through the constants in (2.2). As a consequence of (2.6) we have the following
estimates.
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Lemma 2.1. There exists a constant C4 = C4(a1, a2, δ1, δ2, d) such that for every r ∈
(0, 1],
GBr(x, y)GBr(z, w)
GBr(x, w)
≤

C4Φ(|x− y|)Φ(|z − w|)
Φ(|x− w|)
|x− w|d
|x− y|d|z − w|d
, (x, w) ∈ Er,
C4Φ(|x− y|)
1
2Φ(|z − w|)
1
2
|x− w|d
|x− y|d|z − w|d
, (x, w) 6∈ Er,
(2.8)
where Er = {(x, w) ∈ Br ×Br : |x− w| ≤
1
2
max{δBr(x), δBr(w)}}.
Proof. We use the Green function estimates (2.6). First, let (x, w) ∈ Er and without loss
of generality let δBr(w) ≤ δBr(x). From (2.6) we get
GBr(x, y)GBr(z, w)
GBr(x, w)
≤ c1
Φ(|x− y|)Φ(|z − w|)
Φ(|x− w|) ∧ (Φ(δBr(x))
1
2Φ(δBr(w))
1
2 )
|x− w|d
|x− y|d|z − w|d
.
Since 1
2
δBr(x) ≥ |x−w| ≥ δBr(x)−δBr(w), it follows that δBr(w) ≥
1
2
δBr(x) and therefore,
Φ(|x− y|) ≤ Φ(1
2
δBr(x)) ≤ Φ(δBr(x))
1
2Φ(δBr(w))
1
2 .
This implies (2.8) in the first case. On the other hand, if (x, w) 6∈ Er then
Φ(|x− y|) ≥ Φ(1
2
δBr(x))
1
2Φ(1
2
δBr(w))
1
2
(2.1)
≥ 1
4
Φ(δBr(x))
1
2Φ(δBr(w))
1
2 .
Therefore, by (2.6)
GBr(x, w) ≥ c2
Φ(δBr(x))
1
2Φ(δBr(w))
1
2
|x− w|d
.
Furthermore, since δBr(y) ≤ 2(δBr(x) ∨ |x− y|), (2.6) implies that
GBr(x, y) ≤ c3
Φ(|x− y|)
1
2Φ(δBr(x))
1
2
|x− y|d
.
and analogously,
GBr(z, w) ≤ c3
Φ(|z − w|)
1
2Φ(δBr(w))
1
2
|z − w|d
.
Using these three estimates of the Green function, we get (2.8) in the second case. ✷
Lemma 2.2. Let F˜ : [0,∞)→ [0, 1] be a non-negative bounded function such that F˜ (0) =
0 and ∫ 1
0
F˜ (s)
Φ(s)s
ds <∞ . (2.9)
(a) If A˜t :=
∑
0<s≤t F˜ (|Xs −Xs−|), then ExA˜t = ct where c =
∫
Rd
F˜ (|y|)j(|y|)dy. Conse-
quently, limt→0 supx∈Rd ExA˜t = 0.
(b) Let C > 0, suppose that F ∈ I(C, F˜ ) and define AFt :=
∑
0<s≤t F (Xs−, Xs). Then
limt→0 supx∈Rd Ex|A
F
t | = 0, i.e., F ∈ J(X).
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Proof. (a) By the the Le´vy system formula we have
Ex[A˜t] = Ex
[∑
s≤t
F˜ (|Xs −Xs−|)
]
= Ex
[∫ t
0
∫
Rd
F˜ (|y −Xs−|)j(|y −Xs−|) dy ds
]
= Ex
[∫ t
0
h(Xs) ds
]
where
h(y) :=
∫
Rd
F˜ (|y − z|)j(|y − z|) dz =
∫
Rd
F˜ (|z|)j(|z|) dz
≤ c1
∫
|z|≤1
F˜ (|z|)
Φ(|z|)|z|d
dz +
∫
|z|>1
j(|z|) dz = c2 <∞.
Here the second line follows from (2.5) and the assumption (2.9). Therefore, Ex[A˜t] = ct
with c :=
∫
Rd
F˜ (|y|)j(|y|)dy.
(b) This follows directly from (a). ✷
By using (2.4), it is straightforward to check that for any β > 1, the function F˜ (s) :=
Φ(s)β ∧ 1 satisfies the assumptions of the previous lemma.
Lemma 2.3. Let β > 1, C > 0 and F˜ (s) := Φ(s)β ∧ 1. For every ε > 0 there exists
a constant r0 = r0(d, a1, a2, δ1, δ2, β, C, ε) ∈ (0, 1] such that for every r ∈ (0, r0] and
F ∈ I(C, F˜ )
sup
x,w∈Br
∫
Br
∫
Br
GBr(x, y)GBr(z, w)
GBr(x, w)
|F (y, z)|j(|y − z|) dz dy < ε.
Proof. The ratio of Green functions in the integral above is by Lemma 2.1 less than or
equal to the sum of two expressions on the right-hand side of (2.8). Hence it suffices to
separately estimate the integral when the ratio is replaced by either of the two expressions.
Let 0 < s ≤ t ≤ 1. First note that it follows from (2.1) that for d ≥ 2,
φ(s−2)sd ≤
t2
s2
φ(t−2)sd ≤ φ(t−2)td, (2.10)
and in case of d = 1 it follows from (2.2) that
sφ(s−2) ≤ a2s
(
t
s
)2δ2
φ(t−2) ≤ a2s
(
t
s
)
φ(t−2) = a2tφ(t
−2) . (2.11)
Furthermore, for d ≥ 1 and all 0 < s ≤ t ≤ 1,
φ((s+ t)−2)(s+ t)d ≤ 2dφ(t−2)td ≤ 2d(φ(s−2)sd + φ(t−2)td) . (2.12)
By using first (2.10) (respectively (2.11) in case d = 1), and then (2.12) we get∫
Br
∫
Br
Φ(|x− y|)Φ(|z − w|)
Φ(|x− w|)
|x− w|d
|x− y|d|z − w|d
|F (y, z)|j(|y − z|) dy dz
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≤ c1
∫
Br
∫
Br
Φ(|z − w|)
|z − w|d
|F (y, z)|j(|y − z|) dy dz
+ c1
∫
Br
∫
Br
Φ(|x− y|)Φ(|z − w|)
Φ(|y − z|)
|y − z|d
|x− y|d|z − w|d
|F (y, z)|j(|y − z|) dy dz
+ c1
∫
Br
∫
Br
Φ(|x− y|)
|x− y|d
|F (y, z)|j(|y − z|) dy dz =: c1(I1 + I2 + I3),
for some c1 = c1(d). By (2.5), for x, w ∈ Br
I1 ≤ c2
∫
B(w,2r)
Φ(|z − w|)
|z − w|d
(∫
B(z,2r)
|F (y, z)|
Φ(|y − z|)|y − z|d
dy
)
dz
≤ c3
∫ 2r
0
Φ(s)
s
ds ·
∫ 2r
0
Φ(s)β
Φ(s)s
ds
(2.2)
≤
c3
aβ1
(2r)−2δ1βΦ(2r)β
∫ 2r
0
s2δ1−1 ds ·
∫ 2r
0
s2δ1(β−1)−1 ds
(2.1)
≤
c34
β−1
aβ1δ
2
1(β − 1)
Φ(r)β.
Note that the same upper bound holds for I3. For the integral I2 it follows by (2.5) that
I2 ≤ c4
∫
Br
Φ(|x− y|)
|x− y|d
(∫
Br
Φ(|z − w|)
|z − w|d
Φ(|y − z|)β−2 dz
)
dy.
Without loss of generality, assume β ∈ (1, 2). It follows that that
I2 ≤ c4
∫
Br
Φ(|x− y|)
|x− y|d

∫
|z|<r
|z−w|<|y−z|
Φ(|z − w|)
|z − w|d
Φ(|y − z|)β−2 dz
 dy
+ c4
∫
Br
Φ(|x− y|)
|x− y|d

∫
|z|<r
|z−w|≥|y−z|
Φ(|z − w|)
|z − w|d
Φ(|y − z|)β−2 dz
 dy
≤ c6
∫
B(x,2r)
Φ(|x− y|)
|x− y|d
 ∫
B(w,2r)
Φ(|z − w|)β−1
|z − w|d
dz
 dy
+ c6
∫
B(x,2r)
Φ(|x− y|)
|x− y|d
 ∫
B(y,2r)
Φ(|z − y|)β−1
|z − y|d
dz
 dy
≤ c7
∫ 2r
0
Φ(s)
s
ds
∫ 2r
0
Φ(s)β−1
s
ds
(2.2)
≤
c74
β−1
aβ1δ
2
1(β − 1)
Φ(r)β.
Furthermore, by using the inequality (s+ t)d ≤ 2d(sd + td), we have∫
Br
∫
Br
Φ(|x− y|)
1
2Φ(|z − w|)
1
2
|x− w|d
|x− y|d|z − w|d
|F (y, z)|j(|y − z|) dy dz
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≤ c8
∫
Br
∫
Br
Φ(|x− y|)
1
2
Φ(|z − w|)
1
2
|z − w|d
|F (y, z)|j(|y − z|) dy dz
+ c8
∫
Br
∫
Br
Φ(|x− y|)
1
2Φ(|z − w|)
1
2
|y − z|d
|x− y|d|z − w|d
|F (y, z)|j(|y − z|) dy dz
+ c8
∫
Br
∫
Br
Φ(|z − w|)
1
2
Φ(|x− y|)
1
2
|x− y|d
|F (y, z)|j(|y − z|) dy dz =: c8(I4 + I5 + I6).
Similarly as in the case of integral I1 it follows that
I4 ≤ c9Φ(2r)
1
2
∫
B(w,2r)
Φ(|z − w|)
1
2
|z − w|d
(∫
B(z,2r)
Φ(|y − z|)β
Φ(|y − z|)|y − z|d
dy
)
dz
≤ c10Φ(r)
1
2
∫ 2r
0
Φ(s)
1
2
s
ds ·
∫ 2r
0
Φ(s)β−1
s
ds
(2.2)
≤ c11Φ(r)
β
and analogously I6 ≤ c11Φ(r)
β. Finally, since Φ is increasing and β > 1,
I5 ≤ c9
∫
Br
Φ(|x− y|)
1
2
|x− y|d
(∫
Br
Φ(|z − w|)
1
2
|z − w|d
Φ(|y − z|)β−1 dz
)
dy
≤ c12Φ(r)
β−1
(∫ 2r
0
Φ(s)
1
2
s
ds
)2
(2.2)
≤ c13Φ(r)
β.
Combining the above inequalities, and by using the estimates from Lemma 2.1, we get
that for r ≤ 1,
sup
x,w∈Br
∫
Br
∫
Br
GBr(x, y)GBr(z, w)
GBr(x, w)
|F (y, z)|j(|y − z|) dz dy ≤ c14Φ(r)
β
(2.2)
≤
c14
a1
r2δ1β ,
(2.13)
where the constant c14 depends only on d, a1, a2, δ1, δ2, C and β. By choosing r0 such that
c14a
−1
1 r
2δ1β
0 < ε, we finish the proof. ✷
Let F : Rd×Rd → [0,∞) be bounded and symmetric and set AFt :=
∑
0<s≤t F (Xs−, Xs).
For x, w ∈ B(x0, r), let P
w
x denote the law of the h-transformed killed process X
B(x0,r)
with respect to the excessive function GB(x0,r)(·, w), i.e. the process X
B(x0,r) conditioned
to die at {w}. By [3, Proposition 3.3] it holds that
E
w
x
[∑
s≤t
F (X
B(x0,r)
s− , X
B(x0,r)
s )
]
= Ex
[∫ t
0
∫
B(x0,r)
F (X
B(x0,r)
s , z)GB(x0,r)(z, w)
GB(x0,r)(x, w)
j(|XB(x0,r)s − z|) dz ds
]
. (2.14)
Let ζ = τB(x0,r)\{w} denote the lifetime of X under the conditional probability P
w
x . Then
it follows from (2.14) that
E
w
x
[∑
s<ζ
F (Xs−, Xs)
]
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= Ex
[∫ τB(x0,r)
0
∫
B(x0,r)
F (Xs, z)GB(x0,r)(z, w)
GB(x0,r)(x, w)
j(|Xs − z|) dz ds
]
=
∫
B(x0,r)
∫
B(x0,r)
GB(x0,r)(x, y)GB(x0,r)(z, w)
GB(x0,r)(x, w)
F (y, z)j(|y − z|) dz dy. (2.15)
Lemma 2.4. Let β > 1, and F˜ (s) := Φ(s)β ∧ 1. Assume that F is non-negative and
F ∈ I(C, F˜ ), let ε > 0 and denote by r0 = r0(d, a1, a2, δ1, δ2, β, C, ε) > 0 the constant
from Lemma 2.3. Then for r ≤ r0 and τ = τB(x0,r) it holds that
e−ε ≤ Ewx
[
e−A
F
τ
]
≤ 1.
Proof. Let r ≤ r0. By (2.15) and Lemma 2.3 we see that E
w
x [A
F
τ ] < ε. By Jensen’s
inequality, it follows that
E
w
x [e
−AFτ ] ≥ e−E
w
x [A
F
τ ] ≥ e−ε.
✷
Definition 2.5. Let F be a non-negative, symmetric function on Rd×Rd and set AFt :=∑
0<s≤t F (Xs−, Xs). We say that a non-negative function u : R
d → [0,∞) is F -harmonic
in a bounded open set D with respect to X if for every open set V ⊂ V ⊂ D the following
mean-value property holds:
u(x) = Ex
[
e−A
F
τV u(XτV )
]
, for all x ∈ V.
The function u is regular F -harmonic in D if u(x) = Ex
[
e−A
F
τDu(XτD)
]
for all x ∈ D.
We note that the standard argument using the strong Markov property shows that
any regular F -harmonic function u is also F -harmonic in D.
Next we prove the Harnack inequality for non-negative F -harmonic functions.
Theorem 2.6. Let D ⊂ Rd be a bounded open set and K ⊂ D a compact subset of
D. Fix β > 1 and C > 0, and let F˜ (s) = Φ(s)β ∧ 1. There exists a constant C5 =
C5(d, a1, a2, δ1, δ2, β, C,D,K) > 1 such that for every F ∈ I(C, F˜ ) and every u : R
d →
[0,∞) which is F -harmonic with respect to X in D, it holds that
C−15 u(x) ≤ u(y) ≤ C5u(x), x, y ∈ K.
Proof. Set ρ0 = r0 ∧
dist(K,Dc)
2
where r0 = r0(d, a1, a2, δ1, δ2, β, C, ln(2)) is the constant
from Lemma 2.3. Let x ∈ K, r ∈ (0, ρ0] and τ = τB(x,r). By [4, Theorem 2.4], for every
y ∈ B(x, r),
u(y) = Ey
[
u(Xτ )e
−AFτ
]
= Ey
[
u(Xτ )E
Xτ−
y
[
e−A
F
ζ
]]
,
where ζ = τB(x,r)\{v} and v = Xτ−. By Lemma 2.4,
1
2
≤ EXτ−x
[
e−A
F
ζ
]
≤ 1, implying that
for every y ∈ B(x, r)
1
2
Ey[u(Xτ )] ≤ u(y) ≤ Ey[u(Xτ )]. (2.16)
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If y ∈ B(x, r
2
), then by [9, Proposition 2.3] for a = 1
2
,
Ex[u(Xτ )] =
∫
B(x,r)c
PB(x,r)(x, z)u(z) dz
≤ c1
∫
B(x,r)c
PB(x,r)(y, z)u(z) dz
= c1Ey[u(Xτ)],
where the constant c1, although not explicitly mentioned in the statement of the theorem,
depends only on d, a1, a2, δ1 and δ2. Analogously,
Ex[u(Xτ)] ≥ c
−1
1 Ey[u(Xτ )].
Combining the last two estimates with (2.16) yields
1
2
c−11 u(y) ≤ u(x) ≤ 2c1u(y), y ∈ B(x, r/2). (2.17)
In particular, (2.17) holds for r = ρ0.
Now pick z ∈ K such that z ∈ B(x, ρ0
2
)c. Let B1 = B(x,
ρ0
4
) and B2 = B(z,
ρ0
4
) and
note that B1 ∩B2 = ∅. It follows that
u(z)
(2.16)
≥
1
2
Ez[u(XτB2 )]
=
1
2
∫
Bc2
u(y)PB2(z, y) dy
≥
1
2
∫
B1
u(y)PB2(z, y) dy
(2.17)
≥
1
4c1
u(x)
∫
B1
PB2(z, y) dy
By (2.7) it follows that
PB2(z, y) ≥ c2j(|z − y|)Φ(
ρ0
4
), y ∈ B(z, ρ0
4
)
c
,
for some c2 = c2(d, a1, a2, δ1, δ2). Furthermore, since j is decreasing it follows that
u(z) ≥
c2
4c1
j (diam(K))Φ
(ρ0
4
)
|B(0, 1)|(ρ0/4)
du(x)
(2.5)
≥ c3
Φ
(
ρ0
4
)
Φ (diam(K))
(
ρ0
diam(K)
)d
u(x)
(2.2)
≥ c4
(
ρ0
diam(K)
)2δ1+d
u(x).
Analogously, u(x) ≥ c4
(
ρ0
diam(K)
)2δ1+d
u(z). Together with (2.17) this proves the theorem.
✷
Remark 2.7. It is clear from the proof that the dependence of C5 on K and D is only
through the ratio ρ0/diam(K) = (r0 ∧
1
2
dist(K,Dc))/diam(K).
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3 Proof of Theorem 1.1
In this section we assume that φ is a complete Bernstein functions satisfying the global
weak scaling condition (1.1). Note that (1.1) implies that∫ 1
0
s
d
2
−1
φ(s)
ds ≤ a2
∫ 1
0
s
d
2
−δ2−1 ds <∞ , (3.1)
so by the Chung-Fuchs type criterion it follows that X is transient. As in the previous
section, we assume that φ(1) = 1.
For each R > 0 define
φR(s) =
φ(R−2s)
φ(R−2)
, s > 0,
and note that the function φR is also a complete Bernstein function satisfying the scaling
condition (1.1) with same constants. Also, for s > 0 let ΦR(s) := (φR(s−2))−1 and Φ :=
Φ1. Denote by XR the subordinate Brownian motion with the characteristic exponent
ψR(ξ) = φR(|ξ|2), ξ ∈ Rd, and note that
(XRt )t≥0
D
= (R−1Xt/φ(R−2))t≥0. (3.2)
Since the Laplace exponent of XR satisfies (1.1) with the same constants, the definitions
and the results of Section 2 apply to all XR simultaneously. The notions related to the
process XR will have the superscript R. For example, if F : Rd × Rd → [0,∞), we let
AR,Ft =
∑
0<s≤t
F (XRs−, X
R
s ) ,
so that A1,F = AF . Similarly, for a Borel set D ⊂ Rd, we let τRD = inf{t > 0 : X
R
t /∈ D}
be the first exit time from D, so that τ 1D = τD.
Further, for u : Rd → [0,∞), F : Rd × Rd → [0,∞), D ⊂ Rd, and any R > 0, set
uR(x) := u(Rx) , FR(x, y) := F (Rx,Ry) , DR := {Rx : x ∈ D} .
The following lemma is a crucial result relating regular F -harmonic function with respect
to X with regular FR-harmonic functions with respect to X
R.
Lemma 3.1. Let D be a bounded open set in Rd, R > 0, ζ := τDR and η := τ
R
D . Assume
that u is regular F -harmonic in DR for X, i.e.
u(x) = Ex
[
e−A
F
ζ u(Xζ)
]
for all x ∈ DR. (3.3)
Then uR is regular FR-harmonic in D for X
R, i.e.
uR(x) = Ex
[
e−A
R,FR
η uR(X
R
η )
]
for all x ∈ D.
Proof. Note that the Px-distribution of (RX
R
t )t≥0 is equal to the PRx-distribution of
(XtΦ(R))t≥0. From this identity it follows that the Px-distribution of the pair (η, RX
R
η )
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is equal to the PRx-distribution of (ζ/Φ(R), Xζ). Using these scaling identities in the
second line and a change of variables in the third line we get
Ex
[
e−A
R,FR
η uR(X
R
η )
]
= Ex
[
e−
∑
s≤η F (RX
R
s−,RX
R
s )u(RXRη )
]
= ERx
[
e−
∑
s≤ζ/Φ(R) F (XΦ(R)s−,XΦ(R)s)u(Xζ)
]
= ERx
[
e−
∑
s≤ζ F (Xs−,Xs)u(Xζ)
]
(3.3)
= u(Rx) = uR(x).
✷
The analog of the following lemma is proved in [15], so we omit the proof.
Lemma 3.2. [15, Lemma 4.10] Let D ⊂ Rd be a bounded open set and assume that
F (1), F (2) are two non-negative symmetric functions on Rd×Rd vanishing on the diagonal
such that
F (1)(x, y) = F (2)(x, y) for all (x, y) ∈ (D × Rd) ∪ (Rd ×D).
Then u is (regular) F (1) -harmonic in D if, and only, if u is (regular) F (2)-harmonic in
D.
Lemma 3.3. Let β > 1 and R ≥ 1. Assume that F : Rd × Rd → [0,∞) is symmetric,
bounded and satisfies (1.2).
(a) Then FR is symmetric, bounded and satisfies FR(x, y) ≤ CΦ
R(|x − y|)β for all
(x, y) ∈ (B(0, 1)c × Rd) ∪ (Rd × B(0, 1)c).
(b) For a bounded open set D ⊂ B(0, 1)c let
F̂R(x, y) =
{
FR(x, y) if (x, y) ∈ (D × R
d) ∪ (Rd ×D)
0 otherwise.
Then F̂R is symmetric, bounded and satisfies F̂R(x, y) ≤ CΦ
R(|x − y|)β for all
x, y ∈ Rd.
Proof. (a) Clearly, FR is symmetric and bounded. Further, for |x| ≥ 1 or |y| ≥ 1, we
have
FR(x, y) = F (Rx,Ry) ≤ C
Φ(|Rx− Ry|)β
1 + Φ(|Rx|)β + Φ(|Ry|)β
= C
ΦR(|x− y|)β
Φ(R)−β + ΦR(|x|)β + ΦR(|y|)β
≤ CΦR(|x− y|)β.
(b) This immediately follows from (a). ✷
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For a Borel set C ⊂ Rd let TC = inf{t > 0 : Xt ∈ C} be its hitting time. If 0 < a < b,
let V (0, a, b) := {x ∈ Rd : a < |x| < b} be the open annulus, and denote by V (0, a, b) its
closure.
Lemma 3.4. There exists a positive integer M = M(d, δ1, a1) ≥ 2 such that for every
strictly increasing sequence of positive numbers (Rn)n≥1 satisfying limn→∞Rn = ∞ it
holds that
Px
(
lim sup
n→∞
{TV (0,Rn,MRn) <∞}
)
= 1 for all x ∈ Rd.
Let Vn := V (0, Rn,MRn). Lemma 3.4 says that Px ({TVn <∞} infinitely often) = 1,
i.e. with Px probability 1, the process X visits infinitely many of the sets Vn.
Proof of Lemma 3.4. By [5, Corollary 2], there exists c = c(d) such that for all 0 < s ≤
r/2 and all x ∈ B(0, s),
Px(|XτB(0,s) | ≥ r) ≤ c
φ(r−2)
φ(s−2)
≤ ca−11
(s
r
)2δ1
,
where the second inequality follows from (1.1). Choose M ≥ 2 as the smallest integer
such that M ≥ (a1/2c)
1/2δ1 . Then Px(|XτB(0,s) | > Ms) ≤ 1/2 implying that for all s > 0
and all x ∈ B(0, s),
Px
(
XτB(0,s) ∈ V (0, s,Ms)
)
≥
1
2
.
In particular, for every n ≥ 1,
Px(T∪∞m=1Vm <∞) ≥ Px(TVn <∞) ≥ Px(XτB(0,Rn) ∈ Vn) ≥
1
2
, for all x ∈ B(0, Rn) .
Since the family of balls (B(0, Rn))n≥1 covers R
d, by using the same argument as in [6,
Proposition 2.5], we see that Px(T∪∞m=1Vm <∞) = 1 for all x ∈ R
d.
Let Ck :=
⋃
n≥k Vn. From the conclusion above we see that Px(TCk < ∞) = 1 for
every x ∈ Rd and k ≥ 1. Obviously,{
TCk <∞
}
=
{
T⋃
n≥k Vn
<∞
}
=
⋃
n≥k
{
TVn <∞
}
.
Since this inclusion holds for all k ≥ 1, we get⋂
k≥1
{
TCk <∞
}
=
⋂
k≥1
⋃
n≥k
{
TVn <∞
}
= lim sup
n→∞
{
TVn <∞
}
.
Since Px(TCk <∞) = 1 we see
1 = Px
(⋂
k≥1
{
TCk <∞
})
= Px
(
lim sup
n→∞
{
TVn <∞
})
= Px
(
{TVn <∞} i.o.
)
.
✷
Before proving Theorem 1.1, we need to collect several facts that were proved in [15,
Section 3].
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Lemma 3.5. Let Y = (Yt,Px) be a strong Markov process with values in R
d. For a
bounded F : Rd × Rd → [0,∞) let AFt :=
∑
0<s≤t F (Xs−, Xs), and assume that Px(A
F
∞ <
∞) = 1 for all x ∈ Rd. Define u : Rd → [0, 1] by u(x) := Ex[e
−AF∞ ].
(a) ([15, Lemma 3.2]) Px(limt→∞ u(Yt) = 1) = 1 for all x ∈ R
d;
(b) ([15, Lemma 3.4]) For every open D ⊂ Rd, u is regular F -harmonic in D with
respect to Y ,
(c) ([15, Proposition 3.5]) If infx∈Rd u(x) > 0, then supx∈Rd Ex[A
F
∞] <∞;
(d) ([15, Proposition 3.6]) Assume that Y is strong Feller and that limt→0 supx∈Rd Ex[A
F
t ] =
0. Then u is continuous.
Proof of Theorem 1.1. It follows from (1.2) and (2.1) that F (x, y) ≤ 4βC(Φ(|x−y|)β∧1),
hence F ∈ I(4βC,Φ(·)β ∧ 1). Let u(x) := Ex[e
−AF∞ ]. By Lemma 3.5(b) and (d), and
Lemma 2.2 it follows that u is continuous and regular F -harmonic for X in every bounded
open set D ⊂ Rd. Furthermore, by Lemma 3.5(a), we have that limt→∞ u(Xt) = 1 Px-a.s.
In order to prove that supx∈Rd Ex[A
F
∞] is finite, by Lemma 3.5(c) it is enough to show
that infx∈Rd u(x) = c for some c > 0. Note that, since u is continuous, this is equivalent
to
lim inf
|x|→∞
u(x) > 0. (3.4)
Let D = V (0, 1, 2M + 1) = {x ∈ Rd : 1 < |x| < 2M + 1} and R ≥ 1. Since u
is regular F -harmonic in DR for X , we get from Lemma 3.1 that uR is regular FR-
harmonic in D for XR. Define F̂R as in Lemma 3.3(b). Since FR(x, y) = F̂R(x, y) for all
(x, y) ∈ (D×Rd)∪ (Rd×D), uR is by Lemma 3.2 also regular F̂R-harmonic in D for X
R.
Moreover, by Lemma 3.3, F̂R ∈ I(4
βC,ΦR(·)β ∧ 1). Hence it follows from Theorem 2.6
that with c = C5(d, a1, a2, δ1, δ2, β, C) > 1 it holds that
c−1uR(y) ≤ uR(x) ≤ cuR(y) for all x, y ∈ V (0, 2, 2M) .
Since R ≥ 1 was arbitrary, we conclude that
c−1u(y) ≤ u(x) ≤ cu(y) for all x, y ∈ V (0, 2R, 2RM) , (3.5)
for all R ≥ 1.
Suppose that (3.4) does not hold, i.e. that there exists a sequence (xn)n≥1 in R
d such
that |xn| → ∞ and limn→∞ u(xn) = 0. Then there exists an increasing sequence (kn)n≥1
such that xn ∈ Vn := V (0, 2
kn, 2knM) for every n ≥ 1. By Lemma 3.4, X hits infinitely
many sets Vn Px-a.s. Hence, for Px-a.e. ω there exists a subsequence (nl = nl(ω)) and a
sequence of times (tl = tl(ω)) such that Xtl(ω) ∈ Vnl. Therefore it follows from (3.5) that
c−1u(Xtl(ω)) ≤ u(xnl) ≤ cu(Xtl(ω)),
which implies that liml→∞ u(Xtl(ω)) = 0. But this is a contradiction with limt→∞
u(Xt) = 1
Px-a.s. Therefore, (3.4) holds. ✷
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4 Proof of Theorem 1.3
In this section we assume that φ is a complete Bernstein functions satisfying the global
weak scaling condition (1.1). Recall that under this condition X is transient. Then X
admits the radially decreasing Green function G(x, y) = G(|x − y|), x, y ∈ Rd. By [8,
Lemma 3.2(b)], there exists C6 = C6(d, a1, a2, δ1, δ2) ≥ 1 such that
C−16 r
−dΦ(r) ≤ G(r) ≤ C6r
−dΦ(r) , r > 0 . (4.1)
The invariant σ-field I is defined by
I = {Λ ∈M : θ−1t Λ = Λ for all t ≥ 0}.
Since X has transition densities p(t, x, y), the argument at the end of [15, Section 2] shows
that if I is trivial under Px for some x ∈ R
d, then it is trivial under Px for all x ∈ R
d.
Proof of Theorem 1.3: Fix γ and β so that 0 < γ < 1 < β. Since the function r 7→ Φ(r)1−γ
strictly increases from 0 to ∞, we can choose a sequence (xn)n≥1 of points in R
d such
that |xn| > 2
n and Φ(|xn|)
1−γ = 2nd for all n ≥ 1. Let rn = 2
−n|xn|+ 1 < |xn|. Consider
the family of balls {B(xn, rn)}n≥1. By [11, Lemma 2.5], (4.1) and (1.1)
P0(TB(xn,rn) <∞) ≤
|xn|
−dφ(|xn|
−2)−1
r−dn φ(r
−2
n )
−1
≤ a2
(
rn
|xn|
)d−2δ2
=
(
2−n|xn|+ 1
|xn|
)d−2δ2
≤ (2−n + 2−n)d−2δ2 = 2(1−n)(d−2δ2).
Hence,
∑
n≥1 P0(TB(xn,rn) <∞) <∞, implying by the Borel–Cantelli lemma that P0({TB(xn,rn) <
∞} i.o.) = 0. Therefore, X hits P0-a.s. only finitely many balls B(xn, rn). Let C :=⋃
n≥1B(xn, rn).
Define a symmetric bounded function F : Rd × Rd → [0,∞) by
F (y, z) :=

Φ(|y − z|)β
Φ(|y|)γ + Φ(|z|)γ
, y, z ∈ B(xn, rn) for some n, |y − z| ≤ 1
0, otherwise.
Note that F (y, z) ≤ Φ(|y − z|)β ∧ 1 for all y, z ∈ Rd. Thus, F ∈ I(1,Φ(·)β ∧ 1).
Let AFt :=
∑
s≤t F (Xs−, Xs), t ≥ 0. Then E0[A
F
t ] <∞ implying that P0(A
F
t <∞) =
1 for all t > 0. Since X visits only finitely many balls B(xn, rn), the last exit time from
the union
⋃
n≥1B(xn, rn) is finite, hence P0(A
F
∞ < ∞) = 1. Since {A
F
∞ < ∞} ∈ I, we
conclude that Px(A
F
∞ <∞) = 1 for all x ∈ R
d.
Further,
Ex[A
F
∞] = Ex
[∑
s>0
F (Xs−, Xs)
]
= Ex
[∫ ∞
0
∫
Rd
F (Xs−, z)j(|Xs− − z|) dz ds
]
= Ex
[∫ ∞
0
h(Xs) ds
]
= Gh(x) =
∫
Rd
h(y)G(x, y) dy,
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where
h(y) :=
∫
Rd
F (y, z)j(|y − z|) dz
If y /∈ C, then F (y, ·) = 0, implying that h(y) = 0. Let y ∈ B(xn, rn−1). Then |y| ≤ 2|xn|
and if z satisfies |z − y| < 1, then z ∈ B(xn, rn) and also |z| ≤ 2|xn|. Therefore, by use
of (2.5) in the first line and (1.1) in the second
h(y) ≥ c1
∫
z∈B(xn,rn),|z−y|≤1
Φ(|y − z|)β
Φ(|y|)γ + Φ(|z|)γ
|y − z|−dΦ(|y − z|)−1 dz
≥ c2
∫
|z−y|≤1
Φ(|y − z|)β−1|y − z|−d
Φ(|xn|)γ
dz ≥ c3Φ(|xn|)
−γ.
In the last inequality we have used that 0 <
∫
|z−y|≤1
Φ(|y−z|)β−1|y−z|−d dz <∞. Hence,
for |x| ≤ 1 we have |x− y| ≤ 4|xn|, so
Gh(x) =
∑
n≥1
∫
B(xn,rn)
h(y)G(x, y) dy
≥
∑
n≥1
∫
B(xn,rn−1)
h(y)G(|x− y|) dy
≥ c4
∑
n≥1
Φ(|xn|)
−γ
∫
B(xn,rn−1)
G(4|xn|) dy
≥ c5
∑
n≥1
Φ(|xn|)
−γ|4xn|
−dΦ(4|xn|)(rn − 1)
d
≥ c6
∑
n≥1
Φ(|xn|)
1−γ2−nd
= c6
∑
n≥1
2nd2−nd =∞.
This implies that Gh ≡ ∞. ✷
5 Proof of Theorem 1.5
In order to prove Theorem 1.5, we first collect several auxiliary results from the literature.
Let j(x, y) := j(|x− y|). The Dirichlet form (E ,F) of X is
F =
{
f ∈ L2(Rd, dx) :
∫
Rd
∫
Rd
(f(x)− f(y))2j(x, y) dx dy <∞
}
,
and
E(f, f) =
∫
Rd
∫
Rd
(f(x)− f(y))2j(x, y) dx dy, f ∈ F .
Let F ∈ I2(X) such that infx,y∈Rd F (x, y) > −1, and let X˜ = (X˜t,M,Mt, P˜x) be the
corresponding purely discontinuous Girsanov transform of X . It follows from [16, Lemma
17
2.1 and Theorem 2.5] that the semigroup of X˜ is symmetric (with respect to Lebesgue
measure), and that the Dirichlet form (E˜ , F˜) of X˜ in L2(Rd, dx) is given by F˜ = F , and
E˜(f, f) =
∫
Rd
∫
Rd
(f(x)− f(y))2(1 + F (x, y))j(x, y) dx dy, f ∈ F˜ .
We read that the jumping density j˜(x, y) of X˜ is equal to (1 + F (x, y))j(x, y). Let c˜1 :=
infx,y∈Rd F (x, y) ≤ supx,y∈Rd F (x, y) =: c˜2. Then (1+ c˜1)j(x, y) ≤ j˜(x, y) ≤ (1+ c˜2)j(x, y).
Hence, there exists C˜ > 1 such that
C˜−1j(x, y) ≤ j˜(x, y) ≤ C˜j(x, y) , x, y ∈ Rd . (5.1)
Since the killing measure of X˜ is zero and 1 + F (x, y) is bounded from below and above
by positive constants, we conclude that X˜ is conservative. It follows from (2.5) and (5.1)
that there exists a positive constant C7 ≥ 1 such that
C−17 |x− y|
−dΦ(|x− y|)−1 ≤ j(x, y) ≤ C7|x− y|
−dΦ(|x− y|)−1 , x, y ∈ Rd ,
C−17 |x− y|
−dΦ(|x− y|)−1 ≤ j˜(x, y) ≤ C7|x− y|
−dΦ(|x− y|)−1 , x, y ∈ Rd .
It is now straightforward to check that the conditions of [2, Theorem 1.2] are satisfied
for both j(x, y) and j˜(x, y) (with ϕ1 from [2] equal to our Φ and ψ ≡ 1). Hence, it
follows from [2, Theorem 1.2] that X˜ has transition densities p˜(t, x, y) satisfying the
sharp two-sided estimates: For all t > 0 and all x, y ∈ Rd,
C−18
(
1
Φ−1(t)d
∧
t
|x− y|dΦ(c|x− y|)
)
≤ p˜(t, x, y) ≤ C8
(
1
Φ−1(t)d
∧
t
|x− y|dΦ(c|x− y|)
)
with C8 ≥ 1 and c > 0. Here Φ
−1 is the inverse of the strictly increasing function Φ.
We note that the fact that the same constant c appears on both sides of the estimate
is a consequence of the scaling of Φ. The same sharp two-sided estimates are valid for
transition densities p(t, x, y) of the process X . As a consequence, with C9 = C
2
8 we have
that
C−19 p(t, x, y) ≤ p˜(t, x, y) ≤ C9p(t, x, y) , t > 0, x, y ∈ R
d . (5.2)
By integrating over (0,∞) with respect to time t we arrive at
C−19 G(x, y) ≤ G˜(x, y) ≤ C9G(x, y) , x, y ∈ R
d , (5.3)
where G˜(x, y) denotes the Green function of the process X˜ .
It follows from [11, Lemma A.1] that if h : Rd → [0,∞) is harmonic in Rd with respect
to X , then h is a constant function. This implies that the Martin compactification of Rd
consists of a single point. This is equivalent to the fact that
lim
|y|→∞
G(x, y)
G(0, y)
= 1 . (5.4)
Recall that the invariant σ-field was defined by I = {Λ ∈ M : θ−1t Λ = Λ for all t ≥
0}. With (5.4) and (5.3) at hand, the proof of the next lemma is exactly the same as the
one of [15, Lemma 5.1].
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Lemma 5.1. The invariant σ-field I is trivial with respect to both Px and P˜x for all
x ∈ Rd.
Proof of Theorem 1.5: (a) Dichotomy P˜x ⊥ Px or P˜x ∼ Px follows directly from [15,
Corollary 2.13] and Lemma 5.1. Further, the assumption P˜x ∼ Px implies by [15, Theorem
1.1] that
Px
(∑
t>0
F 2(Xt−, Xt) <∞
)
= 1 .
Next, by the assumption (1.4),
F 2(x, y) ≤ C2
Φ(|x− y|)2β
(1 + Φ(|x|)β + Φ(|y|)β)2
≤ C2
Φ(|x− y|)2β
1 + Φ(|x|)2β + Φ(|y|)2β
,
implying that F 2 satisfies (1.2) with 2β > 1. By use of Theorem 1.1 we conclude
that supx∈Rd Ex
[∑
t>0 F
2(Xt−, Xt)
]
< ∞. Finally, [15, Theorem 1.1(c˜)] implies that
supx∈RdH(Px; P˜x) <∞.
(b) By assumption 2γ < 1 < 2β. Denote by B(xn, rn) the balls constructed in the proof
of Theorem 1.3 and let
H(x, y) =

Φ(|x− y|)2β
Φ(|x|)2γ + Φ(|y|)2γ
, x, y ∈ B(xn, rn) for some n and |x− y| < 1,
0, otherwise.
Define F (x, y) = 1
8
√
H(x, y). Then
F (x, y) =
1
8
Φ(|x− y|)β√
Φ(|x|)2γ + Φ(|y|)2γ
≤
1
4
Φ(|x− y|)β
Φ(|x|)γ + Φ(|y|)γ
≤
1
2
Φ(|x− y|)β
1 + Φ(|x|)γ + Φ(|y|)γ
since we can take |x|, |y| ≥ 1. As
∑
t>0 F
2(Xt−, Xt) =
1
64
∑
t>0H(Xt−, Xt), we see from
Theorem 1.3 that
∑
t>0 F
2(Xt−, Xt) < ∞ Px a.s. and Ex[
∑
t>0 F
2(Xt−, Xt)] = ∞. By
[15, Theorem 1.1(b˜) and (c˜)] it follows that Px ≪ P˜x and H(Px; P˜x) =∞. ✷
Acknowledgements: We thank the referee for very helpful comments on the first version
of this paper.
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