Because of the variations in citation behavior across research fields, appropriate standardization must be applied as part of any bibliometric analysis of the productivity of individual scientists and research organizations. Such standardization involves scaling by some factor that characterizes the distribution of the citations of articles from the same year and subject category. In this work we conduct an analysis of the sensitivity of researchers' productivity rankings to the scaling factor chosen to standardize their citations. To do this we first prepare the productivity rankings for all researchers (more than 30,000) operating in the hard sciences in Italy, over the period [2004][2005][2006][2007][2008]. We then measure the shifts in rankings caused by adopting scaling factors other than the particular factor that seems more effective for comparing the impact of publications in different fields: the citation average of the distribution of cited-only publications.
Introduction
Field-standardization of citations is now common practice for any serious bibliometric analysis, applied to comparative measurement of research performance of individuals, entire organizations, departments, or other units. This is necessary because of the different citation behavior of researchers in various fields. A number of studies have shown that there is generally a different time distribution of citations across fields (Hurt, 1987; Peters and Van Raan, 1994; Redner, 1998; Gupta et al., 2005; Peterson et al., 2010; Stringer et al., 2010; Vieira and Gomes, 2010) . In schematic terms, the number of citations observed at time t for an article in mathematics is different from the number observed at the same time for an article of the same quality in physics, published in the same year. To make citations comparable for articles that belong to different fields, bibliometricians standardize citations by applying a scaling factor. Failure to carry out such field standardization can cause notable distortions in measures of performance, as demonstrated by various studies (Abramo and D'Angelo, 2007; Lundberg, 2007; Leydersdoff, 2011) .
Standardization involves first classifying each article according to its subject category and then scaling the citations. The scaling is carried out by multiplying the citations of each article by a factor that characterizes the distribution of the citations of all articles from the same year and subject category (for example the inverse of the median or mean). In actual practice, bibliometricians adopt different scaling factors. The well-known "crown indicator", originated by the Leiden University CWTS, scales the citations of a given publication set with respect to mean of the category distribution (Moed et al., 1995) . The Karolinska Institute's "field normalized citation score" also uses the mean as scaling factor, applied to the citations for each publication (Rehn et al., 2007) . Vinkler (1997) in his Relative Subfield Citedness (Rw) (where W refers to " world") indicator, relates the number of citations obtained by the set of papers evaluated to the number of citations received by a same number of papers published in journals dedicated to the respective discipline, field or subfield. The current authors introduced the "Scientific Strength" indicator. For this performance indicator, they originally standardized citations by the mean but recently, observing the strong skewness of the citation distributions, have switched to the median of the distribution . A different overall approach is seen in the "relative impact index" indicator, developed by the Swiss Federal Government's Centre for Science and Technology Studies and reported in the Bibliometric handbook for Karolinska Institutet 2 . Here, the citation count is fractionalized with regard to the length of the reference list. Other citation indicators take into account the highly skewness of citation distributions, rating each publication in terms of its percentile in the citation distribution (Leydersdoff et al., 2011; Bornmann and Mutz, 2010) . Few scholars have carried out studies aimed at identifying the most appropriate scaling factor. Radicchi et al. (2008) showed that citations distributions from 20 different disciplines and years could be rescaled on a universal curve, by applying the scaling factor of average number of citations per article. Following up this work, Radicchi and Castellano (2011) later provided a deeper study of the fields exclusive to physics, and confirmed that "when a rescaling procedure by the average is used, it is possible to compare impartially articles across years and fields" and added that "the median is less sensitive to possible extreme events such as the presence of highly cited papers, but dividing the raw number of cites by the median value leads to less fair comparisons and only for sufficiently old publications". These empirical analyses refer to specific disciplines, and the extension of the results to other disciplines is not so readily assumed. Albarran et al. (2011) and Waltman et al. (2012) , analyzing a much larger dataset of publications, confirmed that the results hold for many but not for all scientific fields. Recently, Radicchi and Castellano (2012) , expanding the dataset for their analysis (about 4,000,000 documents published in 6 distinct years in 8,304 scientific journals), introduced a simple mapping able to transform the citations distribution within a specific field into a universal power law, which depends on two parameters. Each of them is specific of a field (i.e. subject category), but for the vast majority of subject categories, the power law exponent is constant. The only subject categories for which the transformation is not a power-law function are hybrid, such as Multidisciplinary sciences, or not well defined such as Engineering, petroleum or Biodiversity conservation. In contrast, Lundberg (2007) suggested that due to the strong skewness of distributions of citations, it was preferable to use the median or geometric mean to scale citations, but he then demonstrated that the "item oriented field normalized logarithm-based citation z-score average" (or citation z-score) was still better.
All these studies, intended to support the choice of the most effective scaling factor for evaluation exercises, suffer from the conditions surrounding the tests, which have not simulated the typical practices of an evaluation exercise. Recently Abramo et al. (2012) overcame this limitation by simulating the terms of reference of a typical national research assessment exercise. With reference to all Italian universities' publications in two different years, they compared the effectiveness of six different methods of standardizing citations for all subject categories in the hard sciences, and concluded that the citations average seems the most effective scaling factor, when the average is based only on the publications actually cited.
Observing that different practitioners adopt different methods, in this work we propose to conduct an analysis of the sensitivity of individual researchers' productivity rankings to the scaling factor chosen to standardize citations. The reference context for the study is the Italian university system, limited to the disciplines where scientific performance can be evaluated by means of bibliometric techniques, meaning the hard sciences. For each standardization mode we calculate the performance rankings for all researchers belonging to these science disciplines over the period [2004] [2005] [2006] [2007] [2008] . In light of the findings from the work cited above (Abramo et al., 2012) , we take the performance rankings derived from standardization by citation average of cited-only publications as benchmark for our analysis. Finally, we measure shifts in rankings from the benchmark, caused by adopting different scaling factors. To the best of our knowledge, the literature does not offer any similar studies that compare and evaluate the results obtained from different scaling factors.
In the next section of the paper we illustrate the methodology for measurement of individual research performance, the reference dataset and the different scaling factors adopted. In the third section we compare the performance rankings obtained from the application of different scaling factors to the study population. In the final section we comment on the results and draw conclusions.
Methodology and dataset
Research activity is a production process in which the inputs consist of human, tangible (scientific instruments, materials, etc.), and intangible (accumulated knowledge, social networks, etc.) resources; and where output, i.e. the new knowledge, has a complex character of both tangible nature (publications, patents, conference presentations, databases, protocols, etc.), and intangible nature (tacit knowledge, consulting activity, etc.). The new-knowledge production function has therefore a multiinput and multi-output character. The principal efficiency indicator of any production system is labor productivity. When measuring labor productivity, if there are differences in the production factors available to each scientist then one should normalize by them. Unfortunately, in Italy relevant data are not available at individual level. The first assumption then, is that resources available to researchers within the same field of observation are the same. The second assumption is that the hours devoted to research are more or less the same for all researchers. These assumptions are fairly well satisfied in the Italian higher education system, which is mostly public and not competitive. Up to 2009, the core funding by government was input oriented, meaning that it was distributed to universities in a manner intended to satisfy the needs for resources of each and all, in function of their size and activities. Furthermore, the time to devote to education is established by law.
In comparing productivity of individual researchers we consider only the following outputs: articles, article reviews and conference proceedings indexed in Web of Science (WoS) of Thomson Reuters. For the fields of analysis is limited to the hard sciences, this approximation is widely accepted in the literature. In fact, the choice of excluding other recognized outputs (letters, authored and edited books, technical reports, patents, prototypes, etc.) has clear empirical support (Moed et al., 2004) . These forms of output are often followed by journal or conference publications that describe the content in the broad scientific arena, so the analysis of publications alone actually avoids a potential double counting.
The publications that embed the new knowledge have different values, depending on their impact on scientific advancement. As proxy of impact, we adopt the number of citations for the researchers' publications in a given period of observation.
Because the intensity of publications varies across fields, in order to avoid distortions in productivity rankings, comparisons among researchers should only be made between those working in the same field. A prerequisite of any performance assessment free of distortions is thus a classification of each researcher in one and only one field. In fact, in the Italian university system each researcher is classified in only one field. This feature of the Italian higher education system is unique in the world. In the hard sciences, there are 205 such fields (named scientific disciplinary sectors, SDSs 3 ), grouped into nine disciplines (named university disciplinary areas, UDAs 4 ). However, comparing researchers' performance by field is not enough to avoid distortions in rankings. This is because citation behavior also varies across fields, and it has been shown that it is not unlikely that researchers belonging to a particular scientific field may also publish outside that field (a typical example is statisticians, who may apply theory to medicine, physics, social sciences, etc.). For this reason, citations for 5 each publication need to be standardized with respect to a scaling factor, such as the mean or the median for the distribution of citations for all the publications of the same year and the same subject category 5 . Furthermore, research projects frequently involve a team of researchers, demonstrated in the co-authorship of publications. More accurate productivity measures should then account for the fractional contributions of scientists to the outputs and, in the life sciences, for the position of co-authors in the list. offer an example of application of the above methodology, to measure individual performance in Italian universities.
The bibliometric dataset used in our analysis is extracted from the Italian Observatory of Public Research (ORP) 6 , a database developed and maintained by the authors and derived under license from the Thomson Reuters WoS. Beginning from the raw data of the WoS and the database of research staff at all Italian universities, made available from the Ministry of Education, Universities and Research 7 , and applying a complex algorithm for reconciliation of the author's affiliation and disambiguation of the true identity of the authors, each publication is attributed to the scientist that produced it .
In this study we consider the authors in continuous faculty role over the period [2004] [2005] [2006] [2007] [2008] and their relative scientific production, as indexed in the WoS over the same period. Citations are counted as of June 30, 2009. To ensure the representativity of publications as proxy of the research output, we consider only the scientists belonging to the 183 SDSs where at least 50% of researchers produced at least one publication in the period. The dataset is thus composed of 30,739 academic scientists and their respective publications, distributed as in Table 1 The performance of a single researcher, named Scientific Strength (SS), is calculated as 9 :
5 The subject category of a publication is the same as the category of the journal where it is published; for publications in multidisciplinary journals the scaling factor is calculated as the average of the standardized values for each subject category. 6 www.orp.researchvalue.it (last accessed on Apr. 13, 2012) 7 See http://cercauniversita.cineca.it/php5/docenti/cerca.php 8 The column total does not correspond to the sum of values per UDA because multiple counts occur when publications belong to more than one UDA. 9 Because we are concerned with comparisons of rankings rather than with performance ranking per se, we do not calculate the much more complicated Fractional Scientific Strength, which involves the further precision of the contributions from each co-author to the publication.
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Where: = standardized citations, received by publication i of the researcher; N = number of publications of the researcher in the period of observation.
To standardize the citations we use three different scaling factors, giving three alternative versions of the Article Impact Index (AII). For a general publication, with c indicating the citations received, we have:
Where: a = average of the distribution of citations received by all Italian publications of the same year and subject category; a0 = average of the distribution of citations received by the cited Italian publications of the same year and subject category (publications with no citations are not considered); m0 = median of the distribution of citations received by the Italian cited-only publications of the same year and subject category. Standardization to the median of the distribution of citations received by all Italian publications (including not cited ones) is not considered, since there are a high number of SDSs with median of nil.
Because of the different intensity of publications across scientific fields, the comparison of individual research performance will be done at the level of SDS. Therefore we calculate researcher performance rankings for each standardization mode in each SDS. In addition, we calculate rankings by two other standardization methods. The first is by the absolute value of the individual's non-standardized citations, with the performance of each researcher ranked according to the sum of the citations of his/her publications over the period considered. The second ranking is obtained from the citation percentile rank of each publication in its respective subject category, with performance given by the sum of the percentile ranks of all the researcher's publications. Thompson (1993) warns that percentile ranks should not be added or averaged, because percentile is a numeral that does not represent equal-interval measurement. On the opposite, Leydersdoff et al. (2011) consider percentile ranks an improvement of averages-based indicators mainly because using non-parametric statistics one can abstract from the shape of the distribution of citations over papers. Comparing such sum rankings against benchmark permits an indication of the differences between these measures.
Results and analysis
To measure the shifts from benchmark we carry out a four step process. First is the standardization of citations for each publication in the dataset, in each SDS and for each 7 standardization mode. Second is the calculation of rankings of individual performance by the researchers, in their SDSs. The third step is the overall measurement of the shifts in rankings with respect to the benchmark. Finally, we focus analysis on measurement of shifts for the top 25% and the bottom 25% of performers.
As a first step, we standardize the citations of each publication of our dataset by the scaling factors proposed and calculate the relative AII. As an example, Table 2 illustrates the calculation of AII values for the 2004 publications with more than 500 citations. For multi-category publications (e.g. ID=3), the value is given by the average of AII from all categories.
There are 13 publications identified: we observe the manner in which change in the choice of citation scaling factor brings variation in their relative rankings. For example, publication ID=2, which is second for absolute number of citations, results in a six-way tie for first place among the group, when ranking is by percentile in the subject category. After applying each scaling factor to standardize the citations received for all publications in the dataset, we apply indicator SS to measure the individual performance of Italian academic staff, in each SDS. We thus construct five scenarios, one for each indicator of individual SS performance, as illustrated in Table 3 .
Indicator Description 1 SScit
Scientific strength derived by the sum of citations 2 SSperc Scientific strength derived by the sum of citations percentile 3 SSa Scientific strength derived by the sum of AIIa 4 SSm0
Scientific strength derived by the sum of AIIm0 5 SSa0
Scientific strength derived by the sum of AIIa0 To remedy for the different sizes of SDSs, the rankings are prepared by percentile rank. Next we analyze the rank variations of researchers' performance with variation of the methodology for standardizing citations.
As an example, Table 4 shows the rankings lists for the scientists in the SDS AGR/10 (Rural construction and environmental land management) of UDA Agricultural and veterinary sciences, for each scenario. The rankings lists do not include researchers with nil SS (performance value independent of standardization). We observe that, for this SDS, the variations in percentile ranking are not particularly noticeable. Researcher_ID=1 is in the first percentile under any methodology of standardization, with the exception of SSperc. Researcher #2 ranks among the top 10% with application of indicator SSa0 or SScit, while any other indicator causes a lower rank, dropping as far as percentile 68.75, with SSa.
The last line of the table shows the Spearman coefficient of correlation between the rankings from each scenario and the benchmark SSa0 scenario. The coefficient permits us to measure the distance between the rankings and obtain a first measure of the distance incurred by using an impact indicator different from the benchmark reference.
In this SDS, the highest coefficient of correlation is obtained with the scenario of rankings from non-standardized citations (ρ=+0.980). Still, in general, the coefficients of correlation are extremely high: the lowest value is seen for the scenario with SSperc (ρ=+0.850). We repeat the preparation of rankings lists for each SDS of the Agricultural and veterinary science UDA, as seen in Table 5 (full SDS names are given in Annex). We observe that the rankings closest to benchmark are those obtained with SSm0, with the Spearman coefficients oscillating between +0.970 and +0.999. The only exception is AGR/10 (as examined in Table 5 ), where the maximum correlation occurs under scenario SScit, whereby the number of observations is low (n=17). The lowest correlation value for the entire UDA (ρ=+0.818) is seen for Pedology (AGR/14), under scenario SSperc: here too the number of observations is limited (n=18).
In Under scenario 1 (SScit), the lowest average value of correlation is seen for two engineering UDAs, Civil engineering and Industrial and information engineering, both ρ=+0.942 (Table 6) Table 6 : Descriptive statistics for values of correlation between the performance rankings calculated for each SDS using SScit and using the benchmark SSa0, by UDA Under scenario 2 (SSperc), the average correlation values drop slightly but still remain above +0.900, and the UDAs that depart furthest from the benchmark ranking remain the same (Table 7 ). The SDSs with lowest correlation are again found in Industrial and information engineering (ρ=+0.652), and in Civil engineering (ρ= +0.754). However the SDS that had the lowest value in the previous scenario (Naval architecture) now has +1 correlation.
Finally, under scenarios 3 (SSa) and 4 (SSm0), there are very high average correlation values for the rankings of UDAs, respectively exceeding +0.950 and +0.980 (Table 8  and Table 9 ). Scenario SSm0 is the one that generates the rankings closest to the benchmark scenario: no SDS drops below the +0.800 mark. Under all the scenarios, we observe that SDSs with low numbers of researchers are generally more sensitive to the type of standardization selected. Table 9 : Descriptive statistics for values of correlation between the performance rankings calculated for each SDS using SSm0 and using the benchmark SSa0, by UDA In light of these results, we could affirm that, generally, rankings of individuals obtained under different types of standardization do not show significant discrepancies with respect to rankings generated under the benchmark methodology. However, to obtain clearer resolution of the effects of various modes of standardization on rank of researchers, we further deepen the analysis at the individual level.
Beginning from the rankings by SDS under each standardization mode, we group researchers into four classes, as is common in research assessment exercises: the classes are the first to fourth quartiles for scientific strength, in each SDS. After preparing these classes under each scenario, we observe the researchers changing quartile with respect to the benchmark ranking list, calculated in percentages per UDA. The Chemistry UDA shows the most contained levels of variation, across the different modes of standardization. Standardization to the median (SSm0) provides the rankings lists with the most contained levels of variation across all the UDAs (never 12 over 5%). The rankings lists applying the standardization to the citations average of all publications (SSa) show strong variation among the UDAs, compared to the benchmark. Table 12 presents the rates of variation due to application of standardizations different from the benchmark to the bottom class of performers. Among the alternatives, application of the median is again the least sensitive scaling factor, while this time notable differences occur for non-standardized citations. 
Conclusions
In bibliometrics, any serious comparative analysis of research performance for individuals or organizations requires field standardization of citations, due to the presence of different citations behaviors across different fields of research. A preceding study by the authors (Abramo et al., 2012) demonstrated that the citations average (with the average based only on publications actually cited) seems the most effective scaling factor. This work has followed up on the previous analysis, calculating the variation caused by the application of other scaling factors to individual researchers' productivity rankings. We developed different scenarios for producing individual performance rankings, one without any standardization and the other four applying the following scaling factors: percentile of citations, citations average and median of cited-only publications, and citation average of all publications.
We assumed the rankings derived from standardization to the citations average (for cited-only publications) as benchmark, and we then calculated the variations from rankings lists constructed using other standardization methods.
When we compared rankings from the different scenarios, the correlation values were quite high, with ρ values never dropping below +0.800. The scaling factor that produces the lowest rate of variation (highest coefficient of correlation) is the median citation of cited-only publications. Standardization to the percentile of citations received would produce the greatest variations. Fields with a low number of researchers obviously tend to experience greater rankings fluctuations between one method and another, due to the scarcity of data present. However these oscillations are always contained. The disciplines most subject to variations due to choice of a scaling factor different from the benchmark are engineering, agricultural and veterinary sciences, and mathematics and computer science. The remaining disciplines, particularly chemistry and physics, are less sensitive to the type of standardization used.
We also classified the rankings from the different scenarios into quartiles, to enable a 
