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ABSTRACT
Beams are ubiquitous in our everyday life and can be found in a variety of length
scales, from large supports of buildings to carbon nanotubes. Similarly, bubbles can
also span a variety of scales, ranging from tiny bubbles in a glass filled with champagne
to the giant soap bubbles formed by artists to attract crowds. Yet, the behavior of
beams and bubbles can often occur so fast that the dynamics go unnoticed. This
dissertation aims to understand the mechanics of beams and bubbles in four different
examples. We combine table-top experiments with mathematical models to predict
how each system will behave when exposed to different extreme conditions.
We start by examining the retraction of a rubber band once it has been stretched
and released. This process is similar to plucking a string, where the dynamics are gov-
erned by tensile and inertial forces, resulting in a trapezoidal shape during retraction.
However when a rubber band is stretched and released, a region of high-curvature
develops. Our experiments and mathematical model highlight that bending forces
vii
can be significant and give rise to a curved self-similar shape to the retracting rubber
band. The next example involves the competition of surface tension and twisting on a
flexible rod. Most studies in the field of elasto-capillarity have focused on how surface
tension can bend an elastic structure, leaving the possibility of twisting unexplored.
Here we utilize particles with discrete wettabilities – or Janus particles – at liquid
interfaces that can be used to twist a flexible cylinder. The third system is focused
around the spreading behavior of bubbles on submerged surfaces coated with a layer
of oil. These liquid-infused surfaces have remarkable applications due to their ability
to minimize contact line pinning. However, this property has mostly been exploited
using liquid drops. We here study the early spreading behavior of a bubble once it has
made contact with the liquid-infused surface. The final chapter is centered around
the collapse of bubbles resting on the surface of an ultra viscous liquid. When a
bubble on such a surface is ruptured, the bubble film collapses vertically downwards,
leading scientists to believe that gravity is driving the collapse. Yet, interfacial forces
are dominant in highly curved liquid surfaces and exceed gravitational forces. By
turning the setup upside-down, we show that surface tension is indeed responsible for




1.1 Dynamic buckling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Dynamics of wetting . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Elasto-Capillarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Shooting rubber bands: Two self-similar retractions for a stretched
elastic wedge 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Mathematical model for elastic retraction . . . . . . . . . . . . . . . . 19
2.3.1 Stretching and inertia . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Bending and inertia . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Experimental results and comparison with mathematical model . . . 25
2.4.1 Stretching and bending regimes . . . . . . . . . . . . . . . . . 25
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Twisting of Janus cylinders via capillary forces 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Experimental results for the angle of twist . . . . . . . . . . . . . . . 35
3.4 Mathematical torsional-capillary model . . . . . . . . . . . . . . . . . 35
3.4.1 Model limitation . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4.2 Compliant Janus cylinders . . . . . . . . . . . . . . . . . . . . 39
ix
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Short-time dynamics of bubble spreading on liquid infused surfaces 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Experimental results for spreading radius . . . . . . . . . . . . . . . . 51
4.3.1 Effects of oil thickness . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Mathematical coalescence model . . . . . . . . . . . . . . . . . . . . . 54
4.4.1 Importance of van der Waals forces . . . . . . . . . . . . . . . 56
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5 A new wrinkle on liquid sheets: Turning the mechanism of viscous
bubble collapse upside down 60
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Viscous Bubble Collapse . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.1 Importance of gravity . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Visco-capillary balance . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Importance of hole in wrinkling . . . . . . . . . . . . . . . . . . . . . 66
5.4 Wrinkling mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.5 Extension to wrinkling pattern control . . . . . . . . . . . . . . . . . 74
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6 Conclusions 77
A Methods to estimate bubble thickness 81





1·1 Schematic illustrating the differences between static Euler buckling and
dynamic buckling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1·2 Schematic of a liquid drop spreading on a solid surface . . . . . . . . 7
1·3 Retraction of thin liquid film . . . . . . . . . . . . . . . . . . . . . . . 10
2·1 High-speed images of a rubber band being pinched, stretched, and
released. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2·2 Stress-strain curve for the rubber bands used throughout our experiments 16
2·3 The shape of this retracting rubber band can be extracted and plotted
in spatial coordinates (x,y) at various times t . . . . . . . . . . . . . 18
2·4 Schematic illustrating the forces and moments acting on a segment of
the rubber bands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2·5 Schematic illustrating the geometry of the self-similar trapezoid. . . . 21
2·6 Comparison of trapezoidal solution with the observed rubber band
shapes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2·7 Comparison of trapezoidal solution with the observed rubber band
shapes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2·8 Theoretical phase diagram illustrating the conditions predicted for a
bending-dominated retraction regime. . . . . . . . . . . . . . . . . . . 27
3·1 Alignment of Janus particles with discrete wettabilities at an air-water
interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
xi
3·2 Effect of the geometrical and material properties of the PDMS rod on
the rotation of the Janus cylinders. . . . . . . . . . . . . . . . . . . . 32
3·3 Experimental results of the equilibrium angle of twist. . . . . . . . . . 36
3·4 Schematic of non-symmetrically coated Janus particles. . . . . . . . . 39
3·5 Twist profiles of an antisymmetric element consisting of two connected,
compliant Janus cylinders. . . . . . . . . . . . . . . . . . . . . . . . . 40
3·6 Plots of the angle of twist against different dimensionless groups. . . . 43
4·1 Experimental images showing a bubble spreading on a superhydropho-
bic and partially wetting surface . . . . . . . . . . . . . . . . . . . . . 47
4·2 Experimental images illustrating bubble spreading on liquid-infused
surfaces of different viscosities . . . . . . . . . . . . . . . . . . . . . . 49
4·3 Spreading radius against time for various surface viscosities . . . . . . 50
4·4 Effect of the oil thickness on the spreading dynamics . . . . . . . . . 53
4·5 Schematic illustrating the two extreme possible spreading scenarios . 55
4·6 Spreading coefficient β against Ohnesorge number µs/
√
ργR . . . . . 58
5·1 The collapse of a viscous bubble film upon rupture . . . . . . . . . . 62
5·2 Effect of bubble film thickness and viscosity on collapse dynamics. . . 64
5·3 Mechanism for bubble collapse without rupture . . . . . . . . . . . . 67
5·4 Time lapse highlighting the time-scale of wrinkle development . . . . 70
5·5 Comparison of data and model predictions . . . . . . . . . . . . . . . 71
5·6 Plot of aspect ratio h/R against the Ohnesorge number µ/
√
ργR . . . 73
5·7 Variation of spatial extent of wrinkles . . . . . . . . . . . . . . . . . . 75
A·1 Computing film thickness using interferometry . . . . . . . . . . . . . 82
B·1 Schematic illustrating the stresses on the viscous sheet . . . . . . . . 85
B·2 Wrinkles appear when the air inside the bubble escapes without rupture 88
xii
B·3 Plot of aspect ratio h/R against the Reynolds number ρV R/µ . . . . 92
xiii
List of Abbreviations
PDMS . . . . . . . . . . . . . Polydimethylsiloxane
1D . . . . . . . . . . . . . One-dimensional
2D . . . . . . . . . . . . . Two-dimensional





This dissertation focuses on problems related to the mechanics of rods, beams and
bubbles. Rods and beams are crucial for the design of large structures, such as
buildings and bridges. An important step in the design of such structures involves the
prevention of failure through some mechanical instability, such as buckling. An elastic
beam buckles when it is compressed beyond a critical load, as shown by Euler more
than 250 years ago. However, with the recent rapid development of soft materials and
fabrication techniques, the field of buckling mechanics has seen a resurgence (Reis,
2015). The ability to develop soft and thin structures allows extreme deformations,
which has led to the exploration of fascinating but complex buckling phenomena, such
as wrinkling and snapping (Holmes, 2019). The enhanced appreciation towards these
mechanical instabilities has caused a paradigm shift in design, where rather than
avoiding failure, engineers are now harnessing these instabilities to design structures
with enhanced functionality.
In the same spirit, when thinking of bubbles, the first images that jump to mind
are playful phenomena, such as soap bubbles and the fizzing bubbles in a glass of soda
or champagne. Bubbles are part of the broader field of interfacial fluid mechanics,
where the force of surface tension typically plays an dominant role. The physical
phenomena involving surface tension can often occur in very short time scales, such
that the dynamics are often missed. Indeed, when a soap bubble pops, it retracts
within a couple of miliseconds. With the advanced development of digital high-speed
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photography, scientists can now much more efficiently capture these fast physical pro-
cesses involving bubbles and drops. The deepened knowledge of bubble dynamics, can
contribute to the advancement of various applications, including biofouling (Menesses
et al., 2017), oceanography (Lewis et al., 2004) and disease transport (Blanchard and
Syzdek, 1970).
This dissertation tackles various problems that involve the deformation of rods,
beams and bubbles. Even though beams and bubbles fall under the different fields of
elasticity and capillarity respectively, the approach to study their deformation is very
similar. Our goal is to identify the dominant forces at play through mathematical
models of varying degrees of sophistication, ranging from simple scaling arguments to
analytical solutions of the governing equations. These models can then be tested by
table-top experiments, which often involve the use of high-speed photography. The
common theme in every problem in this dissertation, is the simplified approach to
identify the interplay between the dominant forces, which can then help us understand
how each system will behave under different extreme conditions. In problems involv-
ing elastic structures, these forces typically involve bending, tension and torsion. In
contrast, problems involving bubbles are driven by surface tension and resisted by
viscosity. In most cases the deformations occur in short time scales, and we thus
often find the prevalence of inertial effects. The following sections provide a brief
overview of the basic concepts encountered in every chapter of this dissertation.
1.1 Dynamic buckling
Buckling of an elastic structure is mechanical instability that can arise across various
length scales, ranging from nanotubes in atomic force miscroscopy to the columns
found in bridges and railway tracks. When a beam with length L and thickness h is
compressed, it will buckle when the compression load F exceeds the Euler critical load
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Figure 1·1: A beam with length L and thickness h compressed quasi-
statically above a critical load F will buckle, in a process known as Euler
buckling. Compressing the beam suddenly with a much higher load Fd
will dynamically buckle the beam, with a much shorter wavelength λ.
Fe. The critical load can be estimated by the balance between the applied compression
and the bending resistance, yielding Fe ∼ EI/L2, where E is the Young’s modulus
and I the moment of inertia of area (I = bh3/12 for a beam of width b and I = πd4/64
for a cylindrical rod with diameter d). Yet, when the beam is suddenly compressed,
as during impact, with a load Fd much larger than Euler’s critical load, the buckled
profile is remarkably different (Fig. 1·1). Rather than buckling with a single mode,
the beam adopts a shape with higher order modes and shorter wavelength λ. The
sudden compression introduces inertial forces, which can be simultaneously balanced
with axial compression and bending, leading to a much shorter wavelength compared
to static buckling. The resulting bent profile can be analyzed using the dynamic


















where ρ is the density of the beam and A its cross-sectional area. Here w(x, t)
represents the lateral deflection of the beam in space x and time t. We can determine
the most unstable buckling mode by applying a stability analysis, assuming a constant
axial force F and a lateral deflection in the form w(x, t) = w0 exp(ikx− ωt), where k
is the wavenumber and ω the instability growth rate. This yields a dispersion relation,











The most unstable wave number km can be obtained after setting dω/dk = 0, leading
to km =
√
F/2EI. We can then find the dynamic buckling wavelength λ = 2π/km













Various studies have looked at the dynamic buckling of beams or columns, where
the above analysis was applied to analyze the buckling wavelength. The difference
in each study lies in the form of the applied sudden load F . For instance, Gladden
et al. studied the dynamic buckling and fragmentation of an initially straight brittle
rod, such as a piece of spaghetti (Gladden et al., 2005). When a weight is released
on a spaghetti rod, the sudden impulse leads to dynamic buckling and subsequent
fragmentation, with a well defined wavelength that agrees well with Eq. (1.3). Specif-
ically, when the much heavier weight hits the rod with an impact speed V , the axial
compression can be approximated as constant F ≈ EbhV/c (Graff, 1975). Similarly,
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a rubber band that is initially stretched and suddenly released will also dynamically
buckle within a similar timescale of a couple milliseconds. Indeed, balancing the in-
ertial and compression terms in Eq. (1.1) yields a time scale ∼ L/
√
E/ρ, which is on
the order of miliseconds for a 10 cm rubber beam. The same force approximation can
be applied, but with a further simplification after relating the impact speed to the
initial strain ε of the rubber band, such that V/c = ε/(ε + 1). A very clever system
was recently developed by Box et al., where surface tension forces are able to suddenly
compress a round rubber band (Box et al., 2020). The rubber band is initially dipped
into a soap film, which is then separated in an inner and an outer region. After the
outer region of the soap film is punctured, the surface tension from the remaining in-
ner region pulls the rubber band inwards, and causes it to dynamically buckle around
its periphery. The observed wavelengths also agree with Eq. (1.3), after relating the
applied force to the surface tension, though higher order corrections accounting for
the ribbon’s curvature can provide a more accurate estimate (Kodio et al., 2020).
The concept of dynamic buckling is not limited to sudden compression. Dynamic
buckling can also refer to the buckling deformation of a beam, whose buckled profile
varies with time. For instance, an initially straight and brittle rod can be bent to form
a circular arc, where suddenly releasing one end leads to a time-dependent buckling
profile. This problem was studied in detail by Audoly and Neukrich, who showed
how bending a piece of dry spaghetti to its limit does not break it in half (Audoly
and Neukirch, 2005). The sudden release of bending energy produces flexural waves
that propagate along the rod, leading to curvatures that the rod cannot sustain.
Specifically, the balance of inertia and bending leads to a curvature of the beam that
follows a self-similar profile with space and time, which can explain the location of
fragmentation.
These concepts of dynamic buckling and the simultaneous interplay between iner-
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tia, bending and compression will be explored in Chapter 2, where we shall show how
these forces contribute to the self-similar shape observed by a retracting rubber band.
In addition, we also study the dynamic buckling of viscous sheets. Even though these
sheets are not elastic but viscous, they can experience similar buckling deformations
when their viscosity is sufficiently large. The theoretical similarities between elastic
and viscous effects were noted by Stokes (Stokes, 1880) and Rayleigh (Rayleigh, 1896).
The Stokes-Rayleigh analogy for viscous filaments involves replacing the strain, dis-
placement and Young’s modulus in the governing elasticity equations with rate of
strain, velocity and viscosity respectively. We will encounter this analogy in Chap-
ter 5 where we apply a dynamic version of the viscous Föppl-von-Kármán equations
(Teichman, 2002) to study the wrinkling instability of a collapsing viscous bubble.
1.2 Dynamics of wetting
When a liquid drop is placed on a solid surface, it adopts an equilibrium contact
angle θeq at the triple line between the liquid-solid-air interface (Fig. 1·2a). The
contact angle can be described through Young’s Law, which depends on the surface
tension of each interface (Young, 1805; De Gennes et al., 2004), such that θeq =
(γSA − γLS)/γ, where γSA, γLS and γ represent the solid-air, liquid-solid and air-
liquid surface tensions respectively. For a perfectly wetting surface, the drop will
spread completely on the surface to form a puddle with an equilibrium contact angle
of θeq = 0◦ (Fig. 1·2b). However, the drop needs to first spread on the surface before
forming the puddle, and the dynamics of spreading can be quite complex when trying
to model the dissipation near the contact line. Specifically, the contact angle of the
spreading drop will vary from its equilibrium value and will depend on the motion of
the drop.
The late stages of an oil drop with initial radius R spreading on a solid surface can
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Figure 1·2: (a) When the drop is instead placed on a partially wet-
ting surface, the drop adopts a non-zero contact angle θeq, which is
prescribed by the surface tensions of the liquid, air and solid interfaces.
(b) A drop placed on a total wetting surface, will spread completely
and adopt a zero equilibrium contact angle of θeq. (c) As the drop
spreads with a radius r(t), the dynamic contact angle θd is not equal
to the equilibrium contact angle. (d) Near the vicinity of the contact
line, surface tension γ acting on a thin precursor film with thickness e
drives the spreading and is resisted by viscosity.
be characterized by power law of the spreading radius r(t) with respect to time t. This
power law can be derived through simple scaling arguments, which involve relating the
spreading radius r to the dynamic contact angle θd (Fig. 1·2b). The capillary force per
unit length driving the spreading can be estimated as γ(1−cos θd), which simplifies to
γθ2d assuming a small dynamic contact angle. As the drop spreads it is resisted by the
viscous dissipation, which does not occur on the length scale of the drop but rather
on a microscopic length scale e near the vicinity of the contact line (Fig. 1·2c). The
viscous force per unit length can be estimated as
∫ R
e
(µV/θdx)dx ∼ (µV/θd) ln(R/e),
where µ is the viscosity of the drop and V = dr/dt the spreading speed. The last
term of the natural logarithm connects the macroscopic characteristic length scale R
(in this case the initial radius of the drop) with the microscopic length scale e, and
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acts as an amplification of viscous dissipation near the contact line. The microscopic
length scale can physically represent a slip length from a Navier boundary condition
that causes the contact line to move (Dussan, 1976), a precursor film ahead of the
contact line (De Gennes, 1985), or a slip caused by the variation of surface tension
as a function of height from the contact line on a microscopic length scale where
intermolecular forces dominate (Pahlavan et al., 2015). Balancing the capillary and
viscous forces provides a scaling for the dynamic contact angle θ3d ∼ (µV/γ) ln(R/e).
The dynamic contact angle can also be related to the spreading radius through the
volume of a spherical cap Ω = r3(π/3)(2 + cos θd)(1− cos θd)2/ sin3 θd, which further
simplifies to θd ∼ Ω/r3, after applying the small angle approximation. The two








Equation (1.5) is also known as Tanner’s law, named after the engineer L. Tanner,
who studied the late-time spreading behavior of oil drops (Tanner, 1979) after his
retirement from the British Air Force (De Gennes et al., 2004). However, Tanner’s law
can only describe the behavior of the spreading drop during late stages of spreading.
Once a liquid drop has made contact with the surface it spreads within a couple
of milliseconds, and Tanner’s law is not valid in this early spreading regime. At
early times, viscosity is no longer important and the spreading is instead resisted
by inertial forces. Indeed, for a millimetric water drop the inertio-capillary time
scale
√
ρR3/γ ≈ 1 ms, is short enough to be considered the natural time scale in

















Equation (1.6) can accurately describe the spreading of drops on perfectly wetting
surface (θeq = 0◦), where a nanometrically thin precursor film ahead of the macro-
scopic drop drives the spreading (Biance et al., 2004). For partially wetting surfaces
the scaling law still holds for the very early stages when r(t)/R < 0.2 (Winkels et al.,
2012), but deviates to r ∼ t1/4 as the equilibrium contact angle is increased (Bird
et al., 2008).
A similar situation arises when studying the spreading of bubbles on solid surfaces.
The dynamics of a bubble spreading on submerged solid surface also depend on the
wettability of the solid (Váchová et al., 2014; de Maleprade et al., 2016). This
system is interesting because it involves modelling the retraction of the thin liquid
film separating the bubble from the surface. The process of a retracting liquid film
has a rich history, dating back to the 19th century of studies of Dupré and Rayleigh
(Dupré, 1867; Rayleigh, 1891), who examined the rupture of a soap film. When a
soap film is punctured, a hole develops and expands with a constant speed within
miliseconds, as the liquid gathers as a bulge near the rim (Fig. 1·3a). The short time
scales involved in this process suggest a balance of inertia and surface tension in the
underlying dynamics. Indeed, Laplace pressure at the rim γ/h can be balanced with
the inertial dynamic pressure ρV 2, yielding V ∼
√
γ/ρh. A more precise analysis
involving the conservation of momentum was independently performed by Taylor
and Culick, who showed that the retraction speed is exactly equal to V =
√
2γ/ρh
(Taylor, 1959; Culick, 1960), and is thus often referred to the Taylor-Culick speed. A
soap film has a typical thickness of 1 µm, yielding retraction speeds on the order of
V ∼ 1 m/s.
Conversely, inertia becomes negligible in the retraction dynamics of thin viscous
films. The viscous film retraction was first studied experimentally by Debregeas et
al. using ultra viscous polydimethylsiloxane (PDMS) films with viscosities of at least
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Figure 1·3: (a) Puncturing a thin soap film with thickness h will cause
the liquid to gather at the rim, travelling with a constant speed V set by
capillary and inertial forces such that V ∼
√
γ/ρh. (b) When the film
is sufficiently viscous, a hole with initial size R0 expands exponentially
with a time, and the film thickens uniformly during its retraction. The
retraction speed is prescribed by a visco-capillary balance leading to
retraction speed of V ∼ (γR0/µh) exp(γt/µh).
600,000 times larger than the viscosity of water (Debrégeas et al., 1995). In this case,
the capillary-driven expansion of the hole is resisted by viscous dissipation, and the
resulting expansion of the hole occurs approximately 100 times slower. Indeed, the
visco-capillary time scale µh/γ ∼ 100 ms for a viscous film with typical thickness of
1 µm used in their experiments. By balancing the surface energy per unit time γrV
with the viscous energy dissipation rate µhV 2, they showed that the radius of the
hole increases exponentially with time r(t) ∼ R0 exp(γt/µh), where R0 is the initial
radius of the hole (Fig. 1·3b). The retraction of viscous films also differs from soap
films in that the retracting fluid does not gather at the rim. Instead, the plug flow
in the film results in a uniform increase of the film thickness with time (Debrégeas
et al., 1995; Brenner and Gueyffier, 1999; Savva and Bush, 2009).
Extending these ideas to a bubble spreading on a solid surface becomes more
complex due to the non-uniform film thickness of the bulk fluid, which separates the
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bubble from the surface. This different geometry results in fundamental changes in
the retraction speed and the resulting spreading radius (Keller, 1983). We examine
this topic more thoroughly in Chapter 4, where we look at the spreading dynamics
of bubbles on solid surfaces coated with a layer of viscous oil.
1.3 Elasto-Capillarity
The previous sections of this Introduction provided a brief overview of dynamic phe-
nomena, where the associated time scales of motion were described by the balance
of the dominant forces in the respective elastic and capillary systems. Here we in-
troduce a static scenario involving capillary-driven deformation of elastic structures.
Returning to the equilibrium configuration of the drop resting on a solid surface in
Fig. 1·2a, the contact angle can be determined by the horizontal force balance of the
surface tensions. It is natural to then inquire what the physical importance is of
the force balance in the vertical direction. If the liquid surface tension is pulling the
substrate with a force per unit length γ sin θeq, the elastic resistance is Eδ, with δ
representing the vertical deformation. For a water drop (γ ≈ 0.07 N/m) resting on a
glass surface (E ≈ 50 N/m2), the vertical deformation is on the order of δ ∼ 10−12 m,
so small that the vertical force balance is omitted in wetting phenomena. However,
this vertical deformation can be become significantly larger, to the order of microns,
when the solid is a soft elastomer or a hydrogel (Roman and Bico, 2010). When the
solid is further reduced to a thin structure, capillary forces can be sufficiently large
to bend the solid.
If we consider an elastic beam or a rod of length L resting on a liquid drop, the
capillary force exerted by the rod (assuming a perfectly wetting scenario), would be
γp, with p representing the perimeter. We know that elastic structure would buckle
if capillary force exceeds Euler’s critical load EI/L2. The elastic structure could
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thus bend if its length exceeds a critical length L > `B, which is referred to as the






Over the last twenty years, various studies have analyzed these elasto-capillary in-
teractions found in nature and engineering applications. For instance, some of these
studies have investigated how capillary forces are responsible for the buckling defor-
mations of elastic structures such as the aggregation of wet hair (Bico et al., 2004)
and the wrinkling (Huang et al., 2007; Vella et al., 2010; King et al., 2012) and fold-
ing (Py et al., 2007; Antkowiak et al., 2011) of thin elastic sheets. However, very
few studies have focused on torsional deformations through capillary forces (Legrain




Shooting rubber bands: Two self-similar
retractions for a stretched elastic wedge
[Reprinted (Adapted) from Oratis, A. T., and Bird, J. C. (2019). “Shooting Rubber
Bands: Two Self-Similar Retractions for a Stretched Elastic Wedge." Physical Review
Letters, 122(1), 014102. Copyright 2019 the American Physical Society. ]
2.1 Introduction
Stretching and shooting a rubber band is a familiar experience, enjoyed by children
and adults alike. Yet, the process occurs so fast that details of the deformation go
unnoticed. Pinching and releasing a rubber band is closely related to the motion of a
plucked string, a problem that has a rich history dating back to debates between Euler
and D’Alembert (Wheeler and Crummett, 1987). Indeed, these types of retraction
processes are ubiquitous and can be found across a variety of length scales, including
on the strings of certain musical instruments (Fletcher and Rossing, 2012), the release
of an archer’s bow (Hickman, 1937), a 100-meter slingshot ride at an amusement
park (Pursell, 2013), and the molecular slingshot motion of proposed drug-delivery
nanomachines (Ranallo et al., 2017). Although models of stretched elastic recoil are
typically limited to the coupling of inertia and stretching (Stambaugh, 1944; Mrowca
et al., 1944a; Mrowca et al., 1944b; James and Guth, 1944; Gent and Marteny, 1982),
bending moments are known to be important in regions of high-curvature (Audoly
and Neukirch, 2005; Audoly and Pomeau, 2010; Callan-Jones et al., 2012). In this
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Figure 2·1: High-speed images of a rubber band being pinched,
stretched, and released, resulting in it being fired at approximately
V = 12.5 m/s. Here the rubber band is pulled back to form a wedge
with a half-angle φ and length (1 + ε)`0, where ε is the strain. A key
feature in the shape of the retracting rubber band is a rounded region
with a growing wavelength λ(t).
chapter, we show that the shape of the retracting wedge depends on how much it
is stretched, its wedge angle, and a time-dependent dimensionless group that arises
naturally from a balance of stretching and bending. For the shooting of a typical
rubber band, we find that bending is important over the entire retraction period,
manifested in a distinct self-similar dynamics that captures elements of stretching,
bending, and inertia.
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The motion of a circular rubber band as it is stretched and released is illustrated
in Fig. 2·1. As the rubber band is stretched, it straightens and forms a wedge with a
half-angle φ and side length (ε + 1)`0, where ε is the induced strain upon stretching
the rubber band from an initial length `0. Upon release at time t = 0, the back of
the rubber band recoils with a speed V and develops a clear rounded region with a
growing wavelength λ. Yet, the front of the rubber band begins to move well before
the rear reaches it, allowing the thumb to tuck out of the path of the rear of the
band, in time for it to pass. It is interesting to note that as the front begins to
move, it dynamically buckles in a manner similar to that observed in straight beams
and rods (Gladden et al., 2005; Vermorel et al., 2007), although in this case it is not
impacting a rigid object, and thus shares similarities with the front motion of a falling
slinky (Cross and Wheatland, 2012). These observations indicate the presence and
importance of a longitudinal stress wave, which has been noted in the recoil of flat
rubber strips (Mason, 1963; Vermorel et al., 2007).
2.2 Experimental setup
In our experiments, we use five different rubber bands each with different geometric
and material properties. A digital caliper is used to measure the rubber band’s
circumference C, width b and thickness h. The mass M of each of the rubber band
is measured using a digital scale (Satorius AY-612), and the density ρ is computed
as ρ = M/(Cbh). The Young’s modulus E of each rubber band is computed from
a uniaxial stress-strain curve. In particular, each rubber band is clamped on one
end while a load P is applied on the other end, measured using a AWS SR-5 Digital
Hanging Scale. These loads are converted to nominal stresses by dividing them by the
unstretched cross-sectional area σ = P/bh and recorded along with the corresponding
strains ε. The stress-strain relationship of each rubber band is shown in Fig. 2·2a. The
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Figure 2·2: (a) Stress-strain curve for the rubber bands used through-
out our experiments, where the stress is normalized by the Young’s
modulus E. The solid line represents Hooke’s law σ = Eε. Each col-
ored symbol represents one of the rubber bands shown in the insets on
the top left. (b) The longitudinal wave speed c normalized by the celer-
ity
√
E/ρ remains fairly constant at various strains ε for each rubber
band (symbols). Inset: A table illustrating the geometrical and mate-
rial properties of the rubber bands used in our experiments. Here C is
the circumference, b is the width, h is the thickness, ρ is the density,
and E is the Young’s modulus of the different rubber bands.
different colored symbols represent rubber bands with different geometrical properties
(inset in Fig. 2·2b). Although the stress-strain curves are clearly nonlinear, it is
conceptually simplest to describe our model within the text using Hookean dynamics.
Modifying the models to account for other constitutive equations can be done, but
improves precision at the expense of clarity. Therefore, we have restricted the strains
in our the experiments to be within the range 0 < ε < 0.6 and estimated the Young’s
modulus E for each rubber band with this consideration. The stress at each strain in
Fig. 2·2 is normalized by these values so that the solid line corresponds to the modeled
Hookean response.
To visualize and quantify the flight of the rubber band more precisely, we carry
out experiments in which the rubber band is looped around a cylinder and marked
to track the motion of material points (Fig. 2·3a). The motion of the marks allows
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us to identify the presence and location of the longitudinal wave from which its
speed c can be calculated. Here c = 43 m/s is slightly higher than the celerity√
E/ρ ≈ 33 m/s, where Young’s modulus E and density ρ are directly computed
for this elastic ribbon (Fig. 2·2b). This difference is likely due to the effect of strain
rate (Kolsky, 1949), also observed in the retraction of flat elastic strips (Vermorel
et al., 2007). As the longitudinal wave travels toward the cylinder, material points
trail behind it with a speed V , which can be analyzed using the the stretch ahead
and behind the wave (Wegner et al., 1989; Wegner and Haddow, 1990). Indeed, the
rubber band is expected to be essentially relaxed after the wave passes, allowing us to
estimate `0 from the arclength of the elastic ribbon when the longitudinal wave reaches
the cylinder. The plucked string analysis, which ignores bending deformations, also
predicts that a transverse wave at the rear of the wedge would create a growing
trapezoidal shape (Wegner et al., 1989; Wegner and Haddow, 1990). Yet, the shapes
that we observe are curved and appear geometrically similar to one another as they
evolve, which suggest that bending is significant. Furthermore, the markings reveal
that the arclength between material points reduces as time progresses (red circles in
Fig. 2·3a), suggesting a benefit in adopting an Eulerian, or spatial, description of the
dynamics.
We set a fixed origin at the point of release, with the x-axis oriented in the direction
of motion. The spatial coordinates are extracted from the high-speed photographs
using custom image processing and plotted at progressive times (Fig. 2·3b). The lack
of a geometric length scale associated with a wedge often leads to non-geometric
properties combining to form a characteristic length scale that is a hallmark to self-
similar dynamics. For example, self-similarities are manifested in retracting liquid
wedges, which are driven by surface tension rather than elastic tension (Keller and
Miksis, 1983). In our elastic wedge retraction, a natural time-varying length scale
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Figure 2·3: (a) Marking material points on the rubber band reveals
a longitudinal shock traveling at speed c = 43 m/s, highlighted with a
vertical dotted line. The material points behind the shock follow with
an approximate velocity V , and as a consequence move to different
points of the rounded feature over time (red circles). Here φ = 4 ◦
and ε = 0.49. (b) The shape of this retracting elastic ribbon can be
extracted and plotted in spatial coordinates (x,y) at various times t.
(c) Rescaling the spatial coordinates by the dynamic length scale ct
illustrates that only the position of the end of the ribbon is adequately
captured in this self-similar framework, providing a value for the ratio
V/c.
to consider is the distance ct the wave travels. Yet, when the shapes of the rubber
band are plotted in these self-similar coordinates, they do not immediately collapse
(Fig. 2·3c). Nevertheless, the rear point of the rubber band collapses to a particular
value of x/ct, which is equivalent to the ratio V/c and can be used to estimate the
speed of the rubber band.
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Figure 2·4: At a position s long the rubber band, we can define a
unit tangent t̂(s) and a unit normal n̂(s). The dynamics of an elastic
ribbon can be modeled in terms of the local angle θ, moment m, and
projected internal forces Nx and Ny at each material position s.
2.3 Mathematical model for elastic retraction
To analyze the retraction speed, we consider an inextensible beam with width b and
thickness h. The beam is parameterized by the unit arc length s as ∂x/∂s = cos θ(s, t)
and ∂y/∂s = sin θ(s, t), where θ(s, t) denotes the angle between the tangent and the
x direction (Fig. 2·4). Assuming the absence of any external forces, such as gravity
or air resistance, the balance of linear and angular momentum lead to the standard















+Ny cos θ −Nx sin θ = 0, (2.1b)
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where Nx and Ny are the projected internal forces and m is the resultant bending
moment (Fig. 2·4). The conservation laws Eq. (2.1) can be complemented by the
constitutive relation for the moment m = EI(∂θ/∂s), and the tension within the
beam Nx cos θ +Ny sin θ = Eεbh, where I = bh3/12 is the moment of inertia.
2.3.1 Stretching and inertia
We first consider the case when the shear terms N · n̂(s) = Ny cos θ − Nx sin θ ≈ 0
are negligible, leading to a zero bending moment. In this case stretching dominates
over bending, and the two projected internal forces can thus be related as Nx =
Ny tan θ. From the relationship of the tension within the beam Nx cos θ +Ny sin θ =
Eεbh, we can express each internal force independently as Nx = Ebh cos θ and Ny =
Ebh sin θ. Using our parametrization ∂x/∂s = cos θ(s, t) and ∂y/∂s = sin θ(s, t)
and substituting into Eq. (2.1a), we obtain the wave equations c2∂2x/∂s2 = ∂2x/∂t2
and c2∂2y/∂s2 = ∂2y/∂t2. This form of the wave equation can also be obtained
from a least action principle (Hanna, 2015). We seek self-similar solutions of the
form x/ct = X(η) and y/ct = Y (η). Here, η = s/ct is the self-similar variable and
X(η) and Y (η) are the self-similar functions for the x and y components respectively.
These relations, in combination with the non-linear wave equation, yield the following
self-similar equations:
(1− η2)X ′′(η) = 0, (1− η2)Y ′′(η) = 0 (2.2)
where the prime denotes a differentiation with respect to η. Equation (2.2) yields
the solutions, η = 1, X ′′ = 0 and Y ′′ = 0. Because we are interested in the region
behind the wave η < 1, we neglect the solution η = 1, as it reflects the position of the
wave s = ct. The boundary conditions arise from the values of the tangent, which in
self-similar form are X ′(0) = 0, X ′(1) = cosφ for X(η) and Y ′(0) = 1, Y ′(1) = sinφ
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Figure 2·5: Schematic illustrating the side ξs and base ξb lengths of
the self-similar trapezoid. When the rubber band is released at t = 0,
the side length of the wedge is (ε+ 1)`0. At the instance the wave has
reached the cylinder, it has travelled a horizontal distance ct.
for Y (η). These boundary conditions cannot be satisfied with a continuous curve,
but can be satisfied with a trapezoidal shape.
To compute the position and size of the trapezoid, we combine geometric and
kinematic arguments. When the wave reaches the cylinder, it has travelled a distance
ct = (ε+1)`0 cosφ. At that instant, half the trapezoid’s self-similar length, should be
ξs + ξb/2 = `0 = ct/[(ε+ 1) cosφ], where ξs and ξb are the trapezoid’s side length and
base length respectively (Fig. 2·5). Combining this relationship with the geometric
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Figure 2·6: Experimental shapes from Fig. 2·3 rescaled on self-similar
coordinates (x/ct, y/ct) reveals that the rescaled wavelength λ/ct de-
creases with time and thus likely depends on a combination of the
thickness h, density ρ, and Young’s modulus E. When the thickness
h is negligible, the shape can be approximated as a trapezoid with
dimensions ξb and ξs.
condition tanφ(ct− ξs cosφ) = ξb/2, we calculate the lengths of the trapezoid as:
ξs =
























It is reassuring to note that in the extreme case φ → 0, the retraction speed in
Eq. (2.4) reduces to V/c = ε/(ε + 1), previously observed for cut, straight rubber
strips (Vermorel et al., 2007).
Plotting the trapezoidal solution against the experimental shapes from Fig. 2·3,
we find a consistency between theory and experiments (Fig. 2·6). The trapezoidal
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shape deviates from the experimental data only near the curved region, suggesting
the importance of the neglected bending terms. By neglecting the bending terms
in Eq. (2.1), we are assuming the thickness of the wedge to be negligible. Yet, as
an intrinsic length scale in this system, the thickness is only negligible if it is small
relative to the dominant length scale, here ct. This ratio of length scales can also
be interpreted as a ratio of bending and stretching effects and gives rise to the di-
mensionless number
√
Et2/ρh2. Therefore, assuming the thickness to be negligible
h → 0 is equivalent to considering the shape at an arbitrarily long time t → ∞.
As
√
Et2/ρh2 increases, the rescaled wavelength λ/ct becomes progressively smaller,
eventually converging to the trapezoidal solution (Fig. 2·6).
2.3.2 Bending and inertia
Conversely, as
√
Et2/ρh2 decreases, the importance of thickness h becomes progres-
sively larger, motivating us to consider the case when the stretching terms are negli-
gible compared to the bending terms. Following the analysis of Audoly and Neukirch
(Audoly and Neukirch, 2005) under the assumption of small displacements, the Kirch-








which indicates the balance of bending and inertia. A natural length scale for this
equation is [(EIt2)/(ρbh)]1/4, and we therefore seek self-similar solutions using the
variable η̃ = s/(Eh2t2/12ρ)1/4. It is convenient to solve for the complementary angle
u(η̃) = π/2− θ(s, t), which when substituted into Eq. (2.5) reduces to
4u′′′′(η̃) + η̃2u′′(η̃) + 3η̃u′(η̃) = 0. (2.6)
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Figure 2·7: (a) The retraction speed model (line) is consistent with
measurements collected at various stretches and angles for different-
sized rubber bands (symbols). (b) The measured wavelength λ for
these rubber bands grows as t1/2 and is independent of stain ε and
angle φ. Inset: The rescaled wavelength for the rubber band in Fig. 2·3
decreases with time as t−1/2 and is larger than ξb during the entire
retraction period.
This differential equation is identical to that obtained by Audoly and Neukirch when
modeling fragmentation due to focused bending (Audoly and Neukirch, 2005), with
the key difference being that our equation is in terms of the angle rather than the
curvature. Here, suitable boundary conditions are u(0) = 0, u′′(0) = 0, u′′′(0) = 0
and u(∞)→ (π/2− φ). These boundary conditions lead to the self-similar solution,
u(η̃) = (π− 2φ)C(η̃/
√





η2)dη, is the Fresnel cosine integral.
The equation for u suggests that the wavelength λ should occur when η̃ = 2
√
π.
Under the assumption of small displacement, s ≈ x − V t, such that the wavelength
can be defined as λ = 2
√
π(Eh2t2/12ρ)1/4. Note that λ is independent of both strain
ε and far-field angle φ.
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2.4 Experimental results and comparison with mathematical
model
To test these predictions for V/c and λ, we carry out systematic experiments with
the rubber bands of different sizes. Experimental values of the velocity ratio V/c are
plotted in Fig. 2·7a for different sized rubber bands (symbols, see inset) by varying the
strain (color) and wedge angle (orientation) and reasonably agree with the theoretical
relationship (solid line) of Eq. (2.4). Similarly, by plotting the normalized wavelength
λ/h against the dimensionless group
√
Et2/ρh2 on logarithmic scales, it becomes
apparent that the wavelength grows as λ ∼
√
t (Fig. 2·7b). This behavior is found in
many problems associated with flexural waves in rods and beams (Bilek and Burns,
1974; Graff, 1975; Audoly and Neukirch, 2005), indicating that the growing curved
region is in fact a bending wave. Indeed, the best-fit pre-factor of 1.8 shown in
Fig. 2·6b is close to 2
√
π/(12)1/4 ≈ 1.9 from our analysis. Furthermore, the data in
Fig. 2·6b indicates that the wavelength is independent of the wedge angle and initial
strain, also predicted in our analysis. Therefore even though the appropriateness of
the small-angle approximation is questionable, it provides a reasonable estimate for
the wavelength and its dependencies.
2.4.1 Stretching and bending regimes
To predict when bending effects will influence the shape of the retracting elastic wedge,
it is instructive to return to Fig. 2·6. Note that the influence of the wavelength λ on the
overall shape of the retracting rubber band diminishes with time as λ/ct → 0. This
effect is quantified in the inset of Fig. 2·7b, which illustrates two important points: the
rate of this decrease scales as t−1/2 and the values of λ throughout the entire retraction
period are greater than ξb. Had the retraction continued, it is expected that the values
of λ would eventually be smaller than ξb, at which point the trapezoidal shape would
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dominate. Indeed, ξb/t can be interpreted as the velocity that a transverse elastic
wave travels along the y-axis. Thus, we can estimate whether the retraction will be
dominated by stretching or bending by computing the ratio of the trapezoid base
to the rescaled wavelength. This analysis predicts that the shape will be bending-










Equation (2.7) can be use to develop a phase diagram to predict when a bending-
dominated regime will occur based on the initial strain and the wedge half-angle
(Fig. 2·8). In particular, the boundary separating the two regimes depends on the di-
mensionless parameter (Et2/ρh2)1/4. Considering the entire retraction period, for the
rubber bands used in this study, (Et2/ρh2)1/4 ≈ 10. For sufficiently large strains and
wedge half-angles, bending is negligible and the retraction is dominated by stretching
and inertia. In this regime, the retracting shapes collapsed to a self-similar trape-
zoid using the scaling
√
E/ρt (see inset in Fig. 2·8). By contrast, for sufficiently small
strains and wedge half-angles, the shapes can be collapsed into self-similar coordinates
using the scaling associated with bending (Eh2t2/12ρ)1/4, where V t is subtracted from
the x-coordinate. Indeed, all of the curves in Fig. 2c collapse onto a single curve with
this scaling (Fig. 2·8b).
2.5 Conclusion
Taken together, our analysis and experimental data extend previous studies of elastic
retraction to consider a stretched elastic wedge with finite thickness. We find that
for the small wedge angles typical when shooting rubber bands, the retraction can
be described by a distinct self-similar curve with a dynamic length scale arising from
a balance of inertia and bending. Within this bending regime, the strain and wedge
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Figure 2·8: (a) Theoretical phase diagram illustrating the conditions
predicted for a bending-dominated retraction regime (shaded region).
The boundary depends on the strain ε, wedge half-angle φ, and the
dimensionless number
√
Et2/ρh2. Inset: In the stretching-dominated









t. (b) In the bending-dominated regime, the shapes collapse





angle do not significantly influence the shape but do affect the retracting velocity.
We find that this velocity can be adequately estimated by the same kinematic and
geometric relationships in both regimes. The boundary between the two regimes
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depends on three dimensionless groups, the wedge half-angle φ, the strain ε and the
parameter
√
Et2/ρh2. These dynamics can provide further insight into retracting
systems in which there is a high energetic cost to curvature, and could be extended to
a viscous environment (Vermorel et al., 2007) that would be expected for small-scale
applications such as molecular drug-delivery.
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Chapter 3
Twisting of Janus cylinders via capillary
forces
[Reprinted (Adapted) from Oratis, A. T., Farmer T. P., and Bird, J. C. (2017). “Cap-
illary induced twisting of Janus cylinders." Soft Matter, 13(41), 7556-7561. Copyright
2017 the Royal Society of Chemistry. ]
3.1 Introduction
When a liquid comes into contact with a compliant solid, surface tension can sig-
nificantly bend and deform the solid. For example, surface tension has been shown
to cause the folding of elastic structures (Py et al., 2007; Antkowiak et al., 2011),
wrinkling patterns on thin sheets (Huang et al., 2007; Pineirua et al., 2013) and
snap-through instabilities (Fargette et al., 2014). In this field of elasto-capillarity, the
amount of deformation is determined by a balance of surface tension and the resisting
elastic forces of the solid (Roman and Bico, 2010). Meanwhile, surface tension is also
responsible for the adhesion of solid particles at immiscible fluid interfaces (Picker-
ing, 1907; Binks and Lumsdon, 2000). This adhesion can be enhanced if the particles
themselves have two distinct surface wettabilities, such as a hydrophobic face and a
hydrophilic face (Casagrande et al., 1989; Ondarçuhu et al., 1990). Particles with two
faces, referred to as Janus particles, can spontaneously orient themselves at a fluid
interface such that the hydrophobic and hydrophilic surfaces are each surrounded by
their preferred fluid. This fully aligned orientation can be used to increase the sta-
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Figure 3·1: Alignment of Janus particles with discrete wettabilities
at an air-water interface. (a) Schematic portraying the stability of
a particle that is partially coated with a hydrophilic material 1 and
partially coated with a hydrophobic material 2, when placed at a liquid
interface. When the particle is not in an equilibrium position, the
hydrophilic surface makes a contact angle θ1 with the water while the
hydrophobic surface makes a contact angle θ2. This difference in contact
angle difference induces a torque T that tends to rotate the particle.
(b) Top view of two Janus cylinders connected by a flexible rod with
torsional stiffness JG placed at a liquid interface. (c) Schematic of
the final configuration of the tethered cylinders in which both cylinders
have rotated by angles φa and φb respectively.
bility of emulsions (Binks and Fletcher, 2001; Glaser et al., 2006), as well as align
optical or chemical features associated with the Janus faces (Nisisako et al., 2006;
Howse et al., 2007). However, in cases in which it is advantageous to restrict the
alignment of Janus particles at liquid interfaces, it is not immediately clear how to
passively modulate the fraction of each face exposed to its preferred fluid. To accom-
plish this goal, we pursue an elasto-capillary approach in which elastic compliance is
varied to temper the rotational alignment of Janus particles.
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An amphiphilic Janus cylinder placed at an air-water interface with the hydropho-
bic side facing the water is unstable and a small rotational perturbation will reduce
the total interfacial energy (Fig. 3·1a) (Kumar et al., 2013). This change in energy
with rotation manifests as a torque exerted on the cylinder via capillary forces and—
provided that the surfaces are sufficiently smooth—can rotate the particle (Adams
et al., 2008). Although Janus particles can be actively perturbed from their equi-
librium alignment in the presence of external shear flows (Rezvantalab et al., 2016;
Rezvantalab and Shojaei-Zadeh, 2016), we are unaware of passive alignment tech-
niques. Here we demonstrate a way in which the rotational alignment of Janus par-
ticles could be passively tuned through elasto-capillary twist. Specifically, we show
that an imbalance of capillary forces from the discrete surface wettabilities can lead to
a torque onto a connecting rod (Fig. 3·1b). Depending on the compliance of the rod,
the capillary torque will rotate the Janus cylinders relative to one another by varying
degrees (Fig. 3·1c). Thus we find that the fraction of the solid surface exposed to its
preferred phase can be tuned by modulating the material and geometric properties
that determine the elasto-capillary twist.
3.2 Experimental setup
To explore how material and geometric properties can lead to a capillary-induced
twist, we carry out macroscale experiments based on the initial antisymmetric wet-
ting configuration illustrated in Figure 3·1. Centimeter-scaled Janus cylinders are
made by partially coating a glass vial with candle soot. To accomplish the Janus pat-
terning, half of the surface area is masked with tape. After the entire vial is covered
with candle soot, the tape is removed, leaving half of the glass surface uncoated. The
advantage of soot over other coatings is that it is both superhydrophobic and black;
these characteristics help visually identify the boundary of the coating and provide a
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Figure 3·2: Effect of the geometrical and material properties of the
PDMS rod on the rotation of the Janus cylinders. (a) Two half-
photographs of an uncoated glass vial (left) and a soot-coated vial
(right) at an air-water interface revealing the contact angles θ1 ≈ 70◦
and θ2 ≈ 150◦ respectively. (b) Superimposed images of PDMS can-
tilever strips with varying tip deflections used to compute the shear
moduli G. (c) Schematic of macromodel geometry, portraying the par-
tially coated vials with lengths L and radii R connected by the rod with
length ` and radius r. (d-f) Images of the equilibrium configurations
for rods with varying radii and lengths and fixed shear modulus G = 0.2
MPa. As the Janus cylinders rotate and twist the PDMS rod, the lack
of a physical constraint allows them to randomly move and bend the
PDMS rod in the process.
large contrast in wettability. The contact angles that the uncoated glass and candle
soot make with water were experimentally measured by placing an uncoated vial and
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a fully soot coated vial in a water bath. The corresponding macroscopic contact an-
gles were measured by optical observation to be θ1 ≈ 70◦ and θ2 ≈ 150◦ respectively
(Fig. 3·2a). These values are consistent with independent measurements obtained of
small water drops on coated and uncoated glass slides. Further contact angle mea-
surements confirmed that the tape removal process did not affect the contact angle
of the glass. A small amount of molding clay is carefully placed inside the vials so
that they neutrally buoyant and to minimize any gravitationally preferred configura-
tion. We attach the two Janus cylinders with a flexible rod that we fabricate from
cross-linked polydimethylsiloxane (PDMS). Using glass vials as our Janus cylinders
is advantageous as they contain caps through which we can drill a centered hole. We
pass each end of a PDMS rod through a tight fitting hole in the corresponding vial
cap and secure the rod within the vial with epoxy. In the experiments, the radius r
and length ` of the connecting rods are varied; whereas, the size of the Janus cylinders
remain fixed (radius R = 6 mm and length L = 2.5 cm). In addition, the shear mod-
ulus G of the rod is varied by tuning the amount of curing agent added to the PDMS
during the fabrication process (20:1, 10:1, 5:1 polymer/curing agent mix). To measure
the shear modulus, we conducted cantilever tests on rectangular PDMS strips that
were fabricated following the same procedures as the PDMS rods. In these tests, the
tip deflection is measured for varying strip lengths and from these deflections a shear
modulus is calculated following beam theory (Fig. 3·2b). Specifically, for a cantilever
beam with length L and thickness h subjected to its own weight, the tip deflection
δ can be calculated as δ = 3ρgL4/2Eh2, where ρ is the density of the beam, g the
acceleration due to gravity and E the Young’s modulus of the beam. After computing
the Young’s modulus by experimentally measuring the tip deflection, we can relate it
to the shear modulus G. Assuming that the beam is isotropic, the shear and Young’s
modulus are related through G = E/2(1 + ν), where the Poisson’s ratio ν = 0.5 for
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a perfectly incompressible material.
The macroscale experiments consist of gently placing the tethered Janus cylinders
on an air-water interface and observing the equilibrium rotational alignment of the
cylinders. A top view of the untwisted experimental configuration is depicted in
Figure 3·2c, where we define the rotation angles φa = 0 and φb = 0 when the Janus
interface of each particle is perpendicular to the air-water interface. As the tethered
cylinders are placed in this configuration on an air-water interface, they are free to
rotate as they float, half submerged on the interface. The amount of rotation of each
cylinder can be measured by noting the fraction of the black soot surface observed
from the top view of the interface (Fig. 3·2d-f). Specifically from trigonometry, the
rotation angle of Janus cylinder i is related to the projected soot breadth Bi as
φi = 90
◦ − cos−1[(Bi/R) − 1], where Bi/2R is the observed soot fraction. If the
cylinders rotate completely, that is if they rotate so that the uncoated glass is in
full contact with the water and the soot with air, then only the black soot would be
visible from the top view (Bi = 2R) and thus the angles of rotation of each cylinder,
φa and φb, would be 90◦. Whereas, if the cylinders do not rotate completely, then a
portion of both the uncoated glass and the soot faces are visible from the top view
and Bi < 2R. Because the rotation of these cylinders directly twist the ends of the
compliant elastomer rod, it is perhaps more instructive to focus on a single parameter,
the rod twist angle, φ = φa + φb. For a connecting rod with radius r = 0.75 mm,
length ` = 40 mm and shear modulus G = 0.2 MPa (Fig. 3·2d), the rod offers minimal
resistance to the rotation of the Janus cylinders, and the resulting twist angle is near
the maximum value of φ = 180◦. Decreasing the rod’s length by a half reduces the
twist, as does increasing the rod’s radius (Fig. 3·2e,f).
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3.3 Experimental results for the angle of twist
We observe a wide range in the angle of twist and, by extension, rotation of each
Janus cylinder. Figure 3·3a depicts the results of individual experiments in which the
angle of twist φ is plotted as a function of the rod length ` for varying rod radii r
and shear moduli G. The maximum angle of spontaneous twist is restricted to 180◦
(dotted line in Fig. 3·3a); twists larger than 180◦ would increase both the surface and
torsional energy due to the antisymmetric configuration on the surface. For rods with
the same radii and shear moduli, increasing their lengths results in larger twists. By
contrast, making the rods thicker or stiffer tends to decrease the twist. These trends
would be expected if torsional stiffness is resisting the twist. Less clear is whether
the amount of twist generated is consistent with the capillary torques available.
3.4 Mathematical torsional-capillary model
To model the rod’s twist, we consider the surface energy of the Janus cylinders Es
and the torsional energy of the rod Et to be the dominant contributors to the angle of
twist. For an incompressible neo-Hookean rod, the torsional energy is Et = GJφ2/2`,
where J = πr4/2 is the polar moment of inertia (Rivlin, 1947). The capillary torque
on the Janus cylinders can be calculated by the change in surface energy as it rotates.
The surface energy is related to the surface area Es = γiAi, where γi is surface
tension associated with the interface (De Gennes et al., 2004). Thus, the change in
the surface energy of the cylinder associated with the change in area from rotation
can be expressed as dEs =
∑
i
[(γ2V − γ2L) − (γ1V − γ1L)]dAi, where γ2V and γ2L
are the soot-vapor and soot-liquid surface tensions respectively, γ1V and γ1L are the
glass-vapor and glass-liquid surface tensions respectively, and dAi = RLdφi is the
rotated surface area of each Janus cylinder. With the Young-Laplace law, the surface
energy can be related to the known contact angles of each Janus interface θ1 and θ2,
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Figure 3·3: (a) Experimental results of the equilibrium twist angle φ
plotted against the length of the rod ` for varying geometrical and ma-
terial properties. The dotted line indicates the maximum angle of twist
that can be achieved, φ = 180◦. Inset shows the different radii r and
shear moduli G combinations corresponding to the plotted data points.
Representative error bars for the data points are shown in the bottom
right corner. (b) Twist angle data rescaled against the dimensionless
group γLR`/Gr4. The solid line denotes the model solution based on
the contact angles of the surfaces used in experiments θ1 = 70◦ and
θ2 = 150
◦. Dotted line denotes the extent of the region that could
theoretically be achieved for Janus cylinders and is based on perfectly
wetting and non-wetting surfaces with contact angles 0◦ and 180◦.
and simplifies to dEs = γRL(cos θ2 − cos θ1)dφ, with γ denoting the surface tension
of the air-water interface. Minimizing the total energy, E =
∫
dEs + Et with respect




(cos θ1 − cos θ2) =
2
π




Note that this relation could also be obtained with a torque balance between the
cylinders subjected to equal and opposite capillary torques T = γRL(cos θ1− cos θ2),
connected by a torsional spring with stiffness GJ/`.
Equation (3.1) reveals the importance of the dimensionless group γRL`/Gr4,
which is linearly proportional to the angle of twist. The slope of this linear rela-
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tionship is controlled by the surface angles of each Janus cylinder, through the term
cos θ1 − cos θ2. In the event that the cylinders were of uniform wettability, that is
θ1 = θ2, then the slope would be zero and, as expected, no twist would result. Alter-
natively, if the cylinders were perfectly wetting and nonwetting, that is θ1 = 0◦ and
θ2 = 180
◦, then the slope would reach a maximum of 4/π. Therefore in addition to
twist angles being limited to 180◦, the angles are further restricted if γRL`/Gr4 is
less than π2/4. Based on the wettability of our Janus cylinders, the theoretical slope
is between these two extremes, as shown by the solid line in Figure 3·3b.
Replotting the data points shown in Figure 3·3 onto these dimensionless axes, we
find that they are consistent with our model and follow the trend of the theoretical
solid line corresponding to Equation (3.1). Clearly there are deviations between the
theory and experiments, which are not particularly surprising given the reductionist
approach of our model. Yet the trend and order of magnitude of the results supports
the notion that it is possible to twist a compliant rod with capillary torques or,
alternatively, to restrain the rotation of Janus cylinders with a compliant tether.
3.4.1 Model limitation
Returning to the experimental images (Fig. 3·2d-f), it is clear that some of rods are
curved when the angle of twist is measured, and it is natural to inquire whether
this curvature has an effect on these measurements. To address this question, we
incorporate previous analysis on the twisting of a curved circular bar (Ugural and
Fenster, 2003) into our model, assuming the PDMS rod has an initial curvature.
Specifically, both the torsional and bending energies are considered for a rod with
constant curvature κ and torque confined to a plane. This analysis yields an additional
term, {1+[ν/(2+2ν)][(sin(2κ`)/(2κ`)−1]}, that is multiplied by the right-hand side
of Equation 3.1. Here ν is the Poisson’s ratio of the beam and is equal to 0.5 for
PDMS (Pritchard et al., 2013). We measure the curvature for all of our rods when
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φ is recorded and find that the largest value of κL is 0.22, which corresponds to
a negligible correction of approximately 0.5%. Therefore, it appears that including
bending in our model does not reduce the spread in the data. The source of the
bending is not particularly clear. Sufficient twisting of slender rods has been shown to
cause bending deformations in the form of helical torsional buckling (Love, 1927), yet
adapting these models to our system is non-trivial and beyond the scope of this study.
Based on observations, we suspect that majority of bending arises from imperfections
and perturbations in the system rather than twisting. Imperfections may also lead to
a non-uniform surface tension along the length of the soot-coated vial and significant
scatter in the measured angles. For example, contact angle hysteresis or errors in
the alignment of the antisymmetric patterns during fabrication could modify the
measured equilibrium twist angle.
A limitation of our model is that it assumes rotation about the cylinder central-
axis, which may not be the case if there are significant vertical displacements. To
illustrate this limitation, we consider the case in which the Janus cylinders’ surface is
non-symmetrically hydrophobic and hydrophilic, which would correspond to a differ-
ence between the hydrophobic and hydrophilic surface areas (Fig. 3·4). Quantifying
the degree of non-symmetry by the fraction of the hydrophobic surface area over the
total surface area of the cylinder as f , bounds f to a value between 0 (completely
hydrophilic) and 1 (completely hydrophobic), with f = 0.5 corresponding to the sym-
metric Janus cylinders used in our experiments. Assuming rotations only about the
central axis, the equilibrium angle of twist could still be described by Equation 3.1,
but the maximum angle of twist would be confined to φ = 180◦(1−|2f−1|). However,
if the tethering rod were sufficiently compliant, then the cylinders would be able to
rotate further since the most energetically favorable state occurs when both hydropho-
bic and hydrophilic surfaces are surrounded by their preferred fluid, regardless of their
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Figure 3·4: A Janus particle can be non-symmetrically coated with
different hydrophobic and hydrophilic surface areas. The degree of non-
symmetry f is defined as the ratio of the hydrophobic surface are over
the total cylinder surface area, such that f = 0 and f = 1 leads to a
completely hydrophilic and hydrophobic cylinder respectively.
relative surface areas. To achieve this equilibrium orientation, the cylinders must be
displaced vertically, causing the interface to no longer pass through the central-axis.
Rotation about a line other than the central-axis would reduce the torques, as the
moment arm is no longer defined by the diameter of the cylinder 2R but rather the
cord length 2R sin(πf).
3.4.2 Compliant Janus cylinders
To further explore the coupling between capillarity and torsion, we consider a vari-
ant geometry in which two Janus cylinders are directly connected to form a single
antisymmetric element, which itself is compliant (Fig. 3·6a). When placed at a liq-
uid interface, the capillary torques are no longer exerted at the two ends but rather
distributed along the length creating a continuous variation of twist in the axial direc-
tion, which we refer to as a twist profile. For this continuous case, we find it clearer to
denote the twist angle in radians rather than degrees. Because of the antisymmetric
Janus configuration, the twist profile must also be antisymmetric about the element’s
midpoint, which is therefore a natural location to set the origin (Fig. 3·5a).
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Figure 3·5: Twist profiles of an antisymmetric element consisting of
two connected, compliant Janus cylinders. (a) Schematic of the initial
configuration of the antisymmetric element, with the origin located at
its midpoint. (b) Twist angle as a function of the relative distance
from the origin for increasing values of the dimensionless group G =√
GR3/γL2. (c) Schematics of the twist profiles for three elements
with increasing values of G.
Focusing on the twist in the positive x-direction (Fig. 3·5a), we define the angle of
twist such that φ = π/2 occurs when the surface energy Es is at a minimum (Fig.3·1a).
The wettability causes a capillary torque T = dEs/dφ, which vanishes when φ = π/2.
However, in the event that the angle of twist were to exceed π/2, the capillary torque
would reverse direction, seeking again the most energetically favorable state. Thus it is
evident that the sign of the capillary torque depends on the angle of twist, alternating
between a positive and negative value about the point φ = π/2. Recalling the surface
energy dEs for Janus cylinders discussed earlier, it follows that the magnitude of the
torque per unit length can be expressed as t(φ) = γR(cos θ1 − cos θ2). For simplicity,
we assume perfectly wetting and non-wetting surfaces, which reduce the torque per
unit length to t(φ) = ±2γR, with t(φ = π/2) = 0.
For the positive half of the cylinder x > 0, the equilibrium twist profile φ(x)
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+ t(φ) = 0 ; t(φ) =

2γR if φ < π/2
0 if φ = π/2
−2γR if φ > π/2
(3.2)
Simultaneously, the cylinder must satisfy the boundary conditions φ(0) = 0 from
antisymmetry and φ′(L) = 0 from the absence of an applied external torque, where
the prime denotes the derivative with respect to x. Solving Equation (3.2) with these
boundary conditions, leads to an analytic expression for the twist profile:
φ(x > 0) =




























GR3/γL2 is a dimensionless rod stiffness parameter that relates torsional
and capillary effects. Note that the full solution also includes an equal and opposite
twist profile for x < 0, following the antisymmetric condition φ(x) = −φ(−x).
Because the governing equation for the twist profile is a quasi-linear boundary
value problem, it is not surprising that we obtain a non-linear solution. The twist
depends on the relative distance from the center x/L, as well as the value of G,
indicating the balance between torsion and capillarity (Fig. 3·5b). Elements with
small values of G obtain a sharp twist profile, reaching φ = π/2 and−π/2 for all points
beyond a twisted region confined around the origin. These elements are sufficiently
compliant that capillary forces overcome their torsional resistances. For increasing
values of G, the twist spreads out over a larger portion of the element until even the
ends no longer fully rotate. At these larger values of G, the element is sufficiently
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stiff that torsional resistance overwhelms the capillary forces. It should be noted that
although the twist profile is continuous and smooth, the curvature is discontinuous
such that the slope φ′(x) has kinks at the points when φ reaches π/2 and −π/2, as
well as at the origin.
Mapping the non-linear solution onto the antisymmetric element can help visualize
how the twisting profile dictates the equilibrium configuration (Fig. 3·5c). Here the
color differentiates the hydrophobic and hydrophilic surfaces, resulting in an abrupt
change in color at the origin that is unrelated to the twist. The sharp twist profile
obtained for an element with a small value of G illustrates how most of the element
fully reorients at equilibrium. The final orientation of the element is reminiscent of
a regular Janus cylinder, apart from a small twisted region. The twist in that region
increases quadratically with x until the maximum twist of π/2 is obtained at the
point where the kinks occur in the slope. Increasing the value of G lengthens the
twisted region until a critical value of G = 2/π is reached, indicating that there exists
a characteristic length describing this twisted region. This characteristic length, the
torsional-capillary length `T ≡
√
GR3/γ identifies the position where the surface and
torsional forces balance. Indeed G can be interpreted as the torsional capillary length
relative to the element length G = `T/L . For elements with values of G that exceeds
the critical value, the balance between the surface and torsional forces occurs at a
position beyond the length of the element L, and as a result the twist is confined by
the ends. Note that the torsional-capillary length is analogous to the elasto-capillary
length `E =
√
Eh3/γ found in studies in which elastic structures are bent via capillary
forces (Bico et al., 2004; Py et al., 2007; Roman and Bico, 2010).
The twist profiles of the antisymmetric elements can be separated into two regimes
based on which length scale, `T or L, is dominant. Rescaling the data from Figure 3·5b
with the appropriate dimensionless groups can give us an insight for the two regimes.
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Figure 3·6: Plots of the angle of twist against different dimensionless
groups. (a) Twist angle against the position scaled by the torsional-
capillary length `T . (b) Twist angle multiplied by G2 as a function of
the relative position from the center x/L. Note that φ is displayed in
radians for clarity.
Plotting the twist φ against the position scaled with the torsional-capillary length
x/`T reveals that the elements with the small values of G collapse into a single curve,
whereas the curves with large values do not (Fig. 3·6a). If instead, the twist φ mul-
tiplied by G2 is plotted against the position relative to the length x/L, the elements
with larger values of G collapse as a single curve, whereas curves with the small values
do not (Fig. 3·6b). Thus by separating the solution into two regimes, the number of
dimensionless parameters needed to characterize the twist profile can be reduced.
3.5 Conclusion
In summary, we have demonstrated how twist can be used to control the orientation of
Janus particles at an air-water interface when tethered in an antisymmetric fashion. If
compliant Janus cylinders are directly connected to form an antisymmetric element,
then the twist can be determined by considering a distributed torque. For both
geometries, the equilibrium configuration is dictated by the balance of the elastic and
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interfacial properties of the system, which gives rise to a natural length scale, the
torsional-capillary length. The competition between elastic and interfacial properties
has been studied in many occasions involving bending of structures, and even in some
cases bending coupled with twisting (Legrain et al., 2016). Here we have shown how
pure twisting can be achieved through breaking rotational symmetry with variation in
contact angle. Although we have focused on solid cylinders, the approach described
can also be applied to other configurations including bundles of fibers in functionalized
fabrics. Additionally, tethers or antisymmetric elements could be designed to twist
only under certain liquid conditions, including those that might swell the elastomer,
and thus serve as sensing devices.
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Chapter 4
Short-time dynamics of bubble spreading on
liquid infused surfaces
4.1 Introduction
The ability of a liquid drop to spread on a solid surface is a phenomenon relevant for
various natural and industrial applications, ranging from agriculture to ink-jet print-
ing (Cohen and Gutoff, 1992; Bonn et al., 2009; Wijshoff, 2010). When a spherical
drop comes into contact with a perfectly wetting surface it begins to spread within
milliseconds, in a process resembling the coalescence between two drops. At the late
stages of spreading, the drop has slowed down and the dynamics can be characterized
by the interplay between the driving capillary force and the viscous dissipation near
the contact line. This balance yields a power-law r ∼ t1/10 for the drop’s spreading
radius r with respect to time t, also known as Tanner’s law (Tanner, 1979; De Gennes
et al., 2004). During the early stages of spreading, the drop is instead resisted by
inertia, leading to a different power for the spreading radius r ∼ t1/2 (Biance et al.,
2004). However, when the drop spreads on a partially wetting surface, the power-law
changes exponent after the drop has spread a certain distance (Winkels et al., 2012),
where the exponent depends on the equilibrium contact angle (Bird et al., 2008).
It still remains unclear how the chemistry of the solid surface affects the spreading
dynamics of a drop.
Most studies focusing on the dynamics of spreading have primarily utilized liquid
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drops. Yet, the spreading motion of a liquid drop can be challenging to model in a
theoretical framework. Conversely, setups involving spreading bubbles can be more
tractable analytically, because it involves focusing on the retraction of the thin liquid
film surrounding. Indeed, various models of liquid sheet retraction have been devel-
oped to analyze bubble coalescence (Paulsen et al., 2014; Munro et al., 2015), which
can be extended to describe the spreading of bubbles on solid surfaces (Keller, 1983).
If the surface is superhydrophobic, the bubble contacts the trapped air within the
surface’s microtexture and spreads very fast. The spreading is driven by surface ten-
sion and resisted by the bulk liquid’s inertia, resulting in very fast spreading motions
(de Maleprade et al., 2016). Conversely, bubbles spread much slower on partially wet-
ting surfaces (Váchová et al., 2014), and we thus observe again the chemistry of the
surface to drastically alter the spreading dynamics. Here, we try understand these
two disparate spreading behaviors using liquid-infused surfaces, which consist of a
microtexture infused with a lubricant. Liquid-infused surfaces have shown remark-
able potential for practical applications due to their ability to minimize contact line
pinning (Quéré, 2005), which provides these surfaces with properties of self-cleaning
(Lafuma and Quéré, 2011), repelling biofouling (Epstein et al., 2012; Subramanyam
et al., 2013) and reducing anti-icing (Kim et al., 2012) and drag (Solomon et al., 2014;
Schönecker et al., 2014). By varying the viscosity of the infused liquid, we show how
the interplay between inertial and viscous forces during spreading can help bridge the
gap in the dynamics of a bubble coming into contact with an air-layer and a solid.
When an air bubble with radius R ≈ 1 mm is slowly brought into contact with
a submerged solid surface, the intermediate thin liquid film begins to drain. The
film thickness during drainge can become sufficiently small such that long-range in-
termolecular forces lead to rupture (Hendrix et al., 2012). When the liquid film
ruptures, the air bubble begins to spread on the surface with a spreading radius r(t)
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Figure 4·1: A bubble with radius R ≈ 1 mm makes contact with a
submerged surface and spreads with a radius r(t). (a)When the surface
is superhydrophobic, the bubble spreads has completely spread on the
surface within 3 ms. (b) On a partially wetting surface, the bubble
spreads within 100 ms. At equilibrium, the bubble has detached from
the needle and forms a contact angle θeq ≈ 90◦.
and displaces the liquid film in the process. For a superhydrophobic surface, an air
bubble spreads within only a couple of milliseconds (Fig. 4·1a). The bubble contacts
the trapped air within the microtexture of the surface, which drives the spreading
through capillary forces, and is resisted by the inertia of the displaced liquid film.
The spreading behavior bears similarities to the coalescence of two bubbles in a low-
viscosity liquid, where capillary waves propagate along the bubble’s interface. Keller
extended the inertio-capillary balance of bubble coalescence on solid surfaces and
showed that the spreading radius varies with time in terms of a power-law, which












Recent experimental studies confirm the power-law r ∼ t1/2 but also the theoretical
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coefficient for θeq = 180◦ (de Maleprade et al., 2016). However, this power-law cannot
describe the spreading of a bubble on a partially wetting surface. For a solid surface
with equilibrium contact angle θeq ≈ 90◦, the bubble spreads within 100 milliseconds
(Fig. 4·1b), which is much slower than the time-scale predicted by Keller’s model. To
better understand the mismatch in these two behaviors we switch to liquid-infused
surfaces.
4.2 Experimental setup
We carry out experiments by first developing superhydrophobic surfaces using the
commercially available coating Ultra-Ever Dry (UltraTech International Inc.) This
process involves applying two sets of coatings on a glass surface to alter the surface
chemistry and add roughness on the order of 10 microns. The superhydrophobic sur-
face is then infused with silicone oil of viscosity µs through spontaneous imbibition
(Fig. 4·2a). We note that there is always some residue oil above the texture, which
classifies our surfaces overinfused. These surfaces are well-suited for our purposes,
since we can significantly vary the viscosity of the lubricant without altering the equi-
librium contact angle. Because the surface tension of the silicone oil does not vary sig-






remains constant and therefore it eliminates its influence on the spreading dynamics
for our purposes. Here γow ≈ 40 mN/m and γoa ≈ 20 mN/m represent the oil-water
and oil-air surface tensions respectively. We use five different silicone oils of increas-
ing viscosity µs = 1, 10, 102, 103 and 104 mPa · s. The liquid-infused surface is then
placed in a water bath of density ρ = 1, 000 kg/m3, in which an air bubble with initial
radius R is slowly brought into to contact with the surface. As the bubble begins to
spread, the motion is recorded with a high speed camera from the side, with frame
rates ranging between 5,000-25,000 frames per second, depending on the film’s viscos-
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Figure 4·2: (a) Schematic illustrating the different phases between
solid, superhydrophobic and liquid-infused surfaces. (b) Using a liquid-
infused surface with a silicone oil viscosity of µs = 10 mPa · s, the
dynamics resemble the spreading on a superhydrophobic surface. When
the bubble stops spreading, it’s shape consists of a spherical cap and
a ridge of silicone oil around the bubble’s periphery. (c) In contrast,
the spreading dynamics on a liquid-infused surface with much larger
viscosity µs = 104 mPa · s are much more similar to spreading on a
partially wetting surface. At equilibrium, the bubble retains with the
same ridge of silicone oil.
ity. The motion is then analyzed using a custom image-processing MATLAB script,
which tracks the motion of the apparent contact line.
The motion of a bubble on a liquid-infused surface with viscosity µs = 10 mPa · s
is illustrated in Fig. 4·2b. As the bubble spreads on the surface, a capillary wave
travels along the bubble’s surface, in a process qualitatively similar to the spreading
on a superhydrophobic surface. In contrast, on a surface with a much larger lubricant
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Figure 4·3: Evolution of the spreading radius r(t) as a function of
time t on logarithmic scales for a bubble with initial radius R = 1
mm. (a) The radius plotted against time highlights the influence of the
surface viscosity, with increasing viscosity leading to slower spreading.
Regardless of the surface’s viscosity, the spreading radius of each surface
follows a power law of r ∼ t1/2 during early times. (b)Scaling the
spreading radius with the bubble’s radius R and time by the inertio-
capillary time scale
√
ρR3/γ, does not collapse the data for the different
viscosity surfaces. Keller’s model for the superhydrophobic case θeq =
180◦ fairly matches our results but fails for the partially wetting surface
of θeq = 90◦. Inset: Normalizing the time by viscous-capillary time scale
µsR/γ based on the viscosity of the surface, also does not collapse the
data, indicating the intricate coupling between the liquid inertia and
the viscosity of the surface.
viscosity of µs = 104 mPa · s, the bubble spreads at a much slower rate (Fig. 4·3c).
The higher viscosity dampens the capillary waves and the resulting bubble shape
resembles the spreading behavior on a solid surface. We thus readily observe the
viscosity of the lubricant to largely affect the spreading dynamics. Yet at much later
times, near the assumed equilibrium state, the bubble shape in both cases appears to
be very similar. The similar equilibrium shapes of a bubble on liquid-infused surfaces
with dramatically different viscosities is consistent with the shapes obtained by liquid
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drops on these surfaces (Smith et al., 2013; Schellenberger et al., 2015). The bubble
appears to maintain a spherical shape apart from the edges near the contact line,
where a wedge of the silicone oil wicks around the periphery of the bubble. Because
the spreading parameter is postive S = γ − γow − γoa > 0, where γ ≈ 70 mN/m is
the air-water surface tension, it is more energetically favorable for the bubble to be
cloaked by a nanometrically thin film of oil (Schellenberger et al., 2015). Even though
the foot of oil is not entirely visible at early times, it grows as the bubble spreads on
the surface. Thus, the spreading bubble does not only displace the water film, but
also the foot of oil that develops once the bubble has made contact with the surface.
4.3 Experimental results for spreading radius
The effects of the oil on the surface can also be observed when plotting the spreading
radius against time for a bubble with initial radius R = 1 mm (Fig.4·3a). Gradually
increasing the viscosity of the infused silicone oil leads to slower spreading. Despite the
differences in speed between each liquid-infused surface, the spreading radius at early
times for every surface follows a power-law of r ∼ t1/2. Because the same power-law of
is retained for each surface viscosity, the dynamics are similar to bubble coalescence,
which are dominated by the flow in the thin film of the bulk liquid. Indeed, various
studies have demonstrated that the spreading radius during coalescence between two
bubbles follows the r/R ∼ (t/τ)1/2 scaling with the characteristic time scale τ depend-
ing on the viscosity of the bulk fluid (Paulsen et al., 2014; Munro et al., 2015). When
the liquid’s viscosity is low, the Laplace pressure γR/r2 drives the spreading and is
resisted only by the liquid’s inertia ρ(dr/dt)2, which yields r/R ∼ (t/
√
ρR3/γ)1/2.
When the viscosity of the surrounding fluid becomes larger than approximately 100
mPa · s, inertial effects cease being important and the spreading is instead resisted by
the viscosity of the bulk fluid in the form of µ(dr/dt)/R. The visco-capillary balance
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yields a similar scaling r/R ∼ (γt/µR)1/2, but a different characteristic time scale
µR/γ. Because the intertio-capillary time
√
ρR3/γ does not involve viscosity, nor-
malizing our data by this time scale does not lead to a collapse (Fig. 4·3b). However,
the data still do not collapse when we normalize time by the visco-capillary time
µsR/γ based on the surface viscosity, (inset in Fig. 4·3b). It thus becomes apparent
that neither a purely inertial or viscous scaling is adequate to describe the spreading
on a liquid-infused surface.
4.3.1 Effects of oil thickness
From our experimental observations we can deduce that the forces resisting spread-
ing result from an intricate combination between the bulk liquid inertia and viscous
dissipation in the ridge. A simple dimensional analysis suggests that the spread-












. The second term µs/
√
ργR represents the Ohne-
sorge number, which represents the ratio between viscous and inertio-capillary effects;
whereas the last term e/R involves the oil thickness e above the texture. To test the
influence of parameter e/R on the spreading dynamics, we perform various exper-
iments where we vary the bubble size in the range of 0.45 < R < 1.5 mm for a
constant oil thickness. We also vary the oil thickness and observe the spreading of a
single sized bubble. We approximate the thickness by measuring the amount of oil
deposited on the surface while also taking into account the thickness of the texture.
However, because we cannot control the geometry of the roughness when we apply
the Ultra-Ever Dry coating, the reported thicknesses are only approximations and
not a quantitatively accurate representation of the actual values.
For a surface viscosity of µs = 100 mPa·s, the spreading radius as a function of
time for a constant thickness and varying initial radius is illustrated in Fig.4·4a, with
larger bubbles spreading farther. A difference in the spreading behavior also occurs for
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Figure 4·4: Effect of the oil thickness on the spreading dynamics. (a)
The spreading radius r plotted against time t for different sized bubbles
spreading on a 100 mPa·s surface with constant oil thickness e. (b)
Spreading radius against time for the same bubble spreading on varying
oil thicknesses. (c) The different data collapse when normalizing the
spreading radius by the initial bubble radius R and time by the inertio-
capillary time
√
ρR3/γ. At late times, we can observe a transition from
the early spreading regime to a viscous regime where the spreading
radius follows a power of r ∼ t1/10. (d) Increasing the oil thickness e
relative to the radius leads to a larger oil ridge at equilibrium.
a single sized bubble spreading on oil layers with different thicknesses (Fig. 4·4b), as
decreasing the oil thickness leads to slower spreading. However, the spreading radius
seems to be fairly similar at early times for both cases. This early time behavior
is further confirmed when we plot the normalized radius r/R against dimensionless
t/
√
ρR3/γ on logarithmic scales (Fig. 4·4c). The majority of the data collapse on to
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one another and we also observe that the early spreading regime ends around the
same time t/
√
ρR3/γ ≈ 1. In certain cases, the bubble transitions to a late spreading
regime with a power law of 1/10, consistent with Tanner’s law (Tanner, 1979), where
viscosity dominates over inertia. The spreading on the very thin oil layer of e ≈ 5 µm
is much slower and deviates from the other cases. For this particular surface, there
is a possibility that the infused oil has not exceeded the texture, as no distinct oil
ridge is observed at equilibrium (Fig. 4·4d). To completely dismiss the effects of the
oil thickness from the dynamics, we do not consider underinfused surfaces and focus
only on the surfaces where the oil has exceeded the texture.
4.4 Mathematical coalescence model
We analyze the spreading dynamics by modelling the spreading coefficient of the
power-law. Specifically, we define a dimensionless parameter β to be the value of
r/R when t =
√
(ρR3/γ). Therefore in the early inertial-capillary regime, r/R =
β(t/
√
ρR3/γ)1/2. We use the inertio-capillary time scale as the characteristic time
to compare how β deviates from Keller’s result in Eq.(4.1). To better understand
the effects of increasing surface viscosity, it is instructive to examine the shape of
the spreading bubble. For a very low viscosity surface, the capillary wave travelling
across the bubble induces a curvature in the thin water film, which in turn drives
the spreading through a Laplace pressure (Fig. 4·5a). The bubble is resisted by the
inertia of the displaced water film, as well as the wedge of oil. Gradually increas-
ing the viscosity results in a much higher curvature in the oil wedge, which wicks
around the bubble and amplifies the viscous dissipation during spreading (Fig. 4·5b)
Balancing the driving capillary pressure γR/r2 with the inertial ρ(dr/dt)2 and viscous
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Figure 4·5: Schematic illustrating the different possible spreading sce-
narios. (a) For a low viscosity surface, the capillary waves travelling
along the bubble initiate a curvature, which drives the spreading and
is resisted by inertia t. (b) A large surface viscosity dampens the cap-
illary waves and thus the curvature of the bubble is much larger. As
the bubble spreads it drags along the viscous ridge, which resists the
spreading motion. (c) For an even larger viscosity surface, attractive
long-range forces drive the spreading, which does not result in a dis-
placement of the oil ridge. The spreading bubble is thus resisted by
inertia.














− k2 = 0, (4.2)
where k1 and k2 are fitting parameters. Note that we have used the dimensionless
radius r̃ = r/R and time t̃ = t/
√
ρR3/γ. Equation (4.2) has as an exact solution that
















In the limit of low surface viscosity, the spreading coefficient reduces to a value in-
dependent of the viscosity of the surface. Conversely, at high surface viscosities the
spreading coefficient follows a scaling of β ∼ (µ/
√
ργR)−1/2.
4.4.1 Importance of van der Waals forces
When we increase the surface viscosity to 104 mPa·s, the bubble shape during spread-
ing is remarkably different compared to a low-viscosity surface. As the oil wicks
around the bubble and produces a much higher curvature in the oil wedge, the thick-
ness h can become very small. For an extremely thin oil wedge, attractive van der
Waals forces can contribute to the spreading behavior and can be characterized by
the disjoining pressure A/h3, where A ≈ 10−20 Nm is the Hamaker constant. For an
oil wedge thickness below h ∼ 10−7 m, the Laplace pressure in the oil film γd2h/dr2
becomes on the same order with the disjoining pressure, and thus van der Waals forces
should be considered in the spreading dynamics. When van der Waals forces initiate
spreading, the thin oil layer that cloaks the bubble gets attracted to the oil on the
surface (dashed arrow in Fig. 4·5c), and as they merge the water film get squeezed
and displaced. In such a motion the oil wedge does not get dragged along the surface
but instead gets progressively reformed by the oil ahead of the bubble. Therefore,
the surface viscosity in such a motion would not manifest in the dynamics and the
spreading bubble will only be resisted by the inertia of the bulk liquid. After simulta-
neously balancing the disjoining and capillary pressures with inertial resistance, the
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To test this hypothesis, we conduct further experiments where we use silicone oils
with viscosities of µs = 105 and 106 mPa·s. Our results confirm the non-monotonic
behavior of the spreading coefficient with viscosity. Specifically, the spreading co-
efficient for these two ultra high viscosities is fairly similar and lies between values
for the 103 and 103 mPa·s surface viscosities (Fig. 4·6a). The power-law predicted by
Eq. (4.4) consists of an exponent of 4/7, which is still close to the exponent of 1/2
apparent in the logarithmic plots of the spreading radius. Indeed, the two triangles
illustrating the power-law dependence in Fig. 4·6a are almost indistinguishable, and
could both be used to describe the spreading radius.
Our combined results for all surface viscosities are illustrated when plotting the
spreading coefficient β against the Ohnesorge number µs/
√
ργR (Fig.4·6b). We re-
port a mean value of the spreading coefficient for each surface viscosity, averaged
for experiments with different bubble radii. The model of Eq.(4.3) follows a quali-
tatively similar trend with the experimental data of the liquid-infused surfaces but
overestimates the values. It is not surprising that the fit does not exactly match the
experimental data, as it is based on bubble coalescence, where the viscous dissipa-
tion term does not account for the moving contact line of the oil ridge. Note that
we have used the value k1 = 1.25 as a fitting parameter and the value k2 = 8/3
to match Keller’s result in the limit of µ/
√
ργR = 0. A viscous term arising from
the dynamic contact angle (Keiser et al., 2017) is more appropriate, but would not
lead to a closed form solution that could help us better interpret our experimental
results. Note that we have used fitting parameters such that the β asymptotes to-
wards Keller’s result in the limit of zero surface viscosity. When the surface viscosity
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Figure 4·6: (a) The normalized spreading radius plotted against time
for surface viscosities beyond µs = 104 mPa · s does not slow down with
increasing viscosity. Instead, the spreading speeds for surface viscosi-
ties of µs = 105 and 106 mPa · s remain fairly constant. (b) Plotting
the spreading coefficient β against the Ohnesorge number µs/
√
ργR
points out the effects of viscosity on the spreading dynamics. At low
values of the Ohnesorge number, viscous effects are negligible and the
spreading coefficient follows Keller’s inertio-capillary model. Increas-
ing the viscosity of the surface slows down the spreading, with a trend
that is consistent with the model of Eq.(4.3) (blue dotted line). Here
we have used values of k1 = 1.25 and k2 = 8/3. However, beyond a
surface viscosity of µs ≈ 104 mPa · s, viscous effects cease to influence
the spreading coefficient, which is instead dictated by intermolecular
forces and remains constant
is increased beyond 104 mPa · s, the spreading coefficient does not follow the viscous
limit of β ∼ (µ/
√
ργR)−1/2 but remains constant as predicted by the van der Waals
model of Eq. 4.4. Even though this simple model lacks for exact numerical prefactors,
the pre-factor (A/γR2)1/4 ∼ 0.1 is on the same order of magnitude and independent
of viscosity (dashed line in Fig.4·6b).
From our two scalings of the spreading radius we can predict the critical viscosity
at which the spreading dynamics transition from the viscous to the intermolecular
regime. In particular, we balance the two scalings for the spreading radius and find




ργR/µ)7(γR2/A), which leads to a
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spreading radius of r/R ∼ (
√
ργR/µ)4(γR2/A)1/2. From our experimental results we
observe the spreading to start around r/R ≈ 0.1 (Fig. 4·3b), and can thus predict that
the crossover occurs when (µ/
√
ργR)(A/γR2)1/8 > 1. For an initial bubble radius of
R = 1 mm, this transition translates to a viscosity of µs = 25, 000 mPa·s, which is
confirmed by our data (shaded region in Fig. 4·6b).
4.5 Conclusions
Here we have studied the early time dynamics of bubbles spreading on liquid-infused
surfaces. We showed that an intricate balance between capillary, inertial and vis-
cous effects can provide an estimate for the spreading radius in the form of a power
law, with a coefficient dependent on viscosity. The spreading coefficient follows a
trend similar to the one derived for the dynamics of bubble coalescence. However,
beyond a critical value, viscous effects stop affecting the spreading dynamics. For
ultra viscous surfaces, the spreading coefficient is instead prescribed by the balance
of van der Waals and inertial effects. Our results provide new insight in the field of
contact line dynamics and could be extended to better understand the behavior of
bubbles spreading on solid surfaces. Indeed, the ultra high surface viscosities obtain
a spreading coefficient very similar to the one of the solid surface. Furthermore, this
study sheds new light into the behavior of bubbles on liquid-infused surfaces (Tang
et al., 2018; Keiser et al., 2020), which has not received as much attention compared
to liquid drops. Liquid-infused surfaces have remarkable potential for applications in




A new wrinkle on liquid sheets: Turning the
mechanism of viscous bubble collapse upside
down
[Reprinted (Adapted) from Oratis, A. T., Bush, J. W. M., Stone, H. A. and Bird, J.
C. (2020). “A new wrinkle on liquid sheets: Turning the mechanism of viscous bubble
collapse upside down." Science, 369(6504), 685-688. Copyright 2020 the American
Association for the Advancement of Science. ]
5.1 Introduction
Wrinkling of thin sheets appears in a variety of settings across a wide range of length-
scales, in neutrophil phagocytosis (Hallett and Dewitt, 2007), the development of
epithelial tissue responsible for fingerprints (Kücken and Newell, 2004), and subduc-
tion zones in plate tectonics (Mahadevan et al., 2010). Generally speaking, sheets
wrinkle because, when subjected to compressive stresses, they require less energy to
buckle than compress (Holmes, 2019). Most recent studies have focused on under-
standing the bending deformations that occur when a thin elastic sheet is stretched
(Huang et al., 2007; Davidovitch et al., 2011), poked (Vella et al., 2011; Vella et al.,
2015), or wrapped around a curved object (King et al., 2012; Hure et al., 2012);
however, viscous liquids can also buckle (Taylor, 1969; Teichman and Mahadevan,
2003; Le Merrer et al., 2012). A visually striking example is the “parachute insta-
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bility" that develops spontaneously when a bubble rising in a viscous liquid reaches
the surface and ruptures (Fig. 5·1). Bubbles collect at the surface of viscous liq-
uids during processes including glass manufacturing, spray painting (Kadoura et al.,
2016), vitrification of radioactive waste (Pokorny et al., 2015), and volcanic eruptions
(Gonnermann and Manga, 2007). Having surfaced, the bubble consists of a thin liq-
uid film in the form of a spherical cap that is supported by the gas trapped inside
it (Fig. 5·1a). When the bubble ruptures, the liquid film develops a growing hole
that allows the trapped gas to escape. Without the support of this gas, the forces
on the liquid film are unbalanced, causing bubble collapse and the development of
radial wrinkles around the bubble periphery. Previous investigations have concluded
that the wrinkles develop as a consequence of the weight of the collapsing thin film
and the geometric constraint imposed by the opening hole (Debrégeas et al., 1998;
da Silveira et al., 2000). We demonstrate here that the wrinkling instability relies on
neither gravity nor the presence of the hole.
5.2 Viscous Bubble Collapse
5.2.1 Importance of gravity
The development of wrinkles from a collapsing bubble with radius R = 1 cm on a
silicone oil bath with viscosity µ ≈ 106 cP is illustrated in Fig. 5·1b. The wrinkles
emerge in an isolated annular region near the bubble’s edge, when the bubble height Z
reaches a distance of approximately Z/R ≈ 0.6 from the bath’s surface. Prior to hole
formation, the equilibrium shape of a bubble at an air-liquid interface is established by
the balance between the pressure excess inside the bubble, ∆P , and a combination
of gravitational and capillary forces (Toba, 1959). Because the bubble radius in
this example is much larger than the capillary length (γ/ρg)1/2 ≈ 1 mm, where γ
is the surface tension, ρ the liquid density and g the acceleration due to gravity,
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Figure 5·1: The collapse of a viscous bubble film upon rupture. (a)
If a hole develops in the surface of a bubble resting on a liquid surface,
the pressurized air escapes, leaving the gravitational and surface ten-
sion forces unbalanced. (b) An air bubble with radius R = 1 cm at the
surface of a viscous silicone oil bath collapses, and its height Z(t) de-
creasing after rupture. As the bubble collapses, wrinkles appear along
its periphery. (c) When the bubble is rapidly turned upside down and
ruptured, it collapses in a similar fashion. (d) Rotating the sample
such that its base is parallel to the direction of gravity g again results
in a similar collapse, and (e) wrinkles still appear.
the bubble extends substantially beyond the bath surface and forms a hemisphere.
Gravity drives drainage in the thin hemispherical film, causing the bubble walls to
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thicken towards the base (Debrégeas et al., 1998). Puncturing the film generates
a hole and prompts the film retraction from the point of rupture, driven by surface
tension and the local curvature of the hole’s rim (Culick, 1960; Debrégeas et al., 1995;
Savva and Bush, 2009). In addition, puncturing the film equilibrates the pressure
across the interface, causing ∆P → 0. The presence of the hole thus leaves the
capillary and gravitational forces acting on the film unbalanced, ultimately causing
the bubble collapse. Considering a surface element dA on the spherical cap, the
gravitational force acting on the film thickness h scales as Fg ∼ ρhg dA, while the
capillary force pulling the film inward scales as Fc ∼ (γ/R) dA (Fig. 5·1a). For a
centimeter-sized bubble with a characteristic thickness of h ≈ 10 µm, capillary forces
dominate gravitational forces by a factor of Fc/Fg ∼ γ/(ρgRh) ≈ 10. This scaling
argument indicates that the collapse process is dominated by surface tension rather
than gravity.
To test this hypothesis, we conduct an identical experiment after turning the bub-
ble upside down (Fig. 5·1c). The approach is possible because the liquid is sufficiently
viscous that the experiments can be conducted before the silicone oil flows out of
the inverted container. We first prepare the bubble right-side up, then rapidly rotate
the sample and rupture the bubble within seconds. When inverted, the bubble film
(thickness h ≈ 2.4 µm) maintains its shape and thickens at the apex at a rate on
the order of 10 nm per second; thus, the film geometry does not vary significantly
during either the rotation or inversion. If gravity and viscosity were the dominant
forces, the inverted bubble would elongate downward, as previously demonstrated in
simulations (Ribe, 2002). Instead, the inverted bubble retracts upwards against the
force of gravity, and wrinkles form again during the final stages of bubble collapse
(Fig. 5·1c). The direction of motion clearly demonstrates that gravity is not driving
the collapse; however, it does not rule out the possibility that gravity is involved in
64
Figure 5·2: (a) Measured bubble heights Z versus time t for each
orientation and viscosity µ. Inset: The normalized bubble heights Z/R
fall onto the same the curve when plotted against the dimensionless
time V t/R, highlighting the strong dependence of the collapse speed
V on viscosity but not on gravity. (b) The collapse speed V is in-
versely proportional to the measured film thickness h0, consistent with
the notion that surface tension γ drives the collapse. In particular,
the experimental results (symbols) suggest µV/γ = 0.1(h0/R)−1 (solid
line). Here h0 is the thickness at the bubble apex, which is estimated
using thin-film interferometry (Inset).
the wrinkles. By repeating the experiment with the bubble on its side (Fig. 5·1d), we
find that wrinkles still appear (Fig. 5·1e). We thus conclude that, during the bubble
collapse and wrinkling instability, gravity plays a negligible role.
5.2.2 Visco-capillary balance
To understand the extent to which surface tension is driving the collapse, we measure
the maximum distance of the bubble film Z(t) from the bath surface. From the
evolution of the bubble height with time, we can extract a collapse speed V ≡ dZ/dt
that will dictate the characteristic timescale of collapse. If surface tension is driving
the collapse, it is expected that the speed will depend on the competing capillary and
viscous forces. Indeed, balancing the capillary force γR with the viscous force µh0V ,
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yields a characteristic velocity V ∼ γR/µh0, where h0 is the initial film thickness
at the apex. Therefore, we expect the evolution of the bubble height Z and the
associated collapse speed V to depend on both the viscosity and thickness of the
film. We test this conjecture through systematic experiments where we use silicone
oils with viscosities of 100, 800 and 3, 000 Pa·s, and also vary the thickness of the
film at rupture. Once punctured, the bubble collapses, decelerating as it reaches the
bath surface (Fig. 5·2a). From the high-speed images, we calculate a representative
velocity V at the onset of wrinkling by averaging the downward speed dZ/dt over
the range 0.6 < Z/R < 1. Increasing the viscosity of the silicone oil slows down the
collapse. As expected, the data collapse when the normalized height Z/R is plotted
against the dimensionless time V t/R (Fig. 5·2a inset).
To gain further insight, we determine the rupture thickness at the bubble apex, h0,
by combining optical techniques with the gravitational drainage theory of Debregeas
et al. (Debrégeas et al., 1998). Under a monochromatic light, concentric interference
fringes are seen to emanate from the bubble’s apex. The circles are evidence of
axisymmetric drainage, and the rate at which they appear can be measured with thin-
film interferometry to estimate the thickness at the apex (see A). Thinner bubbles
collapse faster (Fig. 5·2b), as expected from the predicted scaling V ∼ γR/µh0 (solid
line). We acknowledge significant deviations of the experimental data from this simple
scaling, especially for the 100 Pa·s silicone oil bubbles. Nevertheless, the overall trends
support the hypothesis that the bubble collapse is driven by surface tension in which
case the characteristic timescale R/V ∼ µh0/γ becomes independent of the bubble
radius.
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5.3 Importance of hole in wrinkling
The model of da Silveira et al. (da Silveira et al., 2000) suggests that gravity and
viscosity lead to wrinkling in such a way that the number of wrinkles scales as n ∼
(ρgR3Hτc/µh
2)1/2, with RH being the radius of the hole and τc the time it takes for
the film to collapse. The radius of the hole grows rapidly at early times, but slows
down sufficiently to be adequately modeled as a constant during the instability. This
model thus claims that the number of wrinkles depends strongly on the size of the
hole, with no wrinkles predicted if RH = 0. To investigate the role of the hole in
the development of wrinkles, we carry out experiments by drilling a small opening at
the bottom of the petri dish in which the silicone oil is placed. We insert a narrow
tube into the opening, inject air to create the bubble, and then seal the opening with
a valve. Once the bubble has reached the surface to create a hemispherical dome,
we open the valve to allow the pressurized air inside the bubble to escape. When
the air escapes, ∆P → 0, causing the capillary force from the curved surface to be
unbalanced and the bubble to collapse (Fig. 5·3a). Wrinkles again appear at the final
stages of the collapse, indicating that the hole plays a role in the wrinkling only
through eliminating the pressure difference across the bubble surface (Fig. 5·3b). We
thus need to revisit the wrinkling dynamics in order to deduce a consistent physical
picture for the wrinkling mechanism.
5.4 Wrinkling mechanism
We propose a mechanism in which the wrinkles result when the crushing dynamics of
the spherical film lead to a hoop compression that overcomes the smoothing effects
of surface tension. Here, the capillary-driven collapse induces a radial velocity in a
cylindrical reference frame that scales as Vr ∼ V ∼ γR/µh0 (Fig. 5·3a). This radial
velocity leads to compression rates ε̇rr and ε̇θθ in the radial and azimuthal directions
67
Figure 5·3: Mechanism for bubble collapse without rupture. (a) A
schematic illustrating the experimental setup used to collapse the bub-
ble without rupture. As the bubble collapses, the viscous film obtains
a radial velocity Vr proportional to the collapse speed V . (b) Wrinkles
can still appear without the presence of the hole, at a radial distance L
from the center. (c) Near the periphery of the bubble, the radial and
azimuthal compression rates ε̇rr and ε̇θθ can be related to the radial ve-
locity Vr. (d) The azimuthal rate of compression leads to compressive
stresses σ̄rr and σ̄θθ, which tend to bend the sheet’s centerline ζ(r, θ, t),
despite being opposed by surface tension γ, which acts to smooth the
surface.
respectively for the r, θ coordinate system defined in Fig. 5·3c. For a Newtonian
fluid, this compression generates both a radial stress σ̄rr and hoop stress σ̄θθ, that
can be related to the rate of radial compression through a Trouton model (Trouton,
1906), yielding σ̄rr ∼ σ̄θθ ∼ 4µhVr/R for a film with thickness h. Here, the overbar
denotes that the 3D stress has been integrated over the thickness, leading to a 2D
stress with dimensions of force per length. It follows from our scaling for Vr that
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σ̄rr ∼ σ̄θθ ∼ γh/h0 when spatial variation in Vr is neglected. Thus, we expect the
crushing kinematics to generate larger compressive stresses at an outer annulus (red
ring in Fig. 5·3a) than at the center due to the larger local film thickness. Regardless
of the source of these compressive stresses, surface tension imparts a tensile stress
to the liquid sheet that acts to minimize the surface area (Fig. 5·3d). We believe
the competition of these tensile and compressive stresses to be responsible for the
location of the wrinkling pattern, at a distance L from the center (Fig. 5·3b). Because
the thickness profile is unknown, it is not possible to make a quantitative deduction
of the stress field, as would be needed to predict the exact position of the wrinkling
pattern. The sheet should remain smooth if surface tension exceeds the compressive
stresses throughout the sheet. However, the presence of wrinkles indicates that, at
a sufficient distance from the center, the compressive stresses dominate those acting
to keep the sheet smooth. Indeed, this behaviour is analogous to 1D viscous sheets
buckling when the rate of compression is faster than the smoothing effect of surface
tension (Taylor, 1969; Le Merrer et al., 2012). To sidestep the theoretical challenges
posed by the thickness variation, we approximate the wrinkled region as an annulus
of constant thickness h.
To model the development of the wrinkles, we deduce a dynamic version of the
Föppl-von-Kármán equations (Howell, 1996; Bhattacharya et al., 2013), which de-


























where ∇4 is the biharmonic operator and ∇2 the Laplacian. Motivated by the
observation of multiple radial wrinkles, we seek solutions of the form ζ(r, θ, t) =
f(r) exp (ωt+ inθ). Here, f(r) determines the radial variation of the wrinkle ampli-
tude, ω is the wrinkle growth rate, and n the number of wrinkles. In terms of these
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The three square-bracketed terms in Eq. (5.2) correspond respectively to inertia, bend-
ing, and compression. Given the high viscosity of the film, one might be tempted to
neglect inertial effects. However the rate of wrinkle development ω−1 is approximately
10 milliseconds (Fig. 5·4), sufficiently short for the inertial term to become significant.
Indeed, for a typical thickness h ≈ 10 µm, we find the ratio of the inertial and radial
compression terms to be of order ρhR2ω2/γ ∼ 1, justifying the inclusion of inertia in
Eq. (5.1).
When considering axisymmetric film effects, the radial stress σ̄rr can have a pro-
nounced role in wrinkling due to the release of azimuthal stress σ̄θθ as the wrinkles
develop (Davidovitch et al., 2011). As the dominant stress changes from azimuthal to
radial, the dependence on n in the dominant terms of Eq. (5.2) also changes. Scaling
relationships for the growth rate ω and the number of wrinkles n can be obtained
from a dominant balance. Specifically, the inertial term scales as ρhω2, the azimuthal
bending as ωn4µh3/R4, and the radial stress component as γ/R2. The simultaneous
balance of these three dominant terms yields a growth rate ω−1 ∼
√
ρhR2/γ and the










To test the scaling of Eq. (5.3) for the number of wrinkles, we conduct systematic
experiments in which we vary the bubble viscosity and orientation, while keeping the
bubble size confined to the range 0.8 < R < 2 cm. We also repeat the experiments
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Figure 5·4: (a) Side-view images of the bubble collapse when the
viscosity is µ = 800 Pa·s reveals that the collapse occurs within 0.5 s.
(b) During this collapse, the wrinkles develop over a timescale between
20 and 30 ms. (c) At a higher viscosity (µ = 3, 000 Pa·s) similar images
show that the collapse time increases to 2.3 s. (d) Yet the growth of
the wrinkles show less dependence on viscosity and continue to develop
over a timescale of approximately 30 ms.
that involve evacuation rather than puncture of the bubble. We estimate the wrinkled
film thickness h using the collapse time R/V ≡ µh/γ, which yields a result that is
approximately an order of magnitude larger than the apex thickness h0 (Fig. 5·2c).
Furthermore, we perform additional experiments with thicker structures by extracting
blown molten glass from a furnace and allow the trapped air to escape through the
glass-blowing pipe. As the air escapes, the blown glass collapses and adopts a wrinkled
shape with thickness h ≈ 200 µm (Fig. 5·5a inset).
The experimental results for the number of wrinkles are illustrated in Fig. 5·5a.
Depending on the initial radius, thickness and viscosity, the number of wrinkles can
range between 8 and 96. The experimental results (data points) are in fair agreement
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Figure 5·5: Comparison of data and model predictions (a) The num-
ber of wrinkles n observed on bubbles of various orientations and vis-
cosities are in satisfactory agreement with the scaling of Eq. (5.3). Wrin-
kles on blown glass (inset) are also consistent with this trend, though
the 1D hoop model (dashed line) is expected to be more appropriate
for this nearly cylindrical geometry. (b) Top-view images of wrinkled
films for: (i) viscosity µ = 3, 000 Pa·s and aspect ratio h/R = 1.3 ·10−4,
(ii) µ = 3, 000 Pa·s and h/R = 7.3 · 10−4, and (iii) µ = 100 Pa·s and
h/R = 7.3·10−4. The radial extent of the wrinkles for the thinnest films
are limited by the size of the hole, whereas the location L of wrinkles
generally increases as the film viscosity decreases.
with our theoretical prediction (solid line) from Eq. (5.3). A limitation of our model
applies to the data with the thinnest films. For these bubbles, the collapse is so abrupt
that the wrinkling pattern loses its symmetry and the wrinkles span the entirety of the
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bubble (Fig. 5·5bi). In addition, one should be cautious when interpreting the data for
the 100 Pa·s bubble films, given the discrepancy evident in Fig. 5·2b. This discrepancy
may stem in part from variations in the thickness profile, which may explain the
larger hole size and wrinkle location L observed at this lower viscosity (Fig. 5·5bii-iii).
Note that our analysis is based on the assumption that the wrinkle location L is
proportional to the bubble radius, and does not account for any dependence of L on
film thickness or viscosity.
Our model assumes that the wrinkles develop on an axisymmetric portion of
a spherical shell, which may be less appropriate for the blown glass. Specifically,
because the molten glass is constantly rotated as it is worked into a thin film, the
molten glass bubble (inset Fig. 5·5a) assumes the form of a cylindrical shell with
roughly hemispherical caps prior to collapse, and a wrinkled cylinder thereafter. For
this case, in solving Eq. (5.2) we consider a hoop with radius R, where the amplitude f
is approximately constant. This approach yields the 1D dynamic buckling dispersion
relation: ρhω2 +ωµh3n4/3R4− σ̄θθn2/R2 = 0 B. Linear stability analysis reveals that
the most unstable wrinkling pattern is then associated with a growth rate ω(1D) ∼
(γ2/ρµh4)1/3 and a number of wrinkles n(1D) ∼ [(R/h)5(ργR/µ2)]1/6, results analogous
to those of Howell (Howell, 1996). Although the number of experiments performed
with blown glass were insufficient to draw a definitive conclusion, we expect the 1D
scaling (dotted line in Fig. 5·5a) to be more appropriate for this nearly cylindrical
geometry. Notably, the 2D disk scaling of Eq. (5.3) is more convincing for all the data
involving the spherical-cap bubble geometry.
A prediction of our model is that wrinkling will not occur for all conditions. In
both the 1-D and 2-D scaling, inertia plays a critical role in determining the number
of wrinkles. Indeed, in both cases, inertia is relevant when n > 1, or equivalently
h/R < (µ/
√
ργR)−2/5, a criterion satisfied by all of our data (Fig. 5·6). For the
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Figure 5·6: Our analysis predicts inertia is negligible only when
µ/
√
ργR & (R/h)5/2 (blue region). Because all available data (sym-
bols) are outside this regime, we incorporate inertial effects into our
model. The analysis predicts that there is insufficient growth time for
wrinkles to develop when µ/
√
ργR . (R/h)2 (gray region), consistent
with no wrinkles being observed at the lowest film viscosity (white tri-
angles). Here the thickness h is computed using the collapse speed V
through the relation h = γR/µV .
1-D model, had inertia been neglected, the resulting buckled profile would be the
equivalent of Euler buckling for a straight beam. Inertia also appears to dominate
the instability growth rate ω: we found no evidence that the viscosity influenced this
growth-rate time, consistent with our model (see B). For wrinkles to develop, the
timescale for them to grow
√
ρhR2/γ must be less than that of collapse, µh/γ. We
thus predict that no wrinkling will occur when h/R < (µ/
√
ργR)−2. To test this
hypothesis, we rupture bubbles formed from a silicone oil with viscosity µ = 10 Pa·s
(white triangles in Fig. 5·6) and indeed find that they do not support any wrinkles.
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5.5 Extension to wrinkling pattern control
In our analysis thus far we have focused on the wrinkling pattern in terms of the num-
ber of wrinkles, which is determined by considering the dominant terms in Eq. (5.2).
However, the wrinkled pattern is also characterised by the radial extent L of the
unwrinkled region, which have omitted in our analysis. In studies involving the wrin-
kling of elastic sheets, the wrinkle extent L depends on the confinement parameter,
which is defined as the ratio between the radially inward compression over the radially
outward force keeping the sheet fixed (Davidovitch et al., 2011; King et al., 2012).
For our system, the inward compression scales as µV h, whereas the force keeping the
viscous film fixed near the meniscus scales as γR, yielding a confinement parameter
α = µV h/γR. This confinement µV h/γR is also found when analyzing the buck-
ling of thin viscous filaments and dictates whether the filament will buckle or not
(Le Merrer et al., 2012). However, for our experiments involving bubble puncture,
the collapse speed V depends on the thickness and would thus lead to a constant
confinement parameter, and by extension a constant unwrinkled region. Indeed, as
we vary the thickness of the bubble, L remains fairly constant, though there does
seem to be a dependence on the viscosity of the liquid film (Fig. 5·7a). Therefore, to
better understand the length of the unwrinkled region, we need to devise experiments
where the collapse speed is independent of the bubble thickness.
To accomplish this goal, we return back to the experiments that did not involve
puncture. Rather than allowing the air to spontaneously escape from a valve, we
connect a tube below the bubble to a syringe placed on a syringe pump, whose speed
we control. As a result, we can set the collapse speed of the bubble without any
dependence on the bubble thickness. Plotting the spatial extent of the unwrinkled
region against the confinement parameter, we notice that for relatively low collapse
speeds, and thus low confinement, no wrinkles are observed (Fig. 5·7b). Above a crit-
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Figure 5·7: (a) For the experiments involving puncture, the radial
extent of the unwrinkled region L decreases with viscosity but not with
thickness. (b) When the the air beneath the bubble is evacuated with
a speed V that does not depend on the bubble thickness, the unwrin-
kled region will decrease with increasing the confinement µV h/γR. (c)
Controlling the evacuation speed can lead to control of the wrinkled
pattern, ranging from unwrinkled to very wrinkled viscous sheets.
ical confinement of approximately 0.2, wrinkles start to appear and the unwrikled
region begins to shrink. Note that because these experiments involve our interfer-
ometry setup, there is large uncertainty in our values of the bubble thickness. Even
though the experimental setup can be quite complex and fragile, variation of collapse
speed can provide exquisite control of the wrinkling pattern (Fig. 5·7c). We hope to
continue this study in future work and better understand what sets the critical con-
finement value above which we expect to observe wrinkling as well as the dependence
of the radial extent L.
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5.6 Conclusions
We have demonstrated that surface tension rather than gravity drives the collapse of
viscous surface bubbles following rupture, and is likewise responsible for the parachute
instability. The capillary-driven collapse initiates a dynamic buckling instability pre-
scribed by the simultaneous interplay of inertia, compression and viscous bending of
the retracting film. Our results suggest that analogous wrinkling is likely to arise
on relatively small, curved films where the effects of gravity are entirely negligible.
Equation (5.1) governing the number of wrinkles is the viscous counterpart of the
elastic Föppl-von-Kármán equations used to study the deformation of elastic plates
and shells. Our system thus presents a new example of viscous sheets exhibiting
elastic-like instabilities when rapidly compressed. Based on the similar roles played
by viscosity and elasticity in these two systems, we can foresee extending our model to
systems involving viscoelastic films, where viscoelastic, capillary, and inertial effects
all contribute to the dynamics. For instance, the exhalation of potentially pathogen-
bearing aerosols have been linked to the breakup of thin bubble films in the viscoelastic
fluid lining of the respiratory tract (Johnson and Morawska, 2009; Grotberg, 2011).
Our deduction that surface tension alone may prompt buckling during viscous film
rupture and retraction indicates the possibility of these films folding and entrapping




In this dissertation we examined four examples related to the mechanics of beams
and bubbles. By carrying out high-speed and standard photography experiments,
combined with mathematical modelling, we were able to analyze the buckling and
twisting of elastic beams and the spreading and collapse of bubbles. The key in every
study was to identify the dominant forces at play, whose balance provided a relation
that could be used to describe the behavior of each system. Below we summarize the
key aspects of every chapter and highlight how some of these cases could be extended
in future work.
In Chapter 2 we focus on the retraction of a rubber band once it has been stretched
and released. Our high-speed photography experiments reveal that the rubber band
develops a rounded shape in its rear, which grows with time in a self-similar fashion.
We identify the three dominant forces that influence the elastic retraction: stretch-
ing, bending and inertia. Balancing the effects of bending and stretching introduces
a time-dependent parameter, which along with initial strain and wedge angle, can
predict the shape of the retracting rubber band. We can extend this physical process
by considering the retraction of a rubber band immersed in a liquid bath, where we
would expect the effects of the added mass of the liquid and viscous resistance to
influence the retraction dynamics. Indeed, preliminary experiments of shooting rub-
ber bands in water highlight that neither of our self-similar variables are adequate to
analyze the retraction. It would be interesting to gradually increase the viscosity of
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the surrounding fluid and better understand the importance of viscous effects on the
retraction dynamics.
In Chapter 3 we consider a static scenario, where capillary forces were utilized
to twist a flexible elastic rod. Specifically, we develop macroscopic Janus cylinders,
whose surface area is divided equally into a hydrophilic and hydrophobic side. By
tethering two Janus particles antisymmetrically with a compliant rod, we develop
the means to observe capillary-induced twisting. Balancing the torsional and surface
energies, we develop a relationship for the angle of twist, which is consistent with
our experimental observations. We extend this setup by considering a theoretical
scenario of a compliant Janus rod and analyze the extreme twisting deformations the
rod would exhibit when placed on the surface of a liquid bath. The natural next step
for this study would be to experimentally fabricate a flexible rod with two distinct
wettabilities to test our theoretical predictions.
In Chapter 4 we move to a completely fluid system and study the spreading
dynamics of a bubble on a liquid infused surface, which consists of a microtexture
infused with silicone oil. Our experiments with high-speed photography allow us to
capture the spreading motion of the bubble and analyze the dynamics by modelling
how the spreading radius varies with time. Inspired by models for the coalescence
of two bubbles, which focus on the dynamics of the thin intermediate liquid film,
we consider the interplay between the driving force of surface tension and resisting
inertial and viscous forces. To test this model at the limit of extremely viscous
surfaces, we carry out experiments with ultra viscous silicone oils. Surprisingly, we
find that the increase of surface viscosity does not slow down the bubble, whose speed
during spreading remains constant. At these very high surface viscosities, a region of
with extremely high curvature develops in the oil wedge around the bubble. The oil
thickness is so small that intermolecular forces can contribute to the spreading. In
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this motion the bubble does not displace the wedge of oil, which instead gets reformed
by attractive van der Waals forces from oil ahead of the bubble. We believe that our
results shed new light in the field of contact-line dynamics, and our model can be
extended to better understand the behavior of bubbles and drops spreading on solid
surfaces.
In Chapter 5 we revisit the process of bubbles collapsing at the surface of an ultra
viscous liquid. When a bubble resting on the surface is punctured at the top, the
bubble collapses and a wrinkling pattern develops, which is a mechanical instability
often encountered in thin elastic sheets. Because the bubble collapses downward
rather than inward, it was previously considered that gravity was the driving force
behind the collapse. However, by turning the mechanism upside down, we observe
that the bubble collapses towards its base, against the direction of gravity, which
indicates that surface tension is driving the collapse. Indeed, a visco-capillary balance
can characterize the collapse speed, which also depends on the bubble thickness. We
also develop an experimental setup to collapse the bubble without puncture, where
we instead evacuate the air inside the bubble, and again observe the same wrinkling
instability. We derive a new model to describe the mechanism of the subsequent
wrinkling pattern that develops, where the number of wrinkles can be characterised
by the simultaneous competition between inertia, compression and viscous bending.
A natural extension of this study would be to investigate how the wrinkling pattern
can be controlled in terms of the number of wrinkles and their spatial extent. We have
carried out experiments where we extend the setups involving the bubble evacuation,
such that the collapse speed is independent of the bubble thickness. Controlling the
wrinkled pattern can enhance our understanding of the underlying viscous buckling
mechanism and provide a complete analogy to wrinkling of elastic sheets.
From these four examples we can see that despite our simplistic approach, the
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mechanics of beams and bubbles can be rich and complex and give rise to beautiful
patterns. We hope that our findings will inspire other scientists to examine similar
physical processes involving beams and bubbles.
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Appendix A
Methods to estimate bubble thickness
We use thin-film interferometry to measure the drainage rate at the top of the bubble.
Specifically, we shine monochromatic light (SugarCUBE LED Illuminator) of known
wavelength λ = 458 nm on the bubble at a shallow angle and record the reflection
with a camera (Fig.A·1a). The light reflects from both the top and bottom of the
film and, depending on the film thickness, these two reflections can constructively or
destructively interfere. Although we focus on the thickness at the top, interference
fringes propagate from the bubble’s apex, causing the intensity to vary (Fig. A·1b).
Here we assume that the index of refraction of the silicone oil (nf=1.4) exactly bal-
ances out the effect of the internal angle, which corresponds to the light shining on
the film at an oblique angle between 10 to 20 degrees from the horizontal. With this
simplifying assumption, the light constructively interferes whenever the film thickness
is a multiple of λ/2. A snapshot of the bubble under the glancing blue light reveals
concentric blue rings centered from the bubble apex (Fig.A·1b), highlighting that the
film thickness is axisymmetric as it varies between the top and base of the bubble.
Focusing just at the top of the bubble, we find that the light intensity oscillates
with time until the bubble is ruptured at time t0 (Fig.A·1c). From the time series, we
assume that each of the peaks corresponds to constructive interference and each of the
valleys corresponds to destructive interference, from which we can estimate the time
rate of change in thickness dh/dt ≈ ∆h/(∆t) = λ/(2∆t) (Fig.A·1d). If we repeat
this process for an upside-down bubble, we get similar interference patterns, although
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Figure A·1: Computing film thickness using interferometry. (a)
Schematic of the interferometry setup used to estimate the film thick-
ness at the bubble apex h0. Blue light with wavelength λ = 458 nm
is emitted from a light source and its reflection from the bubble cap is
recorded by a camera. (b) Experimental image highlighting the fringes
propagating from the bubble’s apex. (c) The intensity extracted by the
propagating fringes can be plotted against reverse time t− t0, where t0
is the time of rupture. (d) The peaks (circles) and valleys of the inten-
sity can be used to determine the thinning rate dh0/dt. (e) When the
bubble is turned upside-down, the process is reversed and the fringes
start propagating towards the apex. (f) Upside-down, the film thick-
ness grows at approximately the same speed that it drains, initially on
the order of 10 nanometers per second.
the amplitude of the intensity decreases with time, which is consistent with the film
thickness increasing rather than decreasing (Fig. A·1e). From the time between suc-
cessive peaks (circles) and successive valleys (exes), we conclude that the film thickens
at a similar rate to which it drains under the influence of gravity (Fig.A·1f). This
rate is on the order of tens of nanometers per second for the representative bubbles
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illustrated here.
Debregeas et. al. (Debrégeas et al., 1998) also measured thickness at the top of
draining silicone oil bubbles using thin-film interferometry. However in their study,
they were not rupturing the films and therefore could collect interferometry data to
the point of a black film, which provided an absolute reference point. They found that
the thickness at the top of the bubble followed an exponential decay with timescale
τd ∼ µ/ρgR, as predicted by their drainage model. Thus we can write an expression
for the film thickness as






where h0 is the thickness at the point of rupture t0.
Because we do not have an absolute thickness to reference our film measurements,
our approach is to consider the rate of drainage. Differentiating Eq. (A.1) with respect











This exponential decrease in drainage rate is consistent with our interferometry results
(Fig.A·1d). By fitting an exponential to these data points, we can calculate both τd
and h0. The exponential fit for the particular data in Fig.A·1d corresponds to a time
constant τ = 74.8 s and a top thickness h0 = 0.88 µm at rupture. In this particular
case, the bubble radius was R = 15.7 mm and the viscosity µ = 3000 Pa s. Therefore
the value of τ obtained from the fit is consistent to the value that would be predicted
from the measurements and theory of Debregeas et. al. (Debrégeas et al., 1998), noting
a scaling prefactor of approximately 17 that can be observed in their data.
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Appendix B
Föppl-von-Kármán equations for a viscous
disk
We develop here a basic theoretical framework that allows us to analyze the stress
distribution on thin viscous sheets, drawing from established analogies with thin
elastic sheets (Davidovitch et al., 2011; King et al., 2012; Howell, 1996). A key
difference between elastic and viscous sheets, is that elastic sheets are described in
terms of strains, while viscous sheets in terms of the rate of strain. Because the viscous
bubble in our experiments is most easily described in terms of a circular geometry,
we use a set of polar coordinates r, θ (Fig. B·1). The components of the rate of strain
tensor ε̇rr, ε̇θθ and ε̇rθ are related to the radial and azimuthal velocities vr and vθ, as

















































The rates of strain are related to the components of the 2D stress tensor σ̄ through
constitutive relations based on a Trouton model (Trouton, 1906; Howell, 1996) and
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Figure B·1: Schematic illustrating the distribution of radial stress σ̄rr
and azimuthal stress σ̄θθ leading to a wrinkled centerline ζ(r, θ, t), while
being resisted by surface tension γ.
analogous to Hooke’s law:
σ̄rr = 2µh (2ε̇rr + ε̇θθ) , (B.2a)
σ̄θθ = 2µh (ε̇rr + 2ε̇θθ) , (B.2b)
σ̄rθ = µhε̇rθ, (B.2c)
where µ is the viscosity of the fluid, h its thickness, and the overbar over the stress is
to highlight that the 3D stress has been integrated over the thickness. The system is
fully characterized by the force balance in the radial and azimuthal direction through
∇· σ̄ = PRr̂+Pθθ̂ and in the normal direction by (µh3/3)∇2Tr(κ̇) + σ̄ ·κ = PN . Here
Tr(κ̇) is the trace of the time rate of change of the curvature tensor κ and PN the
external normal force per area exerted on the viscous sheet. The importance of the
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rate compression rather than mere compression for viscous bending, is exemplified
by the analogy in the bending term between elastic and viscous sheets Eκ ⇔ µκ̇,
where E is the Young’s modulus (Le Merrer et al., 2012). Thus, these equations
are analogous to the Föppl-von-Kármán equations in elasticity theory and can be
























































= PN , (B.3c)
















































Pθ are typically zero. We can further simplify Eq. (B.3c) by assuming axisymmetry,
so that vθ = ε̇rθ = 0, ε̇rr = ∂vr/∂r and ε̇θθ = vr/r. In addition, the externally applied
normal force PN in our system is due to surface tension and can be expressed as
2γ∇2ζ, where the 2 arises because surface tension acts on both sides of the sheet.
Finally, we consider the inertia of the sheet to play an important role, which when


























where ρ is the density of the fluid. Note that in the theory of wrinkling of elastic solids,
inertia does not traditionally play a role since the systems considered are typically
quasi-static (Davidovitch et al., 2011; Vella et al., 2011; King et al., 2012). However
for rapid compression, inertia can excite higher-order modes, a phenomenon often
referred to as dynamic buckling.
In the subsections below, we aim to describe the wrinkling of our viscous film
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in terms of analysis developed for static elastic disks and rapidly deformed slender
objects, for which inertia can play a role. We conclude by suggesting that both con-
finement and inertia are important in setting the number of wrinkles for the collapsing
viscous bubbles. A key point in our interpretation is that the extent of wrinkles L
is connected to the variation in the film thickness: the wrinkles closer to the center
smooth out faster than wrinkles further from the center. The contribution of surface
tension in Eq. (B.4) can be rearranged with each stress component to highlight that
importance of net stresses (−σ̄rr − 2γ) and (−σ̄θθ − 2γ). Based on our scaling for
the radial speed Vr ∼ V ∼ γR/µh0, the stresses simplify to σ̄rr ∼ σ̄θθ ∼ γh/h0.
Therefore, for the same inward velocity, the thickness-integrated stress increases as
film get thicker toward the periphery of the bubble, and reaches a point L where they
overcome the smoothing effects of surface tension. Provided that the thickness in this
region h scales with h0, the net stress components, (σ̄rr + 2γ) and (σ̄θθ + 2γ) scale as
γ, with a prefactor that depends on the local thickness and inward velocity.
At first glance, it may seem that the shape of the film should be determined
from the integrated stress from the kinematics without also considering the counter-
acting smoothing effects of surface tension. This perspective is supported by recent
observations that the integrated stress across a floating elastic sheet is equal to the
liquid-vapor surface tension pulling on its boundary and independent of the interfacial
tensions of the elastic sheet (Pietenpol, 1936). However, we do not believe that these
results for elastic films directly carry over to the liquid films, as the stress-free state
of the film is fundamentally different. Indeed, the paper by Le Merrer et al. provides
experimental evidence that the curvature of a viscous liquid film depends on both
an integrated stress applied at the boundary and the interfacial tension on the film
(Le Merrer et al., 2012). Furthermore, this paper highlights two criteria for buckling
for viscous liquids: first, the aspect ratio has to be sufficiently thin and, second, the
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Figure B·2: Allowing the air inside the bubble to escape without
rupture leads to a wrinkled pattern. Once the bubble has collapsed,
the radial extent decreases.
timescale of compression has to be short relative to the timescale required for surface
tension to smooth the surface. In all of our films, h << R and the first criterion is
met. It is the second criteria that we believe is responsible for the thinner center of
our films (r < L) remaining smooth while the thicker annular region (L < r < R)
wrinkles. To illustrate this point, we consider what happens to the wrinkles after
the film collapse (Fig. B·2). Once collapsed, there is no longer a downward or inward
velocity, and therefore there are no longer viscous stresses associated with the film
motion. Thus, surface tension acts unopposed, removing excess surface area and re-
laxing the wrinkles. The length of the smooth inner-circle L increases with time, as
is consistent with wrinkles of thinner film smoothening faster than wrinkles of thicker
film.
Inertia-free wrinkle analysis
Recognizing some similarities between the viscous film and wrinkles in stretched, elas-
tic axisymmetric films, we follow a similar approach to model the wrinkling. We first
neglect inertial effects. The film centerline takes the form ζ(r, θ, t) = f(r) exp(ωt +
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Here, n represents the number of wrinkles and ω the growth rate. To initiate radial
wrinkles, we anticipate the azimuthal stress to exceed the radial stress at the onset
of wrinkling (Davidovitch et al., 2011). Yet, far from this instability threshold, the
buckling allows the azimuthal stress to relax and decrease significantly. Therefore,
the dominant terms in Eq. (B.5) are the viscous bending and the radial stress, which
scale µh3ω/R4 and γ/R2 respectively. Balancing these dominant terms does not
immediately provide an expression for the number of wrinkles, since there are two
unknowns: n and ω. This challenge does not appear in the corresponding analysis
for elastic sheets, due to the absence of the growth rate in the associated bending
stiffness. If the only natural timescale within the system is the collapse time, then the
growth rate ω would be expected to scale as γ/µh. Combining this assumption with








It is noteworthy that the result for the number of wrinkles n depends purely on
geometry and not on any material properties. Yet, this result is obtained based on the
assumption that the growth rate occurs at a similar time scale to the bubble collapse.
Careful inspection of wrinkling instability (Fig. 3E), suggests that the wrinkles develop
at a time scale on the order of 10 ms, which is an order of magnitude smaller than the
assumed growth rate. We believe that this discrepancy is due to another timescale
entering into the problem, specifically inertia.
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Dynamic viscous buckling
To illustrate why we believe it necessary to account for inertia in Eq. (B.4), we consider
a slightly simplified scenario. Specifically, in the middle of the wrinkling region, we


















Equation (B.7) bears similarities with the dynamic buckling equation for elastic beams
and rods introduced in Chapter 1 (Kumar et al., 2020; Gladden et al., 2005; Vermorel
et al., 2007; Vermorel et al., 2009; Box et al., 2020). In particular, if r∂θ is replaced
by ∂x and µ ∂
∂t
is replaced by E/4, where E is the Young’s modulus, one obtains the
dynamic buckling equation ρhζtt + Fζxx + (Eh3/12)ζxxxx = 0.
The solution of Eq. (B.7) depends strongly on the sign of the second term, which is
prescribed by the relative magnitude of the compressive stress and surface tension. In
our system, the compressive stress is also driven by surface tension through the bubble
collapse, so it is expected that the collective contribution scales as the surface tension.
Seeking solutions to Eq. (B.7) of the form ζ = ζ0 exp(ωt+inθ), linear stability analysis
for (−σ̄θθ − 2γ) ∼ γ > 0 then yields scaling relations for the number of wrinkles n















Here, for simplicity, we are assuming that the radius r for which the wrinkles develop
is R. Had inertia been neglected, there would be only one buckle; a result equivalent










This relationship defines the boundary between Dynamic Buckling and Inertia-free
Buckling in Fig. 5·5 of the Chapter 5. There are immediate parallels with this analysis
and that carried out for 1-D planar viscous sheets by Howell (Howell, 1996). In
particular, the analysis could be viewed as indicating that a characteristic velocity
V ∼ γR/µh reduces the perimeter of the wrinkled hoop. Thus the number of wrinkles
in Eq. (B.8) is equivalent to n ∼ (R/h)2/3Re1/6, where Re ≡ ρV R/µ is the Reynolds
number. Similarly the condition for inertia to be relevant to the number of wrinkles









a relationship pointed out by Howell (Howell, 1996). Typical values for the Reynolds
number in our experiments span the range 10−6 . Re . 10−1, which is large enough
to justify the inclusion of inertial effects given the typical aspect ratio h/R ∼ 10−3
in our experiments. This criterion provides a context to relate our experiments to
those in which a viscous thread is subjected to an imposed external velocity. Figure
B·3 highlights the fact that the experiments by Le Merrer et. al. were performed in a
predominantly inertia-free regime; whereas, our experiments are in the regime where
inertia is relevant (Le Merrer et al., 2012).
Scaling for film disk with inertia
Returning to the viscous disk geometry, we now consider the role of inertia in the
wrinkle dynamics. We again assume a wrinkled profile ζ(r, θ, t) = f(r) exp (ωt+ inθ),
where ω is the instability growth rate and n the number of wrinkles, and express
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Figure B·3: Plotting the aspect ratio h/R against the Reynolds num-
ber ρV R/µ, we observe that the data reported by Le Merrer et al.
(Le Merrer et al., 2012)(dark dots) fall fairly consistent within the
inertia-free buckling regime, while our data falls (colored symbols) in
the dynamic buckling regime.


































Therefore, the inertial term will scale as ∼ ρhω2, the bending term ∼ µh3n4ω/R4
and the radial stress (σ̄rr + 2γ)/R2. Because the azimuthal stress relaxes at the onset
of wrinkling, we again neglect it for this 2D analysis. Balancing these three terms
yields a growth rate ω−1 ∼
√
ρhR2/γ, and number of wrinkles n ∼ (2γR2/ωµh3)1/4.











This analysis predicts that wrinkles should develop quite quickly relative the col-
lapse time. More specifically, for a bubble in silicone oil withR ≈ 1 cm and h ≈ 10µm,
the time for wrinkles to develop should be on the order of ω−1 ∼
√
ρhR2/γ ∼10 ms.
Figure 5·4 shows snapshots of the bubble collapse, which indicate the relevance of
this timescale in the wrinkling process. Furthermore when higher-speed images were
collected for silicone oils of different viscosity, there was no evidence that viscosity
influenced the wrinkle-development time, consistent with the model scaling for ω. Fi-
nally, for wrinkles to develop, they must have enough time to develop before the film
fully collapses. Based on our model, wrinkles should only be observed if ω−1 < R/V ,
which is equivalent to
√








This relationship defines the boundary between No Wrinkling and Dynamic Buckling
in Fig. 5·5 in Chapter 5. Notably, no wrinkling is observed for any of the experiments
conducted in this regime.
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