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Abstract
We present a new approximation algorithm for the treewidth problem which constructs a correspond-
ing tree decomposition as well. Our algorithm is a faster variation of Reed’s classical algorithm. For
the benefit of the reader, and to be able to compare these two algorithms, we start with a detailed
time analysis for Reed’s algorithm. We fill in many details that have been omitted in Reed’s paper.
Computing tree decompositions parameterized by the treewidth k is fixed parameter tractable (FPT),
meaning that there are algorithms running in time O(f(k)g(n)) where f is a computable function, g
is a polynomial function, and n is the number of vertices. An analysis of Reed’s algorithm shows
f(k) = 2O(k log k) and g(n) = n logn for a 5-approximation. Reed simply claims time O(n logn) for
bounded k for his constant factor approximation algorithm, but the bound of 2Ω(k log k)n logn is well
known. From a practical point of view, we notice that the time of Reed’s algorithm also contains a
term of O(k2224kn logn), which for small k is much worse than the asymptotically leading term of
2O(k log k)n logn. We analyze f(k) more precisely, because the purpose of this paper is to improve
the running times for all reasonably small values of k.
Our algorithm runs in O(f(k)n logn) too, but with a much smaller dependence on k. In our case,
f(k) = 2O(k). This algorithm is simple and fast, especially for small values of k. We should mention
that Bodlaender et al. [2016] have an asymptotically faster algorithm running in time 2O(k)n. It
relies on a very sophisticated data structure and does not claim to be useful for small values of k.
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tractable
Digital Object Identifier 10.4230/LIPIcs.arXiv.2020.
1 Introduction
Since the 1970s and early 1980s, when the notions of treewidth and tree decomposition
were introduced [2, 9, 11], they have played important roles in computer science [4]. In a
nutshell, treewidth is a parameter of a graph that measures how similar it is to a tree. One
of the main reasons that the tree decomposition is widely studied is that many NP-complete
problems have efficient algorithms for graphs with small treewidth. A graph problem is
fixed parameter tractable (FPT) if it can be solved in time O(f(k)poly(n)), where f is a
computable function, k is a parameter of the graph, and n is the number of vertices. In fact,
Courcelle’s metatheorem states that every graph property definable in monadic second-order
logic of graphs can be solved in linear time on graphs of bounded treewidth [6]. The first
step of solving such problems is to find a good or optimal tree decomposition. But finding an
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XX:2 Treewidth Approximation
optimal tree decomposition itself is NP-hard [1]. In this work, we propose an algorithm which
is based on Reed’s algorithm [10] to approximate the treewidth and find an approximately
optimal tree decomposition.
1.1 Previously Known Results
In this work, we are interested in algorithms which run fast (polynomial in terms of the
number of vertices) for graphs with bounded treewidth. One of the first algorithms given
for this problem goes back to the same paper where treewidth has been shown to be NP-
complete. Arnborg et al. [1] gave an algorithm which runs in O(nk+2). In 1986, Robertson
and Seymour [12] gave a quadratic time FPT approximation algorithm. In 1992, Reed [10]
improved this algorithm to have a running in time of O(n logn), for fixed k. In this paper,
we show that the approximation ratio is 7 or 5, depending of the frequency of the split by
volume. We show that the algorithm runs in worst case time 2Θ(k log k)n logn in order to be
able to compare it to our algorithm. Like the algorithms of Robertson and Seymour, Reed’s
algorithm is recursive. In [12], they find a separator that partitions G into two parts but they
do not force the separator to partition the entire graph in a balanced fashion. Reed finds a
separator which partitions the graph in a balanced way to obtain time O(n logn) for bounded
k. This paper focuses on this algorithm. Later, Bodlaender gave an exact algorithm which
runs in 2O(k3)n [3]. The problem with this algorithm is the huge dependence on k. Feige
et al. [7] give a polynomial time O(√log k)-approximation algorithm. Finally, Bodlaender
et al. [5] gave two constant factor approximation algorithms which run in 2O(k)O(n logn)
and 2O(k)O(n). The former one is a 3-approximation and latter one is a 5-approximation.
Although it is a great result from a theoretical point of view but it uses a sophisticated data
structure and the constant factor hidden in O(k) is not claimed to be practical. That is why
we focus on Reed’s simple and elegant O(n logn) algorithm [10] here.
1.2 Our Contribution
First, we analyze Reed’s algorithm [10] in detail. Reed has focused on the dependence on n
because he wanted to come up with an algorithm which runs faster than O(n2), for fixed k.
We show that the dependence on k is of the form 2Ω(k log k).
Furthermore, we give a proof for the approximation ratio of Reed’s algorithm by filling in
the details.
Then, we propose two improvements and prove that the approximation ratio stays at 5. One
of our improvements focuses on the notion of “balanced split”. We call a split balanced, if we
get two parts of volume 1−  and  (or better). Then, the running time of our algorithm has
another factor of 1/. For instance, if we set  = 1100 , a generous estimation shows that the
dependence on k in our O(f(k)n logn)-time algorithm is k2 28.87k, instead of 224k(k + 1)! in
Reed’s algorithm (here the asymptotic notation is a bit misleading from a practical point of
view, as 224k = o(k!), even though k! is reasonable for small k, while 224k is not).
In the end, the main aim of this paper is to produce an algorithm that runs in time 2ckn logn
with c as small as possible.
2 Preliminaries
We start this section by reviewing some definitions.
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2.1 Tree Decomposition
We use the standard definitions of treewidth and tree decomposition. A tree decomposition of
a graph G = (V,E), is a tree T = (VT , ET ) such that each node x in VT is associated with a
set Bx (called the bag of x) of vertices in G, and such that T has the following properties:
The union of all bags is equal to V. In other words, for each v ∈ V, there exists at least
one node x ∈ VT with Bx containing v.
For every edge {u, v} ∈ E, there exists a node x such that u, v ∈ Bx.
For any nodes x, y ∈ VT , and any node z ∈ VT belonging to the path connecting x and y
in T , Bx ∩By ⊆ Bz.
To simplify many application algorithms, the notion of a nice tree decomposition has been
introduced with the following properties. The tree is rooted, and every node in a nice tree
decomposition has at most two children. Any node x in a nice tree decomposition T is of one
of the following types (let c be the only child of x or let c1 and c2 be the two children of x):
Leaf node, a leaf of T without any children.
Forget node (forgetting vertex v), where v ∈ Bc and Bx = Bc \ {v},
Introduce vertex node (introducing vertex v), where v /∈ Bc and Bx = Bc ∪ {v} ,
Join node, where x has two children with the same bags as x, i.e. Bx = Bc1 = Bc2 .
The width of a tree decomposition is the size of its largest bag minus one. The treewidth
of a graph G is the minimum width over all tree decompositions of G called tw(G). Observe
that the treewidth of a tree is 1. In the following, we reserve the letter k for the treewidth+1.
As we mentioned earlier, in 1992, Reed gave an algorithm which solves this problem in a nice
balanced recursive way. That is why the running time of his algorithm is O(f(k)n logn),
for some computable function f . Reed does not specify f but an analysis of his algorithm
shows it to be k!. This algorithm was a huge improvement in this field. Before, the fastest
algorithm used quadratic time.
We have to mention that Bodlaender et al. [5] filled in some details on Reed’s algorithm. We
need to be more detailed because we do not use Reed’s algorithm as a black box. That is
why first we analyze Reed’s algorithm precisely (Section 3) and then introduce improvements
of his algorithm (Section 4).
3 Analysis of Reed’s Algorithm
In 1992, Reed gave an elegant algorithm [10] to either construct a tree decomposition of
width at most 7k or 5k of a given graph G, or declare that the treewidth is greater than k
and outputs a subgraph which is a bottleneck (no separator of size ≤ k).
3.1 Summary of Reed’s Algorithm
In Reed’s algorithm, one of the main tasks is to find a “balanced” separator S that splits
the graph G − S into two subgraphs with sets of vertices X,Y ⊆ V (G). Once a balanced
separator is found, the algorithm recursively finds a tree decomposition for G[X ∪ S] (the
subgraph induced by X ∪ S) and G[Y ∪ S].
The main task is to find a balanced separator. Instead of branching on every vertex (going
to X,Y, or S, which will be exponential in n), Reed groups vertices together and works with
the representatives of the groups. Then, he branches on the representatives.
Reed does a DFS and finds the deepest vertex v whose subtree has at least n24k vertices
(later, we talk about this threshold). We call such a vertex a “representative”, and he defines
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weight of the representative (w(v)) as the size of its subtree. We call these types of subtrees
“small subtrees”. The idea here, is that if a representative goes to either X or Y , most of its
descendants will go to the same set. The reason is that if a descendant goes to another set, the
path connecting the representative to the descendant should have at least one vertex in the
separator. However, we know that the separator cannot have more than k vertices. So, not
many vertices will go to the wrong set (not more than n24 vertices, in total. This is because
every subtree that partially goes to the other side should go through the separator and have
one vertex there. Hence, not more than k little subtrees can go through the separator, which
results in at most n24 vertices on the wrong side). This nice property allows Reed to work
with the set of representatives (which is much smaller) rather than all the vertices.
Now, one might think that why not just check all the possibilities of the representatives
going to X,Y, or S. The reason that this simple idea does not work is that if a representative
goes to the separator, its entire substree of arbitrary size can go anywhere and we do not
have any control over them. Reed handles this problem by deciding if any representative
is going to the separator, at the very beginning of the algorithm. If so, he just places such
a representative (namely v) into S (and not its subtree) and starts forming a new group
of representatives by running a new DFS on G− {v}. So, the other representatives might
change. Also, since one vertex has been placed into the separator, now k ← k − 1. However,
if none of the representatives goes to the separator, he branches on placing them left (X) or
right (Y ). This is the high-level idea of Reed’s algorithm.
Our main modification improves the running time (the dependence on k) significantly. We do
not decide in the beginning whether any representative is going to the separator. Instead, we
follow a sequential process and handle vertices one at a time, in a serial fashion. Whenever
we find a small subtree and its representative v, we decide whether v goes into the separator
or not. If it does not go to the separator, we consider both possibilities of that vertex going
to X or Y . But once a representative (namely v) is to go to the separator, we do not start
from scratch, and we do not do DFS for the entire G− {v}. We place v into S and undo
the DFS for the small subtree rooted at v (unmark the vertices in its corresponding small
subtree) and continue the DFS (for the remaining tree). This was the high-level idea of one
of our improvements which we discuss and analyze later in detail.
Before analyzing Reed’s algorithm, we present and review some definitions.
3.2 Centroids and Separators
For an undirected graph G = (V,E) and a subset W of the vertices, G[W ] is the subgraph
induced by W . For the sake of simplicity throughout this paper, let G −W be G[V \W ]
and G− v be G− {v} for any W ⊆ V (G) and any v ∈ V (G).
Also, in a weighted graph, a non-negative integer weight w(v) is defined for each vertex v.
For a subset W of the vertices, the weight w(W ) is simply the sum of the weights of all
vertices in W . Furthermore, the total weight or the weight of G is the weight of V .
I Definition 1. A centroid of a weighted tree T is a node x such that none of the trees in
the forest T − x has more than half the total weight.
For nice tree decompositions, we choose a stronger version of centroid for this paper.
I Definition 2. A strong centroid of a nice tree decomposition τ of a graph G = (V,E) with
respect to W ⊆ V is a node x of τ such that none of the connected components of G−Bx
contains more than 12 |W \Bx| vertices of W .
The following lemma shows there existence of a strong centroid for any given W ⊆ V .
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I Lemma 3. For every nice tree decomposition (T , {Bx : x ∈ VT }) of a graph G = (V,E)
and every subset W ⊆ V , there exist a strong centroid with respect to W .
Proof. If a node x is not a strong centroid with respect to W , then let Cx be the set of
vertices in the unique connected component of G − Bx containing more than 12 |W \ Bx|
vertices of X. In the forest obtained from the tree T by removing x, there is a tree Tx with
the property that the union of all bags in Tx contains all the vertices of Cx.
Now, we define a set F of directed tree edges by (x, y) ∈ F , if all the following conditions
hold:
x is not a centroid
y is a neighbor of x in T ,
y is a node in Tx.
Now we show that there is a node x with out-degree 0 in (VT , F ). Such an x is a centroid,
and we are done. Otherwise, F contains (x, y) and (y, x) for some x, y ∈ VT . W.l.o.g.,
By = Bx ∪ {v} for some v ∈ V \ Bx. Note that Tx and Ty are disjoint. Furthermore, any
vertex that is in a bag of Tx and in a bag of Ty is also in Bx and By. Thus also Cx and Cy
are disjoint.
Furthermore, |W ∩ Cx| > 12 |W \ Bx| implies |W ∩ Cx| > |W ∩ Cy|, because [W ∩ Cy] ⊆
[W \ Bx]. Likewise, |W ∩ Cy| > 12 |W \ By| implies |W ∩ Cy| > |W ∩ (Cx \ {v})|, because
[W ∩ (Cx \ {v})] ⊆ [W \By]. Thus we have |W ∩Cx| > |W ∩Cy| > |W ∩ (Cx \ {v})|. Since
these are all integers, and the difference between the first and the last number is at most 1,
it is a contradiction. Hence, there exists a node x which is a strong centroid. J
We use the definitions of balanced W -separator and weakly balanced W separation from
the book of Flum and Grohe [8].
I Definition 4. Let G = (V,E) be a graph and W ⊆ V . A balanced W -separator is a set
S ⊆ V such that every connected component of G− S has at most 12 |W | vertices.
I Lemma 5. [8, Lemma 11.16] Let G = (V,E) be a graph of treewidth at most k − 1 and
W ⊆ V . Then there exists a balanced W -separator of G of size at most k.
We say that a separator S separates X ⊆ V from Y ⊆ V if C ∩X = ∅ or C ∩ Y = ∅ for
every connected component C of G− S.
I Definition 6. Let G = (V,E) be a graph and W ⊆ V . A weakly balanced separation of
W is a triple (X,S, Y ), where X,Y ⊆W , S ⊆ V are pairwise disjoint sets such that:
W = X ∪ (S ∩W ) ∪ Y .
S separates X from Y .
0 < |X|, |Y | ≤ 23 |W |.
I Lemma 7. [8, Lemma 11.19] For k ≥ 3, let G = (V,E) be a graph of treewidth at most
k − 1 and W ⊆ V with |W | ≥ 2k + 1. Then there exists a weakly balanced separation of W
of size at most k.
I Theorem 8. [8, Corollary 11.22] For a graph of treewidth at most k − 1 with a given
set W ⊆ V of size |W | = 3k − 2, a weakly balanced separation of W can be found in time
O(23kk2n).
3.3 Algorithm to Find a Weakly Balanced Separation
Separation(G, k) is the main part of Reed’s algorithm. It finds a separator of size at most k
in G using the procedures Split(G,X, Y, k) and DFS-Trees(G, k). Here, we explain each of
these procedures.
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3.3.1 Split(G,X, Y, k)
For X, Y disjoint subsets of V , Split(G,X, Y, k) finds a separator S of size at most k in G
which is strictly between X and Y . Split reports failure if no such separator exits.
This algorithm is described in Lemma 11.20 of Flum and Grohe [8].
3.3.2 DFS-Trees(G, k)
DFS-Trees(G, k) (Algorithm 1) selects a set W ′ ⊆ V in a DFS (Depth-First Search) tree of
G such that:
the size (number of vertices) of the selected subtree T rooted at any vertex v ∈W ′, with
all the subtrees rooted in any vertex v′ ∈ VT ∩W ′ removed, is at least n/24k, and
there is no vertex v′ 6= v of VT ∩W ′ with this property.
W ′ is a set of roots (representatives) of (intended to be) small DFS trees. The children of
the vertices in W ′ are roots of the subtrees of size less than n24k .
The weight w[v] for v ∈W ′ is the number of vertices in the small tree with root v.
Algorithm 1 Construct Small DFS-Trees
Result: Roots of DFS-Trees with sizes of their strict subtrees ≤ |V |/(24k)
Procedure DFS-Trees(G, k) // G is a connected graph.
∗s = |V |24k // s : the size bound for splitting off a small tree.
∗W ′ = ∅
∗for all v ∈ V do
∗color[u] = WHITE
end
∗count = 0
∗Pick any vertex u of G.
∗DFS-visit(G, u)
∗Add count to w[v], where v is the vertex last included in W ′.
∗return W ′ and w[v] for all v ∈W ′
End Procedure
3.3.3 Separation(G, k)
Separation(G, k) is the recursive procedure that splits according to the number of vertices
(Algorithm 3).
Note that when any vertex v is placed into the separator S, then the procedure Separation
removes that vertex v from the graph and starts from scratch. The idea is that when we
place a root of a small tree (a representative) into the left or right part, then we want to put
the whole little tree there. But when a representative is placed into the separator, then its
tree does not go there. At this point a new collection of trees is formed.
3.4 Running Time of Reed’s Algorithm
Let T (n, k) be the running time of the procedure SEPARATION(G, k) for G = (V,E) and
n = |V |. Let n′ and k′ be the current bound on the graph size and current separator capacity.
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Algorithm 2 Main recursive procedure of DFS-Trees
Procedure DFS-Visit(G, u)
∗color[u] = GRAY
∗for all v adjacent to u do
∗ if color[v] == WHITE // The white vertex v has been discovered.
then
∗DFS-Visit(G, v)
end
end
∗count = count+1
∗ if count ≥ s // u is a root of a small tree.
then
∗W ′ =W ′ ∪ {u}
∗w[u] = count
∗count = 0
end
End Procedure
Algorithm 3 Main recursive procedure in Reed’s algorithm
Result: A weakly balanced separation (X,S, Y ) of V (G) of size ≤ k
Procedure SEPARATION(G, k)
∗ if k > 0 then
(W ′, {w(v) : v ∈W ′}) = DFS-Trees(G, k)
end
∗for all v ∈W ′ // Here v is placed into separator S.
do
∗(X,S, Y ) = SEPARATION(G− v, k − 1)
∗ if ¬failure then
∗return (X,S ∪ {v}, Y )
end
end
// The set of vertices W ′ is partitioned into L and R =W ′ \ L.
∗for all X ⊆W ′ // Here no vertex is put into S.
do
∗ if ( 13 − 124 )n ≤ w(X) ≤ ( 23 + 124 )n) then
∗Split(G,X,W ′ \X, k)
∗ if ¬failure then
∗return (X,S, Y )
end
end
end
return failure
End Procedure
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Initially n′ = n and k′ = k. We have the following recurrence for Reed’s algorithm.
T (n′, k′) ≤ 24k′T (n′ − 1, k′ − 1) + 224k′ c(k′ + 1)kn′︸ ︷︷ ︸
flow algorithm
, (1)
for some c > 0. It is difficult to obtain a good solution, but by induction on k′ we get the
following loose upper bound.
T (n′, k′) ≤ c224k′k′! kn. (2)
For k′ = 0 and k′ = 1, this bound is valid.
For k′ ≥ 2, we have:
T (n′, k′) ≤ 24k′T (n′ − 1, k′ − 1) + c224k′k′kn′
≤ 24k′c224(k′−1)(k′ − 1)! kn+ c224k′k′kn′ by induction hypothesis
= c224k
′
kn(24k
′!
224 + k
′) ≤ c224k′knk′! ( 24224 +
1
(k′ − 1)! )
≤ c224k′k′! kn. (3)
Even though, this is not a tight bound, we have T (n, k) ≥ c′24kk!(n−k), which is 2Ω(k log k)n.
T (n, 0) ≥ c′n
T (n, k) ≥ 24kT (n− 1, k − 1)
≥ c′24k24k−1(k − 1)! (n− k) by inductive hypothesis
≥ c′24kk! (n− k)
Here the asymptotic notation is a bit misleading from a practical point of view, as
224k = o(k!), even though k! is reasonable for small k, while 224k is not.
3.5 The Correctness of Reed’s Algorithm
If the treewidth is at most k − 1, then there is a nice tree decomposition of G of width k − 1.
Let x be a centroid in it. The connected components of G[V \Bx] can be partitioned into 2
parts L and R, such that no part has more than 23 |V | vertices.
Note that for the correctness proof, we do not have to find this tree decomposition. It is
sufficient to know that it exists. We can assume, that we have fixed such a tree decomposition,
a centroid x and the sets L and R.
We know that the set W ′ is partitioned into parts in L, the separator S = Bx, and R.
One of the many branches of the procedure Separation(G, k) will try this partition of W ′
and will succeed. First, it decides which part of W ′ goes into S, one vertex v at a time. This
vertex v is removed from G, but otherwise, we still consider the same tree decomposition.
|Bx| has now decreased by 1, as v is removed from it.
We then consider the case that none of the remaining vertices in W ′ are in the separator.
Now the weight of each part is at most ( 23 +
1
24 )n as at most k small subtrees can have some
of their vertices on the wrong side. And this is at most k times at most n24k .
On the branch of the procedure Separation(G, k) which finds this partition of W ′, there
is the separator Bx of size at most k between X and Y . Our algorithm cannot guarantee to
find this separator Bx, but it will find some separator S of size at most k between X and Y .
Again up to 124n vertices can be on the other side than their representatives. Now the larger
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side can contain at most ( 23 + 2 · 124 )n = 34n vertices. Thus we have a somewhat balanced
partition (a constant fraction on each side).
The overall algorithm can alternate between splittingW as in the O(23kn2) algorithm and
splitting V . Now W can be of size at most 6k. On each side, we have at most ( 23 · 6k) = 4k.
Splitting by W as well as splitting by V adds k to the separator. Thus, we are back at 6k.
The constructed tree decomposition has then width at most 7k. But we show that this can
be actually a 5-approximation algorithm. We do not need to alternate between splitting W
and V . Splitting V is a costly procedure. We can do it only after every log 3
2
k steps and we
still spend O(n logn) time.
We start with W of size at most 4k (3k and kexcess as excess). Initially, kexcess = k. Each
time we split W , we get |W | ≤ 23 · 3k + k︸︷︷︸
adding separator
+ 23kexcess = 3k +
2
3kexcess, and then
update kexcess ← b 23kexcessc. The excess drops by a factor of 23 . After log 32 k many steps, the
excess becomes zero and then we can split by V , where |W | becomes ≤ 4k again (3k was the
size of W before this step, and when we split by V , we have to include the separator as well).
In the end, we end up with |W | ≤ 4k and we add the separator to the root bag, which means
the largest bag has size at most 5k. Therefore, it is a 5-approximation algorithm. Reed
mentions 5k in his paper but he does not bother himself giving the details. We think based
on what it has been described in Reed’s algorithm, it seems we should have 7k. However, if
splitting by V does not happen very often, we can achieve 5k.
4 Our Improved Algorithm
In this section, we discuss how to improve Reed’s algorithm. The dependence on k in the
running time of Reed’s algorithm is huge. We decrease this factor significantly to make the
algorithm more applicable. We introduce two main modifications. First, we work with a
larger cut-off threshold than Reed’s |V |24k . Such an improvement can be achieved by replacing
the arbitrary 3/4 bound by 1− . But even more is possible by arguing about the weights of
connected components instead of the weights of the parts of a bipartition.
The second improvement is to avoid branching on whether there is a representative going
into the separator or not. Reed branches on these two cases at the beginning, while we
branch 3-fold for every representative.
4.1 Relax the balancing requirement
Reed’s argument starts with a weakly balanced separation by volume that is known to
exist. The larger side has at most 2/3 of the volume, but it might have up to 2/3 + 1/24
of the weight. The algorithmic split by this weight partition might pick a set with another
1/24 fraction more volume. Thus the worst kind of volume split found is now 3/4 to 1/4.
Recall that these differences are bounded this way for the following reason. When the weight
carrying root of a tree is on one side, some of its small subtrees rooted at the children can
be partially on the other side. But the separator prevents more than k small subtrees to
have any part on a different side than the root, and each little subtree contains less than |V |24k
vertices.
Instead of 3/4 one can chose any number strictly between 2/3 and 1. If 1−  is chosen,
then the constant 24 is replaced by 1((1−)−2/3)/2 =
6
1−3 ≤ 6 + 24 for  < 1/12.
More improvement is possible by a modification of the analysis. We start with a restricted
balanced separator by volume. No connected component of G− S has more than half the
vertices. We can afford it to contain up to a fraction of 3/4− /2 of the weight. There is still
arX iv
XX:10 Treewidth Approximation
a partition of G−S into left and right with a ratio of at most 3/4−/2 to 1/4−/2 by weight.
The separator found for such a partition by weight creates a partition by volume with a worst
case ratio of 1− to . This time, the constant 24 is replaced by 1((1−)−1/2)/2 = 41−2 ≤ 4+12
for  < 1/6.
4.2 Main Improvement
The other improvement is to allow the representatives (the roots of the subtrees) to go either,
left, right, or into the separator. Once a representative v goes into the separator, we change
its weight to 0. We also delete v from G and unmark all of the vertices in its subtree, so that
they can be searched again. Then we continue the DFS from the parent of v. Note that if
G− v gets disconnected, it is only an advantage for balancing.
The main difference here is that Reed branches in the beginning and considers two cases.
In the first case, none of the representatives goes to the separator, and in the second case
at least one goes to the separator. In the second case, Reed’s algorithm branches into at
most 24k (upper bound for the number of subtrees). This affects the running time a lot. We
want to avoid these branches and each time only branch into three cases. Assume we want
to decide where to put v (a representative with weight w(v)). Let L, S, and R be the left,
the separator, and the right sets, respectively. If we put v into L (or R), usually most of the
vertices in its subtree will be in L (or R) as well. In case v goes to S, we release the other
vertices of its tree to be searched again.
We have to mention that unlike Reed, we do not decide at the beginning if at least one vertex
is going to the separator. Instead, we consider this case for every representative only when
we are handling that representative (also, we handle the representative in a serial way).
In the next section, we analyze how this improvement reduces the running time (the
dependence on k) significantly.
5 Running Time of Our Algorithm
In this section, initially we give a bound for the running time of finding a separator. In order
to do so, let us define some notations.
Let G, k, and t be the initial graph, the bound on the size of the separator, and the number
of representatives, respectively. t is at most Ck since the cut-off threshold for the volume of
the subtrees was nCk . While proceeding with the algorithm at each step, let G
′, k′, and t′ be
the current graph, the current bound on the size (capacity) of the separator, and the current
number of representatives, respectively. Each time we send some vertex to the separator, we
decrease the capacity by one. The recurrence for the running time to find a separator of size
at most k′ in G′ is:
T (t′, k′) ≤ T (t′ k
′ − 1
k′
, k′ − 1) + 2T (t′ − 1, k′) +Qkn+O(1), for t′, k′ > 0, (4)
where Q is the constant factor of the DFS algorithm. In the above recurrence, on the R.H.S.,
the first term handles the case where the representative goes to the separator. Therefore, k′
decreases by 1, and the number of subtrees becomes at most t′ k′−1k′ (we delete that vertex
and continue the DFS). The second term handles the case that the current representative
does not go into the separator but either left or right. In this case, the capacity of the
separator is unchanged, but the number of subtrees decreases by 1. The third term is the
upper bound of the exact running time of the DFS. And the last term O(1), is the overhead
to make the recursive calls.
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The base cases of the recurrence are as follows.
T (0, k′) ≤ Q(k′ + 1)kn to continue k′ + 1 DFSs. We find k′ paths, and augmenting,
T (t′, 0) ≤ Qkn we have to test whether S is indeed a separator. (5)
The recurrence in 4 might seem hopeless, so we simplify it (being generous on the upper
bound).
T (t′, k′) ≤ T (t′, k′ − 1) + 2T (t′ − 1, k′) +Qk′n+O(1) for t′, k′ > 0. (6)
Now, we have to solve this recurrence. Our recursion tree starts from the root T (t′, k′)
and has two children T (t′, k′ − 1) and T (t′ − 1, k′), left and right, respectively. This is an
unbalanced binary tree. Each strand terminates when one of the arguments of T (· , ·) becomes
zero. Each time we choose the left branch (putting one representative into the separator),
we decrease k′ by 1. Otherwise (putting the representative and its subtree to the right or left
set of the separator), we decrease t′ by 1 and multiply the value by 2. Let #(t′ − i, 0) be the
number of leaves with the first argument t′− i and the second argument k′ = 0, for 0 ≤ i < t′
(analogous notation for #(0, k′ − j) for 0 ≤ j < k′). Observe that #(t′ − i, 0) = (t′+k′−ik′ ),
and #(0, k′ − i) = (t′+k′−it′ ). The first two terms of the Equation 6 can be computed at
the leaves and the other two terms are spent in every vertex of the recursion tree. Let us
compute the first part.
t′−1∑
i=0
#(t′ − i, 0) 2i︸︷︷︸
i right branches
T (t′ − i, 0)

+
k′−1∑
i=0
#(0, k′ − i) 2t′︸︷︷︸
t′ right branches
T (0, k′ − i)

≤
t′∑
i=0
(k′ + i
i
)
2iQk′kn︸ ︷︷ ︸
Eq. 5
+ k′∑
i=0
(t′ + i
i
)
2t
′
Qkn︸︷︷︸
Eq. 5

≤ 2t′Qk′kn
 t′∑
i=0
(
k′ + i
i
)
+
k′∑
i=0
(
t′ + i
i
)
= 2t
′
Qk′kn
((
k′ + t′ + 1
t′ + 1
)
+
(
k′ + t′ + 1
k′ + 1
))
= 2t
′
Qk′kn
(
k′ + t′ + 2
k′ + 1
)
Now, we have to compute the second part of the Equation 6 where we should look at every
internal vertex of the tree. We have
(
t′+k′
k′
)
internal vertices and in each vertex we spend at
most Qk′kn+O(1) ≤ Qk′kn(1 +O( 1n )). Hence, the total running time to find a balanced
separator is as follows.
T (t′, k′) ≤ 2t′Qk′kn
(
k′ + t′ + 2
k′ + 1
)
+Qk′kn(1 +O( 1
n
))
(
t′ + k′
k′
)
= Qk′kn
(
2t
′ k′ + t′ + 2
k′ + 1
(
k′ + t′ + 1
k′
)
+ (1 +O( 1
n
))
(
t′ + k′
k′
))
(7)
Now, we show that T (· , k′) is monotonic and use the fact that t′ ≤ Ck′.
I Lemma 9. T (· , k′) is monotonic.
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Proof. This is pretty straight-forward due to the definition of T and the fact that all of
values are non-negative. J
Now, we simplify the Equation 7 by bounding T (t′, k′) with T (Ck′, k′) due to Lemma 9 and
the fact that t′ ≤ Ck′ (below, let Un = (1 +O( 1n ))).
T (t′, k′) ≤ T (Ck′, k′)
≤ Qk′kn
(
2Ck
′ (C + 1) k′ + 2
k′ + 1
(
(C + 1) k′ + 1
k′
)
+ Un
(
(C + 1) k′
k′
))
≤ Qk′kn
(
2Ck
′ (C + 1) k′ + 2
k′ + 1
(
e ((C + 1) k′ + 1)
k′
)k′
+ Un
(
e (C + 1) k′
k′
)k′)
= Qk′knek
′
(
2Ck
′ (C + 1) k′ + 2
k′ + 1
(
(C + 1) k′ + 1
k′
)k′
+ Un
(
(C+) k′
k′
)k′)
(8)
Here, in order to simplify the closed form, we bound the above running time very generously
and give a very loose bound for now.
T (t′, k′) ≤ Qk′knek′(C + 1)k′
(
2(C+1)k
′
(C + 1) + 2
)
(9)
Now, we compute the running time (TV ), when we split based on V .
TV (n, k) = TV (n+ k, k) + TV ((1− )n+ k, k) + T (t′, k′)
≤ TV (n+ k, k) + TV ((1− )n+ k, k) +Qk2nek(C + 1)k
(
2(C+1)k(C + 1) + 2
)
≤ Qk2ek(C + 1)k
(
2(C+1)k(C + 1) + 2
) 1

n lnn
(10)
In the above equation, we use the following lemma (Lemma 10). Furthermore, the reason
that we add k to both recursive calls is that we add the separator to the both subproblems.
I Lemma 10. Assume 0 <  ≤ 12 , 0 < c′ ≤ c, 2 ≤ k, and n1 + n2 = n. Then the recurrence
f(n+ k) ≤
{
c′(n+ k) if n ≤ 4k
f(n1 + k) + f(n2 + k) + c(n+ k) otherwise,
where 12n ≤ n1 ≤ (1− )n has a solution with f(n+ k) ≤ cn lnn− ck, for n ≥ 2k.
Proof. Case 1: 2k ≤ n ≤ 4k. Then n ≥ 4 and
f(n+ k) ≤ c(n+ k) < 2cn− ck < c

n lnn− ck.
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Case 2: n ≥ 4k and n2 ≥ 2k.
f(n+ k) ≤ f(n1 + k) + f(n2 + k) + c(n+ k)
≤ c

(n1 lnn1 + (n− n1) ln(n− n1))− 2ck + c(n+ k)
≤ c

(1− )n(ln(1− )︸ ︷︷ ︸
<−
+ lnn) + n(ln + lnn) + c(n− k)
<
c

n lnn− c(1− )n+ cn ln + c(n− k)
≤ c

n lnn− cn+ cn+ cn ln + c(n− k)
≤ c

n lnn+ (  + ln ︸ ︷︷ ︸
<0 for  ≤ 12
) cn− ck
≤ c

n lnn− ck
Case 3: n ≥ 4k and n2 = n− n1 < 2k.
f(n+ k) ≤ f(n1 + k) + f(n2 + k) + c(n+ k)
≤ c

n1 lnn1 − ck + c′(n2 + k) + c(n+ k)
≤ c

(1− )n(ln(1− ) + lnn)− ck + c′(n2 + k) + c(n+ k)
<
c

(1− )n(−+ lnn)− ck + c′(n2 + k) + c(n+ k)
≤ c

n lnn− ck − cn lnn− c(1− )n+ c′(n2 + k) + c(n+ k)
<
c

n lnn− ck
The last inequality is true, because n ≥ 4k ≥ 8 implying lnn > 2.
J
Corollary. Under the conditions of the Lemma 10,
f(n) ≤ c

n lnn.
Now, the total running time of the algorithm (Tt) is:
Tt(n, k) ≤ Qk2ek(C + 1)k
(
2(C+1)k(C + 1) + 2
) (1 + log 3
2
k
)

n lnn,
where it takes log 3
2
k steps so that the kexcess (explained earlier) drops to zero (that is when
we need to split by V once more).
As we mentioned in Section 4.1, C = 41−2 . We plug that into Equation 10.
Tt(n, k) ≤ Qk2ek( 41− 2 + 1)
k
(
2( 41−2+1)k( 41− 2 + 1) + 2
) (1 + log 3
2
k
)

n lnn, (11)
for any positive constant  ≤ 16 .
For instance, if we set  = 1100 , the running time would be ≤ 353Q log 32 (k) k2 28.87k n lnn.
Looking at the limit for → 0, we have shown the following theoretical result.
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I Theorem 11. Let C0 = log2 e+ log2 5 + 5 < 8.765. For every C > C0, a 5-approximation
of the treewidth can be computed in time O(2Ckn logn).
Our algorithm with  sufficiently small such that the exponent in Ineq. (11) is less than C
has this running time.
This shows that the dependence on k in our algorithm is much smaller than in Reed’s
algorithm.
5.1 Open Problem
As we mentioned, we give an algorithm which runs in time≤ 353Q
(
1 + log 3
2
k
)
k2 28.765k n lnn.
The dependence of k in the running time is of the form of 2Ckn logn, and we have decreased
C drastically. One good direction to follow is to try to decrease C, while the approximation
ratio is still a constant number, and the dependence on n in n logn. That could be very
helpful since it is going to make the algorithm run much faster and maybe make it more
practical. In this paper, we decreased C from 24 to 8.765 in Reed’s algorithm (and we have
even avoided the k! term, here), which is a drastic change in the running time because even
for very small k, 224k is a very high order term.
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