The purpose of the study was twofold: to investigate whether it is meaningful to use the Ei classification scheme for browsing, and then, if proven useful, to investigate the performance of an automated classification algorithm based on the Ei classification scheme.
Introduction
Automated subject classification research began with the availability of electronic text in the early 1950s. The first idea was to select natural language terms from the document text as subject keywords, with an option of later replacing those words, stems or phrases by controlled vocabulary terms. It was Luhn (1957) who first suggested a simple method based on frequency count. Later it was improved by identifying stop-words, stemming, identification of multi-word phrases, and computation of weights (Salton 1989) .
With the exponential growth of the World Wide Web, automated subject classification of web pages has become a major research issue. Compared to other types of text documents such as traditional research papers, web pages constitute a special challenge. They tend to be rather heterogeneous: very short with hardly any text, or very long, with titles that are often general ("Home page") or non-existent ("Untitled document"), and metadata that are inconsistent or misused. User-based evaluation of automated classification has been called for but rarely conducted (Ingwersen and Järvelin, 2005) .
Organizing web pages into a hierarchical structure for subject browsing has been gaining more recognition as an important tool in information-seeking processes. Usefulness of classification schemes for browsing web resources has been reported but rarely researched by empirical user studies (Vizine-Goetz, 1996; Koch and Zettergren, 1999; Soergel, 2004; Koch et al., 2006) . The present paper presents findings from an empirical user study that investigated the performance of an automated classification algorithm on a collection of engineering web pages, in the context of hierarchical browsing. (This has, to the knowledge of the authors, not been conducted before.) One could distinguish between several different approaches to automated classification (Jain et al., 1999; Moens, 2000; Sebastiani, 2002; Golub, 2006a) . In this study a stringmatching algorithm is applied, which does not require pre-classified training documents, often unavailable, especially for web pages. The algorithm searches for strings from the Engineering Information (Ei) thesaurus and classification scheme (Milstead, 1995) in text of web pages to be classified. When a string is found, the class which it designates is assigned to the web page. Performance results for the algorithm on a collection of paper abstracts were reported as comparable to state-of-the-art algorithms in machine learning, especially for certain classes (Golub et al., 2007) .
It was decided that the Ei classification scheme would be chosen as the target controlled vocabulary. It has been used and maintained in the Compendex database (Engineering Information, 2006) . This classification scheme has characteristics that indicate its appropriateness for the task of subject browsing, such as strong design principles and hierarchical structure. In comparison, search-engine directories and other home-grown schemes on the Web, "…even those with well-developed terminological policies such as Yahoo… suffer from a lack of understanding of principles of classification design and development. The larger the collection grows, the more confusing and overwhelming a poorly designed hierarchy becomes…" (Schwartz, 2001, 48, 76) .
Automated classification research using the engineering discipline as a test-bed has not been often conducted. This is due to the fact that the most common approach to automated classification is a machine learning one, where pre-classified document collections are required from which the algorithm "learns". And major document collections used in these experiments neither cover engineering documents, nor do they apply the Ei classification scheme. However, some examples of automated classification utilizing non-mainstream collections exist. The general approach used in this study has been applied earlier in two robot-generated web indexes (DESIRE 2000; Lindholm et al., 2003) . The project Bilingual Automatic Parallel Indexing and Classification (Nübel at al. 2002) was aimed at indexing and classifying abstracts from engineering in English and German, using three controlled vocabularies. The INSPEC thesaurus was also applied in several cases (Aitchinson and Harding, 1982; Plaunt and Norgard, 1997) . McMahon et al. (2004) describe an integrated retrieval system for engineering documents, with one module being a constraint-based classifer. The constraints are mappings between classes and terms and need to be manually built.
The purpose of the present study was to investigate whether it is meaningful to use the Ei classification scheme for browsing, and then, if proven useful, to investigate the performance of the classification algorithm based on the Ei classification scheme and thesaurus.
The paper is structured as follows: in the following section, the classification algorithm and the classification scheme are described (2 Background); in the third section the study design is presented (3 Methodology); in the fourth section (4 Results) the results are analysed and discussed; and, final remarks are given in the last section (5 Conclusions).
Background

Classification algorithm
This section describes the classification algorithm used in the study. The algorithm compares terms from the Ei thesaurus and classification scheme (in further text: Ei controlled vocabulary) to text of web pages to be classified. The Ei controlled vocabulary consists of two parts: a thesaurus of engineering terms, and a hierarchical classification scheme of engineering topics. These two controlled vocabulary types have traditionally each had distinct functions: the thesaurus has been used to describe a document with a number of controlled terms and thus allow as many access points as possible, while the classification scheme has been used to group similar documents together to the purpose of shelving them and allowing systematic browsing.
A major advantage of the Ei controlled vocabulary for automated classification is that thesaurus descriptors are mapped to classes of the classification scheme. These mappings have been made manually (intellectually) and are an integral part of the thesaurus. Compared with captions 1 alone, mapped thesaurus terms provide a rich additional vocabulary for every class. Hence, instead of having only one term per class (there is only one caption per class), there were on average 14 terms per class in the study (see Figure 1 and 2 for an example).
Pre-processing steps of Ei included normalizing upper-and lower-case words. Uppercase words were left in upper case in the term list, assuming that they were acronyms; all other words containing at least one lower-case letter were converted into lower case. The first major step in designing the algorithm was to extract terms from Ei into a term list. It contained class captions, thesaurus terms, classes to which the terms and captions map or denote, and a weight indicating how appropriate the term is for the class to which it maps or which it designates. (Geographical names were excluded on the grounds that they were not engineering-specific.) The term list was formed as an array of triplets:
Weight: Term (single word, Boolean term or phrase) = Class Single-word terms were terms consisting of one word. Boolean terms were terms consisting of two or more words that must all be present but in any order or in any distance from each other. Boolean terms in this form were not explicitly part of Ei, but were created to our purpose. They were considered to be those terms which in Ei contained the following strings: and, vs. (short for versus), , (comma), ; (semi-colon, separating different concepts in class captions), ( and ) (parentheses, indicating the context of a homonym), : (colon, indicating a more specific description of the previous term in a class captions), and --(double dash, indicating heading--subheading relationship). These strings were replaced with @and which indicated the Boolean relation in the term. All other terms consisting of two or more words were treated as phrases, i.e., strings that need to be present in the document in the exact same order and form as in the term.
The following figure shows two excerpts from the Ei classification scheme and thesaurus. The excerpts found the basis for the creation of term lists (see Figure 2) . Excerpts from the Ei classification scheme and thesaurus 1 A caption is a class notation expressed in words, e.g., in the Ei classification scheme "Electric and Electronic Instruments" is the caption for class "942.1". All the different thesaurus terms as well as captions were added to the term list. While choosing all the types of thesaurus terms might lead to precision losses, the decision was to use them all to achieve maximum recall, as shown in a previous paper (Golub, 2006b ). In the thesaurus, TM stands for the preferred term, UF ("used for") for an equivalent term, BT for broader term, RT for related term, NT for narrower term. MC represents the main class; sometimes there is also OC, which stands for optional class, valid only in certain cases. Main and optional classes are classes from the Ei classification scheme that have been manually mapped to thesaurus terms and are an integral part of the thesaurus. Based on the above excerpts, the following term list would be created: The number at the beginning of each triplet is weight estimating the probability that the term of the triplet designates the class; in this example it is set to 1.
The algorithm looks for strings from a given term list in a web page to be classified and if the string (e.g., magnetic anisotropy from the above list) is found, the class(es) designating that string in the term list (931.2 in the example) is(are) assigned to the web page. One class can be designated by many terms, and each time the class is found, the corresponding weight (1 in the example) is added to a score for the class. The scores for each class are summed up and classes with scores above a certain cut-off (heuristically defined) will be selected as the final ones for the web page being classified.
Findings and setting that had proven best in a previous experiment were applied (Golub et al., 2007) . Weights 1, 3, and 4 for single, phrase or Boolean term were multiplied by the weight for the type of class to which the term mapped, 1 or 2 for optional or main class, and by the weight for the type of Ei term (broader 1, narrower 2, preferred 4, related 1, synonyms 3 and captions 4). Also, only those terms based on which correct classes were always derived were included (1,308 terms). Stemming and stop-words removal were not applied. The study also showed that in order to assign a certain class as final, the score of that class had to have at least 10% of the sum of all the classes' scores (for each web page); in case not a single class with high enough score existed, the one with the highest score was assigned.
As shown in another experiment (Golub and Ardö, 2005) , text coming from all the four parts of a web page (title, headings, main text, metadata) should be included in the process of automated classification. The same weights that have previously performed best were applied. The scores of classes found in each part were multiplied with the following weights: Score(class) = 86·Score(Title) + 5·Score(Headings) + 6·Score(Metadata) + Score(Main Text).
Engineering Information classification scheme
The Ei classification scheme is hierarchical and consists of six main classes divided into 38 finer classes which are further subdivided into 182 classes. These are subdivided even further, resulting in some 800 individual classes in a five-level hierarchy. For this study one of the six main classes was selected, together with its subclasses: class 9, Engineering, General. The reason for choosing this class was that it covers both natural sciences such as physics and mathematics, and social science fields such as engineering profession and management. The literature of the latter tends to contain more polysemic words than the former, and as such presents a more complex challenge for automated classification. Within the 9 class, there are 99 subclasses; their distribution at the five different hierarchical levels is as follows: 11 classes at the fifth hierarchical level, 67 at the fourth, 16 at the third, and 5 at the second one.
Methodology
Web page collection
The collection was automatically created. For automatically collecting web pages for the study, the Combine focused crawler was used (Ardö, 2007) . The term list used by the crawler consisted of the same 1,308 terms used in the classification algorithm (described in section 2). No stemming and no stop words removal were applied. The collection contained 18,895 web pages, crawled in the period between 10 and 15 May 2007. There were 518 seed web pages, taken from the Intute subject gateway, the topic of Engineering General (Intute Consortium, 2006) . Once the pages were crawled, they were classified as described in section 2. On average, 1.5 classes were assigned per web page. No web pages were classified into the top two hierarchical levels, because of the classification principle to assign the most specific class available.
User study design
The purpose of the study was twofold: to investigate how suitable the Ei classification scheme is for browsing, and how the classification algorithm performs on a harvested collection of web pages. Two major research questions were: 1) Are users able to navigate the Ei classification structure? 2) How well are the web pages classified, as judged by the users?
The first question was investigated by a user study where users browsed the structure when solving four search tasks. For the second question the users were asked to judge the correctness of the automatically assigned classes to documents found in the user study.
The relationship between the two questions was also investigated. This was addressed by conducting a correlation analysis, as well as by analysing respondents' answers from questionnaires.
Experimental setting
The evaluation framework was experimental. In order to get realism in the experiment, four controlled search tasks were developed as background for the browsing and evaluation activities that represented typical information needs that might be encountered in the context of the test collection. The search tasks were developed following the methodology of Borlund (Borlund, 2003) . The framework was inspired by previous realistic, interactive user studies (e.g. Nielsen, 2004; Larsen et al., 2006) . It comprised the following steps, with the last three ones repeated for each of four search tasks (described in section 3.2.3):
1. Invitation to participate. Participants were recruited through personal contact at the Department of Electrical and Information Technology, Faculty of Engineering, Lund University, advertising the study on mailing lists for courses at the Department and paper adverts on billboards throughout the buildings belonging to the Faculty of Engineering, Lund University. They were allowed to take part if they were undergraduate, graduate, or doctoral students or if had just completed their degree. Each participant was awarded two cinema tickets. 2. Participation consent form. Each participant was asked to sign a participation form which gave information about the study and the participant's role in it. 3. Written instructions: a two-page instructions about the information retrieval system and evaluation criteria. 4. Pre-study questionnaire on participants' background and their previous searching and browsing experience. 5. Search task description. 6. Search session, in which every move was logged. In addition, six participants were asked to "think-aloud" (Lewis and Rieman, 1994, chapter 5) , which was video-taped. 7. Post-task questionnaire on participants' certainty of their decisions and general satisfaction.
Each participant was first given the participation consent form and then written instructions on how to conduct the searching. After optional testing of the system and completion of the pre-study questionnaire, the first search task was described and the first searching session began. In the searching session, the participant had to find the class where he/she thought most web pages on the topic of the search task should be. Every click in the browsing tree was logged using home-made software. Once the class was found, the participant evaluated whether the web pages in the class were about the topic of the task. At least top 10 web pages (ranked by descending scores described in 2.) had to be evaluated in a row; at most 40 were offered per screen. The maximum number of web pages evaluated per class was 40, by three participants. Once the participant decided to be finished with the task, he/she filled-in a posttask questionnaire. The language of the study was English. The vast majority of web pages were also in English. The study took place in the period between 21 May and 5 June 2007. It was conducted at one of the Department's computer rooms, one participant per computer. Six of the participants were video-taped in the researcher's office. The researcher was always present and available for help or clarifications. Each session was predicted to last one hour, as stated in the invitation to participate and the participation consent form.
User interface
Since, to the authors' knowledge, an operative information system employing the full-scale Ei classification scheme as a browsing structure did not exist, a simple home-made interface was created ( Figure 3 ). It consisted of two parts: in the upper part of the screen, a clickable hierarchical browsing tree of the Ei classes was provided, and in the lower part web pages classified in the class clicked on were listed, in a descending relevance order based on classification scores. In the upper part of the screen also most important instructions were given; detailed instructions were provided on a separate sheet of paper. For each web page there was an automatically extracted title, automatically extracted sentences ("Summary"), hyperlink to the original web page and a small evaluation form. In the evaluation form the participant was asked to judge whether the web page is about/concerns/deals with the topic of a given task. Four options were available: "correct", "partly correct", "incorrect" and "impossible for me to say".
The retrieval system and the questionnaires were pilot-tested by two additional participants. Based on their input, several minor changes on the user interface were implemented. 
Search tasks
Each participant was given four search tasks. A similar number of tasks was used in related studies (e.g., Nielsen, 2004; Larsen et al., 2006) . The tasks were presented in one of 24 rotated sequences, as recommended by Borlund (2003) .
In each task the participant was to find web pages on an assigned topic (cf. Ingwersen and Järvelin, 2005 , 73 for tasks in information retrieval studies). Exact formulations of the four tasks were as follows: 1) "Your task is to find all the web pages in the system dealing with the topic of particle accelerators."
2) "Your task is to find all the web pages in the system dealing with the topic of magnetic instruments."
3) "Your task is to find all the web pages in the system dealing with the topic of differentiation and integration."
4) "Your task is to find all the web pages in the system dealing with the topic of professional organizations in the field of engineering."
Two tasks were in the basic sciences as applied in engineering, and two in general engineering; two were at fifth, and two at the fourth hierarchical level; in two topic names were the same as class captions and two were entirely different:
• Task 1 was in the field of physics, on the topic of particle accelerators. The class was at the fifth hierarchical level (932.1.1), the class caption was the same as the topic name, and words from the topic name did not exist anywhere in captions of higher level classes.
• Task 2 was in the field of instruments and measurements, on the topic of magnetic instruments. The class was at the fourth hierarchical level (942.3), the class caption was the same as the topic name. One word (instruments) from the topic name was part of captions at second (94 Instruments and measurement) and third (942 Electric and Electronic Measuring Instruments) hierarchical levels.
• Task 3 was in the field of mathematics, on the topic of differentiation and integration.
The class was at the fourth hierarchical level (921.2), the class caption (Calculus) was entirely different from the topic name, and words from the topic name did not exist anywhere in the higher level class captions.
• Task 4 was in the field of engineering profession, on the topic of professional organizations in the field of engineering. The class was at the fifth hierarchical level (901.1.1), the class caption (Societies and Institutions) was entirely different from the topic name, and one word (professional) from the topic name existed in its noun form at second (901 Engineering Profession) and third hierarchical levels (901.1 Engineering Professional Aspects).
Data collection and analysis methods
In order to investigate browsing (research question 1), quantitative data were collected by logging the browsing steps and determining if correct classes were found. Participants' browsing steps and selected classes were compared against a standard reference ("ideal") browsing path and a standard reference class for each search topic. These were predetermined by the researcher, by simply looking at the whole browsing tree and identifying what the best matching class for each search topic would be, and what the shortest route to the class would be. For each task, the shortest possible (standard reference) browsing path and class were known and the participants' steps were compared against them. For the classification part of the study (research question 2), quantitative data were collected through user assessment of the correctness of the assigned classification code. For each web page listed under a class selected as the most appropriate for the given task, a form was offered with four options from which to choose: "correct", "partly correct", "incorrect" and "impossible for me to say". According to the written instructions, these were to be chosen in the following cases:
• Correct -if the web page is about the topic;
• Partly correct -if the web page can be considered to be on the topic, but is mixed with other topics; and, • Incorrect -if the web page has absolutely no relation to the topic.
The participants were asked to avoid the option "Impossible for me to say" and only use it in cases when the web document content was not available, e.g., if a Web server was down. Apart from indicating different level of topic coverage (cf. weighted indexing in Lancaster, 2003, 187-188) , the three options are also analogous to related experiments were relevance of documents is assessed by use of three relevance levels, "relevant", "partly relevant" and "irrelevant" (e.g., Nielsen, 2004) .
Furthermore, evaluations of both standard reference classes for each task and others selected by users as the class for a task were examined.
For both parts of the study, a post-task questionnaire on participants' certainty of their decisions and general satisfaction was to be filled-in after each task. In addition, clarifying, qualitative data were collected for six participants by observation based on the "think-aloud" protocol. After completing their search tasks, all the participants were asked if they had any comments, which were also recorded and analysed. At this stage, comments were received from 12 participants. Through post-task questionnaires, 31 comments were collected, submitted by 16 participants.
Based on post-task questionnaires, relation between browsing and classification correctness was investigated. For each question, 159 answers were collected. Correlations were calculated between every pair of questions that could indicate an influence of classification correctness on browsing and vice versa. As the answers were of ordinal variable type, Spearman's rank correlation was used (Vaughan, 2001, 140-143) . The calculations were conducted in Matlab, where the original data were given as input to a formula for direct calculation of Spearman's rho values.
Information on participants' background and their previous searching and browsing experience were collected in a pre-study questionnaire.
Participants
There were 40 participants, students and researchers in the field of engineering. The participants were selected randomly: they were the first 40 people who agreed to take part in the study.
Information on participants' background and their previous searching and browsing experience was collected through the pre-study questionnaire.
• The majority (85%) had very good or excellent knowledge of English.
• All participants had at least four years of online searching experience.
• The majority (87.5%) were between 20 and 30 years old.
• The majority (88%) were male.
• The majority (86%) were taking or have completed their Master's degree in the field of computer engineering.
• The majority (90%) claimed they generally found what they were looking for on the World Wide Web.
• On average they used search engines once or twice a week (3.8 on a scale from 1 to 5 where 1 stands for "Never", 2 for "Once of twice a year", 3 for "Once or twice a month", 4 for "Once or twice a week", and 5 for "One or more times a day").
• On average they used professional information services such as library catalogues and Lund University's service providing free access to commercial databases once or twice a year (1.8 the former, 1.6 the latter), and engineeringspecific database Compendex (also freely available for Lund University's students and researchers), hardly ever (1.1). This is in significant contrast to the use of search engines.
• On average they used hierarchical directory-style browsing of, e.g., search engines or other information databases once or twice a month (2.5).
The group of users was selected from the population of engineering students or young engineers who had recently acquired their degrees. All people who fulfilled this criterion and expressed their interest in taking part in the study were accepted. While these were primarily users whose first language was Swedish, they had very good or excellent knowledge of English, which implies that the results of the study can be in large part generalized. However, the language might have influenced several participants in their decisions, such as the one suggested in Section 4.1.1 (Task 3).
Results
Browsing
The suitability of the Ei classification scheme for browsing was evaluated by two measures: the number of participants finding the standard reference class predefined for each of the four tasks; and, the number of individual classes visited before reaching the final class. Comments received from the participants were also analysed. The influence of automated classification correctness on browsing decisions is discussed in section 4.3.
Analysis based on browsing steps
As described earlier (section 2.4.1), the participants were instructed to find the class they consider most appropriate for the task at hand, and evaluate whether the web pages listed under the class concerned the topic of the task. In several cases, the participants choose to evaluate web pages from more than one class.
On average, the majority (29 out of 40 participants) found the right class. Approximately, two other classes per task were considered correct by at least two participants.
In Table 1 responses from the post-task questionnaire related to browsing are presented. The results are reported in separate columns for those who found the right class ("right class found") and for those who did not ("right class not found"). On a scale from 1 to 3, where 1 stands for "not at all", 2 for "somewhat" and 3 for "very", participants who found the right class reported on average for all the four tasks that it was easy (2.3) to find the right class ("easycat") and that they were rather certain they found it ("certaincat") (2.6). Those who did not find the right class were less sure they found it (1.7) and for them it was less easy to find an appropriate class (1.9). Both groups reported that they were somewhat familiar with the topics (2.1). Table 1 . Results from post-task questionnaires related to browsing. The scale is from 1 to 3, where 1 stands for "not at all", 2 for "somewhat" and 3 for "very".
For task 2 and 3, the standard reference browsing path takes four steps and for task 1 and 4 the path takes five steps. On average, the participants who found the right class took 15 steps; all participants made on average 16 steps. Browsing in each task is discussed separately below.
Task 1: particle accelerators (932.1.1) In Task 1 the shortest possible number of steps was five (including the step in which one decided that he/she reached the right class). There were six participants who followed this shortest path. The majority (21) took up to 15 steps to come to the standard reference class. On average participants who found the standard reference class took 16 steps; all participants took 19 steps. An example of a 15-step sequence taken by one participant is given below: There were 31 participants who found the right class. Six other classes were deemed correct by at least one participant. Classes chosen by at least two participants were the following:
• Nuclear Physics is also wrong, but the first and second step classes are correct.
Thus, all the participants chose the correct second hierarchical level, 93 Engineering Physics. The reason why they chose different classes within physics could be attributed to the fact that they were less familiar with the topic. The participants who found the right class were very certain that they found it (2.9). This could be partly explained by the fact that the class caption was the same as the topic name. Participants who did not find the right class were only somewhat sure (2.0); for them also finding the class was less easy (1.8 on the scale) than for those who found it (2.2). Both groups were a bit less than somewhat familiar with the topic from before (1.9 for those who did not find it and 1.8 for those who did).
Task 2: magnetic instruments (942.3)
In Task 2 the shortest possible number of steps was four (including the step in which one decided that he/she reached the right class). There were 18 participants who followed this shortest path. The majority (24) took up to six steps to find the standard reference class; on average eight steps were taken. An example of a six-step sequence taken by one participant is given below: the word miscellaneous, considered justifiable. The majority chose the correct third step, and also confirmed the class to be final. There were 35 participants who found the right class. Eight other classes were deemed correct by at least one participant. The class chosen by at least two was 931.1 Mechanics. This class is incorrect, although its higher levels 931 Applied Physics Generally and 93 Engineering Physics could be considered correct to some degree. The participants who found the right class were very certain that they found it (3.0 on the scale, as seen from Table 1 ). This could be partly explained by the fact that the class caption was the same as the topic name. Participants who did not find the right class were far less sure (1.6). For them also finding the class was less easy (2.0) than for those who found it (2.7). Both groups were somewhat familiar with the topic from before (2.2 for those who did not find it, and 1.9 for those who did).
Task 3: differentiation and integration (921.2)
In Task 3 the shortest possible number of steps was four (including the step in which one decided that he/she reached the right class). Eight participants followed this shortest path. The majority (22) took up to 14 steps to come to the standard reference class; on average, 15 steps were taken by those was found the standard reference class, and 18 by all. An example of a 14-step sequence taken by one participant is given below: Table 4 . Standard reference browsing steps for Task 3.
As seen from Table 4 , the first browsing step the majority took was correct (85%) -92 Engineering Mathematics. Of the remaining six, two went to 90 Engineering General, two to 91 Engineering Management and two to 94 Instruments and measurement. Of those who took the correct first step, the majority chose the correct second step (91.2%). A weak point was the third step, choosing a specific class within the broad area of 921 Applied Mathematics: only a tight majority picked the right class (51.6%). The weakest point was coming to the right class -only 37.5% decided it was the standard reference class, while others went one level up, to class 921 Applied Mathematics. The authors believe that the reason for the latter two could be attributed to the fact that the class caption was entirely different from the topic name. Also, the participants not finding the standard reference class were not very familiar with the topic (2.2 on the scale, see Table 1 ). Another reason could be that the participants were mainly Swedish and did not take mathematics courses in English, and the English word calculus shares little more than etymology with the Swedish word kalkyl which in common usage means calculation (the Swedish term for calculus is analys).
There were 28 participants who found the right class. Nine other classes were deemed correct by at least one participant. Classes chosen by at least two of them were the following: Thus, all participants have chosen correct second and third hierarchical levels (92 Engineering Mathematics and 921 Applied Mathematics). The authors believe that the reason why some of them did not chose the standard reference class at the fourth hierarchical level could be the same as above for the fourth browsing step. The participants who found the right class were between somewhat and very certain they found the right class (2.5 on the scale, as seen from Table 1 ). The certainty level is high, although a bit lower than in the first two tasks. This may be explained by the fact that the class caption was different from the topic name. Participants who did not find the right class were rather unsure (1.4 on the scale). For them finding the class was also less easy (1.7) than for those who found it (2.4). The group who found the standard reference class was quite familiar with the topic from before (2.7), while the group who did not find the standard reference class was somewhat familiar (2.2).
Task 4: professional organizations in the field of engineering (901.1.1) In Task 4 the shortest possible number of steps was five (including the step in which one decided that he/she reached the right class). There were five participants who followed this shortest path. On average 19 steps were taken by those who found the standard reference class, and also by all. An example of a 19-step sequence taken by one participant is given below: This example also demonstrates how the participant found the right class but continued looking at other classes until he/she made the decision he/she was most sure of. Reasons why this was the case need further investigation. As seen from Table 5 , the first standard reference browsing step was taken by half of the participants; the second half chose class 91 Engineering Management. This may be explained by the nature of the topic, considered to be partly correct. All those who took the standard reference first step, chose the correct second step. While the majority also chose the correct third and fourth step, only half of those who came to the right final class realized it was the right one. The reason for this could be that the class caption was entirely different from the topic name. There were 20 participants who found the right class. Nine other classes were deemed correct by at least one participant. Classes chosen by at least two participants were the following:
• 912.2 Management, which could be considered correct, although there is a class that describes the topic better; • 901.1 Engineering Professional Aspects, which is correct but not the most specific class that can be found in the classification scheme. Considering a broader class as correct, especially when relevant resources were discovered, is a defendable error; • 901.3 Engineering Research, which could be considered correct, although there is a class that better describes the content; and • 912.1 Industrial Engineering, which is also somewhat related to the topic of the task.
Reasons for choosing these different classes could be attributed to the fact that the topic of this task can belong to more than one strict class. Participants who found the right class were somewhat sure they found the standard reference class (2.0 on the scale), less than for the other three tasks. This could be explained by the nature of the topic, the fact that the class caption was entirely different from the topic name, and also by the fact that the top ranked web pages in this class were evaluated to be between partly correct and incorrect, worse than in any other task. Comments by participants confirmed that this task was more ambiguous than others, e.g., "This one seems like a broad topic, it could include anything that works with engineering professionally, quite a lot" or "All companies are also at least semi-professional so I feel I can pretty much go to any category and still find things."
Participants who did not find the right class were less sure they reached it (1.7). Both groups reported that finding the right class was somewhat easy (1.9), but on average it was more difficult than in any other task. The familiarity with the topic was reported to be medium by both groups (2.0 where correct and 1.9 where incorrect).
Analysis based on comments
Since comments were not obligatory, this section only provides indications. Several participants said that they preferred searching to browsing, and some of them provided reasons such as the following ones:
• "I prefer searching because here you always need to go up and down"; • "I think you need to know something about the topic before you start using the tree; the hierarchy helps if you know a little bit, but if you have no clue…" These issues could be dealt with by enhancing the hierarchical interface by, for example, adding a search box for words in class captions with synonym search (easily provided for Ei since the classes are mapped to thesaurus terms), and returning the hierarchical tree expanded around the class in which caption the search term is found. If a term searched for is contained in, say, two different contexts, returning the two hierarchical trees would serve as a disambiguation device and help the user chose the exact meaning he/she is looking for. The suggestion to allow for searching for words from class captions was provided by quite a few participants as well. Another suggestion they made was to provide some kind of a support for explaining classes, e.g., describing each caption with what it contains or adding an expand box with what is below the class. Several participants expressed that they liked browsing. One said that he/she had never tried browsing before. By the time he/she arrived to the last task, he/she was happy with the experience and expressed that it had been pleasing. Another said he/she didn't really like the hierarchy, but believed it could be useful once used to it.
One participant complained that for two classes it was not obvious that they would be where they were; however, the fact that he/she did find them shows that it is possible to find one's way through the Ei structure although every individual would probably structure subjects differently. Two participants commented that class 94 Instruments and Measurement represents an application area, while others are scientific, and that there are overlaps in subjects between them -e.g., instruments could be part of physics as well. Overlaps in topic representations in the classification scheme were reported as an issue by others as well, but could be dealt with a search entry into a synonym list of class captions (already part of the Ei thesaurus). Moreover, overlaps in topics exist in disciplines themselves and a good classification scheme should reflect such overlaps. Another suggestion was to exclude the words general and engineering from captions of second-level classes as he/she perceived them as redundant. Several wanted to see more specific subclasses; the reason could be that there were too many web pages in one class, more than 40 in most of them.
Automatically assigned classes
In the second part of the study, the correctness of automatically assigned classes was analysed. The most common approach is by comparing automatically assigned classes against human-assigned ones. For web pages there are few collections with human-assigned classes. To the authors' knowledge, there is one maintained collection using Ei classes, Intute subject gateway on engineering (Intute Consortium, 2006) . However, web pages in this collection are classified mainly into top hierarchical levels, or six classes altogether: 900, 910, 920, 930, 940, 901.2. Since the aim was to study how the algorithm performs also at third, fourth and fifth hierarchical levels, this collection did not suffice. Moreover, the problem of documents' "aboutness" has been much discussed in the literature and the need for evaluating automated classification by end users has been proposed but seldom conducted (cf. Ingwersen and Järvelin, 2005) .
Automatically assigned classes against human-assigned ones
Since web pages were automatically crawled and classified, no pre-existing human-assigned classes were available. Of the 518 web pages that were classified both by the Intute subject gateway (Intute Consortium, 2006) and by the algorithm, 320 of them (62%) were put in the same class as in the Intute subject gateway. Because of the small sample and because Intute has most web pages only at the top two hierarchical levels, further comparison was not conducted. Table 6 shows the number of web pages evaluated in different tasks. In standard reference classes there were on average 40 different web pages evaluated per task with 10 different participants evaluating each web page. There were in total 36 evaluations or 23 different web pages that were deemed as "impossible for me to say" by at least one participant. Four web pages were deemed as "impossible for me to say" by two or more participants. One of them was "under construction", two had very little text, and one was extremely long (178 pages if printed). Some of them were also not in English. Because of the small number of "impossible to say" decisions, they were not counted in tables following this one. Table 6 . Number of evaluations and evaluated web pages. Table 7 shows for each task the standard reference class and averaged evaluations for 1) all the evaluated web pages, and 2) top 10 ranked web pages that were at the same time most frequently evaluated. The scale used in this part of the study was from 1 to 3, where 1 stands for "correct", 2 for "partly correct" and 3 for "incorrect". The differences between all and top 10 evaluated web pages do not seem to be significant, but are a little better for the top 10 pages, which is in accord with the fact that the higher ranked ones should be more correct. The fact that the differences are not very significant implies that the algorithm performs equally well for resources listed further down on the page. Neither were there significant differences when comparing evaluations made by participants who were very certain that their judgements were accurate ("only when certain") against the average of all participants ("different certainty"). Table 7 . Correctness of automatically assigned standard reference classes.
Automatically assigned classes as judged by the user study participants
As with browsing, the performance of the algorithm as judged by the participants differs between the tasks. Based on 1,603 evaluations of 151 different web pages in standard reference classes (last two rows in Table 6 ), the top ranked web pages in each of the four classes were on average deemed partly correct (2.1 on the scale). Best classification was achieved for Task 1 (1.8), and the worst one for Task 4 (2.6). This was confirmed by comments given by several participants who said that web pages in Task 1 seemed quite good but that they were confused with web pages in Task 4. While the majority chose the standard reference class, it was also important to see how the participants who chose other classes as correct, evaluated web pages put in those classes. Table 8 reports evaluations of web pages for non-standard reference classes chosen by at least two participants. Table 9 . Results from post-task questionnaires related to correctness of classes and general experience.
In Tasks 1, 2 and 3 topics of web pages in non-standard reference classes were deemed more wrong than in the standard reference class. In Task 4, however, evaluations of web pages in the non-standard reference classes were deemed more correct than in the standard reference class, the best one being its broader class, 901. the fact that this topic could be considered to fit in several classes (cf. Task 4 in 3.1.1), and as such is harder to automatically classify and judge. Table 9 shows results from the post-task questionnaires related to correctness of classes as well as general experience ("experience"). The results are reported separately for those who found the right class ("right class found") and for those who did not ("right class not found"). On a scale from 1 to 3, where 1 stands for "not at all", 2 for "somewhat" and 3 for "very", participants who found the right class reported on average for all the four tasks that it was easy (2.3) to decide whether the web pages in the selected class were on the topic of the task ("easyclass") and that they were certain of their evaluation indicating whether web pages in the class were on the topic of the task ("certainclass") (2.4). On a scale from 1 to 3 where 1 stands for "frustrating", 2 for "neutral" and 3 for "pleasing", this group deemed the whole experience to be between neutral and pleasing (2.3). Those who did not find the right said that it was less than somewhat easy to decide whether web pages in the selected class were on the topic of the task (1.9) and were less certain of their evaluation indicating whether web pages in the class were on the topic of the task (2.0). They considered the whole experience to be somewhere between 'frustrating' and 'neutral' (1.6).
The fact that evaluations between the four tasks differed is in line with a previous study, where the algorithm's performance was tested on a pre-classified collection of research abstracts (Golub et al., 2007) . The study showed that certain classes performed better than others. Table 10 presents precision and recall for the four classes, but measured on the collection of paper abstracts. While precision is almost total for all the four classes, recall is weakest for class 901.1.1 (Task 4), which can be attributed to the fact that only one term exists for this class on the term list. Also, most terms designating the other three classes are rather field-specific and thus less ambiguous than the term designating class 901.1.1. Table 10 . Performance for the four classes on the collection of paper abstracts (described in Golub et al., 2007) , with the same parameters as in this study. 
The problem of "aboutness"
The challenge of identifying the aboutness of documents has been much discussed in the literature. This is related to the quality of indexing. According to Lancaster (2003, 85) , an indexing "failure" could occur in the conceptual analysis phase of indexing, where a topic of user interest is not recognized or is misinterpreted, and in the translation phase, where not the most specific term gets used or the term chosen is inappropriate. In this study there were cases when one web page was at the same time evaluated as correct, incorrect and partly correct. For top 10 pages in all the 4 tasks, 26 pages were at least once evaluated as correct, incorrect and partly correct; 11 pages were evaluated with two different values; and, only 3 pages were evaluated with the same value. Based on "think-aloud" sessions and participants' comments, reasons behind their decisions and such big discrepancies between evaluations were analysed:
• There were three cases implying that some participants used only summaries, in spite of the clearly provided instruction "In order to evaluate whether the web page is about the topic given in the task, please open and look at the page ('View page') because it would be incorrect to judge only based on the Title and Summary". An example of a comment implying they used only summaries was "…this task was a little bit hard to extract information from web sites because the researching subject wasn't described in web sites' summaries…" • Most differences between how people judged one and the same web page occurred due to mixing web page's topic with its genre. There are many web pages offering not just factual information on a topic, but also (or instead) describe a related software, provide a search engine, or sell products like magnetic instruments. While according to instructions, "incorrect" was supposed to be chosen only when the web page had absolutely no relation to the topic, some judged commercial web pages as incorrect. E.g., a participant leaving a comment "a lot of commercial websites and almost no didactic website" on average evaluated web pages in Task 3 as 2.4 (between partly correct and incorrect), while the average for that task was 2.0 (partly correct).
• Task interpretation. Some evaluated a web page based on whether it had anything to do with the topic at hand, as instructed, while others based it on their own task interpretation and introduced criteria such as usefulness and quality. E.g., a participant saying "this page could be useful if we know something but for a beginner, no" judged that web page as incorrect. Or, a web page providing only a definition on compasses was judged by one participant as partly correct because "it provides only superficial information".
These findings illustrate the problem of aboutness in general, and should be considered when analysing the findings concerning classification correctness.
Browsing and classification correctness
Finding one's way through the browsing tree tends to be related to whether web pages are classified in appropriate classes. This is supported by participants' comments:
• "I am not sure I found the right category for professional organizations". Actually this participant did find the right class, but was unsure of that because web pages in the class were by that participant evaluated as mostly incorrect (2.6 on average). This topic belongs to Task 4 where web pages were by all deemed to be least correct.
• "Most of them are incorrect so I think I chose the wrong category". This participant really did not find the right class, so in this case web pages were correctly indicating that he/she should look for another class.
• Another participant said: "It is easier with search bar, this is quite frustrating; lot's of useless web pages". In this case the right class was not found, but the comment indicates how the correctness of automated classification influenced the participant's preference for searching.
Based on each participant's post-task questionnaire answers for every task (159 per question) the following significant correlations were recognized with probability above 95% (Sheskin, 2000, Table A18 ):
• Certainty that the right class was found and certainty of one's evaluation whether web pages in the found class were on the topic (Spearman correlation coefficient is 0.33).
• Easiness to find the right class and easiness to decide whether web pages in the found class were on the topic: the correlation is (Spearman correlation coefficient is 0.31).
• Certainty that the right class was found and easiness to decide whether web pages in the found class were on the topic (Spearman correlation coefficient is 0.35).
This indicates that the success of browsing is related to the degree to which web pages have been correctly classified.
Conclusions
The study was to investigate performance of an automated classification algorithm on a collection of engineering web pages, in the context of hierarchical browsing. Two major research questions were whether users were able to navigate the Ei classification structure and how correctly were web pages in a certain class classified. The study involved 4 tasks and 40 participants. The participants had a very good knowledge of English, at least four years of online searching experience, frequent usage of search engines, once or twice a month they used hierarchical browsing and were generally finding the desired information. The study showed that the Ei classification scheme is generally well suited for browsing. The majority of participants found the right class, they reported that it was quite easy finding it and were quite certain they found the right class. Also, those who found standard reference classes deemed the whole user study experience between neutral and pleasing. This was the case in spite of the fact that the participants on average made 15 steps to reach the standard reference class, while the shortest browsing path would take only 5. However, the number of browsing steps needs to be put in relation to at least two other factors: examples have shown that some participants have systematically looked at a number of other classes to make sure they reached the most appropriate one; and, the hierarchical tree showed only the path to the last class clicked on, preventing distant jumps. Other possible factors could be inadequacy of the classification scheme and participants' unfamiliarity with it. Inadequacy of the classification scheme was indicated as to the following: captions contain redundant words like engineering; division of subject areas is not very logical: basic sciences, mathematics and physics, as applied in engineering, are at the same hierarchical level as Instruments and Measurement and Engineering, General; and, class Engineering, General contains a mixture of topics such as engineering profession, graphics and libraries. Exact reasons behind taking longer paths than required need to be further studied.
Majority of the participants selected correct second and third hierarchical level classes in all the four tasks. More wrong classes were chosen at the fourth hierarchal level, which could be explained by: 1) participants' unfamiliarity with the subject at the required specific level; and, 2) class captions being different from topic names. The latter is confirmed by the fact that approving the right class arrived at as correct was problematic in the two tasks in which class captions were entirely different from topic names. For those two tasks also lower certainty levels were reported. The lowest certainty level was obtained for one of those two tasks in which web pages were judged as more incorrect than in other tasks, another possible contributing factor. Also, the classification scheme could have for some reason been inappropriate. Exact reasons need to be further investigated.
Top ranked web pages in each of the four classes were on average deemed partly correct. A major problem with determining whether a web page is in the right class or not is that there were large differences among participants in their judgements -a number of web pages were evaluated as correct, partly correct and incorrect by different participants. A major reason is probably the reported problem of aboutness" and related subjectivity in deciding which topic a document is dealing with. Other factors were also recognized in the study:
• Some participants, despite the instructions, based their evaluations only on summaries, instead of full-text web pages; • Others interpreted tasks more narrowly and evaluated web pages based also on other criteria such as quality and usefulness; • It was hard to evaluate web pages' topicality when there was hardly any or very much text.
As with browsing, evaluations between the four tasks differed. This is in compliance with previous results of the algorithm's performance, based on a pre-classified collection of research abstracts, where it was shown that certain classes have better performance than others (Golub et al, 2007) .
Although the classification of web pages was on average judged as only partly correct, and while there is evidence that correct placement of web pages and browsing success are related, the majority of the participants were able to navigate the Ei classification structure well and deemed the whole experience to be between neutral and pleasing.
Several improvements for browsing have been identified:
• Describing class captions and/or listing their subclasses from start;
• Allowing for searching for words from class captions with synonym search (easily provided for Ei since the classes are mapped to thesauri terms); • When searching for class captions, returning the hierarchical tree expanded around the class in which caption the search term is found; and • Because automatically-produced summaries could be misleading, avoid presenting them until their quality is sufficiently improved.
The need for several improvements of classification schemes was indicated:
• Follow consistent division principles when building classification structures;
• Modify captions so that they better reflect concepts they represent;
• Allow for a larger entry vocabulary, which would directly help both finding the standard reference class fast and improve recall in automated classification.
Further research should include determining other reasons behind browsing failures in the Ei classification scheme. It should also deal with problems of disparate evaluations of one and the same web page. This could mean applying a different user study methodology that would help participants make more homogeneous decisions. Another way would be to harvest web pages that are more uniform in terms of quality or genre (see, for example, Custard and Sumner, 2005; Nicholson, 2003) , or to design more narrowly specified search tasks for a certain purpose.
