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Propagation phenomena
for time heterogeneous
KPP reaction-diffusion equations
Gre´goire Nadin ∗ Luca Rossi †
Abstract
We investigate in this paper propagation phenomena for the heterogeneous reaction-
diffusion equation
∂tu−∆u = f(t, u), x ∈ RN , t ∈ R,
where f = f(t, u) is a KPP monostable nonlinearity which depends in a general way
on t ∈ R. A typical f which satisfies our hypotheses is f(t, u) = µ(t)u(1 − u), with
µ ∈ L∞(R) such that ess inft∈R µ(t) > 0. We first prove the existence of generalized
transition waves (recently defined in [4, 22]) for a given class of speeds. As an appli-
cation of this result, we obtain the existence of random transition waves when f is
a random stationary ergodic function with respect to t ∈ R. Lastly, we prove some
spreading properties for the solution of the Cauchy problem.
Key-words: generalized transition waves, heterogeneous reaction-diffusion equations,
spreading properties.
AMS classification: 35B40; 35K57.
This work was partially supported by the French ANR project Prefered.
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1 Introduction
This paper investigates the existence of traveling wave solutions for the heterogeneous
reaction-diffusion equation
∂tu−∆u = f(t, u), x ∈ RN , t ∈ R, (1.1)
where f = f(t, u) vanishes when u = 0 or u = 1, is strictly positive for u ∈ (0, 1) and is of
KPP type, that is, f(t, u) ≤ f ′u(t, 0)u for (t, u) ∈ R× [0, 1].
∗CNRS, UMR 7598, Laboratoire Jacques-Louis Lions, F-75005 Paris, France
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When f is constant with respect to t, we recover the classical Fisher-KPP equation
∂tu−∆u = f(u), x ∈ RN , t ∈ R. (1.2)
It is well-known (see [2, 11]) that for all c ≥ c∗ = 2√f ′(0), there exists a planar traveling
wave of speed c in any direction e ∈ SN−1, that is, a solution u of (1.2) which can be written
as u(x, t) = φ(x · e− ct), with φ ≥ 0, φ(−∞) = 1 and φ(+∞) = 0. In this case, the profile
φ of the planar traveling wave satisfies the ordinary differential equation
−φ′′ − cφ′ = f(φ) in R.
When f is periodic with respect to t, planar traveling waves no longer exist and the
relevant notion is that of pulsating traveling wave. Assume for instance that exists T > 0 such
that f(t+T, u) = f(t, u) for all (t, u) ∈ R× [0, 1]. Then a pulsating traveling wave of speed c
in direction e ∈ SN−1 is a solution u of (1.1) which can be written as u(x, t) = φ(x · e− ct, t),
where φ ≥ 0, φ = φ(z, t) is T−periodic with respect to t, φ(−∞, t) = 1 and φ(+∞, t) = 0
for all t. The profile φ then satisfies the time-periodic parabolic equation
∂tφ− ∂zzφ− c∂zφ = f(t, φ) in R× R.
The existence of pulsating traveling waves has been proved by Nolen, Rudd and Xin [17]
and the first author [15] under various hypotheses in the more general framework of space-
time periodic reaction-diffusion equations (see also [1] for time periodic bistable equations).
These results yield that, in the particular case of temporally periodic equations, a pulsating
traveling wave of speed c exists if and only if c ≥ c∗ = 2√〈µ〉, where 〈µ〉 = 1
T
∫ T
0
f ′u(t, 0)dt.
Note that the notion of pulsating traveling wave has first been introduced in the frame-
work of space periodic reaction-diffusion equations by Shigesada, Kawasaki and Teramoto
[24] and Xin [26] in parallel ways. Xin [26], Berestycki and Hamel [3] and Berestycki, Hamel
and Roques [7] proved the existence of such waves in space periodic media under various
hypotheses. In this case the minimal speed c∗ for the existence of pulsating traveling waves
is not determined using the mean average of x 7→ f ′u(x, 0), but rather by means of a family
of periodic principal eigenvalues to characterize c∗.
The case of a time almost periodic and bistable reaction term f has been investigated
by Shen [19, 20]. A time heterogeneous nonlinearity is said to be bistable if there exists a
smooth function θ : R→ (0, 1) such that
f(t, 0) = f(t, 1) = f(t, θ(t)) = 0 for t ∈ R,
f(t, s) < 0 for t ∈ R, s ∈ (0, θ(t)),
f(t, s) > 0 for t ∈ R, s ∈ (θ(t), 1).
(1.3)
Shen constructed examples where there exists no solution u of the form u(x, t) = φ(x·e−ct, t)
such that φ(−∞, t) = 1, φ(+∞, t) = 0 uniformly with respect to t ∈ R and φ = φ(z, t)
is almost periodic with respect to t. She proved that the appropriate notion of wave in
almost periodic media incorporates a time dependence of the speed c = c(t). Namely, she
defined an almost periodic traveling wave as a solution u of (1.1) which can be written as
u(x, t) = φ(x ·e−∫ t
0
c(s)ds, t), where c = c(t) and φ = φ(z, t) are smooth functions which are
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almost periodic with respect to t and φ(−∞, t) = 1 and φ(+∞, t) = 0 hold uniformly with
respect to t ∈ R. She proved that for nonlinearities f which satisfy (1.3), there exists an
almost periodic traveling wave and that its profile and speed are uniquely determined up to
translation of the profile and to addition of the derivative of a time almost periodic function
to the speed.
In order to handle general heterogeneous equations such as (1.1), we will use the notion
of (almost planar) generalized transition wave introduced by Berestycki and Hamel [4] and
Shen [22]. This definition is a natural extension of the earlier notions. In particular, it
enables a dependence of the speed with respect to time, as in almost periodic media.
Definition 1.1. An (almost planar) generalized transition wave in the direction e ∈ SN−1 of
equation (1.1) is a time-global solution u which can be written as u(x, t) = φ(x·e−∫ t
0
c(s)ds, t),
where c ∈ L∞(R) is bounded and φ : R× R→ [0, 1] satisfies
lim
z→−∞
φ(z, t) = 1 and lim
z→+∞
φ(z, t) = 0 uniformly in t ∈ R. (1.4)
The functions φ and c are respectively called the profile and the speed of the generalized
transition wave u.
We will only consider almost planar waves in the present paper and thus we will omit to
mention the almost planarity in the sequel. Notice that the speed c and the profile φ in Defi-
nition 1.1 are not univocally determined: they can be replaced by c+ξ and φ(z+
∫ t
0
ξ(s)ds, t)
respectively, for any ξ ∈ L∞(R) such that t ∈ R 7→ ∫ t
0
ξ(s)ds is bounded. If u is a generalized
transition wave, then its profile φ satisfies{
∂tφ− ∂zzφ− c(t)∂zφ = f(t, φ), z ∈ R, t ∈ R,
lim
z→−∞
φ(z, t) = 1 and lim
z→+∞
φ(z, t) = 0 uniformly in t ∈ R. (1.5)
The existence of generalized transition waves has been proved by Shen in the framework
of time heterogeneous bistable reaction-diffusion equations [22]. Berestycki and Hamel [5]
also proved the existence of generalized transition waves for the monostable equation (1.1)
when t 7→ f(t, u) converges as t → ±∞ uniformly in u (see Section 2.5 below). Lastly,
we learned while we were ending this paper that Shen proved the existence of generalized
transition waves when the coefficients are uniquely ergodic in a very recent paper [23]. We
will describe more precisely the differences between Shen’s approach and ours in Section
2.2 below. These are the only types of temporal heterogeneities for which the existence of
generalized transition waves has been proved.
In space heterogeneous media, generalized transition waves have been shown to exist for
ignition type nonlinearity in dimension 1. Namely, assuming that f = g(x)f0(u), with g
smooth, uniformly positive and bounded, and with f0 satisfying
∃θ ∈ (0, 1), ∀s ∈ [0, θ] ∪ {1}, f0(s) = 0, ∀s ∈ (θ, 1), f0(s) > 0.
the existence of generalized transition waves has been obtained in parallel ways by Nolen and
Ryzhik [18] and Mellet, Roquejoffre and Sire [14]. These generalized transition waves attract
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the solutions of the Cauchy problem associated with front-like initial data [13]. Zlatos gave
some extensions of these results to multi-dimensional media and more general nonlinearities
[27]. Lastly, Nolen, Roquejoffre, Ryzhik and Zlatos constructed some space heterogeneous
KPP nonlinearities such that equation (1.1) does not admit any generalized transition wave
[16]. A different generalization of the notion of traveling wave has been introduced in the
framework of bistable reaction-diffusion equations with a small perturbation in space of the
homogeneous equation by Vakulenko and Volpert [25].
When the nonlinearity is homogeneous and of ignition or bistable type, we know that
there exists a unique speed associated with a planar traveling wave. The analogue of this
property in heterogeneous media is that, for bistable or ignition type nonlinearities, the
generalized transition wave is unique up to translation in time (see [5, 13, 22]). This means
that the speed t 7→ c(t) of the generalized transition wave is unique in some sense.
For monostable homogeneous nonlinearities, we know that there exists a unique speed
c∗ such that planar traveling waves of speed c exist if and only if c ≥ c∗. Moreover, it is
possible to construct solutions which behave as planar traveling waves with different speeds
when t→ ±∞ (see [10]) and one can remark that these solutions are generalized transition
waves. Hence, we expect a wide range of speeds t 7→ c(t) to be associated with generalized
transition waves in heterogeneous media. The aims of the present paper are the following.
• Prove the existence of generalized transition waves for time heterogeneous monostable
equations.
• Identify a set of speeds t 7→ c(t) associated with generalized transition waves.
• Apply our results to particular nonlinearities such as random stationary ergodic.
2 Statement of the results
2.1 Hypotheses
In this paper we just assume the nonlinear term f(t, u) to be bounded and measurable with
respect to t. The notion of solution considered is that of strong solution: a subsolution
(resp. supersolution) u of (1.1) is a function in W 2,1N+1,loc(R
N × R) 1 satisfying
∂tu−∆u ≤ f(t, u) (resp. ≥ f(t, u)), for a.e. x ∈ RN , t ∈ R,
and a solution is a function u which is both a sub and a supersolution. It then follows from
the standard parabolic theory that solutions belong to W 2,1p,loc(R
N × R), for all p < ∞, and
then they are uniformly continuous by the embedding theorem.
The fundamental hypothesis we make on f is that it is of KPP type. Namely,
f(t, u) ≤ µ(t)u, with µ(t) := f ′u(t, 0), which means that f(t, ·) lies below its tangent at
0 for all t. Hence, we expect the linearization at u = 0 to play a crucial role in the dynamics
of the equation.
1 W 2,1p (Q), Q ⊂ RN × R, stands for the space of functions u such that u, ∂xiu, ∂xixju, ∂tu ∈ Lp(Q).
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A typical f we want to handle is
f(t, u) = µ(t)u(1− u), (2.6)
with µ ∈ L∞(R) and inft∈R µ(t) > 0. This function fulfills the following set of hypotheses,
which are the ones we will require in the statements of our results.
Hypothesis 2.1. The function f = f(t, u) satisfies f(·, u) ∈ L∞(R), for all u ∈ [0, 1], and,
as a function of u, is Lipschitz continuous in [0, 1] and of class C1 in a neighborhood of 0,
uniformly with respect to t ∈ R. Moreover, setting µ(t) := f ′u(t, 0), the following properties
hold:
for a.e. t ∈ R, f(t, 0) = f(t, 1) = 0, ∀u ∈ (0, 1), ess inf
t∈R
f(t, u) > 0, (2.7)
for a.e. (t, u) ∈ R× [0, 1], f(t, u) ≤ µ(t)u, (2.8)
∃C > 0, γ, δ ∈ (0, 1], for a.e. (t, u) ∈ R× [0, δ], f(t, u) ≥ µ(t)u− Cu1+γ, (2.9)
Notice that (2.8), (2.9) are fulfilled if f(t, 0) = 0 and f(t, ·) is respectively concave and
in C1+γ([0, δ]), uniformly with respect to t.
2.2 Existence of generalized transition waves for general nonlin-
earities
Since the range of speeds associated with planar traveling waves in homogeneous media is
given by [2
√
f ′(0),+∞), we expect to find similar constraints on the speeds of generalized
transition waves in heterogeneous media. The constraint we will exhibit depends on the least
mean of the speed.
Definition 2.2. For any given function g ∈ L∞(R), we define
g := sup
T>0
inf
t∈R
1
T
∫ t+T
t
g(s) ds
and we call this quantity the least mean of the function g (over R).
The definition of least mean does not change if one replaces the supT>0 with limT→+∞
(see Proposition 3.1 below). Hence, if g admits a mean value 〈g〉, i.e., if there exists
〈g〉 := lim
T→+∞
1
T
∫ t+T
t
g(s) ds, uniformly with respect to t ∈ R, (2.10)
then g = 〈g〉.
Notice that (2.7) and (2.8) yield µ > 0. We are now in position to state our main result.
Theorem 2.3. Assume that f satisfies Hypothesis 2.1 and let e ∈ SN−1.
1) For all γ > 2
√
µ, there exists a generalized transition wave u in direction e with a
speed c such that c = γ and a profile φ which is decreasing with respect to z.
2) There exists no generalized transition wave u in direction e with a speed c such that
c < 2
√
µ.
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The speeds we construct have the particular form
c(t) =
µ(t)
κ
+ κ, κ ∈ (0,√µ). (2.11)
Hence, they keep some properties of the function µ. In particular, if µ admits a mean
value 〈µ〉 then our result implies that a generalized transition wave with a speed c such that
〈c〉 = γ exists if γ > 2√〈µ〉 and does not exist if γ < 2√〈µ〉. Of course, this construction is
not exhaustive: there might exist generalized transition waves with a speed c which cannot
be written in the form (2.11), as exhibited in Example 4 below. More generally, trying to
characterize the set of speeds associated with generalized transition waves is a very hard
task, since this notion covers many types of speeds (see [4, 10]). Indeed, it is still an open
problem even in the case of homogeneous equations.
We did not manage to prove the existence of generalized transition waves with a speed
with least mean 2
√
µ. We leave this extension as an open problem, that we will discuss in
Examples 2 and 3 of Section 2.5 below.
Theorem 2.3 shows that the range of least means of the speeds associated with generalized
transition waves is a half-line, with infimum 2
√
µ. If instead one considers other notions of
mean then the picture is far from being complete: our existence result implies that, for every
notion of mean M satisfying
∀g ∈ L∞(R), M(g) ≥ g, ∀α, β > 0, M(αg + β) = αM(g) + β,
and every κ ∈ (0,√µ), there exists a wave with speed c satisfyingM(c) = M(µ)
κ
+κ, whereas
there are no waves with M(c) < 2√µ. But if M(µ) > µ then 2√µ < M(µ)√
µ
+
√
µ, whence
there is a gap between the thresholds of the existence and non-existence results.
In order to conclude this section, we briefly comment the differences between Shen’s ap-
proach in [23] and the present one. First, Shen only considered uniquely ergodic coefficients.
We refer to [23] for a precise definition but we would like to point out that if µ is uniquely
ergodic, then 〈µ〉 = limT→+∞ 1T
∫ t+T
t
µ(s)ds exists uniformly with respect to t ∈ R. This hy-
pothesis is quite restrictive since it excludes, for example, general random stationary ergodic
coefficients. Under this hypothesis, Shen proves that a generalized transition wave with a
uniquely ergodic speed c = c(t) satisfying 〈c〉 = γ exists if and only if γ ≥ 2
√
〈µ〉. This is a
slightly stronger result than ours since it provides existence in the critical case γ = 2
√〈µ〉.
Lastly, Shen’s approach is different since she uses a dynamical systems setting, while we use
a PDE approach inspired by [3].
2.3 Application to random stationary ergodic equations
We consider the reaction-diffusion equation with random nonlinear term
∂tu−∆u = f(t, ω, u), x ∈ RN , t ∈ R, ω ∈ Ω. (2.12)
The function f : R × Ω × [0, 1] → R is a random function defined on a probability space
(Ω,P,F). We assume that (t, u) 7→ f(t, ω, u) satisfies Hypothesis 2.1 for almost every ω ∈ Ω,
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and in addition that
∀t ∈ R, u 7→ f(t, ω, u)/u is nonincreasing in [1− δ, 1], (2.13)
where the constants γ and δ depend on ω. Notice that (2.13) is satisfied in particular when
u 7→ f(t, ω, u) is nonincreasing in (1−δ, 1), since f is positive there. We further suppose that
f(t, ω, u) is a stationary ergodic random function with respect to t. Namely, there exists a
group (pit)t∈R of measure-preserving transformations of Ω such that
∀(t, s, ω, u) ∈ R× R× Ω× [0, 1], f(t+ s, ω, u) = f(t, pisω, u),
and for all A ∈ F , if pitA = A for all t ∈ R, then P(A) = 0 or 1.
A generalization of the notion of traveling waves for equation (2.12) has been given by
Shen in [21].
Definition 2.4. (see [21], Def. 2.3) A random transition wave in the direction e ∈ SN−1
of equation (2.12) is a function u : RN × R× Ω→ [0, 1] which satisfies:
• There exist two bounded measurable functions c˜ : Ω→ R and φ˜ : R× Ω→ [0, 1] such
that u can be written as
u(x, t, ω) = φ˜(x · e−
∫ t
0
c˜(pisω)ds, pitω) for all (x, t, ω) ∈ RN × R× Ω.
• For almost every ω ∈ Ω, (x, t) 7→ u(x, t, ω) is a solution of (2.12).
• For almost every ω ∈ Ω, lim
z→−∞
φ˜(z, ω) = 1 and lim
z→+∞
φ˜(z, ω) = 0.
The functions φ˜ and c˜ are respectively called the random profile and the random speed of the
random transition wave u.
Notice that if (2.12) admits a generalized transition wave for a.e. ω ∈ Ω, and the asso-
ciated profiles φ(z, t, ω) and speeds c(t, ω) are stationary ergodic with respect to t, then the
functions φ˜(z, ω) := φ(z, 0, ω) and c˜(ω) := c(0, ω) are the profile and the speed of a random
transition wave.
The existence of random transition waves has been proved in the framework of space-time
random stationary ergodic bistable nonlinearities by Shen [21] and in the framework of space
random stationary ergodic ignition type nonlinearities by Nolen and Ryzhik [18] (see also
[27] for some extensions).
Starting from Theorem 2.3, we are able to characterize the existence of random tran-
sition waves in terms of the least mean of their speed. For a stationary ergodic function
g : R × Ω → R, the least mean of t 7→ g(t, ω) is independent of ω, for every ω in a set of
probability 1 (see Proposition 4.1 below). We call this quantity the least mean of the random
function g, and we denote it by g.
Theorem 2.5. Let e ∈ SN−1. Under the previous hypotheses, for all γ > 2√µ, there exists
a random transition wave u in direction e with random speed c˜ such that c(t, ω) := c˜(pitω)
has least mean γ, and a random profile φ˜ which is decreasing with respect to z.
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This result is not an immediate corollary of Theorem 2.3. In fact, for given κ ∈ (0,√µ)
and almost every ω ∈ Ω, Theorem 2.3 provides a generalized transition wave with speed
c(·, ω) satisfying c = µ
κ
+ κ. Hence, c is stationary ergodic in t, but it is far from being
obvious that the same is true for the profile φ. Actually, to prove this we require the
additional hypothesis (2.13). Instead, the non-existence of random transition waves with
speeds c satisfying c < 2
√
µ follows directly from Theorem 2.3.
2.4 Spreading properties
When the nonlinearity f does not depend on t, Aronson and Weinberger [2] proved that if u
is the solution of the associated Cauchy problem, with an initial datum which is “front-like”
in direction e, then for all σ > 0,
lim
t→+∞
inf
x≤(2
√
f ′(0)−σ)t
u(x, t) = 1, lim
t→+∞
inf
x≥(2
√
f ′(0)+σ)t
u(x, t) = 0.
This result is called a spreading property and means that the level-lines of u(t, ·) behave like
2
√
f ′(0)t as t → +∞. The aim of this section is to extend this property to the Cauchy
problem associated with (1.1), namely,{
∂tu−∆u = f(t, u), x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN . (2.14)
Our result will involve once again the least mean of µ, but this time over R+, because the
equation is defined only for t > 0. For a given function g ∈ L∞((0,+∞)), we set
g
+
:= sup
T>0
inf
t>0
1
T
∫ t+T
t
g(s) ds.
We similarly define the upper mean g+:
g+ := inf
T>0
sup
t>0
1
T
∫ t+T
t
g(s) ds.
In [6] Berestycki, Hamel and the first author partially extended the result of [2] to general
space-time heterogeneous equations. They showed in particular that the level-lines of u(t, ·)
do not grow linearly and can oscillate. They obtained some estimates on the location of
these level-lines, which are optimal when t 7→ f(t, u) converges as t→ +∞ locally in u, but
not when f is periodic for example. These properties have been improved by Berestycki and
the first author in [9], by using the notion of generalized principal eigenvalues in order to
estimate more precisely the maximal and the minimal linear growths of the location of the
level-lines of u(t, ·). When f only depends on t, as in the present paper, they proved that
if u0 ∈ C0(RN ) is such that 0 ≤ u0 ≤ 1, u0 6≡ 0 and it is compactly supported, then the
solution u of (2.14) satisfies
∀e ∈ SN−1, lim
t→+∞
u(x+ γte, t) =
{
1 if 0 ≤ γ < 2√µ
+
0 if γ > 2
√
µ+
locally in x. (2.15)
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In [9], this result follows from a more general statement, proved in the framework of space-
time heterogeneous equations using homogenization techniques. Here we improve (2.15) by
decreasing the threshold for the convergence to 0. Our proof is based on direct arguments.
Proposition 2.6. Assume that f satisfies Hypothesis 2.1 and let u0 ∈ C0(RN) be such that
0 ≤ u0 ≤ 1, u0 6≡ 0. Then the solution u of (2.14) satisfies
∀γ < 2√µ
+
, lim
t→+∞
inf
|x|≤γt
u(x, t) = 1. (2.16)
If in addition u0 is compactly supported then
∀σ > 0, lim
t→+∞
sup
|x|≥2
√
t
∫ t
0
µ(s)ds+σt
u(x, t) = 0. (2.17)
If u0 is “front-like” in the direction e, then |x| ≥ 2
√
t
∫ t
0
µ(s)ds+ σt can be replaced by
x · e ≥ 2
√
t
∫ t
0
µ(s)ds+ σt in (2.17).
Remark 2.7. Proposition 2.6 still holds if (2.9), (2.13) are not satisfied and, in case of
(2.16), the KPP condition (2.8) can also be dropped.
If 1
t
∫ t
0
µ(s)ds → µ
+
as t goes to +∞ then the result of Proposition 2.6 is optimal.
Otherwise it does not describe in an exhaustive way the large time behavior of u.
Open problem 1. Assume that the hypotheses of Proposition 2.6 hold and that
µ
+
< γ < lim inf
t→+∞
1
t
∫ t
0
µ(s)ds.
What can we say about limt→+∞ u(γte, t).
2.5 Examples.
We now present some examples in order to illustrate the notion of generalized transition
waves and to discuss the optimality of our results.
Example 1. Functions without uniform mean.
Set t1 := 2 and, for n ∈ N,
σn := tn + n, τn := σn + n, tn+1 := τn + 2
n.
The function µ defined by
µ(t) :=

3 if tn < t < σn, n ∈ N,
1 if σn < t < τn, n ∈ N,
2 otherwise
satisfies
µ
+
= 1 < lim
t→+∞
1
t
∫ t
0
µ(s)ds = 2 < µ+ = 3.
Therefore, µ does not admit a uniform mean 〈µ〉 (over R+).
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Example 2. Generalized transition waves with various choices of speeds.
Fix α > 1 and consider the homogeneous reaction-diffusion equation
∂tu− ∂xxu = u(1− u)(u+ α).
A straightforward computation yields that the function
U(z) =
1
1 + ez/
√
2
is the profile of a planar traveling wave of speed c0 =
√
2α + 1√
2
. Note that c0 is strictly
larger than the minimal speed 2
√
α for the existence of traveling waves.
We now perturb this equation by adding some time heterogeneous bounded function
ξ ∈ C0(R) in the nonlinearity:
∂tv − ∂xxv = v(1− v)(v + α− 1√
2
ξ(t)), (2.18)
with ‖ξ‖∞ <
√
2(α− 1) so that this equation is still of KPP type. Let
v(x, t) := U(x− c0t +
∫ t
0
ξ(s)ds).
Since U ′ = − U√
2
(1−U), one readily checks that v is a generalized transition wave of equation
(2.18), with speed c(t) = c0 + ξ(t). If 〈ξ〉 = 0, then this generalized transition wave has a
global mean speed c0. But as ξ is arbitrary, the fluctuations around this global mean speed
can be large. This example shows that the speeds associated with generalized transition
waves can be very general, depending on the structure of the heterogeneous equation.
Example 3. Generalized transition waves with speeds c satisfying c = 2
√
µ. We can gener-
alize the method used in the previous example to obtain generalized transition waves with
a speed with minimal least mean. Consider any homogeneous function f : [0, 1] → [0,∞)
such that f is Lipschitz-continuous, f(0) = f(1) = 0, f(s) > 0 if s ∈ (0, 1) and s 7→ f(s)/s
is nonincreasing. Then we know from [2] that for all c ≥ 2√f ′(0), there exists a decreasing
function Uc ∈ C2(R) such that Uc(−∞) = 1, Uc(+∞) = 0 and −U ′′c − cU ′c = f(Uc) in
R. It is well-known that −U ′′c (x)/U ′c(x) → λc as x → +∞, where λc > 0 is the smallest
root of λ 7→ −λ2 + cλc − f ′(0). Moreover, writing the equation satisfied by U ′c/Uc, one can
prove that U ′c ≥ −λcUc in R. It follows that the function Pc : [0, 1] → [0,+∞) defined
by Pc(u) := −U ′c(U−1c (u)) for u ∈ (0, 1) and Pc(0) = Pc(1) = 0 is Lipschitz-continuous.
Furthermore, it is of KPP type, because
P ′c(0) = − lim
x→+∞
U ′′c (x)
U ′c(x)
= λc,
Pc(u)
u
= −U
′
c(U
−1
c (u))
Uc(U−1c (u))
≥ λc.
We now consider a given function ξ ∈ Cα(R) with least mean ξ = 0. The function v defined
by v(x, t) := Uc(x− ct−
∫ t
0
ξ(s)ds) satisfies
∂tv − ∂xxv = f(v) + ξ(t)Pc(v) =: g(t, v) in R.
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It is clearly a generalized transition wave of this equation, with speed c1(t) = c + ξ(t). Let
now see what Theorem 2.3 gives. Here, µ(t) = g′u(t, 0) = f
′(0) + λcξ(t) and thus µ = f ′(0)
since ξ = 0.
If c > 2
√
f ′(0), then we know that there exists a generalized transition wave w with a
speed c2(t) =
µ(t)
κ
+ κ, for some 0 < κ <
√
f ′(0) such that c2 = c. These two conditions
impose κ = λc and thus c2(t) =
f ′(0)
λc
+ ξ(t) + λc = c1(t). Hence, c1 ≡ c2, which means that
the speed obtained through Theorem 2.3 is the speed of the generalized transition wave v.
The case c = 2
√
f ′(0) is not covered by Theorem 2.3. In this case, the speed c1 of the
generalized transition wave v satisfies c1(t) = 2
√
f ′(0) + ξ(t) = µ(t)
λc
+ λc. Thus, in this
example, it is possible to improve Theorem 2.3 part 1) to the case c = 2
√
µ.
Example 4. Speeds which cannot be written as c(t) = µ(t)
κ
+ κ.
Consider a smooth positive function µ = µ(t) such that µ(t)→ µ1 as t→ −∞ and µ(t)→ µ2
as t → +∞, with µ1 > 0 and µ2 > 0. Let f(t, u) = µ(t)u(1 − u). Then it has been proved
by Berestycki and Hamel (in a more general framework, see [5]) that if µ1 < µ2, then for all
c1 ∈ [2√µ1,+∞), there exists a generalized transition wave of equation (1.1) with speed c
such that c(t)→ c1 as t→ −∞ and 1t
∫ t
0
c(s)ds→ c2 as t→ +∞, where c2 = µ2κ1 +κ1 and κ1
is the smallest root of κ21 − κ1c1 + µ1. This result can be deduced from Theorem 2.3 when
c1 > 2
√
µ1, which even gives a stronger result since we get c(t) =
µ(t)
κ1
+ κ1 for all t ∈ R.
When µ1 > µ2, then Berestycki and Hamel obtained a different result. Namely, they prove
that for all c1 ∈ [2√µ1,+∞), if κ1 ≥ √µ2 (which is true in particular when c1 = 2√µ1),
there exists a generalized transition wave of equation (1.1) with speed c such that c(t)→ c1
as t → −∞ and 1
t
∫ t
0
c(s)ds → 2√µ2 as t → +∞. In this case the speed c cannot be put
in the form c(t) = µ(t)
κ
+ κ for some κ > 0. Hence, the class of speeds we construct in
Theorem 2.3 is not exhaustive. Moreover, in this example, this class of speeds misses the
most important generalized transition waves: the one which travels with speed 2
√
µ1 when
t→ −∞ and 2√µ2 when t→ +∞. As these two speeds are minimal near t = ±∞, one can
expect this generalized transition wave to be attractive in some sense, as in homogeneous
media (see [11]).
3 Proof of the results
As we said at the beginning of Section 2.1, in this paper the terms (strong) sub and su-
persolution refer to functions in W 2,1N+1,loc, satisfying the differential inequalities a.e. We
say that a function is a generalized subsolution (resp. supersolution) if it is the supremum
(resp. infimum) of a finite number of subsolutions (resp. supersolutions).
3.1 Properties of the least mean
We first give an equivalent formulation of the least mean (see Definition 2.2).
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Proposition 3.1. If g ∈ L∞(R) then its least mean g satisfies
g = lim
T→+∞
ess inf
t∈R
1
T
∫ t+T
t
g(s) ds.
In particular, if g admits a mean value 〈g〉, defined by (2.10), then g = 〈g〉.
Proof. For T > 0, define the following function:
F (T ) := inf
t∈R
∫ t+T
t
g(s) ds.
We have that
g = sup
T>0
F (T )
T
≥ lim sup
T→+∞
F (T )
T
.
Therefore, to prove the statement we only need to show that lim infT→+∞ F (T )/T ≥ g. For
any ε > 0, let Tε > 0 be such that F (Tε)/Tε ≥ g − ε. We use the notation ⌊x⌋ to indicate
the floor of the real number x (that is, the greatest integer n ≤ x) and we compute
∀T > 0, F (T ) = inf
t∈R
(∫ t+⌊ TTε ⌋Tε
t
g(s) ds+
∫ t+T
t+⌊ TTε ⌋Tε
g(s) ds
)
≥
⌊
T
Tε
⌋
F (Tε)− ‖g‖L∞(R)Tε.
As a consequence,
lim inf
T→+∞
F (T )
T
≥ lim
T→+∞
⌊
T
Tε
⌋
Tε
T
F (Tε)
Tε
=
F (Tε)
Tε
≥ g − ε.
The proof is thereby achieved due to the arbitrariness of ε.
We now derive another characterization of the least mean. This is the property underlying
the fact that the existence of generalized transition waves is expressed in terms of the least
mean of their speeds.
Lemma 3.2. Let B ∈ L∞(R). Then
B = sup
A∈W 1,∞(R)
ess inf
t∈R
(A′ +B)(t).
Proof. If B is a periodic function, then g(t) := B − B(t) is periodic with zero mean. Thus
A(t) :=
∫ t
0
g(s)ds is bounded and satisfies A′ +B ≡ B. This shows that
B ≤ sup
A∈W 1,∞(R)
ess inf
t∈R
(A′ +B)(t) (3.19)
in this simple case. We will now generalize this construction in order to handle general
functions B.
Fix m < B. By definition, there exists T > 0 such that
inf
t∈R
1
T
∫ t+T
t
B(s) ds > m.
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We define
∀k ∈ Z, for a.e. t ∈ [(k−1)T, kT ), g(t) := −B(t)+βk, where βk := 1
T
∫ kT
(k−1)T
B(s) ds.
Then we set A(t) :=
∫ t
0
g(s)ds. It follows that A′ + B ≥ m and, since ∫ kT
(k−1)T g(s) ds = 0,
that
‖A‖L∞(R) ≤ ‖g‖L∞(R)T ≤ 2T‖B‖L∞(R).
Therefore (3.19) holds due to the arbitrariness of m < B.
Consider now a function A ∈ W 1,∞(R). Owing to Proposition 3.1 we derive
B = lim
T→+∞
inf
t∈R
1
T
∫ t+T
t
B(s) ds ≥ ess inf
R
(A′ +B) + lim
T→+∞
inf
t∈R
1
T
∫ t+T
t
(−A′(s)) ds
= ess inf
R
(A′ +B) + lim
T→+∞
inf
t∈R
1
T
(A(t)− A(t+ T )) = ess inf
R
(A′ +B).
This concludes the proof.
Remark 3.3. In the proof of Lemma 3.2 we have shown the following fact: if η ∈ N∪{+∞},
T > 0 are such that
m := inf
k∈N
k≤η
1
T
∫ kT
(k−1)T
B(s) ds > 0,
then there exists A ∈ W 1,∞((0, ηT )) satisfying
ess inf
[0,ηT )
(A′ +B) = m, ‖A‖L∞((0,ηT )) ≤ 2T‖B‖L∞((0,ηT )).
3.2 Construction of the generalized transition waves when c > 2
√
µ.
In order to construct generalized transition waves, we will use appropriate sub and superso-
lutions. The particular form of the speeds (2.11) will naturally emerge from constraints on
the exponential supersolution.
Proposition 3.4. Under the assumptions of Theorem 2.3, for all γ > 2
√
µ, there exists
a function c ∈ L∞(R), with c = γ, such that (1.5) admits some uniformly continuous
generalized sub and supersolutions φ(z, t), φ(z) satisfying
0 ≤ φ < φ ≤ 1, φ(+∞) = 0, φ(−∞, t) = 1 uniformly in t ∈ R,
∃ξ ∈ R, inf
t∈R
φ(ξ, t) > 0, ∀z ∈ R, inf
t∈R
(φ− φ)(z, t) > 0.
φ is nonincreasing in R, ∀τ > 0, lim
z→+∞
φ(z + τ)
φ(z, t)
< 1 uniformly in t ∈ R.
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Proof. Fix γ > 2
√
µ. We choose c in such a way that the linearized equation around 0
associated with (1.5) admits an exponential solution of the type ψ(z) = e−κz, for some
κ > 0. Namely,
0 = ∂tψ − ∂zzψ − c(t)∂zψ − µ(t)ψ = [−κ2 + c(t)κ− µ(t)]ψ, for a.e. t ∈ R.
It follows that c ≡ κ+ κ−1µ. Imposing c = γ yields
γ = lim
T→+∞
inf
t∈R
1
T
∫ t+T
t
[κ + κ−1µ(s)]ds = κ + κ−1µ.
Since γ > 2
√
µ, the equation κ2−γκ+µ = 0 has two positive solutions. We take the smallest
one, that is,
κ =
γ −
√
γ2 − 4µ
2
.
Extending f(t, ·) linearly outside [0, 1], we can assume that ψ is a global supersolution. We
then set φ(z) := min(ψ(z), 1).
Let C, γ be the constants in (2.9). Our aim is to find a function A ∈ W 1,∞(R) and a
constant h > κ such that the function ϕ defined by ϕ(z) := ψ(z)− eA(t)−hz satisfies
∂tϕ− ∂zzϕ− c(t)∂zϕ ≤ µ(t)ϕ− Cϕ1+γ, for a.e. z > 0, t ∈ R. (3.20)
By direct computation we see that
∂tϕ− ∂zzϕ− c(t)∂zϕ− µ(t)ϕ = [−A′(t) + h2 − c(t)h + µ(t)]eA(t)−hz.
Hence (3.20) holds if and only if
for a.e. z > 0, t ∈ R, A′(t) +B(t) ≥ Cϕ1+γehz−A(t), where B(t) := −h2+ c(t)h−µ(t).
Let κ < h < (1 + γ)κ. Since
∀z > 0, t ∈ R, ϕ1+γehz−A(t) ≤ e[h−(1+γ)κ]z−A(t) ≤ e−A(t),
if ess infR(A
′ + B) > 0 then the desired inequality follows by adding a large constant to A.
Owing to Lemma 3.2, this condition is fulfilled by a suitable function A ∈ W 1,∞(R) as soon
as B > 0. Let us compute
B = lim
T→+∞
inf
t∈R
1
T
∫ t+T
t
h
[
κ− h+ µ(s)
(
1
κ
− 1
h
)]
ds
= h
[
κ− h+ µ
(
1
κ
− 1
h
)]
= −h2 + γh− µ.
Since κ is the smallest root of −x2 + γx− µ = 0, we can choose h ∈ (κ, (1 + γ)κ) in such a
way that B > 0. Therefore, there exists A ∈ W 1,∞(R) such that (3.20) holds. Up to adding
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a suitable constant α < 0 to A, it is not restrictive to assume that ϕ is less than the constant
δ in (2.9). Hence, ϕ is a subsolution of (1.5) in (0,+∞) × R. Since ϕ ≥ 0 if and only if
z ≥ (h− κ)−1A(t), α can be chosen in such a way that ϕ ≤ 0 for z ≤ 0. Whence, due to the
arbitrariness of the extension of f(t, u) for u < 0, it follows that φ(z, t) := max(ϕ(z, t), 0) is
a generalized subsolution. Finally, for τ > 0, it holds that
lim
z→+∞
φ(z + τ)
φ(z, t)
= lim
z→+∞
e−κτ
1− eA(t)−(h−κ)z = e
−κτ .
Proof of Theorem 2.3 part 1). Let c, φ, φ be the functions given by Proposition 3.4, with
c = γ. For n ∈ N, consider the solution φn of the problem{
∂tφ− ∂zzφ− c(t)∂zφ = f(t, φ), z ∈ R, t > −n,
φ(z,−n) = φ(z), z ∈ R. (3.21)
The comparison principle implies that φ ≤ φn ≤ φ and, since φ is nonincreasing, that φn(·, t)
is nonincreasing too. Owing to the parabolic estimates and the embedding theorem, using
a diagonal extraction method we can find a subsequence of (φn)n∈N converging weakly in
W 2,1p (K) and strongly in L
∞(K), for any compact K ⊂ R×R and any p <∞, to a solution
φ of
∂tφ− ∂zzφ− c(t)∂zφ = f(t, φ), z ∈ R, t ∈ R.
The function φ is nonincreasing in z and satisfies φ ≤ φ ≤ φ. Applying the parabolic strong
maximum principle to φ(z − z0, t) − φ(z, t), for every z0 > 0, we find that φ is decreasing
in z.
It remains to prove that φ(−∞, t) = 1 uniformly with respect to t ∈ R. Set
θ := lim
z→−∞
inf
t∈R
φ(z, t).
Our aim is to show that θ = 1. Let (tn)n∈N be such that limn→∞ φ(−n, tn) = θ. We would
like to pass to the limit in the sequence of equations satisfied by the φ(· − n, ·+ tn), but this
is not possible due to the presence of the drift term. To overcome this difficulty we come
back to the fixed coordinate system by considering the functions (vn)n∈N defined by
vn(z, t) := φ(z − n−
∫ tn+t
tn
c(s)ds, t+ tn).
These functions are solutions of
∂tvn − ∂zzvn = f(t+ tn, vn), z ∈ R, t ∈ R,
and satisfy limn→∞ vn(0, 0) = θ and lim infn→∞ vn(z, t) ≥ θ locally uniformly in (z, t) ∈ R×R.
The same diagonal extraction method as before shows that (vn)n∈N converges (up to subse-
quences) weakly in W 2,1p,loc and strongly in L
∞
loc to some function v satisfying
∂tv − ∂zzv = g(z, t) ≥ 0, for a.e. z ∈ R, t ∈ R,
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where g(z, t) is the weak limit in Lploc(R× R) of (a subsequence of) f(t+ tn, vn). Moreover,
v attains its minimum value θ at (0, 0). As a consequence, the strong maximum principle
yields v = θ in R × (−∞, 0]. In particular, g = 0 a.e. in R × (−∞, 0). Using the Lipschitz
continuity of f(t, ·), we then derive
for a.e. (z, t) ∈ R× (−∞, 0), 0 = g(z, t) ≥ ess inf
s∈R
f(s, θ).
Therefore, hypothesis 2.7 yields θ = 0 or 1. The proof is then concluded by noticing that
θ = lim
z→−∞
inf
t∈R
φ(z, t) ≥ inf
t∈R
φ(ξ, t) ≥ inf
t∈R
φ(ξ, t) > 0
(ξ being the constant in Proposition 3.4).
3.3 Non-existence of generalized transition waves when c < 2
√
µ.
This section is dedicated to the proof of the lower bound for the least mean of admissible
speeds - Theorem 2.3 part 2. This is achieved by comparing the generalized transition waves
with some subsolutions whose level-sets propagate at speeds less than 2
√
µ. The construction
of the subsolution is based on an auxiliary result which is quoted from [8] and reclaimed in
the Appendix here.
Lemma 3.5. Let g ∈ L∞(R), η ∈ N ∪ {+∞} and T > 0 be such that
γ∗ := inf
k∈N
k≤η
2
√
1
T
∫ kT
(k−1)T
g(s) ds > 0.
Then for all 0 < γ < γ∗, there exists a uniformly continuous subsolution v of
∂tv −∆v = g(t)v, x ∈ RN , t ∈ (0, ηT ), (3.22)
such that
0 ≤ v ≤ 1, v(x, 0) = 0 for |x| ≥ R, inf
0≤t<ηT
|x|≤γt
v(x, t) ≥ C,
where R, C only depend on T , γ∗ − γ, N , ‖g‖L∞((0,ηT )) and not on n.
Proof. Fix γ ∈ (0, γ∗). By Lemma A.1 in the Appendix, there exist h ∈ C2,α(R) and r > 0,
both depending on γ and γ∗ − γ, satisfying
h = 0 in (−∞, 0], h′ > 0 in (0, r), h = 1 in [r,+∞),
Q ≤ γ + 1, 4C −Q2 ≥ 1
2
(γ∗ − γ)2 ⇒ −h′′ +Qh′ − Ch < 0 in (0, r).
Note that r, h actually depend on γ∗ − γ and ‖g‖∞, because γ < γ∗ ≤ ‖g‖∞. We set
v(x, t) := eA(t)h(R− |x|+ γt),
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where R > r and A : R→ R will be chosen later. This function solves
∂tv −∆v − g(t)v =
[
−h′′(ρ) +
(
γ +
N − 1
|x|
)
h′(ρ)− C(t)h(ρ)
]
eA(t), x ∈ RN , t ∈ (0, ηT ).
with ρ = R − |x| + γt and C(t) = g(t) − A′(t). Since h′ is nonnegative and vanishes in
[r,+∞), it follows that
∂tv −∆v − g(t)v ≤ [−h′′(ρ) +Qh′(ρ)− C(t)h(ρ)]eA(t), for a.e. x ∈ RN , t ∈ (0, ηT ),
with Q = γ + N−1
R−r . We write
4C(t)−Q2 = B(t)− 4A′(t), where B(t) = 4g(t)−
(
γ +
N − 1
R− r
)2
.
and we compute
m := inf
k∈N
k≤η
1
T
∫ kT
(k−1)T
B(s) ds = γ2∗ −
(
γ +
N − 1
R− r
)2
.
Hence, since γ2∗ − γ2 ≥ (γ∗ − γ)2, it is possible to choose R, depending on N , r, ‖g‖∞ and
γ∗− γ, such that m ≥ 12(γ∗− γ)2. By Remark 3.3 there exists a function A ∈ W 1,∞(R) such
that
min
[0,ηT )
(B − 4A′) = m, ‖A‖L∞((0,ηT )) ≤ T
2
‖B‖L∞((0,ηT )) ≤ 4T‖g‖L∞((0,ηT )).
Consequently, 4C − Q2 ≥ 1
2
(γ∗ − γ)2 a.e. in (0, ηT ) and, up to increasing R if need be,
Q ≤ γ + 1. Therefore, v is a subsolution of (3.22). This concludes the proof.
Proof of Theorem 2.3 part 2). Let u be a generalized transition wave with speed c. Defini-
tion 1.1 yields
lim
L→+∞
inf
x·e<−L
t∈R
u(x+ e
∫ t
0
c(s)ds, t) = 1, lim
L→+∞
sup
x·e>L
t∈R
u(x+ e
∫ t
0
c(s)ds, t) = 0. (3.23)
By the definition of least mean, for all ε > 0, there exists T > 0 such that
∀T ′ ≥ T, 1
T ′
inf
t∈R
∫ t+T ′
t
c(s) ds < c+ ε, ∀t ∈ R, 1
T
∫ t+T
t
µ(s) ds > µ− ε.
For n ∈ N, let tn be such that
1
nT
∫ tn+nT
tn
c(s) ds < c+ 2ε.
Taking ε small enough in such a way that 2
√
µ− 2ε > ε, we find that
γn∗ := inf
k∈{1,...,n}
2
√
1
T
∫ kT
(k−1)T
(µ(s+ tn)− ε) ds > 2
√
µ− 2ε > ε.
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Let (vn)n∈N be the functions obtained applying Lemma 3.5 with g(t) = µ(t + tn) − ε and
γ = γn := γn∗ − ε, and let R, C be the associated constants, which are independent of n.
By the regularity hypothesis on f , there exists σ ∈ (0, 1) such that f(t, w) ≥ (µ(t)− ε)w for
w ∈ [0, σ]. As a consequence, the functions un(x, t) := σvn(x, t− tn) satisfy
∂tun −∆un ≤ f(t, un), for a.e. x ∈ RN , t ∈ (tn, tn + nT ).
By (3.23), for L large enough we have that
∀t ∈ R, inf
|x|<R
u(x− Le + e
∫ t
0
c(s)ds, t) ≥ σ.
Thus, up to replacing u(x, t) with u(x− Le, t), it is not restrictive to assume that
∀n ∈ N, x ∈ RN , u(x+ e
∫ tn
0
c(s)ds, tn) ≥ un(x, tn).
The comparison principle then yields
∀n ∈ N, x ∈ RN , t ∈ (tn, tn + nT ), u(x+ e
∫ tn
0
c(s)ds, t) ≥ un(x, t).
Therefore,
lim inf
n→∞
u(γnnTe+ e
∫ tn
0
c(s)ds, tn + nT ) ≥ lim inf
n→∞
un(γ
nnT, tn + nT ) ≥ σC,
whence, owing to (3.23), we deduce that
+∞ > lim sup
n→∞
(
γnnT +
∫ tn
0
c(s)ds−
∫ tn+nT
0
c(s)ds
)
= lim sup
n→∞
(
γnnT −
∫ tn+nT
tn
c(s)ds
)
≥ lim sup
n→∞
(
2
√
µ− 2ε− ε− c− 2ε
)
nT.
That is, c ≥ 2√µ− 2ε−3ε. Since ε can be chosen arbitrarily small, we eventually infer that
c ≥ 2√µ.
Remark 3.6. The same arguments as in the above proof yield the non-existence of fronts
(φ, c) such that c± < 2
√
µ±, where, for a given function g ∈ L∞(R),
g
+
:= sup
T>0
inf
t>0
1
T
∫ t+T
t
g(s) ds, g− := sup
T>0
inf
t<0
1
T
∫ T
t−T
g(s) ds
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4 The random stationary ergodic case
To start with, we show that the temporal least mean of a stationary ergodic function is
almost surely independent of ω.
Proposition 4.1. For a given bounded measurable function g˜ : Ω→ R, the mapping
ω 7→ sup
T>0
inf
t∈R
1
T
∫ t+T
t
g˜(pisω) ds
is constant in a set of probability measure 1. We call this constant value the least mean of
the random stationary ergodic function g defined by g(t, ω) := g˜(pitω) and we denote it by g.
Proof. The result follows immediately from the ergodicity of the process (pit)t∈R. Indeed,
setting
G(ω) := sup
T>0
inf
t∈R
1
T
∫ t+T
t
g˜(pisω) ds,
for given ε > 0, there exists a set Aε ∈ F , with P(Aε) > 0, such that G(ω) < ess infΩG+ε for
ω ∈ Aε. It is easily seen that Aε is invariant under the action of (pit)t∈R, and then P(Aε) = 1.
Owing to the arbitrariness of ε, we infer that G is almost surely equal to ess infΩG.
The proof of Theorem 2.5 relies on a general uniqueness result for the profile of generalized
transition waves that share the same behavior at infinity. This, in turn, is derived using the
following strong maximum principle-type property.
Lemma 4.2. Let c ∈ L∞(R) and assume that f satisfies the regularity conditions in Hypoth-
esis 2.1. Let I be an open interval and ϕ, ψ be respectively a generalized sub and supersolution
of
∂tφ− ∂zzφ− c(t)∂zφ = f(t, φ), z ∈ I, t ∈ R,
which are uniformly continuous and satisfy 0 ≤ ϕ ≤ ψ ≤ 1 in I × R. Then, the set
{z ∈ I : inf
t∈R
(ψ − ϕ)(z, t) = 0}
is either empty or coincides with I.
Proof. Clearly, it is sufficient to prove the result for strong sub and supersolutions. We
achieve this by showing that the set
J := {z ∈ I : inf
t∈R
(ψ − ϕ)(z, t) = 0}
is open and closed in the topology of I. That it is closed follows immediately from the
uniform continuity of ϕ and ψ.
Let us show that it is open. Suppose that there exists z0 ∈ J . There is a sequence
(tn)n∈N such that (ψ − ϕ)(z0, tn) tends to 0 as n goes to infinity. For n ∈ N, define
Φn(z, t) := (ψ − ϕ)(z, t + tn). These functions satisfy
∂tΦn − ∂zzΦn − c(t + tn)∂zΦn − ζ(z, t+ tn)Φn ≥ 0 for a.e. z ∈ I, t ∈ R,
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where
ζ(z, t) :=
f(t, ψ)− f(t, ϕ)
ψ − ϕ
belongs to L∞(I × R) due to the Lipschitz-continuity of f . Let δ > 0 be such that
[z0 − δ, z0 + δ] ⊂ I. We now make use of the parabolic weak Harnack inequality (see e.g.
Theorem 7.37 in [12]). It provides two constants p, C > 0 such that
∀n ∈ N, ‖Φn‖Lp((z0−δ,z0+δ)×(−2,−1)) ≤ C inf
(z0−δ,z0+δ)×(−1,0)
Φn ≤ CΦn(z0, 0).
Whence (Φn)n∈N converges to 0 in Lp((z0 − δ, z0 + δ) × (−2,−1)). By the Arzela-Ascoli
theorem we then infer that, up to subsequences, (Φn)n∈N converges to 0 uniformly in
(z0 − δ, z0 + δ)× (−2,−1). This means that (z0 − δ, z0 + δ) ⊂ J .
Proposition 4.3. Assume that c ∈ L∞(R) and that f satisfies (2.13). Let ϕ, ψ be a
subsolution and a positive supersolution of (1.5) which are uniformly continuous and satisfy
0 ≤ ϕ, ψ ≤ 1, ψ(·, t) is nonincreasing, ∀τ > 0, lim
R→+∞
sup
z>R
t∈R
ϕ(z, t)
ψ(z − τ, t) < 1.
Then ϕ ≤ ψ in R× R.
Proof. Since ϕ, ψ are uniformly continuous and satisfy ϕ(+∞, t) = 0, ψ(−∞, t) = 1 uni-
formly in t, applying Lemma 4.2, first with ψ ≡ 1 and then with ϕ ≡ 0, we derive
∀r ∈ R, sup
(r,+∞)×R
ϕ < 1, inf
(−∞,r)×R
ψ > 0. (4.24)
Let δ ∈ (0, 1) be the constant in (2.13). By hypothesis, there exists ρ ∈ R such that ψ > 1−δ
in (−∞, ρ)× R. Let χ : R→ [0, 1] be a smooth function satisfying χ = 1 in (−∞, ρ], χ = 0
in [ρ+ 1,+∞). Define the family of functions (ψε,τ)ε,τ≥0 by setting
ψε,τ (z, t) := [1 + εχ(z)]ψ(z − τ, t).
Since limε,τ→0+ ψε,τ ≡ ψ, the statement is proved if we show that ψε,τ ≥ ϕ for all ε, τ > 0.
The ψε,τ are nondecreasing with respect to both ε and τ . Moreover, there exists z0 ∈ R such
that ψ0,1 > ϕ in (z0,+∞) × R. On the other hand, for all ε > 0, there exists τ ≥ 0 such
that ψε,τ > 1 ≥ ϕ in (−∞, z0]× R. Consequently, for all ε > 0, we have that ψε,τ ≥ ϕ for τ
large enough. Define
∀ε > 0, τ(ε) := min{τ ≥ 0 : ψε,τ ≥ ϕ}.
The function ε 7→ τ(ε) is nonincreasing and it holds that ψε,τ(ε) ≥ ϕ. We argue by con-
tradiction, assuming that there exists ε˜ > 0 such that τ(ε˜) > 0. By hypothesis, we have
that
∃h > 1, R ∈ R, ψ0,τ(ε˜)/2 ≥ hϕ in (R,+∞)× R. (4.25)
Fix ε ∈ (0, ε˜]. We know that τ(ε) ≥ τ(ε˜) > 0 and, for τ ∈ (0, τ(ε)), infR×R(ψε,τ − ϕ) < 0.
Hence, from (4.25) it follows that, for τ ∈ [τ(ε˜)/2, τ(ε)), inf(−∞,R]×R(ψε,τ −ϕ) < 0. Thus, by
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the uniform continuity of ψ we get inf(−∞,R]×R(ψε,τ(ε)−ϕ) = 0. We now use the assumption
(2.13). Since ψ0,τ(ε) ≥ ψ > 1− δ in (−∞, ρ)× R, for a.e. z ∈ (−∞, ρ), t ∈ R we have
∂tψ
ε,τ(ε) − ∂zzψε,τ(ε) − c(t)∂zψε,τ(ε) = (1 + ε)f(t, ψ0,τ(ε)) ≥ f(t, ψε,τ(ε))
(where we have extended f by 0 in R × (1,+∞)). By hypothesis, we can find
Rε < ρ such that inf(−∞,Rε]×R ψ
ε,τ(ε) > 1 ≥ supϕ. Consequently, Lemma 4.2 yields
inf(−∞,ρ−1]×R(ψε,τ(ε) − ϕ) > 0. It follows that R > ρ− 1 and that
inf
(ρ−1,R]×R
(ψε,τ(ε) − ϕ) = 0. (4.26)
In order to pass to the limit ε→ 0+ in the above expression, we notice that, by (4.24), there
exists τ0 > 0 such that
inf
(−∞,R]×R
ψ0,τ0 > sup
[ρ−1,R]×R
ϕ.
As a consequence, (4.26) implies that the nonincreasing function τ is bounded form above
by τ0, and then there exists τ
∗ := limε→0+ τ(ε). Letting ε→ 0+ in the inequality ψε,τ(ε) ≥ ϕ
and in (4.26) yields
ψ0,τ
∗ ≥ ϕ in R× R, inf
[ρ−1,R]×R
(ψ0,τ
∗ − ϕ) = 0.
Thus, using once again Lemma 4.2 and then the inequality (4.25) we derive
0 = inf
t∈R
(ψ0,τ
∗ − ϕ)(R, t) ≥ inf
t∈R
(ψ0,τ(ε˜)/2 − ϕ)(R, t) ≥ (1− h−1) inf
t∈R
ψ0,τ(ε˜)/2(R, t).
This contradicts (4.24). We have shown that τ(ε) = 0 for all ε > 0. That is, ψε,τ ≥ ϕ for all
ε, τ > 0.
We are now in position to prove Theorem 2.5.
Proof of Theorem 2.5. First, we fix ω ∈ Ω such that µ(·, ω) admits µ as a least mean. By
Theorem 2.3 there exists a generalized transition wave in direction e with a speed c(t, ω)
such that c(·, ω) = γ and a profile φ(z, t, ω) which is decreasing with respect to z. Moreover,
c(t, ω) = κ + κ−1µ(t, ω), where κ is the unique solution in (0,√µ) of κ + κ−1µ = γ. For
s ∈ R, we set φs(z, t, ω) := φs(z, t− s, pisω). As f and c are random stationary, the functions
φ and φs satisfy the same equation
∂tφ− ∂zzφ− c(t, ω)∂zφ = f(t, ω, φ), z ∈ R, t ∈ R.
We further know that φ ≤ φ ≤ φ, where φ = φ(z, t, ω) and φ = φ(z) are given by Proposition
3.4. We point out that φ(z) ≡ min(e−κz, 1) does not depend on ω. For τ > 0, we get
lim
R→+∞
sup
z>R
t∈R
φs(z, t, ω)
φ(z − τ, t, ω) ≤ limR→+∞ supz>R
t∈R
φ(z)
φ(z − τ, t, ω) < 1.
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Hence, Proposition 4.3 gives φs(·, ·, ω) ≤ φ(·, ·, ω). Exchanging the roles of φs, φ we derive
φs(·, ·, ω) ≡ φ(·, ·, ω) for almost every ω, that is,
∀(z, t, s, ω) ∈ R× R× R× Ω, φ(z, t+ s, ω) = φ(z, t, pisω).
Set φ˜(z, ω) := φ(z, 0, ω) and c˜(ω) := c(0, ω). We see that the function u defined by
u(x, t, ω) := φ˜(x · e − ∫ t
0
c˜(pisω)ds, pitω) is a random transition wave with random speed
c˜ and random profile φ˜.
5 Proof of the spreading properties
This Section is dedicated to the proof of Proposition 2.6. We prove separately properties
(2.16) and (2.17).
Proof of (2.16). Let γ < γ′ < 2√µ. Take 0 < ε < µ in such a way that γ′ < 2√µ− ε. By
definition of least mean over R+ there exists T > 0 such that
2
√
inf
t>0
1
T
∫ t+T
t
(µ(s)− ε)ds > γ′.
Hence
γ∗ := inf
k∈N
2
√
1
T
∫ kT
(k−1)T
(µ(s+ 1)− ε)ds > γ′.
Let v be the subsolution given by Lemma 3.5 with g(t) = µ(t+1)−ε, η = +∞ and γ replaced
by γ′. Since v(·, 0) is compactly supported and u(·, 1) is positive by the strong maximum
principle, it is possible to normalize v in such a way that v(·, 0) ≤ u(·, 1). Moreover, by
further decreasing v if need be, it is not restrictive to assume that
∂tv −∆v = (µ(t+ 1)− ε)v ≤ f(t+ 1, v), for a.e. x ∈ RN , t > 0.
Therefore, u(x, t+ 1) ≥ v(x, t) for x ∈ RN , t > 0 by the comparison principle. Whence,
m := lim inf
t→+∞
inf
|x|≤γ′t
u(x, t+ 1) ≥ lim inf
t→+∞
inf
|x|≤γ′t
v(x, t) > 0. (5.27)
If f was smooth with respect to t, then the conclusion would follow from Hypothesis 2.1
(condition (2.7) in particular) through classical arguments. But as we only assume f to be
bounded and measurable in t, some more arguments are needed here.
Set
θ := lim inf
t→+∞
inf
|x|≤γt
u(x, t),
and let (xn)n∈N and (tn)n∈N be such that
lim
n→∞
tn = +∞, ∀n ∈ N, |xn| ≤ γtn, lim
n→∞
u(xn, tn) = θ.
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Usual arguments show that, as n → ∞, the functions un(x, t) := u(x+ xn, t + tn) converge
(up to subsequences) weakly in W 2,1p,loc(R
N ×R), for any p <∞, and strongly in L∞loc(RN ×R)
to a solution v of
∂tv −∆v = g(x, t), x ∈ RN , t ∈ R,
where g is the weak limit in Lploc(R
N×R) of f(t+ tn, un). We further see that v(0, 0) = θ and
that v is bounded from below by the constant m in (5.27). Let (ξk, τk)k∈N be a minimizing
sequence for v, that is,
lim
k→∞
v(ξk, τk) = η := inf
RN×R
v.
In particular, 0 < m ≤ η ≤ θ. The same arguments as before, together with the strong
maximum principle, imply that the vk(x, t) := v(x+ξk, t+ tk) converge (up to subsequences)
to η in, say, L∞(B1 × (−1, 0)). For h ∈ N\{0}, let kh, nh ∈ N be such that
‖vkh − η‖L∞(B1×(−1,0)) <
1
h
, ‖unh − v‖L∞(B1(ξkh)×(τkh−1,τkh)) <
1
h
.
Hence, the functions u˜h(x, t) := u(x+xnh+ξkh, t+tnh+τkh) satisfy ‖u˜h−η‖L∞(B1×(−1,0)) < 2h
and then (u˜h)h∈N converges to η uniformly in B1 × (−1, 0). On the other hand, it converges
(up to subsequences) to a solution v˜ of
∂tv˜ −∆v˜ = g˜(x, t), x ∈ B1, t ∈ (−1, 0),
where g˜ is the weak limit in Lp(B1 × (−1, 0)) of f(t+ tnh + τkh, u˜h). As a consequence,
for a.e. x ∈ B1, t ∈ (−1, 0), 0 = g˜(x, t) ≥ ess inf
s∈R
f(s, η).
Hypothesis 2.7 then yields 1 = η ≤ θ.
Proof of (2.17). Let R > 0 be such that supp u0 ⊂ BR. For all κ > 0 and e ∈ SN−1, we
define
vκ,e(x, t) := e
−κ(x·e−R−κt)+∫ t
0
µ(s)ds.
Direct computation shows that the functions vκ,e satisfy
∂tvκ,e −∆vκ,e − µ(t)vκ,e = 0, x ∈ RN , t > 0, ∀x ∈ BR, vκ,e(x) > 1.
Hence, by (2.8), they are supersolutions of (2.14) and then they are greater than u due to the
comparison principle. Let σ > 0, x ∈ RN and t > 0 be such that |x| ≥ 2
√
t
∫ t
0
µ(s)ds+ σt.
Applying the inequality u(x, t) ≤ vκ,e(x, t) with e = x|x| and κ = |x|−R2t yields
u(x, t) ≤ exp
(
−(|x| −R)
2
4t
+
∫ t
0
µ(s)ds
)
.
If in addition t > R/σ then |x| − R ≥ 2
√
t
∫ t
0
µ(s)ds+ σt− R > 0, whence
u(x, t) ≤ exp
−σ2t
4
− R
2
4t
− σ
√
t
∫ t
0
µ(s)ds+R
√
1
t
∫ t
0
µ(s)ds+
Rσ
2
 .
Since the right hand side tends to 0 as t→ +∞, (2.17) follows.
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A Appendix
The next result, quoted from [8], is the key tool used in Section 3.3 to construct a compactly
supported subsolution v to (1.1). For the reader’s ease, we include its proof below. It is
slightly simpler than the original one of [8].
Lemma A.1 (Lemma 8.1 in [8]). For any given positive numbers β, σ, θ, there exist a
function h ∈ C2(R) and a constant r > 0 such that
h = 0 in (−∞, 0], h′ > 0 in (0, r), h = 1 in [r,+∞),
−Ah′′ +Qh′ − Ch < 0 in (0, r),
for all nonnegative constants A, Q, C satisfying
A ≤ β, Q ≤ σ, 4AC −Q2 ≥ θ.
Proof. Let A, Q, C be as in the statement. Set Lu := Au′′−Qu′+Cu. For τ, k > 0, it holds
that
(1− τ)4A(C − k)−Q2 = (1− τ)(4AC −Q2 − 4Ak)− τQ2 ≥ (1− τ)θ − τσ2 − 4βk.
Hence, it is possible to choose τ , k, only depending on β, σ, θ, in such a way that
4A(C − k)−Q2 ≥ 4τA(C − k). As a consequence, the function g(ρ) := ρn satisfies
(L− k)g = (A(n2 − n)−Qnρ+ (C − k)ρ2) ρn−2
≥
(
4A(C − k)−Q2
4(C − k) n− A
)
nρn−2
≥ (τn− 1)Anρn−2.
There exists then n ≥ 3 such that (L − k)g ≥ 0 in R. We define the function h and the
constant r in the following way:
h(ρ) := χ(ερ)g(ρ) + ε−n(1− χ(ερ)), r := ε−1,
where ε is a positive constant that will be chosen later and χ is a smooth function satisfying
χ = 1 in (−∞, 1/2], χ′ ≤ 0 in (1/2, 1), χ = 0 in [1,+∞).
By direct computation one sees that h′ > 0 in (0, r). For 0 < ρ ≤ (2ε)−1, it holds that
Lh = Lg > 0. Let (2ε)−1 < ρ < ε−1. Using the inequality Lg ≥ kg, we get
Lh = χLg + Aχ′′ε2g + 2Aχ′εg′ −Qχ′εg + ε−n[−Aχ′′ε2 +Qχ′ε+ C(1− χ)]
≥ [2−nkχ− 2β|χ′′|ε2 + 2βχ′nε2 + σχ′ε+ C(1− χ)] ε−n.
Notice that, by hypothesis, C ≥ θ
4β
. Hence, 2−nkχ + C(1 − χ) ≥ min(2−nk, θ
4β
). As a
consequence,
Lh ≥
[
min
(
2−nk,
θ
4β
)
− (2β|χ′′|ε− 2βχ′nε− σχ′)ε
]
ε−n.
Therefore, for ε > 0 small enough, h satisfies Lh > 0 in ((2ε)−1, ε−1), and then in (0, r).
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