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Chapter 1
Introduction
The theory of functional integration namely integration on function space or
infinite-dimensional integration is the important mathematical tool in probabil-
ity theory and quantum and statistic physics. However, there exists a huge gap
between the definitions and computations of functional integrations in general.
In particular, for the norm (or more general, topology) linear space V , the inte-
gration on it is defined by cylinder measure depending on the linear functional
space of V . For example, for the space V = Lp[a, b], the construction of measure
on it is so complicated that one almost cannot use it to compute the concrete
integrations of some simple functionals such as
f [x] =
∫ b
a
x(t)dt, (1.1)
where we require x(t) ∈ M = {x(t)|0 ≤ x(t) ≤ 1, a ≤ t ≤ b, x(t) ∈ L[a, b]}. It
is obvious that we can expect that the average value of the function f [x] on M
should be b−a2 . What we want is how to obtain the result by the definition of
integration on L[a, b]. There are several strict definitions of integration on L[a, b]
through cylinder measure and its extension (see, for example, Gelfand[1], Xia[2],
Gihman[3]) from which we can see that it is hopeless to use these definitions to
compute the average value of f [x].
Furthermore, we want to know how to solve the following problems:
Problem 1. Take randomly a Lebesque integrable function x(t) ∈ M , and
let Y = f [x] =
∫ b
a
x(t)dt?. What is the probability of the event 14 < Y <
1
3?
What is the probability of the event 13 < Y <
3
5?
Problem 2. How to compute the mean value of the following complicated
functional
f(x) = etan
∫
1
0
x(t)dt sin{cos
∫ 1
0
x3(t)dt}.
Essentially, all computations of functional integrations do depend on dis-
cretization. Indeed, the cylinder measure is just a kind of discretization of
3
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measure. Here, the difficulty is how to choice a suitable discretization in the
case of Lebesque integrability.
In the lecture, we give a detailed and elementary introduction of solving
these problems and other related problems. These results show that, in some
degree, the integral in infinite dimension is more simple than in finite dimension
case. For example, the solution of the problem 2 is
Ef(x) = etanE(
∫
1
0
x(t))dt) sin{cosE(
∫ 1
0
x3(t)dt)} = etan 12 sin{cos 1
4
}.
This is just the exchange formula of the mean values of nonlinear functionals.
It is surprising since it make the computations for some functional integrals to
be very simple. For the problem 1, we obtain the following results:
P (
1
4
≤
∫ 1
0
x(t)dt ≤ 1
3
) = 0,
P (
1
3
≤
∫ 1
0
x(t)dt ≤ 3
5
) = 1.
This is also an interesting result since it is not suitable with our intuitions.
But if we carefully study the previous first problem, these above solutions will
become the natural conclusions. In fact, we have
E(
∫ 1
0
x(t)dt) =
1
2
,
and furthermore,
P (
∫ 1
0
x(t)dt =
1
2
) = 1.
This gives the solutions of the problem 2, and the solution of the problem 3 is
also from the similar reason.
The computation of the mean values of functionals is still an important
problem for mathematicians and physicians. In 1900’s, Gateux firstly studied
this problem. In 1922, Levy dealt with this topic in details in his book[1].
In particular, Levy obtained a famous result that now is called Levy’s lemma
which is just the concentration of measure on sphere[2-13]. Then, Wiener[14-
17] introduced Wiener’s measure to study the Brownian movement. In another
way, Feynman’s path integral became the third approach of quantum mechan-
ics[18,19]. The kernel of all those is the concept of functional integral and the
corresponding mean values of functionals. Up to now, the theory of functional
integration has became the mathematical foundation of quantum physics and
then has been studied extensively[20-30]. Donsker and Varadhan studied the
asymptotic evaluation of certain Markov process expectations for large time and
obtained the famous lager deviation theory[31-35].
There are two basic problems in functional integral. One is the definition
of an infinite dimensional integral such as Wiener integral and Feynman’s path
5integral. Wiener integral has been defined strictly[14,21,29,30], but the defini-
tion of the Feynman’s path integral is still not satisfactory[24,25,30]. For linear
topology space, one can give the definition of the infinite dimensional measure
and hence the corresponding integral[21,22]. Another is the computation of
functional integrals. By a direct computation, the explicit result of Gauss-type
integrals can be obtained, and some special integrals can be reduced to Gauss
type integral by transformations to solve[19,20,23,36-38]. For a given general
functional, we can not give its explicit value. It seems that the computation of
functional integral is more difficult than the finite dimensional case. But, we
find that in many cases, the functional integrals is more easy to compute. Our
method is to use the probability language and the concentration of measure. By
a simple example, we give the basic idea and method to compute the functional
integrals. Given a integral form functional
Y = f(x) =
∫ 1
0
x(t)dt.
Firstly, we discrete this functional as
Yn =
1
n
n∑
k=1
x(
k
n
) =
1
n
n∑
k=1
xk.
Then
EY = lim
n→∞
EYn = lim
n→∞
1
n
n∑
k=1
Exk =
1
2
.
Secondly, we compute the variance DY of Y . By
EY 2 = E2Y,
we give
DY = 0.
This means that the probability of Y = EY is 1. It follows that a nonlinear
exchange formula
Eh(Y ) = h(EY ),
where h can be a rather general function.
Abstractly, a functional f(x) is a function of x where x is an element in an
infinite-dimensional space such as C[0, 1]. How to construct an explicit func-
tional by using x(t) is an interesting problem. In general, there are two basic
ways to construct functional. One method is to use the values of x(t) on some
points t1, · · · , tm such that
f(x) = g(x(t1), · · · , x(tm)),
where g is a usual function in Rn. Essentially, this first kind of functional is
finite dimensional functions. For example,
f(x) = f(x1, x2, x3) = x(0) + sin(x(0.2) exp(x(0.75))) = x1 + sin(x2e
x3),
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where x1 = x(0), x2 = x(0.2), x3 = x(0.25). Another method is to use integral
of x(t) on some sets such that
f(x) =
∫
I1
· · ·
∫
Im
g(x(t1), · · · , x(tm))dt1 · · · dtm,
where I1, · · · , Im are subsets of the interval [0, 1]. In general, we take every
Ik be a subinterval. This second kind of functionals is real infinite-dimensional
functionals. For example,
f(x) =
∫ 0.3
0
x2(t)dt+ sin(
∫ 0.2
0.1
x(t)dt +
∫ 0.8
0
cosx(t)dt).
Therefore, there are two kinds of basic elements x(ti) and
∫
Ii
g(x(t))dt such
that all interesting functionals can be constructed in terms of them by addi-
tion, subtraction, multiplication, division and composition. We also call these
functionals the constructible functionals or elementary functionals.
For the first kind of functionals, the functional integral is just the usual
integral. Thus we only consider the integral of the infinite dimensional function.
In particular, we only consider the second kind of functionals f(x). If the domain
of the functional f is M , the integral of f on M can be formally written as∫
M
f(x)D(x), (1.2)
where D(x) represents formally the differential of the volume element of M .
But, in general, the volume
∫
M
D(x) of M is zero or infinity, and the infinite-
dimensional integral
∫
M
f(x)D(x) is also respectively zero or infinity. However,
the mean value of functional f on M ,
Ef =
∫
M
f(x)D(x)∫
M
D(x)
(1.3)
perhaps is finite in general. Firstly we need a reasonable definition of the mean
value of functional. Our approach is to use a limit procedure. For example, we
take M = {x|a ≤ x(t) ≤ b, x(t) ∈ C[0, 1]} and f(x) = ∫ 1
0
g(x(t))dt, then we
define the mean value of f as
Ef = lim
n→∞
∫ b
a
· · · ∫ b
a
1
n
∑n
k=1 g(xk)dx1 · · ·dxn∫ b
a
· · · ∫ b
a
dx1 · · · dxn
(1.4)
where xk = x(
k
n
). If the limitation exists and is finite or infinite, we call it
the mean value of functional f . More general, when we take xk = x(tk) where
tk ∈ [ kn , k+1n ), if the above limitation is independent to the choose of tk, we
call it the mean value of f . In addition, we must emphasize that for difference
function space, we need difference limitation procedure. In what follows, we will
give concrete constructs to every case.
7In the lecture, we study the functionals of integral forms under the meaning
of Riemman’s and Lebesque’s integrations. Furthermore, we consider two cases
including unconstraint and constraints. We compute some kinds of functional
integrals and give the nonlinear exchange formula. Also, we discuss the problem
about using continuous functional to construct the nontrivial measurable subset
in function space such as C[0, 1]. Our method is to consider a functional as
an infinite-dimensional random variable and then to compute the mean values
and the variances of the corresponding infinite-dimensional random variables by
discretizations and limitations. In many cases, we show that the variances are
zeros which mean that these functionals satisfy the property of the concentration
of measure. Therefore, we give some interesting nonlinear exchange formulae on
functional integrations. In chapter 2, we study the mean value of functional on
Riemann integrable function in space C[0, 1]. In chapter 3, we study the mean
value of functional in function space C[0, 1] with the derivative constraint. In
chapter 4, we study the mean value of functional on Lebesque integrable function
space L[0, 1]. In chapter 5, we study the mean value of functional on the general
infinite dimensional probability space. In chapter 6, we study the mean value of
functional on the codimension 1 subspace of function space C[0, 1]. In chapter
7, we study the mean value of functional on the codimension 2 subspace of
function space C[0, 1]. In chapter 8, we give the mean values of some functionals
on infinite-dimensional balls in C[0, 1] with 2-norm. In chapter 9, we introduce
the Cauchy space and study the mean value of functional on it. In chapter 10,
We discuss the mean value of functional on Wiener’s space.
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Chapter 2
The mean values of
functionals on C[0, 1]
2.1 Computation of the mean value of functional
on C[0, 1]
2.1.1 Analysis method
We consider the following functional on continuous integrable function space
C[0, 1],
Y = f(x) =
∫ 1
0
x(t)dt,
where we suppose that x(t) satisfies 0 ≤ x(t) ≤ 1, and denote M = {x|0 ≤
x(t) ≤ 1}. By discretization, we have
Yn = fn(x) =
1
n
n∑
k=0
x(
k
n
) =
1
n
n∑
k=0
xk,
and hence
E(Yn) = E(fn(x)) =
∫ 1
0
· · · ∫ 1
0
1
n
∑n
k=0 xkdx1 · · ·dxn∫ 1
0 · · ·
∫ 1
0 dx1 · · · dxn
=
1
n
n∑
k=0
∫ 1
0
· · ·
∫ 1
0
xkdx1 · · · dxn = 1
n
n∑
k=0
1
2
=
1
2
.
Therefore,
EY = E(f(x)) = lim
n→∞
E(Yn) =
1
2
.
9
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2.1.2 Probability method
We can consider xk as a random variable on [0,1]. From the probability point
of the view, we have
E(Yn) =
1
n
n∑
k=0
E(xk) =
1
2
,
and
E(Y ) = lim
n→∞
E(Yn) =
1
2
.
We compute the variance and density of Y to give
D(Yn) =
1
n2
n∑
k=0
D(xk) =
1
12n
,
and then
D(Y ) = lim
n→∞
D(Yn) = 0,
ρy(y) = δ(y − 1
2
).
It means that the functional Y = f(x) is almost everywhere equal to its mean
value 12 . In other words, if we choose a function x(t) randomly, the probability
of f(x) = 12 is 1, that is
P{x|f(x) = 1
2
} = 1,
This is just the so-called concentration of measure.
2.1.3 Characteristic function method and density function
The characteristic function of Xk
n
is e
it
n
−1
it
n
, then the characteristic function of
Yn =
1
n
(X1 + · + Xn) is ϕn(t) = ( e
it
n
−1
it
n
)n. Furthermore, the characteristic
function of Y is
ϕ(t) = lim
n→∞
ϕn(t) = lim
n→∞
(
e
it
n
−1
it
n
)n = e
it
2 .
It follows that the density function of Y is
ρY (y) =
1√
2pi
∫
e
it
2 e−itydt = δ(y − 1
2
).
This is also means that
E(Y ) =
1
2
,
and
D(Y ) = 0.
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2.2 The mean value of general functional on C[0, 1]
Thereafter, we denote M = {x|m1 ≤ x(t) ≤ m2, x(t) ∈ R[a, b]}, For the general
functional
Y = f(x) =
∫ b
a
g(x(t))dt,
where g is Riemann’s integrable function, we define the mean value of f on M
as
EY = Ef = lim
n→∞
∫ b
a
· · · ∫ b
a
b−a
n
∑n
k=1 g(xk)dx1 · · ·dxn∫m2
m1
· · · ∫m2
m1
dx1 · · · dxn
, (2.1)
where xk = x(
k
n
). By the same method, we find the mean value of Y on M
EY =
b− a
m2 −m1
∫ m2
m1
g(x)dx,
DY = 0,
ρY (y) = δ(y − EY )
2.3 The formula of the mean value of combine
functional on C[0, 1]
2.3.1 Probability lemmas
Firstly, we give the following probability lemma:
Lemma 2.1. Assume that A and B are two events, and P (A) = P (B) = 1,
then P (AB) = 1.
Proof. By P (A) = P (B) = 1, we have P (A) = P (B) = 0. Moreover, by
AB ⊆ A,AB ⊆ B,AB ⊆ A,AB ⊆ B, we have
P (AB) = P (AB) = P (AB) = 0.
So
P (AB) = 1− P (AB)− P (AB)− P (AB) = 1.
According to Lemma 1 , we give the following lemmas:
Lemma 2.2. Assume that the densities of the random variables X1, · · · , Xn
are δ(x1 −m1), · · · , δ(xn −mn). Then the union density of X1, · · · , Xn is
ρ(x1, · · · , xn) = δ(x1 −m1) · · · δ(xn −mn).
Lemma 2.3. Assume that A and B are two events, and P (B) = 1, then
P (AB) = P (A).
Proof. Since P (AB) ≤ P (B) = 0, so P (A) = P (AB) + P (AB) = P (AB).
According to Lemma 3, we give the following lemma:
Lemma 2.4. Assume that the densities of the random variables Y1, · · · , Yn
are δ(y1 − m1), · · · , δ(yn − mn), and ρ(x1, · · · , xm) is the union density of
x1, · · · , xm, then the union density of X1, · · · , Xm, Y1, · · · , Yn is
ρ(x1, · · · , xm, y1, · · · , yn) = ρ(x1, · · · , xm)δ(y1 −m1) · · · δ(yn −mn).
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2.3.2 Nonlinear exchange formula
We know that the density of the functional Y = f(x) =
∫ b
a
g(x(t))dt is ρY (y) =
δ(y − EY ), so, for the general functional Z = h(Y ), we have the following
formula
EZ = Eh(Y ) = h(EY ),
where h(Y ) is a general function of Y . In fact,
EZ = Eh(Y ) =
∫
h(y)δ(y − EY )dy = h(EY ).
More generally, we have the following result:
Theorem 2.1. For i = 1, · · · , k, let Ii = [ai, bi], Yi =
∫
Ii
gi(x(t))dt, Mi =
{x|mi1 ≤ x(t) ≤ mi2, x(t) ∈ R[ai, bi]}, and gi(x(t)) ∈ R[ai, b)i] with respect
t, gi(x) ∈ R[mi1,mi2] with respect to x. Furthermore, let h(y1, · · · , yk) be a
general function. Then we have
Eh(Y1, · · · , Yk) = h(EY1, · · · , EYk),
where
EYi =
bi − ai
mi2 −mi1
∫ mi2
mi1
gi(x)dx.
Proof. Since every EYi is the mean value of Yi on Mi which definition is
given by
EYi = lim
n→∞
∫ bi
ai
· · · ∫ bi
ai
bi−ai
n
∑n
k=1 g(xk)dx1 · · · dxn∫mi2
mi1
· · · ∫mi2
mi1
dx1 · · · dxn
, (2.2)
where xk = x(
k
n
), we similarly have
DYi = 0, (2.3)
and the density of Yi is δ(yi − EYi), and then
Eh(Y1, · · · , Yk) =
∫
· · ·
∫
h(y1, · · · , yk)δ(y1 − EY1) · · · δ(yk − EYk)dy1 · · ·dyk
= h(EY1, · · · , EYk).
Example 2.1. For Y = f(x) = sin(
∫ 1
2
0 x
3(t)dt)e(
∫ 1
0
x(t)dt)2 , M = {x|0 ≤
x(t) ≤ 1}, then its mean value on M is
EY = e
1
4 sin
1
8
.
By lemma 2.4, we have the following theorem.
Theorem 2.2. For i = 1, · · · , k, let Ii = [ai, bi], Yi =
∫
Ii
gi(x(t))dt, Mi =
{x|mi1 ≤ x(t) ≤ mi2, x(t) ∈ R[ai, bi]}, and gi(x(t)) ∈ R[ai, b)i] with respect t,
gi(x) ∈ R[mi1,mi2] with respect to x. Furthermore, let h(x1, · · · , xh; y1, · · · , yk)
be a general function. Then we have
Eh(X1, · · · , Xm, Y1, · · · , Yk) = Eh(X1, · · · , Xm, EY1, · · · , EYk).
Chapter 3
The averages of functionals
on L[0, 1]
In this section, we study the mean values of functionals on the Lebesque’s inte-
grable function space L[0, 1].
3.1 The mean value of functional Y = f(x) =∫ 1
0 x(t)dt
We consider the following functional on the subset M = {x|0 ≤ x(t) ≤ 1, x(t) ∈
L[0, 1]} on Lebesque’s integrable function space L[0, 1],
Y = f(x) =
∫ 1
0
x(t)dt.
By discretization, we have
Yn =
n∑
k=1
k
n
m(Ek),
where Ek = {t|k−1n < x(t) ≤ kn}, and m(Ek) is the Lebesque measure of Ek
satisfying
n∑
k=1
m(Ek) = 1.
Denote zk = m(Ek), and consider zk as random variable. Then we have
Yn =
n∑
k=1
k
n
zk,
13
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with
n∑
k=1
zk = 1,
and 0 ≤ zk ≤ 1. We define the mean value of Y on M as follows
EY = lim
n→∞
∫
M0
∑n
k=1
k
n
zkdV∫
M0
dV
(3.1)
where M0 = {(z1, · · · , zn)|z1 + · · ·+ zn = 1, z1 ≥ 0, · · · , zn ≥ 0}, and dV is the
volume element of M0.
Therefore, because the mean value of Yn is
EYn =
n∑
k=1
k
n
E(zk) = E(z1)
n∑
k=1
k
n
=
n+ 1
2
E(z1),
we only need to compute E(z1). There are two methods to get its value
E(z1) =
1
n
. One simple method is from E(z1) = · · · = E(zn) and
∑n
k=1 zk = 1.
Another method is to direct compute the corresponding integrals. Denote
M1 = {(z1, · · · , zn)|
∑n−1
k=1 zk ≤ 1, zk ≥ 0}. We need the following results.
Lemma 3.1. ∫
M0
dV =
√
n
(n− 1)! ,∫
M0
z1dV =
√
n
n!
,
∫
M0
z1z2dV =
√
n
(n+ 1)!
.
∫
M0
z21dV =
2
√
n
(n+ 1)!
.
Proof. By direct computation, we have
∫
M0
dV =
∫
M1
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
=
∫
M1
√
ndz1 · · · dzn−1 =
√
n
(n− 1)! ;
∫
M0
z1dV =
∫
M1
z1
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
=
∫
M1
√
nz1dz1 · · ·dzn−1 =
√
n
(n− 2)!
∫ 1
0
z1(1− z1)n−2dz1 =
√
n
n!
.
∫
M0
z1z2dV =
∫
M1
z1z2
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
3.1. THE MEAN VALUE OF FUNCTIONAL Y = F (X) =
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=
√
n
(n− 3)!
∫ 1
0
z1dz1
∫ 1−z1
0
dz2(1− z1 − z2)n−3 =
√
n
(n+ 1)!
;
∫
M0
z21dV =
∫
M1
z21
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · ·dzn−1
=
∫
M1
√
nz21dz1 · · ·dzn−1 =
√
n
(n− 2)!
∫ 1
0
z21(1− z1)n−2dz1 =
2
√
n
(n+ 1)!
.
By the above lemmas, we have
Lemma 3.2.
E(z1) =
√
n
n!
/
√
n
(n− 1)! =
1
n
,
E(z1z2) =
√
n
(n+ 1)!
/
√
n
(n− 1)! =
1
n(n+ 1)
,
E(z21) =
2
√
n
(n+ 1)!
/
√
n
(n− 1)! =
2
n(n+ 1)
.
By these results, we can give E(Y ) and D(Y ).
Theorem 3.1. For the above functional Y and M , we have
E(Y ) = lim
n→+∞
E(Yn) =
1
2
,
D(Y ) = 0.
Further, for a general function h(Y ), we have
E(h(Y )) = h(
1
2
).
Proof. In fact, we have
E(Yn) =
n+ 1
2n
,
and
E(Y ) = lim
n→+∞
E(Yn) =
1
2
.
Now we compute the variances of Yn and Y . Firstly, we have
EY 2n =
n∑
j=1
n∑
k=1
jk
n2
E(zkzj) =
1
n2
n∑
k=1
k2E(z2k) +
1
n2
∑
k 6=j
kjE(zkzj)
=
1
n3(n+ 1)
(
n∑
k=1
2k2 +
∑
j 6=k
jk) =
1
n3(n+ 1)
(
n∑
k=1
k2 +
∑
j,k
jk)
=
1
n3(n+ 1)
{n
2(n+ 1)2
4
+
n(n+ 1)(2n+ 1)
6
},
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and
E(Y 2) = lim
n→+∞
1
n3(n+ 1)
{n
2(n+ 1)2
4
+
n(n+ 1)(2n+ 1)
6
} = 1
4
.
So
D(Y ) = 0.
This means that the density of Y is ρ(y) = δ(y − 12 ). Therefore, we have
E(h(Y )) = h(
1
2
),
where h(Y ) is a general function. The proof is completed.
For example, E(sin(
∫ 1
0
x(t)dt) = sin 12 .
3.2 The mean value of functional Y =
∫ 1
0 g(x(t))dt
on L[0, 1]
Theorem 3.2. Assume that g(x) is a piecewise monotonic continuous function
of x on [0, 1] and x(t) is a measurable function on [0, 1], M = {x|a ≤ x(t) ≤
b, x(t) ∈ L[0, 1]}. For the functional
Y =
∫ 1
0
g(x(t))dt,
we have
E(Y ) = lim
n→+∞
E(Yn) =
∫ 1
0
g(x)dx,
and
D(Y ) = 0.
Further, we have
E(h(Y )) = h(EY ),
where h(Y ) is a general function.
Proof. We first assume g(x) is a monotonic function on whole interval [0, 1].
Then the discretization gives
Yn =
n∑
k=1
g(
k
n
)m(Ek), (3.2)
where for g(x) being an increasing function we have Ek = {t|g(k−1n ) < x(t) ≤
g( k
n
)} = {t|k−1
n
< x(t) ≤ k
n
}, for g(x) being a decreasing function we have
Ek = {t|g( kn ) < x(t) ≤ g(k−1n )} = {t|k−1n < x(t) ≤ kn}, and m(Ek) is the
Lebesque measure of Ek satisfying
n∑
k=1
m(Ek) = 1.
3.2. THEMEAN VALUE OF FUNCTIONAL Y =
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Denote zk = m(Ek), and consider zk as the random variable. Then we have
Yn =
n∑
k=1
g(
k
n
)zk, (3.3)
with
n∑
k=1
zk = 1,
and 0 ≤ zk ≤ 1. Therefore, the mean value of Yn is
EYn =
n∑
k=1
g(
k
n
)E(zk) =
1
n
n∑
k=1
g(
k
n
).
So, we have
E(Y ) = lim
n→+∞
E(Yn) =
∫ 1
0
g(x)dx.
Furthermore, we give
EY 2n =
n∑
k=1
n∑
j=1
g(
k
n
)g(
j
n
)E(zkzj)
=
n∑
k=1
g2(
k
n
)E(z2k) +
∑
k 6=j
g(
k
n
)g(
j
n
)E(zkzj)
=
2
n(n+ 1)
n∑
k=1
g2(
k
n
) +
1
n(n+ 1)
∑
k 6=j
g(
k
n
)g(
j
n
),
and then
E(Y 2) = lim
n→+∞
E(Y 2n ) = (
∫ 1
0
g(x)dx)2.
So
D(Y ) = 0.
This means that the density of Y is ρ(y) = δ(y − EY ). Therefore, we have
E(h(Y )) = h(EY ),
where h(Y ) is a general function. For the case of g being a piecewise monotonic
function, we can consider respectively each subinterval on which g is monotonic,
and then combine these results to give the conclusion. The proof is completed.
For example, we take M = {x|0 ≤ x(t) ≤ 1, x(t) ∈ L[0, 1]} and have
E(sin(
∫ 1
0
x2(t)dt) = sin 13 .
Remark 3.1. Since g(x) is a continuous function, for n being enough large,
|g(k−1
n
)−g( k
n
)| will be enough small, so the discretization (9) is reasonable from
the definition of Lebesque integral.
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Chapter 4
The mean values of
functionals on C[0, 1] with
derivative constraints
Consider the arc length of a curve x(t) defined on [0,1],
l(x) =
∫ 1
0
√
1 + (x′(t))2dt.
We want to compute the mean value of the arc length on some set M of curves.
For example, we take M = {0 ≤ x(t) ≤ 1, x(t) ∈ C1[0, 1]}. Although x(t) is
bounded, x′(t) perhaps is unbounded. So the mean value of arc length will be
infinity. We consider a more simple example to give an infinity result. Take a
functional
Y =
∫ 1
0
(x′(t))2dt,
where x′(t) is continuous function. Correspondingly, we take the disretization
of Y as
Yn =
1
n
n∑
k=1
(
x( k
n
)− x(k−1
n
)
1/n
)2 = n
n∑
k=1
(x2k + x
2
k−1 − 2xkxk−1).
So,
EYn = n
n∑
k=1
(Ex2k + Ex
2
k−1 − 2ExkExk−1) =
n2
6
,
and then
EY = lim
n→+∞
EYn = lim
n→+∞
n2
6
= +∞.
In order to obtain a finite value EY < ∞, we need to add some constraint on
x′(t). For example, take M = {0 ≤ x′(t) ≤ 1}. We compute the mean value of
19
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Y in M to give
EY = E(
∫ 1
0
z(t)dt) =
1
3
,
where z(t) = x′(t).
However, under the constraint on derivative function x′(t), to compute the
mean value of a functional constructed by x(t), we need a little trick. In next
section, we will give the details.
4.1 The mean value of the functional Y =
∫ 1
0 x(t)dt
with derivative constraint
Theorem 4.1. Take the constraint M = {0 ≤ x′(t) ≤ 1, x(0) = 0}. For the
mean value of the functional Y =
∫ 1
0
x(t)dt on M , we have
EY =
1
4
,
and
D(Y ) = 0.
Proof. We first transform Y to a functional of x′(t). In fact, by Newton-
Leibnitz’s formula, we have
x(t) =
∫ t
0
x′(s)ds+ x(0) =
∫ t
0
x′(s)ds,
on M . Then Y can be rewritten as
Y =
∫ 1
0
∫ t
0
x′(s)dsdt =
∫ 1
0
x′(t)dt−
∫ 1
0
tx′(t)dt.
Let z(t) = x′(t),Y1 =
∫ 1
0
x′(t)dt =
∫ 1
0
z(t)dt and Z =
∫ 1
0
tx′(t)dt =
∫ 1
0
tz(t)dt.
Then we get EY1 =
1
2 on M . Indeed, we only need to compute EZ. We have
Zn =
1
n
n∑
k=1
k
n
zk =
1
n2
n∑
k=1
kzk,
and then
EZn =
1
n2
n∑
k=1
kEzk =
n+ 1
4n
.
Therefore,
EZ = lim
n→+∞
EZn = lim
n→+∞
n+ 1
4n
=
1
4
.
In order to get the variance D(Z) of Z, we first compute EZ2. We have
Z2n =
1
n4
n∑
j=1
n∑
k=1
jkzjzk,
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EZ2n =
1
n4
n∑
j=1
n∑
k=1
jkE(zjzk)
=
1
n4
n∑
k=1
k2E(z2k) +
1
n4
∑
j 6=k
jkEzjEzk
=
1
3n4
n∑
k=1
k2 +
1
4n4
∑
j 6=k
jk
=
(n+ 1)(2n+ 1)
4n3
+
(n+ 1)2
16n2
.
So
EZ2 = lim
n→+∞{
(n+ 1)(2n+ 1)
4n3
+
(n+ 1)2
16n2
} = 1
16
.
Hence, we have
D(Z) = 0.
This means that the density of Z is δ(z − 14 ). We know also the density of Y1 is
δ(y − 12 ). It follows that
EY = EY1 − EZ = 1
2
− 1
4
=
1
4
,
and
D(Y ) = 0.
The proof is completed.
4.2 The mean value of the functional Y =
∫ 1
0 x
2(t)dt
with derivative constraint
Theorem 4.2. Take the constraint M = {0 ≤ x′(t) ≤ 1, x(0) = 0}. For the
mean value of the functional Y =
∫ 1
0
x2(t)dt, we have
EY = EY1 − EZ = 1
4
− 2× 1
12
=
1
12
,
and
D(Y ) = 0.
Proof. Y can be rewritten as
Y =
∫ 1
0
(
∫ t
0
x′(s)ds)2dt = (
∫ 1
0
x′(t)dt)2 − 2
∫ 1
0
tx′(t)
∫ t
0
x′(s)dsdt.
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Let z(t) = x′(t),Y1 = (
∫ 1
0
x′(t)dt)2 = (
∫ 1
0
z(t)dt)2 and Z =
∫ 1
0
tx′(t)
∫ t
0
x′(s)dsdt =∫ 1
0 tz(t)
∫ t
0 z(s)dsdt. Then EY1 =
1
4 on M . We only need to compute EZ. We
have
Zn =
1
n
n∑
k=1
k
n
zk
1
n
k−1∑
j=0
zj =
1
n3
n∑
k=1
k
k−1∑
j=0
zjzk,
and then
EZn =
1
n3
n∑
k=1
k
k−1∑
j=0
EzjEzk =
(n+ 1)(2n+ 1)
24n2
.
Therefore,
EZ = lim
n→+∞
EZn = lim
n→+∞
(n+ 1)(2n+ 1)
24n2
=
1
12
.
It follows that
EY = EY1 − 2EZ = 1
4
− 2× 1
12
=
1
12
.
In order to get the variance D(Z) of Z, we first compute EZ2. We have
Z2n =
1
n6
n∑
k=1
k
k−1∑
j=0
zjzk
n∑
h=1
h
h−1∑
i=0
zizh
=
1
n6
n∑
k=1
n∑
h=1
khzkzh
k−1∑
j=0
h−1∑
i=0
zizj
=
1
n6
n∑
k=1
k2z2k
k−1∑
j=0
k−1∑
i=0
zizj +
2
n6
n∑
h=2
h−1∑
k=1
khzkzh(
k−1∑
j=0
k−1∑
i=0
zizj +
k−1∑
j=0
h−1∑
i=k
zizj)
EZ2n =
1
n6
n∑
k=1
k2Ez2k
k−1∑
j=0
k−1∑
i=0
E(zizj)+
+
2
n6
n∑
h=2
h−1∑
k=1
khEzkEzh(
k−1∑
j=0
k−1∑
i=0
E(zizj) +
k−1∑
j=0
h−1∑
i=k
EziEzj).
By
∑k−1
j=0
∑k−1
i=0 E(zizj) =
k2
4 +
k
12 , we have
Ez2n =
1
3n6
n∑
k=1
k2(
k2
4
+
k
12
) +
2
n6
n∑
h=2
h−1∑
k=1
1
4
kh(
k2
4
+
k
12
+
1
4
(h− k − 1)k)
=
1
48n6
n∑
h=2
h5 + loworderterms
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So
EZ2 = lim
n→+∞
{ 1
48n6
n2(n+ 1)2(2n2 + 2n− 1)
12
+ loworderterms} = 1
122
.
Hence, we have
D(Z) = 0.
This means that the density of Z is δ(z − 112 ). We know also the density of Y1
is δ(y − 14 ). It follows that
EY = EY1 − EZ = 1
4
− 2× 1
12
=
1
12
,
and
D(Y ) = 0.
The proof is completed.
4.3 The mean value of the functional Y =
∫ 1
0 g(x(t))dt
with derivative constraint
Theorem 4.3. Take the constraint M = {0 ≤ x′(t) ≤ 1, x(0) = 0}, and let
g(x) is differentiable. For the mean value of the functional Y =
∫ 1
0 g(x(t))dt,
we have
EY = g(
1
2
)− 1
2
∫ 1
0
tg′(
t
2
)dt =
1
4
− 1
2
∫ 1
0
t2dt =
1
4
− 1
6
=
1
12
,
D(Y ) = 0.
Proof. Firstly, Y can be rewritten as
Y =
∫ 1
0
g(
∫ t
0
x′(s)ds))dt = g(
∫ 1
0
x′(t)dt)−
∫ 1
0
tx′(t)g′(
∫ t
0
x′(s)ds)dt.
Let z(t) = x′(t),Y1 = g(
∫ 1
0 x
′(t)dt) = g(
∫ 1
0 z(t)dt) and Z =
∫ 1
0 tx
′(t)g′(
∫ t
0 x
′(s)ds)dt =∫ 1
0
tz(t)g′(
∫ t
0
z(s)ds)dt. Then EY1 = g(
1
2 ) onM . We only need to compute EZ.
For the purpose we use the previous formula to give the corresponding results.
Indeed, according to z(t) being independent with z(s) for t 6= s, we have
EZ =
∫ 1
0
tE(z(t))g′(
∫ t
0
E(z(s))ds)dt =
1
2
∫ 1
0
tg′(
t
2
)dt.
It follows that
EY = EY1 − EZ = g(1
2
)− 1
2
∫ 1
0
tg′(
t
2
)dt.
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For example, taking g(x) = x2, then
EY = g(
1
2
)− 1
2
∫ 1
0
tg′(
t
2
)dt =
1
4
− 1
2
∫ 1
0
t2dt =
1
4
− 1
6
=
1
12
.
By the same reason, we know that DY = 0. The proof is completed.
Remark 4.1. The theorems 4.1 and 4.2 are the special cases oh the theorem
4.3.
4.4 The mean value of the arc length on M =
{x(t)|0 ≤ x′(t) ≤ 1}
Theorem 4.4. Take M = {x(t)|0 ≤ x′(t) ≤ 1}. For the mean value of the arc
lengths Y of x(t) on M , we have
EY =
√
2
2
+
1
2
ln(1 +
√
2),
D(Y ) = 0.
Proof. The arc length formula is
Y = l(x) =
∫ 1
0
√
1 + (x′(t))2dt.
Taking z(t) = x′(t), the above formula becomes
Y = l(z) =
∫ 1
0
√
1 + z2(t)dt.
Correspondingly, we have
Yn =
1
n
n∑
k=1
√
1 + z2k.
So
EYn =
1
n
n∑
k=1
E
√
1 + z2k = E
√
1 + z21 .
Moreover,
E
√
1 + z21 =
∫ 1
0
√
1 + z21dz1 =
√
2
2
+
1
2
ln(1 +
√
2).
Hence, the mean value of arc length on M is
EY =
∫ 1
0
√
1 + z21dz1 =
√
2
2
+
1
2
ln(1 +
√
2),
and DY = 0. This also means that the density of Y is ρ(y) = δ(y−
√
2
2 − 12 ln(1+√
2)). The proof is completed.
Chapter 5
The mean values of
functionals on
infinite-dimensional space
with general probability
measure
In previous sections, we still suppose that the random variable is uniform distri-
bution on [0, 1]. Now we consider the general random variable. For the following
functional on R[0, 1],
Y = f(x) =
∫ 1
0
x(t)dt,
we suppose that random variable x(t) satisfies −∞ ≤ x(t) ≤ +∞ and its density
is ρ(x). In sections 8 and 9, we will see the concrete examples. By
Yn = fn(x) =
1
n
n∑
k=0
x(
k
n
) =
1
n
n∑
k=0
xk,
we have
EYn =
1
n
n∑
k=0
Exk = Ex1 =
∫
xρ(x)dx,
and hence
EY = E(f(x)) = lim
n→∞E(Yn) =
∫
xρ(x)dx.
By
D(Yn) =
1
n2
n∑
k=0
D(xk) =
1
n
D(x1),
25
26CHAPTER 5. THEMEAN VALUES OF FUNCTIONALS ON INFINITE-DIMENSIONAL SPACEWITH
if Dx1 < +∞, we have
D(Y ) = lim
n→∞
D(Yn) = 0,
and then
ρy(y) = δ(y − EY ),
It means that the functional Y = f(x) is almost everywhere equal to its mean
value EY . In other words, if we choose a function x(t) randomly, the probability
of f(x) = EY is 1, that is
P (x|f(x) = EY ) = 1,
This is just the concentration of measure.
We consider the following general function
Y = f(x) =
∫ b
a
g(x(t))dt,
where g is Riemann’s integrable function and x(t) is the random variable with
the density ρ(x). By the same method, we have
EY = (b− a)
∫ +∞
−∞
g(x)ρ(x)dx,
DY = 0,
ρY (y) = δ(y − EY ).
We know that the density of the functional Y = f(x) =
∫ b
a
g(x(t))dt is
ρY (y) = δ(y − EY ), so for the general functional Z = h(Y ), we have formula
EZ = Eh(Y ) = h(EY ),
where h(Y ) is a general function of Y . In fact,
EZ = Eh(Y ) =
∫
h(y)δ(y − EY )dy = h(EY ).
More generally, we have the following formula.
Theorem 5.1. Let I1, · · · , Ik be k subintervals of [0,1], and Y1 =
∫
I1
g1(x(t))dt, · · · , Yk =∫
Ik
gk(x(t))dt, where g1, · · · , gk are Riemann’s integrable functions and x(t) is
the random variable with the density ρ(x). Furthermore, Let h(y1, · · · , yk) be
a general function. Then we have
Eh(Y1, · · · , Yk) = h(EY1, · · · , EYk),
where EYi = µ(Ii)
∫ +∞
−∞ gi(x)ρ(x)dx and µ(Ii) is the measure of Ii.
27
For example, we take ρ(x) = 1√
2piσ
exp (x−µ)
2
2σ2 and Y =
∫ 1
0
x2(t)dt. Then, we
have
Yn = fn(x) =
1
n
n∑
k=0
x2(
k
n
) =
1
n
n∑
k=0
x2k,
so
EYn =
1
n
n∑
k=0
Ex2k = Ex1 =
∫
x2ρ(x)dx = µ2 + σ2,
and
EY = lim
n→∞
E(Yn) = µ
2 + σ2.
By
D(Yn) =
1
n2
n∑
k=0
D(xk) =
1
n
D(x1)
σ2
n
,
it follows that
D(Y ) = lim
n→∞
D(Yn) = 0,
and
ρy(y) = δ(y − µ2 − σ2).
For example, if Z = sinY = sin{∫ 1
0
x2(t)dt}, we have EZ = sin(µ2 + σ2).
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Chapter 6
The mean value of
functional on subspace with
codimension 1 on C[0, 1]
6.1 The mean value of functional Y = f(x) =∫ 1
0 a(t)x(t)dt on the subspaceW = {x|
∫ 1
0 x(t)dt =
s} of C[0, 1]
On R[0, 1], we consider the functional
Y = f(x) =
∫ 1
0
a(t)x(t)dt,
with the constraint ∫ 1
0
x(t)dt = s.
By discretization, we have
Yn =
1
n
n∑
k=1
akxk,
and the corresponding subspace is M ′n = {(x1, · · · , xn)|
∑n
k=1 xk = ns}. So
Yn =
n∑
k=1
ak
n
xk,
with
n∑
k=1
xk = ns,
29
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and 0 ≤ xk ≤ ns. Therefore, the mean value of Yn is
EYn =
n∑
k=1
ak
n
E(xk) = E(x1)
n∑
k=1
ak
n
.
We only need to compute E(x1). There are two methods to get its value
E(x1) = s. One simple method is from E(x1) = · · · = E(xn) and
∑n
k=1 xk = ns.
Another method is to direct compute the corresponding integrals. Denote
M = {(x1, · · · , xn)|
∑n
k=1 xk = ns, xk ≥ 0}andM1 = {(x1, · · · , xn)|
∑n−1
k=1 xk ≤
ns, xk ≥ 0}. We need the following results whose proofs are easy.
Lemma 6.1. We have∫
M
dV =
√
n
(n− 1)! (ns)
n−1,
∫
M
xkdV =
√
n
n!
(ns)n,
∫
M
xkxjdV =
√
n
(n+ 1)!
(ns)n+1, i 6= k.
∫
M
x2kdV =
2
√
n
(n+ 1)!
(ns)n+1.
Proof. We only consider x1 and x2. By direct computation, we have
∫
M
dV =
∫
M1
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
=
∫
M1
√
ndz1 · · · dzn−1 =
√
n
(n− 1)! ;
∫
M
z1dV =
∫
M1
z1
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
=
∫
M1
√
nz1dz1 · · ·dzn−1 =
√
n
(n− 2)!
∫ 1
0
z1(1− z1)n−2dz1 =
√
n
n!
.
∫
M
z1z2dV =
∫
M1
z1z2
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
=
√
n
(n− 3)!
∫ 1
0
z1dz1
∫ 1−z1
0
dz2(1 − z1 − z2)n−3 =
√
n
(n+ 1)!
;
and ∫
M
z21dV =
∫
M1
z21
√
1 + (
∂zn
∂z1
)2 + · · ·+ ( ∂zn
∂zn−1
)2dz1 · · · dzn−1
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∫ 1
0
A(T )X(T )DT ON THE SUBSPACEW = {X | ∫ 1
0
X(T
=
∫
M1
√
nz21dz1 · · ·dzn−1 =
√
n
(n− 2)!
∫ 1
0
z21(1− z1)n−2dz1 =
2
√
n
(n+ 1)!
.
By the above lemmas, we have
Lemma 6.2.
E(xk) =
√
n
n!
(ns)n−1/
√
n
(n− 1)! (ns)
n = s,
E(xjxk) =
√
n(ns)n+1
(n+ 1)!
/
√
n(ns)n−1
(n− 1)! =
ns2
n+ 1
, j 6= k,
E(x2k) =
2
√
n(ns)n+1
(n+ 1)!
/
√
n(ns)n−1
(n− 1)! =
2ns2
n+ 1
.
By these results, we can give E(Y ) and D(Y ).
Theorem 6.1.
E(Y ) = lim
n→+∞
E(Yn) = s
∫ 1
0
a(t)dt,
D(Y ) = 0.
Further, we have
E(h(Y )) = h(s
∫ 1
0
a(t)dt),
where h(Y ) is a general function.
Proof. Firstly, we have
E(Yn) =
s
n
n∑
k=1
ak,
and
E(Y ) = lim
n→+∞
E(Yn) = s
∫ 1
0
a(t)dt.
Now we compute the variances of Yn and Y . In fact, we have
EY 2n =
n∑
j=1
n∑
k=1
ajak
n2
E(xkxj) =
1
n2
n∑
k=1
a2kE(x
2
k) +
1
n2
∑
k 6=j
akajE(xkxj)
=
1
n2
n∑
k=1
a2k
2ns2
n+ 1
+
1
n2
∑
k 6=j
akaj
ns2
n+ 1
=
s2
n(n+ 1)
{
n∑
k=1
ak
n∑
k=1
aj +
n∑
k=1
a2k},
and
E(Y 2) = lim
n→+∞
s2
n(n+ 1)
{
n∑
k=1
ak
n∑
k=1
aj +
n∑
k=1
a2k} = (s2(
∫ 1
0
a(t)dt)2.
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So
D(Y ) = 0,
which means that the density of Y is ρ(y) = δ(y − s ∫ 10 a(t)dt). Therefore, we
have
E(h(Y )) = h(s
∫ 1
0
a(t)dt),
where h(Y ) is a general function. The proof is completed.
6.2 The mean value of functional Y =
∫ 1
0 x(t)dt
on subspaceM = {x| ∫ 10 a(t)x(t)dt = s} in C[0, 1]
By discretization, we have
Yn =
1
n
n∑
k=1
xk,
and the corresponding subspace is Mn :
∑n
k=1 akxk = h, where h = ns. There-
fore, the mean value of Yn is
EYn =
1
n
n∑
k=1
E(xk).
In order to compute E(Y ) and D(Y ), we need the following results. Denote
M = {(x1, · · · , xn)|a1x1 + · · · + anxn = h, ai ≥ 0, xi ≥ 0, i = 1, · · · , n}. Then
we have ∫
M
dV =
√
a21 + · · ·+ a2n
a1 · · ·an
hn−1
(n− 1)! ,∫
M
xidV =
√
a21 + · · ·+ a2n
a1 · · · an
1
ai
hn
n!
,
∫
M
xixjdV =
√
a21 + · · ·+ a2n
a1 · · · an
1
aiaj
hn+1
(n+ 1)!
, (i 6= j),
∫
M
x2i dV =
√
a21 + · · ·+ a2n
a1 · · · an
2
a2i
hn+1
(n+ 1)!
.
By the above formulae, we have
Lemma 6.3.
Exi =
1
ai
h
n
,
E(xixj) =
1
aiaj
h2
n(n+ 1)
,
Ex2i =
2
a2i
h2
n(n+ 1)
.
6.2. THEMEAN VALUE OF FUNCTIONAL Y =
∫ 1
0
X(T )DT ON SUBSPACEM = {X | ∫ 1
0
A(T )X(T )DT = S} IN
Using these formulae, we obtain
EYn =
1
n
n∑
i=1
1
ai
h
n
=
s
n
n∑
i=1
1
ai
.
So, We have
Theorem 6.2.
E(Y ) = s
∫ 1
0
1
a(t)
dt,
D(Y ) = 0.
Further, we have
E(h(Y )) = h(s2
∫ 1
0
1
a(t)
dt),
where h(Y ) is a general function.
Proof. Using these formulae, we obtain
EYn =
1
n
n∑
i=1
1
ai
h
n
=
s
n
n∑
i=1
1
ai
.
So, We have
E(Y ) = s
∫ 1
0
1
a(t)
dt.
Further, we have
EY 2n =
1
n2
n∑
j=1
n∑
k=1
E(x2kx
2
j ) =
1
n2
n∑
k=1
E(x2k) +
1
n2
∑
k 6=j
E(xkxj)
=
1
n2
n∑
k=1
2
a2k
h2
n(n+ 1)
+
1
n2
∑
k 6=j
1
akaj
h2
n(n+ 1)
=
n∑
k=1
2
a2k
s2
n(n+ 1)
+
∑
k 6=j
1
akaj
s2
n(n+ 1)
,
and then
E(Y 2) = lim
n→+∞
EY 2n = s
2(
∫ 1
0
1
a(t)
dt)2,
D(Y ) = 0.
This means that the density of Y is ρ(y) = δ(y − s2 ∫ 10 1a(t)dt). Therefore, we
have the nonlinear exchange formula
E(h(Y )) = h(s2
∫ 1
0
1
a(t)
dt),
where h(Y ) is a general function. The proof is completed.
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6.3 The mean value of functional Y =
∫ 1
0 g(x(t))dt
on subspaceM = {x| ∫ 10 a(t)x(t)dt = s} in C[0, 1]
In this subsection, we use a more general method to treat a general integral
form functional. Our method is to first compute the density of x(t) in M for
the fixed t. By discretization, we have
Yn =
1
n
n∑
k=1
g(xk),
and the corresponding subspace is Mn = {(x1, · · · , xn)|
∑n
k=1 akxk = h}, where
h = ns. Further, denote M ′ = {(x1, · · · , xn)|a1x1+ · · ·+ anxn = h, ai ≥ 0, xi ≥
0, i = 1, · · · , n} and M ′1 = {(x2, · · · , xn)|a2x2 + · · · + anxn = ns − a1x1, ai ≥
0, xi ≥ 0, i = 1, · · · , n}. Then we have
Lemma 6.4. The density of x(t) in M for the fixed t is given by
ρ(x) =
a(t)
s
e−
a(t)x
s . (6.1)
Proof. We only prove the result for x(0). By discretization, the density of
x1 is
ρn(x1) =
∫
M ′1
dV∫
M ′
dV
=
√
a22+···+a2n
a2···an
(ns−a1x1)n−2
(n−2)!√
a21+···+a2n
a1···an
(ns)n−1
(n−1)!
=
a1(n− 1)
sn
√
a22 + · · ·+ a2n√
a21 + · · ·+ a2n
(1− a1x1
ns
)n−2. (6.2)
So we have
ρ(x(0)) = lim
n→+∞
a1(n− 1)
sn
√
a22 + · · ·+ a2n√
a21 + · · ·+ a2n
(1− a1x1
ns
)n−2 =
a(0)
s
e−
a(0)x
s . (6.3)
Theorem 6.3. For the general functional Y =
∫ 1
0
g(x(t))dt, we have
E(Y ) =
1
s
∫ 1
0
∫ +∞
0
a(t)g(x)e−
a(t)x
s dxdt =
1
s
∫ 1
0
∫ +∞
0
g(
sx
a(t)
)e−xdxdt,
D(Y ) = 0.
Further, we have
E(h(Y )) = h(EY ),
where h(Y ) is a general function.
Proof. It is easy to prove the result from the lemma 6.4. The proof is
completed.
Remark 6.1. It is easy to see that theorems 6.1 and 6.2 are the special
cases.
Chapter 7
The mean values of
functionals on subspace
with codimension 2 on
C[0, 1]
We will treat this problem by two methods.
7.1 The first method
Under two constraints ∫ 1
0
a(t)x(t)dt = r,
∫ 1
0
b(t)x(t)dt = s,
we want to compute the mean value of functional Y =
∫ 1
0 c(t)x(t)dt, where
a(t) ≥ 0, b(t) ≥ 0 and x(t) ≥ 0. After discretization, we have respectively
n∑
i=1
aixi = nr,
n∑
i=1
bixi = ns,
and
Yn =
1
n
n∑
i=1
cixi.
35
36CHAPTER 7. THEMEAN VALUES OF FUNCTIONALS ON SUBSPACEWITHCODIMENSION 2
Eliminating xn from two constraints and Yn, these two constraints become
only one
M = {
n−1∑
k=1
(anbk − akbn)xk = n(bnr − ans)},
and corresponding Yn becomes
Yn =
r
an
+
1
nan
n−1∑
k=1
(anck − ak)xk.
In order to get EY and DY , we need the following results:
Lemma 7.1.∫
M
dV =
√
p21 + · · ·+ p2n
p1 · · · pn
(n(bnr − ans))n−2
(n− 2)! ,
∫
M
xkdV =
√
p21 + · · ·+ p2n
p1 · · · pn
(n(bnr − ans))n−1
(akbn − anbk)(n− 1)! ,∫
M
xkxjdV =
√
p21 + · · ·+ p2n
p1 · · · pn
(n(bnr − ans))n+1
(akbn − anbk)(ajbn − anbj)(n+ 1)! , (i 6= j),∫
M
x2kdV =
√
p21 + · · ·+ p2n
p1 · · · pn
2(n(bnr − ans))n+1
(akbn − anbk)(n+ 1)! ,
where pk = akbn − anbk.
By the above formulae, we have
Lemma 7.2.
Exk =
bnr − ans
akbn − anbk
n
n− 1 ,
E(xkxj) =
(bnr − ans)2
akbn − anbk
2n
n+ 1
,
Ex2k =
(bnr − ans)2
(akbn − anbk)(ajbn − anbj)
n
n+ 1
.
Theorem 7.1.
E(Y ) =
r
a(1)
+
b(1)r − a(1)s
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt,
D(Y ) = 0.
Further, we have the nonlinear exchange formula
E(h(Y )) = h(
r
a(1)
+
(b(1)r − a(1)s)
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt),
where h(Y ) is a general function.
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Proof. By lemma 7.2, we obtain
EYn =
r
an
+
bnr − ans
an
1
n− 1
n−1∑
k=1
anck − ak
anbk − akbn ,
ad then,
E(Y ) =
r
a(1)
+
b(1)r − a(1)s
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt.
Furthermore, we have
EY 2n =
r2
a2n
+
2r(bnr − ans)
na2n
n−1∑
k=1
anck − ak
anbk − akbn
+
2(bnr − ans)2
n(n+ 1)a2n
n−1∑
k=1
(anck − ak)2
anbk − akbn +
2(bnr − ans)2
n(n+ 1)a2n
∑
k 6=j
(anck − ak)(ancj − aj)
(bnak − anbk)(bnaj − anbj)
=
r2
a2n
+
2r(bnr − ans)
na2n
n−1∑
k=1
anck − ak
anbk − akbn
+
2(bnr − ans)2
(n+ 1)2a2n
{
n−1∑
k=1
anck − ak
anbk − akbn }
2 +
(bnr − ans)2
n(n+ 1)a2n
n−1∑
k=0
(anck − ak)2
(anbk − akbn)2 ,
and so
EY 2 =
r2
a2(1)
+
2r(b(1)r − a(1)s)
a2(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt
+
(b(1)r − a(1)s)2
a2(1)
{
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt}
2
= { r
a(1)
+
(b(1)r − a(1)s)
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt}
2 = E2Y,
and
D(Y ) = 0.
This means that the density of Y is
ρ(y) = δ(y − r
a(1)
− (b(1)r − a(1)s)
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt)
Therefore, we have the nonlinear exchange formula
E(h(Y )) = h(
r
a(1)
+
(b(1)r − a(1)s)
a(1)
∫ 1
0
a(1)c(t)− a(t)
a(1)b(t)− a(t)b(1)dt),
where h(Y ) is a general function. The proof is completed.
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7.2 The second method
We consider the general functional Y =
∫ 1
0
g(x(t))dt. Our method is to compute
the density of x(t) in M . We denote M ′ = {(x1, · · · , xn−1)|
∑n−1
k=1 (anbk −
akbn)xk = n(bnr − ans)}, and M ′1 = {(x2, · · · , xn−1)|
∑n−1
k=1 (anbk − akbn)xk =
n(bnr − ans)− anb1 + a1bn}. Then we have
Lemma 7.3. The density of x(t) in M for the fixed t is given by
ρ(x) =
a(t)b(1)− a(1)b(t)
b(1)r − a(1)s e
− a(1)b(t)−b(1)a(t)
b(1)r−a(1)s
x(t). (7.1)
Proof. We only prove the result for x(0). By discretization, the density of
x1 is
ρn(x1) =
∫
M ′1
dV∫
M ′
dV
=
√
p22+···+p2n
p2···pn
(n(bnr−ans)−(anb1−a1bn)x1)n−3
(n−3)!√
p21+···+p2n
p1···pn
(n(bnr−ans))n−2
(n−2)!
=
(a1bn − anb1)(n− 1)
n(bnr − ans)
√
p22 + · · ·+ p2n√
p21 + · · ·+ p2n
(1 − (bnb1 − bna1)x1
n(bnr − ans) )
n−3. (7.2)
So we have
ρ(x(0)) = lim
n→+∞
ρn(x1) =
a(0)b(1)− a(1)b(0)
b(1)r − a(1)s e
− a(1)b(0)−b(1)a(0)
b(1)r−a(1)s x(0). (7.3)
By replacing 0 by t in the above formula, we give the result. The proof is
completed.
Theorem 7.2. For the general functional Y =
∫ 1
0
g(x(t))dt, we have
E(Y ) =
∫ 1
0
∫ +∞
0
g(x)
a(t)b(1) − a(1)b(t)
b(1)r − a(1)s e
−a(1)b(t)−b(1)a(t)
b(1)r−a(1)s
x(0)dxdt,
D(Y ) = 0.
Further, we have
E(h(Y )) = h(EY ),
where h(Y ) is a general function.
Proof. It is easy to prove the result from the lemma 7.3. The proof is
completed.
Remark 7.1. It is easy to see that theorems 7.1 is the special case.
Chapter 8
The mean values of
functionals on the
infinite-dimensional balls in
C[0, 1] with 2-norm
Consider the ball M in function space C[0, 1] with 2-norm,
M = {x|
∫ 1
0
x2(t)dt ≤ R2}. (8.1)
We will firstly compute the mean values of the following functionals on M
Y = f(x) =
∫ 1
0
x(t)dt, (8.2)
Y = f(x) =
∫ 1
0
x2(t)dt. (8.3)
Then we give the mean value of the general functional with integral form
Y = f(x) =
∫ 1
0
g(x(t))dt. (8.4)
We discretize it and M as follows
Yn =
1
n
n∑
k=1
g(xk), (8.5)
Mn = {(x1, · · · , xn)|
n∑
k=1
x2k ≤ nR2}, (8.6)
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where xk =
k
n
. Then we define the mean value of Y as
EY = lim
n→∞
E(Yn) = lim
n→∞
1
n
∑n
k=1
∫
Mn
g(xk)dV∫
Mn
dV
, (8.7)
where dV is the volume element of Mn. To compute the mean of values, we
need the following result.
Lemma 8.1([39]). The following generalized Dirichlet formula holds
∫
· · ·
∫
B+
xp1−11 x
p2−1
2 · · ·xpn−1n dx1 · · ·dxn =
1
2n
Γ(p12 ) · · ·Γ(pn2 )
Γ(1 + p1+···pn2 )
, (8.8)
where B+ = {(x1, · · · , xn)|x21 + · · ·+ x2n ≤ 1, xk > 0, k = 1, · · · , n}.
By the above lemma, we have the following results.
Theorem 8.1. For the functional Y = f(x) =
∫ 1
0
x(t)dt, its mean value and
variance on M are given by
EY = 0, (8.9)
DY = 0, (8.10)
and hence
Eh(Y ) = h(EY ) = h(0), (8.11)
where h is a general function.
Proof. It is easy to see that∫
· · ·
∫
B
xkdx1 · · · dxn = 0, (8.12)
where B = {(x1, · · · , xn)|x21 + · · · + x2n ≤ 1}. So EY = 0. Then we prove
DY = 0. Indeed, by symmetry of B, we have for i 6= j,∫
· · ·
∫
B
xixjdx1 · · · dxn = 0. (8.13)
Furthermore, by the lemma 8.1, we have
E(x2k) =
∫ · · · ∫
Mn
x2kdx1 · · · dxn∫
Mn
dV
=
nR2
2 + n
. (8.14)
Therefore, we have
E(Y 2n ) =
1
n2
{
n∑
k=1
E(x2k) +
∑
i6=j
E(xixj)} = nR
2
n(2 + n)
, (8.15)
from which we get E(Y 2) = 0, and hence DY = 0. The last conclusion is
obvious. The proof is completed.
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Theorem 8.2. For the functional Y = f(x) =
∫ 1
0
x2(t)dt, its mean value
and variance on M are given by
EY = R2, (8.16)
DY = 0, (8.17)
and hence
Eh(Y ) = h(EY ) = h(R2), (8.18)
where h is a general function.
Proof. By the lemma 8.1, we have
E(x2k) =
1
2n n
n
2 Rn(
√
nR)2Γ( 32 )Γ
n−1( 12 )
Γ(2+n2 )
n
n
2 Rnpi
n
2
2nΓ(1+n2 )
=
nR2
n+ 2
, (8.19)
E(x4k) =
1
2n n
n
2 Rn(
√
nR)4Γ( 52 )Γ
n−1( 12 )
Γ(3+n2 )
n
n
2 Rnpi
n
2
2nΓ(1+n2 )
=
3n2R4
(n+ 2)(n+ 4)
. (8.20)
and for i 6= j,
E(x2i x
2
j ) =
1
2n n
n
2 Rn(
√
nR)4Γ2( 32 )Γ
n−2( 12 )
Γ(3+n2 )
n
n
2 Rnpi
n
2
2nΓ(1+n2 )
=
n2R4
(n+ 2)(n+ 4)
. (8.21)
Therefore, we have
E(Yn) =
1
n
n∑
k=1
E(x2k) =
nR2
2 + n
, (8.22)
from which we get E(Y ) = R2. Furthermore, we have
E(Y 2n ) =
1
n2
{
n∑
k=1
E(x4k) +
∑
i6=j
E(x2i x
2
j )} =
3nR4
(n+ 2)(n+ 4)
+
n(n− 1)R4
(n+ 2)(n+ 4)
,
(8.23)
from which we get EY 2 = R4 and henceDY = 0. The last conclusion is obvious.
The proof is completed.
In general, we have the following theorem.
Theorem 8.3. For the functional Y = f(x) =
∫ 1
0
g(x(t))dt, its mean value
and variance on M are given by
EY =
1√
2pi
∫ +∞
−∞
g(x)e−
x
2
2 dx, (8.24)
DY = 0, (8.25)
and hence
Eh(Y ) = h(EY ), (8.26)
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where h is a general function.
Remark 8.1. We will give two proofs to this theorem. The first proof
is based on pure computation under the assumption of g(x) being an analytic
function. The second proof is based on more general idea and offer an insight to
the essence of this kind of problems and hence can be generalize to other similar
problems which will be considered in next section.
The first proof. It is easy to see that we have on Mn,∫
· · ·
∫
B
x2m+1k dx1 · · · dxn = 0, (8.27)
and by the lemma 8.1,
E(x2mk ) =
∫ · · · ∫
Mn
x2mk dx1 · · · dxn∫
Mn
dV
=
nmR2mΓ(m+ 12Γ(1 +
n
2 ))√
piΓ(m+ 1+ n2 )
. (8.28)
Therefore, on M , we have
E(x2mk ) = lim
n→+∞ =
nmR2m(2m− 1)!!
(n+ 2m)(n+ 2m− 2) · · · (n+ 2) = (2m−1)!!R
2m. (8.29)
Then, by assumption of g(x) being an analytic function, we have on M
g(xk) =
+∞∑
m=0
g(m)(0)
m!
xmk , (8.30)
and hence
E(g(xk)) =
+∞∑
m=0
g(m)(0)
m!
E(xmk ) =
+∞∑
m=0
g(2m)(0)
(2m)!
E(x2mk ),
=
+∞∑
m=0
g(2m)(0)
(2m)!
(2m− 1)!!R2m =
+∞∑
m=0
g(2m)(0)
2mm!
R2m. (8.31)
On the other hand, we have
∫ +∞
−∞
g(Rx)e−
x
2
2 dx =
+∞∑
m=0
∫ +∞
−∞
g(m)(0)
m!
Rmxme−
x
2
2 dx
=
+∞∑
m=0
g(2m)(0)R2m
(2m)!
∫ +∞
−∞
x2me−
x
2
2 dx =
√
2pi
+∞∑
m=0
g(2m)(0)
(2m)!
(2m− 1)!!R2m.
(8.32)
It follows that on M
E(g(xk)) =
1√
2pi
∫ +∞
−∞
g(Rx)e−
x
2
2 dx. (8.33)
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Therefore, by the linearity of the expectation E,
EY =
∫ 1
0
E(g(x(t))dt = E(g(x(t)) = E(g(xk)) =
1√
2pi
∫ +∞
−∞
g(Rx)e−
x
2
2 dx.
(8.34)
Similarly, we have,
E(Y 2) =
∫ 1
0
∫ 1
0
E(g(x(t))E(g(x(s))dtds = E(g(x(t)g(x(s)) = E(g(xkxj)).
(8.35)
By further computation, we can obtain
E(Y 2) =
∫ 1
0
∫ 1
0
E(g(x(t))E(g(x(s))dtds = E(g(x(t))E(g(x(s)) = E2(Y ),
(8.36)
and then DY = 0. The proof is completed.
The second proof. We direct compute the density ρn(x) of x1 as a random
variable in the ball Mn. We have
ρn(x1) =
∫ · · · ∫
Mn
dx2 · · ·dxn∫
Mn
dV
=
pi
n−1
2
Γ(1+n−12 )
(nR2 − x21)
n−1
2
pi
n
2
Γ(1+n2 )
(nR2)
n
2
=
Γ(1 + n2 )√
piΓ(1 + n−12 )
√
nR2 − x21
(1 − x
2
1
nR2
)
n
2 . (8.37)
Taking the limitation of n approaching to +∞, and using the Stirling’s asymp-
totic formula of Gamma function, we get for t fixed the density of x(t) in M ,
ρ(x) = lim
n→+∞
√
2pi
√
n
2 (
n
2 )
n
2 e−
n
2
√
pi
√
2pi
√
n−1
2 (
n−1
2 )
n−1
2 e−
n−1
2
√
nR2 − x2
(1 − x
2
nR2
)
n
2
= lim
n→+∞
1√
e
√
2pi
√
n
nR2 − x2 (
n
n− 1)
n
2 (1− x
2
nR2
)
n
2 =
1
R
√
2pi
e−
x
2
2R2 . (8.38)
If R = 1, it follows that in the unit ball of R2[0, 1] the density of x(t) as a
random variable for t fixed is exactly the standard normal distribution. So we
have
E(g(x(t))) =
1
R
√
2pi
∫ +∞
−∞
g(x)e−
x
2
2R2 dx =
1√
2pi
∫ +∞
−∞
g(Rx)e−
x
2
2 dx. (8.39)
Other discussions are similar with the first proof. The proof is completed.
For the functional represented by a multiple integration, we can easily prove
the following theorem.
44CHAPTER 8. THEMEAN VALUES OF FUNCTIONALS ON THE INFINITE-DIMENSIONAL BALLS
Theorem 8.4. Take the ballM = {x| ∫ 1
0
xp(t)dt ≤ Rp} in C[0, 1] with norm
||x||p when p = p0q0 where p0 is even and (p0, q0) = 1. Then the mean-value and
invariance of the functional
Y = f(x) =
∫ 1
0
· · ·
∫ 1
0
g(x(t1), · · · , x(tm))dt1 · · · dtm, (8.40)
satisfy
EY =
1
(2pi)
m
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
g(Rx1, · · · , Rxm)e−
x
2
1
2 −···−
x
2
m
2 dx1 · · · dxm, (8.41)
DY = 0. (8.42)
Further, for the functionals Y1, · · · , Ym with the form (8.40) and a general func-
tion h ofm variables, we have the nonlinear exchange formula for the mean-value
of h(Y1, · · · , Ym) on M ,
Eh(Y1, · · · , Ym) = h(EY1, · · · , EYm). (8.43)
Remark 8.2. For the ball in space C[0, 1] with p−norm, the probabil-
ity density of every coordinate of any point in the ball has been given in my
paper40].
Chapter 9
Cauchy space
9.1 Cauchy space and its properties
For an integral form functional Y = f(x), in general, its variance is zero,
i.e.,DY = 0 if the second moment of x(t) as a random variable is finite. This
means that the measure of the set {x(t)|f(x) = EY } is 1. In other words, the
measure of the set Eab = {a < f(x) ≤ b} is 1 or 0 according to EY ∈ (a, b] or
EY ∈¯(a, b]. We can not obtain a set Eab such that 0 < µ(Eab) < 1 for the func-
tional Y . We call such set Eab with 0 < µ(Eab) < 1 the nontrivial measurable
set. In order to find the nontrivial measurable set, we introduce the following
Cauchy space.
Definition 9.1. As a random variable, if the density of x(t) is Cauchy
distribution
ρ(x) =
1
pi
1
1 + x2
,
then the space of Riemman’s integrable function R[0, 1] is called the Cauchy
space.
We know that for Cauchy random variable x(t), its characteristic function
is φ(t) = e|t|. Hence, for the sum of Cauchy random variables xk,
Yn =
1
n
n∑
k=1
xk,
its characteristic function is
φn(t) = φ
n(
t
n
) = (e|
t
n
|)n = e|t|.
It follows that the characteristic function of the functional
Y = f(x) =
∫ 1
0
x(t)dt
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is also
φ(t) = e|t|.
This means that the density of Y is also the Cauchy density
ρY (y) =
1
pi
1
1 + y2
.
Now it is easy to construct nontrivial measurable sets by using the functional
Y = f(x). For example, the measure of the set Eab is
µ(Eab) =
∫ b
a
1
pi
1
1 + y2
dy.
Example 9.1. For Y = f(x) = {1 + (∫ 1
0
x(t)dt)2}e−(
∫ 1
0
x(t)dt)2 , we have
EY =
∫ +∞
−∞
(1 + y2)e−y
2 1
pi
1
1 + y2
dy =
1
pi
∫ +∞
−∞
e−y
2
dy =
1√
pi
,
EY 2 =
1
pi
∫ +∞
−∞
(1 + y2)e−2y
2
dy = (
√
2
8
+
1
2
)
1√
pi
,
and
DY = (
√
2
8
+
1
2
)
1√
pi
− 1
pi
.
In the Cauchy space there is a rich measure theory for the functionals of
integral form. In some degree, the Cauchy space is unique. We suppose that
x1, · · · , xk, · · · are the random variables with independent identity distribution,
and their characteristic function is φ(t). For Y = 1
n
∑n
k=1 xk, its characteristic
function is φn( t
n
). If real function φ(t) is not constant 1, and
φ(t) = φn(
t
n
)
then we can almost conclude that
φ(t) = e|t|.
In fact, we only consider the case of n = 2, and the general case can be dealt
with by similar method. By φ(t) = φ2( t2 ), we have φ(2t) = φ
2(t). Furthermore,
we assume that for t ≥ 0, φ(t) can be expanded as a series
φ(t) = a0 + a1t+ a2t
2 + · · ·+ aktk + · · · .
From φ(0) = 1, we get a0 = 1. Substituting the above series into the equation
of φ yields
2kak =
k∑
i=0
amak−m,
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which follows that
ak =
a1
k!
,
and then
φ(t) = 1 + a1t+
a1
2!
t2 + · · ·+ a1
k!
tk + · · · = ea1t,
where a1 6= 0. Since φ(t) is real function, then φ(−t) = φ(t), which gives
a1t = |a1t|. We take a1 = 1 to get the characteristic function of the Cauchy
distribution.
9.2 The transformation between the uniform ran-
dom variable and the Cauchy random vari-
able
Let X be a uniform random variable on [0, 1]. We want to find a function
Y = g(X) such that Y is a Cauchy random variable on R. Since the density of
Y satisfies
P{x|y < g(x) ≤ y + dy} = 1
pi
1
1 + y2
dy,
we take g(x) to be a monotone increasing function to give
x = g−1(y) =
∫
1
pi
1
1 + y2
dy =
1
pi
arctany,
that is
Y = tan(piX).
This is just the relation between the uniform variable X and the Cauchy vari-
able Y . Therefore, using this transformation, we can construct the nontrivial
measurable set in R[0, 1].
Example 9.2. Consider Y =
∫ 1
0 tan(pix(t))dt, where x is the uniform ran-
dom variable on [0, 1]. So tan(pix(t)) is a Cauchy variable, and then the density
of Y is 1
pi
1
1+y2 . Therefore, we know that using Z = (1 + Y
2)e−Y
2
can give
nontrivial measurable sets.
Furthermore, we give the corresponding concentration of measure and non-
linear exchange formula in the Cauchy space. Let
Y =
∫ +∞
−∞
1
pi
arctan(x(t))dt,
where x is a Cauchy random variable. Then,we have
EY =
1
2
,
DY = 0.
Thus, for general function h(Y ), we obtain the nonlinear exchange formula
Eh(Y ) = h(EY ).
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Chapter 10
Some discussions on the
mean values of functionals
on Wiener space
10.1 An example of the functional with nonzero
variance
In previous sections, we discuss the mean values of functionals on some func-
tion spaces and find the concentration of measure phenomenon. However, for
the most important function space-Wiener space, the variance of the general
functional such as
Y =
∫ 1
0
x2(t)dt,
is not zero. This means that we can not to use the concentration of measure
phenomenon to compute the mean value of more complicate functional such as
h(Y ) = eiξ
∫
1
0
x2(t)dt.
Wiener[14-17], Cameron and Martin[36-38], Kac[26-29] had been computed the
mean values of some functionals on Wiener space by some mathematical tricks
such as transformation and the Sturm-Liouvlle theory.
The reason for nonexistence of the concentration of measure phenomenon is
that two random variables at two time points are not independent each other.
Now, we give the concrete computations of the mean value and the variance of
the functional Y . By discretization, we have
Yn =
1
n
n∑
k=1
x2(
k
n
) =
1
n
n∑
k=1
x2k.
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By direct computation, we get
E(xk) = (
n
2pi
)
n
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
x2k exp{−
n
2
n∑
m=1
(xm − xm−1)2}dx1 · · · dxn = k
n
.
So,
EYn =
1
n
n∑
k=1
k
n
=
n+ 1
2n
,
and then
EY =
1
2
.
In order to compute the invariance of Y , we first give the following results. For
k > j,
E(x2kx
2
j ) = (
n
2pi
)
n
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
x2kx
2
j exp{−
n
2
n∑
m=1
(xm − xm−1)2}dx1 · · · dxn
=
kj + 2j2
n2
.
E(x4k) = (
n
2pi
)
n
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
x4k exp{−
n
2
n∑
m=1
(xm−xm−1)2}dx1 · · ·dxn = 3k
2
n2
.
Hence, the variance of Yn is
EY 2n =
1
n2
{2
∑
k>j
kj + 2j2
n2
+
n∑
k=1
3k2
n2
}
=
2
n4
∑
k>j
(kj + 2j2) +
3
n4
n∑
k=1
k2
=
2
n4
n∑
k=2
k
k−1∑
j=1
j +
4
n4
n∑
k=2
k−1∑
j=1
j2 +
3
n4
n∑
k=1
k2
=
7
3n4
n∑
k=1
k3 + · · · = 7
3n4
n2(n+ 1)2
4
+ · · · .
Furthermore, we have
EY 2 = lim
n→∞
EY 2n =
7
12
,
it follows that
DY = EY 2 − E2Y = 7
12
− 1
4
=
1
3
.
This means that the nonlinear exchange formula is not right again.
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10.2 Transformation between dependence and
independence
If we take a transformation to transfer the dependent variables into independent
variables, the reason why the variance is not zero will be seen clearly. In fact,
we take
yk = xk − xk−1, k = 1, · · · , n.
Correspondingly, we get
xk = y1 + · · ·+ yk, k = 1, · · · , n.
Then
Ef(x1, · · · , xn) =
(
n
2pi
)
n
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
f(x1, · · · , xn) exp{−n
2
n∑
m=1
(xm − xm−1)2}dx1 · · · dxn
= (
n
2pi
)
n
2
∫ +∞
−∞
· · ·
∫ +∞
−∞
f(y1, y1+y2, · · · , y1+· · ·+yn) exp{−n
2
n∑
m=1
y2m}dy1 · · · dyn.
For example, taking Y =
∫ 1
0
x(t)dt, we have
Yn =
1
n
n∑
k=1
xk =
1
n
n∑
k=1
(y1 + · · ·+ yk) = 1
n
(ny1 + (n− 1)y2 + · · ·+ yn).
Therefore,
EYn =
1
n
(nEy1 + (n− 1)Ey2 + · · ·+ Eyn) = 0,
and
DYn =
1
n2
(n2Dy1 + (n− 1)2Dy2 + · · ·+Dyn)
=
1
n3
(n2 + (n− 1)2 + · · ·+ 1) = n(n+ 1)(2n+ 1)
6n3
.
So, we have
EY = 0,
and
DY =
1
3
.
By the same method, we can compute the mean value and the variance of
Y =
∫ 1
0 x
2(t)dt and get the same results as the previous section.
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