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Abstract
We consider the initial value problem of the nonlinear Schrodinger equation
with superposed $\delta$-functions as initial data. We treat this problem case by case, i.e.,
the cases in which tlle initial data consists of single, double and triple $\delta- 1111\mathrm{l}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{b}$ ,
respectively. In particular, when the initial data consists of double or triple $\overline{\delta}-$
function$1\mathrm{S}$ , tl $1\mathrm{G}$ solution receives the generation of new modes which $\mathrm{i}_{h}$ visible $(\}111\mathrm{v}\mathrm{i}\iota 1$
tlle nonlinear problem (see section 3 and 4),
1 Introduction
We consider the initial value proble$1\mathrm{D}$ of the nonlinear Schlr\"o(linger equations like
(NLS) $\{$
$i^{t}d_{t}u=-\partial^{2},u$ $+\lambda N(l\mathit{1}_{J})$ ,
$n(0, x’)$ $=$ (superposition of $\delta$-full( tions).
$\tau\iota\cdot 11\mathrm{t}^{\lrcorner}1\mathrm{t}^{\backslash }(/, \backslash l\cdot)\in \mathrm{R}\mathrm{x}\mathrm{R}$ , $c‘ J_{t}=c^{l}J/\partial^{\mathrm{J}}t$ , $c^{4}J_{\mathrm{J}}=.\partial/\dot{\mathrm{e}}J_{\iota}$. and tire unkno wn function ($x$ $=u(t\backslash l’)$ takes
$\iota^{1}\mathrm{o}111\mathrm{p}1\mathrm{e}\mathrm{x}$ values. The gauge invariant power type llonlillearitv $N(u)$ is given by
$N(u)=|u|^{p-1}u$ with $1< \int\lambda<3$ .
Tl18 nonlinear coefficient A takes arbitrary complex num $1\mathrm{b}\mathrm{c}1^{\backslash }$. Ill particular, if $\mathrm{I}\mathrm{n}1\lambda$ $<0$ ,
nonlinear term causes dissipatiye effect. We plainly treat this initial value problem by
assu lllilg that $u(0, x)=\mu_{0}\delta_{0}$ , $u(0, x)=\mu_{0}\delta_{0}+\ell\iota_{1}\delta_{o}$ or $u(\mathrm{O}_{\backslash }x)$ $=\mu_{00}\delta_{0}+\mu_{10}\delta_{\alpha}+l^{\iota_{01}\delta_{b\backslash }}$
where $\delta_{o}$ denotes the well-known point $111\mathrm{a}\mathrm{s}\mathrm{b}^{\backslash }$ measure suppor tel at $x=n\in \mathrm{R}$ and $l\iota_{k\backslash }$
$l^{(}jk$ $(i, k=0_{\backslash }1)$ are any complex $11\mathrm{l}\mathrm{J}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{b}\epsilon\backslash \mathrm{r}$ .
Fr om the physical point of view, tlxe cubic nonlinearity (i.e. $p=3$ $\mathrm{w}\mathrm{h}\mathrm{i}\iota_{p}.11$ is excluded
in c’u1 assum motion for mathem at ical reason) frequently appears. For ex ample, (NLS) wit 11
$\lambda$ $\in \mathrm{R}$ and $p=.\mathrm{d}$ is said to govern the motion of $\mathrm{V}01$ tex filament in the ideal Huid [10]. In
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fact, letting $f_{\mathrm{t}/}.(t, x)$ be tlle curvature of the filam ent $\dot{c}111\mathrm{c}1\mathrm{r}(/,, \alpha\cdot)$ tbe $\mathrm{t}\mathrm{o}1^{\cdot}\mathrm{t}_{1}\mathrm{i}\mathrm{o}11$ , rve observe that
$u(t, x)=fact,$ $x)\exp(if_{0}^{x}\tau(t,\mathrm{t}/)dy)$ (which is called ”Hasimoto $\mathrm{t}\mathrm{r}\mathrm{a}11\mathrm{s}\mathrm{f}\mathrm{o}\mathrm{r}111^{\tau}’[10]$ ) satisfies
(NLS), where $x$ stands for the position parameter along the filamlellt. To our regret, our
$\dot{\zeta}\mathrm{u}^{\backslash }\mathrm{g}\mathrm{u}111\mathrm{e}11\mathrm{t}$ is slightly away from the cubic nonlinear case. However, if one $\mathrm{a}11\mathrm{o}\mathrm{w}\mathrm{i}^{\backslash }$, us to treat
the solution as a fine approximation of the physically $\mathrm{i}$ mportant case, one can $\mathrm{i}$ magine tlle
fillle evolution of vortex filament with the locally bended initial state, e.g., $\mathrm{k}(0,:\iota^{\backslash })=\delta_{a}$ .
The Cauclly problems with measures as initial data $\mathrm{a}\mathrm{J}^{\cdot}\zeta^{1}$ extensively sutudied for various
kinds of nonlinear evolution equations. As for the nonlinear parabolic $\mathrm{e}\mathrm{q}\mathrm{u}\dot{\zeta}\iota \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l},\mathrm{i}.\mathrm{e}.$, $\partial_{t}u-$
$c7_{d}^{\underline{\eta}}.u+|u|^{p-1}u=0$ with $\mathrm{k}(0, x)=\delta_{0}$ , Brezis-Friedman [2] specify the critical nonlinear
power concerning the ,$\mathrm{s}$olvability. They prove that, if $3\leq \mathrm{P}$ , there exists no solution
continuously connected with the $\delta$ function at $l=0$ in the distribution sense and tl at, if
$1<p<3$ , it is posibble to construct a solution with a general measure as initial data.
$\mathrm{T}$ heir argunent relies on the comparison principle and tl$1\mathrm{e}$ smothing property of the linear
diffusion. For the $\mathrm{K}\mathrm{d}\mathrm{V}$ equation, Tsutsum$1\mathrm{i}$ $[2^{\cdot}3]$ constructs a solution by making use of
Miura transfo rmation [17] which deform$\mathrm{z}\mathrm{s}$ the original $\mathrm{I}\acute{\backslash }\mathrm{d}\mathrm{V}$ equation into the modified one.
Recently, Abe-Okazawa [1] have studied this kind of proble$1\mathfrak{U}$ for the conrplex Ginzburg-
Landau equation. The ideas to construct solutions in these known results $\dot{c}\mathrm{u}\cdot \mathrm{e}$ based 011 tlle
strong $\mathrm{i},\mathrm{l}\mathrm{n}\mathrm{o}\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{i}\mathrm{u}\mathrm{g}$ effect of linear semi-group or $\mathrm{t},11\mathrm{L}^{3}$ nonlinear $\{_{t}1^{\cdot}\mathrm{a}11\mathrm{s}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{n}1\dot{\mathrm{c}}\mathrm{t}\mathrm{t}\mathrm{i}\mathrm{o}11$ of unknown
functions into the suitably 1andled equation. In the present case, however, tlle nonlinear
Schrodinger equation have ueitl er the useful smoothing properties like the heat equation
noh tbe transforlnation of Miura type. Therefore, it is still open whether (NLS) is solvable
when the initial data is arbitrary measure except for &-functions.
We here remark Kenig-Ponce-Vega’s work [15]. They proved tlle ill-posedness of the
nonlinear Schr\"odinger equation with $u(0, x)=\delta_{0}$ and] $3\leq P$ . $\prime \mathrm{I}’\mathrm{h}\mathrm{e}$ situation is very
similar to the nonlinear heat case introduced above. They proved that (NLS) possesses
either $11()$ solution or more than one iri $C([0, T];\mathrm{S}’(\mathrm{R}))$ , where $\mathrm{S}’(\mathrm{R})$ denotes the class
of tempered distributions. in tl eir work, the Gallilean invariance of (NLS) plays $\dot{\epsilon}t11$
important role, where the Gallilean invariance means the fact that, if $u(t, x)$ is a solution
$\mathrm{t}\mathrm{o}$ (NLS), $u_{N}(t, x)=e^{-itN^{2}},e^{iNx}u(t, x-2t\mathrm{A}^{\gamma})$ also satisfies (NLS). Then, tlle obvious
identity $\delta_{0}=e^{iNx}\delta_{0}$ dete rmines tlle form ula of $u$ and tlle super critical power yields the
divCl.genc.r of the phase at $t=0$ . This rough sketch of their argu ment lets us expect that,
for the subcritical case, it is pssible to construct a solution continuous at $t=0$ .
There are large amount of articles concerning tlte local or global well-posedness for
the nonlinear Schrodinger equations in the $L^{2}(\mathrm{R})$ or $ff^{s}(\mathrm{R})(_{1}5>0)$ $\mathrm{f}\mathrm{r}\mathrm{a}$ me work (see
$1^{r_{\mathrm{J}}},$ , 6, 8, 11, 12, 13, 18, 19, 21, 22] and references therein). Roughly speaking, this is
because these function spaces works well via the conservation laws, energy estimates and
Strichartz’ estimates $[20, 24]$ . On the other hand, since the present situation is away $\mathrm{f}_{1\mathrm{O}111}$.
the well-known fiamle, we require another method to construct a solution. Our idea to
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solve (NLS) is based on the reduction of the original problem into the ordinary differential
$\mathrm{e}(1^{11\mathrm{a}\mathrm{t}_{1}\mathrm{i}\mathrm{o}\mathrm{u}}$ (ODE) syste $\mathrm{m}$ as in the following sections.
We prove that the solution is explicitly obtained when the initial data consists of single
$\delta$-function (see section 2). Furthermore, we observe that, when the initial data consists of
double (or more) $\delta$-functions, tlle superposition of infinitely many linear solutions imn le-
$\mathrm{r}1\mathrm{i}_{\dot{\epsilon}1}\mathrm{t}_{l}\mathrm{e}1\mathrm{y}$ appers in tlle solution to (NLS) (see section 3 and 4). In this paper, we call this
feature ”the generalization of new modes” . Let us state our lllain results case by case.
2 The case $u(0,$x) $=\mu_{0}\delta_{0}$
This case simply given an explicit solution. Namely, the solution to (NLS) is given by
(2.1) $u(t, x)$ $=A(t)\exp(\mathrm{i}b\partial_{a}^{2})\delta_{0}$,
where $‘\supset \mathrm{x}\mathrm{p}(\mathrm{i}t\partial_{x}^{2})\delta_{0}=(4\pi \mathrm{i}t)^{-1/\mathit{2}}\exp(ix^{2}/4t)$ and the modified amplitude $A(t)$ is
(2.2) $A(l)=$
’
$l^{4} \mathrm{o}\exp(\frac{2\lambda|\mu_{0}|^{p-1}}{\mathrm{i}(3-p)}|4\pi t|^{-\langle p-1)/\mathit{2}}‘ t)$ if $\mathrm{I}_{111}\lambda$ $=\mathrm{t}$),
$\backslash \mu_{0}(1-\frac{2(p-1)\mathrm{I}\mathrm{n}1\lambda|\mu_{0}|^{p-1}}{3-p}|4\pi t|^{-(p-1)/2}t)^{\frac{?\lambda}{1p-\iota_{)}\mathrm{I}1\mathrm{D}\lambda}}$ if $\mathrm{I}_{\mathrm{l}}\mathrm{n}\lambda\neq 0$ .





To solve (2.3), we first multiply $\overline{A(t)}$ on both hand sides of $(2..‘ 3)$ . $\prime 1^{\urcorner}\mathrm{h}\epsilon^{\mathrm{l}}\mathrm{n}$ , we $1_{1\dot{\epsilon}}\iota \mathrm{v}\mathrm{e}$ $\frac{d}{(tt}|\mathit{4}4|^{\underline{{}^{t}J}}=$
$2|47\mathrm{r}t|^{-(p-1)/2}{\rm Im}\lambda|A|^{\mathit{1})+1}$ and so
(2.1) $|A(l)|=(|\mu_{0}|^{-(p-1)}.$ $-(p-1)\mathrm{I}1\mathrm{u}\lambda|4\pi\tau|^{-(p-1)/2}\mathrm{L}\acute{0}t.d\tau)^{-1/(p-1)}$
$\prime 1^{\urcorner}\mathrm{h}\mathrm{e}$ integ1 $\dot{\zeta}\mathrm{d}$ in tlle parenthes is of (2.4) makes a sense since $p<3$ . Substituting (2.4) in to
(2.3) and solving the si nple ODE, we obtain (2.2). Note tl at $\mathrm{I}\mathrm{n}1\lambda$ $>0$ implies blowing-up
of $A(t)$ ill positive finite time.
3 The case $u(0,$x) $=\mu_{0}\delta_{0}+\mu_{1}\delta_{a}$
In this section, we observe that the superposition of $\delta$-functions causes ” the mode genexa-
tioll” for $t\neq 0$ . Before stating our results, we introduce several notations. Let $\mathrm{T}=\mathrm{R}/2\pi \mathrm{Z}$
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where $\mathrm{Z}$ stands for tlle set of integers. Throughout this section, the Lebesgue space $L^{q}(=$
$L^{q}(\mathrm{T}))$ denotes tlle class of mesureble functions on $\mathrm{T}$ with $||f||_{L^{q}}^{q} \equiv\int^{2\pi}f(\theta)d\theta<\infty$ .
Also, the Sobolev space $H^{s}(=H^{s}(\mathrm{T}))$ is defined by
$H^{s}=\{f(\theta)\in L^{2};||f||_{H^{s}}^{2}<\infty\}$,




$p_{\alpha} \mathit{2}=\{\{A_{\mathrm{A}}\}_{h\in \mathrm{Z}}.;||\{A_{k}\}_{k\in \mathrm{Z}}||_{2}^{\frac{J}{p}}.\alpha=\sum_{k\in \mathrm{Z}}(1+|k.|)^{\mathit{2}a}|A_{h}|^{2}<\infty\}$
.
For the simplicity of description, we often use {AJ in place of $\{A_{k}\}_{k\in \mathrm{Z}}$ . Then, our results
are
Theorem 3.1 (local result) For some T $>0$ . there exists a unique solution to (NLS)
described as
(.3. 1) $u(t, x)$ $= \sum_{k\in \mathrm{Z}}A_{k}(t)\exp(\mathrm{i}t’\partial^{\mathit{2}},)\delta_{\mathrm{A}a\backslash }$
where $\{A_{k^{r}}(t)\}\in \mathrm{C}’([0.7^{\gamma}]j\ell_{1}^{2})\cap C^{\prime 1}$ ( ( $\mathrm{O}_{\backslash }T]$ ; $\ell_{\overline{1}}’’$ ) with $A_{0}(0)=l\iota_{\zeta)}$ , Ak $\{0$ ) $=/\iota_{1}$ and Ak (t) $)$ $=0$
$(\mathrm{t}$
. $\neq(\rangle, 1)$ .
Remark 3.1. Let us call $\Lambda_{k}(t)\exp(\mathrm{i}tc^{l}l_{x}^{2})\delta_{\mathrm{A}\mathrm{o}}$ tlte k-th mode. Then, (3.1) suggests that new
1odes away $\mathrm{f}\mathrm{r}\mathrm{o}\ln$ O-th and first ones appear in the solution while the initial data col tai $\mathrm{n}\mathrm{s}$
only tl$1\theta$ two modes. Th is special property is visible only in tlle nonlinear problem.
Remark 3.2. Reading the proof of ’$\Gamma \mathrm{h}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{e}\mathrm{m}$ $3.1$ , we see tl at it is possible to generalize the
initial data. Nanlely, (NLS) is solvable even when point masses are distributed on a line at
$\mathrm{e}\mathrm{q}\iota 1_{\mathrm{C}}^{l}11$ intervals, i.e., the initial data is given by $u(0,x\cdot)$ $= \sum_{k\in \mathrm{Z}}l\iota_{\mathrm{A}}\delta_{ka}$ , where $\{/l_{k}.\}\in \mathit{1}_{1}^{2}$ . in this
case, thle solution is described similarly to (3.1) $1)\mathrm{u}\mathrm{t}$ $\{A_{k}(0)\}=\{\int l_{k}\}$ for $k\in$ Z. Tlle decay
col dition on the coefficients is required to estim ate the $11\mathrm{o}\mathrm{n}1\mathrm{i}11\mathrm{C}^{s_{\mathrm{C}}}\mathrm{T}1^{\cdot}\mathrm{i}\mathrm{t}\mathrm{y}$ . This is because we
use the inequality like $||N_{\backslash }^{(}v$ ) $||_{L^{2}}\leq C’||v||_{L^{\infty}}^{p-1}||v||_{L^{2}}$ where $u$ $=v(t, \theta)=\Sigma_{\mathrm{A}}A_{k}e^{-ik\theta_{\mathrm{f}^{\mathit{2}}}i(k\alpha)^{2}/4t}$
and $\theta\in[0,2\pi]$ (see Lemma 3.4 below). Accordingly, to estilllate $||v||_{L^{\mathrm{x}}}$ , we require tl$1C^{\backslash }$
decay condition of $\{A_{k}\}$ .
Remark 3.3. The infinite summation of (3.1) converges in $L_{f_{oC}}^{\mathrm{r}}((0, T]$ ; $L^{\iota \mathrm{X}}(\mathrm{R}))\backslash$ since, for
any $\tau\in$ $(0, T)$ ,
$\sup_{\tau\leq t\leq T}||u(t, \cdot)||_{L^{\infty}(\mathrm{R})}$
$\leq$




This implies that the nonlinearity $N(n(l_{\backslash }.\iota.))$ makes a sense as a function for $l\neq 0$ . We
also note that $u(t, x)$ $\in C([0,T];\mathrm{S}’(\mathrm{R}))$ .
Remark 3.4. The representation (3.1) is derived by the following rough consideration.
Since the nonlinear solution is first well-approximated by the linear solution $u_{1}(t, x)=$
$\exp(it’\partial_{x}^{\mathit{2}})(\mu_{0}\delta_{0}+l^{l_{1}\delta_{a})}$ around $t=0$ , the second approximation $u_{2}(t, x)$ is given by solving
(3.2) $(\mathrm{i}\partial_{t}+\partial_{x}^{2}.)u_{2}$ $=N(u_{1})$
$=N((2\pi)^{-1/2}e^{ix^{-}/4t}" D(l\iota_{0}+\mu_{1}c^{-iax}e^{ia^{\underline{2}}/4t}))$
$=$ $|4\pi t|^{-(p-1)/2}(2\pi)^{-1/2_{\rho_{\vee}}ix^{2}/4l}lJN(1+e^{-ia\iota}e^{i\alpha^{2}/4\mathrm{t}})$ ,
where we have used $u_{1}=e^{ix^{2}/4t}D\mathcal{F}e^{ix^{2}/4t}?\iota(\mathrm{O}, .2^{\backslash })$ , $Df(t_{\backslash }\prime r\cdot)=(2\dot{7,}t)^{-n/\mathit{2}}f(t,x/2t)$ and $\mathcal{F}$
denotes the Fourier transform. Let us replace $ax$ by 0. Then, the nonlinearity in (3.2) is
regarded as a $2\pi$-periodic function of 0 and hence tl18 Fourier series expansion yields
(the right hand side of (3.2)) $=$ $|4 \pi t|^{-(\rho-1)/2}(2\pi)^{-1/2}e^{is^{2}/\mathrm{J}\mathrm{t}}D\sum_{k\in \mathrm{Z}}\tilde{B}_{k}(t)e^{i(ko)^{2}/4t}e^{-ik\theta}$
$=$
$|4 \pi l|^{-(p-1)/\underline{\cdot\}}}\sum_{h\in \mathrm{Z}}B_{\mathrm{A}}(t)\exp(\iota.t\dot{\zeta})_{x}^{\mathit{2}})\delta_{ka\backslash }$
where $B_{k}(t)\mathrm{e}^{i(ka)^{2}/4t}$. is the Fourier coefficient. By the Duha mel principle, one can imagine
that the solution to (NLS) has the description as in (3.1).
Our next interest is to see the global solbaviiity of (NLS). The sign of $\mathrm{I}\mathrm{n}1\lambda$ determines
the blow-up or global existence.
Theorem 3.2 (blowing up or global result) (1) Let $ImX>0$ . Then, the solution
as $\mathrm{i}r\iota$ Theorem 3.1 blows up in positive finite time. Precisely speaking, the $l_{()}^{1\mathit{2}}- nor\tau n$
of $\{A_{k}(t)\}$ tends to infinity at some positive time.
(2) Let $ImX\leq 0$ . Then, there exists a unique global solution as in Theorem 3.1 with
$\{A_{k}(t)\}\in \mathrm{C}’,([0, \infty);\ell_{1}^{2})\cap C^{1}((0, \infty)\cdot,$ $\ell_{1}^{2})$ .
Let us present the proof of Theorem 3.1 and 3.2. The idea is based on the reduction of
(NLS) into the ODE system of $\{A_{k}(t)\}_{k\in \mathrm{Z}}$ . The next key lem ma gives tlle representation
formula of $N( \sum_{k}A_{k}\exp(\mathrm{i}t\partial_{x}^{2})\delta_{ka})$ .
Lemma 3.3 Let $\{A_{k}(t)\}\in C([0, T];l_{1}^{2})$ . Then, we have
(3.3)
$N( \sum_{k\in \mathrm{Z}}A_{k}(t)\exp(it\partial)\delta_{ka})=|4\pi t|^{-(p-1)/2}\sum_{k\in \mathrm{Z}}\tilde{A}_{k}(t)\exp(it\partial)\delta_{ka}.$,
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wher $\epsilon j\overline{A}_{k}(t)=(2\pi)^{-1}e^{-i(ka)^{2}/4t}\langle N(\mathrm{e}’), e^{-ik\theta}\rangle_{\theta}$ with $1$ ) $=\tau,’(t_{\}$ ? $)$ $= \sum_{j}\Lambda_{j}(t)e^{-ij\theta}c^{i\langle j\circ)^{2}/\lrcorner\}}$ and
$\langle f, g\rangle_{\theta}=\int_{0}^{2\pi}f(\theta)\overline{g(\theta})d\theta$ .
Proof of Lemma 3.3. Note that the linear $\mathrm{S}\mathrm{e}\cdot \mathrm{h}_{1}\cdot\dot{\mathrm{o}}\mathrm{e}1\mathrm{i}_{1\mathrm{l}}\mathrm{g}\epsilon^{\mathrm{Y}}\mathrm{r}$ group is factorized as follows.
$\exp(\mathrm{i}t\partial_{x}^{2})f$ $=$ $(4 \pi \mathrm{i}\#)^{-1/2}\oint \mathrm{e}.\mathrm{x}\rho(\mathrm{i}|x-y|^{\underline{?}}./4t)f(y)dy$
$=$ $\Lambda fD\mathcal{F}\Lambda If\backslash$
where
$\mathrm{A}Ig(l, x)$ $=$ $e^{ix^{A}/4t}g(x)$ ,
$Dg(l, x)$ $=$ $(2\mathrm{i}t)^{-1/2}g(x/2l)$ ,
$\mathcal{F}g(\xi)$ $=$ $(2 \pi)^{-1/2}\int e^{-i\xi_{2}}g(x)dx$ (Fourier transform of $g$ ).
Then we see that
(3.4) $N( \sum_{j}A_{j}(t)\exp(\iota t\partial_{x}^{2})\delta_{ja})$
$=$ $N$( $(2\pi)^{-1/2}$ A $fD \sum_{j}A_{j}(l)e^{-ij(xx+i(ja)^{2}/4t}$ )
$=$ $|4 \pi t|^{-(p-1)/2}(2\pi)^{-1/2}\mathit{1}?I/JN(\sum_{j}A_{j}(t)e^{-ijax+i(ja)^{2}/4t})$ .
Note th at, to show the last equality in (3.4), we make use of tlle gauge invariauce ot the
nonliuearity. Replacing $a^{r}.lj$ by 0 we can regard $N( \sum_{j}A_{?}(t)e^{-ij\theta+i(ja\rangle^{2}/4t})$ as a $2\pi$-periodic









where we let Ck { $\mathrm{t})=(2\pi)^{-1}\langle N(u), e^{-ik\theta}\rangle_{\theta}$ and rewrote Gk (t) $=\tilde{A}_{k}(t)e^{i(ka)^{2}/4l}$ Plugging
this into (3.4), we obtain Lemma 3.3. $\square$
We now explain how to reduce (NLS) into the ODE syste $\mathrm{n}$ of $\{A_{k}(t)\}$ . By substituting
$u=\Sigma_{k}Ak\{t$ ) $\exp(\mathrm{i}t\partial_{x}^{2})\delta_{ka}$ into (NLS) and noting that $\mathrm{i}\partial_{t}\exp(\mathrm{i}t\partial_{x}^{2})\delta_{ka}=-^{t}\partial_{x}^{2}\exp(\mathrm{i}t\partial_{i\mathrm{L}}^{2})\delta_{ka)}$
Le mma 3.3 yield
$\sum_{k}\mathrm{i}\frac{dA_{k}}{dt},\exp(\mathrm{i}t^{l}\partial_{x}^{2})\delta_{ka}$ $=$ $\lambda|4\pi t|^{-(p-1)/2}\sum_{k}\tilde{A}_{k}\exp(\mathrm{i}t\acute{c}l_{x}^{2})\delta_{ka}$
.
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Equating tlte tern$1\mathrm{S}$ on both hand sides, we arrive at the desired ODE system:
(3.5) $\dot{\iota}\frac{dA_{k}}{dt}=\lambda|4\pi t|^{-(p-1)/\mathit{2}}.\tilde{A}_{k}$
with the initial condition $A_{k}(0)=l\iota_{k}$ . Now, showing tlle existence and uniqueness prob-
lems of (NLS) is equivalent to showing those of (3.5). To solve (3.5), let us consider the
following integral equation.
$\{A_{k}(t)\}$ $=$ $\{\Phi_{k}(\{A_{j}(t)\})\}$
(3.C) $\equiv$ $\{\mu_{k}\}-i\lambda f_{0}^{t}|4\pi\tau|^{-(p-1)/2}\{\overline{A}_{k}(\tau)\}$ dr.
Tl en, we want to see thle contraction $\mathrm{n}\mathrm{l}.\mathrm{a}$ $\mathrm{p}\mathrm{p}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$. property of $\{\Phi_{k}\}$ . The simple aplication
of Parseval’s identity derives the following.
Lemma 3.4 Let I $=[(\mathfrak{l}, \Gamma \mathit{1}’]$ . Then, we have
(3.7) 1 $\{\overline{A}_{k}\}||_{L^{\mathrm{r}}(I_{\mathrm{I}}l_{1}^{2}\rangle}\leq C||\{\Lambda_{k}\}||_{L^{\mathrm{x}}\{I.\ell_{1}^{2})^{\backslash }}^{p}$
(3.8) $||\{\tilde{A}_{k}^{(.1)}\}-\{\overline{A}_{k}^{(2)}\}||_{L^{\mathrm{x}}(I,\mathit{4}_{()}^{\mathit{2}})}$
$\leq C(111\mathrm{a}\mathrm{x}||\{A_{k}^{(j)}\}||_{L^{\mathrm{r}}(l,\ell_{\vec{1}}^{2})})^{p-1}j=1,2$ I $\{A_{h}^{(1)}\}-\{l4_{k}^{(\mathit{2})}\}||_{L^{\mathrm{x}}(l_{j}L_{0}^{l})}$ .
Proof of Lemma 3.4. According to the description of $\mathit{1}’\overline{1}_{k}$ as in Lem ma 3.3 and the
integration by parts, we see that
$k\tilde{A}_{k}$ $=$
$(2 \pi)^{-1}ie^{-i(ka)^{2}/4t}\langle c^{l}J_{\theta}N(\sum_{j}A_{j^{\langle}’}^{-ij\theta_{\xi^{y}}i(ja)^{2}/4t}.)\prime e^{-ik\theta}\rangle_{\theta}$ .




$C|| \sum_{\mathrm{i}}A_{j}e^{-ij\theta}e^{i(\prime \mathit{0}\}}.|\sim^{)}/\sim 1t|_{L^{\lambda}}^{p-1}||\sum_{j}jA_{j}^{-\iota j\theta i(ja)^{2}/4t}\epsilon^{J}‘ \mathrm{J}||_{L^{2}}$
$\leq$
$C||\{A_{j}\}||_{\mu_{1}}^{p}$ .
Tl us, we obtain (3.7). The proof for (3.8) follows similarly. Since there is a singularity
at $u=0$ of the noniinearity $N(u)$ , we do not employ $l_{1}^{2}$-horm to measure $\{A_{k}^{(1)}\}-\{A_{k}^{(2)}\}$ .
$\square$
$14^{\mathrm{v}}\prime \mathrm{e}$ are now in the position to prove $\prime \mathrm{I}^{\backslash }\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{n}\mathrm{r}$ $3.4$ .
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Proof of Theorem 3.1 The proof relies oil the contraction mapping principle of
$\{\Phi_{k}(\{A_{j}\})\}$ . Let $||\{\mu_{k}\}||_{\ell_{1}^{\mathit{2}}}\leq\rho_{0}$ and
$\overline{B}_{2\rho 0}=\{\{A_{k}\}\in L^{oe}([0, T];^{p_{1}^{y})}...,||\{A_{k}.\}||_{L^{\mathrm{x}}([0_{\mathrm{I}}\mathrm{z}];l\frac{>}{1})},\leq 2\rho_{0}\}$
endowed with the metric in $L^{\infty}([0, T];4)$ . Note that $\overline{B}_{2\rho Q}$ is closed in $L^{\infty}([0, T];\ell_{0}^{2})$ . Then,




Thus, $\{\Phi_{k}(\{A_{j}\})\}$ is the contraction $\mathrm{n}\mathrm{z}_{\mathrm{c}}^{4}\mathrm{x}\mathrm{p}$ on $\overline{B}\underline{\}}\rho\cup$ if $\prime l^{\urcorner}$ is sufficiently small This relies
that a solution to (3.6) exists in $L^{\infty}([\mathfrak{l}\mathrm{J}, 7’]$ ; (’:). Since $f_{0}^{t}|4\pi\tau|^{-(p-1)/2}\{\tilde{A}_{k}\}\iota d\tau$ belongs
to $C([\mathrm{U},T];p_{1},2)$ by Lebesgue’s convergence tl eorern, tlle solution is $\ell_{1}^{2}$-valued continuous
function and so it belongs to $C^{1}((0,7’];l_{1}^{2})$ . The uniqueness of $\{A4_{k}(t)\}$ in $C(I;l_{0}^{2})$ follows
in the standard way. Hnece, Theorem 3.1 is obtained. $\square$
$\prime \mathrm{r}\mathrm{o}$ prove Theorem 3.2, we apply the a priori estim $\dot{L}\iota 1,\mathrm{e}\mathrm{s}$ described in the following.
Lemma 3.5 Let $\{A_{k}(t)\}$ be the solution to (3.5) in$l$ $\Gamma’,([0_{1}\prime l^{1}]:\ell_{1}^{\mathit{2}}.)\cap C_{\mathit{1}}^{1}((0, T|;\ell.\frac{)}{1})$ .
(1) Then, we have
(3.9) $\frac{d||\{A_{k}(t)\}||_{\ell_{\mathrm{o}}^{2}}^{2}}{dt}=\frac{I_{7}n\lambda}{\pi}(4_{7\ulcorner}t)^{-(p- 1)/2}||\iota’(t)||_{L^{\rho+1}}^{\mathfrak{j}I+1}$ ,
where $v(t, \theta)=\sum_{k}A_{k}(t)e^{-ik\theta}e^{i(ka)^{2}/4\mathrm{f}}$ .
(2) In addition, if $Irn\lambda\leq 0$ , then we have
(3.10) $||\{kA_{k}(t)\}||\iota_{0}^{2}\leq C_{t_{\backslash }^{1}}^{\mathit{2}l}$
.
where the positive constant $C$ does not depend on $T$
Remark 3.5 The bound in (3.10) lllay be refined by sophisticating the estimates in the
proof. We do not, however, concentrate ourselves to tl is kind of refillelllent.
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Proof of Lemma 3.5. According to (3.5), we see that $n$ $=\iota’(t_{\backslash }\theta\backslash )$ satisfies thle nonlinear
equation like
(3.11) $\mathrm{i}\partial_{\ell}‘ v=-\frac{a^{2}}{4t^{2}}\partial_{\theta}^{2_{\{)}}+\lambda|4\pi t|^{-(p-1)/^{t})}\sim N$(0).
Of course, we require to check whether $\partial_{t}v\dot{\epsilon}\iota \mathrm{n}\mathrm{d}‘\partial_{\theta}^{\mathit{2}}\mathrm{t}^{j}$ make a sense. This is justified by the
mollification. In this proof, however, we do not consider tl is kind of matters since we want
to avoid the complication of the proof. Let us remark that $\sqrt{2\pi}||\{A_{k}(t)\}||_{l_{0}^{2}}=||v(t)||_{L^{\mathit{2}}}$‘
and $\sqrt{2\pi}||\{kA_{k}(t)\}||_{\ell_{0}^{\mathit{1}}}\cdot=||\partial_{\theta}v(t)||_{L^{2}}$ . Tl en, multiplying (3.11) with $\overline{v}$ and taking the
im aginary part of integration, we obtain (3.9). On the other 1and, multiplying (3.11)
with $\overline{\partial_{t}\tau\acute,}$ and taking the real part of integration, we have
(3.12) 0 $=$ $- \frac{a^{2}}{4t^{2}}\frac{d}{dt}||\partial_{\theta}v||_{L^{\mathit{2}}}^{2}+\frac{2{\rm Re}\lambda}{p+1}|4\pi t|^{-(p-1)/2}\frac{d}{dt}||v||_{L^{p41}}^{p+1}$
-2 $(\mathrm{I}\mathrm{m}\mathrm{n}\lambda)|4\pi t|^{-(p-1)/\underline{J}}\mathrm{I}111\langle N(p’), (?_{t}\mathrm{t}^{1}\rangle_{\mathit{0}}$ .
To esti make $\mathrm{I}_{\ln}\langle N(v), c^{i}1_{t}v\rangle_{\theta}$ in (3.12), let us multiply $\overline{N(?\prime)}$ on both hand sides of (3.11).
Then, we see that
(3.13) ${\rm Im}\langle N(u),ld_{t}v\rangle_{\theta}$ $=$ $- \frac{a^{2}}{4t^{2}}{\rm Re}\{|d_{\theta}^{2}u,N(1’)\rangle_{\mathit{0}}+({\rm Re}\lambda)|4\pi t|^{-(p-1)/2}||t’||_{L^{\mathit{2}p}}^{2p}$
$\geq$ $({\rm Re}\lambda)|4\pi t|^{-(p-1)/\mathit{2}}||\iota’||_{L^{\underline{>}_{\mu}}}^{7}.\nu$ ,
since $\mathrm{R}\iota^{1}\langle\partial_{\theta}^{2}v,N(?))\rangle_{\theta}\leq 0$. Combining (3.12) and (3.13), we have
$(|\mathrm{d}.14)$ $\frac{d}{dt}||\partial_{\theta}\iota’||_{L^{2}}^{2}+K_{1}({\rm Re}\lambda)t^{(5-p)/2}\frac{d}{dt}||\tau’||_{Ll\prime+1}^{\mu+1}-$ $\mathrm{A}_{2}’(\mathrm{I}\ln\lambda)(\mathrm{R}\epsilon^{\backslash }\lambda)t^{\mathit{3}-p}||U||_{L^{2p}}^{2p}\leq 0$ ,
where $f \iota_{1}^{r}=\frac{8}{(p+1)a^{2}(4\pi)^{(p-1)/2}}$ aanndd $\mathit{1}\mathrm{t}_{\mathit{2}}=\frac{8}{a^{\underline{\}}}(4\pi)^{p-1}}$ . This is equivalent to
(3.15) $\frac{d}{dt}E(t)\leq\frac{(5-p)\mathrm{A}_{1}’{\rm Re}\lambda}{2}t^{(.3-p)/2}.||\iota)||_{L^{p+1}}^{p+1}$,
where
$E(t)=|| \partial_{\theta^{U}}||_{L^{2}}^{2}+K_{1}({\rm Re}\lambda)t^{(5-p)/2}||U||_{L^{p\mathrm{f}1}}^{p+1}-I\mathrm{i}_{2}(\mathrm{I}\mathrm{n}1\lambda)({\rm Re}\lambda)\int_{t_{\{)}}^{t}\tau^{3-\mathrm{p}}||v(\tau)||_{L^{2p}}^{2p}$ dr.
We first consider the case $\mathrm{I}111\lambda$ $\leq 0$ and ${\rm Re}\lambda<0$ . By (3.15), $1\wedge^{\gamma}\mathrm{t}^{1}$ have $E(t)\leq$ (const.) for
$t>t_{\mathrm{f}\mathrm{J}}$ , $\mathrm{i}.\mathrm{e}.$ ,
(3.16) $||\partial_{\theta}v||_{L^{2}}^{2}\leq C_{1}^{\mathrm{V}}+C_{2}t^{(5-p)/2}||?)||_{L^{p+1}}^{p+1}+C_{3\backslash }’.\tau^{3-p}||\iota’(\tau)||_{L^{2p}}^{2p}\acute{t}_{0}|td\tau$
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for some positive constants $C_{1)}\prime C_{2}$ and $\mathrm{C}_{3}’$ . $\mathrm{A}1$) $\mathrm{p}1\mathrm{y}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ the $\mathrm{G}_{c}‘\iota \mathrm{g}1\mathrm{i}_{\dot{c}}\iota \mathrm{r}\mathrm{e}10$ -Nirenberg inequalities:
$||?’||_{L^{p+1}}^{p+1}$ $\leq$ $C_{/}||\iota’||_{H^{1}}^{(p+1)\beta}||\iota’||_{L^{\underline{\mathrm{J}}}}^{(p+1)(1-;\mathit{3})}$ ,
$||\iota’||_{L^{2p}}^{2p}$ $\leq$ $C||\{\}||_{H^{1}}^{2p\gamma}||‘)||_{L^{2\backslash }}^{2p(1-\gamma)}$
where l/(p+l) $=7(1/2-1)+(1-\mathrm{p})/2$ and 1/(2p)$)=7(1/2-1)+(1-7)/2$ , and using
Young’s inequality, we have




We here note that, since $||v(t)||_{L^{A}}$, has a finite bound in virture of (3.9), it is included in
tlle positive constant $C$ . Tl en, applyin${ }$ $\mathrm{G}\mathrm{r}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{W}\dot{\mathrm{c}}\backslash \mathrm{J}\mathrm{l}.\mathrm{s}$ inequality to (3.17), we obtain (3.10).
We next consider the case $\mathrm{I}111\lambda\leq 0$ and ${\rm Re}\lambda\geq 0$ . By (3.14), we $1_{1}\mathrm{a}\mathrm{v}‘\ni$
$\frac{d}{\mathrm{r}lt}||c7_{\theta}v(t)||_{\underline{r}}^{\frac{l)}{l}}J+K_{1}(\mathrm{R}\mathrm{e}\mathrm{A})t^{(^{r_{)}}-p)/\underline{\cdot)}}.\frac{d}{(ft}||\iota’(t)||_{L^{\rho\vdash 1}}^{p+1}\leq 0$ .




This implies that $F(t) \leq F(t_{0})(\frac{t}{t_{0}})^{(^{r_{)}}-p)/2}.$ . Since $||\partial_{\theta}.u(t)||_{L^{r}}^{2}\lrcorner\leq \mathrm{F}(\mathrm{t})$ , there exists a positive
constant $C$ such that $||v(t)||_{H^{1}}^{2}‘\leq C(1+t)^{(_{\iota}^{r_{\mathrm{J}}}-p)/\underline{?}}$ . Hence, we obtain (3.10) $\square$
Proof of Theorem 3.2. If $\mathrm{I}_{\mathrm{l}}\mathrm{n}\lambda$ $>0$ , then, Lemm a 3.5 (3.9) and Holder’s inequality
$||n||_{L’\dagger 1}^{p+1},\geq(2\pi)^{-(p-1)/2}||\mathrm{t}’||_{L^{2}}^{p+1}$ give
$\frac{d}{dt}||v||_{L^{2}}^{2}\geq C\mathrm{I}\mathrm{n}1\lambda t^{-\{p-1)/2}||\iota’||_{L^{2}}^{p+1}.$.
This $\mathrm{i}$ mplies that $||v(t)||_{L^{2}}=||\{A_{k}(t)\}||_{\ell_{)}^{2}}$, blows 111) in positive finite timne. On the ottier
hand, if $\mathrm{I}1\mathrm{u}\lambda$ $\leq 0$ , then, Le mma 3.5 gives the a priori bound of $||\{A_{k}(t)\}||_{\ell_{1}^{l}}$ for any positive
$t$ . Hence, the local solution to (3.5) is continuated to the global one. $\square$
98
4 The case $u(0,$x) $=\mu_{00}\delta_{0}+\mu_{10}\delta_{a}+\mu_{01}\delta_{b}(a/b\not\in \mathrm{Q})$
In this section, we consider the case in which the initial data consists of triple J-functions
supported at $x=0$ , $a$ and $b$ . If $a/b\in \mathrm{Q}$ ( $\mathrm{Q}$ denotes tl$1\mathrm{t}^{s}$ set of rational lllllllbe1s),
tl$1G$ location of $\delta$-functions is the special olie mentioned in Remark 3.2 and thus (NLS)
is solvable as in Theorem 3.1 and 3.2. Tl erefore. $0\iota 11$ $\mathrm{e}\cdot c_{1}\mathrm{n}\mathrm{c}\cdot\iota^{1}\mathrm{r}11$ is to observe tl$11^{\Delta}$ case
$a/b\not\in$ Q. Before stating our ma in results, we introduce several new notations. We often
use weighted sequence space $\ell_{\alpha}^{2}(\mathrm{Z}^{2})$ endowed with the $11\mathrm{t}l1^{\cdot}111$
$|| \{A_{k_{1}\mathrm{A}_{2}}\}_{\mathrm{A}_{1}.\mathrm{A}_{2}\in \mathrm{Z}}||_{\ell_{c\iota}^{2}}=(.\sum_{k_{1}k_{2}\in \mathrm{Z}}(1+|k_{1}|+|k_{2}.|)|\underline{\rangle}_{\mathrm{Q}}A_{\mathrm{A}_{1}.\mathrm{A}_{2}}|)^{1/2}$
.
Let $\mathrm{T}=\mathrm{R}/2\pi \mathrm{Z}$ . The quantity $||f||_{L’(\mathrm{T}\sim^{\lambda}}‘$ ) denotes $( \int_{\mathrm{T}^{\underline{y}}}|f(\mathrm{I}_{1}, \theta_{\underline{)}})|^{q}d\theta_{1}d\theta_{2})^{1/q}$
We next define thle Besov space for periodic $\mathrm{f}\iota 11\mathrm{l}\mathrm{t}.\mathrm{f}\mathrm{i}(\mathit{3}11\mathrm{S}. \mathrm{F}\mathrm{t})1\backslash \backslash \cdot>0$, $[_{\iota}9]$ denotes tl$1\mathrm{P}$
greatest integer not exceeding $i,$ . $r1^{\urcorner}11\mathrm{e}\mathrm{a}\mathrm{t}$ , if $.\mathrm{q}$. is llot integer $\dot{\epsilon}\mathrm{I}11\mathrm{d}1<q$, $’\cdot<\alpha \mathrm{J}$ . tite Besov
$\mathrm{b}1)\dot{c}1(.\mathrm{c}F\mathit{3}_{q.\}}^{b}(\mathrm{T}^{2})$ is defined by
$B_{\mathrm{r}/\prime}^{b}(\mathrm{T}^{2})=\{f\in \mathit{1}_{\lrcorner}^{q}(\mathrm{T}^{\underline{1}}):||/\cdot||_{B}tr\langle’\mathrm{f}\lrcorner\rangle)\backslash ’\infty\}$ ,
wlzet $\mathrm{e}$
$||f\cdot||_{B_{q,\mathrm{r}}^{6}(\mathrm{T}^{2})}$ $\equiv$ $||f||_{L^{q}(\mathrm{T}^{2})}+||f||_{B_{q7}^{\mathrm{s}}}$
$\equiv$ $||f||_{L^{q}(\mathrm{T}^{2})}+( \cdot\oint 1\mathrm{J}"\tau^{-\prime\cdot-1}\mathfrak{b}\iota 11\mathrm{p}|b.|‘ l_{h}^{[_{h}\mathrm{j}\neq 1}f||_{L^{q}(\mathrm{T}\sim^{\lambda})}|h|<\tau’.d\tau)1/q$
with $h=(h_{1\}}f\iota_{2})$ and $d_{t\iota}^{N}f( \theta_{1,}\theta_{2}‘)=\sum_{j=0}^{N}$ $(\begin{array}{l}Nj\end{array})$ $(-1)^{k}f\cdot(\theta_{1}+y/_{l_{1}}, \theta_{2}+jf_{2},)$ . $\mathrm{Y}1\tilde{\mathrm{e}}^{1}11^{\iota}111\mathrm{a}\mathrm{r}\mathrm{k}$
tl at, if $0\leq\sigma\leq 1$ and $1/\mathrm{g}=\sigma/q_{1}+(1-\sigma)/q_{0}$ with $1\leq q_{1}$ , $‘ \mathit{1}0\leq\infty$ . $\mathrm{t},1\mathrm{l}\mathrm{e}\mathrm{n}$ the $\mathrm{G}\dot{\mathrm{c}}\mathrm{t}_{\mathrm{b}}^{1\mathrm{J}}1\mathrm{i}\mathrm{a}\iota$du-
Nireitbcrg type inequality $||f||B_{qr/\sigma}^{\sigma b}(\mathrm{T}^{l})\leq C^{\gamma}||f\cdot||_{1\neq_{\grave{\dot{\eta}}}}^{\sigma}$ , $|$ $||./\cdot||_{L’}^{1-\sigma}\mathit{4}\mathrm{u}\langle^{\prime \mathrm{r}\sim}’$ ) folJows $\mathrm{f}10111$ the ab ove
definition. We also note that $||f||_{B_{2\}2}^{\mathit{8}}(\mathrm{T}^{2})}$ is equivalent fo
$||f||_{H^{b}(\mathrm{T}^{I})}. \equiv(_{k_{1}\mathrm{A}_{2}\in \mathrm{Z}}\sum_{\tau}(1+|k_{1}|+|k_{\underline{)}}.‘|)^{\mathrm{A}\iota}|\zeta,\acute{\kappa}_{1\backslash }\mathrm{x}_{\underline{y}}1^{l})1/2$
wlle1( is the Fourier coefficient of $f$ given $1$ )$.\mathrm{Y}$ $(2 \pi)^{-\underline{)}}\oint_{\mathrm{T}^{2}}f(\theta_{1}, \theta_{2})e^{-j(k_{1}\theta_{1}+k\underline{\cdot j}(;)}arrow \mathrm{J}(l\theta_{1}d\mathit{0}_{2}$ .
$\mathrm{F}\mathrm{o}1$
$\mathrm{m}$ ore detail about Besov space, see [4].
For the simplicity of description, we often use tl$1\theta$ brief notation $\{A_{\mathrm{A}_{1}.k_{\mathit{2}}}\}$ ill place of
$\{A_{k_{1},\mathrm{A}_{A}}.r\}_{\mathrm{A}_{1},k_{\mathit{2}}\in \mathrm{Z}}.$ . $\prime 1’\mathrm{h}\mathrm{e}l1$ , our first result is
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Theorem 4.1 (local result) Let $1<C1’<P$ . Th en, fo7 $S\mathit{0}7lc^{J}\Gamma \mathit{1}’>0$ , there exists $a$




where the $coeffic?.ent$ sequence $\{A_{k_{1\backslash }k_{2}}(t)\}\in C’([0, \prime \mathit{1}^{1}];p_{a}‘ \mathit{2}(\mathrm{Z}^{\underline{J}}))\cap("((0, ?\urcorner];\ell_{a}^{\mathit{2}}.(\mathrm{Z}^{2}))$ with
$A_{\mathrm{A}_{1}k_{2}}(0)=l\iota_{k_{1}.k_{2}}$ if $(k_{1}, k_{2}.)=(0,0)$ , $(1, 0)$ , $(0, 1)$ an $dA_{k_{1},k_{t}}(\mathrm{t}l)$ $=0$ other time.
Rem ark 4.1. As mentioned in RelllaIk $3.[perp]$ . thle solution ill Theorem 4.1 causes the
generation of new modes. ’Fhe point $\mathrm{r}\epsilon^{1}1\mathrm{n}\mathrm{d}1^{\cdot}\mathrm{k}\mathrm{a}\mathrm{b}1‘ \mathrm{y}$ different hour Theorem 3.1 is that, for
$t\neq 0$ , $\epsilon^{\mathrm{J}}\mathrm{x}\mathrm{p}(-\mathrm{i}tc^{l}\mathrm{I}_{x}^{2})u$ looks like the point lllass measures densely $\zeta \mathrm{l}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{b}\mathrm{u}\mathrm{t}\mathrm{e}\mathrm{d}$ on $\mathrm{R}$ since $a/b$
is irrational. Readin$\mathrm{g}$ the proof of $\mathrm{I}^{\urcorner}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\ln 4.1$. sve see that it is possible to construct
a solution even when the $\mathrm{i}_{1}\mathrm{u}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{a}1$ data consists of infintely many A-functions given by
$n(0, x)$ $=\Sigma_{k_{1},k_{2}\in \mathrm{Z}}\mu_{k_{1},k_{2}}\delta_{k_{1}a+k_{2}b}$ , where $\{\mathit{1}^{l_{h_{1}.k_{arrow)}}}\}\in \mathit{1}_{\Gamma \mathrm{J}}^{2}(\mathrm{Z}^{\mathit{2}})$ .
Si milarly to Theorem 3.2, the sign of $\mathrm{I}\mathrm{n}\iota\lambda$ detern ines the global solvability of (NLS).
Theorem 4.2 (blowing up or global result) (1) Let $Irn\lambda$ $>0$ . Then, th$\iota c$ solution
$a6$ $\mathrm{i}m$ Theorem 4.1 blows up in positiv , $efi7\iota itc$, tirllc,. Precisely speaking, the $l_{0}^{\prime 2},(\mathrm{Z}^{2})$ ,
norrn of $\{A_{l_{1}.k\underline{\iota}}$ (?) $\}$ tends to $\iota nfi7\iota \mathrm{i}t.q$ at $so7ne$ positive fime.
(2) Let $I7n\lambda\leq 0$ and, in addition, $|Re\lambda|$ $\leq\frac{\underline{\mathrm{Q}}\sqrt{?)}}{\int J-1}|l7$} $l\lambda|$ . Then, there exists a nniqu$‘$?
global $solut\mathrm{i}or\iota$ as $\mathrm{i}m$ Theore $m$ $\mathit{4}$ . 1. Futhermore,
$\{A_{k_{1},k_{2}}(t)\}\in C([0, \infty);\ell\frac{J}{\alpha}(\mathrm{Z}^{\cdot}.))\cap C^{\gamma},1(()0, \infty);l^{\frac{)}{\alpha}}(\mathrm{Z}^{2}))$.
Remark 4.2. As for the global result, it is still open wllethtt the additional condition
$|{\rm Re} \lambda|\leq\frac{2\sqrt{p}}{q_{J}-1}|\mathrm{I}111\lambda|$ is removed or not. $\mathrm{I}\mathrm{n}1$ olll proof, th $\mathrm{l}\mathrm{i}\mathrm{s}$ condition will be applied to
obtain tlle time global estimate of $||\{A_{k_{1}k_{\sim}},,(l)\}||_{\mathit{1}_{\mathrm{J}}(\mathrm{Z}^{\underline{J}})}\supseteq$ . The key to derive tl is esim ate is
Liskevich-Perelmuter’s inequality [16], i.e., if $\mathrm{I}\mathrm{m}\mathrm{A}$ $\leq 0$ allol $| \mathrm{R}\mathrm{t}^{1}\lambda|\leq\frac{2\sqrt{p}}{p-1}|\mathrm{I}\mathrm{n}1\lambda|_{\}$ then it
follows that $\mathrm{I}1\mathrm{U}$ ($\lambda(N(l^{\mathfrak{s}_{1}},)$ $-N(l)2))\overline{(\tau_{1}’-\mathrm{s}_{\mathit{2}}’)})\leq 0$ .
The idea to prove Theorem 4.1 is quite analogous 111 tl1C $1$) $1\mathrm{o}\mathrm{o}\mathrm{f}$ of Theorem 4.1, Na mely,
we red uce (NLS) into ODE syste$1\mathrm{U}$ . To solve tl is ODE syste$1\mathrm{U}$ , we use $\mathrm{s}\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{J}^{\cdot}\mathrm{a}\mathrm{l}$ le mmas
given below.
Lemma 4.3 Let $c\nu$ $>1$ and $\{A_{k_{1},k_{2}}(t)\}\in C$, $([0, T];l^{\frac{}{\alpha}}’(\mathrm{Z}^{2}))$ . Then, we have
(4.2) $N( \sum_{h_{1},h_{2}\in \mathrm{Z}}A_{\mathrm{A}_{1}.\mathrm{A}_{2}}.(t)U(t)\delta_{k_{1}a+\mathrm{A}_{2}b})=|4\pi t|^{-(p-1)/\mathit{2}}‘\sum_{k_{1}k_{arrow)}^{\wedge}\in \mathrm{Z}}\lrcorner\tilde{A}_{\mathrm{A}_{1}\mathrm{A}_{2}}(t)U(t)\delta_{k_{1}a+k_{\Delta}b\prime}$.
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where $\overline{A}_{k_{1}}$ ,Af (w) $=(2\pi)$ $-2-e\mathrm{j}(k_{1}a+k_{2}b)-,/4t\langle N(n^{1}), c^{-i(\mathrm{A}_{1}\theta_{\mathrm{I}}+\mathrm{A}\cdot\theta_{l})}\underline{)}\rangle_{\theta_{1}\mathit{0}}\underline,$ with
$w=w(t_{\mathrm{t}} \theta_{1}, \theta_{2})=\sum_{k_{1},h_{2}\in \mathrm{Z}}A_{k_{1}\mathrm{A}_{2}}(t)e’\epsilon^{J}(k_{1}o+h_{\Delta}b)^{f}/4t-j(k_{4}\theta_{1}+k_{2}\theta_{2})$
and
$\langle f\backslash g\rangle_{\theta_{1},\theta_{2}}=\int_{\mathrm{T}^{2}}f(\theta_{1}, \theta_{2})\overline{g(\theta_{1\backslash }\theta_{\underline{9}})}d\theta_{1^{(}}f\theta_{2}$.
Proof of Lemma 4.3. By using the factorization $\exp(\mathrm{i}t\partial\frac{)}{L})\backslash f=*\eta ID\mathcal{F}_{\mathit{1}}?If$ as in the proof






$|4 \pi t|^{-(p-1)/2}(2\pi)^{-1/2}AIDN(\sum_{\mathrm{A}_{1}.k_{2}}A_{k_{1\backslash }k_{2}}(t)e^{-i(k_{1}ax+k_{J}bx\rangle+i(k_{1}a+k_{\mathit{2}}b\rangle/4t}.)arrow)$ .
Note that, to show the last equality in (4.3), we make use of the gauge invariance of tlre
nonlinearity. Replac ing $ax$ (resp. by’) $\}).\mathrm{y}\theta_{1}$ (resp. $\theta_{2}$ ), we can regard
$N( \sum_{1k k\sim)}A_{k_{1},k_{2}}(t)c^{-i(k_{1}\theta_{1}+k_{\underline{J}}\theta_{\Delta})-\iota(k_{1}a+h_{\Delta}b)^{\underline{\prime}}/4\mathrm{f}}.)$








where we let $C_{k_{1},k_{\mathit{2}}}(t)=(2\pi)^{-1}\langle N(\tau;/)\backslash e^{-j(\mathrm{A}_{1}\theta_{1}+k_{\mathit{2}}t\mathit{1}_{2})}\rangle_{\theta_{1\backslash }\theta_{\mathit{2}}}$ vvhicb is the Foirier coefficient of
$N(\mathcal{U}^{l})$ and rewrote $C_{k_{1\backslash }\mathrm{A}_{\sim^{J}}}(t)$ $=\overline{A}_{k_{1}.\mathrm{A}_{A}}(t)e^{i\langle k_{1}\alpha+kyb)^{2}/4t}\lrcorner$ . Plugging this into (4.3), we obtain
Lemm a 4.3. $\square$
Let us reduce (NLS) into ODE system. By substituting the infinite superposition of
the linear solution $u(t, x)= \Sigma_{k_{1\backslash }k_{2}}A_{k_{1}.k_{\mathit{1}}}(t)\exp(\iota t^{l}d.\frac{\prime}{A}.\rangle$ $\delta_{k_{1}a+k_{\mathit{1}}b}$. into (NLS) and noting that





(4.4) $\sum_{h_{1\backslash }k_{2}}\mathrm{i}\frac{dA_{k_{1\backslash }^{\mathrm{n}}k-_{2}}}{dt}\delta_{k_{1}a+\mathrm{A}_{2}b}$. $=$ $\lambda|4\pi t|^{-(p-1)/2}\sum_{k_{1}\mathrm{A}_{2}}A\check{4}_{k_{1}k_{arrow J}}\delta_{k_{1}a+k_{2}b}$.
Equating the term$1\mathrm{S}$ on both hand sides of (4.4), we arrive at the following ODE system:
(4.5) $\mathrm{i}\frac{dA_{\mathrm{A}_{1\backslash }k_{2}}}{dt}=\lambda|4\pi t|^{-(p-1)/^{r}\underline{J}}\tilde{A}_{\mathrm{A}_{1}k_{2}}$ .
In fact, this identity holds by multiplying (4.4) with a test function $\mathrm{s}\iota 1\mathrm{p}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{t}\mathrm{c}^{\Delta}\mathrm{x}1$ around
$/^{\ulcorner}\cdot=k_{1}a+k_{2}b$ and by shrinking its support. To solve (4.5) with the initial condition
$A_{k_{1}.k_{A}}(0)=\mu_{k_{1},k_{2}}$ , we translate it into the integral equation like
(4.6) $\{A_{k_{1}k_{2}}(t)\}$ $=$ $\{\Phi_{k_{1}k_{2}}(\{A_{j_{1}.j_{2}}(l)\})\}$
$\equiv$ { $l^{\iota_{k_{1\backslash }k_{2}}.\}-?\lambda} \int_{0}’|4\pi\tau|^{-(p-1)/J}\lrcorner${ $A\sim \mathrm{A}_{\rfloor}$ A2 $(\tau)$ } $d\tau$ .
Tl is will be solved by contraction mapping $‘ \mathrm{d}$argument. To this end, we need several
lemm as concerning the nonlinear estim ates.
Lemma 4,4 Let $1<$ a $< \oint\lambda$ a7l)df $=f(\theta_{1}, \theta_{2})\in B_{\underline{?}_{1}\mathit{2}}^{l1}.(\mathrm{T}^{2})$. ’1 $7\iota e7’$ . ate hnoe
(4.7) $|||f|^{p-1}f||_{B_{?,2}^{\mathrm{c}\backslash }\langle \mathrm{T}^{2})}.\leq \mathrm{C}^{\mathrm{Y}},||f||_{I^{\lambda}(\mathrm{T}^{2})}^{p-1},||f||_{B_{\underline{2}}^{\mathrm{e}\iota_{2}}(\mathrm{T}^{arrow)})},\cdot$
Proof of Lemma 4,4. This estil ate is proved by refering to [7, 9]. $\square$
Applying Le mma 4.4, we can estimate tlle sequence $\{_{t}\tilde{4}_{\mathrm{A}_{1}k_{-}},\}(=\{\tilde{A}_{k_{1}k_{2}}(t)\})$ defined in
Le mma 4.3.
Corollary 4.5 Let l $=[0,$T]. $\prime I^{l}hen$ . \prime u)e have
(4.8) $||\{\overline{A}_{k_{7}.k_{2}}\}||_{L^{\mathrm{x}}(\mathit{1}_{1}\ell_{\alpha}^{2}(\mathrm{Z}^{2}\rangle)}\leq C||\{\Lambda_{\mathrm{A}_{1}k\underline{\supset}}\}||_{L^{\lambda}(l.l\frac{)}{\mathrm{o}}(\mathrm{Z}^{2}))^{\backslash }}^{p}$
(4.9) $||\{\tilde{A}_{\mathrm{A}_{1}k_{2}}^{\langle 1\}}\}-\{\overline{A}_{k_{1\backslash }k_{2}}^{(2)}\}||_{L^{\mathrm{x}}(I\ell_{0}^{2}(\mathrm{Z}^{)}))}\lrcorner$
$\leq \mathrm{C}^{\mathrm{v}}(_{j1_{1}2}\max_{=}||\{A_{l_{1}k_{2}}^{(j)}|\}||_{L^{\mathrm{Y}}\langle I;I\acute{\frac{}{a}}(\mathrm{Z}^{2}\rangle))^{p-1}}||\{\Lambda_{\mathrm{A}_{1}.k_{-}}^{\{1)},\}-\{A_{k_{11}\mathrm{A}_{2}}^{(\Delta)}\}||L^{x}(I_{j}l_{\tilde{0}})(\mathrm{Z}^{\underline{c_{2}}}\})\cdot$
Proof of Corollary 4,5. By $\mathrm{P}\mathrm{a}1^{\backslash }\mathrm{s}\mathrm{e}\mathrm{v}\mathrm{a}1’ \mathrm{s}$ identity
1 $\{\overline{A}_{k_{1\prime}k_{2}}(t)\}||_{\ell_{\alpha}^{2}(\mathrm{Z}^{2})}=(2\pi)^{-1}||N(\alpha’(t))||_{I\Gamma(\mathrm{T}-)}‘\iota$”
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where $\iota v(l)=\mathrm{w}(\mathrm{t})\theta_{1},$ $\theta_{1})=\sum_{k_{1},k_{2}\in \mathrm{Z}}A_{k_{1}.\mathrm{A}_{2}}(t)e^{i(k_{1}a+k_{\sim}b)^{\mathit{2}}/4t})e^{-i(k_{1}\theta_{1}+k_{2}\theta_{2})}$ . Applying Lem $\mathrm{n}\mathrm{l}\mathrm{a}$
$4.4$ , we have




Since $||w(t)||_{L(\mathrm{T}^{2})}\infty\leq C||w(t)||_{H^{a}\{\mathrm{T}^{\underline{)}})}=2\pi C||\{A_{k_{1\backslash }k\mathrm{o},\lrcorner},(t)\}||_{\mathit{1}\frac{9}{\alpha}(\mathrm{Z}^{2})}$ , we obtain (4.8). $\mathrm{T}11\mathrm{e}_{J}$ proof
for (4.9) 1ore simply follows. Note that we can not replace $||\{_{/}\overline{4}_{\mathrm{A}_{1}k_{2}}^{(1\rangle}\}-\{\overline{A}_{k_{1},k_{2}}^{(2)}\}||_{L^{\mathrm{n}}(I\ell_{\tilde{0}}^{2}(\mathrm{Z}^{2}))}$
by the weighted $l^{2}$-norni since the nonlinearity $N(u’)$ contains the singularity at ut $=0$ .
$\square$
Proof of Theorem 4.1. Let $\mathit{1}=[0,7^{7}]$ , $||\{l\iota_{k_{1}k_{\vee}})\}||_{p_{a}(\mathrm{Z}^{2})}\mathit{2}\leq\rho_{()}$ and
$\overline{B}_{2\rho_{\mathrm{t})}}=\{\{A_{k_{1}k_{2}}\}\in L^{\infty}(l_{j}t_{\alpha}^{\prime 2}(\mathrm{Z}^{\mathit{2}}‘));||\{A_{k_{1}h_{A}}\}||_{L^{\mathrm{r}}\langle t.p\frac{\prime y}{a}(\mathrm{Z}^{2}))}\leq 2\rho_{0}\}$ .
Note that $\overline{B}_{2\rho 0}$ is closed in $L^{oe}(I;l_{0}^{\mathit{2}}(\mathrm{Z}^{2}))$ . We hrst show that $\{\Phi_{k_{1\backslash }k_{l}}(\{A_{j_{1}j_{2}}\})\}$ in (4.6)
is the contraction map on $\overline{B}_{2\rho_{\mathrm{U}}}$ with the metric of $L^{oe}(I;l_{\hat{0}}^{I^{J}}‘(\mathrm{Z}^{\mathit{2}}‘))$ . By applying Corollary
4.5, it is easy to see that
$||\{\Phi_{\mathrm{A}_{1},k>}.(\{A,\}1,J_{\sim}^{1})\}||_{L(I/\frac{l}{\mathrm{t}1}\langle \mathrm{Z}\rangle)}"\underline’\leq[)_{(\mathrm{J}}+CT^{(\mathrm{f}-p)/\mathit{2}}‘(2/J_{0})^{p}’$.
$||\{\Phi_{\mathrm{A}_{1},k_{\mathit{2}}}.(\{A_{j}^{()};_{j_{\mathit{2}}},\})-\{\Phi_{k_{1}\backslash k)\mu}(\{A_{j_{1\backslash }j\underline{\supset}}^{(2)}\})||_{L^{\lambda}(l_{j}\ell_{0}^{A}(\mathrm{Z}^{\Delta}))}$
$\leq CT^{\langle 3-p)/\underline{)}}(2\rho_{0})^{p-1}||\{A_{k_{1}.k\underline{)}}^{(1)}\}’.-\{A_{k_{1}.k_{\mathit{2}}}^{(2)}\}||_{L^{\mathrm{x}}\langle l.\ell_{0}^{\mathit{2}}(\mathrm{Z}^{\mathit{2}}))}$ .
Thus, taking $T>0$ sufficiently small, we observe tl at $\{\Phi_{\mathrm{A}_{\mathrm{J}},\mathrm{A}_{\mathit{2}}}(\{\lrcorner 4_{j_{1\backslash }\gamma_{\Delta}}.\})\}$ is the can
function $\mathrm{n}1_{C}‘\iota \mathrm{p}$ . This implies that a solution to (4.6) exists in $L^{\alpha_{\lrcorner}}(I;\ell_{\alpha}^{2}(\mathrm{Z}^{2}))$ . Since
$\int_{0}^{t}.|4\pi\tau|^{-(p-1)/2}\{\overline{A}_{k_{1},\mathrm{A}_{\mathit{2}}}\}d\tau$ belongs to $\zeta/(I;\mathit{1}_{\alpha}^{2}(\mathrm{Z}^{y}.arrow))$ by Lebesgue’s convergence Theorem ,
tlle solution is $t_{\alpha}^{Q}(\mathrm{Z}^{2})$ -valuecl continuous function and so it belongs to $\mathrm{t}_{/}^{\prime \mathrm{v}1}((0, \prime \mathit{1}^{\urcorner}];l^{\frac{)}{\alpha}}.(\mathrm{Z}^{2}))$.
The uniqueness of $\{A_{k_{1},h_{2}}(t)\}$ in $C(I; \ell\frac{)}{0}(\mathrm{Z}^{\sim}’))$ follows in tlle standard way. $\square$
Let us next prove Theorem 4.2. To continuate the local sohtion of the ODE system
(4.5) to the global one, we need tillle global boulltl of $||\{A_{k_{\rfloor}k_{arrow)}}(t)\}||_{\ell_{\mathrm{o}}^{\mathit{2}}(\mathrm{Z}^{2})}(\simeq||w(t)||_{B_{[mathring]_{2},\underline{)}}(\mathrm{T}^{2})})$ ,
The estim ate of $||w(t)||_{B_{2.2}^{1}(\mathrm{T}^{2})}$ and the logarithmic Sob olev inequality $\epsilon \mathrm{l}\mathrm{u}\mathrm{e}$ to Brezis-
Gallouet [3] will present this bound.
Lemma 4.6 Let $\{A_{k_{1},k_{2}}\}$ be the solution to $(\mathit{4},\mathit{5})$ in $C([0, ?^{7}];\mathit{1}_{\mathrm{C}1}^{\prime \mathit{2}}‘(\mathrm{Z}^{2}))\cap C^{1}((0,T];$ $p_{\alpha}2(\mathrm{Z}^{2}))$ .
(1) $\prime l’hen$ , ate have




(2) If $I7n\lambda$ $\leq 0$ and $|Re \lambda|\leq\frac{2\sqrt{p}}{p-1}|I7\dagger\lambda|$ , then $u\prime e$ have
(4.11) $||\{A_{k_{\mathrm{J}},\mathrm{A}_{2}}(t)\}||_{\mathit{1}_{1}^{\prime A}(\mathrm{Z}^{\underline{y}})}\leq C_{\}$’
where the $pos$ itive constant $\mathrm{C}’$ does not depend on $T$ .
Proof of Lemma 4.6. According to the ODE system (4.5), $\tau\iota^{1}(t,\theta_{1}, \theta_{2})$ satisfies
(4.12) $\mathrm{i}\partial_{t}w=-(4t^{2})^{-1}(a\partial_{\theta_{1}}+b^{l}\partial_{\theta_{2}})\mathrm{r}’ u)+\lambda|4\pi\ell|^{-\langle p-1)/\mathit{2}}.N(w)$ .
Multiplying $\overline{w}$ on both hand sides of (4.12), $\backslash \mathrm{v}^{1}$‘ have
$\frac{\iota f}{dt}||u’(t)||_{L^{2}(\mathrm{T}^{2})}arrow\cdot=2\mathrm{I})111\lambda|4\pi t|^{(_{I}-1)/2}’||u’(t)||_{L^{|J\{1}(\mathrm{T}^{\mathit{2}})}^{p+\mathrm{t}}$.
Note that $||w(l)||_{L^{2}(\mathrm{T}^{2})}^{2}=(2\pi)^{2}||\{A_{k_{1},k_{l}}.(t)\}||_{\mathit{4}_{0}^{\mathit{2}}(\mathrm{Z}^{J})}‘$. by $\mathrm{P}\mathrm{a}\iota\cdot \mathrm{i}\mathrm{e}\mathrm{v}_{\dot{C}}\iota 1’ \mathrm{s}$ identity. Then, we obtain
(4.10). Let us next prove (4.11). We 1eze relll $.\mathrm{d}\mathrm{J}^{\cdot}\mathrm{k}$ tl at, since the second order differentia-
tion on the right hand side of (4.12) is degenerated, tlle $\ell\frac{J}{1}(\mathrm{Z}^{\mathit{2}})$ estimate of $\{A_{k_{1}k_{2}}(t)\}$ , (or
equivalently $H^{1}(\mathrm{T}^{2})$ -estilllate of $w(t))$ is not derived $\mathrm{a}11\mathrm{a}1_{1)}\mathrm{g}\mathrm{o}\mathrm{u}\mathrm{s}1\mathrm{y}$ in the proof of Lemma
3.5 (2). However, we establish the desired esti mate by taking advan tage of the nonliu-
eai dissipation. Applying $\mathrm{c}^{l}J_{\theta_{j}}(j=1_{\backslash }2)$ to (412) and taking the imaginary part after
multiplying $\overline{\partial_{\theta_{j}}v’}$ , we have
$\frac{d}{(ft}||\partial_{\theta_{j}}w(t)||_{L^{2}(\mathrm{T}^{2})}^{2}=|4\pi l|^{-(p-1)/2}\cdot 2\mathrm{I}_{\mathfrak{Q}1}$ $(\lambda\langle\acute{c}J_{\theta}\dot,N(n’(t))_{\backslash }\partial_{\theta_{j}}u)(t)\rangle_{\theta_{1}.\theta_{2}})$ .
Note that, if $\mathrm{I}_{1}\mathrm{u}\lambda\leq 0$ and $|{\rm Re}| \leq\frac{\underline{9}\sqrt{\int J}}{p-1}\mathrm{I}111\lambda$ , Liskevich-Perelm uter’s inequality [16] gives
Ln $(\lambda\langle\partial_{\theta_{j}}N(u/(t))_{\backslash }\partial_{\theta_{\mathrm{j}}}u)(t)\rangle_{\theta_{1}.\theta_{2}})\leq 0$.
Accordingly, $||c^{\mathrm{J}}?_{\theta_{j}}w(t)||_{L\prime(\mathrm{T}^{2})}\supset\leq||’\partial_{\theta_{j}}w(f_{0},)||_{L^{A}(\mathrm{T}^{l})}$ for $t>t_{\zeta)}$ , which implies that
$||\{\lambda j_{j}A_{\mathrm{A}_{1},k_{2}}.(t)\}||_{\ell_{\acute{\overline{1}}}(\mathrm{Z}^{2})}\leq||\{\lambda_{j}.A_{k_{1},\mathrm{A}_{2}}(l_{0})\}||_{\mathit{1}_{1}^{2}(\mathrm{Z}^{2})}$ .
By taking $t_{0}>0$ sufficiently small, the local existence argument as in the proof of Theorem
4.1 gives $||\{k_{j}.A_{k_{1},k_{2}}(t)\}||_{\ell_{\downarrow}^{2}(\mathrm{Z}^{2})}\leq 2\rho_{0}$ if $0<t$ $<t_{0}$ . Hence, we obtain (4.11). $\square$
Lemma 4.7 (Brezis-Gallouet) Let $\alpha$ $>1$ . Then, there exists some positive constant
$\mathrm{C}_{\alpha}^{\mathrm{Y}}$, depending only on $\alpha$ such that
(4.13) $||f||_{L^{\varpi}(\mathrm{T}^{2})}\leq C_{\alpha}(1+$
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Proof of Lemma 4.7. We refer to [3]. !]
We are now in the position to prove Tl$\mathrm{l}\mathrm{e}\mathrm{x}$) $\mathrm{r}\mathrm{e}\mathrm{m}$ $4.2$ .
Proof of Theorem 4.2. We first prove Theorem 4.2 (1). By Holder’s inequality,
$||\alpha|(l)||_{L^{\gamma)+1}(\mathrm{T}^{\mathit{2}})}^{p+1}\geq(2\pi)^{-\langle p-1)}||w(t)||_{L\sim(\mathrm{T}^{\mathit{2}})}^{\mathit{1}_{\supset}^{y+1}}$ . Then, by Lem na 4.6 (4.10), vxe have
$\frac{d}{dt}||\{A_{k_{1}ik_{2}}.(t)\}||_{2}^{\frac{y}{\ell}}.0\geq C\mathrm{I}\mathrm{n}1\lambda t^{-(p-1)/2}||\{A_{k_{1}7k_{2}}(t)\}||_{l_{\mathrm{O}}^{\Omega}}^{p+1}$ .
Solving this differential inequality, we observe the blowing-up of $l_{0}^{2}$-norm. We next prove
Theorem 4.2 (2), Making use of (4.12) alld Lemma a 4.4, we see that
(4.14) $\frac{d}{dt}||u)(t)||^{\frac{j}{H}}\alpha(\mathrm{T}^{2})$ $\leq$ $\mathrm{C}’,|t|^{-(p-1)/\mathit{2}}||N(u’(\mathrm{f}))||_{H^{\mathrm{t}\}}(\mathrm{T}^{\mathit{1}})}||w(t)||_{H^{\mathrm{Q}}(\mathrm{T}^{2})}$
$\leq$ $C’,|t|^{-(p-1)/\mathit{2}}||u)(t)||_{L^{\lambda}(\mathrm{T}^{\underline{7}})}^{p-1}||w(t)||_{H^{\alpha}(\mathrm{T}^{A})}^{2}$
Then, Le mma 4.6 (4.11) and Lcanm a 4.7 yield
(4.15) $||\iota v(t)||_{L^{\lambda}(\mathrm{T}^{2})}$ $\leq$
$\leq$
Plugging (4.15) into (4.14), we have the following differential inequality
$\frac{d}{dt}||w(t)||_{H^{\mathrm{Q}}\langle \mathrm{T}^{2})}$ $\leq$ $C|t|^{-(p-1)/2}(\log(2+||u’(t)||_{H^{\circ}(\mathrm{T}^{\underline{2}})}))^{(p-\mathrm{J})/\underline{)}}||u\}(t)||_{lf\iota(\mathrm{T}^{\mathit{2}}\rangle}$
‘
$\leq$ $C’,|t|^{-(p-1)/\underline{>}}(\log(2+||w(t)||_{H^{\circ}(\mathrm{T}^{2})}))^{(p-1)/2}(2+||w(t)||_{H^{\alpha}(\mathrm{T}^{\mathit{2}})})$.
$\mathrm{R}\cdot 0\ln$ th is inequality, it follows that
$\frac{d}{dt}$ Jog $(2+||\iota\iota)(l)||_{H^{\circ}(\mathrm{T}^{2}\rangle})\leq C|t|^{-(p-1)/2}(\log(2+||u’(t)||_{H^{\mathrm{Q}}}))^{(\mathrm{p}-1)/\mathit{2}}$
Thus, $||\{A_{k_{1},k_{\mathit{2}}}(t)\}||_{\ell_{\alpha}^{2}(\mathrm{Z}^{\mathit{2}})}=(2\pi)^{-1}||w(t)||_{H^{\prime 3}(\mathrm{T}^{2})}\leq Ce^{t}<$ cc for $t\in[0, \mathrm{T}^{1}]$ with the positive
constant $C$ independent of $T$ . Hence, the local solution $\{A_{\mathrm{A}_{1_{i}}\mathrm{A}_{2}}(t)\}$ is continuated into tlle
global one. $\square$
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