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Abstract
In this paper we generalize the well-known notions of affine arclength
and affine hypersurface measure to submanifolds of any dimension d in Rn,
1 ≤ d ≤ n− 1. We show that a canonical affine invariant measure exists
and that, modulo sufficient regularity assumptions on the submanifold,
the measure satisfies the affine curvature condition of D. Oberlin with an
exponent which is best possible. The proof combines aspects of Geometric
Invariant Theory, convex geometry, and frame theory. A significant new
element of the proof is a generalization to higher dimensions of an earlier
result [10] concerning inequalities of reverse Sobolev type for polynomials
on arbitrary measurable subsets of the real line.
1 Introduction
Many of the deep questions in harmonic analysis, including Fourier restriction,
decoupling theory, or Lp-improving estimates for geometric averages, deal with
certain operators associated to submanifolds of Euclidean space. In most cases,
the “nicest possible” submanifolds are, informally, as far as possible from lying
in any affine hyperplane. Many of these problems also exhibit natural affine
invariance, meaning that when the underlying Euclidean space is transformed by
a measure-preserving affine linear mapping, the the relevant quantities (norms,
etc.) are unchanged. This simple observation leads naturally to the question
of how in general to properly quantify this sort of well-curvedness in a way
that respects affine invariance. Of the many approaches to this question, one
particularly successful strategy has been the use of the so-called affine arclength
measure for curves and the analogous notion of affine hypersurface measures
(sometimes called the equiaffine measure). In the former case, affine arclength
is defined on a curve parametrized by γ : I → Rn by∫
fdµ
A
:=
∫
I
f(γ(t))
∣∣∣det(γ′(t), . . . , γ(n)(t))∣∣∣ 2n(n+1) dt,
∗Partially supported by NSF grant DMS-1361697.
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while equiaffine measure on the graph (x, ϕ(x)) over U ⊂ Rn−1 is given by∫
fdµ
A
:=
∫
U
f(x, ϕ(x))| det∇2ϕ(x)| 1n+1dx,
where ∇2ϕ is the Hessian matrix of second derivatives of ϕ. Though these
measures were well-known outside harmonic analysis for quite some time (see,
for example, [13,18]), their first appearances within the field are somewhat more
recent, in work of So¨lin [24] (in two dimensions, generalized later by Drury
and Marshall [7]) and Carbery and Ziesler [2], respectively. Both measures
have the property that they are independent of the parametrization and that
they are unchanged when the curve or surface is transformed by a measure-
preserving affine mapping. These measures and certain “variable coefficient”
generalizations to families of curves and hypersurfaces have played a central role
in the Fourier restriction problem as well as the problem of characterizing the
Lp–Lq mapping properties of geometrically-constructed convolution operators,
two problems which have been of sustained interest for many years [3–6, 12, 19,
22, 25, 26].
The deep connections between analysis and geometry enjoyed by affine ar-
clength and hypersurface measures naturally lead to the problem of generalizing
these objects to manifolds of arbitrary dimension or even to abstract measure-
theoretic settings. One particularly interesting approach is due to D. Oberlin
[20] (which generalizes an earlier observation of Graham, Hare, and Ritter [9]
in one dimension), who introduced the following condition on nonnegative mea-
sures µ associated to submanifolds: a measure µ on a d-dimensional immersed
submanifold of Rn will be said to satisfy the Oberlin condition with exponent
α > 0 when there exists a finite positive constant C such that for every K in
the set Kn of compact convex subsets of Rn,
µ(K) ≤ C|K|α, (1)
where |K| represents the usual Lebesgue measure of K in Rn. When restricted
to the class of balls with respect to the standard metric on Rn, the condition (1)
becomes a familiar inequality from geometric measure theory. Unlike in that
setting, here the exponent α measures not just dimension of the measure, but
also a certain kind of curvature (for the simple reason that (1) cannot hold for
any α > 0 when µ is supported on a hyperplane, which can be seen by taking K
to be increasingly thin in the direction transverse to such a hyperplane). Oberlin
observed that this condition is necessary for Fourier restriction or Lp-improving
estimates to hold; in particular,(∫
|fˆ |qdµ
) 1
q
. ||f ||Lp(Rn) ∀f ∈ Lp(Rn)⇒ µ(K) . |K|
q
p′ ∀K ∈ Kn
and
||f ∗ µ||Lq(Rn) . ||f ||Lp(Rn) ∀f ∈ Lp(Rn)⇒ µ(K) . |K|
1
p
− 1
q ∀K ∈ Kn,
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where ·ˆ is the Fourier transform, ∗ is convolution. Here and throughout the
paper, the notation A . B means that there is a finite positive constant C
such that A ≤ CB and this constant C is independent of the relevant variables
(functions and sets in this case) appearing in the expressions or quantities A
and B. By virtue of known results for these two problems, the affine arclength
and hypersurface measures must satisfy (1) for appropriate exponents α when
suitable regularity hypotheses on the submanifolds are imposed.
The significance of the Oberlin condition (1) for curves and hypersurfaces in
Rn is that, up to a constant factor, the affine arclength and affine hypersurface
measures on an immersed submanifold are the unique largest measures on the
manifolds satisfying (1) when α = 2/(n2 + n) and α = (n− 1)/(n+ 1), respec-
tively. More precisely, in the case of hypersurfaces (first established by Oberlin
[20]), if µ is any nonnegative measure on an immersed hypersurface M ⊂ Rn,
if µ satisfies (1) with α = (n+ 1)/(n− 1), then µ . µ
A
for affine hypersurface
measure µ
A
(where . here means µ(E) . µ
A
(E) uniformly for all Borel sets E).
Moreover, subject to certain algebraic limits on the complexity of the immersion,
µ
A
itself satisfies (1) for this same exponent. The condition (1) also turns out
to be equivalent to the boundedness of certain geometrically-constructed mul-
tilinear determinant functionals [11] and leads to a natural affine generalization
of the classical Hausdorff measure [21].
This paper examines the Oberlin condition for arbitrary d-dimensional sub-
manifolds of Rn (where 1 ≤ d ≤ n) and characterizes it in the case of maximal
nondegeneracy. Specifically, the analogous results to those just mentioned above
are established in all dimensions and codimensions: an affine invariant measure
is constructed which is essentially the largest-possible measure satisfying the
Oberlin condition for the largest nontrivial choice of α. To say that α is non-
trivial means simply that there is a nonzero measure, satisfying (1) for this α,
on some immersed submanifold of the given dimension and codimension. As in
the case of curves and hypersurfaces, the largest nontrivial α can be understood
as a ratio of the intrinsic dimension of the submanifold and its “homogeneous
dimension,” which captures information about scaling and curvature-like prop-
erties to be measured. The correct value of homogeneous dimension is defined
as follows: when d and n are fixed, let the homogeneous dimension Q be defined
to be the smallest positive integer which equals the sum of the degrees of some
collection of n distinct, nonconstant monomials in d variables (see Figure 1).
The main result of this paper is Theorem 1:
Theorem 1. Suppose M is an immersed d-dimensional submanifold of Rn
equipped with a nonnegative measure µ. Then the following are true:
1. If (1) holds for µ with exponent α > d/Q, then µ is the zero measure.
2. There is a nonnegative measure µ
A
on M such that if (1) holds for µ
when α = d/Q, then µ . µ
A
.
3. Under certain algebraic constraints on the immersion of M in Rd (which
are satisfied globally for polynomial embeddings and locally for real analytic
embeddings), µ
A
satisfies the Oberlin condition (1) with α = d/Q.
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Figure 1: This plot shows the homogeneous dimension Q as a function of n
for d fixed. The graph is piecewise linear with slope k + 1 from the point
(
(
d+k
d
)− 1, kdd+1(d+kd )) to the point ((d+k+1d )− 1, (k+1)dd+1 (d+k+1d )) for each k ≥ 1.
4. There is a d-dimensional submanifold M of Rn for which µ
A
has every-
where strictly positive density with respect to Lebesgue measure on M and
satisfies (1) with α = d/Q.
Condition 2 shows that the measure µ
A
to be constructed (which is intrin-
sic, invariant under measure-preserving affine linear transformations of Rn, and
agrees up to normalization with affine arclength and equiaffine measure when
d = 1, n− 1, respectively) is, up to a constant factor, the unique maximal mea-
sure on M which satisfies (1) for α = d/Q. This extends the result of Oberlin
for equiaffine measure [20] to submanifolds of any dimension.
The structure of the rest of this paper is as follows. In Section 2, the measure
µ
A
is constructed by combining ideas of Kempf and Ness [17] from Geometric
Invariant Theory together with a simple but far-reaching observation that any
covariant tensor field on a manifold can be used to construct an associated
measure on that manifold in a way that generalizes the relationship between
the Riemanninan metric tensor and the Riemannian volume. In particular, the
measure µ
A
will be the measure associated to an “affine curvature tensor” on
the manifoldM immersed in Rn. After these constructions are complete, Parts
1 and 2 of Theorem 1 follow in a rather immediate way.
Section 3 is devoted to the proof of Parts 3 and 4 of Theorem 1. Part 3 is
proved by first generalizing Theorem 1 of [10] to higher dimensions. The result,
Lemma 4, is interesting in its own right and will have important implications for
the theory of Lp-improving estimates for averages over submanifolds in much
the same way that Theorem 1 of [10] formed the basis for a new proof of a
restricted version Tao and Wright’s result [28] for averages over curves. The
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final part of Section 3 shows that the measure µ
A
is not trivial by constructing
submanifolds on which it is possible to say with certainty that the density of µ
A
with respect to Lebesgue measure is never zero. Finally, Section 4 establishes
uniform estimates for the number of nondegenerate solutions of certain systems
of equations. These estimates are important for Part 3 of Theorem 1.
2 Affine geometry and necessity
2.1 Geometric Invariant Theory
The main ideas and results from Geometric Invariant Theory that will be used
in this paper come from the seminal work of Kempf and Ness [17] and its subse-
quent extension to real reductive algebraic groups by Richardson and Slodowsky
[23]. The idea of interest is that, for suitable representations of such groups, one
can study group orbits by understanding the infimum over the orbit of a certain
vector space norm. For the purposes of this paper, it suffices to consider only
representations of SL(d,R) or SL(m,R) × SL(d,R) on vector spaces of tensors.
In this context, the associated minimum vectors can be understood as normal
forms of tensors and the actual numerical value of the infimum carries meaning-
ful and important quantitative information about these tensors (in contrast to
the usual situation in GIT in which one cares only about whether the infimum
is zero or nonzero and whether or not it is attained).
To begin the construction, suppose that A is any k-linear functional on a
real vector space V of dimension d. Appropriating the Kempf-Ness minimum
vector calculations of GIT, it becomes possible to canonically associate a density
functional µ
A
: V d → R≥0 to any such A. Specifically, for any such A and any
vectors v1, . . . , vd, let µA(v1, . . . , vd) be the quantity given by
µ
A
(v1, . . . , vd) := inf
M∈SL(d,R)
d∑
j1,...,jk=1
∣∣∣∣∣∣
d∑
i1,...,ik=1
A(Mj1i1vi1 , . . . ,Mjkikvik )
∣∣∣∣∣∣
2

d
2k
.
(2)
Before showing that the quantity (2) is a density functional, it is worthwhile
to acknowledge the algebraic structure that lies behind it. When the d-tuple
of vectors v := (v1, . . . , vd) ∈ V d are linearly independent, one may define a
representation ρv· : SL(d,R)× V → V by setting
ρvM (vj) :=
d∑
i=1
Mijvi (3)
for each j = 1, . . . , d and then extending to all of V by linearity. This represen-
tation extends to act on k-linear functionals by duality, i.e.,
(ρvMA) (vj1 , . . . , vjk) := A(ρvMT vj1 , . . . , ρvMT vjk),
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where MT is the transpose of M . If we further define a norm on the space of
k-linear functionals by means of the formula
||A||2v :=
d∑
j1=1
· · ·
d∑
jk=1
|A(vj1 , . . . , vjk)|2
then the formula (2) becomes
µ
A
(v1, . . . , vd) =
(
inf
M∈SL(d,R)
||ρvMA||v
) d
k
.
To see that µ
A
is a density as promised, the first step is to demonstrate that
µ
A
(v1, . . . , vd) = 0 when v1, . . . , vd are linearly dependent. In this case, there
must exist an invertible matrix M such that
∑d
i=1M1ivi = 0, and without loss
of generality, one may assume that this matrix M has been normalized so as to
belong to SL(d,R). Now for each t > 0, let M (t) be the transpose of the matrix
obtained by scalar multiplying the first row of M by td−1 and all remaining
rows by t−1. These matrices M (t) belong to SL(d,R) for all t > 0, and
ρvM(t)A = t−kρvMA
by multilinearlity of A because
A(M (t)j1i1vi1 , . . . ,M
(t)
jkik
vik) = t
−kA(Mj1i1vi1 , . . . ,Mjkikvik) (4)
by homogeneity if each j1, . . . , jk is not equal to one, and if any index jℓ does
equal one, then both sides vanish, making the equality (4) true trivially. Taking
t → ∞ shows that the infimum in (2) over all SL(d,R) must vanish when
v1, . . . , vd are linearly dependent.
Now let T be any linear transformation of V . When v1, . . . , vd are linearly
dependent or when T is not invertible, Tv1, . . . , T vd will be linearly dependent,
so it must hold that
µ
A
(Tv1, . . . , T vd) = | detT |µA(v1, . . . , vd) = 0.
Otherwise, when v1, . . . , vd are linearly independent and T is invertible, there is
a matrix P ∈ GL(d,R) with detP = detT such that Tvj =
∑d
i=1 Pjivi for each
j = 1, . . . , d. Factor P as ±| detP | 1dP ′ for some P ′ with | detP ′| = 1 in general
and detP ′ = 1 when d is odd. Once again, by multilinearity of A,
d∑
j1,...,jk=1
∣∣∣∣∣∣
d∑
i1,...,ik=1
A(Mj1i1Tvi1 , . . . ,MjkikTvik)
∣∣∣∣∣∣
2
= | detT | 2kd
d∑
j1,...,jk=1
∣∣∣∣∣∣
d∑
i1,...,ik,ℓ1,...,ℓk=1
A(Mj1i1P ′i1ℓ1vℓ1 , . . . ,MjkikP ′ikℓkvℓk)
∣∣∣∣∣∣
2
= | detT | 2kd
d∑
j1,...,jk=1
∣∣∣∣∣∣
d∑
i1,...,ik=1
A((MP ′)j1i1vi1 , . . . , (MP ′)jkikvik )
∣∣∣∣∣∣
2
. (5)
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Since SL(d,R) is a group, the set of matrices of the form MP ′ when M ∈
SL(d,R) is itself exactly SL(d,R) assuming that detP ′ = 1. If detP ′ = −1,
then the matrices MP ′ for M ∈ SL(d,R) are exactly those matrices N which
belong to SL(d,R) after the first two rows of N are interchanged. Since (5)
is invariant under permutations of the rows of MP ′, it follows in both cases
(detP ′ = ±1) that
inf
M∈SL(d,R)
d∑
j1,...,jk=1
∣∣∣∣∣∣
d∑
i1,...,ik=1
A((MP ′)j1i1vi1 , . . . , (MP ′)jkikvik)
∣∣∣∣∣∣
2
= [µ
A
(v1, . . . , vd)]
2k
d ,
which gives the desired identity
µA(Tv1, . . . , T vd) = | detT | µA(v1, . . . , vd)
for any v1, . . . , vd and any linear transformation T , as asserted.
Example. It is illuminating to compute µ
A
in the specal case when A is a
symmetric bilinear form. Fix linearly independent vectors v1, . . . , vd and define
the matrix A by Aij := A(vi, vj). It follows that
(ρvMA)(vj1 , vj2) = (MAMT )j1j2 and ||ρvMA||2v = tr(MAMTMAMT ).
Now MAMTMAMT is symmetric and positive semidefinite, so its eigenvalues
are all nonnegative. Thus the AM-GM inequality implies that
d(det(MAMTMAMT ))
1
d ≤ tr(MAMTMAMT )
with equality when all eigenvalues are equal (which, when A is invertible, can be
attained for some M ∈ SL(d,R) by building M from a basis of unit-length eigen-
vectors of A with respect to some inner product and then rescaling the eigenvec-
tors appropriately). Because detM = 1, det(MAMTMAMT ) = (detA)2 and
therefore
µ
A
(v1, . . . , vd) = d
d
4 | detA| 12 .
In particular, on a Riemannian manifold, setting A equal to the metric tensor
g yields a tensor density µ
A
which is exactly equal to a dimensional constant
times the corresponding Riemannian volume density.
At this point, the reader may be somewhat understandably disappointed by
the abstract nature of the infimum appearing in (2) since it is not immediately
apparent how to compute the infimum in finitely many operations. However,
the abstract nature of the definition (2) turns out to be a blessing rather than
a curse, because it effectively allows the analysis to entirely sidestep the very
deep and rich algebraic question of what (2) computes. It turns out that (2) is
deeply connected, both algebraically and analytically, to the problem of finding
polynomials in the entries of the tensor Aj1,...,jk = A(vj1 , . . . , vjk) which are
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invariant under the action of the representation ρv· . Hilbert [14] showed that,
when the group SL(d,R) is replaced by SL(d,C), there are finitely many poly-
nomials invariant under the action of SL(d,C) which generate the algebra of all
such invariant polynomials. From this fact it is easy to see that the same result
must be true for SL(d,R) itself. A vast body of literature shows (via Weyl’s uni-
tarian trick) shows that the same result holds for representations of any group
G which is a real reductive algebraic group (which, as far as the present paper
is concerned, is a class which includes SL(d,R) and is closed under Cartesian
products). It is possible in principle to compute these polynomials explicitly in
finite time (see Sturmfels [27]), but in general going about the calculation in this
way is somewhat unwieldy and akin to the computation of the determinant via
its permutation expansion rather than by more efficient, symmetry-exploiting
techniques. In any case, the density (2) simultaneously captures the behavior
of all invariant polynomials at once, as demonstrated by the following lemma:
Lemma 1. Suppose that G is a real reductive algebraic group and that ρ is a
G-representation on some finite-dimensional real vector space V equipped with
a norm || · ||. Let p1, . . . , pN be any collection of homogeneous polynomials of
positive degree in V which generate the algebra of all G-invariant polynomials.
Then there exist constants 0 < C1 ≤ C2 <∞ such that
C1 max
j=1,...,N
|pj(A)|
1
dj ≤ inf
M∈G
||ρMA|| ≤ C2 max
j=1,...,N
|pj(A)|
1
dj for all A ∈ V. (6)
Proof. To prove the first inequality, observe by scaling that
||pj ||
− 1
dj
∞ |pj(A)|
1
dj ≤ ||A||
for all j and all A ∈ V , where ||pj ||∞ is the supremum of pj on the unit sphere
of || · ||. Moreover, because each pj is invariant under ρ,
||pj||
− 1
dj
∞ |pj(A)|
1
dj = ||pj ||
− 1
dj
∞ |pj(ρMA)|
1
dj ≤ ||ρMA||,
so taking an infimum in M and a supremum in j gives[
min
j=1,...,N
||pj ||
− 1
dj
∞
]
max
j=1,...,N
|pj(A)|
1
dj ≤ inf
M∈G
||ρMA||.
To prove the reverse inequality, suppose for the sake of contradiction that it
does not hold for any finite C. Because the inequality is homogeneous in the
norm || · ||, its failure would imply that one could find a sequence Ak with
infM ||ρMAk|| = 1 for all k such that
max
j
|pj(Ak)|
1
dj ≤ k−1 inf
M∈G
||ρMAk|| = k−1.
Moreover, by replacing Ak by ρMkAk for suitable Mk and taking a subsequence
by compactness, it may be assumed that Ak converges to some A in the unit
8
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Figure 2: In the diagram above, squares represent points in Z×Z. The index set
Λd,n is simply the union of the first n columns, and the homogeneous dimension
Q is simply the cardinality of Λd,n. In terms of the tensor Ap, the number of
boxes in each column indicates how many derivatives are applied to f in the
corresponding factor of the wedge product (or equivalently, the corresponding
column of the matrix).
sphere as k → ∞. By continuity of the polynomials pj , pj(A) = 0 for all
j. Therefore A belongs to the so-called nullcone of the representation and by
the real Hilbert-Mumford criterion, first proved by Birkes [1], there must exist a
one-parameter subgroup ρexp(tX) of G such that ρexp(tX)A → 0 as t→∞. This,
of course, implies that infM ||ρMA|| = 0. However infM ||ρMAk|| = 1 for all k
implies that ||ρMAk|| ≥ 1 for all M ∈ G and all k, which means by continuity
that ||ρMA|| ≥ 1 for all M , so infM ||ρMA|| = 0 must be contradicted.
The inequality (6) shows that the numerical value of µ
A
(v1, . . . , vd) is, in
rough analogy with the symmetric bilinear form example just examined, com-
parable to the maximum of appropriate powers of the invariant polynomials
applied to Aj1,...,jk = A(vj1 , . . . , vjk). It is also worth observing that when
many invariant polynomials exist (which, unlike the symmetric bilinear form
case, is generally the more common situation), the nullcone of tensors A for
which µ
A
= 0 will have codimension greater than one. In terms of affine cur-
vature, this will mean that for general submanifolds of dimension d in Rn, it is
typically “easier” to have nonvanishing affine curvature than it is in the case of
hypersurfaces because the space of “flat” Taylor polynomial jets which must be
avoided is often of codimension greater than one.
2.2 Construction of the affine curvature tensor and asso-
ciated measure
We move now to the construction of a covariant tensor which captures the affine
curvature we are interested in. This tensor will be given an associated density
using the formula (2) which can be integrated to give a canonical measure on
immersed submanifolds M⊂ Rn.
Suppose that M is a manifold of dimension d which is equipped with a
smooth immersion f : M → Rn. For convenience, let the values of f be
regarded as column vectors. For any positive integer j, let κj be the smallest
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integer such that the dimension of the space P
κj
d of real polynomials of degree
κj in d variables has dimension at least j + 1, and let Λd,n be the index set
Λd,n := {(j, k) ∈ Z× Z | 1 ≤ j ≤ n and 1 ≤ k ≤ κj } .
The index set Λd,n is represented pictorially in Figure 2 as the first n columns of
boxes. The cardinality of Λd,n is exactly the homogeneous dimension Q defined
in the introduction. We are going to define a Q-linear covariant tensor Ap at
each point p ∈ M which captures the affine geometry of the immersion f . We
will denote the action of Ap on Q-tuples of vectors by either
Ap(X1, . . . , XQ) or Ap((Xλ)λ∈Λd,n)
depending on which approach is most convenient at the moment (where we
lexicographically order the elements of Λd,n when such an order is not otherwise
specified).
Now for any finite sequence of vector fields Xλ indexed by λ ∈ Λd,n, let
Ap((Xλ)λ∈Λd,n) :=det(X(1,1)f(p) ∧ · · · ∧
X(j,1) · · ·X(j,κj)f(p) ∧ · · · ∧X(n,1) · · ·X(n,κn)f(p)).
(7)
Here the determinant of an n-fold wedge of vectors in Rn is understood to
equal the determinant of the n × n matrix whose columns are the factors of
the wedge (technically these factors are not unique, but the antisymmetry of
the determinant and of wedge products guarantees the same determinant for
any factorization). In other words, (7) equals the determinant of an n × n
matrix whose j-th column is the column vector X(j,1) · · ·X(j,κj)f(p). (Note also
that the lexicographic order on Λd,n corresponds exactly to the order that each
λ ∈ Λd,n appears in the above formula when moving from left to right; with
respect to Figure 2, the order is left-to-right followed by bottom-to-top.)
This object Ap will be called the affine curvature tensor at p. First observe
that it is certainly linear in Xλ for each λ ∈ Λd,n. To see that Ap depends only
on the pointwise values of the Xλ at p and not any derivatives of these vector
fields, it suffices to show that any single one of the vector fields Xλ may be
replaced by any other vector field X ′λ agreeing with Xλ at p without changing
the value of Ap. For any indices λ = (j, k) such that κj = 1, this invariance
under replacement follows immediately from the fact that these vector fields
appear alone in their own column (i.e., the formula (7) contains no derivatives
of Xλ to begin with). For any λ = (j, k) with κj > 1, the identity
X(j,1) · · ·X(j,k) · · ·X(j,κj)f(p)−X(j,1) · · ·X ′(j,k) · · ·X(j,κj)f(p)
= X(j,1) · · ·X(j,k−1)[X(j,k−1), X(j,k) −X ′(j,k)]X(j,k+1) · · ·X(j,κj)f(p)
+ · · ·+ [X(j,1), X(j,k) −X ′(j,k)]X(j,2) · · · X̂(j,k) · · ·X(j,κj)f(p)
(where ·̂ indicates omission of X(j,k) in its usual place) shows that Ap vanishes
when Xλ is replaced by Xλ−X ′λ: the number of columns of the matrix in (7) for
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which f is differentiated to some order between 1 and κj − 1 is strictly greater
than the dimension of the vector space generated by such operators, so there
must be linearly dependent columns in the matrix, which forces Ap to vanish.
The measure µ
A
on the submanifold which will be shown under suitable
additional hypotheses to satisfy (1) is exactly that measure whose density is
given from the tensor Ap by the formula (2).
2.3 Proof of Parts 1 and 2 of Theorem 1
We begin with the following elementary lemma which gives an estimate for the
volume of the convex hull of certain sets S ⊂ Rn:
Lemma 2. Suppose S ⊂ Rn is a compact set containing the origin, and let K
be its convex hull. There exist v1, . . . , vn ∈ S such that the sets
K1 :=
{
v ∈ Rn
∣∣∣∣∣ v =
n∑
i=1
civi for coefficients ci such that
n∑
i=1
|ci| ≤ 1
}
and
K∞ :=
{
v ∈ Rn
∣∣∣∣∣ v =
n∑
i=1
civi for coefficients ci ∈ [−1, 1], i = 1, . . . , n
}
satisfy
K1 ⊂ K ⊂ K∞. (8)
In particular,
2n
n!
| det(v1 ∧ · · · ∧ vn)| ≤ |K| ≤ 2n| det(v1 ∧ · · · ∧ vn)|. (9)
Proof. Let V be the unique vector subspace of Rn of smallest dimension which
contains S (where uniqueness holds because the intersection of two subspaces
containing S would be a subspace of smaller dimension also containing S). Let
m denote the dimension of V , and let detV be any nontrivial alternatingm-linear
form on V . Let (v1, . . . , vm) ∈ Sm be any m-tuple at which the maximum of
the function
(v1, . . . , vm)→ | det
V
(v1 ∧ · · · ∧ vm)|
is attained. Since S is not contained in any subspace of smaller dimension,
| detV (v1 ∧ · · · ∧ vm)| > 0 unless m = 0 (in which case S = {0} and the lemma
is trivial). Now by Cramer’s rule, for any v ∈ V ,
v =
m∑
i=1
(−1)i−1 detV (v ∧ v1 ∧ · · · ∧ v̂i ∧ · · · ∧ vm)
detV (v1 ∧ · · · ∧ vm) vi,
where, in this case, the circumflex ·̂ indicates that a vector is to be omit-
ted from the determinant. In the particular case when v ∈ S, the m-tuple
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(v, v1, . . . , v̂i, . . . , vm) belongs to the set S
m over which the supremum of | detV |
was taken; therefore each numerator has magnitude less than or equal to the
denominator. Thus S belongs to the parallelepiped
P :=
{
v ∈ Rn
∣∣∣∣∣ v =
m∑
i=1
civi for some c1, . . . , cm ∈ [−1, 1]
}
.
Since P is convex and contains S, it must contain K as well. To establish
the lemma, we extend the sequence v1, . . . , vm to a sequence of length n by
fixing vj = 0 for j > m. Trivially P = K∞ for this choice, so the containment
K ⊂ K∞ must hold. For the remaining containment, observe that v1, . . . , vn
must belong to K since they belong to S. Therefore, by convexity of K, the
set K1 must be contained in K. The volume inequality (9) follows from the
elementary calculation of the volumes of K1 and K∞.
With Lemma 2 in place, we turn now to the proof of Parts 1 and 2 of
Theorem 1. Pick any point p ∈ M and fix any smooth coordinate system
(t1, . . . , td) near p so that the immersion f :M→ Rd may be regarded in these
coordinates as a function from a 3δ neighborhood of the origin (chosen so that
t = 0 are the coordinates of p) into Rn. By Taylor’s formula, for all t0, t ∈ Rd
with |t0| ≤ δ, |t| ≤ 2δ,
f(t)− f(t0) =
∑
0<|α|≤ℓ
(t− t0)α
α!
∂αt f(t0) +
∑
|β|=ℓ+1
(t− t0)β
β!
Rβt0(t), (10)
for any finite ℓ, where each remainder term Rβt0(t) is continuous on |t| ≤ 2δ and
equals ∂βt f(t0) when t = t0. (For most of what follows, t0 will be regarded as a
fixed but otherwise arbitrary point with |t0| ≤ δ.) For definiteness, let ℓ := κn,
i.e., ℓ equals the highest order of differentiation that appears in a column of the
matrix whose determinant forms A (or equivalently, ℓ is the number of boxes in
column n of the diagram given in Figure 2). This choice of ℓ implies that the
dimension of the space of polynomials of degree ℓ with no constant term is at
least equal to n. For any r ∈ (0, δ], let St0,r be the compact subset of Rn given
by
St0,r := {0} ∪
⋃
|α|≤ℓ
{
r|α|
α!
∂αt f(t0)
}
∪
⋃
|β|=ℓ+1,|t|≤2δ
{
rℓ+1
β!
Rβt0(t)
}
and let Kt0,r be the convex hull of St0,r∪(−St0,r). Now each term in either sum
on the right-hand side of (10) belongs to Kt0,r whenever |t| ≤ 2δ and |t−t0| ≤ r.
Because the total number of summands on the right-hand side is at most some
constant C depending only on d and n, the difference vector f(t) − f(t0) must
belong to the dilated set CKt0,r whenever |t| ≤ 2δ and |t−t0| ≤ r. In particular,
this implies that the translated set CKt0,r + f(t0) must contain the vector f(t)
whenever |t| ≤ 2δ and |t− t0| ≤ r ≤ δ.
By virtue of (9), the Lebesgue measure of the set CKt0,r + f(t0) is O(r
Q)
as r → 0+ since it is dominated by a constant depending on d and n times
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a determinant | det(v1 ∧ · · · ∧ vn)| for some v1, . . . , vn ∈ St0,r ∪ (−St0,r) and
since Q is by definition the smallest integer which it is possible to express as
a sum of degrees of distinct, nonconstant monomials in d variables (thus Q
corresponds to the smallest possible factor of r which will appear via scaling
in such determinants). In fact, a slightly stronger result is also true: namely,
that it is possible to quantify the implied constant in this O(rQ) estimate in
terms of the affine curvature tensor A at t0. For any collection α1, . . . , αn of
monomials such that |α1|+· · ·+|αn| = Q, it is possible to find indices iλ for each
λ ∈ Λd,n (these indices being obtained by “expanding” each αi as a composition
of first-order coordinate derivatives) so that
| det(∂α1t f(t0) ∧ · · · ∧ ∂αnt f(t0))| = |At0((∂tiλ )λ∈Λd,n)|.
Therefore it follows from (9) that when r ≤ δ, the image f(Br(t0)) is contained
in CKt0,r + f(t0), which is a compact convex set with volume no greater than
C′rQ
 d∑
j1,...,jQ=1
∣∣∣At0(∂tj1 , . . . , ∂tjQ )∣∣∣2

1
2
+O(rQ+1)
as r → 0+, where C′ is some new constant depending only on d and n. Con-
sequently, if µ is any measure on M satisfying the restricted Oberlin condition
(1) with exponent α and constant Cµ, then
lim sup
r→0+
r−αQµ(Br(t0)) . Cµ
∣∣∣∣∣∣∣
 d∑
j1,...,jQ=1
∣∣∣At0(∂tj1 , . . . , ∂tjQ )∣∣∣2

1
2
∣∣∣∣∣∣∣
α
(11)
for any t0 with |t0| ≤ δ with an implied constant depending only on d and n.
If α ≥ d/Q, this implies that µ must be absolutely continuous with respect
to Lebesgue measure on M on a δ-neighborhood of the chosen origin point
p, and if α > d/Q, it further implies that µ must be the zero measure on
that neighborhood (since the Radon-Nykodym derivative of µ with respect to
Lebesgue measure must vanish at every Lebesgue point, which is almost every
point in the neighborhood), thus establishing Part 1 of Theorem 1. When
α = d/Q, because µ must be absolutely continuous with respect to Lebesgue
measure, it must follow that
lim sup
r→0+
r−dµ(Br(t0)) = cd
dµ
dt
(t0)
for almost every t0 with |t0| ≤ δ, where dµ/dt is the Radon-Nykodym derivative
of µ with respect to Lebesgue measure dt in the chosen coordinate system. By
(11), then,
dµ
dt
∣∣∣∣
q
. Cµ
 d∑
j1,...,jQ=1
∣∣∣Aq(∂tj1 , . . . , ∂tjQ )∣∣∣2

d
2Q
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for almost every point q in some neighborhood of the original point p (where,
once again, the implied constant depends only on d and n). Now, by trans-
forming the coordinates (t1, . . . , td) by matrices M ∈ SL(d,R) to produce new
coordinate systems, it follows by the same reasoning as above that
dµ
dt
∣∣∣∣
q
. Cµ
 d∑
j1,...,jQ=1
∣∣∣∣∣∣
d∑
i1,...,iQ=1
Aq(Mj1i1∂ti1 , . . . ,MjQiQ∂tiQ )
∣∣∣∣∣∣
2

d
2Q
for everyM ∈ SL(d,R) and almost every q in a neighborhood of p (by continuity
of the right-hand side as a function of M , it suffices to consider only some
countable dense subset of SL(d,R) so that the set on which the inequality fails
is clearly null). Taking an infimum over M gives that
dµ
dt
. Cµ
dµ
A
dt
almost everywhere on the coordinate patch. Because the coordinates and patch
were arbitrary, it follows that Part 2 of Theorem 1 must hold with an implicit
constant which equals a dimensional quantity (depending only on d and n) times
the Oberlin constant Cµ from (1) for the measure µ itself.
3 Sufficiency and nontriviality
3.1 On the geometry of functions on measurable sets
This section begins with a construction generalizing the results of Theorem 1
of [10]. Roughly stated, that theorem indicated that for single-variable real
polynomials of a given degree, every measurable subset of the real line has a
“core” which contains a nontrivial fraction of the set such that the supremum
of any such polynomial (or appropriately weighted derivatives) on the core is
bounded above by the average of the polynomial on the entire set. The proof
involved careful analysis of Vandermonde determinants and has no immediate
generalization to other dimensions or families of functions. In the arguments
below, an entirely different approach will be used which is based on convex
geometry and admits extensions to a variety of new contexts. In particular, the
setting of polynomials is no simpler to study than any other finite-dimensional
family of real analytic functions, which will be the preferred formulation of the
result.
To formulate the result, it is convenient to make the following definition.
Let M be any real analytic manifold of dimension d and let F be a finite-
dimensional vector space of real analytic functions on M whose differentials
span the cotangent space at every point of M. Any such pair (M,F) will
be called a geometric function system. Such a system will be called compact
when eitherM is compact or has a compact closure in some larger real analytic
manifold M+ such that the functions of F extend to functions F+ on M+ in
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such a way that (M+,F+) is also a geometric function system. The first result
is a “zeroth order” version of the results of [10]:
Lemma 3. Suppose (M,F) is a compact geometric function system. Then
for any finite positive measure µ on M absolutely continuous with respect to
Lebesgue measure and any measurable set E ⊂M of positive measure, there is
a measurable subset E′ ⊂ E such that µ(E′) & µ(E) and
sup
p∈E′
|f(p)| . 1
µ(E)
∫
E
|f | dµ for all f ∈ F .
The implicit constants in both inequalities depend only on the pair (M,F).
Proof. For each f ∈ F , consider the following norm:
||f || := 1
µ(E)
∫
E
|f |dµ.
Compactness of the geometric function system implies that ||f || is finite for
every f ∈ F . Because each function f ∈ F is real analytic and the measure of
E is strictly positive, no f ∈ F aside from the zero function can have ||f || = 0,
which is what guarantees that || · || is a norm rather than merely a seminorm.
Assuming that the dimension of F is k, applying Lemma 2 to the set S which
is the unit sphere of || · || and using homogeneity of the norm, there must be
functions f1, . . . , fk with ||fi|| = 1 for all i (none of the functions fi will be
identically zero because the unit sphere does not lie in any nontrivial subspace
of F) such that every f ∈ F has the property that
f =
k∑
i=1
cifi
with |ci| ≤ ||f || for each i. In particular, this implies that
|f(p)| =
∣∣∣∣∣
k∑
i=1
cifi(p)
∣∣∣∣∣ ≤ ||f ||
k∑
i=1
|fi(p)|
for each f ∈ F . Let E′ be the subset of E on which ∑ki=1 |fi(p)| ≤ 2k; by
Tchebyshev’s inequality,
µ(E′) ≥ µ(E)− 1
2k
∫
E
k∑
i=1
|fi(p)|dµ ≥ 1
2
µ(E)
and
sup
p∈E′
|f(p)| ≤ sup
p∈E′
[
||f ||
k∑
i=1
|fi(p)|
]
≤ 2k
µ(E)
∫
E
|f |dµ
for all f ∈ F .
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The extension of the results of [10] to derivative estimates in higher dimen-
sions is necessarily much more subtle than the one-dimensional case because
of inherent issues of anisotropy of differentiation in differing directions. Any
proper formulation will necessarily be phrased in terms of vector fields which
capture (either implicitly or explicitly) this anisotropy. The formulation to be
used here is as follows:
Lemma 4. Suppose (M,F) is a compact geometric function system and let N
be any positive integer. Then for any finite positive measure µ on M absolutely
continuous with respect to Lebesgue measure and any measurable set E ⊂M of
positive measure, there is an open set U ⊂ M, a family of smooth vector fields
{Xj,i}j,i with j ∈ {1, . . . , N} and i ∈ {1, . . . , d} and a measurable set E′ ⊂ E∩U
such that the following are true with implicit constants depending only on the
pair (M,F) and the integer N :
• The subset E′ ⊂ E ∩ U satisfies µ(E′) & µ(E).
• The vector fields Xj,i satisfy infp∈E′ µ(Xj,1 ∧ · · · ∧Xj,d)|p & µ(E) and
Xj,i =
d∑
i′=1
cj,i,i′Xj−1,i′ (12)
with |cj,i,i′ | . 1 for each j ∈ {2, . . . , N} and each i, i′ ∈ {1, . . . , d}.
Here µ(X1 ∧ · · · ∧ Xd) equals the volume of the parallelepiped generated
by X1, . . . , Xd as measured by µ, which more formally is defined to equal
Radon-Nykodym derivative dµ/dt with respect to some coordinate system
(t1, . . . , td) times the absolute value of the determinant of the matrix X
with entries Xij = dti(Xj).
• For any indices i1, . . . , iN ∈ {1, . . . , d},
sup
p∈E′
|XN,iN · · ·X1,i1f(p)| .
1
µ(E)
∫
E
|f |dµ (13)
uniformly for all f ∈ F .
Proof. By induction (the base case of which is taken to be Lemma 3), for a given
measurable set E ⊂ M of positive measure, we may assume that there exist a
nested family of open sets M =: U0 ⊃ U1 ⊃ U2 ⊃ · · · ⊃ UN−1 and vector fields
{Xj,i}, i = 1, . . . , d, defined on Uj for each j ∈ {1, . . . , N − 1} satisfying all the
stated properties. Next, let F0 := F and then take Fj to be the vector space of
real analytic functions on Uj spanned by F and all functions of the form Xj,if
for i = 1, . . . , d and f ∈ F . By construction, µ(E ∩ UN−1) & µ(E) > 0, so in
particular,
||f ||N−1 := 1
µ(E ∩ UN−1)
∫
E∩UN−1
|f |dµ
will be a norm on FN−1. Let f1, . . . , fk be a basis of FN−1 given by applying
Lemma 2 to the unit sphere of || · ||N−1, let I be the set of d-tuples β :=
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(β1, . . . , βd) of indices satisfying 1 ≤ β1 < β2 < · · · < βd ≤ k, and let Vβ be the
open set{
p ∈ UN−1
∣∣∣∣ ∣∣∣dfβ1 ∧ · · · ∧ dfβd |p∣∣∣ > 12 ∣∣∣dfβ′1 ∧ · · · ∧ df ′βd∣∣p∣∣∣ ∀β′ ∈ I \ {β}
}
.
Because the cardinality of I is bounded by a constant depending only on N
and the dimensions of F and M, there is at least one β such that µ(E ∩ Vβ) &
µ(E ∩ UN−1), where the implicit constant may simply be taken to be (#Λ)−1.
If we now define the vector field XN,i on the set UN := Vβ to equal
XN,if :=
dfβ1 ∧ · · · ∧ dfβi−1 ∧ df ∧ dfβi+1 ∧ · · · ∧ dfβd
dfβ1 ∧ · · · ∧ dfβd
,
then it must be the case that
XN,if(p) =
k∑
i=1
ci
dfβ1 ∧ · · · ∧ dfβi−1 ∧ dfi ∧ dfβi+1 ∧ · · · ∧ dfβd
∣∣
p
dfβ1 ∧ · · · ∧ dfβd |p
for constants ci satisfying |ci| ≤ ||f ||N−1. Since the ratio is bounded above by
2 on UN , it follows that
sup
p∈UN
|XN,if(p)| ≤ 2k
µ(E ∩ UN−1)
∫
E∩UN−1
|f |dµ (14)
for all f ∈ FN−1. Since µ(E ∩ UN−1) & µ(E), it follows by induction that
sup
p∈UN
|XN,iN · · ·X1,i1f(p)| .
1
µ(E)
∫
E
|f |dµ
for all f ∈ F . This establishes (13) for any set E′ ⊂ E ∩ UN .
Next observe that each vector field XN,i is locally a coordinate vector field
relative to the coordinate functions (fβ1 , . . . , fβd) ∈ FdN−1 such that the average
value of |fβi | on E∩UN−1 is 1. By induction, we may assume the corresponding
fact is true for the vector fields XN−1,i. In particular, if (gα1 , . . . , gαn) are the
coordinate functions for the vector fields XN−1,i, then it follows that
XN,i =
d∑
i′=1
(XN,igαi′ )XN−1,i′ .
By the derivative estimate (14), assuming N ≥ 2,
sup
p∈UN
|XN,igαi′ (p)| ≤
2 dimFN−1
µ(E ∩ UN−1)
∫
UN−1∩E
|gαi′ |dµ
.
1
µ(E ∩ UN−2)
∫
E∩UN−2
|gαi′ |dµ . 1,
which is exactly the bound on the coefficients cj,i,i′ claimed for (12).
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Lastly, the quantity µ(Xj,1 ∧ · · · ∧ Xj,d) must be estimated. Observe that
µ(Xj,1 ∧ · · · ∧Xj,d) is exactly the Radon-Nykodym derivative of µ with respect
to Lebesgue measure in coordinates given by fβ1 , . . . , fβd . This implies that
meaning that∫
E′
[µ(XN,1 ∧ · · · ∧XN,d)]−1 dµ =
∫
E′
|dfβ1 ∧ · · · ∧ dfβd |.
Because the functions are real analytic, we know that there is a finite numberM
independent of the choice of the functions fβi such that the system fβi(p) = ci
has at most M nondegenerate solutions (at which the Jacobian is nonzero).
For polynomial functions, this is a simple consequence of Be´zout’s Theorem.
In our case, however, even if the original function system F0 consists only of
polynomial functions, the definition of the Xj,i lead naturally to the inclusion
of certain rational functions in Fi, at which point there is not much additional
difficulty in going to the more general context of real analytic functions. The
algebraic argument is given in Section 4 and for now may be safely postponed.
Assuming the existence of such anM depending only on the geometric func-
tion system, by the change of variables formula,∫
E′
|dfβ1 ∧ · · · ∧ dfβd | ≤M
d∏
j=1
|fβi(E′)|,
where |fβi(E′)| refers to the one-dimensional Lebesgue measure of the image of
E′ via fβi. Because the average value of fβi on E ∩ UN−1 is 1, by Lemma 3,
there is a subset E′ ⊂ E ∩ UN with µ(E′) & µ(E ∩ UN) & µ(E) such that
sup
p∈E′
|fβi(p)| .
1
µ(E ∩ UN)
∫
E∩UN
|fβi |dµ .
1
µ(E ∩ UN−1)
∫
E∩UN−1
|fβi |dµ . 1
for each i, which implies that |fβi(E′)| . 1 for each i as well. For this set E′, it
follows that ∫
E′
[µ(XN,1 ∧ · · · ∧XN,d)]−1 dµ . 1.
Further restricting E′ using Tchebyshev’s inequality, we may assume that
inf
E′
µ(XN,1 ∧ · · · ∧XN,n) & µ(E).
This completes the proof.
3.2 Proof of Part 3 of Theorem 1
We now return to the proof of Part 3 of Theorem 1. The proof combines
Lemma 4 with the geometric framework introduced in Section 2.2. Suppose
that M is a real analytic manifold of dimension d and that f is a real analytic
immersion ofM into Rn in such a way that the component functions f1, . . . , fn
of the immersion together with the constant function belong to some compact
18
geometric function system (M,F). Fix any compact convex set K ∈ Kn, let
E := f−1(K), and let p0 ∈ E. Now the integral
I(E) :=
1
µ
A
(E)n
∫
En
| det(f(p1)− f(p0), . . . , f(pn)− f(p0))|dµA(p1) · · · dµA(pn)
must be bounded above by n!|K| since the integrand equals n! times the volume
of the simplex generated by f(p0), . . . , f(pn), which has volume bounded by |K|
since each point belongs to K and K is convex. In this case Lemma 4 can be
applied to each integral iteratively to prove a lower bound for the functional.
Specifically, the lemma is applied to the innermost integral, which is then re-
placed by a supremum over some set E′ of some derivative in the parameter p1.
As a result, the lemma establishes that
I(E) & sup
(p1,...,pn)∈(E′)n
| det(X1,i(1,1)f(p1) ∧ · · · ∧
Xκj,i(j,1) · · ·X1,i(j,κj )f(pj) ∧ · · · ∧
Xκn,i(n,1) · · ·X1,i(n,κn)f(pn))|
for any choice of indices iλ for λ ∈ Λd,n. Next replace the supremum over
(p1, . . . , pn) ∈ E′n by a supremum over p ∈ E′ assuming p1 = · · · = pn = p. It
is also advantageous to use only vector fields Xκn,i′ rather than using any Xj,i
for j < κn. Thanks to (12) it must be the case that
det
(
Xκn,i′(1,1)f(p) ∧ · · · ∧Xκn,i(n,1) · · ·Xκn,i′(n,κn)f(p)
)
=
∑
i
cii′ det
(
X1,i(1,1)f(p) ∧ · · · ∧Xκn,i(n,1) · · ·X1,i(n,κn)f(p)
)
with coefficients |cii′ | . 1 where the sum is over all possible choices of the
indices iλ. This identity holds because the change of basis formula may be
simply substituted term-by-term in the left-hand side of the equation; any terms
in which the coefficients of the change of basis happened to be differentiated
by some subsequent vector field would ultimately have determinant zero since
(assuming the column in which the derivative appears is column j), the number
of derivatives acting directly on f would be strictly less than κj, which means
that column j and all preceding columns would be linearly dependent. Therefore
by the triangle inequality, it must be the case that
I(E) & sup
p∈E′
| det(Xκn,i′(1,1)f(p) ∧ · · · ∧Xκn,i′(n,1) · · ·Xκn,i(n,κn)f(p))|
uniformly for any choice of i′λ. Taking an ℓ
2 norm over all such choices and
invoking the definition (2) of the density µ
A
I(E) & sup
p∈E′
[
µ
A
(Xκn,1, . . . , Xκn,d)|p
]Q
d
.
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To conclude, observe that for the measure µ
A
, the quantity µ
A
(Xκn,1, . . . , Xκn,d)
exactly equals the geometric density µ
A
(Xκn,n ∧ · · · ∧Xκn,n) bounded below by
Lemma 4. Therefore
|K| & I(E)| &
[
|µ
A
(Xκn,1, . . . , Xκn,n)|p
]Q
d
& (µ
A
(E))
Q
d
uniformly in K and E. This is exactly Part 3 of Theorem 1.
3.3 Proof of Part 4 of Theorem 1
The final piece of Theorem 1 is to show that α = d/Q is a nontrivial exponent
in the sense that there is always some submanifold M of dimension d in Rn for
which the Oberlin condition (1) is satisfied with exponent α for some nonzero
measure on M. In fact, it suffices to consider the case when M is essentially
Rd and the immersion f is a polynomial embedding. In principle, one needs
only to show that µ
A
is nonzero in some such case (since the arguments of the
previous section apply to show that (1) holds locally on M, and then a scaling
argument establishes the same result globally). In light of the estimate (6) for
the value of µ
A
, the existence of submanifolds with nonzero affine measure is
exactly equivalent to the existence of submanifolds for which the affine curvature
tensor does not belong to the nullcone of the space of Q-linear covariant tensors.
The nullcone is difficult if not impossible to describe explicitly, and determining
whether a tensor of the very special form (2) belongs to it or not turns out
to be a significant challenge. The key observation is that it so happens that
critical points (as a function of M) in the infimum definition (2) of µ
A
must be
points at which the infimum is attained. This will be the main observation to be
exploited; a secondary observation, encapsulated in the following lemma, allows
one to simplify the structure of the affine curvature tensor Ap at the expense of
infimizing over a larger group:
Lemma 5. Let A be a real n×m matrix where m ≥ n, and let [A]i1···in be the
n× n matrix formed by combining columns i1, . . . , in into a square matrix, i.e.,
the (j, k) entry of this matrix is Ajik . Then
m∑
i1,...,in=1
| det[A]i1···in |2 =
n!
nn
 inf
M∈SL(n,R)
n∑
j=1
m∑
i=1
∣∣∣∣∣
n∑
k=1
MjkAki
∣∣∣∣∣
2
n . (15)
Proof. First observe that both
A 7→
m∑
i1,...,in=1
| det[A]i1···in |2 and A 7→
n∑
j=1
m∑
i=1
|Aji|2
are invariant under the action of O(n,R) on the columns of A as well as the
action of O(m,R) on the rows of A (the former assertion is relatively simple;
the latter case rests on the observation that tensor products of elements of an
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orthonormal basis generate an orthonormal basis on the space of tensors in a
natural way). In particular, this means that we may, by the singular value
decomposition, assume without loss of generality that
Aji = σjδji
where σj is the j-th singular value of A. Thus
m∑
i1,...,in=1
| det[A]i1···in |2 = n!σ21 · · ·σ2n and
n∑
j=1
m∑
i=1
|Aji|2 = σ21 + · · ·+ σ2n.
By the AM-GM inequality,
1
n!
m∑
i1,...,in=1
| det[A]i1···in |2 ≤
 1
n
n∑
j=1
m∑
i=1
|Aji|2
n (16)
with equality if and only if the singular values of A are all equal. Now multipli-
cation of A on the left by a matrix M ∈ SL(n,R) preserves the left-hand side
but not necessarily the right-hand side; taking an infimum of the right-hand
side over all M gives that
m∑
i1=1,...,in=1
| det[A]i1···in |2 ≤
n!
nn
 inf
M∈SL(n,R)
n∑
j=1
m∑
i=1
∣∣∣∣∣
n∑
k=1
MjkAki
∣∣∣∣∣
2
n .
To show equality, assume without loss of generality that A is diagonal in the
standard basis of Rn×m and let M be the diagonal matrix such that Mii :=
σ−1i (σ1 · · ·σn)1/n assuming none of the singular values are zero. In this case,
MA has all diagonal entries equal, and consequently (16) holds with equality
when A is replaced by MA, giving equality in (15) as well. If, on the other
hand, some singular value σi′ of A is zero, let M
(t) be another diagonal matrix
such that M
(t)
ii = t for all entries i 6= i′ and let M (t)i′i′ = t−n+1. Then for t > 0,
M (t) ∈ SL(n,R) and
lim
t→0+
 n∑
j=1
m∑
i=1
∣∣∣∣∣
n∑
k=1
M
(t)
jk Aki
∣∣∣∣∣
2
m = lim
t→0+
∑
i6=i′
t2σ2i
n = 0
so (15) holds with equality again in this case as well.
In showing that for any pair (d, n) with 1 ≤ d < n, there is a d-dimensional
submanifold of Rn for which the corresponding measure µ
A
is not trivial, it is
clear from the definition of A and the pigeonhole principle that nontriviality
of µ
A
requires that the vectors {Xαf(p)}1≤|α|<κn be linearly independent for
any system of coordinate vectors X1, . . . , Xn. Knowing a priori that this must
be the case, it is possible to essentially factor A in such a way that only the
highest-order behavior of f at p is relevant for purposes of calculation. To that
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end, fix any p and let Vp be the nV -dimensional subspace of R
n spanned by the
vectors Xαf(p) as α ranges over all multiindices α with 1 ≤ |α| < κn (where κn
is the highest order of differentiation that one finds in any column of A), and
let Wp be any nW -dimensional subspace of R
n chosen so that
Vp ∩Wp = {0} and Vp +Wp = Rn.
It is then possible to uniquely and smoothly write f as a sum f = fV +fW such
that fV takes values in Vp and fW takes values in Wp. By definition of Vp, it
must also be the case that, modulo a constant vector, fW vanishes to order κn
at the point p ∈ M. Next fix determinant functionals on Vp and Wp compatible
with the determinant on Rn, meaning that
det(v1 ∧ · · · ∧ vnV ∧w1 ∧ · · · ∧wnW ) = det
V
(v1 ∧ · · · ∧ vnV ) det
W
(w1 ∧ · · · ∧ wnW )
when {v1, . . . , vnV } and {w1, . . . , wnW } are bases of V and W , respectively. By
the multilinearity of the determinant on Rn, the tensor Ap factors at p into
pieces that depend on fV and fW separately, namely
Ap((Xλ)λ∈Λd,n) = det
V
(
X(1,1)fV (p) ∧ · · · ∧X(j∗,1) · · ·X(j∗,κn−1)fV (p)
)
× det
W
(
X(j∗+1,1) · · ·X(j∗+1,κn)fW (p) ∧ · · · ∧X(n,1) · · ·X(n−1,κn)fW (p)
)
.
where j∗ is the largest index for which κj∗ < κn. Splitting the index set Λd,n
into subsets ΛV and ΛW for those indices which appear in the first and second
terms of this factorization, respectively, it follows that the terms in the factoriza-
tion are themselves tensors (which up to a normalization constant, are defined
intrinsically and smoothly in a neighborhood of the chosen point p) which will
be called AVp((Xλ)λ∈ΛV ) and AWp((Xλ)λ∈ΛW ), respectively, so that
Ap((Xλ)λ∈Λ) = AVp((Xλ)λ∈ΛV )AWp ((Xλ)λ∈ΛW ). (17)
The fundamental consequence of the factorization (17) is that it allows one to
fully separate the contributions of the “lower order” parts AVp and the “higher
order” parts AWp . In the former case, it turns out that AVp expressed in co-
ordinates with respect to the basis X1, . . . , Xd is actually invariant under the
representation ρX· defined by (3). This is because the vector space of differential
operators generated by Xα for 1 ≤ |α| < κn is invariant under the action of ρXM ,
so there must be a matrix [ρXM ] which acts on the column space spanned by
X(1,1)f(p), . . . , X(j∗,1) · · ·X(j∗,κj∗ )f(p)
which is equal to the action of ρXM on this space. For every M ∈ SL(d,R), the
matrix [ρXM ] must have determinant of magnitude 1. This follows by symmetry
when M is a diagonal matrix (since Ap((Xλ)λ∈ΛV will necessarily vanish by
the pigeonhole principle unless each vector field Xj occurs an equal number
of times, i.e., unless the number of λ ∈ ΛV for which Xλ = Xj is a constant
function of j). Likewise | det[ρXM ]| = 1 when M is an orthogonal matrix since
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continuity of the map M 7→ | det[ρXM ]| together with the identity | det[ρXMN ]| =
| det[ρXM ]| · | det[ρXN ]| shows that if the maximum or minimum values of | det[ρXM ]|
as a function on the orthogonal group were different from 1, they could not be
attained (since one could always use the group law to find a new othogonal
matrix with strictly greater or smaller absolute determinant). However, any
M ∈ SL(d,R) can always be factored as a product of a diagonal and orthogonal
matrix, so | det[ρXM ]| = 1 must hold in all cases.
Since AVp is invariant under ρXM , one needs merely to show that there is
some lower-order part fV for which it is not identically zero. In this case,
fV (t1, . . . , td) := (t
α)1≤|α|<κn
(where we interpret the coordinates on the right-hand side as being relative to
some choice of basis of V ) suffices, since with respect to the standard coordinate
vectors ∂ti the matrix ofAVp is seen to be lower triangular with nonzero diagonal
entries.
Thus the problem is now fully reduced to the study of AWp . In this case, we
will set
fW (t1, . . . , td) := (p1(t), . . . , pm(t))
for some polynomials p1, . . . , pm which are homogeneous of degree κn, where m
is less than or equal to the dimension of the vector space of all such homogeneous
polynomials.
By work of Richardson and Slodowy [23] (which is the real analogue of ideas
introduced by Kempf and Ness [17]) it suffices to show that there is a choice of
p1, . . . , pm such that the map
M 7→ ||ρMAWp ||2
has a critical point (where from here forward, ρ and the norm || · || will be taken
with respect to the standard coordinates ∂t1 , . . . , ∂td) since they showed that all
critical points are points where the infimum over all M ∈ SL(d,R) is actually
attained. Moreover, it suffices to show that such a critical point exists when M
is the identity. By (15), the problem can be further reduced to showing that
the function
(N,M) 7→
m∑
k=1
d∑
j1,...,jκn=1
∣∣∣∣∣∣
m∑
ℓ=1
d∑
i1,...,iκn=1
NℓkMi1j1 · · ·Miκn jκn ∂ti1 · · · ∂tiκn pℓ(t)
∣∣∣∣∣∣
2
has a critical point at the identity as a function of (N,M) ∈ SL(m,R)×SL(d,R)
for appropriate choice of p1, . . . , pm. Differentiating in N at the identity along
some E ∈ sl(m,R) gives that
2
m∑
k=1
m∑
ℓ=1
Eℓk
d∑
j1,...,jκn=1
∂tj1 · · ·∂tjκn pℓ(t)∂tj1 · · ·∂tjκn pk(t) = 0
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for all traceless m × m matrices E. A similar calculation differentiating M
ultimately gives that critical points are those which satisfy the system∑
i1,...,iκn
∂ti1 · · · ∂tiκn pℓ(t)∂ti1 · · · ∂tiκn pℓ′(t) = λ1δℓ,ℓ′ , (18)∑
ℓ,i2,...,iκn
∂tj · · · ∂tiκn pℓ(t)∂tj′ · · · ∂tiκn pℓ(t) = λ2δj,j′ (19)
for some real numbers λ1, λ2 and all indices j, j
′, ℓ, ℓ′. At any such critical point,
AWp will be nonzero exactly when the constants λ1 and λ2 are nonzero. To
simplify matters somewhat, observe that for any real homogeneous polynomial
p(t) =
∑
|α|=k cαt
α of degree k,
||p||2k :=
∑
i1,...,ik
|∂ti1 · · ·∂tik p(t)|2 =
∑
|α|=k
k!α!|cα|2
since ∂βt t
α = α!δα,β and for any multiindex β, there are k!/β! ways to write ∂
β
t
as an iterated derivative ∂ti1 · · ·∂tik . By polarization, the norm || · ||k has an
immediate corresponding inner product. In this notation, (18) and (19) become
d∑
i=1
〈∂tipℓ, ∂tipℓ′〉κn−1 = λ1δℓ,ℓ′ and
m∑
ℓ=1
〈
∂tipℓ, ∂ti′ pℓ
〉
κn−1
= λ2δi,i′ . (20)
It is similarly elementary to compute inner products of monomials:〈
∂tit
α, ∂ti′ t
β
〉
κn−1
= αiβi′(κn − 1)!(α− ei)!δα−ei,β−ei′ (21)
where ei is the multiindex which is zero except in position i, where it equals 1
(and note that the right-hand side of (21) is to be interpreted as zero if αi = 0
or βi′ = 0).
For simplicity, fix κ := κn. To build a nontrivial fW , we will chose each
polynomial p1, . . . , pm to have one of two types. The first type is of the form
pℓ(t) :=
tα√
α!
for some multiindex with |α| = κ which is not a pure κ power (i.e., tα 6= tκi for
any i). We impose a compatibility condition that if pj(t) = t
α/
√
α! for some j,
then for every cyclic permutation α′ of α, there is another index j′ such that
pj′(t) = t
α′/
√
α′!. Assuming that most pj are of this form, we additionally allow
for up to d more polynomials which depend only on the pure κ power monomials
tκi as follows. Suppose that {ϕj}j=1,...,d is a uniform, normalized tight frame
(UNTF) on Rd0 for some d0 ≤ d, which means that
d∑
j=1
| 〈v, ϕj〉 |2 = ||v||2 for all v ∈ Rd0 and ||ϕj ||2 = d0
d
, j = 1, . . . , d.
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Such collections of vectors are guaranteed to exist for any d0 ≤ d (see [8] for
existence; a general algorithm based on Theorem 7 of [16] which can convert a
NTF to a UNTF is also known [15]). With such a UNTF, one may optionally
chose to add exactly d0 polynomials to the collection constituting fW provided
these new polynomials have the form
d∑
j=1
tκj√
κ!
ϕj,k for k = 1, . . . , d0,
where ϕj,k is the k-th coordinate of ϕj in the standard basis. (Note that these
optional UNTF-generated polynomials can be added for at most a single choice
of UNTF.)
To verify the first condition of (20), notice that when ℓ 6= ℓ′ and one of ℓ or
ℓ′ correspond to indices of a monomial-type polynomial, every inner product in
the sum must be zero because ∂tipℓ and ∂tipℓ′ have no monomials in common
and are consequently orthogonal. If ℓ = ℓ′ and the polynomial pℓ is monomial
type, then
d∑
i=1
〈
∂ti
tα√
α!
, ∂ti
tα√
α!
〉
κ−1
=
d∑
i=1
(κ− 1)!α2i (α− ei)!
α!
δαi>0 = κ!.
If, in the final case, both l and l′ arise from UNTF terms, the left-hand side of
the first equality of (20) must equal
d∑
i=1
1
κ!
ϕi,ℓϕi,ℓ′ 〈∂titκi , ∂titκi 〉κ−1 =
d∑
i=1
1
κ!
ϕi,ℓϕi,ℓ′(κ!)
2 = κ!δℓ,ℓ′
since the ϕj are a normalized tight frame.
As for the second condition of (20), by (21), the polynomials pℓ of monomial
type have norms that equal〈
∂ti
tα√
α!
, ∂ti′
tα√
α!
〉
κ−1
= (κ− 1)!α!δi,i′δαi>0.
Summing over all monomial-type polynomials gives a matrix (as a function of i
and i′) which is a multiple of the identity: simply by symmetry, any monomial
appearing in the sum also appears with all its cyclic permutations, so all diagonal
entries must be equal. As for the terms of the sum which arise from UNTF
polynomials,〈
∂ti
d∑
j=1
tκj√
κ!
ϕj,k, ∂ti′
d∑
j=1
tκj√
κ!
ϕj,k
〉
κ−1
=
|ϕi,k|2
κ!
δi,i′ ||tκi ||2κ = κ!δi,i′ |ϕi,k|2,
which again sums to a multiple of the identity since, after the sum, the i-th
diagonal entry equals ||ϕi||2.
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By the results of Richardson and Slodowy [23], it is possible to find a nonde-
generate highest-order part fW of the embedding f provided that the dimension
m of this highest order part corresponds to the cardinality of a collection of poly-
nomials of the type considered above: monomial-type polynomials for a set of
monomials excluding pure powers and invariant under cyclic permutations to-
gether with d0 UNTF-type polynomials for any d0 ∈ {0, . . . , d}. To see that any
integer m between 1 and the total number of monomials of degree κ (inclusive)
can admit such a collection, observe that the possible cardinalities of just the
collection of monomial-type polynomials range—with gaps, of course—from 0
up to the total number of monomials minus d. The size of any gap (i.e., consec-
utive values of m which are not cardinalities of an admissible set of monomials)
must be strictly less than d for the simple reason that no equivalence class of
monomials modulo cyclic permutation has cardinality greater than d. In other
words, if any non-pure power polynomials happen not already to belong to the
collection, including any such monomial together with its cyclic permutations
(which is a total of d or fewer new monomials) will again make a larger ad-
missible set. Since the gaps are size strictly less than d and since d0 can be
chosen as desired in {d, . . . , d} combining both types of polynomials leads to a
nondegenerate measure µ
A
for any possible value of m given the dimension d.
4 Appendix: Uniform bounds on the number of
solutions of real analytic systems of equations
We finish with a brief discussion of the problem of uniformly bounding the
number of nondegenerate solutions to any system of equations that arises in
a geometric function system. The precise statement that is needed is that for
arbitrary positive integers d and n (no longer retaining their previous definitions)
when f1, . . . , fd are real analytic functions on a neighborhood of the unit cube
[0, 1]n, then any system of equations (Φ1(x), . . . ,Φn(x)) = (y1, . . . , yn) must
have bounded nondegenerate multiplicity when the functions Φi are rational
functions of the fi and finitely many derivatives of each fi. In other words, the
number of solutions in [0, 1]n at which the Jacobian is nonzero is bounded above
by a constant that depends only on the functions fi and the complexity of the
system, in this case meaning the degrees of the numerators and denominators
and the order of the highest derivative of an fi. To see this, let S be the
Cartesian product of {1, . . . , d} with the set of multiindices α := (α1, . . . , αn)
such that |α| := α1 + · · ·+αn ≤ N . For any β which is a multiindex on S (i.e.,
a map from S into nonnegative integers), we define sβ :=
∏
(j,α)∈S(sj,α)
βj,α
for every s ∈ RS in analogy with the usual notation. Lastly, define P be the
Cartesian product of {1, . . . , n} and multiindices β of size at most N on the set
S. We can then define a mapping F from [0, 1]n × Rn × RP × RP × RS into
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Rn × Rn × RP × RP × RS by means of the formula
F (x, y, p, q, s) := ∑
(1,β)∈P
(p1,β − y1q1,β)sβ , . . . ,
∑
(n,β)∈P
(pn,β − ynqn,β)sβ
 , y, p, q,
{sj,α − ∂αfj(x)}(j,α)∈S
 .
For a given triple (y0, p0, q0) ∈ Rn × RP × RP and any positive scalar C, non-
degenerate solutions of the system∑
|β|≤N(p0)j,β
∏
(j′,α)∈S(∂
αfj′(x))
βj′ ,α∑
|β|≤N(q0)j,β
∏
(j′,α)∈S(∂
αfj′(x))
βj′ ,α
= (y0)j , j = 1, . . . , n, (22)
will also be nondegenerate solutions of the system
F (x, y, p, q, s) =
(
0,
1
C
y0,
1
C2
p0,
1
C
q0, 0
)
.
Choosing C so that the right-hand always belongs to a fixed neighborhood
of the origin with compact closure, we may use the fact that F is itself real
analytic in all parameters and so the number of connected components of the
fiber F−1(0, y0/C, p0/C
2, q0/C, 0) is bounded uniformly in y0, p0, and q0 (which
holds, in fact, for any analytic-geometric category in the sense of van den Dries
and Miller [29]), which gives exactly the desired property that there is also a
uniform bound on the number of isolated solutions of (22). If the functions
fj are all polynomial, Be´zout’s Theorem gives a similar global bound on the
number of nondegenerate solutions, i.e., for all nondegenerate solutions x ∈ Rn
rather than simply [0, 1]n.
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