ABSTRACT: We present a theoretical/computational frame- 
(1) 84 where subscripts α and β denote indexes of sites in solvent 85 molecule, n s is the total number of sites in solvent molecule, h α 86 is the total correlation function, c α is the direct correlation 87 function, and the asterisk (*) denotes convolution. 1,14 χ αβ is the 88 solvent susceptibility, typically obtained from 1D-RISM but in 89 principle also obtainable from an MD or an experimental 90 measurement. 1 In the hypernetted-chain approximation 91 (HNC), eq 1 is accompanied by the following closure
93 where k is the Boltzmann constant, T is temperature, and u α is 94 the potential energy between solute and solvent site α, provided 95 as an input. Both eqs 1 and 2 are written for each of the n s 96 solvent sites. We note that these equations are approximate and 97 do not exactly reproduce solvent distributions obtained from 98 MD simulations, even when tested with the identical force 99 field.
1,14 100
While conceptually straightforward and thoroughly inves-101 tigated, HNC suffers from poor computational convergence. 
105 where Ξ α (r) = −u α (r)/kT + h α (r) − c α (r). Typically larger n 106 values recover HNC results, while smaller n increase the 107 numerical stability of the solution. Choice of n = 3, denoted as 108 PSE-3, achieves a good balance between convergence and 109 accuracy and has been successfully applied in numerous 110 previous studies. 
For PSE closure where n s is the number of solvent sites, ρ is the number density Solvation free energy of a single ion can be defined using two f1 219 hypothetical processes (Figure 1 ). In the first process, referred 220 to as a physical process, the ion is reversibly transferred from 221 vacuum to the bulk solvent. During the transfer the ion is 222 moved from a sufficiently large distance from the solvent, 223 through the surface, into the bulk solution. In the second 224 process, referred to as an unphysical process, the ion is slowly 225 "grown" into the solvent. At the initial stage the ion is present 226 only as a ghost particle and does not interact with the solvent. 227 Afterward, the van der Waals interactions between the ion and 228 the system are reversibly switched on. At the final stage the ion 229 is reversibly charged.
230
Two processes share essentially identical initial states (ion 231 which does not interact with the solution is equivalent to ion in 232 vacuum) and final states and thus should correspond to 233 identical Gibbs free energy change, which we will refer to as the 
The bulk contribution ΔG intr is called the intrinsic solvation 
where Q is the total charge of the ion and ϕ G is the solvent 250 Galvani potential. 10 We note that these cancellations 300 only occur if both intrinsic solvation free energies and Galvani 301 potential were evaluated using the same theoretical model.
302
Calculations of Galvani Potential. In this section we 303 discuss ways of evaluating the Galvani potential in both MD 304 and 3D-RISM. 305 In molecular dynamics ϕ G can be obtained by simulating a 306 liquid droplet in an empty box and integrating the Poisson 307 equation
309 where ϕ is the potential relative to infinity, z w and z v are 310 positions deep into liquid and vacuum, respectively, and 311 ⟨ρ(x′)⟩ is an average charge density at position z. For SPC/E 312 water it has been calculated to be −14.9 kcal/mol/e (−650 313 mV).
314
As simulating the explicit air−water boundary in a standard 315 formulation of 3D-RISM is not possible, a different approach 316 has to be adopted. For an orientationally disordered liquid, the 317 Galvani potential is proportional to the trace of (conventional) 318 For short-range interactions a pair list was generated using a 416 Verlet cutoff scheme. Lennard−Jones interactions were 417 smoothly switched off between 9 and 12 Å. The cutoff artifacts 418 were accounted for using long-range pressure and dispersion 419 corrections as implemented in Gromacs. Electrostatics 420 interactions were treated using the particle-mesh Ewald 421 (PME) method 79 with a 12 Å real space cutoff, 1.2 Å Fourier 422 spacing, 6th order spline interpolation, and tolerance set to 423 10 −6
. 424 To compute the hydration free energy using MD, we 425 Prior to running MD simulation at each λ, we performed 434 5000 steps of steepest descent optimization. After that we 435 performed a 200 ps equilibration and 1300 ps production run. 436 The time step was set to 1 fs. In both equilibration and 437 production runs, pressure was kept constant at 1 bar using a 438 Berendsen barosta, 80 with time constant set to 1 ps and 439 compressibility to 4.5 × 10 −5 bar −1 .
440
After completing the simulations, the intrinsic hydration free 441 energy was evaluated using the Multistate Bennett Acceptance 442 Ratio (MBAR). 29 The actual calculation was performed using a 443 python script alchemical-analysis.py. Importantly, these results also justify our choice of 487 approximating ϕ G for 3D-RISM. Uncorrected results, which 488 can be found in the Supporting Information, consistently 489 overestimate the hydration free energy of anions and 490 underestimate energies of cations compared to MD by about 491 2 kcal/mol. Corrected results still contain charge-dependent 492 bias, but it is much smaller: around 0.4 kcal/mol.
493
Both 3D-RISM and MD free energies have associated 494 uncertainties, but with the parameters we used they are quite 495 small: about 0.08 kcal/mol on average for MD and less than 496 0.01 kcal/mol for 3D-RISM. These uncertainties are much 497 smaller than errors associated with models and can be safely 498 ignored for the purposes of this study. 499 The extent of agreement of PC+ results with MD is quite 500 remarkable, considering that for ionic compounds energies are 501 much larger in magnitude compared to neutral compounds. 502 The observed differences can be attributed to the fact that 3D-503 RISM uses approximate closure, assumes additivity of direct 504 correlation functions, omits third and higher order correlation 505 functions, and does not sample solute conformations (this 506 problem, however, can be solved by MD/3D-RISM 85 ). Overall, 507 these results show that PSE-3/PC+ can serve as a good 508 approximation to the much more expensive MD method: 509 hydration free energies with 3D-RISM using parameters used in 510 this study are evaluated in seconds on a single CPU, compared 511 to approximately 6 h on 12 CPUs needed to obtain a single free 512 energy from MD. This equates to about 4 orders of magnitude 513 difference in computational power in favor of RISM.
f3 514
Comparison with Experiment. Figure 3 shows a 515 comparison between predicted and experimental solvation 516 free energies. The two top graphs compare results from MD 517 and PSE-3/PC+ obtained with GAFF/AM1-BCC parameters 518 to experiment. The difference of errors from PSE-3/PC+ and 519 MD is also much smaller than the difference between the 520 models themselves. Thus, for a number of molecules PSE-3/PC 521 + predicts hydration free energies more accurately than 522 molecular dynamics. This might seem surprising at first, 523 considering that 3D-RISM contains additional sources of errors 524 due to a number of approximations. However, it has been 525 shown that extra Lennard−Jones parameters on hydrogen in 526 the cSPC/E model partially take into account polarization, 81 527 which might compensate for additional errors due to the model. On the basis of the results in Table 1 The Journal of Physical Chemistry B Article
