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QUASIREGULAR CURVES: HO¨LDER CONTINUITY AND
HIGHER INTEGRABILITY
JANI ONNINEN AND PEKKA PANKKA
Dedicated to Pekka Koskela on the occasion of his 60th birthday.
Abstract. We show that a K-quasiregular ω-curve from a Euclidean
domain to a Euclidean space with respect to a covector ω is locally
(1/K)(‖ω‖/|ω|ℓ1 )-Ho¨lder continuous. We also show that quasiregular
curves enjoy higher integrability.
1. Introduction
The first breakthrough in the theory of quasiregular mappings (or map-
pings of bounded distortion) is Reshetnyak’s theorem on sharp Ho¨lder con-
tinuity: Let Ω ⊂ Rn be a domain. A K-quasiregular mapping f : Ω → Rn
for K ≥ 1 is locally 1/K-Ho¨lder continuous, see Reshetnyak [44] and also
[45, Corollary II.1]. Such Ho¨lder continuity properties of quasiconformal
mappings in the plane were first established by Morrey [35].
Recall that a mapping f : M → N between oriented Riemannian n-
manifolds is K-quasiregular if f belongs to the Sobolev space W 1,nloc (M,N)
and satisfies the distortion inequality
(1.1) ‖Df‖n ≤ KJf
almost everywhere in M , where ‖Df‖ is the operator norm and Jf the
Jacobian determinant of f .
In the last 20 years the studies of mappings of finite distortion have
emerged into the Geometric Function Theory (GFT) [3, 13, 20]. This the-
ory arose from the need to extend the ideas and applications of the classical
theory of quasiregular mappings to the degenerate elliptic setting where the
constant K in (1.1) is replaced by a finite function K : M → [0,∞). There
one finds concrete applications in materials science, particularly nonlinear
elasticity and critical phase phenomena, and in the calculus of variations.
Some bounds on the distortion function K are needed to obtain a viable the-
ory. In the Euclidean degenerated setting, the continuity properties of map-
pings of finite distortion under distortion bounds of exponential type were
obtained in [18]. The sharp modulus of continuity estimates for such map-
pings were given in [38], see also [28]. The paper [18] in addition to starting a
systematic studies of mappings of finite distortion in GFT it also started the
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naming scheme of the series of papers, see e.g. [1, 5, 6, 8, 10, 11, 14, 15, 16, 17,
19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 36, 37, 39, 41, 42, 43].
This paper follows such a scheme.
In this note we prove Ho¨lder continuity and higher integrability of quasireg-
ular curves. A mapping f : M → N between Riemannian manifolds is a K-
quasiregular ω-curve for K ≥ 1 and an n-volume form ω ∈ Ωn(N) if M is
oriented, n = dimM ≤ dimN , f belongs to the Sobolev space W 1,nloc (M,N)
and
(‖ω‖ ◦ f)‖Df‖n ≤ K ⋆ (f∗ω)
almost everywhere in M , where ‖ω‖ : N → [0,∞) is the pointwise comass
norm of the form ω and ⋆ is the Hodge star operator on M . Here, a form
ω ∈ Ωn(N) is an n-volume form if ω is closed and non-vanishing, that is,
dω = 0 and ωy 6= 0 for each y ∈ N .
We refer to [40] for discussion on the definition of quasiregular curves.
We merely note here that quasiregular mappings are quasiregular curves
and that holomorphic curves are 1-quasiregular curves.
Our main theorem is the Ho¨lder regularity of a quasiregular ω-curve in the
case of the constant coefficient form ω. Note that, in the following statement,
we identify n-covectors in
∧n
R
m with constant coeffient n-volume forms in
R
m.
Theorem 1.1. Let Ω ⊂ Rn be a domain, K ≥ 1, and let ω ∈ ∧nRm be
an n-volume form. Then a K-quasiregular ω-curve f : Ω → Rm is locally
α-Ho¨lder continuous for α = α(K,ω) = (1/K)(‖ω‖/|ω|ℓ1 ).
Here |ω|ℓ1 is the ℓ1-norm of the covector ω; see Section 2. For simple
covectors, we recover the exponent 1/K, which follows also from the local
characterization of quasiregular curves with respect to simple covectors, see
[40]. We expect that the Ho¨lder exponent α(K,ω) is not sharp in general.
In fact, all examples of quasiregular curves we know are 1/K-Ho¨lder contin-
uous.
Since a quasiregular curve is locally a quasiregular curve with respect to
a constant coeffcient form by [40, Lemma 5.2], we obtain that quasiregular
curves between Riemannian manifolds are locally Ho¨lder continuous. We
record this observation as a corollary.
Corollary 1.2. Let M and N be Riemannian n and m-manifolds, respec-
tively, for n ≤ m, and let ω ∈ Ωn(N) be an n-volume form. Then each
K-quasiregular ω-curve M → N is locally α(K ′, ω)-Ho¨lder continuous for
each K ′ > K.
Proof. Let K ′′ ∈ (K,K ′) and let ε > 0 be a constant for which (1 + ε)4n <
K ′′/K. Let x ∈M and let ϕ : U → Rn and ψ : V → Rm be smooth (1 + ε)-
charts of M and N at x and f(x), respectively, having the property that
fU ⊂ V . Then h = ψ ◦ f ◦ ϕ−1 : ϕU → Rm is a K ′′-quasiregular ω˜-curve
for ω˜ = (ψ−1)∗ω. By [40, Lemma 5.2], for each x ∈ M , then h is a K ′-
quasiregular ω˜x-curve with respect to the covector ω˜x in a neighborhood of
x. The claim follows now from Theorem 1.1. 
3In the proof of Theorem 1.1 we mimic the lines of reasoning of the original
proofs of Reshetnyak’s theorem by Morrey [35] and Reshetnyak [44]. For
quasiregular ω-curves Ω → Rm, where ω is a constant coefficient form or a
covector ω ∈ ∧nRm, we prove a decay estimate on the integrals of ⋆f∗ω of
the quasiregular curve f over balls by establishing a differential inequality for
these integrals. This is done by employing a suitable isoperimetric inequality.
For this reason, we recall the classical isoperimetric inequality for Sobolev
mappings in Section 3 and derive an ω-isoperimetric inequality in Section 4.
Higher integrability of quasiregular curves. We switch now gears and
consider another classical property of quasiregular mappings. Quasiconfor-
mal and quasiregular mappings f : Ω → Rn, Ω ⊂ Rn, belong to a higher
Sobolev class W 1,ploc (Ω), p > n, than initially assumed. The sharp exponent
p = p(n,K) is not known. A well-known conjecture asserts that
p(n,K) =
nK
1
n−1
K
1
n−1 − 1
.
This value, if correct, would be sharp as confirmed by the radial stretch
mapping f(x) = |x| 1K x|x| . In a seminal work, Astala [2] established the
sharp exponent in the planar case n = 2. There are more recent accounts on
the higher intergability results when n ≥ 3, we refer here to the celebrated
paper of Gehring [9] for the quasiconformal case. In the quasiregular case,
we find that the discussion in Bojarski–Iwaniec [4] has stood the test of time.
As Bojarski and Iwaniec write in [4, p.272], the higher integrability of a
K-quasiregular map f : M → N stems from the double inequality
Jf ≤ ‖Df‖n ≤ KJf a.e. in M
and (standard) harmonic analysis. For aK-quasiregular ω-curve f : M → N
between Riemannian manifold the analogous double inequality is
⋆f∗ω ≤ (‖ω‖ ◦ f)‖Df‖n ≤ K (⋆f∗ω) a.e. in M.
The proof of the higher integrability of quasiregular mappings adapts almost
synthetically for quasiregular curves.
Theorem 1.3. Let f : Ω → Rm be a K-quasiregular ω-curve, where ω ∈∧n
R
m is an n-volume form. Then f ∈W 1,ploc (Ω,Rn) for some p = p(n,K, ω) >
n.
As an application, we obtain the almost everywhere differentiability of
quasiregular curves. The proof of the following corollary from Theorem 1.3
is analogous to the proof of Corollary 1.2 from Theorem 1.1 and we omit
the details.
Corollary 1.4. A quasiregular curve between Riemannian manifolds is al-
most everywhere differentiable.
2. Notation
In what follows, we denote (e1, . . . , em) the standard orthonormal basis
of Rm and (e1, . . . , em) its dual basis in (Rn)∗. The nth exterior power of
(Rm)∗, we denote
∧n
R
m.
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For each multi-index I = (i1, . . . , in), where 1 ≤ i1 < · · · < in ≤ n, we
denote eI = ei1 ∧ · · · ∧ ein . For n = m, we also denote
volRn = e
1 ∧ · · · ∧ en.
Note that, for n-covectors in Rn, the Hodge star ⋆ :
∧n
R
n → R, defined by
(⋆ξ)volRn = ξ
for each ξ ∈ ∧n Rn, gives the identification ∧nRn ∼= ∧0 Rn = R.
In what follows, we also use the Hodge star ⋆ :
∧n−1
R
n → (Rn)∗ to iden-
tify
∧n−1
R
n and Rn. This identification of spaces yields an identification
of the adjoint L♯ : Rn → Rn of a linear map L : Rn → Rn with the induced
map
∧n−1 L : ∧n−1 Rn → ∧n−1Rn.
Norms on forms. In what follows we use the following notations for inner
products and norms of covectors and linear maps. For the exterior power∧n
R
m, we set 〈·, ·〉 to be the natural inner product induced by the standard
Euclidean inner product in Rn, that is, 〈eI , eJ〉 = δIJ for multi-indices I and
J . We denote | · | the Euclidean norm induced by this inner product.
We also set an ℓ1-norm | · |ℓ1 in
∧n
R
n as follows. For ω =
∑
I uIe
I ∈∧n
R
m, we set
|ω|ℓ1 =
∑
I
|uI |.
Given a linear map L : V →W between inner product spaces, the operator
norm ‖L‖ of L is
‖L‖ = sup{|L(v)| : v ∈ V, |v| = 1}.
Finally, for each multi-index I = (i1, . . . , in), let πI : R
m → Rn be the
corresponding projection (x1, . . . , xm) 7→ (xi1 , . . . , xin). Then ω =
∑
I uIe
I
is the covector
ω =
∑
I
uIπ
∗
I (volRn).
3. Classical isoperimetric inequality for Sobolev maps
In this section we recall and prove the classical isoperimetric inequality
for Sobolev mappings; see, for example, Reshetnyak [45, Lemma II.1.2.] for
a more detailed account.
Theorem 3.1. Let Ω ⊂ Rn be a domain and BR = Bn(x◦, R) ⊂ Ω a ball.
Let also f : Ω → Rn be a Sobolev map in W 1,nloc (Ω,Rn). Then, for almost
every r ∈ (0, R), we have that
(3.1)
∣∣∣∣∫
Br
Jf
∣∣∣∣ ≤ (n n−1√ωn−1)−1(∫
∂Br
‖D♯f‖
) n
n−1
,
where ωn−1 is the (n − 1)-dimensional area of the unit sphere Sn−1 in Rn.
This integral form of the isoperimetric inequality stems from the familiar
geometric form of the isoperimetric inequality
(3.2) nn−1ωn−1|U |n−1 ≤ |∂U |n,
5where |U | stands for the volume of a domain U ⊂ Rn and |∂U | is its (n−1)-
dimensional surface area. The constant ωn−1 is the (n − 1)-dimensional
surface area of the unit sphere Sn−1 = ∂Bn(0, 1).
To motivate the integral form of the inequality, we consider first the case
of diffeomorphisms. Let f : Br → U be a diffeomorphism of a ball Br =
Bn(x◦, r) ⊂ Rn onto U ⊂ Rn, then
|U | =
∣∣∣∣∫
Br
Jf (x) dx
∣∣∣∣
and
|∂U | ≤
∫
∂Br
‖D♯f(x)‖ dx;
here D♯f(x) stands for the cofactor matrix of the differential matrix Df(x);
recall that identification
∧n−1
R
n ∼= Rn yields the identification D♯f(x) =
∧n−1Df(x).
Having these integral representations for the volume and area, we obtain
the integral form of the isoperimetric inequality, namely
(3.3) nωn−1
∣∣∣∣∫
Br
Jf (x) dx
∣∣∣∣n−1 ≤ (∫
∂Br
‖D♯f(x)‖ dx
)n
.
The same isoperimetric inequality holds for all mappings in W 1,nloc (Ω,R
n).
The proof is based on three tools: integration by parts, local degree, and
functions of bounded variation.
3.1. Integration by parts. Let f : Ω→ Rn be a mapping in W 1,nloc (Ω,Rn).
Then the Jacobian Jf of f obeys the rule of integration by parts, that is,
(3.4)∫
Ω
ϕJf =
∫
Ω
ϕdf1∧· · ·∧dfn = −
∫
Ω
fidf1∧· · ·∧dfn−1∧dϕ∧dfi+1∧· · ·∧dfn
is valid for every test function ϕ ∈ C∞0 (Ω) and each index i = 1, . . . , n.
For the surface area term, the integration by parts takes the following
form, which we record as a lemma.
Lemma 3.2. Let f : Ω→ Rn be a mapping in the Sobolev class W 1,nloc (Ω,Rn)
and u ∈ C10 (Rn,Rn). Then
(3.5) div
(
(u ◦ f)D♯f) = ((div u) ◦ f)Jf
in the sense of distributions.
Proof. Suppose first that u : Rn → Rn is the map
y 7→ (0, . . . , 0, ui(y), 0, . . . , 0),
where ui ∈ C10 (Rn) and i ∈ {1, . . . , n}, and define
F = (f1, . . . , fi−1, u ◦ f, fi+1, . . . , fn) : Rn → Rn.
Let also ϕ ∈ C∞0 (Ω). Then (3.4) gives∫
Ω
ϕJF = −
∫
Ω
Fidf1 ∧ · · · ∧ dfn−1 ∧ dϕ ∧ dfi+1 ∧ · · · ∧ dfn
= −
∫
Ω
〈u(f(x))D♯f(x),∇ϕ(x)〉 dx.
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Since ∫
Ω
ϕ(x)JF (x) dx =
∫
Ω
(div u)(f(x))Jf (x)ϕ(x) dx
we have that (3.5) follows for u = (0, . . . , 0, ui, 0, . . . , 0). The general case
follows by the coordinate decomposition of u. 
In particularly, if BR = B
n(x◦, R) ⊂ Ω, then Lemma 3.2 gives that
(3.6)
∣∣∣∣∫
Br
(
div u
)(
f(x)
)
Jf (x) dx
∣∣∣∣ ≤ ‖u‖∞ ∫
∂Br
|D♯f | for a.e. r ∈ (0, R).
Indeed, choose a mollifier Φ ∈ C∞0 (B(0, 1)) and let Φj(x) = jnΦ(jx) and ϕj
a convolution approximation of the characteristic function χB(x◦,r−1/j); that
is, ϕj = Φj ∗ χB(x◦,r−1/j), see [20, Formula (4.6)]. Then ϕj ∈ C∞0 (Ω) when
j is sufficiently large and sup{|∇ϕj(x)| : x ∈ Ω} ≤ j. According to (3.5) we
have∣∣∣∣∫
Br
(div u)(f(x))Jf (x)ϕj(x)
∣∣∣∣ =
∣∣∣∣∣−
∫ r
r− 1
j
∫
∂Br
〈u(f(x))D♯f(x),∇ϕj(x)〉
∣∣∣∣∣
≤ ‖u‖∞ j
∫ r
r− 1
j
∫
∂Br
|D♯f |.
Letting j →∞ and applying the Lebesgue differentiation theorem, we con-
clude the asserted estimate (3.6).
3.2. Local degree. Let B ⊂ Rn be a ball and let g : B → Rn be a contin-
uous mapping. For every y◦ ∈ Rn \ g(∂B) the Brouwer degree deg(g,B, y◦)
of g with respect to B at y◦ is a well-defined integer defined as follows. Let
Ω ⊂ Rn \g(∂B) be the y◦-component of Rn \g(∂B) and let B˜ = g−1(Ω)∩B.
Let also ι : B˜ →֒ B be the natural inclusion and let cΩ and cB the gen-
erators of the compactly supported Alexander–Spanier cohomology groups
Hnc (Ω;Z) and H
n
c (B;Z), respectively. We may assume that cΩ and cB are
fixed so that the orientations of Ω and B given by cΩ and cB agree with the
orientation defined by an orientation class cRn of R
n. Then
deg(g,B, y◦)cB = ι
∗(g|B˜)∗cΩ.
The Brouwer degree depends only on the boundary values of g in the sense
that, if g˜ : B → Rn is a continuous map satisfying g˜|∂B = g|∂B , then
deg(y◦, g, B) = deg(y◦, g, B). Furthermore, if g ∈ C1(B,Rn) ∩ C0(B,Rn)
and V is a connected component of Rn \g(∂Br) containing y◦, then we have
deg(g,B, y◦) =
∫
B
ρ(g(x))Jg(x) dx =
∫
B
g∗(ρvolRn),
where ρ ∈ C0(V ) is a nonnegative continuous function satisfying
∫
V ρ(y) dy =
1. This last statement follows from the identification of the compactly sup-
ported Alexander–Spanier cohomology Hnc (·;R) = H∗c (·;Z) ⊗ R with the
compactly supported de Rham cohomology H∗dR,c(·).
73.3. Proof of Theorem 3.1. By approximating f , it is enough to prove (3.3)
for smooth mappings f : Ω→ Rn. We recall that the classical change of vari-
ables formula for a continuous function v : Rn → R states that
(3.7)
∫
B
(v ◦ f)Jf =
∫
Rn
v(y) deg(f,B, y) dy.
Applying the identity (3.7) with v = div u and combining this with (3.6) we
obtain ∣∣∣∣∫
Rn
div u(y) deg(f,Br, y) dy
∣∣∣∣ ≤ ‖u‖∞ ∫
∂Br
|D♯f |
for an arbitrary u ∈ C10 (Rn,Rn). Hence the function y 7→ deg(f,Br, y) has
bounded variation and we have the inequality
(3.8)
(∫
Rn
|deg(f,Br, y)|
n
n−1 dy
)n−1
n
≤ (n n−1√ωn−1)
n
1−n
∫
∂Br
|D♯f(x)| dx .
It is worth nothing that the use of the Sobolev inequality (3.8) comes as no
surprise. Indeed, the Sobolev inequality
n
n−1
n ω
1
n
n−1‖g‖ nn−1 ≤ |Dg|(R
n)
for functions of bounded variation g : Rn → R is equivalent with the classical
isoperimetric inequality (3.2). Here |Dg|(Rn) stands for the total variation
of the distributional derivative Dg see e.g. Evans and Gariepy [7, Section
5.6]
Since the function y 7→ deg(f,Br, y) is integer valued, we further have
that
|deg(f,Br, y)| ≤ |deg(f,Br, y)|
n
n−1 .
for each y ∈ Rn \ f(∂Br). Thus∣∣∣∣∫
Rn
deg(f,Br, y) dy
∣∣∣∣ ≤ (n n−1√ωn−1)−1(∫
∂Br
|D♯f |
) n
n−1
.
Applying (3.7) again, this time with v ≡ 1, we obtain the desired inequality∣∣∣∣∫
Br
Jf
∣∣∣∣ ≤ (n n−1√ωn−1)−1(∫
∂Br
|D♯f |
) n
n−1
.
This concludes the proof.
4. An ω-isoperimetric inequality for Sobolev maps
The proof of the Ho¨lder continuity of the quasiregular curves is based on
a variant of the classical isoperimetric inequality for Sobolev maps adapted
to n-volume forms.
Proposition 4.1. Let Ω ⊂ Rn be a domain, BR = B(x◦, R) ⊂ Ω a ball, and
ω ∈ ∧nRm an n-covector. Then a Sobolev W 1,nloc (Ω,Rm) map f : Ω → Rm
satisfies
(4.1)
∫
Br
f∗ω ≤ cn|ω|ℓ1
(∫
∂Br
|D♯f |
) n
n−1
for a.e r ∈ (0, R).
Here cn = (n n−1
√
ωn−1)
−1 is the isoperimetric constant.
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Proof. Let ω ∈ ∧n Rm be the covector
ω =
∑
I
uIpr
∗
IvolRn .
For each multi-index I, let λI : R
n → Rn be the linear map
(y1, . . . , yn) 7→ (ε|uI |1/ny1, . . . , |uI |1/nyn),
where the sign ε ∈ {±1} is chosen so that λ∗IvolRn = uIvolRn .
Let also πI = λI ◦ prI : Rm → Rn and fI = πI ◦ f : Ω→ Rn. Then
f∗ω =
∑
I
f∗(λI ◦ prI)∗volRn =
∑
I
f∗π∗IvolRn =
∑
I
f∗I volRn−
Moreover,
‖D♯πI‖ = ‖∧n−1πI‖ = |uI |
n−1
n .
By the isoperimetric inequality for Sobolev mappings, we have∫
Br
f∗ω =
∫
Br
∑
I
f∗(π∗IvolRn) =
∑
I
∫
Br
f∗I volRn
=
∑
I
∫
Br
JfI ≤ cn
∑
I
(∫
∂Br
|D♯fI | dx
) n
n−1
for almost every r ∈ (0, R), where cn > 0 is the isoperimetric constant
depending only on n.
Since
D♯fI = ∧n−1D(πI ◦ f) = ((∧n−1DπI) ◦ f) · (∧n−1Df),
we have that(∫
∂Br
‖D♯fI‖ dx
) n
n−1
=
(∫
∂Br
(‖∧n−1DπI‖ ◦ f) · ‖∧n−1Df‖
) n
n−1
=
(∫
∂Br
|uI |
n−1
n ‖∧n−1Df‖
) n
n−1
= |uI |
(∫
∂Br
‖D♯f‖
) n
n−1
for almost every r ∈ (0, R). Thus (4.1) holds. 
5. Proof of the Ho¨lder continuity
Let f : Ω → Rm be a K-quasiregular ω-curve with respect to a covector
ω ∈ ∧nRm and let BR = B(x◦, R) ⊂ Ω be a ball. Morrey’s ideas [35] form
the basis for our proof here. A crucial tool in establishing the sharp Ho¨lder
exponent is the isoperimetric inequality (3.3) which together with distortion
9inequality, Hadamard’s inequality ‖D♯f‖ ≤ ‖Df‖n−1, and Ho¨lder’s inequal-
ity gives∫
Br
‖ω‖‖Df‖n ≤ K
∫
Br
f∗ω ≤ (n n−1√ωn−1)−1|ω|ℓ1K
(∫
∂Br
‖D♯f‖
) n
n−1
≤ (n n−1√ωn−1)−1|ω|ℓ1K
(∫
∂Br
‖Df‖n−1
) n
n−1
≤ r
n
|ω|ℓ1K
∫
∂Br
‖Df‖n ≤ r
n
|ω|ℓ1
‖ω‖ K
∫
∂Br
‖ω‖‖Df‖n
for almost every r ∈ (0, R). Thus
Φ(r) :=
∫
Br
‖Df‖n ≤ r
n
|ω|ℓ1
‖ω‖ K
∫
∂Br
‖Df‖n = r
n
|ω|ℓ1
‖ω‖ K Φ
′(r)
and therefore
n
K
‖ω‖
|ω|ℓ1
d
dr
log r ≤ d
dr
log Φ(r).
After integrating this estimate from r to R with respect the variable r we
obtain∫
Br
‖Df‖n = Φ(r) ≤
( r
R
) n
K
‖ω‖
|ω|ℓ1 Φ(R) =
( r
R
) n
K
‖ω‖
|ω|ℓ1
∫
BR
‖Df‖n.
We record the outcome as a lemma.
Lemma 5.1. Let f : Ω→ Rm be a K-quasiregular mapping and B(a, 3R) ⊂
Ω a ball. Then for each ball Br = B(x◦, r) ⊂ B(a, 2R) we have
(5.1)
(
1
|Br|
∫
Br
‖Df‖n
) 1
n
≤ Cr
1
K
‖ω‖
|ω|ℓ1
−1
,
where the constant C depends on n,K,R, and
∫
B(a,3R)‖Df‖n.
Now it is well known that the hunted local Ho¨lder continuity follows for
a Sobolev mapping whose differential lies in the Morrey space (5.1). Our
proof is based on the iconic Sobolev met Poincare´ chain argument [12].
Lemma 5.2. Let B ⊂ Rn be a ball and g : 2B → R a Sobolev function in
W 1,p(2B) for 1 ≤ p <∞. If for every ball Br = B(x◦, r) ⊂ 2B we have
(5.2)
(
1
|Br|
∫
Br
‖Df(x)‖p dx
) 1
p
≤ Crα−1 0 < α ≤ 1,
then g is Ho¨lder continuous in B with exponent α.
Proof. Let x, y ∈ B be Lebesgue points of g. Write Bi(x) = B(x, 2−i|x− y|)
for i ∈ {0, 1, 2, . . . } and gBi(x) = 1Bi(x)
∫
Bi(x)
g. Then gBi(x) → g(x) as i goes
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to infinity. The Poincare´ inequality gives
|g(x)− gB0(x)| ≤
∞∑
i=0
|gBi(x)− gBi+1(x)|
≤
∞∑
i=0
1
|Bi+1(x)|
∫
Bi+1(x)
|g(x) − gBi(x)| dx
≤ C
∞∑
i=0
1
|Bi(x)|
∫
Bi(x)
|g(x)− gBi(x)| dx
≤ C
∞∑
i=0
2−i|x− y|
(
1
|Bi(x)|
∫
Bi(x)
|∇g(x)|p dx
) 1
p
.
Similarly,
|g(y) − gB0(y)| ≤ C
∞∑
i=0
2−i|x− y|
(
1
|Bi(y)|
∫
Bi(y)
|∇g(x)|p dx
) 1
p
and
|gB0(x)− gB0(y)| ≤ C|x− y|
(
1
|2B0(x)|
∫
2B0(x)
|∇g(x)|p dx
) 1
p
.
Combining these with the assumption (5.2) we have
|g(x)− g(y)| ≤ C|x− y|α
(∫
2B0(x)
|∇g(x)|p dx
) 1
p ∞∑
i=0
(2−i)α.
The claim follows because the geometric series is convergent. 
6. Higher integrability of quasiregular curves
As in the quasiregular case (see e.g. [4]), the proof of the higher integrabil-
ity begins with a Caccioppoli inequality. Since we use here another version
of the inequality than in [40], we recall here the standard argument.
Lemma 6.1 (Caccioppoli’s inequality). Let Ω be a domain, f : Ω → Rm
be a K-quasiregular ω-curve, where ω ∈ Ωn(Rm) is an n-volume form with
constant coeffcients. Then, for each cube B ⋐ Ω and for each non-negative
function ϕ ∈ C∞0 (B),∫
B
ϕnf∗ω ≤ nn‖ω‖Kn−1
∫
B
|∇ϕ|n |f(x)− fB|n dx,
where
fB = −
∫
B
f(x) dx.
Proof. Let y◦ = fB for simplicity. Since ω is closed, it is exact and we may
fix an (n − 1)-form τ ∈ Ωn−1(Rm) for which ω = dτ and τy◦ = 0. Then τ
is ‖ω‖-Lipschitz. More precisely, we have that ‖τ‖y ≤ ‖ω‖|y − y◦| for each
y ∈ Rm.
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Let ϕ ∈ C∞0 (B) be a non-negative function satisfying ϕ| 1
2
B ≡ 1. Since
the function ⋆f∗ω is non-negative, we have that∫
B
ϕnf∗ω =
∫
B
ϕnf∗dτ =
∫
B
ϕndf∗τ
=
∫
B
d(ϕnf∗τ)−
∫
B
dϕn ∧ f∗τ = −
∫
B
dϕn ∧ f∗τ
≤
∫
B
|∇ϕn|(‖τ‖ ◦ f)‖Df‖n−1
≤ n‖ω‖
∫
B
|∇ϕ(x)| |f(x)− y◦|ϕn−1‖Df(x)‖n−1 dx,
where ‖τ‖ is the pointwise comass norm of τ . Thus, by Ho¨lder’s inequality,
∫
B
ϕf∗ω ≤ n‖ω‖
(∫
B
|∇ϕ|n |f(x)− y◦|n dx
)1/n (∫
B
ϕn‖Df‖n
)(n−1)/n
.
Since f is a K-quasiregular ω-curve, we have that
‖ω‖
(∫
B
ϕn‖Df‖n
)(n−1)/n
≤ ‖ω‖1/n
(∫
B
ϕnf∗ω
)(n−1)/n
.
Thus(∫
B
ϕf∗ω
)1/n
≤ n‖ω‖1/nK(n−1)/n
(∫
B
|∇ϕ|n |f(x)− y◦|n dx
)1/n
.

The Poincare´ inequality for Sobolev functions in W 1,nloc now yields the
following corollary.
Lemma 6.2. Let Ω be a domain, f : Ω→ Rm be a K-quasiregular ω-curve,
where ω ∈ Ωn(Rm) is an n-volume form with constant coeffcients. Let B =
Bn(x◦, r) ⊂ Ω be a ball. Then there exists a constant C = C(n,K) > 0 for
which (∫
1
2
B
‖Df‖n
)1/n
≤ C
r1/n
(∫
B
‖Df‖n/2
)2/n
.
Proof. Let ϕ ∈ C∞0 (B) be the standard cut-off function satisfying ϕ| 1
2
B ≡ 1
and |∇ϕ| ≤ 3/r. Then by the quasiregularity and the Caccioppoli inequality,
we have the estimate
‖ω‖
∫
1
2
B
‖Df‖n ≤
∫
1
2
B
Kf∗ω ≤ Knn‖ω‖Kn−1 3
r
∫
B
|f(x)− fB|n dx.
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Thus, by the Poincare´ inequality, we have the estimate(∫
1
2
B
‖Df‖n
)1/n
≤ C(n,K)
r1/n
(∫
B
|f(x)− fB|n dx
)1/n
≤ C(n,K)
r1/n
n∑
i=1
(∫
B
|fi(x)− (fi)B |n dx
)1/n
≤ C(n,K)
r1/n
n∑
i=1
(∫
B
‖Dfi‖n/2 dx
)2/n
≤ C(n,K)
r1/n
(∫
B
‖Df‖n/2
)2/n
;
here we used the fact that f − fB = (f1 − (f1)B , . . . , fn − (fn)B). 
The higher integrability of the quasiregular ω-curves with respect to con-
stant coefficient n-volume forms now follow with the standard reverse Ho¨lder
argument. Before the statement, we recall that, as in the quasiregular case,
the in Lemmas 6.1 and 6.2, the claims hold for a cube Q ⊂ Ω in place of the
ball B.
We record the higher integrability of a quasiregular curve – with respect
to a covector – as follows.
Proposition 6.3. Let f : Ω → Rm be a K-quasiregular ω-curve for ω ∈∧n
R
m. Then there exists p = p(n,K) > n and C = C(n,K, p) ≥ 1 having
the property that, for each cube Q ⊂ 2Q ⊂ Ω, holds(∫
Q
‖Df‖p
)1/p
≤ C
(∫
Q
‖Df‖n
)1/p
.
Proof. Let Q′ = Q′(x, r) ⊂ Q be a subcube. Then, by Lemma 6.2, we have
that (
−
∫
1
2
Q′
‖Df‖n
)1/n
=
(
1
|12Q′|
)1/n(∫
1
2
Q′
‖Df‖n
)1/n
≤
(
1
|12Q′|
)1/n
C(n,K)
|Q′|1/n
(∫
Q′
‖Df‖n/2
)2/n
= C(n,K)
(
−
∫
Q′
‖Df‖n/2
)2/n
.
Let now u = ‖Df‖n/2 ∈ L2(Q). Then, by Gehring’s lemma (see e.g. [4,
Theorem 4.2]), there exists t > 2 and Ct > 1 for which(∫
1
2
Q′
ut
)1/t
≤ C
(∫
Q′
u2
)1/2
for each subcube Q′ ⊂ Q. Thus ‖Df‖ ∈ Lp(Q) for p = tn/2 > n. 
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