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a b s t r a c t
In this paper, we establish the existence of triple positive solutions of a two-point boundary
value problem for the nonlinear singular second-order differential equations ofmixed type
with a p-Laplacian operator. We also demonstrate that the results obtained can be applied
to study certain higher order mixed boundary value problems. Finally, an example is given
to demonstrate the use of the main results of this paper.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, by using the Leggett–William fixed point theorem, we study the existence of triple positive solutions for
the following singular p-Laplacian boundary value problem (BVP):{
(φp(u′))′ + a(t)f (u, u′, Tu, Su) = 0, 0 < t < 1,
u′(0) = 0, u(1) = g(u′(1)), (1.1)
where φp(s) = |s|p−2s (p > 1) is an increasing function, (φp)−1(s) = φq(s), 1p + 1q = 1; T and S are two linear operators
defined by
Tu(t) =
∫ t
0
k(t, s)u(s)ds, Su(t) =
∫ 1
0
h(t, s)u(s)ds, u ∈ C1[0, 1],
in which k ∈ C[D,R+], h ∈ C[D0,R+],D = {(t, s) ∈ R2 : 0 ≤ s ≤ t ≤ 1},D0 = {(t, s) ∈ R2 : 0 ≤ s, t ≤ 1},R+ =
[0,+∞),R = (−∞,+∞), k0 = max{k(t, s) : (t, s) ∈ D}, h0 = max{h(t, s) : (t, s) ∈ D}.
In recent years, several papers have beendevoted to the study of the followingdifferential equationwith one-dimensional
p-Laplacian:
(φp(u′))′ + q(t)f (t, u) = 0, 0 ≤ t ≤ 1, (1.2)
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subject to different linear or nonlinear boundary conditions [1–4]. By using the fixed point theorem in cones due to
Krasnosel’skii,Wang [1], Kong andWang [2], He andGe [3] studied equation (1.2), respectively subject to one of the following
nonlinear boundary conditions:
(1) u(0)− g1(u′(0)) = 0, u(1)+ g2(u′(1)) = 0,
(2) u(0)− g1(u′(0)) = 0, u′(1) = 0,
(3) u′(0) = 0, u(1)+ g2(u′(1)) = 0.
In [4] Zhao, Wang and Ge studied the following boundary value problem:{
(φp(u′))′ + a(t)f (u, u′) = 0, 0 ≤ t ≤ 1,
u′(0) = u(1) = 0, (1.3)
where f ∈ C(R2, (0,+∞)), a ∈ C([0, 1], (0,+∞)).
Obviously, BVPs (1.2) and (1.3) are special cases of the BVP (1.1), as they do not contain the linear operators Tu and Su,
and g(v) ≡ 0. Hence, the problem thatwe discuss ismore general and is different from those in previouswork. Although the
Leggett–William fixed point theorem is used extensively in the study of triple positive differential equations and certain p-
Laplacian boundary value problems [5–11], themethod has not been used to study the p-Laplacian boundary value problems
that contain the linear operators Tu and Su. So this paper may be regarded as an application of the Leggett–William fixed
point theorem in a new area. We should also assert here that our results are new and generalize the results in [1–4].
The rest of the paper is organized as follows. In Section 2, we give the preliminaries and lemmas for the theoretical
development in this work. The main results as well as some corollaries are formulated and proved in Section 3. Finally,
some applications of our results are obtained and an example is presented to demonstrate the use of the main theorems in
Section 4.
2. Preliminaries and lemmas
Definition 2.1. Let E be a Banach space and P be a closed convex set in E; then P is called a cone in E if the following
conditions are satisfied:
(i) λx ∈ p if λ ≥ 0 and x ∈ P; (ii) if x ∈ P and−x ∈ P , then x = 0.
Definition 2.2. Let E be a Banach space and P be a cone in E. A function α : P → R+ is called a nonnegative continuous
concave function if α is continuous and α(tx+ (1− t)y) ≥ tα(x)+ (1− t)α(y) for all x, y ∈ P and 0 ≤ t ≤ 1.
For any fixed constants a, b, r > 0, let Pr = {u ∈ P : ‖u‖ < r}, P(α, a, b) = {u ∈ P : a ≤ α(u), ‖u‖ < b}.
Lemma 2.1 (Leggett–William). Let A : Pc → Pc be a completely continuous map and α be a nonnegative continuous concave
functional on P with α(u) ≤ ‖u‖ for any u ∈ Pc . Suppose there exist constants a, b, d with 0 < a < b < d ≤ c such that:
(i) {u ∈ P(α, b, d) : α(u) > b} 6= φ and α(Au) > b for all u ∈ P(α, b, d);
(ii) ‖Au‖ < a for all u ∈ Pa;
(iii) α(Au) > b for all u ∈ P(α, b, c) with ‖Au‖ > d.
Then A has at least three fixed points u1, u2 and u3 satisfying
‖u1‖ < a, b < α(u2), ‖u3‖ > a and α(u3) < b.
For convenience, we list the assumptions to be used throughout the paper as follows:
(A) f ∈ C(R+ × R× R+ × R+, (0,+∞));
(B) a ∈ C((0, 1),R+)may be singular at t = 0, 1, and 0 < ∫ 10 a(t)dt < +∞;
(C) g : R→ R+ is nonincreasing and continuous, and 0 ≤ g(v) ≤ |v| for v ∈ R.
Let E = C1[0, 1] with norm ‖u‖ = max{‖u‖0, ‖u′‖0}, where ‖u‖0 = max0≤t≤1 |u(t)|, P = {u ∈ E : u(t) is nonnegative,
decreasing and concave on [0, 1]}. It is easy to see that BVP (1.1) is equivalent to the following integral equation:
u(t) =
∫ 1
t
φq
(∫ s
0
a(r)f (u, u′, Tu, Su)dr
)
ds+ u(1).
We can define an operator A : P → E by
Au(t) =
∫ 1
t
φq
(∫ s
0
a(r)f (u, u′, Tu, Su)dr
)
ds+ u(1).
Obviously, A is well defined and u ∈ E is a solution of BVP (1.1) if and only if u is a fixed point of A.
Lemma 2.2. A : P → E is completely continuous and AP ⊂ P.
Proof. As f : R+×R×R+×R+ → (0,+∞) is continuous and 0 < ∫ 10 a(t)dt < +∞, we can easily check that A : P → E
is continuous. Since
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Au(t) =
∫ 1
t
φq
(∫ s
0
a(r)f (u, u′, Tu, Su)dr
)
ds+ u(1),
(Au)′(t) = −φq
(∫ t
0
a(r)f (u, u′, Tu, Su)dr
)
,
for any bounded set D ⊂ P , we have that AD and (AD)′(t) are uniformly bounded and equicontinuous on [0, 1]. So by the
Arzela–Ascoli theorem, AD is relative compact in E. Therefore, A : P → E is completely continuous.
Next we show AP ⊂ P . In fact, Au(t) ≥ 0 for any u ∈ P , and thus it follows from
(Au)′(t) = −φq
(∫ t
0
a(r)f (u, u′, Tu, Su)dr
)
≤ 0
that (Au)(t) is decreasing on [0, 1]. Meanwhile, (Au)′(t) is also decreasing on [0, 1], so Au(t) is concave on [0, 1]. Therefore,
AP ⊂ P . This completes the proof of Lemma 2.2. 
Now for any η ∈ (0, 12 ), we define a nonnegative continuous concave function α : P → R+ by
α(u) = min
η≤t≤1−η u(t), u ∈ P.
Obviously, the following two conclusions hold:
(1) α(u) = u(1− η) ≤ ‖u‖0 ≤ ‖u‖, u ∈ P ,
(2) α(Au) = Au(1− η).
By 0 <
∫ 1
0 a(t)dt < +∞, there exists a constantM > 0 such that 0 <
∫ 1
0 a(t)dt < φp(M).
3. Main results
In this section, we give our main results.
Theorem 3.1. Suppose there exist constants a, b, c, d such that 0 < a < b ≤ ηM d < d ≤ c, and
(H1) f (u, v, w, l) ≤ φp
( a
2M
)
, 0 ≤ u ≤ a,−a ≤ v ≤ 0, 0 ≤ w ≤ k0a, 0 ≤ l ≤ h0a;
(H2) f (u, v, w, l) ≤ φp
( c
2M
)
, 0 ≤ u ≤ c,−c ≤ v ≤ 0, 0 ≤ w ≤ k0c, 0 ≤ l ≤ h0c;
(H3) f (u, v, w, l) > φp
(
b
ηL
)
, b ≤ u ≤ d,−d ≤ v ≤ 0, 0 ≤ w ≤ k0d, 0 ≤ l ≤ h0d,
where L = φq
(∫ 1−η
0
a(t)dt
)
;
(H4) min
(u,v,w,l)∈J
f (u, v, w, l)φp
(
M
2
)∫ 1−η
0
a(t)dt ≥ max
(u,v,w,l)∈J
f (u, v, w, l)
∫ 1
0
a(t)dt,
where J = [0, c] × [−c, 0] × [0, k0c] × [0, h0c].
Then BVP (1.1) has at least three solutions u1, u2 and u3 satisfying
‖u1‖ < a, b < min
η≤t≤1−η u2(t), ‖u3‖ > a and minη≤t≤1−η u3(t) < b.
Proof. We divide the proof into three steps.
Step 1. We show APc ⊂ Pc , APa ⊂ Pa. Firstly, by Lemma 2.2, we have that APc ⊂ P . Secondly, for any u ∈ Pc , we have
0 ≤ u(t) ≤ c,−c ≤ u′(t) ≤ 0, 0 ≤ (Tu)(t) ≤ k0c, 0 ≤ (Su)(t) ≤ h0c for t ∈ [0, 1], and so by (H2)
‖Au‖0 ≤ φq
(∫ 1
0
a(t)f (u(t), u′(t), Tu(t), Su(t))dt
)
+ u(1)
= φq
(∫ 1
0
a(t)f (u(t), u′(t), Tu(t), Su(t))dt
)
+ g(u′(1))
≤ φq
(∫ 1
0
a(t)f (u(t), u′(t), Tu(t), Su(t))dt
)
+ ‖u′(1)‖
≤ 2φq
(∫ 1
0
a(t)f (u(t), u′(t), Tu(t), Su(t))dt
)
≤ 2φq
(
φp
( c
2M
))
φq
(∫ 1
0
a(t)dt
)
= c,
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‖(Au)′‖0 ≤ φq
(∫ 1
0
a(t)f (u(t), u′(t), Tu(t), Su(t))dt
)
≤ c
2
< c.
Therefore ‖Au‖ ≤ c , and so APc ⊂ Pc . Similarly, APa ⊂ Pa.
Step 2.We show
{u ∈ P(α, b, d) : α(u) > b} 6= φ (3.1)
and
α(Au) > b for all u ∈ P(α, b, d). (3.2)
Let u = b+d2 ; then u ∈ P , ‖u‖ = b+d2 ≤ d and α(u) = b+d2 > b. That is (3.1) holds. For any u ∈ P(α, b, d) and t ∈ [0, 1],
we have
b ≤ u(t) ≤ d, −d ≤ u′(t) ≤ 0, 0 ≤ (Tu)(t) ≤ k0d, 0 ≤ (Su)(t) ≤ h0d,
and so by (H3), we have
α(Au) = min
t∈[η,1−η](Au)(t) = (Au)(1− η)
=
∫ 1
1−η
φq
(∫ s
0
a(r)f (u(r), u′(r), Tu(r), Su(r))dr
)
ds+ u(1)
≥ ηφq
(∫ 1−η
0
a(r)f (u(r), u′(r), Tu(r), Su(r))dr
)
> ηφq
(
φp
(
b
ηL
)∫ 1−η
0
a(r)dr
)
= b.
Hence (3.2) holds.
Step 3.We show α(Au) > b for all u ∈ P(α, b, c)with ‖Au‖ > d. If u ∈ P(α, b, c)with ‖Au‖ > d, then for any t ∈ [0, 1]
we obtain 0 ≤ u(t) ≤ c,−c ≤ u′(t) ≤ 0, 0 ≤ (Tu)(t) ≤ k0c, 0 ≤ (Su)(t) ≤ h0c , and so by (H4) we have
φp
(
M
2
)∫ 1−η
0
a(t)f (u(t), u′(t), (Tu)(t), (Su)(t))dt ≥
∫ 1
0
a(t)f (u(t), u′(t), (Tu)(t), (Su)(t))dt.
It follows from the above that
α(Au) = (Au)(1− η)
=
∫ 1
1−η
φq
(∫ s
0
a(r)f (u(r), u′(r), (Tu)(r), (Su)(r))dr
)
ds+ u(1)
≥ ηφq
(∫ 1−η
0
a(r)f (u(r), u′(r), (Tu)(r), (Su)(r))dr
)
≥ ηφq
(∫ 1
0 a(t)f (u(t), u
′(t), (Tu)(t), (Su)(t))dt
φp
(M
2
) )
= 2η
M
φq
(∫ 1
0
a(t)f (u(t), u′(t), (Tu)(t), (Su)(t))dt
)
= 2η
M
|(Au)′(1)|
≥ η
M
(‖(Au)′‖0 + ‖Au‖0)
≥ η
M
‖Au‖
>
η
M
d ≥ b.
Hence, by Lemma 2.1, the results of Theorem 3.1 hold. This completes the proof of Theorem 3.1. 
Remark 3.1. Similarly, we can establish the existence of three positive solutions for the following two boundary value
problems:{
(φp(u′))′ + a(t)f (u, u′, Tu, Su) = 0, 0 < t < 1,
u′(1) = 0, u(0) = g(u′(0))
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and {
(φp(u′))′ + a(t)f (u, u′, Tu, Su) = 0, 0 < t < 1,
u(0) = g(u′(0)), u(1) = g(u′(1)).
It is noticed that the BVPs in [1–4,7–10] are all special cases of (1.1) where they do not contain the linear operators Tu
and Su. Moreover, in this paper a(t) is allowed to be singular at 0 and/or 1, and thus our results generalize and improve the
related results of previous work.
Corollary 3.1. Suppose there exist constants a, b, c, d with 0 < a < b ≤ ηM d < d ≤ c. Suppose also that f satisfies ( H1)–( H3)
of Theorem 3.1 and the following conditions:
(H5) k(t, s) ≡ c1, h(t, s) ≡ c2, c1 and c2 are constants, and 0 < c1, c2 ≤ 1, f (u, v, w, l) is increasing with respect to (u, v)
and decreasing with respect to (w, l) for 0 ≤ u ≤ c,−c ≤ v ≤ 0, 0 ≤ w ≤ k0c, 0 ≤ l ≤ h0c.
(H6) φp
(M
2
) ≥ ∫ 10 a(t)dt∫ 1−η
0 a(t)dt
.
Then the results of Theorem 3.1 also hold.
Proof. By the proof of Theorem 3.1 we only need to show α(Au) > b for all u ∈ P(α, b, c) with ‖Au‖ > d. In fact, for any
u ∈ P(α, b, c), we have 0 ≤ u(t) ≤ c,−c ≤ u′(t) ≤ 0, 0 ≤ (Tu)(t) ≤ k0c, 0 ≤ (Su)(t) ≤ h0c . From the fact that the
functions u(t) and u′(t) are decreasing, and the functions Tu(t) and Su(t) are increasing, we have∫ 1
1−η
a(t)f (u(t), u′(t), (Tu)(t), (Su)(t))dt ≤
∫ 1
1−η
a(t)f (u(1− η), u′(1− η), (Tu)(1− η), (Su)(1− η))dt,∫ 1−η
0
a(t)f (u(t), u′(t), (Tu)(t), (Su)(t))dt ≥
∫ 1−η
0
a(t)f (u(1− η), u′(1− η), (Tu)(1− η), (Su)(1− η))dt,
and so ∫ 1
1−η a(t)f (u(t), u
′(t), (Tu)(t), (Su)(t))dt∫ 1−η
0 a(t)f (u(t), u
′(t), (Tu)(t), (Su)(t))dt
≤
∫ 1
1−η a(t)f (u(1− η), u′(1− η), (Tu)(1− η), (Su)(1− η))dt∫ 1−η
0 a(t)f (u(1− η), u′(1− η), (Tu)(1− η), (Su)(1− η))dt
=
∫ 1
1−η a(t)dt∫ 1−η
0 a(t)dt
,
which yields∫ 1
0 a(t)f (u(t), u
′(t), (Tu)(t), (Su)(t))dt∫ 1−η
0 a(t)f (u(t), u
′(t), (Tu)(t), (Su)(t))dt
≤
∫ 1
0 a(t)dt∫ 1−η
0 a(t)dt
≤ φp
(
M
2
)
.
Then proceeding as in step 3 in the proof of Theorem 3.1, we complete the proof of Corollary 3.1. 
Corollary 3.2. Suppose there exist constants a, b, c, d with 0 < a < b ≤ ηM < d ≤ c. Suppose also that f satisfies ( H1 )–( H3 )
and the following condition:
(H7) f (u, v, w, l) ≤ φp(d)−φp
(
b
η
)
ηφp(M)
, 0 ≤ u ≤ c,−c ≤ v ≤ 0, 0 ≤ w ≤ k0c, 0 ≤ l ≤ h0c.
Then the conclusions of Theorem 3.1 hold.
4. Applications
Our results can also be applied to study the solution of some higher order mixed boundary value problems (MBVPs;
see [12,13]). Here we consider the following two problems:
(φp(x′′′))′ + a(t)f (x′′, x) = 0, 0 < t < 1,
α1x(0)+ α2x′(0) = 0,
β1x(1)+ β2x′(1) = 0,
x′′′(0) = 0, x′′(1) = g(x′′′(1))
(4.1)
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and 
(φp(x′′′))′ + a(t)f (x′′, x′, x) = 0, 0 < t < 1,
x′(0) = 0,
β1x(1)+ β2x′(1) = 0,
x′′′(0) = 0, x′′(1) = g(x′′′(1)).
(4.2)
Firstly, we consider MBVP (4.1). Assume α21 + α22 > 0, β21 + β22 > 0, ∆ = α1β1 + α1β2 − α2β1 6= 0 and
f ∈ C[R× R, (0,+∞)], and let x′′ = u; then
x(t) =
∫ 1
0
h(t, s)u(s)ds ≡ Su(t), t ∈ (0, 1),
where h(t, s) is the Green function of the following boundary value problem:x
′′ = 0,
α1x(0)+ α2x′(0) = 0,
β1x(1)+ β2x′(1) = 0.
Thus MBVP (4.1) can be transformed to the following boundary value problem:{
(φp(u′))′ + a(t)f (u, Su) = 0, 0 < t < 1,
u′(0) = 0, u(1) = g(u′(1)),
which is a special case of BVP (1.1), and so by Theorem 3.1, MBVP (4.1) has at least three solutions under proper conditions.
Secondly, we consider MBVP (4.2). Assume β1 6= 0, α2 = 1,∆ = −β1 6= 0 and f ∈ C[R×R, (0,+∞)]. Let x′′ = u; then
x′(t) =
∫ t
0
u(s)ds ≡ Tu(t), k(t, s) ≡ 1, 0 < s ≤ t < 1.
x(t) =
∫ 1
0
h(t, s)u(s)ds ≡ Su(t), t ∈ (0, 1).
Thus MBVP (4.2) can be transformed to the following boundary value problem:{
(φp(u′))′ + a(t)f (u, Tu, Su) = 0, 0 < t < 1,
u′(0) = 0, u(1) = g(u′(1)),
which is also a special case of BVP (1.1), and so by Theorem 3.1, MBVP (4.2) has at least three solutions under proper
conditions.
Example 4.1. Let p = 5;
a(t) =

t−
1
2 , 0 ≤ t ≤ 4
25
,
−1
2
t + 129
50
,
4
25
≤ t ≤ 1,
f (u, v, w, l) =

100u20 + 2+ sin v
16 000
−
3
√
w
2400 000
−
2√l
2400 000
, 0 ≤ u ≤ 1,−pi
2
≤ v ≤ 0, w, l ≥ 0,
100u20 + 1
16 000
−
3
√
w
2400 000
−
2√l
2400 000
, 0 ≤ u ≤ 1, v ≤ −pi
2
, w, l ≥ 0,
100 4
√
u+ 2+ sin v
16 000
−
3
√
w
2400 000
−
2√l
2400 000
, u ≥ 1,−pi
2
≤ v ≤ 0, w, l ≥ 0,
100 4
√
u+ 1
16 000
−
3
√
w
2400 000
−
2√l
2400 000
, u ≥ 1, v ≤ −pi
2
, w, l ≥ 0,
g(v) =
{
v
1
2 , |v| ≥ 1,
v2, |v| < 1.
Conclusion. The boundary value problem BVP (1.1) has at least three positive solutions.
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Proof. Let η = 2125 ,M =
√
2,m =
√
1
6000 , L = ( 45 )
5
4 , a = 12 , b = 1, d = 6250, c = 6300; we have 0 < a < b ≤ mηM d < d ≤
c , and
φp
( a
2M
)
=
(
1
2× 2×√2
)4
= 1
1024
, φp
( c
2M
)
=
(
6300
2
√
2
)4
,
φp
(
b
Lη
)
=
 1
21
25
( 4
5
) 5
4
4 , φp(d)− φp
(
b
η
)
ηφp(M)
= 6250
4 − ( 2521 )4
21
25 × (
√
2)4
.
Next we show that (H1)–(H4) are satisfied.
If 0 ≤ u ≤ 12 ,− 12 ≤ v ≤ 0, 0 ≤ w ≤ 12 , 0 ≤ l ≤ 12 , then
f (u, v, w, l) ≤ 100×
(
1
2
)20
+ 2+ 0
16 000
< φp
( a
2M
)
.
So (H1) is satisfied.
For any 0 ≤ u ≤ 6300,−6300 ≤ v ≤ 0, 0 ≤ w ≤ 6300, 0 ≤ l ≤ 6300, we obtain
f (u, v, w, l) ≤ 100× 120 + 2+ 0
16 000
< φp
( c
2M
)
, 0 ≤ u ≤ 1,
f (u, v, w, l) ≤ 100× 4√6300+ 2+ 0
16 000
< φp
( c
2M
)
, 1 ≤ u ≤ 6300.
So (H2) is satisfied.
For any 1 ≤ u ≤ 6250,−6250 ≤ v ≤ 0, 0 ≤ w ≤ 6250, 0 ≤ l ≤ 6250, we know that
f (u, v, w, l) ≥ 100× 4√1+ 1
16 000
−
3√6250
2400 000
−
2√6250
2400 000
> φp
(
b
Lη
)
.
So (H3) is satisfied.
For any (u, v, w, l) ∈ [0, 6300] × [−6300, 0] × [0, 6300] × [0, 6300], from
min f (u, v, w, l) ≥ 100× 0+ 1
16 000
−
3√6300
2400 000
−
2√6300
2400 000
,
max f (u, v, w, l) ≤ 100× 4√6300+ 2
16 000
,
φp
(
M
2m
)
= 60002,
∫ 1−η
0
a(t)dt = 4
5
,
∫ 1
0
a(t)dt = 4809
5000
,
we know that (H4) holds.
Therefore, by Theorem 3.1, BVP (1.1) has at least three positive solutions u1, u2 and u3 satisfying
‖u1‖ < 12 , 1 < minη≤t≤1−η u2(t), ‖u3‖ >
1
2
and min
η≤t≤1−η u3(t) < 1 for η =
21
25
. 
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