The finite element method (FEM) is one of the most commonly used techniques for the solution of partial differential equations on unstructured meshes. This paper discusses both the assembly and the solution phases of the FEM with special attention to the balance of computation and data movement. We present a GPU assembly algorithm that scales to arbitrary degree polynomials used as basis functions, at the expense of redundant computations. We show how the storage of the stiffness matrix affects the performance of both the assembly and the solution. We investigate two approaches: global assembly into the CSR and ELLPACK matrix formats and matrix-free algorithms, and show the trade-off between the amount of indexing data and stiffness data. We discuss the performance of different approaches in light of the implicit caches on Fermi GPUs and show a speedup over a two-socket 12-core CPU of up to 10 times in the assembly and up to 6 times in the solution phase. We present our sparse matrix-vector multiplication algorithms that are part of a conjugate gradient iteration and show that a matrix-free approach may be up to two times faster than global assembly approaches and up to 4 times faster than NVIDIA's cuSPARSE library, depending on the preconditioner used.
Introduction
Due to the physical limitations to building faster single core microprocessors, the development and use of multi-and manycore architectures has received increasing attention for the past few years. Besides the increasing number of processor cores on a single chip, new architectures have emerged that support general purpose massively parallel computing-the most prominent of which are Graphical Processing Units (GPUs). Computing on Graphical Processors has become very popular in the high performance computing community; a great number of papers discuss its viability in accelerating applications ranging from molecular dynamics through dense and sparse linear algebra to medical imaging [14] .
The evolution trend of computing architectures shows an increasing gap between computational performance and bandwidth to off-chip memory [8] ; it is already apparent that while GPUs have a theoretical compute performance ten times higher than CPUs, the bandwidth to off-chip DRAM is only 3-5 times faster. Also, with an increasing number of cores on a single chip the amount of on-chip memory per core decreases. Thus, it is becoming increasingly important to move as little data as possible-sometimes even at the expense of redundant computations.
The numerical approximation of Partial Differential Equations (PDEs) can be split into two main categories: structured and unstructured grids. Finite difference methods are well suited for structured grids; their data access patterns are regular and easily vectorisable. These methods are usually described as applying stencil operations to the elements of a structured grid. This approach to solving PDEs is a natural fit for GPUs, and several studies have shown considerable speedup over multicore CPUs [7, 9] . However, in practice the domain over which PDEs are defined is often complex and requires numerical accuracy in some areas more than other, which may require the use of unstructured grids. For the solution of these problems, the finite volume and the finite element methods are more convenient [15] . When using these unstructured grids, memory access patterns become complicated. It usually involves gathering input data and scattering output data, which results in having to deal with race conditions on parallel hardware.
Related Work
Due to the high demand for accelerating finite element methods (FEM) several studies have investigated FEM implementations on GPUs. The method can be divided into two phases: the assembly of a matrix, then the solution of a linear system using that matrix. In general the solution phase is the more time consuming one, specifically the sparse matrix-vector product between the assembled matrix and vectors used by iterative solvers. Because this is a more general problem, several studies focused on the performance evaluation of this operation on the GPU [3, 4, 27] and in the FEM context [13] . Finite element assembly has also been investigated both in special cases [4, 12, 16, 17] and in more general cases to show the alternative approaches to matrix assembly for more general problems [6, 11, 18, 23] . Their results show a speedup of 10 to 50 compared to single threaded CPU perfor-mance in the assembly phase, but only very limited speedup in the iterative solution phase.
The goal of this paper is to explore different options for assembling and solving finite element problems on unstructured grids. Our hand-written tests focus on using the Compute Unified Device Architecture (CUDA) on NVIDIA GPUs, and OpenMP on Intel CPUs. Several aspects are explored that impact the performance of these algorithms such as memory layout of input and output data, the trade-off between computation and storage, preprocessing, and autotuning. The effects of these on performance are discussed and recommendations are made. To our knowledge, this paper is one of the most comprehensive studies of finite element algorithms that consider different memory layouts and bottlenecks including implicit caches that were introduced with NVIDIA's Fermi architecture.
The contributions of this paper are the following:
1. Presents the trade-offs between computation, data storage and movement, develops an assembly algorithm that scales to high degree polynomials and discusses data transfer requirements for different storage approaches. 2. Presents and discusses the local and global matrix assembly approaches using several storage formats, evaluates and compares their performance revealing the bottlenecks of the assembly, iterative solution and preconditioning phases of the calculation. 3. Presents and discusses GPU specific techniques to avoid race conditions, makes use of caching by preprocessing techniques, and optimises occupancy with autotuning.
The paper is organised as follows: Sect. 3 discusses the essential mathematical background of the finite element method that is referred to throughout the paper. Section 4 briefly discusses the different aspects of GPU programming, presents the algorithm for finite element assembly that is used throughout the tests, and also introduces the sparse matrix storage formats used. In Sect. 5 we present the test hardware and problem, and briefly describe the different test cases. Sections 6, 7, 8 , and 9 present and discuss the different versions for global and local matrix assembly. Sections 10 and 11 perform the comparative analysis of different approaches and assesses the performance bottlenecks of each phase in the finite element method. Finally, Sect. 12 draws conclusions.
The Finite Element Method on Unstructured Meshes
Unstructured meshes are used in many engineering applications as a basis for the discretised solution of PDEs, where the domain itself or the required accuracy of the solution is nonuniform. Variations of the Finite Element Method (FEM) can handle most types of partial differential equations, but to understand the algorithm, consider the following simple boundary value problem over the domain [15] :
The solution is sought in the form of u : → . With the introduction of a test function v on , the variational form of the PDE is as follows:
where V is the finite element space of functions which are zero on ∂ , or as reformulated below:
The standard finite element method constructs a finite dimensional space V h ⊂ V of functions over , and searches for an approximate solution u h ∈ V h . Let {φ 1...N v } be a basis for V h , then:
To find the best approximation to u, it is necessary to solve the system:
where K is the n × n matrix, usually called the stiffness matrix, defined by:
andl ∈ n , usually called the load vector, is defined by:
If the underlying discretisation mesh has nodesx i , it is possible to choose a finite element space V h with basis functions such that φ i (x j ) = δ i, j . In this case u h is determined by its values atx i , i = 1, 2, . . . N v . The mesh is a polygonal partitioning of the domain into a set of disjoint elements e i ∈ E, i = 1 . . . N e . The basis functions are constructed so that φ i is nonzero only over those elements e which havē x i as a vertex. This means that finite element basis functions φ i have their support restricted to neighbouring elements.
The essential data to describe the mesh is as follows: The resulting matrix K will be sparse because only neighboring basis functions' products will be nonzero. The bilinear form a(., .) is symmetric, so K is symmetric too. This algorithm can be decribed in another way; assembling dense local matrices K e which contain the nonzeros that the current element contributes to the global matrix, then scattering these values to their place in the global matrix.
Dirichlet Boundary Conditions
In general, essential boundary conditions constrain the solution u:
for some function g on the constrained part of the boundary ∂ . This means the nodes on the boundary have fixed values. This change of course has to appear in the linear system Kū =f . In our experiments we assume g = 0 and = ∂ according to Eq. (2). There are two popular ways to implement this, either via pre-or post-processing:
1. Before assembly, renumber the nodes of the mesh in a way that constrained nodes are not included in the linear system, thereby eliminating them from further computations at the expense of having to look up different indices for accessing data on the nodes and accessing the linear system.
2. Assemble the stiffness matrix and load vector as if no nodes were constrained, then set each constrained node's row and column to zero, the diagonal element to one, and the entry in the right hand side vector to the prescribed value.
Our test programs use the first approach, the non-constrained nodes are referred to as free nodes or degrees of freedom
3.3 The Local Matrix Approach (LMA)
The previous sections described the assembly of the stiffness matrix by scattering the values of the element matrices. There are many numerical methods to approximate the solution of the system of equations Kū =l; many of them, such as the conjugate gradient method, only perform matrix-vector products and do not explicitly require the matrix K . In theȳ = Kx multiplication the local matrix approach gathers the values ofx, performs the multiplication with the local matrices, and finally scatters the product values toȳ [5, 18] . Formally this can be described as follows:
where K e is the matrix containing the local matrices in its diagonal and A is the local-toglobal mapping from the local matrix indices to the global matrix indices. Formally, this requires three sparse matrix-vector products, but as it is shown in Sect. 8 the mapping matrix A does not have to be constructed, and the whole operation reduces to N e dense matrix-vector products, the gathering ofx, and the scattering of products toȳ.
The Matrix-Free Approach
The logic of the local matrix approach can be taken a step further; never writing local stiffness matrices to memory but recalculating them every time the matrix-vector product is performed. This approach can save a high amount of memory space and bandwidth by not moving stiffness data to and from memory. This method has a different data transfer versus computation ratio than the others, thus makes an interesting case when exploring performance bottlenecks of the finite element algorithm.
Implementation Considerations for GPUs
GPUs are naturally parallel architectures with their own performance considerations: When working on unstructured grids, the biggest problem is the gather-scatter type memory access, and much depends on the ordering of elements and their nodes. In the assembly phase the nodal data (coordinates and state variables) have to be gathered for each degree of freedom in an element. This data is accessed indirectly via the M e mapping, which usually results in an uncoalesced memory access. After assembling the local matrices, their elements have to be scattered to populate the global stiffness matrix. The latter operation poses a data hazard, as neighbouring elements have to write to overlapping segments of memory in the global matrix. This problem can be solved either by colouring the elements and executing the writes colour by colour [24] , or by the use of atomic operations-however these are not yet available for double precision variables. The problem can be avoided altogether by choosing either nonzeros or whole lines of the stiffness matrix as a unit of work to be assigned to threads [6] . These approaches only involve gather type operations, however the amount of computation required and data moved is higher since the algorithm has to iterate through all the elements connected to the given degree of freedom.
The Finite Element Algorithm on GPUs
The algorithms in this paper are based on quadrilateral elements and can work for elements of any order. The calculation of the coefficients of the basis functions, the local quadrature points and the gradients are based on a transformation from the reference square. This bilinear transformation is calculated for every element and applied to the data of the reference square stored in constant memory. The pseudocode for each element is described by Algorithm 2.
When increasing the degree of polynomials used as basis functions, both the number of degrees of freedom and the number of quadrature points increase as a square function of the degree. For 2D quadrilateral elements it is equal to: (degree + 1) 2 . To perform the minimal amount of computations, the local quadrature points and the inverse of the jacobian evaluated at each one of them can be precomputed and reused in the innermost loop of Algorithm 2. Alternatively, any of these can be recalculated every time they are needed, thereby saving local storage. This enables us to trade computations for local storage space. In the CPU versions, where register pressure does not pose a problem, all these values are precomputed and contained by on-chip caches. However, the quickly growing register pressure makes GPU implementation infeasible for higher degrees. Thus, we have two implementations for the GPU, one which precomputes the coordinates of local quadrature points and reuses them and one which recalculates them every time they are needed in the innermost loop. The latter kernel does not store anything in local arrays that would grow in size with the increasing degree of polynomials used-thus it uses the same number of registers for any degree.
The third approach to the assembly is to exchange the loops over the quadrature points and the pairs of degrees of freedom, in which case the coordinates of the local quadrature points and the jacobian do not have to be recalculated. However, in this case the values of the local stiffness matrix are updated repeatedly. This is a viable option on the CPU, but on the GPU these local matrices cannot fit in either the local memory or the cache which results in dramatically increased memory traffic.
For testing purposes meshes were generated with different numbers of elements and with different degree elements in a way such that all meshes have approximately the same total number of degrees of freedom. The default numbering of the degrees of freedom is based on iterating through elements and their degrees of freedom and assigning a number in an increasing order. In several scenarios a colouring of these elements [24] is required to avoid write conflicts. An example mesh with seven second order elements and a total number of 39 degrees of freedom is shown in Fig. 1 ; different colours are indicated with different capital letters.
Colouring is done on two levels: block and element. Since there is no explicit synchronisation between blocks in CUDA, blocks of elements with different colour are processed by different kernel calls, thereby making sure that no two blocks access the same data at the same time. Within these blocks different elements are assigned to each thread along with their colour. When these threads access memory in a poten- tially conflicting way, these accesses are executed colour-by-colour with an explicit synchronisation between each one. The colouring of elements was done by iterating through them and assigning the first colour available that was not used by any of the element's neighbours. Most GPU algorithms differ only in the way the local stiffness matrix and load vector are written to global memory.
Algorithm 2 Local stiffness matrix and load vector assembly
generate bilinear mapping based on the four vertices calculate local quadrature points quad Points local Calculate jacobians J to map to each quadrature point
Data Layout
To minimise the amount of data transferred and improve data reuse on the GPU, the access pattern and thus the layout of the data that is accessed is very important. There are two stages of computation that take the most time: the assembly and the sparse matrix-vector product. This section discusses the layout of input data for the assembly phase and the layout of the sparse matrix that is both the output of the assembly and the input of the matrix-vector product phase.
Input mesh data consists of the mapping M e , the node coordinates, the mapping from nodes to the indices of the linear system and the state variables for each node. Since the algorithm iterates through elements, only the mapping data M e is accessed directly. To achieve coalesced reads this is arranged so that the global node indices of the nth degree of freedom in each element e are adjacent to each other:
Hence, when a warp of 32 threads loads in the mapping data for the nth d.o.f. of their respective elements, that data is a consecutive block in memory, giving a coalesced transfer.
The rest of the input data in the assembly phase is accessed in an indirect fashion, based on the global indices of the degrees of freedom.
The layout of stiffness matrix data is one of the most important factors that determine the speed of the finite element method on the GPU: in the assembly phase the amount of data written to the stiffness matrix is at least comparable to the amount of input mesh data, but for higher order elements it is many times higher. Since the sparse-Matrix Vector (spMV) product is evaluated repeatedly, the matrix data will be read multiple times and hence it is very important to optimise its access.
There are several different sparse matrix storage formats used on GPUs [3] ; this paper uses the CSR and ELLPACK formats in addition to storage according to the local matrix assembly approach described in Sect. Note that the size of all rows in these compressed arrays are the same because every row is padded as shown in Fig. 3 . In a standard CPU implementation the data (both indices and values) are stored row-by-row. In our GPU implementation we transpose this, enabling coalesced transfers when threads are assigned to process different rows of the matrix. 4. Hybrid ELLPACK [3] stores the elements up to a certain row length in the ELL-PACK format and the rest in a COO format. This layout has smaller memory requirements than the ELLPACK, but it is more difficult to use because of the COO part. Due to the relatively well-known length of the rows in the stiffness matrix, we only use the ELLPACK format. 5. In the LMA approach we store the dense element matrices, which are of size (#d.o. f. per element) 2 . These matrices are stored in vectors, each one containing the local matrix in a row-major order as shown in Fig. 4 . These vectors are then stored row-by-row in memory. In a similar way to ELLPACK, on the GPU we transpose this layout to get coalesced memory transfers.
Estimating Data Transfer Requirements
There is disparity between memory bandwidth and computational power on modern many-core architectures-the Tesla C2070 has a peak floating-point instruction throughput of 1 TFLOPS and a memory bandwidth of 144 GB/s, thus for any single precision number transferred there have to be 27 floating-point instructions to balance data transfer with computation. It is therefore essential to minimise the amount of data transferred, and to optimise the memory access patterns to fully utilise the bandwidth 
In the assembly phase every approach has to read the coordinates of the four vertices, the mapping M e , write the elements of the stiffness matrix and the load vector. Additionally, global assembly approaches have to read indexing data to determine where to write stiffness values, which involves at least as many reads per element as there are values in the local stiffness matrices. Thus, for every element,
where T L M A , T G M A denote the units of data transferred per element for the local and the global matrix approaches. It is clear that the local matrix approach moves significantly less data than the global assembly approaches when p is large In the sparse matrix-vector multiplication the matrix values, row indices, column indices and the values of the multiplicand and result vectors have to be moved. The local matrix approach has to access all of the local stiffness matrices, the mapping M e to index rows and columns and the corresponding values of the two vectors for every element. Thus, the amount of data moved is: For global assembly approaches, the matrix is already assembled when performing the spMV, the length of any given row depends on whether the d.o. f. corresponding to that row was on a vertex, an edge, or inside an element:
based on (14) , the total number of stiffness values plus the column indices and the values of the multiplicand and result vectors:
In addition to this, the CSR format has to read indexing data for rows as well, the size of which is N vertex + N edge + N inner . Table 1 shows the relative amount of data moved by global matrix approaches compared to the local matrix approach for different degree of polynomials used at single and double precision. Observe, that based on these calculations it would be always worth doing LMA except for first degree elements at double precision. However these figures do not take the effects of caching nor the atomics/colouring employed by LMA into account, so we expect the actual performance to be somewhat different. Similar calculations can be carried out for the three dimensional case as well, with the global matrix approaches moving less data in both precisions at first degree elements and significantly more at higher degrees.
Experimental Results

Test Problem
Since our goal was to investigate the relative performance of the finite element method using different approaches on different hardware we chose a simple Poisson-problem with a known solution:
The underlying two dimensional grid consists of quadrilateral elements with up to 16 million nodes and the order of elements ranges from 1 to 4. The tests run on grids that have the same number of degrees of freedom, so the number of elements in a fourth degree test case is one sixteenth of the number of elements in a first degree test case. A conjugate gradient iterative method was used to approximate the solution of the linear system Kū =l, that is first evaluated without using preconditioners. We analyse the implications of preconditioners separately, by comparing a simple diagonal (Jacobi) and a Symmetric Successive Over-Relaxation (SSOR) type preconditioner.
Test Hardware and Software Environment
The performance measurements were obtained on a workstation with two Intel Xeon X5650 6-core processors, clocked at 2.67 GHz with 12 Mb shared L3 cache, 256kB L2, and 32kB L1 cache per core, 24 GBytes of system memory running Ubuntu 10.10 with Linux kernel 2.6.35. The system had 2 NVIDIA Tesla C2070 graphical processors installed, both with 6 GB global memory clocked at 1.5 GHz and 364-bit bus width, 448 CUDA cores in 14 streaming multiprocessors (SMs) clocked at 1.15GHz. The CPU codes were compiled with Intel's C Compiler 11.1, using SSE 4.2, Intel's OpenMP library and the O2 optimisation flag. The GPU codes were compiled with NVIDIA's nvcc compiler with the CUDA 4.2 framework and the −use_ f ast_math flag.
For accurate timing of GPU computations we used CUDA Events as described in Sect. 8.1.2 of the CUDA C Best Practices Guide [20] . CPU timings were obtained by using the clock_gettime(CLOCK_MONOTONIC) function in the standard linux time.h header, called outside of any OpenMP parallel region.
Test Types
Several tests were performed that aim at investigating different aspects of the finite element algorithm. These tests are analysed from the viewpoint of different performance metrics such as speed and limiting factors, and also their place in the whole algorithm.
1. Stiffness matrix assembly: different approaches to assembly were tested, using the CSR and the ELLPACK sparse storage format, the LMA and the Matrix-free approach. Assembly approaches trading off computations for communications (discussed in Sect. 4.1) are evaluated, but only the best ones are shown. 2. Conjugate gradient iteration: the spMV product is the most time-consuming part of the conjugate gradient method and the only one that depends on the matrix layout. The performance of different storage and calculation schemes was analysed. 3. Data conflicts: race conditions can be handled in two ways: with the use of atomic operations or colouring. The former is straightforward and does not require any special implementation considerations. Optimal colouring on the other hand is an NP-hard problem, but suboptimal colouring algorithms are fast. The GPU algorithm uses two levels of colouring: thread and block colouring. Blocks with different colours are executed after each other by a kernel call. Memory writes for threads with different colours are separated by a __syncthreads() call. To decrease the number of synchronisations, these writes were buffered and grouped. 4. CPU and GPU: the algorithms are implemented as CPU codes using OpenMP threads executing Algorithm 2 by blocks of elements. In the GPU version one element is assigned to each thread. 5. Renumbering to improve cache efficiency: several cache blocking renumbering schemes have been applied to improve cache locality. 6. Preconditioning: a simple Jacobi or an SSOR precoditioner are included in the conjugate gradient iteration, and their impact on performance is analysed.
CPU Implementation
Comparing single-core CPU performance to the performance of GPUs with hundreds of processing cores is not realistic since modern systems have multiple CPU cores.
To provide a fair comparison, we implemented the assembly and the solution phase using OpenMP. Our test system included a 2 socket Intel Xeon X5650 processor, with a total of 12 physical cores, 24 with hyper-threading enabled.
The CPU implementations use a block-colouring approach to avoid race conditions, each thread works on a block of quadrilaterals and no two blocks with the same colour have neighboring quadrilaterals. During assembly in these implementations we do not do any redundant computations, jacobians and local local quadrature point coordinates are precomputed and stored in local arrays because these fit easily in the cache of the CPU. To further optimise performance, threads were pinned to CPU cores through the KMP_AFFINITY = compact environment variable to avoid migration between sockets. To minimise the effects of non-uniform memory access (NUMA), memory is initialised from within OpenMP loops corresponding to further computational loops so as to make sure that memory most frequently used by different threads during the assembly and the solution process is allocated to physical memory attached to the appropriate CPU socket (this relies on the first touch page allocation policy of the operating system). Every CPU figure below shows performance using 24 threads.
The benefit from having more threads is clear in both phases, using 24 threads there is a 7-12 times speedup over a single thread during assembly, and a speedup between 5 and 8 during solve.
The CSR Layout
The compressed sparse row format (CSR) is one of the most widely used sparse storage formats, supported by several libraries such as NVIDIA's CUSPARSE [19] , which implements several kinds of sparse matrix operations. In the case of the finite element method the matrix layout can be calculated from the mapping M e and used in the assembly phase to find the location of a nonzero within its row. Our tests use this approach but it is out of scope of this paper to optimize this precomputing phase; in practice we do this on the CPU and use it as an input to the algorithm. In the assembly phase described by Algorithm 2 the global memory address of K i j has to be determined by accessing the row and column pointers for the current local matrix element, then writing the value while avoiding write conflicts either via atomic operations or colouring. Only the column pointer lookup can be coalesced due to the unstructured nature of the grid. The impact of this overhead decreases with the increasing computational requirements of higher order elements. Figure 5 shows a speedup of up to 4.5 times over the CPU.
spMV Phase
There are two approaches to evaluate the matrix-vector product: assign one thread per row and add up the products with the multiplicand or to assign multiple threads per row thereby achieving coalesced memory access to the values in the same row. The partial sums in the latter case are added up by a binary-tree reduction algorithm. We investigate the effects of assigning different number of threads to each row of the sparse matrix. The number of threads per row is directly related to coalesced memory accesses, but with the introduction of implicit caches in the Fermi architecture the performance is also affected by cache hits and misses. In Fermi, each global memory access loads a whole cache line (128 bytes) and since the size of L1 cache is at most 48 kBytes only a very limited number of them can be actually reused. This results in a high amount of cache misses. As shown in Fig. 6 the optimal number of threads assigned to each row varies with the degree of elements, which is directly related to the length of the rows. The difference between the best and worst choice can be as much as 10:1. Figure 7 shows the performance of only the optimal versions of our CSR spMV kernel compared to CUSPARSE and CPU versions. By always evaluating and assigning the optimal number of threads to process the rows of the matrix, our algorithm, compared to CUSPARSE, shows a speedup of up to 2 times in single and 1.4 in double precision and between 3 to 5 times over the CPU. A heuristic decision algorithm for the number of threads assigned to process each row was presented in [25] and submitted to NVIDIA, it will be part of a future release of CUSPARSE.
The ELLPACK Layout
The ELLPACK storage format has gained popularity for use on the GPUs because of its aligned rows as shown in Fig. 3 . The population of the matrix can be done in a similar way to CSR-precomputing the matrix layout and writing to those memory locations in a thread-safe way. The other possibility is to allocate an empty matrix with an extra field for each row that stores the current length of that row. The maximum length of the rows can be upper-bounded by the number of degrees of freedom in each element and the maximum degree of vertices in the mesh. Then in the assembly phase each new value and its column index are appended to the end of the row. This of course requires more memory space allocated for the matrix, but when computing the local matrices row by row, each row can be written to global memory safely by increasing the row length only once with the number of new values to be written. After the assembly, these rows can be consolidated by sorting them by column indices and adding up values with the same index. This approach will result in the same matrix as if the layout was precomputed. The other approach we call 'lazy ELLPACK' is to leave the rows as they are, which will still produce a valid result in the spMV phase, but the rows will be longer. The relative number of multiple entries for the same column index in a row decreases as the order of elements increases, making this overhead smaller.
Assembly Phase
Computationally the assembly phase is exactly like the others, only the memory access patterns differ. In the lazy scheme less memory input is required as only one pointer (the row length) per local matrix row is necessary to determine where to write its values in global memory, unlike the precomputed version, where a pointer is required for each local matrix element-but this information can be laid out in memory so the access to it will be coalesced. When writing data to memory the lazy scheme has to store column indices for every value, in the precomputed version this is already known. Figure 8 shows that the two schemes perform almost the same when using atomics to avoid race conditions, but when using colouring the lazy version outperforms the precomputed one as it requires less synchronisation. The atomic and lazy approaches have a speedup of up to 20 times over the CPU in single precision and up to 3 times in double precision mode.
spMV Phase
In our tests, one thread is assigned to each row of the matrix, and since the matrix is transposed in GPU memory, these threads are reading the values and column indices of the matrix in a coalesced way-that is if the rows had the same length. Due to caching in Fermi GPUs, even then whole cache lines will be loaded resulting in excess use of bandwidth. The lazy scheme has similar issues, but the imbalance between the length of the rows is worse-when a degree of freedom belongs to more elements, its row in the stiffness matrix will have more values with the same column index. As shown in Fig. 9 , the GPU is up to 6 times faster than the CPU in single and 5 times in double precision. The local matrix assembly method is based on the fact that in the iterative solver, the stiffness matrix K is not required explicitly. This approach circumvents the sparse matrix issues that arise when dealing with unstructured grids by storing stiffness values on a local matrix basis. This enables completely coalesced access to stiffness values in both the assembly and the spMV phase-at the expense of redundant storage.
Contibuting stiffness values related to degrees of freedom that are on edges or vertices connecting elements are stored in the local matrices of those elements. This overhead decreases as the order of elements increases.
Assembly Phase
The assembly phase requires the mapping from elements to node indices and the node coordinates to be read from global memory-the only part of the LMA method that cannot be coalesced, all writes to global memory are aligned by the thread index. Also an important aspect of LMA assembly is that there are no write conflicts as each thread writes to its own memory space. As shown in Fig. 10 , the speedup of the GPU over the CPU is up to 20 times in single and 5 times in double precision.
spMV Phase
The spMV kernel is slightly different from the others as it is based on elements and not the rows of the matrix. Given these small dense local matrices, it is possible to efficiently exploit the symmetric nature of the stiffness matrix. In the implementation of the multiplication this would mean a nested loop with the bounds of the inner loop depending on the outer loop. However, the compiler is not able to create an efficient machine code from such a nested loop, so we unrolled the whole dense matrix-vector multiplication by hand. While CSR and ELLPACK spMV multiplications have to read a column index for each value in the stiffness matrix, the LMA method uses the mapping M e to get row and column indices. Thus, as we have shown in Sect. 4.3, at higher degrees the data moved by LMA is significantly less then the data moved by global matrix approaches. In this scenario however, more threads can increment the same value of the product vector; thread safety is guaranteed by the use of atomics or colouring. Figure 11 clearly shows the penalty incurred by the synchronisation between colours. As the spMV phase is bandwidth limited, and those memory accesses which may conflict (i.e. writing to the product vector) are probably not coalesced anyway, a separate memory transaction has to be issued for each atomic operation and each coloured write alike. This makes the overhead of synchronisation between colours a key limiting factor. The GPU achieves speedups of up to 8 times in single and 4 times in double precision over the CPU.
The Matrix-Free Method
The matrix free method is very similar to the LMA method, but instead of writing the local matrices to global memory, it uses them to perform the matrix-vector product, thereby fusing the assembly and the spMV phase. This of course means that the local matrices have to be recalculated every time the spMV multiplication is performed. The matrix-free approach has the advantage of not having to move the stiffness matrix to and from memory, which saves a lot on bandwidth. On the other hand calculating local stiffness matrices is increasingly more computationally expensive with higher order elements. As a result, the matrix-free approach can only be better than the other methods, if the computation of the local matrices is faster than moving them from global memory to the chip. Figure 12 shows a clearly steeper decline in performance compared to the spMV phase of other methods, which means that at higher degree elements the matrix-free method is more compute limited than the other methods are bandwidth limited. On current hardware, the gap between memory transactions and computations is not wide enough to support such a high amount of redundant computations. 
Bottleneck Analysis
When trying to optimize algorithms to run faster on the GPU, the most important thing to investigate is whether thay are compute or bandwidth limited. The NVIDIA Tesla C2070 has a theoretical maximum bandwidth of 144 GB/s, and a compute capacity of 1,03 TFLOPS for single and 515 GFLOPS for double precision calculations [21], although these numbers assume fully coalesced memory accesses and purely fused multiply-add floating point operations, which have a throughput of one instruction per clock cycle, but are counted as two operations. Applications rarely achive more than two thirds of the theoretical peak performance. Unstructured grids deal with scattered data access and a high amount of pointer arithmetics, both of which make the utilization of GPU resources difficult. The introduction of L1 and L2 implicit caches with Fermi helps achieve better memory bandwidth, but in some cases it can degrade performance: cache trashing can result in a high fraction of the moved data being unused. As a comparison, the Intel Xeon X5650 system has a theoretical performance of around 120 GFLOPS when SSE vectorisation is fully utilised, which amounts to 10 GFLOPS per core. On the computational side, there are certain operations that are a natural fit for the GPU and provide high throughput, such as floating point multiply and add (32 operations per clock cycle per multiprocessor). Some integer operations are more expensive: 32 operations per cycle for addition but only 16 for multiplication and compare. The most expensive operations are floating point division and special functions such as square root, sine, cosine, and exp, which have a throughput of 4 operations per cycle per multiprocessor.
From a single thread perspective the algorithm is a sequence of memory operations and compute operations. To utilise the maximum amount of bandwidth there have to be enough threads and enough compute operations so that while some threads are waiting for data from memory, others can execute compute instructions. In theory, for the Tesla C2070 to operate at maximum efficiency from both the memory and compute perspective there have to be 28 floating point multiply-add operations for every single precision floating number loaded from global memory. In practice because of control overhead, other kinds of operations, and caching this number is significantly less (around 10).
The NVIDIA Visual Profiler gives very useful hints to decide whether a GPU kernel is compute or memory limited, but it also displays metrics such as ratio of divergence, cache statistics etc. which can be very helpful when analysing non-trivial aspects of an algorithm.
The Assembly Phase
As the GPU has significantly less resources per thread than the CPU, it is improtant to investigate the balance of computations and communications when it is possible to trade one for the other. As described in Sect. 4.1, we have implemented three different approaches, the first using local memory to precompute the coordinates of local quadrature points to save on computations in the innermost loop (labeled as Local reuse), the second which recomputes these coordinates and hence it is the most computationally intensive (labeled as Redundant compute) and the third that interchanges the loop over quadrature points with the loop over pairs of degrees of freedom, performing the least amount of computations but resulting in increased memory traffic because the stiffness values, residing in global memory, are updated repeatedly (labeled as Global reuse). Figure 13 shows that the third approach on the GPU is not a viable option, however for low degree polynomials the L1 cache can contain the register spillage resulting from the increased memory footprint of the first approach making it faster than the redundant compute version. For higher degree polynomials this is no longer true, the precomputed values are spilled to global memory resulting in a dramatic drop in instruction throughput and performance. The second approach scales very well with the increasing degree of polynomials, using the same amount of registers and showing a steady instruction throughput rate. Both the assembly and the spMV phases have to move the entire stiffness matrix to or from memory, and this transfer makes up the bulk of all memory traffic in both phases. Looking at the performance degradation in Fig. 14 , as the order of elements increase, it is apparent that the assembly becomes much slower than the spMV. This means that while increasing the order of the elements results in having to move more data to and from memory, it also requires more computation in the assembly phase because the number of quadrature points also increases as a square function (in 2D) of the degree of polynomials used. Figure 15 shows a slight increase in instruction throughput for the LMA and ELLPACK approaches, and Fig. 16 shows quickly decreasing bandwidth in the assembly phase. These factors indicate that the assembly phase is compute limited. CSR throughput figures on the other hand show an increasing tendency, while its bandwidth utilisation is the same as that of the other two approaches. The reason for this is the high percentage of cache misses; while threads writing to LMA and ELLPACK data layouts work on a small set of cache lines at the same time, thanks to their transposed data layout, threads writing to the CSR layout do not.
Based on these observations, it can be stated that the assembly kernel is increasingly compute limited with higher order elements. According to the Visual Profiler's output and our own calculations the instruction throughput of the LMA approach is around 500 * 10 9 instructions per second, which is a good proportion of theoretical 1TFLOPS throughput considering the amount of integer arithmetic and control overhead-as a comparison, the CUBLAS [22] dense matrix-matrix multiplication benchmark reports 630 GFLOPS in single and 303 GFLOPS in double precision. It is also interesting to see the performance penalty for colouring (2 to 4 times)-that is the cost of synchronisation within thread blocks and the multiple kernel calls for different block colours. When moving to double precision, it can be seen in Fig. 14 that the LMA assembly performance performance is only a fourth of its single precision version. Double precision ELLPACK and CSR have to use colouring due to the lack of native support for atomic operations with doubles. In the case of the CPU, the compute limits are again apparent, even though the CPU versions have to perform less computations at the expense of having to store local quadrature points and their jacobians. Regardless of the memory access pattern, all versions perform similarly.
Using LMA, the GPU's speedup over the CPU is between a factor of 10 and 30 in single precision using atomics, and between 2.5 and 7 in double precision. The speed difference in the actual calculations and in the theoretical performance of the GPU versus the CPU are very close.
The spMV Phase
The sparse matrix-vector product is commonly known to be a bandwidth limited operation [3] . In fact it has to move just a little less data than the assembly phase, but the number of operations is significantly less: approximately one fused multiply-add for each nonzero element in the matrix. Figure 16 clearly shows a low instruction throughput compared to the theoretical maximum. Using the LMA approach incurs an overhead of having to avoid race conditions using atomics or colouring. The LMA approach offers fully coalesced access to the elements of the stiffness matrix, and both ELLPACK and CSR use optimizations to improve bandwidth efficiency. However, the access to the elements of the multiplicand vector is not coalesced, though caching can improve performance. Global matrix approaches using CSR store the least amount of stiffness data, but they have to read a column index for every nonzero of the sparse matrix. The LMA approach uses the mapping M e to get row and column indices, as shown in Sect. 4.3 the local matrix approach has to move significantly less data, especially at higher degree polynomials. Figure 17 shows that global matrix approaches have very similar performance, but the less data-intensive local matrix approach provides the best performance for higher order elements. As expected, the difference increases with the increasing degree of elements. This also supports the conclusion that the sparse matrix-vector product is bandwidth limited. Furthermore Fig. 18 shows the bandwidth utilisation of different approaches. The ELLPACK layout shows the best bandwidth utilisation, but since it has to move more data it is still up to 50 % slower than the LMA layout. Although using either the CSR or the ELLPACK layout results in having to move the same amount of useful data, the transposed layout of ELLPACK provides Figure 19 shows that in double precision, the performance of the LMA approach falls back because colouring has to be used to avoid race conditions. The GPU's speedup over the CPU using global matrix approaches is up to 5 in single precision and 3 in double precision. Local matrix approaches outperform the CPU by up to 7 times in single and 5 in double precision.
Occupancy and Block Size
For the GPU to achieve maximum instruction throughput there have to be enough threads to hide the latency of access to global memory and to have a full instruction pipeline: in GPU terms this is called occupancy and it is measured as the fraction of active threads per multiprocessor versus the theoretical maximum, which on Fermi is 1536. The most important factors determining occupancy are the number of registers each thread uses and the amount of shared memory used by each block. Also an important factor that is tied to the first two is the size of the blocks: each multiprocessor can have up to 8 active blocks at the same time. The number of registers and shared memory available per multiprocessor is limited: 32768 and 48 kBytes respectively. Thus using a high amount of these resources may limit the number of active blocks. Furthermore, when threads within the block have to synchronise-e.g. when using colouring in the assembly phase-the more threads there are in a block the more overhead it poses. It is important to find the best block size to achieve the best performance. Since the spMV phase is bandwidth limited and the usage of shared memory and registers is very low there are no occupancy or synchronisation problems, so this section focuses on finding the best blocksize for the assembly phase.
Tests are run using an autotuning framework called Flamingo [26] . Performance is evaluated at several block sizes and the degree of elements ranges from one to four. Figure 20 shows the performance of assembly with different order elements at different lock sizes. The assembly phase of the LMA approach has no write conflicts thus no need for synchronisation, nor does it use any shared memory, so the occupancy varies based on register usage and size of blocks. For these reasons-as the figure shows-there is a small variation is the performance when using different block sizes: for low order elements below 2 %, for higher order elements up to 10 %.
The ELLPACK storage format requires thread safe access to the global matrix via either atomics or colouring. The colouring approach has to ensure this by using 
Fig. 21
Number of elements assembled at different block sizes using the ELLPACK approach with colouring synchronisation between different colours, which as shown in the previous section has a significant overhead. In this case the number of threads within a block factors heavily into the cost of synchronisation. Figure 21 shows variations around 20 % and at high order elements the difference can reach even 50 %.
Renumbering and Cache Blocking
As it was shown earlier, the assembly phase of the finite element method is compute bound, thus it cannot benefit significantly from better caching. The sparse matrixvector multiply on the other hand is heavily bandwidth limited. Access to the multiplicand vector is not coalesced, so accessing it element-by-element wastes bandwidththis is where Fermi's L1 and L2 cache can help. The size of these caches is relatively small compared to the number of threads running concurrently, so by using the well-known cache blocking method in combination with the renumbering of the degrees of freedom, better caching efficiency can be achieved. Renumbering can also improve the efficiency of the ELLPACK spMV by reordering degrees of freedom that have similar row length to be adjacent to each other in the global stiffness matrix as shown in Fig. 22 . This way when reading the matrix there will be minimal divergence between the threads iterating through those rows. In this section we show the effects of these methods on the ELLPACK storage format, which can potentially benefit from both blocking and renumbering. Figure 23 shows the effects of different combinations of these methods: "Original" uses the same numbering scheme as in the previous tests, "blocked renumbering" uses the same method of numbering as before, but blocks the iteration through elements, "aligned renumbering" uses the scheme this section describes, and "blocked aligned renumbering" combines blocking and aligned renumbering. 16k and 48k designate the size of the L1 cache used. CG iterations / second Fig. 23 The effect or renumbering and blocking schemes on a 1 million row ELLPACK matrix 1. Renumbering for aligned length rows: This renumbering scheme is simple: iterate through every vertex of the mesh, then every node that is on an edge, and at last the degrees of freedom that are inside the elements. Figure 22 shows an example of this reordering. This will balance the length of the adjacent rows, because unless vertices have highly varying degrees or many constrained neighbours, they will have a non-zero integral with the same number of adjacent basis functions, and thus have the same row length. As shown in Fig. 23 , this scheme performs poorly despite almost 0 % divergence. The reason for this is the high number of L1 cache misses and thus the high number of instructions reissued: about three times as more for 16 kB L1 cache than in the original numbering scheme. Increasing the size of the L1 cache to 48 kB decreases the number of cache misses, but the performance is still poor. 2. Blocking: The blocking scheme partitions the grid into blocks of n * n geometrically close elements and renumbers their degrees of freedom. This serves to improve cache locality, as threads will access elements of the multiplicand vector that are close to each other. As shown in Fig. 23 blocking alone did not improve performance either. 3. Blocking and aligned renumbering: Combining both approaches results in a numbering scheme, where vertices of geometrically close elements have sequentially ordered indices, so do nodes on edges and inside elements. This gives a performance improvement of about 10 %.
The CPU version behaves similarly, the combined blocking and aligned renumbering approach gives a 10 % performance improvement, while other methods have slightly worse performance compared to the original numbering scheme.
Preconditioning
When solving ill-conditioned problems with a high condition number, one usually relies on preconditioners to ensure and accelerate convergence during the iterative solution phase. This consists of inserting a step in the iterative algorithm that performs the preconditioning:
where M is the preconditioning matrix. These preconditioners can range from simple diagonal (Jacobi), popular for its ease of use, through SSOR, Cholesky and LU factorisation, to the most powerful (and most expensive) multigrid-based preconditioners [2] . Here we evaluate the performance implications of applying the Jacobi precoditioner, defined as follows:
where K is the stiffness matrix, and the Symmetric Successive Over-Relaxation (SSOR), defined as:
where L is the strictly lower triangular part of K and D is the diagonal. The Jacobi preconditioner is trivially parallel, however the SSOR enforces an ordering during the solution of the lower and the upper triangular systems, thus we use a red-black variant in conjunction with a full graph colouring algorithm that ensures that no two nodes that are connected via an edge are updated at the same time and provides an Algorithm 3 Coloured SSOR preconditioning.
Compute z defined by: The diagonal preconditioning adds very little overhead to the conjugate gradient iteration; once the diagonal values are extracted from the stiffness matrix, it is a matter of a simple elementwise vector-vector multiplication, and so it has virtually no impact (less than 10 %) on performance when compared to performance shown in Figs. 17 and  19 . The coloured SSOR on the other hand involves several kernel launches, for each colour, in both the forward and the backward solution steps. In theory, the amount of useful computations carried out during preconditioning is almost the same as during a single sparse-matrix vector product. Performance figures are shown in Figs. 24 and 25. It can be observed that even for global matrix assembly approaches, the performance penalty is much higher than two times, which is due to the coloured execution: no two The CSR format is least affected by the coloured execution, because multiple threads are assigned to compute the product between any given row of the matrix and the multiplicand vector, which ensures some level of coalescing in memory accesses. ELL-PACK on the other hand stores data in a transposed layout that gives good memory access patterns during an ordinary spMV, however during coloured execution neighboring rows do not have the same colour thus neighboring threads processing rows of the same colour are accessing rows that are far apart, resulting in very poor memory access patterns due to big strides and low cache line utilisation. Because of these issues, the performance of the ELLPACK layout on the SSOR falls rapidly with the increasing degree of polinomials used. When executing SSOR using the LMA layout, threads are still processing neighboring elements, however there is no opportunity of data reuse within an element because by definition all its degrees of freedom have a different colour. Still, LMA's data layout enables more efficient memory access patterns, granting it an edge over global assembly methods in single precision, but the requirement for a two-level colouring approach in double precision in order to avoid race conditions between neighboring elements reduces its performance below that of CSR.
Even though ELLPACK is very well suited for simple operations such as the spMV, it does not scale well to larger degree polynomials. LMA performs well on simple operations and single precision, but the lack of support for atomics in double precision and the complexity of the implementation for preconditioners like SSOR do not make it the obvious best choice. Furthermore LMA restricts the choice of preconditioners: for example an incomplete LU factorisation with fill-in cannot be applied, because the layout can not accommodate the additional nonzeros. However, a geometric or p-Multigrid scheme [10] could be a good choice in combination with a Jacobi smother;
We show that on the GPU the very limited amount of resources per thread and the ratio of bandwidth to off-chip memory and computational throughput makes the most computationally intensive alternative often the best choice. Because of very limited cache size, the third approach becomes memory bandwidth limited and performs the worst in all cases. Similarly, because of the limited number of registers and cache size, the increasing local memory requirements of the second approach become a limiting factor at higher degree polynomials making it 30 % faster for low degree polynomials but up to four times slower for higher degree ones. The most computationally intensive approach has the additional benefit of scaling well to any degree of polynomials, showing a steady throughput rate.
We have also analysed two main approaches to the storage and use of stiffness values: the local matrix approach and the global matrix approach using either the CSR or the ELLPACK storage format. The implications of the choice of storage approach are analysed in detail: performance bottlenecks resulting from memory access patterns, amount of computations, handling of race conditions, use of resources and occupancy. The local matrix assembly is demonstrated to be a viable alternative to global assembly, providing the best performance in most cases at the expense of more programming effort, thanks to the reduced data transfer requirements during the sparse matrix-vector multiplication phase. A variation of the local matrix approach, the matrix-free method, which avoids the storage of stiffness data completely by recomputing them on-the-fly during the iterative solution is shown to become heavily compute-limited at higher order elements.
The most widely used sparse matrix storage format CSR (compressed sparse row) proves to be a slightly worse choice than LMA or ELLPACK, being on average two times slower in the assembly phase due to suboptimal access patterns. The number of assembled quadrilateral elements per second outperforms triangular assembly shown Fig. 28 Speedup of the GPU in the solution phase over a 12-core CPU using the CSR format in [6, 18] by a factor of up to 10. The storage schemes are also compared during the iterative solution phase; when using no or diagonal preconditioning ELLPACK and LMA still perform the best, however with a more complicated SSOR preconditioner we show ELLPACK's inability to scale and the advantage of the CSR layout in double precision. LMA somewhat restricts the choice of preconditioners; while it gives good performance on SSOR and could efficiently support certain multigrid schemes with a Jacobi preconditioner, it would not be possible to implement more complicated algorithms, such as ILU. NVIDIA's CUSPARSE library is also evaluated in the spMV phase, its performance being on average 20-50 % lower than our hand-coded kernels.
Speedups of up to 20 times in the assembly phase and 7 in the solution phase are shown in Figs. 27 and 28 for single precision (6 and 5 respectively in double precision), over a fully utilised 12-core Xeon CPU. Furthermore, several GPU-specific factors are analysed such as autotuning for optimal occupancy and renumbering schemes for better caching.
