I repeat my definition for quantization of a vector bundle. For the cases of Töplitz and geometric quantization of a compact Kähler manifold, I give a construction for quantizing any smooth vector bundle which depends functorially on a choice of connection on the bundle.
INTRODUCTION
Traditionally, "quantization" has meant some sort of process for constructing a noncommutative algebra of quantum observables from a classical, symplectic phase space. The concept of noncommutative geometry (see [3] ) suggests that a noncommutative algebra can sometimes be thought of as the algebra of functions on a "noncommutative space", so perhaps quantization could be a way of constructing a noncommutative geometry from a classical geometry.
However, as it stands, quantization is only a procedure for constructing an algebra. Since the algebra of continuous (or smooth) functions contains only the information of the point-set (or differential) topology of a space, this is merely the quantization of topology. It would be desirable to extend quantization to a theory of quantization of geometry.
After the topology, vector bundles are arguably the next most fundamental structure in geometry, so a plausible first step towards a theory of quantizing geometry would be a theory of quantizing vector bundles. I began constructing such a theory in [7] by giving a definition of vector bundle quantization and a procedure for quantizing the equivariant vector bundles over coadjoint orbits of compact, semisimple Lie groups.
I continue the story in this paper by giving a procedure for quantizing arbitrary smooth vector bundles over compact Kähler manifolds. The construction depends only on the structures used to quantize the manifold, the vector bundle itself, and a connection on the vector bundle.
GENERALITIES
Recall that a continuous field of C * -algebras (see [4, 9] ) is a bundle of C * -algebras. The fibers are all C * -algebras, the space of (continuous) sections is a C * -algebra, and for each point of the base space there is an evaluation * -homomorphism of the algebra of sections onto the fiber algebra.
1991 Mathematics Subject Classification. 81S10; Secondary 46L87, 58B30. 1 By the most general definition (see [10, 11, 12] ), a strict deformation quantization of a (Poisson) manifold M consists of a continuous field of C * -algebras, AÎ, and a (total) quantization map. The base spaceÎ of AÎ is required to contain an accumulation point ∞ ∈Î (the classical limit) whose fiber is C(M), the algebra of continuous functions over M. The domain of the quantization map, Q, is some subalgebra of C(M) containing at least the smooth functions C ∞ (M); the codomain is A, the C * -algebra of sections of AÎ. The total quantization map composed with the evaluation of sections at ∞ ∈Î is required to be the identity map. Finally, the quantization map is required to commute with the involution, * , and fit a relation with the Poisson bracket.
Specifying the total quantization map, Q, is equivalent to specifying, for each point i ∈ I :=Î {∞}, a map Q i to A i which is just Q composed with the evaluation at i. It may often be possible to reconstruct the continuous field AÎ from this system of quantization maps. The total quantization map Q can be reconstructed as the direct product of the Q i 's. The codomain of this reconstructed quantization map is superficially the C * -algebraic direct product i∈I A i ; however, the C * -algebra generated by the image of Q is at least a subalgebra of A ⊂ i∈I A i and will probably in most cases be all of A. Given a proposed system of quantization maps Q i , it is a nontrivial convergence condition that the image of Q consists of sections of some continuous field.
For some purposes, including defining quantization of a vector bundle, the continuous field AÎ is the only important structure. For this reason, in [7] , I gave:
Definition.
A general quantization of M is a continuous field AÎ with C(M) as the fiber over ∞. This is just enough structure to say meaningfully whether or not a sequence of operators converges to a given function on M.
The context of this paper is the geometric quantization of compact Kähler manifolds. In this caseÎ isN := {1, 2, . . . , ∞}, the 1-point compactification of the positive integers. The algebras A N for each N ∈ N are finite-dimensional matrix algebras, and if M is connected, they are simple (i. e., "full") matrix algebras.
Assume for simplicity that M is indeed connected. Then all the information of the general quantization is contained in the C * -algebra A of continuous sections of AN and the homomorphism P : A → → C(M) of evaluation at ∞ ∈N. The index set N can be recovered as the spectrum of the center of A.
The ideal A 0 := ker P is the algebra of sections of AN that vanish at ∞. Equivalently, A 0 consists of those sections over N for which the sequence of norms converges to 0. Since N is discrete, A 0 is just the C * -algebraic direct sum N∈N A N .
I shall be concerned with two choices of quantization maps here. The first are the Töplitz quantization maps T N ; these are manifestly completely positive and thus defined on all of C(M). The second type are the geometric quantization maps Q N ; as I shall show in Theorem 5.2, these correspond to the same general quantization as the Töplitz quantization maps do.
Note that a general quantization can be phrased as an extension
(1.1)
The total Töplitz quantization map T : C(M) → A gives a completely positive splitting of (1.1).
1.1. Quantized vector bundles. The category equivalence of vector bundles over M with finitely generated projective (f. g. p.) modules of C(M) is well known. The C(M)-module corresponding to a vector bundle V over M is the space of continuous sections Γ (M, V). This suggests the following definition (see [7] ).
Definition. Given a general quantization, expressed as P :
For every N, pushing V forward by the evaluation homomorphism gives a module V N of A N . The A-module V is equivalent to a bundle of modules overN whose fiber over N is V N .
It is not obvious a priori that any quantization of V will exist, or that it will be at all unique. To investigate these issues, consider the group K 0 (A) which classifies the possible quantized vector bundles. The short exact sequence (1.1) leads, as usual, to a six-term, periodic, exact sequence in K-theory; incorporating the identity K * [C(M)] = K * (M), this reads,
Since A 0 is just the direct sum N∈N A N , the K-groups are direct sums K * (A 0 ) = N∈N K * (A N ), and since each A N is a full matrix algebra, its K-theory is K 0 (A N ) ∼ = Z and K 1 (A N ) = 0. This gives that K 0 (A 0 ) ∼ = Z ⊕∞ and K 1 (A 0 ) = 0. The algebraic direct sum Z ⊕∞ is the set of sequences of integers with finitely many nonzero terms. This corresponds to the fact that an f. g. p. module of A 0 is a direct sum of (finitely generated) modules of finitely many A N 's. Any A 0module is also an A-module; the f. g. p. A 0 -modules are precisely those A-modules which are finite-dimensional as vector spaces. This identification corresponds to the map β in (1.2), and shows that β must be injective, which, by exactness, shows that the map α is zero. With this, the exact sequence (1.2) breaks down into the isomorphism K 1 (A) ∼ = K 1 (M) and the short exact sequence
This K 0 (P) maps the K-class of a quantization of a vector bundle to the K-class of that vector bundle. The exact sequence (1.3) shows that K 0 (P) is surjective, which suggests that any vector bundle can be quantized. Theorem 1.1. For a general quantization AÎ such that I is discrete and the fibers over I are matrix algebras, every vector bundle can be quantized.
Proof. Any vector bundle can be realized as the image of some idempotent matrix of continuous functions e ∈ M m [C(M)]. The ideal A 0 consists of all compact operators in A, so any element of the preimage P −1 (e) is "essentially" idempotent (i. e., modulo compacts). There therefore exists an idempotentẽ such that P(ẽ) = e. The right image A mẽ is a quantization of the vector bundle in question.
The short exact sequence (1.3) also shows that ker K 0 (P) = Z ⊕∞ . This means that the K-class of a quantization of V is uniquely determined by V, modulo Z ⊕∞ . This suggests:
Theorem 1.2. With the hypothesis of Theorem 1.1, quantization of a vector bundle is unique modulo finite-dimensional modules.
Proof. We need to prove that if V and V ′ are quantizations of V, then there exists a module homomorphism from V to V ′ whose kernel and cokernel are finitedimensional (in other words, a Fredholm homomorphism).
Any f. g. p. module can be realized as the (right) image of an idempotent matrix over A. So, identify V and V ′ with the images of idempotents e, e ′ ∈ M m (A); that is, V = A m e and V ′ = A m e ′ . These idempotents can be chosen so that P(e) = P(e ′ ); therefore, e − e ′ ∈ M m (A 0 ). Multiplication by e ′ (respectively, e) gives a homomorphism ϕ ′ :
be an idempotent whose image is ker ϕ • ϕ ′ . Since this is a subspace of V, k satisfies ke = k, and since this is the kernel of ϕ • ϕ ′ , k satisfies ke ′ e = 0, so k = k(e − e ′ )e ∈ M m (A 0 ). Therefore, ker ϕ • ϕ ′ is an f. g. p. module of A 0 and is thus finite-dimensional. By an identical argument, ker ϕ ′ •ϕ is also finitedimensional. This implies that the kernel and cokernel of ϕ ′ are finite-dimensional.
The converse is clearly also true: If V is a quantization of V, and V ′ is isomorphic to V modulo finite-dimensional modules, then V ′ is also a quantization of V. The inner products on sections of L 0 and fibers of L combine to give an inner product on sections of L N . This makes H N into a Hilbert space; it does not need to be completed, since it is finite-dimensional. The Hilbert space structure of H N makes A N a C * -algebra.
The connections and inner products must be compatible. For convenience, assume that L 1 (and thus any L N∈N ) is positive (if not, just reparameterize N). This guarantees that A N is nontrivial for all N ∈ N. The simplest choice of L 0 is just the trivial line bundle with the trivial connection and the inner product given by integrating with the canonical volume form ω n /n! (n := dim C M).
The space H N is naturally a Hilbert subspace of L 2 (M, L N ).
This is automatically a unital and (completely) positive map; therefore, it is norm-contracting.
Vector bundles.
According to the Kodaira vanishing theorem (see, e. g., [6] ), H N ≡ Γ hol (M, L N ) can also be expressed as the kernel of the L N -twisted Dolbeault operator that acts on Ω 0, * (M, L N ).
Suppose that we are given a smooth vector bundle V with a specified connection. We seek to generalize A N and T N . The algebra A N can be expressed as A N ≡ End H N = H N ⊗H N , since the complex-conjugateH N is equivalent to the dual H * N . This conjugate spaceH N can be expressed as the kernel of theL N -twisted anti-Dolbeault operator, whereL N is the conjugate bundle of L N .
a Dirac-type operator acting on the smooth (0, * )-forms Ω 0, * (M, V * ⊗ L N ).
Here, ∇ is the connection, and the Dirac matrices satisfy [γ µ , γ ν ] + ≡ γ µ γ ν + γ ν γ µ = g µν , which differs from the usual convention by a factor of 2. Similarly, the V ⊗L N -twisted anti-Dolbeault operator acts on Ω * ,0 (M, V ⊗L N ). A number of inequalities related to the Dolbeault operators will prove useful, but the proofs of these are relegated to the appendix.
In this, V must be treated as the dual of V * , so that multiplying an element of Ω 0, * (M, V * ⊗ L N ) by a section of V gives an element of Ω 0, * (M, L N ). If V is trivial (i. e., V = C × M with the trivial connection), then T V N reduces to T N .
CONVERGENCE
If V has an inner product -or if we assign one -then there is a natural operator norm onṼ N which generalizes the norm on A N . This corresponds to the norm v := sup x∈M v(x) on sections. None of the constructions here will require an inner product on V; however, several of the proofs will make use of one -which I will assume to be arbitrary.
The main property of the maps T N and T V N that is needed to prove convergence of the quantization of both the algebra and vector bundles is
Proof. Let D be the L N -twisted Dolbeault operator, so that H N = ker D. We can approximate Π N by (1 + αD 2 ) −1 with α a positive real number; in fact, by Lemma A.1 (in the appendix) there exists a constant C < 1 such that
Another consideration of (3.1) shows that,
So,
This gives that
for any α > 0, and therefore,
With a slight abuse of notation,
Definition. The total Töplitz quantization map T :
Proof. Lemma 3.1 is in this case equivalent to the statement that for any functions f, g ∈ C(M),
2) also shows that T induces (by composition with the quotient map A → → A/A 0 ) a (multiplicative) homomorphism C(M) → → A/A 0 . This is surjective because of the definition of A. We need to verify that it is injective.
Since A lies inside the direct product of the A N 's, there is for each N ∈ N an obvious "evaluation" homomorphism P N : A → → A N . Define the normalized partial traces tr N : A → C by tr N a := tr[P N (a)]/dim H N , so that tr N 1 = 1. The normalized trace is norm-contracting, so any a ∈ A satisfies | tr N a| ≤ P N (a) ; therefore, when a ∈ A 0 , lim N→∞ tr N a = 0. Using the asymptotic expansion for e −tD 2 (the "heat kernel expansion", see [5] ), this can be evaluated explicitly as a polynomial in the curvatures of T M and L N . The result is a polynomial in N with leading order term Suppose that some function f is in the kernel of the induced homomorphism C(M) → A/A 0 , or equivalently that T (f) ∈ A 0 . The kernel of a homomorphism is spanned by its positive elements, so we can assume without loss of generality that f ≥ 0. This implies that 0 = tr ∞ [T (f)] ∝ M fω n /n!, but since ω n is nondegenerate this implies f = 0. So, the homomorphism is injective and thus an isomorphism.
Since T induces an isomorphism, we can use the inverse to define P : A → → C(M).
The following shows that A indeed gives a general quantization of M.
There is a continuous field of C * -algebras overN such that the fiber over N ∈ N is A N , the fiber over ∞ is C(M), and the algebra of continuous sections is A.
Proof. Most of the axioms given in [4] for a continuous field of C * -algebras are easily verified. The nontrivial axiom is the requirement that the norms P N (a) of the evaluations of an element a ∈ A define a continuous function in C(N).
Since continuity is only an issue at ∞ ∈N, this reduces to the requirement that P N (a) → P(a) . It is sufficient to prove this on Im T ; in other words, we need to show that for any f ∈ C(M), ), so this is clearly the smallest continuous field such that N → T N (f) defines a continuous section. In fact, Im T generates A as a C * -algebra, but this is not important here. 
Proof. Lemma A.3 shows that Π V N is bounded; therefore, any T V (v) is bounded. Because of this, the sequence of norms coming from any element of A 0 V = A 0 Im T V must converge to 0. Conversely, A 0 V is norm-closed and contains all sequences in N∈N V N with finitely many nonzero terms. This proves the first claim. With this, Lemma 3.1 shows that for all f ∈ C(M) and v ∈ Γ (M, V) 3.1. Category. It remains to be proven that V is a finitely generated, projective (f. g. p.) module and that P * (V) = Γ (M, V). My approach to proving this will be to make the correspondence V → V into a functor. Since the module V is not constructed from the vector bundle V alone but from V accompanied by a connection, the domain of this functor must be a category of vector bundles with connections. We need to identify those bundle homomorphisms that will lead to module homomorphisms.
A bundle homomorphism naturally defines a map of sections. It also naturally gives (by tensor product with the identity) homomorphisms of the tensor products with any other bundle (such as 1-forms). For simplicity, I will denote all these trivially derived maps by the same symbol as the original homomorphism.
Definition. A smooth bundle homomorphism
in other words, if φ is covariantly constant.
Clearly, the identity homomorphism on any bundle satisfies this property, and the composition of two such morphisms does as well; therefore, this is indeed a category. Now, let's try and construct a functor Q from the category of bundles with connections to the category of A-modules, such that Q(V) = V.
For any morphism φ : V → W of bundles with connections, we can map φ : E V N → Ω * ,0 (M, W ⊗L N ). Put these maps together to define Q(φ). A priori, Q(φ) maps V to the direct product N∈N H N ⊗ Ω * ,0 (M, W ⊗L N ) , but Q(φ) is explicitly a module homomorphism. We need to prove that the image of Q(φ) in fact lies inside W. Theorem 3.6. Q is a well-defined, exact functor, and
Proof. Since, by Eq. (3.4) , φ intertwines the connections, it also intertwines the Dolbeault operators and thus the idempotents Π V N and Π W N . This implies Eq. (3.5). Since W is defined to be generated by Im T W , this shows that indeed Q(φ) : V → W.
Functorality and exactness of Q are trivial to check.
Since not all bundle homomorphisms are morphisms of bundles with connections, we will need some module homomorphisms that are not in the image of Q. The following result shows that an isomorphism of vector bundles can be used to construct a homomorphism of modules which is an isomorphism modulo finitedimensional modules. 
Proof. For any vector bundle V, there exists another vector bundle W such that the direct sum is some trivial bundle V ⊕ W ∼ = C m × M. Choose an arbitrary connection on W. By Theorem 3.6 (exactness), the split exact sequence of bundles with connections
lifts to the quantization, so the quantization of V ⊕ W is naturally identified with V⊕W. By Lemma 3.7 there exists a module homomorphism u : V⊕W → A m whose kernel and cokernel are finite-dimensional and thus projective. All the terms of the exact sequence
other than V ⊕ W, are f. g. p. modules; therefore V ⊕ W, and thus V, is f. g. p.
It remains to prove that P * (V) ∼ = Γ (M, V) naturally. Lemma 3.4 showed that
and it is clearly surjective, by the definition of V. We need to prove that the kernel of P V • T V is trivial.
Let φ denote the natural inclusion φ : V ֒→ V ⊕ W (as bundles with connections) as well as the equivalent inclusion into C m ×M.
is an A-module homomorphism. However, by Eq. (3.5) and Lemma 3.7,
THE HOLOMORPHIC CASE
Recall that a holomorphic vector bundle is a bundle with a connection whose curvature is of type (1, 1). Theorem 4.1. If V is a holomorphic vector bundle, then for all N ∈ N,
where Γ hol means antiholomorphic sections.
Proof. This is much the same as the proof of Lemma 3.5.
Firstly, it is trivial that Γ hol (M, V ⊗L N ) ⊆Ẽ V N . In the holomorphic case, D 2 respects the Z-grading, soẼ V N (and thence V N ) is Z-graded. Sections of V, and thus Im T V N , are entirely of degree 0, so V N ⊆ H N ⊗ Γ hol (M, V ⊗L N ).
If the statement were false, then there would exist a nonzero ψ ∈ Γ hol (M, V * ⊗L N ) such that for any, ϕ ∈ H N and v ∈ Γ (M, V), ϕ|v|ψ = 0. However, if ϕ = 0 then the zero sets of ϕ and ψ will be proper subvarieties of M; therefore, there exists y ∈ M where ϕ(y) = 0 and ψ(y) = 0. So, if v(x) approximates the distribution ϕ(y)ψ(y)δ(x, y), then ϕ|v|ψ will approximate ϕ(y) 2 ψ(y) 2 and thus be nonzero for a sufficiently close approximation.
GEOMETRIC QUANTIZATION
Definition. The standard geometric quantization maps (see [14] ) Q N : C ∞ (M) → A N are given by
Here π is the Poisson bivector, defined by π µν ω λν = δ µ λ , and ∇ is again the connection.
Following T V N , there is an obvious generalization of Q N for vector bundles.
Proof. Let w µ be any vector with components in V, and use D to denote both the L N -twisted and V * ⊗ L N -twisted Dolbeault operators. Then,
Since the argument of T V N is composed with the projections on the kernels of the Dolbeault operators, this gives the identity
T V N increases norms by no more than a factor of Π V N , which by Lemma A.3, Eq. (A.5) converges to 1 as N → ∞. So, for any smooth v, the norm of the difference (5.2) converges to 0 as N → ∞. Equation (5.2) is related to a formula due to Tuynman [13] . Namely, for any smooth function f ∈ C ∞ (M),
is the scalar Laplacian. Since ∆ is a positive operator, this shows that Q N -like T N -is (completely) positive, which means that, after all, Q N can be uniquely, continuously defined on all of C(M).
As with Töplitz quantization, we can assemble the Q N 's into the direct-product map Q : C ∞ (M) → N∈N A N . This shows that the general quantization constructed by geometric quantization is exactly the same as that constructed by Töplitz quantization. Analogous to the construction of V, define V ′ to be the A-module generated by the image of Q V .
Proof. It is sufficient to prove that V ′ is isomorphic to V modulo finite-dimensional modules.
Choose some set of smooth sections of V such that their images by T V generate V, and hence their images by T V N generate V N . For sufficiently large N, their images by Q V N will be close enough to those by T V N to generateṼ N = V N . Therefore, for N sufficiently large V ′ N = V N .
FURTHER STRUCTURES
Because V has been produced constructively from V and its connection, essentially any additional structure that is consistent with the connection on V should lift to V. (This is equally true for V ′ .)
If there is a group G acting on M, and V is a G-equivariant vector bundle with an equivariant connection, then there will be a natural representation of G on V, and T V will be G-invariant.
If V has a given inner product and a compatable connection, then V will have a natural inner product, corresponding to the inner product of sections integrated against the volume form ω n /n!.
GROWTH OF MODULES
Since (for any N) the algebra A N ≡ End H N is a full matrix algebra, its modules are classified (modulo isomorphism) by the positive integers. To be precise, any A N -module can be written in the form H N ⊗ E, where A N acts only on the first factor, and E may be any finite-dimensional vector space; the integer corresponding to this module is:
This also gives the natural isomorphism rk : K 0 (A N ) −→ Z. Proof. The uniqueness result of Theorem 1.2 implies that any analytic formula for rk V N for large N must apply to any quantization of V. It is therefore sufficient to look at the specific quantization constructed in Sec. 3. By Lemma 3.4, for N sufficiently large,
Recalling thatẼ V N is the kernel of the V ⊗L N -twisted anti-Dolbeault operator, Corollary A.2 says thatẼ V N is entirely of even degree (again, for N sufficiently large); hence, dimẼ V N is the index of the aforementioned anti-Dolbeault operator. Equation (7.1) then follows from the Riemann-Roch theorem if we note that chL N is the cohomology class of e c 1 (L 0 )+Nω/2π . This gives some interesting qualitative results. Again writing n := dim C M, the right hand side of (7.1) is a polynomial in N of degree n. The coefficients of this polynomial give n+1 components of the Chern character of V. The growth of rk V N thus gives some -but not in general all -topological information about the bundle V. Evidently, the sequence of modules V N does not carry all the information of V; there is important information contained in the way these modules fit together as N → ∞.
Since A is a quantization of the trivial bundle, Eq. (7.1) reduces to the formula
which, thanks to the Kodaira vanishing theorem, holds for all N > 0. Comparing (7.1) with (7.2) shows that rk V N ≈ rk V · dim H N , with corrections of order N n−1 . A trivial vector bundle over M can be quantized to a free module of A. In that case rk V N must be an integer multiple of dim H N , but in general the deviation from this reflects the nontriviality of a vector bundle. Theorem 7.1 can also be expressed in terms of idempotents. 
Here ch e is the Chern character of the bundle determined by e, andẽ N is the evaluation of e at N.
Proof. The idempotent e defines a vector bundle V. The module V = A mẽ is a quantization of V. We have V N = A m Nẽ N . This gives rk V N = trẽ N .
I will explore an implication of Eq. (7.3) in a future paper [8] .
APPENDIX A. SPECTRUM INEQUALITIES
The line bundles L N continue to be as defined in Sec. 2.
Lemma A.1. If V has a compatible connection and inner product, then the V * ⊗ L Ntwisted Dolbeault operator, D V , is (essentially) self-adjoint and there exists a constant, C, such that
Moreover, when V is trivial, we can take C < 1.
Proof. Let Latin indices denote holomorphic and barred Latin indices antiholomorphic directions in the tangent bundle. The Weitzenbock formula in this case takes the form
where δ is the grading operator on Ω 0, * (M, V * ⊗ L N ),
The operator D 2 V always preserves the Z 2 -grading of Ω 0, * (M, V * ⊗ L N ) into even and odd parts, even though it may not respect the full Z-grading. With respect to the Z 2 -grading, D V decomposes into D + + D − , where D + maps even to odd and D − maps odd to even.
The first term of (A.2) is a positive operator, and δ ≥ 1 when restricted to the odd subspace; therefore,
where C = K is sufficient. This proves that any eigenvalue of D + D − (the spectrum consists entirely of eigenvalues) is greater than N − C. Let ψ be an eigenvector of D − D + with eigenvalue λ = 0. This implies that
For V trivial, The assumption that L 1 is positive implies that δ +K is strictly positive. This means that D 2 > (N − 1)δ, and so we can take C < 1 in (A.3).
By exactly the same reasoning, this result also holds for the V ⊗L N -twisted anti-Dolbeault operator.
Corollary A.2. Let V be an arbitrary vector bundle with a connection, and D V the V * ⊗ L N -twisted Dolbeault operator. For N sufficiently large and any nonzero ψ ∈ ker D V , the degree 0 component of ψ is nonvanishing. Also for N sufficiently large, the kernel of the V ⊗L N -twisted anti-Dolbeault operator is entirely of even degree.
Proof. Assign an arbitrary inner product to V. The given connection on V can be decomposed into a connection compatible with the inner product and a self-adjoint potential. Correspondingly, the Dolbeault operator decomposes as D V = D 0 + iB where D 0 is a self-adjoint Dolbeault operator and B is self-adjoint and bounded. Using Eq. (A.2) again gives
Now assume that N > C + B 2 . If ψ is of strictly positive degree (i. e. ψ 0 = 0) then D 2 V ψ = 0, which implies ψ ∈ ker D V . Identically, this also holds for the V ⊗L N -twisted anti-Dolbeault operator. If ψ is of strictly odd degree, then it is of strictly positive degree.
Note that if V is trivial, then the first statement can be strengthened to the classical Kodaira vanishing theorem, namely the fact that ker D is entirely of degree 0 and thus is simply Γ hol (M, L N ) -a fact which was used in Sec Proof. Suppose initially that the W connection is compatible with the inner product. This means that the associated Dolbeault operator D W and idempotent Π W N will be self-adjoint.
Since different connections on the same bundle only differ by a potential, the difference A := D V − D W of the Dolbeault operators is bounded.
The idempotent Π V N can be expressed in terms of D V as
where the contour of integeration C encloses 0 but no other eigenvalue of D V . An identical formula holds for Π W N in terms of D W . The difference of these expressions gives
Expanding (z − D V ) −1 = (z − D W − A) −1 as a power series in A and taking the norm gives
Since D W is self-adjoint, the norm of (z−D W ) −1 is just the reciprocal of the distance from z to Spec D W . Equation (A.1) implies that
If we let the contour C be the circle about 0 of radius 1 2 √ N − C (which is a good contour if N > C − 4 A 2 ), then for z ∈ C, (z − D W ) −1 ≤ 2(N − C) −1/2 . Taking the norm of (A.6) now gives
This clearly goes to 0 as N → ∞, thus proving the first claim in this special case. Idempotents constructed from two connections incompatible with the inner product can both be compared with one constructed from a connection that is compatible with the inner product; thus, this special case implies the more general result.
In particular, since a self-adjoint idempotent has norm 1, this implies that Π V N → 1 as N → ∞.
