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Abstract
We introduce a monotone invariant (G) on graphs and show that it is an upper bound of the
chromatic index of graphs. Moreover, there exist polynomial time algorithms for computing (G)
and for coloring edges of a multigraphG by (G) colors. This generalizes the classical edge-coloring
theorems of Shannon and Vizing.
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1. Introduction
In this paper we deal with ﬁnite graphs with multiple edges and without loops. If G is a
graph, then V (G) and E(G) denote the sets of vertices and edges of G, respectively. If v
and e is a vertex and an edge of a graphG, then dG(v) and pG(e) denote the degree of v and
the multiplicity of e (the number of edges of G with the same ends as e), respectively. Let
(G) and p(G) denote the maximum degree of a vertex and the maximum multiplicity of
an edge of G, respectively. Let ′(G) be the chromatic index of G (the minimum number d
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such that G has a proper edge-coloring by d colors). Classical theorem of Shannon [6] and
Vizing [7] say that ′(G)(3/2)(G) and ′(G)(G)+ p(G), respectively.
In order to generalize these two results, we need some more notation. An edge e= uv of
G is r-critical on u if
rdG(v)+ dG(u)− pG(e)
and
for every edge e′ = uv′, v′ = v we have dG(v′)+ pG(e′)r .
Let G(u) denote the smallest integer r such that either dG(v′′) + pG(e′′)r for every
edge e′′ = uv′′ incident to u or there exists an edge e which is r-critical on u. Denote
G(u)=max{dG(u),G(u)}.
Let v1, . . . , vn be an ordering of the vertices of a graph G. Furthermore, let G1 = G
and Gi+1 =Gi − vi for i = 1, . . . , n − 1. We say that v1, . . . , vn is an r-ordering of G if
Gi (vi)r for every i = 1, . . . , n. By a supermultiplicity of G, denoted by (G), we mean
the smallest integer r such that there exists an r-ordering ofG. Clearly,G−e(u)G(u) and
G−e(u)G(u) for every e ∈ E(G) and u ∈ V (G). Thus (G) is a monotone invariant,
i.e., (G− e)(G) for every edge e of G.
The aim of this paper is to prove that ′(G)(G) for every graphG. This generalizes the
theorems of Shannon [6] and Vizing [7], because (G)(3/2)(G),(G)+ p(G). We
also show that ′(G)=(G)< (3/2)(G),(G)+p(G) for an inﬁnite family of graphs.
For every graph G, we can ﬁnd (G), a (G)-ordering of G and a (G)-edge-coloring of
G in polynomial time. On the other hand, the problem to decide whether ′(G)<(G) is
NP-complete.
Note that if we skip the notion of r-critical edges (i.e., if G(u) denotes the smallest
integer r such that dG(v′′) + pG(e′′)r for every edge e′′ = uv′′ incident to u) then our
results would follow for instance from Berge and Fournier [1], Fournier [2], Hilton and de
Werra [3], and Nakano et al. [5]. The notion of r-critical edges allows us to go behind them
and also to generalize Shannon’s theorem [6].
2. Supermultiplicity as bound of the chromatic index
Suppose we have a proper coloring of edges of a graph G by colors 1, . . . , r and s, t ∈
{1, . . . , r}, s = t . Then by an (s, t)-pathwemean a connected subgraph of the graph arising
fromG after deleting all edges having colors different from s and t. (Note that an (s, t)-path
is either an isolated vertex, or an even circuit, or a path.) An (s, t)-path is called maximal if
it is not a proper subgraph of another (s, t)-path. By a recoloring of an (s, t)-path we mean
a process so that the edges of the (s, t)-path colored by s (resp. t) receive color t (resp. s)
and the colors of all other edges remain unchanged.We say that a color s ∈ {1, . . . , r} lacks
in a vertex u of G if no edge incident to u is colored by s. The following two lemmas are
rather obvious and can be found in [7].
Lemma 1. Suppose we have a graph with a proper edge-coloring. Then recoloring any
maximal (s, t)-path results in another proper edge-coloring.
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Lemma 2. Let G have a proper edge-coloring by colors 1, . . . , r and u1, u2, u3 be distinct
vertices of G. Suppose that there are s, t ∈ {1, . . . , r}, s = t , such that for every i= 1, 2, 3,
there exists si ∈ {s, t} which lacks in ui . Then there exists j ∈ {1, 2, 3} such that no
(s, t)-path joins sj with si for any i ∈ {1, 2, 3}\{j}.
Theorem 3. For every graph G, ′(G)(G).
Proof. Weuse induction on |E(G)|. The statement is true if |E(G)|=0. Suppose |E(G)|> 0
and let v1, . . . , vn be a (G)-ordering ofG. Set u=v1. If every edge e′′ =uv′′ ofG satisﬁes
dG(v
′′)+pG(e′′)(G), choose an arbitrary edge e=uu0, incident to u. Otherwise choose
e = uu0 so that e is (G)-critical on u. Then (G − e)(G), whence, by the induction
hypothesis, G− e has a proper edge-coloring by colors 1, . . . ,(G). Let L (L0) be the set
of colors lacking in u (u0).
If dG(u0) + pG(e)(G), then dG−e(u0)<(G). If e is (G)-critical on u, then
dG(u0)(G)− dG(u)+ pG(e)(G), whence dG−e(u0)<(G). Therefore, dG−e(u0)
<(G) and L0 = ∅. Similarly, dG−e(u)< dG(u)(G) and L = ∅.
A sequence of colors s0, . . . , sk−1 is called semistrong (of order k1) if there exist edges
e1 = uu1, . . . , ek = uuk of G− e so that:
(a) edges e1, . . . , ek are colored by s0, . . . , sk−1, respectively;
(b) colors s0, . . . , sk−1 are pairwise different;
(c) colors s0, . . . , sk−1 lack in u0, . . . , uk−1, respectively.
We show that (a)–(c) imply the following:
(d) s0, . . . , sk−1 /∈L;
(e) edges e1, . . . , ek are pairwise different;
(f) ui = ui+1 for every i = 0, . . . , k − 1;
(g) vertices u0, . . . , uk are different from u.
Really, (d) and (e) follows from (a) and (b), respectively, and (f) follows from (a) and (c),
(g) follows from the fact that u0, . . . , uk are adjacent to u.
A sequence of colors s0, . . . , sk−1, sk is called strong (of order k0) if (e1, . . . , ek and
u0, . . . , uk have the same meaning as above):
either k = 0 and s0 ∈ L ∩ L0,
or k > 0, sk lacks in u and uk, and s0, . . . , sk−1 is semistrong.
From this sequence we can construct a proper edge-coloring ofG by colors 1, . . . ,(G),
because changing the colors of edges e1, . . . , ek to colors s1, . . . , sk , respectively, we obtain
a proper edge-coloring of G− e so that s0 lacks in u and u0, and we can color e by s0.
Choose s0 ∈ L0 = ∅. If s0 ∈ L, then the sequence s0 is strong, whence ′(G)(G).
If s0 /∈L, i.e., there is an edge e1 = uu1 of G − e colored by s0, then the sequence s0 is
semistrong of order 1. Let s0, . . . , sk−1 be a semistrong sequence of the largest possible
order k1. Note that by (e), k − 1. First, we show that there exists a color sk so that
(e1, . . . , ek and u0, . . . , uk have the same meaning as above):
(h) sk lacks in uk ,
(i) sk = si if uk = ui , i ∈ {0, . . . , k − 1}.
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If dG(uk)+pG(ek)(G), then dG−e(uk)+pG−e(ek)+1<(G), whence by (e), there
exists a color sk satisfying (h) and (i). If dG(uk)+ pG(ek)>(G), then e is (G)-critical
on u and ek must be parallel with e. Thus, uk = u0 and (G)dG(u0) + dG(u) − pG(e),
in other words, u is incident with at most (G) − dG(u0) edges of G not parallel with
ek . Then uk can be equal to ui (for i ∈ {0, . . . , k − 1}) in at most (G) − dG(u0)
cases (because if ui1 = · · · = uir = u0, then by (f), ui1+1, . . . , uir+1 = u0, thus the
edges ei1+1, . . . , eir+1 are not parallel with ek , and by (e), they are also pairwise different,
whence r(G)−dG(u0)<(G)−dG−e(u0)). Thus, there exists a color sk satisfying (h)
and (i).
Now one of the following three cases must occur.
Case 1: sk ∈ L, i.e., s0, . . . , sk is a strong sequence, whence ′(G)(G).
Case 2: sk /∈L and there exists 0jk − 1 such that sk = sj . By (b), j is unique and
since sk (sk−1) lacks (does not lack) in uk , j = k − 1. By (i), uk = uj and by (g),
uk = u = uj . Since L = ∅, there exists t ∈ L. Then t = sj and colors sj , t, sj lack in
uk, u, uj , respectively. By Lemma 2, one of the vertices uk, u, uj is not joined with the
other two by an (sj , t)-path. If uk (resp. u and uj ) is not joined by an (sj , t)-path with u, uj
(resp. uk, uj and uk, u), then recoloring the maximal (sj , t)-path beginning in uk (resp.
u and uj ), we get that t (resp. sj and t) lacks in uk (resp. u and uj ). Thus, the sequence
s0, . . . , sk−1, t (resp. s0, . . . , sj and s0, . . . , sj−1, t) is strong for the new edge-coloring of
G− e, whence ′(G)(G).
Case 3: sk /∈L and sk = si for i = 0, . . . , k− 1. Then there exists an edge ek+1 = uuk+1
of G− e having color sk and by (h), s0, . . . , sk is a semistrong sequence of order k + 1, a
contradiction with the choice of k. 
3. Algorithms and corollaries
Clearly, G(v) can be computed in polynomial time for any vertex v of a graph G. Let
H1 = G and choose w1 ∈ V (H1) so that H1(w1) = minv∈H1 H1(v). For i = 2, . . . , n,
consider Hi = Hi−1 − wi−1 and choose wi ∈ V (Hi) so that Hi (wi) = minv∈HiHi (v).
Then (G)′(G)=maxi=1,...,n Hi (wi), because w1, . . . , wn is a ′(G)-ordering of G.
Using induction on n we show that ′(G)(G). Let v1, . . . , vn be a (G)-ordering of
G. Then G(w1)G(v1)(G) by the choice of w1, and (G − w1)(G) by the
monotonicity of . By the induction hypothesis, ′(G−w1)(G−w1), whence ′(G)=
max{G(w1),′(G−w1)} max{(G),(G−w1)}=(G). Therefore ′(G)=(G). In
this way we can compute (G) and construct a (G)-ordering w1, . . . , wn in polynomial
time.
Now choose an edge e incident to w1 so that either every edge e′′ = w1v′′ satisﬁes
dG(v
′′) + pG(w1v′′)(G) or e is (G)-critical on w1. From the proof of Theorem 1 it
follows that any (G)-edge-coloring ofG− e can be transformed to a (G)-edge-coloring
ofG after polynomially many steps. Thus, there is a polynomial time algorithm for coloring
edges of G by (G) colors.
Corollary 4. Let a graph G satisﬁes (G) =  and for every edge e of G we have either
pG(e)p or pG(e)− p, where 1p/2. Then ′(G)+ p.
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Proof. Clearly, G(v) + p and H (v)G(v) for every vertex v of G and every
subgraph H of G. Thus (G)+ p, whence by Theorem 1, ′(G)+ p. 
Corollary 5. For every graph G, (3/2)(G) and (G) + p(G) are upper bounds of
(G).
Proof. Follows from Corollary 4 after setting p = /2. 
ByCorollary 2, Theorem 1 generalizes the results of Shannon [6] andVizing [7]. Further-
more, Corollary 4 is the strongest possible for every 2 and /2p1. For example,
let G,p be the graph with vertices u, v,w so that u and v have degrees  and are joined
by − p parallel edges (thus each edge of G,p has multiplicity either p or − p). Then
every proper edge-coloring of G,p needs exactly + p colors.
Note that a graph G is called simple if p(G)= 1.
Lemma 6. If G is a simple cubic graph, then (G)= 4.
Proof. Now dG(v)= 3 and pG(e)= 1 for every vertex v and edge e of G. Thus G(v)=
G(v)= 4 for every v ∈ V (G), whence (G)= 4. 
Theorem 7. It is anNP-complete problem to decide whether ′(G)<(G). This problems
remains NP-complete for simple cubic graphs.
Proof. ByHolyer [4], it is an NP-complete problem to decide whether a simple cubic graph
is 3-edge-colorable. By Lemma 3, a simple cubic graph is 3-edge-colorable if and only if
′(G)<(G). This implies the statement. 
Note that Lemma6holds also ifG is a bipartite simple cubic graph,which has′(G)=3. In
the following statement we characterize a class of bipartite graphs for which (G)=′(G).
Note that this bound does not follow fromVizing’s theorem [7].
Lemma 8. Let G be a bipartite graph with vertex sets U andW such that there exists u ∈ U
with dG(u)= r and every vertex w of G satisﬁes dG(w)< r . Then (G)= ′(G)= r .
Proof. Clearly ′(G)r . Let u1, . . . , us and w1, . . . , wt be orderings of U and W, re-
spectively. For every i = 1, . . . , s, G(ui)r and G(ui)r . Since dG(u) = r , we have
G(u)= r . Thus, u1, . . . , ur , w1, . . . , wt is an r-ordering of G and (G)= r . This proves
the statement. 
Let K [r,s,t]3 denote the graph having three vertices v1, v2, v3 such that the couples of
vertices (v1, v2), (v2, v3) and (v3, v1) are joined by r, s, and t parallel edges, respectively.
Clearly, ′(K [r,s,t]3 ) = r + s + t . From the deﬁnition we get that K [r,s,t]3 (vi)r + s + t
for i = 1, 2, 3, whence (K [r,s,t]3 ) = r + s + t = ′(K [r,s,t]3 ). Thus, our approach gives an
optimal bound for the chromatic index in this case. ByVizing [7] or Shannon [6] we get for
′(K [r,s,t]3 ) bounds max{r+ s, s+ t, t + r}+max{r, s, t} or 3 max{r+ s, s+ t, t + r}/2,
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respectively, which is a worse estimate for inﬁnitely many cases. Methods from [1–3,5]
give similar bounds as those from Vizing [7].
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