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Abstract 
With the help of the undirected graph of a matrix we establish new theorems for 
estimating the singular values. The location of singular values of a matrix A is described 
in terms of its deleted absolute row sums and column sums. The formulation has an 
appearance analogous to Brauer’s and Brualdi’s theorems for eigenvalues. Examples 
show that in many cases our results can provide more precise estimates than those in the 
related literature. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
For a matrix A = (Uij) E C”““, we denote the deleted absolute row sums and 
column sums of A by 
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(i = 1,2,. . . ,n), respectively. In terms of r, and ci, the Gerschgorin’s disk 
theorem and Brauer’s theorem provide inclusion regions of the eigenvalues of 
A. (See e.g. [l], 6.1.1 and 6.4.7.) 
For singular values of the matrix A, we can apply these theorems to A*A and 
use the deleted absolute row sums and column sums of A*A to get estimates of 
the singular values. However, this approach leads to complicated sums of 
products of pairs of entries of A and is badly conditioned for estimating the 
smallest singular value. (See [5] and [2], p. 223.) Several authors have made 
efforts to investigate other approaches where only the deleted absolute row 
sums and column sums of A itself are used. 
For example, a Gerschgorin-type theorem is presented in [5]. 
Theorem 1. Let A = (aij) E Cnxn. Then all singular values of A are contained in 
bi with 
i=l 
Bi = [(ai - si)+, Ui + si] c R, (1.2) 
where 
u+ = max(0, u), si = max(ri, ci), and ai = jaiil, i = 1,2,. . . ,n. 
(1.3) 
A Brauer-type theorem is presented in [4]. 
Theorem 2. Let A = (eij) E 12”““. Then all singular values of A are contained in 




A simple analysis shows that Theorem 2 generally provides a more precise 
location of the singular values than Theorem 1. These two theorems are 
analogous to Gerschgorin’s theorem and Brauer’s theorem for eigenvalues. 
Due to observations on the directed graph of weakly irreducible matrices, 
also in terms of ri, ci, Brualdi’s theorem provides elegant results on inclusion 
regions for their eigenvalues (see [l], 6.4.18). 
Let A = (aii) E C”“” and T(A) be the directed graph of A with vertices {P;.}; 
and edges { (fi,Pj)(aii # 0). We say that T(A) is weakly connected (and A is 
weakly irreducible) if and only if each vertex in T(A) belongs to some nontrivial 
cycle. We say that T(A) is strongly connected (and A is irreducible) if and only 
if from each vertex there is a directed path in T(A) to any other vertex. 
Theorem 3 (Brualdi). Let A = (aij) E C”“” be weakly irreducible and C(A) be the 
set of nontrivial cycles y in the directed graph T(A). Then every eigenvalue of A is 
contained in the region 
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(1.5) 
To our knowledge, there has been no formulation for singular values that is 
analogous to Brualdi’s theorem. (See Example 3 in Section 4.) The graph 
techniques in Brualdi’s theorem are helpful. In this paper, we establish new 
theorems for estimating singular values with the concept of an undirected 
graph of matrices and preorder defined in a nonempty set. The statements and 
proofs are in Sections 2 and 3. Examples are in Section 4 which give com- 
parisons with results in the related literature. 
2. The undirected graph and singular values 
Associated with A = (aij) E C”“” there is an undirected graph G(A) with 
vertices {Pi}; and edge set E(A). For i # j, (P;,,Pj) E E(A) if and only if ai, or aji 
or both of them are nonzero entries of A. For i = 1,2, . . . , n define 
N(e) = {pi: (fl,pi) E E(A),j # i}, the neighbours of P;, 
NI (5) = {pj: 4 E N(e) and aj; # 0}, 
Nz(fi) = (4: pi E N(P;) and aij # 0). 
Thus N(8) = N, (P;) U N*(e). From now on we assume that N(P;) is nonempty 
foreachi= 1,2 ,..., n. 
Theorem 4. Let A = (uij) E C”“’ have undirected graph G(A). Suppose N(&) is 
nonempty for each i = 1,2, . . . , n. Then all singular values of A are contained in 
EA = U {Z 2 0: IZ - Ui(IZ - Ujl < SiSj}. (2.1) 
(~,~jw(.4 
Proof. Suppose cr is a singular value of A and suppose 0 = ak for some index k 
(1 <k < n). Let pi is in N(&). Since d satisfies Iu - akllo - ujl = 0 < SkSj, then d 
is obviously in EA. For the rest of the argument we suppose the singular value 
cr#Ui for all i=1,2 ,..., n. Then there are two nonzero vectors 
x,yE cn, x=(x1,x2 )... ,xJT, Y = @1,y2,. . . ,y,JT such that WI, 7.3, 
Problem 5) 
ux = A’y, ay = Ax. (2.4 
Let zi = max( [xi 1, Iyi I) for each i = 1,2, . . . , n. 
A preorder R on a set M is a reflexive and transitive relation defined between 
all pairs of elements of M such that either sRt or tRs or both hold for any pair 
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of elements s, t E M. (See [I], p. 384.) Define a preorder + on the vertices of 
G(A) by 
fi + Pj if and only if zi < zj. (2.3) 
By Lemma 6.4.17 in [l] we know that each nonempty set S of vertices contains 
at least one maximal vertex in the sense of the preorder 4. That is, a vertex 
Pm E S satisfying P; 4 Pm for all fl E S [l], p. 384. 
Suppose Pt is a maximal vertex in {fi}:. We must have z! > 0 since x and y 
are nonzero vectors. By Eq. (2.2) we have 
ayt - &% = c ads. (2.5) 
PsEh(Js) 
If N OJJ (or WP,)) is empty, the right-hand side of Eq. (2.4) (or Eq. (2.5)) is 
zero. 
Now suppose P, is a maximal vertex in N(P,). By Eqs. (2.4) and (2.5) we 
must have 
z, > 0, (2.6) 
10 - atI < &Su/Zt. (2.7) 
In fact, if z, = 0 then x, = 0, ys = 0 for all P, E N(P,). By Eqs. (2.4) and (2.5) 
we will obtain CJ = a,. This is a contradiction to our assumption: 
(T # ai, i = 1,2, . . , n. Thus Eq. (2.6) holds. Next suppose lxtl 6 ]yI] = zt (the 
argument is similar if zI = lxtl > IyJ). Write v = x,/y,. Then Eqs. (2.4) and (2.5) 
(2.8) 
(2.9) 
In any case, we obtain 1~ - a,1 <s,zU/zl, i.e. Eq. (2.7). 
Without doubt, (Pu, Pt) is an edge of G(A) and Pt must be a maximal vertex 
in N(P,). We similarly have 
]fl- a,1 <&A/z,. (2.10) 
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Combining Eqs. (2.7) and (2.10) we obtain 
10 -a&J - a,1 <ML. 
Thus 0 E EA. The proof is completed. •i 
Obviously, Theorem 4 improves and simplifies Theorem 2. 
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3. Inclusion intervals 
We can describe the inclusion intervals of the singular values of A explicitly. 
Lemma 5. Let 0 6 a <b and g 3 0. Set c = (u + b)/2, d = (b - a)/2. Then 
{z > 0: /z - allz - bl Gg} = [(c - JdT+g)+, c - j/m 
u [c+~~,c+q’~] = [(4’=%d)),, 
a +(d-d=)] u [b-(d-,/R),b+(@%-d)]. 
(3.1) 
Proof. Note that Iz - ullz - bl = I(z - c)~ - d2j and Iz - alIz - bl <g implies 
or 
d* < (z - c)* < d* + g 
d*-g<(z-c)‘<d*. 
By elementary calculations we get the result. 0 
Suppose A = (ali) E Cnxn has the undirected graph G(A). For i = 1,2, . . . , n 
define 
Pii =max{~~-dijlP,EN(iq),a,>ai}, 
Pi2 = max {dk, - dmlPk E N@),cQ <ai}, 
4il =max{dij - d-14 E N(P;,),aj > Q}, 
4i*=maX{~~-d~ilP,tN(P),o*~oi}, 
Pi = ma4Pil ,pi2), 
4i = max(qil, gi*), 
(3.2) 
and 
K(A) := 6 = [(Ui -pi)+jai + qi]. (3.3) 
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Theorem 6. Let A = (q) E C”‘“. Suppose N(Pi) is not empty for each 
i= 1,2 , . . . , n. Then all singular values of A are contained in UL, F$. Further- 
more, every component interval of the union contains exactly k singular values if 
it contains k intervals of VI, V2, . . . , V,. 
Proof. The first part of the statement follows from Lemma 5 and the definitions 
Eqs. (3.2) and (3.3). The second part is based on the following standard 
observations: 
1. The singular values of A are continuous functions of its entries: 
2. Set A, = D + EB where D = diag(air , ~222, . . . , a,,,,), B = A - D. Thus A0 = D 
and Al = A. By Eqs. (3.2) and (3.3) we have K(AE) C K(A) for E E [0, 11; 
3. The singular values of Ao, i.e., ai (i = 1,2, . . . , n), satisfy ai E &(Ao). 0 
4. Examples 
We shall arrange the singular values in decreasing order. 
Example 1. First consider a simple example. Let 
1 1.1 
A= 
[ 1 14’ 
The singular values are g1 = 4.3315 and 02 = 0.6695. Theorems 2 and 3 in 
[5] provide the estimates 
(rl E [2.9, 5.11, 02 E [O, 2.11 
and 
(rl E [2.9424, 5.0558], g2 E [0, 2.06741, 
respectively. Theorem 4 provides the more precise estimates: 
c1 E [3.5198, 4.36011, c2 E [0.6399, 1.48021. 
It gives a nontrivial lower bound of a2 although A is not diagonally dominant. 
Theorems 2 and 3 in [5] and Theorem 3 in [3] fail to provide nontrivial lower 
bounds for a2 in this example. As for the upper bound of al, Theorem 4 also 
gives a better result. 
Example 2. Consider 
1 0.1 0.1 0 
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Its undirected graph G(A) is an elementary cycle with four edges 
@,P,), (p2,h), (P4rP3) and (P,,8). 
We have sI = s4 = 0.2, s2 = s3 = 0.1. And Qi = i(i = 1,2,3,4). Applying 
Theorem 6 we get 
{z > 0: )z - 1 ]]z - 21 < s,s2} = [0.9804,1.0204] u [1.9796,2.0196], 
{Z 2 0: IZ - 211~ - 41 <QS~} = [1.9900,2.0101] U [3.9899,4.0100], 
{z 2 0: ]z - 4112 - 31 < s4s3} = [2.9804,3.0204] u [3.9796,4.0196], 
{z>O:]z-3]]z- 11 6 s3si} = [0.9900, l.OlOl] u [2.9899,3.0099]. 
Thus by Theorem 6 the singular values of A satisfy 
01 E [3.9796, 4.01961, c2 E [2.9804, 3.02041, 
,r3 E [1.9796, 2.01961, 04 E [0.9804, 1.02041. (4.1) 
Applying the techniques in [2], [3.7.7 and 3.7.151, we obtain 
cri E [4.0000, 4.09881, o2 E [2.9500, 3.04961, 
03 E [1.9500, 2.04091, n4 E [0.9000, 1 .OOOO]. (4.2) 
Except for the upper bound of rr4 and the lower bound of cl, the bounds in 
Eq. (4.1) are better than those in Eq. (4.2). Note that the inclusion intervals 
provided by Eq. (4.1) are smaller than those in Eq. (4.2). 
Example 3. Consider the irreducible matrix 0 0.1 0 
A= 0 0 1. 
[ 1 0.1 0 0 
T(A) is a simple cycle with three edges (Pi, Pz), (P2, P3) and (P3, PI). We have 
ai=a2=a3=O,si=0.1,S2=S3=1. 
We have seen that the results Eqs. (1.2) and (1.4) for singular values are 
analogous to Gerschgorin’s disk theorem and Brauer’s theorem for eigenval- 
ues, respectively. With the analogy of Gerschgorin’s disk theorem with 
Eq. (1.2) and Brauer’s theorem one might conjecture that we could have results 
for singular values analogous to Eq. (1.5) such as: all singular values of A are 
contained in 
{Z 2 0: IZ - 013 < s~.Qs~} = [0, 0.46421. (4.3) 
However, the singular values of A are 01 = 1, 02 = 03 = 0.1 and Eq. (4.3) fails 
to contain gl. 
5. Conclusion 
We have established new theorems for estimating singular values of square 
matrices. In many cases they can provide better results than those in the 
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literature. If the m by n matrix A is not square, for example if m > n, one may 
apply the theorems to the square matrix [A, 01. Formulation (2.1) has an 
analogous appearance to Brauer’s theorem and Brualdi’s theorem for eigen- 
values. Open problem: are there results, may be in terms of other kind of 
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