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Medieval Foreign Exchange: A Time Series Analysis 
Adrian R. Bell, Chris Brooks and Tony K. Moore 
 
4.1. Introduction 
 
This chapter will demonstrate some of the potential historical applications of econometric 
testing, focusing on a time series analysis of medieval foreign exchange rates. The work is 
part of a wider research project Medieval Foreign Exchange, 1300-1500, funded by the 
Leverhulme Trust under grant RPG193. The project is currently collecting a new database of 
medieval exchange rates and the following analysis is an exploratory study based on existing 
datasets intended to illustrate relevant forms of analysis. The first part of the chapter will 
briefly discuss the surviving evidence for medieval exchange rates. This is relatively 
extensive, at least by medieval standards, but there are a number of important caveats that 
need to be considered carefully. Despite this, exchange rate data offers some of the best 
opportunities to apply econometric analyses to the medieval economy. Recent studies have 
looked at volatility (Booth and Umit, 2008), market integration (Volckart and Wolf, 2006; 
Kugler, 2011; Chilosi and Volckart, 2011) and implicit interest rates (Booth, 2011). With the 
exception of some early work by Hyman Sardy (de Roover, 1968), however, economic 
historians have not really used modern time series analysis to study medieval exchange rates. 
The second part of the chapter will use such techniques to test for seasonality, stationarity and 
structural breaks. Finally, it will compare the results of these tests against work on modern 
exchange rates as well as contemporary evidence from medieval merchants’ manuals. 
 
4.2. Sources in their historical context 
 
Reliable quantitative data on the medieval economy are hard to find, including key economic 
indicators. For example, there is very little direct evidence for interest rates (Bell et al., 2009) 
or about trade and financial flows. Other information is more readily available – for instance, 
agricultural prices and wages can be extracted from manorial accounts(see Chapter 2), while 
final concords (fines) provide data about property values, as discussed in the following 
chapter. Another exception is foreign exchange rates (Einzig, 1970). This can be attributed to 
the confluence of three factors. The first was a general increase in long-distance trade 
following the ‘commercial revolution of the thirteenth century’ (Spufford, 1991). The second 
was the concurrent establishment of independent territorial states across Europe. Minting 
coins was both a key attribute of sovereignty and a source of income and so rulers sought to 
enforce the use of their local currency within their borders (Munro, 1979). As a result, 
merchants conducting long-distance trade needed to engage in foreign exchange. The third 
was the increasing sophistication of record keeping. In particular, the accurate recording and 
calculation of exchange rates was vital for merchants in order to keep their books balanced 
(de Roover, 1944a). While the vast majority of such records have been lost, enough survive 
to shed considerable light on medieval exchange rates.  
 
Unfortunately, the surviving information about foreign exchange is scattered through a wide 
range of different sources. The most comprehensive dataset of medieval exchange rates was 
compiled by Peter Spufford (1986) in the 1970s and 1980s from correspondence with 
scholars across Europe. The Handbook of Medieval Exchange covers the period from 1106 to 
1510, although the bulk of the data comes from the fourteenth and fifteenth centuries. It 
includes 13,197 exchange rate observations for 696 different currency pairs extracted from 
528 different sources.
1
 Unlike the more recent Handbook of World Exchange Rates, 1590-
1914 (Denzel, 2010), Spufford did not attempt to calculate annual average figures for each 
currency, as the extant data was not amenable to such treatment. Instead he presented 
individual raw exchange rates as found in the sources.  
 
The aim of the Handbook was to provide indicative information about the relative values of 
different currencies that historians could use when drawing comparisons between countries. 
This meant that Spufford sought to cover as many currency pairs as possible over as long a 
period as possible. This inclusive approach necessarily generated a great variety in the nature 
of the evidence used. At the same time, there were also limitations imposed by the format of 
the Handbook as a printed book. Instead of listing all cross-exchanges between all currencies, 
Spufford concentrated on listing the exchange rates of each currency against the major 
international currency; first, the Florentine florin and, from the fifteenth century, the Venetian 
ducat. This is similar to the use of the dollar today. Moreover, even where more frequent data 
were available, Spufford only selected a maximum of one rate for each month. 
 
As a result, the Handbook presents a number of problems for the purpose of quantitative 
analysis, although these can better be seen as the flip-side of its strengths. In particular, the 
Handbook’s inclusive approach to data collection, necessary given the scattered nature of the 
surviving source material, means that the data are not always strictly comparable. Spufford 
himself stresses this fact and one of the great strengths of the Handbook is that it provides 
information about the type of transaction, its location and, vitally, a reference to the original 
source, so that the exchange rates can be checked. 
 
Most obviously, the Handbook includes exchange rates taken from a variety of different types 
of source and relating to different types of exchange transaction (Spufford, 1986, pp.l-liii). 
For example, spot exchange of one coin for another did not involve a time element whereas 
bills of exchange did, as will be shown below. The exchange rates used in accounts could 
also become fossilised at anachronistic rates or could be manipulated, for example to hide 
interest charges, while the official exchange rates promulgated by governments could be 
aspirational rather than effective. As a result, the exchange rates quoted in different types of 
transactions could vary considerably, making it difficult to draw valid comparisons. 
 
Another important factor influencing medieval exchange rates, and a major difference to the 
modern situation, was the location of the transaction. In part, this reflected the slower speed 
of medieval communications. It also resulted from patterns of trade, which affected the 
demand for and supply of money differently at different places. More fundamentally, the bill 
of exchange, the classic foreign exchange instrument, did not just include a foreign exchange 
transaction but necessarily involved the extension of credit, since the buyer of the bill paid 
the seller upfront in local currency but only received the value in foreign currency later. Bills 
of exchange between different financial centres had different maturities (known as usance), 
mostly increasing with geographical distance. The exchange rates quoted at different 
financial centres therefore incorporated a spread to account for the time value of money. The 
operation of this system was demonstrated by de Roover (1944b) and has been traced back to 
the later thirteenth century by Thomas Blomquist (1990, pp.362-8). It has even been argued 
that the primary significance of the bill of exchange was that it enabled merchants to 
circumvent the usury prohibition on charging interest (Rubin, 2010; Koyama, 2010). Other 
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 The data from the Handbook of Medieval Exchange has been uploaded to the Medieval and Early Modern 
Data Bank and can be accessed at http://www2.scc.rutgers.edu/memdb/search_form_spuf.php.  
historians have argued that this over-states the credit aspect of the bill of exchange and 
downplays its role in facilitating international trade (Leone, 1983). The important point for 
our current purposes is that exchange rates varied depending on the location (or the direction) 
of the transfer and so rates at different places cannot be compared directly. 
 
Furthermore, where exchange rates have been taken from records of individual transactions, 
there may be idiosyncratic factors influencing the rates quoted in that particular case. To take 
one example, in May and June 1305 the London branch of the Gallerani of Siena sold seven 
bills of exchange to customers wishing to remit money from England to the papal curia 
(Bigwood and Grunzweig, 1962). The rates quoted by the Gallerani varied from 5¾ florins 
per mark sterling on 21 May to 4½ florins per mark sterling on 7 June, a drop of 21.7 per cent 
in a little over two weeks. However, by 14 June the exchange rate had rebounded back up to 
5¾ florins per mark sterling, an increase of 27.8 per cent in one week. It is unlikely that 
market exchange rates really fluctuated this wildly. A more plausible explanation is that the 
Gallerani offered different exchange rates to different customers. For instance, the three 
buyers that received the most favourable rates were all connected to the papacy, while the 
worst rate was received by an English clerk.  
 
Another fundamental challenge concerns the frequency and distribution of the surviving 
evidence. Even for the best documented currency pairs, the Handbook records an average of 
only 1-2 observations per year. This means that idiosyncratic factors influencing individual 
exchange rates could potentially distort long-run trends. Also, there were strong seasonal 
variations in exchange rates, as will be shown below. Since the variation in exchange rates 
within each year was usually greater than the change from year to year, long run 
developments might be obscured if the data for some years quoted rates from a seasonal peak 
while that for others came from seasonal lows. There are frequent gaps in the series, which 
raises problems of interpolation. Finally, the frequency of observations varies dramatically 
over time, which makes it difficult to conduct many types of statistical analysis.  
 
In this chapter, we take a different approach to constructing a dataset of medieval exchange 
rates. Rather than seeking to cover a long time span, we focus on a relatively short period for 
which we have abundant data. Instead of following an inclusive data collection policy, our 
approach is more exclusive and limited to rates from one particular type of source, namely 
mercantile correspondence. The merchant who had better and more up-to-date information 
about exchange rates in other banking centres enjoyed an advantage over his uninformed 
peers. For this reason, merchants often listed the current market exchange rates at the end of 
their commercial letters. These rates were probably collected from the bill brokers that 
arranged deals in each city (de Roover, 1968, p.29). They can be seen as forerunners of the 
exchange rate currents printed from the sixteenth century onwards (McCuster and 
Gravesteijn, 1991), which ultimately developed into the modern financial press. The use of 
exchange rates from commercial correspondence has two main advantages. First, the market 
rates stripped out some of the idiosyncratic factors that may have influenced the exchange 
rates used in particular transactions. This makes the data more useful for comparative 
purposes, although historians should bear in mind Mueller’s (1997, p. 588) warning against 
‘fetishiz[ing]’ the rates quoted in mercantile correspondence since the rates used in actual 
transactions may have varied depending on the relative ‘contractual leverage’ of the two 
parties. Second, merchants wrote frequently to their correspondents (on a weekly or even 
daily basis) and often corresponded with several different cities, providing a greater depth 
and higher frequency of data.  
 
This chapter draws upon the archive of one merchant in particular, namely Francesco di 
Marco Datini of Prato, near Florence in Italy. Datini was an extremely successful merchant, 
and between 1380 and 1410 his network of branches and correspondents covered much of 
western Europe (Origo, 1963; Nigro, 2010). The contents of the archive are described in 
Federigo Melis (1962) and many of the documents have been digitised and can be consulted 
online.
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 The potential of the Datini archive has long been recognised, and the commercial 
letters have been mined for data about exchange rates; de Roover (1968) extracted the 
exchange rates cited in letters from Barcelona and from Bruges while Reinhold Mueller 
(1997) did the same for the letters from Venice.
3
 The Medieval Foreign Exchange project is 
currently extending this dataset to cover Florence and Genoa, the other two key banking 
centres in medieval Italy. The enlarged dataset has not been finalised, however, so the 
following statistical analysis is based on the data collected by de Roover and Mueller.  
 
4.3. Descriptive statistics 
 
Time series analysis is a cornerstone of econometrics and the evaluation of a series’ 
properties when viewed on its own should be a precursor to any solid multivariate research. 
We will first describe the data, in particular focusing on the statistical features of the series; 
we then move on to discuss the exchange rates’ seasonal patterns and outline a framework for 
determining whether the series are best described as stationary or non-stationary processes. 
Finally, we consider in detail, using two different approaches, how to determine whether 
there were structural breaks.   
 
As explained above, the following analysis draws on exchange rates quoted in merchants’ 
letters from Barcelona, Bruges and Venice written between c.1385 and c.1410. The basic 
sources are shown in Table 4.1. The first two columns list the currency pair and the location. 
This effectively shows the direction of the exchange (e.g. Barcelona-Bruges is the exchange 
rate at Barcelona between the lira of Barcelona and the Flemish écu while Bruges-Barcelona 
is the rate at Bruges for the same pair). The third column describes how the exchange rate 
was quoted. The following analysis is based on monthly percentage changes in the exchange 
rates rather than raw levels but the method of quotation is still very significant for 
understanding the significance of the growth rates of the exchange rates discussed below. For 
example, Bruges ‘gave certain’ to Barcelona and London; that is, the exchange rate was 
quoted as an uncertain number of pence of Barcelona or pence sterling per écu of Bruges. 
Thus, a rise in the quoted exchange rate reflects an increase in the value of the écu. Bruges, 
however, ‘gave uncertain’ to Genoa, Pisa, Paris and Venice, meaning that exchange rates 
were quoted as a variable number of Flemish groats per unit of foreign currency. Thus an 
increase in these exchange rates actually means that the écu was declining in value. 
 
[TABLE 4.1 HERE] 
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 The homepage of the Datini archive is http://datini.archiviodistato.prato.it/www/indice.html.  
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 The exchange rates for Barcelona and Bruges were entered into a spreadsheet from the appendix in de Roover 
(1968). Mueller’s data for Venice is available from the Medieval and Early Modern Data Bank 
(http://www2.scc.rutgers.edu/memdb/search_form_mueller.php). It should be noted that there are a number of 
errors in the online dataset, especially for the Venice-Barcelona exchange rates. These do not seem to be 
included in Mueller’s own figures and presumably occurred during when the data was being re-entered for 
upload. We identified data points that deviated significantly from contemporaneous rates, checked them against 
the original letters from the Datini archive and made corrections where necessary. 
The penultimate two columns show the total number of data points available for analysis and 
the main date range over which we have observations. We take monthly averages over all 
data points available for that month. It is clear that with the notable exceptions of Barcelona-
Venice, Bruges-Pisa, and Venice-Rome, where the samples are very small, for most of the 
series we have at least twenty years of monthly data or typically 200-300 observations. 
Unfortunately, it is in the nature of medieval data sources that there are inevitably missing 
values for some months. In order not to lose too many data points, we interpolate in such 
cases by rolling forward the value that was available for the previous month. The final 
column of Table 4.1 shows the number of interpolated values for each series. As can be seen, 
the number of such missing values is modest, and never more than 10 per cent of the total 
sample. We ensure that we never roll forward a data point for more than three months in a 
row – if there are more than three months’ of missing observations, we truncate the sample at 
that point.   
 
We work mainly with the growth rates of the exchange rates, since we know that this analysis 
will be econometrically valid even if the raw rates contain unit roots, as discussed below. 
Thus we start by presenting the main features of the exchange rates in Table 4.2. The table 
presents summary statistics for the monthly percentage changes of the 25 series that we 
examine spanning the three main venues of Barcelona, Bruges and Venice. 
 
[TABLE 4.2. HERE] 
 
It is evident that the Venetian means are all positive (except for Venice-Paris where Venice 
‘gave uncertain’ to Paris), indicating the strength of the ducat over the period. In particular, 
the ducat rose by around 0.2 per cent per month (2.4 per cent per annum) against the Roman 
florin and by 0.14 per cent per month (1.6 per cent per annum) against the pound sterling. 
This reflects the maintenance of the gold content of the ducat, as well its increasing 
displacement of the Florentine florin as the major international coin (Spufford, 1991, p.321).  
 
The variance estimates, presented in the fourth column, are broadly similar to modern figures, 
which would be of the order of 3-5 per cent per month. The variance, sometimes known in 
finance as the volatility of a series, measures the extent to which it moves around over time. 
It thus shows the spread of the observations around their mean value. However, we can note 
considerable differences in volatilities across the series – from just 0.8 per cent for 
Barcelona-Majorca to 9.5 per cent for Venice-Bruges and 13 per cent for Barcelona-Bruges. 
The former probably reflects the fact that Barcelona and Majorca were both part of the 
Aragonese realm. The latter are almost certainly caused by outliers in the percentage change 
series for these currency pairs as a result of currency revaluations in Bruges (Munro, 2012).  
 
In terms of their symmetry or otherwise, some of the series are left-skewed and some are 
right-skewed; all series are leptokurtic, implying that they have more in the mean, fatter tails 
but less in the shoulders of the distribution compared with a normally distributed series 
having the same mean and variance. Again, this feature is very similar to that in standard 
contemporary asset return series. This leptokurtosis is a key feature of financial time series 
from a risk management perspective since it implies that extreme movements (i.e. very large 
swings) are more likely than would be the case under a normal distribution. Barcelona-
Bruges is the most skewed and has the highest kurtosis, in particular due to an almost 50 per 
cent rise between October and November 1390. This reflects a curious delayed impact of the 
enhancement of the Flemish currency in 1389. The Italian merchants at Barcelona continued 
to quote the exchange rate with Bruges in terms of the old money until November 1390, 
when they switched to using the new money (de Roover, 1968, pp.39-40). 
 
4.4. Seasonal patterns in exchange rates 
  
Since bills of exchange were used both to transfer money for trade and also to borrow or lend 
money, exchange rates were closely linked to the wider condition of the money market. The 
sixteenth-century merchant Bernardo Davanzati explained this relationship using the analogy 
of a hand tightening or loosening its grip on money (Mueller, 1997, p.305). At times of high 
demand for cash, the hand would tighten and not release any money except at a higher price. 
As a result, the exchange rate would rise, that is, sellers of bills of exchange (borrowers) 
would have to promise more foreign currency to receive one unit of local currency. In this 
case, merchants described money as being ‘dear’ (carestia) or ‘tight’ (strettazza). In the 
contrary situation, when the supply of money exceeded the demand, money was ‘loose’ 
(larghezza) or ‘abundant’ (dovizia) and exchange rates fell as buyers of bills of exchange 
(lenders) were prepared to accept less foreign currency per unit of local currency. According 
to Giovanni di Antonio da Uzzano, the ‘good rule in making exchange’ was to anticipate 
changes in exchange rates and not merely to react to them (Pagnini, 1766, p.153). It is 
therefore important to know whether there were predictable seasonal patterns in medieval 
exchange rates. 
 
There are various ways to test for seasonality in time-series data. It is possible to employ 
trigonometric functions or to work in the frequency domain. However, in such cases the 
quantitative sophistication arises at the expense of interpretability. A much simpler approach, 
which we apply here, is to use a linear regression including monthly dummy variables 
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where yt is the exchange rate percentage change series under consideration, and D1t, D2t … 
D12t are monthly dummy variables for January, February, …, December, and ut is an error 
term, assumed to be normally distributed with zero mean and constant variance. These 
dummy variables take the value one for the month to which they correspond and zero 
otherwise – so, for example, D1t takes the value one every January and zero for every other 
month. This way, the dummies effectively “pull out” the observations for their corresponding 
months and set everything else to zero. Thus each parameter attached to the dummies can be 
interpreted as the average change in the foreign exchange rate for that month (in percentage 
terms). 
 
Note that, given the way that it has been specified to contain a full set of 12 monthly dummy 
variables, this regression must not contain an intercept term to avoid the “dummy variable 
trap.” This would have arisen if all possible seasonal dummies given the frequency of the 
data employed (i.e. 12 for monthly, four for quarterly, etc.) were included in the model 
together with an intercept. The result would be that the regression could not be run due to a 
multicollinearity (see Chapter 1).  
 
The seasonality results are presented in Table 4.3 for the rates quoted in Barcelona, in Table 
4.4 for the rates quoted in Bruges, and in Table 4.5 for those quoted in Venice. Overall, these 
tables indicate very clear patterns. This quantitative evidence can be used to test the 
qualitative descriptions of the state of the money market by contemporary merchants. In this 
case, we shall use Giovanni di Antonio da Uzzano’s Practica Della Mercatura (Pagnini, 
1766). It should be noted that Uzzano was writing c.1442, roughly fifty years after our data 
from the Datini letters, and this may explain some of the discrepancies between our statistical 
reconstruction and Uzzano’s experience. 
 
[TABLES 4.3, 4.4. AND 4.5 HERE] 
 
The foreign exchange rates quoted in Barcelona rise in December and most significantly in 
January and this continues at a more modest pace until around April, followed by large 
reversals in June through to October, with the most significant falls in the autumn months. In 
all cases, these exchange rates were quoted as an uncertain number of pence of Barcelona for 
a certain number of foreign coins. Thus a rise in exchange rates at Barcelona meant that the 
lira was decreasing in value, reflecting an easing of the money market. Conversely, a fall in 
exchange rates indicates an increase in the value of the lira and thus a tightening of the 
money market. This agrees with the first part of the account given by Uzzano: 
 
In Barcelona, money is dear from the first of June through all of August because of 
the investments in wool from Aragon and the surrounding valleys and because of the 
purchases of ‘grain’ [the dye] in Valencia; the money market tightens again in 
October, after St Luke’s day, which is on the 18th, because of the investments in 
saffron, when the dearness is even greater than in the wool season, and it will last 
until January; and from then on, money eases every day and the exchange rates return 
to their former level, and the easiness lasts until the wool season, unless something 
unexpected happens (Pagnini, 1766, p.156; translated in de Roover, 1968, p.88). 
 
The Datini data support the tightness in the summer and autumn months (June to October) 
but the market seems to ease in the winter, when Uzzano suggests that the market should 
have continued to tighten and to peak. It is possible that the Spanish saffron trade was less 
important during the Datini period than it later became, although Datini himself traded in 
saffron (Origo, 1963, p.97).  
 
For the foreign exchange rates quoted in Bruges, the pattern is less clear-cut, with most of the 
changes not being statistically significant. In general, we see that the exchange rates for 
Bruges-Barcelona and Bruges-London fell in the winter months from December to March 
(May for London) and rose from April (June for London) until November, while the other 
rates fell in the summer and rose in the winter and spring. Here it is important to recall that 
Bruges ‘gave certain’ to both Barcelona and London and a rise in these exchange rates 
therefore reflects a rising value for the Flemish pond groot and thus a tightening of the money 
market while a fall in the same rates reflects an easing of the market. However, the exchange 
rates with Genoa, Paris, Pisa and Venice were quoted as an uncertain number of Flemish 
groats for a certain number of foreign coins, and so the reverse logic applies. The evidence of 
the Datini letters indicates that the Bruges money market tightened in the summer and eased 
in the winter. Interestingly, this directly contradicts Uzzano’s depiction of the seasonal trends 
in the Bruges’ money market c.1442: 
 
In Bruges, money is dear in December and January because of the many ships that are 
being loaded with commodities and dispatched at this time, and, in August and 
September, money expands because of the fairs that are being held and that attract 
merchants who come to purchase and bring in ready cash (Pagnini, 1766, p.156; 
translated in de Roover, 1968, p.90). 
 This discrepancy would repay further historical investigation into the seasonal patterns of 
trade in medieval Bruges. In particular, were there significant changes between the later 
fourteenth and early fifteenth centuries, when the Datini letters were written, and the mid-
fifteenth century, when Uzzano wrote his manual, that might explain the stark differences set 
out above? 
 
For the rates quoted in Venice, there are mostly significant falls in September and in February 
but rises in June and July. As Venice gave certain to most other currencies, this means that 
the market was tightening in the summer and loosening after September. We may note that 
Venice-Paris appears to show the opposite pattern, because here Venice ‘gave uncertain’ to 
Paris, but in fact shares the same underlying trend. This supports Uzzano’s depiction of the 
Venetian money market : 
 
In Venice, money is expensive from May to 8
th
 September, because of the outward 
bound galleys which leave in July, August and September. The reason why it gets 
more expensive is because everyone starts to make arrangements and they want to 
remit more there; and this higher cost is due to the amount of cash the galleys carry, 
because a great deal of merchandise is sold there at the time of the galleys, which 
must be paid for just when you have many demands on your purse - and a lot of 
money goes out of the banks in cash, so cash is always dear there by 1 per cent more 
than usual. And money is highly priced for all places, and is offered there at various 
maturities. From 8
th
 July money is highly priced, then there are no more maturities 
until 1
st
 August, and in this month there is an expansion by ½ to 1 per cent. From 1
st
 
August money starts to fluctuate, and is expensive continually until 8th September; 
and after the 8
th
 all maturities have become due, and all the galleys have gone, so 
there is no more demand - and the banks are quick to supply and money goes through 
the floor.  (Pagnini, 1766, pp.156-7; translation by Dr Helen Bradley). 
 
Mueller (1997, pp.305-7) adds further details. The galleys to Romania left Venice in mid-
July, those to Beirut in mid-August, and finally the Alexandria galleys in late August to early 
September. Since western Europe had a trade deficit with the East, merchants had to export 
silver bullion to purchase goods for re-import. This led to a great demand for money in the 
summer, which drove up exchange rates. Subsequently, after the last galleys had departed, 
the demand for money reduced and thus exchange rates collapsed in September. Uzzano also 
mentions a later tightening of the money market in December and January, linked to the 
departure of galleys to Catalonia (Pagnini, 1766, p.157). This fits neatly with the sharp rise in 
the Venice-Barcelona exchange rate in December shown in Table 4.5. 
 
A further important issue is whether we analyse the seasonal patterns in the levels of the 
series or in their percentage changes. Where a series in levels has little underlying trend, it is 
likely to make very little difference. For instance, our results in Table 4.5 for Venice-
Florence are very similar to the patterns in Graph 8.1 of Mueller (1997, p.307) where the 
sample period is very close to ours and Table 4.2 indicates that over time the mean change in 
the exchange rate was only 0.01 per cent per month. On the other hand, the pattern that we 
observe for Barcelona-Bruges is quite different to that reported by Hyman Sardy (de Roover, 
1968) and this may be a result of his use of levels on a series where the mean percentage 
increase in the exchange rate was 0.09 per cent per month, almost ten times higher than that 
for Venice-Florence. When a series is trending heavily over time – either up or down – then 
any statistical analysis using the levels will not have the meaning that the researcher probably 
intended. In the case of a series trending upwards, an analysis of the seasonal patterns will 
give undue weight to the observations at the end, which by definition will be much larger in 
value than those close to the beginning. Thus we would recommend historians to use 
percentage changes rather than levels in such cases.  
 
The R
2
 figures from these regressions measure the degree to which the seasonal patterns can 
explain the overall variation in each series. In an earlier analysis of the same data from 
Bruges and Barcelona, Hyman Sardy found that ‘about ten per cent of the fluctuations in the 
series could be attributed to seasonality’ (de Roover, 1968, p.104). Our work suggests that 
seasonality played a greater role, accounting for around twenty per cent of the variation in 
most series. This is highest for Bruges-Pisa (37 per cent of the variation explained, although 
based on the smallest sample) and for Venice-Pisa (27 per cent explained). This suggests that 
Pisa was particularly affected by seasonal flows of trade or finance. Seasonality is less 
significant for Bruges-Paris (10 per cent) and Venice-Bologna (11 per cent). Uzzano explains 
that there was a particularly close connection between exchange rates at these and a number 
of other places (Pagnini, 1766, p.154), which Mueller describes as ‘paired cities’, since their 
geographical proximity meant that information could be transmitted between the two in 1-2 
days, allowing merchants in one location to react quickly to changes at the other (Mueller, 
1997, pp.588-9). 
 
4.5. Testing for unit roots in exchange rates 
 
A key early question in analysing time-series is whether each variable in a sample can be 
considered stationary or whether it contains a unit root, which is so-called because the root of 
a characteristic equation for such a process is unity. A stationary series is one with a constant 
mean, constant variance, and constant autocovariance structure for a given lag – in other 
words, the relationship between the current value of the time-series and its previous values 
remains constant. This is probably the most important characteristic of a series as it has the 
most significant impact on its properties and also on which type of analysis is most 
appropriate. There is also the issue that if a series contains a unit root, standard econometric 
approaches cannot be applied to the data in their raw, levels form, otherwise this would result 
in ‘spurious regression’ where entirely independent unit root processes appear to standard 
econometric approaches to be strongly related. Thus, in such cases, the series must be 
converted into a percentage changes (i.e. growth rates) form.  
 
However, whether exchange rate series in levels are non-stationary is surprisingly still an 
open question, with much empirical evidence both for and against. In the “modern finance” 
literature, much research has already been undertaken in this regard, even when we focus 
specifically on exchange rates. Many authors use the augmented Dickey Fuller (ADF) test 
(Dickey and Fuller, 1979), described below, on data of monthly or quarterly frequency. 
Meese and Singleton (1982), for example, test for the presence of a unit root in the log of a 
number of weekly US dollar-denominated exchange rates from the 1970s. They cannot reject 
the null hypothesis of a unit root in the log of the levels, but the percentage changes are found 
to be stationary, a result echoed by Corbae and Ouliaris (1988) in their tests on monthly 
Sterling data.  
 
More recently, Whitt (1992) compared the results of a test for unit roots on the real US dollar 
exchange rate against a number of others using the ADF approach and Sims’ Bayesian test. 
The ADF test cannot reject the non-stationary null, but the Bayesian test does strongly reject 
it. Some evidence for stationarity in real exchange rates was also found by Taylor (1990). In a 
comparative study, Schotman and van Dijk (1991) use the ADF and Sargan Bhargava unit 
root tests, together with a Bayesian posterior odds approach. The ADF and Sargan-Bhargava 
tests both lead to non-rejection for all the exchange rates they test, while the Bayesian method 
does not provide conclusive results.  
 
Finally, Goodhart et al. (1993) conduct ADF and Phillips-Perron tests on a number of US 
dollar-based exchange rates at sampling frequencies from tick-by-tick to daily. The Phillips-
Perron procedure is very similar to the ADF test described below except that it incorporates 
an automatic correction for autocorrelated residuals in the test regression. Their main finding 
is that daily and hourly series have a unit root, while most minute-by-minute and tick-by-tick 
series have a unit root with trend. They conclude that temporal aggregation preserves the 
non-stationarity in exchange rates so that the series are non-stationary whether they are 
observed hourly, every minute or as the transactions occur. 
 
If a series yt is initially non-stationary, but becomes stationary on differencing d times, then it 
contains d unit roots and is said to be integrated of order d. We “first difference” a series by 
subtracting the immediately previous value of that series from the current one. It is then 
possible to second difference a series by applying the same process again to the series that 
has already been differenced once. A unit root is only one possible form of non-stationarity, 
an explosive root being the other case, although the latter is rarely considered since it is more 
difficult to justify from an economic theoretical perspective. Many economic series contain 
an exact unit root when transformed into logarithms (Banerjee et al., 1993, p99). Thus if we 
find that the raw data contain a unit root, but the percentage changes are stationary, this 
provides an ex post justification for using the percentage changes in subsequent analysis.  
 
This section will now give a brief description of the Dickey-Fuller approach to testing for a 
unit root in time series. They conducted the early and pioneering work on this topic, and 
despite numerous advances in the testing theory since then, their technique still constitutes 
the main workhorse of unit root testing – see Dickey and Fuller (1979) and Fuller (1976). The 
Dickey-Fuller (DF) tests used in this chapter are the based on a t-ratio from a test regression. 
It is possible to include either a constant, or a deterministic trend, or both or neither in the test 
regression. Consistent with the expected features of the data, we elect to adopt the model 
including an intercept but not a trend. The null (H0) and alternative (H1) models for the test 
we implement are thus 
 
  H0: yt = yt-1+ ut        (4.2) 
 H1: yt = yt-1+ + ut,  < 1       (4.3) 
 
This is a test for a random walk against a stationary autoregressive model of order one 
(AR(1)) with a drift. We can thus write 
 
 yt = ut         (4.4) 
 
under the null hypothesis, where yt = yt - yt-1, and the alternative may be expressed as 
 yt = yt-1+ + ut.        (4.5) 
 
The test for whether the series contains a unit root is based on the t-ratio of the yt-1 term in the 
estimated regression and thus the test statistic is defined as  
 
 Unit root test statistic = 





SE( )
      (4.6) 
 
The test statistic does not follow the usual t-distribution under the null hypothesis, since the 
null is one of non-stationarity, but rather it follows a non-standard distribution. Critical values 
are derived from Monte Carlo experiments in, for example, Fuller (1976). The null 
hypothesis of a unit root is rejected in favour of the stationary alternative in each case if the 
test statistic is more negative than the critical value. 
 
The test may also be “augmented” by the addition of p lags of the dependent variable to the 
estimated equation, known as the augmented Dickey-Fuller test, which allows for possible 
autocorrelation of residuals in the regression. The unit root test would not perform well if 
such a structure was present in the residuals of the test regression but unaccounted for. The 
model under the alternative in this case can now be written as 
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A problem now arises in determining the “optimal” number of lags of the dependent variable 
to add to the estimated equation in order to sufficiently allow for autocorrelation, but not to 
over-fit. One way to determine the number of lags is to use the frequency of the data as a 
decision rule (e.g., use four lags for quarterly data, 12 for monthly and so on), but this is 
likely to lead to considerable over-fitting in the case of monthly data as we have here. 
Alternatively, the number of lags may also be determined, based on the data, using some kind 
of information criterion, such as Akaike’s or Schwarz’s Bayesian criteria. However, given the 
limited number of data points at our disposal and for consistency and comparability across 
series, we employ an arbitrary zero and three lags for all currency pairs investigated. We find 
that the conclusions are not qualitatively affected by this choice of lag length.  
 
4.6. Structural breaks in exchange rates  
 
A structural break occurs when the properties of a series go through a substantial change in 
behaviour so that previous models that described the relationship between variables 
subsequently break down. Although the term is often used somewhat loosely in the modern 
applied econometrics literature, it may be helpful to distinguish between a structural break 
and an outlier. A structural break is as described in the previous line, where the behaviour of 
a series or its relationship with other series changes on a long-term or permanent basis, 
whereas an outlier occurs when the properties of a series change for one or perhaps several 
periods before fairly quickly reverting back to its previous behaviour. In the context of 
medieval exchange rates, structural breaks could be caused by wars, financial crises, currency 
shortages, debasements or recoinages, poor harvests, and so on.  
 
In terms of the econometrics, early tests for structural breaks were conducted in the context of 
regressions based on stationary time-series – for example, the Chow (1960) and Quandt 
(1960) likelihood ratio tests. However, some more recent approaches have been conducted in 
the context of tests for unit roots since it has been shown that the standard Dickey-Fuller-type 
unit root tests presented above do not perform well if there are one or more structural breaks 
in the series under investigation, either in the intercept or the slope of the regression. More 
specifically, the tests have low power in such circumstances and they fail to reject the unit 
root null hypothesis when it is incorrect as the slope parameter in the regression of yt on yt-1 
is biased towards unity by an unparameterised structural break. In general, the larger the 
break and the smaller the sample, the lower the power of the test. As Leybourne et al. (1998) 
have shown, in addition unit root tests are oversized in the presence of structural breaks, so 
they also reject the null hypothesis too frequently when it is correct. 
 
Perron’s (1989) work was the first to systematically address the issue of testing for unit roots 
in the presence of structural breaks. This work is considered important since he was able to 
demonstrate that if we allow for structural breaks in the testing framework, a whole raft of 
macroeconomic series that Nelson and Plosser (1982) had identified as non-stationary may 
turn out to be stationary. Perron argues that most economic time series are best characterised 
by broken trend stationary processes, where the data generating process is a deterministic 
trend but with a structural break around 1929 that permanently changed the levels (i.e. the 
intercepts) of the series.  
 
Perron (1989) proposes three test equations differing dependent on the type of break that was 
thought to be present. The first he terms a `crash' model that allows a break in the level (i.e. 
the intercept) of the series; the second is a `changing growth' model that allows for a break in 
the growth rate (i.e. the slope) of the series; the final model allows for both types of break to 
occur at the same time, changing both the intercept and the slope of the trend. If we define the 
break point in the data as Tb, and Dt is a dummy variable defined as  
 






b
b
t
Ttif
Ttif
D
1
0
        (4.8) 
 
The general equation for the most general type of test Perron proposed is 
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For the crash only model, set 2 = 0, while for the changing growth only model, set 1 = 0. In 
all three cases, there is a unit root with a structural break at Tb under the null hypothesis and a 
series that is a stationary process with a break under the alternative.  
 
While Perron (1989) initiated a new literature on testing for unit roots in the presence of 
structural breaks, an important limitation of his approach is that it assumes the break date is 
known in advance and the test is constructed using this information. It is possible, and 
perhaps even likely, however, that the date will not be known and must be determined from 
the data. More seriously, Christiano (1992) has argued that the critical values employed with 
the test will presume the break date to be chosen exogenously and yet most researchers will 
select a break point based on an examination of the data and thus the asymptotic theory 
assumed will no longer hold.  
 
As a result, Banerjee et al. (1992) and Zivot and Andrews (1992) introduce an approach to 
testing for unit roots in the presence of structural change that allows the break date to be 
selected endogenously. Their methods are based on recursive, rolling and sequential tests. For 
the recursive and rolling tests, Banerjee et al. propose four specifications. First, the standard 
Dickey-Fuller test on the whole sample, which they term 
DFtˆ ; second, the ADF test is 
conducted repeatedly on the sub-samples and the minimal DF statistic, minDˆFt , is obtained; 
third, the maximal DF statistic is obtained from the sub-samples, max
DˆFt ; finally, the difference 
between the maximal and minimal statistics, diff
DFtˆ  = 
max
DˆFt  - 
min
DˆFt ,  is taken. For the sequential 
test, the whole sample is used each time with the following regression being run: 
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where tused = Tb/T. The test is run repeatedly for different values of Tb over as much of the 
data as possible (a `trimmed sample') that excludes the first few and the last few observations 
(since it is not possible to reliably detect breaks there). Clearly, it is t(tused) that allows for the 
break, which can either be in the level (where t(tused) = 1 if t > tused and 0 otherwise); or the 
break can be in the deterministic trend t(tused) = t - tused if t > tused and 0 otherwise). For each 
specification, a different set of critical values is required, and these can be found in Banerjee 
et al. 
 
Much recent work on whether exchange rates contain unit roots has been conducted in the 
panel context, where the additional information from combining series together can lead to 
considerable efficiency gains and improvements in power. Relevant research includes Jorion 
and Sweeney (1996), who reject the unit root null hypothesis for ten US dollar-denominated 
currencies and seven Deutschmark denominated currencies. Wu (1996) concludes firmly that 
US dollar real exchange rates are not unit root processes using a panel of 18 monthly real 
exchange rate series; a similar result is observed by Oh (1996) and MacDonald (1996) using 
longer samples of annual data. It is also possible to allow for structural breaks in the context 
of a panel unit root process, as conducted by Wu et al. (2004), who reject the unit root null 
hypothesis for a set of Southeast Asian real exchange rates. However, the nature of our data 
including considerable differences in the lengths of the series and the sample periods covered 
mean that it is not possible to use a panel approach. 
 
Perron (1997) proposes an extension of his original technique using a sequential procedure 
that estimates the test statistic allowing for a break at any point during the sample to be 
determined by the data. This technique is very similar to that of Zivot and Andrews, except 
that Perron’s is more flexible, and therefore arguably preferable, since it allows for a break 
under both the null and alternative hypotheses whereas according to Zivot and Andrews’ 
model, it can only arise under the alternative. Given its apparent superiority over the previous 
approaches, we employ the Perron (1997) test here, with the results being presented in Table 
4.6.  
 
[TABLE 4.6 HERE] 
 
These are tests for whether the series are ‘stationary’ in their levels (rather than the 
percentage changes) – i.e. the question is whether they contain a stochastic trend, otherwise 
known as a unit root. The null hypothesis is that they do and asterisks denote instances where 
this hypothesis is rejected. The table presents results for both the pure unit root tests (i.e. the 
DF and ADF tests) and tests that allow for a single endogenously determined structural break 
(the Perron test).  
 
As the results in the table show, there is a considerable degree of agreement between the test 
that includes an arbitrary three lags and the pure Dickey-Fuller (DF) test that does not. The 
evidence for modern foreign exchange series is more strongly that they are all non-stationary, 
whereas the results here are much more mixed. Almost half the series here appear to be 
stationary, including most of the Barcelona series and half of those from Venice.  
 
The Perron test that we employ is for a unit root and a structural break, when the break date is 
assumed unknown. The null in each case is of a unit root with a break against an alternative 
of stationarity, and the results are very different to the DF tests. Allowing for a structural 
break, only two of the series are stationary in their levels, which is arguably much more the 
result that we would have expected. For the Venice-based series, there seems to be a number 
having breaks around September 1386 and September 1399 - April 1400. Several of the 
Barcelona series have breaks in August 1388, but here the patterns are not so clear. For rates 
quoted at Bruges, the most common date is between April and July 1396. This is interesting, 
in large part because it does not coincide with any of the frequent devaluations and 
renforcements of the Flemish currency (Munro, 2005). De Roover suggested that the rise in 
the Bruges-Venice rate may have been connected to the capture of John de Nevers, heir to the 
duchy of Burgundy (of which the county of Flanders was part) by the Ottomans at the battle 
of Nicopolis. The subsequent payment of John’s ransom, set at 200,000 ducats, required large 
transfers from Bruges and Paris to Venice and thence to the east, which would have driven up 
the price of ducats (de Roover 1968, pp.52-3). 
 
An important limitation of the Perron (1997) approach is that it can only be employed to 
estimate (up to) one structural break. This may be problematic not only in the sense that other 
breaks cannot be detected even if they are present in the data, but more seriously, if there are 
multiple breaks then a model assuming that there is at most one will be mis-specified, 
possibly leading to errors in inference as serious as those if there was one break and we 
allowed for none. Thus a further extension would be to allow for more than one structural 
break in the series – for example, Lumsdaine and Papell (1997) enhance the Zivot and 
Andrews (1992) approach to allow for two structural breaks. It is also possible to allow for 
structural breaks in the cointegrating relationship between series using an extension of the 
first step in the Engle-Granger approach – see Gregory and Hansen (1996).  
 
More recently, in a series of papers, Bai and Perron (1998, 2003a, 2003b) develop another 
technique that tests for structural change, but this time allowing for more than one break. This 
approach, however, is not conducted in the context of unit root tests and is instead applied to 
a model using stationary data. In our case, in the absence of data on exogenous factors that 
may affect the exchange rates, the test for a structural break is based on a simple 
autoregressive model of order one (AR(1)) on the percentage changes in the exchange rates. 
Essentially, the test works by estimating a set of models allowing for 1, 2, …, m structural 
breaks and selecting the number of breaks that minimises the Bayesian information criterion 
(BIC). It is also possible to use an F-test to examine the null hypothesis that there exists a 
given number of breaks m against the alternative of m-1. The model is thus 
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where yt is the dependent variable, xt is a p1 vector of variables whose relationships with y 
are assumed not to vary over time, and zt is a q1 vector of variables whose relationships 
with y vary because of a set of structural breaks which take place at times T1, T2, …, Tm. The 
vectors   β, δ1 ,.., δm+1 represent sets of unknown parameter values. We conduct the test 
allowing for a maximum of five breaks, and a minimum distance between the breaks of three 
months.  
 
The results from applying the test are given in Table 4.7. For around half of the series, no 
structural breaks are detected. Interestingly, almost all of the Barcelona series do not have 
any breaks, while all of the Bruges series except Bruges-Barcelona have a single break, and 
the results for the Venice pairs are more mixed and with occasional multiple breaks. Thus it 
appears that, overall, the possibility of multiple breaks need not be of significant concern 
here. Where breaks do take place, it is evident that there is much less consistency across 
series in their dates of occurrence than was the case for the unit root-structural break results 
presented above. 
 
[TABLE 4.7 HERE] 
 
One interesting case study is Venice-Milan. The Perron test reported in Table 4.6 identifies a 
structural break in April 1395 whereas the Bia-Perron break test reported in Table 4.7 found a 
structural break in March 1400. This coincides with two different periods of Milanese 
monetary policy (Mueller, 1997 pp.590-2). The exchange rate between Venice and Milan was 
quoted between the gold Venetian ducat and a notional gold Milanese ducat consisting of 32 
silver soldi imperiali. Until 1395 the domestic exchange rate between ducats and lire 
imperiali in Milan remained stable and the exchange rate between Venice and Milan varied 
around 3-5 per cent in favour of Venice (i.e. 100 Venetian ducats were equivalent to 103-105 
Milanese ducats/3296-3360 soldi imperiali). After 1395, however, Giangealeazzo Visconti, 
ruler of Milan, progressively debased the silver coinage to fund his aggressive foreign policy. 
As the value of the silver coin began to fall, so the Venice-Milan exchange rate rose. At its 
nadir in early 1400, the Milanese ducat was equivalent to 48-49 soldi imperiali, a decrease of 
roughly half in the value of the silver currency. In parallel, the Venice-Milan exchange rate 
increased to 52 per cent in favour of Venice (so that 100 Venetian ducats were now worth 
152 Milanese ducats/4864 soldi imperiali). At this point, Visconti sought to revalue the silver 
currency in Milan and return to the 1395 valuation of 32 soldi imperiali to the Milanese 
ducat. On 21 February 1400, he issued a decree ‘crying up’ the value of the silver lira 
imperiali by one-third. By March 1400, the domestic exchange rate in Milan had fallen to 35-
36 soldi imperiali per Milanese ducat and the Venice-Milan exchange rate had dropped 
correspondingly to 10-12 per cent in favour of Venice (i.e. 100 Venetian ducats were worth 
110-112 Milanese ducats/3520-3584 soldi imperiali). 
 
4.7. Conclusion 
 
This chapter has introduced some fundamental statistical techniques that historians could use 
when analysing time series data. It has set out methods to identify seasonal trends, and to test 
for unit roots and structural breaks. Econometric analysis offers a number of advantages; it is 
more precise and, in some ways, more rigorous than merely ‘eyeballing’ the data. It can 
identify trends that a more superficial study of the raw numbers might miss or mis-interpret. 
It can determine whether, from a statistical perspective, an observed pattern is important or 
not. Moreover, a more formal quantitative analysis can also reduce the number of ‘false 
positives’ where the researcher effectively sees a face in the clouds that is not really there. 
However, such statistical methods are not a replacement for history but need to be used in 
conjunction with traditional historical research. First, it is vital to consider the historical 
context when explaining any results produced by the statistical analysis. For example, 
structural break tests may propose potential dates but the ultimate meaning and significance 
of any such changes identified depends on the historical reconstruction. Second, and perhaps 
even more importantly, any statistical analysis is only as good as the data on which it is 
based. Historians must ensure the integrity of the data and that it is suitable for the analysis 
proposed.  
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Table 4.1: Definitions of currency pairs and available sample 
 
Series Where Quoted                    Meaning Total 
Observations 
Main Date Range No. of 
interpolated 
values 
Barcelona-Avignon Barcelona  Pence of Barcelona per French franc  229 1386:11 – 1405:11 25 
Barcelona-Bruges Barcelona  Pence of Barcelona per écu of 22 groats 224 1387:01 – 1405:11 20 
Barcelona-Florence Barcelona  Pence of Barcelona per Florentine florin 102 1394:10 – 1405:11 6 
Barcelona-Genoa Barcelona  Pence of Barcelona per florin of Genoa 229 1386:11 – 1405:11 19 
Barcelona-Majorca Barcelona  Pence of Barcelona per Majorcan real 132 1390:02 – 1405:09 19 
Barcelona-Montpellier Barcelona  Pence of Barcelona per French franc 218 1387:01 – 1405:11 15 
Barcelona-Pisa Barcelona  Pence of Barcelona per French franc 192 1387:01 – 1405:08 6 
Barcelona-Venice Barcelona  Pence of Barcelona per Venetian ducat 80 1399:02 – 1405:11 1 
Bruges-Barcelona Bruges  Pence of Barcelona per écu of 22 groats 194 1392:01 – 1410:09 5 
Bruges-Genoa Bruges  Flemish groats per florin of Genoa 196 1389:03 – 1410:09 12 
Bruges-London Bruges  Pence sterling per écu of 24 groats 190 1389:03 – 1410:09 12 
Bruges-Paris Bruges  Flemish groats per French franc 195 1389:03 – 1410:08 10 
Bruges-Pisa Bruges  Flemish groats per florin of Pisa 39 1395:03 – 1397:08 3 
Bruges-Venice Bruges  Flemish groats per Venetian ducat 196 1389:03 – 1410:09 14 
Venice-Barcelona Venice  Pence of Barcelona per Venetian ducat 139 1399:03 – 1410:09 1 
Venice-Bologna Venice  Florins of Bologna per Venetian ducat 269 1384:05 – 1410:09 14 
Venice-Bruges Venice  Flemish groats per Venetian ducat 251 1384:03 – 1410:09 2 
Venice-Florence Venice  Pence affiorino of Florence per Venetian ducat 320 1384:02 – 1410:09 10 
Venice-Genoa Venice  Florins of Genoa per Venetian ducat 319 1384:03 – 1410:09 16 
Venice-London Venice  Pence sterling per Venetian ducat 65 1403:10 – 1410:09 7 
Venice-Lucca Venice  Florins of Lucca per Venetian ducat 135 1399:04 – 1410:06 10 
Venice-Milan Venice  Ducats of Milan per Venetian ducat 136 1384:03 – 1404:03 6 
Venice-Paris Venice  Grossi d’oro of Venice per French franc 177 1388:08 – 1410:09 7 
Venice-Pisa Venice  Florins of Pisa per Venetian ducat 266 1384:03 – 1410:05 14 
Venice-Rome Venice  Florins of Rome per Venetian ducat 99 1394:06 – 1407:08 1 
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Table 4.2: Summary statistics for exchange rate returns (percentage changes) 
 
Series Mean Variance Skewness Kurtosis 
(excess) 
Min Max 
Barcelona-Avignon -0.01 1.96 0.20 1.54 -4.45 4.94 
Barcelona-Bruges 0.09 13.02 9.35 119.04 -6.45 46.15 
Barcelona-Florence 0.00 2.60 0.54 2.82 -3.92 6.80 
Barcelona-Genoa 0.01 3.48 -0.53 2.12 -8.42 5.94 
Barcelona-Majorca 0.05 0.78 -0.45 3.52 -3.95 2.84 
Barcelona-Montpellier 0.00 2.18 0.33 2.41 -4.57 6.11 
Barcelona-Pisa 0.02 3.39 -0.10 3.10 -7.03 8.50 
Barcelona-Venice 0.02 1.90 -0.12 0.29 -3.24 3.94 
Bruges-Barcelona -0.05 2.28 0.01 1.35 -4.99 4.53 
Bruges-Genoa 0.00 2.50 -0.28 1.00 -5.64 4.49 
Bruges-London -0.04 1.43 0.44 1.54 -4.08 3.85 
Bruges-Paris 0.06 0.81 -0.23 2.42 -3.4 3.41 
Bruges-Pisa 0.12 1.47 -0.44 1.20 -3.47 2.50 
Bruges-Venice 0.12 9.49 2.68 62.85 23.08 30.3 
Venice-Barcelona 0.02 1.99 -0.11 1.50 -5.00 4.35 
Venice-Bologna 0.00 0.57 0.02 3.63 -2.97 3.51 
Venice-Bruges 0.04 2.22 -0.23 2.22 -6.77 4.83 
Venice-Florence 0.01 1.07 -0.08 2.78 -3.96 5.19 
Venice-Genoa 0.07 1.48 -0.08 1.34 -3.96 3.98 
Venice-London 0.14 1.76 0.48 1.50 -2.67 4.44 
Venice-Lucca 0.01 0.94 0.10 4.98 -4.32 3.93 
Venice-Milan 0.10 5.97 -5.27 48.98 21.85 7.42 
Venice-Paris -0.03 1.86 -0.13 0.60 -4.08 4.34 
Venice-Pisa 0.02 1.10 0.29 4.09 -3.88 5.40 
Venice-Rome 0.20 2.26 1.03 3.81 -3.04 7.03 
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Table 4.3: Seasonal variations – Barcelona 
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January 0.87*** 1.68** 1.63*** 1.85*** 0.84*** 0.94*** 2.17*** 0.85 
 (0.30) (0.81) (0.53) (0.39) (0.24) (0.33) (0.42) (0.53) 
February 0.39 1.06 0.75 0.86** 0.61*** 0.52 0.50 0.81 
 (0.30) (0.81) (0.53) (0.39) (0.23) (0.32) (0.42) (0.49) 
March -0.02 0.16 -0.35 0.14 0.12 -0.02 0.54 0.39 
 (0.30) (0.83) (0.53) (0.39) (0.25) (0.33) (0.44) (0.49) 
April 0.22 0.29 0.59 0.31 0.22 0.22 0.38 0.86* 
 (0.30) (0.83) (0.53) (0.39) (0.24) (0.33) (0.42) (0.49) 
May 0.23 0.04 -1.16** -0.90** 0.45* 0.24 -0.29 -0.91* 
 (0.30) (0.83) (0.53) (0.39) (0.25) (0.32) (0.41) (0.49) 
June 0.34 -0.21 -0.55 -0.71* -0.02 0.26 -0.47 -0.23 
 (0.30) (0.81) (0.53) (0.39) (0.24) (0.32) (0.41) (0.49) 
July -0.43 -0.77 -0.13 -0.68* -0.25 -0.24 -0.80* -0.54 
 (0.30) (0.81) (0.50) (0.39) (0.24) (0.33) (0.41) (0.49) 
August -0.53* -0.94 -0.48 -0.47 -0.14 -0.84** -0.36 -0.75 
 (0.30) (0.81) (0.50) (0.39) (0.24) (0.33) (0.42) (0.49) 
September -1.17*** -1.8** -1.20** -0.72* -0.16 -1.18*** -1.04* -1.12** 
 (0.30) (0.81) (0.50) (0.39) (0.23) (0.33) (0.44) (0.53) 
October -0.84*** -1.1 0.20 -0.65* -0.81*** -0.67** -0.65 0.1 
 (0.30) (0.81) (0.47) (0.39) (0.22) (0.33) (0.42) (0.53) 
November 0.07 2.17*** 0.04 -0.15 -0.31 0.08 -0.09 0.42 
 (0.29) (0.81) (0.50) (0.38) (0.25) (0.33) (0.42) (0.49) 
December 0.71** 0.54 0.77 1.28*** 0.19 0.67** 0.46 0.38 
 (0.30) (0.83) (0.53) (0.39) -0.25 (0.34) (0.44) (0.53) 
R
2 
0.18 0.10 0.24 0.21 0.25 0.17 0.20 0.24 
 
Notes: Standard errors in parentheses; *, ** and *** denote significance at the 10 per cent, 5 per cent, and 1 per cent levels; 
critical values vary according to the number of observations for each series. All the rates are quoted as an uncertain number of 
pence of Barcelona per unit of foreign currency. 
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Table 4.4: Seasonal variations – Bruges 
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January -0.23 1.09*** -0.57** 0.39* 1.16* 0.82 
 (0.37) (0.36) (0.28) (0.22) (0.66) (0.76) 
February -0.65* 0.56 -0.58** 0.11 0.25 0.49 
 (0.36) (0.35) (0.28) (0.21) (0.57) (0.73) 
March -0.58 0.33 -0.49* 0.42** 0.51 0.60 
 (0.36) (0.34) (0.28) (0.21) (0.51) (0.71) 
April 0.41 -0.92*** -0.53** -0.25 -0.15 -0.82 
 (0.36) (0.34) (0.27) (0.21) (0.51) (0.71) 
May 0.3 -0.51 -0.55* 0.01 -0.02 -0.25 
 (0.36) (0.35) (0.28) (0.21) (0.57) (0.73) 
June 0.08 -1.38*** 0.14 -0.04 -1.23** -0.40 
 (0.36) (0.35) (0.28) (0.21) (0.57) (0.73) 
July 0.11 -0.48 0.12 -0.58*** -0.78 -0.68 
 (0.37) (0.36) (0.28) (0.22) (0.66) (0.76) 
August -0.4 0.41 0.03 0.12 0.38 -1.52** 
 (0.37) (0.36) (0.28) (0.22) (0.66) (0.76) 
September -0.56 0.08 0.96*** 0.36 1.15 2.12*** 
 (0.37) (0.36) (0.28) (0.23) (0.81) (0.76) 
October 0.21 0.40 0.84*** 0.17 1.49* 0.21 
 (0.38) (0.38) (0.29) (0.23) (0.81) (0.78) 
November 0.95** -0.12 0.37 -0.14 -0.16 -0.01 
 (0.38) (0.38) (0.29) (0.23) (0.81) (0.78) 
December -0.11 0.80** -0.15 0.18 -0.15 1.09 
 (0.38) (0.38) (0.29) (0.23) (0.81) (0.78) 
R
2 
0.09 0.20 0.19 0.10 0.37 0.09 
 
Notes: The rates for Genoa, Paris, Pisa and Venice are quoted as an undertain number of Flemish groats per unit of foreign 
currency while Barcelona and London are quoted as an uncertain number of foreign coins per écu (of 22 and 24 groats 
respectively).
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Table 4.5: Seasonal variations – Venice 
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January 0.05 -0.15 0.11 -0.19 -0.33 -0.64 0.14 0.74 0.38 -0.19 -0.01 
 (0.40) (0.15) (0.35) (0.18) (0.22) (0.59) (0.27) (0.68) (0.32) (0.20) (0.57) 
February -0.46 -0.09 -1.03*** -0.45** -0.33 -0.51 -0.40 -0.70 0.80** -0.46** -0.05 
 (0.40) (0.15) (0.36) (0.18) (0.22) (0.59) (0.27) (0.68) (0.33) (0.20) (0.57) 
March -0.68* 0.04 0.11 0.18 0.10 -0.24 0.12 -0.66 0.20 0.10 -0.13 
 (0.38) (0.15) (0.34) (0.18) (0.22) (0.59) (0.27) (0.68) (0.33) (0.19) (0.53) 
April -0.29 0.01 0.04 -0.04 0.20 -0.45 0.29 0.40 -0.32 0.01 0.09 
 (0.38) (0.15) (0.34) (0.18) (0.22) (0.54) (0.26) (0.78) (0.34) (0.19) (0.57) 
May 0.01 -0.18 0.01 0.13 0.64*** 1.14** 0.09 0.16 0.04 0.01 0.16 
 (0.38) (0.15) (0.35) (0.18) (0.22) (0.54) (0.26) (0.78) (0.34) (0.19) (0.50) 
June 0.86** 0.02 1.37*** 0.56*** 0.62*** 0.57 0.60** 1.02 -1.01*** 0.71*** 0.29 
 (0.38) (0.15) (0.33) (0.18) (0.22) (0.54) (0.26) (0.74) (0.33) (0.20) (0.45) 
July 0.77** 0.39** 0.60* 0.58*** 0.57*** 0.55 0.67** 0.46 -0.89*** 0.91*** 1.11** 
 (0.38) (0.15) (0.34) (0.18) (0.22) (0.54) (0.27) (0.74) (0.33) (0.20) (0.47) 
August 0.33 0.20 -0.04 -0.24 0.17 0.56 -0.71*** -0.10 -0.46 -0.16 0.81* 
 (0.38) (0.15) (0.33) (0.18) (0.22) (0.54) (0.27) (0.74) (0.32) (0.19) (0.45) 
September -1.27*** -0.64*** -0.81** -1.29*** -1.11*** -0.30 -0.83*** -1.02 0.81** -1.35*** -0.76 
 (0.38) (0.15) (0.33) (0.18) (0.22) (0.59) (0.27) (0.74) (0.33) (0.20) (0.53) 
October 0.42 0.01 0.66* 0.51*** 0.39* 0.24 0.28 0.38 -0.39 0.39* 0.61 
 (0.40) (0.15) (0.34) (0.18) (0.22) (0.59) (0.27) (0.78) (0.34) (0.20) (0.57) 
November -0.28 0.17 0.07 0.32* -0.03 0.68 -0.20 -0.04 0.57* 0.16 -0.43 
 (0.40) (0.15) (0.34) (0.18) (0.22) (0.59) (0.27) (0.78) (0.34) (0.20) (0.57) 
December 0.78* 0.17 -0.10 0.08 -0.14 -0.22 -0.01 0.69 -0.09 0.02 0.07 
 (0.40) (0.15) (0.34) (0.18) (0.22) (0.59) (0.27) (0.68) (0.34) (0.20) (0.57) 
R
2 
0.20 0.11 0.14 0.24 0.16 0.18 0.21 0.07 0.19 0.27 0.13 
 
Notes: All the exchange rates are quoted as an uncertain number of foreign coins per Venetian ducat, except for Venice-Paris. 
 26 
Table 4.6: Unit Root and Structural Break Tests 
 
Series DF t-statistic 
(0 lags) 
ADF t-statistic 
(3 lags) 
Perron break 
test t-statistic 
Break date 
Barcelona-Avignon -4.69*** -4.81*** -0.46 1388:08 
Barcelona-Bruges -2.06  -2.40 -0.82 1389:02 
Barcelona-Florence -2.31 -2.46 -0.45 1398:04 
Barcelona-Genoa -3.95*** -5.01*** 0.08 1388:08 
Barcelona-Majorca -4.25*** -5.68*** -1.43 1393:01 
Barcelona-Montpellier -4.81*** -4.85*** -1.29 1389:10 
Barcelona-Pisa -2.78* -3.11** -1.20 1393:07 
Barcelona-Venice -1.55 -2.21 -0.86 1399:08 
Bruges-Barcelona -3.10*** -2.39 -0.60 1396:07 
Bruges-Genoa -3.12** -3.09** -0.34 1396:07 
Bruges-London -2.33 -2.29 -3.95*** 1396.09 
Bruges-Paris -2.23 -1.33 0.62 1396:07 
Bruges-Pisa -0.98 -1.27 -0.83 1395:04 
Bruges-Venice -4.50*** -2.71* -0.45 1396:07 
Venice-Barcelona -1.87 -1.64 -0.60 1400:03 
Venice-Bologna -6.12*** -3.85*** 0.11 1392:11 
Venice-Bruges -1.49 -1.30 -0.82 1399:10 
Venice-Florence -6.05*** -3.98*** 0.01 1386:09 
Venice-Genoa -1.18 -0.78 1.04 1386:09 
Venice-London -0.77 -0.48 -3.10** 1406:08 
Venice-Lucca -4.17*** -3.02** -1.06 1400:04 
Venice-Milan -2.4 -2.12 -0.88 1395:04 
Venice-Paris -1.46 -1.44 -1.25 1400:02 
Venice-Pisa -6.30*** -5.34** -1.16 1386:03 
Venice-Rome -2.81* -2.60 -1.17 1399:09 
 
Notes: A constant but no trend is included in all DF and ADF test regressions; the additive outlier model is used for the Perron 
test.  
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Table 4.7: Bai-Perron structural break tests 
 
Series Number of 
Structural Breaks 
Break date Second  
break date 
Third 
break date 
Barcelona-Avignon 0    
Barcelona-Bruges 0    
Barcelona-Florence 0    
Barcelona-Genoa 0    
Barcelona-Majorca 0    
Barcelona-Montpellier 1 1395:06   
Barcelona-Pisa 2 1399:02 1398:12  
Barcelona-Venice 0    
Bruges-Barcelona 0    
Bruges-Genoa 1 1396:07   
Bruges-London 1 1407:12   
Bruges-Paris 1 1395:11   
Bruges-Pisa 1 1396:07   
Bruges-Venice 1 1410:03   
Venice-Barcelona 0    
Venice-Bruges 0    
Venice-Bologna 1 1403:07 1400:03  
Venice-Florence 0    
Venice-Genoa 0    
Venice-London 1 1406:11   
Venice-Lucca 0 1404:07 1409:12  
Venice-Milan 2 1400:03 1399:09  
Venice-Paris 1 1409:03   
Venice-Pisa 3 1397:10 1397:06 1398:01 
Venice-Rome 1 1403:10   
 
Note: The number of structural breaks is selected by the Bai-Perron test that minimises the BIC; the tests are constructed in the 
context of an AR(1) model.  
 
 
 
