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ABSTRACT 
In this paper we derive some properties for systems of  linear ordinary differential equations with 
time-periodic coefficient matrix satisfying an additional symmetry  condit ion (Hale's propertyE).  
These results can be used in the numerical integration of  such systems and reduce the computer  
time by 50 7,. 
1. INTRODUCTION 
It is clear that the presence of some symmetry in a sys- 
tem of differential equations i interesting both from 
a theoretical nd from a numerical point of view. A 
proper use of the symmetry can be of great help in 
discussing the solution set. It will mostly reduce by a 
considerable amount the number of computations 
needed for numerical treatment. 
In this paper we want to illustrate this by a simple, 
but rather striking example. The problem is to de- 
scribe the stability behaviour of the solutions of a sys- 
tem of linear, non-autonomous but time-periodic 
ordinary differential equations. We assume that these 
equations have a particular type of symmetry, called 
"property E" ifor the definition, see section 2). This 
type of symmetry is frequently encountered in ap- 
plications, for example in celestial mechanics. 
The stability of the solutions is determined by the 
eigenvalues of the monodromy matrix C. It is shown 
that, under the given symmetry, C can be computed 
from X(--lo T), the transition matrix at one half the 
period. Also, the solutions can only be stable when 
all eigenvalues of C are on the unit circle. Here we 
explore in particular the two-dimensional c se. 
From the numerical point of view, these results ave 
up to 50 7. of computer time in solving such systems 
by numerical integration. This is illustrated by an 
example in section 4. 
2. THE MAIN THEOREM 
Let Pi t) be an i n x n) matrix, T-periodic and con- 
tinuous in t ~ R. Consider the system of linear differ- 
ential equations 
/c = P(tTx. (2.1) 
Let us also assume that equation (2.1) has the so-called 
"property E" (see J. K. Hale [1], p. 267) : 
(E) There exists a matrix S, satisfying S2 = I, such 
that, for all t ~ R : 
P(-t) = -SP (t) S. (2.2) 
It is then immediately dear that when x : R -* R n is a 
solution of (2.1), the same will be true for : 
y :R -*R  n , t - ,y ( tT - -Sx( - t  ). 
Let us denote by X (t) the transition-matrix of (2.1), 
i.e., X(t) is a fundamental matrix of (2.1), and satisfies 
the initial condition X (07 = I. Let C be the monodromy 
matrix associated with X (tT; thus : C = X iT), and 
X (t + T) = X (t) C, for all t ~ R, 
Theorem 
Let P(t 7 satisfy (2.2 7. Then : 
x (-t7 = sx  (t) s ,  
and 
C = SX -1 (-~-IT 7 SX ( IT ) .  
"¢t~ R (2.3) 
(2.47 
Proof 
Let Y(t) be any fundamental matrix of (2.1). From 
the remark we made about he solutions of (2.17 , it 
follows that Y1 (t) = SY(-t 7 will also be a fundamental 
matrix, and, since S is non-singular, the same will be 
true for S2(t ) = SY(-t)S. 
(*) R. Meire, Sterrenkundig Observatorium, Rijksuniversiteit Gent, Krijgslaan 271-S9, B-9000 
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Now : 
SX(-t) Slt= 0= S 2= I. 
The unicity of the solutions of (2.1) with given initial 
data proves (2.3). 
Setting t = - --~--1 T in X(t + T) = X(t)C, and using (2.3) 
2 
gives (2.4). 
It follows from the theorem that a number of proper- 
ties of C can be found by studying the following class 
of (n x n) matrices :
M S = (SA -1 SA[A = (n x n) matrix, det A ~ 0).  
(2.5) 
The same properties will also be shared by C k, for all 
k ~ Z; indeed, replacing T by kT in'the argument 
above, we find : 
C k = SX -1 (1-~--kT)SX (1---kT). (2.6) 
Z Z 
We conclude :
Corollary I
IfP(t) satisfies (2.2), then : 
c  Ms, Vk e Z .  (2.7) 
Corollary 2 
If P(t) satisfies (2.2), then 
det C k= 1,  VkE Z .  (2.8) 
Proof 
B ~ M S implies det B = 1. This result is important for 
the stability behaviour of the solutions of (2.1). 
A special case is given by the following : 
Corollary 3 
If P(-t) = -P(t) ,  then all solutions of (2.1) are T- 
periodic. 
Proof 
P(t) satisfies (2.2)with S = I; in this case M s = (I}, 
and SO : 
X(kT) = C k= I ,  Vk~ Z .  
3. THE TWO-DIMENSIONAL CASE 
In this section we assume that n = 2. 
Excluding the case S = I, we can then, without loss of 
generality, assume that 
s = (3.1) 
0 -1 
Indeed, it follows from S 2 = I that S can be diagonallzed, 
and has eigenvalues +1. So, by a linear transformation 
in (2.1), one can always reduce a general S to the form 
(3.1). 
The condition (2.2) then becomes : 
Pi i(-t)  = -P i i ( t ) ,  i= 1, 2, 
Pij(-t) = Pi j ( t ) ,  i, j = 1, 2, i C j  
Let us also assume that T = 2zr. 
(3.2) 
Corollary 4 
Let P(t) satisfy (3.2). Then the monodromy matrix C 
has the form 
C = (3.3) 
3' 
with a 2 -/33" = 1, and a given by 
a = [detX(~)] -1 [X11(~ ) X22(Tr) + X12(Tr)X21(cr)] 
(3.4) 
Proof 
Let A be any non-singular (2 x 2) matrix, with elements 
aij. Then the matrix SA -1 SA has the form (3.3) with 
a = (det A) -1 [a l l  a22 + a12 a21 ] 
t3 = 2 (det A) -1 a22a12 
3' = 2(det A) -1 a11a21 • 
The result follows then from the theorem and corollary 
2, using A = X (lr). 
The symmetry result (2.3) for the solutions gives in this 
case  : 
Corollary 5 
Let P(t) satisfy (3.2). Then X l l  (t) and X22(t ) are 
even functions, while X12 (t) and X21 (t) are odd. 
The stability behaviour of the solutions is determined 
by the eigenvalues of C. We find : 
Corollary 6 
Let P(t) satisfy (3.2), and a be given by (3.4). 
Then 
(i) If [a[ > 1, the solutions of (2.1) are unstable. 
(ii) If la[ < 1, the solutions of (2.1) are stable; 
the transition matrix then has the form : 
V coscot sinc0t 7 
X (t) = Q (t) [. -sincot cosc0t j  
~vhere Q(t) is a 27r-periodic (2 x 2) matrix, and 
GO ---- 1 arCCOS a 
21r 
(3.5) 
(3.6) 
Proof 
If [a[ > 1, then the eigenvalues of C are real and dif- 
ferent; because detC = 1, one must have absolute value 
greater than one, the other absolute value less than one. 
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If Jal < 1, then the eigenvalues are complex conju- 
gate and have both an absolute value equal to one; 
they can be written as e -+2rrioa with co given by (3.6). 
This gives the result. 
We also remark that the matrix Q(t) has the same 
symmetry as X(t). 
A similar kind of result can be obtained for general n; 
X(rr) determines C by (2.4), and, since detC = 1, the 
solutions can only be stable when all eigenvalues of 
C are on the unit circle. 
4. APPLICATION 
Systems of the form (2.1) and having the symmetry 
property (E) often occur in celestial mechanics (i.e. 
some kinds of 3-body problems, infinitesimal motion 
around the triangular points in the elliptic restricted 
3-body problem; see [2], [3]). 
If one investigates the stability of such systems using 
the Floquet theory, this has to be done by integrating 
the equations over one period. This gives the mono- 
dromy matrix C, whose eigenvalues determine the 
stability of the system. 
Now, using the foregoing results, the computer time 
needed for numerical integration can, at least theo- 
retically, be reduced by 50 7o. It is sufficient o deter- 
mine numerically the matrix solution X (t) of (2.1) 
over half a period, starting from X (0) = I. The mono- 
dromy matrix is then given by (2.4). 
In the two-dimensional case of section 3 there is a 
second possibility which, at first sight, requires the 
same amount of work. One integrates the equations 
over one period, starting from the initial conditions 
[x I (0), x 2 (0)] = (1, 0). This determines czand'y in the 
form (3.3) of C;/1 can then be found from ct2-/~ = 1. 
In practice however the first method is more favour- 
able because the computation of the elements p.. can 1j 
be used twice simultaneously, i.e. for both solutions 
with initial conditions (1, 0) respectively (0, 1). This 
causes a considerable difference in computing time, 
especially when the coefficients Pij are rather com- 
plicated expressions. 
Example 
We now illustrate this by an example. The chosen sys- 
tem describes the linearized equations of motion 
around an equilibrium in Robe's 3-body problem [2], 
[41: 
Yl = P l l  (t) Yl + P12 (t) Y2 
(4.1) 
Y2 = P21 (t) Yl + P22 (t) Y2 
with 
- (2/a + 1) esint (4.2) 
P l l  (t) - (3# + 1 + ecost) (1 + ecost) 
(3/1+1)(1 3 +4)+~+2e( /a+l )cos t+e2cos2  
7T ' 
P12(t)= (3/a+1 + ecost)  (1 + ecost) 
P21(t) = 
e 2 3 + c + + 2(2/a+l)ecost]  - [ (3/a +1) (1 + -~---/a - -~--) -~- 
(3/a+1 + ecost )  (1+ ecost) 
P22(t) = -(/a+ 1 + ecost)  es int  
(3/a+ 1 + ecost)  (1 + ecost) (4.2) 
whereby/a nd e are two parameters and c is a given 
function of/a and e. 
The stability of this system in function of the parameters 
was investigated by determining the monodromy matrix 
C in three different ways : 
1) Integrate the transition matrix over rr and compute 
C by (2.4). 
2) Integrate the system for initial conditions (1, 0) 
over 21r and use corollary 4 to obtain C. 
3) Integrate the transition matrix over 27r (classical 
method). 
The computer time needed for the three cases, using a 
4th order Runge-Kutta method and integrating with 
step-width 2rr was respectively 123 s, 216 s and 
906'  
245 s for 50 integrations (on a Data General Eclipse 
S230 computer). This emphasizes the usefulness of our 
• result and shows explicitly that the first method is 
preferable over the second one although theoretically 
they should be equivalent. 
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