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Abstract Robin is a cognitively and motivationally auto-
nomous affective robot toddler with “robot diabetes” that
we have developed to support perceived self-efficacy and
emotional wellbeing in children with diabetes. Robin pro-
vides children with positive mastery experiences of diabetes
management in a playful but realistic and natural interaction
context. Underlying the design of Robin is an “Embodied”
(formerly also known as “New”) Artificial Intelligence (AI)
approach to robotics. In this paper we discuss the rationale
behind the design of Robin to meet the needs of our intended
end users (both children and medical staff), and how “New
AI” provides a suitable approach to developing a friendly
companion that fulfills the therapeutic and affective require-
ments of our end users beyond other approaches commonly
used in assistive robotics and child–robot interaction. Finally,
we discuss how our approach permitted our robot to interact
with and provide suitable experiences of diabetes manage-
ment to children with very different social interaction styles.
Keywords Autonomous social robots · Embodied Artificial
Intelligence · Affective robotics · Motivation · Self-efficacy ·
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1 Introduction: Friends for Diabetic Children
Robin is a cognitively and motivationally autonomous affec-
tive robot toddler with “robot diabetes” that we have
developed to support diabetes management in children aged
7–12 years, particularly perceived self-efficacy, a crucial ele-
ment in improving diabetes self-management skills. More
specifically, we have focused on supporting the more affec-
tive aspects of self-efficacy, namely self-confidence and the
development of responsibility, by providing them with posi-
tivemastery experiences in diabetesmanagement in a playful
but realistic and natural interaction context.
Type 1 diabetes mellitus (T1DM) is an incurable chronic
disease caused by the loss of insulin-producing beta cells
in the pancreas, and hence the inability of the body to pro-
duce insulin naturally. This leads to chronically raised blood
glucose levels (hyper-glycemia) that needs to be corrected
artificially by injecting insulin. T1DM is often diagnosed in
childhood and, if poorly managed, the high glucose levels
lead to devastating complications such as blindness, limb
amputations or organ failure. Diabetes is therefore a very
challenging condition, not only physically but also psycho-
logically, in terms of both cognitive demands (learning about
complex diabetes treatment) and emotional demands. Con-
cerning the latter, in addition to the anxiety and discomfort
created by the condition itself, many challenges in daily life
and social interaction can easily undermine self-esteem and
self-confidence, particularly during pre- and early adoles-
cence.
Thiswork started as part of theEU-fundedALIZ-E project
(www.aliz-e.org), which endeavored to develop companion
robots for diabetic children as they learn about their diabetes,
at the age in which they start transitioning towards managing
their own diabetes. The request to use robots for this purpose
with this age group (7–12 years) came from San Raffaele
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Hospital, linked to one of project partners (the Fondazione
Centro San Raffaele). They were inspired by two elements.
On the one hand, the practice in their hospital of using toys
as “patients” to teach younger children about their condition.
On the other hand, the successful use of animal-like robots as
substitutes for animal-assisted therapy [52] pointed towards
the potential of robots, which also seemed particularly appro-
priate for this age group. The intended use of the robots is to
complement their current educational and therapeutic prac-
tice with diabetic children. Robin is therefore not intended as
a replacement for any other therapy, but to help consolidate
the knowledge of diabetes management gained by current
practice, and to cover an existing gap: providing the children
with a suitable context to apply their knowledge of diabetes
management before they had to apply it in real life.
In this paper we discuss how we designed our friendly
social agent as an autonomous robot toddler with “robot
diabetes” to support the development of self-efficacy and
emotional wellbeing in diabetic children. Our design thus
pays particular attention to the affective and social aspects of
the interaction. We follow an Embodied, or “New” Artificial
Intelligence (AI) approach [13,16] to design, as well as com-
bining principles of an embodied approach to cognition and
interaction, developmental robotics, and the psychology of
emotional development. In particular, we discuss the ratio-
nale behind the design of Robin to meet the needs of our
intended end users (both children and medical staff), and
how “New AI” provides a suitable approach to developing a
friendly companion that fulfills the therapeutic and affective
requirements of our end users beyond other approaches com-
monly used in assistive robotics and child–robot interaction.
Finally, we discuss how our approach permitted our robot
to interact with and provide positive mastery experiences to
diabetic children with very different social interaction styles
and diverse ways of showing engagement and friendship,
both verbally and non-verbally.
2 Therapeutic and Educational Background
In this section we provide some background information
about diabetes, its treatment and its consequences for chil-
dren to provide context for the design rationale of Robin.
2.1 Treatment of Type 1 Diabetes
Following diagnosis, diabetic children and their carers start
attending clinics for treatment (which needs to be individu-
ally tailored) and to learn about proper management practice,
in order to be able to carry out daily treatment at home. This
is far from being an easy task as it involves mastering many
interacting variables and a very considerable dose of deter-
mination.
The current treatment involves monitoring and adjust-
ing blood glucose through the provision of insulin—either
through a pump or by injection—and glucose/carbohydra-
tes—by eating appropriate foods. Self-management of dia-
betes is necessary in order to live independently, which
in addition to balancing the amounts and timing of three
key variables—insulin, food (in particular the carbohydrate
content) and physical activity—involves being aware of
the symptoms of high and low glucose levels, which can
vary between individuals, and being aware of how differ-
ent foods and activities specifically affect their own blood
glucose. The dose of insulin needs to be carefully balanced
with the food intake and physical activity levels. If too
much insulin is present in the blood relative to carbohydrate
intake and activity level, it can lead to low blood glucose
(hypo-glycemia) associated with symptoms such as tired-
ness, headaches and, possibly, coma. If too little insulin is
present, then it conversely results in hyper-glycemia with
characteristic symptoms such as excess thirst and urination
as well as severe long-term consequences. Some symptoms
may be present in both hypo- and hyper-glycemia, depending
on the individual, making the recognition of each condition
more difficult. In order to confirm a hypo- or hyper-glycemia,
a quick finger-prick blood test is used to measure the amount
of glucose in the blood. Hypo-glycemia is treated by eating
rapidly-absorbed carbohydrates (e.g. sugars), while hyper-
glycemia is treated with insulin. Both corrections have to
be made in appropriate amounts in order to avoid over-
compensating and causing the opposite condition. Diabetes
treatment therefore involves a great deal of education, but the
ultimate medical aim of this education is behavior change:
the acquisition of good diabetes self-management practice.
With young children, it is the carers whomust do the work
of managing the diabetes. As the children get older, they
take increasing responsibility of their own treatment as they
progress towards full self-management. This typically starts
to happen at the age group that we target with Robin (7–12
years). Since each person is different in the way their body
responds, people with diabetes need to “become an expert on
their own diabetes” [26].
2.2 Emotional Aspects of Diabetes
Diabetes is very challenging emotionally. In addition to the
anxiety and discomfort created by the condition itself, many
challenges in daily life and social interaction can easily
undermine self-esteem and self-confidence, particularly in
the age group that we are concerned with. The complexi-
ties of diabetes and its management affect all aspects of life
that are important to children, and facing those challenges
requires affective skills that are not fully mature, but are still
developing. As Anderson and Brackett [4, p 10] note: “The
primary developmental tasks of the child during the elemen-
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tary school years include making a smooth adjustment from
the home to the school setting; forming close friendships
[...]; obtaining approval from this peer group; developing new
intellectual, athletic and artistic skills and forming a positive
sense of self.” All these aspects are negatively affected by
diabetes. At a social level, diabetes thus singles them out
from their peer group when social support is most needed to
cope with the disease.
The need to support emotional aspects in children, ado-
lescents and young adults with diabetes has been echoed by
changes in the focus of treatment. This focus has increasingly
shifted from the above-mentioned practical aspects—insulin,
carbohydrates and physical activity—to stressing love, care,
and knowledge in addition to insulin [26]. This focus empha-
sizes the emotional aspects of the condition, with knowledge
being the tool to understand and take control of one’s own
diabetes.
One of the most pressing needs in the early stages may be
the emotional demands of diagnosis, which have been com-
pared to those of grief [43]. This emotional element is an
ongoing aspect of living with diabetes. Heller [27] writes:
“It is difficult to conceive of a disease more likely to cause
psychological problems than diabetes. Both Types 1 and 2
diabetes are lifelong incurable conditions with a strong her-
itable element, giving plenty of time for the development
of guilt and recrimination within a family. Children who
develop Type 1 diabetes are ‘punished’ by a series of injec-
tions and blood tests, a diet which forces them to eat when
they don’t want to and the prohibition of chocolate and ice
cream, previously used to reward them for being ‘good’.”
According to diabetes UK (diabetes.org.uk), problems for
children in our target age group include:
– The acceptanceof the diagnosis, the changes in the child’s
life, and hence the loss of aspects of their old life (again
referred to as a “grief process”).
– Telling friends about their diabetes.
– Bullying or teasing due to diabetes.
– Fear of exclusion from activities that they enjoy and share
with peers (e.g., physical activities, parties, school trips,
and treats) due to diabetes.
– The effect of diabetes on family life can be a source of
anxiety for the entire family. For example, the “special”
treatment that a child receives due to diabetes can produce
jealousy or resentment from siblings.
Another problem that is particularly present in this age
range is the fact that, even when the children correctly follow
the prescribed treatment and behaviors, their bodies do not
always respond as expected; this is exacerbated by the numer-
ous changes that the bodyundergoes throughpuberty, and can
be a highly frustrating and demotivating factor. In addition,
treatment requires implementing changes in daily behavior
that must be robust through adolescence (even though the
way in which the body behaves changes) and into adulthood.
Children with diabetes thus have great demands put on
psychological skills related to emotion regulation that are
not mature in pre-adolescent children [37,50,51]. In fact,
emotion regulation is developing in this age group, and this
is one of the points where children of this age need most
support. These emotion regulation skills include the control
of their frustration, anger and other negative emotions, main-
taining their self-esteem and self-confidence, and motivation
to comply with a treatment that interferes with their life.
Besides affecting their social and emotional development,
poor emotion regulation can interfere with their diabetes
treatment and development of self-management skills. Robin
aims to support primarily these emotional aspects, in particu-
lar self-esteem and self-confidence, with the aim to improve
self-efficacy in their management of diabetes [3], as we dis-
cuss in the next section.
2.3 Behavior Change and Perceived Self-Efficacy
One of the main obstacles to achieve robust behavior change
is the feeling of powerlessness thatmany children experience,
as this can easily lead to lack of motivation to comply with
the prescribed treatment and behavior, and poor self-esteem.
Therefore, in addition to knowing, understanding and man-
aging the aspects of treatment described above (Sect. 2.1),
it is crucial that they are confident that they know what to
do, and that they are doing it well. This is closely related
to Bandura’s notion of perceived self-efficacy, a key element
in his theories of successful behavior change [7,8]. Mea-
sures of self-efficacy have been linked to improvements in
HbA1c (glycated hemoglobin) levels, which give a measure
of blood glucose levels over the last two to three months, in
adolescents [21] and young adults [31]. We summarize here
the definitions that we have adopted synthesizing from the
literature; we refer the reader to [34] for a more extensive
discussion of these notions:
– Perceived self-efficacy—a person’s beliefs about their
own ability to successfully perform a specific task in a
specific situation.
– Self-confidence—general feelings about one’s own abil-
ities. Self-confidence is thus more general than self-
efficacy, and some authors talk of it in terms of gener-
alized self-efficacy.
– Self-esteem—feelings about one’s own worth. Self-
esteem is related to self-efficacy, particularly to self-
efficacy in those tasks that one holds as valuable.
The most powerful positive factors identified by Bandura
as informing perceived self-efficacy are performance accom-
plishments, also called mastery experiences [9]. These are
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successful experiences of executing the behavior or task, or
closely related tasks, and may take place in situations per-
ceived as more or less challenging. They may be further re-
enforced by seeing the hoped-for results of one’s own actions.
This concept was a key idea in the design of our inter-
action scenario with Robin. Our aim was to give a mastery
experience of diabetes management in a scenario that was
challenging enough to be meaningful, but was “playful” and
hence not stressful, and that permitted the children to see
that their actions had the desired effect soon after they were
performed.
3 Defining End-User Needs
The needs of the end users that were to provide requirements
for the design of the ALIZ-E robot companion were defined
iteratively throughout the project in discussions between an
expert group and representatives of the ALIZ-E consortium
from the Fondazione Centro San Raffaele (FCSR) team, the
Italian project partner linked to the San Raffaele Hospital.
This process is documented1 in the project deliverables [1–3].
The expert group was composed of members of the medical
staff in the pediatric diabetes team at San Raffaele Hospital
with a variety of roles: consultant diabetologists, psychol-
ogists, nutritionists, nurses, pediatricians, physiotherapists,
and teachers; a representative (the president) of a diabetic
patient’s association2 also joined the team of experts.
The needs that the expert group identified for the children
and the needs of the staff looking after the children were both
discussed. A set of potentially useful scenarios and activi-
ties for the robot, recommendations and requirements were
subsequently given to us and the rest of the ALIZ-E consor-
tium. Some of the “desiderata” issued by the expert group
were beyond the capabilities of current social robots, and
hence significant reinterpretation from us (the designers) was
required in those cases. However, the expert group were very
understanding of this issue and happy to see other options
suggested that would also address the desired objectives.
As part of this iterative process, feedback from the chil-
dren was also incorporated into the recommendations of the
expert group and the design of the two prototypes. From
very early on in the project, different prototypes of partial
elements of the robot companions (most of the controlled by
a Wizard-of-Oz) were developed by different groups in the
1 See ALIZ-E deliverables D5.1.1 [1], D5.1.2 and D5.1.3 regarding the
definition of clinical requirements and possible scenarios, and deliv-
erables D5.2, D5.4, D5.7 and D5.8 regarding the expert group. These
deliverables are available from the project website http://www.aliz-e.
org.
2 The diabetic patient’s association SOStegno70, organizer of the Sum-
mer Camps in Misano Adriatico where the two ALIZ-E prototypes, a
consortium-wide prototype known as “the Integrated System” [11,22]
and our robot Robin [34], were tested (Sect. 5.1).
project. These prototypes implemented specific features such
as elements related to social interaction, affect expression,
or games relevant to stress reduction, diabetes treatment or
diabetes management. To avoid involving patients unneces-
sarily, only those systems specifically related to diabeteswere
tested by FCSR staff with Italian diabetic children. Feedback
from the children was collected and analyzed in collabora-
tion with the expert group. Given the limited availability of
the medical staff, interaction between them and the ALIZ-
E consortium was mediated by FCSR staff. Only when the
“final” prototypes were mature enough, did other partners
interact directly with the medical staff and take part in the
testing with the Italian diabetic children. In our case, these
are the pilots of the Robin prototype that we mention in this
paper (Sect. 5). At that point, we sought additional feedback
from the children.
In this section we focus on those aspects of the end-user
needs and “desiderata” that were relevant for the design of
Robin and the interaction scenario, as well as our inter-
pretation of them. We don’t discuss requirements only
related to the “Integrated System” also developed in the
project [11,22], since they are out of the scope of this paper.
3.1 End-User Needs from the Expert Group
We designed Robin with two different types of end users in
mind: the diabetic children and themedical staff that could be
using the robot in the future as part of their routine treatment.
Their needs are related, but also distinct as we discuss below.
3.1.1 The Needs of the Diabetic Children
Asmentioned in Sect. 2.1, following diagnosis, diabetic chil-
dren and their carers need to attend clinics for treatment
(which needs to be tailored to individual needs) and to learn
about propermanagement practice in order to be able to carry
out daily treatment at home. This usually involves an initial
short period of hospitalization, followed by a much longer
period during which children, often accompanied by a carer,
attend regular clinics.
The above situations are a source of anxiety for the chil-
dren, in addition to imposing high cognitive demands on
them. The expert group very early on saw the potential role
that a robot companion couldplay in reducing anxiety in these
situations, and that was the first need that they recommended
to address.
In addition to improving their emotional wellbeing, other
aspects involved in the treatment that are particularly chal-
lenging for the children, and for which they could potentially
benefit from the support of a companion robot, were high-
lighted by the expert group as particularly important:
(a) The acquisition of knowledge about diabetes and dia-
betes management.
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(b) Improving their (perceived) self-efficacy3 and the dif-
ferent factors that strongly influence it, particularly
self-confidence, their sense of responsibility toward
themselves, and their efficacy in caring for others [3,
p. 10]. Improving the children’s (perceived) self-efficacy
would be expected to facilitate the formation of the
intention and the initiation of an action toward behav-
ior change, following social-cognitive models of health
behavior change.
(c) Motivation to follow the doctor’s recommendations, i.e.,
adherence or compliance to prescribed treatments and
behaviors (which often involve behavior change).
Three potential roles were thus proposed by the expert
group for a companion robot [1]:
(a) A teacher of important medical concepts and general
concepts related to health. This rolewould have an asym-
metrical relationship between the robot and the child, as
the robot would be the “knowledgeable” partner, explic-
itly helping the child to learn.
(b) An affective companion to help reduce anxiety and neg-
ative emotions and promote positive emotions and well-
being. For this role, the expert group issued no recom-
mendation regarding whether the relationship between
the child and the robot should be symmetrical or asym-
metrical.
(c) A coach or motivator for the children to comply and
adhere to proper behaviors. For this role, the expert
group issued no recommendation regarding whether the
relationship between the child and the robot should be
symmetrical or asymmetrical.
As we shall see in the following sections, Robin was
designed to contribute to these three roles to different degrees.
3.1.2 The Needs of the Medical Staff
Discussions with the expert group also resulted in a list of
areas inwhich themedical staff wouldwelcome support from
a companion robot [1–3], listed in order of increasing diffi-
culty:
(a) Making the hospital environment more friendly.
(b) Improving the autonomyof the children in food selection
and insulin management.
(c) Reinforcing and testing the knowledge that the children
acquire about diabetes using the standard methods.
(d) Providing educational support in the explanation of
important concepts.
3 See Sect. 2.3 for definitions of these terms.
(e) Improving children’s awareness and understanding thro-
ugh self-assessment.
(f) Improving the children’s (perceived) self-efficacy in dia-
betes management.
(g) Encouraging children to express and discuss their prob-
lems.
As we shall see in the following sections, Robin was
designed to contribute to all these areas to different degrees.
In addition to these desiderata, the expert group suggested
a number of potential scenarios and activities to achieve these
objectives [3]. With Robin, we took up the challenge of cre-
ating a companion robot simultaneously implementing two
of them, namely
– A “robotic actor” that could act as a diabetic patient in
different situations and “ask” the child how to behave
and react accordingly. This scenario would support the
goal of improving (perceived) self-efficacy in diabetes
management from the above list.
– An “insulin companion” that could improve children’s
autonomy in food selection and insulin management.
Finally, the medical staff expressed a wish to have a robot
thatwas autonomous at least for some of those activities. This
would facilitate effective use in a hospital without requiring
either the presence of technical staff or having medical staff
spend valuable time controlling the robot.
3.2 Expert Advice Based on Early Prototypes
As part of the iterative design process, different prototypes
of robot companions carrying out different activities with the
diabetic children were developed over time, varying in the
way they interacted with the children (e.g., verbally, non-
verbally, or a combination of both), their mode of control
(froma fullWizard-of-Ozmodel to a fully autonomous robot,
with various cases in between) and the length of their inter-
action episodes.
The early prototypes implemented different games. Both
the children and the robot were static—the robot either stand-
ing or crouching on top of a table, and the child sitting down
or standing in front of the robot.When the project started, the
Nao robot was not CE-marked; therefore, it was not possible
to leave the children alone in the room with the robot or to
let them touch it. This changed as the robot was awarded the
certification, about one year into the project.
3.2.1 Initial Feedback
Although the interaction of the children with these early
prototypes were very different to the interactions that we
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designed with Robin, the feedback that the expert group pro-
vided after observing different videos of the early prototypes
proved very valuable to us. In particular, the following obser-
vations, relevant to supporting self-efficacy and promoting
engagement, caught our attention:
– All the childrenwere interested in the robot, and although
some children appeared to be more shy when interacting
with the robot on their own, none of them seemed to be
scared of the robot.
– Interest in the different activities varied, as did the length
of time the children appeared willingly engaged in the
activity. For most activities, engagement did not last for
the whole duration.
– The more the robot moved and changed its behavior, the
more engaged the children seemed.
– The children seemed to want to touch the robot, and a
few of them touched the robot unprompted.
– Children naturally assigned a “will” to the robot, even in
the case of those prototypes controlled by a Wizard.
– The desk used as platform for the robot and the restriction
on touching the robot seemed to put up a barrier to the
creation of a “friendship” bond.
– The robot was too directive in many cases, leaving little
room for the child to be spontaneous.
3.2.2 Expert Group Recommendations
Whenobserving the early interactions, the expert groupnoted
that, although the children were interested in the robot, they
were not necessarily engaged in the interaction with it, nor
were they treating it as an agent, still less as a friend. They
offered some recommendations towards promoting a feeling
of familiarity and friendly social interaction:
1. The head of the robot should be more or less at the same
level as the head of the child, to facilitate “eye contact”.
2. The robot and the child should be as physically close as
possible.
3. Since physical contact is very important in the establish-
ment of positive bonds, the children should be allowed,
or even encouraged, to touch the robot.
4. The early games were not affectively engaging. Inter-
actions with higher emotional involvement should be
attempted in order to assess to what extent the children
perceived the robot as a believable and friendly social
companion.
5. The activities should be engaging, in the sense of being
both absorbing (demanding attention) and persistent (the
child would not want to end them), and require active
participation and self-determination on the part of the
child.
6. The early prototypes provided too much explicit infor-
mation. It would be interesting to see whether, if given
fewer cues, the children would spontaneously come up
with their own ways of interacting with the robot.
7. A one-way interaction, in which the robot was “the”
knowledgeable partner directing the interaction, seemed
to be less suitable for establishing a positive bond
between the child the robot.
8. Having the robot and the child “share” something of com-
mon interest could be a good way to encourage a more
personal bond.
9. The robot should first be introduced in an environment
that is well-known to the child.
3.3 Our Interpretation of User Needs
As previously mentioned in Sect. 3.1.2, we needed to fulfill
the requirements of the two scenarios assigned to us, i.e., the
“robot actor” and “insulin companion”:
– Improving the children’s (perceived) self-efficacy in dia-
betes management.
– Improving the autonomy of the children in food selection
and insulin management.
In addition, since our group’s main research area is mod-
eling affect, the end-user needs that we were in charge
of addressing were those more closely related with affect,
namely
– Developing an “affective companion” to reduce anxiety
and support wellbeing (Role ‘b’ for the companion robot
from the list in Sect. 3.1.1).
– Making the hospital environment more friendly (area ‘a’
from the list in Sect. 3.1.2).
3.3.1 Background to Our Approach
It is our view that a companion robot designed to support
primarily affective aspects related to self-efficacy, autonomy
and wellbeing, would very likely also support more “cog-
nitive” objectives in the list in Sect. 3.1.2 (e.g., reinforcing
or testing the knowledge the children acquire about diabetes
as part of their training), given that affective and cognitive
factors are highly intertwined [26].
Bringing these affective and cognitive aspects together,
and following Bandura’s ideas outlined in Sect. 2.3, we
decided to design our robot architecture and child–robot
interaction scenario as a tool to increase perceived self-
efficacy in the child primarily by giving them a mastery
experience of diabetes management—in this case the child
would manage the robot’s diabetes.We thought that an affec-
tive companion could also act as a motivator to promote
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adherence. We thus added these secondary goals to our
“design requirements” list.
Regarding autonomy and the transition to self-manage-
ment, which starts in our target age group, we agreed
with [12] in thinking that “children need to be given more
room to take responsibility for their illness and to take this
responsibility early on and in a stepwise manner.” We took
this view into account in designing an activity that gives the
child some level of autonomyand responsibility, and inwhich
they are expected to try out their knowledge of good diabetes
management in an initially simple “task” that can bemodified
and made incrementally more complex.
The expert group recommendations summarized in Sect.
3.2.2 were all very much in line with, and could be
interpreted in the light of, our Embodied AI approach to
autonomous robots [16,17], and our research on motiva-
tionally autonomous robots [15,18,23,35] and on mod-
eling the development of attachment [20,29]. We thus
decided to design a motivationally autonomous affective
robot companion—named “Robin” after “Robot Infant”—to
implement the “robot actor” and “insulin companion” sce-
narios that were given as part of the needs of the medical
staff (Sect. 3.1.2).
3.3.2 Concrete Design Decisions
Our design decisions addressed the expert group recommen-
dations (Sect. 3.2.2) as follows.
We decided to have Robin move around (“going about its
business”) in a room, rather than placing it static on top of a
desk. This would permit the child to see (or infer) what Robin
was trying to do or wanted by observing the robot’s behavior,
rather than by listening to its explanations and requests. This
would portray Robin more clearly as an independent (and
more believable) agent with its own “needs” and “desires”,
and would also promote a more immediate and spontaneous
interaction. The child would need to kneel down or sit on the
floor to interact with Robin, follow it, hold it, move it around
or help it to stand upwhen it had fallen over. Thiswouldmake
the interaction less formal and address recommendation 1
(robot and child at the same level), recommendation 2 (phys-
ical proximity) and recommendation 3 (physical contact).
To fulfill the requirements for role for the companion that
we had been assigned—the robot as affective companion,
role ‘b’ in Sect. 3.1.1—we decided to reverse the roles of
the robot and the child advised in the “robot as teacher” role.
Here, wewould thus give the child the role of the “grown up”,
to foster an increased sense of responsibility. Robin would
be a very young and friendly robot—a toddler—autonomous
and independent but also in need of help and of being looked
after. This addressed recommendation 7 (a “non-leading”
robot would be more suitable to establish a positive bond),
as well as recommendation 4 (emotional involvement related
to Robin’s need to be looked after by the child and Robin’s
“friendliness”) and recommendation 5 (looking after a very
active toddler is certainly a very engaging activity, as defined
above).
Being a toddler, Robin would not be able or expected to
have complex speech and language understanding abilities.
Robin would show its “desires” largely through behavior,
occasionally using a few isolated words. This would pre-
vent frustration due to poor language understanding and
dialog capabilities, and also addressed recommendation 6—
the robot should not always provide explicit explanations, to
permit the child to explore different aspects of the interaction.
To implement the scenarios that we were given as part
of the needs of the medical staff (Sect. 3.1.2), i.e., the
“robotic actor” and “insulin companion”, we gave Robin
“robot diabetes”—not simply “acting out” symptoms but
actually having an internal model of diabetes that would
affect its needs and behavior. This permitted us to design
an interaction scenario to work on improving the autonomy
of the children in food selection and insulin management
and their self-efficacy. This additionally addressed recom-
mendation 8—Robin and the child had something significant
in common. Finally, we placed the interaction in a toddler’s
playroom, following recommendation 9—afriendly environ-
ment familiar to the child.
4 Designing a “New AI” New Friend
In this section, we provide details of how we implemented
Robin addressing the requirements described in Sect. 3 from
the perspective of Embodied Artificial Intelligence, also
known as “New AI”. Let us recall that we have implemented
the Robin character using the hardware (but not the con-
trol software, which is our own) of a standard commercial
Nao robot developed by Aldebaran (https://www.aldebaran.
com/).
To achieve our assigned objectives, we thought it would
be important that the interaction was unstructured and partly
ambiguous and unpredictable, as this wouldmake this “play”
experience feel closer to the complexity of real diabetes
self-management. As we shall see below, the use of a moti-
vationally and cognitively autonomous robot [16,34] (rather
than, e.g., a scripted system) is instrumental to this end. It
also makes each interaction unique, due to both the dynam-
ics of the architecture in interaction with the physical and
social environment (the robot never behaves in exactly the
same way twice), and to the different ways in which each
child treated the robot.
4.1 Design of the Robot Architecture
Robin’s decision-making architecture follows principles of
Embodied AI [13,44], also known as “New AI” in its ear-
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lier days. Drawing on our previous research [15,16], our
approach is built around a “physiology” of homeostatically
controlled “survival-related” variables that Robin needs to
keep within permissible values. We have also given the robot
a simple model of Type 1 diabetes, comprising an internal
blood glucose level that increases upon “eating” toy food,
and decreases with “insulin”. Robin chooses how to behave
as a function of these internal needs and the stimulation it
gets from the environment. Elements of the environment are
detected using vision (e.g., foods, faces) and tactile contact
(e.g., collisions, strokes, hugs). Internal needs and envi-
ronmental cues are mathematically combined in what we
call motivations. Motivations lead Robin to autonomously
select behaviors from its repertoire (e.g., walking, looking
for a person, eating, resting) that best satisfy its needs (e.g.,
social contact, nutrition, resting, playing) in the present cir-
cumstances. For this reason, Robin is a motivationally and
cognitively autonomous robot.
To foster appropriate behavior in the children in our sce-
nario, Robin is not capable of fully attending to all its needs
without human assistance. It can play on its own, eat, and,
by resting, it can recover from tiredness caused by too much
movement.However,Robin requires assistance from the chil-
dren to satisfy its social needs (e.g., social presence, strokes,
hugs), some of its nutritional needs (the child can “feed” the
robot using toy food items), and to control its blood glucose
level.
Wedescribe belowRobin’s control architecture in terms of
how its main elements—sensors, actuators, diabetes model,
and action selection loop—relate to our design requirements
and decisions.
4.1.1 Sensors
Robin uses vision, tactile contact and interoception to detect
relevant elements in its external and internal environment.
The sonars fitted on the robot’s chest are used by the walk-
ing behaviors to prevent walking into objects, as well as to
detect hugs from people. The foot bumpers are used detect
collisions. The head touch sensor is used to detect “strokes”
(the robot makes a purring sound to give feedback). One of
the head cameras is used as to provide vision, detecting col-
ored objects (e.g., toy food objects used in our scenario) and
faces. The gyroscopes are used to detect when the robot has
fallen. Simulated sensors are used to detect the levels of the
homeostatically-controlled essential internal variables.
Sensors can be very noisy but, following an Embodied AI
approach, instead of trying to make perception “perfect” by
adding complex pre- or post-processing, we keep the sensory
information that the different behaviors use very simple, and
exploit the noise by using it as part of the interaction scenario.
For example, for Robin a face is perceived when two “eyes”
and a “mouth” (or something with a similar abstract shape
and located at the vaguely appropriate distance) are detected.
This happens when human faces are perceived, but it can
also happen when perceiving other objects and drawings of
faces. We used this feature to modulate Robin’s sociability
by placing pictures and drawings of Robin and its friends on
the walls of the playroom, as we will discuss in Sect. 4.2.
4.1.2 Actuators
Robin uses its effectors for two main purposes: carrying out
actions related to needs and behaviors, and to convey infor-
mation about its internal state. Regarding the former, Robin
uses its legs to walk and move around, moves its head to
visually detect and track objects, and its hand to reach and
“consume” food and drink items. It uses bodily postures and
movement as well as simple vocalizations to convey its inter-
nal states (e.g., tiredness, happiness, sadness).
Similarly to sensors, actuators can be very noisy and again,
following an Embodied AI approach, instead of trying to
make actuation “perfect”,we exploit the noise in the actuators
by using it as part of Robin’s behavior. For example, we
exploited the “clumsiness” of the walking (the movement
and the falls) caused by varying speed of the actuators, as
well as some elements of noise related to active perception,
as part of the behavior of Robin, increasing its believability
as a toddler.
4.1.3 Diabetes Model
We have implemented in Robin a simple simulated glucose
physiology that tracks what food has been eaten and is being
digested (gradually raising the blood glucose), what insulin
doses have been given (gradually being released into the
blood, lowering blood glucose), and the amount of physical
activity,which is determinedby the current to the jointmotors
(which acts to slightly lower blood glucose). Hypo- and
hyper-glycemia have associated symptoms, such as increased
tiredness resulting in a change in behavior, alerting the
children of the potential presence of a problem.Using aBlue-
tooth “glucometer” device, the children canmeasure Robin’s
glucose levels and provide insulin to lower its glucose (cor-
recting hyper-glycemia). They can feed Robin high-glucose
food to raise its glucose (correcting hypo-glycemia).
4.1.4 Action Selection: Essential Variables, Motivations
and Behaviors
An overview of Robin’s action selection architecture is
shown in Fig. 1. The architecture is an improved version
of that described in a previous paper [34].
Robin has a “physiology” comprising four internal essen-
tial variables that are controlled homeostatically—mostly
through interaction with the world by executing behav-
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Fig. 1 AnoverviewofRobin’s action selection architecture. Behaviors
are shown in round-cornered boxes. In order to simplify the diagram,
only the “higher level” elements are shownand someelements havebeen
left out, such as the behavior to stand up following a fall. In addition, the
hunger, socialize, tired and play behaviors shown here are “high level”
behaviors, that is they are composed of simpler behaviors
Table 1 Simpler behaviors making up Robin’s complex behaviors
Motivation Behaviors
Hunger Search for food items/eat
Socialize Search for person/solicit hug
Tiredness Sit down and rest/express tiredness
Play “Dance”/explore
iors. They give Robin four internal needs, corresponding
to its homeostatic deficits, which grow with time when not
attended to. They are the following:
– Need for food: its intensity is determined by the foods
currently being “digested”.
– Need to socialize: the level of this deficit decreases with
social interaction (seeing faces, having his head stroked
or being hugged) and increases without this interaction.
– Need to rest: its intensity increases with hot joint motors,
or in high and low blood glucose situations.
– Need to play: its intensity increases over time, but Robin
can “dance” to decrease it.
These internal needs are mathematically combined with rel-
evant perceptions from the external environment (e.g., the
presence of food or faces) in what we callmotivations. Moti-
vations lead Robin to autonomously select behaviors from its
repertoire (e.g.,walking, looking for a person, eating, resting)
that best satisfy its needs in the present circumstances.
To satisfy these motivations, we have provided Robin
with a number of (appetitive and consummatory) behaviors
designed to correct the relevant deficits when they are exe-
cuted. Figure 1 shows the “high level” composite behaviors,
while Table 1 shows the simpler behaviors making up those
complex behaviors associated with each motivation.
Motivations and behaviors are dynamically assigned
intensity levels that indicate how relevant their execution
would be given the current situation4 (a combination of inter-
nal needs and external circumstances). Behaviors “inherit”
their intensity levels from the motivation they relate to; they
are hence more likely to be selected for execution when the
intensity of the corresponding motivation is high.
To select the behavior(s) that Robin executes, our action
selection loop, executing every 0.125 s, first checks the inten-
sity levels of the behaviors and, as a consequence, new
behaviors can potentially be selected for execution. Multi-
ple behaviors can be executed simultaneously, for example
Robin can speak while reaching for an object and walking
towards it. The major restriction on this is that no two behav-
iors sharing an actuator group (e.g. each arm, the legs, the
head, the voice) can be run at the same time. This permits
the generation of richer overall behavior from a smaller col-
lection of simple behaviors.
Our choice of the specific motivations and behaviors was
intended to address key features of our scenario:
– Hunger was included to make Robin partially dependent
on the child, and to connect with our purpose of making
a diabetes-related interaction.
– Socialization was included to make the robot friendly to
the child, and to cue interaction related to social bonding.
– Tiredness was included as it is one of the main symptoms
of diabetes, as well as to allow both robot and child to
rest from activity from time to time.
– Solo play was included to give Robin independence, with
the dancing behavior contributing to a happy/playful per-
sonality.
To enhance the affective elements of Robin, the archi-
tecture includes simple pleasure and displeasure hormones
based on the dynamics of the homeostatically controlled
needs. The levels of these two hormones influence the inten-
sity of a vocalization behavior, as well as which sounds are
selected froma small repertory of recordings of humanvoices
with positive or negative valence.
A second type of very simple vocalizations—single words
expressing some of Robin’s internal needs—are used to help
the children interpret Robin’s needs more clearly.
4.2 Design of the Interaction Scenario
We designed the interaction scenario to be as natural and
friendly as possible, in order to provide a positive experience
to the children—not only a positive mastery experience of
4 The fact that motivations levels are partially determined by data from
sensors means that Robin can respond rapidly to environmental cues
and changes.
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Fig. 2 Robin’s playroom, where the interactions take place. Robin’s
toys lie around the room; items including food and the glucometer are
on a table. “Family pictures” on the walls are sometimes detected as
faces, causing Robin to approach them and open its arms
diabetes management but also a positive social and affective
experience. Below we highlight some of the elements that
show how this was approached in our design.
4.2.1 Physical Elements of the Environment
As alreadymentioned, the interaction is located in a toddler’s
playroom, a familiar place for the children that provides the
right environment for a playful, natural, unstructured inter-
action. The playroom (Fig. 2) is made of a floor of white
rubber play tiles, so that the child can move around comfort-
ably and the robot doesn’t suffer damage when it falls over,
and of walls made of lightweight wooden frames covered
with fabric in soothing colors. The playroom can be config-
ured to have different shapes and sizes; for the interactions
discussed in Sect. 5, we used an area of approximately six
square meters.
Wedecorated the playroomwith soft toys scattered around
the floor and pictures of Robin and its “family” on the walls.
We put elements important for diabetes management—the
glucometer, sugary food and drink (blue items) that can be
used as corrections and water—on a low table. There are no
specific places allocated to the robot and the child, who share
the same space.
4.2.2 Social Elements
We present Robin to the children as a friendly but indepen-
dent agent, who will both approach and move away from
them, “engaging” and “disengaging” in the interaction. Since
the impression given by the first encounter in very impor-
tant, Robin is already actively moving around when the child
arrives. This impression is reinforced by the pictures and
toys in the playroom, which provide clues about Robin’s life
beyond the interaction.
The role of the adult that introduces Robin to the child
is also key to establishing the agency of Robin. To this end,
rather than purely instructing the child in what to do and
treating Robin as an artifact, the adult is demonstrating what
to do by interacting with Robin. Further, the adult can cue
interaction between the child and the robot by engaging in
certain types of interaction themselves, for example, if they
praise Robin, or use the toys in the room to entertain it, then
the children may try to do the same when they are interacting
with Robin.
Other social elements of the playroom include the pictures
and drawings of Robin and its “family” already mentioned;
detected as faces by Robin, they contribute to satisfying
its needs for sociability and provide a “distraction” caus-
ing Robin to move away from the child. This “disengaging”
behavior is very important in social interaction as it makes
engagement episodes more significant, and reinforces the
independence of Robin.
Another element related to an Embodied AI design phi-
losophy is the use of ambiguity. The behavior of Robin was
deliberately designed to include some ambiguity so that chil-
dren had to explore different options by “probing” Robin and
various elements of the environment, harnessing their cre-
ativity and supporting the goal of helping them to apply their
knowledge of diabetes and diabetesmanagement inways that
are not externally imposed. An example related to diabetes
management is the “tired” expression,which can be the result
of moving around, or a symptom of hypo- or hyper-glycemia
(low or high blood glucose). The children can distinguish
between these three types of tiredness by using the Bluetooth
glucometer device. An example of an ambiguous social sig-
nal is Robin’s “reaching” behavior (raising and opening one
or both arms), which can happen under very different circum-
stances and can be socially interpreted in variousways—e.g.,
as pointing, as “greeting”, as a gesture of friendship, as an
indication of looking for something.
Social interactions in this environment do not need to be
for a fixed number of participants. In addition to the adult
present at the beginning and the end, we can have one or
more childrenwithout having tomodify any element of either
the robot or the environment. We have used Robin in both
dyadic child–robot interactions and triadic interactions with
two children.
5 Making New Friends in Their Natural
Environment
In this section we discuss how our design of Robin gave rise
to friendly and natural social behavior in interactions with
diabetic children. Our purpose here is not to give an account
of these interactions, but rather to relate some of our obser-
vations to the elements of our design and user requirements.
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5.1 A Brief Overview of the Interactions with Robin
As part of the ALIZ-E project, we carried out pilot interac-
tions with 17 Italian diabetic children within our target age
range at a hospital and a diabetes summer camp, to assess
whether the elements of the interaction were appropriate,
believable and engaging with a variety of children in a real-
world context. These studies were not (yet) to assess the
effectiveness of Robin as a tool to support self-efficacy in
diabetes management. A pre-pilot with Italian non-diabetic
children provided initial feedback on the social aspects of our
design. A small pilot with diabetic children at San Raffaele
Hospital provided initial feedback regarding the diabetes-
related elements of the robot and the scenario, as well as on
social aspects of the interaction and engagementwith diabetic
children. A larger pilot at the SOStegno70 Summer Camp for
diabetic children inMisanoAdriatico (www.sostegno70.org)
provided feedback from a wider variety of diabetic children.
We refer the reader to [35] for a detailed description of these
interactions. Here we briefly summarize their structure in
order to give context for our discussion of Robin as a “New
AI friend”.
The interactions of the childrenwith Robin are unscripted,
following our Embodied AI approach. They have a “high-
level” structure comprising three phases, with a total duration
of about half an hour:
1. Introductions (about 5 min) The diabetic child enters
Robin’s playroom where an adult, who is interacting with
Robin, is present. The adult introduces Robin and the child
to each other, and shows the child how to feed Robin, how to
use its glucometer to measure glucose and give insulin, and
elements of social interaction with the robot.
2. Child & robot alone together (about 15–20 min) After the
child has learnedhow to interactwithRobin, the adultwill ask
if the child would mind looking after Robin while they leave
the room for a while. Before leaving, the adult provides the
child with a mobile phone which they can use to get help. All
our children agreed to be left alone with the robot. The inter-
action is remotely monitored by the experimenters. During
this phase of the interaction, Robin shows some symptoms of
diabetes, such as stopping moving around and sitting down,
being tired or sleepy. We then expect the child to check the
robot’s blood glucose, and either give a dose of insulin, or
feed the robot one of the high-sugar food items. They may
also choose to provide some sort of comfort to Robin. The
experimenters may choose to send an adult back if the child
appears to be having any difficulties. Once the robot has
recovered, it will stand and again start to walk around.
3. Return of the adult and debriefing (about 5–10 min) The
adult returns to the playroom and asks the child how they and
the robot are. The children have the opportunity to describe
the interaction in their own words. Shortly afterwards, an
experimenter arrives to pick up the child, debriefs them away
from the playroom, and helps the child fill in a questionnaire
about the interaction.
These interactionswere very natural andRobin “made lots
of friends”.Aswediscuss in Sect. 5.2, all the children showed
concern for Robin, becoming socially, cognitively and emo-
tionally invested in the interaction; this shows that our design
gave rise to interaction in line with the expert group rec-
ommendations discussed in Sect. 3.2.2 towards promoting
a feeling of familiarity and friendly social interaction. The
children gave signs of willingness to continue the interaction
after it was meant to end. Also, as we discuss in Sect. 5.3,
all the children showed visible signs of treating Robin as a
socially acceptable agent and interacted in a friendlymanner,
although the form these signs took varied enormously across
individual children.
5.2 Observations Related to the Expert Group
Recommendations
We first discuss some of the observations that show that our
design gave rise to interactions in line with the nine recom-
mendations of the expert group for promoting familiarity and
a friendly social interaction discussed in Sect. 3.2.2.
During the interaction, the children willingly got on the
floor, variously kneeling, squatting or sitting (occasionally
lying) so they were at the same level as the robot. This was
fully in line with recommendation 1, that the robot and the
child should be at same physical level.
Even when the children weren’t doing something that
necessitated being close to the robot (such as hugs), the chil-
dren and robot were often physically very close, with the
robot’s feet almost touching the child, and with nothing in
between them. Sometimes it was the robot that moved closer
to the child, and sometimes it was the child moving towards
the robot (in line with recommendation 2, physical proxim-
ity).
The amount and type of physical contact between the
children and Robin varied greatly from child to child. Most
children would pick up and move Robin around in different
ways. Some of the children touched the robot in ways not
anticipated by us, for example, holding its hand as it walked,
or lying the sleepy Robin on their lap (in line with recom-
mendation 3, physical contact).
All the children were very engaged (some more respon-
sive, somemore proactive) in helpingRobinwhen it appeared
to need it. For example, all the children willingly stroked
Robin’s head and hugged it when requested, and helped it
when it fell over. Many of them would also provide social
comfort such as unprompted affective touch (e.g., lightly
touching its “nose”), especially (although not only) when
it appeared to be in trouble, such as during a hypo or hyper
(in line with recommendation 4, emotional involvement).
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Looking after Robin certainly requires attention, even at
a basic level of simply responding to its verbal requests.
Despite the relatively lengthy interactions, all the children
were fully engaged throughout the interaction until theywere
asked to leave, and some tried to delay their departure from
the playroom, or came back to helpRobinwhile filling out the
post-interaction questionnaire (in line with recommendation
5, engagement).
Since there are no rules about exactly what the children
should do during their time alone with Robin, their behavior
varied enormously. In addition to behavior aimed at look-
ing after Robin’s needs, many children would try to entertain
Robin using the toys in the room. We also saw more creative
ways of interactingwithRobin. Two examples of this are, one
childwho took a plastic spoon andheld it nearRobin’smouth,
as though giving a spoonful ofmedicine; and in another inter-
action with two children, they arranged the soft toys as a bed
and lay Robin gently on it (in line with recommendation 6,
exploration/discovery).
The fact that the children themselves, rather than Robin,
were the “knowledgeable grown-ups” in our scenario did
seem to promote a positive bond well beyond the “task”
of having to look after Robin (in line with recommenda-
tion 7, avoid “knowledgeable directive” robot). The children
showed many signs of engagement, treating Robin in a
friendly manner and as a believable social agent. This will
be discussed in Sect. 5.3.
The fact that the behavior of Robin sometimes changed as
a result of its diabetes, showing symptoms thatwere similar to
symptoms experienced by the children, prompted empathic
behavior towards the robot with references to, and reflections
on, their own experience. For example, this often happened
with the symptoms of tiredness and sleepiness, which the
children were very quick and careful to attend to (either
“medically” or “socially”), some of them telling Robin of
a similar experience of theirs, some reporting the similarity
of the situations in the debriefing (in line with recommenda-
tion 8, sharing something to promote a personal bond).
Finally, since the interaction is unstructured, there are no
designated areas for the child and for the robot. In practice,
the child and the robot were in close proximity formost of the
interaction, andmoved freely about the playroom, sharing the
same space, sometimes approaching each other, sometimes
one following the other around, sometimes spending time in
one place doing a specific activity. The children looked very
comfortable in the environment (in linewith recommendation
9, friendly environment).
5.3 Robin Treated as a Social Agent
We now discuss some of the observed behaviors that, based
on the literature, can be taken as signs that the children related
to Robin as a socially acceptable agent, and a friendly one.
The social signals most broadly used in the literature
to model and assess the social qualities of human-robot
interaction are gaze [5], physical proximity [36,40], tactile
contact [19,46], joint attention [5,32,48], mirroring [41,49],
imitation [24,39,48], synchrony [5,25,45] and coordination
[28] of behavior, empathic behavior [33], and body posture
[10,47] and orientation [14]. Children varied enormously in
theways that they used these to indicate a positive connection
with Robin.
In the previous section,we have already commented on the
variety of physical (tactile) contact by the children and the
fact that all the children remained in close physical proximity
to the robot. We will thus primarily focus on other social
signals in the remainder of this section.
Gaze was indeed used broadly. The majority of children
would look atRobin and follow itwith their gaze for extended
periods of time during the interaction, or look at Robin while
it was playing on its own. However, other signals were also
used. We had a particularly interesting case of a boy who
did not look at Robin most of the time, appearing distracted,
but would stay in close proximity to Robin most of the time,
sometimes touching its hand while looking away. This child
would alsomirror the robot’s arm gestures, and showed vari-
ous other subtle empathic behaviors, offering social comfort
whenRobinwas tired before attending to the diabetes-related
needs. Another potentially empathic behavior was the child’s
checking of his own insulin pump before and after using
Robin’s glucometer (see recommendation 8, sharing some-
thing). Also, although he superficially appeared distracted,
he interrupted whatever he was doing to rush to attend to
every single verbal request from Robin.
Themirroring of Robin’s gestures by this child was not an
isolated episode, and mirroring of especially salient behav-
iors of the robot, such as arm gestures, clapping, dancing and
vocalizations, was common.
We also observed empathic responses to flaws in Robin’s
behavior, as we had already observed with the ALIZ-E Inte-
grated System [42]. An example of this was when Robin fell
over. In our scenario, fallingwas perceived as a natural aspect
of being a toddler, and prompted in all children a willingness
to help. However, again, we observed very different ways
of doing this. While the majority of children would physi-
cally help Robin, some would stand in proximity with their
arms open ready to help if Robin needed it. We had a more
extreme case of a child who kept asking Robin if it wanted
to be helped (without actually doing it as Robin did not con-
firm), even when it had repeatedly failed to stand on its own.
This latter “respect” for Robin’s autonomy indicates that the
robot was being treated as an independent agent.
Body orientation was also widely used. Most children
would orient their body towards Robin when interacting with
it, or would orient the robot towards them when it was “dis-
tracted” and they wanted it to interact with them.
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Joint attention was also very common, for example when
Robin paid attention to objects on the table or to pictures on
the walls. This later case was particularly interesting as the
children would often follow the robot on their knees and look
at the pictures with it.
Therewas a great variety in vocalization from the children.
Some spoke very little, while others gave an almost continual
commentary toRobinwhile theywere alonewith it, in spite of
the fact that we had not programmed any responses to sound,
and the children knew that Robinwould not understand them.
The use of greetings to signal a socially acceptable
interaction has been less commonly investigated, a notable
exception being [6]. In our interactions, we observed the use
of greetings. For example, children would commonly call
Robin by its name, and said “Ciao, Robin” at the beginning
and/or end of the interaction. Some of them followed the
adult’s behavior in this, but some of them did it unprompted.
In addition to greetings, other signals of friendly social
behavior towards an agent less commonly explored in the
HRI literature, but that we have observed, include: divided
attention when the adult was explaining things, asking Robin
whether it wanted/needed things or what it was looking for,
asking the robot specific questions about what it was feeling
(“are you tired?”, “are you hungry?”), and telling it things
relating to their own experience.
Finally, we wish to comment on the children’s responses
to disengagement that Robin showed from time to time. We
want to highlight the importance of disengagement in social
interaction since, although it is well known in developmental
psychology (e.g., [30,38]), most HRI studies focus on main-
taining and measuring continued engagement. As we have
already mentioned, Robin’s disengagement from interaction
with the children to look for other things, wander off, or initi-
ate other activities, strongly shows that Robin is an indepen-
dent agent with its own motivations and desires. All the chil-
dren responded appropriately to this signal, showing behav-
iors that they would show with a real toddler they like inter-
acting with. Such behaviors were however very different,
ranging from trying to regain the attentionofRobinwith other
objects such as toys, to a very directive picking up the robot
and turning it around back to face them, to being very respect-
ful of its independence, while following it at a distance.
6 Conclusion
In this paper we have discussed how Robin, an autonomous
robot toddler intended to support the development of self-
efficacy in diabetic children,was designed as a friendly social
agent usingEmbodiedAIprinciples, in order to better support
the goals of improving the self-efficacy and wellbeing of
children with diabetes. Our design pays particular attention
to the affective and social aspects of the interaction.
Our aim in this paper has not merely been to report empir-
ical results. Rather, our main focus has been on how the
rationale behind the design of Robin meets the needs of our
intended end users (both children and medical staff), and
how an Embodied AI approach, largely ignored by the HRI
and CRI communities, provides a suitable tool for devel-
oping a friendly companion that acts and is perceived as
an independent socially acceptable agent. The use of an
autonomous robot with its own motivations, and “having”
diabetes, meant that Robin was a “life-like” character in
unscripted interactions that were meaningful to diabetic chil-
dren. The interactions differed as a function of a combination
of Robin’s dynamically changing internal state and the how
the children interacted with it, providing personalized expe-
riences to the individual children without having to modify
the software. Also without modifying the software, Robin
can scale up to triadic and small group interactions. Finally,
due to the characteristics of the Embodied AI design, Robin
is very robust to unexpected elements of the environment and
the interaction.
Initial pilot interactions with Italian diabetic children pro-
vided several positive outcomes. Robin acted as a believable
and engaging social interaction partner that behaved and was
treated as a friendly but independent agent. They also showed
the robustness of Robin in a real-world situation with a wide
variety of different children and interaction styles. Finally,
they showed that Robin and the interaction were appropri-
ately designed as tools to support self-efficacy in diabetic
children. However, the effectiveness of Robin as a tool to
improve self-efficacy in diabetes self-management still needs
to be assessed. This will be a long process, likely requiring
further development to the interaction and the robot software,
and longer-term piloting and trialing in a clinical context.
Finally, we have discussed in detail specific signs of
friendly and engaging social interaction observed in the chil-
dren, including signs broadly used in the HRI and signal
processing literature, as well as less commonly used indica-
torsmore closely linked to the fact that Robin is amotivation-
ally autonomous agent, and is perceived and treated as such.
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