The zero forcing number Z(G) of a graph G is the minimum cardinality of a set S with colored (black) vertices which forces the set V (G) to be colored (black) after some times. "color change rule": a white vertex is changed to a black vertex when it is the only white neighbor of a black vertex. In this case, we say that the black vertex forces the white vertex. We investigate here the concept of connected zero forcing set and connected zero forcing number. We discusses this subject for special graphs and some products of graphs. Also we introduce the connected propagation time. Graphs with extreme minimum connected propagation times and maximum propagation times |G| − 1 and |G| − 2 are characterized.
Introduction
Let V (G) and E(G) be the vertex set and the edge set of a graph G = (V, E), respectively. For a vertex v ∈ V (G), the open neighborhood N (v) is the set {u ∈ V (G) : uv ∈ E(G)}. The closed neighborhood N [v] = N (v) ∪ {v}. Simple graph containing no graph loops or multiple edges. In this paper each graph is undirected, finite, simple and the vertex set is nonempty. A graph G 0 = (V 0 , E 0 ) is a subgraph of graph G = (V, E) if V ′ ⊆ V and E ′ ⊆ E. A complete graph is a graph in which every two distinct vertices are adjacent. The complete graph on n vertices is denoted by K n . A graph (V, E) is bipartite if the vertex set V can be partitioned into two nonempty subsets X and Y such that every edge of graph has one vertex (endpoint) in X and one in Y . A complete bipartite graph is bipartite graph K n,m with |X| = n, |Y | = m and E = {{u, w} : u ∈ U, w ∈ W }. The path is the graph P n with V (P n ) = {v 1 , v 2 , ..., v n } and E(P n ) = {v 1 v 2 , v 2 v 3 , ..., v n−1 v n }. The cycle is the graph C n with V (C n ) = {v 1 , v 2 , ..., v n } and E(C n ) = {v 1 v 2 , v 2 v 3 , ..., v n−1 v n , v n v 1 }. The following graph operations are used to construct families of graphs:
• The Cartesian product of two graphs G and H, is denoted by G H, is the graph with vertex set V (G) × V (H) such that (u, v) is adjacent to (u ′ , v ′ ) if and only if (1)u = u ′ and vv ′ ∈ E(H), or (2)v = v ′ and uu ′ ∈ E(G).
• The strong product of two graphs G and H, is denoted by G ⊠ H, is the graph with vertex set V (G)×V (H) such that (u, v) is adjacent to (u ′ , v ′ ) if and only if (1)u = u ′ and vv ′ ∈ E(H), or (2)v = v ′ and uu ′ ∈ E(G), or (3)uu ′ ∈ E(G) and vv ′ ∈ E(H).
• The corona product of two graphs G and H, denoted G•H, is the graph of order |G||H|+|G| obtained by taking one copy of G and |G| copies of H, and jointing all the vertices in the ith copy of H to the ith vertex of G.
• The generalized corona of G with H 1 , H 2 , . . . , H n , is defined as the graph obtained by joining all vertices of H i to the i−th vertex of G. We denote this graph by G H 1 , H 2 , . . . , H n .
• The nth supertraingle is denoted by T n is an equilateral triangular grid such that each side of it contains n vertices (see Figure 1. 3).
• The wheel graph W n of order n (n-wheel) is a graph that contains a cycle of order n − 1, and for which every graph vertex in the cycle is connected to one other graph vertex.
• The star graph S n of order n (n-star) complete bipartite graph K 1,n−1 . Zero forcing sets and the zero forcing number were introduced in [1] . The zero forcing number is a useful tool for determining the minimum rank of structured families of graphs and small graphs, and is motivated by simple observations about null vectors of matrices. For a coloring of G, the derived coloring is the result of applying the color-change rule until no more changes are possible. For the black set of vertices B, the derived coloring is denoted by der(B) and it is unique [1] . 
In the other word, the propagation time is the number of steps it take for an initial zero forcing set to force all vertices of a graph to black. It is possible that two minimum zero forcing set of one graph have the different propagation time (see Example 1.2 of [11] ). Zero forcing parameters were studied and applied to the minimum rank problem and quantum systems [6, 7, 11] . Also, this concept was named as graph infection or graph propagation [1] . For more information about the propagation time, see [2, 3, 4, 6, 7, 9, 10, 12, 14] . This parameter is investigated for graphs with extra condition or some type of the zero forcing set [8, 15] .
The minimum propagation time of G is pt(G) = min{pt(G, B)|B is a minimum zero forcing set of G}.
The maximum propagation time of G is defined as P T (G) = max{pt(G, B)|B is a minimum zero forcing set of G}.
Note that Z(G) and pt(G) are not subgraph monotone. That is, a graph may have a subgraph with greater zero forcing number or minimum propagation time, as we see in the following example. Also, see the Example 1.5 of [11] .
Then we have:
It is easy to see that The minimum propagation time of T 4 is 4, the minimum propagation time of its subgraph C 8 is 3 and the minimum propagation time of its subgraph P 6 is 5. So, this concept is not subgraph monotone (The cycle C 8 and the path P 6 are subgraphs of the graph T 4 .).
Connected zero forcing set
In this section, we investigate the concept of connected zero forcing. We do a comparison between the zero forcing set and connected zero forcing set for special graphs. In [5] , it is mentioned that R ⊆ V (G) is a connected forcing set of G, If the subset R is forcing set and it induces a connected subgraph. Now we have the following definition. Applying Definition , we obtain the following proposition.
Proposition 2.2 Every CZFS is a ZFS and if a ZFS is connected in components, then it is a CZFS. Corollary 2.3 For any graph G, Z(G) ≤ Z c (G).
It may be interesting to compare the zero forcing number and connected zero forcing number of some well known graphs: Example 2.4 In Figure 2 , we see the ZFS and CZFS for the star graph S 6 .
ZFS CZFS Figure 1: ZFS and CZFS of star graph S 6
From definition, we can easily observe that these zero forcing sets and connected zero forcing sets are minimum. Thus, we have the following proposition for the star graphs and other well known graphs.
proof. Denote the parts of graph by U 1 , U 2 . . . , U t . Let v 1 ∈ U 1 . If this vertex is black and has n 2 + n 3 + · · · + n t − 1 black neighbors, then it can change the color of another vertex. But the color of vertices U 1 − {v 1 } can be changed by a vertex of another part for example v 2 ∈ U 2 . For this aim, all neighbors of v 2 must be black, except one of them. Therefore U 1 − {v 1 } at most has one white vertex that is,
Now, we find a bound for connected zero forcing number of different product of two graphs. First the strong product of a cycle and a path, we give a simple example. The general case can be found by a similar way.
Example 2.7
In the following figure, we see a CZFS of size n + 2m − 2 = 5 + 6 − 2 = 9, for C n ⊠ P m , n = 5 and m = 3. Theorem 2.8 Z(C n ⊠ P m ) and Z c (C n ⊠ P m ) ≤ n + 2m − 2.
Theorem 2.9
• Z c (G P t ) = Z(G P t ) = |G|.
proof. The proof is resulted from definitions.
proof. The graph P n ⊠ P m is a n × m grid. We know that n + m − 1 ≥ Z(P n ⊠ P m ) [1] . Now consider the CZFS contains all vertices of the first column and the first row of this grid. This set is connected and ZFS. The size of this set is n + m − 1.
Theorem 2.11 Let G be a connected graph with |G| = n. Then
Z(H i ).
In particular, if H i 's are connected and
proof. Let Z i be a minimum zero forcing set of H i for all 1 ≤ i ≤ n. It is easy, to see that
. . , H n . Also this set is connected, because the graph G is connected. Thus
Now, we claim that if |H i | > 1 for all i, then this set is minimum. First notice that every CZFS contains all vertices of G. Because if a vertex of G such as v i is initially white, then by connectedness of zero forcing set, all of the vertices of H i must be white or the CZFS is a subset of V (G). In the first case, forcing of vertices of H i should be begin with a force by v i , which is not possible where |H i | > 1. In the second case, there exists an vertex v i such that it is the white neighbor of each vertex in H i . All vertices in H i should be black and the rest of graph is a path. Thus, it easily follows that |G| = 1 and H i is complete graph. So the result follows. Now, if v i → u is a force on this graph, it means that u is the only white vertex in H i .
The graph H i is connected, so there exists another vertex u 0 ∈ H i which is a neighbor of u. Thus we can replace v i → u by u 0 → u. Therefore, all the forces are in H i . So, for every minimum CZFS A of G H 1 , H 2 , . . . , H n , A ∩ V (H i ) is a ZFS for H i . Now, it follows that
Corollary 2.12 For any graph G and H, we have
•
Remark 2. 
Connected propagation time
In this section, we introduce the concept of connected propagation time for graph G. We characterize graphs G having extreme minimum and maximum connected propagation time |G| − 1, |G| − 2 and 0.
Definition 3.1 Let B be a connected zero forcing set of G and B 0 = B. for t ≥ 0, B (t+1) is the set of vertices w for which there exists a vertex b ∈ ∪ t s=0 B (s) such that w is the only neighbor of b not in ∪ t s=0 B (s) . The connected propagation time of B in G, denoted by pt c (G, B), is the smallest integer
t ′ such that V = ∪ t ′ s=0 B (s) .
Definition 3.2 The minimum connected propagation time of G is pt c (G) = min{pt c (G, B)|B
is a minimum connected zero forcing set of G}.
Definition 3.3 The maximum connected propagation time of G is defined as P T c (G) = max{pt c (G, B)|B is a minimum connected zero forcing set of G}.
Here, the case of connected propagation time |G| − 1 and |G| − 2 are investigated.
Theorem 3.4 Let G be a connected graph. Then the following conditions are equivalent:
• Z c (G) = 1;
• pt c (G) = |G| − 1;
• G is a path.
proof. We prove the sequence (ii)
First, note that for each graph G, we have pt c (G) ≤ P t c (G) ≤ |G| − Z c (G) ≤ |G| − 1. Thus, from (ii), we can deduce (iii), and if (iii) holds, then Z c (G) = 1. In addition, if Z c (G) = 1, then Z(G) = 1 and therefore G is a path. The last part is trivial.
Definition 3.5 For k ≥ 1 and nonnegative integer numbers n 1 , · · · , n k (n i s can be zero), by P C(n 1 , n 2 , · · · , n k ) we mean a collection of graphs which contains a path P k+2 = (v 1 , · · · , v k+2 ) and k cycles, with the following conditions:
. . , u i n i ) with n i new vertices, which are probably neighbors of v i+1 .
• For each i, j, s, t we have u i j = u t s and u i j = v t .
For instance, the following figures are PC (3) and PC (4, 3, 5, 0, 2) .
Definition 3.6 Let G and H be disjoint graphs, each with a vertex labeled v. Then G ⊕ v H is the graph obtained by identifying the vertex v in G with the vertex v in H.
Theorem 3.7 Let G be a graph with P t c (G) = |G| − 2. Then
If G is connected, then G is of the form
) is the path of PC and P m is a path with m ≥ 2 and pendent vertex v k+1 .
proof. From P t c (G) ≤ |G| − Z c (G), it follows that Z c (G) ≤ 2. If Z c (G) = 1 then by previous theorem P t c (G) = |G| − 1, which is a contradiction. So, Z c (G) = 2. If G is not connected then it contain two component, each of them has the CZFS of size one thus each component is one path and in every stage, only the color of one vertex will be changed. So, one path is P 1 = K 1 and the graph G is G = K 1∪ P |G|−1 . If G is connected, then the connected zero forcing set is consist of two vertices v 1 and v 2 which are adjacent by an edge e. Observe that in each stage, only the color of one vertex will be changed. The edge e is not a cutting-edge, otherwise G \ {e} has two components G 1 and G 2 with v 1 ∈ V (G 1 ) and v 2 ∈ V (G 2 ), thus {v 1 } is a zero forcing set for G 1 and {v 2 } is a zero forcing set for G 2 . Therefore, G 1 and G 2 are path and so G is a path and {v 1 , v 2 } is not an minimum connected zero forcing set. Thus, there is another path between v 1 and v 2 . Consider a path between v 1 and v 2 with largest possible length, namely, P :
Just one vertex of v 1 or v 2 can have neighborers in V (G) − V (P ). Otherwise v 1 and v 2 can not change the color of vertices V (G) − {v 1 , v 2 }. Because both of them have at least two white neighbors. Without loss of generality, let v 1 has no neighbors except u 1 and v 2 . There exist two cases for v 2 .
Case 1. If v 2 has another neighbors which does not belong to this path, then in the first step v 1 forces u 1 . Again, u 1 can not have more than one white neighbor, which is u 2 . So, the only neighbors of u 1 are v 1 , u 2 and probably v 2 . Continuing this way, in the ith step, u i−1 forces u i and all of the u i s with i < n are adjacent to u i−1 , u i+1 and probably v 2 . After n steps, the set {u n , v 2 } is a zero forcing set for G \ {v 1 , u 1 , · · · , u n−1 } and since the path P has maximum length, it follows that there is no other path except the edge {u n , v 2 } between these two vertices G \ {v 1 , u 1 , · · · , u n−1 }. This means that this edge, is a cutting edge. Since in each step only one vertices can be forced by black vertices, it can be deduced that u n has no other neighbors and a path can be jointed to v 2 . Putting v 3 = u n , G is of the form P C(n − 1) ⊕ v 2 P m with m ≥ 2 (see following figure) .
Case 2. All of the neighbors of v 2 belongs to the path. If n = 1, put v 3 = u 1 and G = P C(0) = K 3 , else let 1 ≤ n 1 < n, be the largest number for which u n 1 is adjacent to v 2 . Put v 3 = u n 1 . As previous part, it can be seen that each u i (1 ≤ i ≤ i 2 ) are at most of degree 3 with two neighbors of the path and probably v 2 and in the ith step, u i−1 forces u i . Now {v 2 , v 3 } is a CZFS for G \ {v 1 , u 1 , · · · , u n 1 −1 } such that in each step only one vertex becomes black. So by repeating the proof, there exist two cases, either G is of the form P C(n 1 − 1, n − n 1 ) ⊕ v 3 P m with v 4 = u n 1 +1 or all neighbors of v 3 belongs to the path. In the first case the graph has form A (see following figure) .
When all neighbors of v 3 belong to the path, if n − n 1 = 1, then put v 4 = u n 1 +1 and G = P C(n 1 − 1, 0) and graph is of the form B (see following figure) . Else we can choose v 4 = u n 2 , such that n 1 + 1 < n 2 ≤ n and n 2 is the smallest number for which u n 2 is ad-
Going on, we obtain a path v 1 , v 2 , · · · , v k+2 with v i = u n i−2 and 1 ≤ n 1 < n 3 < · · · < n 4 < n 2 < n and G is of the form P C(
Notice that n 1 − 1 is the number of vertices between v 1 and v 3 . n − n 2 = n − (n 1 + 1) is the number of vertices between v 2 and v 4 , in the fact ith integer is the number between v i and v i+2 . So, G is of the form P C( 
proof. If pt c (G) = |G| − 2, then P t c (G) ≥ |G| − 2. From Theorem 3.4, it follows that P t c (G) = |G| − 2. Thus, G needs to be of one of the forms described in Theorem 3.7.
One should note that if u 1 in cycle v 1 , u 1 , · · · , u n 1 , v 3 , v 2 , (first cycle) not to be a neighbor of v 2 then the set {v 1 , u 1 } is a CZFS of G and in the first step two vertices u 2 and v 2 become black. So, pt c (G) < |G| − 2. Similarly, if k = 1, the set {v 3 , u n } is another CZFS of G. So, the vertex u n must be adjacent to v 2 .
Conversely, if G has the above conditions and k > 1, we can easily seen that even all the vertices of ith cycle with 1 < i can not be a ZFS. Except in the case that m = 1, in the kth cycle each of the {v k+1 , v k+2 } or {v k , v k+2 } is a CZFS with propagation time |G| − 2. In the case that k = 1, if m = 1, then G = K 3 . Let m > 1 and u 1 and u n are adjacent to v 2 . Then for each 1 ≤ i ≤ n − 1, the set {u i , u i+1 } can not be a ZFS. To see this, let 1 ≤ j 1 ≤ i < i + 1 ≤ j 2 ≤ n such that j 1 is the largest number not greater than i such that u j 1 is adjacent to v 2 and j 2 is the smallest number greater than i for which u j 2 is adjacent to v 2 . Then it is easily seen that {u j 1 , u j 1 +1 , · · · , u j 2 } can not be a ZFS (see following figure, case A). In addition, for each i, if u i is a neighbor of v 2 , then the set {u i , v 2 } is not a ZFS (see following figure, case B). Because both of them have degree greater than two. Therefore, the only minimum CZFS's are {v 1 , v 2 }, {u 1 , v 1 }, {v 3 , v 2 }, and {u n , v 3 } with propagation times |G| − 2.
A B 
