Test case generation can be represented as a model checking problem, such that model checking tools automatically generate test cases. This has previously been applied to testing techniques such as coverage criteria, combinatorial testing, mutation testing, or requirements testing, and further criteria can be used similarly. However, little comparison between the existing techniques has been done to date, making it difficult to choose a technique. In this paper we define existing and new criteria in a common framework, and evaluate and compare them on a set of realistic specifications. Part of our findings is that because testing with model checkers represents the test case generation problem in a very flexible way best results can be achieved by combining several techniques from different categories. A best effort approach where test cases are only created for uncovered test requirements can create relatively small test suites that cover many or all different test techniques.
Introduction
Software testing is an important but difficult task. Because of its complexity, automation is desirable to reduce the effort and increase software quality. Among the many techniques that have been proposed for test case generation, the use of model checkers is a promising approach which can fully automatically derive test cases from a model under certain restrictions using a variety of different criteria.
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† Supported by the PRIN Italian MIUR project D-ASAP: Architetture Software Adattabili e Affidabili per Sistemi Pervasivi able to provide counterexample sequences to properties violated by a model. The idea of testing with model checkers is to represent the test case generation problem as a model checking problem such that the counterexamples provided by a model checker can be used as test cases.
For many testing techniques the representation as a model checking problem is straightforward. Therefore, several techniques have been proposed in the past, e.g., coverage criteria, mutation testing, combinatorial testing, or requirements based testing. This leaves a test engineer with the problem of which of all these techniques to choose.
In this paper we show for 17 different test criteria how to define them as a model checking problem. The majority of criteria is based on the hierarchy of criteria given in [2] for logical predicates. Some of these criteria have been used previously in different frameworks, while for others the mapping to a model checking problem is new. The criteria are then evaluated and compared on a set of example specifications. Interestingly, even very simple techniques can achieve high coverage of more complex techniques. Furthermore, there is no clear winner in terms of a single best technique, but instead of focusing on a single technique the flexibility of the model checking approach allows one to combine several different techniques. This makes it possible to apply a best effort strategy, where infeasible test requirements of a strict criterion are automatically replaced by weaker ones. By creating test cases only for uncovered test requirements the number of test cases stays reasonably small even when combining many techniques.
Test Case Generation with Model Checkers
This section summarizes how test cases can be generated systematically with a model checker, and defines a range of testing techniques together with their description as a model checking problem.
A model checker is an automatic verification tool that takes as input an automaton based model and a temporal logic property. The state space of the automaton is explored in order to determine whether the property holds. If a property violation is found, then a counterexample is generated, which is an execution sequence that leads to the property violation. Some model checkers also support witness generation to show how a property holds. Under certain constraints (e.g., determinism and observability) counterexamples and witnesses can be interpreted as test cases which provide test data as well as the expected result (test oracle).
Transition system specifications
We assume that the model from which the test cases shall be derived is given as a formal specification suitable for the transition system framework introduced by Heimdahl et al. [15] . Examples of such specification languages used previously for test case generation with model checkers are SCR [12] , RSML −e [15] , or ASM [13] , and most state based specifications can be mapped to this framework.
The system state is uniquely determined by the values of n variables {x 1 , x 2 , . . . , x n }. Each variable x i has a domain D i , and consequently the reachable state space of a system is a subset of
The set of initial values for the variables is defined by a logical expression ρ. The valid transitions between states are described by the transition relation, which is a subset of D ×D. The transition relation is defined separately for each variable using logical conditions. For variable x i , the condition α i,j defines the possible pre-states of the j-th transition, and the condition β i,j represents the j-th post-states. The j-th simple transition δ i,j for a variable x i is a conjunction of α i,j , β i,j and the guard condition γ i,j :
The disjunction of all simple transitions for a variable x i is a complete transition δ i . The transition relation ∆ is the conjunction of the complete transitions of all the variables {x 1 , . . . , x n }, resulting in a basic transition system:
and the initial state expression ρ. For each variable x i there is a transition relation δ i , which is given by the disjunction of all the simple transition conditions δ i,j defined for x i , where δ i,j = α i,j ∧ β i,j ∧ γ i,j . The conditions α i,j , β i,j , and γ i,j are pre-state, post-state, and guard of the j-th simple transition of variable x i , respectively. Definition 2 (Test Case) A test case t := s 0 , . . . s l for transition system M = (D, ∆, ρ) is a finite sequence such that ∀ 0 ≤ i < l : ∆ |= (s i , s i+1 ) and s 0 ∈ D.
Test case generation as a model checking problem
Automated test case generation requires formalization of the test objective (e.g., satisfaction of a coverage criterion), which can be seen as a set of test requirements (e.g., one test requirement for each coverable item). Each test requirement can be formalized as a temporal logical test predicate.
In this paper we use the temporal logic CTL [9] (Computation Tree Logic). CTL formulas consist of atomic propositions, logical operators, and temporal operators preceded by path quantifiers (A, E). 'X' (next) expresses that a condition has to be true in the next state. 'G' (always) requires that a condition holds at all states of a path, and 'F' (eventually) requires a condition to eventually hold at some time in the future. 'U' is the until operator, where 'a U b' means that a has to hold from the current state up to a state where b is true. The path quantifiers 'A' ("all") and 'E' ("some") require formulas to hold on all or some paths, respectively.
Definition 3 (Test predicate)
A test predicate φ is a temporal logical predicate that is satisfied by a test case t = s 0 , . . . s l if there is 0 ≤ i < l such that t i |= φ.
Here, t i denotes the subpath of t starting at state s i , and t |= φ denotes satisfaction of test predicate φ by test case t. A test predicate is infeasible if it cannot be satisfied by any possible test case.
Definition 4 (Coverage Criterion)
A coverage criterion C is a rule for generating test predicates on a transition system M . C(M ) denotes the set of test predicates obtained by applying C to M .
Definition 5 (Coverage Satisfaction)
A test suite T satisfies a coverage criterion C on transition system M if and only if for each feasible test predicate φ ∈ C(M ), there exists a test t ∈ T such that t |= φ.
Definitions 4 and 5 satisfy the basic testing adequacy criteria axioms presented in [23] . In addition to coverage satisfaction we use the percentage of satisfied feasible test predicates as coverage value to quantify the degree of coverage.
Model checking allows generation of finite paths for logical predicates, either showing satisfaction (witness) or violation (counterexample). To do so, the test predicates have to be formalized as temporal logic formulas. In most cases counterexample generation is exploited because it is supported by all model checking techniques. In order to force the model checker to generate a counterexample the test predicates are formalized in a negated fashion, such that the counterexample satisfies the original test predicate. Such properties are known as trap properties:
Definition 6 (Trap property) A trap property τ for test predicate φ is a temporal logic property, such that any counterexample t to τ , i.e., t |= τ is a test case that satisfies φ.
In the simplest case, a trap property for test predicate φ can be derived by stating that φ is never satisfied:
A counter example of (1) contains a state in which φ is satisfied. However, if the test predicate φ refers only to a transition guard, then the test obtained from the counter example does not execute the transition in the case the transition guard is true just in the last state of the counter example. Execution of the transition might be necessary in order to allow observation of whether the transition guard evaluated to the correct value and it brought the system to the right next state. For this reason, we propose to use as trap property the following formula, which leads to an additional transition at the end of the counterexample:
The implication on False in the next state serves as a trick to force the counterexample generation: A counter example of (2) contains a state in which the left side of the implication φ is true, and the transition is executed, i.e. (2) 
Logic expression coverage criteria
In this section we describe coverage criteria for logical expressions, using the nomenclature for logical expressions (i.e., a logical predicate consists of atomic clauses connected by logical operators) and coverage criteria given in [2] . The logical coverage criteria are applied to the guard conditions of simple transitions.
Predicate Coverage (PC) Predicate coverage for a simple transition α, β, γ requires γ to evaluate to true and false, and is described by the following two test predicates:
Clause Coverage (CC) Clause coverage for a simple transition α, β, γ requires two test predicates for each clause C in the guard γ, such that C evaluates to both true and false:
Complete Clause Coverage (CoC) Complete clause coverage requires that all possible valuations for the clauses of a logical predicate are covered. For a simple transition α, β, γ complete clause coverage requires a test predicate for every possible combination of truth values for the clauses C i in the guard γ, where v i can be either True or False:
General Active Clause Coverage (GACC) General active clause coverage requires that for each clause in a logical predicate there exists a state such that the clause determines the value of the predicate, and the clause has to evaluate to true and false. As shown in [2] , a clause C determines a predicate P if the following xor-expression is true, where P C,x denotes P with C replaced with x:
Consequently, GACC for a simple transition α, β, γ is achieved by two test predicates for each clause in γ:
Correlated Active Clause Coverage (CACC) As a stricter variant of GACC, CACC adds the requirement that not only the clause but also the predicate itself has to evaluate to true and false. Here we hit a small problem of the temporal logic encoding: We do not know whether C will cause the predicate to evaluate to true or to false, consequently we need test predicates that refer to the values in the corresponding other test predicate; this is not directly possible with CTL.
A solution is to add a Boolean helper variable ψ to the specification (alternatively we could use four instead of two test predicates, one for each combination of truth values for C and the guard). The initial value of ψ is nondeterministically chosen (e.g., by the model checker), but cannot change during the execution.
As φ 1 and φ 2 are correlated, both test predicates need to be contained in a single trap property. In the simplest case this is achieved by a disjunction of the two corresponding trap properties, but in practice an implication is usually preferable because of specifics of some counterexample generation algorithms (e.g., AG (φ 1 → AX AG ¬φ 2 )).
A drawback of this solution is that a test case for a given clause is only generated if both φ 1 and φ 2 are feasible. However, this drawback can be compensated by combining test predicates for several criteria in a best effort approach, as described below. Restricted Active Clause Coverage (RACC) As a further requirement to CACC, RACC requires that for every considered clause (major clause) the remaining clauses (minor clauses) have to have the identical truth values in both cases. As shown in [19] , we need additional helper variables ψ i to express the corresponding test predicates:
As for CACC these two test predicates are not independent, and therefore result in a single trap property. The number of necessary helper variables equals the maximum number of clauses in the transition guards of the specification. As these are Boolean variables and the number of clauses in a predicate is usually not very big, this does not affect scalability in general. GACC, CACC, and RACC are three different flavors of the important MCDC [7] criterion.
General Inactive Clause Coverage (GICC) In contrast to GACC, GICC requires a clause to not determine the outcome of the predicate. This simply means that we have to consider the negation of the expression that describes determination. In addition, we can now distinguish between four different cases: The clause can evaluate to true and false, and in both cases the predicate can evaluate to true and false. Consequently, there are four test predicates for each clause C in the guard γ of a simple transition α, β, γ:
Restricted Inactive Clause Coverage (RICC) The restricted variant of GICC again adds the requirement that the values for the minor clauses have to be identical for the case where the predicate evaluates to true and for the case where the predicate evaluates to false:
Similar to RACC and CACC the pairs of test predicates are not independent, and therefore each pair (φ 1 , φ 2 ) and (φ 3 , φ 4 ) results in a single trap property. GICC and RICC are two flavors of the RCDC [21] extension to MCDC.
Mutation (M)
In general, mutation describes the systematic application of small changes to programs or specifications in order to evaluate test sets or generate test cases. Mutation can be used to derive test cases with model checkers (e.g., [3, 11] ). Let Mutants(P ) be the set of mutant expressions derived from expression P with a given set of mutation operators. As shown in [11] , a mutant M and the original expression P evaluate to different values if M ⊕ P . Consequently, for a simple transition (α, β, γ) we get one test predicate for each mutant M in Mutants(γ):
Transition system coverage
The criteria described so far applied logical coverage criteria to the guard conditions of simple transitions. Now we turn to criteria that view pairs of transitions. Transition Pair Coverage (TP) Transition pair coverage requires that all sub-paths of length 2 are covered. To express this as test predicates we need to use temporal operators. For each pair of simple transitions (α 1 , β 1 , γ 1 ) and (α 2 , β 2 , γ 2 ) there is a test predicate:
All Definitions (AllDef) Data-flow testing with model checkers has been introduced by Hong et al. [16] in the context of control flow graphs. Recently this has been transferred to abstract state machines by Cavarra [6] , and can therefore be used for any specification that fits the transition system definition given earlier: A variable is defined in a simple transition (α, β, γ) if it occurs in the next state expression β, and it is used if it occurs in the guard condition γ. A definition clear path from a variable definition to a variable use is a path where no guard for a simple expression of the variable evaluates to true. AllDef requires for each variable definition that a definition-clear path to any use is covered. Let
definitions of x, and uses(x) = i (α i ∧ γ i ) the disjunction of all uses of x. AllDef coverage for variable x and definition def (x) is covered by the following test predicate:
All Definition-Use Pairs (AllDU) The All-Definitions coverage criterion requires for each variable x and for each definition def (x) that a definition-clear path to every use use(x) is covered:
Combinatorial coverage
As the number of possible combinations for input variables is usually very large, combinatorial testing aims to provide high coverage with few test cases by requiring only all pairs or n-tuples of input values to be covered. In the case of transition system specifications, we can extend this type of coverage to all system variables. Combinatorial testing with model checkers has been considered in [5, 18] . State Coverage (SC) For each variable V and value v:
Pairwise Coverage (PWC) For each variable V 1 and value v 1 and V 2 with value v 2 : 
We have presented the basic case here, which can result in a large number of test predicates. The number of test predicates can be reduced; for more details we refer to [5] .
Requirements coverage
The traditional use of model checkers is to verify properties on specifications. In many cases such properties also exist for the specifications that are used to generate test cases. As these properties often represent user requirements it makes sense to use them for test case generation. Property Coverage (VC) 1 Tan et al. [20] derived a property coverage criterion based on vacuity. A property is vacuously satisfied, if the model checker reports that the property is satisfied regardless of whether the model really fulfills what the specifier originally had in mind or not. For example, the property AG (x → AX y) is vacuously satisfied by any model where x is never true. A non-vacuous pass is a useful test case as it illustrates property satisfaction in an 'interesting' way.
A clause C of a property θ is vacuously satisfied if it can be replaced by any other sub-formula without changing the truth value of the formula on any model. Tan et al. [20] make use of the fact that to show vacuity it is sufficient to replace a sub-formula with True or False, depending on its polarity. The polarity of a C is positive, if it is nested in an even number of negations in θ, otherwise it is negative. Let pol(C) be a function such that pol (C) = False if C has positive polarity in θ and pol (C) = True otherwise.
Property coverage requires for every clause C of a property θ that there is a test case that non-vacuously satisfies C, i.e., there has to be a state where θ C, pol (C) evaluates to false. This results in the following test predicate:
Unique First Cause Coverage (UFC) Whalen et al. [22] extend the idea of GACC to temporal logic properties. A clause c is the unique first cause of a formula A, if in the first state along a path where A is satisfied, it is satisfied because of c. For example, in a sequence (¬a, ¬b), (a, ¬b), (¬a, b) , the property AF (a ∨ b) is true because a is true in the second state and b is true in the third state, but a is its unique first cause. Test predicates can be derived by applying a set of rules [22] which we cannot reproduce here because of space limitations. 1 Denoted as vacuity coverage (VC) to distinguish it from predicate coverage (PC).
Experimental Evaluation
Given the choice of criteria presented in the previous section it is not an easy task to choose a suitable criterion for a given task. This choice will be influenced by several factors: How many test cases does it take to satisfy the criterion? How many test predicates are infeasible, thus consuming time during test case generation without actually contributing to a test suite? How good are the test cases generated for a given criterion expected to be at detecting faults, based on coverage and mutation score measurement? In order to offer some guidance for the choice we have performed a set of experiments on four different example specifications.
Specifications: The Safety Injection System [4] (SIS) specification models the control of coolant injection in a nuclear power plant. SIS is an example of a classical reactive systems which monitors some integer inputs and controls few critical outputs: in order to adequately test them, one should choose the right values of the inputs in possible big intervals. The Cruise Control (CCS) specification models a simple automotive cruise control based on [17] . LC is a logic controller specification [14] . CCS and LC do not have integer inputs and the internal logic of the controller is the most critical part to be tested. Finally, Windscreen Wiper (WIPER) is a windscreen wiper controller model provided by Magna Steyr, which has four Boolean and one 16 bit integer input variables, three Boolean and one 8 bit integer output variables, and one Boolean, two enumerated and one 8 bit integer internal variables. The system controls the windscreen heating, speed of the windscreen wiper and provides water for cleaning upon user request. 23 informal requirements have been formalized in temporal logics; as these are the only realistic requirement properties available to us the criteria VC and UFC are only evaluated here.
Tools: For each of the four specifications we generated test suites for all of the criteria described in the previous section using the symbolic model checker NuSMV [8] . The specifications are given in NuSMV syntax, and trap properties were automatically derived from NuSMV specifications using a set of Python scripts. Test suites were generated calling NuSMV on each trap property using NuSMV's command line interface.
Experiments: The first step of our experiments consisted of generating a test suite for each test criterion for each specification, which also reveals infeasible test predicates. Then the resulting test suites were minimized using a simple heuristic, and for all test suites we then calculated the coverage with regard to all other criteria.
A test suite is minimal with regard to an objective if removing any test case from the test suite will lead to the objective no longer being satisfied. The motivation for using minimized test suites for analysis is to reduce the bias caused by the underlying test case generation technique; e.g., generating one test case for each test predicate using depth-first search is likely to result in a test suite consisting of long test cases, which will intuitively achieve higher cross coverage than a test suite generated with breadth first search. The symbolic model checker NuSMV generates short, but not necessarily the shortest possible test cases. The problem of finding the optimal (minimal) subset is NP-hard, which can be shown by a reduction to the minimum set covering problem. In this experiment, we used a simple greedy heuristic to the minimum set covering problem for test suite minimization: The heuristic selects the test case that satisfies the most test predicates and remove all test predicates satisfied by that test case. This is repeated until all test predicates are satisfied.
A single test case will usually cover more than one test requirement, and so it is not strictly necessary to generate test cases for all test predicates. By monitoring the test predicates during test case generation it is possible to generate test cases only for those test predicates that are not already covered; this can greatly reduce the test suite size. Minimization requires existing, full test suites while monitoring checks test predicates on the fly during test case generation. On the other hand, monitoring does not guarantee minimal test suites. While the monitored test suites do not add much to a discussion using full and minimized test suites as they simply lie somewhere in between, we are interested in this approach when combining several techniques or using a best effort approach. To get an intuition of how many calls to a model checker are necessary to satisfy the different techniques we also created test suites using monitoring and different combinations of test criteria. Table 1 lists statistics about the specifications and criteria used in the evaluation. For each specification and criterion the table shows how many trap properties were generated in total (Σ), how many of them were infeasible (Inf.), and the minimal number of test cases out of those generated for a criterion necessary to satisfy the criterion. The total number of test cases generated for a criterion (i.e., without minimization) equals the total number of trap properties minus the number of infeasible trap properties, as each feasible trap property results in a test case. The number of trap properties for GACC is twice the number for CACC and RACC because for the latter criteria one trap property combines two test predicates. However, the number of infeasible trap properties is not twice as high because a trap property for CACC and RACC is already infeasible if one of the combined test predicates is infeasible (same for GICC/RICC). AllDU SC PWC 3WC VC UFC  PC  -98 71  88  80  80  89  93 90 41  86  48  98 85  66  17 14  CC  83 -69  68  52  51  97  83 67 21  62  29  99 78  58  17 13  CoC  100 100 -100  100  100  100 100 98 48  92  52  100 96  82  21 18  GACC 100 100 92  -100  100  100  98 98 42  92  50  100 92  77  20 17  CACC 100 100 89  98  -100  100  98 97 46  94  55  100 92  77  20 17  RACC 100 100 90  98  100  -100  98 97 48  94  56  100 92  79  20 17  GICC  85 100 72  72  59  58  -91 70 25  73  34  100 83  63  18 13  RICC  91 100 80  80  70  70  99  -80 35  77  41  100 90  73  17 14  M  100 100 91  98  100  100  99  100 -48  92  53  100 93  78  20 Figure 1 illustrates the test case length (minimum, 1st quartile, median, 3rd quartile, and maximum) for the Wiper example. Some outliers for maximum length are truncated to improve readability. The results for the other specifications are similar and omitted for space reasons.
Results

Table 2. Cross coverage for minimized test suites (in percent %). PC CC CoC GACC CACC RACC GICC RICC M TP AllDef
To save space we present the cross coverage only for the minimized test suites averaged for all four specifications in Table 2 . Each row represents the test suites created for the criterion specified in the first column, and the remaining columns list the average coverage values of these test suites for the other criteria. Besides offering a direct comparison of the criteria this table also illustrates subsumption relations between different criteria. A criterion x subsumes another criterion y, if any test suite that satisfies x also satisfies y. For example, PWC subsumes SC, and 3WC subsumes PWC and SC, or GACC subsumes PC and CC, and CoC subsumes PC, CC, and all ACC and ICC variants. Subsumption is sensitive to infeasible test predicates; e.g., CACC does not achieve 100% GACC in the table because there exist clauses that can be covered with GACC but not with CACC. Interestingly, GACC achieves 100% coverage for CACC and RACC in our experiments, which supports the view that GACC is the preferred ACC variant. For more details about the subsumption relations between the presented criteria we refer to [2, p.113] . Table 3 shows the numbers of test cases for several different combinations of criteria, and the overall coverage considering all criteria (except VC and UFC). The combinations shown in the table were chosen out of the large number of possible combinations because they represent typical or useful combinations. Monitoring was applied during test case generation, and therefore the experiment was repeated 10 times with different random orderings of the test predicates within a criterion, and the results are averaged. ACC denotes the combination of RACC, CACC, GACC, CC, and PC, and ICC combines the ICC variants.
Discussion
Based on the data collected in our experiments this section contains general conclusions. In particular, we try to highlight advantages and disadvantages of the various criteria, and discuss how the criteria can be used in conjunction.
Which criterion is preferable?
There is no definite answer to the question which criterion is preferable, as this question is influenced by many different factors: For example, the testing process might be regulated by a standard posing requirements on the test criteria, and the resources available for test case generation or execution might be limited. Consequently, we analyze the different criteria in terms of how complex they are and how well they fare in satisfying other criteria.
First of all, the number of test predicates a criterion represents gives an indication of how difficult it is to satisfy the criterion, and how many test cases result from the criterion. Table 1 shows that criteria that are intuitively simpler to satisfy result in fewer test cases and also in fewer infeasible test predicates. PC, SC, and AllDef result in the least number of test predicates, and many of the other criteria result in significantly more test predicates. For combinatorial coverage the number of test predicates quickly increases with the size of combinations considered, therefore it does not come as a surprise that 3WC results in the largest number of test predicates, only sometimes topped by M. This is also because we applied combinatorial testing to all system variables, not only input variables as is often done. CC and the various ACC and ICC flavors are all in a similar range, GICC being an exception because there are four test predicates for every condition. CoC, TP, M, and AllDU coverage usually result in the largest number of test predicates, together with t-way coverage.
The number of infeasible test predicates is important for several reasons: Even when using monitoring or just extending existing test suites, for each infeasible test predicate it has to be attempted to generate a test case in order to detect whether it is infeasible. In addition, only exhaustive verification can determine infeasibility. A test criterion producing a large number of infeasible test predicates could therefore become inapplicable to large specifications if the number of inconclusive model checker runs is too high. In contrast, if non-exhaustive techniques are used (e.g., bounded model checking or explicit state model checking with limited memory) infeasibility cannot always be proven. TP and AllDU result in the largest number and percentage of infeasible test predicates (61,4% and 71,8% on average, respectively), while the simplest criteria (PC, CC, AllDef, SC) result in few infeasible test predicates (1,6%, 0,9%, 23,7%, 10,5% on average). The ICC criteria result in more infeasible test predicates than the corresponding ACC criteria. For 3WC the large number of infeasible test predicates is in large part because we considered all system variables, while traditionally combinatorial testing only considers input variables and results in only few infeasible test predicates. While it is commonly agreed that CoC results in too many test cases to be useful this is not the case in our experiments; however, the number of infeasible test predicates is rather high (34.7% on average).
Considering the length of the test cases, Figure 1 shows that CACC, RACC, and RICC have significantly longer test cases; this is because of the combined test predicates. The very long test cases of VC and UFC are influenced by the underlying requirement properties. The shortest test cases result for AllDef, SC, and CC. In general, the length of test cases for combinatorial coverage is lowest, and the logical criteria PC, CC, CoC, GACC, and GICC all have comparable length. The time to generate a test case (not shown here) mostly reflects the length; interestingly it takes significantly longer to generate test cases for AllDef, AllDU, VC, and UFC than for all other criteria, which is due to the complexity of these test predicates.
Finally, considering the cross coverage Table 2 reveals that the simple criterion PC can achieve quite good coverage with regard to most other criteria, even though it results in very few test cases. This supports the view that typically coverage criteria consist of many 'easy' test requirements and only few 'difficult' ones. Other simple criteria (CC, SC) do not fare quite so well, and are also covered by most other criteria. VC and UFC are very difficult to cover for nonrequirements based criteria, while VC and UFC have quite good coverage of all other criteria, but this depends on the underlying properties. TP is also very difficult to cover by other criteria, while it achieves high coverage of all criteria except VC and UFC. Mutation achieves very high coverage on all criteria that consider single transition guards, but coverage of criteria considering several transitions or requirements is not so good. Some criteria show a higher coverage of RICC than GICC, this is because RICC has more infeasible test predicates. PWC and 3WC are also not very easy to cover, but their own coverage on other criteria is worse than that of most criteria based on transition guards. Finally, AllDef and AllDU are difficult to cover for transition guard based criteria, but their own coverage is often even worse than that of combinatorial criteria. Consequently, we recommend to use a mix of criteria from all groups.
Simply looking at the coverage values would result in a preference for criteria that simply result in larger test suites. In practice, resources for testing are usually limited, and so test cases should preferably maximize coverage while being as short as possible. To this extent we consider the ratio of the mutation score to the total test suite length (but only summarize the results here due to space restrictions). In most cases, AllDef has the highest ratio of mutants to total length. In addition, this criterion results in a reasonable number of test predicates out of which only few are infeasible. Therefore, this criterion is a very useful criterion and a good starting point; its only drawback is the com-plexity of the test predicates. PC, CC, and SC also have very high ratios of killed mutants to total length but have the advantage of much simpler test predicates. The ICC criteria have a higher ratio than the ACC criteria, with GACC and GICC being the best criteria out of these groups. M and GACC have similar ratios. In this comparison 3WC performs worst; considering the large number of feasible and infeasible test predicates this criterion seems only recommendable as an addition if there are sufficient resources. TP also has a low ratio because of the large number of test cases, but it seems that TP is a stricter criterion than mutation so in this case the comparison is probably not fair.
Combining techniques
One of the main advantages of using model checkers for test case generation is that it is very simple to combine different techniques -it is just a matter of deriving new test predicates, but the framework is identical for all criteria.
When combining different techniques it will often make sense to just add new test cases for uncovered test predicates. An example application would be a best effort approach as described in [2] : Many coverage criteria are related through subsumption relations. If a test predicate turns out to be infeasible, the best effort approach is to turn to the next weaker variant of test predicate. This can be applied with model checkers by starting with a complex criterion, and then moving on to the next weaker version, only generating test cases for uncovered test predicates. Table 3 shows several useful combinations of criteria. The number of test cases resulting from the combination is reasonable in all cases: In fact, generating test cases for all criteria results in test suites that are smaller than the full test suites created for most criteria (cf. Table 1 ). PC+CC is a combination often used in practice, and the coverage is clearly inferior to ACC or ICC criteria. Of all categories the combination of TP, AllDef, and AllDU achieves the highest coverage. Combinations from the different categories achieve the best results: M+AllDU+TP+PWC achieves 97.9% coverage, and adding the ACC criteria brings the coverage up to 99%.
An interesting observation when combining several criteria concerns the order in which test predicates are considered: The numbers in Table 3 are based on test case generation starting with the most complex criterion of a combination. When starting with the simplest criterion the number of unique test cases in the resulting test suite is slightly larger without a significant increase in coverage.
Threats to validity
Different model checking techniques can result in different counterexamples, which might also influence our findings. We only used the symbolic model checker NuSMV for our experiments. However, as NuSMV creates short test cases we expect the results for bounded model checking and explicit model checking with breadth first search to be similar. Depth first search results in very long test cases, which typically means that less test cases are necessary to satisfy all test predicates of a criterion. While changing some of the experimental results this should have no influence on our general conclusions. A further limitation of our experiments is that the specifications used are realistic but still on the small side; however, we expect that our results in terms of infeasible test predicates, cross coverage, etc. generalize also to larger specifications. Finally, our conclusions make the common assumption that high coverage on a specification is likely to increase fault detection ability, but we did not measure the effects on actual faults.
Related work
We considered state based specifications in this paper, but model checkers are also useful in other contexts. For example, Hong et al. [16] use model checkers to derive test cases for control flow graphs. Furthermore, we only considered techniques where the test objectives are represented as temporal logic properties but the specification is not altered. Some of the criteria in this paper have been used previously: Heimdahl et al. [15] proposed coverage criteria similar to PC, CoC, and RACC in their transition system framework, while for example the other ACC and ICC flavors are new. Mutation has been previously used (e.g., [3] ), and the test predicates we used in this paper are based on [11] . The criteria in this paper are all based on logical expressions in the transition system framework, but it is also possible to define further criteria on the specifics of the actual specification language (e.g., [12, 13] ). For a detailed overview of testing with model checkers we refer to [10] .
An evaluation of the specification coverage criteria TP, M, and Full Predicate coverage (similar to GACC) was performed by Abdurazik et al. [1] . Many of the weaker logical coverage criteria are subsumed by these three criteria, therefore a combination of these criteria is likely to result in thorough test suites. This result is in line with our findings.
Conclusions
In this paper we have represented 17 different testing techniques that can be represented in temporal logic in a common framework, allowing us to unite criteria presented in different frameworks and scenarios and some other criteria not previously used in conjunction with model checker based test case generation. The large number of techniques suitable for such an approach make it difficult to pick a suitable set for a concrete application, therefore we performed a set of experiments to compare the criteria.
The evaluation shows that there is no single superior criterion. We have categorized the criteria into different categories, and it is useful to combine criteria from all of these categories. Such a combination does not necessarily result in large test suites if only test cases for uncovered test pred-icates are added. In addition to combining techniques from different categories it is also useful to combine related techniques from the same category, as this allows a best effort approach to cope with infeasible test predicates.
As some criteria are complex and result in many feasible and infeasible test predicate, the choice of criteria will often be guided by the available resources. If resources are limited it is reasonable to start with simple criteria that have few test predicates (e.g., AllDef, PC, CC, SC), and usually only few of them are infeasible. This gives high coverage at small costs, and the remaining resources can be used to cover more difficult test objectives. For example, GACC and GICC result in reasonably small test suites, have only few infeasible test predicates, and are generally preferable to their stricter variants. The strictest criteria such as M, TP, AllDU, 3WC all result in many infeasible test predicates, but many of the feasible test predicates are difficult to cover by other criteria, therefore intuitively resulting in 'good' test cases. Even using all criteria in combination is feasible for test case generation, as monitoring can ensure that the test suite size stays reasonably small.
