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Abstract
In this paper, a simulation study was conducted to assess whether it is ideal to address the issue
of non-detects in data using a traditional substitution approach for non-detects, imputation, or a
non-imputation based approach. Simulated data used were simple nested designs motivated by a
real-life data in a study of bumble bee activity in a commercial cherry orchard by Kuivila et al.
(2021). The simulated data were generated at different thresholds or censoring levels and at different effect sizes. For each simulated data, seven popular existing techniques to handle non-detects
were applied: (i) Zero
√ substitution, (ii) Substitution with half Limit of Detection (LOD/2), (iii) Substitution with LOD/ 2, (iv) Multiple Imputation (MI), (v) Regression on Order Statistics (ROS)
(Imputation approach), and (vi) Maximum Likelihood Estimation (MLE) (likelihood estimation approach) and (vii) Kaplan-Meier (KM). Multiple Imputation (MI) was not applicable as the design
of the simulated data violated the assumption of having a multivariate distribution. By comparative
analysis of the simulated data, substituting with LOD/2 seemed appropriate
√ for the design simulated, as it outperformed the other techniques (i.e ROS, MLE, KM, LOD/ 2, and zero substitution)
by yielding a lower Type I error, lower bias, and a better power across increasing effect sizes.
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1. Introduction
Missing data due to non-detects is a common obstacle in epidemiological and biomedical
research (Harel et al., 2014). Other disciplines such as Ecology, Pharmacology, Environmental Science, and so on, are faced with the issue of non-detects too. A non-detect is an
analytical sample where the concentration is deemed to be lower than could be detected
using the method employed by a laboratory (Ctech.com, 1994 - 2022). More specifically,
non-detects are potential low-level concentrations of organic or inorganic chemicals known
only to be somewhere between zero and the laboratory’s detection or reporting limits. Nondetects are sometimes referred to as left-censored data or below detection limits. Having
a high level of non-detects in a dataset can be problematic as it can complicate the computations of descriptive statistics, differences among groups, correlation coefficients, and
regression equations (Helsel, 2006). This in effect can lead to bias and affect drawing
valid conclusions about the data. Non-detects are similar to dropouts in single-cell RNA
sequencing.
Mostly, observations that fall below the limit of detection are not reported and can create missingness in data, thus necessitating further data analysis. Unlike scRNA sequencing
which represents its missing information (dropouts) as zeros, non-detects which are a form
of missing data are mostly represented as “nd” in a dataset. Considering the adverse effects
non-detects can pose to statistical analysis, it is very crucial that researchers understand
how to properly handle non-detects and carefully select the right technique to avoid any
false interpretations.
There are a number of recommended techniques for managing non-detects in data. The
most commonly used method for non-detects is to substitute values for non-detects (i.e,
using a fraction of the detection limit, a value between zero and the detection limit value,
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or simply replacing non-detects with zeros). More complex methodology like Maximum
Likelihood (ML), Bayesian analysis, and Multiple Imputation have become more prominent in recent years to account for below the limit of detection cases (non-detects). A
variety of survival analysis methods have also been proposed to handle values below the
Limit of Detection (LOD) depending on the purpose of analysis. For instance, the nonparametric Kaplan-Meier method and robust Regression on Ordered Statistics (ROS) can
be used to estimate summary statistics for censored data.
Despite considerable research in recent years on handling non-detects, regulatory agencies have published no comprehensive guidance on the recommended approach to use in a
particular situation (ITRC, 2013). Some existing methods in handling non-detects or censored data include non-parametric tests (such as Kruskal-Wallis test and Wilcoxon ranksum), omission of non-detects, substitution (for instance, using LOD or Zero), Multiple
Imputation, survival analysis methods (such as Kaplan-Meier (KM) method, Maximum
Likelihood Estimation (MLE), and Regression on Order Statistics (ROS). The worst practice when dealing with non-detects is to omit or delete them (Helsel, 2006). This method
is not recommended because omitting non-detects from a statistical analysis can bias outcomes and prevent the statistical tests from detecting real differences (thus decreasing the
statistical power of the method) (ITRC, 2013).
In Farnham et al. (2002), the procedures for handling censored data depend on the technical application involved. The study went on to say that the best method to use generally
depends on the amount of data below the detection limit, the size of the dataset, and the
probability distribution of the measurements. When the number of “< LOD” observations
is small, replacing them with a constant (e.g., LOD/2, 0 etc.) is generally satisfactory. Distributional methods such as the marginal maximum likelihood estimation or more robust
techniques are often required when a large number of “< LOD” observations are present
(ITRC, 2013). The United States Environmental Protection Agency (EPA) Unified Guidance suggests that the substitution method can be acceptable when only a small portion of
the data set (10-15 percent) consists of below the limit of detection (ITRC, 2013).
According to Helsel (2006), substituting values for non-detects should be used rarely
and generally be considered unacceptable in scientific research. The justification the paper
made was that, two decades of research has shown that this fabrication of values produces
poor estimates of statistics, and commonly obscures patterns and trends in the data. Also,
papers using substitution may conclude that significant differences, correlations, and regression relationships do not exist, when in fact they do. Another paper by Shoari and Dubé
(2018) arguably states that, substituting non-detects with constants such as 0, LOD/2 etc.
can deliberately diminish data representativeness and statistical results may be incorrectly
interpreted because the uncertain measurements (i.e., non-detects) are treated as actually
observed values. Some studies also claim that the MLE method is considered the “gold
standard” method for dealing with non-detects, provided the data are well described by a
lognormal distribution (Ganser and Hewett, 2010). In light of all these assertions, this paper seeks to clearly illustrate whether or not it is ideal to use an imputation method rather
than simply substituting non-detects with constants during statistical analysis. In addition
to this comparative analysis, non-imputation methods like Maximum Likelihood Estimation (MLE) and Kaplan-Meier (KM), are also considered in handling non-detects in this
study. Some methods specifically designed for the imputation of scRNA data will be applied to a simulated censored data (data with non-detects) and the results will be compared
to some existing imputation techniques designed expressly for censored data. In subsequent
analyses, variations of limit of detection and effect sizes (increasing from low to high) were
considered to evaluate how well each non-detect method performed at different non-detect
percentages using the Type I error rate and the power as metrics.

2. Methodology
2.1 Data
Synthetic data simulated from a real data were used for all analyses in this study. Real
data were used as the basis for simulating data so as to get realistic distributional characteristics and mirror approximate real-world results. The real data used were from the study
“Field-Level Exposure of Bumble Bees to Fungicides Applied to a Commercial Cherry Orchard” by Kuivila et al. (2021). Their study evaluated bumble bee exposure to fungicides
by quantifying concentrations of boscalid and pyraclostrobin in nectar and pollen collected
by colonies of Bombus huntii Greene, 1860 (Hunt bumble bee) deployed in a commercial cherry (Prunus avium L.) orchard. The concentrations of boscalid in nectar varied by
bee colony with significantly higher concentrations detected in colonies in the treated block
(sprayed) than in the control block (unsprayed). In light of this, the data design for this simulation study is a simple nested design with treatment as the fixed factor and Group (bee
colony) as the random factor nested within treatment. All non-detects in the Kuivila et al.
(2021) study were accounted for using substitution with half Limit of Detection (LOD/2).
Was the paper justified to use LOD/2 substitution for their study design?

2.2 Simulation Setup
In the Kuivila et al. (2021) study, there were about 59 nectar samples of ≤ 0.25ml from
13 bee colonies (7 Control colonies and 6 Treated colonies) which were analyzed over the
12 days of their experiment. Pyraclostrobin levels were detectable in only 2 of 13 nectar
samples from the control block and in 8 of 46 samples from the treated block (roughly
83% non-detects). On the other hand, boscalid levels were detectable in 38 of 59 nectar
samples with about 36% non-detects. For the purpose of this study, one type of fungicide
concentration (i.e boscalid concentration) from the Cherry Orchard nectar data was used
to simulate data based on distributional characteristics. The simulated data were generated
using a Gamma distribution which best defines the distribution fit of the log boscalid concentrations in the observed nectar data since the concentrations were heavily right-skewed
in the original study by Kuivila et al. (2021). The sample size for the simulated data were
100 nectar samples (boscalid concentrations in nectar) with 13 bee colonies (6 Treated
colonies vs 7 Control colonies). The number of replicates within each group (bee colony)
varied from 2 to 22 similar to what is shown in the original study. For instance, looking at
the original data, the colonies from the control had a higher replication frequency than that
of the treated colonies.
To simulate the non-detects in the data, the range of values (0.375, 0.5, 0.75, 1.125,
1.5, 2, 2.5) were considered as LODs (thresholds) to create varying censoring levels for
analyses. The evaluation metrics, Type I error and power, were used to assess the strength
of the non-detect methods after the methods were applied to the simulated data. At each
censoring level, data simulation was run 1,000 times for reproducibility purposes. The
Type I error and power results obtained were then averaged across the 1,000 simulation
runs and the methods were compared. The null hypothesis under consideration was that
the mean boscalid concentration from the treated colonies are not different from the control
colonies. This null hypothesis was introduced into the simulated data by shuffling the data
within the bee colonies to break any existing relationships between them. For the Type I
error scenario, any significant result detected after hypothesis testing was deemed a false
positive.
The power was assessed by adding in some magnitude of treatment effect (i.e., effect

size) at increasing levels to the permuted data. The effect sizes added were 0.01, 0.1, 0.5,
0.75, 1 and 3. The original Kuivila et al. (2021) study used a two-sample linear rank test
with Peto-Peto test to test for differences in exposure to boscalid between groups of bee
colonies. The method they used is similar to a Wilcoxon rank sum test for two sample
comparisons based on censored data but it did not account for the nesting feature which
was present in their study design. A nested ANOVA was therefore used in this study, which
accounts for nesting in the simulated data while testing for hypothesis in the Type I error
and power scenarios. The data design for this simulation study was a simple nested design
with treatment as the fixed factor and Group (bee colony) as the random factor nested within
treatment. Given that simulated data were highly right-skewed and ANOVA assumes a normal distribution, transformation of data was necessary. Log transformation was therefore
done after non-detect methods were applied to simulated data. The simulated data from the
gamma distribution represent log-scale boscalid concentrations, and a log transformation
of those data was still necessary to achieve approximate normality. The results of the Type
I error and power were quantified and visualized across the different non-detect methods. A
lower average Type I error and a higher average power indicated a closer step to detecting
the ground truth. To further justify what the best method was in this study, the magnitude of fold change (treatment effect estimate) was also computed and visualized across
the different degrees of censoring. The fold change was computed as the differences in
mean estimates. This was to help assess potential bias introduced by the various non-detect
methods, their variability levels and also justify the power effect plots.
2.3 Methods
Non-detects can be considered a Missing Not at Random (MNAR) phenomenon so it is
essential that one chooses the appropriate technique carefully in order to avoid any false
interpretations. Even though there are a number of existing techniques, methods that are
commonly used to handle non-detects in data were selected for this study. The methods
used in this paper are summarized in this section and listed in Table 2.3.
Method
Abbreviation
Half_LOD
Sqrt_LOD
Zero_sub
ROS
KM
MLE

Name
Substitution with half
Limit of Detection (LOD/2)
√
Substitution with LOD/ 2
Zero substitution
Regression on Order Statistics
Kaplan-Meier
Maximum Likelihood Estimation

References
(ITRC, 2013)
(ITRC, 2013)
(ITRC, 2013)
(ITRC, 2013), (Helsel, 2005)
(ITRC, 2013)
(ITRC, 2013), (Helsel, 2005)

2.3.1 Substitution Methods
Substitution is the most simplistic procedure when it comes to handling non-detects
in data.
√
Non-detects are usually replaced with values such as LOD, LOD/2, LOD/ 2 or zero. This
method is easy and requires little statistical knowledge. Several studies in past years have
raised concerns about using substitution methods. For instance, Helsel (2010) argues that
substitution can introduce a pattern that is alien to the pattern of the original data. Another
study states that, simple substitution is OK only if few non-detects exist and only if the
limit is so low relative to most measurements that it really does not make a statistical difference whether substitution is done with a zero, with half of the reporting limit, or with

the reporting limit itself (Thomas, 2006).
The US Environmental Protection Agency (USEPA) has recommended substitution of
one-half the detection limit when censoring percentages are below 15%. They added that,
however, if simple substitution of values below the detection limit is proposed when more
than 15% of the values are reported as not detected, nonparametric methods should be considered or a test of proportions should be used to analyze the data (USEPA, 1998). These
recommendations by USEPA were not strongly backed by any published paper so it remains debatable. The direction of this paper considers how substitution methods compared
to other methods in hypothesis testing at all levels
√ of censoring not just at a low degree of
censoring as stated by USEPA. LOD/2, LOD/ 2 and 0 were used as substitution methods
in this study.

2.3.2 Maximum Likelihood Estimation (MLE)
Maximum Likelihood Estimation is a fully parametric method which assumes that data are
normally or lognormally distributed. It should be noted that MLE is not an imputation
method for non-detects; instead, it estimates summary statistics (mean and standard deviation) for the full data accounting for the non-detects or censored values (ITRC, 2013).
MLE solves a “likelihood equation” to find the mean and standard deviation values that are
most likely to have produced both nondetect and detected data (Helsel, 2005). Application
of MLE assumes that non-detects are distributed in a manner similar to the detected values.
Hence MLE will perform poorly and produce misleading results if a well-fitted or closely
matching distribution cannot be found to model the underlying population (ITRC, 2013).
According to Helsel (2010), a few departures may be tolerated provided that the data distribution is not too far away from that assumed by the MLE.
It is therefore very crucial that the assumed distribution is accurate, as MLE may not be robust to any misspecification of data distribution. Again, MLE is most generally applicable
to larger data sets (n > 50) with high detection frequencies (limited to up to 80% censoring) (ITRC, 2013). However, if the data follow a known distribution, MLE may work well
for small data sets (n < 50) because it is using correct distributional information (Helsel,
2010). Using the NADA package in R with cenmle function, MLE was used to analyze the
left-censored data in this simulated study. The distribution assumed when using the cenmle
function was a lognormal which is very similar to the distribution of the simulated data
that follows a gamma distribution. To perform hypothesis testing, the estimated mean from
MLE is used to code the nested ANOVA manually in R.
2.3.3 Regression on Order Statistics (ROS)
Regression on order statistics (ROS) is a simple imputation method that fills in nondetect
data on the basis of a probability plot of detects (Helsel, 2005). This method calculates a
linear regression line in order to estimate values for the non-detects (ITRC, 2013). Using
the ros function in NADA package in R, this analysis was performed. The output from the
ros function included the imputed data which were used for the nested ANOVA in R using
the aov function. During the data imputation with ROS, the method could not handle data
with non-detect percentage greater than 80%, which is reflected in the Type I error and
power plots in this study.

2.3.4 Kaplan-Meier (KM)
Kaplan-Meier (KM) is a non-parametric method so it does not require an assumption regarding the underlying distribution of the data. Just like MLE, Kaplan-Meier does not impute non-detects in data, instead, it estimates a cumulative probability distribution function
to calculate summary statistics like means and variances. When applied as an intermediate step to calculate parametric statistics, Kaplan-Meier assumes that all data values come
from a single underlying (non-negative) statistical population. In particular, contaminants
are assumed to be present in non-detects at some low level not readily quantified by the analytical method. Kaplan-Meier can accommodate multiple reporting limits and is routinely
used with data sets having 50 - 70% detection frequency. One weakness of Kaplan-Meier
is that it cannot rank censored data points with reporting limits above the highest detected
concentration (ITRC, 2013). In light of this, the thresholds were carefully selected not to
exceed the highest detected boscalid concentration. The cenfit function under the NADA
package in R, was helpful in using KM to handle non-detects in the simulated data.
3. Results and Discussion
In real-world data with control treatments, there is the possibility that the non-detect rate
would become confounded with treatments as the effect size increased, with higher nondetect rates anticipated in the control group. Figure 1 shows that there is an inverse relationship between the average non-detect percentage and the effect sizes. As the effect size
increased the average non-detect percentage dropped. However, as the limit of detection
increased, the average non-detect percentage increased, which is indicative of a positive
association.
In comparison of the measures of performance based on the Type I error and power
plots shown in Figures 2 and 3, KM and MLE generally did not perform well as the other
methods used in these simulations. They lost control of the Type I error and yielded a lower
power compared to the substitution methods and ROS. More specifically, KM lost control
of the Type I error after reaching 2.5 LOD which corresponds to an average non-detect of
about 70%, looking at Figure 1 (because the Type 1 error rate is considered when the effect
size is 0). The KM results confirm what has been discussed in literature (see 2.3.4).
Following various publications
and literature on non-detect methods, the substitution
√
methods (LOD/2, LOD/ 2 and zero substitution) did not perform as poorly as expected,
they outperformed the "choice" techniques KM and MLE. The substitution methods and
ROS had a good control of the Type I error. However, there were some interesting dynamics
in the power plots. At lower effect sizes (0.01, 0.1, 0.25), the average power was very poor
across the increasing levels of LODs. However, as the effect sizes got relatively higher, the
average power significantly improved. At effect size 3, the average power plateaued around
an average power of 1 for the substitution methods and ROS. At effect sizes 0.5, 0.75, and
1, the average power showed a drastic decline as the LODs increased.
These interesting patterns from the power warranted a further investigation. The "Bias"
plots in Figures 4 and 5 were then generated to support the investigation. The bias plots
were constructed from the estimated fold changes obtained from the different non-detect
methods. Two thresholds were selected: 0.375 (lowest) and 2.5 (highest). For these two
thresholds, the estimated fold changes for the effect sizes (0.01, 0.5, 0.75, 1) were visualized since they had some thought-provoking patterns occurring in the power plots. Zero
substitution had the highest variability compared to all of the other methods (see Figures 4
and 5. Again, the zero substitution method overestimated the treatment effect at relatively
high effect sizes 0.5, 0.75 and 1 (falls above the dashed line in Figure 4) and underestimated
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Figure 1: Visualization of average non-detects at varying effect sizes across 1000 simulation runs per limit of detection
(falls below dashed line) the treatment effect at low threshold with relatively higher effect
sizes, more prominently in Figures 4 C and D. This means that zero substitution in this
study, tend to bias high at a high LOD and bias low at a lower LOD, for relatively higher
effect sizes. A lot of outliers were detected with zero substitution for the low threshold bias
plot in Figure 4.
Looking
at Figure 4, at a low threshold of 0.375, the substitution methods (LOD/2,
√
LOD/ 2 and zero substitution) were more variable compared to ROS, KM and MLE. In
general, ROS had the lowest variability but it underestimated the treatment effect as the effect size got higher for both low and high thresholds. Even though KM and MLE resulted
in a lower variability with a better estimation of the treatment effect across all the bias plots,
they will not be considered as ideal techniques for this simulation study since they could
not control
√ for the average Type I error. At a high threshold of 2.5, substitution by LOD/2
or LOD/ 2 had a similar performance with very low variability and few outliers. These
two techniques performed the best generally for the bias estimation, However, taking into
account little departures that occurred in the bias estimation plots, substitution by LOD/2
performed better relatively.
Judging from the power, Type I error, and bias
√ plots, substitution by LOD/2 emerged
the best overall followed by substitution by LOD/ 2 and then ROS. Even though zero substitution had a good control of the Type I error and relatively better power, it lost control
of the bias which makes the results obtained from this method quite questionable and unreliable proven by literature. From this study, the power significantly improved across all
methods at an average non-detect rate below 70% (i.e at effect size 3). This could imply
that all the methods considered for this simulation study cannot handle extreme non-detect
percentages ( greater than 70%). In conclusion, the results of this simulation study justified
that substitution with LOD/2 was appropriate for this type of design.
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Figure 2: Comparison of Type I Error Rate by method for handling non-detects and Limit
of Detection level. Method name abbreviations are summarized in Table 2.3.
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Figure 3: Comparison of Power estimation by method for handling non-detects Limit of
Detection level and Treatment Effect sizes. Method name abbreviations are summarized in
Table 2.3.
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Figure 5: Comparison of non-detect methods’ variability across effect sizes for high threshold = 2.5. Treatment effect estimates from each of the methods considered are shown, from
each of 1,000 simulations. The true treatment effect size is shown with a horizontal dashed
reference line. Method name abbreviations are summarized in Table 2.3.

4. Limitations and Future Work
Multiple imputation (MI) methods yield valid and robust parameter estimates and explicit
imputed values for variables that can be analyzed as outcomes or predictors (Chen et al.,
2011). It is therefore deemed as the "gold standard" technique by most researchers to
handle non-detects. Multiple Imputation, however, failed to work with the design of the
simulated data in this study because there were not enough predictors in the data to be
used to build a model for the imputation as required. Even though, scRNA imputation
techniques were being considered as part of the analysis in this study, there were not enough
samples (groups) to be considered to apply these techniques to. Due to the above, the results
obtained from this study are not generalizable to other designs but are limited to the specific
nested design that was used in this study. Another key limitation in this study is that the
nested design used did not account for bee colony effect.
A possible future direction is to explore more complex designs. No repeated measures
structure was accounted for in this simulation study, primarily for the sake for simplicity
because in the original study there were many colonies with single measurement times
reported and several measurement times were sparsely repeated. Rather than attempting to
model this kind of complex repeated measures structure, this initial analysis and simulation
focused on the simple nested design. Subsequent study can be done to account for repeated
measures structure. In addition, the simple nested design used in this study can be improved
to contain more predictors so that Multiple Imputation can be implemented and assessed
with the other non-detect methods mentioned in this study.
An extension of this study, could comprise of simulating each dataframe to contain
multiple censoring levels instead of having a single censoring per dataframe as done in this
study. This can help evaluate how well substitution, imputation or non-imputation methods
for non-detects are able to handle multiple censoring in data.
The simulation study in this paper can be further explored by introducing bee colony
effect into the nested design since the nested design used in this study did not account for
bee colony effect. Preliminary work is currently being done on this subject to extend this
study for publication. Lastly, the Type I error and Power scenarios for this simulation study
can further be assessed by simulating data at varying sample sizes (e.g., 50, 100, 200, 500,
etc.). This would be potential to assess how well these non-detect methods perform on data
of any magnitude (large or small).
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