The bike sharing system has brought wide convenience to residents in the city and serves as important tools to transport from one place to another place. For the bike sharing companies, they need to know the total users of bike, so they can release suitable number of bikes into the market. This paper uses visualization technology to visualize data and figure out the possible factors which can impact the total number of users. After completing the data analyzing, this paper figures out the season, weather sit, feeling temperature, humanity and wind speed are the main factors which can have impacts on the total number of users. In the second stages, this paper uses regression model, NN model, ELM model and DELM model to predict the possible number of bike users. The input factors are season, weather sit, feeling temperature, humanity and wind speed. By analyzing regression model results, the ELM model has the best prediction, which can be used for real practice.
Data Description
The bike sharing data is recorded on daily basis. The records are about 731 days. All the data information can be shown in Table 1 . 
Data Analysis
In order to figure out which factors have impact on the number of bikes. The bar plot, box plot and scatter plot will be drawn to show the influence on the number of bikes. Figure 1 .a shows that there is a relationship between temperature and number of users, the temperature is 0.8, which has the highest number. Figure 1 .b shows that there is a correlation between Season and the number of users. Summer and Autumn has the most users. Figure  1 .c: The weather and number of bikes bar plot shows that when the weather sit is in 1 means that the weather is clear, few clouds mist or broken cloud, the total number of bikes is around 2,250,000. When the weather sit is in 2 means that the weather is mist and cloudy, mist and broken or mist, the total number of bikes is around 996,000. When the weather sit is in 3 means that the weather is light snow, light rain and thunderstorm or light rain and scattered clouds, the total number of bikes is around 37,000. No users use bikes in weather sit 4 which are heavy rain and ice pallets and thunderstorm and mist or snow and fog. Figure 1 .d: As we can see that the yellow dot is for the number of users which is not in holiday, the number of users change depending on the time. As we can see in 2011-01-01 which respond to 0 in the x-axis, which is in the winter. The number of users is very small. With the time is going on, the number of users increase and at the summer, the figures reach peak. Then the figures decrease from autumn to winter. And the 2012 has the similar rule. But in 2012, the largest number of users is larger than the number of 2011, and the total number of users is also larger than the number of 2011. The black dot is for the number of users in holiday. As we can see that the number of users in holiday also has the similar relationship with the time. The season factor will impact the user's number. The everyday data can be seen in the following graph- 
Linear Regression Model
In order to predict the number of bikes in the future, this paper will build a multiple linear regression model. The multiple linear regression model is to model the correlation between two or more variable and a response variable by fitting a linear equation to observed data.
A multiple linear regression model with k predictor variable x1,x2,…,xp and a response Y, can be written as
The is the error term which can be used to estimate the accuracy of the linear regression model. When giving a data set{ , 1 , … } =1 of the n statistical units, a linear regression model assume that the relationship between the dependent variable y and the given x is linear. The is the error variable. Thus the model can be written as
The formula (2) can be denoted as matrix notation as
Variable Selection in Linear Regression Model by Using the AIC
A variable selection method should to select the best variable for a special purpose such as prediction. The best should find the balance between the goodness of fit and the number of variables. Earlier selection standard uses the residual sums of squares which have overfit problems (Miller, 2002) . Akaike found a Akaike Information Criterion method which can be used for model or variable selection via Kullback-Leibler divergence (Gutierrez & Heming, 2018) . The AIC can be given as:
Where 2 is the maximum likelihood estimate of 2 . By using this selection standard, the model with the smallest AIC can be deemed as the best (Akaike, 1974).
Neural Network
The Neural Network include input layer, hidden nodes and output layer. The Neural Network can be calculated as following formula. In the formula, the −1 is the output from previous layer, is the output of the th channel of the th layer.
is the activation function. is a kernel and is the corresponding offset (Bouvrie, 2006) .
ELM (Extreme Learning Machine)
Extreme learning machine are feedforward neural networks which can be used for regression, clustering and classification with a single layer of hidden nodes. The ELM training model can be treated as following model. In the single hidden layer sigmoid neural networks, the 1 is the matrix of input to hidden layer weights, is the activation function, and 2 is the matrix of hidden to output layer weights. The algorithm mainly includes two steps. The first step is to fill 1 with random values, the second step is to estimates 2 . Calculating 2 by using pseudoinverse. The algorithm can be written as formulas (Huang, Ding & Zhou, 2010) : ̌= 2 ( 1 ) (6) 2 = ( 1 ) + (7)
Results

Linear Regression Model Result
In order to calculate the number of bikes in the future, the linear regression model can help us to predict the number of users in the future. The regression parameters = { 0 , 1 , 2, … , } will be calculated by using the training set while the AIC values will be implemented for selecting the variables in the bike sharing model. The Residual Mean Squared Error (RMSE) and 2 are calculated. The Residual Mean Squared Error (RMSE) can be written as:
Where k is the length of the test set. By using Python Statsmodels to get linear regression model statistics information, the summary of the linear regression statistics information can be shown as Table 2 . In the linear regression model, the predictor variable is season, weather, temp, feeltemp, humidity and windspeed. The response variable is totaluser. In order to reduce the standard error of the variables in the linear regression model, this paper used the AIC method to remove some variables in the linear regression model to get the best model. The AIC results can be shown as Table 3 . ', 'weather', 'feeltemp', 'humidity', 'windspeed 12617.0083 'season', 'weather', 'temp', 'feeltemp', 'humidity' 12636.0244 'season', 'weather', 'temp' 12650.3454 'feeltemp', 'humidity', 'windspeed' 12692.5960 'weather', 'temp', 'feeltemp', 'humidity' 12709.2905 By calculating AIC value, the variable combination [season', 'weather', 'feeltemp', 'humidity', 'windspeed] has the smallest AIC, so this combination is the best. After removing variable temp in the previous linear regression model, this paper updates the linear regression model and calculate Linear regression model statistics information, the new Linear regression model statistics information can be shown as Table 4 . , we can see that the RMSEs for ELM is about 1214, which has the smallest number, which means that it has the best performance in all the regression models. Figure 3 shows the regression model prediction for bike sharing total users by using different hidden nodes. By analyzing the Figure 3 , the ELM model has good performance for the total users and researchers can use the ELM model to predict the possible number of bike users in the future. The number of hidden nodes can have important impacts on the accuracy of models. 
Conclusion and Discussion
Regression model is important method in predicting the number of total users. A good prediction can help managers manage their time, total users and investment. This paper mainly focuses on using ELM model to predict the bike sharing total users. In this paper, the main factors include weather, feeling temperature, weather sit, humanity and windspeed. These factors are chosen by using AIC methods. By analyzing average RMSEs of ELM, NN and Linear regression model, the ELM regression model can achieve has the smallest errors in the test data and the best performance. These methods for predicting the number of total users in bike sharing can become a management reference. However, because in the experiments, this paper only uses single layer hidden node to train the model, and every layer in the neural network uses no larger than 40 nodes. In the input layers, the factors include season, weather, feel temperature, humidity and windspeed. The output layers include the number of total users. In order to improve the accuracy of predicting the total number of bike usage, multiple neural network can be for future research direction. Furthermore, the time factor and previous total number of users should be taken into consideration for better prediction in the future research.
