A new model for associative memory with discrete time is proposed, in which chaos is taken into account and moreover the internal state of neurons depends on the past history. The network itself can search for minima of the energy successively by using the wandering motion and co-operative phenomena. By using this model we can clearly discuss the mechanism or the dynamics of the wandering motion and co-operative phenomena in a chaotic neural network to search for minima of the energy. It is shown that our model has great ability in the problem of associative memory.
Introduction
The neural network consists of many units called neurons which are connected with each other via synaptic connection. One of the aims of studying neural networks is to understand information processing in the brain. If we know the mechanism of information processing, we can construct the neural network, which is useful for complicated information processing.
The first modeling of a neuron was devised by McCulloch and Pitts in 1943 . The model is simple but powerful. Specifically, the output of the ith neuron o i takes one (the firing state) or zero (the nonfiring state) according to whether the weighted sum of its inputs from other neurons is above or below the threshold θ i :
(n = 0, 1, 2, . . .)
where N is the number of neurons in the network and w ij the synaptic weight between the ith neuron and the jth. Time is taken as discrete step. The gain function F is Heaviside's step function, or the sigmoid function. The neural network is often used for associative memory and optimization problems (e.g. Traveling Salesman Problem (TSP)). In the mutually connected neural network, [Hopfield, 1982 [Hopfield, , 1984 Hopfield & Tank, 1985 ] has defined energy E(n):
where I i and θ i are the external input and the threshold, respectively. If the network has symmetric connection (w ij = w ji ) with zero self-connection (w ii = 0) and the gain function increases monotonically, the variation ∆E(n) of E(n) due to the
In his network model Hopfield has shown that the total energy of the network decreases monotonically because ∆E(n) is always negative. If we regard one minimum of energy as one memory in associative memory or one of the correct routes in TSP, Hopfield's network can search for the minimum. At the same time, however, the model has the difficulty that the system cannot escape from the spurious minimum, if the system falls into it. It means that the system retrieves only one of the memories if some memories are stored in the system, when we start at an initial state. To remove the difficulty several methods are proposed, for example, the stochastic method or the chaotic method. In the first method, we try to get out of the spurious minimum by adding Gaussian noise, when the system has fallen into it. In the second, the state of the system gets out of the spurious minimum by using the wandering motion which is one natural to chaos. Inoue and Nagayoshi [1991] proposed the model in which each neuron consists of two coupled chaotic oscillators. The output of a neuron is determined according to whether the coupled chaotic oscillators are synchronized with each other or not. Nozawa [1992] has studied the model, which is obtained by modification of the Hopfield network model with a negative self feedback connection. The model is described as a globally coupled map. The bifurcation parameter of the map is determined by the surrounding neurons. In this paper we propose a new model in which chaos is taken into account and moreover the internal state of neuron depends on the past history.
In Sec. 2 the model is explained. In Sec. 3 the results of numerical simulation are given. The final section is devoted to the conclusion.
Model
In this section, we describe the model in which the internal state of the neurons depends on the past history. It is well known that after firing, the neuron has to wait for a period called the refractory period before it can fire again. Therefore it is clear that the past history of the internal state of the neuron has great influence on the behavior of the neuron. In order to take account of this fact effectively, we represent the internal state of neuron i(1 ≤ i ≤ N ) of the consitituents of the network by two variables x n i and u n i at step n, which are called the core variable and the memory variable, respectively. Using the memory variable u n i , we can estimate whether the state of the system settled down in one of minima or not. The core variable x n i changes chaotically, which is used for escaping from the spurious minimum by making use of the chaotic wandering motion. The core variable x n i is generated by using a map f(x, a) :
, a n i ), where a n i is a bifurcation parameter at step n. In this paper we employ the logistic map
as map f . The time series generated by this logistic map f depend much on bifurcation parameter a n i . Then it is important to know how to choose a n i , as will be discussed later. The memory variable u n i is the quantity which describes the past history for the input information of neuron i. Then the output o n i of neuron i is defined in terms of u n i and x n i by o
The memory variable u n i is defined as
where α is the decay parameter. As is clear from Eq. (6), u n i involves the past memory. If α is large enough and |x n i | = 1, we can neglect the past memory and our model coincides with the conventional model proposed by the McCulloch-Pitts as Eq. (1). The bifurcation parameter a n i of the map f (x, a) is defined in terms of the memory variable u n i by
where A 1 , A 2 and A 3 are parameters. If the system falls into one of the minima of the energy, the output o n i remains constant and so u n i will increase or decrease monotonically which is clear from Eq. (6). Therefore we introduce the threshold Θ with respect to |u n i | to escape from the minimum. If |u n i | ≥ Θ, the magnitude and sign of u n i at step n is updated according to
where β(Θ, N) is a parameter. This updating means the change of sign of output o n i in Eq. (5). In Eq. (6) this change of sign is equivalent to replacing w ij by −w ij . This may imply that part of the energy function in Eq. (2) is modified. So the system may escape from the minimum. To escape from it, the larger the network size N is, the larger β must be. Therefore the magnitude of jump β must be a function of the network N and the threshold Θ.
As has been discussed above, the neural network works as follows. Initial value of u n i , o n i and x n i are given randomly at first. The memory variable u n+1 i
at the next step is calculated from Eq. (6) by using o n i and u n i . By substituting it into Eq. (7), we get the bifurcation parameter a is larger than the threshold Θ, the magnitude and sign of u n i is updated according to Eq. (8). Repeating this procedure, we can calculate the dynamics of the neural network.
Associative Memory
In this section we apply the network discussed in the last section to the associative memory problem. The network has 4 × 4 neurons and three patterns are stored, which are shown in Fig. 1 .
The synaptic weight w ij is determined according to Hebbian rule:
but with w ii = 0, where ξ s i denotes the sth stored pattern vector and ξ s i takes 1 and 0 for black and white, respectively. For simplicity we put I i = 0, θ i = 0 and A 3 = 2.5. Our model is different from Hopfield's. However, we use his definition of energy E, Eq. (2). For I i = 0 and θ i = 0, the energy E n at step n becomes
Since the output of our network is analog, we put o n i = 1 for o n i > 0 and o n i = 0 for o n i < 0 in the calculation of the energy (10), and we paint the square of each neuron in Fig. 1 in black or white according to whether o n i is positive or negative, respectively. The network takes minimum energy −20 when the network retrieves one of the stored patterns and reverse patterns. If the network retrieves a spurious pattern, it takes higher energy. We have studied the parameter dependence of dynamics numerically.
A 1 -and A 2 -dependence of the dynamics
We can adjust the range of a n i by changing A 1 and A 2 . At first we have fixed α = 1, Θ = 15 and β = 3. Time evolutions of E and u n i corresponding to the following ranges of a n i are shown in Figs. 2(a)-2(d). (a) A1 = 0.25, A2 = 0.5, (P1 = 0%, P2 = 99%, P3 = 0%, P1 = 0%, P 2 = 0%, P 3 = 0%, total 99%), (b) A1 = 0.9539, A2 = 0.0032, (P1 = 12%, P2 = 18%, P3 = 5%, P 1 = 15%, P 2 = 2%, P 3 = 24%, total 78%), (c) A1 = 0.9571, A2 = 0.0032, (P1 = 27%, P2 = 12%, P3 = 1%, P 1 = 11%, P 2 = 29%, P 3 = 1%, total 83%), (d) A1 = 0.95, A2 = 0.05, (P1 = 24%, P2 = 12%, P3 = 10%, P 1 = 31%, P 2 = 0%, P 3 = 11%, total 90%).
Wandering Motion and Co-Operative Phenomena in a Chaotic Neural Network 895 For A 1 = 0.25 and A 2 = 0.5 (0.25 ≤ a n i ≤ 0.75), which corresponds to the period 1 window in the bifurcation diagram of the logistic map, the output pattern is fixed and does not change, because the memory variable u n i does not change as a result of the constant core variable x i . In this case the network cannot search for other minima because the energy E always takes −20.
For A 1 = 0.9539 and A 2 = 0.0032 (0.9539 ≤ a n i ≤ 0.9571), which corresponds to the intermittent chaos region just below the period 3 window in the bifurcation diagram of the logistic map, the memory variable u n i changes chaotically. For A 1 = 0.9571 and A 2 = 0.0032 (0.9571 ≤ a n i ≤ 0.9603), which corresponds to the period 3 window, the memory variable u n i changes periodically. In this case the network has lower energy, when the behavior of u n i is periodic. For A 1 = 0.95 and A 2 = 0.05 (0.95 ≤ a n i ≤ 1), the bifurcation parameter a n i can cover a wide range, which includes both the chaos region and the period 3 window. In this case the network can retrieve all of the stored patterns and the reverse ones at the rate of about 90% independently of the initial state.
In this choice of the parameters A 1 and A 2 the energy of the network takes a value near the lowest energy. Since the network can retrieve the stored patterns or the reverse ones more frequently than the spurious ones, it turns out that the network functions effectively in the associative memory problem or TSP.
In Fig. 3 we can see that when one of the memory variables u n i changes its sign, some of other neurons change their sign simultaneously in the synchronized way. This implies the co-operative phenomena of this network. Since the change of the sign occurs not gradually but abruptly for very short steps, the network can retrieve all of the stored patterns successively at short intervals.
α-dependence of the dynamics
For α < 1, memory variable u n i and energy E change randomly, which is shown in Fig. 4(a) . The output pattern also changes randomly.
For α > 1, the variation of the amplitude of u n i sometimes becomes very narrow, which is shown in Fig. 4(b) . Then the energy E is kept constant on a higher energy level. Therefore the output pattern is often spurious in this case. Therefore α must be equal or nearly equal to 1.
Θ-and β-dependence of the dynamics
When the threshold Θ is changed, we must pay attention to the ratio of Θ to β. (a) α = 0.6, (P1 = 7%, P2 = 6%, P3 = 3%, P1 = 5%, P2 = 3%, P 3 = 3%, total 30%), (b) α = 1.9, (P1 = 76%, P2 = 0%, P3 = 0%, P 1 = 0%, P2 = 0%, P3 = 0%, total 76%). (a) Θ = 60, β = 9.5, (P1 = 0%, P2 = 1%, P3 = 1%, P 1 = 3%, P 2 = 1%, P 3 = 1%, total 10%), (b) Θ = 60, β = 3, (P1 = 0%, P2 = 0%, P3 = 95%, P 1 = 0%, P 2 = 0%, P 3 = 0%, total 95%), (c) Θ = 60, β = 6.2, (P1 = 20%, P2 = 4%, P3 = 1%, P1 = 16%, P 2 = 2%, P3 = 0%, total 44%), (d) Θ = 3, β = 2.3, (P1 = 15%, P2 = 2%, P3 = 13%, P 1 = 18%, P 2 = 4%, P 3 = 42%, total 97%). For small Θ (Θ = 3 and β = 2.3) the network can retrieve the stored patterns and the reverse ones at the rate of about 97% in spite of the frequent change of the output pattern [ Fig. 5(d) ]. Figure 6 shows the output patterns at the last four steps in this case.
For large Θ [e.g. Fig. 5(c) ] the network retrieves the stored patterns at relatively long intervals, and most of the output patterns have noise.
For smaller Θ, the network retrieves only one of the stored patterns.
Conclusion
In this paper we proposed a new model for associative memory, in which chaos and the past history of internal state of neurons are taken into account. It has been shown that some neurons suddenly change the sign of their memory variable u n i simultaneously in a synchronized way, after the chaotic oscillation. Then the output pattern can change from one of the stored patterns to another one abruptly as can be seen in Fig. 6 because of this co-operative phenomena. Consequently the network can retrieve all of the stored patterns and the reverse ones in high ratio in spite of the frequent change of the output pattern. Indeed the ratio of correct retrieval was about 97% in the system discussed here, where the system has 4 × 4 neurons and 3 patterns are stored.
We have also studied the associative memory problem in the system, which consists of 6 × 6 neurons, although the result was not shown in this paper. We have stored six patterns in this system. Then the network could retrieve the stored patterns and the reverse ones successively, as in the case of the 4 × 4 system.
As a future problem it seems to be worthwhile to construct a model in which the rule, Eq. (8) for escaping from minima is automatically included in the dynamics. The neural network can also be applied to TSP with 10×10 neurons. The network can find the shortest route and the other very quickly. These will be shown elsewhere.
