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Abstract
We consider the problem of finding the extremal function in the class of real-valued biconvex
functions u satisfying a boundary condition ψ on a domain D ×D where D is a convex domain in
R2. In particular, we restrict the domain D to the unit ball in the `p−norm or the unit disk when
p = 2. We establish the conditions to obtain the extremal function u by maximizing the function
u at a point (x, y) in the domain where y = (y1, y2) is fixed. Therefore, we can consider u as a
function of x1 and x2, where x = (x1, x2). Because the supremum of a family of convex functions is
convex, there is a member of the class of functions being considered that is maximal at each (x, y)
for all x ∈ D.
We define a real-valued function A on D by
A(x1, x2) =
ux1x1
ux1x2
=
ux1x2
ux2x2
.
Let ϕ and ϕ1 be the functions of A such that
ϕ(A) = ux1 and ϕ1(A) = ux2 .
Then we have a representation for a convex function u(x1, x2) as follows:
u(x1, x2)− u(1, 0) =
x1∫
1
ϕ(A(s, 0))ds+
x2∫
0
ϕ1(A(x1, τ))dτ,
where A, ϕ, and ϕ1, will satisfy certain conditions so that u will have the given boundary values.
It follows from the definition of the function A that we have the relation
AAx2 = Ax1 ,
which is a special case of the Hopf differential equation. Hence, the general solution A = A(x1, x2)
of the equation is given implicitly by
Φ(A) = x2 +Ax1,
where Φ is a suitable real-valued function.
ii
With a given boundary function ψ, we perform a variation of the parameter function Φ by a
small real-valued function η0. Then we find the corresponding changes of the functions A, ϕ(A),
ϕ1(A), and consequently the change of the representation of u in the integral form above. If u is
an extremal function, then the rate of change with respect to the variation made to Φ is zero. This
will be the condition that we are looking for in an extremal function.
Consider a variation of Φ by η0. Then
u(x1, x2)− u(1, 0)→ u(x1, x2)− u(1, 0) +
x1∫
1
δ3(s)ds+
x2∫
0
δ6(τ)dτ,
where δ3 and δ6 are found explicitly in this thesis and are such that
ϕ2(β(A(s, 0)))→ ϕ2(β(A(s, 0))) + δ3(s)
and
ϕ1(A(x1, τ))→ ϕ1(A(x1, τ)) + δ6(τ).
Suppose that η0 is concentrated at t0. Let s0, τ0 ∈ [−1, 1] be such that
t0 = A(s0, 0) = A(x1, τ0).
Then
x1∫
1
δ3(s)ds→ δ˜3
and
x2∫
0
δ6(τ)dτ → δ˜6,
where the explicit expressions of δ˜3 and δ˜6 are certain functions of s0 and τ0. In particular, if u is
maximal, then δ˜3 and δ˜6 are identically zero.
iii
To my family.
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Chapter 1
Introduction
Consider the class of real-valued functions u satisfying a boundary condition ψ on a domain D×D
where D is a convex domain in R2. In particular, we restrict the domain D to the unit ball in the
`p−norm or the unit disk when p = 2. Our interest is in finding the extremal functions of this
class that make the function attain a maximum value at a specific point in the domain using the
calculus of variations. To be precise, we want to maximize the function u at a point (x, y) in the
domain where y = (y1, y2) is fixed. Therefore, we can consider u as a function of x1 and x2, where
x = (x1, x2). If x = (x1, x2) is not on the boundary, then the variations can be done in arbitrary
fashion.
We consider the problem of finding the greatest biconvex function in a class of biconvex functions
satisfying certain boundary conditions on a Banach space. In Hilbert space, this optimal function
was explicitly found by Burkholder [12] in 1986. However, we do not know what the corresponding
function is in general Banach spaces, or in what kind of Banach spaces the maximal biconvex
function satisfying such boundary conditions exists. In this dissertation, we mainly discuss a
simpler extremal problem motivated by the question of how to find some conditions in order to
determine such a function in general non-Hilbert Banach spaces.
Denote the p−norm of x ∈ R2 by |x|p. We define the open and closed unit balls in R2 for the
`p− metric by B =
{
x ∈ R2 : |x|p < 1
}
and B =
{
x ∈ R2 : |x|p ≤ 1
}
.
Let u : B × B → R be a function in C3. Fix y = (y1, y2) ∈ B. We regard u as a function of
(x1, x2) in B. For x1 = cos θ, x2 = σ(θ) = ± (1− | cos(θ)|p)1/p and y = (y1, y2) ∈ B, we define a
boundary function ψ by
ψ(θ) = u(cos(θ), σ(θ)) = (| cos(θ) + y1|p + |σ(θ) + y2|p)1/p . (1.1)
When p = 2, this function ψ is the same boundary function as in Burkholder’s result.
Suppose that u(x, y) is a biconvex function where x, y ∈ B, i.e., u is convex in each variable.
Hence, for the fixed y,
ux1x1 ≥ 0, ux2x2 ≥ 0, and ux1x1ux2x2 ≥ (ux1x2)2 . (1.2)
If either ux1x1 = 0 or ux2x2 = 0 on a certain domain, then, on that domain, u is a linear function in
x1 or in x2, respectively. Thus, these assumptions will limit the diversity of the class of biconvex
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functions u.
Therefore, if an equality in one of the three inequalities in (1.2) were to hold, it should be the
case that
ux1x1ux2x2 = (ux1x2)
2 .
Thus, we will consider the class of biconvex functions u such that
ux1x1 ≥ 0, ux2x2 ≥ 0, and ux1x1ux2x2 = (ux1x2)2 . (1.3)
The last equality implies that
ux1x1
ux1x2
=
ux1x2
ux2x2
at points where ux1x2 6= 0 and ux2x2 > 0. Thus, we define a real-valued function A on B by
A(x1, x2) =
ux1x1
ux1x2
=
ux1x2
ux2x2
=
ux1x1
ux2x1
=
ux2x1
ux2x2
. (1.4)
From the construction of the function A, we will perform a variation to get the conditions of
getting the greatest biconvex function at a given point. The variation of a parameter function has
to be done in such a way that the conditions
ux1x1 ≥ 0, and ux2x2 ≥ 0
are satisfied on the domain being considered. However, there are points at which the greatest
biconvex function u from Burkholder’s result has the properties that
ux1x1 = 0, and ux2x2 = 0.
Therefore, the conditions we get from this variation do not apply to the Burkholder case but they
might apply to certain non-Hilbert Banach spaces. We assume that ux1x1 > 0 and ux2x2 > 0 in B.
Let ϕ and ϕ1 be the functions of A such that
ϕ(A) = ux1 and ϕ1(A) = ux2 . (1.5)
Then
u(x1, x2)− u(1, 0) =
x1∫
1
ϕ(A(s, 0))ds+
x2∫
0
ϕ1(A(x1, τ))dτ. (1.6)
By the definition of the function A, we have the following relation
AAx2 = Ax1 , (1.7)
which is a special case of the Hopf differential equation. Hence, the general solution of the equation
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(1.7) is implicitly given by
Φ(A) = x2 +Ax1, (1.8)
where Φ is a real-valued function subject to certain side conditions.
We will perform a variation of the parameter function Φ by a small real-valued function η0.
Then we can find the corresponding changes of the functions A, ϕ(A), ϕ1(A), and consequently the
change of u(x1, x2)−u(1, 0) via equation (1.6). If u is an extremal function, then the rate of change
with respect to the variation made to Φ is zero. This will be the condition that we are looking for
in an extremal function.
We next discuss the motivation for studying this type of extremal problems at all.
A two-variable function is biconvex if it is convex in each variable. A real or complex Banach
space E with norm ‖x‖ is ζ − convex if there is a biconvex function ζ : E × E → R such that
ζ(0, 0) > 0 and
ζ(x, y) ≤ ‖x+ y‖ if ‖x‖ = ‖y‖ = 1. (1.9)
Let ζE denote the greatest biconvex function u on E × E satisfying (1.9). Then we have the
following theorem by Burkholder [12].
Theorem 1.0.1. Suppose that H is a real or complex Hilbert space and Re〈x, y〉 is the real part
of the inner product of x and y. Then the maximal ζ−convex function on H ×H is given by
ζH(x, y) = (1 + 2 Re〈x, y〉+ ‖x‖2 ‖y‖2)1/2 if ‖x‖ ∨ ‖y‖ < 1,
= ‖x+ y‖ if ‖x‖ ∨ ‖y‖ ≥ 1.
It is shown in Lemma 3.1 [12] that it is enough to have the function ζ defined and biconvex on
the product of the closed unit ball of E with itself rather than on the whole space E × E.
Let B be the closed unit ball in a real Hilbert space H with norm ‖x‖ and let F be the class
of biconvex functions u on B ×B such that
u(x, y) ≤ ‖x+ y‖ if ‖x‖ = ‖y‖ = 1. (1.10)
Then we have the following theorem by Burkholder [12].
Theorem 1.0.2. Let ζB denote the greatest biconvex function u on B×B satisfying (1.9) and let
〈x, y〉 be the inner product of x and y. Then
ζB(x, y) = (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)1/2 for all x, y ∈ B.
We include the complete details of this proof in Chapter 4.
Let Ω be a probability space with a σ−algebra A of measurable sets for the probability measure
P .
A discrete-time E−valued martingale g on Ω is a sequence of E−valued functions gn in L1(Ω)
such that gn is measurable with respect to a σ−algebra An, where An ⊂ An+1 ⊂ A, such that, for
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each A ∈ An, we have
∫
A(gn+1 − gn)dP = 0.
A martingale f is simple if fn is a simple function for all nonnegative integers n and there is a
nonnegative integer N such that
fN = fN+1 = · · · .
The Banach space E is said to be UMD (Unconditional for Martingale Differences) if βp(E) <
∞ for some p ∈ (1,∞); equivalently, for all p ∈ (1,∞) by Maurey [18]. Here βp(E) denotes the
least β ∈ [1,∞] such that ∥∥∥∥∥
n∑
k=0
εkdk
∥∥∥∥∥
p
≤ β
∥∥∥∥∥
n∑
k=0
dk
∥∥∥∥∥
p
for all E-valued martingale differences dk = gk+1− gk, all sequences ε = (ε1, ε2, ε3, . . . ) of numbers
in {1,−1}, and all nonnegative integers n.
Let fn =
∑n
k=0 dk and gn =
∑n
k=0 εkdk. Then the martingale g is the transform of the martin-
gale f by the sequence ε = (ε1, ε2, ε3, . . . ) of numbers in {1,−1} and this ±1−transform satisfies
‖g‖p ≤ βp(E) ‖f‖p . (1.11)
Here ‖f‖p = supn≥0 ‖fn‖p. The maximal function f∗ of f is defined on Ω by f∗(ω) = supn≥0 ‖fn(ω)‖.
Note that a ±1−transform g of f is a simple martingale if f is a simple martingale.
Denote p∗ = p∨q, where 1 < p <∞ and q is defined by 1/p+1/q = 1. If H is a real or complex
Hilbert space, then βp(H) = p
∗− 1 for all p ∈ (1,∞) in [6] and [13]. This includes R and C, see [8]
and [11]. We can see that βp(E) ≥ βp(R). Therefore, for all Banach spaces E,
βp(E) ≥ p∗ − 1. (1.12)
Other results also follow from the scalar case such as βp(`
p) = p∗ − 1, see [5]. Indeed, βp(`pE) =
βp(E), which implies that if E is a UMD space, then so is `
p
E for all p ∈ (1,∞), and similarly for
LpE(0, 1).
A Banach space is said to be reflexive if it equals its second dual. If F is a separable Banach
space, then we say that a Banach space F ′ is λ-isomorphic to F if there exists an isomorphism
T : F ′ → F such that ‖T‖ ∥∥T−1∥∥ ≤ λ. We say that F ′ is finitely representable in F if, for
each finite-dimensional subspace G′ of F ′ and each ε > 0, there exists some (1 + ε)−isomorphic
subspace G of F . The separable Banach space F is said to be superreflexive if every space finitely
representable in F is reflexive. The spaces `1, `∞, L1(0, 1), and L∞(0, 1) are not UMD. In fact,
UMD spaces are reflexive and superreflexive; see Remark 4 in Maurey [18] and the proof of this
in Aldous [1]. However, this property does not characterize UMD spaces. There are superreflexive
spaces that are not UMD [19]. The classical reflexive Lebesgue spaces are UMD. Thus, the question
arose as for what class of Banach spaces that the UMD property would hold. In particular, we
want to find a geometric property that these and other UMD spaces share and no other Banach
space has.
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Burkholder [6] showed that the class of biconvex functions on Banach spaces can be used in
order to give a geometric characterization of UMD spaces using the martingale transforms.
Theorem 1.0.3. A Banach space E is UMD if, and only if, it is ζ-convex.
This was proved by Burkholder in [6].
Moreover, by adding some conditions to the class of biconvex functions, we can get further
characterizations of a Hilbert space other than the parallelogram identity by the observation of
Jordan and Von Neumann in [17]. The following theorem is a characterization of Hilbert space
proved by Burkholder [7].
Theorem 1.0.4. A real or complex Banach space E is an inner product space if, and only if, there
is a symmetric biconvex function ζ : E × E → R such that (1.9) holds and ζ(0, 0) = 1.
Therefore, the study of certain kinds of biconvex functions on Banach spaces may lead to some
additional properties of these spaces.
A biconvex function ζ that satisfies (1.9) must also satisfy ζ(0, 0) ≤ 1: if ‖x‖ = 1, then
ζ(x, x) ≤ 2, ζ(x,−x) ≤ 0, and
ζ(0, 0) ≤ ζ(x, 0) + ζ(−x, 0)
2
,
so
ζ(0, 0) ≤ ζ(x, x) + ζ(x,−x) + ζ(−x, x) + ζ(−x,−x)
4
≤ 1.
If E = H, a Hilbert space, and ζ is defined by ζ(x, y) = 1 + Re〈x, y〉 then
[ζ(x, y)]2 ≤ 1 + 2 Re〈x, y〉+ ‖x‖2 ‖y‖2
= ‖x+ y‖2 +
(
1− ‖x‖2
)(
1− ‖y‖2
)
.
So ζ is a biconvex function satisfying not only (1.9) but also ζ(0, 0) = 1. This shows that the upper
bound 1 can be attained. On the other hand, if E is not a Hilbert space, then the bound 1 is
not attained [2]. Therefore, a Banach space is a Hilbert space if, and only if, there is a biconvex
function ζ satisfying (1.9) with ζ(0, 0) = 1.
Singular integral operators arise in many areas of mathematics, for example, in complex analysis,
harmonic analysis, partial differential equations, and quasiconformal mappings. Here we describe
some features of how such operators behave in Banach spaces.
Inequality (1.11) gives some information about the possible size of a ±1−transform g of an
E−valued martingale f in comparison with the size of f . For example, if βp(E) is infinite, then
‖g‖p can be extremely large even if ‖f‖p is small. Similar results hold for harmonic conjugates of
E−valued harmonic functions.
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Let U be an open subset of Rn. A function f : U → E is said be harmonic if f is twice
continuously differentiable and satisfies Laplace’s equation, i.e.,
∆f = 0
everywhere on U , where
∆f =
n∑
i=1
∂2f
∂x2i
.
Let u and v be E−valued functions harmonic in the open unit disk of the complex plane with
v(0) = 0. Suppose that the Cauchy-Riemann equations, ux = vy and uy = −vx, are satisfied. Let
‖u‖pp = sup
0<r<1
2pi∫
0
∥∥∥u(reiθ)∥∥∥p dθ
and define cp(E) to be the least c ∈ [0,∞] such that
‖v‖p ≤ c ‖u‖p
for all u and v as above. If 1 < p <∞, then cp(R) is finite. This is a classical result of M. Riesz [20],
who used it to prove that the norm of the Hilbert transform on Lp(R) is cp(R) for all p ∈ (1,∞).
Let 1 < p <∞ and f ∈ LpE(R). For each ε > 0, let Hε denote the truncated Hilbert transform
of f , that is,
Hεf(x) =
1
pi
∫
|y|>ε
f(x− y)
y
dy
where x ∈ R and define αp(E) to be the least α ∈ [0,∞] such that
‖Hf‖p ≤ αp(E) ‖f‖p if 1 < p <∞,
where
Hf(x) = lim
ε↓0
Hεf(x)
provided this limit exists for almost all x ∈ R. It follows as in the classical case [20] with E = R
that if αp(E) is finite, then, for f ∈ LpE(R),
Hf(x) = lim
ε↓0
Hεf(x)
exists for almost all x ∈ R and
‖Hf‖p ≤ αp(E) ‖f‖p for 1 < p <∞.
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Conversely, if the Hilbert transform exists and is bounded in LpE(R), then αp(E) is finite and is,
indeed, the norm of H. This statement has a proof that follows the same pattern as the one for
the scalar case; see p. 256 of volume II of Zygmund [23] or Cle´ment and de Pagter [15].
The Banach space E is said to be an HT space if αp(E) is finite for some p ∈ (1,∞); equivalently,
for all p ∈ (1,∞). That the class HT does not depend on p follows from the work of Schwartz [21]
and Benedek, Caldero´n, and Panzone [3].
If E is an HT space, then, as in the scalar-valued case, the norm inequality for the Hilbert
transform together with the method of rotation introduced by Caldero´n and Zygmund [14] can be
used to establish norm inequalities for a large class of singular integral operators on LpE(R
n).
Theorem 1.0.5. A Banach space E is an HT space if, and only if, it is UMD.
That a UMD space is HT is due to Burkholder and McConnell [9] using Itoˆ integration with
respect to Brownian motion. For the proof that HT implies UMD, see Bourgain [4].
This leads to three equivalent conditions giving some geometric characterizations of Banach
spaces:
ζ − convex⇐⇒ UMD ⇐⇒ HTspace.
So if E is ζ−convex, a large part of the Caldero´n-Zygmund theory of singular integral operators
carries over due to the defining property of HT spaces which states that the Hilbert transform with
values in this Banach space is bounded in Lp for 1 < p <∞. Moreover, it is not possible to carry
over the major results if E is not ζ−convex.
We can see that in Hilbert space, several nice properties can be derived but it is much more
complicated to deal with non-Hilbert Banach spaces.
In Chapter 5, with the same notations of B and B as above, we consider an approach to
Burkholder’s result finding the greatest biconvex function u of the class of biconvex functions
satisfying a boundary condition. This boundary condition is the same one as Burkholder’s when
p = 2.
Let u : B × B → R be a function in C3. Fix y = (y1, y2) ∈ B. We regard u as a function of
(x1, x2) in B. For x1 = cos θ, x2 = σ(θ) = ± (1− | cos(θ)|p)1/p and y = (y1, y2) ∈ B, we define
a boundary function ψ by (1.1). Define a real-valued function A on B by (1.4) where we assume
that the denominators are non-zero. Then A satisfies the differential equation (1.7) whose solution
involves a parameter function Φ in (1.8).
Let ϕ and ϕ1 be functions of A satisfying (1.5). Then we have the relation
ϕ′1(A) =
ϕ′(A)
A
. (1.13)
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From the fact that
u(x1, x2)− u(0, 0) =
x1∫
0
ux1(s, 0)ds+
x2∫
0
ux2(x1, τ)dτ
=
x1∫
0
ϕ(A(s, 0))ds+
x2∫
0
ϕ1(A(x1, τ))dτ,
we can set (x1, x2) = (cos(θ), σ(θ)), then use the boundary condition u(x1, x2) = u(cos(θ), σ(θ)) =
ψ(θ) and differentiate with respect to θ, and then use the relation between ϕ and ϕ1 to get a first
order linear nonhomogeneous equation of ϕ2,
ϕ′2(θ)
(
1
A(cos(θ), sin(θ))
− tan(θ)
)
− sec2(θ)ϕ2(θ) = d
dθ
(
ψ′(θ)
cos(θ)
)
,
where ϕ2(θ) = ϕ(A(cos(θ), sin(θ))) and p = 2.
We can solve this differential equation for ϕ2(θ) and consequently, ϕ(θ) and ϕ1(θ). We then
show that these values of ϕ(θ) and ϕ1(θ) coincide with the ones derived from the function u in the
Burkholder case where p = 2 in Theorem 1.0.1.
In Chapter 6, we find some conditions on Φ in order to get the unique solution A to the equation
(1.8). If Φ(A) = aA+ b for some a, b ∈ R, then
A(x1, x2) =
x2 − b
a− x1 ,
which is the same as A(x1, x2) in the Burkholder case derived in Chapter 5, with
a =
−y1
y21 + y
2
2
and b =
−y2
y21 + y
2
2
.
In Chapter 7, we perform a variation of the function Φ from Chapter 5 which is a suitable
function in the solution of the Hopf differential equation. For a given function Φ, we can find the
corresponding function A which leads to finding the functions ϕ and ϕ1. By integrating ϕ and ϕ1,
we get the function u corresponding to the given function Φ.
Let η0 be a small real-valued function. By writing u→ v, we mean that what was u before the
variation becomes v after the variation. If we perform the variation
Φ→ Φ + η0,
then, for −1 ≤ s ≤ 1 and −1 ≤ τ ≤ 1, we obtain the changes
ϕ2(β(A(s, 0)))→ ϕ2(β(A(s, 0))) + δ3(s)
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and
ϕ1(A(x1, τ))→ ϕ1(A(x1, τ)) + δ6(τ)
for some small real-valued functions δ3 and δ6. The explicit expressions for δ3 and δ6 in terms of
η0 will be given in section 7.8 of Chapter 7.
Theorem 1.0.6. Consider a variation of Φ by η0. Then
u(x1, x2)− u(1, 0)→ u(x1, x2)− u(1, 0) +
x1∫
1
δ3(s)ds+
x2∫
0
δ6(τ)dτ.
We may choose η0 so as to approximate a small multiple of the Dirac delta measure. Hence, in
loose language, suppose that η0(t) = δ (t− t0) is zero everywhere except at t = t0 for some t0 ∈ R.
Theorem 1.0.7. Suppose that η0 is concentrated at t0. Let s0, τ0 ∈ [−1, 1] be such that
t0 = A(s0, 0) = A(x1, τ0).
Then
x1∫
1
δ3(s)ds→ δ˜3
and
x2∫
0
δ6(τ)dτ → δ˜6,
where δ˜3 and δ˜6 are certain functions of s0 and τ0. In particular, if u is maximal, then δ˜3 and δ˜6
are identically zero.
The explicit expressions of δ˜3 and δ˜6 will be given in section 7.4 of Chapter 7.
Consider the extremal problem of maximizing u(x1, x2) for a given point (x1, x2) in the unit
disk. By the maximality of the function u, δ˜3 and δ˜6 is zero. Therefore, the conditions of δ˜3
and δ˜6 being zero may provide some information about what kind of function Φ will give us the
greatest biconvex function u satisfying the boundary condition. For further study, we might have
to differentiate δ˜3 and δ˜6 and then consider the solutions to these differential equations.
However, these two functions are not identically zero in the Burkholder case. This implies that
the variation, in that particular situation, cannot be done in an arbitrary fashion. This is because
in that case there are points at which ux1x1 = 0, so that some variations η0 may cause there to be
points at which the new function u satisfies ux1x1 < 0. These variations must be avoided. Hence,
the variations will have to be done in a specific direction in order to get the greatest biconvex
function u as in the Burkholder case or it might be possible that the Burkholder maximal function
u is isolated that we cannot perform any variation with it.
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Chapter 2
Notations
We denote the set of real numbers by R. For n ≥ 1, Rn is the n-dimensional Euclidean space and
Cn is the space of continuous functions that have continuous partial derivatives up to order n. If
x ∈ R, we denote the absolute value of x by |x|. We denote the complex plane by C. We write
Re z for the real part and Im z for the imaginary part of a complex number z. With norm ‖·‖, we
denote a real or complex Banach space by E. We define B, B, and ∂B to be a unit ball, the closed
unit ball and the unit sphere in E, respectively. If x, y are in a real or complex Hilbert space H,
we denote the inner product of x and y by 〈x, y〉, so Re 〈x, y〉 is the real part of the inner product.
If f is in an Lp-space, we denote the Lp-norm of f by ‖f‖p. In `p(R2), we denote the `p-norm by
|z|p where z = (x, y) in R2. Thus |z|pp = |x|p + |y|p.
In the sequel, we will often refer to ”the Burkholder case”. By this we mean considering the
function ζ given by (3.4) and the extremal problem (3.2) associated to it in a Hilbert space.
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Chapter 3
Background and Preliminaries
3.1 Convex Sets
Let A be a subset of a Banach space E. We say that A is convex if, whenever x, y ∈ A and
0 < t < 1, we have tx + (1 − t)y ∈ A. A point tx + (1 − t)y, where 0 ≤ t ≤ 1, is called a convex
combination of x and y. More generally, if tj ≥ 0 for 1 ≤ j ≤ n and if
∑n
j=1 tj = 1, then
∑n
j=1 tjxj
is called a convex combination of x1, . . . , xn. If A is convex and if x1, . . . , xn ∈ A, then A contains
all convex combinations of x1, . . . , xn.
3.2 Balls in Banach spaces
Let E be a Banach space with norm ‖x‖. Suppose that x ∈ E and r > 0. We write
BE(x, r) = {y ∈ E : ‖x− y‖ < r}
and
BE(x, r) = {y ∈ E : ‖x− y‖ ≤ r} .
We call these sets open and closed balls with center x and radius r. Note that balls are convex.
3.3 Convex functions
If A is a convex subset of a Banach space E and u : A→ R is a function, we say that u is convex
(on A) if, whenever x, y ∈ A and 0 < t < 1, we have
u(tx1 + (1− t)x2) ≤ tu(x1) + (1− t)u(x2).
This is a well-defined concept since tx1 + (1− t)x2 ∈ A, so that u(tx1 + (1− t)x2) is defined. Let
A1 and A2 be convex subsets of a Banach space E (possibly A1 = A2). We say that a function
u : A1 × A2 → R is convex in each variable if, for each z ∈ A1, the function u1 : A2 → R defined
by u1(y) = u(z, y) is convex on A2, and if for each z ∈ A2, the function u2 : A1 → R defined by
u2(x) = u(x, z) is convex on A1. We may also say that u is convex in x and y, or biconvex, if it is
convex in each variable.
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3.4 A class of convex functions F
Let E be a Banach space with norm ‖x‖. Write B = BE(0, 1), so B is the (closed) unit ball in E.
Let F consist of all functions u : B ×B → R such that u is convex in x and y and such that
u(x, y) ≤ ‖x+ y‖ (3.1)
whenever ‖x‖ = ‖y‖ = 1. Such functions exist, since the constant function zero satisfies these
conditions. Suppose that x, y ∈ B. Then there are t1, t2 ∈ [0, 1] and x1, x2, y1, y2 ∈ B with
‖x1‖ = ‖x2‖ = ‖y1‖ = ‖y2‖ = 1 such that x = t1x1 + (1− t1)x2 and y = t2y1 + (1− t2)y2. If x = 0,
choose any x1 with ‖x1‖ = 1, and then set x2 = −x1 and t1 = 1/2. If x 6= 0, set x1 = −x2 = x/ ‖x‖
and take t1 = (1 + ‖x‖)/2. Similarly for y. Thus for any u ∈ F , we have
u(x, y) ≤ t1u(x1, y) + (1− t1)u(x2, y)
≤ t1(t2u(x1, y1) + (1− t2)u(x1, y2))
+ (1− t1)(t2u(x2, y1) + (1− t2)u(x2, y2))
≤ t1t2 ‖x1 + y1‖+ t1(1− t2) ‖x1 + y2‖
+ (1− t1)t2 ‖x2 + y1‖
+ (1− t1)(1− t2) ‖x2 + y2‖
≤ 2
since ‖xi + yj‖ ≤ ‖xi‖+ ‖yj‖ = 2 for i, j ∈ {1, 2}.
3.5 A particular function in Hilbert space
If E is a Hilbert space over R or C with inner product 〈x, y〉, then one function u in F is
u(x, y) = 1 + Re〈x, y〉.
This function u is linear and hence convex in each variable. Here we have u(0, 0) = 1 > 0. We need
to prove u(x, y) ≤ ‖x+ y‖ when ‖x‖ = ‖y‖ = 1. Now u(x, y) ≥ 0, so we need to prove that
u(x, y)2 ≤ ‖x+ y‖2 .
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We have
‖x+ y‖2 = ‖x‖2 + ‖y‖2 + 2 Re〈x, y〉
= 2(1 + Re〈x, y〉)
≥ (1 + Re〈x, y〉)2
= u(x, y)2
if, and only if, 1 + Re〈x, y〉 ≤ 2, which is true since Re〈x, y〉 ≤ 1 whenever ‖x‖ = ‖y‖ = 1.
3.6 The supremum of F
We define a function ζ : B ×B → R by
ζ(x, y) = sup{u(x, y) : u ∈ F} ≥ 0. (3.2)
Since u(x, y) ≤ 2 for all x, y ∈ B, we have ζ(x, y) ≤ 2 for all x, y ∈ B. Suppose that x1, x2, y ∈ B
and 0 < t < 1. Set x = tx1 + (1− t)x2. Pick ε > 0. There is u ∈ F depending on (x, y) such that
ζ(x, y) < u(x, y) + ε. Since u is convex in x, we have
u(x, y) ≤ tu(x1, y) + (1− t)u(x2, y)
≤ tζ(x1, y) + (1− t)ζ(x2, y).
Thus,
ζ(x, y) < tu(x1, y) + (1− t)u(x2, y) + ε
≤ tζ(x1, y) + (1− t)ζ(x2, y) + ε.
Since ε is arbitrary, we have
ζ(x, y) ≤ tu(x1, y) + (1− t)u(x2, y)
≤ tζ(x1, y) + (1− t)ζ(x2, y).
Hence, ζ is convex in x. Similarly ζ is convex in y.
Suppose that ‖x‖ = ‖y‖ = 1. Then u(x, y) ≤ ‖x+ y‖ for all u ∈ F , so that ζ(x, y) ≤ ‖x+ y‖.
Thus, ζ ∈ F . Clearly ζ is the largest element of F .
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3.7 The problem of finding ζ
It has been proved by Burkholder [12] that if E is a Hilbert space, then
ζ(x, y) 6= 1 + Re〈x, y〉.
The function ζ is not known for any non-Hilbert Banach space.
In 2008, Prof. Hinkkanen was asked by Prof. Eero Saksman (University of Helsinki); what the
function ζ is for particular non-Hilbert Banach spaces such as `p, or Lp for functions defined, say, on
the interval [0, 1], with values in R or C, with respect to the Lebesgue measure, where 1 < p <∞.
While the answer to this question remains unknown, this question has motivated the work in this
thesis.
Let F¯ consist of all biconvex functions u : E × E → R such that
u(x, y) ≤ ‖x+ y‖ (3.3)
whenever ‖x‖ ∨ ‖y‖ ≥ 1.
By Burkholder [12], if E is a real or complex Hilbert space, then
ζ(x, y) = (1 + 2 Re〈x, y〉+ ‖x‖2 ‖y‖2)1/2 if ‖x‖ ∨ ‖y‖ < 1, (3.4)
= ‖x+ y‖ if ‖x‖ ∨ ‖y‖ ≥ 1.
However, ζ is unknown for non-Hilbert Banach spaces. Also, it is an open problem to find
all Banach spaces for which ζ(0, 0) > 0. We trivially have ζ(0, 0) ≥ 0, but it is harder to have
ζ(0, 0) > 0. This includes all Hilbert spaces.
It has been proved by Burkholder [7] that ζ(0, 0) > 0 for `p(K) or Lp(K) when 1 < p <∞ but
this is not true if p = 1 or p =∞. Here K = R or K = C.
There is a characterization of spaces for which ζ(0, 0) > 0, in terms of certain other conditions.
One such characterization is UMD (Unconditional for Martingale Differences). By Burkholder [7],
a Banach space E is UMD if and only if it is ζ − convex.
3.8 UMD spaces
Let Ω be a probability space with a σ−algebra A of measurable sets for a measure P . A discrete-
time complex-valued martingale on Ω is a sequence of complex-valued functions gn in L
1(Ω) such
that gn is measurable with respect to a σ−algebra An, where An ⊂ An+1 ⊂ A, such that, for each
A ∈ An, we have
∫
A(gn+1 − gn)dP = 0.
In a finite martingale, each An contains only finitely many sets and each gn takes only finitely
many values, and gn,An are the same for all sufficiently large n.
The Banach space E is UMD if βp(E) <∞ for some p ∈ (1,∞); equivalently, for all p ∈ (1,∞)
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by Maurey [18]. Here βp(E) denotes the least β ∈ [1,∞] such that∥∥∥∥∥
n∑
k=0
εkdk
∥∥∥∥∥
p
≤ β
∥∥∥∥∥
n∑
k=0
dk
∥∥∥∥∥
p
for all E-valued martingale differences dk = gk+1−gk, all sequences ε of numbers in {1,−1}, and all
nonnegative integers n. Let fn =
∑n
k=0 dk and hn =
∑n
k=0 εkdk. The martingale h is the transform
of the martingale f by ε and this ±1-transform satisfies
‖h‖p ≤ βp(E) ‖f‖p .
Here ‖f‖p = supn≥0 ‖fn‖p.
3.9 The function ζ as an infimum
If x, y ∈ B then x = ∑nj=1 tjxj and y = ∑mj=1 t′jyj , where ‖xj‖ = 1 for all j with 1 ≤ j ≤ n and
‖yj‖ = 1 for all j with 1 ≤ j ≤ m. If u ∈ F , then
u(x, y) ≤
n∑
j=1
tju(xj , y)
≤
n∑
j=1
m∑
k=1
tjt
′
ku(xj , yk)
≤
n∑
j=1
m∑
k=1
tjt
′
k ‖xj + yk‖ .
Thus also
ζ(x, y) ≤ inf

n∑
j=1
m∑
k=1
tjt
′
k ‖xj + yk‖
 .
We now iterate this process and assume only that ‖xj‖ ≤ 1 for all j with 1 ≤ j ≤ n and ‖yj‖ ≤ 1
for all j with 1 ≤ j ≤ m. We next represent each xj and yk as an arbitrary convex combination of
points of norm 1. If we write xj =
∑n1
j1=1
t1j,j1x
1
j,j1
and yk =
∑m1
k1=1
s1k,k1y
1
k,k1
. We obtain
u(xj , yk) ≤
n1∑
j1=1
m1∑
k1=1
t1j,j1s
1
k,k1u(x
1
j,j1 , y
1
k,k1)
≤
n1∑
j1=1
m1∑
k1=1
t1j,j1s
1
k,k1
∥∥x1j,j1 + y1k,k1∥∥ .
Thus
u(x, y) ≤
n∑
j=1
m∑
k=1
n1∑
j1=1
m1∑
k1=1
tjt
′
kt
1
j,j1s
1
k,k1 ||x1j,j1 + y1k,k1 ||, (3.5)
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where
x =
n∑
j=1
n1∑
j1=1
tjt
1
j,j1x
1
j,j1
and
y =
m∑
k=1
m1∑
k1=1
t′ks
1
k,k1y
1
k,k1 .
Since this is true for every u ∈ F , it follows that
ζ(x, y) ≤ inf

n∑
j=1
m∑
k=1
n1∑
j1=1
m1∑
k1=1
tjt
′
kt
1
j,j1s
1
k,k1
∥∥x1j,j1 + y1k,k1∥∥
 ,
where the infimum is taken over all such representations of x and y. If we continue and allow an
arbitrary number of iterations of this process, the resulting infimum is equal to ζ(x, y).
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Chapter 4
Burkholder’s result in Hilbert space
and some extensions
In this Chapter, we include in full detail the proof of Burkholder’s result in Theorem 3.5 [12]
for Hilbert spaces which gives the explicit greatest biconvex ζ−function satisfying (1.9). We also
present some results of Burkholder for non-Hilbert Banach spaces. The reason for having this
Chapter, with a presentation of complete details, is that the explicit extremal function in the
Burkholder case will be the main function we use to check that the formalism we have created in
later Chapters is valid.
4.1 Burkholder’s result in Hilbert space
Let B be the closed unit ball in a real Hilbert space H with norm ‖x‖ and let F be the class of
biconvex functions u on B ×B such that
u(x, y) ≤ ‖x+ y‖ if ‖x‖ = ‖y‖ = 1. (4.1)
It is shown in Lemma 3.1 [12] that it is enough to have the function ζ defined and biconvex on the
product of the closed unit ball of H with itself rather than on the whole space H ×H. Then we
have the following theorem by Burkholder [12] on B×B instead of H ×H as in the original proof.
Theorem 4.1.1. Let ζB denote the greatest biconvex function u on B×B satisfying (4.1) and let
〈x, y〉 be the inner product of x and y. Then
ζB(x, y) = (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)1/2 for all x, y ∈ B.
Proof. Let ζ be defined on H ×H by
ζ(x, y) = (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)1/2
= (‖x+ y‖2 + (1− ‖x‖2)(1− ‖y‖2))1/2.
Then
ζ(x, y) > ‖x+ y‖ if ‖x‖ ∨ ‖y‖ < 1 (4.2)
= ‖x+ y‖ if ‖x‖ ∨ ‖y‖ = 1. (4.3)
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Now, for any x, y ∈ H and the fact that |〈x, y〉| ≤ ‖x‖ · ‖y‖, we have
1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2 ≥ 1− 2 ‖x‖ ‖y‖+ ‖x‖2 ‖y‖2 (4.4)
= (‖x‖ ‖y‖ − 1)2
≥ 0. (4.5)
Thus, ζ(x, y) is well-defined and nonnegative on H ×H. In particular, this holds for all x, y ∈ B.
If a+ bt+ ct2 is a nonnegative polynomial with real coefficients, then the graph of a+ bt+ ct2
lies above the x-axis and so a+bt+ct2 cannot have two distinct real roots. Hence, the discriminant
b2 − 4ac ≤ 0.
Let f(t) = (a+ bt+ ct2)
1
2 . Then
f ′(t) =
1
2
b+ 2ct
(a+ bt+ ct2)
1
2
and f ′′(t) =
ac− 14b2
(a+ bt+ ct2)
3
2
≥ 0.
So, the mapping t→ f(t) is convex on R.
Let x = x0 + tx1 where x0, x1 ∈ B and t ∈ (0, 1). Then, for each y ∈ B,
ζ(x, y) = (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)1/2
= (1 + 2 〈x0 + tx1, y〉+ ‖x0 + tx1‖2 ‖y‖2)1/2
= (1 + 2 〈x0, y〉+ 2t 〈x1, y〉+ (‖x0‖2 + t2 ‖x1‖2 + 2t 〈x0, x1〉) ‖y‖2)1/2
= (a+ bt+ ct2)
1
2 ,
where
a = 1 + 2 〈x0, y〉+ ‖x0‖2 ‖y‖2 ,
b = 2 〈x1, y〉+ 2 ‖y‖2 〈x0, x1〉 ,
c = ‖x1‖2 ‖y‖2 .
By (4.5), a+ bt+ ct2 is a nonnegative polynomial with real coefficients.
Therefore, for each y ∈ B, the function ζ1 defined by ζ1(x) = ζ(x, y) is convex on B.
Similarly, for each x ∈ B, the function ζ2 defined by ζ2(y) = ζ(x, y) is convex on B.
Hence, ζ is biconvex on B ×B. This implies ζ ≤ ζB.
Let a ∈ B with ‖a‖ = 1. Then
ζB(a, a) ≤ ‖a+ a‖ since ζB satisfies (4.1)
≤ ‖a‖+ ‖a‖ by the property of norm
= 2, (4.6)
ζB(a,−a) ≤ ‖a+ (−a)‖ since ζB satisfies (4.1)
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= 0, and (4.7)
ζB(0, 0) ≤ ζB(a, 0) + ζB(−a, 0)
2
since ζB is biconvex. (4.8)
Hence,
ζB(0, 0) ≤ ζB(a, a) + ζB(a,−a) + ζB(−a, a) + ζB(−a,−a)
4
by applying (4.8) twice
≤ 2 + 0 + 0 + 2
4
by (4.6) and (4.7)
= 1
= ζ(0, 0) by definition of ζ.
Now, suppose that ‖x‖ < 1 = ‖y‖ and let z = x+ y.
Then z 6= 0, otherwise x = −y and so, ‖x‖ = ‖−y‖ = 1, a contradiction.
Let t ∈ R be such that ‖x+ tz‖ = 1. Then
1 = ‖x+ tz‖2
= 〈x+ tz, x+ tz〉
= 〈x+ tx+ ty, x+ tx+ ty〉
= ‖x‖2 + 2t ‖x‖2 + t2 ‖x‖2 + 2t 〈x, y〉+ 2t2 〈x, y〉+ t2 ‖y‖2
= t2(‖x‖2 + 2 〈x, y〉+ 1) + 2t(‖x‖2 + 〈x, y〉) + ‖x‖2 .
So, t2
(
‖x‖2 + 2 〈x, y〉+ 1
)
+ 2t
(
‖x‖2 + 〈x, y〉
)
+
(
‖x‖2 − 1
)
= 0. Thus,
t =
−2(‖x‖2 + 〈x, y〉)±
√
4(‖x‖2 + 〈x, y〉)2 − 4(‖x‖2 + 2 〈x, y〉+ 1)(‖x‖2 − 1)
2(‖x‖2 + 2 〈x, y〉+ 1)
=
−(‖x‖2 + 〈x, y〉)±√(1 + 〈x, y〉)2
‖x‖2 + 2 〈x, y〉+ 1
=
−(‖x‖2 + 〈x, y〉)± (1 + 〈x, y〉)
‖x‖2 + 2 〈x, y〉+ 1 since 1 + 〈x, y〉 ≥ 0
= −1, 1− ‖x‖
2
‖x‖2 + 2 〈x, y〉+ ‖y‖2 since ‖y‖ = 1
= −1, 1− ‖x‖
2
‖x+ y‖2 .
Let t0 = −1 and t1 =
(
1− ‖x‖2
)
/
(
‖x+ y‖2
)
. Since ‖x‖ < 1 = ‖y‖, we have 1 − ‖x‖2 > 0 and
‖x+ y‖2 > 0.
Hence, t1 > 0 and
‖x+ tz‖ < 1, (4.9)
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for all t in an interval (t0, t1) with equality holding at t0 and t1 where −1 = t0 < 0 < t1.
Thus, for t ∈ [t0, t1], by the fact that ‖y‖ = 1, we have
ζ(x+ tz, y) = ζ(x+ tx+ ty, y)
= (1 + 2 〈x+ tx+ ty, y〉+ ‖x+ tx+ ty‖2 ‖y‖2) 12
= (1 + (2 + 2t) 〈x, y〉+ 2t+ 〈x+ tx+ ty, x+ tx+ ty〉) 12
= ((1 + 2t+ t2) + 2(1 + 2t+ t2) 〈x, y〉+ (1 + 2t+ t2) ‖x‖2) 12
= ((1 + 2t+ t2)(1 + 2 〈x, y〉+ ‖x‖2)) 12
= ((1 + t)2(1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)) 12
= ζ(x, y)(1 + t).
So, for t ∈ [t0, t1],
ζ(x+ tz, y) = ζ(x, y)(1 + t). (4.10)
Let α = −t0/(t1 − t0). Then αt1 + (1− α)t0 = 0 and
ζB(x, y) ≤ αζB(x+ t1z, y) + (1− α)ζB(x+ t0z, y) (ζB is biconvex)
= α (1 + t1) ‖x+ y‖+ (1− α)(1 + t0) ‖x+ y‖ (by (4.1) and (4.10))
= α ‖x+ y‖+ (1− α) ‖x+ y‖+ (αt1 + (1− αt0)) ‖x+ y‖
= ‖x+ y‖
= ζ(x, y).
Thus, for ‖x‖ ∨ ‖y‖ = 1,
ζB(x, y) ≤ ‖x+ y‖ = ζ(x, y). (4.11)
Finally, suppose that 0 < ‖x‖ ∨ ‖y‖ < 1. If y = 0, then
ζB(x, 0) ≥ ζ(x, 0) = 1.
Let x1, x2 be such that ‖x1‖ = ‖x2‖ = 1 and
x = kx1 + (1− k)x2
for some 0 < k < 1. Then
ζB(x, 0) = ζB (kx1 + (1− k)x2, 0)
≤ k ζB(x1, 0) + (1− k) ζB(x2, 0)
≤ k ‖x1‖+ (1− k) ‖x2‖
= 1.
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Therefore, ζB(x, 0) = 1 = ζ(x, 0).
We now assume that y 6= 0. Let z = x ‖y‖2 + y. Let t ∈ R be such that ‖x+ tz‖ = 1. Then
1 = ‖x+ tz‖2
=
〈
x+ t ‖y‖2 x+ ty, x+ t ‖y‖2 x+ ty
〉
= ‖x‖2 + 2t ‖x‖2 ‖y‖2 + 2t 〈x, y〉+ t2 ‖x‖2 ‖y‖4 + 2t2 ‖y‖2 〈x, y〉+ t2 ‖y‖2
= t2(‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖x‖2 ‖y‖4) + t(2 ‖x‖2 ‖y‖2 + 2 〈x, y〉) + ‖x‖2 .
So,
t2(‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖x‖2 ‖y‖4) + t(2 ‖x‖2 ‖y‖2 + 2 〈x, y〉) + (‖x‖2 − 1) = 0.
Thus,
t =
−2(‖x‖2‖y‖2+〈x, y〉)±
√
4(‖x‖2‖y‖2+ 〈x, y〉)2− 4‖y‖2(‖x‖2‖y‖2+ 2〈x, y〉+ 1)(‖x‖2−1)
2 ‖y‖2 (‖x‖2 ‖y‖2 + 2 〈x, y〉+ 1)
=
−(‖x‖2 ‖y‖2 + 〈x, y〉)±
√
(‖x‖2‖y‖2 + 〈x, y〉)2 +‖y‖2(ζ(x, y))2(1− ‖x‖2)
‖y‖2 (ζ(x, y))2 .
Let t0 =
−(‖x‖2 ‖y‖2 + 〈x, y〉)−
√
(‖x‖2‖y‖2 + 〈x, y〉)2 +‖y‖2(ζ(x, y))2(1− ‖x‖2)
‖y‖2 (ζ(x, y))2
and t1 =
−(‖x‖2 ‖y‖2 + 〈x, y〉) +
√
(‖x‖2‖y‖2 + 〈x, y〉)2 +‖y‖2(ζ(x, y))2(1− ‖x‖2)
‖y‖2 (ζ(x, y))2 .
Since 0 < ‖x‖ ∨ ‖y‖ < 1 and y 6= 0, we have 1− ‖x‖2 > 0 and ‖y‖2 > 0.
Thus, ‖y‖2 (ζ(x, y))2 > 0 and√
(‖x‖2‖y‖2 + 〈x, y〉)2 +‖y‖2(ζ(x, y))2(1− ‖x‖2) > ‖x‖2 ‖y‖2 + 〈x, y〉 .
Hence, t0 < 0 and t1 > 0.
Note that
0 > (ζ(x, y))2(‖y‖2 − 1)
= (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)(‖y‖2 − 1).
So, 1 + 2 〈x, y〉 > ‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖y‖4 ‖x‖2 − ‖x‖2 ‖y‖2 and
(1 + 〈x, y〉)2 = 1 + 2 〈x, y〉+ (〈x, y〉)2
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> (〈x, y〉)2 + ‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖y‖4 ‖x‖2 − ‖x‖2 ‖y‖2 .
Since 1 + 〈x, y〉 ≥ 0, we have
1 + 〈x, y〉 >
√
(〈x, y〉)2 + ‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖y‖4 ‖x‖2 − ‖x‖2 ‖y‖2.
Hence,
(ζ(x, y))2 = 1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2
> 〈x, y〉+ ‖x‖2 ‖y‖2
+
√
(〈x, y〉)2 + ‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖y‖4 ‖x‖2 − ‖x‖2 ‖y‖2.
Thus,
1
‖y‖2 >
〈x, y〉+ ‖x‖2 ‖y‖2 +
√
(〈x, y〉)2 + ‖y‖2 + 2 ‖y‖2 〈x, y〉+ ‖y‖4 ‖x‖2 − ‖x‖2 ‖y‖2
‖y‖2 (ζ(x, y)2)
= −t0.
Therefore, t0 > − 1‖y‖2 .
Hence,
‖x+ tz‖ < 1 for all t in an interval (t0, t1) (4.12)
with equality holding at t0 and t1 where − 1‖y‖2 < t0 < 0 < t1.
Thus, for t ∈ [t0, t1],
ζ(x+ tz, y) = ζ(x+ t ‖y‖2 x+ ty, y)
= (1 + 2
〈
x+ t ‖y‖2 x+ ty, y
〉
+
∥∥∥x+ t ‖y‖2 x+ ty∥∥∥2 ‖y‖2) 12
= ((1 + 2t ‖y‖2 + t2 ‖y‖4) + (2 + 4t ‖y‖2 + 2t2 ‖y‖4) 〈x, y〉
+ (1 + 2t ‖y‖2 + t2 ‖y‖4) ‖x‖2 ‖y‖2) 12
= ((1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2)(1 + t ‖y‖2)2) 12
= (1 + 2 〈x, y〉+ ‖x‖2 ‖y‖2) 12 (1 + t ‖y‖2) since 1 + t ‖y‖2 ≥ 0
= ζ(x, y)(1 + t ‖y‖2).
Therefore, for t ∈ [t0, t1],
ζ(x+ tz, y) = ζ(x, y)(1 + t ‖y‖2). (4.13)
Let α = −t0/(t1 − t0).
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Then αt1 + (1− α)t0 = 0 and
ζB(x, y) ≤ αζB(x+ t1z, y) + (1− α)ζB(x+ t0z, y) (ζB is biconvex)
≤ α ‖x+ t1z + y‖+ (1− α) ‖x+ t0z + y‖ (by (4.11) and (4.12))
= αζ(x+ t1z, y) + (1− α)ζ(x+ t0z, y) (by (4.3) and (4.12))
= ζ(x, y)[α(1 + t1 ‖y‖2) + (1− α)(1 + t0 ‖y‖2)] (by (4.13))
= ζ(x, y).
Thus, for 0 < ‖x‖ ∨ ‖y‖ < 1, ζB(x, y) ≤ ζ(x, y).
This completes the proof that ζB = ζ.
4.2 An extension in non-Hilbert Banach spaces
From Burkholder’s result in section 4.1, we observe that an extension can be done in non-Hilbert
Banach spaces with norm ‖x‖. In particular, we are interested in reflexive non-Hilbert Banach
spaces. If a Banach space is not reflexive, then it is not ζ−convex, see [18]. This extension has a
proof that follows a pattern similar to the one in section 4.1.
Let B˜ be the closed unit ball in a non-Hilbert Banach space with norm ‖x‖ and let F˜ be the
class of biconvex functions u˜ on B˜ × B˜ such that
u˜(x, y) ≤ ‖x+ y‖ if ‖x‖ = ‖y‖ = 1. (4.14)
Theorem 4.2.1. Let ζ
B˜
denote the greatest biconvex function in F˜ . Then
ζ
B˜
(x, y) = ‖x+ y‖ if ‖x‖ ∨ ‖y‖ = 1.
Proof. Let x, y ∈ B˜ such that ‖x‖ < 1 = ‖y‖ and let z = x+ y.
Then z 6= 0, otherwise ‖x‖ = ‖−y‖ = 1, a contradiction.
Let t ∈ R be such that ‖x+ tz‖ = 1.
Then there exist t0 and t1 with t0 < 0 < t1 such that
‖x+ tz‖ < 1 (4.15)
for all t ∈ (t0, t1) with equality holding at t0 and t1.
Since ‖−y‖ = 1, we have ‖x− z‖ = ‖x− (x+ y)‖ = ‖−y‖ = 1.
Thus, t0 ≥ −1.
Let α = −t0/(t1 − t0). Then αt1 + (1− α)t0 = 0 and
ζ
B˜
(x, y) ≤ αζ
B˜
(x+ t1z, y) + (1− α)ζB˜(x+ t0z, y) (ζB˜ is biconvex)
≤ α ‖x+ t1z + y‖+ (1− α) ‖x+ t0z + y‖ (by (4.14) and (4.15))
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= α ‖x+ t1(x+ y) + y‖
+ (1− α) ‖x+ t0(x+ y) + y‖ (since z = x+ y)
= α(1 + t1) ‖x+ y‖
+ (1− α)(1 + t0) ‖x+ y‖ (by the property of p-norm)
= (α+ αt1 + (1− α) + (1− α)t0) ‖x+ y‖
= ‖x+ y‖ (since αt1 + (1− α)t0 = 0).
Thus, ζ
B˜
(x, y) ≤ ‖x+ y‖ whenever ‖x‖ < 1 = ‖y‖.
By symmetry, we also have ζ
B˜
(x, y) ≤ ‖x+ y‖ whenever ‖y‖ < 1 = ‖x‖.
Since ‖x+ y‖ is biconvex on B˜ × B˜, ‖x+ y‖ ≤ ζ
B˜
(x, y).
This completes the proof that ζ
B˜
= ‖x+ y‖ when ‖x‖ ∨ ‖y‖ = 1.
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Chapter 5
First approach to Burkholder’s result
5.1 Introduction
Consider the class of real-valued functions u satisfying a boundary condition, u = ψ on the bound-
ary, on a domain D ×D where D is a convex domain of R2. In particular, we restrict the domain
D to the unit ball in the `p−norm or the unit disk when p = 2. We choose to work on R2 because
such a result will then apply to Hilbert spaces for which we have an explicit result from Burkholder
in Chapter 4. Thus, we can use Burkholder’s result to verify if the formalism we create is valid. In
addition, if R2 is replaced by Rn, where n ≥ 3, the considerations would be more complicated and
the formalism would not have a trivial extension to that case.
Our interest is in finding the extremal function associated with the boundary condition ψ that
makes the function attain a maximum value at a specific point in the domain using the calculus of
variations. To be precise, we want to maximize the function u at a point (x, y) in the domain where
y = (y1, y2) is fixed. Therefore, we can consider u as a function of x1 and x2, where x = (x1, x2).
Denote the p−norm of x ∈ R2 by |x|p. Denote the open and closed unit balls in R2 for the `p−
metric by B =
{
x ∈ R2 : |x|p < 1
}
and B =
{
x ∈ R2 : |x|p ≤ 1
}
.
Suppose that u(x, y) is a biconvex function where x, y ∈ B. Then u is convex in each variable.
Hence, for the fixed y,
ux1x1 ≥ 0, ux2x2 ≥ 0, and ux1x1ux2x2 ≥ (ux1x2)2 . (5.1)
We will show that at least one equality of the three inequalities in (5.1) has to hold in order to
attain the extremal function u. If
min
{
ux1x1 , ux2x2 , ux1x1ux2x2 − (ux1x2)2
}
> 0,
then, by the continuity of the second derivatives of u, there is a ball B((x∗1, x∗2), ρ) of radius ρ
centered at (x∗1, x∗2) in the open unit disk B such that
ux1x1 > 0, ux2x2 > 0, and ux1x1ux2x2 − (ux1x2)2 > 0
for each point in B((x∗1, x∗2), ρ). Suppose that u(x1, x2) is the greatest convex function of the class
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of functions being considered. Fix y and let x = (x1, x2) ∈ B((x∗1, x∗2), ρ). Then
u(x1, x2) + ε exp
(
−1
ρ2 − |(x1, x2)− (x∗1, x∗2)|22
)
is also convex for a sufficiently small positive real number ε. Define
u˜(x1, x2) =
u(x1, x2) + ε exp
(
−1/
(
ρ2 − |(x1, x2)− (x∗1, x∗2)|22
))
, (x1, x2) ∈ B((x∗1, x∗2), ρ)
u(x1, x2) , (x1, x2) ∈ B \B((x∗1, x∗2), ρ).
Since
u(x∗1, x
∗
2) + ε exp
(
−1
ρ2 − |(x∗1, x∗2)− (x∗1, x∗2)|22
)
= u(x∗1, x
∗
2) + ε exp
(−1
ρ2
)
> u(x∗1, x
∗
2),
the function u˜(x1, x2) is a convex function such that u˜(x1, x2) > u(x1, x2). This contradicts the
assumption that u(x1, x2) is the maximal function.
Therefore, we cannot attain the extremal function on the domain such that
min
{
ux1x1 , ux2x2 , ux1x1ux2x2 − (ux1x2)2
}
> 0.
Hence,
min
{
ux1x1 , ux2x2 , ux1x1ux2x2 − (ux1x2)2
}
= 0 (5.2)
at each point. Fix a point (x1, x2) ∈ B. If, at (x1, x2), ux1x1 = 0 or ux2x2 = 0, then ux1x1ux2x2 = 0,
so
0 ≤ (ux1x2)2 ≤ ux1x1ux2x2 = 0,
hence ux1x2 = 0 and therefore ux1x1ux2x2 − (ux1x2)2 = 0. Thus
ux1x1ux2x2 − (ux1x2)2 = 0 (5.3)
at each point if (5.2) holds at each point.
Suppose ux1x2 6= 0 at (x1, x2). Then ux1x1ux2x2 = (ux1x2)2 > 0, so ux1x1 6= 0 and ux2x2 6= 0.
We set
A(x1, x2) =
ux1x1
ux1x2
=
ux1x2
ux2x2
6= 0,
so that A(x1, x2) is well defined.
Suppose ux1x2 = 0 at (x1, x2). Then by (5.3), ux1x1 = 0 or ux2x2 = 0. If ux1x1 = ux2x2 = 0,
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then any choice for A(x1, x2) satisfies
ux1x1 = Aux1x2 and ux1x2 = Aux2x2 .
If ux1x1 = 0 6= ux2x2 , then any A satisfies ux1x1 = Aux1x2 and we may define A = ux1x2/ux2x2 = 0.
For the points where ux1x1 6= 0 = ux2x2 , we can use the same analysis as above with x1 and x2
interchanged.
If either ux1x1 = 0 or ux2x2 = 0 on a certain domain, then, on that domain, u is a linear function
in x1 or in x2, respectively. Thus, these assumptions will limit the diversity of the class of biconvex
functions u.
Therefore, if an equality in one of the three inequalities in (5.1) were to hold, it should be the
case that (compare [10])
ux1x1ux2x2 = (ux1x2)
2 .
Thus, we will consider the class of biconvex functions u such that
ux1x1 ≥ 0, ux2x2 ≥ 0, and ux1x1ux2x2 = (ux1x2)2 . (5.4)
The last equality implies that
ux1x1
ux1x2
=
ux1x2
ux2x2
at points where ux1x2 6= 0 and ux2x2 > 0. Thus, we define a real-valued function A on B by
A(x1, x2) =
ux1x1
ux1x2
=
ux1x2
ux2x2
=
ux1x1
ux2x1
=
ux2x1
ux2x2
. (5.5)
As long as the boundary values of u do not coincide with an affine function on any open arc of ∂B,
the extremal function u will not satisfy ux1x1 = 0 or ux2x2 = 0 or ux1x2 = 0 on any open subset of
B.
Let ϕ and ϕ1 be the functions of A such that
ϕ(A) = ux1 and ϕ1(A) = ux2 .
Then
u(x1, x2)− u(1, 0) =
x1∫
1
ϕ(A(s, 0))ds+
x2∫
0
ϕ1(A(x1, τ))dτ. (5.6)
In later sections, we will present the computation of A(x1, x2), ϕ(A), and ϕ1(A) in the Burkholder
case and then verify that the values of ϕ(A(s, 0)) and ϕ1(A(x1, τ)) from our construction are the
same as the ones we get from Burkholder’s result.
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5.2 The existence of the functions ϕ and ϕ1
We now determine the existence of the functions ϕ and ϕ1, following [16]. In section 5.3, we show
that the defined function A(x1, x2) satisfies the differential equation
Ax1 −AAx2 = 0.
Consider the Cauchy problem
Ax1 −AAx2 = 0; A(0, x2) = A0(x2); (5.7)
where x1 and x2 are in the unit disk. We assume that A(x1, x2) and ∂A(x1, x2)/∂x2 are continuous.
We know that the ordinary Cauchy problem
dx2
dx1
= −A(x1, x2(x1)), x2(0) = r (5.8)
defining the characteristics has a solution x2(x1, r) defined and C
1 in the neighborhood of {0} ×
[−1, 1]. If we take (x1, r) as new variables instead of (x1, x2) and set
U(x1, r) = A(x1, x2(x1, r)),
then (5.7) is changed to
∂U
∂x1
= 0; U(0, r) = A0(r), (5.9)
if we use the fact that −A(x1, x2) = ∂x2/∂x1. The solution of (5.9) is
U(x1, r) = U(0, r) = A0(r(x1, x2)).
Hence, A(x1, x2) = A0(r(x1, x2)). By the existence and uniqueness theorem using the assumption
that A(x1, x2) and ∂A(x1, x2)/∂x2 are continuous, we have
r(x1, x2) =
(
A−10 ◦A
)
(x1, x2) . (5.10)
Let v(x1, x2) = ux1(x1, x2). Then, by the definition of the function A in (5.5), we have
vx1 −Avx2 = 0.
Consider the Cauchy problem
vx1 −Avx2 = 0; v(0, x2) = v0(x2); (5.11)
where x1 and x2 are in the unit disk. We assume that A(x1, x2) and ∂A(x1, x2)/∂x2 are continuous.
With the same method of the preceding Cauchy problem in (5.8), we obtain the solution to the
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Cauchy problem in (5.11),
v(x1, x2) = v0(r(x1, x2)) = v0
(
A−10 ◦A
)
(x1, x2) .
The second equation follows by substituting the equation (5.10). Therefore, we can define
ϕ = v0 ◦A−10
so that
ϕ(A) =
(
v0 ◦A−10
) ◦A = v(x1, x2) = ux1(x1, x2).
Similarly, we can find the function ϕ1 such that ϕ1(A) = ux2 .
5.3 Construction
Consider R2 with the `p−norm. Denote the p−norm of x ∈ R2 by |x|p. Denote the open and closed
unit balls in R2 for the `p− metric by B =
{
x ∈ R2 : |x|p < 1
}
and B =
{
x ∈ R2 : |x|p ≤ 1
}
.
Let u : B × B → R be a function in C3. Fix y = (y1, y2) ∈ B. We regard u as a function of
(x1, x2) in B. For x1 = cos θ, x2 = σ(θ) = ± (1− | cos(θ)|p)1/p and y = (y1, y2) ∈ B, we define a
boundary function ψ by
ψ(θ) = u(cos(θ), σ(θ)) = (| cos(θ) + y1|p + |σ(θ) + y2|p)1/p . (5.12)
When p = 2, this function ψ is the same boundary function as in Burkholder’s result.
Define a real-valued function A on B by
A(x1, x2) =
ux1x1
ux1x2
=
ux1x2
ux2x2
=
ux2x1
ux2x2
=
ux1x1
ux2x1
.
We assume for now that the denominators are non-zero. Then ux1x1 = ux1x2A and ux1x2 = ux2x2A.
Hence,
(ux1x1)x2 = (ux1x2)x2A+Ax2(ux1x2)
and
(ux1x2)x1 = (ux2x2)x1A+Ax1(ux2x2).
So,
Ax1 =
(ux1x2)x1 − (ux2x2)x1A
ux2x2
and
Ax2 =
(ux1x1)x2 − (ux1x2)x2A
ux1x2
.
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Thus,
Ax1
Ax2
=
(
(ux1x2)x1 − (ux2x2)x1A
(ux1x1)x2 − (ux1x2)x2A
)
ux1x2
ux2x2
(5.13)
=
(
(ux1x2)x1 − (ux2x2)x1A
(ux1x2)x1 − (ux2x2)x1A
)
A
= A.
Let ϕ and ϕ1 be functions of A(x1, x2) such that
ϕ(A) = ux1 and ϕ1(A) = ux2 .
Then
ux1x1 = ϕ
′(A)Ax1 and ux2x1 = ϕ
′
1(A)Ax1 .
So,
ϕ′(A)
ϕ′1(A)
=
ux1x1
ux2x1
= A(x1, x2).
Hence,
ϕ′1(A) =
ϕ′(A)
A
. (5.14)
Before proceeding further, we find out what the functions A, ϕ, and ϕ1 are in the Burkholder case
when p = 2.
5.4 The formalism in the Burkholder case where p = 2
Suppose that
u(x1, x2) =
√
1 + 2x1y1 + 2x2y2 +
(
x21 + x
2
2
) (
y21 + y
2
2
)
. (5.15)
Recall that this is the extremal function from the Burkholder case in Theorem 4.1.1, Chapter 4.
Theorem 5.4.1. Let u(x1, x2) be as in (5.15). Then we have
A(x1, x2) = −
y2 + x2
(
y21 + y
2
2
)
y1 + x1
(
y21 + y
2
2
) ,
ϕ(A) =
√
y21 + y
2
2√
1 +A2
,
ϕ1(A) =
−A
√
y21 + y
2
2√
1 +A2
.
Proof. We have
ux1 =
1
u
(
y1 + x1
(
y21 + y
2
2
))
(5.16)
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and
ux2 =
1
u
(
y2 + x2
(
y21 + y
2
2
))
. (5.17)
So,
ux1x1 =
u
(
y21 + y
2
2
)− (y1 + x1 (y21 + y22))2 u−1
u2
(5.18)
=
u2
(
y21 + y
2
2
)− (y1 + x1 (y21 + y22))2
u3
=
(
y2 + x2
(
y21 + y
2
2
))2
u3
,
ux2x2 =
u
(
y21 + y
2
2
)− (y2 + x2 (y21 + y22))2 u−1
u2
(5.19)
=
u2
(
y21 + y
2
2
)− (y2 + x2 (y21 + y22))2
u3
=
(
y1 + x1
(
y21 + y
2
2
))2
u3
,
and
ux1x2 = −
(
y1 + x1
(
y21 + y
2
2
)) (
y2 + x2
(
y21 + y
2
2
))
u3
. (5.20)
The last equations for ux1x1 and ux2x2 follow from the fact that(
y1 + x1
(
y21 + y
2
2
))2
+
(
y2 + x2
(
y21 + y
2
2
))2
(5.21)
= y21 + y
2
2 + 2 (x1y1 + x2y2) (y
2
1 + y
2
2) +
(
x21 + x
2
2
) (
y21 + y
2
2
)2
=
(
1 + 2x1y1 + 2x2y2 +
(
x21 + x
2
2
) (
y21 + y
2
2
)) (
y21 + y
2
2
)
= u2
(
y21 + y
2
2
)
.
Therefore, the corresponding A(x1, x2) of this particular u(x1, x2) is
A(x1, x2) =
ux1x1
ux1x2
(5.22)
= −
(
y2 + x2
(
y21 + y
2
2
))2(
y1 + x1
(
y21 + y
2
2
)) (
y2 + x2
(
y21 + y
2
2
))
= −y2 + x2
(
y21 + y
2
2
)
y1 + x1
(
y21 + y
2
2
)
=
x2 +
y2
y21+y
2
2
− y1
y21+y
2
2
− x1
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if y2 + x2
(
y21 + y
2
2
) 6= 0 and y21 + y22 6= 0. Hence,
Ax1 =
(
y2 + x2
(
y21 + y
2
2
)) (
y21 + y
2
2
)(
y1 + x1
(
y21 + y
2
2
))2 , (5.23)
and
Ax2 = −
(
y21 + y
2
2
)
y1 + x1
(
y21 + y
2
2
) . (5.24)
By (5.21), we obtain
1 +A2 = 1 +
(
y2 + x2
(
y21 + y
2
2
))2(
y1 + x1
(
y21 + y
2
2
))2 (5.25)
=
(
y1 + x1
(
y21 + y
2
2
))2
+
(
y2 + x2
(
y21 + y
2
2
))2(
y1 + x1
(
y21 + y
2
2
))2
=
u2
(
y21 + y
2
2
)(
y1 + x1
(
y21 + y
2
2
))2 .
By (5.19), (5.24), and the definition of ϕ1(A) , we have(
y1 + x1
(
y21 + y
2
2
))2
u3
= ux2x2
= ϕ′1(A)Ax2
= ϕ′1(A)
(
− (y21 + y22)
y1 + x1
(
y21 + y
2
2
)) .
Using (5.16), (5.25), and the definition of ϕ1(A), we get
ϕ′1(A) = −
(
y1 + x1
(
y21 + y
2
2
)
u
)((
y1 + x1
(
y21 + y
2
2
))2
u2
(
y21 + y
2
2
) ) (5.26)
= − ϕ(A)
1 +A2
.
By the relation of ϕ′(A) and ϕ′1(A) in (5.14), the equation (5.26) becomes
ϕ′(A)
A
= − ϕ(A)
1 +A2
.
Thus,
ϕ′(A)
ϕ(A)
= − A
1 +A2
.
Integrating with respect to A, we get
ln |ϕ(A)| = −1
2
ln(1 +A2) + C1.
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Therefore,
ϕ(A) =
C2√
1 +A2
,
where C2 = e
C1 . Hence, by (5.16), (5.25), and the definition of ϕ(A),
C2 = ϕ(A)
√
1 +A2
= ux1
√√√√ u2 (y21 + y22)(
y1 + x1
(
y21 + y
2
2
))2
=
(
y1 + x1
(
y21 + y
2
2
)
u
)√√√√ u2 (y21 + y22)(
y1 + x1
(
y21 + y
2
2
))2
=
√
y21 + y
2
2.
So,
ϕ(A) =
√
y21 + y
2
2√
1 +A2
. (5.27)
Therefore,
ϕ′(A) =
−A
√
y21 + y
2
2
(1 +A2)
3
2
. (5.28)
By (5.18), (5.23), and the definition of ϕ(A) , we have(
y2 + x2
(
y21 + y
2
2
))2
u3
= ux1x1
= ϕ′(A)Ax1
= ϕ′(A)
(
y2 + x2
(
y21 + y
2
2
)) (
y21 + y
2
2
)(
y1 + x1
(
y21 + y
2
2
))2 .
Using (5.17), (5.25), and the definition of ϕ1(A), we get
ϕ′(A) =
(
y2 + x2
(
y21 + y
2
2
)
u
)((
y1 + x1
(
y21 + y
2
2
))2
u2
(
y21 + y
2
2
) ) (5.29)
=
ϕ1(A)
1 +A2
.
By (5.28) and (5.29), we arrive at
ϕ1(A) =
(
1 +A2
)
ϕ′(A) (5.30)
=
(
1 +A2
)(−A√y21 + y22
(1 +A2)
3
2
)
=
−A
√
y21 + y
2
2√
1 +A2
.
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This completes the proof of Theorem 5.4.1.
5.5 Computation of u in terms of ϕ, ϕ1, and A in the Burkholder
case
Recall that ϕ and ϕ1 are functions of A(x1, x2) such that
ϕ(A) = ux1 and ϕ1(A) = ux2 .
Then
u(x1, x2)− u(0, 0) =
x1∫
0
ϕ(A(s, 0))ds+
x2∫
0
ϕ1(A(x1, τ))dτ.
We will present the computation to find the values of ϕ(A(s, 0)) and ϕ1(A(x1, τ)) in the Burkholder
case. By (5.22) and (5.27), we get
ϕ(A(s, 0)) =
√
y21 + y
2
2√
1 +A(s, 0)2
=
√
y21 + y
2
2
∣∣y1 + s (y21 + y22)∣∣√(
y1 + s
(
y21 + y
2
2
))2
+ y22
=
√
y21 + y
2
2
∣∣y1 + s (y21 + y22)∣∣√(
y21 + y
2
2
) (
1 + 2sy1 + s2
(
y21 + y
2
2
))
=
∣∣y1 + s (y21 + y22)∣∣√
1 + 2sy1 + s2
(
y21 + y
2
2
) ,
where −1 ≤ s ≤ 1. Similarly, using (5.22) in (5.30) and for −1 ≤ τ ≤ 1, we obtain
ϕ1(A(x1, τ)) =
−A(x1, τ)
√
y21 + y
2
2√
1 +A(x1, τ)2
=
√
y21 + y
2
2
(
y2 + τ
(
y21 + y
2
2
)
y1 + x1
(
y21 + y
2
2
)) 1√
1 +
(
y2+τ(y21+y22)
y1+x1(y21+y22)
)2
=
(
y2 + τ
(
y21 + y
2
2
))√
y21 + y
2
2√(
y1 + x1
(
y21 + y
2
2
))2
+
(
y2 + τ
(
y21 + y
2
2
))2
=
(
y2 + τ
(
y21 + y
2
2
))√
y21 + y
2
2√(
y21 + y
2
2
) (
1 + 2 (x1y1 + τy2) +
(
x21 + τ
2
) (
y21 + y
2
2
))
=
y2 + τ
(
y21 + y
2
2
)√
1 + 2 (x1y1 + τy2) +
(
x21 + τ
2
) (
y21 + y
2
2
) .
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5.6 The relation of ϕ and ϕ1 in terms of θ
Since
u(x1, x2)− u(0, 0) =
x1∫
0
ux1(s, 0)ds+
x2∫
0
ux2(x1, τ)dτ, (5.31)
we have
ψ(θ)− u(0, 0) =
cos(θ)∫
0
ux1(s, 0)ds+
σ(θ)∫
0
ux2(cos(θ), τ)dτ,
where θ ∈ [0, 2pi). Hence,
ψ′(θ) = − sin(θ)ux1(cos(θ), 0)
+
σ′(θ)ux2(cos(θ), σ(θ)) +
σ(θ)∫
0
∂
∂θ
ux2(cos(θ), τ)dτ

= − sin(θ)ϕ(A(cos(θ), 0)) + σ′(θ)ϕ1(A(cos(θ), σ(θ)))
+
σ(θ)∫
0
ϕ′1(A(cos(θ), τ))Ax1(cos(θ), τ)(− sin(θ))dτ
= − sin(θ)ϕ(A(cos(θ), 0)) + σ′(θ)ϕ1(A(cos(θ), σ(θ)))
− sin(θ)
σ(θ)∫
0
ϕ′(A(cos(θ), τ))
A(cos(θ), τ)
Ax1(cos(θ), τ)dτ
= − sin(θ)ϕ(A(cos(θ), 0)) + σ′(θ)ϕ1(A(cos(θ), σ(θ)))
− sin(θ)
σ(θ)∫
0
ϕ′(A(cos(θ), τ))Ax2(cos(θ), τ)dτ
= − sin(θ)ϕ(A(cos(θ), 0)) + σ′(θ)ϕ1(A(cos(θ), σ(θ)))
− sin(θ) (ϕ(A(cos(θ), σ(θ)))− ϕ(A(cos(θ), 0)))
= σ′(θ)ϕ1(A(cos(θ), σ(θ)))− sin(θ)ϕ(A(cos(θ), σ(θ))).
Thus,
ϕ1(A(cos(θ), σ(θ))) =
ψ′(θ)
σ′(θ)
+
sin(θ)
σ′(θ)
ϕ(A(cos(θ), σ(θ))). (5.32)
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5.7 The relation of ϕ and ϕ1 in terms of β(t)
Let A(cos(θ), σ(θ)) = t. Then θ = β(t) for some function β. Hence,
ϕ1(t) =
ψ′(β(t))
σ′(β(t))
+
sinβ(t)
σ′(β(t))
ϕ(t).
So,
ϕ′(t)
t
= ϕ′1(t) =
d
dt
(
ψ′(β(t))
σ′(β(t))
)
+
d
dt
(
sinβ(t)
σ′(β(t))
)
ϕ(t) +
sinβ(t)
σ′(β(t))
ϕ′(t).
Therefore,
ϕ′(t)
(
1
t
− sinβ(t)
σ′(β(t))
)
− ϕ(t)
(
d
dt
(
sinβ(t)
σ′(β(t))
))
=
d
dt
(
ψ′(β(t))
σ′(β(t))
)
,
or, for p = 2,
ϕ′(t)
(
1
t
− sinβ(t)
cosβ(t)
)
− ϕ(t)
(
d
dt
(
sinβ(t)
cosβ(t)
))
=
d
dt
(
ψ′(β(t))
cosβ(t)
)
,
which is a first order linear nonhomogeneous differential equation.
From now on, we will consider only for the case p = 2.
5.8 The computation of ϕ2(θ) = ϕ(A(cos(θ), sin(θ))) where p = 2
We now consider the case p = 2. Then (5.32) becomes
ϕ1(A(cos(θ), sin(θ))) =
ψ′(θ)
cos(θ)
+
sin(θ)
cos(θ)
ϕ(A(cos(θ), sin(θ))). (5.33)
Define ϕ2(θ) = ϕ(A(cos(θ), sin(θ))). Then
ϕ′2(θ) = ϕ
′(A(cos(θ), sin(θ)))
d
dθ
A(cos(θ), sin(θ)).
So, we have
d
dθ
(ϕ1(A(cos(θ), sin(θ)))) = ϕ
′
1(A(cos(θ), sin(θ)))
d
dθ
A(cos(θ), sin(θ))
=
ϕ′(A(cos(θ), sin(θ)))
A(cos(θ), sin(θ))
d
dθ
A(cos(θ), sin(θ))
=
ϕ′2(θ)
A(cos(θ), sin(θ))
.
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Also, by (5.33),
d
dθ
(ϕ1(A(cos(θ), sin(θ)))) =
d
dθ
(
ψ′(θ)
cos(θ)
)
+ sec2(θ)ϕ(A(cos(θ), sin(θ)))
+
sin(θ)
cos(θ)
ϕ′(A(cos(θ), sin(θ)))
d
dθ
A(cos(θ), sin(θ))
=
d
dθ
(
ψ′(θ)
cos(θ)
)
+ sec2(θ)ϕ2(θ) + tan(θ)ϕ
′
2(θ).
Therefore,
ϕ′2(θ)
A(cos(θ), sin(θ))
=
d
dθ
(
ψ′(θ)
cos(θ)
)
+ sec2(θ)ϕ2(θ) + tan(θ)ϕ
′
2(θ).
So, we have a first order linear nonhomogeneous equation of ϕ2,
ϕ′2(θ)
(
1
A(cos(θ), sin(θ))
− tan(θ)
)
− sec2(θ)ϕ2(θ) = d
dθ
(
ψ′(θ)
cos(θ)
)
. (5.34)
Fix a, b ∈ R. Suppose that
A(x1, x2) =
x2 − b
a− x1
for x1, x2 ∈ R. Then (5.34) becomes
ϕ′2(θ)
(
a− cos(θ)
sin(θ)− b − tan(θ)
)
− sec2(θ)ϕ2(θ) = d
dθ
(
ψ′(θ)
cos(θ)
)
.
Thus
ϕ2(θ) =
exp θ∫
0
sec2(µ)(
a−cos(µ)
sin(µ)−b − tan(µ)
)dµ
×
×
 θ∫
0
exp µ∫
0
− sec2(ν)(
a−cos(ν)
sin(ν)−b − tan(ν)
)dν
 ddµ
(
ψ′(µ)
cos(µ)
)
a−cos(µ)
sin(µ)−b − tan(µ)
dµ+ ϕ2(0)

=
exp θ∫
0
sec2(µ) (sin(µ)− b)
a− cos(µ)− tan(µ) (sin(µ)− b)dµ
×
×
 θ∫
0
exp µ∫
0
− sec2(ν) (sin(ν)− b)
a− cos(ν)− tan(ν)(sin(ν)− b)dν
 ddµ
(
ψ′(µ)
cos(µ)
)
a−cos(µ)
sin(µ)−b − tan(µ)
dµ
+ϕ2(0)

=
(
(1− a) cos(θ)
1− a cos(θ)− b sin(θ)
)
×
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×
 θ∫
0
(
1− a cos(µ)− b sin(µ)
(1− a) cos(µ)
) d
dµ
(
ψ′(µ)
cos(µ)
)
a−cos(µ)
sin(µ)−b − tan(µ)
dµ+ ϕ2(0)

=
(
cos(θ)
1− a cos(θ)− b sin(θ)
)
×
×
 θ∫
0
(
(1− a cos(µ)− b sin(µ)) (sin(µ)− b)
cos(µ) (a− cos(µ)− tan(µ) (sin(µ)− b))
)
d
(
ψ′(µ)
cos(µ)
)
+ϕ2(0) (1− a)

=
(
cos(θ)
1− a cos(θ)− b sin(θ)
)
×
×
 θ∫
0
(b− sin(µ)) d
(
ψ′(µ)
cos(µ)
)
+ ϕ2(0) (1− a)
 .
Using integration by parts, we get
θ∫
0
(b− sin(µ)) d
(
ψ′(µ)
cos(µ)
)
= (b− sin(µ))
(
ψ′(µ)
cos(µ)
)]θ
0
−
θ∫
0
(
ψ′(µ)
cos(µ)
)
d (b− sin(µ))
= (b− sin(θ))
(
ψ′(θ)
cos(θ)
)
− bψ′(0)−
θ∫
0
(
ψ′(µ)
cos(µ)
)
(− cos(µ)) dµ
= (b− sin(θ))
(
ψ′(θ)
cos(θ)
)
− bψ′(0) + ψ(θ)− ψ(0).
Therefore,
ϕ2(θ) =
(
cos(θ)
1− a cos(θ)− b sin(θ)
)
×
×
[
ψ′(θ)
cos(θ)
(b− sin(θ))− bψ′(0) + ψ(θ)− ψ(0) + ϕ2(0) (1− a)
]
=
ψ′(θ) (b− sin(θ)) + cos(θ)ψ(θ) + cos(θ) (ϕ2(0) (1− a)− bψ′(0)− ψ(0))
1− a cos(θ)− b sin(θ) .
Since ψ(θ) =
(
(cos(θ) + y1)
2 + (sin(θ) + y2)
2
) 1
2
, we have
ψ(0) =
(
(1 + y1)
2 + y22
) 1
2
, (5.35)
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ψ′(θ) =
− sin(θ) (cos(θ) + y1) + cos(θ) (sin(θ) + y2)(
(cos(θ) + y1)
2 + (sin(θ) + y2)
2
) 1
2
(5.36)
=
y2 cos(θ)− y1 sin(θ)(
y21 + y
2
2 + 1 + 2y1 cos(θ) + 2y2 sin(θ)
) 1
2
,
ψ′(0) =
y2(
y21 + y
2
2 + 1 + 2y1
) 1
2
. (5.37)
By substituting ψ(θ), ψ(0), ψ′(θ), and ψ′(0), we get
ϕ2(θ) =
(y2 cos(θ)− y1 sin(θ)) (b− sin(θ))
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12 (5.38)
+
cos(θ)
(
y21 + y
2
2 + 1 + 2y1 cos(θ) + 2y2 sin(θ)
)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
+
(ϕ2(0) (1− a)− bψ′(0)− ψ(0)) cos(θ)
1− a cos(θ)− b sin(θ)
=
b (y2 cos(θ)− y1 sin(θ)) + cos(θ)
(
y21 + y
2
2 + 1
)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
+
y1 + y1 cos
2(θ) + y2 sin(θ) cos(θ)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
+
cos(θ)
1− a cos(θ)− b sin(θ)×
×
ϕ2(0) (1− a)− by2(
y21 + y
2
2 + 1 + 2y1
) 1
2
−
(
(1 + y1)
2 + y22
) 1
2
 .
Suppose that
ϕ2(0) =
1
1− a
 by2(
y21 + y
2
2 + 1 + 2y1
) 1
2
+
(
(1 + y1)
2 + y22
) 1
2
 .
We can show that this assumption is also true in the Burkholder case. Hence, (5.38) becomes
ϕ2(θ) =
b (y2 cos(θ)− y1 sin(θ)) + cos(θ)
(
y21 + y
2
2 + 1
)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12 (5.39)
+
y1 + y1 cos
2(θ) + y2 sin(θ) cos(θ)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12 .
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5.9 The computation of sin β(t) and cos β(t) in the Burkholder
case
In the Burkholder case, we have
t = A(cos(θ), sin(θ)) =
sin(θ)− b
a− cos(θ) , (5.40)
where
a =
−y1
y21 + y
2
2
and b =
−y2
y21 + y
2
2
.
By assuming that sin(θ) is nonnegative in (5.40), we have
at− t cos(θ) = sin(θ)− b =
√
1− cos2(θ)− b.
So,
1− cos2(θ) = (at+ b− t cos(θ))2
= (at+ b)2 − 2 (at+ b) t cos(θ) + t2 cos2(θ).
Hence,
cos(θ) =
2 (at+ b) t±
√
4t2 (at+ b)2 − 4 (t2 + 1)
(
(at+ b)2 − 1
)
2 (t2 + 1)
(5.41)
=
(at+ b) t±
√
t2 (at+ b)2 − (t2 + 1)
(
(at+ b)2 − 1
)
t2 + 1
=
(at+ b) t±
√
t2 + 1− (at+ b)2
t2 + 1
.
Similarly, assuming that cos(θ) is nonnegative in (5.40), we have
sin(θ)− b = at− t cos(θ) = at− t
√
1− sin2(θ).
So,
1− sin2(θ) = (at+ b− sin(θ))
2
t2
=
(at+ b)2 − 2(at+ b) sin(θ) + sin2(θ)
t2
.
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Therefore,
sin(θ) =
at+ b±
√
(at+ b)2 − (1 + t2)
(
(at+ b)2 − t2
)
t2 + 1
(5.42)
=
at+ b±
√
t2
(
1− (at+ b)2 + t2
)
t2 + 1
.
Suppose that
cos(θ) = cosβ(t) =
(at+ b) t+
√
t2 + 1− (at+ b)2
t2 + 1
(5.43)
and
sin(θ) = sinβ(t) =
at+ b+
√
t2
(
1− (at+ b)2 + t2
)
t2 + 1
, (5.44)
by the definition of β to be the inverse function of A(cos(θ), sin(θ)) such that θ = β(t), where
t = A(cos(θ), sin(θ)).
5.10 The computation of ϕ2(β(A(s, 0))) in the Burkholder case
In this section, we will show that the value of ϕ2(β(A(s, 0))) is the same as the value of ϕ(A(s, 0))
derived in section 5.5. This confirms that our construction in section 5.3 is valid.
Substituting t = A(s, 0) =
−b
a− s into (5.43) and (5.44), we get
cosβ(A(s, 0)) =
(
a
(
−b
a−s
)
+ b
)(
−b
a−s
)
+
√(
−b
a−s
)2
+ 1− (a
(
−b
a−s
)
+ b)2(
−b
a−s
)2
+ 1
(5.45)
=
b2s+ (a− s)
√
b2 (1− s2) + (a− s)2
(a− s)2 + b2 ,
and
sinβ(A(s, 0)) =
a
(
−b
a−s
)
+ b+
√(
−b
a−s
)2(
1−
(
a
(
−b
a−s
)
+ b
)2
+
(
−b
a−s
)2)
(
−b
a−s
)2
+ 1
=
1
(a− s)2 + b2
(
− ab (a− s) + b (a− s)2
+
√
b2
(
(a− s)2 − a2b2 + 2ab2 (a− s)− b2 (a− s)2 + b2
))
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=
1
(a− s)2 + b2
(
−abs+ bs2 + |b|
√
b2 (1− s2) + (a− s)2
)
.
Therefore, for b > 0,
sinβ(A(s, 0)) =
b
(
s2 − as+
√
b2 (1− s2) + (a− s)2
)
(a− s)2 + b2 . (5.46)
By substituting (5.45) and (5.46) into (5.39), we get
ϕ2(β(A(s, 0))) =
T1
T2
,
where
T1 = b
[
y2
(
b2s+ (a− s) r
(a− s)2 + b2
)
− y1b
(
s2 − as+ r
(a− s)2 + b2
)]
+
(
y21 + y
2
2 + 1
)(b2s+ (a− s) r
(a− s)2 + b2
)
+ y1
+ y1
(
b2s+ (a− s) r
(a− s)2 + b2
)2
+ y2b
(
b2s+ (a− s) r
(a− s)2 + b2
)(
s2 − as+ r
(a− s)2 + b2
)
,
T2 =
(
(a− s)2 + b2 − a (b2s+ (a− s) r)− b2 (s2 − as+ r)
(a− s)2 + b2
)
×
×
√
y21 + y
2
2 + 1 + 2y1
(
b2s+ (a− s) r
(a− s)2 + b2
)
+ 2y2b
(
s2 − as+ r
(a− s)2 + b2
)
,
=
(
(a− s)2 + b2 − ar (a− s)− b2 (s2 + r)
(a− s)2 + b2
)
×
×
√
y21 + y
2
2 + 1 + 2y1
(
b2s+ (a− s) r
(a− s)2 + b2
)
+ 2y2b
(
s2 − as+ r
(a− s)2 + b2
)
,
r =
√
(a− s)2 + b2 (1− s2).
Provided that (a− s)2 + b2 6= 0, we can factor out
(
(a− s)2 + b2
)−2
from T1 and T2 so that we
have
ϕ2(β(A(s, 0))) =
T¯1
T¯2
,
where
T¯1 =
(
(a− s)2 + b2
) [(
b2s+ (a− s) r) (by2 + y21 + y22 + 1)− y1b2 (s2 − as+ r)]
+ y1
(
(a− s)2 + b2
)2
+ y1
(
b2s+ (a− s) r)2
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+ y2b
(
s2 − as+ r) (b2s+ (a− s) r) ,
T¯2 =
(
(a− s)2 + b2 − a (a− s) r − b2 (s2 + r))×
×
[(
y21 + y
2
2 + 1
) (
(a− s)2 + b2
)2
+2
(
(a− s)2 + b2
) (
y1
(
b2s+ (a− s) r)+ y2b (s2 − as+ r))] 12 .
By substituting
a =
−y1
y21 + y
2
2
and b =
−y2
y21 + y
2
2
,
we obtain
T¯1 =
((
s+
y1
y21 + y
2
2
)2
+
y22(
y21 + y
2
2
)2
)( sy22(
y21 + y
2
2
)2
−
(
s+
y1
y21 + y
2
2
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2
×
×
(
1 + y21 + y
2
2 −
y22
y21 + y
2
2
)
− y1y
2
2(
y21 + y
2
2
)2×
×
s2 + sy1
y21 + y
2
2
+
√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

+ y1
((
s+
y1
y21 + y
2
2
)2
+
y22(
y21 + y
2
2
)2
)2
+ y1
 sy22(
y21 + y
2
2
)2 − (s+ y1y21 + y22
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2
2
− y
2
2
y21 + y
2
2
s2 + sy1
y21 + y
2
2
+
√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2
×
×
 sy22(
y21 + y
2
2
)2 − (s+ y1y21 + y22
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2
 ,
and
T¯2 = B1B2,
where
B1 =
(
s+
y1
y21 + y
2
2
)2
+
y22(
y21 + y
2
2
)2
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− y1
y21 + y
2
2
(
y1 + sy
2
1 + sy
2
2
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2
− y
2
2
y21 + y
2
2
√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2 ,
B2 =
(1 + y21 + y22)
((
s+
y1
y21 + y
2
2
)2
+
y22(
y21 + y
2
2
)2
)2
+ 2
((
s+
y1
y21 + y
2
2
)2
+
y22(
y21 + y
2
2
)2
)
×
×
y1
 sy22(
y21 + y
2
2
)2 − (s+ y1y21 + y22
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

− y
2
2
y21 + y
2
2
s2 + sy1
y21 + y
2
2
+
√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

1
2
.
By simplifying, we have
T¯1 =
(
y1 + sy
2
1 + sy
2
2
)(
y21 + y
2
2
)3
2y21 + 6sy31 + 6s2y41 + 2s3y51 + 2y22 − 2s2y22
+ 6sy1y
2
2 − 2s3y1y22 + 8s2y21y22 + 4s3y31y22 + 2s2y42 + 2s3y1y42
− (y21 + 2sy31 + y41 + s2y41 + 2sy51 + s2y61 + y22 + 2sy1y22 + 2y21y22
+ 4sy31y
2
2 + 3s
2y41y
2
2 + y
4
2 − s2y42 + 2sy1y42 + 3s2y21y42
+s2y62
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

=
(
y1 + sy
2
1 + sy
2
2
)(
y21 + y
2
2
)3
2y21 + 6sy31 + 6s2y41 + 2s3y51 + 2y22 − 2s2y22
+ 6sy1y
2
2 − 2s3y1y22 + 8s2y21y22 + 4s3y31y22 + 2s2y42 + 2s3y1y42
− ((2sy1 + 1) (1 + y21 + y22)+ s2 (y21 + y41 − y22 + 2y21y22 + y42))
× (y21 + y22)
√√√√s2 (y21 + y22)2 + (2sy1 + 1) (y21 + y22)− s2y22(
y21 + y
2
2
)2

=
(
y1 + sy
2
1 + sy
2
2
)(
y21 + y
2
2
)3 [2y21 + 6sy31 + 6s2y41 + 2s3y51 + 2y22 − 2s2y22
44
+ 6sy1y
2
2 − 2s3y1y22 + 8s2y21y22 + 4s3y31y22 + 2s2y42 + 2s3y1y42
− ((2sy1 + 1) (1 + y21 + y22)+ s2 (y21 + y41 − y22 + 2y21y22 + y42))
×
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22 ] ,
B1 =
1(
y21 + y
2
2
)2
y21 + 2sy31 + s2y41 + y22 − s2y22 + 2sy1y22 + 2s2y21y22
+s2y42 −
(
y21 + sy
3
1 + y
2
2 + sy1y
2
2
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

=
1(
y21 + y
2
2
)2
y21 + 2sy31 + s2y41 + y22 − s2y22 + 2sy1y22 + 2s2y21y22
+s2y42 − (1 + sy1)
(
y21 + y
2
2
)√√√√s2 (y21 + y22)2 + (2sy1 + 1) (y21 + y22)− s2y22(
y21 + y
2
2
)2

=
1(
y21 + y
2
2
)2 [y21 + 2sy31 + s2y41 + y22 − s2y22 + 2sy1y22 + 2s2y21y22
+s2y42 − (1 + sy1)
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22 ] ,
and
B2 =
1 + 2sy1 + s2 (y21 + y22)(
y21 + y
2
2
)2
1 + 2sy1 + y21 + s2y21 + 2sy31 + s2y41 + y22
− s2y22 + 2sy1y22 + 2s2y21y22 + s2y42 −
(
2y21 + 2sy
3
1 + 2y
2
2
+2sy1y
2
2
)√√√√(s+ y1
y21 + y
2
2
)2
+
(1− s2) y22(
y21 + y
2
2
)2

1
2
=
1 + 2sy1 + s2 (y21 + y22)(
y21 + y
2
2
)2
1 + 2sy1 + y21 + s2y21 + 2sy31 + s2y41 + y22
− s2y22 + 2sy1y22 + 2s2y21y22 + s2y42
−2 (1 + sy1)
(
y21 + y
2
2
)√√√√s2 (y21 + y22)2 + (2sy1 + 1) (y21 + y22)− s2y22(
y21 + y
2
2
)2

1
2
=
√
1 + 2sy1 + s2
(
y21 + y
2
2
)
y21 + y
2
2
[
1 + 2sy1 + y
2
1 + s
2y21 + 2sy
3
1 + s
2y41 + y
2
2
45
− s2y22 + 2sy1y22 + 2s2y21y22 + s2y42
−2 (1 + sy1)
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22 ] 12
=
√
1 + 2sy1 + s2
(
y21 + y
2
2
)
y21 + y
2
2
[(
1 + sy1
−
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22)2
] 1
2
=
√
1 + 2sy1 + s2
(
y21 + y
2
2
)
y21 + y
2
2
×
×
(
1 + sy1 −
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22) .
The last equation of B2 follows from the fact that (y1, y2) ∈ B and
(1 + sy1)
2 −
(
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22)
=
(
1− y21 − y22
) (
1 + 2sy1 + s
2
(
y21 + y
2
2
))
≥ 0.
Thus,
T¯2 = B1B2
=
√
1 + 2sy1 + s2
(
y21 + y
2
2
)
(
y21 + y
2
2
)3 [2y21 + 6sy31 + 6s2y41 + 2s3y51 + 2y22 − 2s2y22
+ 6sy1y
2
2 − 2s3y1y22 + 8s2y21y22 + 4s3y31y22 + 2s2y42 + 2s3y1y42
− ((2sy1 + 1) (1 + y21 + y22)+ s2 (y21 + y41 − y22 + 2y21y22 + y42))
×
√
s2
(
y21 + y
2
2
)2
+ (2sy1 + 1)
(
y21 + y
2
2
)− s2y22 ] .
Therefore,
ϕ2(β(A(s, 0))) =
y1 + s
(
y21 + y
2
2
)√
1 + 2sy1 + s2
(
y21 + y
2
2
) ,
which is the same as the value of ϕ(A(s, 0)) from section 5.5, assuming that y1 + s
(
y21 + y
2
2
)
is
nonnegative.
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5.11 The computation of ϕ1(A(x1, τ)) in the Burkholder case
Similarly to section 5.10, we will show that the value of ϕ1(A(x1, τ)) is the same as the one derived
in section 5.5. This implies that our formalism in section 5.3 is valid.
Substituting t = A(x1, τ) =
τ − b
a− x1 into (5.43) and (5.44), we get
cosβ(A(x1, τ)) =
1(
τ−b
a−x1
)2
+ 1
(a( τ − b
a− x1
)
+ b
)(
τ − b
a− x1
)
(5.47)
+
√(
τ − b
a− x1
)2
+ 1−
(
a
(
τ − b
a− x1
)
+ b
)2 
=
1
(τ − b)2 + (a− x1)2
[
(aτ − bx1) (τ − b)
+ (a− x1)
√
(1− a2) (τ − b)2 + (1− b2) (a− x1)2 − 2ab (a− x1) (τ − b)
]
,
and
sinβ(A(x1, τ)) =
a
(
τ−b
a−x1
)
+ b+
√(
τ−b
a−x1
)2(
1−
(
a
(
τ−b
a−x1
)
+ b
)2
+
(
τ−b
a−x1
)2)
(
τ−b
a−x1
)2
+ 1
=
1
(τ − b)2 + (a− x1)2
[(a− x1) (aτ − bx1)
+ |τ − b|
√
(1− a2) (τ − b)2 + (1− b2) (a− x1)2 − 2ab (a− x1) (τ − b)
]
.
Assuming that b ≥ τ , we obtain
sinβ(A(x1, τ)) =
1
(τ − b)2 + (a− x1)2
[
(a− x1) (aτ − bx1) (5.48)
− (τ − b)
√
(1− a2) (τ − b)2 + (1− b2) (a− x1)2 − 2ab (a− x1) (τ − b)
]
.
By (5.33), (5.36), (5.38) and the definition of ϕ2(θ), we have
ϕ1(A(cos(θ), sin(θ))) (5.49)
=
ψ′(θ)
cos(θ)
+
sin(θ)
cos(θ)
ϕ2(θ)
=
1
cos(θ) (1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
×
[
ψ′(θ) (1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
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+ b sin(θ) (y2 cos(θ)− y1 sin(θ)) + sin(θ) cos(θ)
(
y21 + y
2
2 + 1
)
+y1 sin(θ) + y1 sin(θ) cos
2(θ) + y2 sin
2(θ) cos(θ)
]
=
1
cos(θ) (1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
× [(1− a cos(θ)− b sin(θ)) (y2 cos(θ)− y1 sin(θ))
+ b sin(θ) (y2 cos(θ)− y1 sin(θ)) + sin(θ) cos(θ)
(
y21 + y
2
2 + 1
)
+y1 sin(θ) + y1 sin(θ) cos
2(θ) + y2 sin
2(θ) cos(θ)
]
=
1
cos(θ) (1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12
× [(1− a cos(θ)) y2 cos(θ) + ay1 sin(θ) cos(θ)
+ sin(θ) cos(θ)
(
y21 + y
2
2 + 1
)
+ y1 sin(θ) cos
2(θ) + y2 sin
2(θ) cos(θ)
]
=
y2 (1− a cos(θ)) +
(
ay1 + 1 + y
2
1 + y
2
2
)
sin(θ) + y1 sin(θ) cos(θ) + y2 sin
2(θ)
(1− a cos(θ)− b sin(θ)) (y21 + y22 + 1 + 2y1 cos(θ) + 2y2 sin(θ)) 12 .
By substituting (5.47) and (5.48) into (5.49), we arrive at
ϕ1(A(x1, τ)) =
S1
S2
,
where
S1 = y2
(
1− a
(
(aτ − bx1) (τ − b) + (a− x1) r1
(a− x1)2 + (τ − b)2
))
+
(
ay1 + 1 + y
2
1 + y
2
2
)((a− x1) (aτ − bx1)− (τ − b) r1
(a− x1)2 + (τ − b)2
)
+ y1
(
(aτ − bx1) (τ − b) + (a− x1) r1
(a− x1)2 + (τ − b)2
)(
(aτ − bx1) (a− x1)− (τ − b) r1
(a− x1)2 + (τ − b)2
)
+ y2
(
(aτ − bx1) (a− x1)− (τ − b) r1
(a− x1)2 + (τ − b)2
)2
,
S2 =
[
1− a
(
(aτ − bx1) (τ − b) + (a− x1) r1
(a− x1)2 + (τ − b)2
)
−b
(
(aτ − bx1) (a− x1)− (τ − b) r1
(a− x1)2 + (τ − b)2
)]
×
×
[
y21 + y
2
2 + 1 + 2y1
(
(aτ − bx1) (τ − b) + (a− x1) r1
(a− x1)2 + (τ − b)2
)
+2y2
(
(aτ − bx1) (a− x1)− (τ − b) r1
(a− x1)2 + (τ − b)2
)] 1
2
,
r1 =
√
(1− a2) (τ − b)2 + (1− b2) (a− x1)2 − 2ab (a− x1) (τ − b).
Provided that (a− x1)2 + (τ − b)2 6= 0, we can factor out (a− x1)2 + (τ − b)−2 from S1 and S2 so
48
that we have
ϕ1(A(x1, τ)) =
S¯1
S¯2
,
where
S¯1 = y2
[(
(a− x1)2 + (τ − b)2
)2
−a
(
(a− x1)2 + (τ − b)2
)
((aτ − bx1) (τ − b) + (a− x1) r1)
]
+
(
ay1 + 1 + y
2
1 + y
2
2
) (
(a− x1)2 + (τ − b)2
)
×
× ((aτ − bx1) (a− x1)− (τ − b) r1)
+ y1 ((aτ − bx1) (τ − b) + (a− x1) r1) ((aτ − bx1) (a− x1)− (τ − b) r1)
+ y2 ((aτ − bx1) (a− x1)− (τ − b) r1)2 ,
S¯2 =
[
(a− x1)2 + (τ − b)2 − a ((aτ − bx1) (τ − b) + (a− x1) r1)
−b ((aτ − bx1) (a− x1)− (τ − b) r1)
]
×
×
[(
y21 + y
2
2 + 1
) (
(a− x1)2 + (τ − b)2
)2
+ 2y1
(
(a− x1)2 + (τ − b)2
)
((aτ − bx1) (τ − b) + (a− x1) r1)
+2y2
(
(a− x1)2 + (τ − b)2
)
((aτ − bx1) (a− x1)− (t− b) r1)
] 1
2
.
By substituting
a =
−y1
y21 + y
2
2
and b =
−y2
y21 + y
2
2
,
we get
S¯1 = y2
(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)2
+
y1
y21 + y
2
2
(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)
×
×
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)(
τ +
y2
y21 + y
2
2
)
+
( −y1
y21 + y
2
2
− x1
)
r1
)
+
( −y21
y21 + y
2
2
+ 1 + y21 + y
2
2
)(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)
×
×
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)( −y1
y21 + y
2
2
− x1
)
−
(
τ +
y2
y21 + y
2
2
)
r1
)
+ y1
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)(
τ +
y2
y21 + y
2
2
)
+
( −y1
y21 + y
2
2
− x1
)
r1
)
×
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×
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)( −y1
y21 + y
2
2
− x1
)
−
(
τ +
y2
y21 + y
2
2
)
r1
)
+ y2
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)( −y1
y21 + y
2
2
− x1
)
−
(
τ +
y2
y21 + y
2
2
)
r1
)2
,
S¯2 =
[( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2
+
y1
y21 + y
2
2
(( −y1τ
y21 + y
2
2
+
y2
y21 + y
2
2
)(
τ +
y2
y21 + y
2
2
)
+
( −y1
y21 + y
2
2
− x1
)
r1
)
+
y2
y21 + y
2
2
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)( −y1
y21 + y
2
2
− x1
)
−
(
τ +
y2
y21 + y
2
2
)
r1
)]
×
×
(y21 + y22 + 1)
(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)2
+ 2y1
(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)
×
×
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)(
τ +
y2
y21 + y
2
2
)
+
( −y1
y21 + y
2
2
+
x1y2
y21 + y
2
2
)
r1
)
+ 2y2
(( −y1
y21 + y
2
2
− x1
)2
+
(
τ +
y2
y21 + y
2
2
)2)
×
×
(( −y1τ
y21 + y
2
2
+
x1y2
y21 + y
2
2
)( −y1
y21 + y
2
2
− x1
)
−
(
τ +
y2
y21 + y
2
2
)
r1
) 12 .
By finding the common denominator, we arrive at
S¯1 =
(
y2 + τ
(
y21 + y
2
2
))(
y21 + y
2
2
)3
2y21 − 2τ2y21 + 6x1y31 − 2τ2x1y31 + 2τ2y41 + 6x21y41
+ 2τ2x1y
5
1 + 2x
3
1y
5
1 + 4τx1y1y2 + 6τy
2
1y2 − 2τ3y21y2 + 4τx21y21y2
+ 8τx1y
3
1y2 + 2τ
3y41y2 + 2τx
2
1y
4
1y2 + 2y
2
2 − 2x21y22 + 6x1y1y22
− 2x31y1y22 + 8τ2y21y22 + 8x21y21y22 + 4τ2x1y31y22 + 4x31y31y22 + 6τy32
− 2τx21y32 + 8τx1y1y32 + 4τ3y21y32 + 4τx21y21y32 + 6τ2y42 + 2x21y42
+ 2τ2x1y1y
4
2 + 2x
3
1y1y
4
2 + 2τ
3y52 + 2τx
2
1y
5
2 + 4τ
2x1y1y
2
2
− (y21 + y22) (1 + 2x1y1 + y21 − τ2y21 + x21y21 + 2x1y31 + τ2y41 + x21y41
+ 2τy2 + 4τx1y1y2 + 2τy
2
1y2 + y
2
2 + τ
2y22 − x21y22 + 2x1y1y22
+2τ2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
)
×
[
1(
y21 + y
2
2
)2 (2x1y31 + (τ2 + x21) y41 + 2x1y1y2 (τ + y2)
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+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)))] 12
=
(
y2 + τ
(
y21 + y
2
2
))(
y21 + y
2
2
)3
2y21 − 2τ2y21 + 6x1y31 − 2τ2x1y31 + 2τ2y41 + 6x21y41
+ 2τ2x1y
5
1 + 2x
3
1y
5
1 + 4τx1y1y2 + 6τy
2
1y2 − 2τ3y21y2 + 4τx21y21y2
+ 8τx1y
3
1y2 + 2τ
3y41y2 + 2τx
2
1y
4
1y2 + 2y
2
2 − 2x21y22 + 6x1y1y22
− 2x31y1y22 + 8τ2y21y22 + 8x21y21y22 + 4τ2x1y31y22 + 4x31y31y22 + 6τy32
− 2τx21y32 + 8τx1y1y32 + 4τ3y21y32 + 4τx21y21y32 + 6τ2y42 + 2x21y42
+ 2τ2x1y1y
4
2 + 2x
3
1y1y
4
2 + 2τ
3y52 + 2τx
2
1y
5
2 + 4τ
2x1y1y
2
2
− (1 + 2x1y1 + y21 − τ2y21 + x21y21 + 2x1y31 + τ2y41 + x21y41
+ 2τy2 + 4τx1y1y2 + 2τy
2
1y2 + y
2
2 + τ
2y22 − x21y22 + 2x1y1y22
+2τ2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
)
×
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)) ] 12
and
S¯2 = E1E2,
where
E1 =
√
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
)
(
y21 + y
2
2
)3
y21 − τ2y21 + 2x1y31
+ τ2y41 + x
2
1y
4
1 + 2τx1y1y2 + 2τy
2
1y2 + y
2
2 − x21y22
+ 2x1y1y
2
2 + 2τ
2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
− (1 + x1y1 + τy2)
(
y21 + y
2
2
)
×
[
1(
y21 + y
2
2
)2 (2x1y31 + (τ2 + x21) y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)))] 12
=
√
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
)
(
y21 + y
2
2
)3
y21 − τ2y21 + 2x1y31
+ τ2y41 + x
2
1y
4
1 + 2τx1y1y2 + 2τy
2
1y2 + y
2
2 − x21y22
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+ 2x1y1y
2
2 + 2τ
2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
− (1 + x1y1 + τy2)
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)) ] 12 ,
E2 =
1 + 2x1y1 + y21 − τ2y21 + x21y21 + 2x1y31 + τ2y41 + x21y41 + 2τy2
+ 4τx1y1y2 + 2τy
2
1y2 + y
2
2 + τ
2y22 − x21y22 + 2x1y1y22 + 2τ2y21y22
+ 2x21y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2 − 2 (1 + x1y1 + τy2)
(
y21 + y
2
2
)×
×
[
1(
y21 + y
2
2
)2 (2x1y31 + (τ2 + x21) y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)))] 12
1
2
=
1 + 2x1y1 + y21 − τ2y21 + x21y21 + 2x1y31 + τ2y41 + x21y41 + 2τy2
+ 4τx1y1y2 + 2τy
2
1y2 + y
2
2 + τ
2y22 − x21y22 + 2x1y1y22 + 2τ2y21y22
+ 2x21y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
− 2 (1 + x1y1 + τy2)
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)) ] 12
1
2
=
[(
1 + x1y1 + τy2 −
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
))] 12)2] 12
=
∣∣∣1 + x1y1 + τy2 − [2x1y31 + (τ2 + x21) y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
))] 12 ∣∣∣∣
= 1 + x1y1 + τy2 −
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
))] 12
.
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The last equation of E2 follows from the fact that (y1, y2) ∈ B and
(1 + x1y1 + τy2)
2 − [2x1y31 + (τ2 + x21) y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
))]
=
(
1− y21 − y22
) (
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
))
≥ 0.
Thus,
S¯2 = E1E2
=
√
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
)
(
y21 + y
2
2
)3
y21 − τ2y21 + 2x1y31
+ τ2y41 + x
2
1y
4
1 + 2τx1y1y2 + 2τy
2
1y2 + y
2
2 − x21y22
+ 2x1y1y
2
2 + 2τ
2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
− (1 + x1y1 + τy2)
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)) ] 12
×
(
1 + x1y1 + τy2 −
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
))] 12)
=
√
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
)
(
y21 + y
2
2
)3
2y21 − 2τ2y21 + 6x1y31
− 2τ2x1y31 + 2τ2y41 + 6x21y41 + 2τ2x1y51 + 2x31y51 + 4τx1y1y2
+ 6τy21y2 − 2τ3y21y2 + 4τx21y21y2 + 8τx1y31y2 + 2τ3y41y2
+ 2τx21y
4
1y2 + 2y
2
2 − 2x21y22 + 6x1y1y22 − 2x31y1y22 + 8τ2y21y22
+ 8x21y
2
1y
2
2 + 4τ
2x1y
3
1y
2
2 + 4x
3
1y
3
1y
2
2 + 6τy
3
2
− 2τx21y32 + 8τx1y1y32 + 4τ3y21y32 + 4τx21y21y32 + 6τ2y42 + 2x21y42
+ 2τ2x1y1y
4
2 + 2x
3
1y1y
4
2 + 2τ
3y52 + 2τx
2
1y
5
2 + 4τ
2x1y1y
2
2
− (1 + 2x1y1 + y21 − τ2y21 + x21y21 + 2x1y31 + τ2y41 + x21y41
+ 2τy2 + 4τx1y1y2 + 2τy
2
1y2 + y
2
2 + τ
2y22 − x21y22 + 2x1y1y22
+2τ2y21y
2
2 + 2x
2
1y
2
1y
2
2 + 2τy
3
2 + τ
2y42 + x
2
1y
4
2
)
×
[
2x1y
3
1 +
(
τ2 + x21
)
y41 + 2x1y1y2 (τ + y2)
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+y22
(
(1 + τy2)
2 + x21
(
y22 − 1
))
+ y21
(
1 + 2τy2 + 2x
2
1y
2
2 + τ
2
(
2y22 − 1
)) ] 12 .
Therefore,
ϕ1(A(x1, τ)) =
S¯1
S¯2
=
y2 + τ
(
y21 + y
2
2
)√
1 + 2 (x1y1 + τy2) +
(
τ2 + x21
) (
y21 + y
2
2
) .
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Chapter 6
Uniqueness conditions for the solution
of a special case of the Hopf
differential equation
From our construction in section 5.3 of Chapter 5, the function A(x1, x2) satisfies a special case of
the Hopf differential equation. Thus, we want to find the conditions for the solutions to the Hopf
equation such that we will have a unique solution A.
6.1 The general solutions of Ax1 = AAx2
To begin with, we first discuss the classical solutions of a special case of Burgers’ equation
Ax1 +AAx2 = 0. (6.1)
By multiplying A with -1 and denoting the new function still by A, we get
AAx2 = Ax1 . (6.2)
The equation (6.1) is often called Burgers’ (inviscid) equation, occasionally also Hopf’s equation,
see Ho¨rmander [16] and Whitham [22].
One approach to the solution of (6.2) is to consider the function A(x1, x2) at each point of the
(x1, x2)-plane and consider A and x2 to be functions of x1. Then the total derivative of A is
dA
dx1
=
∂A
∂x1
+
dx2
dx1
∂A
∂x2
. (6.3)
Now, if we set
dA
dx1
= 0 and
dx2
dx1
= −A, (6.4)
then the differential equation (6.3) becomes
0 =
∂A
∂x1
−A ∂A
∂x2
, (6.5)
which is the equation (6.2). Therefore, the equations in (6.4) are the characteristic equations of
(6.2).
We now consider a curve C in the (x1, x2)−plane which satisfies (6.4). If A ∈ C1, then −A is
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constant on the characteristics (6.4). Hence the curve C must be a straight line in the (x1, x2)−plane
with slope −A. Thus, the general solution of (6.2) depends on the construction of a family of
straight lines in the (x1, x2)−plane, each line with slope −A(x1, x2) corresponding to the values of
x1 and x2 on it.
The solutions of the two characteristic ordinary differential equations (6.4) are
A = C1 and x2 = −Ax1 + C2,
where C1 and C2 are constants. Suppose that C2 is a function of C1. Then we have
C2 = Φ(A),
for some real-valued function Φ. Hence,
Φ(A) = x2 +Ax1. (6.6)
Let us take for example the initial value problem
A(0, x2) = f(x2), −1 ≤ x2 ≤ 1.
If one of the curves C intersects x1 = 0 at x2 = ξ, then A(0, x2) = f(ξ) on the whole of that curve.
The corresponding slope of the curve is −f(ξ). The equation of the curve then is
x2 = ξ − f(ξ)x1.
This determines one typical curve and the value of A on it is f(ξ). Allowing ξ to vary, we obtain
the whole family:
A(0, x2) = f(ξ) (6.7)
on
x2 = ξ − f(ξ)x1.
In what follows we find the conditions on Φ in order to get a unique function A satisfying the
equation (6.6) where (x1, x2) lies in the unit disk in R2. Since x2 = Φ(A)− x1A and −
√
1− x21 ≤
x2 ≤
√
1− x21, we see that we need to have
−
√
1− x21 ≤ Φ(A)− x1A ≤
√
1− x21.
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6.2 Conditions on Φ if Φ′(A) > 1
Theorem 6.2.1. Suppose Φ is defined and differentiable on [α, β]. Suppose that Φ′(A) > 1 for all
A ∈ [α, β] and that Φ satisfies
Φ(α) ≤ −
√
1 + α2,
and
Φ(β) ≥
√
1 + β2.
Then
1. Φ(α) ≤ − |x| |α| − √1− x2 for all x ∈ [−1, 1].
2. Φ(β) ≥ |x| |β|+√1− x2 for all x ∈ [−1, 1].
3. Φ′(A) − x1 > 0 for all x1 ∈ [−1, 1] and so Φ(A) − x1A is increasing for A ∈ [α, β], for each
fixed x1 ∈ [−1, 1].
4. For each x2 ∈
[
−
√
1− x21,
√
1− x21
]
, there is a unique A ∈ [α, β] such that x2 = Φ(A)−x1A.
Proof. By the assumption that Φ′(A) > 1 for all A ∈ [α, β], it is clear that Φ′(A) − x1 > 0 for all
x1 ∈ [−1, 1] and so Φ(A)− x1A is increasing for A ∈ [α, β].
For 0 ≤ x ≤ 1, consider the function
f(x) = −x |α| −
√
1− x2.
Then
f ′(x) = − |α|+ x√
1− x2 ,
and so, f ′(x) = 0 when
|α| = x√
1− x2 ,
that is
x =
|α|√
1 + α2
.
The minimum of f occurs at x = |α| /√1 + α2 and the minimum value is
f
( |α|√
1 + α2
)
= − α
2
√
1 + α2
− 1√
1 + α2
= −
√
1 + α2.
Therefore, Φ(α) ≤ − |x| |α|−√1− x2 for all x ∈ [−1, 1] by the the assumption of the value of Φ(α).
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Similarly, consider another function
g(x) = x |β|+
√
1− x2 for 0 ≤ x ≤ 1.
Then
g′(x) = |β| − x√
1− x2 ,
and so, g′(x) = 0 when
|β| = x√
1− x2 ,
that is
x =
|β|√
1 + β2
.
The maximum of g occurs at x = |β| /
√
1 + β2 and the maximum value is
g
(
|β|√
1 + β2
)
=
β2√
1 + β2
+
1√
1 + β2
=
√
1 + β2.
Therefore, Φ(β) ≥ |x| |β|+√1− x2 for all x ∈ [−1, 1] by the the assumption of the value of Φ(β).
To prove the last claim, fix x1 ∈ [−1, 1] and let x2 ∈
[
−
√
1− x21,
√
1− x21
]
. By the first claim, we
have
Φ(α) ≤ − |x1| |α| −
√
1− x21 ≤ x1α−
√
1− x21.
So,
Φ(α)− x1α ≤ −
√
1− x21. (6.8)
Similarly, the second claim gives
Φ(β) ≥ |x1| |β|+
√
1− x21 ≥ x1β +
√
1− x21.
Thus,
Φ(β)− x1β ≥
√
1− x21. (6.9)
Define Ψ(A) = Φ(A) − x1A, so Ψ is strictly increasing on [α, β]. Hence, the inequalities in (6.8)
and (6.9) imply that the set Ψ ([α, β]) contains the interval
[
−
√
1− x21,
√
1− x21
]
. Thus, there is
a unique A ∈ [α, β] such that x2 = Φ(A)− x1A. This completes the proof.
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6.3 Conditions on Φ if Φ′(A) < −1
Theorem 6.3.1. Suppose Φ is defined and differentiable on [α1, β1]. Suppose that Φ
′(A) < −1 for
all A ∈ [α1, β1] and that Φ satisfies
Φ(β1) ≤ −
√
1 + β21 ,
and
Φ(α1) ≥
√
1 + α21.
Then
1. Φ(β1) ≤ − |x| |β1| −
√
1− x2 for all x ∈ [−1, 1].
2. Φ(α1) ≥ |x| |α1|+
√
1− x2 for all x ∈ [−1, 1].
3. Φ′(A)− x1 < 0 for all x1 ∈ [−1, 1] and so Φ(A)− x1A is decreasing for A ∈ [α1, β1], for each
fixed x1 ∈ [−1, 1].
4. For each x2 ∈
[
−
√
1− x21,
√
1− x21
]
, there is a unique A ∈ [α, β] such that x2 = Φ(A)−x1A.
Proof. By the assumption that Φ′(A) < −1 for all A ∈ [α1, β1], it is clear that Φ′(A)− x1 < 0 for
all x1 ∈ [−1, 1] and so Φ(A)− x1A is decreasing on [α1, β1].
For 0 ≤ x ≤ 1, consider the function
g1(x) = −x |β1| −
√
1− x2,
Then
g′1(x) = − |β1|+
x√
1− x2 ,
and so, g′1(x) = 0 when
|β1| = x√
1− x2 ,
that is
x =
|β1|√
1 + β21
.
The minimum of g1 occurs at x = |β1| /
√
1 + β21 and the minimum value is
g1
(
|β1|√
1 + β21
)
= − β
2
1√
1 + β21
− 1√
1 + β21
= −
√
1 + β21 .
Therefore, Φ(β1) ≤ − |x| |β1| −
√
1− x2 for all x ∈ [−1, 1] by the assumption of the value of Φ(β1).
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Similarly, consider another function
f1(x) = x |α1|+
√
1− x2 for 0 ≤ x ≤ 1.
Then
f ′1(x) = |α1| −
x√
1− x2 ,
and so, f ′1(x) = 0 when
|α1| = x√
1− x2 ,
that is
x =
|α1|√
1 + α21
.
The maximum of f1 occurs at x = |α1| /
√
1 + α21 and the maximum value is
f1
(
|α1|√
1 + α21
)
=
α21√
1 + α21
+
1√
1 + α21
=
√
1 + α21.
Therefore, Φ(α1) ≥ |x| |α1| +
√
1− x2 for all x ∈ [−1, 1] by the assumption of the value of Φ(α1).
To prove the last claim, fix x1 ∈ [−1, 1] and let x2 ∈
[
−
√
1− x21,
√
1− x21
]
. By the first claim, we
have
Φ(β1) ≤ − |x1| |β1| −
√
1− x21 ≤ x1β1 −
√
1− x21.
So,
Φ(β1)− x1β1 ≤ −
√
1− x21. (6.10)
Similarly, the second claim gives
Φ(α1) ≥ |x1| |α1|+
√
1− x21 ≥ x1α1 +
√
1− x21.
Thus,
Φ(α1)− x1α1 ≥
√
1− x21. (6.11)
Define Ψ(A) = Φ(A) − x1A, so Ψ is strictly decreasing on [α1, β1]. Hence, the inequalities in
(6.10) and (6.11) imply that Ψ ([α1, β1]) contains
[
−
√
1− x21,
√
1− x21
]
. Thus, there is a unique
A ∈ [α1, β1] such that x2 = Φ(A)− x1A. This completes the proof.
In Theorem 6.2.1 and 6.3.1, we have obtained conditions applying to a large class of functions
Φ, guaranteeing that (6.6) has a unique solution A for any (x1, x2) in the unit disk. For example, Φ
could be a polynomial of high degree considered only on a certain interval. The condition |Φ′| > 1
might sometimes be restrictive. In the special case that Φ(t) = at+ b, where a, b ∈ R and a 6= 0, we
can solve (6.6) to obtain A(x1, x2) = (x2 − b) / (a− x1) whenever x1 6= a. Again, we need |a| > 1
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if this is to work for all x1 ∈ [−1, 1].
If Φ ∈ C1, then A(x1, x2) is differentiable by the implicit function theorem, so that (6.2) holds.
61
Chapter 7
New Conditions for Extremal
Functions
In this Chapter, we will present an application based on the approach in Chapter 5 with the
calculus of variations for the case p = 2. This application will lead to new conditions in order to
find the greatest biconvex function with the boundary function ψ which is defined at the beginning
of Chapter 5.
7.1 Introduction
For a given boundary function ψ, we can use any function Φ from the solutions of the Hopf equation
such that we obtain the unique corresponding function A. Then for any such function A, we can
compute the functions ϕ and ϕ1. By integrating the functions ϕ and ϕ1, we get the function u.
The full details of this formalism can be found at section 5.3 of Chapter 5. By the construction,
we have
ux1x1ux2x2 = (ux1x2)
2 .
Thus, the function u is convex if ux1x1 ≥ 0. This is an extra condition on Φ. To perform the
variation, we can also use other parameter functions like A1(θ) = A(cos(θ), sin(θ)) instead of Φ.
In section 6.1 of Chapter 6, we know that the general solution of the Hopf differential equation
AAx2 = Ax1
is implicitly given by
Φ(A) = x2 +Ax1,
where Φ is an arbitrary function subject to the conditions of either Theorem 6.2.1 or Theorem
6.3.1. We will perform a variation of this function by η0 and then we have the following theorems.
By writing u→ v, we mean that what was u before the variation becomes v after the variation.
Assume that ux1x1 > 0 and ux2x2 > 0 in B. Then we have the following two theorems.
Theorem 7.1.1. With the above assumptions, consider a variation of Φ by η0, that is,
Φ→ Φ + η0.
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Then
u(x1, x2)− u(1, 0)→ u(x1, x2)− u(1, 0) +
x1∫
1
δ3(s)ds+
x2∫
0
δ6(τ)dτ,
where δ3 and δ6 are such that
ϕ2(β(A(s, 0)))→ ϕ2(β(A(s, 0))) + δ3(s)
and
ϕ1(A(x1, τ))→ ϕ1(A(x1, τ)) + δ6(τ).
The proof of this theorem is in section 7.8, where explicit expressions for δ3 and δ6 in terms of
η0 will be given.
We may choose η0 so as to approximate a small multiple of the Dirac δ−measure. We then say
that η0 is concentrated at t0.
Theorem 7.1.2. Suppose that η0 is concentrated at t0. Let s0, τ0 ∈ [−1, 1] be such that
t0 = A(s0, 0) = A(x1, τ0).
Then
x1∫
1
δ3(s)ds→ δ˜3
and
x2∫
0
δ6(τ)dτ → δ˜6,
where δ˜3 and δ˜6 are certain functions of s0 and τ0 to be given below in section 7.4. In particular,
if u is maximal, then δ˜3 and δ˜6 are identically zero.
The proof of this theorem can be found at section 7.9.
7.2 The computation of Ax1, Ax2, β in terms of Φ
To begin with, we define
Φ(A(x, y)) = y + xA(x, y)
and
A1(θ) = A(cos(θ), sin(θ)).
Then
Φ′(A(x, y))Ax(x, y) = A(x, y) + xAx(x, y),
Φ′(A(x, y))Ay(x, y) = 1 + xAy(x, y),
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and
Φ(A1(θ)) = Φ(A(cos(θ), sin(θ)))
= sin(θ) + cos(θ)A1(θ).
Hence,
Ax(x, y) =
A(x, y)
Φ′(A(x, y))− x,
Ay(x, y) =
1
Φ′(A(x, y))− x,
Φ(t) = sin(β(t)) + t cos(β(t)),
and
Φ′(t) = β′(t) cosβ(t) + cosβ(t)− tβ′(t) sinβ(t),
for all t with t = A1(θ). Recall that β is the inverse function of A1. Therefore,
β′(t) =
Φ′(t)− cos(β(t))
cos(β(t))− t sin(β(t))
for all t with t = A1(θ).
7.3 Notations
The list of notations that will be used in later sections of this Chapter is provided here:
A1(θ) = A(cos(θ), sin(θ)),
γ(θ) =
η0 (A1(θ))
cos(θ)− Φ′(A1(θ)) ,
κ0(A1(θ)) = −γ(θ)β′(A1(θ)),
I2(θ,A1(θ)) =
sec2(θ)A1(θ)
1− tan(θ)A1(θ) ,
δ1(s) =
η0(A(s, 0))β
′(A(s, 0)) (cosβ(A(s, 0))− s)
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0))) ,
δ2(s) =
η0(A(s, 0))
s− Φ′(A(s, 0)) ,
a00(θ) = exp
θ∫
0
−I2(µ,A1(µ))dµ,
64
b00(θ) = cos(θ)ψ
′′(θ) + sin(θ)ψ′(θ),
a0 = exp
β(A(s,0))∫
0
I1(A1(µ))dµ,
b0 = exp
β(A(x1,τ))∫
0
I1(A1(µ))dµ,
c0(θ) = (cos(θ)− sin(θ)A1(θ))2,
a1(θ) =
θ∫
θ0
exp µ∫
0
−I1(A1(ν))dν
 A1(µ)
1− tan(µ)A1(µ)d
(
ψ′(µ)
cos(µ)
)
,
a5(θ) =
θ∫
0
exp µ∫
0
−I2(ν,A1(ν))dν
 A1(µ)
1− tan(µ)A1(µ)d
(
ψ′(µ)
cos(µ)
)
,
a7(θ) =
θ∫
0
exp µ∫
0
−I1(A1(ν))dν
 A1(µ)
1− tan(µ)A1(µ)d
(
ψ′(µ)
cos(µ)
)
,
χ1(t) =

1 if 0 < β(t0) < t
−1 if t < β(t0) < 0
0 if otherwise,
χ1(t1, t2) =
1 if t1 < β(t0) < t20 if otherwise,
χ2(c, d) =

1 if c < s0 < d
−1 if d < s0 < c
0 if otherwise,
χ3(c, d) =

1 if c < τ0 < d
−1 if d < τ0 < c
0 if otherwise.
Here t0, s0, and τ0 are such that
t0 = A(s0, 0) = A(x1, τ0),
where s0, τ0 ∈ [−1, 1].
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7.4 The expressions of δ˜3 and δ˜6 in Theorem 7.1.2
We have
δ˜3 =
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
β′(t0)× (7.1)
×
− 1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
ds
1
c0(β(t0))
− 1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
1
c0(β(t0))
+
1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
I2(β(t0), t0)
a00(β(t0))t0
(cos(β(t0))− s0)
+χ2(x1, 1)
I2(β(t0), t0)
a00(β(t0))
(cos(β(t0))− s0)
t0
]
,
and
δ˜6 = β
′(t0)
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0))
)
× (7.2)
×
 1
c0(β(t0))
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
+
1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
− 1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
I2(β(t0), t0) (cos(β(t0))− s0)
a00(β(t0))t0
− χ3(0, x2) (cos(β(t0))− x1)×
×1 + sin(β(t0)) cos(β(t0))I2(β(t0), t0)
cos2(β(t0))a00(β(t0))
]
.
7.5 The computation of ϕ′2(θ) and ϕ
′
3(θ)
From section 5.8 of Chapter 5, we have
ϕ2(θ) =
exp θ∫
0
I2(µ,A1(µ)) dµ
×
×
 θ∫
0
exp µ∫
0
−I2(ν,A1(ν)) dν
 A1(µ)
1− tan(µ)A1(µ) d
(
ψ′(µ)
cos(µ)
)
+ ϕ2(0)

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=
a5(θ) + ϕ2(0)
a00(θ)
.
Therefore,
ϕ′2(θ) =
exp θ∫
0
I2(µ,A1(µ)) dµ
 I2(θ,A1(θ))×
×
 θ∫
0
exp µ∫
0
−I2(ν,A1(ν)) dν
 A1(µ)
1− tan(µ)A1(µ) d
(
ψ′(µ)
cos(µ)
)
+ ϕ2(0)

+
A1(θ)
1− tan(θ)A1(θ)
(
cos(θ)ψ′′(θ) + ψ′(θ) sin(θ)
cos2(θ)
)
=
(
a5(θ) + ϕ2(0)
a00(θ)
)
I2(θ,A1(θ)) + b00(θ)I2(θ,A1(θ))
=
(
a5(θ) + ϕ2(0)
a00(θ)
+ b00(θ)
)
I2(θ,A1(θ)).
Define
ϕ3(θ) = ϕ1(A(cos(θ), sin(θ))).
Then, by the relation of ϕ and ϕ1 in section 5.6 of Chapter 5 and ϕ2(θ) = ϕ(A(cos(θ), sin(θ))),
ϕ3(θ) =
ψ′(θ) + sin(θ)ϕ2(θ)
cos(θ)
,
and hence,
ϕ′3(θ) =
cos(θ) (ψ′′(θ) + sin(θ)ϕ′2(θ) + cos(θ)ϕ2(θ))
cos2(θ)
+
sin(θ) (ψ′(θ) + sin(θ)ϕ2(θ))
cos2(θ)
=
cos(θ)ψ′′(θ) + sin(θ) cos(θ)ϕ′2(θ) + sin(θ)ψ′(θ) + ϕ2(θ)
cos2(θ)
= sec2(θ)
[
sin(θ) cos(θ)
(
a5(θ) + ϕ2(0)
a00(θ)
+ b00(θ)
)
I2(θ,A1(θ))
+b00(θ) +
a5(θ) + ϕ2(0)
a00(θ)
]
= sec2(θ)
(
a00(θ)b00(θ) + a5(θ) + ϕ2(0)
a00(θ)
)
(1 + sin(θ) cos(θ)I2(θ,A1(θ))) .
7.6 The changes from the variation of Φ
Suppose that
Φ→ Φ + η0
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for a small real-valued function η0. Then
A1(θ)→ A1(θ) + γ(θ)
for a small real-valued function γ depending on θ.
Note that here and later, all variations are calculated to the first order only, and
therefore equality signs are used in a loose sense, ignoring higher order terms.
Therefore,
Φ(A1(θ)) + γ(θ)Φ
′(A1(θ)) + η0(A1(θ)) = (Φ + η0) (A1(θ) + γ(θ))
= sin(θ) + cos(θ) (A1(θ) + γ(θ))
= sin(θ) + cos(θ)A1(θ) + γ(θ) cos(θ)
= Φ(A1(θ)) + γ(θ) cos(θ).
Hence,
γ(θ) =
η0 (A1(θ))
cos(θ)− Φ′(A1(θ)) .
Suppose that β → β + κ0 for some small real-valued function κ0. Then
θ = (β + κ0) (A1(θ) + γ(θ))
= β (A1(θ) + γ(θ)) + κ0 (A1(θ) + γ(θ))
= β(A1(θ)) + γ(θ)β
′(A1(θ)) + κ0(A1(θ))
= θ + γ(θ)β′(A1(θ)) + κ0(A1(θ)).
So,
κ0(A1(θ)) = −γ(θ)β′(A1(θ)).
Thus,
κ0(t) = −γ(β(t))β′(t), (7.3)
for all t with t = A1(θ).
Define
I2(θ,A1(θ)) =
sec2(θ)A1(θ)
1− tan(θ)A1(θ) .
Then
I2(θ,A1(θ) + γ(θ)) =
sec2(θ) (A1(θ) + γ(θ))
1− tan(θ)A1(θ)− tan(θ)γ(θ)
=
sec2(θ) (A1(θ) + γ(θ))
1− tan(θ)A1(θ)
 1
1− tan(θ)γ(θ)1−tan(θ)A1(θ)

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= sec2(θ) (A1(θ) + γ(θ))×
×
(
1
1− tan(θ)A1(θ) +
tan(θ)γ(θ)
(1− tan(θ)A1(θ))2
)
=
sec2(θ)A1(θ)
1− tan(θ)A1(θ)
+ γ(θ)
(
sec2(θ)
1− tan(θ)A1(θ) +
sec2(θ) tan(θ)A1(θ)
(1− tan(θ)A1(θ))2
)
= I2(θ,A1(θ)) + γ(θ)
(
sec2(θ)
(1− tan(θ)A1(θ))2
)
= I2(θ,A1(θ)) +
γ(θ)
(cos(θ)− sin(θ)A1(θ))2
= I2(θ,A1(θ)) +
γ(θ)
c0(θ)
,
and
exp
θ∫
0
I2(µ,A1(µ) + γ(µ))dµ = exp
θ∫
0
I2(µ,A1(µ))dµ
+
exp θ∫
0
I2(µ,A1(µ))dµ
 θ∫
0
γ(µ)
c0(µ)
dµ

=
1
a00(θ)
+
1
a00(θ)
 θ∫
0
γ(µ)
c0(µ)
dµ
 .
So,
exp
µ∫
0
−I2(ν,A1(ν) + γ(ν))dν = exp
µ∫
0
−I2(ν,A1(ν))dν
−
exp µ∫
0
−I2(ν,A1(ν))dν
 µ∫
0
γ(ν)
c0(ν)
dν

= a00(µ)− a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
 .
Hence,
θ∫
0
exp µ∫
0
−I2(ν,A1(ν) + γ(ν))dν
(I2(µ,A1(µ) + γ(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
69
=θ∫
0
a00(µ)− a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
I2(µ,A1(µ)) + γ(µ)c0(µ)
sec2(µ)
 d( ψ′(µ)
cos(µ)
)
=
θ∫
0
a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
θ∫
0
a00(µ)
(
γ(µ)
sec2(µ)c0(µ)
)
d
(
ψ′(µ)
cos(µ)
)
−
θ∫
0
a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
(I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
.
Therefore, exp θ∫
0
I2(µ,A1(µ) + γ(µ))dµ
×
 θ∫
0
exp µ∫
0
−I2(ν,A1(ν) + γ(ν))dν
(I2(µ,A1(µ) + γ(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+ϕ2(0) + ∆ϕ2(0)

= ϕ2(θ) + ∆ϕ2(θ),
where
∆ϕ2(θ) =
1
a00(θ)
θ∫
0
a00(µ)
(
γ(µ)
sec2(µ)c0(µ)
)
d
(
ψ′(µ)
cos(µ)
)
− 1
a00(θ)
θ∫
0
a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
(I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
1
a00(θ)
 θ∫
0
γ(µ)
c0(µ)
dµ
 θ∫
0
a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0)
a00(θ)
 θ∫
0
γ(µ)
c0(µ)
dµ
+ ∆ϕ2(0)
a00(θ)
,
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and
ϕ2(θ) =
exp θ∫
0
I2(µ,A1(µ)) dµ
×
×
 θ∫
0
exp µ∫
0
−I2(ν,A1(ν)) dν
 A1(µ)
1− tan(µ)A1(µ) d
(
ψ′(µ)
cos(µ)
)
+ ϕ2(0)

=
a5(θ) + ϕ2(0)
a00(θ)
.
Let ϕ˜3(θ) be the function ϕ3(θ) with A1(θ)→ A1(θ) + γ(θ). Then
ϕ˜3(θ) =
ψ′(θ) + sin(θ) (ϕ2(θ) + ∆ϕ2(θ))
cos(θ)
=
ψ′(θ) + sin(θ)ϕ2(θ)
cos(θ)
+ tan(θ)∆ϕ2(θ)
= ϕ3(θ) + tan(θ)∆ϕ2(θ).
Let
∆ϕ3(θ) = tan(θ)∆ϕ2(θ).
7.7 The computation of ∆ϕ2(0)
By the definitions of ϕ1 and ϕ2, we have
u(x1, x2)− u(1, 0) =
x1∫
1
ϕ2(β(A(s, 0))) ds+
x2∫
0
ϕ1(A(x1, τ)) dτ,
where
ϕ2(β(A(s, 0))) =
a5(β(A(s, 0))) + ϕ2(0)
a00(β(A(s, 0)))
,
ϕ1(A(x1, τ)) =
ψ′(β(A(x1, τ))) + sinβ(A(x1, τ))ϕ2(β(A(x1, τ)))
cosβ(A(x1, τ))
= ψ′(β(A(x1, τ))) secβ(A(x1, τ))
+ tanβ(A(x1, τ))
(
a5(β(A(x1, τ))) + ϕ2(0)
a00(β(A(x1, τ)))
)
.
Hence,
u(−1, 0)− u(1, 0) =
−1∫
1
a5(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ+ ϕ2(0)
−1∫
1
1
a00(β(A(ρ, 0)))
dρ.
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So,
ϕ2(0) =
P3
P4
,
where
P3 = u(−1, 0)− u(1, 0) +
1∫
−1
a5(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ,
P4 =
−1∫
1
1
a00(β(A(ρ, 0)))
dρ.
Let P˜3 be the function P3 with A1(θ)→ A1(θ) + γ(θ). Then
P˜3 = u(−1, 0)− u(1, 0)
+
1∫
−1

exp β(A(ρ,0))+δ1(ρ)∫
0
I2(µ,A1(µ) + γ(µ)) dµ
×
β(A(ρ,0))+δ1(ρ)∫
0
exp µ∫
0
−I2(ν,A1(ν) + γ(ν)) dν
 I2(µ,A1(µ) + γ(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
= P3 + ∆3,
where
∆3 =
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
cos2(µ)γ(µ)
c0(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
−
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
 I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
 β(A(ρ,0))∫
0
γ(ν)
c0(ν)
dν
 I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
[
δ1(ρ)I2(β(A(ρ, 0)), A(ρ, 0))
a00(β(A(ρ, 0)))
×
×
[
a00(β(A(ρ, 0)))b00(β(A(ρ, 0))) + a5(β(A(ρ, 0)))
]]
dρ
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=1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
cos2(µ)γ(µ)
c0(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
 β(A(ρ,0))∫
µ
γ(ν)
c0(ν)
dν
 I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
[
δ1(ρ)I2(β(A(ρ, 0)), A(ρ, 0))
a00(β(A(ρ, 0)))
×
×
[
a00(β(A(ρ, 0)))b00(β(A(ρ, 0))) + a5(β(A(ρ, 0)))
]]
dρ
=
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
a00(µ)
cos2(µ)
c0(µ)
(
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))
)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
 1
a00(β(A(ρ, 0)))
β(A(ρ,0))∫
0
 β(A(ρ,0))∫
µ
1
c0(ν)
(
η0 (A1(ν))
cos(ν)− Φ′(A1(ν))
)
dν
 ×
×a00(µ)I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
1∫
−1
[
I2(β(A(ρ, 0)), A(ρ, 0))
a00(β(A(ρ, 0)))
η0(A(ρ, 0))β
′(A(ρ, 0)) (cosβ(A(ρ, 0))− ρ)
(ρ− Φ′(A(ρ, 0))) (cosβ(A(ρ, 0))− Φ′(A(ρ, 0)))
×
[
a00(β(A(ρ, 0)))b00(β(A(ρ, 0))) + a5(β(A(ρ, 0)))
]]
dρ.
Let P˜4 be the function P4 with A1(θ)→ A1(θ) + γ(θ). Then
P˜4 =
−1∫
1
exp β(A(ρ,0))+δ1(ρ)∫
0
I2(µ,A1(µ) + γ(µ))dµ
 dρ
= P4 + ∆4,
where
∆4 =
−1∫
1
δ1(ρ)I2(β(A(ρ, 0)), A(ρ, 0))
a00(β(A(ρ, 0)))
dρ
+
−1∫
1
1
a00(β(A(ρ, 0)))
 β(A(ρ,0))∫
0
γ(µ)
c0(µ)
dµ
 dρ
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= −
1∫
−1
I2(β(A(ρ, 0)), A(ρ, 0))η0(A(ρ, 0))β
′(A(ρ, 0)) (cosβ(A(ρ, 0))− ρ)
a00(β(A(ρ, 0))) (ρ− Φ′(A(ρ, 0))) (cosβ(A(ρ, 0))− Φ′(A(ρ, 0))) dρ
−
1∫
−1
1
a00(β(A(ρ, 0)))
 β(A(ρ,0))∫
0
1
c0(µ)
(
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))
)
dµ
 dρ.
Let ϕ˜2(0) be the function ϕ2(0) with A1(θ)→ A1(θ) + γ(θ). Then
ϕ˜2(0) =
P3 + ∆3
P4 + ∆4
=
P3
P4
(
1 + ∆3/P3
1 + ∆4/P4
)
=
P3
P4
(
1 +
∆3
P3
− ∆4
P4
)
= ϕ2(0)
(
1 +
∆3
P3
− ∆4
P4
)
.
Let
∆ϕ2(0) = ϕ2(0)
(
∆3
P3
− ∆4
P4
)
.
7.8 Proof of Theorem 7.1.1
In this section, we will take for granted the changes from the variation of Φ we have derived in
section 7.6 and 7.7.
For −1 ≤ s ≤ 1, we suppose that
β(A(s, 0))→ β(A(s, 0)) + δ1(s),
A(s, 0)→ A(s, 0) + δ2(s),
and
ϕ2(β(A(s, 0)))→ ϕ2(β(A(s, 0))) + δ3(s)
for some small real-valued functions δ1, δ2 and δ3. Then
Φ(A(s, 0)) + sδ2(s) = s (A(s, 0) + δ2(s))
= (Φ + η0) (A(s, 0) + δ2(s))
= Φ(A(s, 0)) + Φ′(A(s, 0))δ2(s) + η0(A(s, 0)).
Hence,
δ2(s) =
η0(A(s, 0))
s− Φ′(A(s, 0)) , (7.4)
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δ1(s) = κ0(A(s, 0)) + β
′(A(s, 0))δ2(s) (7.5)
= −γ(β(A(s, 0)))β′(A(s, 0)) + β
′(A(s, 0))η0(A(s, 0))
s− Φ′(A(s, 0))
= − η0 (A(s, 0))β
′(A(s, 0))
cosβ(A(s, 0))− Φ′(A(s, 0)) +
β′(A(s, 0))η0(A(s, 0))
s− Φ′(A(s, 0))
= η0(A(s, 0))β
′(A(s, 0))
(
1
s− Φ′(A(s, 0)) −
1
cosβ(A(s, 0))− Φ′(A(s, 0))
)
=
η0(A(s, 0))β
′(A(s, 0)) (cosβ(A(s, 0))− s)
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0))) ,
and
δ3(s) = ∆ϕ2(β(A(s, 0))) + ϕ
′
2(β(A(s, 0)))δ1(s)
= ∆ϕ2(β(A(s, 0)))
+ ϕ′2(β(A(s, 0)))β
′(A(s, 0))η0(A(s, 0))×
× cosβ(A(s, 0))− s
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0))) .
For −1 ≤ τ ≤ 1, we suppose that
β(A(x1, τ))→ β(A(x1, τ)) + δ4(τ),
A(x1, τ)→ A(x1, τ) + δ5(τ),
and
ϕ1(A(x1, τ))→ ϕ1(A(x1, τ)) + δ6(τ)
for some small real-valued function δ4, δ5 and δ6. Then
Φ(A(x1, τ)) + x1δ5(τ) = τ + x1 (A(x1, τ) + δ5(τ))
= (Φ + η0) (A(x1, τ) + δ5(τ))
= Φ(A(x1, τ)) + Φ
′(A(x1, τ))δ5(τ) + η0(A(x1, τ)).
Hence,
δ5(τ) =
η0(A(x1, τ))
x1 − Φ′(A(x1, τ)) , (7.6)
δ4(τ) = κ0(A(x1, τ)) + β
′(A(x1, τ))δ5(τ) (7.7)
= −γ(β(A(x1, τ)))β′(A(x1, τ)) + β
′(A(x1, τ))η0(A(x1, τ))
x1 − Φ′(A(x1, τ))
= − η0 (A(x1, τ))β
′(A(x1, τ))
cosβ(A(x1, τ))− Φ′(A(x1, τ)) +
β′(A(x1, τ))η0(A(x1, τ))
x1 − Φ′(A(x1, τ))
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= η0(A(x1, τ))β
′(A(x1, τ))
(
1
x1 − Φ′(A(x1, τ)) −
1
cosβ(A(x1, τ))− Φ′(A(x1, τ))
)
= η0(A(x1, τ))β
′(A(x1, τ))
cosβ(A(x1, τ))− x1
(x1 − Φ′(A(x1, τ))) (cosβ(A(x1, τ))− Φ′(A(x1, τ))) ,
and
δ6(τ) = ∆ϕ3(β(A(x1, τ))) + ϕ
′
3(β(A(x1, τ)))δ4(τ)
= tanβ(A(x1, τ))∆ϕ2(β(A(x1, τ)))
+ ϕ′3(β(A(x1, τ)))β
′(A(x1, τ))η0(β(A(x1, τ)))×
× cosβ(A(x1, τ))− x1
(x1 − Φ′(A(x1, τ))) (cosβ(A(x1, τ))− Φ′(A(x1, τ))) .
Now
δ3(s) = ∆ϕ2(β(A(s, 0))) (7.8)
+ ϕ′2(β(A(s, 0)))β
′(A(s, 0))η0(A(s, 0))×
× cosβ(A(s, 0))− s
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0)))
=
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
a00(µ)
(
γ(µ)
sec2(µ)c0(µ)
)
d
(
ψ′(µ)
cos(µ)
)
− 1
a00(β(A(s, 0)))
β(A(s,0))∫
0
a00(µ)
 µ∫
0
γ(ν)
c0(ν)
dν
(I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
1
a00(β(A(s, 0))
 β(A(s,0))∫
0
γ(ν)
c0(ν)
dν
 β(A(s,0))∫
0
a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0)
a00(β(A(s, 0)))
 β(A(s,0))∫
0
γ(µ)
c0(µ)
dµ
+ ϕ2(0)
a00(β(A(s, 0)))
(
∆3
P3
− ∆4
P4
)
+
(
a5(β(A(s, 0))) + ϕ2(0)
a00(β(A(s, 0)))
I2(β(A(s, 0)), A(s, 0))
+b00(β(A(s, 0)))I2(β(A(s, 0)), A(s, 0))
)
×
× β′(A(s, 0))η0(A(s, 0)) cosβ(A(s, 0))− s
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0)))
=
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
a00(µ)
(
γ(µ)
sec2(µ)c0(µ)
)
d
(
ψ′(µ)
cos(µ)
)
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+
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
a00(µ)
 β(A(s,0))∫
µ
γ(ν)
c0(ν)
dν
(I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0)
a00(β(A(s, 0)))
 β(A(s,0))∫
0
γ(µ)
c0(µ)
dµ
+ ϕ2(0)
a00(β(A(s, 0)))
(
∆3
P3
− ∆4
P4
)
+
(
a5(β(A(s, 0))) + ϕ2(0)
a00(β(A(s, 0)))
I2(β(A(s, 0)), A(s, 0))
+b00(β(A(s, 0)))I2(β(A(s, 0)), A(s, 0))
)
×
× β′(A(s, 0))η0(A(s, 0)) cosβ(A(s, 0))− s
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0)))
=
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
(
a00(µ)
sec2(µ)c0(µ)
)
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))d
(
ψ′(µ)
cos(µ)
)
+
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
 β(A(s,0))∫
µ
1
c0(ν)
(
η0 (A1(ν))
cos(ν)− Φ′(A1(ν))
)
dν
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0)
a00(β(A(s, 0)))
 β(A(s,0))∫
0
1
c0(µ)
(
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))
)
dµ

+
ϕ2(0)
a00(β(A(s, 0)))
(
∆3
P3
− ∆4
P4
)
+
(
a5(β(A(s, 0))) + ϕ2(0)
a00(β(A(s, 0)))
I2(β(A(s, 0)), A(s, 0))
+b00(β(A(s, 0)))I2(β(A(s, 0)), A(s, 0))
)
×
× β′(A(s, 0))η0(A(s, 0)) cosβ(A(s, 0))− s
(s− Φ′(A(s, 0))) (cosβ(A(s, 0))− Φ′(A(s, 0))) ,
and
δ6(τ) = tanβ(A(x1, τ))∆ϕ2(β(A(x1, τ))) (7.9)
+ ϕ′3(β(A(x1, τ)))β
′(A(x1, τ))η0(β(A(x1, τ)))×
× cosβ(A(x1, τ))− x1
(x1 − Φ′(A(x1, τ))) (cosβ(A(x1, τ))− Φ′(A(x1, τ)))
=
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
β(A(x1,τ))∫
0
(
a00(µ)
sec2(µ)c0(µ)
)
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))d
(
ψ′(µ)
cos(µ)
)
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− tanβ(A(x1, τ))
a00(β(A(x1, τ)))
β(A(x1,τ))∫
0
 µ∫
0
1
c0(ν)
(
η0 (A1(ν))
cos(ν)− Φ′(A1(ν))
)
dν
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
tanβ(A(x1, τ))
a00(β(A(x1, τ))
 β(A(x1,τ))∫
0
1
c0(ν)
(
η0 (A1(ν))
cos(ν)− Φ′(A1(ν))
)
dν
×
×
β(A(x1,τ))∫
0
a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
 β(A(x1,τ))∫
0
1
c0(µ)
(
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))
)
dµ

+
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
(
∆3
P3
− ∆4
P4
)
+ ϕ′3(β(A(x1, τ)))β
′(A(x1, τ))η0(β(A(x1, τ)))×
× cosβ(A(x1, τ))− x1
(x1 − Φ′(A(x1, τ))) (cosβ(A(x1, τ))− Φ′(A(x1, τ)))
=
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
β(A(x1,τ))∫
0
(
a00(µ)
sec2(µ)c0(µ)
)
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))d
(
ψ′(µ)
cos(µ)
)
+
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
β(A(x1,τ))∫
0
 β(A(x1,τ))∫
µ
1
c0(ν)
(
η0 (A1(ν))
cos(ν)− Φ′(A1(ν))
)
dν
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
+
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
 β(A(x1,τ))∫
0
1
c0(µ)
(
η0 (A1(µ))
cos(µ)− Φ′(A1(µ))
)
dµ

+
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
(
∆3
P3
− ∆4
P4
)
+ ϕ′3(β(A(x1, τ)))β
′(A(x1, τ))η0(β(A(x1, τ)))×
× cosβ(A(x1, τ))− x1
(x1 − Φ′(A(x1, τ))) (cosβ(A(x1, τ))− Φ′(A(x1, τ))) .
7.9 Proof of Theorem 7.1.2
In this proof, we will use the values of δ3(s) and δ6(τ) from the proof of Theorem 7.1.1.
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Fix t0 ∈ R. Let s0, τ0 ∈ [−1, 1] be such that
t0 = A(s0, 0) = A(x1, τ0),
and define
χ1(t) =

1 if 0 < β(t0) < t
−1 if t < β(t0) < 0
0 if otherwise,
χ1(t1, t2) =
1 if t1 < β(t0) < t20 if otherwise.
Suppose that if a1 < a2 and for any continuous function f ,
a2∫
a1
f(x)η0(x)dx =
f(t0) if a1 < t0 < a20 if t0 6∈ [a1, a2].
We ignore the cases t0 = a1 and t0 = a2. Then if a1 > a2, we have
a2∫
a1
f(x)η0(x)dx = −
a1∫
a2
f(x)η0(x)dx
=
−f(t0) if a2 < t0 < a10 if t0 6∈ [a2, a1].
If h is invertible and continuous with h′ 6= 0, then
a2∫
a1
f(x)η0(h(x))dx =
h(a2)∫
h(a1)
f(h−1(u))η0(u)
du
h′(x)
by the substitution of u = h(x) and hence du = h′(x)dx. Since
1
h′(x)
=
(
h−1
)′
(h(x)) =
(
h−1
)′
(u),
we get
h(a2)∫
h(a1)
f(h−1(u))η0(u)
du
h′(x)
=
h(a2)∫
h(a1)
f(h−1(u))η0(u)
(
h−1
)′
(u)du
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=
f(h−1(t0))
(
h−1
)′
(t0) if h(a1) < t0 < h(a2)
−f(h−1(t0))
(
h−1
)′
(t0) if h(a2) < t0 < h(a1)
0 if otherwise.
After applying χ1, we have
∆3 → ∆˜3
and
∆4 → ∆˜4,
where
∆˜3 =
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0)
) 1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
+
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
) 1∫
−1
[
1
a00(β(A(ρ, 0)))
×
×
β(A(ρ,0))∫
0
a00(µ)χ1(µ, β(A(ρ, 0)))
I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
I2(β(t0), t0)
a00(β(t0))Ax(s0, 0)
β′(t0) (cos(β(t0))− s0)
(s0 − Φ′(t0)) (cos(β(t0))− Φ′(t0))
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
]
=
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0)
) 1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
+
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
) 1∫
−1
[
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
×
×
β(t0)∫
0
a00(µ)
I2(µ,A1(µ))
sec2(µ)
d
(
ψ′(µ)
cos(µ)
) dρ
+
I2(β(t0), t0) (Φ
′(t0)− s0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(s0 − Φ′(t0)) (cos(β(t0))− Φ′(t0))
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
]
=
β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0))
cos(β(t0))− Φ′(t0)
) 1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
− I2(β(t0), t0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0))
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×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
]
and
∆˜4 = −I2(β(t0), t0)β
′(t0) (cos(β(t0))− s0) (Φ′(t0)− s0)
a00(β(t0)) (s0 − Φ′(t0)) (cos(β(t0))− Φ′(t0)) t0
− β
′(t0)
c0(β(t0)) (cos(β(t0))− Φ′(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
=
I2(β(t0), t0)β
′(t0) (cos(β(t0))− s0)
a00(β(t0)) (cos(β(t0))− Φ′(t0)) t0
− β
′(t0)
c0(β(t0)) (cos(β(t0))− Φ′(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ.
The second equation of ∆˜3 follows from the definitions of χ1. So, for 0 < µ < β(A(ρ, 0)) we have
χ1(µ, β(A(ρ, 0))) =
1 if µ < β(t0) < β(A(ρ, 0))0 if otherwise.
Define
χ2(c, d) =

1 if c < s0 < d
−1 if d < s0 < c
0 if otherwise.
Then, by applying χ1 and χ2, we have
−
1∫
x1
δ3(s)ds→ δ˜3,
where
δ˜3 = −
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0)
)
ds
−
1∫
x1
1
a00(β(A(s, 0)))
β(A(s,0))∫
0
χ1(µ, β(A(s, 0)))
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
ds
−
1∫
x1
ϕ2(0)χ1β(A(s, 0))
a00(β(A(s, 0))
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
ds
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−
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
(
∆˜3
P3
− ∆˜4
P4
)
ds
− χ2(x1, 1)
(
a5(β(t0)) + ϕ2(0)
a00(β(t0))
I2(β(t0), t0) + b00(β(t0))I2(β(t0), t0)
)
×
× β
′(t0)) (cos(β(t0))− s0) (Φ′(t0)− s0)
(s0 − Φ′(t0)) (cos(β(t0))− Φ′(t0)) t0
= −
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0)
)
ds
−
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
β(t0)∫
0
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
ds
−
1∫
x1
ϕ2(0)χ1β(A(s, 0))
a00(β(A(s, 0))
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
ds
−
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
(
∆˜3
P3
− ∆˜4
P4
)
ds
− χ2(x1, 1)
(
a5(β(t0)) + ϕ2(0)
a00(β(t0))
I2(β(t0), t0) + b00(β(t0))I2(β(t0), t0)
)
×
× β
′(t0)) (cos(β(t0))− s0) (Φ′(t0)− s0)
(s0 − Φ′(t0)) (cos(β(t0))− Φ′(t0)) t0 .
The last equation follows from the definitions of χ1. So, for 0 < µ < β(A(s, 0)) we have
χ1(µ, β(A(s, 0))) =
1 if µ < β(t0) < β(A(s, 0))0 if otherwise.
Now, by the definition of a5 and substituting the values of ∆˜3 and ∆˜4, we get
δ˜3 = −
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0)
)
ds
−
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
ds
a5(β(t0)
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
−
1∫
x1
χ1β(A(s, 0))
a00(β(A(s, 0))
ds
ϕ2(0)
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
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− 1
P3
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
ds
(
β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0))
cos(β(t0))− Φ′(t0)
)
×
×
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ− I2(β(t0), t0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) ×
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
])
+
1
P4
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
ds
(
I2(β(t0), t0)β
′(t0) (cos(β(t0))− s0)
a00(β(t0)) (cos(β(t0))− Φ′(t0)) t0
− β
′(t0)
c0(β(t0)) (cos(β(t0))− Φ′(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ

+ χ2(x1, 1)I2(β(t0), t0)
(
a5(β(t0)) + ϕ2(0)
a00(β(t0))
+ b00(β(t0))
)
×
× β
′(t0)) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) t0
= −
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
ds
β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
− 1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0))
cos(β(t0))− Φ′(t0)
)
×
×
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
+
1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
I2(β(t0), t0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) ×
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
]
+
1
P4
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
ds
I2(β(t0), t0)β
′(t0) (cos(β(t0))− s0)
a00(β(t0)) (cos(β(t0))− Φ′(t0)) t0
− 1
P4
1∫
x1
ϕ2(0)
a00(β(A(s, 0)))
ds
β′(t0)
c0(β(t0)) (cos(β(t0))− Φ′(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
+ χ2(x1, 1)
I2(β(t0), t0)
a00(β(t0))
(
a5(β(t0)) + ϕ2(0) + a00(β(t0))b00(β(t0))
)
×
× β
′(t0)) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) t0 .
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The last equation follows from ϕ2(0) = P3/P4. By simplifying, we have
δ˜3 = −
1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
ds
β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
− 1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ×
× β
′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
+
1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
I2(β(t0), t0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) ×
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
]
+ χ2(x1, 1)
I2(β(t0), t0)
a00(β(t0))
(
a5(β(t0)) + ϕ2(0) + a00(β(t0))b00(β(t0))
)
×
× β
′(t0)) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0)) t0
=
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
β′(t0)×
×
− 1∫
x1
χ1(β(A(s, 0)))
a00(β(A(s, 0)))
ds
1
c0(β(t0))
− 1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
1
c0(β(t0))
+
1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
I2(β(t0), t0)
a00(β(t0))t0
(cos(β(t0))− s0)
+χ2(x1, 1)
I2(β(t0), t0)
a00(β(t0))
(cos(β(t0))− s0)
t0
]
.
Define
χ3(c, d) =

1 if c < τ0 < d
−1 if d < τ0 < c
0 if otherwise.
Then, by applying χ1 and χ2, we have
x2∫
0
δ6(s)ds→ δ˜6,
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where
δ˜6 =
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0))
)
dτ
+
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
β(A(x1,τ))∫
0
χ1(µ, β(A(x1, τ)))
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
dτ
+
x2∫
0
ϕ2(0) tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
+
x2∫
0
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
(
∆˜3
P3
− ∆˜4
P4
)
dτ
+ χ3(0, x2)ϕ
′
3(β(t0))β
′(t0)
1
Ay(x1, τ0)
×
× cos(β(t0))− x1
(x1 − Φ′(t0)) (cos(β(t0))− Φ′(t0))
=
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0))
)
dτ
+
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
β(t0)∫
0
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
×
× a00(µ)
(
I2(µ,A1(µ))
sec2(µ)
)
d
(
ψ′(µ)
cos(µ)
)
dτ
+
x2∫
0
ϕ2(0) tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
+
x2∫
0
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
(
∆˜3
P3
− ∆˜4
P4
)
dτ
− χ3(0, x2)ϕ′3(β(t0))β′(t0)
(cos(β(t0))− x1)
(cos(β(t0))− Φ′(t0)) .
The last equation follows from the definitions of χ1 and the value of Ay(x1, τ). So, for 0 < µ <
β(A(x1, τ)), we have
χ1(µ, β(A(x1, τ))) =
1 if µ < β(t0) < β(A(x1, τ))0 if otherwise.
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Now, by the definition of a5 and substituting the values of ∆˜3 and ∆˜4, we get
δ˜6 =
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
a00(β(t0))
c0(β(t0))
(
b00(β(t0))β
′(t0)
cos(β(t0))− Φ′(t0))
)
dτ
+
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
a5(β(t0))
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
+
x2∫
0
ϕ2(0) tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
(
β′(t0)
cos(β(t0))− Φ′(t0)
)
+
1
P3
x2∫
0
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
×
×
 β′(t0)
c0(β(t0))
(
a00(β(t0))b00(β(t0)) + a5(β(t0))
cos(β(t0))− Φ′(t0)
) 1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
− I2(β(t0), t0)
a00(β(t0))t0
β′(t0) (cos(β(t0))− s0)
(cos(β(t0))− Φ′(t0))
×
[
a00(β(t0))b00(β(t0)) + a5(β(t0))
])
dτ
− 1
P4
x2∫
0
ϕ2(0) tanβ(A(x1, τ))
a00(β(A(x1, τ)))
(
I2(β(t0), t0)β
′(t0) (cos(β(t0))− s0)
a00(β(t0)) (cos(β(t0))− Φ′(t0)) t0
− β
′(t0)
c0(β(t0)) (cos(β(t0))− Φ′(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
 dτ
− χ3(0, x2)ϕ′3(β(t0))β′(t0)
(cos(β(t0))− x1)
(cos(β(t0))− Φ′(t0)) .
We then substitute the value of ϕ′3(β(t0)) and ϕ2(0) = P3/P4. By simplifying, we arrive at
δ˜6 = β
′(t0)
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0))
)
×
×
 1
c0(β(t0))
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
+
1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
− 1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
I2(β(t0), t0) (cos(β(t0))− s0)
a00(β(t0))t0
− χ3(0, x2) (cos(β(t0))− x1)×
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×1 + sin(β(t0)) cos(β(t0))I2(β(t0), t0)
cos2(β(t0))a00(β(t0))
]
= β′(t0)
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0))
)
×
×
 1
c0(β(t0))
x2∫
0
tanβ(A(x1, τ))χ1(β(A(x1, τ)))
a00(β(A(x1, τ)))
dτ
+
1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
1
c0(β(t0))
1∫
−1
χ1(β(A(ρ, 0)))
a00(β(A(ρ, 0)))
dρ
− 1
P4
x2∫
0
tanβ(A(x1, τ))
a00(β(A(x1, τ)))
dτ
I2(β(t0), t0) (cos(β(t0))− s0)
a00(β(t0))t0
− χ3(0, x2) (cos(β(t0))− x1)×
×1 + sin(β(t0)) cos(β(t0))I2(β(t0), t0)
cos2(β(t0))a00(β(t0))
]
.
We can simplify δ˜3 further in the Burkholder case which β is an arccos function and so, it is
decreasing with the range in [0, pi]. Thus, for x1 < s < s0 < 1,
β(A(1, 0)) < β(A(s0, 0)) < β(A(s, 0)) < β(A(x1, 0)),
and, for x1 < s0 < s < 1,
β(A(1, 0)) < β(A(s, 0)) < β(A(s0, 0)) < β(A(x1, 0)).
Since β(t0) = β(A(s0, 0)) and
χ1(β(A(s, 0))) = 1 if 0 < β(t0) < β(A(s, 0)),
we have
χ1(β(A(s, 0))) =
1 if x1 < s < s00 if s0 < s < 1.
Similarly, we get
χ1(β(A(ρ, 0))) =
1 if − 1 < ρ < s00 if s0 < ρ < 1.
By the assumption that x1 < s0 < 1, we obtain χ2(x1, 1) = 1. Therefore,
δ˜3 = β
′(t0)
(
a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0)
cos(β(t0))− Φ′(t0)
)
M,
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where
M = −
s0∫
x1
1
a00(β(A(s, 0)))
ds
1
c0(β(t0))
− 1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
s0∫
−1
1
a00(β(A(ρ, 0)))
dρ
1
c0(β(t0))
+
1
P4
1∫
x1
1
a00(β(A(s, 0)))
ds
I2(β(t0), t0)
a00(β(t0))t0
(cos(β(t0))− s0)
+
I2(β(t0), t0)
a00(β(t0))
(cos(β(t0))− s0)
t0
.
Let θ0 = β(t0) and
F (x) =
x∫
0
dρ
a00(β(A(ρ, 0)))
.
Then
M =
F (x1)− F (s0)
c0(θ0)
+
(F (x1)− F (1))
c0(θ0)
(
F (s0)− F (−1)
F (−1)− F (1)
)
+
(F (1)− F (x1))
(F (−1)− F (1))
I2(θ0, A1(θ0)) (cos(θ0)− s0)
a00(θ0)A1(θ0)
+
I2(θ0, A1(θ0)) (cos(θ0)− s0)
a00(θ0)A1(θ0)
=
(F (x1)− F (−1)) (F (s0)− F (1))
c0(θ0) (F (−1)− F (1)) −
(F (x1)− F (−1)) I2(θ0, A1(θ0)) (cos(θ0)− s0)
(F (−1)− F (1)) a00(θ0)A1(θ0)
=
(F (x1)− F (−1))
(F (−1)− F (1))
[
F (s0)− F (1)
c0(θ0)
− I2(θ0, A1(θ0)) (cos(θ0)− s0)
a00(θ0)A1(θ0)
]
=
(F (x1)− F (−1))
(F (−1)− F (1))
[
F (s0)− F (1)
(cos(θ0)− sin(θ0)A1(θ0))2
− (1− a) (cos(θ0)− s0)
(cos(θ0)− sin(θ0)A1(θ0)) (1− a cos(θ0)− b sin(θ0))
]
.
The last equation follows by substituting the values of c0(θ0), I2(θ0, A1(θ0)), and a00(θ0). Now, by
simplifying using the definition of A1(θ0), we get
M =
(F (x1)− F (−1)) (cos(θ0)− a)
(F (−1)− F (1)) (1− a cos(θ0)− b sin(θ0))2
×
× [(cos(θ0)− a) (F (s0)− F (1))− (1− a) (cos(θ0)− s0)] .
The change δ˜3 of our variation would be zero if, and only if, one of the following satisfied:
 β′(t0) = 0 which implies a = cos(θ0).
 a00(β(t0))b00(β(t0)) + a5(β(t0)) + ϕ2(0) = 0 which implies ϕ′2(β(t0)) = 0 for all t0.
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 M = 0.
We can see that M is not identically zero and the other two cases are impossible in general.
Therefore δ˜3 is not identically zero as we wish due to the maximality of the greatest convex function
u in the Burkholder case. This implies that the variation will have to be done in a specific direction
in order to get the greatest convex function u as in the Burkholder case.
Similarly, we can also simplify δ˜6 further in the Burkholder case and get the same result that
δ˜6 is not identically zero.
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Chapter 8
Second approach to Burkholder’s
result
From Chapter 4, we explicitly have the greatest biconvex ζ−function found by Burkholder [12]
for Hilbert space. Here we construct an approach to find some conditions that such a function
would have to satisfy in general Banach spaces if we were to consider ζ as an infimum. This idea
is motivated by section 3.9 in Chapter 3. Also, this method can be used to provide yet another
derivation of the expression ζB(x, y) in Theorem 4.1.1 for Burkholder’s function.
8.1 Construction I
Consider R2 with the `p−norm |·|p, where p ≥ 2. Denote the open and closed unit balls in R2
for the `p-metric by B =
{
x ∈ R2 : |x|p < 1
}
and B =
{
x ∈ R2 : |x|p ≤ 1
}
. The unit sphere is
∂B =
{
x ∈ R2 : |x|p = 1
}
.
Fix y ∈ B. For each t ∈ R with 0 < t < 1, let z1, z2, z3, z4 ∈ ∂B and t1 ∈ R with 0 < t1 < 1
such that
tz1 + (1− t)z2 = x = t1z3 + (1− t1)z4
and z1, z2, z3, z4, t1 satisfy the following conditions:
1. t |z1 + y|p + (1− t) |z2 + y|p ≤ t1 |z3 + y|p + (1− t1) |z4 + y|p.
2. z3 = z1 + ε where ε ∈ R2 and |ε| is intended to be small.
Since for each z1 ∈ ∂B there is a unique z2 ∈ ∂B such that z2 6= z1 and z1, z2 are the points
where the line through x and z1 intersects ∂B, we have z4 = z2 + δ and t1 = t + η where δ ∈ R2
and η ∈ R. Note that δ and η depend on the choice of ε and δ = η = 0 if ε = 0.
Now we define
ω(ε) = t1 |z3 + y|p + (1− t1) |z4 + y|p (8.1)
= (t+ η) |z1 + ε+ y|p + (1− t− η) |z2 + δ + y|p .
Then
ω(0) = t |z1 + y|p + (1− t) |z2 + y|p . (8.2)
The function ω is a function of only one real variable when ε is constrained by the condition
that |z1 + ε|p = 1.
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Theorem 8.1.1. We have ω′(0) = 0 if, and only if,
1
a2b2(a2 − b2) + a2b1(a1 − b1)((a1b2 − b1a2) (|z1 + y|2 − |z2 + y|2)
+ (a1(b1 − a1) + a2(b2 − a2)) (b2y1 − b1y2)|z2 + y|2
)
+
1
|z1 + y|2
(
y1 − a1y2
a2
)
= 0,
where z1 = (a1, a2), z2 = (b1, b2) and y = (y1, y2).
Proof. Let s = (s1, s2) and α = (α1, α2). Then, by choosing αi so small that
1 +
αi
si
≥ 0,
we get
h(s, α) := |s+ α|p (8.3)
= (|s1 + α1|p + |s2 + α2|p)1/p
=
(
|s1|p
(
1 +
α1
s1
)p
+ |s2|p
(
1 +
α2
s2
)p)1/p
=
(
|s1|p
(
1 + p
α1
s1
+
p(p− 1)
2
α21
s21
)
+ |s2|p
(
1 + p
α2
s2
+
p(p− 1)
2
α22
s22
))1/p
=
(
|s1|p + |s2|p + p
(
α1 |s1|p
s1
+
α2 |s2|p
s2
)
+
p(p− 1)
2
(
α21 |s1|p−2 + α22 |s2|p−2
))1/p
= (|s1|p + |s2|p)1/p×
×
(
1 +
p
|s|pp
(
α1
|s1|p
s1
+ α2
|s2|p
s2
)
+
p(p− 1)
2 |s|pp
(
α21 |s1|p−2 + α22 |s2|p−2
))1/p
= |s|p
(
1 +
1
|s|pp
(
α1
|s1|p
s1
+ α2
|s2|p
s2
)
+
p− 1
2 |s|pp
(
α21 |s1|p−2 + α22 |s2|p−2
)
+
(1/p) ((1/p)− 1)
2
p2
|s|2pp
(
α21 |s1|2p−2 + α22 |s2|2p−2 + 2α1α2
|s1s2|p
s1s2
))
= |s|p +
1
|s|p−1p
(
α1
|s1|p
s1
+ α2
|s2|p
s2
)
+
p− 1
2 |s|p−1p
(
α21 |s1|p−2 + α22 |s2|p−2
)
− p− 1
2
1
|s|2p−1p
(
α21 |s1|2p−2 + α22 |s2|2p−2 + 2α1α2
|s1s2|p
s1s2
)
.
Let z1 = (a1, a2) and ε = (ε1, ε2). Then, to the first order in ε1 and ε2 (thus equality signs are used
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in this sense here and later in this Chapter without further notice),
1 = |z3|p
= |z1 + ε|p
= h(z1, ε)
= |z1|p +
1
|z1|p−1p
(
ε1
|a1|p
a1
+ ε2
|a2|p
a2
)
+
p− 1
2 |z1|p−1p
(
ε21 |a1|p−2 + ε22 |a2|p−2
)
− p− 1
2
1
|z1|2p−1p
(
ε21 |a1|2p−2 + ε22 |a2|2p−2 + 2ε1ε2
|a1a2|p
a1a2
)
.
Since |z1|p = 1, we arrive at
0 = ε1
|a1|p
a1
+ ε2
|a2|p
a2
+
p− 1
2
(
ε21 |a1|p−2 + ε22 |a2|p−2
)
(8.4)
− p− 1
2
(
ε21 |a1|2p−2 + ε22 |a2|2p−2 + 2ε1ε2
|a1a2|p
a1a2
)
.
Now, let z2 = (b1, b2) and δ = (Re δ, Im δ). Since 1 = |z4|p = |z2 + δ|p, we have
0 = Re δ
|b1|p
b1
+ Im δ
|b2|p
b2
+
p− 1
2
(
(Re δ)2 |b1|p−2 + (Im δ)2 |b2|p−2
)
(8.5)
− p− 1
2
(
(Re δ)2 |b1|2p−2 + (Im δ)2 |b2|2p−2 + 2 Re δ Im δ |b1b2|
p
b1b2
)
by following the same arguments as in finding the relation between ε1 and ε2 in (8.4). From the
definition of ω in (8.1), now we have ω(ε) = ω(ε1) in the sense that ω can be used as a function of
ε1 only. By Taylor series, we have
ω(ε1)− ω(0) = ω′(0)ε1 + ω
′′(0)
2
ε21 + . . . . (8.6)
Therefore, the value of ω′(0) is the coefficient of ε1 in ω(ε1) − ω(0). Thus, we will consider the
value ε2 and Im δ in (8.4) and (8.5), respectively, up to the first order. Hence,
ε2 = −ε1 |a1|
p
a1
a2
|a2|p , (8.7)
and
Im δ = −Re δ |b1|
p
b1
b2
|b2|p . (8.8)
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Recall that
tz1 + (1− t)z2 = t1z3 + (1− t1)z4
= (t+ η)(z1 + ε) + (1− t− η)(z2 + δ).
Then, by expanding and rearranging the equation, we have
0 = tε+ η(z1 + ε− z2 − δ) + δ(1− t). (8.9)
Therefore,
η =
δ(1− t) + tε
z2 − z1 + δ − ε (8.10)
=
δ(1− t) + tε
(z2 − z1)
(
1 + δ−εz2−z1
)
≈ δ(1− t) + tε
z2 − z1
(
1− δ − ε
z2 − z1
)
=
(δ(1− t) + tε) (z2 − z1 − δ + ε)
(z2 − z1)2
=
(δ(1− t) + tε) (z2 − z1) + (δ(1− t) + tε) (ε− δ)
(z2 − z1)2
≈ δ(1− t) + tε
z2 − z1
=
(δ(1− t) + tε) ((b1 − a1)− i(b2 − a2))
(b1 − a1)2 + (b2 − a2)2
.
By (8.10) and the fact that η ∈ R, we have
η =
(b1 − a1) (Re δ(1− t) + tε1) + (b2 − a2) (Im δ(1− t) + tε2)
(b1 − a1)2 + (b2 − a2)2
. (8.11)
Considering the real part in the equation (8.9), we obtain
0 = tε1 + η(a1 + ε1 − b1 − Re δ) + Re δ(1− t).
Thus,
η =
(Re δ)(1− t) + tε1
b1 − a1 + Re δ − ε1 . (8.12)
Considering the imaginary part in the equation (8.9), we get
0 = tε2 + η(a2 + ε2 − b2 − Im δ) + Im δ(1− t).
93
So,
η =
(Im δ)(1− t) + tε2
b2 − a2 + Im δ − ε2 . (8.13)
By the relations in (8.12) and (8.13), we get
(Re δ)(1− t) + tε1
b1 − a1 + Re δ − ε1 =
(Im δ)(1− t) + tε2
b2 − a2 + Im δ − ε2 (8.14)
=
(−Re δ |b1|pb1 b2|b2|p )(1− t)− tε1
|a1|p
a1
a2
|a2|p
b2 − a2 − Re δ |b1|
p
b1
b2
|b2|p + ε1
|a1|p
a1
a2
|a2|p
.
The last equation follows by substitution of the values of ε2 and Im δ in (8.7) and (8.8), respectively.
By multiplying both sides of the equation (8.14) by the denominators, we arrive at
(Re δ)(1− t)(b2 − a2) + tε1(b2 − a2)− (Re δ)2(1− t)b2 |b1|
p
b1 |b2|p
− tε1
(
Re δ
b2 |b1|p
b1 |b2|p
)
+ (Re δ)(1− t)ε1 |a1|
p
a1
a2
|a2|p + tε
2
1
|a1|p
a1
a2
|a2|p
= −Re δ |b1|
p
b1
b2
|b2|p (1− t)(b1 − a1)− tε1
|a1|p
a1
a2
|a2|p (b1 − a1)
− (Re δ)2 |b1|
p
b1
b2
|b2|p )(1− t)− t(Re δ)ε1
|a1|p
a1
a2
|a2|p
+ ε1 Re δ
|b1|p
b1
b2
|b2|p (1− t) + tε
2
1
|a1|p
a1
a2
|a2|p .
By cancellation, we get
(Re δ)(1− t)(b2 − a2) + tε1(b2 − a2) + (Re δ)ε1 |a1|
p
a1
a2
|a2|p
= −Re δ |b1|
p
b1
b2
|b2|p (1− t)(b1 − a1)
− tε1 |a1|
p
a1
a2
|a2|p (b1 − a1) + (Re δ)ε1
|b1|p
b1
b2
|b2|p .
Therefore,
Re δ =
ε1t
(
(b2 − a2) + |a1|
p
a1
a2
|a2|p (b1 − a1)
)
ε1
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
+ (t− 1)
(
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
) (8.15)
=
ε1A
ε1B +K
≈ ε1A (ε1B −K)−K2
=
ε1AK − ε21AB
K2
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≈ ε1A
K
,
where
A = t
(
(b2 − a2) + |a1|
p
a1
a2
|a2|p (b1 − a1)
)
B =
|b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
K = (t− 1)
(
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
)
.
Substituting (8.15) into (8.8) yields
Im δ = −ε1A
K
|b1|p
b1
b2
|b2|p . (8.16)
Substituting (8.7), (8.15), and (8.16) into (8.11), we get
η =
ε1(b1 − a1)
(
A
K (1− t) + t
)− ε1(b2 − a2)(AK |b1|pb1 b2|b2|p (1− t) + t |a1|pa1 a2|a2|p)
(b1 − a1)2 + (b2 − a2)2
(8.17)
=
tε1
(b1 − a1)2 + (b2 − a2)2×
×
(b1 − a1)2
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
−(b2 − a2)
−|b1|p
b1
b2
|b2|p
(b2 − a2) + |a1|pa1 a2|a2|p (b1 − a1)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
+ |a1|p
a1
a2
|a2|p

=
tε1
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
.
From (8.3) and by taking into account terms only up to the first order, we have
|z3 + y|p = |z1 + y + ε|p (8.18)
= h(z1 + y, ε)
= |z1 + y|p +
1
|z1 + y|p−1p
(
ε1
|a1 + y1|p
a1 + y1
+ ε2
|a2 + y2|p
a2 + y2
)
= |z1 + y|p +
1
|z1 + y|p−1p
(
ε1
|a1 + y1|p
a1 + y1
+
(
−ε1 |a1|
p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
)
,
and
|z4 + y|p = |z2 + y + δ|p (8.19)
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= h(z2 + y, δ)
= |z2 + y|p +
1
|z2 + y|p−1p
(
Re δ
|b1 + y1|p
b1 + y1
+ Im δ
|b2 + y2|p
b2 + y2
)
= |z2 + y|p +
1
|z2 + y|p−1p
(
ε1A
K
|b1 + y1|p
b1 + y1
+
(
−ε1A
K
|b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
)
.
Now
ω(ε)− ω(0) = (t+ η) |z1 + ε+ y|p + (1− t− η) |z2 + δ + y|p (8.20)
− t |z1 + y|p − (1− t) |z2 + y|p
= (t+ η)
(
|z1 + y|p +
1
|z1 + y|p−1p
×
×
(
ε1
|a1 + y1|p
a1 + y1
+
(
−ε1 |a1|
p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
))
+ (1− t− η)
(
|z2 + y|p +
1
|z2 + y|p−1p
×
×
(
ε1A
K
|b1 + y1|p
b1 + y1
+
(
−ε1A
K
|b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
))
− t |z1 + y|p − (1− t) |z2 + y|p + higher order terms
= η
[
|z1 + y|p − |z2 + y|p
+
1
|z1 + y|p−1p
(
ε1
|a1 + y1|p
a1 + y1
+
(
−ε1 |a1|
p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
)
− 1|z2 + y|p−1p
(
ε1A
K
|b1 + y1|p
b1 + y1
+
(
−ε1A
K
|b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
)]
+
t
|z1 + y|p−1p
(
ε1
|a1 + y1|p
a1 + y1
+
(
−ε1 |a1|
p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
)
+
1− t
|z2 + y|p−1p
(
ε1A
K
|b1 + y1|p
b1 + y1
+
(
−ε1A
K
|b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
)
+ higher order terms.
By substituting the value of η in (8.17) into (8.20), we arrive at
ω′(0) = the coefficient of ε1 in ω(ε)− ω(0) (8.21)
=
t
|z1 + y|p−1p
( |a1 + y1|p
a1 + y1
+
(
−|a1|
p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
)
+
1− t
|z2 + y|p−1p
(
A
K
|b1 + y1|p
b1 + y1
+
(
−A
K
|b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
)
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+
t
(
|z1 + y|p − |z2 + y|p
)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
= t
[
1
|z1 + y|p−1p
( |a1 + y1|p
a1 + y1
−
( |a1|p
a1
a2
|a2|p
) |a2 + y2|p
a2 + y2
)
+
(b2 − a2) + |a1|
p
a1
a2
|a2|p (b1 − a1)(
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
)
|z2 + y|p−1p
×
×
(
−|b1 + y1|
p
b1 + y1
+
( |b1|p
b1
b2
|b2|p
) |b2 + y2|p
b2 + y2
)
+
|z1 + y|p − |z2 + y|p
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
) .
The last equation follows by substituting A and K from the conditions in (8.15). With p = 2, we
simplify (8.21) to get
ω′(0) = t
[
1
a2b2(a2 − b2) + a2b1(a1 − b1)((a1b2 − b1a2) (|z1 + y|2 − |z2 + y|2) (8.22)
+ (a1(b1 − a1) + a2(b2 − a2)) (b2y1 − b1y2)|z2 + y|2
)
+
1
|z1 + y|2
(
y1 − a1y2
a2
)]
.
Since t 6= 0, we have ω′(0) = 0 if, and only if,
M =
1
a2b2(a2 − b2) + a2b1(a1 − b1)((a1b2 − b1a2) (|z1 + y|2 − |z2 + y|2) (8.23)
+ (a1(b1 − a1) + a2(b2 − a2)) (b2y1 − b1y2)|z2 + y|2
)
+
1
|z1 + y|2
(
y1 − a1y2
a2
)
= 0.
This completes the proof of Theorem 8.1.1.
In the following section, we will check if Theorem 8.1.1 is valid in the Burkholder case from
section 4.1 in Chapter 4.
8.2 The validation of Theorem 8.1.1 in the Burkholder case
We will show that the following values of z1 = (a1, a2) and z2 = (b1, b2) from Burkholder [12] satisfy
the equation (8.23). Let
a1 = x1 + t0
(
x1 +
y1
|y|22
)
, (8.24)
a2 = x2 + t0
(
x2 +
y2
|y|22
)
,
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b1 = x1 + t1
(
x1 +
y1
|y|22
)
,
b2 = x2 + t1
(
x2 +
y2
|y|22
)
,
where
x = (x1, x2), y = (y1, y2) ∈ B,
ζ(x, y) = (1 + 2 〈x, y〉+ |x|22 |y|22)1/2,
S =
√
(〈x, y〉)2 + |y|22 + 2 |y|22 〈x, y〉+ |y|42 |x|22 − |x|22 |y|22,
t0 =
− |x|22 |y|22 − 〈x, y〉 − S
ζ(x, y)2
,
t1 =
− |x|22 |y|22 − 〈x, y〉+ S
ζ(x, y)2
.
Then
a2b2(a2 − b2) + a2b1(a1 − b1) (8.25)
=
[
x2 + t0
(
x2 +
y2
|y|22
)]
(t0 − t1)×
×
[(
x2 + t1
(
x2 +
y2
|y|22
))(
x2 +
y2
|y|22
)
+
(
x1 + t1
(
x1 +
y1
|y|22
))(
x1 +
y1
|y|22
)]
=
[
x2 + t0
(
x2 +
y2
|y|22
)]
(t0 − t1)×
×
[
|x|22 +
〈x, y〉
|y|22
+ t1
(
|x|22 +
2 〈x, y〉
|y|22
+
1
|y|22
)]
=
x2 |y|22 + t0
(
x2 |y|22 + y2
)
|y|22
 (t0 − t1)
|y|22
×
×
[
|x|22 |y|22 + 〈x, y〉+ t1ζ(x, y)2
]
,
a1b2 − b1a2 =
(
x1 + t0
(
x1 +
y1
|y|22
))(
x2 + t1
(
x2 +
y2
|y|22
))
(8.26)
−
(
x1 + t1
(
x1 +
y1
|y|22
))(
x2 + t0
(
x2 +
y2
|y|22
))
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= x1
(
x2 +
y2
|y|22
)
(t1 − t0)− x2
(
x1 +
y1
|y|22
)
(t1 − t0)
=
(t0 − t1)
|y|22
(x2y1 − x1y2),
a1(b1 − a1) + a2(b2 − a2) =
(
x1 + t0
(
x1 +
y1
|y|22
))(
x1 +
y1
|y|22
)
(t1 − t0) (8.27)
+
(
x2 + t0
(
x2 +
y2
|y|22
))(
x2 +
y2
|y|22
)
(t1 − t0)
= (t1 − t0)
[
|x|22 +
〈x, y〉
|y|22
+ t0
(
|x|22 +
2 〈x, y〉
|y|22
+
1
|y|22
)]
= −(t0 − t1)|y|22
(
|x|22 |y|22 + 〈x, y〉+ t0ζ(x, y)2
)
,
a2y1 − a1y2 = x2y1 + t0
(
x2y1 +
y1y2
|y|22
)
− x1y2 − t0
(
x1y2 +
y1y2
|y|22
)
(8.28)
= (1 + t0)(x2y1 − x1y2),
and similarly,
b2y1 − b1y2 = (1 + t1)(x2y1 − x1y2). (8.29)
Substituting (8.25), (8.26), (8.27), (8.28), (8.29) into (8.23) yields
M =
(x2y1 − x1y2) |y|22 (|z1 + y|2 − |z2 + y|2)(
x2 |y|22 + t0
(
x2 |y|22 + y2
))(
|x|22 |y|22 + 〈x, y〉+ t1ζ(x, y)2
) (8.30)
−
(
|x|22 |y|22 + 〈x, y〉+ t0ζ(x, y)2
)
|y|22 (1 + t1)(x2y1 − x1y2)(
|x|22 |y|22 + 〈x, y〉+ t1ζ(x, y)2
)(
x2 |y|22 + t0
(
x2 |y|22 + y2
))
|z2 + y|2
+
(1 + t0)(x2y1 − x1y2)
a2 |z1 + y|2
=
(x2y1 − x1y2) |y|22(
x2 |y|22 + t0
(
x2 |y|22 + y2
))(
|x|22 |y|22 + 〈x, y〉+ t1ζ(x, y)2
)×
×
(
|z1 + y|2 − |z2 + y|2 +
S(1 + t1)
|z2 + y|2
)
+
(1 + t0)(x2y1 − x1y2)
a2 |z1 + y|2
.
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Now consider
‖z1 + y‖2 =
√
(a1 + y1)2 + (a2 + y2)2 (8.31)
=
(x1 + t0(x1 + y1|y|22
)
+ y1
)2
+
(
x2 + t0
(
x2 +
y2
|y|22
)
+ y2
)21/2
=
[
|x|22 + 2 〈x, y〉+ |y|22 + 2t0
(
|x|22 + 1 +
〈x, y〉
|y|22
+ 〈x, y〉
)
+ t20
(
|x|22 +
2 〈x, y〉
|y|22
+
1
|y|22
)]1/2
=
√
|y|22 + 2 〈x, y〉+ 1 + 2t0(1 + 〈x, y〉).
The last equation follows by the choice of ti’s from the proof of Theorem 4.1.1 in Chapter 4 so that
t2i
|y|42
(
|x|22 |y|42 + 2 〈x, y〉 |y|22 + |y|22
)
+
2ti
|y|22
(
|x|22 |y|22 + 〈x, y〉
)
+ |x|22 − 1 = 0, for i = 1, 2. (8.32)
Similarly, we have
|z2 + y|2 =
√
|y|22 + 2 〈x, y〉+ 1 + 2t1(1 + 〈x, y〉) (8.33)
=
1
ζ(x, y)
[(
|y|22 + 2 〈x, y〉+ 1
)
ζ(x, y)2
+2(1 + 〈x, y〉)
(
− |x|22 |y|22 − 〈x, y〉+ S
)]1/2
=
1
ζ(x, y)
[
|x|22 |y|42 + 2 〈x, y〉 |y|22
− |x|22 |y|22 + 2 〈x, y〉2 + 2 〈x, y〉+ |y|22 + 1 + 2(1 + 〈x, y〉)S]1/2
=
1
ζ(x, y)
√
S2 + 2(1 + 〈x, y〉)S + (1 + 〈x, y〉)2
=
1
ζ(x, y)
√
(S + (1 + 〈x, y〉))2
=
S + (1 + 〈x, y〉)
ζ(x, y)
.
Recall that x, y ∈ B. Then the last equation results from the fact that S ≥ 0 and 1 + 〈x, y〉 ≥ 0.
With the same process as in the computation of |z2 + y|2, we get
|z1 + y|2 =
1
ζ(x, y)
√
(S − (1 + 〈x, y〉))2 (8.34)
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= −S − (1 + 〈x, y〉)
ζ(x, y)
.
The last expression follows from the fact that 1 + 〈x, y〉 ≥ S by the following computation. Since
0 ≤ ζ(x, y)2(1− |y|22)
=
(
|x|22 |y|22 + 2 〈x, y〉+ 1
)(
1− |y|22
)
= 1− |y|22 + |x|22 |y|22 − |x|22 |y|42 + 2 〈x, y〉 − 2 〈x, y〉 |y|22 ,
we have
1 + 2 〈x, y〉 ≥ |y|22 − |x|22 |y|22 + |x|22 |y|42 + 2 〈x, y〉 |y|22 .
By adding |x|22 |y|22 to both sides, we arrive at
(1 + 〈x, y〉)2 ≥ 〈x, y〉2 + |y|22 − |x|22 |y|22 + |x|22 |y|42 + 2 〈x, y〉 |y|22 = S2.
Thus, 1 + 〈x, y〉 ≥ S. Now
1 + t0 = 1 +
− |x|22 |y|22 − 〈x, y〉 − S
|x|22 |y|22 + 2 〈x, y〉+ 1
(8.35)
=
〈x, y〉+ 1− S
ζ(x, y)2
,
and similarly,
1 + t1 =
〈x, y〉+ 1 + S
ζ(x, y)2
. (8.36)
Substituting (8.34), (8.33), (8.35), (8.36) into (8.30), we get
M =
(x2y1 − x1y2) ‖y‖22(
x2 ‖y‖22 + t0
(
x2 ‖y‖22 + y2
))(
‖x‖22 ‖y‖22 + 〈x, y〉+ t1ζ(x, y)2
)× (8.37)
×
(−S + 1 + 〈x, y〉
ζ(x, y)
− S + 1 + 〈x, y〉
ζ(x, y)
+
S
ζ(x, y)
)
+
(x2y1 − x1y2)
a2ζ(x, y)
=
(x2y1 − x1y2) |y|22(
x2 |y|22 + t0
(
x2 |y|22 + y2
))(
|x|22 |y|22 + 〈x, y〉+ t1ζ(x, y)2
)×
×
(
− S
ζ(x, y)
)
+
(x2y1 − x1y2)
a2ζ(x, y)
.
101
Substituting a2, t0, and t1 from (8.24) into (8.37), we obtain
M =
(x2y1 − x1y2) |y|22 ζ(x, y)2[
x2 |y|22 ζ(x, y)2 +
(
− |x|22 |y|22 − 〈x, y〉 − S
)(
x2 |y|22 + y2
)]
S
×
×
(
− S
ζ(x, y)
)
+
(x2y1 − x1y2) |y|22(
x2 |y|22 + t0
(
x2 |y|22 + y2
))
ζ(x, y)
.
=
(x2y1 − x1y2) |y|22 (−ζ(x, y))
x2 |y|22 ζ(x, y)2 +
(
− |x|22 |y|22 − 〈x, y〉 − S
)(
x2 |y|22 + y2
)
+
(x2y1 − x1y2) |y|22 ζ(x, y)
x2 |y|22 ζ(x, y)2 +
(
− |x|22 |y|22 − 〈x, y〉 − S
)(
x2 |y|22 + y2
)
= 0.
Therefore, the values z1 and z2 in (8.24) from Burkholder [12] satisfy the equation ω
′(0) = 0.
8.3 In the Burkholder case : t |z1 + y|2 + (1− t) |z2 + y|2 = ζ(x, y)
We will show that the values z1, z2, t0, t1, y and ζ(x, y) in (8.24) also satisfy the following equation
t |z1 + y|2 + (1− t) |z2 + y|2 = ζ(x, y), (8.38)
where x ∈ B and t ∈ R are such that x = tz1 + (1− t)z2. Recall that
t =
x− z2
z1 − z2
=
(
x1 − b1 + i(x2 − b2)
a1 − b1 + i(a2 − b2)
)(
a1 − b1 − i(a2 − b2)
a1 − b1 − i(a2 − b2)
)
=
(x1 − b1)(a1 − b1) + (x2 − b2)(a2 − b2) + i [(a1 − b1)(x2 − b2)− (a2 − b2)(x1 − b1)]
(a1 − b1)2 + (a2 − b2)2 .
Since t ∈ R and by substituting a1, a2, b1 and b2 from (8.24), we get
t =
(x1 − b1)(a1 − b1) + (x2 − b2)(a2 − b2)
(a1 − b1)2 + (a2 − b2)2 (8.39)
=
−t1
(
x1 +
y1
|y|22
)2
(t0 − t1)− t1
(
x2 +
y2
|y|22
)2
(t0 − t1)
(t0 − t1)2
(
x1 +
y1
|y|22
)2
+ (t0 − t1)2
(
x2 +
y2
|y|22
)2
= − t1
t0 − t1 .
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Now, substituting t, |z1 + y|2 and |z2 + y|2 from (8.39), (8.34) and (8.33), respectively, we obtain
t |z1 + y|2 + (1− t) |z2 + y|2 = t
(1 + 〈x, y〉 − S)
ζ(x, y)
+ (1− t)(1 + 〈x, y〉+ S)
ζ(x, y)
=
t(−2S) + 1 + 〈x, y〉+ S
ζ(x, y)
=
(−t1)(−2S)
(t0 − t1)ζ(x, y) +
1 + 〈x, y〉+ S
ζ(x, y)
=
(−t1)(−2S)ζ(x, y)
−2S +
1 + 〈x, y〉+ S
ζ(x, y)
=
−t1ζ(x, y)2 + 1 + 〈x, y〉+ S
ζ(x, y)
=
|x|22 |y|22 + 〈x, y〉 − S + 1 + 〈x, y〉+ S
ζ(x, y)
=
|x|22 |y|22 + 2 〈x, y〉+ 1
ζ(x, y)
=
ζ(x, y)2
ζ(x, y)
= ζ(x, y).
8.4 Construction II
Let f : B×B → R be a continuous function. We now consider a more general case in which |zi + y|p
is replaced by f(zi, y) for i = 1, 2. Fix y ∈ B. For each t ∈ R with 0 < t < 1, let z1, z2, z3, z4 ∈ ∂B
and t1 ∈ R with 0 < t1 < 1 be such that
tz1 + (1− t)z2 = x = t1z3 + (1− t1)z4
and let z1, z2, z3, z4, t1 satisfy the following conditions:
1. tf(z1, y) + (1− t)f(z2, y) ≤ tf(z3, y) + (1− t)f(z4, y).
2. z3 = z1 + ε where ε = (ε1, ε2) ∈ R2 and |ε|p is intended to be small.
Then z4 = z2 + δ and t1 = t+ η for some δ ∈ R2 and η ∈ R. Note that δ and η depend on the
choice of ε and δ = η = 0 if ε = 0. We define a function ϕ : R2 → R by
ϕ(z1) = tf(z1, y) + (1− t)f(z2, y). (8.40)
Theorem 8.4.1. We have ϕ′(z1) = 0 if, and only if,
f ′(z1, y) + f ′(z2, y)
(b2 − a2) + |a1|pa1 a2|a2|p (b1 − a1)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)

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− f(z1, y)− f(z2, y)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
= 0,
where z1 = (a1, a2) and z2 = (b1, b2).
Proof. By substituting the values of Re δ and η from (8.15) and (8.17), respectively, we have
0 ≤ ϕ(z1 + ε)− ϕ(z1) (8.41)
= (t+ η)f(z1 + ε1, y) + (1− t− η)f(z2 + δ, y)− tf(z1, y)− (1− t)f(z2, y)
= t(f(z1 + ε, y)− f(z1, y)) + (1− t)(f(z2 + δ, y)− f(z2, y))
+ η(f(z1 + ε, y)− f(z2 + δ, y))
= t(f(z1 + ε, y)− f(z1, y)) + (1− t)(f(z2 + δ, y)− f(z2, y))
+ η [(f(z1, y)− f(z2, y)) + (f(z1 + ε, y)− f(z1, y))− (f(z2 + δ, y)− f(z2, y))] .
≈ tf ′(z1, y)ε+ (1− t)f ′(z2, y)δ − η(f(z1, y)− f(z2, y))
= tf ′(z1, y) Re ε+ (1− t)f ′(z2, y) Re δ − η(f(z1, y)− f(z2, y))
= tf ′(z1, y)ε1 + (1− t)f ′(z2, y)ε1
 t(b2 − a2) + t |a1|pa1 a2|a2|p (b1 − a1)
(t− 1)(b2 − a2) + |b1|
p
b1
b2
|b2|p (t− 1)(b1 − a1)

− tε1 (f(z1, y)− f(z2, y))
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
= tε1
f ′(z1, y) + f ′(z2, y)
(b2 − a2) + |a1|pa1 a2|a2|p (b1 − a1)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)

− f(z1, y)− f(z2, y)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
) .
By Taylor series, we obtain
ϕ′(z1) = tM˜ , (8.42)
where
M˜ = f ′(z1, y) + f ′(z2, y)
(b2 − a2) + |a1|pa1 a2|a2|p (b1 − a1)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)

− f(z1, y)− f(z2, y)
(b2 − a2) + |b1|
p
b1
b2
|b2|p (b1 − a1)
( |b1|p
b1
b2
|b2|p −
|a1|p
a1
a2
|a2|p
)
.
Since t 6= 0, the function ϕ′(z1) = 0 if, and only if, M˜ = 0. This completes the proof of Theorem
8.4.1.
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