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In general we are interested in dynamical systems coupled to complex hysteresis. Therefore as
a first step we did some investigation on the dynamics of a periodically driven damped harmonic
oscillator coupled to independent Ising spins with a local quenched disorder at zero temperature in
the past. Although such a system does not produce hysteresis, we showed how to characterize the
dynamics of such a piecewise-smooth system, specially in case of a large number of spins [P. Zech, A.
Otto, and G. Radons, Phys. Rev. E101,042217 (2020)]. In this paper we want to extend our model
to spins dimers, thus spins with pairwise interaction. We will show in which cases two interacting
spins can show elementary hysteresis and we will give a connection to the Preisach Model (PM),
when superpose a infinite number of spin-pairs in the thermodynamic limit. We will see, that this
will lead us to a dynamical system with an additional hysteretic force in form of a play operator.
By using methods from general chaos theory, piecewise-smooth system theory and statistics we
will investigate the chaotic behavior of the dynamical system for a few spins and also in case of
larger number of spins by calculating bifurcation diagrams, fractal dimensions and self-averaging
properties. In doing so we show, how the dynamical properties of the piecewise-smooth system for
a large number of spins differs from the system in its thermodynamic limit.
I. INTRODUCTION
Hysteresis phenomena can occur in many different
fields, such as in magnetic materials, in elastics rub-
bers, in liquid crystals or in economy. The investiga-
tion of hysteretic systems is an ongoing field of research.
For example, hysteresis plays a crucial role in the con-
trol of skyrmions via a strain-mediated magnetoelectric
coupling [1], in nonmonotonic field and temperature re-
sponses of magnetic superconductors [2] or in the devel-
opment of new high coercivity magnets [3].
Many of the existing studies on hysteresis are related to
the input output behavior of hysteresis operators [4–8] or
Ising like spin models [9–13]. On the other hand, hystere-
sis operators can be coupled to dynamic systems leading
to a closed-loop dynamic system with hysteresis. In most
of the works related to these systems, the hysteresis is
described by a relay unit leading to a single elementary
hysteresis loop in the input output representation of the
hysteresis operator. These kind of hysteresis is known as
“simple” hysteresis. For example, there are some results
on the conditions for global stability in systems with re-
lay feedback [14], on multistability and hidden attractors
in a DC/DC converter with hysteretic relay control [15]
as well as results on systems with delayed relay control
[16].
A superposition of many elementary hysteresis loops
or relays leads to the prominent PM [17], which is suit-
able for describing systems with “complex” hysteresis.
“Complex” hysteresis is characterized by one major hys-
teresis loops and infinitely many inner subloops in the
input output representation [18]. Examples for dynamic
systems with “complex” hysteresis can be found in robot
arm dynamics [19], in the ferroresonance phenomena in
LCR circuits [20, 21], or in a mechanical system charac-
terized by an oscillator with a ferromagnetic iron mass
in an external magnetic field [22].
A special case of “complex” hysteresis is given by an
elementary play or backlash operator, which also appear
in different dynamic systems [23, 24]. In a same manner
as the PM is defined by a superposition of elementary
relay blocks, the so called Prandtl-Ishlinskii model for
“complex” hysteresis is build of elementary play opera-
tors [25]. There are different works on dynamic systems
with this type of hysteresis, mainly in the context of con-
trol theory [26, 27].
In this paper, we study a dynamical systems coupled
to a Random Field Ising Model (RFIM) at zero temper-
ature, which can show “complex” hysteresis and can be
used, for example, to model magnetic dipole moments
of atoms. Originally the RFIM was introduced to study
phase transitions with a renormalization group approach
[28]. Later, also the hysteretic features of the RFIM
gained some interest [9, 29–31]. In [32] we studied a sim-
ilar model like in this paper, but spin-spin interactions of
the RFIM are neglected there and no hysteresis is pos-
sible. Here, as an extension to [32], we consider interac-
tions of the Ising spins, and “complex” hysteresis is pos-
sible. We analyse the system dynamics for pairwise inter-
acting Ising spins or so-called dimers. In this case always
two spins form an elementary hysteresis loop or relay and
we show that this kind of hysteresis can be equivalently
modeled by a PM. Already for a single dimer, we can
find chaotic solutions and bifurcations, which are typical
in piecewise-smooth systems. We calculate the fractal
dimensions for different chaotic attractors and compare
the results of the many spin systems with the thermo-
dynamical limit. This shed some light on how the ther-
modynamic limit is approached by the piecewise-smooth
system. We also determine the self-averaging properties
of the fractal dimensions of the chaotic attractors.
The organization of the paper is as follows. In Sec. II
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2we introduce the model and the different types of the
spin-spin interaction. Sec. III is about the methods,
which are necessary for the analysis of the dynamic sys-
tem with hysteresis. In particular, we describe specific
methods for handling the discontinuities in piecewise-
smooth systems, we derive a relationship between the
RFIM and the PM, which is used to describe the sys-
tem dynamics in the thermodynamical limit, and some
remarks on the numerics and the calculation of the Lya-
punov exponents are given. In Sec. IV the results are
presented, at first for single spin dynamics and later for
many spin systems, followed by a conclusion in Sec. V.
II. MODEL
We study a periodically driven damped harmonic oscil-
lator, which gets feedback from a RFIM at zero tempera-
ture. On the one hand, the driven harmonic oscillator is
a classical and well-studied linear dynamical system. On
the other, the RFIM acts as a model for complex hystere-
sis. In this section we briefly describe the two building
blocks of the system, the coupling and the interaction of
the Ising spins. A more detailed derivation can be found
in [32].
A. Random field Ising model
We consider the motion of an iron mass in an external
magnetic field. The position q of the iron mass is speci-
fied by a periodically driven harmonic oscillator, which is
described in Sec. II B. The magnetization M of the iron
is determined by the RFIM in dependence of the mag-
netic field B. We assume a linear magnetic field gradient
B ∼ q such that the magnetization M changes with the
position q of the oscillator (cf. [22]).
In the RFIM the magnetization M is given by a super-
position of N single Ising spins, i. e. M = 1N
∑
i σi. The
state σi ∈ {−1,+1} of each spin is affected by the local
quenched disorder field, the external magnetic field, and
the spin-spin interactions. In dimensionless variables the
Hamiltonian of the RFIM is given by (see [32] for details)
H = −J
∑
〈ij〉
σiσj −
∑
i
(q + bi)σi. (1)
Here J is the coupling constant for spin-spin interactions,
〈ij〉 indicates the sum over the nearest neighbors and bi
with i = 1, . . . , N specifies the local quenched disorder
field for each spin.
Since in this paper we deal with the zero-temperature
RFIM the internal spin dynamics of the system is totally
deterministic, and can be described by the common single
spin flip dynamics [33, 34]. This means a metastable
state at the time t+∆t is given if each spin points in the
direction of its local field Fi(t), that is,
σi(t+∆t) = sgn(Fi(t)), ∀i = 1, . . . , N (2)
with Fi(t) = J
∑
j∈nn(i)
σj(t) + q(t) + bi, (3)
where ∆t denotes an arbitrary time step. Eq. (3) is often
called metastability condition of the RFIM and also can
be understood as an definition of the spin dynamics of the
system. Here the RFIM at zero temperature is always in
a metastable state, which means that the RFIM is first
updated until a metastable state is reached and after that
the oscillator position q can change according to the new
magnetization M . This property can be characterized
as adiabatic limit [35], hence the spin flip dynamics and
oscillator dynamics is completely separated.
B. Oscillator model
The continuous motion of the iron mass is described
by the harmonic oscillator. In dimensionless variables
the equation of motion can be written as
q¨(t) + 2ζq˙(t) + q(t) = cosΩt+ Fhys(t), (4)
where q(t) denotes the position of the oscillator at time
t, ζ is the damping ratio of the system, and Ω is the
scaled excitation frequency. The mass of the oscillator
is normalized to one and time t is rescaled such that
the eigenfrequency of the oscillator is equal to one. The
hysteresis force Fhys(t) is the force due to the magnetiza-
tion of the of the iron mass, which is determined by the
RFIM, and the external magnetic field, which changes
linearly with the oscillator position q. Here, we assume
that the hysteresis force depends linearly on the magneti-
zation, i. e., Fhys(t) = CM [q](t), where C is the coupling
constant and M [q](t) denotes a functional that depends
on the whole trajectory of q. This is due to the fact,
that in contrast to [32] here the spin-spin interactions
are not negligible (J 6= 0), thus there are more than one
metastable states and hysteresis is possible for a fixed os-
cillator position q(t) as described in Sec. II C. In general,
the oscillator dynamics can be described by
q¨(t) + 2ζq˙(t) + q(t) = cosΩt+ CM [q](t), (5)
where the RFIM is used to update the magnetization M
after each variation of q(t) .
C. Two pairwise interacting spins
We start with discussing the special case ofN = 2 spins
coupled to each other. We will call such a configuration a
spin dimer. In this case the metastability condition from
Eq. (3) simplifies to
σ1/2 = sgn(Jσ2/1 + q + b1/2), (6)
3where σ1/2 denotes either the “first” or the “second” spin
of each spin dimer. Without loss of generality we assume
b1 > b2. Then, instead of 2
N = 4 internal states, only
three metastable states remain. The conditions to find
the two spins in one of the three states can be derived
from Eq. (6). They are summarized in Table I and il-
lustrated in Fig. 1. We can see, that qualitatively three
different scenarios are possible. The first scenario oc-
↓↓ q < J − b1
↓↑ not possible
↑↓ J − b1 < q < −J − b2 ∧ 2J < b1 − b2
↑↑ −J − b2 < q
TABLE I. Possible states and corresponding conditions of two
coupled spins with J > 0. Since we assume b1 > b2, only three
metastable states can be reached.
↑↑
↓↓
β = −J − b2 α = J − b1
↑↓
J − b1 −J − b2
p
Input q
Output y
b1 − b2 < 2J
b1 − b2 > 2J
FIG. 1. Graphical illustration of the magnetization (output
y) of the RFIM for N = 2 spins with J > 0 and b1 > b2.
For 2J > b1 − b2 the system shows elementary hysteresis and
therefore memory. In contrast, for 2J < b1 − b2 a different
scenario occurs. Starting with both spins down and increasing
the input q, at first one spin flips upward at q = J − b1 and
later at q = −J − b2 the second spin flips upward.
curs for b1 − b2 > 2J . In this case, for q < J − b1 the
two spins pointing downwards. By increasing q, the first
spin σ1 flips up at q = J − b1 and the second spin σ2
flips at q = −J − b2 (red dashed line in Fig. 1). In
the second scenario, for b1 − b2 = 2J , only one jump at
q = J−b1 = −J−b2 occurs, where both spin flips occur at
the same position. In the third scenario for b1− b2 < 2J ,
both spins pointing downwards for q < −J − b2. By in-
creasing q, both spins flip upward at q = α = J − b1.
However, starting at q > J − b1, where both spins are in
the upper state, and decreasing q, both spins flip down-
ward at q = β = −J − b2 with β < α (blue solid curve in
Fig. 1). Hence, in this case, for β < q < α two metastable
states exist, where β and α are the lower and higher jump
value, respectively. This means that in scenario three
an elementary hysteresis loop occurs for two interacting
spins, and the internal state of the RFIM depends on the
history of q, or in other words, the system shows memory.
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FIG. 2. Numerical validation of the behavior of two spins with
the coupling constant J = 2 and the local quenched disorder
fields b1 = 2, b2 = 1. The colored lines show the energy
of the different internal states of the system Hi. It can be
seen, that for a single spin flip dynamics only three states of
the system can be reached ( , , ), whereas one state is
impossible to reach ( ). Also the related threshold values
β = −3 and α = 0 are given by the change of the energetic
favorable states, indicated by the corresponding interception
points.
A numerical example with J = 2, b1 = 2 and b2 = 1 is
presented in Fig. 2. One can see the output, the magne-
tization M (dotted black line), of the RFIM depending
on its input q. Indeed, the first spin flips upward at
q = J − b1 = 0, and the second spin flips downward at
q = −J − b2 = −3, which are the boundaries α and β
of the elementary hysteresis loop, respectively. Thus, the
width p of the loop is equal to p = 2J−b1+b2 = 3. In ad-
dition, we have plotted the energy H(σ1, σ2) of the four
internal states H1 = H(−1,−1), H2 = H(−1, 1), H3 =
H(1,−1) and H4 = H(1, 1), which can explain the spin
flips from an energetic point of view. For q < β = −3
all spins are pointing down ↓↓, which is the state with
the lowest energy ( ). By increasing q, the energy level
of the downward state increases, and at q = −1.5, the
↑↑-state becomes the state with the lowest energy ( ).
However, this state cannot be reached by a single spin
flip (cf. Sec. II A), and therefore, the system stays in the
metastable state ↓↓. Later, at q = α = 0 the ↑↓-state ( )
has the same energy than the ↓↓-state, as a consequence,
the first spin flips, and the resulting state is ↑↓. How-
ever, this state is not metastable because a second single
spin flip is possible, for which the system can reach the
energetically favorable ↑↑-state. Since the RFIM is first
updated until a metastable state is reached, at q = α = 0
the system immediately jumps form ↓↓ to ↑↑. A similar
procedure occurs for decreasing values of q, where the
reverse jump occurs at q = β = −3. From this energetic
picture it is also clear, that only three of the four possible
states can be reached, because the ↓↑-state has always a
larger energy level than the ↑↓-state. These results are
fully consistent with the results in Table I.
4D. Many spin dimers with same width
As mentioned before, we focus on pairwise interacting
spins. A superposition of many of these independent spin
dimers would lead to a system with complex hysteresis.
For an even number of N spins, we have N/2 spin dimers.
A spin dimer is given by the two spins σi and σi−1 with
even i = 2, 4, 6, . . . , N . Nearest neighbor interactions
occur only between the two spins of one spin dimer, which
means that the RFIM is still not a spatially extended
system. Without loss of generality and consistent to the
single spin dimer, we assume bi−1 > bi.
In addition, we consider the following scenario for the
two local disorder values of each dimer. We chose the
two disorder values bi and bi−1 such that an elemen-
tary hysteresis loop is formed and each loop will have
the same width (p = 2J − bi−1 + bi > 0). Since by def-
inition bi−1 > bi, we have 0 < p < 2J for possible fixed
widths of the elementary hysteresis loops. The lower and
the higher jump values are given by αi = J − bi−1 and
βi = −J − bi (i = 2, 4, . . . , N), respectively. Moreover, if
one disorder value, for example bi−1, is chosen randomly,
the other disorder value bi is automatically determined
by bi = p − 2J + bi−1. For practical reasons instead of
choosing one of the random disorder values bi−1 or bi for
each dimer, we will choose the center si = (αi + βi)/2
of each elementary hysteresis loop to be Gaussian dis-
tributed and uncorrelated with sisj = R
2δij , si = 0
and derive the related values bi−1 = J − si − p2 and
bi = −J − si + p2 . Here X denotes the average of X
over all disorder realizations of the local quenched disor-
der bi.
III. METHOD
A. Preisach Model
The harmonic oscillator coupled to a RFIM with pair-
wise interactions of the Ising spins results in a system
with N/2 superposed elementary hysteresis loops, which
resembles the definition of the PM. Thus we want to give
a quick overview on the basic ideas of the PM. The build-
ing blocks of the PM [17, 18] are the elementary hysteresis
loops, which are also called Preisach units, hysterons or
relays. An example of such an elementary hysteresis loop
is given by the blue solid curve ( ) in Fig. 1. For a given
input q(t) the output yαβ [q](t) of a Preisach unit at time
t with threshold values α and β (α > β) is given by
yαβ [q](t) =
{
+1 for q(t0) ≥ α and q(t1) ≥ β, ∀ t1 ∈ [t0, t],
−1 for q(t0) < β and q(t1) < α, ∀ t1 ∈ [t0, t],
(7)
where t0 specifies the last time at which the input was
outside the bistable interval [β, α]. Since, the time t0
depends on the behavior of the input function q(t), in
general, the output of the Preisach units is a functional
of q. The output of the whole PM is a superposition of
the output of infinitely many Preisach units with differ-
ent threshold values weighted by the so-called Preisach
density µ(α, β). For our ferromagnetic interpretation of
the complex hysteresis, the output of the PM is the mag-
netisation M [q](t), which can be defined as
M [q](t) =
∫∫
α≥β
µ(α, β)yαβ [q](t) dα dβ. (8)
The parameters α and β span a surface, the so-
called Preisach plane, which can be used to illustrate the
Preisach density or the internal state of the PM. How-
ever, since α > β only a triangle in the two-dimensional
Preisach plane is relevant. A very common transforma-
tion of the Preisach plane is a rotation and a scaling of
−45◦ and 1√
2
, respectively, where the new variables s and
r are specified by
s =
α+ β
2
, r =
β − α
2
. (9)
The variable s describes the center and r are the negative
half of the width of an elementary hysteresis loop (r < 0).
In the new coordinates the relationship between PM
and the RFIM becomes clear. Thus for the assumed case
of 2J > bi−1 − bi, the corresponding spin dimers of the
RFIM can be completely covered by the PM. Also for
a finite (infinite) number of spins the Preisach density
µ(r, s) is discrete (continuous). For instance, if we con-
sider the example from Sec. II D, where we assumed that
the center s of the elementary hysteresis loops is Gaus-
sian distributed with s ∼ N (0, R2) and the width of the
each loop is fixed equal to p, the corresponding Preisach
density can be given as
µ(r, s) =
1√
2piR2
e−
s2
2R2 δ(r +
p
2
). (10)
This relationship between the RFIM with pairwise in-
teractions of the Ising spins and the Preisach model is
especially helpful for calculating the magnetization if the
number of spin dimers goes to infinity.
B. Thermodynamical limit
The calculation of the magnetization of the RFIM with
pairwise interacting spins in the limit N/2 → ∞ is pre-
sented in two different ways. On the one hand, we use the
PM with Eq. (10), and secondly, we use the mechanical
play model to derive the magnetization in the thermody-
namic limit.
a. Preisach model
From Eq. (7)–(10) we can derive an implicit form for
the magnetization at time t depending on the position
q(t) and the value of the magnetization one time step
before M(t −∆t). In particular, the magnetization can
5be determined in terms of the two functions
f−(q(t)) = erf
(
q(t) + p2√
2R
)
, (11)
f+(q(t)) = erf
(
q(t)− p2√
2R
)
, (12)
which are shifted versions of each other and related to the
cumulative distribution function for the center of the ele-
mentary hysteresis loops, cf. Eq. (10). Then, the implicit
formula for the magnetization is
M [q](t) =

f−(q(t)), M(t−∆t) ≥ f−(q(t))
f+(q(t)), M(t−∆t) ≤ f+(q(t))
M(t), f+(q(t)) < M(t−∆t) < f−(q(t))
(13)
= max
{
f+(q(t)),min
{
f−(q(t)),M(t−∆t)
}}
.
(14)
Such definitions are typically found under the term “me-
chanical play” or “backlash operator”. The output of
the play operator can have different forms depending on
which Preisach density is used. For example, if the cen-
ter of the elementary hysteresis loops is uniformly dis-
tributed, the magnetization is given by Eq. (14) but
with a linear function for f− and f+.
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FIG. 3. Illustration of the output of a RFIM with pairwise
coupled spins resulting in an operator in form of a mechanical
play (p = 2, R = 1). The three colored dots illustrate different
values of the magnetisation one time step before t according
to the actual input q(t) of the system. The related behavior
of the play operator is described in the text in detail.
In Fig. 3 an example with the Gaussian density from
Eq. (10) for p = 2 and R = 1 is illustrated. The input-
output behavior can be understand as follows. If the
magnetization M(t−∆t) at the previous time step t−∆t
is smaller than f+(q(t)) (•), the magnetization at time
t equals the value f+(q(t)) an therefore lies on the right
side of the major hysteresis loop. In contrast if M(t−∆t)
is greater than f−(q(t)) (•), then M(t) equals f−(q(t)).
However, if M(t−∆t) lies between f+(q(t)) and f−(q(t))
(•), the magnetization does not change at time t.
b. Interpretation as a mechanical play operator
We can derive the input output behavior of the RFIM
with pairwise interactions also from the perspective of a
play or backlash operator. If we assume that p(q′) is the
probability that an elementary hysteresis loop has its cen-
ter at q′, then the magnetization in the thermodynamical
limit is
M [q](t) = 2
q˜(q(t))∫
−∞
p(q′) dq′ − 1. (15)
Here the upper limit q˜(q(t)) of the integration means that
for an input q(t), all dimers with a center q′ ≤ q˜ or q′ > q˜
are in the state ↓ or ↑, respectively. Thus, Eq. (15) is
a general formula that holds also for independent Ising
spins [32], where we can simply substitute q˜(q(t)) = q(t).
In the case of pairwise interacting spins with hysteresis
we have three different cases depending on the history
of q(t), which can be illustrated via a mechanical play
operator as presented in Fig. 4. The wagon position q˜(t)
is equivalent to the boundary in the RFIM with J = 0
between the spins in the ↑- and ↓-state. The input q(t)
can be a finger that moves the wagon. The center q˜(t)
of the wagon changes only, if the finger hits the right
(q˜(t) = q(t)− p2 ) or the left wall (q˜(t) = q(t) + p2 ) of the
wagon, respectively. In case the finger stands in between
both walls, q˜(t) does not change. Now by using, that
q˜(t)
q(t)
p
FIG. 4. Illustration of mechanical play. The input q(t) is given
by e. g. a finger, which moves the wagon. If the finger touches
the right or the left side of the wagon, respectively, the output
is given by q˜(t) = q(t) + p/2 and q˜(t) = q(t) − p/2, whereas
the output stays constant if the finger moves in between both
sides of the wagon.
the probability density for the center of the dimers is a
Gaussian distribution p(q) with zero mean and standard
deviation R, we can solve Eq. (15) for the three different
cases described before. This of course leads to the same
result from Eq. (14), which we derived before.
As a verification of our calculations we determined the
Preisach density µ(r, s) of the piecewise-smooth system
for N/2 = 10 000 spin dimers with randomness R = 1, as
well as for the system in its thermodynamic limit, given
by the the mechanical play operator from Eq. (14). A
detailed description how to determine µ(r, s) in a experi-
6mental way by scanning the whole Preisach plane gradu-
ally can be found in [8, 18]. The results are shown in Fig.
5. We find, that for both systems the density is given by
an one dimensional Gaussian distribution depending on
s with a standard derivation of one. The expression in r
direction follows a Dirac-peak at r = −p/2 = −1, which
is in full agreement with the result from Eq. (10).
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FIG. 5. (a): Comparison of the numerically calculated and
theoretical Preisach density for r = −1. (b), (c): The numer-
ically determined Preisach density plotted in the r-s-plane.
N/2 → ∞ denotes the system in its thermodynamic limit
and N/2 = 10 000 denotes the piecewise-smooth system. The
randomness and the width of each elementary hysteresis loop
are set to R = 1 and p = 2.
C. Piecewise-smooth system
Our system contains continuous degrees of freedom of
the harmonic oscillator as well as discrete degrees of free-
dom of the RFIM, and therefore, it can be treated by
methods from piecewise-smooth system theory [36]. The
investigation of such systems mainly can be found in the
field of relay feedback systems [37], gear dynamics [38]
or systems with dry friction [39], but also in the field
of tapping-mode atomic force microscopy [40]. Here, we
briefly introduce the theory of piecewise-smooth dynam-
ical system, that we have used to analyze our system.
More details can be found in [32].
In a system with an even number of N spins, we have
N/2 spin dimers and both two spins in one dimer only
can be in the down state or in the up state. Since each
spin equally contributes to the magnetization, we have
N/2+1 possible states for the magnetization Mk =
4k
N −
1, k = 0, . . . , N/2 associated with 0, 1, . . . , N/2 dimers
in the down state. Now, we consider the phase space
x = (q, v, φ)T of the oscillator dynamics, where q, v are
position and velocity of the oscillator and φ = Ωt is the
phase of the external forcing.
We can separate this phase space into Sk,
⋃
k Sk ⊂
R3 regions, where each region Sk is associated with a
constant magnetization Mk. Consequently, according to
Eq. (5) for x ∈ Sk the system dynamics is described by
an Ordinary Differential Equation (ODE) with constant
hysteretic force
x˙(t) =
 v(t)−2ζv(t)− q(t) + cosφ(t) + CMk
Ω
 . (16)
At the N/2 boundaries between two different Sk, that is,
when a spin flip occurs that changes the magnetization,
a jump in the value for the magnetization Mk occurs.
This is a typical scenario characterizing piecewise-smooth
systems.
In [32] we discussed the case of N independent spins.
In this case, the magnetization is completely determined
by the instantaneous oscillator position q(t) because spin-
spin interactions are neglected. In contrast, here for pair-
wise interacting spins, the positions at which spin flips
and jumps in the magnetization occur depends not only
on the instantaneous oscillator position q(t) but also on
past values of the position, or in other words, on the
history of the system. This means, that the regions Sk
with constant magnetization Mk are not fixed over time
t. For example, for a single spin dimer with N = 2, we
have two regions S1 with M1 = −1 and S2 with M = 1.
Depending on the state of the spin dimer, the bound-
ary between these two regions switch between q = β and
q = α. Note that the boundaries between the regions
Sk with different Mk could be also kept fixed if they are
defined in the complete state space of the system with
hysteresis, which is not only given by state x of the har-
monic oscillator but must contain also past values of x
or the internal spin configurations of the RFIM.
D. Lyapunov exponents
Here we describe the calculation of the Lyapunov ex-
ponents for a system like Eq, (16), which specifies the
average exponential behavior of an infinitesimal pertur-
bation of a reference trajectory. From Eq. (16) we can
see, that our system behaves regular within the smooth
regions Sk of the phase space. In this case the sys-
tem is a damped harmonic oscillator with periodic driv-
ing force and an additional constant hysteresis force
Fhys = CMk. The corresponding Lyapunov spectrum
is given by λ1 = 0, λ2 = −ζ, λ3 = −ζ. Hence, chaotic
behavior can only be introduced by the intersection of
the trajectories with a boundary between two smooth re-
gions. This means, that specific attention must be paid
7for the calculation of the Lyapunov exponents at these
intersections.
The whole concept for the description of chaotic behav-
ior in systems with discontinuities is called Discontinuity
Mapping (DM) [41–44]. The basic idea is the calculation
of a correction map Q, which characterizes the intersec-
tion with a boundary for a point very close to a disconti-
nuity in the phase space. The idea behind the DM is as
follows. In general, the reference trajectory and the per-
turbed trajectory does not reach the intersection point
at the same time. However, for the calculation of the
Lyapunov exponents with infinitesimal perturbations it
is required to apply the discontinuity mapping for the
reference and the perturbed trajectory at the same time.
For our system the DM can be defined as
x→ Q(x) =
 qC(∆M)δt+ v
φ
 , (17)
where δt = q
∗−q
v∗ . Here q
∗ is the intersection point with
the boundary, v∗ is the velocity at intersection and ∆M
is the change of the magnetization from one boundary to
the other.
Then, for infinitely small perturbations δx the Jaco-
bian X = ∂xQ(x) of the map Q(x) can be used to calcu-
late the perturbation δx+(t∗) after intersecting the dis-
continuity boundary δx+(t∗) = Xδx−(t∗) from the per-
turbation directly before the boundary crossing x−(t∗).
The matrix X is often called saltation matrix. For our
system we find
X =
 1 0 01
v∗C∆M 1 0
0 0 1
 . (18)
With the saltation matrix X, the largest Lyapunov ex-
ponent for a reference trajectory with only one crossing
at time t∗ can be written as
λ = lim
t→∞
1
t
ln
|Y(t, t∗)XY(t∗, 0)δx0|
|δx0| , (19)
where Y(t, t′) is the fundamental solution of the varia-
tional equation δx˙(t) = D δx(t) of the ODE (16) from
time t′ to t and D denotes the Jacobian matrix. In
general, at each crossing a multiplication with the cor-
responding saltation matrix is necessary and we use a
QR-decomposition to calculate the Lyapunov exponents
for large t. A more detailed description can be found in
[32].
E. Numerics
Since the disorder values bi are quenched and the spins
are pairwise coupled to each other, we are able to calcu-
late a priori the solution x(t) at all possible discontinu-
ities, where a spin flips can occur. For the generation
of a trajectory of the piecewise-smooth system we start
with an initial condition at t = 0 with the correspond-
ing initial magnetization Mk and use the analytical so-
lution of the linear system (16), which is described in
[32]. This solution holds until the first spin flip occurs,
where the magnetization jumps from the initial value Mk
to some other value. At all potential spin flips we deter-
mine the metastable state of the RFIM to check whether
this boundary is an “active” boundary, i. e., whether a
spin flip occurs or not. This depends on the history of
the system. If it is indeed an intersection point with a
jump of the magnetization we use a root finder to ex-
actly determine the time of the discontinuity. After the
boundary we can simply use the analytic solution with
the new magnetization value to propagate the trajectory
within the next smooth region of the phase space.
In case of a large number of spins the sizes of the
smooth regions in the phase space are very small and
the algorithm based on the analytical solution becomes
very slow. For increasing the speed of the algorithm in
this case we use a linearization of the solution to calcu-
late directly the time to the next boundary, therefore in
this case no root finder is necessary.
IV. RESULTS
Here we present numerical results on the dynamic be-
havior of the periodically driven harmonic oscillator. If
not stated otherwise, for the numerical simulations we
used the initial conditions and model parameters from
Table II.
Parameter Symbol Value
damping ratio ζ 0.05
excitation frequency Ω 1.0
initial position q0 -1.0
initial velocity v0 0.1
initial spin orientation σi(t = 0) -1
spin coupling strength J 2.0
randomness R 1.0
elementary hysteresis loop width p 2.0
TABLE II. Model parameters and initial conditions of the
numerical simulations.
A. Bifurcations and attractors
At first, we study the basic system with a single dimer
(N = 2). In this case we numerically determine the
Poincare´ section for q(φ = 0) and the corresponding
largest Lyapunov exponent λmax in dependency on the
coupling strength of the magnetization C. The disorder
realization is given by b1 = 1, b2 = −1. The related bifur-
cation diagram is shown in Fig. 6. Starting with a large
C and decreasing C step by step one finds, that at C = 9
the system undergoes a period-adding cascade (green box
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FIG. 6. For two coupled spins N = 2 the system shows the
bifurcation scenarios expected from piecewise-smooth square-
root maps, illustrated by the different colored boxes: imme-
diate jump to robust chaos with a positive largest Lyapunov
exponent λmax ( ), period-adding with chaotic windows ( )
and overlapping period-adding cascade ( ). The local disor-
der fields are b1 = 1 and b2 = −1.
). This is in accordance with the theoretic value of C,
which can be calculated by using the results from [32]. In
the bifurcation diagram we can also find period-adding
scenarios with chaotic regimes in between (blue box, )
and an immediate jump to chaos (red box, ). These
are typical scenarios for piecewise-smooth systems with
grazing behavior and piecewise-smooth square-root maps
[45–47]. In [32] we derived the Poincare´-section disconti-
nuity mapping and the zero-time discontinuity mapping
for the system with a single spin, which indeed showed
these kind of maps. Therefore it can be seen, that the
system with only one spin and with two coupled spins
behave in a similar way. It is worth to emphasize, that
when changing the initial condition and/or the disorder
realization the qualitative behavior of the bifurcations
stays the same, but the position of the periodic windows
and the chaotic regimes may change.
For only a few number of spins the overall behavior
of the piecewise-smooth system does not change much in
comparison to the system with only two spins. An inter-
esting questions arises, if the number of spins becomes
very large (N/2  1). From Eq. (18) we can see that,
on the one hand, the number of boundaries increases for
an increasing number of spins, but, on the other hand,
the influence of each boundary becomes smaller because
X → I. In this case, the hysteresis force Fhys becomes
smoother, depends nonlinearly on the oscillator position
q(t), and chaos is still possible [32].
A comparison between the system in its thermody-
namic limit (N/2 → ∞) and the piecewise-smooth sys-
tem for N/2 = 10 000 spins is illustrated in Fig. 8, where
the same parameters and initial conditions are used for
both systems. It seems, that the trajectory, the Poincare´
section and the magnetization curve behave in a similar
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FIG. 7. The bifurcation diagrams with the largest Lyapunov
exponent for the piecewise-smooth system with a large num-
ber of spins N/2 = 10 000 () does not show the typical
bifurcation scenario, which is known from piecewise-smooth
systems with grazing behavior. Instead, the behavior is very
similar to the behavior of the continuous system () in the
thermodynamic limit (N/2→∞).
way, and there could be a similarity between the frac-
tal dimension of the chaotic attractor of the discrete and
the continuous systems. We also determined the bifur-
cation diagram for both systems, which can be seen in
Fig. 7. First of all, we find that the typical bifurcation
scenarios for piecewise-smooth systems, as was found in
the system with only a few number of spins, vanish. This
is an indicator, that only transversal intersections of the
trajectory with the boundaries are important for systems
with a large number of spins, compared to tangential in-
tersections (grazing). This is similar to the behavior we
found in the system for independent spins [32]. In gen-
eral, the two bifurcation diagrams are quite similar, but
they differ within the periodic windows. This is due to
the fact, that we only used one initial condition and al-
ways the same disorder realization for determining the
Poincare´ section. Like in the case of only one spin dimer,
the exact position of the chaotic and periodic windows
can change when changing these values.
Another remarking point is that the calculated largest
Lyapunov exponent λmax is not suitable to character-
ize the behavior of the system dynamics. For example,
in the Poincare´ section one can find two chaotic win-
dows near C ∈ [1.7, 1.8] and C ∈ [2.5, 3.0], where the
largest Lyapunov exponent λmax is negative. The prob-
lem lies in the calculation of the largest Lyapunov expo-
nent. For both systems, only perturbations of the contin-
uous subsystem, i. e. perturbations of q(t) and v(t), are
considered, whereas perturbations of the internal state of
the RFIM are not taken into account. Since the consid-
ered perturbations do not span the whole phase space of
the coupled system, the calculated Lyapunov exponents
are only subspace Lyapunov exponents or in short sub-
Lyapunov exponents (see e. g. [48]). As a consequence,
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FIG. 8. Comparison of the chaotic attractor ( ), the Poincare´ section ( ) and the magnetization ( ). (a): The continuous
system in its thermodynamic limit. (b): The piecewise-smooth system with N/2 = 10 000 spins. For both systems we chose
C = 4.0 and one specific disorder realization bi.
the sub-Lyapunov exponents can not completely describe
the dynamics of the system. For the calculation of the ex-
act Lyapunov exponents it would be necessary to develop
an approach for analyzing the behavior of perturbations
of the discrete internal state of the RFIM.
B. Fractal dimension of the chaotic attractor
For a quantitative measure of the similarity between
the chaotic attractor of the piecewise-smooth system with
a large but finite number of spins and the continuous
system in the thermodynamic limit, we analyze the box
counting DBC and the Kaplan-Yorke dimension DKY of
the chaotic attractors of both systems [49, 50]. We fo-
cus on two examples with coupling strength C = 2.9 and
C = 4.0. The results are show in Fig. 9. On the one
hand, we calculated the mean value of both dimension
DBC and DKY for the piecewise-smooth system with an
increasing number of spins (solid lines), and on the other
hand, we calculated the same values in the thermody-
namic limit N/2→∞ (dashed lines). For the piecewise-
smooth system we take the average over 500 different
realizations of the local disorder fields bi at each value of
N .
For C = 4.0 we can see, that both fractal dimensions
of the piecewise-smooth system nearly converge to their
values in the thermodynamic limit. This supports the as-
sumption, that the piecewise-smooth system for a large
number of spins behaves like its equivalent system in the
thermodynamic limit. In contrast, for C = 2.9 the situa-
tion is not so clear. Even for N = 20000 the averaged val-
ues for the fractal dimension of the piecewise-smooth sys-
tem are considerably different from the values in the ther-
modynamic limit. Remarkably, in the piecewise-smooth
system the averaged Kaplan-Yorke dimension is smaller
than one, which can be explained by the fact that for a
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FIG. 9. Calculation of the mean of the box counting and the
Kaplan-Yorke dimension over 500 disorder realizations for the
piecewise-smooth system (squares and crosses). The dashed
horizontal lines illustrate the corresponding fractal dimen-
sions for the system in its thermodynamic limit. (a): The
red and the blue curve are determined for C = 4.0 ( , ).
(b): The green and violet curve for C = 2.9 ( , ).
nearly constant fraction of disorder realizations the sys-
tem does not show chaos and DKY = 0 [51].
For a more detailed analysis in this direction, we cal-
culated the coefficient of variation, also often called Self-
averaging Parameter (SAP) of the fractal dimensions,
again for 500 different disorder realizations. The SAP
is given by:
SAP[D] =
D2 −D2
D
2 . (20)
In general, the SAP specifies the relative variance of a
quantity, here the fractal dimension. If it vanishes for
N →∞, the behavior of the ensemble can be represented
by only one realization of the local disorder with many
10
spins. In Fig. 10 the SAP[D] is illustrated in depen-
dency on the number of spins for C = 2.9 and C = 4.0.
One can see, that for C = 4.0 we have SAP[D] → 0
for N →∞, which supports the argument that the frac-
tal dimension converges to the value in the thermody-
namic limit. More precisely, the SAP[D] converges to
zero in an algebraic way, whereas in the case of indepen-
dent spins we found that SAP[D] converges to zero in
a exponential way [32]. A different behavior can be ob-
served for C = 2.9. In this case, a constant value remains
for SAP[D], which means, that there is no self-averaging
and there are at least two or more different representa-
tive values of the fractal dimensions for the ensemble. In
fact, for C = 2.9 and a large number of spins nearly 100 of
the 500 disorder realizations lead to DKY = 0 (see Fig-
ure 10 (b)), whereas the remaining 400 realizations are
associated with a Kaplan-Yorke dimension larger than
one. This explains also the convergence of the averaged
Kaplan-Yorke dimension DKY to a value between zero
and one. Thus the thermodynamic limit N/2 → ∞ and
the limit of the piecewise-smooth system with large but
finite N are different for C = 2.9, which strongly differs
from the behavior that we found for independent spins
[32].
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FIG. 10. (a): For C = 4.0 ( , ) and for C = 2.9
( , ) we determined the SAP of the box counting and the
Kaplan-Yorke dimension over 500 disorder realizations for the
piecewise-smooth system. The fractal dimensions shows self
averaging behavior in case of C = 4.0. For C = 2.9 the box
counting and the Kaplan-Yorke dimension do not show self
averaging properties. (b): For C = 2.9 the number of real-
izations with DKY = 0 converges to a constant value near
100. This indicates the non self-averaging property of the
Kaplan-Yorke dimension.
C. Magnetization
In addition to the fractal dimension we are interested
in the behavior of the magnetization of the piecewise-
smooth system. Since, in general, the mean of the magne-
tization becomes zero M = 0, we calculated the variance
of the magnetization instead of the SAP of the magneti-
zation. The variance is defined by
VAR[M ] =
(
1
N
∑
i
〈σi〉
)2
−M2, (21)
where 〈σi〉 denotes the time-average of the configuration
of the ith spin. Again the ensemble size for the quenched
disorder is 500 and we have chosen C = 2.9 and C = 4.0.
The results are shown in Figure 11. For C = 2.9 and
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FIG. 11. (a): Variance of the magnetization in dependency
on the the number of spins of the piecewise-smooth system
for 500 disorder realizations. It can be seen, that for C = 2.9
and C = 4.0 the system does not self-average in reference to
the magnetization. (b): Illustration of the variance of the
magnetization for the system without dynamic feedback, but
with iid input, here the variance of the the magnetization goes
algebraically to zero with N−1.
also for C = 4.0 we find, that up to N ≈ 5 000 and
N ≈ 10 000, respectively, the variance of both system
decreases roughly algebraically with N−1. This behav-
ior is equivalent to the behavior in a system without
dynamic feedback but with Independent and Identically
Distributed (iid) input, where the variance of the mag-
netization converges algebraically to zero in accordance
with the central limit theorem. Instead in our coupled
system, for a larger number of spins the decay of VAR[M ]
becomes slower. This indicates, that for both values of
C the magnetization does not show self-averaging. To
verify the almost constant behavior of VAR[M ] for large
N , we plotted the empirical Probability Density Func-
tion (PDF) in Fig. 12. For C = 2.9 ( ) and C = 4.0
( ), we show the PDF, on the one hand, for N = 10 000
and N = 15 000 spins, respectively, and on the other
hand, for N = 20 000 spins. In addition, the behavior of
the PDF for iid input is shown ( ). For the system with
feedback the PDF of the magnetization becomes station-
ary for both values of C, whereas for the iid input the
variance of the distribution decreases for an increasing
number of spins N . This means, that for a large number
of spins different time-averaged magnetizations are pos-
sible for different realizations of the local disorder field,
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which we have found already in the similar system with
independent spins [32].
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FIG. 12. Histograms of the empirical PDF for N = 10 000,
15 000 and 20 000 for C = 4.0 ( ), C = 2.9 ( ) and for iid
input ( ). In contrast to the magnetization for iid input, in
the system with feedback for both values of C the PDF does
not become narrower for increasing N , which indicates the
non self-averaging property of the magnetization.
V. CONCLUSION
In this paper we extended our results from the inves-
tigation of independent spins of a RFIM coupled to a
damped and periodically driven harmonic oscillator [32]
to pairwise interacting spins. We showed, that two in-
teracting spins can form an elementary hysteresis loop,
depending on the local disorder fields of the spins and the
strength of the nearest neighbor interaction in the RFIM.
We analyzed a system with hysteretic play character by
using only loops with the same width. We determined
the relationship between the RFIM and the Preisach op-
erator and calculated the related Preisach density for the
system in its thermodynamic limit.
From the numerically calculated bifurcation diagram
for two spins, we showed that the behavior of few spins is
very similar to the case of only one independent spin and
typical bifurcation scenarios for piecewise-smooth system
can be found. For a larger number of spins the bifurca-
tion diagram is very similar to the bifurcation diagram of
the system in its thermodynamic limit. In this case, ob-
viously the typical bifurcation scenarios for grazing sys-
tems vanishes. We also compared the projected trajecto-
ries, the Poincare´ sections and the magnetization curves
for a typical chaotic attractors of the piecewise-smooth
system and the system in its thermodynamic limit. We
found a good accordance between both systems. To de-
termine how the dynamical properties of the system be-
haves for an increasing number of spins, we looked at the
box counting and the Kaplan-Yorke dimension of the at-
tractor for two different values of coupling strength. We
found, that only in one of case the fractal dimensions of
the attractors of the piecewise-smooth system converge
to their value of the system in its thermodynamic limit.
Also only in this case the system shows self-averaging in
regard to the fractal dimensions. Furthermore we inves-
tigated the variance of the magnetization and found, that
for both values of the coupling strength the variance does
not converge to zero for increasing number of spins. In
general from this we can suggest, that for a system with
memory in form of a hysteretic play operator the limit
N/2→∞ and N/2 1 are not necessarily equal.
In future research, it would be helpful to develop new
approaches for calculating the Lypunov exponents or sim-
ilar quantities to characterize the bifurcation behavior in
systems with hysteresis, which take into account also per-
turbations of the internal memory of the hysteresis op-
erator. Moreover, it would be interesting to study more
general configurations of the spin interactions, since, in
general, very complex hysteretic behavior can be gener-
ated with the RFIM.
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