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 ABSTRACT 
 
There is currently a great demand for data and models that can be used to quantify nonpoint source 
pollutant loads from different land-use types. The Louisiana Department of Environmental Quality 
(LDEQ) is in the process of implementing management programs for impacted water bodies based 
on the Total Maximum Daily Load (TMDL) of a pollutant. Pollutants of concern include total 
suspended solids (TSS), nitrogen, and phosphorus. One of the key parameters in determining the 
TMDL of a water body is the nonpoint source pollutant load from different land-use types. To date, 
such load estimates in Louisiana are lacking.  The primary objective of this research is to develop 
site specific loading estimates for three different land-use types in the study area using flow 
proportional sampling techniques. These loading estimates will be used with currently available 
land-use data and published literature values for pollutant loads from different land-use types within 
the framework of Better Assessment Science Integrating Point and Nonpoint Sources (BASINS) to 
determine the applicability and sensitivity of available loading estimates. The applicability and 
usefulness of the simulation model known as Soil and Water Assessment Tool (SWAT) in modeling 
Boeuf watershed will also be examined.  Finally, the performance of three biochemical oxygen 
demand (BOD) models will be compared using data specific to the Boeuf Watershed and the 
surrounding area.      
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1. INTRODUCTION 
 
There is currently a great demand for data and models that can be used to quantify nonpoint 
source pollutant loads from different land-use types. Quantifying these loads is inherently 
difficult because their magnitude and duration are a complex function of climatic, hydraulic, and 
biogeochemical factors. Heterogeneous land-use types within a watershed introduce another 
level of variability. Measurement techniques for nonpoint source loads are fairly well 
established, but require automated instrumentation and a significant monitoring record to 
establish accurate and precise load estimates.   Published literature values for such load estimates 
have been developed for specific watersheds, but are not always appropriate for use in other 
watersheds. 
 Software programs, such as Better Assessment Science Integrating Point and Nonpoint 
Sources (BASINS), have been developed to facilitate the use of rapidly expanding geographic 
information systems (GIS) data available for watershed modeling and water quality management.  
BASINS integrates several key environmental data sets with improved analysis techniques 
(Lahlou, 1998).  Data sets available for use within BASINS include digital elevation maps, 
hydrologic unit boundaries, state and parish boundaries, EPA regions, state soil and geographic 
databases, stream networks for major rivers, land use and land cover data, and water quality data.  
BASINS includes several assessment tools useful for the characterization of both point and 
nonpoint sources at various watershed scales (Lahlou, 2001). BASINS also interacts directly 
with several watershed and instream models, including Hydrologic Simulation Program-Fortran 
(HSPF) and Soil and Water Assessment Tool (SWAT).  The availability of a program such as 
BASINS allows the user to investigate the impact of nonpoint source loading estimates on a 
subwatershed or watershed level.  The sensitivity of a system to the accuracy of the loading 
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estimates and the impact to the system from various water quality management plans can be 
studied.    
 This research will specifically focus on historical water quality, land use, and nonpoint 
source pollution in the Boeuf River/Bayou Lafourche watershed. The Bayou Boeuf/Bayou 
Lafourche watershed is located in the Ouachita Basin, east of the city of Monroe, LA.  A map of 
the area is shown in Figure 1.1. The watershed is a mixed-use watershed with agricultural, 
forested, and urban components. The location is of interest due to TMDL calculations that are in 
progress for various parts of the watershed. A significant land-use analysis of the watershed is 
being conducted by LDEQ including development of a land-use GIS map of the basin. As a 
result, this location was selected to estimate non-point source pollutant loads. Since similar land-
use profiles exist in other parts of the state, loads determined here may be applicable to other 
locations in the state. 
 
Figure 1.1.  Map of the Study Area 
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1.1 Specific Goals and Objectives 
 
The major objectives of the dissertation are: 
1). Gather relevant GIS data and historical water quality data for the Boeuf River/Bayou 
Lafourche watershed, 
2). Select sub-watersheds with relatively homogeneous land-use types, establish sampling 
stations and establish control structures to measure flow, 
3). Estimate pollutant loads from three land-use types (urban, forested, and agricultural 
locations) in the Bayou Boeuf/Bayou Lafourche watershed, 
4). Based on the computed estimates, determine the statistical validity of such estimates given 
the limited data set available and if possible, the impact of sampling frequency and duration on 
load accuracy and precision,  
5). Assess the applicability and usefulness of GIS-based watershed models for the Boeuf 
River/Bayou Lafourche watershed,  and  
6.) Compare the performance of three river water quality models which incorporate first order, 
three-halves and second order BOD models by using water quality data collected from streams in 
or near the watershed. 
1.2 Scope of Study 
This research will utilize the data collected under CFMS Interagency Agreement No. 577619 to 
develop pollutant loading estimates for TSS, total phosphorus, and nitrogen for different land-use 
types in the Bayou Boeuf/Bayou Lafourche watershed.  These loading estimates will be 
evaluated for accuracy and precision and will be compared to published literature values of 
pollutant loading estimates for different land-use types.  The loading estimates will be used 
within the framework of BASINS and/or other GIS based simulation models to determine the 
impact of the different land-use types on the watershed, and to assess the validity and 
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applicability of the loading estimates.  The study will be limited to the data collected during the 
funding of the grant, and historical water quality data that is available for the watershed.  Sample 
collection per storm event is limited by the number of bottles in each sampler and by the volume 
of water required for sample analysis.  In this study, eight samples will be collected per storm 
event.  One unique characteristic of this study is that no base flow samples will be taken at the 
sites during the study, as there is little or no flow in the sample locations except during storm 
events.  Therefore, the study of sampling frequency and duration will be limited to storm event 
sampling.   
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2. LITERATURE REVIEW 
In recent years, nonpoint or diffuse sources of pollution have become the focus of research due 
to the efforts by regulatory agencies to bring waterbodies nationwide into compliance with the 
Clean Water Act. State regulatory agencies are required to submit a list of waterbodies 
considered to be impaired or threatened. “A waterbody is considered impaired if it does not 
attain water quality standards” (Environmental Defense, 2004). In order to bring these impaired 
streams into compliance, the regulatory agency then calculates the maximum amount of a 
pollutant that the stream can receive and still attain water quality standards. This calculation 
results in the Total Maximum Daily Load (TMDL) for a particular pollutant in the identified 
stream.  “The objective of the TMDL process is to systematically identify impaired or threatened 
waterbodies and the pollutant(s) causing the impairment and ultimately establish a scientifically-
based strategy for correcting the impairment or eliminating the threat and restoring the 
waterbody” (Environmental Defense, 2004). 
The State of Louisiana Nonpoint Source Pollution Assessment Report of November 1993 
lists five major nonpoint source pollution categories of interest: Agriculture, Construction, 
Hydrologic Modification, Resource Extraction, Silviculture, Saltwater Intrusion, Individual 
Waste Disposal Systems, and Urban Runoff (LDEQ, 1993). A land use map of the Boeuf 
River/Bayou Lafourche is shown in Figure 2.1 on the following page.  It can be seen from the 
map that the primary land use categories for the study area include urban, agriculture, and 
silviculture.  This research will focus on those three nonpoint source pollution categories.   
The Boeuf River/Bayou Lafourche watershed in Louisiana contains several streams that 
have been listed as impaired or threatened for various pollutants. This watershed and other 
neighboring watersheds are important to the health of the Mississippi River system.  The LSU 
Agricultural Center (2004) has noted that Louisiana has twelve major watersheds or river basins 
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composed of several hundred smaller sub-watersheds. The Ouachita and Red River basins are 
considered major ones that drain numerous smaller tributary rivers and bayous that eventually 
flow into the Mississippi River system above Baton Rouge. 
 
Figure 2.1. 1999 Land Use/Land Cover Landsat 5 Classification for Boeuf River/Bayou 
Lafourche 
 
In order to determine strategies for reducing pollutant loads in the Lower Ouachita 
watershed and other watersheds, it is important to obtain accurate measurements of pollutant 
loads from the land uses in the area.  Past research and sampling projects have provided data and 
loading estimates for many urban watersheds as pointed out by Heaney (1986) who stated that 
the results of the EPA Nationwide Urban Runoff Program were released in late 1983.  However, 
the same type of data is currently not available for rural land use types.   
Nonpoint source loads are by nature more difficult to quantify than point source loads.   
Because surface runoff is the primary route by which nonpoint source pollutants enter a stream, 
it is important to link flow data with pollutant concentrations to determine the total mass load of 
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a pollutant in a stream. As a result, flow-proportionate sampling has been found to be a more 
accurate sampling method for determining loading estimates  (Leitch, 1998; Rekolainen et al., 
1991; Sorens et al., 2001; Yaksich et al., 1983).  Flow-proportionate sampling involves taking 
samples at a higher frequency during periods of higher flow in the stream.  The sampling data 
can then be used to estimate pollutant loading estimates for the drainage area.  However, the use 
of automated water quality samplers to obtain such data is expensive and labor intensive, and this 
has discouraged many states from developing locally derived pollutant loading estimates.  Given 
the time, cost, and the limited data provided by a site-specific flow-proportional sampling 
program, several important questions need to be addressed: (1) Which calculation methods from 
the literature are applicable for computing loading rates given storm data collected from small, 
homogeneous drainage areas, (2) What conclusions can be drawn concerning the accuracy and 
precision of these methods using limited sampling data, (3) What sampling frequency and 
duration should be used during flow-proportional sampling to develop loading estimates, and (4) 
Are these loading estimates applicable to a larger, heterogeneous watershed with measurable 
benefits gained when compared to published literature values for loading estimates?    
2.1 Methods of Quantifying Pollutant Loads 
There are a number of approaches used for calculating pollutant loads from observed 
concentration and flow data, including direct numeric integration, averaging approaches, ratio 
estimators, and regression approaches (Richards, 1999).  Most of these methods have been 
applied to larger drainage basins than considered in this study. 
2.1.1 Direct Numeric Integration  
In the direct numeric integration approach, the total load is given by 
Load = tqc ii
n
i
i∑=1          (2.1) 
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where ci is the concentration in the ith sample, qi is the corresponding flow, and ti is the time 
interval represented by the ith sample, given by )(
2
1
11 tt ii −+ −   (Richards, 1999). 
2.1.2 Averaging Estimators   
A number of averaging approaches have been studied in the literature. However, according to 
Preston et al. (1992), only one consistently provided low error estimates.  This method, known as 
Averaging method 1, is defined as follows: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑ ∑
== =
nh
i h
ih
h j
jh n
cq
N h
L
1
12
1 1
^
        (2.2) 
where 
^
L = the annual mass load, qjh = daily discharge, cih = sample concentration, Nh = total 
number of days, and nh = number of sample days in month h.   
Another commonly used averaging approach is the Event Mean Concentration (EMC) 
method. The Event Mean Concentration (EMC) Method, also known as the flow- weighted 
concentrations (FWMC), can be calculated using the equation: 
   ∫
∫===
dttQ
dttQtC
V
MCEMC
)(
)()(
     (2.3) 
where C(t) and Q(t) are the time-variable concentration and flow measured during the runoff 
event, and M and V are pollutant mass and runoff volume. 
Site median EMCs from different locations can be compared using their median and 
coefficient of variation to describe the runoff characteristics of a particular pollutant across 
various sites where the coefficient of variation is defined as the standard deviation divided by the 
median concentration.  Data can also be log transformed if determined that a log normal 
distribution better fits the data.  A log mean, log medidan and coefficient of variation can then be 
computed for the transformed data. 
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2.1.3 Ratio Estimators 
One of the more commonly used ratio methods for computing loading estimates is Beale’s Ratio 
Estimator  (Dolan et al., 1981) which is given by 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
+
+
=
m
S
mm
S
m
m
x
x
yx
xy
x
y
xy
n
n
2
2
11
11
μμ        (2.4)  
Where µy = estimated load, kg 
 µx = mean daily flow for the year, kg  
my = mean daily loading for the days on which concentrations were determined, m3/s 
 mx = mean daily flow for the days on which concentrations were determined, m3/s 
 n = number of days on which concentrations were determined 
and  
 ( ) ][1
1
1
mmyxS yxi
n
i
ixy nn
−−= ∑=        (2.5) 
 ][
1
1 2
1
22 mxS x
n
i
ix nn
−−= ∑=         (2.6) 
where  xi = individual measured flows, m3/s 
 yi = daily loading for each day on which concentration was determined, kg 
 
A flow-stratified Beale’s Ratio Estimator can also be used to determine the annual pollutant 
loading.  Preston et al. (1992) found that the unstratified ratio estimator was highly biased under 
event sampling and thus suggested that the ratio estimator must be stratified to benefit from 
event sampling.   
2.1.4 Regression Estimators 
 
A regression approach involves determining a relationship between flow and concentration, 
based on the days on which samples are collected.   The relationship can then be used to estimate 
concentrations on days for which no samples were collected.  Concentration and flow are often 
log-transformed because many environmental parameters are approximately log-normally 
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distributed (Richards, 1999).  Daily loads are calculated by multiplying the measured or 
estimated concentration by the flow, and the total annual load is computed by summing the daily 
loads (Richards, 1999).  Large errors, known as retransformation bias, can be encountered in 
estimated loads developed using regression estimators. Therefore several retransformation 
strategies have been developed to minimize this error.   
Preston et al. (1992) considered three regression estimators and found the minimum 
variance unbiased estimator (MVUE) described by Cohn et al. (1989) to consistently be the best 
performer.  Annual load estimates using the MVUE are calculated as the sum of daily load 
values that were calculated using actual concentration data for sample days and predicted 
concentration values for all other days as follows:  
( )[ ]qqcq ionN
j
ji
n
i
i
L lnexpˆ
1
11
ββ ++= ∑∑ −
==
        (2.7) 
where Lˆ is the predicted annual loading estimate, q is the mean daily discharge, c is the actual 
daily concentration for the days that were sampled, and β0 and β1 are regression coefficients.  
Retransformation bias is removed by using a bias-correction factor (BCF) which is described in 
Cohn et al. (1989).   
 The U.S. Geological Survey (USGS), through studies in the Chesapeake Bay area, 
developed a more complex regression model known as the USGS Seven-Parameter Model 
(Richards, 1999).  A computer program known as ESTIMATOR uses this method to compute 
loading estimates and allows the user to select from several retransformation techniques  
(Richards, 1999). 
2.2 Comparison of the Accuracy and Precision of Loading Estimators 
Several studies have focused on evaluating the accuracy and precision of pollutant load 
estimates, with accuracy referring to the difference between the true load and the estimated load 
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and precision referring to the scatter of variability of the load estimate about its average value.  
According to Richards, 1999, there are two basic approaches in determining the accuracy of a 
loading estimate.  The first, called systematic subsampling, requires a dense dataset which is then 
split into subsamples.  These smaller subsamples are used to develop estimated annual loads, and 
the estimated annual loads are then compared with the “true” load.  The “true” load is assumed to 
be the load calculated by using the entire dataset.  The second approach involves the use of 
Monte Carlo simulation to produce a large simulated sample set through the use of an empirical 
distribution of observations.  The “true” load in this case is assumed to be the load based on the 
entire dataset or calculated from the parametric distributions used.  One study in Finland used 
data from 25 small representative drainage basins to assess the accuracy of nutrient loading 
estimates developed using five different calculation methods and four different sampling 
strategies (Rekolainen et al., 1991).  The researchers found that the flow-weighted calculation 
methods gave the most unbiased, but also the most imprecise, estimates. Of the four different 
sampling strategies considered, the researchers found that the best results were obtained with the 
strategy that involved taking samples flow-proportionally only when the flow exceeds a given 
threshold limit and a number of regular-interval samples outside of the flow peaks. Another 
study used data from Saginaw River and Saginaw Bay to compare load calculation methods in 
terms of their relative accuracy and precision and their suitability for application to a particular 
tributary system (Heidtke et al., 1987). Conclusions from this study found that the regression 
methods work best in a system where the daily TP concentration and daily flow exhibit a 
reasonably strong linear relationship, and that ratio estimators work well for databases with a 
continuous flow record and limited observations of concentration. The effects of five 
computational methodologies and four sampling frequencies on the accuracy and precision of 
annual suspended sediment load estimates were explored using data collected from the Lake Erie 
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basin in Ontario, Canada (Dickinson, 1981).  Dickinson (1981) found that most computational 
methods resulted in an underestimation of the sediment load for the sampling frequencies 
analyzed and that a moving rating curve method, which is also referred to as the Integration 
Method, was the most accurate and the most precise method of those tested for all but the lowest 
sampling frequency.  He found that the Beale ratio estimator was reasonably accurate at the 
highest sampling frequencies, but also the least precise of the methods tested.  Preston et al. 
(1992) found that no single estimator performed optimally under all conditions, but event 
sampling improved load estimation by reducing the overall level of error for most estimators.  
The conclusions of such studies indicate the need for further examination of the different loading 
calculation methods to develop accurate and applicable pollutant loading estimates for rural land 
use types.     
2.3 Sampling Frequency and Duration 
Due to the fact that sampling during storm events is costly and labor-intensive when compared to 
ambient sampling, research studies have focused on the determining the impact of the number of 
samples collected during a storm event and the number of storm events sampled on the accuracy 
and precision of annual loading estimates.  One such study by Burn, 1990, evaluated three 
sampling strategies and four load-estimation methods.  A complete data set was developed using 
a Monte Carlo simulation method, and this data set was used to determine the “true” annual 
nutrient loading.  The four load-estimation methods were used with subsets of the data for each 
sampling strategy to compute an annual loading estimate which was then compared with the 
“true” annual loading.  Each sampling strategy was evaluated in terms of accuracy and precision.  
Another study conducted in a suburban New York watershed tested the robustness of various 
sample reduction schemes and the performance of nine different load estimation methods with 
varying subsets of data.  Accuracy of each load estimation method was not evaluated in this 
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study, but instead robustness was defined by the departure of each method from its initial 
estimate generated using 100% of the sample set (Endreny et al., 2004).  The basic question 
behind each of these two studies is whether a properly planned sampling strategy with fewer 
samples can provide adequate loading estimates.  The effect of storm-sampling frequency on the 
estimation of water-quality loads was also examined by the USGS in Virginia.  Data for this 
study included bimonthly sampling at two sites over a ten year period and additional high-flow 
samples during each of the ten years. The “true” load was assumed to be the load estimated by 
using the entire data set, and varying subsets of data were used to compute estimated loads which 
were evaluated for accuracy and precision (USGS, 2001).  The conclusions of this study found 
that the impact of sampling frequency on the loading estimate will vary depending on the basin 
size and hydrologic response.  
2.4 Applicability of Nonpoint Source Load Estimates  
Once loading estimates are determined for the various pollutants and land uses, predictions can 
be made about the concentration of various constituents in a stream or the total annual loading 
for a watershed.  Nonpoint loading estimates can be used within BASINS and various models 
that are interfaced with BASINS.  One such model is the pollutant loading model known as 
PLOAD.  PLOAD can be used to estimate the annual watershed loading for specific pollutants 
using loading estimates for the different land-use types and land-use information available 
through BASINS. PLOAD is a simplified, GIS-based model to calculate pollutant loads for 
watersheds (USEPA, 2001).  PLOAD can be accessed directly through BASINS.  PLOAD 
allows the user to input loading rates for different land-use types either in the form of an export 
coefficient term or as an event mean concentration.  Loading rates for the different land-uses 
within the watershed can either be locally derived site-specific rates, or the loading rates may be 
selected from published values for the region.  Annual loads for the watershed may be calculated 
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through the use of either the pollutant export coefficient method or the Simple Method (USEPA, 
2001).  The pollutant export coefficient method is defined as follows: 
 ( )∑= U UPUP ALL *          (2.8) 
where: LP = pollutant load, lbs; 
 LPU = pollutant loading rate for land-use type u, lbs/acre/year; and 
 AU = area of land-use type u, acres 
 
The Simple Method requires the use of two equations to calculate the loads for each 
specified pollutant type.  The first equation computes the runoff coefficient for each land-use 
type as follows: 
( )uvu IR *009.005.0 +=         (2.9) 
where: RVU = runoff coefficient for land-use type u, inches/inches 
 IU = Percent Imperviousness 
 
The pollutant loads are then calculated as follows: 
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72.2***** UUVUU JP ACRPPL ∑=       (2.10) 
 
where: Lp = pollutant load, lbs 
 P = precipitation, inches/year 
 PJ = ratio of storms producing runoff (default = 0.9) 
 Rvu = runoff coefficient for land-use type u, inches/inches 
 Cu = event mean concentration for land-use type u, milligrams/liter 
 Au = Area of land-use type u, acres 
 
 BASINS also interfaces with two watershed simulation models:  Hydrological Simulation 
Program-Fortran (HSPF) and Soil and Water Assessment Tool (SWAT).  Data obtained from 
long-term monitoring program can be calibrate and verify the output of these models. 
2.5 Comparison of BOD/DO Stream Models 
The classical study by Streeter and Phelps (1925) is recognized as one of the earliest uses of 
mathematical relationships to describe the dissolved oxygen (DO) levels of a river.  Their steady 
state DO model predicts DO concentrations in rivers using first order BOD reaction kinetics.  
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Examples of applications include Kittrell and Kochtitzky (1947), McKenzie, et al. (1979), and 
Chen, et al. (2000).  While the original Streeter-Phelps DO model did not account for all BOD 
inputs, interactions, and sinks, a few of the later modifications added sedimentation (Thomas, 
1948), benthic addition of BOD (Thomann, 1972), and dispersion (Dresnack and Dobbins, 
1968).   
 Modified Streeter-Phelps DO models have also been developed to incorporate nonlinear 
BOD reactions instead of relying solely on the first order BOD reaction. Braun and Berthouex 
(1970) proposed a Michaelis-Menton expression to describe the BOD decay reaction and its 
impact on the DO concentration in a river.  Analytical solutions for DO sag equations have been 
developed incorporating a three halves order BOD reaction (Adrian, et al. 1999), a second order 
BOD reaction (Adrian and Sanders, 1998), and multiorder BOD reactions (Adrian, et al. 2004).  
Baird and Smith (2002) provide a review of BOD literature while Young and Cowan (2004) 
provide guidance on application of respirometers to BOD measurements. Rodriguez (1999) 
examined the effect of acclimation time on BOD reaction parameters for samples taken from a 
polluted river and found the BOD reaction order was closer to second order than to first order.  
The effect of toxic metals on modifying the first order BOD reaction rate constants and the 
implications of these constants on DO prediction in rivers was examined by Berkun (2005). 
 Other researchers proposed that second order rather than first order BOD reaction 
kinetics provides a better description of the stabilization of some wastewaters (Thomas, 1957; 
Young and Clark, 1965; and Tebbutt and Berkun, 1976). Marske and Polkowski (1972) 
examined eight BOD data sets obtained from sources including a river, a synthetic wastewater, 
primary and secondary treatment plant effluent, and an animal waste.  They proposed that the 
first order BOD reaction rate constant’s magnitude could serve as an index for determining 
whether a first order or a second order BOD reaction fit a data set best.  Tebbutt and Berkun 
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(1976) noted after extensive testing that the oxygen uptake relationship could be satisfactorily 
modeled by both first and second order BOD reaction rates.  These studies were intriguing but 
they were not incorporated into DO models, so they were not applied by water quality modelers 
to aid decision makers (Rickert and Hines, 1978).  Borsuk and Stow (2000) developed a 
Bayesian parameter estimation method for BOD reactions and found that mixed-order reactions 
were likely, with the reaction order usually above one and sometimes above four.  Roider, et al. 
(2005) extended the applicability of the second order BOD decay model by incorporating loss of 
BOD by sedimentation before solving analytically the associated DO model.  They also showed 
that Marske and Polkowski’s (1972) use of the first order BOD rate constant’s magnitude as an 
index of whether a first order or a second order equation would fit a data set best was not 
applicable to the BOD of Douglas fir needles and red alder leaves.  The availability of analytical 
DO sag equations for first order, three-halves order, and second order BOD reaction rates 
encourages using field data from a river to evaluate the relative merits of using the three different 
BOD reaction models and the associated DO models. 
 Loss of BOD by sedimentation is important when a waste high in suspended and 
settleable material is discharged into a languidly flowing river such as occurs in the U.S. Gulf 
Coast.  Discharge of such a waste can result in banks of sludge material on a river bottom 
downstream from the wastewater discharge. Conditions on the river bottom can vary greatly 
from river to river depending on the velocity of the river and the nature of the discharges 
(Thomann, 1972).  These deposits of sludge can be especially harmful to the water quality in 
rivers having a low velocity for extended periods of time but which have high velocities above 
the scouring velocity during times of high flow or violent winds when sludge deposits erode and 
resuspend in the river, adding to the BOD and consuming DO, such as occurs during passage of 
a hurricane.  Therefore, the effect of sedimentation and resuspension on BOD and DO can vary 
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greatly from river to river and with weather.  The cost and time required to gather BOD and DO 
data from samples taken at several stations along a river over an extended period of time, 
preferably over several years, has been a deterrent to collecting data sets to test alternative 
models (Butts, et al., 1970; Butts and Kothandaraman, 1970; Rodriguez, 1999) although Rickert  
and Hines (1978) point out that the cost of data collection is far outweighed by the benefits of 
improved decisions on wastewater treatment facilities. 
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3. WATERSHED CHARACTERIZATION, SELECTION OF SAMPLING SITES AND 
SAMPLING PROCEDURES 
 
The Boeuf River/Bayou Lafourche Watershed is located in northeastern Louisiana.  It includes 
the following parishes: Caldwell, Catahoula, Franklin, Morehouse, Ouachita, Richland, and West 
Carroll.  This area is defined by USGS as Hydrologic Unit Code (HUC) 08050001 and is 
referred to as the Boeuf Watershed.  Figure 3.1 shows the location of the watershed and the 
subwatershed boundaries as defined by LDEQ.  Figure 3.2 shows the LDEQ Subsegment ID 
numbers for the Boeuf Watershed.   
 
Figure 3.1.  LDEQ Subsegments within Boeuf Watershed 
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Figure 3.2.  LDEQ Subsegments for the Boeuf Watershed 
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3.1 GIS Data for Study Area 
 
The GIS data used in this watershed study is shown in Table 3.1.   All GIS data used in this 
research was projected to UTM 1983, Zone 15.   
Table 3.1. GIS Data for the Study Area 
 
Data 
Product 
Source Description 
Hydrologic 
Unit 
Boundaries 
 
U.S. Geological Survey (USGS) 
http://water.usgs.gov/GIS/metadata/usgswrd/X
ML/huc250k.xml 
Nationally consistent 
delineations of the hydrographic 
boundaries associated with 
major US river basins 
State and 
Parish 
Boundaries 
U.S. Geological Survey (USGS) Administrative boundaries 
State Soil 
and 
Geographic 
(STATSGO) 
Database 
U.S. Department of Agriculture, Natural 
Resources Conservation Service (USDA-
NRCS) 
http://soildatamart.nrcs.usda.gov/ 
Soils information including soil 
component data and soils 
National 
Hydrography 
Data (NHD) 
U.S. Geological Survey (USGS) 
http://nhd.usgs.gov/data.html 
Provides stream network for 
major rivers and supports 
development of stream routing 
for modeling purposes (1:100k) 
National 
Elevation 
Data (NED) 
U.S. Geological Survey (USGS) 
http://ned.usgs.gov/ 
 
Topographic relief mapping; 
supports watershed delineations 
and modeling, 1 arc second 
resolution 
Water 
Quality 
Monitoring 
Stations and 
Data 
Summaries 
United States Environmental Protection 
Agency Storet 
http://www.epa.gov/storet/dbtop.html 
Historical Ambient Water 
Quality data 
National 
Land Use 
Data 
(NLCD, 
2001) 
U.S. Geological Survey (USGS) 
http://gisdata.usgs.net/website/MRLC/ 
Boundaries associated with land 
use classifications using 
Anderson Level II classification 
 
 21
 
3.1.1 Elevation 
 
Figure 3.3 shows the elevation in the watershed using the National Elevation Data Set (NED) 
produced by the USGS and referenced in Table 3.1.  Elevations are given in centimeters for the 
NED.  The elevations in the entire Boeuf watershed range from a low of 792 cm above sea level 
to a high of 8,086 cm above sea level.  Most of the area within the Boeuf River/Bayou Lafourche 
watershed area is below 3,076 cm above sea level.    
 
Figure 3.3. Elevation Data for HUC 08050001 
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3.1.2 Soils 
 
The map shown in Figure 3.4 shows the soils in the watershed as defined by the State Soil and 
Geographic (STATSGO) Database referenced in Table 3.1.   
 
Figure 3.4. Soil Distribution within Boeuf Watershed 
 
3.1.3 Land Use   
 
Figure 3.5 shows a map of the land use distribution in the study area using the NLCD data 
referenced in Table 3.1.   The land cover class definitions for the land cover classes shown in the 
map are provided in Table 3.2.  (NLCD, 2001)  The Boeuf watershed is clearly dominated by 
land cover class 82 which represents cultivated crops.   
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Figure 3.5. Land Use Distribution within Boeuf Watershed 
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Table 3.2.  NLCD Land Cover Class Definitions for the Boeuf Watershed (NLCD, 2001) 
Land Cover Class Definition 
11 Open water 
21 Developed, Open Space 
22 Developed, Low Intensity 
23 Developed, Low Intensity 
24 Developed, High Intensity 
31 Barren Land (Rock/Sand/Clay) 
41 Deciduous Forest 
42 Evergreen Forest 
52 Mixed Forest 
71 Grassland/Herbaceous 
81 Pasture/Hay 
82 Cultivated Crops 
90 Woody Wetlands 
95 Emergent Herbaceous Wetlands 
 
3.1.4 Historical Water Quality 
 
Historical water quality data was analyzed in two different ways.  The BASINS program was 
first used to characterize the watershed in terms of available historical water quality data.  The 
GIS data sets for the study area were downloaded to a BASINS project file.  All data was 
projected to the standard projection of UTM 1983, Zone 15.  The Report extension in BASINS 
was utilized to generate water quality reports over the available time period of 1970-1997 for the 
stations in the watershed for total phosphorus (TP), total suspended solids (TSS), and dissolved 
oxygen.  The reports are shown in Appendix A of this dissertation.  There was no TSS data 
available in the water quality data sets available through BASINS.  Mean values of total 
phosphorus were available for 26 water quality stations in the watershed over five time 
increments spanning 1970-1997.  The mean values are shown in Table 3.3.  The locations of the 
water quality stations reporting TP values are shown in Figure 3.6.  There were 23 water quality 
stations in the watershed reporting dissolved oxygen values.  Those mean values are shown in 
Table 3.4, and the station locations are shown in Figure 3.7.   
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Table 3.3.  Mean Total Phosphorus, mg/L 
Station ID 1975-79 1980-84 1985-89 1990-94 1995-97 
 No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean 
07367700 18 0.31 14 0.31 7 0.22 30 0.40 ND  
07367900 ND  11 0.32 ND  ND  ND  
07369000 ND  ND  ND  1 0.23 ND  
07369150 41 0.29 25 0.26 10 0.23 1 0.33 ND  
07369270 13 0.12 3 0.17 ND  ND  ND  
2215A1 8 0.21 ND  ND  ND  ND  
2215A2 8 0.26 ND  ND  ND  ND  
2215B1 8 0.36 ND  ND  ND  ND  
2215C1 8 0.4 ND  ND  ND  ND  
2215D1 8 0.4 ND  ND  ND  ND  
2215E1 8 0.51 ND  ND  ND  ND  
58010016 20 0.42 58 0.37 52 0.34 30 0.40 16 0.33 
58010017 19 0.50 58 0.32 53 0.28 30 0.40 16 0.40 
58010071 19 0.47 57 0.40 53 0.42 30 0.53 16 0.35 
58010121 ND  27 0.43 2 0.25 ND  ND  
58010122 ND  34 0.23 56 0.22 12 0.22 ND  
58010123 ND  30 0.38 2 0.07 ND  ND  
58010124 ND  33 0.56 55 0.32 29 0.38 16 0.32 
58010125 ND  29 0.35 53 0.32 12 0.38 ND  
58010126 ND  29 0.28 53 0.25 12 0.32 ND  
58010127 ND  28 0.48 53 0.45 12 0.36 ND  
58010128 ND  28 0.40 53 0.45 12 0.40 ND  
58010129 ND  22 0.30 1 0.23 ND  ND  
58010130 ND  25 0.27 53 0.31 31 0.30 16 0.23 
58010327 ND  ND  ND  19 0.24 16 0.27 
58010328 ND  ND  ND  20 0.35 16 0.27 
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Figure 3.6. Location of Water Quality Stations Accessed Through BASINS for Total 
Phosphorus 
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Table 3.4.  Mean Dissolved Oxygen Values, mg/L 
Station ID 1975-79 1980-84 1985-89 1990-94 1995-97 
 No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean No. of 
Samples 
Mean 
050092 58 8.25 54 8.15 38 8.78 47 7.44 26 7.29 
07367700 21 7.99 15 8.02 7 9.14 29 7.03 2 8.69 
07367900 ND  11 4.33 ND  ND  ND  
0736800 ND  ND  ND  ND  3 5.23 
07369000 ND  ND  ND  1 6.5 2 5.93 
07369150 39 8.13 25 7.53 11 6.53 ND  ND  
07369270 13 8.98 3 7.50 ND  ND  ND  
58010016 21 6.88 57 6.23 60 6.98 29 6.72 16 6.19 
58010017 20 8.17 56 7.46 60 7.68 29 7.59 14 7.79 
58010069 21 7.02 58 6.40 60 6.93 28 6.78 15 6.93 
58010071 21 6.66 2 4.90 ND  ND  ND  
58010122 ND  35 4.82 62 6.08 12 5.20 ND  
58010123 ND  31 7.88 2 9.60 ND  ND  
58010124 ND  34 7.81 60 7.91 29 7.29 15 7.29 
58010125 ND  30 5.02 60 5.00 12 4.94 ND  
58010126 ND  30 4.61 60 6.43 12 6.62 ND  
58010127 ND  29 4.17 60 3.48 12 4.52 ND  
58010128 ND  29 5.19 60 4.94 12 4.85 ND  
58010129 ND  23 6.24 1 4.80 ND  ND  
58010130 ND  25 6.38 59 6.66 31 6.19 15 6.79 
58010327 ND  ND  ND  19 4.36 15 4.17 
58010328 ND  ND  ND  20 5.60 15 5.46 
7902 38 6.93 ND  ND  ND  ND  
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Figure 3.7.  Location of Water Quality Stations Accessed Through BASINS for Dissolved 
Oxygen 
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 In the second method of analysis, phosphorus and dissolved oxygen data were 
downloaded from the EPA’s Storet Legacy Database to further characterize the historical water 
quality in the watershed.  Again, there were no stations in the Storet database for this watershed 
with reported TSS values.  There were 17 monitoring stations with total phosphorus data in this 
watershed.  The 17 stations were mapped using the software program ArcGIS 9.1.  Average 
phosphorus values for these 17 stations were determined and added to the map.  The average TP 
values for each station were spatially joined to the corresponding LDEQ subsegment, and the 
average for each subsegment was computed.  A choropleth map was developed to display the 
results and is shown in Figure 3.8.  The subsegments with the highest average TP results are 
080904 and 080907.   
There were 16 stations with historical dissolved oxygen data available in the Storet 
Database.  The dissolved oxygen data was analyzed by determining the number of samples per 
station with DO values less than five mg/l.  These values were then normalized by the total 
number of samples per station.  These values are shown on the map in Figure 3.9. The station 
data was spatially joined to the corresponding LDEQ subsegment to develop the choropleth map 
shown in Figure 3.8.  Subsegment 080902 had the highest percentage of dissolved oxygen 
samples below 5.0 mg/l, but it also had the greatest number of reporting stations in the 
watershed.   
The public records office of LDEQ provided limited TSS data for the watershed.  There 
were six stations in the watershed reporting TSS values from 1966 through 2005.  Average TSS 
values for each station were determined and are shown in Table 3.5.  Stations 58010016, 
58010017, 58010071, 58010124, and 5810327 aree shown in the maps in Figure 3.6 and Figure 
3.7.  Latitude and longitunde coordinates were not available for the sixth station, 58010412, 
shown in Table 3.5.   
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Figure 3.8.  Average Phosphorus Values (mg/l) from 1974-1998 
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Figure 3.9.  Dissolved Oxygen Data from 1958-1998 
 
 
 32
Table 3.5.  TSS Data from 1966-2005 
Site Location Data 
Range 
Number 
of 
Samples
Average 
TSS, mg/L 
Minimum and 
Maximum TSS 
(mg/L) Value for 
Each Site 
58010016 Boeuf River 
Near Fort 
Necessity 
1966-2005 233 104.08 4 808 
58010017 Boeuf River 
west of Oak 
Grove 
1978-1998 190 104.32 4 844 
58010071 Bayou 
Lafourche 
Canal near 
Columbia 
1978-2005 198 100.37 8 932 
58010124 Bayou 
Lafourche 
Canal near 
Crew Lak 
1982-1998 153 92.69 12 716 
58010327 Boeuf River 
west of 
Rayville 
1991-1998 45 32.48 4 130 
58010412 Boeuf River 
near Alto 
1966-1974 90 58.23 2 334 
 
3.2 Sampling Locations 
 
Four study sites in the Boeuf River/Bayou Lafourche watershed were identified as relatively 
homogeneous land use types for sampling: two agricultural sites, an urban site, and a forested 
site.  The four sites that were selected are shown on Figure 3.10.  Three of the sites are located in 
Richland Parish, Louisiana, in LDEQ Subsegment 080901. The fourth site, the urban site, is 
located in Ouachita Parish, Louisiana, in LDEQ Subsegment 080904. DOQQ data sets were 
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downloaded from ATLAS, and the four sites were mapped on the DOQQs.  The two agricultural 
sites are shown in Figure 3.11, the forested site in shown in Figure 3.12, and the urban site is 
shown in Figure 3.13.   
 
 
Figure 3.10.  Location of Sampling Sites 
#0#0
#0
Urban Site Forested Site
Agricultural Sites
# 0##0 
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Figure 3.11.  Location of the Two Agricultural Sites 
 
 
 
 
Figure 3.12  Location of the Forested Site 
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Figure 3.13  Location of the Urban Site 
 
3.2.1 Agricultural Site 1  
 
This site is located south of the town of Rayville, Louisiana in Richland Parish.  The GPS 
coordinates of the site are Lat 32 degrees 22 minutes 15.2400 seconds; Long 91 degrees 54 
minutes 33.0121 seconds.  The site drains approximately 61 acres of a high density planted corn 
field using 30 inch row spacing.  The soil type in this area is Portland silty clay loam.   A 26” 
culvert is in place at the sampling site.  A photograph of the site is presented in Figure 3.14. 
3.2.2 Agricultural Site 2  
 
This site is also located on property owned by Todd Morris and is located south of the town of 
Rayville, Louisiana.  The GPS coordinates of the site are Lat 32 degrees 22 minutes 5.1600 
seconds; Long 91 degrees 54 minutes 46.6201 seconds.  Sample collection focused on a small 
drainage ditch, draining a field of approximately 78 acres. The associated field usage was high 
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density planted corn using 30 inch row spacing.  The soil type is Herbert silty clay loam.  A 24” 
culvert is in place at the sampling site.  A photograph of the site is presented in Figure 3.15 
 
 
 
Figure 3.14  Agricultural Site #1 
 
 
. 
 
Figure 3.15  Agricultural Site #2 
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3.2.3 Urban Site 
 
The urban site is located adjacent to the Monroe Police and Fire Training Center located in 
Monroe.  Sample collection at this site focused on a concrete lined trapezoidal channel which 
drains urban storm water from the town of West Monroe. The GPS coordinates of the site are Lat 
32 degrees 29 min 6.0001 sec; Long 92 degrees 05 min 5.4960 sec. A photograph of the channel 
is presented in Figure 3.16. 
 
 
 
Figure 3.16.  Urban Site 
 
 
 
3.2.4 Forested Site 
 
The forested site is located in Richland Parish in a bottomland hardwood forest. The site is 
adjacent to a small drainage feature that transmits water only from the forested area. The GPS 
coordinates of this site are Lat 32 degrees 23 minutes 25.6200 sec; Long 91 degrees 54 minutes 
53.8921 sec. A 90 degree, V-notched weir has been placed at the site to aid in calculating flow 
from the channel.  A photograph of the site is presented in Figure 3.17. 
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Figure 3.17.  Forested Site 
3.3 Sampling Procedures 
 
All sampling procedures for this study followed the guidelines set forth in the EPA approved 
Quality Assurance Project Plan (QAPP) for the CFMS Interagency Agreement No. 577619.      
3.3.1 Field Procedures  
 
Sampling required the programming of automated ISCO samplers for taking flow weighted 
samples. The samplers were programmed to begin sampling when the stage or discharge in the 
stream rose above a certain threshold level with a corresponding rain event. At each of the four 
sites the samplers were set in “Extended Programming Mode” for monitoring storm water runoff 
flow and rainfall amounts.  Samples were taken at each site whenever stage and rainfall 
conditions were met.  A “storm event” in this study was defined by several set-up conditions.  A 
storm event signaling the sampler to begin taking samples was dependent on two conditions:  
sampling was to begin after 0.5 inches of rainfall were recorded in a 24-hour period and after the 
sampler senses 1-inch of water depth above the pressure transducer. Once sampling was enabled, 
eight samples per storm event were collected using three sample bottles, each calibrated to 
collect 335 mLs of water to perform the six tests (TKN, nitrate, nitrite, ammonia, TP, and TSS).  
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The first 335 mLs collected were used for TSS, nitrate, and nitrite.  The next two bottles were 
preserved with sulfuric acid for the remaining tests: TKN, ammonia, and TP.   
Following the storm event, samples were preserved and immediately transported to the 
laboratory. Samples were preserved by placing an appropriate preservative in the sampler bottles 
in the field.  Following sample collection, samplers were cleaned and decontaminated according 
to the procedures described in the equipment manual. This decontamination step was completed 
before and after each sample collection event. 
3.3.2 Analytical Methods 
 Analytical methodologies were based on current USEPA methods, other published 
sources, or on manufacturer's recommendations in the case of certain semi- or non-quantitative 
measurements.  Table 3.5 presents standard holding times allowed for each type of analysis.  
Table 3.6 presents a listing of the methods typically performed and the source of guidance for 
that method.   
Table 3.5. Holding Times 
 
 
Test Type1 Water 
Sample 
Analysis2 
 
Total 
Suspended 
Solids 
7-days 
 
TKN 28 days 
 
Nitrate/nitrite 48 hours 
 
Ammonia 28 days 
Total 
Phosphorus 28 days 
 
1Information presented is based on LSU default methods.  2Holding time as measured from 
sample preparation to analysis.   
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Table 3.6.  LSU Default Methods of Analysis1 
 
 
Test Type Water Sample 
Method1 
 
Laboratory 
measurements 
 
 
Total 
Suspended 
Solids 
EPA 160.2 
 
TKN EPA 351.3 
 
Nitrate/nitrite EPA 353.3/EPA 354.1 
 
Ammonia EPA 350.2 
Total 
Phosphorus EPA 365.2 
 
1 Method selected consistent with 40 CFR Parts 136, 141, and 143 (Guidelines for establishing 
test procedures for the analysis of pollutants under the Clean Water Act; National Primary 
Drinking Water Regulations, and National Secondary Drinking Water Regulations; Methods 
Update (Federal Register 67:205)  
 
3.3.3 Sample Preparation 
 
Sample preparation was performed according to SOPs based on standard methods or 
manufacturer's recommendations.  Preference was given to methods that require minimum space, 
provide for rapid processing, and produce minimal amounts of waste.  All sample preparations 
were done in fume hood(s) with appropriate personnel protective devices immediately available.  
The use of heat sources was limited to the fullest extent possible and no open flame or sparking 
apparatus is employed. 
Sample preparation was documented according to the QAPP including documentation of 
all standards and reagents employed, the known values of all standard and spiking mixtures 
employed with cross references to appropriate dilution log entries, and notation of any pertinent 
observations by the analyst.  
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4. DETERMINATION OF LOADING ESTIMATES 
4.1 Observed Data 
 
Rainfall, velocity and level data were collected for each of the four sites in five minute intervals 
from approximately April 13, 2004 through April 30, 2005. An ISCO 750 Area Velocity Module 
was used to measure the velocity and level in the stream, and the software package FlowLink 
was used to calculate the flow from these measurements given the type and dimensions of the 
control structure in place at each site.  
4.1.1 Rainfall 
 
Rainfall gauges collected rainfall at five minute intervals at each of the four sites.  Total monthly 
rainfall for each of the four sites is shown in Table 4.1. 
 
Table 4.1.  Total Monthly Rainfall 
 
Total Monthly Rainfall (inches) 
Date Ag-Site #1 Ag-Site #2 Urban Forested 
4/13/04-4/30/04 1.18 0.99 NR 3.23
5/1/04-5/31/04 7.87 8.16 NR 8.02
6/1/04-6/31/04 10.83 11.67 6.35 9.07
7/1/04-7/31/04 5.70 5.60 5.47 5.53
8/1/04-8/31/04 3.58 3.38 NR 4.01
9/1/04-9/30/04 0.39 0.37 0.85 0.40
10/1/04-10/31/04 6.01 5.46 0.57 5.95
11/1/04-11/30/04 8.81 9.05 9.44 9.17
12/1/04-12/31/04 4.42 4.63 2.92 3.93
1/1/05-1/31/05 2.41 2.33 3.01 2.68
2/1/05-2/28/05 3.45 3.35 4.03 3.45
3/1/05-3/31/05 2.83 2.73 2.28 NR
4/1/05-4/30/05 3.15 3.03 4.42 NR
Total  60.63 60.75 39.34 55.44
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4.1.2 Water Quality Results 
 
Water quality measurements were obtained for five sampling events.  The values obtained are 
shown in Tables 4.2-4.6.  
Table 4.2.  Water Quality Data for Storm Event #1 
Storm Event 1:  July 17, 2004 
Sample ID NH3 (mg/l) TKN (mg/l) TP (mg/l) TSS (mg/l) NO3 (mg/l) NO2 (mg/l) 
 
Agsite #1-1 * * * * * * 
Agsite #1-2 * * * * * * 
Agsite #1-3 * * * * * * 
Agsite #1-4 * * * * * * 
Agsite #1-5 * * * * * * 
Agsite #1-6 * * * * * * 
Agsite #1-7 * * * * * * 
Agsite #1-8 * * * * * * 
       
Agsite #2-1 ND ND 0.7565 2830 NR NR 
Agsite #2-2 ND ND 0.642 2070 NR NR 
Agsite #2-3 ND ND 0.514 1850 NR NR 
Agsite #2-4 ND  ND 0.5905 1607 NR NR 
Agsite #2-5 ND ND 0.581 1267 NR NR 
Agsite #2-6 ND ND 0.5265 1140 NR NR 
Agsite #2-7 ND ND 0.5475 1430 NR NR 
Agsite #2-8 ND ND 0.487 873 NR NR 
       
Forested-1 ND ND ND 154 NR NR 
Forested-2 
ND ND ND 69 NR NR 
Forested-3 ND ND ND 70 NR NR 
Forested-4 ND ND ND 67 NR NR 
Forested-5 ND ND ND 76 NR NR 
Forested-6 ND ND ND 84 NR NR 
Forested-7 ND ND ND 56 NR NR 
Forested-8 ND ND ND 45 NR NR 
       
Urban-1 ND ND 0.42 513 NR NR 
Urban-2 ND ND 0.385 300 NR NR 
Urban-3 ND ND 0.3945 372 NR NR 
Urban-4 ND ND 0.4835 750 NR NR 
Urban-5 ND ND 0.407 892 NR NR 
Urban-6 ND ND 0.338 917 NR NR 
Urban-7 ND ND 0.3585 625 NR NR 
Urban-8 ND ND 0.3375 593 NR NR 
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Table 4.3.  Water Quality Data for Storm Event 2 
Storm Event 2:  November 1, 2004 
Sample ID NH3 (mg/l) TKN (mg/l) TP (mg/l) TSS (mg/l) NO3 (mg/l) NO2 (mg/l) 
 
Agsite #1-1 ND ND 2.89 1500 0.706 0.366
Agsite #1-2 2.7 ND 3.18 970 0.585 0.378
Agsite #1-3 ND ND 2.04 420 0.617 0.346
Agsite #1-4 ND ND 1.83 860 0.571 0.343
Agsite #1-5 ND ND 1.74 664 0.569 0.304
Agsite #1-6 * * 1.19 480 0.537 0.243
Agsite #1-7 * * 1.43 440 0.518 0.259
Agsite #1-8 *  * 1.06 600 0.509 0.258
       
Agsite #2-1 ND ND 1.6 1570 2.13 0.413
Agsite #2-2 ND ND 1.76 560 1.86 0.497
Agsite #2-3 ND ND 0.367 292 1.7 0.38
Agsite #2-4 ND ND 0.435 476 1.61 0.463
Agsite #2-5 ND ND 0.613 256 1.54 0.42
Agsite #2-6 ND ND 0.462 428 1.57 0.391
Agsite #2-7 ND ND 0.545 560 1.41 0.452
Agsite #2-8 ND ND 0.727 340 1.39 0.393
             
Forested-1 ND ND ND 66 0.45 0.059
Forested-2 ND ND ND 65 0.307 0.059
Forested-3 * * * * * *
Forested-4 * * * * * *
Forested-5 * * * * * *
Forested-6 * * * * * *
Forested-7 * * * * * *
Forested-8 * * * * * *
             
Urban-1 ND ND 0.292 282 0.253 0.017
Urban-2 ND ND 0.755 287 0.391 0.018
Urban-3 ND ND 0.671 193 0.354 0.015
Urban-4 ND ND 0.653 137 0.329 0.014
Urban-5 ND ND 0.51 95 0.268 0.015
Urban-6 2.5 ND 0.74 588 0.247 0.04
Urban-7 ND 1.4 0.548 307 0.196 0.03
Urban-8 ND ND 0.428 242 0.286 0.024
*No sample collected 
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Table 4.4.  Water Quality Data for Storm Event 3 
Storm Event 3:  January 13, 2005 
Sample ID NH3 (mg/l) TKN (mg/l) TP (mg/l) TSS (mg/l) NO3 (mg/l) NO2 (mg/l) 
 
Agsite #1-1 ND 1.7 2.76 1530 ND 0.799
Agsite #1-2 ND ND 1.33 1027 ND 0.592
Agsite #1-3 ND ND 1.3 585 ND 0.488
Agsite #1-4 ND ND 1.28 530 ND 0.492
Agsite #1-5 ND ND 1.36 516 ND 0.476
Agsite #1-6 ND ND 1.23 488 ND 0.39
Agsite #1-7 ND ND 1.12 320 ND 0.442
Agsite #1-8             
             
Agsite #2-1 ND 1.6 1.67 1850 ND 1.97
Agsite #2-2 ND ND 3 3350 ND 2.13
Agsite #2-3 ND ND 0.982 2470 ND 1.96
Agsite #2-4 ND ND 2.39 1620 ND 1.74
Agsite #2-5 ND ND 1.77 1493 ND 1.77
Agsite #2-6 ND ND 1.99 1730 ND 1.83
Agsite #2-7 ND ND 2.35 1900 ND 1.68
Agsite #2-8 ND 1.5 2.11 1610 ND 1.73
             
Forested-1 * * * * * * 
Forested-2 * * * * * * 
Forested-3 * * * * * * 
Forested-4 * * * * * * 
Forested-5 * * * * * * 
Forested-6 * * * * * * 
Forested-7 * * * * * * 
Forested-8 * * * * * * 
             
Urban-1 ND ND 1.17 220 0.149 0.024
Urban-2 ND ND 0.786 136 0.234 0.042
Urban-3 ND ND 0.951 252 0.252 0.048
Urban-4 ND ND 0.814 168 0.246 0.034
Urban-5 ND ND 0.594 156 0.192 0.033
Urban-6 ND ND 0.444 142 0.193 0.032
Urban-7 ND ND 0.592 122 0.194 0.032
Urban-8 ND ND 0.618 100 0.254 0.034
*No sample collected 
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Table 4.5.  Water Quality Data for Storm Event 4 
Storm Event 4:  February 1, 2005 
Sample ID NH3 (mg/l) TKN (mg/l) TP (mg/l) TSS (mg/l) NO3 (mg/l) NO2 (mg/l) 
 
Agsite #1-1 1.5 2.5 4.89 3800 0.205 1.58
Agsite #1-2 ND ND 4.4 2600 ND 1.68
Agsite #1-3 1.6 2.1 5.16 2760 ND 1.42
Agsite #1-4 1.4 1.6 1.64 2680 ND 1.63
Agsite #1-5 1.1 1.3 4.76 1920 ND 1.83
Agsite #1-6 ND ND 4.33 1280 ND 1.61
Agsite #1-7 ND ND 3.79 840 0.408 1.37
Agsite #1-8 ND ND 3.37 840 0.177 1.33
       
Agsite #2-1 ND ND 0.674 180 2.22 0.377
Agsite #2-2 ND ND 0.565 135 2.32 0.192
Agsite #2-3 ND ND 0.5 153 2.43 0.196
Agsite #2-4 ND ND 0.357 102 2.57 0.215
Agsite #2-5 ND ND 0.411 64 2.73 0.174
Agsite #2-6 ND ND 0.433 57 2.86 0.195
Agsite #2-7 ND 1.2 0.509 179 2.29 0.206
Agsite #2-8 ND ND 0.545 183 2.24 0.196
             
Forested-1 * * * * * *
Forested-2 * * * * * *
Forested-3 * * * * * *
Forested-4 * * * * * *
Forested-5 * * * * * *
Forested-6 * * * * * *
Forested-7 * * * * * *
Forested-8 * * * * * *
             
Urban-1 ND 1.2 1.77  NR 0.371 0.022
Urban-2 ND ND 1.43 74 0.333 0.021
Urban-3 ND ND 0.526 71 0.32 0.021
Urban-4 ND ND 0.454 44 0.317 0.022
Urban-5 ND ND 0.685 41 0.368 0.024
Urban-6 ND ND 0.665 46 0.339 0.024
Urban-7 ND ND 0.358 39 0.313 0.022
Urban-8 ND ND 0.401 45 0.331 0.024
*No sample collected 
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Table 4.6.  Water Quality Data for Storm Event 5 
Storm Event 5:  February 23, 2005 
Sample ID NH3 (mg/l) TKN (mg/l) TP (mg/l) TSS (mg/l) NO3 (mg/l) NO2 (mg/l) 
 
Agsite #1-1 0.686 8.232 4.48 2560 0.064 0.551
Agsite #1-2 2.37 14.22 4.41 7160 ND 1.02
Agsite #1-3 1.04 6.24 4.15 8000 ND 1.21
Agsite #1-4 3.36 20.16 3.49 8660 ND 1.38
Agsite #1-5 2.35 14.1 5.35 11540 ND 1.53
Agsite #1-6 2.16 12.96 6.43 10020 ND 1.55
Agsite #1-7 0.745 10.43 7.26 8520 ND 1.66
Agsite #1-8 0.978 11.736 6.47 540 ND 1.84
       
Agsite #2-1 0.192 1.152 0.627 52 0.028 0.24
Agsite #2-2 0.136 0.816 0.521 52 ND 0.238
Agsite #2-3 0.402 2.412 0.416 168 ND 0.253
Agsite #2-4 0.947 5.682 1.62 1720 ND 0.571
Agsite #2-5 0.675 4.05 1.04 144 ND 0.47
Agsite #2-6 0.536 3.216 1.21 2300 ND 0.533
Agsite #2-7 1.04 6.24 2.26 2620 ND 0.99
Agsite #2-8 0.896 5.376 2.07 833 ND 0.706
             
Forested-1 * * * * * * 
Forested-2 * * * * * * 
Forested-3 * * * * * * 
Forested-4 * * * * * * 
Forested-5 * * * * * * 
Forested-6 * * * * * * 
Forested-7 * * * * * * 
Forested-8 * * * * * * 
             
Urban-1 0.559 3.354 0.348 53 0.265 0.055
Urban-2 0.264 1.584 0.322 11 0.32 0.034
Urban-3 0.532 3.192 0.449 9 0.398 0.084
Urban-4 0.35 2.1 0.501 8 0.384 0.093
Urban-5 0.375 2.25 0.384 21 0.219 0.187
Urban-6 0.83 4.98 0.564 25 0.305 0.274
Urban-7 0.294 1.764 0.355 11 0.194 0.178
Urban-8 0.65 3.9 0.398 24 0.166 0.06
*No sample collected 
4.2 Storm Event #1 
 
The first storm event sampled occurred on July 17, 2004.  Water quality data collected during 
this storm event is shown in Table 4.2.  The sample collection time did not allow the analysis 
involving nitrate and nitrite within the necessary 48 hour time period, so no data was reported for 
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those analytes.  For this storm event, each of the samplers was programmed to collect a sample 
every 5,000 gallons.  The program was changed after this event to collect a sample every 20,000 
gallons at the agricultural sites and the forested site, and 50,000 gallons at the urban site.   
4.2.1 Ag-site #1 
 
The sampler at Ag-site 1 malfunctioned, and no samples were taken at this site on July 17, 2004.   
 
4.2.2 Ag-site #2 
 
This first storm event at this site began at 5:35 a.m. on July 17, 2004 and continued through until 
8:20 a.m. on the same day.  The total rainfall for this event was 2.64 inches.  The rainfall for the 
storm event is shown in the Figure 4.1.  Sampling began at 6:39 a.m. on July 17, 2004 and ended 
at 7:03 a.m. on that same date.  The hydrograph for this storm event is shown in Figure 4.2.  Due 
to the intensity of the storm and the initial sampling program settings, samples were taken on 
only the rising limb of the hydrograph.  
4.2.3 Urban Site 
 
The first storm event sampled at this site occurred on July 17, 2004.  Rainfall began at 6:10 a.m. 
on July 17, 2004 and continued through 8:50 a.m.  Total rainfall for this storm was 2.99 inches.  
A graph of the rainfall is shown in Figure 4.3.  Sampling began at 6:31 a.m. on July 17, 2004 and 
ended at 6:54 a.m. on the same date.  The hydrograph for the storm event is shown in Figure 4.4.  
Again, sample collection only occurred during the rising limb of the hydrograph 
4.2.4 Forested Site 
 
The first storm event sampled at this site occurred on July 17, 2004.  Rainfall began at 5:25 a.m. 
on July 17 and continued through until 8:15 a.m. on the same date.  Total rainfall for this storm 
event was 2.99 inches, and a graph of the rainfall is shown in Figure 4.5.  Sampling at the site 
began at 7:10 a.m. on July 17 and ended at 9:35 on the same date.  A hydrograph of the storm is 
shown in Figure 4.6.  Again, sampling occurred only on the rising limb of the hydrograph. 
 48
 
0.00
0.05
0.10
0.15
0.20
0.25
3AM
17 Sat Jul 2004
6AM 9AM 12PM 3PM 6PM 9PM 18 Sun
AG-SITE 2
Flowlink 4 for Windows
in
7/17/2004 12:00:00 AM - 7/18/2004 12:00:00 AM
Rainfall (2.64 in)
 
 
Figure 4.1.  Rainfall for Storm Event #1 
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Figure 4.2.  Hydrograph for Storm Event #1 
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Figure 4.3.  Rainfall for Storm Event #1 
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Figure 4.4.  Hydrograph for Storm Event #1 
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Figure 4.5.  Rainfall for Storm Event #1 
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Figure 4.6.  Hydrograph for Storm Event #1 
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4.3 Storm Event #2 
 
The second storm event sampled occurred on November 1, 2004.   
4.3.1 Ag-Site #1 
 
The first storm event sampled at this site occurred on November 1-3, 2004.  The rain event began 
at approximately 10:00 p.m. on November 1, 2004 and continued through 4:00 a.m. on 
November 3, 2004.  Total rainfall during this time period was 3.71 inches.  A graph showing the 
rainfall at five minute intervals is shown in Figure 4.7.  Sample collection began at 1:08 a.m. on 
November 2, 2004 and ended at 1:57 a.m. on the same date.  Because this was such a large storm 
event, samples were only collected during the rising limb of the hydrograph as shown in Figure 
4.8.  The flow at the site did not return to baseflow conditions until November 4, 2004.  The 
hydrograph for the entire storm event is shown in Figure 4.9.   
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Figure 4.7.  Rainfall Data for November 1-3, 2004 
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Figure 4.8.  Hydrograph for Storm Event #2 
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Figure 4.9,  Hydrograph for November 2-4, 2004 
 
4.3.2 Ag-site #2 
 
The second storm event sampled at this site began at 7:55 p.m. on November 1, 2004 and 
continued through until 5:05 p.m. on November 2, 2004.  Total rainfall was 3.64 inches.  A 
graph of the rainfall is shown in Figure 4.10.  Sampling began at 11:49 p.m. on November 1, 
2004, and ended at 12:35 a.m. on November 2, 2005.  Due to the length and intensity of this 
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storm event, samples were only collected on the rising limb of the hydrograph which is shown in 
Figures 4.11 and 4.12.   
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Figure 4.10.  Rainfall for Storm Event #2 
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Figure 4.11.  Hydrograph for Storm Event #2 
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Figure 4.12.  Hydrograph for Storm Event #3 
 
 
 
4.3.3 Urban Site 
 
The second storm event sampled at this site occurred on November 1, 2004.  The rainfall started 
at 3:10 p.m. on November 1, 2004 and continued through 3:45 p.m. on November 2, 2004.  Total 
rainfall for this storm event was 3.60 inches.  A graph of the rainfall is shown in Figure 4.13.  
Sampling began at 9:45 p.m. on November 1, 2004 and ended at 10:41 p.m. on the same date.  A 
hydrograph of the event is shown in Figure 4.14. 
 
4.3.4 Forested Site  
 
The second storm event sampled at this site occurred on November 2, 2004.  Rainfall began at 
8:00 p.m. on November 1, 2004 and continued through 7:35 a.m. on November 3, 2004.  Total 
rainfall for this event was 3.61 inches.  A graph of the rainfall is shown in Figure 4.15.  Sampling 
began at the site at 10:39 p.m. on November 2, 2004 and ended at 12:08 p.m. on the same date.  
Only two bottles were filled during this storm event.  A hydrograph of the storm event is shown 
in Figure 4.16.  Due to the changing flow conditions at this site, this was the last storm event 
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sampled.  An adjacent property owner diverted the flow of water, so that this site no longer 
accumulated enough flow to signal the sampler to begin collection.   
 
0.000
0.025
0.050
0.075
0.100
0.125
0.150
0.175
2 Tue
Nov 2004
URBAN
Flowlink 4 for Windows
in
11/1/2004 1:00:00 PM - 11/2/2004 5:00:00 PM
Rainfall (3.60 in)
 
 
Figure 4.13.  Rainfall for Storm Event #2 
 
 
 
 
 
1471013161922
10
20
30
40
50
60
70
80
90
100
110
9PM
1 Mon Nov 2004
2 Tue 3AM 6AM 9AM 12PM 3PM 6PM
Storm Event Urban 11/1/04
Flowlink 4 for Windows
g
p
m
11/1/2004 8:00:00 PM - 11/2/2004 8:00:00 PM
CalcFlow 1 (63910.5 gal)
 
 
Figure 4.14.  Hydrograph for Storm Event #2 
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Figure 4.15.  Rainfall for Storm Event #2 
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Figure 4.16.  Hydrograph for Storm Event #2 
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4.4 Storm Event #3 
 
The third storm event sampled during this study occurred on January 13, 2005.   
4.4.1 Ag-Site #1 
 
The second storm event sampled at this site occurred on January 13, 2005.  This storm event 
began at 3:45 a.m. on January 13, 2005 and ended at 9:40 a.m. on the same date.  Total rainfall 
for this event was 0.89 inches.  A graph of the rainfall at five minute intervals is shown in Figure 
4.17.  Sampling began at 7:15 a.m. on January 13, 2005 and ended at 10:16 a.m. on the same 
date.  The hydrograph for this storm event is shown in Figure 4.18.  Due to the short duration of 
this storm, sampling took place over most of the hydrograph.   
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Figure 4.17.  Rainfall for Storm Event #3 
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Figure 4.18.  Hydrograph for Storm Event #3 
 
4.4.2 Ag-Site #2 
 
The third storm event sampled at this site began at 2:40 a.m. on January 13, 2005 and continued 
until 8:10 a.m. on the same date.  Total rainfall for this storm event was 0.86 inches.  A graph of 
the rainfall for this event is shown in Figure 4.19.  Sampling began at 4:58 a.m. and ended at 
6:27 a.m.  The hydrograph for the storm event is shown in Figure 4.20.    The area velocity 
module appeared to have malfunctioned during this storm event.  There was debris built up on 
the module when field maintenance occurred.   
4.4.3 Urban Site 
 
The third storm event sampled at the urban site began at 11:10 p.m. on January 12, 2005 and 
continued through until 9:00 a.m. on January 13, 2005.  Total rainfall for this event was 0.90 
inches.  A graph of the rainfall is shown in Figure 4.21.  Sampling at the site began at 4:07 a.m. 
on January 13, 2005 and ended at 5:21 a.m. on the same date.  The hydrograph for the storm is 
shown in Figure 4.22.  Due to the high flow from this rain event, sampling only occurred on the 
rising limb of the hydrograph. 
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4.5 Storm Event #4 
4.5.1 Ag-Site #1 
 
The third storm event sampled at this site occurred on February 1, 2005.  Light rainfall began at 
1:05 a.m. January 31, 2005 and continued intermittently through February 2, 2005.  Total rainfall 
The fourth storm event sampled during this study occurred on February 1, 2005.  for this event 
was 1.33 inches.  A graph of the rainfall at five minute intervals is shown in Figure 4.23.  Due to 
the intermittent nature of this rain event, sampling did not begin until 1:56 p.m. on February 1, 
2005 and ended at 10:55 p.m. on the same date.  As can be seen on the hydrograph in Figure 
4.24, the sampling covered the highest peak of the storm. 
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Figure 4.19.  Rainfall for Storm Event #3 
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Figure 4.20.  Hydrograph for Storm Event #3 
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Figure 4.21.  Rainfall for Storm Event #3 
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Figure 4.22.  Hydrograph for Storm Event #3 
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Figure 4.23.  Rainfall for Storm Event #4 
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Figure 4.24.  Hydrograph for Storm Event #4 
 
 
4.5.2 Ag-Site #2 
 
The fourth storm event sampled at this site actually covers two rain events separated by just 
under 24 hours.  The first began at 11:55 p.m. on January 30, 2005 and continued through 9:20 
a.m. on January 31, 2005.  Total rainfall for this storm was 0.62 inches and a graph of the rainfall 
is shown in Figure 4.25.  Sampling began at 8:20 a.m. on January 31, 2005 and continued 
through 11:27 a.m. on January 31, 2005.  The first six sample bottles were filled during this first 
storm event.   The hydrograph for this event is shown in Figure 4.26. The second storm event 
sampled at this site began at 11:10 a.m. on February 1, 2005 and ended at 11:05 p.m. on 
February 1, 2005.  Total rainfall was 0.60 inches, and the rainfall is shown in Figure 4.27.  The 
seventh bottle in the sampler began filling at 1:30 p.m. on February 1, 2005 and the eighth and 
last bottle began filling at 1:53 p.m. on February 1, 2005.  The hydrograph for the storm is shown 
in Figure 4.28.  Again, the area velocity module appears to have malfunctioned during this storm 
event.   
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Figure 4.25.  Rainfall for Storm Event #4 
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Figure 4.26.  Hydrograph for Storm Event #4 
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Figure 4.27.  Rainfall for Storm Event #4 
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Figure 4.28.  Hydrograph for Storm Event #4 
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4.5.3 Urban Site 
 
The fourth storm event sampled at the urban site occurred on January 31, 2005.  Rainfall began 
at 12:35 a.m. on January 31, 2005 and continued through 8:45 a.m. on the same date.  Total 
rainfall was 0.70 inches.  A graph of the rainfall is shown in Figure 4.29.  Sampling at the site 
began at 6:20 a.m. on January 31, 2005 and ended at 9:09 a.m. on the same date.  The 
hydrograph for the storm event is shown in Figure 4.30.   
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Figure 4.29.  Rainfall for Storm Event #4 
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Figure 4.30.  Hydrograph for Storm Event #4 
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4.6 Storm Event #5 
 
The fifth storm event sampled during this study occurred on February 23, 2005.  However, due 
to intermittent rainfall that fell in the study area, samples were collected over a period of time 
beginning on February 9, 2005 at Ag-Site #2 and the Urban site.  Site descriptions for this storm 
should be examined to determine which of the data was collected for each time period.   
4.6.1 Ag-Site #1 
 
Sampling at this site began on February 13, 2005 at 1:55 p.m. and ended at 4:00 p.m. on the 
same date.  Total rainfall for this storm was only 0.24 inches.  A graph of the rainfall is shown in 
Figure 4.31.  Although the sampler was programmed to sample only after 0.5 inches of rainfall in 
a 24 hour period, sampling began at 4:24 p.m. on February 13.  However, only one sample bottle 
was filled.  As these samples were not collected until February 23, 2005, only the preserved 
samples should be included in the data.  A hydrograph of the storm during which the first sample 
was collected is shown in Figure 4.32.  Rainfall at this site began again at 1:10 p.m. on February 
23, 2005 and ended at 2:50 p.m. on that same date. The total rainfall for this storm event was 
0.64 inches.  A graph of the rainfall at five minute intervals is shown in Figure 4.33.  The 
hydrograph for the storm event is shown in Figure 4.34.  The remaining seven samples were 
collected at this time.  As can be seen from the hydrograph, sampling occurred only on the rising 
limb of the hydrograph.  The flow was high from this storm event due to the wet conditions 
experienced at the site during the month of February.     
4.6.2 Ag-Site #2 
 
A series of small rain events caused the sampler to begin sampling on February 9, 2005.  
However, only three bottles were filled at that time.  The small rain events continued, so that the 
following samples were taken:   
• 4th bottle:  2/13/05 at 3:49 p.m. 
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• 5th bottle:  2/15/05 at 4:35 p.m. 
• 6th bottle:  2/22/05 at 5:34 p.m. 
• 7th bottle:  2/23/05 at 1:54 p.m. 
• 8th bottle:  2/23/05 at 2:04 p.m. 
 
Therefore, sample data from this date should be viewed with caution.  The rainfall for the month 
of February, 2005 is shown in Figure 4.35.  
4.6.3 Urban Site 
 
The fifth storm event sampled at the urban site began on February 9, 2005 at 12:35 a.m. and 
continued through until 4:50 a.m. on the same date.  Total rainfall for this event was 0.33 inches, 
and a graph of the rainfall is shown in Figure 4.36.  Sampling began at 9:02 a.m. on February 9, 
2005.   Even though no additional rainfall occurred, sampling continued through until February 
11, 2005 at 5:03 p.m.  A hydrograph of this storm event is shown in Figure 4.37.  
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Figure 4.31.  Rainfall for February 13, 2005 
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Figure 4.32.  Hydrograph for 1st Sample 
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Figure 4.33.  Rainfall for February 23, 2005 
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Figure 4.34.  Hydrograph for February 23, 2005 
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Figure 4.35.  Rainfall for the February, 2005 
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Figure 4.36.  Rainfall for February 9, 2005 
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Figure 4.37.  Hydrograph for February 9-11, 2005 
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5. POLLUTANT LOADING ESTIMATES 
 
There are a number of approaches used for calculating pollutant loads from observed 
concentration and flow data, including direct numeric integration, averaging approaches, ratio 
estimators, and regression approaches (Richards, 1999).  Most of these methods have been 
applied to larger drainage basins than considered in this study.  Due to the limited data collected 
and the small drainage areas of the sites, the event mean concentration method was chosen as the 
most appropriate method for this study. 
5.1 Event Mean Concentration  
One commonly used averaging approach is the Event Mean Concentration (EMC) method. The 
Event Mean Concentration (EMC) Method, also known as the flow- weighted concentrations 
(FWMC), can be calculated using the equation: 
 ∫
∫===
dttQ
dttQtC
V
MCEMC
)(
)()(
       (5.1) 
where C(t) and Q(t) are the time-variable concentration and flow measured during the runoff 
event, and M and V are pollutant mass and runoff volume.  Since flow-proportional sampling 
was used for this research, the volume of water corresponding to each sample concentration is 
equal to the flow threshold set in the sampling program. The total volume of water during the 
sample collection period is then equal to the flow threshold multiplied by the total number of 
sample intervals.   
Research has shown that many environmental variables follow a lognormal distribution.  
Data that follows a lognormal distribution can be described and compared by using the median, 
the mean, and the coefficient of variation where the coefficient of variation is defined as the 
standard deviation divided by the median concentration.   
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5.2 Storm Event EMCs 
 
The water quality data presented Tables 4.2 through 4.6 in Section 4.1.2 of this dissertation were 
analyzed to compute the mean EMC for each storm and each site.  Results of this analysis are 
shown in the following tables.  Due to the varying sample collection dates for Storm Event #5, 
storm EMCs in the tables below are presented with their respective sample collection date.  For 
purposes of computing the individual EMCs, a non-detect value was considered to be zero.    
Log transformation of the data was also performed, although those results are not presented here.  
The statistical reports produced in the analysis of the transformed data are also included in 
Appendix C.  Graphs of the EMCs for each constituent are shown in Figures 5.1 through 5.6. In 
the graphs, sample collection dates are referenced as shown in Table 5.9 with the exception of 
the graph of the TSS data.  In the case of TSS, the numbers 1-5 refer to the storm events 
discussed in section 4 of this dissertation. 
5.3 Overall Site EMCs 
The raw data for each site was compiled to compute overall site EMCs for each site and each 
constituent.  The data was also log transformed to determine if a lognormal distribution provided 
a better fit to each data set.  Results are shown in the tables on the following pages.   
5.4. Discussion of Results 
In examining the overall site mean and median data, Ag-Site #1 has the highest mean and 
median values for each constituent except for nitrate.  In the case of nitrate, Ag-Site #2 had the 
highest site mean value which was equal to 1.22 mg/l.  When the two agricultural sites are 
grouped together, the resultant mean and median values for each constituent are considerably 
higher than the mean and median values for the urban site.  The pooled agricultural mean values 
for TSS, in particular, are extremely high in comparison to the urban site mean TSS value.  The 
obvious variability between two agricultural sites in close proximity to each other and farmed by 
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the same farmer illustrates the need for further sampling at agricultural sites across the 
watershed.   
 
 
Table 5.1 Site Event Mean Concentrations:  July 17, 2004 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) No Data ND ND ND
No. of Samples  8 8 8
TKN (mg/l) No Data ND ND ND
No. of Samples  8 8 8
TP (mg/l) No Data 0.58 0.39 ND
No. of Samples  8 8 8
TSS (mg/l) No Data 1633.38 620.25 77.63
No. of Samples  8 8 8
NO3 (mg/l) No Data NR NR NR
No. of Samples  
NO2 (mg/l) No Data NR NR NR
No. of Samples  
 
 
 
Table 5.2 Site Event Mean Concentrations:  November 2, 2004 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) 0.54 ND 0.31 ND
No. of Samples 5 8 8 2
TKN (mg/l) ND ND 0.18 ND
No. of Samples 5 8 8 2
TP (mg/l) 1.92 0.81 0.57 ND
No. of Samples 8 8 8 2
TSS (mg/l) 741.75 560.25 266.38 65.50
No. of Samples 8 8 8 2
NO3 (mg/l) 0.58 1.65 0.29 0.38
No. of Samples 8 8 8 2
NO2 (mg/l) 0.31 0.43 0.02 0.06
No. of Samples 8 8 8 2
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Table 5.3 Site Event Mean Concentrations:  January 13, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) ND ND ND NO DATA
No. of Samples 7 8 8
TKN (mg/l) 0.24 0.39 ND NO DATA
No. of Samples 7 8 8
TP (mg/l) 1.48 2.03 0.75 NO DATA
No. of Samples 7 8 8
TSS (mg/l) 713.71 2002.88 162.13 NO DATA
No. of Samples 7 8 8
NO3 (mg/l) ND ND 0.21 NO DATA
No. of Samples 7 8 8
NO2 (mg/l) 0.53 1.86 0.03 NO DATA
No. of Samples 7 8 8
 
 
 
Table 5.4 Site Event Mean Concentrations:  February 1, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) 0.70 ND ND NO DATA
No. of Samples 8 8 8
TKN (mg/l) 0.94 0.15 0.15 NO DATA
No. of Samples 8 8 8
TP (mg/l) 4.04 0.50 0.79 NO DATA
No. of Samples 8 8 8
TSS (mg/l) 2090.00 131.63 51.43 NO DATA
No. of Samples 8 8 7
NO3 (mg/l) 0.10 2.46 0.34 NO DATA
No. of Samples 8 8 8
NO2 (mg/l) 1.56 0.22 0.02 NO DATA
No. of Samples 8 8 8
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Table 5.5 Site Event Mean Concentrations:  February 9, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) NO DATA 0.24 0.48 NO DATA
No. of Samples  3 8
TKN (mg/l) NO DATA 1.46 2.89 NO DATA
No. of Samples  3 8
TP (mg/l) NO DATA 0.52 0.42 NO DATA
No. of Samples  3 8
TSS (mg/l) NO DATA PHT1 PHT1 NO DATA
No. of Samples  
NO3 (mg/l) NO DATA PHT1 PHT1 NO DATA
No. of Samples  
NO2 (mg/l) NO DATA PHT1 PHT1 NO DATA
No. of Samples  
1Sample analysis was past acceptable holding time. 
 
 
Table 5.6 Site Event Mean Concentrations:  February 13, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) 0.69 0.95 NO DATA NO DATA
No. of Samples 1 1
TKN (mg/l) 8.23 5.68 NO DATA NO DATA
No. of Samples 1 1
TP (mg/l) 4.48 1.62 NO DATA NO DATA
No. of Samples 1 1
TSS (mg/l) PHT1 PHT1 NO DATA NO DATA
No. of Samples  
NO3 (mg/l) PHT1 PHT1 NO DATA NO DATA
No. of Samples  
NO2 (mg/l) PHT1 PHT1 NO DATA NO DATA
No. of Samples  
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Table 5.7 Site Event Mean Concentrations:  February 15, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) NO DATA 0.68 NO DATA NO DATA
No. of Samples  1
TKN (mg/l) NO DATA 4.05 NO DATA NO DATA
No. of Samples  1
TP (mg/l) NO DATA 1.04 NO DATA NO DATA
No. of Samples  1
TSS (mg/l) NO DATA PHT1 NO DATA NO DATA
No. of Samples  
NO3 (mg/l) NO DATA PHT1 NO DATA NO DATA
No. of Samples  
NO2 (mg/l) NO DATA PHT1 NO DATA NO DATA
No. of Samples  
 
 
Table 5.8 Site Event Mean Concentrations:  February 23, 2005 
 
Constituents Ag-Site #1 Ag-Site #2 Urban Forested 
NH3 (mg/l) 1.86 0.82 NO DATA NO DATA
No. of Samples 7 3
TKN (mg/l) 12.83 4.94 NO DATA NO DATA
No. of Samples 7 3
TP (mg/l) 5.36 1.85 NO DATA NO DATA
No. of Samples 7 3
TSS (mg/l) 7777.14 1917.67 NO DATA NO DATA
No. of Samples 7 3
NO3 (mg/l) 1.46 ND NO DATA NO DATA
No. of Samples 7 3
NO2 (mg/l) ND 0.74 NO DATA NO DATA
No. of Samples 7 3
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 Table 5.9. Reference Values for Sample Collection Dates 
Sample Collection Date Reference Number 
July 17, 2004 1
November 2, 2004 2
January 13, 2005 3
February 1, 2005 4
February 9, 2005 5
February 13, 2005 6
February 15, 2005 7
February 23, 2005 8
 
 
 
 
 
 
Figure 5.1. Average EMCs for TP 
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Figure 5.2.  Average EMCs for TSS 
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Figure 5.3.  Average EMCs for Ammonia 
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Figure 5.4.  Average EMCs for TKN 
 
Average Event Mean Concentration:  Nitrite (mg/l)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
1 2 3 4 5 6 7 8
Sampling Date
N
itr
ite
 (m
g/
l) Nitrite Ag-Site #1
Nitrite Ag-Site #2
Nitrite Urban
Nitrite Forested
 
 
Figure 5.5.  Average EMCs for Nitrite 
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Figure 5.6.  Average EMCs for Nitrate 
 
 
Table 5.10.  Nitrite Site Mean and Median Data 
 
Overall Site Mean and Median Data:  Nitrite 
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 0.96 0.91 0.99 0.76
AgSite #2 0.82 0.45 0.84 0.57
Grouped AgSites 0.90 0.50 0.92 0.66
Urban 0.03 0.02 0.03 0.02
 
 
 
Table 5.11.  Nitrate Site Mean and Median 
 
Overall Site Mean and Median Data:  Nitrate 
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 0.18 0.00 0.50 0.46
AgSite #2 1.22 1.54 2.05 2.00
Grouped AgSites 0.67 0.00 1.52 1.09
Urban 0.28 0.28 0.28 0.27
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Table 5.12.  NH3 Site Mean and Median Data 
 
Overall Site Mean and Median Data:  NH3
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 0.79 0.00 1.71 1.51
AgSite #2 0.12 0.00 0.65 0.49
Grouped Agsites 0.39 0.00 1.37 0.98
Urban 0.16 0.00 0.69 0.54
 
Table 5.13.  TKN Site Mean and Median Data 
 
Overall Site Mean and Median Data:  TKN
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 3.83 0.00 9.29 5.66
AgSite #2 0.83 0.00 3.14 2.41
Grouped Agsites 2.07 0.00 6.11 3.83
Urban 0.64 0.00 2.60 2.32
 
Table 5.14.  TP Site Mean and Median Data 
 
Overall Site Mean and Median Data:  TP
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 3.23 3.18 3.29 2.71
AgSite #2 1.03 0.62 1.02 0.83
Grouped Agsites 1.99 1.36 2.02 1.39
Urban 0.58 0.49 0.58 0.53
 
Table 5.15.  TSS Site Mean and Median Data 
 
Overall Site Mean and Median Data:  TSS 
 Site Mean 
(mg/l) 
Site Median 
(mg/l) 
Site logMean 
(mg/l) 
Site logMedian 
(mg/l) 
AgSite #1 2736.33 998.50 2684.19 1441.43
AgSite #2 1153.66 1140.00 1406.38 698.80
Grouped AgSites 1884.12 1027.00 2004.15 976.07
Urban 282.26 193.00 296.93 187.79
Forested 75.20 68.00 75.11 71.39
 
 
 82
Jeff P. Lin, in Lin, 2004, reviewed published literature values for both export coefficient 
and event mean concentration data.  His review only included one dataset containing estimated 
EMCs for row crop farming.  The dataset was taken from a study conducted Central and South 
Florida.  In the Florida data set, an EMC value for TN was reported as 2.68 mg/l and an EMC 
value for TP was reported as 0.562.  No values for TSS or any of the other constituents in this 
study were given.  The overall site TP EMC value for Ag-Site #1 was estimated in this project as 
1.03 mg/l and the overall site TP EMC value for Ag-Site #2 was estimated in this project as 3.83 
mg/l.  These values are considerably higher than those reported by Lin, 2004 for the Florida 
dataset.  Lin, 2004 also includes NURP EMC values for TSS, TP, TKN, nitrite, and nitrate.  The 
NURP mean EMC TSS value is reported as 78.4 mg/l, and the NURP mean EMC TP value is 
reported as 0.315 mg/l.  In comparison, this study found an overall urban mean EMC TSS value 
of 282.26 mg/l and an overall urban mean EMC TP value of 0.58 mg/l.  These variations indicate 
the need for further sampling to refine the estimates determined for this study.   The higher 
values may also be reflection of the fact that most of the storm events were sampled in the rising 
limb of the hydrograph. Therefore, the reported EMCs may overestimate the mean storm EMC 
for such events.   
5.5  Accuracy and Precision of Loading Estimates 
In this study, flow-proportional sampling was used at each of the four sites, and sampling 
occurred only during storm events.  Due to the limited data collected at the sites, the data from 
the two agricultural sites was pooled to examine the accuracy and precision of the EMCs 
calculated for each constituent.  If the true load is assumed to be the EMC computed when all 
data from both agricultural sites are used, then the accuracy of different sampling scenarios can 
be examined by comparing the estimated mean with the true mean.  The precision of each 
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sampling scenario can be compared by examining the standard deviation and coefficient of 
variation (COV) of each sampling strategy.     
The overall data sets of the two agricultural sites were pooled, and the mean and median 
of the data set were determined. Only total phosphorus and TSS were considered in this analysis, 
as these two constituents had the most complete data sets. The impact of sampling from each of 
the storm events described in Section 4.1.2 of this dissertation were then analyzed by taking sub-
sets of the overall data set.  The data were analyzed both with and without a log transformation.  
Overall, the data appeared to fit a lognormal distribution best.  Therefore, the logMean, 
logMedian, and the associated standard deviation and COV are presented in Table 5.16 and 
Table 5.17. Values shown in the tables have been rounded to two decimal places, although all 
calculations were performed with six decimal places.   
The results for the TP analysis indicate a range of COV values from 0.10 for the 
sampling strategy that combined raw data from storm events 1, 3, and 4 to 1.45 for the sampling 
strategy that combined raw data from storm events 1, 4, and 5.  The closest approximation to the 
“true” mean was produced by the sampling strategy that included data from storm events 3 and 
4.   
The results for the TSS analysis indicate a range of COV values from 0.67 for the 
sampling strategy that combined data from storm events 1 and 3 to 4.20 for the sampling strategy 
that combined data from storm events 4 and 5.  The closest approximation to the “true” mean 
was computed from the sampling strategy that combined data from storm events 1, 2, 3, and 5.   
5.6 Conclusions and Recommendations 
The Boeuf River/Bayou Lafourche watershed in Louisiana contains several streams that 
have been listed as impaired or threatened for various pollutants.  This watershed and other 
neighboring watersheds are important to the health of the Mississippi River system. The LSU Ag 
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Center (2004) has noted that Louisiana has twelve major watersheds or river basins composed of 
several hundred smaller sub-watersheds.  The Ouachita and Red River basins are considered 
major ones that drain numerous smaller tributary rivers and bayous that eventually flow into the 
Mississippi River system above Baton Rouge. 
 
Table 5.16. Comparison of Sampling Strategies for TP 
 
Storm 
Events 
logMean 
(mg/l) 
Difference 
between 
means 
Median 
(mg/l) 
Standard 
Deviation 
COV No. of 
Samples 
1,2,3,4,5 2.08 0 1.43 2.19 1.05 65
1,2,3,4 1.64 -0.44 1.20 1.52 0.93 55
 1,2,3,5 1.98 -0.10 1.45 1.82 0.92 55
1,2,4,5 2.18 0.10 1.37 2.70 1.24 49
1,3,4,5 2.34 0.26 1.56 2.63 1.12 50
2,3,4,5 2.33 0.25 1.63 2.38 1.02 49
1,2,3 1.39 -0.69 1.14 0.96 0.70 57
1,2,4 1.55 -0.53 1.06 1.65 1.07 39
1,2,5 2.06 -0.02 1.36 2.35 1.14 40
1,3,4 1.75 -0.33 1.24 1.75 0.10 34
1,3,5 2.28 0.20 1.65 2.17 0.95 39
1,4,5 2.66 0.57 1.51 3.85 1.45 33
2,3,4 1.85 -0.23 1.36 1.71 0.92 34
2,3,5 2.27 0.19 1.74 1.89 0.84 47
2,4,5 2.57 0.49 1.61 3.20 1.24 41
3,4,5 2.74 0.66 1.89 2.87 1.05 42
1,2 1.10 -0.98 0.89 0.79 0.72 41
1,3 1.38 -0.70 1.16 0.90 0.65 24
1,4 1.67 -0.41 1.03 2.15 1.28 23
1,5 2.85 0.77 1.64 4.08 1.43 24
2,3 1.61 -0.47 1.36 1.02 0.64 18
2,4 1.87 -0.21 1.24 2.13 1.14 31
2,5 2.62 0.54 1.78 2.85 1.08 32
3,4 2.12 0.04 1.51 2.08 0.98 26
3,5 2.78 0.70 2.32 1.84 0.66 31
4,5 3.52 1.44 2.03 4.99 1.42 25
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Table 5.17. Comparison of Sampling Strategies for TSS 
 
 logMean 
(mg/l) 
Difference 
between 
means 
Median 
(mg/l) 
Standard 
Deviation 
COV No. of 
Samples 
1,2,3,4,5 2004.15 0 976.07 3594.09 1.79 65
1,2,3,4 1273.52 -730.63 752.07 1740.33 1.37 55
 1,2,3,5 2028.50 24.34 1238.81 2630.24 1.30 55
1,2,4,5 2208.98 204.83 930.26 4757.59 2.15 49
1,3,4,5 2730.62 726.46 1165.78 5783.75 2.12 50
2,3,4,5 2031.52 27.36 915.68 4023.32 1.98 49
1,2,3 1162.71 -841.44 911.74 920.16 0.79 57
1,2,4 1164.19 -839.96 642.25 1790.13 1.51 39
1,2,5 2364 359.85 1282.25 3661.50 1.55 40
1,3,4 1652.01 -352.15 844.74 2776.44 1.68 34
1,3,5 2834.66 830.51 1810.22 3415.89 1.21 39
1,4,5 3652.48 1648.33 1174.78 10752.66 2.94 33
2,3,4 1160.78 -843.37 665.80 1657.76 1.43 34
2,3,5 2108.88 104.73 1187.51 3094.93 1.47 47
2,4,5 2280.64 276.49 845.25 5715.39 2.51 41
3,4,5 3002.80 998.64 1104.34 7592.62 2.53 42
1,2 990.38 -1013.77 790.45 747.61 0.75 41
1,3 1530.83 -473.33 1269.43 1031.74 0.67 24
1,4 1735.24 -268.91 698.24 3947.83 2.28 23
1,5 4256.90 2252.75 2650.22 5350.88 1.26 24
2,3 1018.99 -985.16 796.58 812.88 0.80 18
2,4 949.99 -1054.16 516.24 1467.55 1.54 31
2,5 2648.78 644.63 1212.33 5145.47 1.94 32
3,4 1568.29 -435.86 723.64 3015.41 1.92 26
3,5 3379.91 1375.75 1906.89 4946.29 1.46 31
4,5 4670.01 2665.86 1081.17 19623.67 4.20 25
 
In order to determine strategies for reducing pollutant loads in the Lower Ouachita 
watershed and other watersheds, it is important to obtain accurate measurements of pollutant 
loads from the land uses in the area.  Past research and sampling projects have provided data and 
loading estimates for many urban watersheds as pointed out by Heaney (1986) who stated that 
the results of the EPA Nationwide Urban Runoff Program were released in late 1983.  However, 
the same type of data is currently not available for rural land use types.   
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Nonpoint source loads are by nature more difficult to quantify than point source loads.   
Because surface runoff is the primary route by which nonpoint source pollutants enter a stream, 
it is important to link flow data with pollutant concentrations to determine the total mass load of 
a pollutant in a stream. As a result, flow-proportionate sampling has been found to be a more 
accurate sampling method for determining loading estimates   (Leitch, 1998; Rekolainen et al., 
1991; Sorens et al., 2001; Yaksich et al., 1983).  Flow-proportionate sampling involves taking 
samples at a higher frequency during periods of higher flow in the stream.  The sampling data 
can then be used to estimate pollutant loading estimates for the drainage area.  However, the use 
of automated water quality samplers to obtain such data is expensive and labor intensive, and this 
has discouraged many states from developing locally derived pollutant loading estimates.   
In this study, a flow-proportionate sampling program was implemented at four relatively 
homogeneous sites in the watershed.  Two of these sites drained fields whose predominant field 
usage was high density planted corn using 30 inch row spacing.  Results from this study indicate 
that TSS in particular is a primary pollutant of concern for this landuse type, and future BMP 
implementation should focus on reducing the sediment loading from such sites.  Due to the 
inherent difficulties involved in using automated water quality samplers; i.e., sampler 
malfunction, remote location of samplers, inability to monitor flow remotely to adjust sampling 
rate, limited data was collected.  Much of the data covered only a portion of each storm 
hydrograph.  Further sampling should be conducted to obtain a larger data set for these landuse 
types.  The use of composite sampling is recommended for future studies to help ensure that 
sample collection covers the extent of the storm hydrograph.   
Due to the small data set, only broad estimates of accuracy and precision of estimates 
could be provided, but a large database of samples would allow for more intensive study on the 
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accuracy and precision of estimates developed in this study and in similar studies. Information 
gained from this study can provide guidance for future sampling efforts of this type and improve  
the representativeness of future sampling data. Once the loading estimates developed in this 
study are validated through more extensive sampling, more sophisticated water quality models 
can be used to aid in planning both future monitoring programs and the implementation of best 
management practices in the area.   
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6.  APPLICATION OF PLOAD  
 
Two watershed models were chosen for study in this dissertation.  The first, PLOAD, is a 
simplified, GIS-based model used to calculate pollutant loads for watershed (USEPA, 2001).  It 
can be used as a screening tool with a minimum amount of data to determine critical areas in the 
watershed for future sampling or for BMP implementation.   
Nonpoint loading estimates can be used within BASINS and various models that are 
interfaced with BASINS.  One such model is the pollutant loading model known as PLOAD.  
PLOAD can be used to estimate the annual watershed loading for specific pollutants using 
loading estimates for the different land-use types and land-use information available through 
BASINS. PLOAD is a simplified, GIS-based model to calculate pollutant loads for watersheds 
(USEPA, 2001).  PLOAD can be accessed directly through BASINS.  PLOAD allows the user to 
input loading rates for different land-use types either in the form of an export coefficient term or 
as an event mean concentration.  Loading rates for the different land-uses within the watershed 
can either be locally derived site-specific rates, or the loading rates may be selected from 
published values for the region.  Annual loads for the watershed may be calculated through the 
use of either the pollutant export coefficient method or the Simple Method (USEPA, 2001).   
6.1. Data 
PLOAD requires the user to input a watershed boundary data file and a land-use file.  The LDEQ 
Subsegment Data Set referenced in Table 3.1 was used to define the watershed boundaries in the 
first application, and the SWAT watershed boundary file shown in Section 6.2 of this dissertation 
was used in the second application.  The GIRAS land-use file was used to define land-use for 
both applications.  The GIRAS data set is available for the Boeuf watershed in five different 
tiles.  These tiles were merged and clipped to the watershed area in ARCGIS 9.1.   
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6.2 PLOAD Run for LDEQ Subsegments 
The simple method of calculation was chosen for use within PLOAD.   In the first application, 
the LDEQ Subsegment file was evaluated in terms of total loading for TSS and TP for each 
subsegment and loading per area for TSS and TP for each subsegment.  Literature values shown 
in Table 6.1 were used as the EMC input to the model, and imperviousness values from the 
literature shown in Table 6.2 were used as the imperviousness input to the model.    
6.3 Results of PLOAD Application 
The results of the total loading for TP for each LDEQ subsegment are shown in Figure 6.1, and 
the TP loading per acre for each subsegment is shown in Figure 6.2.  Figure 6.1 shows that the 
model predicts the highest TP loading for LDEQ Subsegments 080904 and 080901. In 
comparison, the LDEQ subsements shown in Figure 3.8 of this dissertation with the highest 
average TP values developed from historical water quality data  are 080904 and 080907.  LDEQ 
subsegment 080901 is in the second highest range of average historical TP values.   
 The results of the total loading for TSS for each LDEQ subsegment  are shown in Figure 
6.3, and the TSS loading per acre for each subsegment is shown in Figure 6.4.  The model 
predicts the highest TSS loading for LDEQ subsegment 080904 and the second highest TSS 
loading for LDEQ subsegment 080901.  Although there is only limited historical TSS data 
available for comparison, these results can be compared to the historical dissolved oxygen data 
shown in Figure 3.9 of this dissertation.  Figure 3.8 shows that LDEQ subsegment 080904 had 
the second highest percentage of dissolved oxygen samples below 5.0 mg/l.   
6.4.  Conclusions 
The PLOAD model is useful as a screening tool to determine critical areas in a watershed for 
planning monitoring programs or for BMP implementation.  Although only literature values of 
TP and TSS EMCs were used in this analysis, the results are comparable to the historical water 
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quality data for the watershed.  Further analysis should be done to study the impact of using site 
specific loading estimates for this watershed 
 
Table 6.1.  Literature Values to TSS and TP 
LUCODE   Level2 TSS TP 
      11 Residential 47.7 0.3
      12 Commercial and Services 70.1 0.4
      13 Industrial 57.8 0.4
      14 Trans comm 57.8 0.4
      15 Industrial&commercial  60.5 0.28
      16 mxd urban or built-up 67 0.262
      17 other urban 67 0.262
      21 cropland and pasture 19.2 0.2
      22 orch, gov 19.2 0.2
      23 confined feeding ops 55.3 3.8
      24 other ag land 55.3 3.8
      32 shruband rangeland 70 0.1
      41 deciduous forestland 70 0.1
      42 evergreen forest land 70 0.1
      43 mixed forest land 70 0.1
      51 streams and canals 20 0.11
      52 lakes 20 0.11
      53 reservoirs 20 0.11
      61 forested wetland 19.2 0.2
      62 nonforested wetland 19 0.2
      73 sandy area 19 0.6
      75 strip mines 57.8 0.28
      76 transitional areas 26.8 0.2
      77 mixed barren land 19.2 0.6
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Table 6.1.  Imperviousness Values from the Literature 
LUCODE   Level2 Imperviousness 
      11 Residential 25 
      12 Commercial and Services 85 
      13 Industrial 70 
      14 Trans comm 65 
      15 Industrial&commercial  75 
      16 mxd urban or built-up 60 
      17 other urban 15 
      21 cropland and pasture 2 
      22 orch, gov 2 
      23 confined feeding ops 2 
      24 other ag land 2 
      32 shruband rangeland 2 
      41 deciduous forestland 2 
      42 evergreen forest land 2 
      43 mixed forest land 2 
      51 streams and canals 2 
      52 lakes 2 
      53 reservoirs 2 
      61 forested wetland 2 
      62 nonforested wetland 2 
      73 sandy area 2 
      75 strip mines 15 
      76 transitional areas 15 
      77 mixed barren land 2 
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Figure 6.1.  TP Pollutant Total Loading by LDEQ Subsegment 
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Figure 6.2.  TP Pollutant Loading Per Acre for Each LDEQ Subsegment 
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Figure 6.3.  TSS Pollutant Total Loading by LDEQ Subsegment 
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Figure 6.4.  TSS Pollutant Loading Per Acre for Each LDEQ Subsegment 
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7. SWAT APPLICATION TO THE STUDY AREA 
 
 The second watershed model chosen for study was SWAT. SWAT is a physically based 
watershed simulation model developed by the U.S. Department of Agriculture (USDA) 
Agricultural Research Service (ARS) to assess the impact of different land-use management 
techniques on large, complex watersheds  (Arnold et al., 1998).  Theoretical documentation of 
the model is available at http://www.brc.tamus.edu/swat/.  However, only one application of 
SWAT in Louisiana could be found in the literature (Wu and Xu, 2006). According to the 
authors, while SWAT has been applied to a wide range of watershed scales, most of the previous 
studies were conducted in regions of middle to high latitude (Wu and Xu, 2006).  There is a need 
to assess the applicability of the model to low latitude regions.   
7.1 Data Requirements 
The latest GIS- based version of the program is known as ArcSWAT.  This program operates as 
an extension to ArcVIEW 9.1  ArcSWAT requires at a minimum land use data and soil data for 
the study area.  For this study, the GIS data sets shown in Table 3.1 were used.    
7.2 Watershed Delineation 
The automatic delineation tool in AVSWAT was used to delineate the Boeuf Watershed.  The 
results are shown in Figure 7.1  The procedure requires the user to provide an elevation grid.  In 
this case, the NED grid referenced in Table 3.1 was used.  The user is given the option of 
“burning in” a stream grid which is helpful in areas with flat topography.  For this application, 
the NHD flow data referenced in Table 3.1 was used.  A digital stream layer was created using 
the stream threshold suggested by the results of the elevation grid processing.  The Boeuf 
watershed was divided into 100 subbasin areas based on the topography and the digital stream 
generation.       
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7.3 Soil and Land Use Overlay 
The STATSGO Soil database and the NLCD land use grid referenced in Table 3.1 were used to 
generate the soil and land-use distribution in the watershed.  The soil distritution within the 
watershed is shown in Figure 7.2.  ArcSWAT allows the user to divide the watershed into 
hydrologic response units (HRUs) based on the dominant soil and land-use types found in each 
subbasin.  In this application, 129 HRU’s were created based on a soil and land-use threshold of  
30%.  
7.4  Simulation Results 
A simulation was run on the Boeuf Watershed for the time period of January 1, 2000 through 
January 1, 2006.  Calibration was not performed at this time.  However, calibration of the model 
will be done in the future using data from USGS gaging stations in the watershed.  Table 7.1 
shows the average annual basin values for several parameters simulated by the model. 
Table 7.1.  Selected Average Annual Basin Values 
 
Parameter Average Annual Basin Value 
Precipitation 1334.2 mm 
Surface Runoff  484.33 mm 
Lateral Soil Q 4.06 mm 
Groundwater (Shallow Aquifer) Q 77.95 mm 
Total Water Yield 541.89 mm 
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Figure 7.1.  SWAT Watershed Delineation
 99
 
Figure 7.2.  Soil Distribution in the Boeuf Watershed 
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7.5 Conclusions and Recommendations 
Although the initial simulation results have not been calibrated with the observed flow in the 
watershed, and therefore cannot accurately simulate pollutant loading, further investigation 
should be conducted as to the applicability of this model to the watershed.  Investigation of the 
elevation data and research using other tools, such as ArcHydro 9.0 Tools and Terrain Analysis 
Using Digital Elevatio Model (TauDEM), indicated that the flat topography of the watershed 
prevented the accumulation of flow.  However, preliminary results from this simulation do show 
that the ArcSWAT model is capable of simulating flow in this watershed.  Higher resolution 
elevation data, such as that generated from recent Light Detection and Ranging (LIDAR) data, 
should be examined to see if better flow accumulation results can be obtained.   
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8. COMPARATIVE EVALUATION OF THREE RIVER WATER QUALITY MODELS 
8.1 Introduction 
 
The purpose of this chapter is to compare the performance of three BOD and DO sag models 
which incorporate first order, three-halves order and second order BOD reactions by using a 
lengthy set of water quality measurements from four streams.  Fifteen published data sets from 
the Bormida River in northern Italy were available to compare the fit of the first order, three-
halves order, and second order BOD models and the three corresponding DO sag equations 
which incorporated the BOD models.  In addition, BOD data sets were available from five 
streams in the Boeuf watershed and surrounding area. These data sets are available online with 
the corresponding TMDL report at http://www.deq.louisiana.gov/portal/default.aspx?tabid=1563.  
Nonlinear parameter estimation techniques were applied to compute the best fit parameters for 
each BOD model.  The DO sag equations were evaluated by calculating the initial DO 
concentration and the reaeration rate coefficient.  The root mean square error (RMSE) was used 
to measure how well each BOD and DO model fit the river data. 
8.2. Bormida River Data Set and Model Formulation  
The Bormida River data set used in this comparison of the three models was published in 
Rinaldi, et al. (1979) and is shown in Table 8.1.  Monthly BOD, DO, and temperature data were 
collected from the Bormida River in northern Italy over a period of four years from seven 
stations along a 68 km long section of the river.  A reservoir with a flow rate gauging station was 
located at the upstream end of the river monitoring section.  A factory discharged wastewater at a 
constant rate to the river at station 0, below the gauging station.  The flow rate, Q, was measured 
continuously at the gauging station.  The flow rate in Table 8.1 is the average of the flow rates on 
the three days immediately preceding the day in which the water quality data were collected.  It 
includes the wastewater flow rate.  The temperature in Table 8.1 was the mean water temperature  
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Table 8.1.  Rinaldi, et al. (1979) data set for the Bormida River  
 
Data 
Set 
BOD Distance to sampling station, meters Average 
Temp. 
in C˚ 
Range 
in C˚ 
Flow 
rate, 
m3/sec 
or DO 0 1750 4200 14000 25000 40000 68000 
1 BOD 196 180 200 118 64 38 10 17.5 4.2 0.64 
DO 2 5 3 0 4 5 5 5 6 5 9
2 BOD 149 118 120 92 72 58 24 9.0 5.1 0.69 
DO 4 4 5 3 5 5 9 9 5 9 5
3 BOD 222 220 162 126 110 66 40 0.5 5.0 1.45 
DO 5 0 1 3 5 6 5 10 5
4 BOD 116 105 105 84 70 44 38 19.0 3.0 1.16 
DO 3 3 5 2 5 5 5 6 7 5
5 BOD 155 160 125 78 46 18 14 18.0 3.2 0.87 
DO 1 5 0 1 5 3 5 4 5 5 5 7
6 BOD 129 150 125 86 70 46 20 17.0 3.3 0.93 
DO 3 3 5 2 5 6 6 6 5
7 BOD 86 70 68 56 50 34 24 5.0 2.5 2.60 
DO 8 0 2 6 7 9 5 12
8 BOD 171 160 145 73 68 30 16 25.0 3.7 1.16 
DO 1 5 0 0 1 2 2 2 3 6 5 8
9 BOD 205 200 200 104 98 60 58 10.0 8.9 0.64 
DO 1 0 0 4 6 6 7
10 BOD 101 100 90 70 68 58 22 1.8 3.5 2.31 
DO 7 5 4 4 8 9 9
11 BOD 84 80 80 60 50 36 24 3.5 2.4 2.89 
DO 8 3 6 8 10 10 5 11
12 BOD 163 150 135 100 85 62 50 11.8 2.4 1.45 
DO 4 5 0 0 5 4 5 6 8
13 BOD 74 80 70 60 44 46 22 16.8 2.5 2.31 
DO 5 5 5 5 3 6 7 7 5 8
14 BOD 106 90 85 70 55 40 20 11.5 5.5 2.31 
DO 7 5 3 3 6 7 9 9 5
15 BOD 90 75 80 40 30 20 12 16.0 6.0 1.74 
DO 6 5 5 2 5 5 7 8 5 9
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of the seven sampling stations when BOD and DO were sampled.  Rinaldi, et al. (1979) screened 
the forty-eight data sets to select fifteen in which the flow rate, Q, was relatively constant over 
the river reach and the temperature was relatively constant.  The flow rate and temperature varied 
from data set to data set, but the season for each set of sampling data was not reported although 
summer is distinguished by temperature from winter. These fifteen data sets were used by 
Rinaldi, et al. (1979) in the calibration and verification of a first order BOD model and a  
Streeter-Phelps DO model which incorporated a first order BOD model, but they did not 
investigate either a three-halves order or a second order BOD reaction model.  They found BOD 
sedimentation was negligible in the Bormida River. 
 The fifteen data sets included measured BOD and DO concentrations at the seven 
sampling stations which were referenced to distance along the river rather than flow time.  BOD 
and DO equations which sometimes are written in terms of flow time can be converted to terms 
of distance by using the relationship t = x / v where t is time, x is distance, and v is the velocity 
of the river.  This transformation requires the assumption of constant velocity, and although the 
velocity of the river was not reported, Rinaldi, et al. (1979) stated that the assumption was 
satisfied for the fifteen data sets. 
BOD and DO models written in terms of distance are called steady state models.The 
equation for a general order BOD model in terms of distance is  
    nnLKdx
dL −=        (8.1) 
where L is the BOD remaining, g/m3, at point x, and Kn is defined as a reaction rate constant, 
with units g1 - n/m4 - 3n (Adrian, et al., 2004).  The first order BOD reaction model has n = 1 
allowing equation (1) to integrate to  
    xKeLxL 10)(
−=       (8.2) 
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in which first order rate constant, K1, has units m-1.  The rate constant is a function of 
temperature (Metcalf and Eddy, 2003) 
    2011 20)(
−′θ=′ TKTK       (8.3) 
where 
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K is the rate constant at 20º C, and T′ is temperature in Celsius.  θ  is a parameter that 
varies from 1.135 for T′ between 4º and 20º C, and 1.056 for T′ between 20º and 30º C.  
  The DO sag equation which incorporates a first order BOD reaction is  
    )(1 CCKLKdx
dC
SS −+−=      (8.4) 
where C is the dissolved oxygen concentration in g/m3, L is the BOD concentration in g/m3, Cs is 
the dissolved oxygen saturation value in g/m3, x is the distance in m, and Ks is a reoxygenation 
rate with units m-1.  If photosynthetic oxygen production is present in a river equation (4) will 
have an additional term but Rinaldi, et al. (1979) found it was negligible in the Bormida River.  
The solution to equation (4) is the Streeter and Phelps (1925) equation  
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S
oxK
oSS
SS ee
KK
LK
eCCCxC −−− −−−−−=     (8.5) 
where L0 is BOD concentration for x = 0, and other terms have been defined previously. 
 If equation (1) had been a three-halves order BOD reaction with n = 3/2, Adrian, et al. 
(1999) showed the BOD equation would be 
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instead of equation (2).  K3/2 is the three-halves order BOD reaction rate constant with units 
m1/2/g1/2.  The DO sag equation which incorporates a three-halves order BOD reaction was 
developed by Adrian, et al. (1999) and modified as  
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where the function )(2/3 xI is discussed in the Appendix.   
 If equation (1) had been a second order BOD reaction with n = 2, several investigators 
including Adrian, et al. (2004) showed its integral would be 
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where K2 is the second order BOD reaction rate constant with units m2/g.  The DO sag equation 
which incorporates a second order BOD reaction was formulated in Adrian, et al. (1998) and 
modified as 
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The function ( )xI 2  is discussed in the Appendix. 
8.2.1 Results for Bormida River Data Set 
 
To compare the first order, three-halves order, and second order BOD models given by equations 
(8.2), (8.6), and (8.8) and the three DO models given by equations (8.5), (8.7), and (8.9), fifteen 
data sets in Table 8.1 from the Bormida River were analyzed.  Each of these fifteen data sets had 
been identified by Rinaldi, et al. (1979) as representing a relatively stable flow rate, Q, and 
temperature, T′, along the reach of the river.  The fit of each BOD model to the data sets is 
assessed based on root mean square error (RMSE) values (Berthouex and Brown, 2002).  Table 
8.2 presents the BOD rate constant and the ultimate BOD based on minimizing the RMSE 
between the data and the BOD model.  Bates and Watts (1988) point out that RMSE values do 
not always provide enough information to discriminate between two BOD models, and 
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recommend that standard error of estimate (SEE) for the BOD models be included as indicators 
of best fit.  Table 8.3 contains the SEE values for each of the three BOD models and for each 
data set.  In addition, tests were performed for normality and constant variance.  
 The BOD rate constant and the ultimate BOD concentration for each of the fifteen data 
sets were estimated and are shown in Table 8.2 for each of the three BOD models.  The rate 
constant and the ultimate BOD were the values which minimized the RMSE.  The advice of 
Bates and Watts (1988) was followed with calculation of the SEE for each model as shown in 
Table 8.3.  An asterisk on a SEE value in Table 8.3 indicates which BOD model provided the 
best fit with the data. Set 8 failed the normality test when the second order BOD model was used.  
However, it passed the normality and constant variance tests with both the first order and the 
three-halves order models, and the SEE was the lowest for this set with the three-halves order 
model.  Set 10 failed the constant variance test with all three models.  So, despite the low SEE 
value for the first order BOD model, the results from this set should be viewed with particular 
caution.  Set 15 of Table 8.3 failed the normality test with the second order BOD model, but 
passed it with both the first order and the three-halves order models.  Based on the lowest SEE 
value, the three-halves order model was judged to provide the best fit to this data set.   
The DO sag model equations (8.5), (8.7), and (8.9), were applied to the DO data sets after 
incorporating the best fit BOD parameters shown in Table 8.2.  The value of Cs, the DO 
saturation value, was selected from tables in Metcalf and Eddy (2003).  The DO sag equations 
were treated as if the parameters C0, the initial DO concentration, and Ks, the reaeration 
coefficient, were unknown, although Table 8.1 shows there were initial DO readings.  However, 
each DO reading, including the initial value, contains error, so it was decided to treat the initial 
DO concentration in each DO model as an unknown parameter which would be calculated from 
fitting a model to the data set.  Thus, each DO model was tested with the fifteen data sets in 
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Table 8.1 to find the values of C0 and Ks which would minimize RMSE between the measured 
and predicted DO values.   
 
Table 8.2.  Best fit values of the rate constant and ultimate BOD for the data of Table 1 fit 
to a first order, three-halves order, and second order BOD model, respectively. 
 
Data 
Set 
 
First Order BOD, 
Eq. (2) 
 
Three-halves Order 
BOD, Eq. (6) 
 
Second Order 
BOD, Eq. (8) 
K1 
x 10-5 
m-1 
L0 
g/m3 
K3/2  
x 10-6 
(m/g)1/2  
L0 
g/m3 
K2  
x 10-7 
m2/g 
L0 
g/m3 
1 4.42 206 3.83 210 3.43 212 
2 2.44 135 2.74 138 3.00 141 
3 2.93 212 2.73 218 2.46 224 
4 1.94 112 2.30 114 2.65 115 
5 5.08 161 5.49 166 5.71 169 
6 2.89 141 3.19 144 3.39 145 
7 1.92 77 2.76 79 3.90 80 
8 4.43 170 4.72 176 4.79 179 
9 2.95 206 2.76 212 2.46 216 
10 1.79 100 2.20 101 2.67 102 
11 2.03 84 2.79 85 3.74 86 
12 2.17 153 2.30 157 2.37 160 
13 1.70 77 2.39 78 3.29 78 
14 2.35 98 3.06 100 3.89 102 
15 4.18 87 6.15 89 8.69 91 
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Table 8.3.  Model SEE for the data of Table 1 fit to a first order, three-halves order, and 
second order BOD model, respectively. 
 
Data 
Set 
 
First Order BOD, 
Eq. (2) 
 
Three-halves Order 
BOD, Eq. (6) 
 
Second Order 
BOD, Eq. (8)  
 
Model SEE, g/m3 
 
Model SEE, g/m3 
 
Model SEE, g/m3 
1 14.53* 18.94 24.29 
2 8.94 8.79* 9.47 
3 17.30 14.59 13.88* 
4 5.56 4.63* 4.95 
5 7.91* 9.05 13.09 
6 9.68* 10.38 12.35 
7 5.22 4.74 4.66* 
8 10.96 9.39* 11.70 
9 21.52 17.45 16.15* 
10 6.89* 7.61 8.39 
11 2.44 1.94* 2.87 
12 10.41 6.83 3.93* 
13 5.17* 5.29 5.67 
14 4.42* 4.48 5.34 
15 6.72 5.44* 6.01 
 
 Due to the complexity of the DO sag equations, a program was written to estimate C0 and 
Ks using the Newton-Raphson method (Bates and Watts, 1988).  The results, including the 
parameter estimates and the RMSE values for each model, are shown in Table 8.4 where an 
asterisk on a RMSE entry indicates best fit as measured by the RMSE criterion.  
8.2.2 Discussion for Bormida River Data Set 
 
The water quality monthly data sets for the Bormida River are for a 4 year long data collection 
period.  A reservoir at the upstream end of the 68 km long river reach over which sampling took 
place provided a stable flow rate although it could vary from month to month and a gauging 
station provided a continuous flow rate record.  Rinaldi, et al. (1979) state that the flow rate 
varied little along the reach being sampled during the time when the water quality data in Table  
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Table 8.4.  Best fit values of the reaeration rate constants, the initial dissolved oxygen 
concentration, and the root mean squared error for measured data and dissolved oxygen 
models which incorporated the first order, three-halves order, and second order BOD 
models, respectively. 
  
Data 
Set 
 
DO Model with First 
Order BOD, Eq. (5) 
 
 
DO Model with Three-halves 
Order BOD, Eq. (7) 
 
 
DO Model with Second 
Order BOD, Eq. (9) 
Ks      
x 10-3 
m-1 
C0 
g/m3 
 
RMSE 
g/m3 
Ks    
x 10-3 
m-1 
C0 
g/m3 
 
RMSE 
g/m3 
Ks      
x 10-3 
m-1 
C0 
g/m3 
 
RMSE 
g/m3 
1 0.95 2.87 1.12* 1.07 2.92 1.56 1.03 2.84 2.06 
2 0.44 3.95 0.97 0.48 4.37 0.76* 0.54 4.66 1.02 
3 0.36 4.59 1.24* 0.42 5.63 2.30 0.51 6.17 3.45 
4 0.34 2.97 0.60* 0.36 3.30 0.65 0.39 3.60 0.89 
5 0.75 1.60 1.48* 0.93 1.72 2.04 1.14 1.72 2.48 
6 0.52 3.29 1.03* 0.60 3.54 1.35 0.70 3.62 1.73 
7 0.17 3.98 2.48 0.17 4.51 2.17 0.18 5.09 1.90* 
8 0.65 1.97 1.68* 0.85 2.01 2.52 1.09 1.89 3.10 
9 0.51 0.89 1.23* 0.60 1.38 1.67 0.71 1.59 2.26 
10 0.17 6.14 1.08 0.17 6.68 0.99* 0.18 7.27 1.15 
11 0.24 5.86 1.53 0.26 6.28 1.36 0.27 6.71 1.25* 
12 0.32 3.07 1.17 0.35 3.81 1.00* 0.39 4.48 1.25 
13 0.27 5.13 0.88 0.28 5.41 0.74 0.29 5.70 0.67* 
14 0.32 5.96 1.26 0.34 6.50 0.84 0.36 7.05 0.54* 
15 0.45 6.49 0.65* 0.52 6.90 1.06 0.65 6.93 1.62 
 
8.1 was collected.  They also state that the geometry of the waterway over the 68 km long reach 
was stable so that the velocity was nearly constant over the reach for the fifteen data sets in Table 
8.1.  Of course, the flow rate changed from month to month with the maximum reported flow 
rate for data set 11 being about 4.5 times the minimum reported flow rate for data sets 1 and 9, 
showing the flow rate dampening effect of the reservoir and the discharge rules of the reservoir 
operators. 
 The temperature data in Table 8.1 show the effects of seasons with a summer high 
temperature of 25o C, data set 8, and a winter low temperature of 0.5o C, data set 3.  The 
temperature was recorded at each sampling station when the BOD and DO data were collected, 
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and the mean temperature is reported in Table 8.1.  The temperature range is the maximum 
temperature at any station minus the minimum temperature at any station.  The temperature 
excursion would introduce variation in the BOD rate constant and the DO saturation value, both 
of which vary with temperature.  The reaeration rate constant, Ks, has a complex relationship to 
velocity, depth of flow, and temperature, so the several flow rates and temperatures in the data 
sets would lead to reaeration rate constant excursions as are evident in Table 8.4. 
 The initial DO value is reported in Table 8.1 at station 0, but was not used as the C0 value 
in the DO equations.  Instead, the initial DO value was treated as a data point and C0 was 
calculated from calibrating the DO models and is reported in Table 8.4.  Rinaldi, et al. (1979) 
discussed the uncertainty of the initial DO value, but attributed much of its uncertainty to the 
error that could have been introduced due to incomplete mixing of the wastewater effluent 
discharge above station 0 and the river flow from the reservoir releases.  The DO model 
equations would be easier to calibrate if the DO value measured at station 0 was inserted into the 
appropriate model, but the entire C(x) curve would shift due to use of the least reliable DO data 
point as the initial value.    
The three DO sag models did not predict the same reaeration rate coefficient and initial 
dissolved oxygen concentration.  The DO sag equations tended to predict larger values of both 
the reaeration rate coefficient and initial DO concentration, as the BOD reaction order increased, 
but there was one exception for Ks and two exceptions for C0. 
 Based on all of the SEE values in Table 8.3, the first order BOD model had the best fit 
six times, the three-halves order BOD model had the best fit five times, and the second order 
BOD model had the best fit four times.  The values of L0, the ultimate BOD, in Table 8.2 showed 
a trend in which there was a small increase in L0 as the BOD reaction order increased.  BOD rate 
constants have units which are different for each reaction order so a comparison across reaction 
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orders is not appropriate.  Using RMSE as an indicator of best fit, between predicted and 
measured DO, Table 8.4 shows the DO sag model, equation (8.5), with first order BOD fit the 
data best in eight cases, the DO sag model, equation (8.7), with three-halves order BOD fit the 
data best in three cases, and the DO sag model, equation (8.9), with second order BOD fit the 
data best in four cases.  These results are shown in Figure 8.1 for BOD and DO.   
 Further evaluation of the three BOD models was conducted using a model discrimination 
function as presented in Berthouex and Brown, 2002. The model discrimination function 
computes the posterior probability in favor of model i being correct as: 
 ∑= iii R
RP           (8.10) 
where the summation is over the k models and: 
)(5.0
min
pn
i
i RSS
RSSR
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛=          (8.11) 
RSSi = residual sum of squares of model i, RSSmin = the smallest residual sum of squares in the 
set of k models, n = number of observations, and p = number of estimated parameters in each 
model.  The results of these calculations are shown in Table 8.5.  The probability results are 
presented in Figure 8.2.  In this analysis, the first order BOD model had the highest probability 
of being the correct model for six of the data sets, the three-halves BOD model had the highest 
probability of being the correct model for five of the data sets, and the second order BOD model 
has the highest probability of being the correct model for four of the data sets.  
A procedure presented in Marske and Polkowski (1972) was used to compare the relative 
adequacy of the three-halves order and the second order BOD models with the first order BOD 
model.  The relative adequacy of each model was computed as 
%100*
1
1
st
sti
RSS
RSSRSS −           (8.12) 
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where RSSi = residual sum of squares of model i and RSS1st = the residual sum of squares for the 
first order model.  A positive result indicates that the first order model provides a better fit to the 
data, and a negative result indicates that the model i provides a better fit to the data.  The 
resulting percentages are presented as scatter plots in Figures 8.3 and 8.4, with Figure 8.3 
showing the relative adequacy of the three-halves order BOD model and Figure 4 showing the 
relative adequacy of the second order BOD model.  Figure 8.3 shows that the first order BOD 
model provided a better fit in six of the data sets, while the three-halves order BOD model 
provided a better fit in nine of the data sets.  In the comparison between the second order BOD 
model and the first order BOD model, the results in Figure 8.4 show that the first order model 
provided a better fit in nine of the data sets, and the second order model provided a better fit in 
the remaining six data sets.     
The relative adequacy of the three-halves order DO model and the second order DO 
model were computed as 
%100*
1
1
st
sti
RMSE
RMSERMSE −         (8.13) 
where RMSEi = root mean square error for model i and RMSE1st = root mean square error for the 
first order model.  The results are presented in Figures 8.5 and 8.6, with Figure 8.5 showing the 
relative adequacy of the three-halves order DO model and Figure 8.6 showing the relative 
adequacy of the second order DO model.  The results presented in Figure 8.5 indicate that the 
first order DO model provided a better fit in eight of the cases, while the three-halves order DO 
model provided a better fit for seven of the cases.  The results presented in Figure 8.6 indicate 
that the first order DO model provided a better fit in eleven of the cases, while the second order 
DO model provided a better fit for the remaining four data sets.  These results indicate that 
higher order BOD and DO models should be considered when modeling stream water quality.   
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Table 8.5.  Residual sum of squares analysis for the first order, three-halves order, and 
second order BOD models, respectively. 
 
Data Set 
 
1st Order  
BOD Model 
 
 
3/2 Order  
BOD Model 
 
 
2nd Order 
 BOD Model 
RSSi Ri 
 
Pi 
 
RSSi Ri 
 
Pi 
 
RSSi Ri 
 
Pi 
 
1 1055.237 5.000 0.423 1794.177 3.835 0.324 2950.781 2.990 0.253
2 399.386 4.918 0.338 386.460 5.000 0.343 448.537 4.641 0.319
3 1497.039 4.010 0.291 1064.685 4.755 0.345 962.935 5.000 0.363
4 154.402 4.169 0.301 107.381 5.000 0.361 122.579 4.679 0.338
5 313.189 5.000 0.403 409.330 4.374 0.353 856.923 3.023 0.244
6 468.694 5.000 0.368 539.196 4.662 0.343 762.322 3.921 0.289
7 136.140 4.466 0.310 112.208 4.919 0.342 108.607 5.000 0.348
8 600.196 4.285 0.322 440.798 5.000 0.376 684.064 4.014 0.302
9 2316.133 3.752 0.280 1522.607 4.628 0.346 1304.201 5.000 0.374
10 237.294 5.000 0.367 289.797 4.524 0.332 351.952 4.106 0.301
11 29.717 3.980 0.322 18.827 5.000 0.405 41.288 3.376 0.273
12 541.685 1.886 0.193 233.249 2.875 0.295 77.103 5.000 0.512
13 133.624 5.000 0.346 140.056 4.884 0.338 160.657 4.560 0.316
14 97.891 5.000 0.355 100.445 4.936 0.351 142.603 4.142 0.294
15 225.711 4.046 0.298 147.813 5.000 0.369 180.735 4.522 0.333
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Figure 8.1.  Frequency with which river data had a best fit to first order, three-halves order 
and second order BOD models and to DO models that contained the above BOD models. 
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Figure 8.2.  Probability that each of the above BOD models are the best fit to the Bormida 
River data set as computed by Equation (10). 
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Figure 8.3.  Relative adequacy of the three-halves order BOD model as computed by 
equation (8.12). 
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Figure 8.4.  Relative adequacy of the second order BOD model as computed by equation 
(8.12). 
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Figure 8.5.  Relative adequacy of the three-halves order DO model as computed by 
equation (8.13). 
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Figure 8.6.  Relative adequacy of the second order DO model as computed by equation 
(8.13). 
 
 
8.2.3 Conclusions for Bormida River Data Set 
 
The results from analysis of the fifteen different BOD and DO data sets support the conclusion 
that the first order BOD model is frequently but not always the most appropriate model to use by 
itself to model BOD.  However, the conclusion that the first order model is the most likely to 
describe BOD data best as measured by RMSE and SEE, is modified by noting that in over half 
of the data sets the three-halves order or the second order BOD model provided a better fit.  The 
conclusion for the DO models is clearer than for the BOD models.  Figure 8.1 shows that the DO 
model incorporating first order BOD was the most appropriate selection in slightly more than 
half the cases.   
8.3 Bayou Chauvin Data Set and Model Comparison 
The second data set analyzed in this chapter was published in a TMDL report entitled “Bayou 
Chauvin Watershed TMDL for Biochemical Oxygen-Demanding Substances and Nutrients” in 
2002  ( LDEQ, 2002).  Bayou Chauvin is located in northeast Louisiana, north of Monroe, in the 
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lower portion of LDEQ Subsegment 080102 (LDEQ, 2002). The bayou originates just west of 
the junction of Caney Creek and flows in a westerly direction through Chauvin Swamp to the 
Ouachita River  (LDEQ, 2002).  The land uses in the watershed are shown in Table 8.6 (LDEQ, 
2002). However, it is believed that the suburban area in the watershed is underestimated as much 
of it is not dense enough to show up on land use mapping and is instead classified as grassland 
and wetland (LDEQ, 2002). The bayou was listed on the 2000 305(b) list as being impaired due 
to organic enrichment/low DO (LDEQ, 2002).  Figure 8.7 shows the location of Bayou Chauvin 
in relation to the Boeuf watershed. 
     Table 8.6. Land Use in Bayou Chauvin (TMDL) 
Land Use Area, acres Percent of Total Watershed 
(%) 
Agricultural and grassland 3500 43 
Wetland 3200 40 
Forest land 500 6 
Suburban 500 6 
Water 400 5 
Total 8100 100 
 
An intensive water quality study was conducted along Bayou Chauvin by LDEQ from 
September 25, 1994 through October 5, 1994.  Data was collected at 15 sampling sites along the 
bayou.  The name and location of the sampling sites are identified in Table 8.7. Two samples 
were taken at each sampling site.  It is not known if the two samples were taken on the same 
date.  A first order decay rate and an ultimate BOD concentration were calculated and provided 
with each data set. 
8.3.1 Results 
 
The Bayou Chauvin data sets were analyzed using the procedures outlined in Section 8.2 of this 
dissertation. The estimated parameters for each of the three BOD models are shown in Table 8.8. 
The first order decay rate constant and ultimate BOD concentrations given in the sample data 
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were used as initial values in the parameter estimation. Table 8.9 provides the corresponding R2 
and SEE values for each of the data sets.  An asterisk beside the R2 value represents the model 
that provides the best fit to the data set.  The statistical analysis included tests for normality, 
constant variance, and autocorrelation of the data.  All of the Bayou Chauvin data sets passed the 
normality tests.  However, several data sets failed the constant variance test and/or the test for 
autocorrelation.  The Durbin-Watson Statistic was used as the test for autocorrelation.  Table 
8.10 shows the specific data sets which did not pass these tests.     
8.3.2 Discussion 
 
The results of the analysis shown in Table 8.9 indicate that the first order BOD model may not 
always be the most appropriate model for use in Bayou Chauvin.  In 18 of the data sets, the 
second order BOD model provided a better fit to the data.   
8.4 Turkey Creek 
The third data set is from a report accessed on the LDEQ Electronic Document Management 
System (EDMS) website.  It consists of nine sets of BOD data collected on April 15-17, 2000, 
along Turkey Creek in Louisiana. Turkey Creek is approximately 20.0 kilometers long in the 
study reach, and the majority of the land use along the river is for agricultural purposes.  Figure 
8.8 shows the location of the Turkey Creek watershed. It is located in LDEQ subsegments 
080905 and 080906. The sampling sites included in the report are identified in Table 8.10.  Very 
little additional information was provided in the report.   
8.4.1 Results 
The Turkey Creek data sets were analyzed using the procedures outlined in Section 8.2 of this 
dissertation.   The estimated parameters for each of the three BOD models are shown in Table 
8.11. The first order decay rate constant and ultimate BOD concentrations given in the sample 
data were used as initial values in the parameter estimation. Table 8.12 provides the 
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corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
represents the model that provides the best fit to the data set. The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  
8.4.2 Discussion 
The second order BOD model provided the best fit for seven of the nine data sets from Turkey 
Creek.  Although not much information was provided in the report on the discharges into Turkey 
Creek, it is clear from the analysis that the second order BOD model should be considered when 
modeling the BOD from Turkey Creek.   
8.5 Ouachita River 
The fourth data set analyzed in this chapter was published in a TMDL report for the Ouachita 
River.  The Ouachita River flows has its source in the Ouachita Mountains of west central 
Arkansas near the Oklahoma border (LDEQ, 2002). The river flows approximately 605 miles 
through northeastern Louisiana to the confluence with the Tensas River near Trinity, Louisiana  
(LDEQ, 2002). The Ouachita Basin drains over 10,000 square miles, and most of the basin’s 
land use is agricultural row crops (LDEQ, 2002).  The portion of the Ouachita River modeled in 
the TMDL is located in LDEQ Subsegment 080101.  The subsegment is shown in Figure 8.9.  
This segment begins at the Louisiana-Arkansas state line and ends at the Columbia Lock and 
Dam at Riverton, Louisiana (LDEQ, 2002).  Land use in LDEQ Subsegment 080101 as given in 
the TMDL report is shown in Table 8.14.  The data provided in the report includes 14 sampling 
sites located along the river. Several sites were sampled twice.  Samples were collected on July 
18, 2001.  The site descriptions and locations are shown in Table 8.15.   
8.5.1 Results 
The Ouachita River data sets were analyzed using the procedures outlined in Section 8.2 of this 
dissertation.   The estimated parameters for each of the three BOD models are shown in Table  
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Figure 8.7.  Map of Bayou Chauvin 
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Table 8.7.  Location and Description of Sampling Sites On Bayou Chauvin 
SITE 
NUMBER 
NAME DESCRIPTION OF POINT SOURCE 
DISCHARGES 
LOCATION 
ON BAYOU 
CHAUVIN 
(KM) 
1 Caney Creek 
Confluence 
 11.59
2 Hwy 139  10.90
3 Lakewood Drive  10.18
4 Lakeside Liner 
Subdivision and 
Bayou Oaks Pond 
Discharges into Bayou Chauvin via the Bayou 
Oaks ditch (No discharge from this ditch at the 
time of the 1994 Survey).  Point source 
dischargers into this effluent ditch include 
Lakeside Liner Subdivision pond, Bayou Oaks 
Subdivision point, and Belle Meade 
Subdivision-Timberwood Pond.  All point 
sources are oxidation ponds treating sanitary 
wastewater only 
9.08
5 Joe White Road  9.70
6 Contol Structure  9.22
7 Leisure Village STP Discharges directly into Bayou Chauvin:  
Sanitary wastewater extended aeration STP 
8.88
8 Oakwood Pond #1  6.52
9 Oakwood Pond #2 Discharges directly into Bayou Chauvin:  
Oxidation pond treating sanitary wastewater 
only 
6.20
10 Old Sterlington 
Road 
 5.44
11 ALM Railroad Discharges directly into Bayou Chauvin:  Point 
Source dischargers into this effluent ditch 
include Allied Building Stores, Inc. and Poly 
Processing – Monroe Plant.  Both point source 
are sanitary wastewater extended aeration STP 
4.68
12 Highway 165  4.12
13 Ouachita Levee  
14 Northgate Estates 
Pond 
Discharges into Bayou Chauvin via an effluent 
ditch:  Oxidation pond treating sanitary 
wastewater only 
3.86
15 Northside Terrace 
Pond 
Discharges into Bayou Chauvin via an effluent 
ditch:  Oxidation pond treating sanitary 
wastewater only 
3.06
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Table 8.8.  Best fit values of the rate constant and ultimate BOD for the Bayou Chauvin fit 
to a first order, three-halves order, and second order BOD model, respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm  
x )2( −E  
oL  
3/ mg  
2K  
gm /2  
x 2( −E ) 
oL  
3/ mg  
1-1 0.1558 25.1739 3.27 27.7655 0.58 30.7055
1-2 0.1610 24.9870 3.51 27.3198 0.65 30.0021
2-1 0.0359 7.0001 1.03 8.2221 1.03 8.2221
2-2 0.2048 4.6020 12.63 4.8192 6.39 5.1464
3-1 0.1276 4.5121 5.57 5.1759 2.05 5.8977
3-2 0.1089 3.9260 4.63 4.66323 1.66 5.4418
4-1 0.0104 211.1597 0.04 295.6037 0.002 326.6418
4-2 0.0280 91.7477 0.19 122.2374 0.01 152.8943
5-1 0.1111 28.9258 1.83 33.7354 0.26 38.8116
5-2 0.1052 24.9934 1.78 29.6352 0.25 34.5408
6-1 0.1829 4.5491 11.46 4.76150 6.35 4.9944
6-2 0.1784 5.7936 8.26 6.2957 3.24 6.8816
7-1 0.0746 11.3550 1.75 13.8637 0.34 16.5189
7-2 0.0010 59.8807 0.02 42.6515 0.002 51.4598
8-1 0.5856 2.4214 36.64 2.5835 23.45 2.7693
8-2 0.1394 4.8866 6.29 5.4771 2.42 6.1198
9-1 0.1255 12.9778 2.92 15.3782 0.57 18.0305
9-2 0.1130 14.1007 2.45 16.9395 0.44 20.0113
10-1 0.1276 12.8841 3.24 14.8654 0.69 16.9948
10-2 0.1177 11.0642 3.05 13.0167 0.67 15.1034
11-1 0.1333 10.2567 3.82 11.7937 0.93 13.4509
11-2 0.1345 11.3948 3.67 13.0874 0.85 14.9058
12-1 0.1329 12.8864 3.45 14.7430 0.76 16.7365
12-2 0.1389 13.0406 3.74 14.7268 0.86 16.5465
13-1 0.0608 9.6729 1.33 12.6515 0.25 15.6860
13-2 0.1389 5.5332 5.36 6.3776 1.75 7.2876
14-1 0.0552 76.6429 0.43 99.9485 0.03 123.7219
14-2 0.0868 65.8976 0.80 82.0470 0.06 98.9879
15-1 0.0934 116.5047 0.69 141.4219 0.04 168.0955
15-2 0.0713 165.5354 0.38 214.7627 0.02 265.5709
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Table  8.9.  Best fit values of model SEE for the Bayou Chauvin Data fit to a first order, 
three-halves order, and second order BOD model, respectively 
 
Data  
Set 
 
First Order 
 
Three-halves Order
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1-1 0.8671 2.8880 0.8872 2.6614 0.8990* 2.5179 
1-2 0.8449 3.0628 0.8706 2.7982 0.8857* 2.6298 
2-1 0.9273* 0.5275 0.9252 0.5352 0.9245 0.5378 
2-2 0.7244 0.7290 0.7714 0.6639 0.8019* 0.6180 
3-1 0.9410 0.3586 0.9479 0.3369 0.9518* 0.3241 
3-2 0.9459 0.3017 0.9461 0.3012 0.9465* 0.3002 
4-1 0.9803 2.3365 0.9804* 2.3332 0.9804 2.3340 
4-2 0.9743 2.5970 0.9747 2.5745 0.9749* 2.5624 
5-1 0.9271 2.4648 0.9333 2.3587 0.9367* 2.2973 
5-2 0.9535 1.7399 0.9562 1.6873 0.9578* 1.6577 
6-1 0.8480 0.7131 0.8694 0.6612 0.8830* 0.6258 
6-2 0.5436 0.4861 0.6806* 0.4067 0.6577 0.3646 
7-1 0.9763 0.5517 0.9795 0.5131 0.9810* 0.4937 
7-2 0.3955* 0.9355 0.3925 0.9378 0.3926 0.9378 
8-1 0.8480 0.7131 0.8694 0.6612 0.8830* 0.6258 
8-2 0.8568 0.5954 0.8685 0.5707 0.8758* 0.5546 
9-1 0.9939* 0.3987 0.9919 0.4592 0.9905 0.4968 
9-2 0.9948* 0.3844 0.9926 0.4598 0.9913 0.4980 
10-1 0.9333 1.0981 0.9370 1.0670 0.9394* 1.0468 
10-2 0.9553 0.7908 0.9554 0.7897 0.9557* 0.7870 
11-1 0.9244 0.9445 0.9265 0.9315 0.9282* 0.9208 
11-2 0.9553* 0.8834 0.9145 1.1130 0.9162 1.1015 
12-1 0.9196 1.1950 0.9252 1.1526 0.9287* 1.1253 
12-2 0.8905 1.3817 0.9001 1.3199 0.9061* 1.2798 
13-1 0.9616* 0.5504 0.9601 0.5612 0.9594 0.5661 
13-2 0.8961* 0.6206 0.8931 0.6295 0.8925 0.6314 
14-1 0.9948* 1.5498 0.9946 1.5727 0.9945 1.5846 
14-2 0.9949* 1.6539 0.9935 1.8631 0.9927 1.9689 
15-1 0.9945 3.0390 0.9967 2.5617 0.9967* 2.3681 
15-2 0.9806* 7.9736 0.9782 8.4559 0.9770 8.6797 
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Table 8.9.  Results of the Constant Variance Test and the Durbin Watson Statistic 
Data Set Constant Variance Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
2-2 Failed Passed Passed Passed Passed Passed 
3-1 Passed Failed Failed Passed Passed Passed 
6-1 Failed Passed Passed Passed Passed Passed 
6-2 Failed Passed Passed Passed Passed Passed 
7-2 Failed Failed Failed Passed Passed Passed 
9-1 Passed Passed Passed Failed Passed Passed 
9-2 Passed Passed Passed Failed Passed  Passed 
13-1 Passed Passed Passed Failed Failed Failed 
13-2 Failed Failed Passed Failed Failed Failed 
14-2 Passed Passed Passed Failed Failed Failed 
15-1 Passed Passed Passed Failed Failed Failed 
 
 
Table 8.10.  Sampling Locations along Turkey Creek 
Site Location 
1 Alice Shaw Road 
2 Highway 15 
3 Green Light Road 
4 Highway 128 
5 Unnamed Tributary at Main Street 
6 Winnsboro Municipal POTW Effluent Ditch 
7 Highway 865 
8 Unnamed Tributary at Dummy Line Road 
9 Above Dam 
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Figure 8.8.  Location of Turkey Creek 
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Table 8.11.  Best fit values of the rate constant and ultimate BOD for the Turkey Creek 
Data fit to a first order, three-halves order, and second order BOD model, respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   
oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1 0.0799 8.3435 0.0286 9.1550 0.0085 10.1821
2  0.1025 4.4888 0.0532 4.8305 0.0231 5.2893
3 0.0869 5.5890 0.0394 6.0673 0.0149 6.6903
4 0.0819 6.4571 0.0343 7.0342 0.0119 7.7746
5 0.1410 7.7857 0.0586 8.2382 0.0205 8.8931
6 0.0905 2.9685 0.0528 3.2627 0.0259 3.6350
7 0.0976 2.2541 0.0675 2.4547 0.0393 2.7127
8 0.0733 7.6556 0.0263 8.4973 0.0078 9.5325
9 0.0809 6.6197 0.0328 7.2465 0.0110 8.0417
 
 
 
 
Table  8.12.  Best fit values of model SEE for the Turkey Creek Data fit to a first order, 
three-halves order, and second order BOD model, respectively 
 
 
Data  
Set 
 
First Order 
 
Three-halves Order
 
Second Order 
  
2R  
 
 
Model 
SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1 0.9695 0.4668 0.9851 0.3262 0.9907* 0.2581 
2 0.9522 0.3028 0.9768 0.2112 0.9856* 0.1663 
3 0.9475 0.3952 0.9698 0.2998 0.9787* 0.2520 
4 0.9422 0.4756 0.9656 0.3668 0.9753* 0.3107 
5 0.9833 0.3044 0.9949 0.1685 0.9951* 0.1656 
6 0.9692* 0.1782 0.9658 0.1876 0.9615 0.1990 
7 0.9567* .01542 0.9526 0.1615 0.9482 0.1688 
8 0.9901 0.2494 0.9963 0.1528 0.9977* 0.1206 
9 0.9585 0.4254 0.9769 0.3176 0.9839* 0.2652 
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Table 8.13.  Results of the Durbin Watson Statistic 
Data Set Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1 Failed Failed Failed 
2 Failed Failed Failed 
3 Failed Failed Failed 
4 Failed Failed Failed 
5 Failed Failed Passed 
6 Passed Passed Passed 
7 Passed Passed Failed 
8 Failed Failed Passed 
9 Failed Failed Failed 
 
Table 8.14.  Land Use in LDEQ Subsegment 080101 
Land use Area (m2) Percent 
Wetland 284,258,700 20.7 
Upland Forest 584,829,900 42.6 
Upland Scrub 205,994,700 15.0 
Agriculture/Grassland 203,208,300 14.8 
Urban 14,597,100 1.1 
Water 80,486,100 5.9 
 
 
8.16. The first order decay rate constant and ultimate BOD concentrations given in the sample 
data were used as initial values in the parameter estimation. Table 8.17 provides the 
corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
represents the model that provides the best fit to the data set.  The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  
8.5.2  Conclusion 
The results shown in Table 8.17 show that the second order BOD model provided the best fit for 
16 out of the 18 data sets available.  The three-halves order BOD model provided the best fit for 
the remaining two data sets.     
 128
8.6 Big Creek 
Big Creek is part of the Ouachita River Basin and is located in LDEQ Subsegment 080903 
(LDEQ, 2001). Big Creek was found in 1999 to be impaired due to organic enrichment/low DO 
and nutrients. Figure 8.10 shows the location of the Big Creek watershed. Land use in 
Subsegment 080903 is shown in Table 8.19 (LDEQ, 2001).  Big Creek flows in a general North 
to South direction from it’s headwaters to it’s confluence with the Boeuf River (LDEQ, 2001). 
The portion of Big Creek that was modeled in the TMDL study is 134.2 km in length.  BOD data 
were reported for four sampling sites.  However, no information was provided as to description 
or location of the sampling sites. The first set of samples was collected on May 10, 2000, and the 
second set of samples was collected from the same four locations on May 17, 2000. 
Table 8.19.  Land Use in Subsegment 080903 
Land Use Area, square miles Percentage 
Agricultural 434.62 79.67 
Forest Land 69.34 12.71 
Water 28.76 5.27 
Shrub/scrub 9.98 1.83 
Marsh 2.13 0.39 
Urban 0.65 0.12 
 
8.6.1 Results 
The Big Creek data sets were analyzed using the procedures outlined in Section 8.2 of this 
dissertation.  The estimated parameters for each of the three BOD models are shown in Table 
8.20. The first order decay rate constant and ultimate BOD concentrations given in the sample 
data were used as initial values in the parameter estimation. Table 8.21 provides the 
corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
represents the model that provides the best fit to the data set.  The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  All of the Big Creek data 
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sets passed the normality and constant variance tests.  However, several data sets failed the 
Durbin Watson Statistic. Table 8.22 shows the specific data sets which did not pass this test.     
 
Table 8.15.  Location and Description of Sampling Sites on Ouachita River 
SITE 
NUMBER 
NAME DESCRIPTION  LOCATION 
ON 
OUACHITA 
RIVER 
(KM) 
1 OR1 Lower Ouachita River Headwater, 
upstream of Bayou Bartholomew 
322.04
2 OR2 Ouachita River E of Rocky Branch, 
downstream of Bayou de Loutre 
301.75
3 OR3 Ouachita River Near Lamkin, 
downstream of Moon & White Lakes 
285.58
4 OR4 Ouachita River near DeLoach, upstream 
of Tributary #12 
260.13
5 OR5 Ouachita River W of Cobb Spur, 
upstream of Bayou Lapine 
6 OR6 Quachita River near Bosco, upstream of 
Lake Lafitta 
222.14
7 OR9 Ouachita River W of Riverton, upstream 
of Columbia Lock & Dam 
189.48
8 OR11 Ouachita River at Bayou Bartholomew 
near Ouachita city 
311.26
9 OR14 Ouachita River at Bayou Chauvin N of 
Monore 
276.14
10 OR15 Ouachita River at Cheniere Creek SW of 
West Monroe 
247.67
11 OR17 Ouachita River at Monroe POTW 256.73
12 OR18 Ouachita River at Angus Chemical 304.49
13 OR19 Ouachita River at Koch Nitrogen 307.9
14 OR21 Ouachita River at Riverwood 
International West 
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Figure 8.9.  LDEQ Subsegment 080101 
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Table 8.16.  Best fit values of the rate constant and ultimate BOD for the Ouachita River 
Data fit to a first order, three-halves order, and second order BOD model, respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1a 0.0654 4.5502 0.0302 5.0789 0.0115 5.7232
1b 0.0910 5.5467  0.0413 6.0226 0.0155 6.6474
2a 0.0580 4.5166 0.0262 5.0885 0.0098 5.7688
2b 0.0554 4.3052 0.0256 4.8585 0.0098 5.5112
3 0.0709 5.1182 0.0315 5.6714 0.0116 6.3571
4 0.0692 5.7465 0.0288 6.3804 0.0099 7.1635
5 0.0876 5.8645 0.0384 6.3845 0.0139 7.0610
6a 0.0808 6.1077 0.0341 6.6895 0.0118 7.4365
6b 0.0689 5.8075 0.0292 6.4156 0.0102 7.1755
7 0.0474 5.1746 0.0190 5.9482 0.0063 6.8320
8a 0.0928 7.0342 0.0373 7.6343 0.0124 8.4268
8b 0.0901 7.6049 0.0338 8.3119 0.0106 9.2244
9 0.0511 20.6691 0.0101 23.7949 0.0017 27.3764
10a 0.0421 10.8899 0.0110 12.7753 0.0024 14.8621
10b 0.0483 10.9805 0.0129 12.7303 0.0029 14.7037
11 0.0600 24.3852 0.0112 27.7418 0.0017 31.7066
12 ND ND ND ND ND ND
13 0.0774 10.7057 0.0239 11.8149 0.0061 13.2126
14 0.0683 87.3574 0.0069 98.5010 0.0006 111.9381
 
 
8.6.2 Discussion 
The second order BOD model provided the best fit for every data set from Big Creek except for 
data set 2a, in which case the first order BOD model provided a better fit to the data.   
8.7 Boeuf River 
In the Boeuf River TMDL study, the river was divided into three sections:  Upper Boeuf, Middle 
Boeuf, and Lower Boeuf.  The portion of the Boeuf River modeled in the TMDL study extended 
from the headwaters at the Louisiana-Arkansas State Line to the confluence of the Boeuf River 
with the Ouachita River southeast of Columbia, Louisiana (LDEQ, 2002). The Boeuf River 
drains 2970.90 square miles and is in the Ouachita River Basin.  The river is located within the 
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LDEQ Subsegment 080901, and land use is dominated by agriculture (LDEQ, 2002).  Figure 
8.11 shows the location of the Boeuf River watershed.  Land uses in the study area are shown in 
Table 8.23 (LDEQ, 2002). A review of dischargers in the watershed showed that industrial point 
sources and all but one municipal point source were not significant sources of BOD loading  
(LDEQ, 2002).  Figure 8.12 shows a map of the Upper Boeuf study area and the location of the 
 
 
Table  8.17.  Best fit values of model SEE for the Ouachita River Data fit to a first order, 
three-halves order, and second order BOD model, respectively 
 
Data  
Set 
 
First Order 
 
Three-halves Order 
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1a 0.9696 0.2588 0.9826 0.1958 0.9875* 0.1657 
1b 0.9494 0.3976 0.9730 0.2903 0.9816* 0.2394 
2a 0.9629 0.2803 0.9757 0.2268 0.9810* 0.2006 
2b 0.9551 0.2894 0.9688 0.2411 0.9748* 0.2167 
3 0.9687 0.2944 0.9832 0.2156 0.9886* 0.1777 
4 0.9623 0.3632 0.9774 0.2810 0.9831* 0.2431 
5 0.9482 0.4246 0.9711 0.3171 0.9796* 0.2665 
6a 0.9469 0.4590 0.9683 0.3546 0.9763* 0.3068 
6b 0.9469 0.4312 0.9667 0.3415 0.9749* 0.2963 
7 0.9637 0.3143 0.9736 0.2682 0.9751* 0.2454 
8a 0.9573 0.4684 0.9787 0.3311 0.9860* 0.2685 
8b 0.9793 0.3620 0.9896 0.2569 0.9916* 0.2302 
9 0.9893 0.7051 0.9942 0.5205 0.9960* 0.4346 
10a 0.9847 0.4331 0.9893 0.3557 0.9915* 0.3167 
10b 0.9900 0.3568 0.9943 0.2690 0.9954* 0.2274 
11 0.9919 0.7667 0.9928* 0.7212 0.9922 0.7515 
12 ND ND ND ND ND ND 
13 0.9739 0.5769 0.9870 0.4076 0.9911* 0.3371 
14 0.9836 4.0095 0.9845* 3.8982 0.9832 4.0583 
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Table 8.18. Results of the Durbin Watson Statistic 
Data Set Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1a Failed Failed Failed 
1b Failed Failed Failed 
2a Failed Failed Failed 
2b Failed Failed Failed 
3 Failed Failed Failed 
4 Failed Failed Failed 
5 Failed Failed Failed 
6a Failed Failed Failed 
6b Failed Failed Failed 
7 Failed Failed Failed 
8a Failed Failed Failed 
8b Failed Failed Passed 
9 Failed Failed Failed 
10a Failed Failed Failed 
10b Failed Failed Failed 
11 Failed Passed Passed 
12 ND ND ND 
13 Failed Failed Failed 
14 Passed Passed Failed 
 
Table 8.20.  Best fit values of the rate constant and ultimate BOD for the Big Creek Data fit 
to a first order, three-halves order, and second order BOD model, respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   
oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1a 0.0507 10.0604 0.0144 11.6102 0.0034 13.3731
1b 0.0568 8.1052 0.0193 9.1364 0.0054 10.3605
2a 0.0334 17.4913 0.0062 21.4426 0.0010 25.6442
2b 0.0317 18.8119 0.0059 22.8195 0.0009 27.0674
3a 0.0444 9.63644 0.0123 11.3232 0.0028 13.1893
3b 0.0614 9.1926 0.0199 10.3006 0.0053 11.6299
4a 0.0486 10.8386 0.0129 12.6482 0.0028 14.6754
4b 0.0764 14.7089 0.0210 16.1247 0.0047 17.9301
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Figure 8.10.  Location of Big Creek Watershed 
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Table  8.21.  Best fit values of model SEE for the Big Creek Data fit to a first order, three-
halves order, and second order BOD model, respectively 
 
Data  
Set 
 
First Order 
 
Three-halves Order
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1a 0.9790 0.4378 0.9847 0.3737 0.9867* 0.3489 
1b 0.9738 0.3852 0.9826 0.3138 0.9857* 0.2846 
2a 0.9968* 0.2806 0.9968 0.2823 0.9965 0.2911 
2b 0.9886 0.5449 0.9903 0.5035 0.9911* 0.4838 
3a 0.9861 0.3347 0.9889 0.2989 0.9898* 0.2863 
3b 0.9842 0.3363 0.9924 0.2329 0.9949* 0.1900 
4a 0.9930 0.2736 0.9949 0.2345 0.9951* 0.2295 
4b 0.9680 0.7483 0.9835 0.5379 0.9882* 0.4538 
  
Table 8.22. Results of the Durbin Watson Statistic 
Data Set Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1a Failed Passed Passed 
1b Failed Failed Passed 
2a Passed Passed Passed 
2b Failed Failed Failed 
3a Passed Passed Failed 
3b Failed Failed Failed 
4a Passed Passed Passed 
4b Failed Failed Passed 
 
 
sampling sites,  Figure 8.13 shows the map of the Middle Boeuf study area and the location of 
the sampling sites, and Figure 8.14 shows the map of the Lower Boeuf study area and the 
location of the sampling sites (LDEQ, 2002).  The descriptions of each sampling location for the 
Upper Boeuf River, Middle Boeuf River, and the lower Boeuf River are shown in Table 8.24, 
Table 8.25, and Table 8.26 respectively (LDEQ, 2002). 
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Figure 8.11.  Location of the Boeuf River Watershed 
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Table 8.23. Land Use within LDEQ Subsegment 080901 ) 
Land Use Area, square miles Percent 
Agricultural/Cropland/Grassland 453.01 70.97 
Wetland Forest/Scrub/Shrub 133.22 20.87 
Water 45.76 7.17 
Fresh Marsh 3.71 0.58 
Forest/Scrub/Shrub 2.63 0.41 
Total 638.32 100.00 
 
Table 8.24. Sampling Locations for Upper Boeuf River TMDL Study 
Site Name Description 
1 UBR1 and UBR1_3 Upper Boeuf River @ 
Highway 835 Bridge 
2 UBR10 Camp Bayou Canal @ Cliff 
Larrison Road 
3 UBR11 Coffee Bayou @ unnamed 
farm road 
4 UBR12 Cypress Bayou on Little 
Missouri Loop 
5 UBR13 Three Mile Slough @ Watts 
Road 
6 UBR14 Unnamed Tributary @ 
Sunshine Road 
7 UBR15 Bonne Idee 
8 UBR3 Upper Boeuf River just above 
weir downstream of Sunshine 
Road 
9 UBR4 Upper Boeuf River just below 
weir downstream of Sunshine 
Road 
10 UBR5 and IBR5_3 Upper Boeuf River @ 
Highway 2 
11 UBR6 Upper Boeuf River @george 
Ridge Road – Fallen Bridge 
12 UBR7 Upper Boeuf River @ 
Highway 134 
13 UBR8 Tiger Bayou @ Highway 585 
14 UBR9d Unnamed Tributary D @ 
Highway 835 
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Figure 8.12.  Location of Sampling Sites on the Upper Boeuf River 
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Table 8.25. Sampling Locations for Middle Boeuf River TMDL Study 
Site Name Description 
1 MBR102 Middle Boeuf River below Bayou 
Lafourche Cutoff 
2 MBR103 Middle Boeuf River @ Adcock Road 
Bridge off Highway 582 
3 MBR105 Middle Boeuf River @ Highway 80 
Bridge 
4 MBR106 Middle Boeuf River @ DO Sag 
below Rayville STP 
5 MBR108 Middle Boeuf River @ Highway 15 
Bridge 
6 MBR109 Middle Boeuf River Located S of 
Alto at Town of charlieville 
7 MBR110 Middle Boeuf @ Highway 132 
Bridge 
8 MBR113 Middle Boeuf River @ River Km 
92.1 
9 MBR115 Unnamed Tributary at Highway 583 
bridge 
10 MBR117 Unnamed Tributary at Minnow Farm 
Drainage 
11 MBR118 Lake Lafourche:  Below Cutoff 
 
 
8.7.1 Upper Boeuf Results 
 
The Upper Boeuf River data sets were analyzed using the procedures outlined in Section 8.2 of 
this dissertation.  The estimated parameters for each of the three BOD models are shown in 
Table 8.27. The first order decay rate constant and ultimate BOD concentrations given in the 
sample data were used as initial values in the parameter estimation. Table 8.28 provides the 
corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
represents the model that provides the best fit to the data set.  The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  All of the Upper Boeuf 
River data sets passed the normality tests.  However, one data set failed the constant variance test 
and several data sets failed the Durbin Watson Statistic. Table 8.29 shows the specific data sets 
which did not pass this test. 
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Figure 8.13.  Location of Sampling Sites on Middle Boeuf River 
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Table 8.26. Sampling Locations for Lower Boeuf River TMDL Study 
 
Site Name Description 
1 LBR202 Lower Boeuf River at End of Peckerwood 
Road off Highway 561 
2 LBR204 Lower Boeuf River Downstream of Muddy 
Bayou 
3 LBR205 Lower Boeuf River Downstream of Big Creek 
4 LBR207 Lower Boeuf RiverDownstream of Upper 
Goose Creek 
5 LBR209 Lower Boeuf River Upstream of Bayou 
Marengo 
6 LBR211 Lower Boeuf River Downstream of Bayou 
Lafourche Cutoff 
7 LBR214 Lower Boeuf River Downstream of Lower 
Eagle Creek 
8 LBR216 Lower Boeuf River Downstream of Grassy 
and Big Grassy Bayou 
9 LBR218 Lower Boeuf River Downstream of Lower 
Goose Creek 
10 LBR220 Lower Boeuf River Downstream of Duck 
Creek 
11 LBR222 Lower Boeuf River Upstream of Turkey Creek 
12 LBR224 Lower Boeuf River Downstream of Deer 
Creek 
13 LBR226 Dave’s Bayou:  Upstream from Boeuf River 
14 LBR228 Big Creek:  Upstream from Boeuf River 
15 LBR229 Upper Goose Creek:  Upstream from Boeuf 
River 
16 LBR231 Lafourche Cutoff:  Upstream from Boeuf 
River 
17 LBR232 Lower Eagle Creek:  Upstream from Boeuf 
River 
18 LBR233 Big Grassy Bayou:  Upstream from Boeuf 
River 
19 LBR234 Grassy Bayou:  Upstream from Boeuf River 
20 LBR237 Turkey:  Upstream from Boeuf River 
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Figure 8.14.  Location of Sampling Sites on Lower Boeuf River 
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Table 8.27.  Best fit values of the rate constant and ultimate BOD for Upper Boeuf River 
Data fit to a first order, three-halves order, and second order BOD model, respectively  
 
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   
oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1a 0.1178 6.5252 0.0509 6.9979 0.0184 7.6394
1b 0.1232 6.5526 0.0536 7.0059 0.0195 7.6312
2 0.0921 5.7270 0.0401 6.2490 0.0145 6.9300
3 0.1129 30.8643 0.0224 33.1295 0.0037 36.2195
4 0.0727 6.9694 0.0273 7.7425 0.0085 8.6944
5 0.0817 13.1411 0.0230 14.4428 0.0054 16.0945
6 0.0641 6.5401 0.0240 7.3568 0.0074 8.3343
7 0.0650 4.6408 0.0289 5.2145 0.0107 5.9013
8 0.1135 10.0205 0.0395 10.7531 0.0114 11.7657
9 0.0903 5.9875 0.0389 6.5198 0.0139 7.2130
10a 0.0813 5.8021 0.0346 6.3737 0.0122 7.0985
10b 0.0808 5.7103 0.0344 6.2863 0.0121 7.0138
11 0.0793 5.9507 0.0330 6.5574 0.0114 7.3229
12 0.0648 4.3085 0.0303 4.8285 0.0117 5.4553
13 0.0439 3.8330 0.0192 4.5006 0.0070 5.2409
14 0.0677 3.0072 0.0375 3.3729 0.0173 3.8134
 
 
8.7.2 Upper Boeuf Discussion 
 
The second order BOD model provided the best fit for 12 of the 16 data sets from the Upper 
Boeuf River.  The three-halves order BOD model provided the best fit for the remaining four 
data sets.   
8.7.3 Middle Boeuf Results 
The Middle Boeuf River data sets were analyzed using the procedures outlined in Section 8.2 of 
this dissertation.  The estimated parameters for each of the three BOD models are shown in 
Table 8.30. The first order decay rate constant and ultimate BOD concentrations given in the 
sample data were used as initial values in the parameter estimation. Table 8.31 provides the 
corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
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represents the model that provides the best fit to the data set.    The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  All of the Middle Boeuf 
River data sets passed the normality tests.  However, one data set failed the constant variance test 
and several data sets failed the Durbin Watson Statistic. Table 8.32 shows the specific data sets 
which did not pass this test. 
8.7.4 Middle Boeuf Discussion 
In the case of the Middle Boeuf River, the second order BOD model provided the best fit for all 
of the eleven data sets.   
 
Table  8.28.  Best fit values of model SEE for the Upper Boeuf Data fit to a first order, 
three-halves order, and second order BOD model, respectively 
 
Data  
Set 
 
First Order 
 
Three-halves Order
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1a 0.9613 0.3589 0.9827 0.2401 0.9870* 0.1843 
1b 0.9812 0.2507 0.9920* 0.1636 0.9907 0.1762 
2 0.9661 0.3268 0.9778 0.2645 0.9793* 0.2526 
3 0.9667 1.5850 0.9879 0.9575 0.9923* 0.7597 
4 0.9949 0.1528 0.9978* 0.0997 0.9973 0.1116 
5 0.9916 0.3641 0.9980 0.1800 0.9982* 0.1695 
6 0.9911 0.1919 0.9965 0.1204 0.9975* 0.1011 
7 0.9904 0.1408 0.9943 0.1083 0.9947* 0.1044 
8 0.9769 0.4417 0.9871* 0.3309 0.9857 0.3475 
9 0.9738 0.2858 0.9888 0.1873 0.9924* 0.1539 
10a 0.9849 0.2142 0.9944 0.1305 0.9962* 0.1070 
10b 0.9900 0.1746 0.9958 0.1130 0.9959* 0.1124 
11 0.9873 0.2048 0.9956 0.1213 0.9968* 0.1033 
12 0.9765 0.2027 0.9874 0.1485 0.9909* 0.1260 
13 0.9869 0.1342 0.9902 0.1156 0.9914* 0.1087 
14 0.9879 0.1044 0.9914* 0.0877 0.9913 0.0881 
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Table 8.29. Results of the Constant Variance Test and the Durbin Watson Statistic 
Data Set Constant Variance Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1a Passed Passed Passed Failed Failed Passed 
1b Passed Passed Passed Failed Passed Passed 
2 Passed Passed Passed Failed Passed Passed 
3 Passed Passed Passed Failed Failed Passed 
4 Passed Failed Passed Failed Passed Passed 
5 Passed Passed Passed Failed Passed Passed 
6 Passed Passed Passed Failed Passed Failed 
7 Passed Passed Passed Passed Failed Failed 
8 Passed Passed Failed Failed Passed Passed 
9 Passed Passed Passed Failed Passed Passed 
10a Passed Passed Passed Failed Passed Passed 
10b Passed Passed Passed Failed Failed Failed 
11 Passed Passed Passed Failed Passed Passed 
12 Passed Passed Passed Failed Failed Passed 
13 Passed Passed Passed Passed Passed Failed 
14 Passed Passed Passed Passed Passed Passed 
 
 
 
Table 8.30.  Best fit values of the rate constant and ultimate BOD for the Middle Boeuf 
River Data fit to a first order, three-halves order, and second order BOD model, 
respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   
oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1 0.0561 4.5425 0.0247 5.1557 0.0090 5.8709
2 0.0871 9.4365 0.0303 10.2551 0.0088 11.3208
3 0.0754 4.3726 0.0373 4.8041 0.0153 5.3448
4 0.1071 3.6435 0.0614 3.9224 0.0295 4.2939
5 0.1113 21.8838 0.0262 23.4910 0.0052 25.6898
6 0.0988 16.0718 0.0267 17.3687 0.0060 19.1024
7 0.0938 16.9392 0.0246 18.3393 0.0054 20.1896
8 0.1245 18.7549 0.0323 20.0199 0.0070 21.7738
9 0.1110 2.3033 0.0817 2.4688 0.0505 2.6908
10 0.0472 9.2991 0.0136 10.8000 0.0033 12.4963
11 0.0749 5.2223 0.0333 5.7611 0.0123 6.4320
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Table  8.31.  Best fit values of model SEE for the Middle Boeuf River Data  fit to a first 
order, three-halves order, and second order BOD model, respectively 
 
Data  
Set 
 
First Order 
 
Three-halves Order
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1 0.9778 0.2173 0.9860 0.1730 0.9890* 0.1528 
2 0.9659 0.5481 0.9840 0.3755 0.9905* 0.2895 
3 0.9491 0.3129 0.9681 0.2477 0.9757* 0.2165 
4 0.9583 0.2342 0.9764 0.1759 0.9820* 0.1539 
5 0.9886 0.7458 0.9977 0.3332 0.9979* 0.3200 
6 0.9741 0.8321 0.9904 0.5074 0.9948* 0.3739 
7 0.9799 0.7568 0.9937 0.4240 0.9976* 0.2623 
8 0.9822 0.7805 0.9957 0.3833 0.9973* 0.3023 
9 0.9242 0.1935 0.9527 0.1529 0.9635* 0.1343 
10 0.9879 0.3338 0.9931 0.2525 0.9949* 0.2164 
11 0.9805 0.2343 0.9905 0.1632 0.9937* 0.1329 
 
Table 8.32.  Results of the Constant Variance Test and the Durbin Watson Statistic 
 
Data Set Constant Variance Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1 Passed Passed Passed Failed Failed Passed 
2 Passed Passed Passed Failed Failed Failed 
3 Passed Passed Passed Failed Failed Passed 
4 Passed Passed Passed Failed Passed Passed 
5 Passed Passed Passed Failed Passed Passed 
6 Passed Passed Passed Failed Failed Failed 
7 Passed Passed Passed Failed Failed Failed 
8 Passed Failed Passed Failed Failed Failed 
9 Passed Passed Passed Failed Failed Passed 
10 Passed Passed Passed Failed Failed Failed 
11 Passed Passed Passed Failed Failed Passed 
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8.7.5 Lower Boeuf Results 
 
The Lower Boeuf River data sets were analyzed using the procedures outlined in Section 8.2 of 
this dissertation.  The estimated parameters for each of the three BOD models are shown in 
Table 8.33. The first order decay rate constant and ultimate BOD concentrations given in the 
sample data were used as initial values in the parameter estimation. Table 8.34 provides the 
corresponding R2 and SEE values for each of the data sets.  An asterisk beside the R2 value 
represents the model that provides the best fit to the data set. The statistical analysis included 
tests for normality, constant variance, and autocorrelation of the data.  All of the Lower Boeuf 
River data sets passed the normality tests.  However, one data set failed the constant variance test 
and several data sets failed the Durbin Watson Statistic. Table 8.35 shows the specific data sets 
which did not pass this test. 
8.7.6  Lower Boeuf River Discussion 
The second order BOD model provided the best fit for fifteen of the twenty data sets from the 
Lower Boeuf River.  Of the remaining five data sets,  four were best fit to the three-halves order 
BOD model and one to the first order BOD model.   
8.8  Conclusions and Recommendations 
A conclusion reached from this study is that it is worthwhile for water quality managers to apply 
each of the three BOD models when evaluating a water quality model to predict BOD in a 
particular river. Also, each of the DO models which contain one of the BOD models should be 
evaluated.   
Rinaldi, et al. (1979) did not discuss the nature of the wastewater that was discharged 
into the Bormida River below the reservoir at the upper end of the 68 km long river reach that 
was sampled.  Although the discharge into Bayou Chauvin was primarily municipal waterswater, 
the discharge into the other data from Lousiana appears to be primarily from nonpoint source 
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pollution.  Since most of the drainage areas sampled consist primarily of agricultural and forest 
lands, it would appear from this analysis that the higher order BOD models are more appropriate 
for that type of discharge.  Thus, additional studies are encouraged to determine if there are 
specific discharges that are best modeled using a first order, three-halves order, or second order 
BOD model, equations (8.2), (8.6), and (8.8), respectively.  A logical follow up would be to 
apply a DO model which incorporated a BOD model which is consistent with the BOD results.   
 
Table 8.33.  Best fit values of the rate constant and ultimate BOD for the Lower Boeuf 
River Data fit to a first order, three-halves order, and second order BOD model, 
respectively  
 
Data Set First Order Three-halves Order Second Order 
 
1K   
1−m  
 
oL  
3/ mg  
2/3K  
2/1)/( gm   
oL  
3/ mg  
2K  
gm /2   
oL  
3/ mg  
1 0.1036 8.4698 0.0386 9.1322 0.0120 10.0248
2 0.0749 13.4023 0.0204 14.8453 0.0046 16.6325
3 0.1076 7.9768 0.0414 8.5863 0.0133 9.4107
4 0.1104 12.9793 0.0335 13.9490 0.0085 15.2740
5 0.1204 16.2551 0.0333 17.3694 0.0077 18.9218
6 0.0988 9.7989 0.0339 10.5970 0.0097 11.6608
7 0.0830 6.7024 0.0332 7.3415 0.0110 8.1587
8 0.0772 5.4720 0.0334 6.0356 0.0120 6.7428
9 0.0898 5.7628 0.0395 6.2737 0.0144 6.9374
10 0.0917 6.7172 0.0375 7.3038 0.0127 8.0722
11 0.0849 6.7414 0.0339 7.3788 0.0113 8.1953
12 0.0850 5.8233 0.0362 6.3851 0.0128 7.1033
13 0.1089 8.5983 0.0405 9.2483 0.0126 10.1316
14 0.0968 6.8261 0.0394 7.4017 0.0134 8.1619
15 0.1410 42.5881 0.0248 45.1039 0.0037 48.7530
16 0.1027 6.5195 0.0432 7.0423 0.0152 7.7405
17 0.0917 8.4300 0.0336 9.1546 0.0103 10.1044
18 0.1121 7.2707 0.0462 7.7915 0.0160 8.5020
19 0.0833 5.6459 0.0361 6.1887 0.0130 6.8802
20 0.0852 7.4145 0.0324 8.1139 0.0103 9.0114
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Table  8.34.  Best fit values of model SEE for the Lower Boeuf River Data fit to a first 
order, three-halves order, and second order BOD model, respectively 
 
 
Data  
Set 
 
First Order 
 
Three-halves Order 
 
Second Order 
  
2R  
 
 
Model SEE 
 
2R  
 
Model 
SEE 
 
2R  
 
Model 
SEE 
1 
0.9874 
0.3042 
0.9977 
0.1302
0.9992* 
0.0787 
2 0.9915 0.4066 0.9978 0.2056 0.9992* 0.1263 
3 0.9928 0.2161 0.9978* 0.1210 0.9966 0.1495 
4 
0.9941 
0.3220 
0.9992* 
0.1184
0.9977 
0.1995 
5 0.9940 0.3991 0.9992* 0.1414 0.9973 0.2658 
6 
0.9903 
0.3090 
0.9986 
0.1171
0.9995* 
0.0699 
7 0.9647 0.4096 0.9812 0.2991 0.9867* 0.2515 
8 0.9734 0.2911 0.9859 0.2120 0.9898* 0.1801 
9 
0.9721 
0.3087 
0.9874 
0.2074
0.9921* 
.01640 
10 0.9765 0.3338 0.9909 0.2075 0.9950* 0.1540 
11 
0.9607 
0.4365 
0.9779 
0.3275
0.9835* 
0.2827 
12 0.9796 0.2744 0.9902 0.1899 0.9927* 0.1642 
13 0.9864 0.3229 0.9964 0.1655 0.9974* 0.1398 
14 
0.9887 
0.2342 
0.9975 
0.1097
0.9986* 
0.0815 
15 0.9977* 0.6343 0.9973 0.6866 0.9912 1.2398 
16 
0.9909 
0.2008 
0.9967* 
0.1203
0.9963 
0.1281 
17 0.9688 0.4736 0.9862 0.3146 0.9918* 0.2422 
18 0.9615 0.4402 0.9842 0.2818 0.9915* 0.2072 
19 
0.9855 
0.2197 
0.9942 
0.1394
0.9961* 
0.1135 
20 0.9756 0.3774 0.9889 0.2551 0.9927* 0.2069 
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Table 8.35.  Results of the Constant Variance Test and the Durbin Watson Statistic 
Data Set Constant Variance Durbin Watson Statistic 
 1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1st Order 
BOD 
Model 
3/2 Order 
BOD 
Model 
2nd Order 
BOD 
Model 
1 Passed Passed Passed Failed Failed Passed 
2 Passed Passed Passed Failed Failed Passed 
3 Passed Passed Passed Failed Passed Passed 
4 Passed Passed Passed Failed Passed Failed 
5 Passed Passed Passed Failed Passed Failed 
6 Passed Passed Failed Failed Failed Failed 
7 Passed Passed Passed Failed Failed Failed 
8 Passed Passed Passed Failed Failed Failed 
9 Passed Passed Passed Failed Failed Failed 
10 Passed Passed Passed Failed Failed Failed 
11 Passed Passed Passed Failed Failed Failed 
12 Passed Passed Passed Failed Failed Failed 
13 Passed Passed Passed Failed Passed Passed 
14 Passed Passed Passed Failed Failed Passed 
15 Passed Passed Passed Failed Failed Failed 
16 Passed Passed Passed Failed Passed Passed 
17 Passed Passed Passed Failed Failed Failed 
18 Passed Passed Passed Failed Failed Failed 
19 Passed Passed Passed Failed Passed Passed 
20 Passed Passed Passed Failed Failed Failed 
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APPENDIX: EVALUATION OF FUNCTIONS IN EQUATIONS (8.7) AND (8.9)  
 The function ( )xI 2/3 in equation (8.7) is related to the exponential integral function which 
is discussed in water quality applications in Adrian and Sanders (1998), Adrian, et al. (1999), 
Adrian, et al. (2004), Le, et al. (2003), and Roider, et al. (2005).  The function ( )xI 2/3 represents 
the integral 
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When the limits of integration are inserted the result is 
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Equation (4) is applied in equation (8.7). 
When equation (8.9) is evaluated the function ( )xI2  is encountered.  It represents 
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with the result that 
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Equation (7) is applied in equation (8.9). 
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