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ABSTRACT
The operational use of MERIS images can be ham-
pered by the presence of clouds. This work presents
a cloud screening algorithm that takes advantage
of the high spectral and radiometric resolutions of
MERIS and the specific location of some of its bands
to increase the cloud detection accuracy. Moreover,
the proposed algorithm provides a per-pixel proba-
bilistic map of cloud abundance rather than a bi-
nary cloud presence flag. In order to test the pro-
posed algorithm we propose a cloud screening valida-
tion method based on temporal series. In addition,
we evaluate the impact of the cloud screening in a
multitemporal unmixing application, where a tem-
poral series of MERIS FR images acquired over The
Netherlands is used to derive sub-pixel land cover
composition by means of linear unmixing techniques.
Key words: MERIS, multispectral images, cloud
screening, spectral unmixing, sub-pixel classification.
1. INTRODUCTION
Two of the key features of the MERIS/ENVISAT in-
strument [1] are its temporal resolution (revisit time:
3 days) and its spatial coverage (swath: 1150 km).
MERIS also provides data at unprecedented spectral
and spatial resolutions: 15 narrow bands and 300 m
pixel size in full resolution (FR) mode. Therefore,
this instrument has a great potential for multitem-
poral studies both at regional and at global scales.
However, the operational use of MERIS images can
be hampered by the presence of clouds because this
instrument works in the visible and near-infrared
part of the electromagnetic spectrum [2]. In this
respect, an automatic and accurate cloud screening
method is essential because it will allow the use of
partially cloudy images. This will facilitate the elab-
oration of MERIS products and will improve the us-
ability of MERIS time series. This work presents
a cloud screening algorithm that takes advantage
of the high spectral and radiometric resolutions of
MERIS and the specific location of some of its bands
(oxygen and water vapour absorption bands) to in-
crease the cloud detection accuracy [3]. In order to
test the performance of the proposed cloud screening
algorithm we set up a real multitemporal land cover
mapping application over cloudy areas. In particu-
lar, a temporal series of MERIS images is used to
derive sub-pixel land cover composition by means of
linear spectral unmixing techniques. The final objec-
tive of the work is twofold: to evaluate the impact of
a cloud screening algorithm in a multitemporal un-
mixing application, and to propose a cloud screening
validation using temporal series.
2. DATA MATERIAL
2.1. MERIS full resolution data
A temporal series of MERIS FR Level 1b images
(radiometrically calibrated top of the atmosphere
(TOA) radiance) acquired over The Netherlands
in 2003 was selected to illustrate this work. The
Netherlands was selected as study area because of the
heterogeneity of its landscapes, cloud coverage and
the availability of an up-to-date high spatial resolu-
tion land use database that can be used to validate
the unmixing results and as an input of the cloud
screening validation.
Most of the acquisition dates of the temporal series
presented extensive clouded areas. Therefore, the
selected dates for the multitemporal unmixing were
chosen according to two criteria: (i) to maximize the
number of cloud free pixels in each scene and (ii) to
get, at least, one image per month so that the phe-
nological cycle is fully captured. Unfortunately, no
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Figure 1. Co-registered MERIS FR L1b images ac-
quired the 16th and 22nd of April ( top), and the 8th
and 14th of July (bottom).
suitable MERIS FR scene was found for the months
of January, March, June, September and November.
Therefore, an uneven temporal series of seven im-
ages is considered for the unmixing : 18 February,
16 April, 31 May, 14 July, 6 August, 15 October,
and 8 December. In addition, two more dates were
only used to validate the cloud screening algorithm
(Fig. 1): the 22nd of April and the 8th of July, which
were the closest clouded dates to the 16th of April
and 14th of July, respectively.
2.2. Reference dataset
The latest version of the Dutch land use database,
the LGN5, was used as a reference in this study. This
geographical database is based on a multi-temporal
classification of high resolution satellite data ac-
quired in 2002 and 2003; several types of ancillary
data were also used to produce the land use database
(see [4] for more details). The LGN5 has a pixel
size of 25m and maps 39 classes. The unmixing
of all these classes would be unrealistic, since some
of the classes are rather small and/or sparsely dis-
tributed and/or heavily based on available ancillary
data, which mainly describes land uses rather than
land covers types. Consequently, the LGN5 was the-
matically aggregated into the main 9 land cover types
of The Netherlands. The aggregation to 9 classes is
meant to offer a detailed distribution of the follow-
ing classes: grassland, arable land, deciduous forest,
coniferous forest, water, built-up, greenhouses, bare
soil (including sand dunes), and natural vegetation.
2.3. Image co-registration
First, the LGN5 was spatially aggregated in order to
match the nominal MERIS FR pixel size. To do so,
a majority filter with a window of 12 by 12 LGN5
pixels was used, obtaining a land cover classification
map of 300 m (LCC). During this spatial aggre-
gation process, the abundances of the different land
cover types present in the final pixel of 300 m were
recorded (LCA).
The second step in the pre-processing of the im-
ages was the co-registration. Multitemporal stud-
ies require an accurate co-registration so that the
correspondence between pixels of different dates is
ensured. Nevertheless, a perfect correspondence is
very difficult to obtain because of differences in ob-
servation angles (in our case each MERIS acquisition
date belongs to a different ENVISAT orbit) and be-
cause of the so-called resampling effects (e.g., Moire
patterns). In order to minimise these effects, we
computed the real land cover abundances as seen
by MERIS for each date. This provided us with
slightly different abundances for each date that can
be used to do a fair validation of the unmixing re-
sults. The real abundances were computed by first
projecting each MERIS image into the original 25m
grid of the reference dataset. Then, the abundances
of the different land cover types present in the area
observed by each MERIS detector element were com-
puted. The class having the highest abundance was
also used to produce a land cover classification for
each date, t, so that both a sub-pixel and a per-
pixel validation of the results could be done. After
this, each MERIS image (Xt) and its corresponding
sub-pixel abundances (LCAt) and land cover map
(LCCt) were projected into the same coordinate sys-
tem of the reference LGN5 dataset but this time with
a grid of 300 by 300 m (i.e., MERIS nominal pixel
size). A nearest neighbour interpolation method was
used so that the original values recorded by MERIS
were not modified.
3. METHODOLOGY
3.1. Cloud screening algorithm
The proposed cloud screening algorithm consists of
the following steps (see [3] for details).
1. Image Pre-Processing: TOA reflectance is esti-
mated from the MERIS Level 1b products to
remove in practice the dependence on particu-
lar illumination conditions (day of the year and
angular configuration).
2. Feature extraction: physically-inspired features
are extracted to increase separability of clouds
and surface taking into account that the mea-
sured spectral signature depends on the illumi-
nation (solar and observation conditions: TOA
reflectance), the atmosphere (cloud height: oxy-
gen and water vapour atmospheric absorptions),
and the surface (cloud reflectance: white and
bright).
3. Image clustering: an unsupervised Expectation-
Maximization (EM) clustering algorithm is per-
formed on the extracted features in order to sep-
arate clouds from the ground-cover while obtain-
ing posterior probabilities, pkj , of pixel k to each
cluster j (pkj ∈ [0, 1] and
∑
j pkj = 1).
4. Cluster labeling: resulting clusters are subse-
quently labeled into geo-physical classes accord-
ing to their spectral signatures. Once all clusters
corresponding to clouds have been identified, it
is straightforward to merge all the clusters be-
longing to a cloud type (cloud-clusters) as fol-
lows. In the clustering of the extracted features,
the EM algorithm provides a probabilistic mem-
bership for each cluster, thus the probability of
being cloud is computed as the sum of the pos-
teriors of the cloud-clusters:
pk,cloud =
∑
j⊂cloud
pkj . (1)
5. Spectral unmixing: a spectral unmixing is ap-
plied to the image in order to obtain the fraction
of cloud content for each pixel ak,cloud (rather
than flags or a binary classification).
The final cloud product is obtained combining the
cloud probability and the cloud fraction by means of
a pixel-by-pixel multiplication, φk = pk,cloud·ak,cloud.
That is, combining two complementary sources of in-
formation processed by independent methods: the
cloud probability (obtained from the extracted fea-
tures), which is close to one in cloud-like pixels and
close to zero in remaining areas; and the cloud abun-
dance or mixing (obtained from the spectra).
3.2. Cloud screening validation
It is worth noting that validation of cloud screen-
ing algorithms is not an easy task because there
is no simultaneous independent measurement with
the same spatial resolution. In most cases, perfor-
mance of cloud detection algorithms has been eval-
uated against visual analysis of the original satel-
lite images, i.e. by comparing the cloud mask with
the RGB composite of the image. In this work, the
performance of the cloud screening is tested with a
multitemporal validation approach. In particular,
pairs of cloud-free and cloud-covered images (Fig. 1)
are used to detect cloud-pixels by identifying pixels
with spectral changes between both dates (t1 and
t2) higher than a given threshold. Concerning the
spectral change, the spectral angle distance (SAD)
is used since it is invariant to multiplicative scaling
[5], and thus is less affected by atmospheric and illu-
mination changes:
SAD(xt1k ,x
t2
k ) = arccos
{
〈xt1k ,x
t2
k 〉
‖xt1k ‖ · ‖x
t2
k ‖
}
(2)
where xt1k and x
t2
k represent the spectra of a given
pixel location k for dates t1 and t2 respectively, 〈·, ·〉
is the dot product operator, and ‖ ·‖ is the quadratic
norm. Image pairs are selected to be close in time
in order to avoid spectral changes due to tempo-
ral evolution of the surface. However, images with
only three or six days of difference are taken from
different orbits and thus present a significant varia-
tion in the viewing angles. Although images are co-
registered and a one-to-one correspondence between
the pixels of the two dates can be found, the area
observed at each date is not exactly the same. If
the land cover types present in the observed areas
change from one date to the other, then the spa-
tial shift can produce significant spectral changes be-
tween xt1k and x
t2
k . In consequence, pixels with sig-
nificant changes in composition (differences between
LCAt1 and LCAt2 higher than 10%) are masked out
in the multitemporal cloud screening validation.
3.3. Unmixing of multitemporal series
The algorithm used to perform the spectral unmixing
is the Fully Constrained Linear Spectral Unmixing
(FCLSU) [6], which can be applied to each MERIS
image (mono-temporal case) as well as to a multitem-
poral composite (stacked approach) of all the MERIS
images. The FCLSU guarantees a physical interpre-
tation of the results, and can be formalized as follows:
xtk(λi) =
C∑
c=1
mtc(λi)a
t
kc + ε (3)
subject to 0 ≤ atkc ≤ 1 and
∑
c a
t
kc = 1; where x
t
k(λi)
is the pixel k value for the band i at the date t, C
represents the number of class endmembers,mtc, that
are being unmixed, being the coefficients of this com-
bination, atkc, the unmixing coefficients, which can be
interpreted as the abundance fractions of materials
or classes in a pixel. Finally, the term ε represents
the residual error per band.
In the multitemporal case, the spectral signature of
each class, mc, is the stacked vector formed by the
class endmember of all dates, mc = [m
t1
c ,m
t2
c , . . .],
and the pixel to be unmixed, xk, is the stacked vector
xk = [x
t1
k ,x
t2
k , . . .]. Now, Eq. 3 can be expressed
in a matrix form as xk = M · ak + ε, where the
spectral signatures of materials, mc, are expressed
in the columns of matrix M.
Figure 2. Left: temporal spectral change (SAD)
computed from image pairs of April 16th-22nd ( top)
and July 8th-14th (bottom). Right: cloud product
provided by the proposed cloud screening algorithm
for April 22nd ( top) and July 8th (bottom).
4. RESULTS
4.1. Cloud screening results
Undetected clouds can hamper the selection of end-
members and seriously affect the quality of the un-
mixing of cloud contaminated pixels. Therefore, an
accurate cloud screening is needed to remove all the
cloudy pixels from the final analysis. A hard cloud
mask was obtained for each date t by applying the
same threshold of 0.05 to the cloud abundance prod-
uct maps, φt, obtained with the proposed algorithm.
As no ground truth indicating cloudy pixels was
available for all dates, in principle we could merely
analyze the performance of the proposed method by
visual inspection. The analysis of the results showed
an excellent cloud screening performance even in thin
clouds and cloud borders. The only exception was a
small amount of pixels belonging to the classes green-
houses (sun glint on glass roofs) and bare soil (sand
dunes). These pixels were identified as clouds be-
cause these classes have similar reflectance behavior
as clouds. However, the classes that were misclas-
sified represent less than 0.5% of The Netherlands
and, therefore, they were not statistically represen-
tative in the clustering process used by the cloud
screening algorithm.
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Figure 3. Comparison of the obtained cloud mask
against the multitemporal cloud flag ( top) and
against the BEAM Cloud Probability Processor Flag
(bottom) for the images of April 22nd ( left) and
July 8th ( right). Discrepancies between methods are
shown in blue when our algorithm detects cloud and
in red when pixels are classified as cloud-free.
In addition to the visual analysis, image pairs cov-
ering the same area acquired within few days can
be used to perform the temporal validation of the
cloud screening (c.f. section 3.3). In this study, we
validate the performance of the cloud screening al-
gorithm over the cloudy images acquired the 16th
of April and the 14th of July using as reference the
cloud-free images of the 22nd of April and 8th of July,
respectively (Fig. 1). Figure 2 shows on the left the
temporal spectral change computed with Eq. 2, and
on the right the cloud probability map as provided
by the proposed cloud screening algorithm.
The cloud screening accuracy was assessed by com-
paring the hard cloud mask (φt > 0.05) with a true
mask, which is obtained by applying an empirical
threshold to the temporal spectral change (SAD).
Considering the cloud mask as a binary classification,
the overall accuracy (OA[%]) and the kappa statistic
(κ) showed an excellent detection accuracy for April
22nd (OA=91%, κ=0.82), and slightly worst results
for July 8th (OA=87%, κ=0.67), which presents a
complex cloud screening problem with thin trans-
parent clouds at different layers. However, cloud
mask obtained with the multitemporal approach is
not 100% accurate, and thus one has to interpret this
assessment as a simple comparison of the multitem-
poral approach and the proposed method. Figure 3
(top) shows the comparison of both cloud masks.
On the one hand, when our algorithm detects more
cloudy pixels (blue), good agreement with cloud bor-
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Figure 4. Histogram of the proposed cloud product
(white) and the BEAM cloud probability (dark) val-
ues for the images of April 22nd ( left) and July 8th
( right). Extreme low and high values have been ex-
cluded for a proper visualization.
ders can be seen. Therefore, one can assume that
the proposed method provides better recognition in
cloud borders and thin clouds. On the other hand,
differences when our algorithm classifies as cloud-free
are shown in red. One can see that these areas cor-
respond to the boundaries between land cover types,
where spectral changes are probably due to the dif-
ferent viewing geometry of the two dates.
A further validation can be performed by com-
paring results with the Cloud Flag provided by
the Cloud Probability Processor of the Basic EN-
VISAT AATSR and MERIS (BEAM) Toolbox (see
http://www.brockmann-consult.de/beam/ for more
details).The BEAM Cloud Probability Processor
uses a clear sky conservative cloud detection al-
gorithm, which is based on artificial neural nets
(ANN). Figure 3 (bottom) shows the comparison of
our method against a flag that indicates cloudy when
ANN probability > 20%, which is the lowest thresh-
old recommended by the authors of the algorithm.
Also in this comparison a good agreement with cloud
borders can be seen in the blue areas where only our
algorithm detects cloudy pixels. Finally, we can use
the BEAM cloud probability to show the potential
of the cloud abundance product, which may be very
useful for the users to decide what is a cloud depend-
ing on the application requirements or image condi-
tions. Figure 4 shows the histograms of the proposed
cloud product (white) and the BEAM cloud proba-
bility (dark) values. The smooth distribution of φ
values differs to a great extent from the output of
the probabilistic ANN classifier, which is usually un-
evenly distributed around zero and one.
4.2. Multitemporal unmixing
After applying the cloud screening algorithm to all
the images, identified cloud contaminated pixels were
masked out and the spectral unmixing was carried
out. Figure 5 (left) shows the spectral signature
of the endmembers for the seven dates selected in
this study. Grassland presents the highest NIR re-
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Figure 6. Left: Classification obtained from the mul-
titemporal unmixing abundances. Right: LGN5 re-
sampled to 9 classes and 300 m used as ground truth.
flectance all year around. During the months of May,
July and August the endmember of deciduous forest
also shows high reflectance (high greening of vege-
tation). The rest of the vegetated classes appear to
have a very similar spectral signature. High confu-
sion is, therefore, expected among these classes. On
the one hand, in the spectral unmixing of one im-
age, the land cover abundances cannot be obtained
over clouded areas or outside the field of view of the
sensor. On the other hand, in the multitemporal un-
mixing, each pixel is formed as the stacked vector of
the spectra of all the available dates. This allows us
to obtain the abundance fractions in all the pixels
of the studied area, but the number of dates used
in multitemporal unmixing is pixel dependent since
each pixel is unmixed with the maximum number of
valid cloud free dates. This means that the quality
of the unmixing might also be pixel-dependent and
that, if critical (phenological) dates are missing for
a number of pixels (e.g. clouded areas), the accu-
racy of the results on those pixels (areas) might be
lower. Figure 5 (right) shows the number of usable
dates for each pixel after masking out the clouds and
cloud borders. It should be noted that the northern
and south-eastern parts of the Netherlands have less
usable pixels than the rest of the country. This is
not only because of the cloud coverage but also be-
cause some of the MERIS FR images did not cover
the whole of The Netherlands.
A detailed description of the multitemporal spec-
tral unmixing and the obtained results is given in
[7]. In this paper, we focus on the impact of cloud
screening in the multitemporal unmixing. However,
in the following, we summarize the main unmixing
results in order to show the advantages and the im-
portance of an accurate cloud screening. The un-
mixed abundances for each date, atk, and the mul-
titemporal approach, ak, were compared with the
abundances computed during the spatial aggregation
of the LGN5 database, LCA. Then, the classifica-
tion obtained from the abundances (Fig. 6) was used
to compute the overall classification accuracy and
the kappa statistic using the LCC as ground truth.
As expected, the multitemporal approach yielded the
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Figure 5. Left: Pure temporal endmembers selected from the multitemporal dataset for each land cover class.
Right: Per-pixel number of usable dates.
highest classification results, since adding the tem-
poral evolution (phenology) simplifies the discrimi-
nation of spectrally similar land cover types. How-
ever, the difference between the classification results
of the best monotemporal image (April) and the mul-
titemporal approach is not very large. These errors
in the multitemporal case should be produced by the
within class heterogeneity (land covers with different
phenology mixed in one class, e.g. arable land class)
or by the procedure used to elaborate the LGN5 used
as ground truth.
5. CONCLUSIONS
This work has presented a cloud screening algorithm
that correctly identifies the location and abundance
of clouds in MERIS images. The algorithm has been
validated against a cloud mask obtained with a tem-
poral change detection approach. Despite the fact
that the proposed method only uses the information
of the cloudy image, results show that our method of-
fers a better discrimination of thin clouds and clouds
borders. This accurate cloud screening algorithm en-
ables a more efficient use of MERIS images. The
advantages provided by an accurate cloud screening
and the great potential of MERIS FR data have been
shown for a sub-pixel land cover mapping applica-
tion. In particular, the unmixing of MERIS FR time
series have been shown to outperform the unmixing
of single dates.
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