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RESUMO
Atualmente, tem se considerado cada vez mais o uso de redes sem fios
em sistemas de automac¸a˜o industrial e controle de processos. Siste-
mas de Controle via Rede sa˜o exemplos de aplicac¸o˜es em que busca-se
implantar em ambientes industriais. Para estes tipos de aplicac¸o˜es, o
suporte a` servic¸os de comunicac¸a˜o tempo real e´ uma das maiores neces-
sidades. Tradicionalmente, aplicac¸o˜es de tempo real industriais assu-
mem que nenhuma amostra sera´ perdida durante os ciclos de controle.
Contudo, alguns estudos realizados nos u´ltimos anos indicam que os
efeitos dos descartes de mensagens frente ao desempenho dos sistemas
de controle podem ser compensados com emprego de outras te´cnicas.
O padra˜o IEEE 802.15.4. teˆm se mostrado uma soluc¸a˜o atrativa para
uma vasta gama de aplicac¸o˜es no campo das Redes de Sensores sem
Fios e mais recentemente no campo da instrumentac¸a˜o sem fios. Sendo
assim, esta tese tem por objetivo principal propor abordagens de pro-
vimento de Qualidade de Servic¸o (QoS) em redes IEEE 802.15.4 para
aplicac¸o˜es de tempo real que tolerem perdas de deadline. Primeira-
mente, um mecanismo de priorizac¸a˜o de tra´fego para dispositivos de
tempo real, durante per´ıodos de acesso com contenc¸a˜o (CAP) foi pro-
posto. Este mecanismo, denominado DDBP, oferece de forma descen-
tralizada aos dispositivos que desejam realizar suas transmisso˜es du-
rante o CAP, priorizac¸a˜o de acesso ao meio de comunicac¸a˜o de acordo
com a distaˆncia para falha dos dispositivos. Posteriormente, duas abor-
dagens de escalonamento durante per´ıodos de acesso sem contenc¸a˜o
(CFP) foram propostas: abordagem SDBP, a qual oferece garantias de
atendimento de deadline a`s aplicac¸o˜es, atrave´s de um teste de esca-
lonabilidade determin´ıstico e uma heur´ıstica on-line de priorizac¸a˜o de
mensagens; e abordagem (m,k)-spin, a qual apresenta uma ana´lise de
escalonabilidade baseada no conceito de per´ıodo de n´ıvel de ocupac¸a˜o.
As abordagens propostas voltadas para o escalonamento durante o CFP
oferecem garantias temporais para as aplicac¸o˜es com restric¸o˜es de QoS,
modeladas de acordo com o modelo de tarefas (m,k)-firm. Dispositivos
que na˜o conseguem realizar suas transmisso˜es durante per´ıodos livres
de contenc¸a˜o, podera˜o realizar suas transmisso˜es utilizando a aborda-
gem de priorizac¸a˜o de tra´fego tempo real desenvolvida para o CAP.
Palavras-chave: Redes de Sensores sem Fios, IEEE 802.14.5, (m,k)-
firm, escalonamento tempo real.

ABSTRACT
In the last few years, the use of wireless networks has been increa-
singly seen in industrial automation and process control. Network
Control Systems are examples of driving applications in industrial en-
vironments. For these types of applications, support for real-time com-
munications services is one of the major requirements. In traditional
approaches, many of these real-time applications assume no data losses
during the control cycle. However some more recent studies indicate
that the effect of control messages discards upon the performance of the
control systems may be significantly encompassed with the adoption of
other techniques.
The IEEE 802.15.4 protocol is an attractive solution for a wide range of
applications in the field of Wireless Sensors Networks and more recently
in the field of wireless instrumentation. Thus, this thesis aims to pro-
pose approaches to providing Quality of Service (QoS) in IEEE 802.15.4
for real-time applications that tolerate deadline misses. First, a me-
chanism for prioritizing traffic for real time devices during Contention
Access Periods (CAP) was proposed. This mechanism, called DDBP
offers in a decentralized way, priority access in accordance to the dis-
tance to device failure. Subsequently, two approaches to scheduling
during Contention Free Periods (CFP) were proposed: SDBP approach
which provides deadlines guarantees by the adoption of a deterministic
scheduling test and an on-line prioritization heuristic; and (m,k)-spin
approach, which presents a schedulability analysis based on the busy
period concept.
The proposed approaches applied to the CFP scheduling provide tem-
poral guarantees for applications with QoS constraints, modelled ac-
cording to the (m,k)-firm task model. Devices that cannot perform
their transmissions during contention free periods, can try to perform
their transmissions using the real-time traffic prioritization approach
developed for the CAP.
Keywords: Wireless Sensor Networks, IEEE 802.15.4, (m,k)-firm,
real-time scheduling.
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1 INTRODUC¸A˜O
Avanc¸os recentes das tecnologias de comunicac¸a˜o e computac¸a˜o
teˆm propiciado o surgimento de dispositivos multifuncionais com baixo
custo e baixo consumo de energia, os quais podem observar e reagir a
mudanc¸as no ambiente f´ısico que esta˜o inseridos.
Uma Rede de Sensores sem Fios (RSSFs) t´ıpica consiste em um
conjunto de dispositivos nodos sensores em um ambiente a ser monito-
rado e controlado. Uma caracter´ıstica destas redes e´ a possibilidade de
coexistir um conjunto heterogeˆneo de nodos, onde alguns nodos sa˜o ti-
picamente mais poderosos do que outros, possuem diferentes conjuntos
de recursos dispon´ıveis e suportam mu´ltiplos tipos de tra´fego, incluindo
dados perio´dicos, intermitentes e de tempo real.
O padra˜o IEEE 802.15.4 teˆm se mostrado uma soluc¸a˜o atrativa
para uma vasta gama de aplicac¸o˜es no campo das RSSFs e mais re-
centemente no campo da instrumentac¸a˜o sem fios (e.g. controle de
processos).
Atualmente, um nu´mero significativo de trabalhos de pesquisa
esta˜o sendo efetuados no desenvolvimento de redes sem fios que oferec¸am
Qualidade de Servic¸o (QoS) (ZHANG et al., 2011; RUIZ et al., 2011) a`s
aplicac¸o˜es. Esta tendeˆncia e´ uma consequeˆncia da crescente utilizac¸a˜o
de comunicac¸o˜es sem fio em ambientes de escrito´rio e dome´stico. Por-
tanto, e´ prova´vel que num futuro pro´ximo, a ampla disponibilidade de
soluc¸o˜es de redes sem fios ira´ tambe´m gerar um padra˜o de facto para
comunicac¸a˜o sem fios em ambientes industriais, onde o conjunto de
protocolos normalizados IEEE 802.11 (802.11, 2007) e IEEE 802.15.4
(802.15.4, 2006) sa˜o os principais candidatos.
No entanto, os requisitos de comunicac¸a˜o para ambientes in-
dustriais sa˜o muito espec´ıficos. Para ale´m do tra´fego gene´rico (por
exemplo, o tra´fego de dados e multimı´dia) similar a`quele encontrado
em ambientes de escrito´rio/dome´stico, existe tra´fego com requisitos de
tempo real. Desta forma se faz necessa´ria a implementac¸a˜o de novas
soluc¸o˜es de comunicac¸a˜o para essas aplicac¸o˜es, obedecendo as especi-
ficac¸o˜es ja´ implementados em dispositivos de prateleira – Commercial-
Of-The-Shelf (COTS).
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1.1 MOTIVAC¸A˜O
Atualmente, tem se considerado cada vez mais o uso de redes
sem fios em sistemas de automac¸a˜o industrial e controle de processos
(BELLO; TOSCANO, 2009; TOSCANO; BELLO, 2011, 2012; WILLIG, 2008).
A motivac¸a˜o mais evidente e´ a necessidade de reduc¸a˜o da quantidade
de cabos nas plantas industriais, proporcionando a reduc¸a˜o de custos
de construc¸a˜o e manutenc¸a˜o dos sistemas; tornando mais fa´cil a confi-
gurac¸a˜o dinaˆmica das ma´quinas, oferecendo mobilidade e flexibilidade
aos sistemas de controle industriais. Voz sobre IP (VoIP) e Sistemas de
Controle via Rede (NCS) sa˜o exemplos de novas aplicac¸o˜es que busca-
se implantar em ambientes industriais. Para estes tipos de aplicac¸o˜es,
o suporte a` servic¸os de comunicac¸a˜o tempo real e´ uma das maiores
necessidades.
Muitas atividades em ambientes industriais, tais como amostra-
gem e atuac¸a˜o, devem ser periodicamente realizadas e executadas den-
tro de intervalos de tempo limitados. A Figura 1 ilustra uma aplicac¸a˜o
de controle t´ıpica, onde dispositivos sensores amostram informac¸o˜es
que servem como entrada para um controlador, o qual gera um sinal
de controle para um ou mais atuadores. Em abordagens tradicionais,
muitos desses controladores, assumem que nenhuma amostra sera´ per-
dida durante o ciclo de controle. Contudo, alguns estudos realizados
nos u´ltimos anos (WILLIG, 2008; HESPANHA et al., 2007; LEMMON et al.,
2003; SCHENATO et al., 2007) indicam que os efeitos dos descartes de
mensagens de controle frente ao desempenho dos sistemas de controle
podem ser significantemente compensados. Entretanto, estes trabalhos
propo˜em o uso de te´cnicas onde o descarte de algumas ativac¸o˜es (ou
perdas de deadlines) sa˜o suportados, contanto que estes descartes se-
jam precisamente espac¸ados. Sendo poss´ıvel a utilizac¸a˜o de te´cnicas de
interpolac¸a˜o ou estimac¸a˜o, como filtros de Kalman (NAKAMURA et al.,
2007) para compensar o na˜o recebimento de uma mensagem perio´dica.
x1 x2 x3 x10 y1 y3 y10y2
tempo de computação
t t+1
amostragem atuação
y4x4
ms
Figura 1: Lac¸o de controle de uma aplicac¸a˜o industrial.
O grupo de trabalho IEEE 802.15.4 (802.15.4, 2006) em conjunto
com a Alianc¸a ZigBee (ZIGBEE-ALLIANCE, 2007) teˆm desenvolvido a
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especificac¸a˜o para um padra˜o de Rede Pessoal de A´rea Privada de
Curto Alcance (LR-WPAN) denominada IEEE 802.15.4. O interesse
da Alianc¸a ZigBee neste tipo de tecnologia adve´m do fato da ampla
diversidade de aplicac¸o˜es que podem tirar proveito das caracter´ısticas
oferecidas pelas LR-WPANs. Estas redes apresentam a vantagem de se-
rem flex´ıveis o bastante para se adequarem a`s necessidades de diversos
conjuntos de aplicac¸o˜es em diferentes campos.
A tecnologia IEEE 802.15.4 vem sendo adotada em RSSFs. Ca-
racter´ısticas como baixo consumo energe´tico, baixa taxa de transmissa˜o
e baixo custo tipicamente se encaixam com a`s necessidades das RSSFs.
Adicionalmente, o protocolo IEEE 802.15.4 preveˆ garantias para aplica-
c¸o˜es de tempo real atrave´s do mecanismo de Compartimento de Tempo
Garantido (GTS). Quando a rede opera no modo com beacon, uma lar-
gura de banda pode ser dedicada exclusivamente para transmissa˜o de
um dispositivo que necessite de garantias temporais. Este per´ıodo de
tempo no qual ha´ compartimentos garantidos e´ denominado Conten-
tion Free Period (CFP). Desta forma, o mecanismo de GTS oferece
garantias mı´nimas para os dispositivos que alocaram GTSs e permite,
assim que estes dispositivos tenham uma estimativa de pior caso den-
tro da rede, uma vez que estes na˜o precisara˜o disputar compartimentos
com outros dispositivos que tambe´m desejam se comunicar.
No entanto, a principal desvantagem do mecanismo de GTS e´
o nu´mero de compartimentos garantidos que podem ser alocados si-
multaneamente entre os nodos da rede. De acordo com a especificac¸a˜o
IEEE 802.15.4 (802.15.4, 2006), durante o CFP no ma´ximo sete compar-
timentos podem ser alocados. Este recurso escasso, pode rapidamente
exaurir-se quando considerada uma rede com uma grande quantidade
de nodos. Como consequeˆncia, os dispositivos que na˜o possuem com-
partimentos alocados devem tentar realizar suas transmisso˜es durante o
per´ıodo com contenc¸a˜o (CAP), usando o mecanismo de acesso ao meio
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).
Contudo, o CSMA/CA na˜o prioriza tra´fego e na˜o fornece qualquer tipo
de garantia temporal ou de entrega de mensagens para as aplicac¸o˜es.
Essas limitac¸o˜es na˜o seriam muito estritas caso as aplicac¸o˜es
que executam nessas redes tivessem um nu´mero reduzido de nodos e
um nu´mero limitado de fluxos de mensagens perio´dicas, pois estas po-
deriam ser alocadas constantemente nos compartimentos garantidos.
Pore´m, uma simples aplicac¸a˜o de controle, composta por alguns nodos
sensores e atuadores distribu´ıdos, ja´ esgotaria esses recursos. Execu-
tar mais de uma malha de controle sobre essas redes, torna-se desa-
fiador, e um complexo trabalho de engenharia, pois envolve a confi-
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gurac¸a˜o dos per´ıodos e offsets das tarefas perio´dicas, buscando um
rod´ızio na alocac¸a˜o das mensagens existentes nos compartimentos ga-
rantidos. Ale´m disso, mesmo que fosse aplicada alguma te´cnica de
otimizac¸a˜o para a configurac¸a˜o desses per´ıodos e offsets, a soluc¸a˜o re-
sultante tornar-se-ia demasiadamente esta´tica e inflex´ıvel.
Uma das principais motivac¸o˜es por tra´s deste trabalho e´ o fato
que, em algumas situac¸o˜es, aplicac¸o˜es podem tolerar perdas de dead-
lines e descartes de mensagens sem que ocorra uma falha no sistema
(e.g. NCSs). A limitac¸a˜o do nu´mero ma´ximo de GTS supracitadas ja´
seria um forte motivo para se propor abordagens e modelos de tare-
fas mais flex´ıveis para as aplicac¸o˜es que executam sobre redes IEEE
802.15.4. No entanto, ale´m disso, apesar de alguns trabalhos recentes
(ex. (ANASTASI et al., 2011; BELLO; TOSCANO, 2009; ANDERSSON et al.,
2008; TOSCANO; BELLO, 2012; CACCAMO; ZHANG, 2002; KOUBAA et
al., 2006b)), o uso adequado de abordagens de tempo real nessas redes
na˜o teˆm sido totalmente investigado. Principalmente no que tange a`
explorac¸a˜o da capacidade das aplicac¸o˜es para lidar com as perdas de
deadlines e de ativac¸o˜es perio´dicas. Oferecer QoS provendo algum tipo
de garantia temporal exigida por algumas aplicac¸o˜es que utilizam redes
IEEE 802.15.4 ainda e´ um desafio em aberto.
1.2 OBJETIVOS DA TESE
Esta tese investiga as seguintes questo˜es interligadas ao escopo
de comunicac¸a˜o de tempo real em redes IEEE 802.15.4:
1. E´ poss´ıvel desenvolver novas abordagens que estendam o Controle
de Acesso ao Meio (MAC) de redes IEEE 802.15.4 de forma a
explorar a capacidade de tarefas perio´dicas lidarem, em tempo
de execuc¸a˜o, com eventuais perdas de deadlines sem nenhuma
alterac¸a˜o ao padra˜o IEEE 802.15.4?
2. E´ poss´ıvel que estas abordagens atuem tanto nos mecanismos de
envio e recepc¸a˜o de mensagens que usam tanto os compartimentos
garantidos (CFP – Contention Free Period), quanto nas que usam
o protocolo CSMA/CA (CAP – Contention Access Period)?
Sendo assim, esta tese tem por objetivo principal propor abor-
dagens de provimento de QoS em redes IEEE 802.15.4 para aplicac¸o˜es
de tempo real que tolerem perdas de deadline. Primeiramente, um
mecanismo de priorizac¸a˜o de tra´fego para dispositivos de tempo real,
durante per´ıodos de acesso com contenc¸a˜o (CAP) foi proposto. Este
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mecanismo, denominado Distributed DBP (DDBP), oferece de forma
descentralizada aos dispositivos que desejam realizar suas transmisso˜es
durante o CAP, priorizac¸a˜o de acesso ao meio de comunicac¸a˜o de acordo
com a distaˆncia para falha dos dispositivos. Posteriormente, duas abor-
dagens de escalonamento durante per´ıodos de acesso sem contenc¸a˜o
(CFP) foram propostas: (i) abordagem Slotted DBP (SDBP), a qual
oferece garantias de atendimento de deadline a`s aplicac¸o˜es, atrave´s de
um teste de escalonabilidade determin´ıstico e uma heur´ıstica on-line de
priorizac¸a˜o de mensagens; (ii) abordagem (m,k)-spin, apresenta uma
ana´lise de escalonabilidade baseada no conceito de per´ıodo de n´ıvel de
ocupac¸a˜o, onde um teste de admissa˜o on-line e´ executado em tempo
polinomial. Esta u´ltima abordagem assume padro˜es de classificac¸a˜o
de tarefas pre´-definidos, possibilitando assim que um maior nu´mero de
tarefas seja admitido no sistema.
As abordagens propostas voltadas para o escalonamento de CFP
oferecem garantias temporais para as aplicac¸o˜es com restric¸o˜es de QoS,
modeladas de acordo com o modelo de tarefas (m,k)-firm. Dispositivos
que na˜o conseguem realizar suas transmisso˜es durante per´ıodos livres
de contenc¸a˜o, podera˜o realizar suas transmisso˜es utilizando a aborda-
gem de priorizac¸a˜o de tra´fego tempo real desenvolvida para o CAP,
entretanto importante ressaltar que o uso do CAP na˜o oferece garan-
tias temporais para as aplicac¸o˜es. Para atingir o objetivo principal
desta tese, os seguintes objetivos espec´ıficos foram delineados:
• Especificac¸a˜o formal do modelo de sistema para fins de especi-
ficac¸a˜o de comportamento e para facilitar a verificac¸a˜o de algu-
mas propriedades de tempo real, importantes para a proposta;
• Criac¸a˜o de um algoritmo de escalonamento de tarefas com re-
stric¸o˜es de QoS especificadas em conformidade com modelo (m,k)-
firm, durante per´ıodos de acesso com contec¸a˜o, em redes IEEE
802.15.4;
• Proposic¸a˜o de um mecanismo de escalonamento de compartimen-
tos de tempo garantido em redes IEEE 802.15.4;
• Definic¸a˜o de testes de escalonabilidade exato para tarefas (m,k)-
firm em redes IEEE 802.15.4;
• Avaliac¸a˜o das abordagens atrave´s de me´todo anal´ıtico, simulac¸o˜es
e de cena´rio experimental.
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1.3 CONTRIBUIC¸O˜ES DA TESE
A principal contribuic¸a˜o deste trabalho de doutorado e´ a pro-
posic¸a˜o de novas abordagens para provimento de QoS a` aplicac¸o˜es de
tempo real baseadas no modelo de tarefas (m,k)-firm. As propostas
apresentam total compatibilidade com o padra˜o IEEE 802.15.4. Desta
forma, na˜o existe necessidade de alterac¸o˜es no padra˜o, sendo as soluc¸o˜es
propostas compat´ıveis com dispositivos de prateleira (COTS) que ja´
implementam o protocolo IEEE 802.15.4. Dentre as contribuic¸o˜es al-
canc¸adas com o desenvolvimento deste trabalho, destacam-se:
• Proposic¸a˜o de um modelo de sistema para tarefas com restric¸o˜es
temporais especificadas na forma de deadlines (m,k)-firm em redes
IEEE 802.15.4;
• Estudo das limitac¸o˜es f´ısicas impostas pelo padra˜o IEEE 802.15.4
no que tange o provimento de suporte de tempo real a`s aplicac¸o˜es.
O padra˜o oferece pouca flexibilidade no oferecimento de valores de
per´ıodos e durac¸a˜o dos compartimentos de tempo para aplicac¸o˜es;
• Extensa˜o da abordagem de escalonamento DBP (Distance Ba-
sed Priority) aplicado de forma descentralizada em redes IEEE
802.15.4. Abordagem oferece priorizac¸a˜o para tarefas em proxi-
midade de uma falha dinaˆmica;
• Proposic¸a˜o de um teste de escalonabilidade exato para tarefas
com restric¸o˜es (m,k)-firm. A soluc¸a˜o on-line proposta melhora
o mecanismo de alocac¸a˜o de GTSs atualmente empregado em
redes IEEE 802.15.4. A abordagem proposta toma deciso˜es de
escalonabilidade em tempo polinomial;
• Avaliac¸a˜o experimental das abordagens propostas atrave´s de cena´-
rios reais, considerando os sobrecustos (overheads) impostos pelo
ambiente, as limitac¸o˜es f´ısicas impostas pelo padra˜o e pelos dis-
positivos sensores. A avaliac¸a˜o experimental demonstra a factibi-
lidade de implementac¸a˜o das soluc¸o˜es propostas em dispositivos
sensores compat´ıveis com o padra˜o IEEE 802.15.4.
1.4 ORGANIZAC¸A˜O DO TEXTO
Esta tese e´ dividida em sete cap´ıtulos, incluindo esta introduc¸a˜o.
O restante deste documento esta´ organizado como segue:
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O Cap´ıtulo 2 apresenta a fundamentac¸a˜o teo´rica sobre sistemas
de tempo real e descreve-se de forma sucinta os aspectos mais relevantes
para compreensa˜o deste trabalho. Este cap´ıtulo tambe´m discorre as
principais caracter´ısticas sobre a especificac¸a˜o IEEE 802.15.4. As li-
mitac¸o˜es estabelecidas pela especificac¸a˜o relacionadas a` periodicidade
e capacidade de transmissa˜o de informac¸o˜es sa˜o discutidas.
O Cap´ıtulo 3 traz um estudo detalhado dos principais traba-
lhos relacionados a esta tese que foram encontrados na literatura. Sa˜o
abordados trabalhos referentes ao escalonamento de tarefas que toleram
descartes de ativac¸o˜es, escalonamento de compartimentos de tempo
garantido e testes de escalonabilidade.
O modelo de sistema delineado neste trabalho e´ apresentado no
Cap´ıtulo 4.
O Cap´ıtulo 5 apresenta a abordagem de priorizac¸a˜o de tarefas
descentralizada aplicada durante per´ıodos de acesso com contenc¸a˜o.
Apresenta-se o algoritmo de escalonamento e a avaliac¸a˜o da proposta
frente a outras proposta encontradas na literatura e discutidas no Cap´ı-
tulo 3.
No Cap´ıtulo 6 sa˜o apresentadas duas propostas de escalonamento
de GTSs durante per´ıodos de acesso sem contenc¸a˜o. Primeiramente,
uma abordagem mais restritiva e´ apresenta e avaliada. A segunda
proposta, relaxa as restric¸o˜es impostas pela primeira abordagem ofe-
recendo um teste de escalonabilidade mais eficiente, onde um maior
conjunto de tarefas pode ser escalonado.
Finalmente, o Cap´ıtulo 7 apresenta as concluso˜es e introduz os
poss´ıveis desdobramentos sobre esta tese na forma de trabalhos rela-
cionados.
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2 FUNDAMENTAC¸A˜O TEO´RICA
O presente cap´ıtulo se destina a apresentar a fundamentac¸a˜o
teo´rica necessa´ria para a compreensa˜o desta tese. Este cap´ıtulo esta´
dividido em treˆs partes: Primeiramente, sa˜o apresentados os principais
conceitos e taxonomias relacionados aos sistemas de tempo real, pos-
teriormente e´ apresentado uma introduc¸a˜o sobre o modelo de tarefas
(m,k)-firm e por fim, uma descric¸a˜o geral sobre a especificac¸a˜o IEEE
802.15.4 e´ apresentada.
2.1 SISTEMAS DE TEMPO REAL
Sistemas de Tempo Real (STR) sa˜o aqueles nos quais a corre-
tude do sistema na˜o depende apenas do resultado lo´gico da computac¸a˜o,
mas tambe´m do tempo o qual os resultados sa˜o produzidos (RAMAMRI-
THAM; STANKOVIC, 1994). Ou seja, os resultados devem ser produzidos
dentro de intervalos de tempo bem definidos para que sejam considera-
dos u´teis. Esses sistemas abrangem um amplo escopo de aplicac¸o˜es en-
volvendo complexidades que va˜o desde sistemas embarcados em micro-
controladores, ate´ amplos e sofisticados sistemas distribu´ıdos. Exem-
plos de utilizac¸a˜o incluem controladores de voˆo, controle de tra´fego
ae´reo, telecomunicac¸o˜es, controle de processos de plantas industriais e
aplicac¸o˜es de multimı´dia distribu´ıda.
Uma rede de sensores sem fio, por exemplo, pode ser concebida
como um sistema computacional de tempo real, cujas restric¸o˜es tem-
porais surgem pela interac¸a˜o pro´xima com o ambiente. Este tipo de
sistema precisa reagir a est´ımulos gerados externamente pelo ambiente
dentro de prazos de tempo estipulados e finitos (BURNS; WELLINGS,
2001) (Figura 2). O tempo e´ um importante recurso gerido por siste-
mas de tempo real. Esses sistemas sa˜o constitu´ıdos por um conjunto
de tarefas cooperantes com restric¸o˜es temporais (usualmente, per´ıodos
e deadlines1) (MONTEZ, 1999).
Apesar do desempenho no processamento ser uma caracter´ıstica
importante para a maioria dos sistemas de tempo real, uma questa˜o im-
portante diz respeito a` previsibilidade temporal (SHIN; RAMANATHAN,
1994a), ou seja, em sistemas de tempo real, a previsibilidade indica se
em tempo de projeto e´ poss´ıvel obter algum tipo de antecipac¸a˜o do
1O termo deadline neste trabalho e´ considerado como prazo ma´ximo no qual
uma tarefa deve completar sua execuc¸a˜o.
34
Ambiente
Sistema de tempo real
Estímulos Controles
Figura 2: Exemplo de sistema de tempo real e seu ambiente.
comportamento temporal (STANKOVIC; RAMAMRITHAM, 1990). Para
tanto, e´ necessa´rio assumir algumas hipo´teses de carga e faltas do sis-
tema. Isto e´, assumir no sistema quais sera˜o os tempos ma´ximos de
utilizac¸a˜o de recursos, a carga ma´xima em que o sistema e´ submetido
e os tipos e frequeˆncia das faltas que podem ocorrer no sistema.
A previsibilidade determinista de um sistema pode ser obtida
apenas em ambientes deterministas, onde e´ poss´ıvel uma completa an-
tecipac¸a˜o dos comportamentos do ambiente. Garantias de deadlines
sa˜o poss´ıveis apenas se existe o conhecimento pre´vio de algumas carac-
ter´ısticas das tarefas, como tempos ma´ximos de computac¸a˜o e taxas de
chegada. Ale´m da dificuldade em se obter esses valores, ainda existe o
problema de grande subutilizac¸a˜o do sistema.
Quando na˜o e´ fact´ıvel a antecipac¸a˜o da carga e faltas que podem
ocorrer no sistema, a u´nica previsibilidade que pode ser obtida e´ a pro-
babilista. O conhecimento do comportamento de um sistema pode ser
adquirido atrave´s de simulac¸o˜es. No entanto, valores estimados a partir
de simulac¸o˜es ou testes podem, em algumas situac¸o˜es, na˜o corresponder
aos valores reais obtidos durante uma execuc¸a˜o do sistema.
As garantias no atendimento dos requisitos temporais fornecidos
pelos STR podem ser classificadas como: garantia em tempo de pro-
jeto e garantia dinaˆmica. A primeira, relacionada com a obtenc¸a˜o de
previsibilidade determinista do sistema, normalmente, e´ obtida atrave´s
de ana´lises off-line do comportamento do sistema e com adoc¸a˜o de es-
quemas de reservas de recursos. Alguns autores (SHIN; RAMANATHAN,
1994b) associam o conceito de previsibilidade a uma antecipac¸a˜o pro-
babilista do comportamento do sistema (baseada em simulac¸o˜es ou
estimativas) que estipulam probabilidades dos deadlines serem aten-
didos. A previsibilidade probabilista e´ utilizada em sistemas onde a
carga computacional na˜o pode ser previamente conhecida, logo na˜o se
consegue obter garantias em tempo de projeto sobre os atendimentos
de todos os deadlines. Em alguns sistemas com previsibilidade probabi-
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lista, o atendimento as restric¸o˜es temporais segue o modelo de melhor
esforc¸o. Neste tipo de abordagem a dificuldade em prever a carga com-
putacional, implica em eventuais perdas de deadlines. Pore´m garan-
tias dinaˆmicas podem ser alcanc¸adas em abordagens de melhor esforc¸o
atrave´s da adoc¸a˜o de mecanismos de teste de aceitac¸a˜o dinaˆmicos, asse-
gurando o atendimento de algumas tarefas admitidas no sistema (MON-
TEZ, 1999).
Tradicionalmente os sistemas de tempo real sa˜o classificados
conforme a rigidez (strictness) de seus deadlines (STANKOVIC; RAMAM-
RITHAM, 1990). Dependendo das consequeˆncias advindas da perda de
um deadline, os sistemas de tempo real sa˜o usualmente classificados
em duas categorias: soft e hard (BUTTAZZO, 1997). Um STR e´ dito
ser soft se o cumprimento de seus deadlines e´ deseja´vel por motivos
de desempenho do sistema, pore´m a perda de alguns deadlines na˜o
causa danos se´rios ao ambiente e na˜o prejudica o comportamento cor-
reto do sistema (BUTTAZZO, 1997). Um sistema de tempo real e´ dito
ser hard se uma falha no atendimento de um deadline pode ocasionar
danos catastro´ficos e irrevers´ıveis no ambiente controlado (perdas de
vidas humanas, danos em equipamentos e perdas financeiras) (BUT-
TAZZO, 1997). Esta classe de sistemas de tempo real engloba sistemas
avioˆnicos, robo´ticos, nucleares, plantas qu´ımicas, etc.
(LIU, 2000) define um STR hard como aquele onde sa˜o exigidas
garantias no cumprimento dos deadlines das tarefas. De forma ana´loga,
se na˜o sa˜o exigidas garantias, apenas demonstrac¸o˜es de que a tarefa
tenha algumas restric¸o˜es atendidas de forma estat´ıstica o sistema e´
dito ser soft.
2.1.1 Modelo de tarefas
Uma aplicac¸a˜o de tempo real e´ constitu´ıda tipicamente de va´rias
tarefas. Ale´m da correc¸a˜o lo´gica, uma tarefa de tempo real deve sa-
tisfazer restric¸o˜es temporais. Diferentes abordagens de tempo real
se apoiam em diferentes modelos de tarefas. Pore´m, de uma forma
geral, os modelos encontrados na literatura apresentam os seguintes
paraˆmetros (BUTTAZZO, 1997):
• Tempo de chegada ai: e´ o tempo no qual a tarefa torna-se
pronta para execuc¸a˜o2.
2Alguns autores consideram que o tempo de chegada de uma tarefa (arrival time)
e´ diferente do tempo de liberac¸a˜o (release time) onde a tarefa torna-se pronta para
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• Tempo de computac¸a˜o Ci: e´ o tempo necessa´rio para o pro-
cessador executar a tarefa sem interrupc¸o˜es. Sistemas hard cos-
tumam trabalhar com piores casos de tempo de execuc¸a˜o (worst
case execution time - WCET).
• Deadline di: e´ o instante de tempo no qual uma tarefa deve ser
completada (deadline absoluto).
• Deadline Di: e´ o intervalo de tempo no qual uma tarefa deve
ser completada (deadline relativo).
• Tempo de in´ıcio si: e´ o tempo no qual uma tarefa inicia sua
execuc¸a˜o.
• Tempo de te´rmino fi: e´ o tempo no qual uma tarefa finaliza
sua execuc¸a˜o.
• Criticalidade: paraˆmetro relacionado com as consequeˆncias de
perda de um deadline (tipicamente, um valor nume´rico que define
se a tarefa e´ hard ou soft).
• Importaˆncia vi: representa a importaˆncia relativa da tarefa com
respeito as outras tarefas do sistema.
• Folga Li: Li = di − fi, representa o tempo ma´ximo que uma
tarefa pode ser postergada para completar sua ativac¸a˜o dentro
de seu deadline (considerando que C representa o pior caso de
tempo de execuc¸a˜o).
Alguns dos paraˆmetros apresentados acima sa˜o graficamente ilus-
trados na Figura 3.
ai si fi di
Ci
ti
Di
Figura 3: Paraˆmetros t´ıpicos de uma tarefa de tempo real.
Outra caracter´ıstica, relacionada com o comportamento tem-
poral das tarefas de tempo real diz respeito a` regularidade de suas
execuc¸a˜o (XU; PARNAS, 1993). Esses autores geralmente trabalham com ana´lises de
escalonamento que consideram mais um paraˆmetro denominado jitter de liberac¸a˜o
(release jitter).
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ativac¸o˜es. Tarefas podem ser definidas como perio´dicas ou aperio´dicas.
Tarefas perio´dicas consistem em uma sequeˆncia infinita de tarefas ideˆn-
ticas, chamadas de instaˆncias ou jobs, com tempos de chegadas com
taxas constantes. Tarefas aperio´dicas (ou ass´ıncronas) assim como as
tarefas perio´dicas, consistem em uma sequeˆncia infinita de jobs, entre-
tanto, seus tempos de chegada na˜o sa˜o regulares.
O per´ıodo de uma tarefa τi e´ comumente denotado por Ti. Em
alguns modelos de tarefas mais simples, considera-se que o deadline
relativo Di da tarefa coincide com o final do per´ıodo (Ti = Di). Essa
suposic¸a˜o geralmente simplifica e facilita a ana´lise de escalonabilidade
desses sistemas.
2.1.2 Deadlines e func¸o˜es benef´ıcio
A reserva de recursos em STR hard, considerando os piores casos
de execuc¸a˜o em tempo de projeto, geralmente leva a` subutilizac¸a˜o dos
recursos do sistema, este e´ o prec¸o a ser pago por sistemas onde existe
a necessidade de garantias. Pore´m, em STR soft, onde na˜o existe o
oferecimento de garantias em tempo de projeto, tarefas podem rece-
ber atendimento baseado nos tempos me´dios de computac¸a˜o ou ainda,
permitir que algumas ativac¸o˜es de suas tarefas sejam descartadas em
virtude de alguma tarefa executar mais do que o tempo estimado. Este
tipo de sistema consegue uma melhor utilizac¸a˜o dos recursos do sistema,
durante a ocorreˆncia de eventuais situac¸o˜es de sobrecarga transientes
ou falhas temporais (MONTEZ, 1999).
Objetivando a adoc¸a˜o de modelos mais flex´ıveis, abordagens de
escalonamento adaptativo assumem que as condic¸o˜es de carga do sis-
tema sa˜o monitoradas e as deciso˜es de escalonamento sa˜o baseadas
na observac¸a˜o destas condic¸o˜es (LIU, 2000). As abordagens de esca-
lonamento adaptativo, sa˜o geralmente empregadas com o objetivo de
obter-se uma degradac¸a˜o suave da qualidade oferecida pelo sistema
durante situac¸o˜es onde a carga do sistema na˜o pode ser previamente
identificada.
A qualidade recebida por uma tarefa de tempo real pode ser
avaliada atrave´s de um valor de qualidade (representado na Figura 4
por V (ti)). Este valor depende do tempo o qual a tarefa e´ comple-
tada. Assim, a qualidade recebida pelas tarefas de tempo real pode ser
modelada atrave´s de uma func¸a˜o benef´ıcio (ilustrada na Figura 4).
Uma tarefa na˜o tempo real adiciona valor de qualidade constante
ao sistema, uma vez que esta classe de sistema na˜o apresenta valores
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não tempo real
hard
di
soft
di
firm
di
V(t )i
V(t )i
ti
ti
V(t )i
ti
V(t )i
ti
Figura 4: Func¸o˜es benef´ıcio associadas a uma tarefa tempo real.
de deadlines. Ja´ uma tarefa hard, o na˜o cumprimento de um deadline
adiciona valor de benef´ıcio negativo ao sistema, prejudicando todo o
sistema. No caso de uma tarefa soft, um valor de benef´ıcio e´ adicio-
nado ao sistema, mesmo apo´s o seu deadline. Este valor de benef´ıcio
diminui com o passar do tempo. Finalmente, uma tarefa firm na˜o pre-
judica o sistema caso perca seu deadline, pore´m o valor de benef´ıcio
adicionado passa a ser zero, caso a tarefa na˜o seja completada dentro
de seu deadline.
E´ importante ressaltar que caso os deadlines das tarefas hard
na˜o sejam atendidos o valor benef´ıcio passa a ser infinitamente nega-
tivo, desta forma e´ necessa´rio adoc¸a˜o de mecanismos de escalonamento
garantidos para as tarefas hard. Se todas as tarefas hard teˆm atendi-
mento garantido, o algoritmo de escalonamento deve garantir o esca-
lonamento das tarefas em condic¸o˜es de carga moderada e maximizar
o atendimento de tarefas firm e soft durante sobrecargas transientes
(BUTTAZZO, 1997).
Alguns trabalhos da literatura classificam como firm os sistemas
de tempo real formados exclusivamente por tarefas com deadlines firm.
Estes sistemas permitem que alguns deadlines ocasionalmente sejam
violados, resultando em degradac¸a˜o na qualidade do sistema (MAR-
CHAND; S.-CHETTO, 2006). Exemplo desta classe de sistemas de tempo
real sa˜o aplicac¸o˜es multimı´dia, onde perdas na qualidade de a´udio e
v´ıdeo ocorrem quando o sistema na˜o e´ capaz de processar todos os
quadros a tempo. Dentro deste contexto, algumas pesquisas teˆm consi-
derado outras informac¸o˜es para melhorar a utilizac¸a˜o do sistema, incor-
porando te´cnicas de escalonamento que consideram na˜o apenas atribu-
tos temporais das tarefas, mas tambe´m alguns aspectos de qualidade.
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2.1.3 Escalonamento tempo real
Uma das a´reas de pesquisas em sistemas de tempo real que tem
recebido grande atenc¸a˜o dos pesquisadores tem sido o escalonamento
de tarefas. Sistemas de tempo real possuem restric¸o˜es temporais (dead-
lines) que devem ser atendidas de forma previs´ıvel e robusta (FARINES
et al., 2000). Estas necessidades demandam o projeto de algoritmos de
escalonamento que atendam os requisitos do sistema de tempo real de
maneira satisfato´ria.
O processo de escalonamento de um conjunto de tarefas pode,
muitas vezes, ser dividido em duas etapas. Inicialmente um teste de
escalonabilidade determina se e´ poss´ıvel atender os deadlines de todas
as tarefas do conjunto. Caso o conjunto de tarefas possa ser escalonado
cumprindo suas restric¸o˜es temporais (ex. deadlines), o conjunto de
tarefas e´ dito ser fact´ıvel (feasible). Os algoritmos que realizam testes
de escalonabilidade sa˜o classificados em (OLIVEIRA, 1997):
• Suficiente mas na˜o necessa´rio: todo o conjunto de tarefas admi-
tido pelo teste e´ escalona´vel, pore´m nada pode ser afirmado a
respeito dos conjuntos de tarefas reprovados pelo teste.
• Necessa´rio mas na˜o suficiente: todo o conjunto de tarefas repro-
vado na˜o e´ escalona´vel, pore´m nada pode ser dito sobre os conjun-
tos aprovados.
• Exato: todo o conjunto de tarefas aprovado pelo teste e´ esca-
lona´vel e todo conjunto reprovado na˜o e´ escalona´vel.
A segunda etapa corresponde em calcular a escala de execuc¸a˜o
das tarefas, ou seja, determinar qual tarefa utiliza qual recurso a cada
momento. Um escalonador (scheduler) proveˆ um algoritmo ou pol´ıtica
para ordenar a execuc¸a˜o de um conjunto de processos (ou tarefas) no
processador de acordo com algum crite´rio pre´-estabelecido. Dentre
as taxonomias propostas para classificar algoritmos de escalonamento
tempo real encontrados na literatura, destacam-se as seguintes (BUT-
TAZZO, 1997):
• Quanto a` capacidade de preempc¸a˜o:
– Preemptivo. Nesta classe, uma tarefa em execuc¸a˜o pode ser
interrompida a qualquer momento para que o processador
seja atribu´ıdo para outra tarefa, de acordo com uma pol´ıtica
de escalonamento predefinida.
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– Na˜o-preemptivo. Um algoritmo e´ dito ser na˜o-preemptivo
quando, uma vez executada, uma tarefa utiliza o processador
ate´ completar sua execuc¸a˜o. Assim, todas as deciso˜es de
escalonamento sa˜o tomadas apo´s o te´rmino de execuc¸a˜o de
uma tarefa.
• Quanto ao tempo de decisa˜o sobre paraˆmetros de escalonamento:
– Esta´tico. Algoritmos esta´ticos sa˜o aqueles onde as deciso˜es
de escalonamento sa˜o baseadas em paraˆmetros fixos (priori-
dades), atribu´ıdos para as tarefas antes de suas ativac¸o˜es.
– Dinaˆmico. Algoritmos dinaˆmicos sa˜o aqueles onde as de-
ciso˜es de escalonamento sa˜o baseadas em paraˆmetros dinaˆmi-
cos que podem mudar durante a evoluc¸a˜o do sistema.
• Quanto ao tempo de execuc¸a˜o do escalonamento:
– Off-line. Um algoritmo de escalonamento e´ dito ser off-line
se a execuc¸a˜o de todo o conjunto de tarefas e´ realizada antes
da ativac¸a˜o efetiva das tarefas. A escala gerada e´ armaze-
nada em uma tabela e posteriormente e´ executada.
– On-line. Um algoritmo de escalonamento e´ considerado on-
line se as deciso˜es de escalonamento sa˜o tomadas em tempo
de execuc¸a˜o, sempre que uma tarefa e´ admitida no sistema
ou quando uma tarefa em execuc¸a˜o e´ finalizada.
• Quanto a` optimalidade do escalonamento:
– O´timo. Um algoritmo de escalonamento e´ considerado o´timo
se, caso ele falhe no atendimento de um deadline, enta˜o nen-
hum outro algoritmo de escalonamento da mesma classe e´
capaz de atender o deadline.
– Heur´ıstico. Um algoritmo heur´ıstico tenta oferecer uma es-
cala o´tima para o conjunto de tarefas, pore´m na˜o oferece
garantias quanto a encontrar esta escala o´tima.
Uma classe de algoritmos de escalonamento tambe´m considerada
na literatura sa˜o os algoritmos clarividentes (clairvoyant). Um algo-
ritmo e´ dito ser clarividente se ele conhece o futuro a priori (BUTTAZZO,
1997), isto e´, se ele conhece antecipadamente os tempos de chegada de
todas as tarefas. Como tal algoritmo na realidade na˜o existe, eles sa˜o
utilizados apenas para comparac¸a˜o de desempenho frente outros algo-
ritmos.
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2.1.4 Escalonamento de tarefas perio´dicas
Sistemas de tempo real sa˜o geralmente formados por aplicac¸o˜es
perio´dicas e na˜o perio´dicas. Tradicionalmente, aplicac¸o˜es de controle
ou ate´ mesmo aplicac¸o˜es multimı´dia sa˜o caracterizadas pelo comporta-
mento perio´dico de suas atividades. Em muitas aplicac¸o˜es industriais
(ex. controle de processos), as tarefas perio´dicas representam a maior
demanda computacional do sistema (BUTTAZZO, 1997).
As caracter´ısticas c´ıclicas das tarefas perio´dicas, permitem que
os tempos de chegada e a carga computacional sejam conhecidos a
priori, favorecendo a obtenc¸a˜o de garantias em tempo de projeto sobre
a escalonabilidade do conjunto de tarefas perio´dico.
Dentro deste contexto, uma tarefa perio´dica τi e´ dita ser fact´ıvel
(feasible) se todas as suas instaˆncias sa˜o atendidas dentro de seus dead-
lines. Um conjunto de tarefas Γ e´ dito ser escalona´vel se todas as tarefas
em Γ sa˜o fact´ıveis (BUTTAZZO, 1997).
Dado um conjunto Γ composto por n tarefas perio´dicas, o fa-
tor de utilizac¸a˜o do processador U e´ a frac¸a˜o de tempo de processa-
dor gasto na execuc¸a˜o do conjunto de tarefas. Considerando Ci/Ti a
frac¸a˜o de tempo de processador consumida pela tarefa τi, o fator de
utilizac¸a˜o para n tarefas e´ dada pela equac¸a˜o 2.1. O fator de utilizac¸a˜o
do processador proveˆ uma indicac¸a˜o da carga computacional imposta
ao processador pelo conjunto de tarefas perio´dicas.
U =
N∑
i=1
Ci
Ti
(2.1)
Neste cap´ıtulo, treˆs algoritmos cla´ssicos para lidar com tarefas
perio´dicas sa˜o brevemente discutidos: Taxa Monotoˆnica (RM, Rate Mo-
notonic), EDF (Earliest Deadline First) e Deadline Monotoˆnico (DM,
Deadline Monotonic). Testes de escalonabilidade sa˜o apresentados em
cada algoritmo com a finalidade de prover garantias para um conjunto
de tarefas.
Escalonamento Taxa Monotoˆnica
Em algoritmos de escalonamento baseados em prioridade fixa,
todas as instaˆncias de uma tarefa possuem a mesma prioridade. Usual-
mente, as tarefas sa˜o numeradas de tal forma que τi possui prioridade
i, onde os valores menores denotam as maiores prioridades e valores
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elevados denotam prioridades baixas.
O algoritmo de escalonamento Taxa Monotoˆnica (RM) atribui
prioridades de acordo com as taxas de chegada das tarefas. Tarefas
com altas taxas de chegada (menores per´ıodos Ti) recebem as maiores
prioridades do sistema. Como os per´ıodos das tarefas sa˜o constantes,
as prioridades atribu´ıdas a`s tarefas na˜o mudam e o algoritmo RM e´
considerado um algoritmo de prioridade fixa, pois as prioridades sa˜o
atribu´ıdas de forma esta´tica antes da execuc¸a˜o das tarefas. O RM
pertence a` classe de algoritmos preemptivos, a execuc¸a˜o de uma tarefa
e´ suspensa com a chegada de uma nova tarefa com menor per´ıodo.
Em um trabalho cla´ssico, datado de 1973, os autores (LIU; LAY-
LAND, 1973) apresentam o conceito de instante cr´ıtico. O instante
cr´ıtico para uma tarefa e´ o instante de tempo o qual o tempo de resposta
da tarefa e´ maximizado – ou excede o deadline. No referido trabalho os
autores apresentam um teorema demonstrando que, para um conjunto
de tarefas perio´dicas com prioridades fixas, o instante cr´ıtico para uma
tarefa τi ocorre quando esta e´ liberada juntamente com todas as tarefas
τj (j < i) de maior prioridade. O intervalo de 0 ate´ Di e´ enta˜o um in-
tervalo sobre o qual a demanda das tarefas mais priorita´rias τ1, ...τi−1
e´ ma´xima, sendo esta a pior situac¸a˜o poss´ıvel para que τi tenha seu
deadline atendido.
Baseado no conceito de instante cr´ıtico (LIU; LAYLAND, 1973)
mostram que o RM e´ um algoritmo de escalonamento o´timo conside-
rando todos os algoritmos de prioridades fixas. Os autores apresentam
um teste de escalonabilidade suficiente, mas na˜o necessa´rio, derivado
do fator de utilizac¸a˜o do processador. O teste proposto e´ resumido pela
Equac¸a˜o 2.2.
U =
N∑
i=1
Ci
Ti
≤ n
(
2
1
n − 1
)
(2.2)
O algoritmo RM garante que um conjunto de tarefas perio´dicas
e´ escalona´vel se a utilizac¸a˜o total do processador U na˜o ultrapassar
0.69. Este teste se torna exato nos casos onde as tarefas do conjunto a
ser escalonado apresentam per´ıodos Ti mu´ltiplos de suas tarefas mais
priorita´rias (LIU, 2000). Neste caso, o teste passa a ser necessa´rio e
suficiente podendo alcanc¸ar o fator de utilizac¸a˜o ma´ximo (U = 100%),
conforme definido na Equac¸a˜o 2.3.
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U =
N∑
i=1
Ci
Ti
≤ 1 (2.3)
Importante ressaltar que os testes 2.2 e 2.3 sa˜o va´lidos ape-
nas para um modelo de tarefas bastante restrito, onde as tarefas na˜o
possuem relac¸o˜es de precedeˆncia e de exclusa˜o mu´tua. Ale´m disso,
considera-se que os deadlines relativos coincidem com os per´ıodos. Exis-
tem outros trabalhos mais recentes que relaxam essas restric¸o˜es ao mo-
delo de tarefas e propo˜em testes de escalonabilidade exatos, pore´m mais
complexos que os apresentados pelas equac¸o˜es 2.2 e 2.3 (AUDSLEY et
al., 1993; TINDELL et al., 1993).
Escalonamento Earliest Deadline First
O EDF e´ um algoritmo de escalonamento preemptivo e dinaˆmico,
que seleciona as tarefas para serem escalonadas conforme seus valores de
deadlines absolutos. Segundo o EDF, a tarefa com o menor deadline
recebe a maior prioridade do sistema. O EDF e´ considerado o´timo
dentre a classe dos algoritmos de prioridades dinaˆmicas. Assim como
no RM, as premissas do trabalho original de (LIU; LAYLAND, 1973)
que determinavam o modelo de tarefas no EDF sa˜o que os deadlines
relativos coincidem com o per´ıodo e que na˜o ha´ relac¸o˜es de precedeˆncia
e exclusa˜o mu´tua.
Assumindo as premissas acima, a escalonabilidade de um conjunto
de tarefas segundo o EDF pode ser verificado atrave´s do fator de uti-
lizac¸a˜o do processador. Desta forma, um conjunto de tarefas perio´dicas
e´ escalonado pelo EDF se:
U =
N∑
i=1
Ci
Ti
≤ 1 (2.4)
O teste de escalonabilidade (Equac¸a˜o 2.4) e´ suficiente e necessa´rio,
pore´m caso uma das premissas acima sejam violadas, o teste passa a
ser apenas necessa´rio e deixa de ser suficiente. Existem outros tra-
balhos que relaxam o modelo de tarefas e que apresentam ana´lise de
escalonabilidade mais complexas, que na˜o sa˜o baseadas no conceito de
utilizac¸a˜o (LEHOCZKY, 1990).
44
Escalonamento Deadline Monotoˆnico
Em meados dos anos 80, testes de escalonabilidade mais com-
plexos comec¸aram a ser desenvolvidos. O algoritmo Deadline Mo-
notoˆnico, proposto por (LEUNG; WHITEHEAD, 1982), e´ um algoritmo
de escalonamento por prioridades fixas que relaxa a premissa imposta
pelo RM, onde os deadlines relativos das tarefas coincidem com o fi-
nal dos per´ıodos. Desta forma, tem-se deadlines relativos menores ou
iguais aos valores dos per´ıodos das tarefas Di ≤ Ti (Figura 5).
di
t
i
Ci
Ti
Di
Figura 5: Paraˆmetros t´ıpicos para escalonamento DM.
Segundo o DM, cada tarefa recebe uma prioridade com valor
inversamente proporcional a seu deadline relativo. Consequentemente,
em um dado instante a tarefa pronta com o menor deadline relativo e´
executada. Similar ao RM, o DM e´ intrinsecamente preemptivo, uma
tarefa em execuc¸a˜o e´ suspensa pela chegada de uma tarefa com deadline
relativo menor. O DM e´ tambe´m considerado o´timo em sua classe de
algoritmos com deadlines menores que os per´ıodos das tarefas. Na
verdade, pode-se considerar o RM como um caso particular do DM,
onde os deadlines relativos coincidem com os per´ıodos das tarefas.
O trabalho apresentado por (LEHOCZKY et al., 1989) assume que
o instante cr´ıtico para um conjunto de tarefas ocorre no instante zero –
todas as tarefas sa˜o liberadas simultaneamente em t = 0. Objetivando
determinar quando uma tarefa pode cumprir seus deadlines o teste
calcula a demanda de processador de uma tarefa τi juntamente com as
demandas de processador das tarefas τj de maior prioridade, como uma
func¸a˜o de tempo a partir do instante cr´ıtico. Desta forma, considerando
um conjunto de tarefas liberadas simultaneamente no instante zero, a
tarefa τi tera´ seu deadline atendido se existe um instante de tempo
0 < t ≤ Ti tal que a demanda de processador, Wi(t) e´ menor ou igual
a t. A demanda de tempo Wi(t) da tarefa τi liberada em [0,t) e´ dado
pela Equac¸a˜o 2.5.
Wi(t) = Ci +
i−1∑
j=1
⌈
t
Tj
⌉
Cj , para 0 < t ≤ Ti (2.5)
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Como (t/Tj) e´ um valor crescente, exceto nos instantes onde as
tarefas sa˜o liberadas, os u´nicos valores de t que precisam ser testados
sa˜o os mu´ltiplos dos per´ıodos das tarefas entre zero e Ti.
Em (LEHOCZKY, 1990) e´ introduzido o conceito de per´ıodo de
ocupac¸a˜o (busy period). Considerando que o instante cr´ıtico de uma
tarefa τi ocorre em t0, o per´ıodo de ocupac¸a˜o de n´ıvel i ocorre no
primeiro instante t, apo´s t0, quando todas as ativac¸o˜es da tarefa τi
que foram liberadas em t0 sa˜o completadas. Em outras palavras, no
intervalo [0,t), o processador esta´ ocupado executando ativac¸o˜es de
tarefas i ou de maior prioridade. Todas as instaˆncias executadas dentro
do intervalo [0,t) sa˜o liberadas no intervalo e ao te´rmino do intervalo
na˜o ha´ carga adicional de instaˆncias a serem executadas posteriormente.
Desta forma, o pior caso de tempo de resposta para τi esta´ as-
sociado com sua primeira instaˆncia, assim apenas o primeiro deadline
da tarefa τi precisa ser verificado. Este resultado permanece va´lido
quando Di ≤ Ti. Entretanto, uma ana´lise mais criteriosa deve ser rea-
lizada quando considera-se o deadline de uma tarefa maior do que seu
per´ıodo (Di > Ti). Neste caso, o pior caso de tempo de resposta da ta-
refa na˜o ocorre necessariamente na primeira ativac¸a˜o da tarefa. Desta
forma, como o tempo de resposta da tarefa pode ser maior do que seu
per´ıodo, pode haver mais de uma instaˆncia pronta para execuc¸a˜o em
um instante de tempo. Instaˆncias de tarefas prontas para execuc¸a˜o
sa˜o usualmente escalonadas de acordo com a pol´ıtica de escalonamento
FIFO.
j
Tj
Cj
Tj
i Ti
Ti
Ti
Ti
tr
i
Ci
período de ocupação de nível i
Figura 6: Ca´lculo do per´ıodo de ocupac¸a˜o de n´ıvel i (Di > Ti).
Lehoczky (LEHOCZKY, 1990) demonstra como o pior caso de
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tempo de resposta de uma tarefa τi pode ser encontrado atrave´s da
ana´lise de um nu´mero de janelas, cada uma definida como sendo a
durac¸a˜o do per´ıodo de ocupac¸a˜o iniciando na janela, e cada janela a
partir de uma chegada de tarefa τi (a partir deste momento em algum
mu´ltiplo de Ti antes da ativac¸a˜o atual da tarefa τi). A Figura 6 apre-
senta parte da execuc¸a˜o de duas tarefas: a tarefa τj e´ a tarefa de mais
alta prioridade e a tarefa τi de prioridade mais baixa (novas ativac¸o˜es
podem ocorrer antes mesmo de suas ativac¸o˜es anteriores terem sido
atendidas). Para encontrar o pior caso de tempo de resposta, todas as
ativac¸o˜es da tarefa τi dentro do per´ıodo de ocupac¸a˜o de n´ıvel i devem
ser examinadas (na Figura 6 a terceira ativac¸a˜o de τi apresenta o pior
tempo de resposta).
Outro grupo de pesquisadores analisou o problema de determinar
o pior caso de tempo de resposta de uma tarefa; isto e´, encontrar o
maior tempo entre a chegada de uma tarefa e seu te´rmino de execuc¸a˜o,
de uma forma mais gene´rica. Uma vez conhecido o pior caso de tempo
de resposta de uma tarefa, a factibilidade de execuc¸a˜o da tarefa pode
ser verificada comparando-se o pior caso de tempo de resposta com seu
respectivo deadline.
Em (JOSEPH; PANDYA, 1986; AUDSLEY et al., 1991) e´ apresentado
um teste de escalonabilidade necessa´rio e suficiente para o DM. O teste
e´ baseado no conceito de tempo de resposta das tarefas. O ca´lculo do
tempo de resposta considera o intervalo de uma janela de tempo Ri
que e´ o tempo transcorrido desde a liberac¸a˜o da tarefa τi ate´ o te´rmino
de sua execuc¸a˜o. O ca´lculo do tempo de resposta considera ainda a
interfereˆncia das tarefas de maior prioridade (considerando o instante
cr´ıtico das tarefas). A fo´rmula do tempo de resposta Ri e´ descrita na
equac¸a˜o 2.6.
Ri = Ci +
i−1∑
j=1
⌈
Ri
Tj
⌉
Cj (2.6)
Uma tarefa τi tem suas restric¸o˜es atendidas sempre que Ri ≤ Di.
A verificac¸a˜o do tempo de resposta ocorre atrave´s de um teste inter-
ativo. O teste e´ finalizado quando os valores de Rn+1i = R
n
i . Este
teste de escalonabilidade apesar de ser mais complexo que os apresen-
tados nas equac¸o˜es 2.2, 2.3 e 2.4, possui como vantagem a capacidade
de facilmente incorporar extenso˜es ao modelo de tarefas, permitindo
modelos de tarefas com jitter de liberac¸a˜o, relac¸o˜es de precedeˆncia, de
exclusa˜o mu´tua, etc.
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2.1.5 Escalonamento de tarefas aperio´dicas
Nem todas as tarefas das aplicac¸o˜es de tempo real chegam em
intervalos de tempo regulares. Algumas sa˜o ativadas pela ocorreˆncia
de determinados eventos. Esta classe de tarefas e´ referenciada na li-
teratura de tempo real como tarefas aperio´dicas (SPRUNT, 1990). Um
exemplo e´ uma tarefa que dispara um alarme. Este evento na˜o ocorre
em intervalos de tempo conhecidos e a taxa de chegada da tarefa na˜o
e´ conhecida.
Geralmente, tarefas perio´dicas sa˜o consideradas cr´ıticas, neces-
sitando testes de escalonamento em tempo de projeto, para que o sis-
tema possa prover garantias temporais. Algumas tarefas aperio´dicas
podem necessitar garantias em seus deadlines (caso as tenha). Tarefas
aperio´dicas que apresentam intervalo mı´nimo entre ativac¸o˜es e possuem
um deadline associado sa˜o denominadas tarefas espora´dicas (FARINES
et al., 2000).
2.1.6 Escalonamento na sobrecarga
O problema de escalonamento tempo real em condic¸o˜es de sobre-
carga tem sido objeto de intensa pesquisa durante os u´ltimos anos. Uma
situac¸a˜o de sobrecarga pode ser definida como uma situac¸a˜o cr´ıtica no
qual a demanda pelos recursos computacionais pelas tarefas excede a
capacidade de processamento do sistema. Desta forma, nessas situac¸o˜es
na˜o e´ poss´ıvel que todos os deadlines das tarefas sejam atendidos (BUT-
TAZZO et al., 1995).
Mesmo quando um sistema de tempo real e´ adequadamente pro-
jetado, eventuais situac¸o˜es de sobrecarga podem ser experimentadas
por estes sistemas. Uma situac¸a˜o de sobrecarga transiente pode ocorrer
em virtude de uma se´rie de fatores, dentre eles destacam-se: mudanc¸as
no ambiente controlado, chegadas simultaˆneas de eventos ass´ıncronos,
falhas de perife´ricos ou excec¸o˜es do sistema. A ocorreˆncia destes eventos
podem, eventualmente comprometer o atendimento de alguma tarefa
cr´ıtica, prejudicando o comportamento do sistema como um todo.
Quando um sistema esta´ sobrecarregado, na˜o e´ poss´ıvel que to-
dos os deadlines sejam atendidos. Desta forma, o objetivo do algoritmo
de escalonamento passa a ser garantir o atendimento ao menos das re-
quisic¸o˜es mais importantes. Conforme discutido no in´ıcio desta Sec¸a˜o,
objetivando estabelecer um n´ıvel de importaˆncia as tarefas, podem ser
atribu´ıdos valores para paraˆmetros que reflitam a importaˆncia das ta-
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refas, este paraˆmetro concebido como prioridade ordena o atendimento
das tarefas em uma eventual condic¸a˜o de sobrecarga do sistema.
Infelizmente, em condic¸o˜es de sobrecarga na˜o existem algoritmos
de escalonamento on-line o´timos, desta forma, as deciso˜es de escalona-
mento devem ser dirigidas por algoritmos dinaˆmicos e adaptativos, os
quais podem, por exemplo, atender os deadlines das tarefas mais im-
portantes.
Alguns trabalhos encontrados na literatura procuram, atrave´s
de algoritmos de escalonamento heur´ısticos melhorar o comportamento
do sistema em condic¸o˜es de sobrecarga (KOREN; SHASHA, 1992; BUT-
TAZZO; STANKOVIC, 1993; KOREN; SHASHA, 1995; RAMANATHAN, 1999).
Uma poss´ıvel classificac¸a˜o dos algoritmos de escalonamento encontra-
dos na literatura por ser realizada considerando-se treˆs grupos (BUT-
TAZZO, 1997):
1. Melhor esforc¸o: Esta classe de algoritmo na˜o adota nenhum
mecanismo de controle de admissa˜o. Desta forma, mesmo que o
sistema encontre-se sobrecarregado, a chegada de uma nova tarefa
ao sistema e´ admitida. O escalonador utiliza apenas mecanismos
de atribuic¸a˜o de prioridades para escalonar as tarefas, conforme
ilustrado na Figura 7.
Fila de prontosiTarefa Execução
sempre
admitida
Figura 7: Escalonamento melhor esforc¸o.
2. Garantidos: Esta classe de algoritmos possui mecanismo de
controle de admissa˜o, onde uma tarefa so´ e´ admitida no sistema
apo´s a realizac¸a˜o de um teste de escalonabilidade (considerando
o pior caso de execuc¸a˜o das tarefas), caso uma tarefa na˜o seja
aceita pelo teste de aceitac¸a˜o a tarefa e´ descartada (Figura 8).
ExecuçãoiTarefa
Teste de
admissão Fila de prontos
admitida
rejeitada
Figura 8: Escalonamento garantido.
3. Robustos: Esta classe de algoritmos considera duas pol´ıticas de
escalonamento: a primeira para aceitac¸a˜o e a segunda para re-
jeic¸a˜o das tarefas. Com a chegada de uma requisic¸a˜o ao sistema,
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um teste de aceitac¸a˜o verifica a escalonabilidade do sistemas (no-
vamente, considerando o pior caso de execuc¸a˜o das tarefas). Se o
conjunto ainda e´ escalona´vel com a aceitac¸a˜o da nova tarefa, enta˜o
a tarefa e´ admitida e inserida na fila de pronto; caso contra´rio,
uma ou mais tarefas sa˜o rejeitadas, baseadas em alguma pol´ıtica.
Uma poss´ıvel pol´ıtica de descarte a ser adotada seria efetuar os
descartes baseado nas prioridades das tarefas. A Figura 9 ilustra
este modelo de escalonamento.
Execução
iTarefa Teste de
admissão Fila de prontos
Política de
escalonamento
Fila de rejeitados
Política de
descarte
Política de
recuperação
Figura 9: Escalonamento robusto.
O modelo garantido evita a ocorreˆncia do efeito domino´3 atrave´s
de descartes de requisic¸o˜es. O teste de admissa˜o funciona como um
filtro quando o sistema encontra-se sobrecarregado, evitando que a ad-
missa˜o de uma nova requisic¸a˜o prejudique as requisic¸o˜es ja´ admitidas
pelo sistema. No entanto, e´ importante ressaltar que este tipo de ga-
rantia na˜o e´ eficiente durante condic¸o˜es de sobrecarga transientes, pois
na˜o consideram a importaˆncia das tarefas, simplesmente descartam as
tarefas rece´m chegadas no sistema. No modelo robusto, um mecanismo
de recuperac¸a˜o e´ adicionado, assim uma tarefa que foi descartada pelo
teste de admissa˜o pode ser temporariamente mantida em uma fila de re-
jeitados, podendo, eventualmente ser atendida quando uma requisic¸a˜o
conclui sua execuc¸a˜o antes do seu deadline (antes do pior caso).
2.1.7 Abordagens adaptativas
E´ poss´ıvel encontrar na literatura diferentes propostas de esca-
lonamento para os sistemas de tempo real. A Figura 10 apresenta uma
taxonomia com cinco abordagens ba´sicas para o escalonamento de sis-
temas de tempo real, divididas em dois grupos, de acordo com o tipo
3Este fenoˆmeno ocorre quando a perda de deadline de uma tarefa causa a perda
de deadline de todas as tarefas subsequentes. O EDF e´ um algoritmo suscet´ıvel a
ocorreˆncia do efeito domino´ em condic¸o˜es de sobrecarga, devido ao fato do EDF
atribuir prioridades altas para as tarefas que esta˜o mais pro´ximas de perderem seus
deadlines.
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de garantia oferecida pela abordagem (OLIVEIRA, 1997). O primeiro
grupo de abordagens (com garantia em tempo de projeto) apresenta
abordagem com previsibilidade determinista, empregada em sistemas
onde e´ necessa´rio garantir em tempo de projeto, que todas as tarefas
tera˜o seus deadlines atendidos. Nas abordagens contidas no segundo
grupo, na˜o existe garantia fornecida em tempo de projeto.
Sistemas de Tempo Real
Com garantia
em tempo de projeto
Executivo
Cíclico
Escalonamento
na sobrecarga
Melhor esforço
Sem garantia
em tempo de projeto
Prioridades
Garantia
dinâmica
Figura 10: Abordagens de escalonamento tempo real (adaptado de
(OLIVEIRA, 1997)).
Abordagens que fornecem garantias em tempo de projeto impli-
cam na necessidade de recursos suficientes para a execuc¸a˜o do pior caso
de carga computacional. Isso pode representar uma enorme subuti-
lizac¸a˜o de recursos. Em abordagens esta´ticas como o executivo c´ıclico,
as escalas sa˜o testadas e constru´ıdas considerando a carga computa-
cional ma´xima. Estas escalas sa˜o montadas considerando os tempos
ma´ximos das tarefas e a ocorreˆncia das tarefas espora´dicas com in-
tervalos mı´nimos entre ativac¸o˜es definidos. Essa abordagem pode ser
extremamente pessimista se o pior caso for distante do caso me´dio de
execuc¸a˜o.
Uma outra abordagem para prover garantias em tempo de pro-
jeto e´ a que executa o teste de escalonabilidade em tempo de projeto,
e produz a escala em tempo de execuc¸a˜o. Nesta abordagem valores
de prioridades sa˜o atribu´ıdos a`s tarefas, e em tempo de execuc¸a˜o o es-
calonador preemptivo e´ responsa´vel por montar a escala conforme as
prioridades das tarefas. A atribuic¸a˜o de prioridades a`s tarefas pode ser
feita de forma esta´tica em tempo de projeto ou dinaˆmica em tempo de
execuc¸a˜o.
Na atribuic¸a˜o esta´tica de prioridades as tarefas va˜o recebendo os
valores de prioridades durante o teste de escalonabilidade, obedecendo a
crite´rios pre´-definidos. Um exemplo de atribuic¸a˜o esta´tica de prioridade
sa˜o as pol´ıticas Taxa Monotoˆnica e Deadline Monotoˆnico citados na
Subsec¸a˜o 2.1.4.
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Na atribuic¸a˜o dinaˆmica de prioridades, em determinados mo-
mentos o escalonador verifica a condic¸a˜o temporal das tarefas, e atri-
bui prioridades a`s tarefas, escolhendo a tarefa mais priorita´ria para ser
executada naquele momento. Um exemplo cla´ssico e´ o algoritmo EDF
apresentado na Subsec¸a˜o 2.1.4.
Dentro do segundo grupo de abordagens (sem garantia em tempo
de projeto), existe a classe de abordagens com garantia dinaˆmica. Nes-
tas abordagens, testes de escalonabilidade (conhecidos tambe´m como
testes de aceitac¸a˜o) e a produc¸a˜o de escalas sa˜o realizadas em tempo
de execuc¸a˜o, uma vez admitida no sistema, a tarefa admitida e todas
as outras possuem garantia de que tera˜o recursos dispon´ıveis para sua
execuc¸a˜o. O trabalho apresentado por (STANKOVIC; RAMAMRITHAM,
1991) e´ um exemplo de uso deste tipo de abordagem. Ainda no conjunto
de abordagens com garantias dinaˆmicas, temos as abordagens com ga-
rantia estat´ıstica (ou probabilista) (ATLAS; BESTAVROS, 1998), onde o
comportamento temporal do sistema pode ser estimado, informando
quais deadlines sera˜o ou na˜o atendidos.
Durante condic¸o˜es de sobrecarga, o escalonador dinaˆmico deve
sacrificar algum tipo de paraˆmetro do conjunto de tarefas. Uma abor-
dagem para tratar sobrecarga e´ o sacrif´ıcio do prazo de execuc¸a˜o, onde
a tarefa e´ aceita no conjunto, ainda que algumas tarefas percam seus
deadlines. Esse tipo de abordagem considera um modelo de tarefas
onde existe benef´ıcio mesmo que a tarefa complete sua execuc¸a˜o apo´s
seus deadlines, conforme apresentado na Sec¸a˜o 2.1.2. O trabalho (BUT-
TAZZO et al., 1995) apresenta um exemplo de uso desta abordagem.
Outra abordagem poss´ıvel durante condic¸o˜es de sobrecarga e´ o
sacrif´ıcio da tarefa. Onde quando uma nova tarefa chega no sistema,
um teste de admissa˜o e´ executado verificando se o novo conjunto de
tarefas e´ escalona´vel. Caso o novo conjunto na˜o seja escalona´vel, al-
guma tarefa do conjunto e´ descartada4. Existem alguns trabalhos na
literatura que propo˜em o uso de abordagens de sacrif´ıcio de tarefas:
Skip-over (KOREN; SHASHA, 1995), (m,k)-firm (HAMDAOUI; RAMANA-
THAN, 1995a) e (n/m)-hard (BERNAT; BURNS, 1997).
Na abordagem de sacrif´ıcio de tempo de execuc¸a˜o, cada tarefa
do sistema possui uma parte obrigato´ria e uma parte opcional. A
parte mandato´ria da tarefa e´ capaz de gerar resultados com a qualidade
mı´nima exigida pelo sistema. A parte opcional, refina esse resultado
ate´ que o sistema obtenha a qualidade desejada. O trabalho cla´ssico
4Geralmente a tarefa rece´m chegada e´ descartada devido ao custo computacional
necessa´rio para a realizac¸a˜o de um novo teste de escalonabilidade, tendo em vista
que o conjunto ja´ era escalona´vel antes da chegada da nova tarefa.
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apresentado por (LIU et al., 1991) introduz o conceito de computac¸a˜o
imprecisa.
Algumas tarefas perio´dicas em sistemas de controle de processos,
podem operar de maneira satisfato´ria quando realizam amostragem dos
sinais de controle dentro de faixas de per´ıodos espec´ıficos. Um melhor
desempenho e´ oferecido ao sistema quando as taxas de amostragem
destas tarefas sa˜o maiores, em contrapartida um limite inferior sobre a
frequeˆncia dessas operac¸o˜es de amostragem e´ estabelecido, abaixo do
qual, o sistema passa a executar de maneira insatisfato´ria. O modelo
ela´stico proposto por (BUTTAZZO et al., 1998) propo˜em alterac¸a˜o nas
frequeˆncias das tarefas visando manter a escalonabilidade do sistema.
Desta forma, um conjunto de tarefas poderia passar a ser escalona´vel,
se as frequeˆncias de algumas tarefas fossem reduzidas.
2.2 MODELO DE TAREFAS (M,K)-FIRM
Aplicac¸o˜es de tempo real perio´dicas assumem, usualmente, que
todas as suas ativac¸o˜es sera˜o executadas, ou seja, que todos os seus
deadlines sera˜o atendidos a cada per´ıodo. No caso de aplicac¸o˜es tempo
real que envolvem envio de mensagens via rede, isso implica que todas
as mensagens enviadas precisam alcanc¸ar seus destinos antes de seus
deadlines. Por outro lado, existem aplicac¸o˜es em que os descartes de
algumas mensagens podem ser tolerados ou compensados, desde que
estes descartes ocorram de forma esparsa. Diversos trabalhos explo-
ram estas caracter´ısticas (SCHENATO et al., 2007; LEMMON et al., 2003;
HESPANHA et al., 2007; SEMPREBOM et al., 2010; WILLIG, 2008).
A toleraˆncia de uma aplicac¸a˜o em perder deadlines pode ser re-
presentada atrave´s de um valor de percentagem de perda permitida.
Por exemplo, um fluxo de v´ıdeo pode especificar uma taxa tolera´vel
de perda de deadlines de 10%. Entretanto, esta especificac¸a˜o im-
plicitamente assume que as perdas de deadlines sa˜o adequadamente
espac¸adas. Ou seja, as perdas de deadline na˜o deveriam ocorrer de
forma consecutiva. Como exemplo, a perda de 25 deadlines em um
horizonte de 300 ativac¸o˜es, respeita o limite ma´ximo de 10% de per-
das de deadline. No entanto, caso estas perdas sejam consecutivas, as
consequeˆncias destas para a aplicac¸a˜o podem ser intolera´veis.
Objetivando especificar precisamente valores de intervalos entre
deadlines descartados suportados pelas aplicac¸o˜es, em (HAMDAOUI;
RAMANATHAN, 1995a) foi proposto o uso de duas constantes m e k
(0 < m ≤ k), nas quais uma aplicac¸a˜o encontra-se em um estado sem
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falhas quando ao menos m deadlines, em qualquer janela de k deadlines
consecutivos, sa˜o atendidos. Contrastantemente, uma tarefa encontra-
se em um estado de falha dinaˆmica caso menos que m deadlines
tenham sido atendidos em uma janela de k deadlines consecutivos. Por
exemplo, embora ambas restric¸o˜es (9,10)-firm e (90,100)-firm implicam
estatisticamente uma taxa de perdas de deadline de 10%, a distribuic¸a˜o
destas perdas de deadline sa˜o particularmente diferentes.
No trabalho seminal de (HAMDAOUI; RAMANATHAN, 1995a) o
conceito de distaˆncia para falha foi aplicado em uma heur´ıstica de
priorizac¸a˜o de tarefas denominado Distance Based Priority (DBP).
Posteriormente, diversos trabalhos propuseram soluc¸o˜es de escalona-
mento adotando este mesmo modelo. Por ser tema de interesse di-
reto desta tese, estes algoritmos de escalonamento sera˜o discutidos no
Cap´ıtulo 3.
2.3 ESPECIFICAC¸A˜O IEEE 802.15.4
As especificac¸o˜es do IEEE 802.15.4 definem a Camada de Acesso
ao Meio (MAC) e a Camada F´ısica (PHY) para Redes sem Fio de A´rea
Privada com Baixa Taxa de Transmissa˜o. O baixo consumo de energia,
baixo custo e baixa taxa de transmissa˜o sa˜o as principais caracter´ısticas
das redes IEEE 802.15.4, as quais tipicamente se enquadram nas neces-
sidades das RSSFs. Ainda que uma rede IEEE 802.15.4 na˜o tenha sido
projetada especificamente para as RSSFs, esta tem se mostrado ade-
quada e vem sendo amplamente adotada. Este fato vem possibilitando
o surgimento e o desenvolvimento de novos produtos baseados em IEEE
802.15.4 facilitando ainda mais a disseminac¸a˜o desta tecnologia.
Esta sec¸a˜o descreve essencialmente as caracter´ısticas do padra˜o
IEEE 802.15.4 relacionados a` camada F´ısica e principalmente a` camada
MAC. Sera˜o abordados aspectos relacionados as limitac¸o˜es de per´ıodo
e tamanhos de compartimentos (slots) de transmissa˜o, impostas pelo
padra˜o. As tecnologias de rede ZigBee e Wireless Hart que consideram
o IEEE 802.15.4 como padra˜o da camada f´ısica e de acesso ao meio,
tambe´m sa˜o descritas neste texto.
2.3.1 Descric¸a˜o geral do IEEE 802.15.4
As LR-WPANs sa˜o redes de comunicac¸a˜o simples e de baixo
custo que permitem a conexa˜o sem fio para aplicac¸o˜es com capacidades
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energe´ticas limitadas e que suportam baixa taxa de vaza˜o de dados. O
principal objetivo de uma LR-WPAN e´ sua fa´cil instalac¸a˜o, transmissa˜o
em curtas distaˆncias, baixo custo e baixo consumo energe´tico.
Dois tipos de dispositivos podem participar de uma rede LR-
WPAN:
• Dispositivo de Func¸a˜o Completa (FDD): e´ um dispositivo
que pode suportar treˆs modos de operac¸a˜o:
1. Coordenador PAN: e´ o controlador principal da Personal
Area Network (PAN), este dispositivo identifica a rede, na
qual outros dispositivos devem ser associados.
2. Coordenador: oferece servic¸os de sincronizac¸a˜o atrave´s da
transmissa˜o de beacons. O coordenador deve estar associado
a um coordenador PAN e ele na˜o cria sua pro´pria rede.
3. Dispositivo simples: um dispositivo que na˜o implementa
as funcionalidades supracitadas.
• Dispositivo de Func¸a˜o Reduzida (RFD): dispositivo que
opera com implementac¸a˜o mı´nima do protocolo IEEE 802.15.4.
Este tipo de dispositivo e´ destinado para aplicac¸o˜es extremamente
simples, que na˜o necessitam transmitir grandes quantidades de
dados e que esta˜o associados com um u´nico FDD.
Uma LR-WPAN deve incluir ao menos um FDD atuando como
provedor global de servic¸os de sincronizac¸a˜o para a rede, gerenciando
FDD e RFD.
2.3.2 Topologias de rede
O padra˜o IEEE 82.15.4 define dois tipos de topologias de rede,
dependendo das necessidades das aplicac¸o˜es: A topologia estrela e a
topologia ponto a ponto. Uma terceira topologia – topologia com agru-
pamento em a´rvore – pode ser considerada como um caso especial da
topologia ponto a ponto.
Topologia estrela
Na topologia estrela (Figura 11), um u´nico nodo opera como
coordenador PAN. Se um FFD e´ ativado, este estabelece sua pro´pria
rede, tornando-se o coordenador PAN. O Coordenador PAN escolhe
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enta˜o um identificador que na˜o esteja sendo usado por outra rede na
mesma a´rea de cobertura.
O paradigma de comunicac¸a˜o na topologia estrela e´ centralizado,
ou seja, cada dispositivo (FFD ou RFD) da rede que deseja se comuni-
car com outro dispositivo deve primeiramente enviar seus dados para
o coordenador PAN, o qual encaminha os dados para o dispositivos
adequados.
Tendo em vista que tarefas realizadas pelo coordenador PAN
apresentam alto gasto energe´tico, o padra˜o recomenda que o coorde-
nador PAN seja alimentado por alguma fonte de energia (ex. energia
solar), enquanto os demais dispositivos comumente sa˜o alimentados por
baterias.
PC
PC
Full Function Device
Reduced Function Device
Communication Flow
Coordenador PAN
Figura 11: Topologia estrela.
Um Coordenador PAN que na˜o esteja ligado a uma fonte externa
de energia pode ter seus recursos exauridos rapidamente. Como soluc¸a˜o
potencial para esse problema, sugere-se que a eleic¸a˜o do coordenador
PAN na rede seja realizada periodicamente, baseada na capacidade
de energia dos nodos da rede (ex. LEACH (HEINZELMAN; BALAKRI-
SHNAN, 2000)). Desta forma, o padra˜o IEEE 802.15.4 recomenda a
topologia estrela para aplicac¸o˜es onde seja poss´ıvel a substituic¸a˜o da
fonte de energia do coordenador, como automac¸a˜o residencial, predial
e industrial.
Topologia ponto a ponto
A topologia ponto a ponto (peer-to-peer) tambe´m inclui um co-
ordenador PAN, o qual e´ selecionado, por exemplo, por ser o primeiro
dispositivo a se comunicar no canal. A topologia ponto a ponto e´ des-
centralizada, onde cada dispositivo pode se comunicar diretamente com
outro dispositivo na sua a´rea de cobertura (Figura 12).
Esta topologia possibilita flexibilidade, mas introduz complexi-
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Figura 12: Topologia ponto a ponto.
dade adicional na rede, em virtude dos nodos poderem se comunicar
com mu´ltiplos saltos entre os dispositivos. No entanto, estas func¸o˜es
devem ser definidas na camada de rede e na˜o sa˜o consideradas na es-
pecificac¸a˜o do padra˜o IEEE 802.15.4.
Agrupamento em a´rvore
A topologia com agrupamento em a´rvore e´ um caso especial da
topologia ponto a ponto, no qual alguns dispositivos sa˜o FFDs (Figura
13).
• Um (e apenas um) coordenador e´ nomeado coordenador PAN, o
qual identifica toda a rede.
• Qualquer FDD pode atuar como coordenador e prover servic¸os de
sincronizac¸a˜o para outros dispositivos ou outros coordenadores.
• Um RFD se conecta ao agrupamento como um nodo livre ao final
da a´rvore e se associa com apenas um FDD.
Atualmente, o padra˜o IEEE 802.15.4 (802.15.4, 2006) na˜o define
especificamente como construir um agrupamento em a´rvore. Ele apenas
indica que e´ poss´ıvel e que deve ser iniciado pelas camadas superiores.
A formac¸a˜o de um agrupamento pode ser realizado da seguinte maneira:
1. O coordenador PAN:
• forma o primeiro agrupamento, nomeando a si mesmo como
l´ıder do agrupamento (Cluster Head (CH)) com o identifica-
dor do agrupamento (CID) igual a zero;
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CID = 0
CID = 2
CID = 1
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CH 2
Figura 13: Agrupamento em a´rvore.
• escolhe um identificador PAN ainda na˜o utilizado;
• difunde beacons para seus dispositivos vizinhos (tambe´m
conhecido como vizinhanc¸a).
2. Um dispositivo que recebe um quadro de beacon deve solicitar
sua junc¸a˜o ao agrupamento ao seu CH:
• se um PAN aceita a requisic¸a˜o para se juntar a rede, ele adi-
ciona este dispositivo candidato como um dispositivo filho
em sua lista de vizinhos. Em seguida, o novo dispositivo
adiciona o CH como seu nodo pai em sua lista de vizinhos e
passa a transmitir beacons periodicamente. Outros disposi-
tivos ouvindo estes beacons devem se juntar a` rede atrave´s
deste dispositivo.
• Se por alguma raza˜o o dispositivo candidato na˜o puder se
juntar a` rede atrave´s do CH, este ira´ procurar por outro
dispositivo vizinho.
Em uma rede de grande escala, e´ poss´ıvel formar uma rede de
mu´ltiplos agrupamentos vizinhos. Neste caso, o coordenador PAN pode
atualizar um dispositivo para tornar-se um novo CH de um novo agru-
pamento pro´ximo ao dispositivo em questa˜o. Outros dispositivos gra-
dualmente se conectam aos agrupamentos formando uma rede de agru-
pamento, como ilustrado na Figura 13. A especificac¸a˜o permite a im-
plementac¸a˜o de agrupamentos em a´rvore com um u´nico agrupamento
ou uma rede com va´rios agrupamentos.
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2.3.3 Camada f´ısica IEEE 802.15.4
A camada f´ısica e´ responsa´vel pela transmissa˜o e recepc¸a˜o de
dados utilizando um determinado canal de ra´dio de acordo com alguma
modulac¸a˜o ou te´cnica de difusa˜o. O padra˜o IEEE 802.15.4 oferece treˆs
frequeˆncias de operac¸a˜o ISM (Industrial, Scientific and Medical): 2.4
GHz, 915 MHz e 868 MHz. Existe apenas um u´nico canal de entre 868
e 868.6 MHz, 10 canais entre 902 e 928 MHz, e 16 canais entre 2.4 e
2.4835 GHz.
As taxas de dados nominais ma´ximas alcanc¸adas sa˜o de 250
kbps em 2.4 GHz, 40 kbps em 915 MHz e 20 kbps em 868 MHz (Ta-
bela 1). Baixas frequeˆncias sa˜o adequadas para transmisso˜es de longas
distaˆncias devido a` menor perda por atenuac¸a˜o do sinal. Baixas taxas
de transmissa˜o proporcionam melhor sensibilidade a` a´rea de cobertura.
Altas taxas de transmissa˜o significam alta vaza˜o e baixa lateˆncia (A
IEEE possui um padra˜o espec´ıfico para PANs com altas taxas de trans-
missa˜o – o padra˜o IEEE 802.15.3).
Frequeˆncia Modulac¸a˜o Taxa de dados ma´xima
868 MHz BPSK 20 kbps
915 MHz BPSK 40 kbps
2400 MHz O-QPSK 250 kbps
Tabela 1: Frequeˆncias, modulac¸o˜es e taxas de dados IEEE 802.15.4.
A camada f´ısica e´ definida pelo padra˜o IEEE 802.15.4 (802.15.4,
2006) como responsa´vel pelas seguintes tarefas:
1. Ativac¸a˜o e desativac¸a˜o do transceptor (transceiver) de ra´dio: o
transceptor pode operar em um dos treˆs modos: transmitindo,
recebendo ou adormecido. Dependendo da solicitac¸a˜o da camada
MAC o ra´dio pode ser ligado ou desligado.
2. Detecc¸a˜o de energia no canal (Energy Detection (ED)): este servic¸o
e´ utilizado pela camada de rede como parte do mecanismo de
selec¸a˜o de canal ou pelo Clear Channel Assessment (CCA) para
determinar se o canal esta´ ocioso ou ocupado.
3. Link Quality Indication (LQI): o LQI caracteriza a qualidade de
um sinal recebido em um enlace. Pode ser utilizado pelas ca-
madas superiores (rede e aplicac¸a˜o) para implementac¸a˜o de suas
pol´ıticas.
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4. Clear Channel Assessment : esta tarefa essencial para implementa-
c¸a˜o do Carrier Sense Multiple Access (CSMA) e´ responsa´vel por
reportar o estado do meio: ocioso ou ocupado. O CCA pode ser
realizado em treˆs modos de operac¸a˜o:
• Modo de detecc¸a˜o de energia: o CCA reporta que o canal
esta´ ocupado quando detecta energia acima de um limiar de
energia (ED) no canal.
• Modo de detecc¸a˜o de portadora: o CCA reporta que o canal
esta´ ocupado apenas se ele detecta um sinal com as mesmas
caracter´ısticas de modulac¸a˜o e difusa˜o do IEEE 802.15.4, e
que possua um valor de energia (ED) acima ou abaixo do
limiar.
• Modo de detecc¸a˜o de portadora com modo de detecc¸a˜o: e´ a
combinac¸a˜o das duas te´cnicas citadas anteriormente.
5. Selec¸a˜o de frequeˆncia do canal: o padra˜o IEEE 802.15.4 define ate´
27 canais diferentes. Assim, a camada f´ısica deve estar apta para
configurar seus transceptores em um canal espec´ıfico, escolhido
pela camada superior.
Comercialmente, alguns sensores dispon´ıveis no mercado imple-
mentam o padra˜o IEEE 802.15.4. Por exemplo, o MICAz, cujo fabri-
cante e´ a Crossbow Tech5, implementa parcialmente o padra˜o, ope-
rando apenas em 2.4 GHz ISM a 250 kbps. Este tipo de sensor utiliza
5 MHz de espac¸amento de canal, conforme sugerido pela especificac¸a˜o.
2.3.4 Controle de Acesso ao Meio do IEEE 802.15.4
A Subcamada MAC do padra˜o IEEE 802.15.4 (802.15.4, 2006)
proveˆ uma interface entre a camada F´ısica e as camadas superiores das
LR-WPANs. Va´rias caracter´ısticas sa˜o compat´ıveis com as do proto-
colo IEEE 802.11 (802.11, 2007), como o uso do protocolo de acesso
ao meio Carrier Sense Multiple Access with Collision Avoidance (CS-
MA/CA). No entanto o protocolo IEEE 802.15.4 e´ adaptado para as
necessidades das LR-WPANs, eliminando as mensagens de Request to
Send (RTS) / Clear to Send (CTS), usadas no IEEE 802.11 para
reduc¸a˜o da probabilidade de coliso˜es, mas que consomem muita energia
a cada envio de mensagem.
5http://www.xbow.com
60
O protocolo MAC suporta dois modos de operac¸a˜o que devem
ser selecionados pelo coordenador e sa˜o apresentados graficamente na
Figura 14:
1. Modo com beacon : os beacons sa˜o periodicamente gerados pelo
coordenador com a finalidade de sincronizar dispositivos e iden-
tificar a PAN. Um quadro de beacon e´ a primeira parte de um
superquadro, o qual embute todos os quadros trocados entre os
nodos e o coordenador PAN. Trocas de dados entre nodos tambe´m
sa˜o poss´ıveis durante a durac¸a˜o do superquadro.
2. Modo sem beacon : neste modo de operac¸a˜o os nodos podem
simplesmente enviar seus dados usando CSMA/CA sem compar-
timentos. Neste modo na˜o se utiliza a estrutura do superquadro.
MAC IEEE 802.15.4
com beacon sem beacon
CSMA/CA
sem compartimento
CAP (sem GTS) CAP/CFP (com GTS)
CSMA/CA
com compartimento
CSMA/CA
com compartimento
Figura 14: Modos de operac¸a˜o IEEE 802.15.4.
Esses dois modos de operac¸a˜o sa˜o melhor descritos a seguir.
2.3.4.1 Modos de operac¸a˜o do IEEE 802.15.4
Modo de operac¸a˜o com beacon
Quando o coordenador habilita o modo com beacon, ele forc¸a a
utilizac¸a˜o da estrutura do superquadro para gerenciar a comunicac¸a˜o
entre os dispositivos (que sa˜o associados com a PAN). O formato do
superquadro e´ definido pelo coordenador PAN e transmitido para os
outros dispositivos contido dentro de cada quadro de beacon, o qual e´
enviado periodicamente pelo coordenador PAN. O superquadro e´ di-
vidido em 16 compartimentos de mesmo tamanho, seguido por um
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per´ıodo inativo previamente definido. Conforme ilustrado na Figura
15, o superquadro e´ contido em um intervalo de beacons (Beacon In-
terval - BI) e limitado por dois quadros de beacon. Internamente este
pode conter o per´ıodo de acesso com contenc¸a˜o (CAP) e o per´ıodo de
acesso sem contenc¸a˜o (CFP). Se o mecanismo de comunicac¸a˜o utiliza
exclusivamente o CAP, um dispositivo que deseja se comunicar deve
competir com outros dispositivos usando o CSMA/CA com comparti-
mentos. Todas as transmisso˜es devem ser finalizadas antes do fim do
CAP, ou antes do in´ıcio do per´ıodo inativo (se houver).
Período de acesso
com contenção
Período Inativo
Beacon Beacon
Figura 15: Estrutura do superquadro sem GTSs.
Se existe a necessidade de provimento de alguma garantia com
respeito a` auseˆncia de coliso˜es, enta˜o o Contention Free Period (CFP)
e´ utilizado. O CFP consiste na alocac¸a˜o de compartimentos garantidos
(GTS) pelo coordenador PAN para aplicac¸o˜es que necessitam de lar-
gura de banda definidas. O CFP e´ uma parte do superquadro iniciada
imediatamente apo´s o te´rmino do per´ıodo de acesso com contenc¸a˜o. O
coordenador PAN pode alocar ate´ sete compartimentos garantidos e
cada GTS pode ocupar mais do que um compartimento. De acordo
com a especificac¸a˜o IEEE 802.15.4, o GTS deve ser utilizado apenas
para comunicac¸a˜o ponto a ponto envolvendo o coordenador PAN e um
dispositivo da rede.
Em ambas as configurac¸o˜es (com e sem CFP), o superquadro
pode possuir um per´ıodo inativo, durante o qual todos os dispositivos,
inclusive o coordenador PAN, na˜o interagem com a PAN, e devem en-
trar em um modo de economia de energia (sleep mode). Esta troca
entre os modos de operac¸a˜o da rede e´ bastante apropriado para RSSFs,
onde a economia de energia e prolongamento do tempo de vida da rede
e´ de fundamental relevaˆncia. Esse modo de economia de energia e´ com-
pat´ıvel com o modelo de funcionamento de aplicac¸o˜es de manufatura
que trabalham baseadas em ciclo de trabalho (duty cycles). Um ciclo
de trabalho e´ utilizado para descrever a frac¸a˜o de tempo em que um
sistema esta´ em um estado ativo.
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Modo de operac¸a˜o sem beacon
Quando o coordenador PAN seleciona o modo de operac¸a˜o sem
beacon, na˜o existe a estrutura do superquadro nem o envio de quadros
de beacon. O acesso ao meio e´ realizado atrave´s do tradicional pro-
tocolo de acesso ao meio CSMA/CA sem compartimentos. Todas as
mensagens a serem transmitidas, com excec¸a˜o das mensagens de re-
conhecimento (ACK) e quadros que seguem imediatamente um ACK,
devem ser transmitidos segundo este mecanismo, o qual na˜o oferece
nenhuma garantia temporal a`s aplicac¸o˜es. O protocolo CSMA/CA sera´
visto adiante na Sub-sec¸a˜o 2.3.4.3.
2.3.4.2 Estrutura do superquadro
A estrutura do superquadro e´ descrita por dois paraˆmetros. O
primeiro, Beacon Order (BO) determina o intervalo no qual o coor-
denador transmite quadros de beacon. O Intervalo de Beacon (BI) e´
definido pela Equac¸a˜o 2.7.
BI = aBaseSuperframeDuration . 2BO, (2.7)
para 0 ≤ BO ≤ 14
O segundo atributo, Superframe Order (SO) define o compri-
mento da porc¸a˜o ativa do superquadro. A porc¸a˜o ativa do superquadro,
Superframe Duration (SD) e´ definida a seguir pela Equac¸a˜o 2.8.
SD = aBaseSuperframeDuration . 2SO, (2.8)
para 0 ≤ SO ≤ BO ≤ 14
Se SO = BO enta˜o SD = BI, portanto o superquadro e´ sempre
ativo. De acordo com o padra˜o, se SO = 15, o superquadro na˜o tera´
per´ıodo ativo apo´s o beacon. Ale´m disso, se o BO = 15, enta˜o o super-
quadro na˜o existira´, e a rede operara´ em modo sem beacon, neste caso
o valor de SO e´ ignorado.
Nas Equac¸o˜es 2.7 e 2.8, o paraˆmetro aBaseSuperframeDuration
denota a durac¸a˜o mı´nima do superquadro, correspondendo a SO = 0.
O padra˜o IEEE 802.15.4 (802.15.4, 2006) fixa esta durac¸a˜o em 960
s´ımbolos (um s´ımbolo corresponde a 4 bits). Este valor corresponde
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a 15.36 ms, assumindo uma taxa de dados de 250 kbps, em uma
frequeˆncia de 2.4 GHz, a qual sera´ considerada no resto deste trabalho
sempre que forem fornecidos para mapeamentos de s´ımbolos para va-
lores de tempo ou bytes.
A porc¸a˜o ativa de cada superquadro e´ composta de treˆs partes:
beacon, CAP e CFP.
• Beacon: e´ transmitido sem uso do per´ıodo de contenc¸a˜o (sem CS-
MA/CA) no in´ıcio do compartimento 0 (zero) do superquadro.
O quadro de beacon conte´m informac¸o˜es sobre o enderec¸amento,
especificac¸o˜es do superquadro, os campos de GTS, enderec¸os pen-
dentes, etc.
• Contention Access Period (CAP): inicia-se imediatamente apo´s o
quadro de beacon e termina antes do CFP (se existir). De outra
forma, o CAP e´ finalizado ao te´rmino do per´ıodo ativo do su-
perquadro. O comprimento mı´nimo recomendado para o CAP e´
aMinCAPlength = 440 s´ımbolos. Este tamanho mı´nimo garante
que os comandos MAC ainda possam ser trocados entre os dis-
positivos quando o GTS estiver ativado. Todas as transmisso˜es
realizadas durante o CAP sa˜o realizadas usando o protocolo de
acesso ao meio CSMA/CA. No entanto, ACKs e qualquer dado
transmitido imediatamente apo´s um ACK sa˜o transmitidos ime-
diatamente, sem contenc¸a˜o. Um dispositivo que na˜o consegue
completar sua transmissa˜o dentro de um Interframe Space (IFS)
antes do te´rmino do CAP, deve postergar sua transmissa˜o para o
pro´ximo superquadro.
• Contention Free Period (CFP): inicia-se imediatamente apo´s CAP,
e deve ser completado antes do in´ıcio do pro´ximo quadro de bea-
con. Todos os GTSs que podem ser alocados pelo coordenador
PAN esta˜o localizados no CFP e devem ocupar compartimentos
cont´ıguos. O tamanho do CFP pode aumentar ou diminuir de
acordo com o tamanho total dos GTSs. As transmisso˜es dentro
do CFP sa˜o efetuadas sem contenc¸a˜o. Um quadro so´ e´ transmi-
tido se sua transmissa˜o puder ser conclu´ıda um IFS antes do final
do GTS correspondente.
A Figura 16 ilustra a estrutura do superquadro, onde o Intervalo
de Beacon (BI) e´ duas vezes maior do que a porc¸a˜o ativa (SD) do
superquadro. Existem tambe´m, dois GTSs alocados durante o CFP.
A Subcamada MAC precisa de tempo para processar dados re-
cebidos da camada f´ısica. Portanto, dois quadros sucessivos transmiti-
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GTS GTS (Período Inativo)
CAP CFP
Beacon Beacon
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
SD = * 2 symbolsaBaseSuperframeDuration
SO
BI = * 2 symbolsaBaseSuperframeDuration BO
(Período Ativo)
0 < SO < BO < 14
Figura 16: Exemplo de estrutura do superquadro com CAP e CFP.
dos por um dispositivo devem ser separados por ao menos um per´ıodo
de IFS. Se a primeira transmissa˜o necessita de uma mensagem de re-
conhecimento ACK, a separac¸a˜o entre o quadro de ACK e a segunda
transmissa˜o deve ser de pelo menos um per´ıodo de IFS.
Long Frame ACK ACKShort Frame
LIFS SIFStack tack
ACK Transmission
Long Frame Short Frame
LIFS SIFS
No ACK Transmission
- Short interframe spacing
- Long interframe spacing
SIFS
LIFS
TurnaroundTime tack< (ATurnaroundTime (12 symbols) + aUnitBackoffPeriod (20 symbols))<
Figura 17: Espac¸amento entre quadros no IEEE 802.15.4.
A durac¸a˜o do per´ıodo de IFS e´ dependente do tamanho do qua-
dro transmitido. Quadros com tamanho de ate´ aMaxSIFSFrameSize
sa˜o seguidos por um per´ıodo Short Interframe Space (SIFS), com dura-
c¸a˜o de no mı´nimo macMinSIFSFramePeriod. Quadros com ta-
manho maior que aMaxSIFSFrameSize sa˜o seguidos por um per´ıodo
de Long Interframe Space (LIFS), de no mı´nimo macMinLIFSFrame-
Period. A Figura 17 ilustra a relac¸a˜o entre tamanho de quadros e
per´ıdos de IFS, considerando transmisso˜es com e sem mensagens de
reconhecimento.
A Tabela 2 mostra os valores de IFS definidos pelo padra˜o IEEE
802.15.4 (802.15.4, 2006). Estes valores consideram que sa˜o exigidas
mensagens de reconhecimento depois das transmisso˜es dos quadros.
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aMaxSIFSFrameSize 36 symbols 18 bytes
macMinSIFSPeriod 12 symbols 6 bytes
macMinLIFSPeriod 40 symbols 20 bytes
Ack Time tack 32 symbols 16 bytes
Tabela 2: Valores de IFS.
2.3.4.3 Protocolo de acesso ao meio CSMA/CA
O problema central nos enlaces de mu´ltiplo acesso e´ determinar
quem deve transmitir e quando. Como va´rios nodos podem transmitir
quadros ao mesmo tempo, estes podera˜o colidir e sera˜o perdidos. Os
protocolos de acesso mu´ltiplo ao meio permitem coordenar o acesso ao
meio, evitando ou detectando estas coliso˜es. Uma te´cnica tradicional-
mente utilizada em redes de computadores sa˜o os protocolos de acesso
aleato´rio. O protocolo utilizado em redes locais Ethernet sa˜o basea-
dos na te´cnica de escuta de portadora antes de enviar uma informac¸a˜o
Carrier Sense Multiple Access (CSMA).
O protocolo CSMA foi desenvolvido para funcionar com com-
putadores conectados em barramento. Desta forma, antes de enviar
um quadro, o no´ escuta o canal. Caso o canal esteja livre, o nodo
transmite o quadro imediatamente; caso o canal ocupado, volta a es-
cuta´-lo depois de decorrido um tempo aleato´rio para tentar novamente
transmitir. Se mais de um nodo comec¸a a transmitir ao mesmo tempo,
a transmissa˜o e´ abortada. Este procedimento e´ chamado de detecc¸a˜o
de coliso˜es (Collision Detection), onde os nodos continuam ouvindo o
canal enquanto transmitem: caso detectem uma sobreposic¸a˜o de trans-
misso˜es (coliso˜es), param imediatamente a transmissa˜o. Estes dois pro-
cedimentos sa˜o realizados pelo protocolo de acesso ao meio utilizado em
redes locais Ethernet.
Em redes sem fios, os dispositivos desligam seus tranceptores du-
rante suas transmisso˜es, impossibilitando que os transmissores escutem
o meio de comunicac¸a˜o enquanto realizam suas transmisso˜es; e conse-
quentemente detectem a ocorreˆncia de coliso˜es. Sendo assim, as redes
de sensores sem fio tentam evitar a ocorreˆncia de coliso˜es (collision
avoidance) atrave´s de per´ıodos de backoff aleato´rios antes de verificar
a disponibilidade do canal, ao inve´s de permanecer escutando o meio
(e consumindo energia) ate´ que o mesmo esteja livre.
O padra˜o IEEE 802.15.4 define duas verso˜es para o CSMA/CA:
com e sem compartimentos. O CSMA/CA com compartimentos e´
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usado no modo com beacon, e o CSMA/CA sem compartimentos, uti-
lizado no modo sem beacon. Em ambos os casos, o protocolo CS-
MA/CA e´ baseado em per´ıodos de backoff, onde o per´ıodo e´ igual
aUnitBackoffPeriod = 20 s´ımbolos.
CSMA/CA
Compartimento
NB = 0, CW = Cwinit
Extensão
de bateria
BE = macMinBE
Encontra período
limite de backoff
Atraso randômico
(2  -1) per. de backoff
BE
Executa CCA
Canal
ocioso
CW=2, NB++,
BE=(BE++,aMaxBE)
NB >
macMaxCSMA
Backoffs ?
Falha Sucesso
CW - -
CW = 0
BE=(2,macMinBE)
sim
sim
não
não
não
sim sim
não
(2)
(3)
(4)
(1)
(5)
(a) CSMA/CA com compartimentos.
CSMA/CA
Atraso randômico
(2 -1) per. de backoff
BE
sim
não
NB=0,
BE=macMinBE
Executa CCA
Canal
ocioso
não
NB++,
BE=(BE++,aMaxBE)
Falha Sucesso
sim
(2)
(3)
(4)
(5)
Sem
Compartimento (1)
NB >
macMaxCSMA
Backoffs ?
(b) CSMA/CA sem compartimentos.
Figura 18: Algoritmos CSMA/CA com e sem compartimentos.
Apesar do protocolo CSMA/CA com compartimentos se asseme-
lhar ao protocolo Aloha (ABRAMSON, 1970), pois ambos sa˜o basea-
dos no conceito da divisa˜o do tempo em compartimentos de tamanhos
iguais, a operac¸a˜o do CSMA/CA com compartimentos e´ totalmente di-
ferente do Aloha. Em contraste com o Aloha, a versa˜o do CSMA/CA
com compartimentos na˜o precisa aguardar o in´ıcio de um comparti-
mento para iniciar suas transmisso˜es e nem concluir suas transmisso˜es
antes do te´rmino de um compartimento. Esta abordagem permite me-
lhor aproveitamento do canal de comunicac¸a˜o, tornando poss´ıvel mais
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do que 15 (nu´mero ma´ximo de compartimentos) transmisso˜es dentro
de um mesmo superquadro.
O protocolo CSMA/CA utiliza treˆs varia´veis para escalonar o
acesso ao meio (Figura 18).
1. Number of Backoff (NB): corresponde ao nu´mero de vezes
que o algoritmo CSMA/CA foi solicitado para entrar em ba-
ckoff enquanto tenta acessar o canal. Valor inicialmente em
zero antes de cada nova transmissa˜o. Caso o nu´mero de tentati-
vas de acesso ao canal seja maior que macMaxCSMABackoffs
(NB > macMaxCSMABackoffs) uma mensagem de falha no
canal e´ enviada para as camadas superiores na pilha do protocolo
de comunicac¸a˜o.
2. Contention Window (CW): tamanho da janela de contenc¸a˜o,
define o nu´mero de vezes necessa´rias para verificar a disponibi-
lidade de acesso ao canal, antes do in´ıcio de uma transmissa˜o.
O paraˆmetro CW so´ e´ utilizado na versa˜o do CSMA/CA com
compartimento, seu valor inicial e´ dois (CW = 2), e a cada ten-
tativa de transmissa˜o com canal ocupado, o valor desta varia´vel
e´ novamente reiniciado para 2.
3. Backoff Exponent (BE): e´ o expoente de backoff, valor relacio-
nado com quantos per´ıodos de backoff um dispositivo deve aguar-
dar para tentar avaliar a atividade do canal. O valor BE = 0
indica que na˜o havera´ backoff na primeira verificac¸a˜o de condic¸a˜o
do canal (ocupado ou ocioso). Este valor relacionado com a ten-
tativa de evitar a colisa˜o (CA do protocolo, collision avoidance)
obedece uma func¸a˜o de per´ıodo aleato´rio onde [0, 2BE − 1].
A Figura 18 apresenta o fluxograma para as duas verso˜es do
CSMA/CA. A versa˜o com compartimentos pode ser sumarizada em
cinco etapas (802.15.4, 2006), ilustrado graficamente na Figura 18(a).
1. Inicializac¸a˜o das varia´veis NB, CW e BE: NB e´ inicializado com
0 e a Janela de Contenc¸a˜o CW e´ inicializada com 2. A seguir
o protocolo MAC verifica se o atributo macBattLifExt esta´
ativo. Neste caso, BE e´ iniciado com o valor mı´nimo de 2 ou
macMinBE, de outra forma, BE = macMinBE (iniciado em
3, por padra˜o). Se o valor de macMinBE = 0, o mecanismo
que evita coliso˜es e´ desativado na primeira interac¸a˜o. Depois da
inicializac¸a˜o o algoritmo busca o limite para o pro´ximo per´ıodo
de backoff.
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2. Espera aleato´ria para evitar coliso˜es: o algoritmo busca evitar
coliso˜es aguardando um tempo de espera aleato´rio, durante um
dado intervalo aleato´rio gerado na faixa de [0, 2BE − 1] per´ıodos
de backoff.
3. CCA: e´ utilizado para verificar se o canal esta´ ocupado, executado
logo apo´s o tempo de backoff.
4. Canal ocupado: se o canal e´ verificado ocupado, CW e´ reiniciado
com valor 2 e os valores de NB e CW sa˜o incrementados. No en-
tanto, BE na˜o pode exceder o valor de aMaxBE. Se o nu´mero de
tentativas exceder o valor de macMaxCSMABackoffs, o algo-
ritmo termina como um erro de acesso ao canal. Caso contra´rio,
o algoritmo volta ao passo 2.
5. Canal ocioso: se o canal e´ verificado como ocioso, o valor de CW
e´ decrementado. Se o valor de CW expira (CW = 0), o pro-
tocolo MAC deve iniciar sua transmissa˜o com sucesso, de outra
maneira, o algoritmo volta ao passo 3. E´ importante ressaltar
que a transmissa˜o do quadro e´ iniciada apenas se o nu´mero res-
tante de backoffs no superquadro for suficiente para manipular o
quadro e seu ACK subsequente. Caso contra´rio, a transmissa˜o
do quadro e´ postergada para o pro´ximo superquadro.
A versa˜o do CSMA/CA sem compartimentos e´ similar a versa˜o
com compartimentos, com a particularidade de a varia´vel CW na˜o ser
utilizada (ver Figura 18(b)).
2.3.4.4 Alocac¸a˜o e gereˆncia de GTS
O Compartimento de Tempo Garantido (GTS) e´ a porc¸a˜o do
superquadro que pode ser alocada para acesso exclusivo de alguns dis-
positivos da PAN. O GTS permite ao dispositivo acesso ao meio sem
per´ıodos de contenc¸a˜o dentro do CFP. Um GTS so´ pode ser alocado por
um coordenador PAN e deve ser usado apenas para comunicac¸a˜o ponto
a ponto entre o coordenador PAN e um dispositivo. Um u´nico GTS
pode possuir mais de um compartimento cont´ıguo do superquadro. O
PAN Coordinator pode alocar ate´ sete GTSs simultaneamente, consi-
derando que exista capacidade suficiente no superquadro. Um GTS
precisa ser reservado antes de seu uso e cada GTS deve ser desalocado
quando na˜o e´ mais utilizado, podendo ser desalocado a qualquer mo-
mento pelo PAN Coordinator ou pelo dispositivo que originalmente o
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reservou para uso. Todas as transmisso˜es dentro do CFP devem ser
completadas antes do te´rmino se seus per´ıodos de GTS.
A Figura 19 mostra o campo de caracter´ısticas de GTS, enviado
dentro de um quadro de alocac¸a˜o de GTS de um nodo para o Coorde-
nador PAN (802.15.4, 2006). O dispositivo expressa o nu´mero de GTS
a serem alocados no campo comprimento. A especificac¸a˜o de direc¸a˜o
indica a direc¸a˜o do fluxo de dados (em cada GTS), dados sa˜o trans-
mitidos do Coordenador PAN para o nodo solicitante, ou dados sa˜o
transmitidos do dispositivo solicitante para o Coordenador PAN. Cada
dispositivo seleciona um GTS para transmissa˜o ou recepc¸a˜o. O campo
caracter´ısticas refere-se a` caracter´ıstica do GTS sendo: alocac¸a˜o (va-
lor = 1) ou desalocac¸a˜o (valor = 0).
Quadro
de Controle
Número
de seq.
Campos
de end.
Quadro de
identif. de comando
Características
do GTS
Bytes: 2 1 1 14/10
Comprimento
GTS
Direção
GTS
Tipo
Características
Reservado
0-3Bits: 4 5 6-7
Campo de cabeçalho MAC (7bytes)
Campo de características do GTS
Comando de solicitação de GTS
Figura 19: Estrutura do quadro de solicitac¸a˜o de GTS.
Apo´s o recebimento da solicitac¸a˜o, o coordenador PAN envia
uma mensagem de reconhecimento – para confirmar o recebimento da
solicitac¸a˜o de GTS – e verifica se ha´ compartimentos suficientes dis-
pon´ıveis no superquadro para atender esta solicitac¸a˜o. Se o nu´mero de
compartimentos de tempo no superquadro for menor que o nu´mero de
GTSs solicitados, a solicitac¸a˜o e´ rejeitada. O PAN Coordinator deve ga-
rantir que o comprimento CAP na˜o seja menor que aMinCAPLenght =
440 s´ımbolos (equivalente a 220 bytes com meio f´ısico usando a faixa
de frequeˆncia de 2.4 GHz).
Usualmente, a alocac¸a˜o de GTS e´ realizada segundo ordem FIFO
(First-in, First-out), e todos os GTS devem ser alocados contiguamente
no final do superquadro. O coordenador PAN toma essa decisa˜o em
aGTSDescPersistenceTime (onde aGTSDescPersistenceT ime= 4 su-
perquadros). Sendo assim, o dispositivo que solicitou GTS permanece
monitorando o recebimento de beacons ate´ aGTSDescPersistenceT ime
superquadros. Caso nenhum beacon com descritores relacionados a sua
requisic¸a˜o chegue, a alocac¸a˜o do GTS e´ considerada sem sucesso.
Caso a solicitac¸a˜o de alocac¸a˜o de GTS seja aceita pelo coorde-
nador PAN, este gera um descritor de GTS com a especificac¸a˜o soli-
citada. Esta informac¸a˜o esta´ localizada no campo de descritores de
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GTS, inclusa em cada quadro de beacon, e enviada pelo coordenador
PAN. Dispositivos que solicitaram alocac¸a˜o de GTSs devem monito-
rar os quadros de beacon e verificar qual compartimento de tempo foi
alocado no superquadro atual.
A desalocac¸a˜o de um GTS pode resultar em fragmentac¸a˜o do
superquadro. A figura 20, apresenta uma poss´ıvel fragmentac¸a˜o, apo´s
a desalocac¸a˜o do GTS2 (802.15.4, 2006).
CAP
8
CFP
1410
GTS1GTS2GTS3
CAP
8
CFP
1410
GTS1GTS2GTS3
CAP
12
CFP
14
GTS1GTS3
Figura 20: Fragmentac¸a˜o e realocac¸a˜o de GTSs.
O coordenador PAN deve garantir, que lacunas existentes no
CFP, sejam removidas para maximizar a utilizac¸a˜o do superquadro
(realinhamento), aumentando o comprimento do CAP.
2.3.5 Estudo dos limites f´ısicos do padra˜o IEEE 802.15.4
Apesar de buscar desenvolver um padra˜o gene´rico e flex´ıvel,
considerando uma ampla gama de aplicac¸o˜es, o padra˜o IEEE 802.15.4
apresenta uma se´rie de restric¸o˜es para suas aplicac¸o˜es. Por exemplo,
existe pouca flexibilidade para estabelecimento de valores de per´ıodos
e tamanhos de compartimentos.
Os dados apresentados a seguir consideram uma PAN configu-
rada a 2.4 GHz. A Figura 21 ilustra o caso para SO = 1 e BO = 2.
Neste caso, existe um superquadro limitado por um intervalo de bea-
con (BI) de 61.44 ms, formado por um per´ıodo ativo SD e um per´ıodo
inativo com 30.72 ms. Cada um dos dezesseis compartimentos que for-
mam o per´ıodo ativo possuem 60 bytes (1.92 ms). Como apenas um
dispositivo esta´ alocando um compartimento durante o CFP, este dis-
positivo tem acesso garantido apenas no 15o compartimento. Em outra
palavras: 28.8 ms depois do in´ıcio do superquadro. A carga u´til dentro
do GTS alocado, considerando um quadro com mais que 18 bytes que
necessita de uma mensagem de reconhecimento, e´ de apenas 24 bytes
dos 60 bytes que formam o compartimento.
A periodicidade das tarefas em aplicac¸o˜es IEEE 802.15.4 pode
variar entre valores que va˜o de 15.36 ms ate´ 4.2 minutos, com tempo
de compartimento de 960 µs a 15.7 segundos e o nu´mero ma´ximo de
71
(Período Inativo)
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SD = 30.72 ms
BI = 61.44 ms
(Período Ativo)
60 bytes
t ack LIFS
24 bytes (carga útil)
16
bytes
20
bytes
SO = 1 BO = 2
Figura 21: Utilizac¸a˜o real na alocac¸a˜o de compartimentos de GTS.
bytes que podem ser transmitidos nestes compartimentos de tempo
varia de 30 bytes ate´ 491 kbytes. Esta relac¸a˜o entre tamanho de com-
partimentos e periodicidade das tarefas pode ser um fator negativo
para alguma aplicac¸o˜es, desde que a necessidade de um compartimento
com capacidade de transmissa˜o maior implica na imposic¸a˜o de uma
per´ıodo mais longo para as aplicac¸o˜es. A Tabela 3 relaciona os valores
de per´ıodos poss´ıveis juntamente com os comprimentos dos compar-
timentos de tempo, de acordo com o padra˜o IEEE 802.15.4 (802.15.4,
2006). Adicionalmente, apresenta-se o tamanho dos compartimentos
durante o per´ıodo ativo.
SO=BO Per´ıodo (ms) Compartimento (ms) Tamanho (bytes)
0 15.36 0.96 30
1 30,72 1.92 60
2 61.44 3.84 120
3 122.88 7.68 240
4 245.76 15.36 480
5 491.52 30.72 960
6 983.04 61.44 1920
7 1966.08 122.88 3840
8 3932.16 245.76 7680
9 7864.32 491.52 15360
10 15728.64 983.04 30720
11 31457.28 1966.08 61440
12 62914.56 3932.16 122880
13 125829.12 7864.32 245760
14 251658.24 15728.64 491520
Tabela 3: Per´ıodos do superquadro no IEEE 802.15.4 (sem per´ıodo
inativo).
72
A Tabela 4 apresenta os valores de carga u´til (payload) dis-
pon´ıveis para as aplicac¸o˜es em cada compartimento durante o SD, den-
tro de um superquadro. Considera-se o tempo de IFS e ACK dentro
do mesmo compartimento de tempo, conforme ilustrado na Figura 21.
Com reconhecimento Sem reconhecimento
SO LIFS SIFS LIFS SIFS
0 0 8 10 24
1 24 38 40 54
2 84 98 100 114
3 204 218 220 234
4 444 458 460 474
5 924 938 940 954
6 1884 1898 1900 1914
7 3804 3818 3820 3834
8 7644 7658 7660 7674
9 15324 15338 15340 15354
10 30684 30700 30698 30714
11 61404 61418 61420 61434
12 122844 122858 122860 122874
13 245724 245738 245740 245754
14 491484 491498 491500 491514
Tabela 4: Carga u´til no IEEE 802.15.4 (bytes).
Para o estudo do escalonamento do CFP feito nesta tese e mos-
trado no Cap´ıtulo 6 foi necessa´rio compreender os limites existentes
no IEEE 802.15.4 no modo sem contenc¸a˜o. Atrave´s do estudo da es-
pecificac¸a˜o e de experimentos pra´ticos com nodos MicaZ, constatou-se
diversas restric¸o˜es existentes neste protocolo. Algumas dessas restric¸o˜es
justificam fortemente as abordagens propostas nesta tese.
2.3.6 ZigBee
As especificac¸o˜es do IEEE 802.15.4 (802.15.4, 2006) esta˜o am-
plamente associadas com as especificac¸o˜es ZigBee. A Alianc¸a ZigBee
(ZIGBEE-ALLIANCE, 2007) e´ uma organizac¸a˜o com mais de 150 mem-
bros, trabalhando em conjunto com o Instituto de Engenheiros Ele-
tricistas e Eletroˆnicos (IEEE) com o intuito de especificar protocolos
completos para redes com restric¸o˜es (baixo consumo energe´tico, baixa
taxa de transmissa˜o de dados, baixa complexidade e baixo custo).
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O padra˜o ZigBee especifica as camadas de protocolo acima do
IEEE 802.15.4 (camadas de rede e de aplicac¸a˜o). A Figura 22 apresenta
a arquitetura da pilha de protocolos ZigBee/IEEE 802.15.4.
Camada de Aplicação
APL
Camada de Rede
NWK
Camada de Acesso ao Meio
MAC
Camada Física
PHY
Definidas na
especificação ZigBee
Definidas no padrão
IEEE 802.15.4
}
}
Figura 22: Pilha de protocolos ZigBee/IEEE 802.15.4.
O custo total no desenvolvimento de um sistema e´ fator fun-
damental para aplicac¸o˜es industriais e residenciais, o desenvolvimento
de chips otimizados e altamente integrados em um u´nico circuito sa˜o
as soluc¸o˜es adotadas pela IEEE 802.15.4 para o desenvolvimento de
seus transceptores de ra´dios. Devido a`s soluc¸o˜es sem fios de curto al-
cance desenvolvidas pela IEEE, acima das camadas F´ısica de MAC,
uma camada importante neste padra˜o e´ a camada de roteamento. A
Alianc¸a ZigBee esta´ em processo de definic¸a˜o as caracter´ısticas para
esta camada paras as topologias estrela, ponto a ponto e agrupamento
em a´rvore. Desta forma o desempenho destas redes complementara´ o
padra˜o IEEE 802.15.4 enquanto mante´m os requisitos de baixa com-
plexidade e baixa poteˆncia.
Redes ZigBee sa˜o arquiteturas auto-organiza´veis e autogerencia´-
veis, permitindo que mensagens sejam repassadas de um nodo para
outro via mu´ltiplos caminhos. Esta caracter´ıstica estende o alcance da
rede e aumenta sua confiabilidade. As redes ZigBee oferecem tambe´m
ferramentas de seguranc¸a para garantir redes seguras e confia´veis conten-
do listas de controle de acesso e criptografia de 128 bits.
2.3.7 WirelessHart
O WirelessHart (HART, ) e´ uma rede de comunicac¸a˜o para redes
sem fio projetada para atender as necessidades de aplicac¸o˜es de au-
tomac¸a˜o e controle de processos. Estas aplicac¸o˜es incluem monitora-
mento, diagno´sticos, alarmes, detecc¸a˜o de eventos, controle, etc. Para
dar suporte a essas aplicac¸o˜es va´rias formas de comunicac¸a˜o sa˜o ne-
cessa´rias.
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O WirelessHart e´ uma especializac¸a˜o da rede Highway Addres-
sable Remote Transducer (HART) que ha´ cerca de 20 anos vem sendo
utilizada por indu´strias de automac¸a˜o de processos. Uma caracter´ıstica
do WirelessHart e´ sua compatibilidade com aplicac¸o˜es que utilizam
o HART. Desta forma, aplicac¸o˜es HART como sistemas de controle,
PLCs, ferramentas de manutenc¸a˜o e aplicac¸o˜es de gerenciamento, po-
dem utilizar o WirelessHart sem a necessidade de atualizac¸o˜es de soft-
ware.
Tradicionalmente, o protocolo HART utiliza um mecanismo de
passagem de permissa˜o (token-passing) para comunicac¸a˜o dos dados.
Com a inclusa˜o do WirelessHart, duas camadas adicionais foram adi-
cionadas: Camada f´ısica IEEE 802.15.4 e camada de enlace TDMA.
Atualmente uma especificac¸a˜o completa da camada de rede tambe´m
esta´ dispon´ıvel.
2.3.7.1 Visa˜o geral
WirelessHart e´ uma tecnologia sem fios que opera em 2.4 GHz
ISM, com ra´dio compat´ıvel com o padra˜o IEEE 802.15.4. A arquite-
tura do WirelessHart e´ projetada para ser uma rede de sensores de
fa´cil utilizac¸a˜o, confia´vel e interopera´vel. O WirelessHart especifica
requisitos mandato´rios que equipamento compat´ıveis devem suportar
para atender requisitos de interoperabilidade de tal forma que disposi-
tivos sem fios de diferentes fabricantes possam trocar informac¸o˜es sem
comprometer a operac¸a˜o do sistema.
A comunicac¸a˜o entre os dispositivos WirelessHart utiliza Time
Division Multiple Access (TDMA) para arbitrar e coordenar a comu-
nicac¸a˜o entre os dispositivos da rede. A camada de enlace define com-
partimentos de tempo e frequeˆncias espec´ıficas para serem utilizadas na
comunicac¸a˜o entre dispositivos. Estes compartimentos sa˜o organizados
em superquadros, que sa˜o periodicamente repetidos com o objetivo de
oferecer suporte para tra´fico c´ıclico e ac´ıclico de dados.
Um compartimento pode ser dedicado exclusivamente para um
dispositivo (ex. garantindo que os dados sera˜o entregues com a mı´nima
lateˆncia poss´ıvel) ou compartilhado entre os nodos da rede (como no
CAP em redes IEEE 802.15.4), buscando maior utilizac¸a˜o da largura
de banda dispon´ıvel. Os modos de alocac¸a˜o dispon´ıveis oferecidos pelo
WirelessHart sa˜o semelhantes ao modo de operac¸a˜o com beacon em
redes IEEE 802.15.4. O primeiro modo de alocac¸a˜o de compartimentos
WirelessHart e´ semelhante a` alocac¸a˜o de GTS durante o CFP em redes
75
IEEE 802.15.4 e o segundo modo de alocac¸a˜o pode ser visto como o
CAP.
A Instrumentation Systems and Automation Society (ISA)6 lanc¸o-
u uma versa˜o preliminar (draft) da especificac¸a˜o ISA 100.11a, onde sa˜o
especificadas as camadas f´ısica e de enlace sobre o protocolo IEEE
802.15.4. Portanto, as aplicac¸o˜es para controle de processos industriais
que seguem esta especificac¸a˜o, como e´ o caso do WirelessHART, sera˜o
especificados em conformidade pela norma ISA 100.11a.
2.3.7.2 Arquitetura de rede
Uma rede WirelessHart e´ formada por treˆs elementos principais
(Figura 23):
Figura 23: Elementos de uma rede WirelessHart.
• Dispositivos de campo (WFD): sa˜o conectados ao processo
ou a algum dispositivo da planta.
• Gateways: dispositivos que habilitam a comunicac¸a˜o entre aplica-
c¸o˜es cliente e os dispositivos de campo em uma rede WirelessHart.
Um Gateway suporta um ou mais pontos de acesso. Um Gate-
6http://www.isa.org/
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way e seus pontos de acesso devem ser inclu´ıdos em todas as redes
WirelessHart.
• Gerenciador da rede: dispositivo responsa´vel pela configurac¸a˜o
da rede, escalona a comunicac¸a˜o entre os dispositivos Wireles-
sHart (ex. configurac¸a˜o do superquadro), gerencia as tabelas de
roteamento, monitora e reporta o estado da rede. Podem existir
gerenciadores redundantes na rede, pore´m deve haver apenas um
gerenciador ativo por rede em um dado instante.
Adicionalmente, o WirelessHart suporta dois tipos de dispositi-
vos:
• Adaptadores WirelessHart: adaptadores que permitem dis-
positivos de campo ja´ existentes integrar-se na rede WirelessHart.
• Porta´teis WirelessHart: porta´teis ou handhelds suportam aces-
so direto a um dispotivo de campo, utilizando antenas Wireles-
sHart embutidas no equipamento.
2.4 CONCLUSO˜ES DO CAPI´TULO
STR veˆm sendo empregado atualmente em uma vasta gama de
aplicac¸o˜es. Em virtude da ampla disseminac¸a˜o desses sistemas, surge
a necessidade de encontrar abordagens que permitam sua execuc¸a˜o em
ambientes distribu´ıdos e heterogeˆneos.
Ana´lises de escalonabilidade podem ser utilizadas para prever
o comportamento temporal das aplicac¸o˜es atrave´s de testes, os quais
determinam quando as restric¸o˜es temporais das tarefas sera˜o atendi-
das em tempo de execuc¸a˜o. Tais ana´lises podem ser caracterizadas por
uma se´rie de fatores incluindo as restric¸o˜es do modelo computacional
adotado (ex. processador, memo´ria, relac¸o˜es de precedeˆncia, etc) e a
cobertura do teste de escalonabilidade adotado. Testes suficientes e
necessa´rios sa˜o ideais, pore´m para muitos modelos computacionais a
adoc¸a˜o de tais testes na˜o podem ser considerados. Testes suficientes
sa˜o geralmente menos complexos, pore´m sa˜o pessimistas. E´ impor-
tante notar que fatores de utilizac¸a˜o elevados podem ser assegurados
atrave´s da escolha apropriada dos per´ıodos das tarefas do conjunto.
Em particular, se os per´ıodos das tarefas sa˜o harmoˆnicos (os per´ıodos
das tarefas sa˜o mu´ltiplos entre si) enta˜o a escalonabilidade do sistema
e´ garantida para fatores de utilizac¸a˜o de ate´ 100%.
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Os modelos de escalonamento tradicionalmente empregados em
sistemas de tempo real apresentam-se pouco flex´ıveis, tornando seu
uso muitas vezes impratica´vel devido ao volume de recursos reservados
necessa´rios para o pior caso de tempo de execuc¸a˜o das tarefas. Por
outro lado, existem propostas para o uso de abordagens adaptativas
onde a utilizac¸a˜o dos recursos do sistema e´ realizada de maneira mais
eficiente, possibilitando ainda que os sistemas sejam executados em
ambientes na˜o deterministas.
O uso de te´cnicas adaptativas e de reserva de recursos podem
ser utilizadas como abordagens complementares, no sentido de oferecer
garantias para as tarefas aproveitando a melhor utilizac¸a˜o dos recursos
do sistema fact´ıvel atrave´s do uso de abordagens adaptativas.
Em raza˜o do recente sucesso do IEEE 802.15.4, o padra˜o ZigBee
assumiu seu uso na camada f´ısica e MAC enquanto que o WirelessHart
assumiu o seu uso como camada f´ısica. Esta adesa˜o tem reforc¸ado
mais ainda o interesse pelo IEEE 802.15.4 para executar aplicac¸o˜es de
automac¸a˜o, em especial, aplicac¸o˜es industriais e principalmente, de-
mandado suportes tempo real para os protocolos de rede que suportam
essas aplicac¸o˜es.
Apesar das especificac¸o˜es do IEEE 802.15.4 citarem a possibi-
lidade de treˆs diferentes topologias, em virtude das topologias ponto
a ponto e em a´rvore terem a maior parte de seus mecanismos defini-
dos fora da especificac¸a˜o IEEE 802.15.4 (ex. definidas na especificac¸a˜o
ZigBee).
Esta tese investiga o uso de te´cnicas de escalonamento deter-
ministas em cena´rios e aplicac¸o˜es na˜o deterministas – como e´ o caso
das RSSFs. Este trabalho possui interesse em investigar o emprego de
mecanismos de provimento de QoS para aplicac¸o˜es compat´ıveis com o
padra˜o IEEE 802.15.4.
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3 TRABALHOS RELACIONADOS
Este cap´ıtulo versa sobre os principais trabalhos encontrados na
literatura relacionados a esta tese. Como estamos enfocando neste tra-
balho o problema de escalonamento de requisic¸o˜es de compartimentos
em coordenadores de uma PAN IEEE 802.15.4, e consideramos que a
carga submetida ao sistema pode ultrapassar a sua capacidade, basi-
camente o problema tratado neste trabalho pode ser considerado como
um problema de escalonamento de recursos na sobrecarga (overload
scheduling). Este problema tem sido tratado por alguns trabalhos na
literatura, pore´m em contextos e suposic¸o˜es completamente diferentes
dos propostos para este trabalho de doutoramento. Neste cap´ıtulo sera˜o
apresentados trabalhos que tratam diretamente o problema de escalona-
mento de tarefas sobre um conjunto reduzido de recursos, considerando
que algumas tarefas podem perder seus deadlines sem que o sistema
entre em um estado de falha. Buscando facilitar a discussa˜o e ana´lise
sobre esses trabalhos, estes foram divididos em treˆs grandes grupos,
apresentados a seguir.
3.1 ESCALONAMENTO DE TAREFAS QUE TOLERAM DESCAR-
TES DE ATIVAC¸O˜ES
Conforme aludido no Cap´ıtulo 2, aplicac¸o˜es de tempo real sa˜o
caracterizadas por um conjunto de tarefas com restric¸o˜es temporais que
cooperam e interagem entre si, almejando o funcionamento adequado do
sistema. As interac¸o˜es entre estas tarefas sa˜o, muitas vezes, realizadas
atrave´s de trocas de mensagens perio´dicas. Desta forma, uma tarefa e
sua respectiva mensagem sa˜o periodicamente ativadas, e cada instaˆncia
da tarefa, por sua vez, possui usualmente um deadline associado a sua
execuc¸a˜o.
Em muitas aplicac¸o˜es, o na˜o cumprimento de um deadline por
parte de uma tarefa implica em graves consequeˆncias para o sistema
controlado. Pore´m, existem muitas aplicac¸o˜es de tempo real onde na˜o
e´ necessa´rio que todas as ativac¸o˜es perio´dicas de uma tarefa ou de
uma mensagem tenham seus deadlines atendidos. Essas tarefas sa˜o
denominadas neste texto como tarefas que toleram descartes (apesar
do fato que em algumas abordagens apresentadas neste cap´ıtulo na˜o
ocorrer, de fato, o descarte da ativac¸a˜o, mas sim, a perda do deadline
desta).
80
3.1.1 Escalonamento DBP
Em meados da de´cada de 90, Hamdaoui e Ramanathan (HAM-
DAOUI; RAMANATHAN, 1995a) introduziram a noc¸a˜o de deadlines (m,k)-
firm para escalonamento de tarefas perio´dicas no contexto de aplicac¸o˜es
de tempo real com deadlines firmes. Usando este modelo, um sistema
pode ser projetado para tolerar perdas de deadline, contanto que o
nu´mero de perdas seja limitado e precisamente espac¸ada.
De acordo com este modelo cla´ssico, garantias de servic¸o sa˜o
oferecidas a`s tarefas perio´dicas atrave´s de uma heur´ıstica dinaˆmica de
priorizac¸a˜o de tarefas denominado Distance Based Priority (DBP). Se-
gundo a pol´ıtica DBP, a tarefa mais pro´xima de perder o m + 1th
deadline em uma janela de k deadlines consecutivos recebe a maior
prioridade do sistema. O modelo tolera ate´ k−m descartes por tarefa,
e caso este valor seja ultrapassado, diz-se que a tarefa encontra-se em
um estado de falha dinaˆmica. Para aplicar este conceito, foi proposto
que o estado de execuc¸a˜o de cada tarefa seja mantido em um histo´rico.
O histo´rico de execuc¸a˜o de uma tarefa e´ uma k-tupla que armazena
as k recentes execuc¸o˜es de uma tarefa. Uma forma fact´ıvel de imple-
mentar o histo´rico e´ como segue: seja 0 e 1 a representac¸a˜o de perda
e cumprimento de deadlines, respectivamente. Para cada novo estado
produzido, o histo´rico e´ movido da direita para a esquerda e um novo
estado e´ adicionado ao lado mais a direita do histo´rico. Por exemplo,
um tarefa com k = 3 e histo´rico “110” denota que a u´ltima ativac¸a˜o da
tarefa perdeu seu deadline, enquanto que as duas ativac¸o˜es anteriores
foram atendidas.
A Figura 24 apresenta o diagrama de transic¸a˜o de estados poss´ıve-
is para uma tarefa com restric¸o˜es (2,3)-firm. Desta forma, a tarefa j
pode estar localizada em um dos 2kj estados poss´ıveis. Os estados ha-
churados possuem menos que dois deadlines atendidos (menos que dois
1’s) e portanto encontra-se em um estado de falha dinaˆmica.
A principal ideia por tra´s da heur´ıstica DBP e´ que as tarefas
se tornem mais priorita´rias a medida em que suas perdas de dead-
line se aproximem do nu´mero ma´ximo de perdas suportado pela ta-
refa. Quando uma tarefa encontra-se pro´xima de um estado de falha
dinaˆmica, sua pro´xima ativac¸a˜o recebe alta prioridade, aumentando as-
sim suas chances de ter seu deadline cumprido em sua pro´xima execuc¸a˜o.
Os autores conduziram experimentos onde foi poss´ıvel observar o
comportamento do DBP frente a abordagens sem priorizac¸a˜o de tarefas
e em sistemas heterogeˆneos. Os resultados indicaram que o esquema de
atribuic¸a˜o dinaˆmica de prioridades proposto pela abordagem DBP re-
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Figura 24: Distaˆncia para falha para uma tarefa (2,3)-firm (baseado
em (HAMDAOUI; RAMANATHAN, 1995a)).
sultou em uma diminuic¸a˜o substancial na probabilidade de ocorreˆncia
de falhas dinaˆmicas, sem que as perdas de deadline das outras tarefas
do sistema fossem demasiadamente afetadas. Pore´m, importante des-
tacar que os resultados foram obtidos apenas em condic¸o˜es de carga
moderada, onde os recursos dispon´ıveis no sistema eram levemente su-
periores ou iguais a` demanda do sistema.
3.1.2 Escalonamento Skip-Over
Quase ao mesmo tempo que o trabalho anteriormente descrito,
Koren e Shasha (KOREN; SHASHA, 1995) apresentaram o trabalho in-
titulado Skip-Over. Este trabalho considera um conjunto de tarefas
perio´dicas que toleram descartes (skips). Estes descartes sa˜o caracte-
rizados por um paraˆmetro de descarte s, o qual representa a toleraˆncia
desta tarefa em perder deadlines.
Uma tarefa e´ dividida em duas instaˆncias: vermelha e azul. Uma
instaˆncia de tarefa vermelha deve ser executada antes de seu deadline;
uma instaˆncia de uma tarefa azul pode ser abortada a qualquer mo-
mento. No entanto, a distaˆncia entre dois descartes consecutivos deve
estar no intervalo 2 ≤ s ≤ ∞, o qual denota a toleraˆncia de uma ta-
refa em suportar perdas de deadlines. Quando uma tarefa possui seu
paraˆmetro s =∞ na˜o sa˜o permitidas perdas de deadline1.
Este trabalho introduziu tambe´m um teste de escalonabilidade
1Equivalente a uma tarefa com restric¸a˜o (1,1)-firm proposto por (HAMDAOUI;
RAMANATHAN, 1995a).
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suficiente, mas na˜o necessa´rio, no qual, em alguns casos, tarefas sa˜o
descartadas desnecessariamente. O teste e´ apresentado nas equac¸o˜es
3.1 e 3.2, e e´ baseado no teste por demanda de processador do EDF.
Este teste aponta que um conjunto de tarefas perio´dicas e´ escalona´vel
se e apenas se ∀ L ≥ 0.
Dado um conjunto Γ = Ti(pi, ci, si) de tarefas perio´dicas que
toleram descartes de algumas ativac¸o˜es, enta˜o:
L ≥
n∑
i=1
D(i[0, L]) ∀ L ≥ 0 (3.1)
Onde,
D(i[0, L]) = (
⌊
L
pi
⌋
−
⌊
L
pisi
⌋
)ci (3.2)
e´ uma condic¸a˜o suficiente para verificar a escalonabilidade do
conjunto Γ.
Os autores propo˜em ainda alguns algoritmos de escalonamento
on-line para sistemas que toleram descartes. Dentre eles destacam-se
os algoritmos:
• Red Task Only (RTO): Este algoritmo nunca tenta escalonar ta-
refas azuis. As tarefas vermelhas sa˜o escalonadas segundo o EDF.
No caso especial onde existam apenas tarefas vermelhas, o algo-
ritmo RTO e´ o´timo (KOREN; SHASHA, 1995).
• Blue When Possible (BWP): Este algoritmo, mais flex´ıvel que o
RTO, escalona as tarefas azuis quando sua execuc¸a˜o na˜o prejudica
a execuc¸a˜o de nenhuma tarefa vermelha. O algoritmo escalona
as tarefas vermelhas segundo o EDF e caso na˜o existam tarefas
vermelhas, enta˜o executa uma tarefa azul.
• Rate Monotonic - RTO (RM-RTO): Similar ao RTO, executa as
tarefas vermelhas, pore´m o algoritmo de suporte utilizado nessa
abordagem e´ um algoritmo de prioridade fixa, onde as prioridades
sa˜o atribu´ıdas de acordo com o esquema de prioridades do RM.
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3.1.3 Modelo de tarefas com deadlines (n,m)-hard
Em (BERNAT; BURNS, 1997), os autores introduziram o modelo
de tarefas com restric¸o˜es (n,m)-hard. O modelo e´ semelhante ao (m,k)-
firm com a adic¸a˜o de uma abordagem de escalonamento baseada em
prioridades duplas (Dual Priority) proposto inicialmente por (DAVIS;
WELLINGS, 1995). O esquema de prioridade duplas melhora a respon-
sividade na execuc¸a˜o de tarefas soft, executando todas as tarefas hard
o mais tarde poss´ıvel.
Na abordagem de prioridades duplas existem treˆs n´ıveis dife-
rentes de prioridades: baixa, me´dia e alta. Tarefas de tempo real hard
comec¸am a executar na faixa de prioridades baixas, e so´ sa˜o promovi-
das para faixas de prioridades altas quando a capacidade do sistema e´
suficiente apenas para atender seus deadlines. Desta forma, enquanto
tarefas com deadline hard na˜o sa˜o promovidas, as tarefas soft executam
na faixa de prioridades me´dias.
O foco do trabalho e´ melhorar a responsividade das tarefas de
melhor esforc¸o, na presenc¸a de tarefas com restric¸o˜es (n,m)-hard. Os
tempos de processador provenientes dos descartes de ativac¸o˜es de ta-
refas hard e´ utilizado para retardar a promoc¸a˜o das pro´prias tarefas
hard para as faixas de prioridades altas, aproveitando para aumentar a
escalonabilidade das tarefas soft. A abordagem apresentada necessita
que um teste de escalonabilidade off-line seja realizado para garantir a
escalonabilidade das tarefas com restric¸o˜es hard.
Um fato relevante a se destacar neste trabalho, e praticamente
ine´dito na literatura, e´ o fato de ser uma proposta de um modelo de
tarefas no qual tarefas hard podem perder deadlines sem consequeˆncias
catastro´ficas (sem falhar).
3.1.4 Escalonamento baseado em janelas
West e Zhang (WEST; ZHANG, 2004) descreveram um algoritmo
para escalonamento de pacotes intitulado Dynamic Window-Constrain-
ed Scheduling (DWCS). O algoritmo leva em considerac¸a˜o a toleraˆncia
desses pacotes com relac¸a˜o a` violac¸a˜o de deadlines de algumas ativac¸o˜es.
Os autores introduzem o conceito de window-constrained em grupos de
deadlines consecutivos de pacotes. A janela de restric¸o˜es (Wi = xi/yi)
define o nu´mero de deadlines que podem ser perdidos (ou, similar-
mente, que devem ser atendidos) em uma janela de deadlines para
pacotes consecutivos em um stream. O algoritmo tenta garantir que
84
na˜o mais que x deadlines em uma janela de tamanho y sejam perdidos.
Earliest Deadline First (EDF)
Deadlines iguais: ordena pela menor janela Wi
Deadlines iguais e Wi = 0: ordena pelo maior yi
Deadlines iguais e Wi 6= 0: ordena pela menor xi
Outros casos: FIFO
Tabela 5: Precedeˆncia de execuc¸a˜o das tarefas segundo DWCS.
O algoritmo DWCS ordena as tarefas para atendimento com base
nos valores da janela de restric¸a˜o atual e dos deadlines relativos das
tarefas. A precedeˆncia de execuc¸a˜o das tarefas e´ efetuada conforme
explicitado na Tabela 5.
Algoritmo 1 Wi de uma tarefa atualizada antes do deadline.
if (y′i > x
′
i) then
y′i = y
′
i − 1;
else if ((y′i = x
′
i) and (x
′
i > 0)) then
x′i = x
′
i − 1;
y′i = y
′
i − 1;
if (x′i = y
′
i = 0) then
x′i = xi;
y′i = yi;
end if
end if
Durante a execuc¸a˜o do algoritmo, quando uma tarefa perde um
deadline, o valor da janela de restric¸a˜o Wi das pro´ximas tarefas e´ decre-
mentada, visando refletir o aumento de prioridade da tarefa. Analoga-
mente, uma tarefa atendida antes de seu deadline, ocasiona acre´scimo
do valor de Wi das pro´ximas tarefas, refletindo assim a reduc¸a˜o de sua
prioridade. Os valores de Wi das tarefas sa˜o constantemente atuali-
zados durante a execuc¸a˜o do algoritmo. O Algoritmo 1 apresenta a
atualizac¸a˜o da janela de restric¸a˜o Wi de uma tarefa executada antes de
seus deadline.
Desta forma, o valor da janela de restric¸a˜o Wj de qualquer outro
stream Sj | j 6= i, composta por pacotes que perderam seus deadlines
e´ ajustada, conforme ilustrada no Algoritmo 2. Considerando que a
abordagem na˜o realiza um teste de admissa˜o, e´ poss´ıvel que ocorram
violac¸o˜es nas janelas de restric¸a˜o das tarefas. Uma violac¸a˜o de janela
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ocorre quando W ′j = x
′
j/y
′
j | x′j = 0 e enta˜o outro pacote do stream Sj
perde seu deadline.
Algoritmo 2 Atualizac¸a˜o Wi de uma tarefa que perdeu deadline.
if (x′j > 0) then
x′j = x
′
j − 1;
y′j = y
′
j − 1;
if (x′j = y
′
j = 0) then
x′j = xj ;
y′j = yj ;
else if ((x′j = 0) and (yj > 0)) then
y′j = y
′
j + 1;
end if
end if
Os autores apresentam um teste de escalonabilidade para qual-
quer janela de restric¸o˜es utilizada pela aplicac¸a˜o2, pore´m o teste na˜o
e´ exato. O algoritmo e a ana´lise realizada em (WEST; ZHANG, 2004)
apresentam problemas3 e possibilitam que as restric¸o˜es informadas pela
aplicac¸a˜o sejam violadas. A prova apresentada no artigo, trata exclu-
sivamente do caso onde xi = yi − 1, podendo ocorrer falhas dinaˆmicas
para todos os outros valores de janela de restric¸a˜o onde: (xi 6= yi − 1).
Na avaliac¸a˜o da proposta, os autores comparam o DWCS com
o DBP analisando as perdas de deadlines e violac¸o˜es de janela de re-
stric¸o˜es. No entanto, a comparac¸a˜o feita e´ injusta. Os autores mostram
que o DWCS e´ superior ao DBP em situac¸o˜es com cargas baixas, pore´m
o fato de o DWCS utilizar o EDF como primeiro crite´rio de desempate
no escalonamento, leva o DWCS a se comportar como o EDF quando
a carga do sistema e´ menor que 100% (U ≤ 1.0), onde o EDF por si so´
ja´ e´ o´timo.
3.1.5 Escalonamento baseado em deadlines virtuais
West e Zhang reconhecem as limitac¸o˜es da abordagem baseada
em janelas descrita na sec¸a˜o anterior e propuseram o Virtual Deadline
Scheduling (VDS) (ZHANG et al., 2004).
O trabalho apresenta uma abordagem de escalonamento de ta-
2Considerando que todas as tarefas possuem os mesmos per´ıodos.
3Os pro´prios autores descrevem este problema em artigo publicado a posteriori
(WEST; ZHANG, 2007)).
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refas com restric¸o˜es parecidas com (m,k)-firm. O algoritmo proposto
no trabalho, tenta oferecer garantias para tarefas com per´ıodos distin-
tos. O valor de deadline virtual de uma tarefa e´ calculado em pontos
espec´ıficos dentro da janela de execuc¸a˜o das tarefas, com o intuito de
assegurar oferecimento proporcional de servic¸os a`s tarefas. Os autores
consideram no trabalho que as tarefas podem ter atendimentos conse-
cutivos dentro de um mesmo per´ıodo; em outras palavras, mi deadlines
sa˜o atendidos dentro de uma janela de atendimento de ki.Ti. No en-
tanto, esta concepc¸a˜o no modelo de tarefas e´ inadequada para uma
ampla variedade de tarefas, considerando que tarefas podem ter seus
atendimentos descartados em va´rios per´ıodos consecutivos, sendo assim
seus atendimentos postergados ate´ os u´ltimos per´ıodos compreendidos
dentro da janela de ki.Ti. A Figura 25 ilustra a limitac¸a˜o imposta pela
abordagem.
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Figura 25: Janela de atendimento de deadlines ki.Pi.
3.2 ESCALONAMENTO TDMA
Um problema fundamental em sistemas distribu´ıdos de tempo
real e´ o compartilhamento de recursos de comunicac¸a˜o entre os dife-
rentes nodos que compo˜em a rede, de tal forma que suas restric¸o˜es de
tempo real sejam respeitadas. Segundo (CACCAMO; ZHANG, 2002), os
atuais protocolos de controle de acesso ao meio (MAC) na˜o sa˜o ade-
quados para redes de sensores, pois as redes de sensores se diferem
essencialmente das redes ad hoc em treˆs principais aspectos:
1. As mensagens trocadas dentro da rede sa˜o em sua grande maioria
perio´dicas e precisam de garantias temporais;
2. Diferentes sensores podem coletar as mesmas informac¸o˜es criando
grande redundaˆncia de dados;
3. Nodos sa˜o tipicamente fixos em redes de sensores, enquanto os
objetos a serem controlados encontram-se no interior da rede.
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Estes aspectos levam em direc¸a˜o a desafios dif´ıceis de tratar pelos
protocolos MAC em redes ad hoc, como o conhecimento de qual nodo da
rede necessita do meio de comunicac¸a˜o em um dado instante de tempo.
Alguns protocolos de comunicac¸a˜o consideram que o tra´fego da rede e´
intrinsecamente aleato´rio, esta hipo´tese na˜o se aplica diretamente em
redes de sensores sem fios (CACCAMO; ZHANG, 2002), onde os dados
amostrados sa˜o transmitidos periodicamente pelos nodos da rede.
Protocolos de comunicac¸a˜o baseados no modelo Time Division
Multiple Access (TDMA) buscam resolver este problema de compar-
tilhamento de recursos atribuindo compartimentos de tempo para a
transmissa˜o de mensagens pelos nodos. Tipicamente, estes protoco-
los de comunicac¸a˜o operam baseados em ciclos TDMA, onde um nodo
recebe um ou mais compartimentos de tempo para efetuar suas trans-
misso˜es. Usualmente, cada compartimento possui tamanho e o nu´mero
de compartimentos dispon´ıveis por ciclos fixos. Desta forma, um ciclo
TDMA possui durac¸a˜o fixa e conhecida onde os limites de atraso nas
transmisso˜es de mensagens sa˜o conhecidos.
A maioria das pesquisas em comunicac¸a˜o TDMA esta´ relacio-
nada ao problema de encontrar uma escala apropriada (algoritmo de
escalonamento) para oferecer garantias temporais para as mensagens de
tempo real. Infelizmente, a flexibilidade em atribuir compartimentos
de tempo para os nodos segundo estas abordagens de escalonamento
tem um prec¸o. Um compartimento na˜o utilizado e´ desperdic¸ado na˜o
podendo ser alocado para nenhum outro dispositivo de tempo real da
rede. Outro ponto interessante a ser ressaltado e´ que alguns dispositi-
vos com mensagens perio´dicas necessitam de compartimentos de tempo
em apenas alguns ciclos TDMA, enquanto que na maioria dos ciclos o
compartimento de tempo acaba desperdic¸ado.
Na a´rea de escalonamento de sistemas de tempo real, escalona-
mento baseado em TDMA e´ comumente conhecido como abordagem
por executivo c´ıclico.
3.2.1 Protocolo de comunicac¸a˜o com compressa˜o de compar-
timentos
O trabalho introduzido por (ANDERSSON et al., 2005, 2008) consi-
dera protocolos TDMA que toleram compressa˜o de compartimentos (SS
- Slot Skipping). Um compartimento de tempo e´ comprimido quando
na˜o e´ utilizado. Desta forma, o pro´ximo compartimento de tempo
pode comec¸ar sua transmissa˜o antes do tempo previamente reservado,
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em benef´ıcio de tra´fego de tempo real. A abordagem proposta apre-
senta uma ana´lise de escalonabilidade considerando uma compressa˜o
de compartimentos em redes TDMA/SS. Os autores assumem que to-
das as mensagens do sistema sa˜o conhecidas, e que cada nodo escalona
suas mensagens na fila de sa´ıda em conformidade com a pol´ıtica Taxa
Monotoˆnica, em contraste com algumas outras abordagens que utili-
zam pol´ıtica FIFO nas filas de mensagens em cada nodo (TOVAR et al.,
2002). A ana´lise e´ apresentada em duas etapas. Na primeira etapa
considera-se o caso onde apenas uma mensagem pode ser transmitida
por um nodo dentro de um mesmo ciclo TDMA. Posteriormente, uma
generalizac¸a˜o da abordagem foi proposta para o caso onde um nodo
pode transmitir um nu´mero fixo de mensagens dentro de um mesmo
ciclo TDMA, os autores apresentam tambe´m um algoritmo que indica
como os nodos devem transmitir suas mensagens neste caso, pois caso
os nodos gerem muitas mensagens para serem transmitidas, a fila de
sa´ıda pode ficar sobrecarregada, aumentando assim os tempos de trans-
missa˜o das mensagens.
Os autores apresentam algumas suposic¸o˜es sobre a ana´lise pro-
posta. Assumem que o deadline das tarefas e´ menor ou igual ao per´ıodo
(Di ≤ Pi), que o tempo de transmissa˜o de uma mensagem em um nodo
e´ de exatamente um compartimento de tempo e que uma mensagem
Si de um nodo k termina sua transmissa˜o antes da chegada de uma
nova mensagem Sj na fila de sa´ıda. Segundo a proposta, quando um
nodo termina sua execuc¸a˜o ele envia uma mensagem de conclusa˜o de
transmissa˜o avisando que na˜o possui mais mensagens para transmitir,
desta forma um nodo que possui mensagens de tempo real para serem
transmitidas pode iniciar suas transmisso˜es imediatamente. Em um
protocolo TDMA tradicional, um nodo que na˜o deseja transmitir men-
sagens no tempo reservado simplesmente permanece mudo durante o
tempo do compartimento.
3.2.2 Escalonamento de mensagens em redes de sensores/a-
tuadores
Escalonamento de mensagens, segundo o protocolo TDMA, tem
sido objeto de pesquisa durante os u´ltimos anos (DONG et al., 2000; HAN
et al., 1996; KOPETZ; GRUNSTEIDL, 1994), pore´m esses trabalhos assu-
mem que os compartimentos de tempo e, consequentemente os ciclos
TDMA, devem ser suficientemente grandes para suprir as necessidades
de transmissa˜o de todos os nodos da rede. Usualmente, as escalas de
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transmissa˜o desses nodos sa˜o realizadas em tempo de projeto, conside-
rando o conhecimento dos tempos de transmissa˜o de todos os dispo-
sitivos da rede. No entanto, o trabalho proposto por (CARLEY et al.,
2003), cria a escala em tempo de execuc¸a˜o de maneira distribu´ıda.
Em (CARLEY et al., 2003) um escalonador de mensagens e´ uti-
lizado para determinar qual mensagem tera´ acesso ao meio em um
determinado instante de tempo. Prioridades sa˜o atribu´ıdas as mensa-
gens com a finalidade de ditar qual mensagem podera´ transmitir em um
dado instante. Um escalonador, executado em cada nodo, deve geren-
ciar todas as mensagens de forma a resolver os per´ıodos de contenc¸a˜o.
Em suma, a proposta busca aperfeic¸oar a transmissa˜o das mensagens
em redes densas, onde muitas vezes se torna impratica´vel realizar to-
das as trocas de mensagens entre os milhares de nodos da rede. Devido
a`s restric¸o˜es de recursos, o protocolo realiza uma otimizac¸a˜o em cada
nodo da rede, permitindo apenas que algumas mensagens de interesse
do nodo sejam transmitidas em cada ciclo.
Ana´lise experimental realizada pelos autores demonstra a eficieˆn-
cia da abordagem no sentido de que compartimentos de tempo sa˜o
utilizados sem desperd´ıcio. Entretanto, existe a necessidade de pro-
tocolos de sincronizac¸a˜o entre os nodos da rede, para que o sistema
tenha cieˆncia de qual nodo ira´ transmitir mensagens em cada comparti-
mento. A transmissa˜o de mensagens espora´dicas na˜o pode ser efetuada
de maneira eficiente, tornando-se tambe´m um ponto na˜o tratado pela
proposta.
3.2.3 Protocolo de acesso ao meio com priorizac¸a˜o impl´ıcita
Caccamo e Zhang apresentam em (CACCAMO; ZHANG, 2002)
uma arquitetura de rede adequada para redes de sensores juntamente
com um protocolo de acesso ao meio baseado no algoritmo de escalo-
namento EDF. A rede de sensores e´ dividida em va´rias ce´lulas (celular
structure), onde mensagens transmitidas entre nodos de uma mesma
ce´lula utilizam transmissa˜o multicast e mensagens transmitidas entre
nodos de ce´lulas adjacentes utilizam canais Frequency Division Multi-
plexing (FDM) diferentes com o objetivo de evitar conflitos nas trans-
misso˜es.
A ide´ia principal proposta pelos autores consiste em explorar a
natureza perio´dica do tra´fego de dados em redes de sensores. Desta
forma, o acesso ao meio pode ser alcanc¸ado utilizando um esquema de
priorizac¸a˜o impl´ıcita ao inve´s de contar com mecanismos de controle
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de pacotes, ale´m de diminuir a quantidade de mensagens de reserva de
recursos, recorrente em muitos protocolos de controle de acesso ao meio
tradicionais.
Os autores assumem que todos os nodos da rede teˆm cieˆncia de
todas as mensagens do sistema. Cada nodo calcula os deadlines de
todas as mensagens da rede e assim define, de acordo com o algoritmo
EDF, quais mensagens sa˜o transmitidas a cada execuc¸a˜o do algoritmo.
Cada nodo possui uma tabela que armazena as restric¸o˜es temporais
dos nodos que compo˜em a rede, a cada ciclo o algoritmo e´ executado
priorizando as transmisso˜es dos nodos segundo a pol´ıtica EDF.
O protocolo desenvolvido oferece atendimento ra´pido para os
eventos urgentes: em virtude da pol´ıtica de escalonamento utilizada
ser baseada no EDF, as mensagens com os menores valores de deadline
absolutos sa˜o favorecidas. Pore´m, este tipo de estrate´gia apresenta
algumas desvantagens.
A primeira, e mais evidente, adve´m do fato da abordagem pre-
cisar ter conhecimento de todas as mensagens a serem transmitidas na
rede. Em se tratando de uma rede de sensores sem fios, onde a topologia
da rede pode mudar constantemente, o uso de tal abordagem implica
no processamento constante destas mudanc¸as de topologia, este pro-
cessamento pode vir a consumir alguns recursos escassos da rede mais
rapidamente, por exemplo, a bateria dos nodos. Outro aspecto a ser
considerado neste tipo de estrate´gia diz respeito a` sincronizac¸a˜o dos no-
dos, cada dispositivo deve estar com seu relo´gio sincronizado em relac¸a˜o
aos outros dispositivos da rede, e esta, obviamente e´ uma tarefa na˜o-
trivial. Finalmente, a transmissa˜o de mensagens espora´dicas na˜o pode
ser escalonada de forma eficiente utilizando a abordagem proposta.
3.3 ESCALONAMENTO DE GTS EM REDES IEEE 802.15.4
A alocac¸a˜o de Compartimentos de Tempo Garantido (GTS) pos-
sibilita aos dispositivos acesso ao meio de comunicac¸a˜o sem per´ıodos
de contenc¸a˜o, dentro do CFP. O Coordenador PAN e´ responsa´vel pelo
gerenciamento da alocac¸a˜o de GTSs e determina a durac¸a˜o do CFP em
um superquadro. O nu´mero ma´ximo de GTSs que podem ser aloca-
dos pelo Coordenador PAN e´ sete. Por padra˜o, os GTSs sa˜o alocados
segundo ordem FIFO (First-in, First-out), tal me´todo de ordenac¸a˜o
na˜o e´ adequado quando se faz necessa´rio a priorizac¸a˜o de mensagens.
Recentemente, uma quantidade considera´vel de trabalho vem sido de-
senvolvido objetivando melhorar o mecanismo de alocac¸a˜o de GTSs em
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redes IEEE 802.15.4 (SEMPREBOM et al., 2009c; KOUBAA et al., 2008;
CHENG et al., 2007; CHEN J. FERREIRA, 2011; ANDERSSON et al., 2008;
TOVAR et al., 2002).
O trabalho apresentado em (KOUBAA et al., 2006b, 2008) melhora
a utilizac¸a˜o de largura de banda permitindo que mu´ltiplos dispositivos
compartilhem o mesmo conjunto de GTS atrave´s de um algoritmo de
escalonamento round-robin. Basicamente a ide´ia por tra´s da aborda-
gem consiste em compartilhar o mesmo GTS entre mu´ltiplos nodos ao
inve´s de teˆ-lo reservado exclusivamente para um u´nico nodo. Se existe
um escalonador que atenda as especificac¸o˜es de todos os nodos que so-
licitam GTSs, enta˜o compartilhar um GTS entre va´rios nodos significa
que este e´ dinamicamente alocado para nodos diferentes em cada su-
perquadro, de acordo com tal escalonador. O trabalho considera duas
importantes restric¸o˜es: (i) os candidatos a compartilharem o mesmo
GTS possuem taxas de chegadas similares e (ii) as tarefas na˜o utilizam
os recursos previamente reservados em todos os per´ıodos de superqua-
dros. Adicionalmente, se os nodos frequentemente solicitam alocac¸a˜o
de GTSs, os compartimentos garantidos sera˜o rapidamente exauridos
devido ao nu´mero reduzidos de GTS dispon´ıveis durante o CFP em
redes IEEE 802.15.4.
Em (CHENG et al., 2007) os autores propuseram uma aborda-
gem simples onde o CFP e´ dividido e dezesseis mini compartimentos.
Em (CHEN J. FERREIRA, 2011) os autores apresentam uma abordagem
mais flex´ıvel e propo˜em a divisa˜o do CFP em mais de dezesseis mini
compartimentos de tempo, habilitando assim mais do que sete disposi-
tivos realizarem suas transmisso˜es durante o CFP. O trabalho oferece
deadlines mais apertados para as aplicac¸o˜es, uma vez que os deadlines
das tarefas na˜o podem exceder a durac¸a˜o do superquadro (Di < BI).
A abordagem apresentada pelos autores e´ realizada atrave´s de um al-
goritmo de alocac¸a˜o de largura de banda realizado off-line, onde as
configurac¸o˜es de alocac¸a˜o de GTS sa˜o configuradas a priori nos dis-
positivos sensores. Ademais, a abordagem so´ mante´m compatibilidade
com o padra˜o para aplicac¸o˜es que utilizam os per´ıodos sem contenc¸a˜o,
na˜o mantendo compatibilidade com o padra˜o IEEE 802.15.4 no que
tange a utilizac¸a˜o de per´ıodos livres de contenc¸a˜o.
Um modelo de alocac¸a˜o dinaˆmico de compartimentos garanti-
dos em redes IEEE 802.15.4 foi introduzido em (CHO et al., 2010). A
abordagem proposta nomeada Guaranteed Dynamic Priority Assign-
ment (GDPA) proveˆ uma probabilidade limitada de ocorreˆncias de fal-
has dinaˆmicas para tarefas com deadlines (m,k)-firm quando o sistema
encontra-se sobrecarregado. O algoritmo proposto toma deciso˜es de es-
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calonamento baseado no algoritmo DBP em conjunto com o algoritmo
EDF.
3.4 TESTES DE ESCALONABILIDADE
Testes de escalonabilidade sa˜o fundamentais para determinar a
possibilidade de existeˆncia de uma escala via´vel. Nas primeiras pesqui-
sas sobre escalonamento, alguns algoritmos de escalonamento cla´ssicos
executavam seus testes de escalonamento baseados no conceito de uti-
lizac¸a˜o de processador. O teste de utilizac¸a˜o e´ um teste necessa´rio na
maioria dos algoritmos de escalonamento. Ele e´ um teste suficiente
ou exato apenas quando assume-se modelos de tarefas bastante sim-
plificados. Por exemplo, no trabalho cla´ssico de Liu e Layland (LIU;
LAYLAND, 1973), o teste de utilizac¸a˜o do processador e´ exato no caso
do EDF e suficiente no algoritmo Taxa Monotoˆnica. Esses algoritmos
de escalonamento exigiam originalmente que o conjunto de tarefas fosse
formado por tarefas perio´dicas e independentes com o deadline relativo
coincidindo com o per´ıodo das tarefas.
Uma se´rie de trabalhos estenderam o modelo de tarefas para
esses algoritmos e propuseram testes de escalonabilidade mais com-
plexos. Sha e outros (SHA et al., 1990) propuseram o protocolo de
ceiling com forma de permitir que tarefas possuam relac¸o˜es de pre-
cedeˆncia entre si e possam se sincronizar. Em (TINDELL et al., 1993) e´
apresentado um teste de escalonabilidade que permite o escalonamento
de tarefas perio´dicas com deadlines arbitra´rios e jitter de liberac¸a˜o,
ale´m de considerar tarefas espora´dicas.
3.4.1 Teste de escalonabilidade para o DBP
Em (RAMANATHAN, 1999) Ramanathan propoˆs uma te´cnica para
gereˆncia de processador na sobrecarga em aplicac¸o˜es de controle. A
te´cnica apresentada descarta de forma seletiva instaˆncias de tarefas ob-
jetivando reduzir a utilizac¸a˜o efetiva da tarefa. A abordagem e´ imple-
mentada com base em dois processos executando de forma concorrente:
processo de atendimento e processo de atribuic¸a˜o de prioridades.
O primeiro, e´ um escalonador baseado em prioridade preemptivo,
o qual atende instaˆncias de tarefas em uma fila de prontos. Esta pol´ıtica
de escalonamento e´ implementada com base em duas regras. Primeiro,
o servidor nunca fica ocioso se existe uma tarefa para ser executada.
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Segundo, o servidor sempre executa a tarefa com a maior prioridade
que esta´ aguardando pelo atendimento.
O processo de atribuic¸a˜o de prioridades, por outro lado, atribui
prioridades para as tarefas e as insere em uma fila de prontos. As tare-
fas sa˜o classificadas em mandato´rias e opcionais. Tarefas mandato´rias
recebem prioridades de forma que o atendimento de seus deadlines sa˜o
garantidos. As instaˆncias de tarefas classificadas como opcionais, rece-
bem as menores prioridades e na˜o possuem garantias no atendimento de
seus deadlines. A classificac¸a˜o das instaˆncias das tarefas em mandato´ria
ou opcional e´ baseada nos valores de mi e ki das tarefas. Instaˆncias
das tarefas τi sa˜o ativadas nos instantes aTi, para a = 0, 1, 2, .... Uma
instaˆncia ativada no instante aTi e´ classificada como mandato´ria se:
a =
⌊⌈
ami
ki
⌉
.
ki
mi
⌋
(3.3)
Note que a classificac¸a˜o (Equac¸a˜o 3.3) na˜o e´ necessariamente
o´tima em termos de atendimento de garantias (m,k)-firm para cada ta-
refa τi na aplicac¸a˜o. O teste de escalonabilidade e´ suficiente (suficiente,
mas na˜o necessa´rio) bastante restritivo, onde um conjunto considera´vel
de tarefas que poderiam ser atendidas sa˜o descartadas pelo teste. De
acordo com (QUAN; HU, 2000), a classificac¸a˜o o´tima de jobs em man-
dato´rio ou opcional para um algoritmo de escalonamento dinaˆmico e´ um
problema que na˜o pode ser tratado em tempo polinomial (NP-dif´ıcil)
considerando per´ıodos, tempo de computac¸a˜o e valores de k arbitra´rios.
3.4.2 Teste de escalonabilidade exato para tarefas (m,k)-firm
Desde o trabalho seminal proposto por Hamdaoui e Ramanathan
(HAMDAOUI; RAMANATHAN, 1995a) a maioria dos trabalhos propostos
na literatura abordam o problema assumindo que a sequeˆncia inicial
da janela de restric¸o˜es (k-sequence) e´ formada unicamente por 1’s, ou
seja, o histo´rico inicial de cada tarefa na˜o considera estados faltosos no
in´ıcio da execuc¸a˜o do algoritmo. Pore´m, esta hipo´tese na˜o e´ verdadeira
em todos os casos (GOOSSENS, 2008). Como trabalhos da literatura
que assumem esta premissa temos o trabalho introduzido por (LI et
al., 2004) onde e´ apresentado um teste de escalonabilidade suficiente,
considerando o uso do escalonador segunda a pol´ıtica DBP relacionados
com escalonamento de tarefas com restric¸o˜es (m,k)-firm e o trabalho
(HAMDAOUI; RAMANATHAN, 1995b) onde e´ avaliada a probabilidade de
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falha dinaˆmica das tarefas.
O trabalho (GOOSSENS, 2008) apresenta um teste de escalona-
bilidade exato para aplicac¸o˜es com restric¸o˜es (m,k)-firm, comparando
a cada superper´ıodo o estado do sistema com estados obtidos em su-
perper´ıodos anteriores. O teste e´ terminado uma vez que a escala de
execuc¸a˜o das tarefas se repete. Em outra palavras, no pior caso, todas
as combinac¸o˜es de padro˜es (m,k)-firm poss´ıveis entre para todas as ta-
refas do sistema devem ser testadas. A complexidade computacional
deste teste na˜o e´ adequada para sistemas com cargas dinaˆmicas, onde a
carga do sistema varia de acordo com o tempo ou em dispositivos com
restric¸o˜es de hardware (e.g. memo´ria, energia, processamento, etc)
como e´ o caso das redes de sensores sem fios. O teste pode ser tratado
computacionalmente, pore´m apenas em abordagens off-line. Ademais,
o trabalho utiliza o DBP como algoritmo de escalonamento o qual na˜o e´
o´timo no sentido de que a atribuic¸a˜o de prioridades adotado pelo DBP
baseia-se apenas no valor de distaˆncia para falha de cada stream sobre
suas restric¸o˜es (m,k)-firm. O algoritmo de escalonamento na˜o consi-
dera outros paraˆmetros das tarefas como per´ıodo, deadline ou tempo
de computac¸a˜o.
O trabalho apresentado em (QUAN; HU, 2000) propo˜e uma heur´ıs-
tica para gerac¸a˜o de padro˜es de jobs em mandato´rio ou opcional uti-
lizando um algoritmo gene´tico. O trabalho tambe´m traz um teste de
escalonabilidade suficiente, onde manipulando os per´ıodos das tarefas,
um novo conjunto de tarefas com per´ıodos harmoˆnicos e´ gerado. A
soluc¸a˜o proposta e´ adequada apenas para abordagens off-line, onde o
algoritmo gene´tico probabil´ıstico busca encontrar um particionamento
ideal de classificac¸a˜o de tarefas em mandato´rio ou opcional, produ-
zindo, desta forma uma escala de execuc¸a˜o fact´ıvel para o conjunto de
tarefas.
Em (LI et al., 2006) um teste de escalonabilidade suficiente, ba-
seado em (JEFFAY et al., 1991) e´ proposto. O trabalho considera um es-
calonador na˜o-preemptivo baseado no algoritmo de atribuic¸a˜o de prio-
ridades DBP. A abordagem foi avaliada em um cena´rio de controle
veicular.
3.5 CONSIDERAC¸O˜ES SOBRE AS ABORDAGENS
As abordagens baseadas em TDMA necessitam de uma tabela
contendo os tempos de chegada de todos os nodos que compo˜em a
rede seja previamente conhecida. Tradicionalmente esta tabela indica
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qual nodo deve acessar o meio em cada unidade de tempo. A vanta-
gem destas abordagens adve´m do determinismo oferecido a`s aplicac¸o˜es.
Entretanto te´cnicas baseadas em TDMA sa˜o tipicamente inflex´ıveis,
impondo a periodicidade das tarefas em ciclos TDMA estabelecidos
a priori, ale´m de na˜o conseguirem capturar a folga na utilizac¸a˜o dos
compartimentos por uma tarefa ou mesmo a na˜o ocupac¸a˜o de um com-
partimentos em um ciclo TDMA. Caso a topologia da rede mude com
certa frequeˆncia, mensagens de sincronizac¸a˜o devera˜o ser anunciadas
para os nodos para que a tabela TDMA seja atualizada, adicionando
ou removendo um novo dispositivo na escala. O trabalho apresentado
por (ANDERSSON et al., 2005) busca resolver o problema de desperd´ıcio
de compartimentos atrave´s do uso de te´cnicas de compressa˜o de com-
partimentos.
A maioria dos trabalhos relacionados atualmente encontrados na
literatura, consideram o caso onde no ma´ximo sete dispositivos podem
utilizar GTSs durante o per´ıodo do superquadro. Pore´m, em (CHEN,
2008; CHEN et al., 2009) os autores adaptam a estrutura do superqua-
dro, objetivando prover um esquema de alocac¸a˜o de GTS baseado em
TDMA, no qual o CAP na˜o existe e a estrutura dos quadros de dados
sa˜o simplificados. Entretanto, tais caracter´ısticas prejudicam a uti-
lizac¸a˜o do protocolo IEEE 802.15.4 devido a auseˆncia de oportunidade
de transmissa˜o de aplicac¸o˜es na˜o tempo real durante os per´ıodos com
contenc¸a˜o.
Te´cnicas baseadas no modelo de tarefas (m,k)-firm podem ser
utilizadas para representar va´rios tipos de deadlines. Por exemplo,
deadlines hard podem ser representados na forma de uma tarefa com
restric¸o˜es (1,1)-firm, enquanto deadlines soft podem ser representados
por valores de m e k escolhidos como (1,∞)-firm. Desta forma, a
representac¸a˜o de tarefas na forma de restric¸o˜es (m,k)-firm mostra-se
vantajosa pois os deadlines das tarefas podem ser representados mais
fielmente dentro de um mesmo sistema.
A adoc¸a˜o do modelo de tarefas (m,k)-firm juntamente com testes
de escalonabilidade podem oferecer garantias deterministas para aplica-
c¸o˜es que executam em ambientes dinaˆmicos, onde eventuais ocorreˆncias
de sobrecargas transientes levam o sistema a se comportar de tal forma
que as restric¸o˜es (m,k)-firm das tarefas sejam respeitadas, buscando a
na˜o ocorreˆncia de falhas dinaˆmicas no sistema. Algumas abordagens
que utilizam o modelo (m,k)-firm podem ainda considerar algoritmos
de escalonamento ditos robustos (vide sec¸a˜o 2.1.6), uma vez que em
situac¸o˜es de sobrecarga transientes uma ativac¸a˜o classificada com op-
cional poderia ser armazenada em uma fila de ativac¸o˜es rejeitadas e
96
ter seu deadline atendido posteriormente, quando uma ativac¸a˜o man-
dato´ria conclui sua execuc¸a˜o antes de seu deadlines.
Mok e Wang mostraram em (MOK; WANG, 2001) que o pro-
blema de escalonamento de tarefas (m,k)-firm e´ NP-dif´ıcil, para tarefas
com per´ıodos e tempo de computac¸a˜o arbitra´rios. Os autores propuse-
ram uma abordagem para tarefas que utilizem tempo de computac¸a˜o
constante (igual a uma unidade de tempo) e valores de per´ıodos ar-
bitra´rios. Pore´m, a abordagem so´ oferece garantias para as tarefas
quando o fator de utilizac¸a˜o do sistema e´ inferior a 50%.
O problema de escalonamento de mensagens em redes de sensores
sem fios IEEE 802.15.4, na˜o teˆm sido profundamente investigado pela
comunidade cient´ıfica, principalmente a modelagem do comportamento
das tarefas frente um modelo mais flex´ıvel, como o modelo (m,k)-firm.
3.6 CONCLUSO˜ES DO CAPI´TULO
Enquanto e´ essencial que todas as restric¸o˜es temporais sejam
atendidas em sistemas de tempo real hard, sistemas de tempo real firm
ou soft na˜o possuem restric¸o˜es ta˜o estritas, permitindo algum n´ıvel de
atraso (soft) ou permitindo ainda que alguns deadlines sejam perdidos
(firm). Desta forma, uma quantidade significativa de pesquisa veˆm
sendo realizada na a´rea de sistemas de tempo real soft e firm, buscando
minimizar os atrasos e quantificar de maneira precisa as perdas de
deadlines dos sistemas.
STR atuais necessitam de mecanismos para especificar de forma
clara e previs´ıvel quando alguns deadlines podem ser estrategicamente
descartados (na˜o atendidos) em prol da melhora do comportamento do
sistema com um todo. A adoc¸a˜o destes novos mecanismos se faz ne-
cessa´ria, pois podem suavizar o pessimismo presente em alguns paraˆme-
tros dos sistemas de tempo real (em especial o tempo de computac¸a˜o
Ci) em cena´rios de pior caso de execuc¸a˜o (assumindo, por exemplo que
todas as tarefas sa˜o iniciadas simultaneamente). Admitem ainda que a
QoS do sistema seja degradada de forma equaˆnime entre as tarefas. E
principalmente, a infereˆncia de quais tarefas precisam ser descartadas
durante situac¸o˜es de sobrecarga transientes, para que as restric¸o˜es das
outras tarefas presentes no sistema possam ser corretamente atendidas.
A adoc¸a˜o destes mecanismos possibilita que sistemas de tempo real se-
jam projetados com fatores de utilizac¸a˜o U acima de 100%, pore´m com
caso me´dio de utilizac¸a˜o U ≤ 100%.
Este cap´ıtulo buscou apontar alguns trabalhos relevantes referen-
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ciados na literatura, e tambe´m alguns trabalhos que apresentavam se-
melhanc¸a com o estudado neste trabalho. Diferentemente dos trabalhos
citados anteriormente e considerando que o protocolo IEEE 802.15.4
na˜o oferece mecanismos de provimento de QoS a`s aplicac¸o˜es, esta pro-
posta busca atender requisic¸o˜es com restric¸o˜es segundo o modelo de
tarefas (m,k)-firm.
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4 MODELO DO SISTEMA E ME´TRICAS DE
DESEMPENHO
Este cap´ıtulo apresenta inicialmente uma breve introduc¸a˜o acerca
das a´reas de interesse do tema tratado nesse trabalho. O modelo de
sistema adotado para o desenvolvimento das propostas apresentadas
nos Cap´ıtulos 5 e 6 sa˜o discutidos em um segundo momento. As prin-
cipais me´tricas de desempenho utilizadas na avaliac¸a˜o das abordagens
propostas nesta tese tambe´m sa˜o apresentadas. Algumas considerac¸o˜es
acerca do modelo e me´tricas adotadas finalizam o cap´ıtulo.
4.1 INTRODUC¸A˜O
O tema de interesse desta proposta pode ser descrito resumida-
mente como sendo resultante da conflueˆncia do interesse de treˆs comu-
nidades diferentes: (i) comunidade de sistemas de tempo real, no desen-
volvimento de abordagens de escalonamento flex´ıveis; (ii) comunidade
de controle, na investigac¸a˜o de te´cnicas que manteˆm a estabilidade do
sistema mediante descartes de mensagens (perdas de deadline); e (iii)
comunidade de informa´tica industrial, na adoc¸a˜o de redes sem fio.
Com relac¸a˜o a` comunidade que investiga escalonamento tempo
real, tradicionalmente, os sistemas eram projetados considerando cena´-
rios de pior caso de execuc¸a˜o. Esta abordagem, no entanto, frequen-
temente resulta em grande subutilizac¸a˜o de recursos. Uma poss´ıvel
soluc¸a˜o seria adotar alguma abordagem ad-hoc, projetando sistemas
considerando seus casos me´dios de utilizac¸a˜o. No entanto, para algumas
aplicac¸o˜es de tempo real, como as encontradas no domı´nio de controle
industrial, se faz necessa´ria uma especificac¸a˜o mais precisa de como
as perdas de deadlines sera˜o distribu´ıdas no tempo (BERNAT; BURNS,
1997). Por este motivo, ha´ algum tempo existem diversos trabalhos que
tratam sobre escalonamento adaptativo (escalonamento em condic¸o˜es
de sobrecarga). Ha´ uma lista extensa de trabalhos na a´rea, envolvendo
abordagens que lidam, por exemplo, com: aplicac¸o˜es ela´sticas que po-
dem variar suas ativac¸o˜es perio´dicas (ex. modelo ela´stico (BUTTAZZO
et al., 1995)); aplicac¸o˜es que toleram descartes (ex. modelo (m,k)-firm
(HAMDAOUI; RAMANATHAN, 1995a) e modelo Skip-Over (KOREN; SHA-
SHA, 1995)); e aplicac¸o˜es com deadlines modelados por func¸o˜es be-
nef´ıcio. No entanto, ale´m destes, ha´ diversos outros trabalhos. Boa
parte da comunidade tempo real atual esta´ envolvida de alguma forma
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com esse tipo de abordagem. O projeto europeu Artist (ARTIST, 2009),
por exemplo, concentra boa parte dessas pesquisas.
Com relac¸a˜o a` comunidade de controle, existe atualmente um
grande interesse no estudo do comportamento de alguns sistemas de
controle em redes (WILLIG, 2008; SCHENATO et al., 2007; HESPANHA et
al., 2007; LEMMON et al., 2003). Esses trabalhos va˜o ale´m de analisar o
comportamento do sistema mediante variac¸a˜o do jitter de atraso. Ha´
interesse direto no comportamento do sistema mediante presenc¸a de
descartes de mensagens e perdas de deadlines. Esses trabalhos, de uma
forma geral, estabelecem me´tricas (ex. Quality of Control, Jitter Mar-
gin, etc) para avaliar a qualidade do controle e estabelecem abordagens
de escalonamento (esta´tico ou dinaˆmico) para tratar do atendimento
a`s restric¸o˜es temporais. Isso vem sendo chamado de control-scheduling
co-design (projeto do escalonador e projeto de controle feitos conco-
mitantemente) (BUTTAZZO et al., 2007; MARTI et al., 2002, 2004; TRIO,
2009).
O interesse por parte da comunidade que lida com informa´tica
industrial no emprego de redes sem fio, na˜o e´ recente. Contudo, devido
aos problemas de confiabilidade e seguranc¸a dessas redes, a adoc¸a˜o
vem sendo lenta. Recentemente a revista IEEE Transaction Industrial
Informatics publicou uma edic¸a˜o especial para esta classe de aplicac¸o˜es
(WILLIG, 2008; ANASTASI et al., 2011; TOSCANO; BELLO, 2012).
Com relac¸a˜o a` rede IEEE 802.15.4, tema de interesse direto deste
trabalho, seu surgimento e´ devido a` demanda recente por redes sem
fios que fornec¸am servic¸os de tempo real e qualidade de servic¸os a`s
aplicac¸o˜es. Isto e´ consequeˆncia do desenvolvimento recente de tecnolo-
gias de acesso sem fios em ambientes dome´sticos e de escrito´rio. Dentro
deste contexto, a famı´lia de protocolos IEEE 802.15.4 (802.15.4, 2006)
e´ um dos principais candidatos a se tornar o padra˜o de facto para co-
municac¸a˜o sem fios em ambientes com redes LR-WPAN. Um grande
nu´mero de aplicac¸o˜es podem ser beneficiadas pelas caracter´ısticas ofe-
recidadas pelas LR-WPANs, tais como automac¸a˜o industrial, aplicac¸o˜es
automotivas, aplicac¸o˜es de controle, agricultura, monitoramento, dentre
outras. Uma caracter´ıstica comum entre tais aplicac¸o˜es e´ a existeˆncia
de mu´ltiplos tipos de tra´fego de dados, incluindo dados perio´dicos, in-
termitentes e dados de tempo real (ANASTASI et al., 2011; LOW et al.,
2005; RAMAMURTHY et al., 2007; RUIZ et al., 2011; TOSCANO; BELLO,
2012).
Aplicac¸o˜es com restric¸o˜es temporais demandam servic¸os de co-
municac¸a˜o previs´ıveis. No entanto, o provimento de qualidade de servic¸o
em ambientes sem fios e´ bastante desafiador. A previsibilidade tempo-
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ral implica em que a infraestrutura de comunicac¸a˜o possua certo grau
de conhecimento sobre o estado da rede e sobre a demanda futura dos
nodos por recursos.
Conforme discutido no Cap´ıtulo 2, o protocolo IEEE 802.15.4
oferece garantias temporais a`s aplicac¸o˜es atrave´s do mecanismo de com-
partimentos de tempo garantido (GTSs). Esta caracter´ıstica e´ bastante
atrativa para aplicac¸o˜es com restric¸o˜es temporais que executam em
redes, pois possibilita a previsa˜o do pior caso de tempo de execuc¸a˜o
para cada nodo que compo˜em a rede, uma vez que os dispositivos que
alocam GTSs na˜o precisam disputar uns com os outros pelas trans-
misso˜es. Pore´m, uma das maiores desvantagens do uso do mecanismo
de GTS e´ o nu´mero de dispositivos que podem utilizar o recurso simul-
taneamente. De acordo com a especificac¸a˜o IEEE 802.15.4 o nu´mero
de dispositivos que podem alocar GTS dentro de uma mesma PAN e´
no ma´ximo sete. Desta forma, este recurso escasso pode rapidamente
exaurir-se em uma rede composta por va´rios nodos. Consequentemente,
os dispositivos que na˜o possuem GTS alocados devem tentar completar
suas transmisso˜es durante o CAP, utilizando o protocolo CSMA/CA.
O mecanismo de alocac¸a˜o de GTS, proposto pela especificac¸a˜o,
necessita do envio pre´vio de uma mensagem de alocac¸a˜o de GTS. No en-
tanto, o protocolo de acesso ao meio CSMA/CA originalmente proposto
na˜o oferece suporte de QoS para aplicac¸o˜es de tempo real, incluindo,
por exemplo mensagens de alarme ou de controle da rede.
Apesar dos diversos trabalhos citados acima, infelizmente o uso
adequado de pol´ıticas e mecanismos de tempo real em redes IEEE
802.15.4 na˜o tem sido profundamente investigado, principalmente no
que concerne modelos de tarefas que toleram perdas de ativac¸o˜es perio´di-
cas (ou perdas de deadlines). Oferecer a QoS exigida para essas aplica-
c¸o˜es, provendo garantias temporais ainda e´ um desafio em aberto. Mo-
delos de comunicac¸a˜o tradicionalmente adotados em trabalhos relacio-
nados a essas redes geralmente sa˜o inflex´ıveis. Na˜o sa˜o capazes de
explorar a capacidade de perder deadlines sem falhar que algumas
aplicac¸o˜es tempo real possuem. Desta forma, no sentido de se ado-
tar modelos mais flex´ıveis neste trabalho de doutorado, abordagens
de escalonamento baseadas no modelo de tarefas (m,k)-firm sa˜o em-
pregados, com o objetivo de evitar a ocorreˆncia de falhas no sistema,
principalmente em condic¸o˜es de sobrecarga.
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4.2 MODELO DO SISTEMA
Considere uma aplicac¸a˜o de tempo real, onde tarefas sa˜o dis-
tribu´ıdas entre nodos sensores. Considere tambe´m que tarefas comuni-
cantes geram fluxos de mensagens que devem ser suportados pela rede
de comunicac¸a˜o atrave´s da alocac¸a˜o de compartimentos de tempo ga-
rantido (GTSs). Desta forma, sempre que mais do que sete solicitac¸o˜es
de alocac¸a˜o de GTSs chegarem ao Coordenador PAN, e cada requisic¸a˜o
possui uma especificac¸a˜o de QoS na forma de restric¸o˜es (m,k)-firm, o
Coordenador PAN realizara´ uma operac¸a˜o de escalonamento conside-
rando as restric¸o˜es (m,k)-firm dos dispositivos, objetivando alocac¸a˜o
destes fluxos de mensagens em compartimentos garantidos. Portanto, o
problema tratado neste trabalho e´: como o Coordenador PAN escalona
o meio de comunicac¸a˜o (CAP e CFP), entre N nodos sensores solici-
tantes, respeitando as restric¸o˜es (m,k)-firm de cada fluxo de mensagem
gerado pelo nodo i. Formalmente, este problema pode ser especificado
como segue:
Considera-se um conjunto Γ = {τ1, τ2, ...τn} deN tarefas perio´di-
cas independentes. Cada tarefa τi gera um fluxo de mensagem Si carac-
terizado por uma 5-tupla (Ti, Di, Ci,mi, ki), onde Ci representa o pior
caso de durac¸a˜o da mensagem, Ti representa o per´ıodo de durac¸a˜o da
tarefas (fluxo de mensagem), Di denota o deadline da mensagem, mi e
ki representam as restric¸o˜es (m,k)-firm da tarefa τi (fluxo da mensagem
Si). No caso do modelo proposto neste trabalho, uma tarefa perio´dica
representa uma aplicac¸a˜o que e´ executada em um dispositivo sensor, o
qual gera fluxos de mensagens perio´dicas. Adicionalmente, as seguintes
suposic¸o˜es sobre as tarefas (fluxo de mensagens) sa˜o consideradas:
A1. 1 ≤ mi ≤ ki, mi e ki ∈ Z+;
A2. Di = Ti: o deadline da tarefa τi (fluxo de mensagem Si) e´ igual
ao per´ıodo;
A3. Ci = li.ut, li ∈ Z+: tempo de execuc¸a˜o (durac¸a˜o da mensagem)
e´ mu´ltiplo do slot (ut).
A lo´gica pela suposic¸a˜o A3 e´ que, devido a natureza preemptiva
do modelo proposto, um fluxo de mensagem pode transferir mais do
que uma mensagem em cada per´ıodo (Ci ≥ 1), mas na˜o pode-se garan-
tir que as mensagens sera˜o transmitidas contiguamente. Por exemplo,
um fluxo de mensagens pode transmitir duas mensagens com durac¸a˜o
menor que a de um compartimento, mas na˜o pode transmitir uma men-
sagem com durac¸a˜o de dois compartimentos de tempo. O tamanho dos
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compartimentos de tempo, assim como os valores de BI, podem ser
ajustados de forma flex´ıvel atrave´s dos paraˆmetros Beacon Order (BO)
e Superframe Order (SO), controlados pelo Coordenador PAN.
Neste trabalho, considera-se um agrupamento (cluster) IEEE
802.15.4 composto por um conjunto de nodos sensores dentro da a´rea
de cobertura de um u´nico nodo denominado Coordenador PAN (Fi-
gura 26). Redes organizadas segundo a topologia estrela possuem al-
gumas vantagens em termos de robustez e lateˆncia, ale´m da sua fa´cil
organizac¸a˜o e sincronizac¸a˜o, quando comparadas com topologias ponto
a ponto ou agrupamento em a´rvore (CHEN, 2008). Assume-se que o
coordenador PAN configura a rede determinando a estrutura do su-
perquadro atrave´s dos paraˆmetros BO e SO. Cada nodo sensor i que
deseja alocar um GTS por um per´ıodo de tempo espec´ıfico, envia uma
solicitac¸a˜o de alocac¸a˜o de GTS com suas restric¸o˜es (m,k)-firm para o
Coordenador PAN.
...
dev
restrições
(m,k)-firm
PAN
dev
dev
dev
dev
dev
dev
Coordenador
PAN
dev
dev
dev
Figura 26: Modelo em topologia estrela.
No modelo de sistema apresentado, mensagens que na˜o podem
ser escalonadas durante per´ıodos de acesso livres de contenc¸a˜o po-
dem tentar realizar suas transmisso˜es durante per´ıodos com contenc¸a˜o
(CAP).
A ana´lise apresentada nesta tese assume um limite superior de
utilizac¸a˜o, considerando um canal de comunicac¸a˜o ideal, sem ocorreˆncia
de erros. Se um canal com erros for considerado (JONSONN; KUNERT,
2009), a utilizac¸a˜o ma´xima do canal de comunicac¸a˜o sera´ menor. En-
tretanto, esta ana´lise esta´ fora do escopo desta tese.
No restante deste trabalho, os termos tarefa e fluxo de mensagem
(instaˆncia e mensagem) sera˜o considerados de forma indiscriminada.
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4.3 ME´TRICAS DE DESEMPENHO
Diferentes me´tricas de desempenho foram utilizadas na avaliac¸a˜o
das abordagens propostas nesta tese. A primeira proposta de esca-
lonamento em per´ıodos de acesso com contenc¸a˜o (CAP) na˜o oferece
garantias a`s aplicac¸o˜es, apenas oferece mecanismos de priorizac¸a˜o de
mensagens com o objetivo de reduzir a ocorreˆncia de falhas dinaˆmicas
nos dispositivos sensores.
Esta primeira me´trica – ocorreˆncia de falhas dinaˆmicas (referen-
ciada na Sec¸a˜o 2.2) – e´ utilizada para mensurar a ocorreˆncia de violac¸o˜es
de deadline suportados pelas aplicac¸o˜es. Segundo esta me´trica, uma
tarefa encontra-se em um estado de falha dinaˆmica caso menos que m
deadlines tenham sido atendidos em uma janela de k deadlines conse-
cutivos. Caso contra´rio, a aplicac¸a˜o encontra-se em um estado esta´vel,
sem falhas. E´ importante ressaltar que a especificac¸a˜o da quantidade
de violac¸o˜es de deadline suportadas pelas aplicac¸o˜es e´ dependente dos
valores das restric¸o˜es (m,k)-firm adotados pelas aplicac¸o˜es.
Outra me´trica considerada na avaliac¸a˜o da abordagem proposta
durante o CAP, refere-se ao percentual de deadlines perdidos em cada
cena´rio de carga submetido a` rede. O percentual de perdas de deadline
considera a quantidade de violac¸o˜es de deadlines experimentados pelos
dispositivos da rede. Note que o nu´mero de deadlines perdidos e´ sempre
superior ao nu´mero de falhas dinaˆmicas, pois uma perda de deadline
na˜o acarreta, necessariamente, na ocorreˆncia de uma falha dinaˆmica.
A segunda proposta de escalonamento em per´ıodos de acesso
sem contenc¸a˜o (CFP) apresenta duas soluc¸o˜es deterministas, onde ga-
rantias sa˜o oferecidas a`s aplicac¸o˜es atrave´s de testes de escalonabilidade
e algoritmos de escalonamento on-line. A primeira soluc¸a˜o, intitulada
Slotted DBP (SDBP) e´ comparada com o algoritmo DWCS (WEST;
ZHANG, 2004) e a abordagem FIFO tradicionalmente oferecida pelo
padra˜o IEEE 802.15.4 (802.15.4, 2006). Verificou-se o percentual de
ocorreˆncia de falhas dinaˆmicas na comparac¸a˜o entre as abordagens,
ale´m da percentagem de deadlines perdidos variando-se a quantidade
de nodos e carga submetida ao sistema.
A segunda soluc¸a˜o desenvolvida no CFP considera que o padra˜o
de classificac¸a˜o (m,k)-firm da tarefas pode ser modificado objetivando
a melhoria na escalonabilidade do sistema. A proposta (m,k)-spin as-
sume um conjunto pre´-definido de novos padro˜es de classificac¸a˜o (m,k)-
firm para as tarefas do sistema, estas novas possibilidades de padro˜es de
classificac¸a˜o sa˜o alcanc¸ados atrave´s da adoc¸a˜o de giros, no sentido anti-
hora´rio (left-spin), no padra˜o de classificac¸a˜o das tarefas. A primeira
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me´trica avaliada nesta proposta diz respeito a quantidade de giros ado-
tada pelas soluc¸o˜es. Foram considerados giros apenas na u´ltima tarefa e
posteriormente em todas as tarefas do conjunto, objetivando aumentar
o percentual de tarefas admitidas no sistema.
O tempo de resposta para a tomada das deciso˜es de escalona-
mento das novas tarefas submetidas ao teste de admissa˜o tambe´m foi
avaliado. Foram considerados o pior tempo de resposta, o tempo de
resposta me´dio e o desvio padra˜o observado entre as amostras.
Por fim, avaliou-se o percentual de benef´ıcio alcanc¸ados pela
soluc¸a˜o proposta com relac¸a˜o ao trabalho apresentado por (RAMANA-
THAN, 1999). O benef´ıcio avaliado refere-se ao percentual de conjun-
tos de tarefas admitidos pela abordagem (m,k)-spin com relac¸a˜o aos
conjuntos admitidos pela abordagem Ramanathan em dois diferentes
cena´rios: conjuntos de tarefas na˜o harmoˆnicos e conjuntos de tarefas
harmoˆnicos.
4.4 CONCLUSO˜ES DO CAPI´TULO
O modelo de sistema proposto para este trabalho foi baseado
nas deficieˆncias encontradas em trabalhos existentes na literatura e nas
especificac¸o˜es de padro˜es para RSSF. Por exemplo, a topologia estrela
adotada esta´ em conformidade com a topologia estrela proposta nos
padro˜es do ZigBee.
As soluc¸o˜es propostas nessa tese buscam oferecer garantias alo-
cando-se compartimentos garantidos no CFP, considerando as restric¸o˜es
(m,k)-firm de cada dispositivos da rede. As outras k −m mensagens
podem disputar o acesso ao meio no CAP. Nesse sentido no pro´ximo
cap´ıtulo apresentamos uma abordagem descentralizada que busca prio-
rizar a transmissa˜o de mensagens durante per´ıodos com contenc¸a˜o em
redes IEEE 802.15.4.
O modelo delineado nesse cap´ıtulo servira´ para especificar e ava-
liar as soluc¸o˜es propostas no cap´ıtulos 5 e 6. Algumas restric¸o˜es adi-
cionais devera˜o ser consideradas para que as soluc¸o˜es propostas sejam
va´lidas, estas restric¸o˜es sera˜o descritas, especificamente no cap´ıtulo 5.
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5 ESCALONAMENTO NO PERI´ODO DE ACESSO
COM CONTENC¸A˜O
Os primeiros esforc¸os deste trabalho de doutoramento foram na
direc¸a˜o de investigar mecanismos de priorizac¸a˜o de tra´fego tempo real
durante per´ıodos de acesso com contenc¸a˜o (CAP) no padra˜o IEEE
802.15.4. O modelo descrito no Cap´ıtulo 4 foi delineado, e os seguintes
artigos foram produzidos: (SEMPREBOM et al., 2009, 2009b). Os princi-
pais resultados alcanc¸ados foram: (i) a proposic¸a˜o de um algoritmo de
priorizac¸a˜o de mensagens tempo real com restric¸o˜es (m,k)-firm intitu-
lado Distributed DBP e (ii) a avaliac¸a˜o experimental em dispositivos
sensores compat´ıveis com o padra˜o IEEE 802.15.4.
5.1 MOTIVAC¸A˜O
Uma das motivac¸o˜es para o desenvolvimento da abordagem que
atua no CAP adve´m do fato que o protocolo CSMA/CA, oferecido pela
especificac¸a˜o, na˜o preveˆ mecanismos de provimento de QoS para even-
tos tempo real, incluindo solicitac¸o˜es de alocac¸a˜o de compartimentos,
mensagens de alarme e comandos de controle da PAN, isso resulta na
degradac¸a˜o do desempenho da rede. Ale´m disso, nodos que possuem
mensagens que na˜o foram alocadas no CFP precisam recorrer ao CAP.
Considerando a flexibilidade de algumas aplicac¸o˜es tempo real
em tolerar descartes ou perdas de deadline sem falhar, e a necessidade
de provimento de mecanismos de QoS para aplicac¸o˜es com restric¸o˜es
temporais no protocolo CSMA/CA em redes IEEE 802.15.4, esta pro-
posta investiga mecanismos para priorizac¸a˜o de tra´fego tempo real,
considerando o modelo de tarefas (m,k)-firm, onde tarefas que estejam
com suas execuc¸o˜es pro´ximas a um estado faltoso, recebem as maiores
prioridades do sistema.
Diferentemente das abordagens propostas no Cap´ıtulo 6, a abor-
dagem de escalonamento no CAP proposta nesta sec¸a˜o na˜o oferece ga-
rantias. O objetivo e´ tentar reduzir a quantidade de falhas dinaˆmicas,
priorizando as tarefas mais pro´ximas da falha dinaˆmica. Nesta abor-
dagem na˜o ha´ testes de admissa˜o ou alocac¸a˜o de recursos (comparti-
mentos). Apenas tenta-se distribuir o recurso (no caso, a largura de
banda da rede) de forma mais inteligente, priorizando-se as mensagens
de tarefas mais pro´ximas da falha.
Atualmente, alguns trabalhos teˆm contribu´ıdo com o intuito de
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reduzir a lateˆncia em redes de sensores sem fio. Particularmente, no
caso do padra˜o IEEE 802.15.4 algumas pesquisas teˆm procurado apri-
morar o protocolo CSMA/CA com slots, proposto originalmente pela
especificac¸a˜o, com a finalidade de oferecer garantias para as aplicac¸o˜es
(KIM et al., 2005; KOUBAA et al., 2006a). No entanto, diferentemente
desses trabalhos, esta proposta busca atender requisic¸o˜es com restric¸o˜es
segundo o modelo (m,k)-firm.
5.2 ALGORITMO DISTRIBUTED DBP
O algoritmo proposto, denominado Distributed DBP (DDBP),
e´ fruto do interesse deste trabalho de doutorado na investigac¸a˜o de al-
goritmos de escalonamento dinaˆmicos (on-line), onde o escalonamento
e´ realizado considerando as condic¸o˜es locais de cada nodo. A Figura
27 apresenta o algoritmo Distributed DBP para provimento de QoS
entre os dispositivos que compo˜em a PAN. O algoritmo, baseado no
modelo de tarefas (m,k)-firm, busca minimizar a ocorreˆncia de falhas
dinaˆmicas no sistema, e foi constru´ıdo sobre o conceito distaˆncia para
falha proposto em (HAMDAOUI; RAMANATHAN, 1995b). Com objetivo
de se detectar perdas de deadline, cada mensagem enviada por um nodo
para o coordenador e´ sinalizada por uma mensagem de reconhecimento
enviada no sentido contra´rio (do coordenador para o nodo).
Existem diversos outros trabalhos que propo˜em algoritmos de es-
calonamento considerando restric¸o˜es (m,k)-firm das tarefas (ex. (HAM-
DAOUI; RAMANATHAN, 1995a; MONTEZ et al., 1999; ZHANG et al., 2004)).
No entanto, todos esses trabalhos consideram uma entidade central –
um escalonador – que conhece o histo´rico de todas as tarefas e toma
deciso˜es baseadas em um conhecimento global do sistema.
No algoritmo Distributed DBP, apo´s o envio de uma mensa-
gem enderec¸ada ao Coordenador, a heur´ıstica verifica o recebimento da
mensagem pelo Coordenador PAN atrave´s de uma mensagem de reco-
nhecimento ACK, sinalizando o atendimento de uma deadline (linha 7
na Figura 27). Caso um dispositivo na˜o consiga efetuar sua transmissa˜o
dentro do atual superquadro, uma ocorreˆncia de na˜o atendimento de
deadline e´ sinalizada (linha 10). Finalmente, se uma mensagem de re-
conhecimento ACK na˜o e´ recebida dentro de um intervalo de tempo
determinado pelo dispositivo que transmitiu a mensagem, novamente
um na˜o atendimento de deadline e´ sinalizado (linha 11).
Posteriormente, a distaˆncia para falha dos dispositivos e´ atuali-
zada baseada na situac¸a˜o de atendimento dos deadlines (varia´vel “aten-
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1 envia_mensagem;
2 //Evento sinalizado apo´s transmiss~ao da mensagem
3 evento(mensagem)
4 {
5 switch(mensagem)
6 {
7 case SUCESSO:
8 atendeu = 1;
9 break;
10 case FALHA_CSMA:
11 case SEM_ACK:
12 atendeu = 0;
13 break;
14 default:
15 }
16 distancia_falha = atualiza_distancia_falha(atendeu);
17 altera_prioridade(distancia_falha);
18 }
Figura 27: Algoritmo Distributed DBP (executado em cada nodo).
deu”) e a prioridade do dispositivo e´ atualizada. Caso um dispositivo
se encontre pro´ximo a` ocorreˆncia de uma falha dinaˆmica (dj(k) = 1) ou
em uma falha dinaˆmica (dj(k) = 0), este recebe a maior prioridade do
sistema. A Figura 24, apresentada no Cap´ıtulo 3, ilustra um diagrama
de transic¸a˜o de estados para uma tarefa (2,3)-firm.
O Point Coordinator Function (PCF) e´ uma soluc¸a˜o de acesso ao
meio dispon´ıvel no padra˜o IEEE 802.11 (802.11, 2007) para reduc¸a˜o no
nu´mero de coliso˜es. Este mecanismo implementa uma soluc¸a˜o centra-
lizada para transmisso˜es onde o Point Coordinator (PC) desempenha
a func¸a˜o de um nodo mestre sincronizando a rede.
Uma emenda ao padra˜o (802.11, 2005) adicionou func¸o˜es de coor-
denac¸a˜o chamada Hybrid Coordination Function (HFC), o qual e´ uti-
lizada apenas para configurac¸a˜o de QoS da rede. O HFC oferece dois
novos mecanismos: o Enhanced Distributed Channel Access (EDCA),
o qual define n´ıveis de prioridade entre usua´rios para diferenciac¸a˜o de
tra´fego e; o HCF Controlled Channel Access (HCCA), o qual permite
a reserva de oportunidades de transmisso˜es com o coordenador h´ıbrido
(HC).
Considerando que a especificac¸a˜o IEEE 802.15.4 na˜o preveˆ qual-
quer tipo de priorizac¸a˜o de mensagens. Um mecanismo de priorizac¸a˜o
de mensagens, baseado no padra˜o IEEE 802.11 (802.11, 2005) foi im-
plementado atrave´s da alterac¸a˜o de paraˆmetros do protocolo de co-
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municac¸a˜o CSMA/CA (Figura 18). Utilizou-se dois paraˆmetros para
alterar dinamicamente a prioridade das mensagens:
1. macMinBE: valor relacionado com o expoente de backoff (BE).
Este valor indica quantos per´ıodos de backoff um dispositivo deve
aguardar para tentar avaliar a atividade do canal de comunicac¸a˜o.
Este valor esta´ diretamente relacionado com o mecanismo de ten-
tativa de evitar coliso˜es (Collision Avoidance (CA) do protocolo).
Por padra˜o este valor e´ iniciado com o valor mı´nimo de 3, caso
exista extensa˜o de bateria (macBattLifExt), BE e´ iniciado com 2.
Se o valor macMinBE = 0, o mecanismo de detecc¸a˜o de ocupac¸a˜o
do meio encontra-se desativado.
2. macMaxCSMABackoffs: corresponde ao nu´mero ma´ximo de
vezes que o algoritmo CSMA/CA entra em backoff enquanto
tenta acessar o canal de comunicac¸a˜o. Este valor e´ inicialmente
zero antes de cada nova transmissa˜o. Caso o nu´mero ma´ximo de
tentativas de acessar o canal seja maior que macMaxCSMABa-
ckoffs uma mensagem de falha no canal e´ reportada a`s camadas
superiores do protocolo de comunicac¸a˜o. Este valor e´ original-
mente iniciado com 5.
Os valores utilizados para alterar esses paraˆmetros e os resultados
obtidos pelos experimentos sa˜o apresentados na pro´xima sec¸a˜o.
5.3 RESULTADOS
O objetivo desta sec¸a˜o e´ avaliar o impacto do Distributed DBP
frente a` abordagem convencional oferecida pelo padra˜o IEEE 802.15.4,
o qual na˜o oferece nenhum mecanismo de diferenciac¸a˜o de servic¸os entre
os dispositivos que formam a PAN. A abordagem convencional do IEEE
802.15.4 consiste simplesmente em envios perio´dicos de mensagens dos
nodos para o coordenador, sem qualquer mecanismo de priorizac¸a˜o de
mensagens. Essa abordagem foi usada como uma abordagem baseline,
a t´ıtulo de comparac¸a˜o.
Os estudos foram conduzidos atrave´s de ana´lise experimental a
partir de um cena´rio real. Utilizou-se o microkernel OpenZB1 para
avaliac¸a˜o da abordagem proposta neste trabalho. O OpenZB (CUNHA
et al., 2007) implementa a pilha de protocolos especificada pelo padra˜o
1http://www.open-zb.net/
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IEEE 802.15.4, desenvolvido em NesC (GAY et al., 2003) sobre o sistema
operacional TinyOS (HILL et al., 2000).
A configurac¸a˜o do cena´rio de experimentos foi composta por onze
nodos MicaZ2. Um destes nodos foi escolhido para ser o coordenador e
treˆs outros foram configurados para enviar mensagens periodicamente
para o coordenador, contendo restric¸o˜es (m,k)-firm. Os sete outros
nodos restantes foram programados para enviar mensagens continua-
mente, emulando tra´fego de segundo plano, objetivando sobrecarregar
o meio de acesso. Os treˆs nodos com restric¸o˜es (m,k)-firm receberam
valores de m e k iguais a m = 2 e k = 3 (veja Figura 24). Estes nodos
foram configurados para aguardar o recebimento de uma mensagem de
confirmac¸a˜o (ACK) apo´s o envio de uma mensagem.
Todos os nodos da rede enviam mensagens de 93 bytes – consi-
derando um cabec¸alho de 13 bytes. A estrutura do superquadro foi
configurada utilizando os paaˆmetros BO = 5 e SO = 4 (enta˜o, com
intervalos entre beacons BI = 491.5 ms). Os nodos (m,k)-firm tiveram
seus per´ıodos fixados em 500 ms, o qual possuem quase o mesmo valor
de BI. A carga externa imposta ao sistema foi implementada atrave´s
do uso de nodos gerando mensagens com diferentes periodicidades.
A Tabela 6 e a Figura 28 apresentam a carga da rede em porcen-
tagem, onde o valor de 100% representa o limite superior de utilizac¸a˜o
real da rede, assumindo uma taxa ma´xima de 130 kbps. Segundo (JEN-
NIC, 2006) essa e´ a taxa real ma´xima que se consegue no IEEE 802.15.4
levando-se em considerac¸a˜o todos os overheads existentes. Nos experi-
mentos, a carga mı´nima imposta ao sistema foi 3%. Esta carga foi ob-
tida considerando-se apenas as mensagens provenientes dos nodos com
restric¸o˜es (m,k)-firm, sem interfereˆncia dos nodos de carga de fundo.
As outras cargas submetidas ao sistema, 12%, 20%, 36%, 48%, 61%,
70%, 84% e 104% foram obtidas variando a periodicidade das men-
sagens geradas pelos nodos de carga de fundo 500ms, 250ms, 125ms,
90ms, 70ms, 60ms, 50ms e 40ms, respectivamente. Para cada ponto de
carga da rede, ao menos 10 ensaios foram realizados, utilizando a abor-
dagem Distributed DBP ou a abordagem oferecida pela especificac¸a˜o
IEEE 802.15.4. Cada ensaio teve durac¸a˜o de cerca de 60 segundos.
A Tabela 6 apresenta o comportamento da abordagem padra˜o
(sem prioridades, conforme especificado no padra˜o IEEE 802.15.4) frente
a abordagem DDBP.
Na abordagem DDBP, para priorizar o tra´fego de mensagens
dos nodos com restric¸o˜es (m,k)-firm, os paraˆmetros MacMaxCSMABa-
ckoffs e MacMinBE do protocolo CSMA/CA na˜o sa˜o predeterminados
2http://www.xbow.com
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abordagem padra˜o IEEE Distributed DBP
Carga da Perdas de Perdas de
Rede deadline Falhas Deadline Falhas
3% 15.1% 5.9% 15.2% 4.2%
12% 32.0% 24.1% 29.5% 18.7%
20% 34.4% 26.4% 31.6% 19.9%
36% 36.5% 29.6% 31.9% 21.2%
48% 36.2% 29.2% 33.5% 24.3%
61% 37.6% 31.3% 35.3% 27.0%
70% 37.7% 31.9% 36.6% 28.6%
84% 39.6% 34.4% 38.6% 30.8%
104% 41.1% 35.9% 39.2% 32.8%
Tabela 6: Abordagem tradicional e abordagem DDBP.
estaticamente. Por padra˜o, estes paraˆmetros iniciam com os valores
MacMaxCSMABackoffs = 5 e MacMinBE = 3, o qual nesse tra-
balho, representam um nodo com baixa prioridade. No entanto, quando
a distaˆncia para falha em um nodo alcanc¸a o valor 1 (ou zero), este nodo
esta´ pro´ximo (ou encontra-se) de uma falha dinaˆmica. Neste caso, estes
paraˆmetros sa˜o dinamicamente alterados para: MacMaxCSMABa-
ckoffs = 6 permitindo que o dispositivo tenha mais chances de acesso
ao canal de comunicac¸a˜o; e MacMinBE = 5 aumentando a probabi-
lidade do dispositivo em encontrar o canal de comunicac¸a˜o livre, sem
competir com os outros dispositivos da rede configurados com valores
de MacMinBE padra˜o. Estes paraˆmetros sa˜o alterados dinamicamente,
aumentando a taxa de sucesso na transmissa˜o de uma mensagem, repre-
sentando assim maiores prioridades para dispositivos em proximidade
de ocorreˆncia de falhas dinaˆmicas.
A Tabela 6 e a Figura 28 apresentam os resultados experimen-
tais comparando a abordagem DDBP e abordagem padra˜o. Pode-se
verificar que existe uma diminuic¸a˜o no nu´mero de ocorreˆncias de falhas
dinaˆmicas adotando-se a abordagem proposta. Durante situac¸o˜es de so-
brecarga moderadas as ocorreˆncias de falhas dinaˆmicas permaneceram
pro´ximas a 20%. Em condic¸o˜es de sobrecarga severa, as ocorreˆncias de
falhas dinaˆmicas permaneceram pro´ximas a 30%.
Como conclusa˜o dos experimentos, verifica-se que o funciona-
mento de uma rede IEEE 802.15.4 pode ser claramente melhorada com
respeito a na˜o ocorreˆncia de falhas dinaˆmicas caso seja utilizado um
algoritmo adequado para alocac¸a˜o de prioridades. O trabalho proposto
mostra que algoritmos de escalonamento sofisticados podem ser im-
113
0%
5%
10%
15%
20%
25%
30%
35%
40%
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 110%
Carga
F
a
lh
a
s
D
in
â
m
ic
a
s
Abordagem Tradicional
Distributed DBP
Figura 28: Falhas dinaˆmicas vs. utilizac¸a˜o.
plementados de maneira eficaz sobre nodos com baixa capacidade de
processamento, melhorando de forma significativa o funcionamento de
uma rede t´ıpica no caso de sobrecarga e de na˜o ocorreˆncia de falhas
dinaˆmicas.
Observou-se tambe´m que utilizando dispositivos sensores MicaZ
executando o microkernel OpenZB, na˜o e´ fact´ıvel garantir n´ıveis de
desempenho e periodicidade especificados pelo padra˜o IEEE 802.15.4.
Esta e´ uma limitac¸a˜o dos clocks do MicaZ conforme relatado em (CUNHA
et al., 2008; SEVERINO, 2008).
Outro aspecto importante a ser ressaltado refere-se ao comporta-
mento do coordenador quando submetido a condic¸o˜es severas de sobre-
carga. Foi verificado que quando o nu´mero de mensagens enderec¸ada
ao coordenador aumenta, este leva muito tempo para gerar quadros
de beacon para sincronizac¸a˜o da rede, devido ao fato do coordenador
precisar manipular todas as mensagens recebidas e criar mensagens de
confirmac¸a˜o.
Durante a implementac¸a˜o do cena´rio experimental, algumas di-
ficuldades foram observadas no que concerne o comportamento da pla-
taforma de hardware e da implementac¸a˜o do protocolo CSMA/CA no
OpenZB frente a priorizac¸a˜o das mensagens. Sintonizar os paraˆmetros
de priorizac¸a˜o de mensagens no CSMA/CA mostrou-se ser uma ta-
refa bastante desafiadora. Conclui-se que com a atual implementac¸a˜o
do OpenZB juntamente com a plataforma MicaZ a priorizac¸a˜o das
mensagens so´ pode ser realizada mediante uma calibrac¸a˜o pre´via nos
paraˆmetros de comunicac¸a˜o (macMinBE e macMaxCSMABackoffs) le-
vando em conta tanto o tamanho me´dio das mensagens da aplicac¸a˜o
(e.g. mensagens curtas ou longas), como tambe´m o comportamento da
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carga de fundo que gera interfereˆncias na comunicac¸a˜o da aplicac¸a˜o.
5.4 CONCLUSO˜ES DO CAPI´TULO
Este cap´ıtulo apresentou uma abordagem descentralizada de prio-
rizac¸a˜o de tra´fego em RSSFs, objetivando reduzir as ocorreˆncias de fal-
has dinaˆmicas. Resultados experimentais apresentam uma considera´vel
reduc¸a˜o no nu´mero de falhas dinaˆmicas nos dispositivos sensores usando
o Distributed DBP em contraste com a abordagem tradicionalmente
oferecida pela especificac¸a˜o IEEE 802.15.4. Ademais, a abordagem
DDBP proposta necessita de alterac¸o˜es mı´nimas ao protocolo IEEE
802.15.4, garantindo compatibilidade com o padra˜o e com dispositivos
COTS.
Observou-se que utilizando o microkernel OpenZB, executando
sobre dispositivos MicaZ, na˜o e´ poss´ıvel garantir n´ıveis de desempenho
e tempo especificados no padra˜o IEEE 802.15.4. Outro importante
aspecto que precisa ser ressaltado refere-se ao comportamento do Co-
ordenador PAN quando submetido a condic¸o˜es de sobrecarga severas.
Por exemplo, quando o nu´mero de mensagens enderec¸adas ao Coorde-
nador PAN aumenta, este leva mais tempo que o esperado para gerar
quadros de beacons, pois o Coordenador PAN precisa processar todas
as mensagens recebidas e gerar as mensagens de reconhecimento (ACK)
relativas a` essas mensagens.
A abordagem proposta neste cap´ıtulo na˜o e´ o´tima, essencial-
mente devido ao fato de na˜o haver uma visa˜o global do sistema. En-
tretanto, esta abordagem descentralizada e´ mais escala´vel do que um
abordagem centralizada. Adicionalmente, a utilizac¸a˜o de uma aborda-
gem descentralizada evita mensagens de sincronizac¸a˜o entre o escalo-
nador (provavelmente o Coordenador PAN) e outros dispositivos que
compo˜em a PAN.
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6 ESCALONAMENTO EM PERI´ODOS DE ACESSO
SEM CONTENC¸A˜O
O padra˜o IEEE 802.15.4 oferece uma soluc¸a˜o de comunicac¸a˜o
flex´ıvel para redes LR-WPAN. Quando ativo, o modo com beacon pos-
sibilita comunicac¸a˜o de tempo real atrave´s da alocac¸a˜o de GTSs. No
entanto, este modo de transmissa˜o suporta apenas sete dispositivos da
rede utilizando este recurso em cada superquadro.
Este cap´ıtulo apresenta duas abordagens dinaˆmicas de escalona-
mento de mensagens perio´dicas durante per´ıodos livres de contenc¸a˜o
em redes IEEE 802.15.4. As abordagens propostas, baseadas no mo-
delo de tarefas (m,k)-firm, garantem que ao menos m mensagens sejam
alocadas em compartimentos de tempo garantido, para qualquer janela
de k deadlines consecutivos. As soluc¸o˜es propostas oferecem garan-
tias para as aplicac¸o˜es atrave´s da adoc¸a˜o de testes de escalonabilidade
dinaˆmicos e algoritmos de priorizac¸a˜o de mensagens on-line.
Este cap´ıtulo esta´ organizado da seguinte forma: inicialmente
o modelo do sistema e´ especificado. Posteriormente duas propostas
de escalonamento de GTSs, durante per´ıodos livres de contenc¸a˜o, sa˜o
propostas. Por fim, algumas concluso˜es sa˜o apresentadas.
6.1 ABORDAGENS PROPOSTAS
Este trabalho, investiga caracter´ısticas de tempo real do MAC
no padra˜o IEEE 802.15.4. Uma soluc¸a˜o promissora seria atrave´s da
alocac¸a˜o de compartimentos garantidos (GTSs). Entretanto, esta abor-
dagem mostra-se demasiadamente restritiva no que tange o nu´mero
ma´ximo de dispositivos que podem beneficiar-se deste mecanismo du-
rante um superquadro (ma´ximo de sete). Esta sec¸a˜o apresenta duas
propostas de escalonamento de GTS durante per´ıodos livres de conten-
c¸a˜o. A primeira abordagem, bastante restritiva com relac¸a˜o ao modelo
de tarefas (ex. durac¸a˜o ma´xima das mensagens e´ de um compartimento
de tempo, Ci=1), e´ dirigida pelo algoritmo de escalonamento dinaˆmico
Slotted DBP juntamente com um mecanismo de controle de admissa˜o.
A Segunda proposta, apresenta um teste de escalonabilidade dinaˆmico,
onde tarefas admitem giros em seus padro˜es de classificac¸a˜o (m,k)-firm,
em prol da melhoria na escalonabilidade do conjunto de tarefas.
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6.1.1 SIGHT: explorando descartes de tarefas perio´dicas no
escalonamento de GTSs
Nesta subsec¸a˜o, a pol´ıtica de alocac¸a˜o dinaˆmica de GTSs intitu-
lada SIGHT (Skips In GTS scHeduling for IEEE 802.15.4 neTworks)
e´ apresentada (SEMPREBOM et al., 2009c). A abordagem oferece garan-
tias para aplicac¸o˜es com restric¸o˜es (m,k)-firm atrave´s de uma aborda-
gem centralizada executada por dois algoritmos, executados no nodo
coordenador (Coordenador PAN):
• um teste de escalonabilidade determin´ıstico, executado quan-
do o Coordenador PAN recebe uma solicitac¸a˜o de alocac¸a˜o de
GTS
• uma pol´ıtica de atribuic¸a˜o dinaˆmica de prioridades, ba-
seado no conceito de distaˆncia para falha (DBP), executado no
in´ıcio de cada superquadro.
Ambos algoritmos cooperam buscando aprimorar o atual meca-
nismo de alocac¸a˜o de GTSs para aplicac¸o˜es tempo real proposto pelo
padra˜o IEEE 802.15.4.
Segundo o modelo de tarefas (m,k)-firm (HAMDAOUI; RAMANA-
THAN, 1995a), cada tarefa necessita que ao menos m ativac¸o˜es dentro
de qualquer janela de k requisic¸o˜es consecutivas tenham seus deadlines
atendidos; de outra forma a tarefa experimenta uma condic¸a˜o de falha
dinaˆmica. Utilizando este modelo, um sistema pode enta˜o ser proje-
tado para tolerar perdas de deadlines, assumindo que este nu´mero de
falhas e´ limitado e precisamente espac¸ado.
Considerando uma rede IEEE 802.15.4, o modelo de tarefas (m,k)-
firm pode ser utilizado para alocac¸a˜o de compartimentos no coordena-
dor PAN. E´ poss´ıvel considerar que uma tarefa perdeu um deadline, se
esta na˜o conseguiu transmitir sua mensagem no u´ltimo superquadro.
Desta forma, se existem mais do que sete solicitac¸o˜es de alocac¸a˜o de
GTS no coordenador, e se cada requisic¸a˜o possui uma restric¸a˜o (m,k)-
firm associada, enta˜o o coordenador pode realizar um escalonamento
destes compartimentos seguindo as restric¸o˜es (m,k)-firm dos nodos,
buscando evitar a ocorreˆncia de falhas dinaˆmicas. Ale´m disto, em sis-
temas de tempo real que requerem garantias, ana´lises de escalonabi-
lidade podem ser executadas com a chegada de uma nova requisic¸a˜o
para verificar a escalonabilidade do sistema, buscando prover garantias
(m,k)-firm a`s aplicac¸o˜es. Uma nova requisic¸a˜o so´ deve ser aceita pelo
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sistema se e somente se a aceitac¸a˜o desta na˜o ira´ prejudicar a execuc¸a˜o
das outras requisic¸o˜es previamente admitidas no sistema.
No caso espec´ıfico desta proposta, algumas importantes restric¸o˜es
devem ser considerados ao modelo de sistema proposto no Cap´ıtulo 4:
• Ti = p: o per´ıodo das tarefas coincide com o per´ıodo do super-
quadro (p);
• Ci = 1: nu´mero de compartimentos solicitados. Cada nodo e´
atendido em exatamente um compartimento de tempo1;
• ∀i, Ti = Tj (j 6=i): todas as tarefas possuem o mesmo per´ıodo;
• ∀i, ki = kj (j 6=i): todas as tarefas possuem o mesmo valor k em
suas restric¸o˜es (m,k)-firm.
Estas restric¸o˜es adicionadas ao modelo do sistema, permitem ao
SIGHT o provimento de um teste de escalonabilidade exato (necessa´rio
e suficiente). Este e´ um pequeno prec¸o a ser pago em detrimento das
garantias temporais para ale´m de sete tarefas alocando GTS em redes
IEEE 802.15.4 e se o sistema necessita da execuc¸a˜o de um teste de
escalonabilidade exato. Ademais, o problema de se encontrar uma es-
cala de execuc¸a˜o via´vel considerando valores de k, per´ıodos e tempo de
computac¸a˜o arbitra´rios e´ um problema intrata´vel computacionalmente
(QUAN; HU, 2000; MOK; WANG, 2001).
6.1.1.1 Algoritmo Slotted DBP
Juntamente com o modelo SIGHT, o algoritmo slotted DBP foi
proposto, como uma aplicac¸a˜o direta do algoritmo DBP – originalmente
proposto em (HAMDAOUI; RAMANATHAN, 1995a) – para um ambiente
baseado em alocac¸a˜o de compartimentos em superquadros.
Abordagens baseadas no conceito de distaˆncia para falha (des-
crito em (HAMDAOUI; RAMANATHAN, 1995a)) na˜o podem ser direta-
mente aplicadas sem considerar a estrutura do superquadro, pois estas
abordagens tendem a inspecionar as janelas de compartimento conti-
guamente. Estas abordagens consideram que uma janela pode iniciar
em um superquadro e terminar no pro´ximo superquadro. Por essa
raza˜o, este trabalho propo˜e uma extensa˜o ao conceito de distaˆncia para
falha (DBP), inicialmente proposto por (HAMDAOUI; RAMANATHAN,
1A durac¸a˜o dos compartimentos pode ser ajustada de forma flex´ıvel pelo Coor-
denador PAN, atrave´s dos paraˆmetros BO e SO.
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1995a), considerando a estrutura do superquadro no escalonamento de
GTSs em redes IEEE 802.15.4.
O algoritmo Slotted DBP proveˆ garantias (m,k)-firm para os
dispositivos que solicitam alocac¸a˜o de GTSs em duas fases. Na primeira
fase (Algoritmo 3), quando uma nova requisic¸a˜o de GTS e´ recebida
pelo coordenador um teste de admissa˜o e´ executado (Equac¸a˜o 6.1).
Este teste dinaˆmico e´ realizado pelo coordenador PAN no momento da
chegada de cada nova solicitac¸a˜o de alocac¸a˜o de GTS.
N∑
i=1
(
mi
ki
Ci
Ti
)
≤ 1.0, (6.1)
onde N e´ o nu´mero total de nodos que solicitam alocac¸a˜o de GTS.
Se o teste de admissa˜o falhar, por exemplo, se a carga do sistema
(ja´ considerando a` toleraˆncia das tarefas aos descartes) excede 100%,
a solicitac¸a˜o de alocac¸a˜o de GTS e´ negada, em virtude da abordagem
na˜o poder acomodar mais uma nova solicitac¸a˜o de GTS. Pore´m, se a
utilizac¸a˜o do sistema for menor ou igual a 100%, uma nova requisic¸a˜o
e´ aceita. Desta forma, a nova solicitac¸a˜o aceita e´ inserida na lista de
requisic¸o˜es de GTS (lista Li) no coordenador PAN (Algoritmo 3).
Algoritmo 3 Teste de admissa˜o.
1: if a new GTS request i arrives then
2: if
∑(
mi
ki
Ci
Ti
)
≤ 1 then
3: insert request in list Li
4: admission test = feasible
5: else
6: admission test = unfeasible
7: end if
8: end if
Requisic¸o˜es na˜o contempladas no CFP, na˜o aceitas no teste de
admissa˜o, podem competir pelo acesso ao meio durante o per´ıodo de
acesso com contenc¸a˜o (CAP). Eventualmente, estas requisic¸o˜es conse-
guem realizar suas transmisso˜es com sucesso (no Cap´ıtulo 5 foi proposta
uma abordagem de provimento de QoS no envio de mensagens durante
per´ıodos de acesso com contenc¸a˜o).
A segunda fase da abordagem proposta (Algoritmo 4) e´ com-
posta por um mecanismo de escalonamento dinaˆmico de GTS. Quando
uma nova requisic¸a˜o e´ aceita pelo teste de admissa˜o, o algoritmo de es-
calonamento elege dinamicamente qual dispositivo recebera´ acesso com
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tempo garantido (GTS) no superframe atual. O crite´rio de selec¸a˜o e´
baseado na distaˆncia para falha de cada tarefa, a qual depende dos re-
quisitos de QoS informados por cada dispositivo na forma de restric¸o˜es
(m,k)-firm.
Algoritmo 4 Escalonamento dinaˆmico.
1: for all superframe period do
2: for all GTS request j do
3: calculate dj(k)
4: end for
5: sort Li in dj(k) order
6: allocate first GTS requests in Li on superframe empty slots
7: end for
Uma forma simples de se calcular a distaˆncia para falha foi pro-
posta por (HAMDAOUI; RAMANATHAN, 1995a) (vide Subsec¸a˜o 3.1.1).
Neste caso, e´ necessa´ria a manutenc¸a˜o de um histo´rico de atendimento
recente de cada tarefa perio´dica que envia mensagens. Este histo´rico
de execuc¸a˜o e´ uma k-tupla que armazena as k execuc¸o˜es mais recentes
de uma tarefa. Seja 0 e 1 a representac¸a˜o para perda e atendimento de
um deadline, respectivamente. Ao te´rmino de um superquadro um novo
estado e´ produzido, o histo´rico e´ movido (da direita para esquerda) e
o novo estado e´ adicionado na posic¸a˜o mais a direita. Por exemplo,
uma tarefa com k = 3 e histo´rico “110” representa que a execuc¸a˜o
mais recente da tarefa perdeu o deadline, enquanto que as outras duas
execuc¸o˜es tiveram seus deadlines respeitados. A Figura 24 ilustra as
distaˆncias para falha poss´ıveis de uma tarefa (2,3)-firm.
Segundo (HAMDAOUI; RAMANATHAN, 1995a) uma tarefa i, e´
poss´ıvel calcular a distaˆncia para falha di(k): Seja meti(n, h) a posic¸a˜o
(a direita) referente ao nth deadline atendido no histo´rico h. Se exis-
tem menos que n 1s em h, enta˜o meti(n, h) = k + 1. Por exemplo,
meti(1,“011”)=1, meti(1,“010”)=2, meti(2,“101”)=3, meti(2,“001”)=4.
Desta forma, utilizando esta func¸a˜o, a distaˆncia para falha e´ denotada
por: di(k)← (k −meti(m,h) + 1).
6.1.1.2 Corretude do Slotted DBP
Objetivando demonstrar a corretude do algoritmo de escalona-
mento proposto, esta subsec¸a˜o apresenta uma demonstrac¸a˜o informal
da abordagem. A prova e´ realizada reduzindo o problema de esca-
lonamento Slotted DBP para o algoritmo de escalonamento EDF. O
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algoritmo de escalonamento EDF e´ o´timo no sentido que, se e´ poss´ıvel
produzir uma escala onde todos os deadlines sa˜o atendidos, tal escala
pode ser produzida atrave´s do EDF.
As condic¸o˜es de Ci = 1, Di = Ti = p sa˜o impostas em virtude
de o Slotted DBP tomar as deciso˜es de escalonamento com a granulari-
dade do superquadro. Isso permite ao Slotted DBP emular a natureza
preemptiva do EDF.
Se o fator de utilizac¸a˜o U > 1.0, enta˜o o conjunto de tarefas na˜o
pode ser escalonado por nenhum algoritmo (U ≤ 1.0, e´ uma condic¸a˜o
necessa´ria).
Em uma escala EDF equivalente, deve-se garantir que n tarefas
perio´dicas sa˜o atendidas por Ci unidades de tempo, em cada per´ıodo
ki. Se
∑N
i=1
(
Ci
Ti
)
≤ 1.0 enta˜o o EDF garante que todas as tarefas tera˜o
seus deadlines atendidos. Este e´ um teste exato, ou seja, necessa´rio e
suficiente.
Com o Slotted DBP, exige-se uma escala via´vel para um fator
de utilizac¸a˜o mı´nimo
∑N
i=1
(
mi
ki
Ci
Ti
)
≤ 1.0. Esta e´ a mesma utilizac¸a˜o
como a escala equivalente gerada pelo EDF. Quando o fator de uti-
lizac¸a˜o do Slotted DBP U = 1 o algoritmo escalona apenas as tarefas
mandato´rias; em outras palavras, a escala resultante ira´ atender apenas
mi deadlines em qualquer janela de restric¸o˜es ki.
Quando o fator de utilizac¸a˜o e´ U < 1.0 basta escalonar as tarefas
mandato´rias (distaˆncia para falha = 1) como EDF e atender as outras
tarefas (d > 1) nas folgas da utilizac¸a˜o do sistema.
6.1.1.3 Exemplo de escalonamento Slotted DBP
Sem perda de generalidade para um melhor entendimento da pro-
posta, esta subsec¸a˜o apresenta um exemplo de escalonamento para um
superquadro com apenas dois GTSs, formados por um compartimento
de tempo cada, onde o CAP e o per´ıodo inativo na˜o sa˜o considerados.
No exemplo ilustrado pela Figura 29, existem quatro tarefas so-
licitando alocac¸a˜o de GTSs. Em abordagens convencionais apenas os
dois primeiros compartimentos tem sucesso na alocac¸a˜o. No entanto,
estas quatro tarefas podem informar seus requisitos de QoS na forma
de restric¸o˜es (m,k)-firm, conforme segue: τa = (4, 4); τb = (2, 4); τc =
(1, 4); τd = (1, 4). Os outros paraˆmetros das tarefas sa˜o Ti = Di = 2 e
Ci = 1, isto e´, per´ıodos e deadlines iguais ao per´ıodo do superquadro;
e tempo de execuc¸a˜o igual a um compartimento de tempo.
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Figura 29: Escalonamento de GTS segundo Slotted DBP.
Segundo o Algoritmo 4, no primeiro superquadro, as distaˆncias
para falha de todas as tarefas sa˜o computadas como segue: da(k) = 1,
db(k) = 3, dc(k) = dd(k) = 4, e as tarefas τa e τb recebem o servic¸o
garantido. No segundo superquadro: da(k) = 1, db(k) = dc(k) =
dd(k) = 3; tarefas τa e τb (τb e´ escolhida devido a` ordem FIFO). No
terceiro superquadro: da(k) = 1, dc(k) = dd(k) = 2, db(k) = 3; τa e τc
sa˜o alocadas. No quarto superquadro, da(k) = dd(k) = 1, db(k) = 2,
dc(k) = 4; τa e τd sa˜o alocadas.
Consequentemente, em abordagens tradicionais, se o resultado
do teste de escalonabilidade
∑N
i=1
Ci
Ti
≤ 1.0, todos os deadlines podem
ser atendidos. No entando, neste exemplo, tem-se
∑N
i=1
Ci
Ti
= 2.0,
desta forma, alguns deadlines seriam perdidos. Usando o algoritmo
Slotted DBP, estas quatro solicitac¸o˜es de alocac¸a˜o de GTS podem ser
atendidas, considerando suas restric¸o˜es (m,k)-firm, conforme ilustrado
na Figura 29. Ale´m disso, esta figura apresenta dois intervalos k, e´
necessa´rio verificar a escalonabilidade do sistema ate´ o Mı´nimo Mu´ltiplo
Comum (MMC) dos valores de k das tarefas (neste caso, o valor de k).
Por fim, importante ressaltar que mesmo que a ordem de chegada
das tarefas fosse diferente, na˜o haveria diferenc¸a para o SDBP, pois
este ordena dinamicamente as tarefas conforme distaˆncia para falha.
No entanto, esse comportamento seria diferente caso fosse considerado
o Escalonamento Baseado em Janelas de West e Zhang (WEST; ZHANG,
2004), descrito na Subsec¸a˜o 3.1.4.
6.1.1.4 Resultados de experimentos por simulac¸a˜o
Buscando investigar o comportamento do Slotted DBP em si-
tuac¸o˜es onde existem mu´ltiplos nodos solicitando alocac¸a˜o de GTS,
um conjunto de simulac¸o˜es foi realizado. Apesar do SDBP oferecer ga-
rantias (caso fosse considerada a inexisteˆncia de erros de comunicac¸a˜o),
a simulac¸a˜o buscou tambe´m avaliar a abordagem em situac¸o˜es de sobre-
carga, onde nem mesmo o SDBP consegue garantir as restric¸o˜es (m,k)-
firm dos nodos. A carga submetida ao sistema refere-se as execuc¸o˜es
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das ativac¸o˜es mandato´rias das tarefas, ou seja, atendimento de (mi/ki)×
Ci a cada intervalo Ti. Considerou-se que as requisic¸o˜es enviadas pelos
dispositivos para o coordenador PAN conteˆm as restric¸o˜es (m,k)-firm
dos nodos. O desempenho do Slotted DBP foi comparado com:
• Escalonamento baseado em janelas (DWCS) (Subsec¸a˜o 3.1.4),
utilizado no escalonamento de tarefas que toleram descartes, em
conformidade com paraˆmetros de descarte informados pelas tare-
fas na forma de janela de restric¸o˜es.
• Escalonamento FIFO, utilizando atualmente pelo padra˜o IEEE
802.15.4, para alocac¸a˜o de GTSs durante per´ıodos livres de conten-
c¸a˜o.
Utilizou-se um simulador2 desenvolvido em linguagem C. As si-
mulac¸o˜es foram realizadas considerando um conjunto de tarefas (nodos)
solicitando compartimentos, variando entre 7 e 21 tarefas, assumindo
que existem apenas sete compartimentos dispon´ıveis em cada superqua-
dro. Cada resultado obtido refere-se a uma me´dia de 9.000 execuc¸o˜es,
cada uma composta por dois mil per´ıodos (2.000 superquadros).
Em cada cena´rio de simulac¸a˜o assumiu-se que todas as tarefas
possuem os mesmos valores de k. Esta e´ uma condic¸a˜o importante pre-
viamente apresentada na Subsec¸a˜o 6.1.1, necessa´ria para que o SDBP
oferec¸a garantias determin´ısticas a`s aplicac¸o˜es.
Falhas dinaˆmicas variando o fator de utilizac¸a˜o
Nos primeiros experimentos, a carga (fator de utilizac¸a˜o) foi es-
colhida para cada conjunto de experimentos, enquanto o nu´mero de
tarefas, m e k foram aleatoriamente gerados. Os valores de k variam
de 1 a 10, e os valores de m variam de 1 ate´ k. Os valores dos fatores
de utilizac¸a˜o foram calculados de acordo com a Inequac¸a˜o 6.1.
A Figura 30 apresenta os valores de falhas dinaˆmicas vs. fator
de utilizac¸a˜o (eixo x na Figura 30) e a Tabela 7 apresenta maiores
informac¸o˜es, como perdas de deadlines. Os valores apresentados na
u´ltima coluna na Tabela 7 referem-se a me´dia do nu´mero de nodos
gerados na simulac¸a˜o.
A Figura 30 e a Tabela 7 claramente mostram que ambas as
abordagens SDBP e DWCS na˜o falham quando a carga e´ menor ou
igual a 1.0 (fator de utilizac¸a˜o ≤ 100%), mesmo quando o nu´mero de
2Dispon´ıvel em: http://www.das.ufsc.br/~tisemp/sight_simul/SIGHT.C.
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Figura 30: Falhas dinaˆmicas vs. fator de utilizac¸a˜o.
requisic¸o˜es aceitas3 e´ maior que sete. Observou-se, tambe´m, que am-
bas as abordagens SDBP e DWCS sa˜o inadequadas em situac¸o˜es de
sobrecarga onde a carga (fator de utilizac¸a˜o) e´ maior que 1.0. Ale´m
disso, sobre condic¸o˜es de sobrecarga severas, as falhas dinaˆmicas na
abordagem DWCS tendem a apresentar uma grande degradac¸a˜o. A
abordagem FIFO e´ completamente inadequada, mesmo em situac¸o˜es
onde a carga do sistema e´ baixa.
Falhas dinaˆmicas Deadlines Me´dia
Carga SDBP DWCS FIFO perdidos de nodos
0.7 0% 0% 17.9% 24.9% 9.3
0.8 0% 0% 24.5% 29.5% 9.9
0.9 0% 0% 31.3% 35.3% 10.8
1.0 0% 0% 35.8% 38.2% 11.3
1.1 31.8% 31.4% 44.5% 46.6% 13.1
1.2 48.0% 57.2% 49.7% 51.5% 14.4
1.3 56.3% 81.1% 56.4% 57.0% 16.3
Tabela 7: Falhas Dinaˆmicas e perdas de deadlines em diferentes fatores
de utilizac¸a˜o.
Falhas dinaˆmicas variando o nu´mero de nodos
Nos experimento a` seguir, o nu´mero de nodos (tarefas) foram se-
lecionados para cada simulac¸a˜o, mas a carga, e os paraˆmetros m e k de
3Importante ressaltar que a carga refere-se a execuc¸a˜o das ativac¸o˜es mandato´rias
do conjunto de tarefas.
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cada tarefa foram gerados aleatoriamente, 9.000 vezes. Em cada expe-
rimento apenas o conjunto de tarefas com fator de utilizac¸a˜o abaixo de
1.0 foi utilizado, de acordo com o teste de admissa˜o apresentado no Al-
goritmo 3. Consequentemente, SDBP na˜o deve apresentar a ocorreˆncia
de falhas dinaˆmicas.
Falhas dinaˆmicas Perdas Me´dia
Nodos SDBP / DWCS FIFO de deadlines de carga
7 0% 0% 0% 0.64
8 0% 12.4% 12.5% 0.69
9 0% 21.3% 22.2% 0.76
10 0% 27.1% 30.0% 0.82
11 0% 30.7% 36.4% 0.86
12 0% 32.5% 41.7% 0.89
13 0% 33.2% 46.2% 0.91
14 0% 33.4% 50.0% 0.92
Tabela 8: Falhas dinaˆmicas considerando um nu´mero fixo de nodos.
A Tabela 8 resume os resultados destacando as falhas dinaˆmicas
em func¸a˜o da me´dia do nu´mero de tarefas admitidas pelo sistema. Pode
ser observado que ambas abordagens SDBP e DWCS podem aceitar
simultaneamente mais do que sete requisic¸o˜es sem que falhas dinaˆmicas
ocorram. Mesmo quando a taxa de perdas de deadlines alcanc¸a 50%
ou mais, na˜o existem falhas dinaˆmicas, desde que a carga no sistema
seja inferior a 100%.
Todos os resultados acima indicam que ambas abordagens SDBP
e DWCS na˜o devem ser utilizadas em condic¸o˜es de sobrecarga, na
auseˆncia de um teste de admissa˜o determin´ıstico, especialmente quando
a carga no sistema e´ superior a 1.0, os resultados demonstraram que a
abordagem Slotted SBP e´ levemente melhor do que a abordagem FIFO.
6.1.2 (m,k)-spin: alocac¸a˜o de GTSs com giro no padra˜o de
classificac¸a˜o (m,k)-firm
A abordagem apresentada anteriormente assume um modelo de
sistema bastante restritivo, onde os valores de k, per´ıodos e tempo de
computac¸a˜o das tarefas sa˜o iguais. Por conseguinte, novas abordagens
foram desenvolvidas no sentido de relaxar as restric¸o˜es impostas ao
modelo de tarefas.
Nesta subsec¸a˜o, primeiramente e´ apresentado um algoritmo de
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classificac¸a˜o de ativac¸o˜es de tarefas, baseado no trabalho apresentado
em (RAMANATHAN, 1999). Posteriormente, apresenta-se um teste de
admissa˜o para avaliar a admissibilidade das tarefas em consonaˆncia
com suas garantias (m,k)-firm e finalmente, um algoritmo de escalo-
namento, onde ativac¸o˜es de tarefas sa˜o classificadas como mandato´rias
ou opcionais, sendo as ativac¸o˜es escalonadas durante per´ıodos livres de
contenc¸a˜o.
6.1.2.1 Classificador de tarefas
Em (RAMANATHAN, 1999), os autores apresentaram um classifi-
cador de instaˆncias de tarefas com restric¸o˜es (m,k)-firm, onde um algo-
ritmo determina dinamicamente se uma instaˆncia e´ mandato´ria (1) ou
opcional (0). Ativac¸o˜es classificadas como mandato´rias, recebem prio-
ridades, de tal forma que seus deadlines sa˜o garantidamente atendidos.
Por outro lado, instaˆncias de tarefas classificadas como opcionais rece-
bem prioridades mais baixas e na˜o possuem garantias no atendimento
de seus deadlines.
O padra˜o de classificac¸a˜o de uma tarefa pode ser concebido como
um anel. A cada nova ativac¸a˜o da tarefa, um giro no sentido hora´rio e´
realizado no anel, indicando se a instaˆncia da tarefa e´ mandato´ria ou
opcional. A Figura 31 ilustra a formac¸a˜o do padra˜o de classificac¸a˜o
para uma tarefa (2,3)-firm.
0 1
1
1 0
1
1 1
0
mandatória
giro sentido
horário
giro sentido
horário
mandatória opcional
Figura 31: Padra˜o de classificac¸a˜o inicial para uma tarefa (2,3)-firm.
Apesar da simplicidade do algoritmo proposto em (RAMANA-
THAN, 1999), este apresenta algumas limitac¸o˜es. A primeira ativac¸a˜o de
cada tarefa e´ sempre classificada como mandato´ria, o que implica que o
pior caso de tempo de execuc¸a˜o de qualquer tarefa do conjunto, ocorre
sempre durante seu primeiro per´ıodo. Isto significa, que o classifica-
dos adotado na˜o esta´ apto a considerar qualquer descarte de ativac¸a˜o
durante o primeiro per´ıodo das tarefas sem a ocorreˆncia de falhas.
Portanto, o comportamento do classificador proposto em (RAMANA-
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THAN, 1999) insere um pessimismo significante na ana´lise de escalo-
nabilidade. Este fenoˆmeno pode ser visualizado na Figura 32, onde
um conjunto reduzido, composto por apenas duas tarefas τ1 e τ2 com
C1 = C2 = 1, T1 = T2 = 1,m1 = m2 = 1, k1 = k2 = 2 na˜o pode
ser escalonado de acordo com o teste proposto por (RAMANATHAN,
1999) (Figura 32(a)). Na˜o obstante, uma simples alterac¸a˜o no padra˜o
de classificac¸a˜o em τ2 possibilitaria gerac¸a˜o uma escala via´vel (Figura
32(b)).
T1
T2
perda de deadline
0


T1T1 T1
T2 T2 T2
(a) padra˜o τ1=τ2=‘10’.


0
T1T1T1 T1
T2 T2 T2 T2
(b) padra˜o τ1=‘10’ and τ2=‘01’.
Figura 32: Classificador de tarefas (m,k)-firm.
De acordo com (QUAN; HU, 2000), a classificac¸a˜o o´tima de ativa-
c¸o˜es em mandato´ria e opcional e´ um problema que na˜o pode ser tra-
tado em tempo polinomial (NP-dif´ıcil), considerando tempos de com-
putac¸a˜o, per´ıodos e valores de janela k arbitra´rios. Neste trabalho,
propo˜e-se uma variac¸a˜o no classificador de tarefas introduzido em (RA-
MANATHAN, 1999), onde giros (spins) no padra˜o de classificac¸a˜o (m,k)-
firm original sa˜o admitidos.
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Figura 33: Padro˜es gerados a partir de rotac¸o˜es em uma tarefa (2,3)-
firm.
Na abordagem proposta, um padra˜o (m,k)-firm pode ser alte-
rado atrave´s de um giro para o lado esquerdo (operac¸a˜o left-spin). Por
exemplo, de acordo com (RAMANATHAN, 1999), uma tarefa com re-
stric¸o˜es (2,3)-firm produz um padra˜o de classificac¸a˜o (m,k)-firm “110”,
onde as duas primeiras ativac¸o˜es da tarefa sa˜o classificadas como man-
dato´ria e a u´ltima instaˆncia subsequente e´ classificadas como opcional.
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Se um giro adicional para o lado esquerdo e´ admitido antes da primeira
execuc¸a˜o da tarefa, um novo padra˜o de classificac¸a˜o pode ser conside-
rado, limitado por k−1 giros. As novas possibilidade para os padro˜es de
classificac¸a˜o (m,k)-firm de uma tarefa (2,3)-firm sa˜o ilustrados na Fi-
gura 33: um giro para esquerda (sentido anti-hora´rio) produz o padra˜o
(m,k)-firm = “011” e dois giros para esquerda produz um padra˜o de
classificac¸a˜o (m,k)-firm = “101”.
A classificac¸a˜o das instaˆncias em mandato´ria ou opcional e´ ba-
seada nos valores mi e ki de cada tarefa. Portanto, a instaˆncia de uma
tarefa τi ativada no instante w.Ti e´ classificada como mandato´ria se a
Equac¸a˜o 6.2 e´ satisfeita, ou classificada como opcional, caso contra´rio.
w =
⌊⌈
wmi
ki
⌉
× ki
mi
⌋
, para w =
⌊
t
Ti
+ si
⌋
(6.2)
O termo t refere-se ao tempo de chegada testado. O termo si re-
presenta o valor de giro considerado para a tarefa τi (limitado a ki−1).
Este valor e´ igual a zero quando o valor de giro no padra˜o de classi-
ficac¸a˜o na˜o e´ implementado. Por exemplo, considere uma aplicac¸a˜o de
controle via rede composta por treˆs tarefas perio´dicas, com os seguintes
paraˆmetros:
τ1: C1 = 2 T1 = 2 m1 = 7 k1 = 9 s1 = 0,
τ2: C2 = 1 T2 = 9 m2 = 1 k2 = 2 s2 = 0,
τ3: C3 = 2 T3 = 6 m3 = 1 k3 = 3 s3 = 1.
Segundo a Equac¸a˜o 6.2 a tarefa τi possui um padra˜o de classi-
ficac¸a˜o (m,k)-firm “111101110”, o que significa que as instaˆncias com
tempos de chegada 0,2,4,6,10,12,14,... sa˜o classificadas como man-
dato´rias, enquanto que instaˆncias com tempos de chegada 8 e 16 sa˜o
classificadas como opcionais. A tarefa τ2 possui “10” como padra˜o
de classificac¸a˜o, implicando que instaˆncias com tempos de chegada
0,18,36,... sa˜o classificadas como mandato´rias e instaˆncias com tempo
de chegada 9,27,45,... sa˜o classificadas como opcionais. Para a tarefa τ3,
um giro no padra˜o de classificac¸a˜o (m,k)-firm se faz necessa´rio (s3 = 1),
resultando em uma padra˜o de classificac¸a˜o “001”. Considerando este
giro no padra˜o, a tarefa τ3 possui ativac¸o˜es com tempos de chegada
12,30,48... classificadas como mandato´rias, por outro lado, aquelas com
tempos de ativac¸a˜o 0,6,18,24,36,42... sa˜o classificadas como opcionais.
A Subsec¸a˜o 6.1.2.4 demonstra que este conjunto de tarefas so´ e´ via´vel
em virtude de τ3 ter sofrido um giro em seu padra˜o de classificac¸a˜o.
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6.1.2.2 Ana´lise de escalonabilidade
Existem va´rios trabalhos na literatura que adotam esquemas de
atribuic¸a˜o dinaˆmica de prioridades para lidar com abordagens de esca-
lonamento (m,k)-firm (BERNAT; BURNS, 1997; GOOSSENS, 2008; HAM-
DAOUI; RAMANATHAN, 1995a; QUAN; HU, 2000). No entanto, muitas
vezes ocorre que escalonamento por prioridades fixas pode ser mais
atrativo quando comparado ao escalonamento por prioridade dinaˆmica,
no que concerne sua simplicidade de implementac¸a˜o e baixo sobrecusto
(overhead). Isto e´ particularmente, mais evidente nos casos de redes
de sensores sem fios, devido a`s inerentes limitac¸o˜es em poder de pro-
cessamento e consumo energe´tico, que devem ser consideradas quando
se projeta aplicac¸o˜es sobre redes de sensores. Portanto, neste trabalho,
adota-se um algoritmo de escalonamento por prioridade fixa para o
modelo tarefas (m,k)-firm.
O teste de escalonabilidade proposto toma deciso˜es de escalona-
mento em tempo de execuc¸a˜o (on-line). Portanto, sempre que existe
uma solicitac¸a˜o de admissa˜o de uma nova tarefa no sistema, se faz
necessa´ria a realizac¸a˜o de um teste de escalonabilidade (Algoritmo 5)
considerando a execuc¸a˜o desta nova tarefa em conjunto com as tare-
fas ja´ aceitas no sistema. A admissa˜o da nova tarefa ocorrera´ apenas
se sua admissa˜o na˜o prejudicar as garantias oferecidas as tarefas ja´
previamente aceitas.
O teste de escalonabilidade desenvolvido nessa proposta baseia-
se no conceito de per´ıodo de ocupac¸a˜o (busy period) (AUDSLEY et al.,
1993; TINDELL et al., 1993). Considere o tempo de liberac¸a˜o de uma
tarefa τi. A partir deste ponto, ate´ o te´rmino de execuc¸a˜o da tarefa τi,
o processador estara´ executando processos com prioridade i ou maior
(tarefas τj). O processador e´ dito estar executando um per´ıodo de
ocupac¸a˜o de n´ıvel i. Para uma dada tarefa τi o ca´lculo do per´ıodo de
ocupac¸a˜o e´ realizado, considerando a execuc¸a˜o das tarefas τj (j < i).
O ca´lculo inicia-se no instante de chegada de τi e e´ executado de forma
interativa ate´ o valor de per´ıodo de ocupac¸a˜o calculado convergir ou
exceder o deadline de τi. Em outras palavras, a interac¸a˜o inicia com
Wi(0) = Ci e termina quando Wi(t + 1) = Wi(t). Se a interac¸a˜o
converge e se Wi(t) ≤ Di para todas as ativac¸o˜es mandato´rias que fo-
ram testadas, o conjunto de tarefas e´ dito ser via´vel (escalona´vel). Caso
contra´rio, se Wi(t) > Di, o conjunto de tarefas e dito ser invia´vel (na˜o
escalona´vel).
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Wi(0) = Ci (6.3)
Wi(t+ 1) = (Ci − ∆i) +
i−1∑
j=1
⌈
Wi(t) + (φi − φj)
Tj
· mj
kj
⌉
Cj (6.4)
A Equac¸a˜o 6.4 apresenta o ca´lculo de per´ıodo de ocupac¸a˜o, consi-
derando tarefas com restric¸o˜es (m,k)-firm, onde:
Wi(t) : representa o per´ıodo de ocupac¸a˜o de n´ıvel i calculado no instante
de tempo t,
∆i : representa o offset entre φi e φj , isto e´, a diferenc¸a entre o
tempo de chegada de τi e o tempo de chegada de τj , que afetam
o per´ıodo testado,
φi : representa o tempo de chegada da tarefa τi,
φj : representa o tempo de chegada da tarefa τj .
0
j
i
Tj
 i
j
t
t
Ti
i
Wi(    )
Figura 34: Ca´lculo do per´ıodo de ocupac¸a˜o de n´ıvel i.
A Equac¸a˜o 6.4 calcula o per´ıodo de ocupac¸a˜o de n´ıvel i consi-
derando a execuc¸a˜o de todas as ativac¸o˜es mandato´rias das tarefas de
maior prioridade testadas durante cada intervalo de tempo (linha 21,
Algoritmo 5). Com relac¸a˜o aos tempos de interfereˆncia considerados
pelo teste de escalonabilidade proposto, e´ necessa´rio iniciar a interac¸a˜o
no instante de tempo o qual as tarefas de maior prioridade efetivamente
comec¸am a gerar interfereˆncia. Este tempo de in´ıcio e´ calculado (linhas
5 e 6, Algoritmo 5) e pode ser visualizado na Figura 34, referenciado
como ∆i.
Para obter o valor per´ıodo de ocupac¸a˜o de n´ıvel i, a Equac¸a˜o 6.4
e´ resolvida interativamente e sua execuc¸a˜o e´ conclu´ıda quando: Wi(t+
1) = Wi(t) ou Wi(t) > Di. Com a verificac¸a˜o desta condic¸a˜o tem-se a
convergeˆncia da interac¸a˜o (linha 7, Algoritmo 5).
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Algoritmo 5 Ana´lise de escalonabilidade
1: procedure Scheduler
2: for i = 0→ N do
3: for j = 0→ task[i].arrival.length do
4: Wi ← task[i].C
5: start time ← GetStartTime
6: ∆i ← task[i].arrival[j] - start time
7: while Wi ≤ task[i].period and Wi don’t converge do
8: Wi ← (task[i].C - ∆i) + hpDemand
9: end while
10: if Wi > task[i].period or Wi don’t converge then
11: return unfeasible
12: end if
13: end for
14: end for
15: return feasible
16: end procedure
17: procedure hpDemand
18: for j = 0→ j < i do
19: activations ←
⌈
Wi+(Φi−Φj)
task[i].period
⌉
20: sum ← (activations - task[j].optional) × task[j].C
21: end for
22: return sum
23: end procedure
Uma implementac¸a˜o direta do algoritmo de escalonamento pro-
posto tem custo computacional de O(s(N2.MMC2)), onde s representa
o nu´mero de giros considerados em cada tarefa, N representa o nu´mero
de tarefas no conjunto e MMC representa o mı´nimo mu´ltiplo comum
para MMC[(ki.Ti), (kj .Tj)].
6.1.2.3 Prova formal do teste de escalonabilidade
Esta sec¸a˜o objetiva provar o teste de escalonabilidade proposto
neste trabalho. Por convenieˆncia, a prova e´ dividida em treˆs partes no
qual objetiva-se demonstrar que (i) se todas as instaˆncias de uma tarefa
classificadas como mandato´rias tiverem seus deadlines atendidos, enta˜o
as restric¸o˜es (m,k)-firm da tarefa sa˜o satisfeitas; (ii) para cada instante
de tempo t testado, caso t seja o instante de tempo da chegada de uma
tarefa mandato´ria, enta˜o a Equac¸a˜o 6.4 e´ va´lida; e finalmente (iii) a
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escala de execuc¸a˜o das tarefas repete-se apo´s MMC[(ki.Ti), (kj .Tj)].
Parte (i): os Lemas 1–3 apresentados a seguir seguem a mesma
estrutura dos propostos originalmente em (RAMANATHAN, 1999), consi-
derando agora a existeˆncia de giros nos padro˜es de classificac¸a˜o. Esses
lemas sera˜o utilizados para a descric¸a˜o do Teorema 1, referente a pri-
meira parte da demonstrac¸a˜o.
Lema 1 Para cada tarefa τi, a ativac¸a˜o perio´dica no instante wTi,
w ∈ Z+, e´ classificada como mandato´ria se e somente se existe um l,
inteiro na˜o negativo tal que w = bl.(ki/mi)c.
Prova Suponha que a instaˆncia de τi ativada no tempo wTi e´ classifi-
cada como mandato´ria. Desta forma, segundo o classificador:
w =
⌊⌈
wmi
ki
⌉
× ki
mi
⌋
, para w =
⌊
t
Ti
+ si
⌋
.
Assumindo αi = ki/mi. w = bl.αic, e pelas propriedades da
func¸a˜o cha˜o tem-se que: l.αi + 1 < w ≤ l.αi. Do lado esquerdo da
inequac¸a˜o, tem-se l < (w + 1)/αi. Como, por definic¸a˜o, α ≥ 1, enta˜o
(w + 1)/αi < (w/αi) + 1. Desta forma, pode-se reescrever a inequac¸a˜o
acima da seguinte maneira w/αi ≤ l < (w/αi) + 1.
Como l e´ um nu´mero inteiro, a inequac¸a˜o acima pode ser repre-
sentada atrave´s da func¸a˜o teto: l = dw/αie.
Lema 2 ∀i | 1 ≤ i ≤ N , o algoritmo proposto classifica ao menos mi
das primeiras ki instaˆncias de τi como mandato´rias.
Prova Segundo o Lema 1, as instaˆncias de τi sa˜o classificadas como
mandato´rias se e somente se seus instantes de ativac¸a˜o ocorrem em
bl.(ki/mi)c × Ti para algum l ∈ Z+. Entre as primeiras ki instaˆncias
de τi, ao menos as instaˆncias com tempos de ativac¸a˜o pertencentes
ao conjunto bl.(ki/mi)cTi : 0 ≤ l ≤ mi − 1 sa˜o classificadas como man-
dato´rias. Em outras palavras, de 0 ate´ mi − 1 existem m valores l.
Desta forma, como ki ≥ mi, existem exatamente mi elementos neste
conjunto.
Lema 3 ∀i | 1 ≤ i ≤ N , o algoritmo proposto classifica as instaˆncias
de τi ativadas no instante (wTi + kiTi), w ∈ Z+, como mandato´ria
se e somente se a instaˆncia de τi ativada no instante wTi tambe´m e´
classificada como mandato´ria.
132
Prova Se a instaˆncia ativada no tempo (wTi + kiTi) e´ classificada
como mandato´ria, enta˜o, conforme demonstrado no Lema 1, existe um
l ∈ Z+ tal que bl.(ki/mi)c = w + ki. Como w + ki ≥ ki, sabe-se que
l ≥ mi. Ademais, b(l − mi)ki/mic = bl.(ki/mi)c − ki = w. Enta˜o,
existe um inteiro na˜o negativo l
′
= l −mi, tal que b(l′ .ki)/mic = w.
Portanto, a instaˆncia ativada no instante wTi tambe´m e´ classificada
como mandato´ria. Se a instaˆncia ativada no instante wTi e´ classificada
como mandato´ria, enta˜o existe um l ∈ Z+ tal que b(l.ki)/mic = w.
Assim, b(l+mi)ki/mic = b(l.ki)/mic+ki = w+ki. Ou seja, existe um
inteiro na˜o negativo l
′
= l+mi tal que b(l′ .ki)/mic = w+ki. Portanto,
a instaˆncia ativada no instante (wTi+kiTi) tambe´m e´ classificada como
mandato´ria.
A prova do Teorema 1 considera que o padra˜o de classificac¸a˜o
(m,k)-firm das tarefas admite giros para o lado esquerdo.
Teorema 1 se todas as instaˆncias de τi, classificadas como mandato´ri-
as tiverem seus deadlines atendidos, enta˜o as restric¸o˜es (m,k)-firm de
τi sa˜o satisfeitas.
Prova O Lema 2, considera a classificac¸a˜o das instaˆncias mandato´rias
da primeira janela de tamanho ki da tarefa τi. No Lema 3, o teorema
continua va´lido, considerando a classificac¸a˜o das ativac¸o˜es mandato´rias
com periodicidade (wTi + kiPi). Desta forma, para qualquer janela de
ki instaˆncias consecutivas de τi, ao menos mi instaˆncias sa˜o classifi-
cadas como mandato´rias. Portanto, se todas as ativac¸o˜es classificadas
como mandato´rias, tiverem seus deadlines atendidos, enta˜o as restric¸o˜es
(m,k)-firm de τi sa˜o satisfeitos.
Parte (ii): O Teorema 2 refere-se a segunda parte da demons-
trac¸a˜o do teste de escalonabilidade proposto.
Teorema 2 Para cada instante de tempo t testado, se t e´ o tempo de
chagada de uma ativac¸a˜o mandato´ria da tarefa τi, enta˜o a Equac¸a˜o 6.4
e´ va´lida.
Prova Considerando a Equac¸a˜o 6.4, as ativac¸o˜es mandato´rias de τj
possuem maior prioridade do que as instaˆncias mandato´rias de τi. O
segundo termo da Equac¸a˜o 6.4, representa o somato´rio de todas as
ativac¸o˜es mandato´rias de τj que foram ativadas ate´ o tempo t. Wi(t) e´
o somato´rio do tempo de computac¸a˜o de τi somados com os tempos de
computac¸a˜o de todas as ativac¸o˜es mandato´rias de τj , mais priorita´ria
que τi, que ocorreram ate´ o tempo t. Desta forma, se Wi(t+1) = Wi(t)
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e Wi(t) ≤ Di, enta˜o o deadline de τi, para o instante de tempo t foi
atendido.
Para o algoritmo (m,k)-spin – onde os giros no padra˜o de clas-
sificac¸a˜o ocorrem apenas na u´ltima tarefa do conjunto – o teorema
permanece va´lido, pois apenas a u´ltima tarefa (τi, menos priorita´ria)
do conjunto sofrera´ alterac¸o˜es no padra˜o de marcac¸a˜o, na˜o interferindo
assim nas demais tarefas τj , de maior prioridade. Entretanto, deve-
se verificar se a Equac¸a˜o 6.4 continua va´lida se tarefas τj , de maior
prioridade forem giradas.
Considerando qualquer instante de tempo t, dentro do intervalo
(kiTi) de uma tarefa τi (j < i), a quantidade de ativac¸o˜es mandato´rias
de uma tarefa τj que ja´ sofreram alterac¸o˜es no padra˜o de marcac¸a˜o,
nunca sera´ maior do que o nu´mero de ativac¸o˜es mandato´rias obtidas
quando utilizado o padra˜o de marcac¸a˜o original, proposto por (RA-
MANATHAN, 1999) (0-spins). A Figura 35 ilustra esse cena´rio. Para
qualquer tempo t de τj testado, a quantidade de ativac¸o˜es mandato´rias
computadas ate´ o instante t testado, nunca sera´ maior do que o nu´mero
de ativac¸o˜es mandato´rias computados pelo padra˜o 0-spin. Desta forma,
o algoritmo (m,k)-spin permanece va´lido.
(chegadas de     )j
j
sem giro
j
1 giro
j
2 giros
j
3 giros
j
4 giros
t
1a 2a 3a 4a 5a
Figura 35: Tempos de chegada da tarefa τj , com restric¸o˜es (2,5)-firm.
Note que a prova do Teorema 2 segue a mesma estrutura das
provas encontradas no trabalho (LEHOCZKY, 1990), onde um teste de
escalonabilidade exato e´ proposto e (RAMANATHAN, 1999), onde um
teste suficiente e´ derivado.
Parte (iii): O Teorema 3, apresenta a terceira etapa da de-
monstrac¸a˜o do teste de escalonabilidade proposto.
Teorema 3 A escalonabilidade do sistema deve ser verificada ate´ o
valor de MMC[(ki.Ti), (kj .Tj)].
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Prova O trabalho (LIU; LAYLAND, 1973) apresenta a definic¸a˜o de ins-
tante cr´ıtico para um n´ıvel de prioridade i como sendo o instante o qual
ativac¸o˜es de n´ıvel i sa˜o liberadas juntamente com todas as ativac¸o˜es de
maior prioridade. O classificador de tarefas apresentado por (RAMA-
NATHAN, 1999), forc¸a com que todas as ativac¸o˜es mandato´rias de τi
sejam liberadas no in´ıcio de seus per´ıodos. Desta forma, o pior caso de
carga no sistema ocorre no instante t = 0.
A proposta apresentada nesse artigo considera que os padro˜es de
marcac¸a˜o das tarefas podem ser girados. Desta forma, o pior caso de
carga gerado pelo conjunto de tarefas na˜o ocorre necessariamente em
t = 0.
Em (JOSEPH; PANDYA, 1986) e´ provado que para os casos onde
todas as ativac¸o˜es sa˜o liberadas simultaneamente em t = 0, o pior caso
de carga se repete em mu´ltiplos deHi = MMC(Ti | 1 ≤ j ≤ i). Ou seja
o mı´nimo mu´ltiplo comum de todos os valores de T1 ate´ Ti. Assumindo
que os padro˜es de marcac¸a˜o das tarefas (m,k)-firm se repetem com
periodicidade (kiTi), de forma ana´loga o pior caso de carga se repete em
mu´ltiplos de Hi = MMC(kiTi | 1 ≤ j ≤ i). Desta forma, verifica-se os
te´rminos dos per´ıodos de ocupac¸a˜o da tarefa τi a partir dos instantes
de chegada t ate´ Hi.
6.1.2.4 Exemplo de aplicac¸a˜o
A Figura 36 ilustra a escala de execuc¸a˜o para o exemplo apre-
sentado na Subsec¸a˜o 6.1.2.1. A Figura 36(a) apresenta a escala de
execuc¸a˜o assumindo que nenhuma tarefa do conjunto realiza giros em
seus padro˜es de marcac¸a˜o (m,k)-firm. Desta forma, a tarefa τ3 tem
um deadline perdido em t = 6. Como consequeˆncia deste evento, o
conjunto de tarefas e´ dito invia´vel. Caso contra´rio, se giros no padra˜o
de classificac¸a˜o (m,k)-firm sa˜o considerados, novas escalas de execuc¸a˜o
via´veis podem ser viabilizadas.
A Figura 36(b) mostra a escala de execuc¸a˜o, quando um giro
(para esquerda) no padra˜o de classificac¸a˜o (m,k)-firm da tarefa τ3 e´
considerado. Este giro provoca novos tempos de chegada para τ3, pro-
duzindo uma escala de execuc¸a˜o fact´ıvel para o conjunto de tarefas.
Observe que, o conjunto de tarefas so´ pode ser considerado es-
calona´vel devido do ao fato da tarefa τ3 ter recebido um giro em seu
padra˜o de classificac¸a˜o.
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(a) Escala de execuc¸a˜o sem giros no padra˜o (m,k)-firm.
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(b) Escala de execuc¸a˜o com um giro para esquerda em τ3.
Figura 36: Escala de execuc¸a˜o (m,k)-spin.
6.1.2.5 Resultados
A avaliac¸a˜o da abordagem (m,k)-spin proposta foi conduzida
em duas etapas: (i) por simulac¸a˜o e (ii) atrave´s de um cena´rio ex-
perimental utilizando dispositivos sensores compat´ıveis com o padra˜o
IEEE 802.15.4. O objetivo desta subsec¸a˜o e´ avaliar o desempenho da
abordagem proposta neste trabalho frente a abordagem originalmente
proposta por (RAMANATHAN, 1999).
Resultados de simulac¸a˜o
Por uma questa˜o de convenieˆncia, adotou-se o nome Ramanathan
para o algoritmo apresentado em (RAMANATHAN, 1999) e (m,k)-spin
para o algoritmo proposto neste trabalho (Algoritmo 5). No que diz
respeito a` abordagem (m,k)-spin, duas propostas foram avaliadas: (i)
(m,k)-spin: os giros no padra˜o (m,k)-firm sa˜o aplicados apenas na
u´ltima tarefa do conjunto; (ii) (m,k)-rec-spin: os giros nos padro˜es de
classificac¸a˜o podem ser aplicados em qualquer tarefa do conjunto. A
proposta (m,k)-rec-spin e´ uma versa˜o recursiva do algoritmo (m,k)-spin
e seu nome adveˆm do fato que o teste de escalonabilidade considera
giros para tarefas de maior prioridade quando uma tarefa de menor
prioridade na˜o pode ser escalonada, mesmo apo´s realizar seus (ki − 1)
giros em seu pro´prio padra˜o de marcac¸a˜o (m,k)-firm.
Para avaliar os benef´ıcios da abordagem proposta, desenvolveu-
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se um simulador4 em linguagem C. As simulac¸o˜es foram realizadas
considerando um conjunto de tarefas (nodos), iniciando em 2 ate´ 10
liberadas ao mesmo tempo. Os per´ıodos das tarefas foram aleatoria-
mente selecionados e distribu´ıdos entre 1 e 15. Considera-se que o
deadline de cada tarefa e´ igual ao seu per´ıodo (Di = Ti). Os valores
mi e ki tambe´m foram gerados de forma aleato´ria, o valor ki conside-
rado foi entre 2 e 10 e mi partindo de 1 ate´ ki. O tempo de execuc¸a˜o
das tarefas foi gerado impondo um factor de utilizac¸a˜o em cada ponto,
uniformemente distribu´ıdo em cada intervalo. O fator de utilizac¸a˜o
foi dividido em intervalos de comprimento 10%, iniciando em 0.2 ate´
1.0. Com o objetivo de minimizar erros estat´ısticos nos resultados das
simulac¸o˜es, cada resultado obtido refere-se a 1000 execuc¸o˜es, o que si-
gnifica que 9000 conjuntos de tarefas diferentes foram gerados durante
os intervalos simulados, para cada resultado apresentado.
Na literatura (QUAN; HU, 2000), pode-se encontrar abordagens
onde a classificac¸a˜o dos padro˜es das tarefas em mandato´rio ou opcional
e´ definido a priori atrave´s de um algoritmo gene´tico. Neste trabalho,
adota-se padro˜es de classificac¸a˜o bem definidos, considerando-se giros
nos padro˜es de classificac¸a˜o (m,k)-firm, evitando-se assim a explosa˜o
combinato´ria dos padro˜es de classificac¸a˜o.
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Figura 37: Porcentagem de tarefas admitidas pelo (m,k)-spin, que fo-
ram rejeitas por Ramanathan (com carga=100%).
A Figura 37 apresenta as vantagens na utilizac¸a˜o de giros nos
padro˜es de classificac¸a˜o. A avaliac¸a˜o apresentada refere-se a` simulac¸a˜o
com 100% de carga e com giros no padra˜o (m,k)-firm aplicados apenas
na u´ltima tarefa do conjunto de tarefas. Pode-se observar que, no que
4Dispon´ıvel em: http://www.das.ufsc.br/~tisemp/(m,k)-spin/.
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concerne o nu´mero de tarefas admitidas, o benef´ıcio obtido alcanc¸a 31%
quando ate´ 9 giros sa˜o admitidos no padra˜o (m,k)-firm. Obviamente,
ale´m desse valor os benef´ıcios na˜o sa˜o relevantes, pois o nu´mero ma´ximo
de giros admitidos por uma tarefa e´ (ki − 1). E´ interessante notar que
mesmo quando apenas 1 giro na u´ltima tarefa e´ considerado, ja´ existe
uma melhoria de cerca de 14% no nu´mero de tarefas aceitas.
A Figura 38 ilustra os benef´ıcios da abordagem (m,k)-rec-spin
para as mesmas condic¸o˜es supracitadas. Neste cena´rio, todas as ta-
refas pertencentes ao conjunto de tarefas podem girar seus padro˜es
(m,k)-firm para beneficiar a escalonabilidade do sistema. Observou-
se que cerca de 51% das tarefas foram admitidas no sistema quando
150 giros foram aplicados. Na˜o obstante, o tempo de resposta para
lidar com as operac¸o˜es de giro nos padro˜es de classificac¸a˜o aumentou
substancialmente.
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Figura 38: Porcentagem de tarefas admitidas pelo (m,k)-rec-spin, que
foram rejeitas por Ramanathan (com carga=100%).
A Figura 39 apresenta os resultados variando-se a carga para
treˆs abordagens espec´ıficas. A primeira e´ a abordagem Ramanathan
(RAMANATHAN, 1999), a segunda considera (ki − 1) giros apenas na
u´ltima tarefa do conjunto de tarefas e a terceira admite ate´ (ki − 1)
giros para todas as tarefas do conjunto. Neste cena´rio, conjuntos de
tarefas harmoˆnicos foram considerados (valores ki.Ti sa˜o mu´ltiplos de
todas as tarefas de menor prioridade), resultando na diminuic¸a˜o dos
tempos de resposta para o conjunto de tarefas.
Mesmo quando cargas mais baixas sa˜o submetidas ao sistema, as
vantagens das duas abordagens propostas sa˜o altamente significantes
(Figura 39). E´ interessante notar que com carga iniciando em 50%,
o nu´mero de tarefas admitidas em Ramanathan e´ consideravelmente
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Figura 39: Porcentagem de tarefas admitidas, considerando apenas
conjuntos harmoˆnicos.
menor. Pode-se observar que para a abordagem (m,k)-rec-spin, cerca
de 60% das tarefas foram admitidas com 100% de carga. Mesmo para
a abordagem (m,k)-spin, onde giros sa˜o suportados apenas na u´ltima
tarefa do conjunto, a melhoria na taxa de aceitac¸a˜o e´ cerca de 30%
considerando 100% de carga.
Nas Tabelas 9 e 10, as colunas nomeadas como “benef´ıcio” re-
presentam os benef´ıcios alcanc¸ados pela abordagem (m,k)-spin quando
comparada com a abordagem Ramanathan (RAMANATHAN, 1999). A
Tabela 9 refere-se a execuc¸a˜o de conjuntos de tarefas na˜o harmoˆnicos.
Pode-se verificar que os benef´ıcios atingidos pela abordagem (m,k)-
spin sobre a abordagem Ramanathan sa˜o significantes, especialmente
quando a carga do sistema excede 80%.
Carga Ramanathan (m,k)-spin Benef´ıcio (%)
20% 998 999 0.0
30% 994 999 1.0
40% 989 998 1.0
50% 969 974 1.0
60% 890 924 4.0
70% 849 884 4.0
80% 665 734 10.0
90% 391 485 24.0
100% 91 179 97.0
Tabela 9: Aceitac¸a˜o para conjuntos de tarefas na˜o harmoˆnicos.
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A Tabela 10 considera o caso onde conjuntos de tarefas harmoˆni-
cos sa˜o considerados. Observa-se um benef´ıcio extra quando comparado
com os resultados apresentados na Tabela 9. Pode-se notar que mesmo
para cena´rios com baixo fator de utilizac¸a˜o, os benef´ıcios da aborda-
gem (m,k)-spin sa˜o dignos de serem mencionados, com 60% de carga
verifica-se um benef´ıcio de 16% na abordagem (m,k)-spin com relac¸a˜o
a abordagem Ramanathan. Os benef´ıcios tornam-se mais significantes
com o aumento do fatores de utilizac¸a˜o (chegam a mais de 460% com
100% de carga no sistema).
Carga Ramanathan (m,k)-spin Benef´ıcio (%)
20% 994 1000 1.0
30% 989 1000 1.0
40% 961 1000 4.0
50% 920 997 9.0
60% 841 968 16.0
70% 721 912 28.0
80% 520 760 46.0
90% 324 530 64.0
100% 48 276 462.0
Tabela 10: Aceitac¸a˜o para conjuntos de tarefas harmoˆnicos.
Como conclusa˜o da avaliac¸a˜o por simulac¸a˜o, observou-se que
mesmo com apenas um giro no padra˜o de classificac¸a˜o (m,k)-firm, o
nu´mero de tarefas admitidas no conjunto pode ser significativamente
aumentada, quando comparado com a abordagem original, proposta
por Ramanathan (RAMANATHAN, 1999). Ademais, quando um nu´mero
ilimitado de giros no padra˜o de classificac¸a˜o (m,k)-firm e´ suportado, a
taxa de aceitac¸a˜o do conjunto de tarefas e´ ainda maior. Pore´m, este giro
ilimitado implica no uso de maiores recursos computacionais, devido ao
elevado nu´mero de combinac¸o˜es poss´ıveis nos padro˜es (m,k)-firm, que
precisam ser verificados pelo teste de escalonabilidade.
No tocante a` periodicidade das tarefas, verificou-se que conjunto
de tarefas harmoˆnicas apresentou melhores resultados quando com-
parados com conjuntos na˜o harmoˆnicos, o que e´ perfeitamente com-
preens´ıvel, pois a abordagem proposta em (RAMANATHAN, 1999) na˜o
considera giros no padra˜o de classificac¸a˜o (m,k)-firm. Isto e´ ainda mais
evidente em fatores de utilizac¸a˜o mais elevados, quando o nu´mero de
tarefas no conjunto e´ maior.
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Implementac¸a˜o em dispositivos IEEE 802.15.4
A avaliac¸a˜o experimental da proposta foi concebida objetivando
demonstrar a factibilidade de implementac¸a˜o da abordagem em dispo-
sitivos sensores compat´ıveis com o padra˜o IEEE 802.15.4.
A configurac¸a˜o do cena´rio de experimentos e´ formado por 6 dis-
positivos MicaZ executando o microkernel OpenZB5. Os sensores MicaZ
sa˜o baseados no microcontrolador Atmel Atmega 128L, o qual opera
em 8 MHz, contendo 128 KBytes de memo´ria flash de programac¸a˜o.
Existem outros nodos sensores que apresentam melhor desempenho,
como o SunSpot que opera em 180 MHz, com 4 MBytes de memo´ria
flash dispon´ıvel.
Os dispositivos foram distribu´ıdos segundo a topologia estrela.
Um dos sensores desempenha o papel de Coordenador PAN e outros
5 foram configurados para enviar solicitac¸o˜es de alocac¸a˜o de GTS ao
coordenador, contendo suas restric¸o˜es (m,k)-firm. Por uma questa˜o de
simplicidade, o nu´mero de GTSs dispon´ıveis considerado neste cena´rio e´
3, portanto existem 5 dispositivos sensores competindo por um nu´mero
limitado de compartimentos. A estrutura do superquadro foi configu-
rada utilizando os paraˆmetros BO=SO=6, desta forma o valor de BI e´
de aproximadamente 1 segundo. Para melhor avaliar o desempenho do
teste de escalonabilidade, a avaliac¸a˜o foi realizada 15 vezes para cada
cena´rio analisado e os paraˆmetros das tarefas foram reconsiderados a
cada novo experimento.
notifica
estado da
rede
teste de
escalonabilidade
(GTS=3)
solicita alocação
de GTS
USB
Figura 40: Cena´rio experimental.
Na avaliac¸a˜o experimental (Figura 40), o Coordenador PAN rea-
liza o teste de escalonabilidade e notifica os dispositivos sensores sobre
5http://www.open-zb.net/
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o resultado do teste. De acordo com o padra˜o IEEE 802.15.4, o Coorde-
nador PAN deve tomar deciso˜es de escalonamento dentro de aGTSDesc-
PersistenceTime (onde aGTSDescPersistenceTime = 4) superquadros.
Portanto, apo´s o recebimento de uma mensagem de reconhecimento
a` solicitac¸a˜o de alocac¸a˜o de GTS, o dispositivo continua monitorando
quadros de beacon e aguarda, no ma´ximo, aGTSDescPersistenceTime
superquadros.
Os valores obtidos para o tempo de resposta me´dio, pior caso
de tempo de resposta e desvio padra˜o sa˜o apresentados na Tabela 11.
Observa-se que mesmo quando conjuntos na˜o harmoˆnicos sa˜o conside-
rados, o tempo de resposta e´ aceita´vel para dispositivos compat´ıveis
com o padra˜o IEEE 802.15.4. No cena´rio de avaliac¸a˜o, o pior caso
de tempo de resposta e´ limitado por aGTSDescPersistenceTime ∼= 4
segundos.
(ki − 1) giros 1 giro
Na˜o harm. Harm. Na˜o harm. Harm.
Tempo de resposta 143 ms 30 ms 80 ms 20 ms
Pior caso 300 ms 60 ms 170 ms 30 ms
Desvio padra˜o 100 ms 15 ms 40 ms 7 ms
Tabela 11: Tempos de resposta (ms).
Quando conjuntos de tarefas harmoˆnicos com apenas 1 giro sa˜o
considerados, os tempos de resposta obtidos sa˜o significativamente me-
lhores devido ao fato do MMC das tarefas ser mais restrito, por conse-
guinte o nu´mero de per´ıodos a serem verificados pelo teste de escalo-
nabilidade sa˜o menores.
6.2 COMPARAC¸A˜O COM TRABALHOS RELACIONADOS
A Figura 41 apresenta um quadro com as caracter´ısticas mais
relevantes relacionadas aos principais trabalhos estudados e desenvolvi-
dos para escalonamento de compartimentos garantidos durante o CFP.
O trabalho desenvolvido apresenta um teste de escalonabilidade, rea-
lizado em tempo de execuc¸a˜o (on-line), no qual as tarefas admitidas
pelo teste sera˜o garantidamente atendidas. O algoritmo (m,k)-spin
toma suas deciso˜es de escalonamento segundo alguma pol´ıtica de prio-
ridade fixa (no caso, utilizou-se o RM). Considerando o classificador de
tarefas utilizado nesse trabalho – no qual os padro˜es de classificac¸a˜o
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sa˜o previamente gerados e, portanto, o nu´mero total de combinac¸o˜es
poss´ıveis e´ conhecido e limitado –, o teste de escalonabilidade proposto
e´ considerado exato. Por fim, a u´ltima linha do quadro considera um
algoritmo como o´timo se, caso ele falhe no atendimento de um deadline
nenhum outro algoritmo da mesma classe e´ capaz de atender o deadline.
Teste
Preempção
Escalonamento
Execução
Optimalidade
suficiente
preemptivo
on-line
heurístico
exato
não-preemp.
dinâmico
(DBP)
off-line
ótimo
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não-preemp.
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off-line
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Figura 41: Ana´lise comparativa entre os trabalhos.
E´ importante ressaltar que o trabalho (BERNAT; BURNS, 1997)
apresenta um algoritmo de escalonamento com prioridades duplas (dual
priority), onde as prioridades das tarefas sa˜o estabelecidas em tempo de
projeto, pore´m sa˜o atualizadas dinamicamente em tempo de execuc¸a˜o.
6.3 CONCLUSO˜ES DO CAPI´TULO
Com o objetivo de oferecer suporte de comunicac¸a˜o para aplica-
c¸o˜es tempo real em RSSFs, um mecanismo de priorizac¸a˜o na subcamada
MAC deve ser adotado para diferenciac¸a˜o de tra´fego. Uma das soluc¸o˜es
mais promissoras projetada para oferecer garantias temporais e´ o me-
canismo de alocac¸a˜o de GTSs, proposto pelo padra˜o IEEE 802.15.4.
Apesar de ser atrativo, este mecanismo oferece fortes restric¸o˜es relacio-
nadas com o nu´mero ma´ximo de GTSs dispon´ıveis em cada superquadro
– sete compartimentos.
Considerando a flexibilidade de algumas tarefas de tempo real
no que concerne o descarte de algumas ativac¸o˜es e o nu´mero redu-
zido de compartimentos de tempo garantido dispon´ıveis em redes IEEE
802.15.4, um caminho lo´gico a ser seguido e´ explorar as restric¸o˜es de
tempo real dessas redes buscando otimizar a utilizac¸a˜o deste recurso
escasso, tal como a alocac¸a˜o de GTSs. Infelizmente, o uso de meca-
nismos de tempo real apropriados em RSSFs na˜o tem sido totalmente
investigado. O provimento de garantias temporais em RSSFs ainda e´
um desafio em aberto. Este cap´ıtulo apresentou dois novos testes de
escalonabilidade exatos para tarefas com restric¸o˜es (m,k)-firm.
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A partir do modelo descrito no Cap´ıtulo 4 um primeiro artigo
foi produzido (SEMPREBOM et al., 2009c) para um evento internacional.
Um dos principais resultados deste artigo foi a definic¸a˜o de um modelo
de escalonamento de compartimentos, denominado SIGHT. Esta pro-
posta oferece garantias temporais para aplicac¸o˜es em duas fases: (i)
atrave´s de um teste de escalonabilidade on-line, baseado no fator de
utilizac¸a˜o das tarefas e (ii) um algoritmo de escalonamento de GTSs
dinaˆmico, o qual estende o conceito de Distaˆncia para Falha (DBP)
para redes IEEE 802.15.4. Apesar dos resultados obtidos pelo modelo
SIGHT serem significantes, o mesmo impo˜e duas severas restric¸o˜es ao
modelo de tarefas: todas as tarefas possuem os mesmos valores k e
mesmo per´ıodo (Ti). A adoc¸a˜o destas restric¸o˜es sa˜o fundamentais para
o funcionamento da proposta, o que pode ser um fator impeditivo para
uma vasta gama de aplicac¸o˜es.
Contrariamente ao modelo SIGHT, em (SEMPREBOM et al., 2012a,
2012b) uma nova abordagem foi desenvolvida. A abordagem considera
um modelo de tarefas flex´ıvel e gene´rico para tarefas com restric¸o˜es de
QoS representadas de acordo com o modelo (m,k)-firm. A ana´lise de es-
calonabilidade da abordagem proposta baseia-se no conceito de per´ıodo
de ocupac¸a˜o. O teste de escalonabilidade proposto, que pode ser exe-
cutado em tempo polinomial, e´ executado como um teste de admissa˜o.
A abordagem intitulada (m,k)-spin adota um padra˜o de classificac¸a˜o
de tarefas bem definido, considerando giros nos padro˜es (m,k)-firm das
tarefas.
Adicionalmente, as duas abordagens propostas nesse cap´ıtulo
manteˆm compatibilidade com dispositivos que ja´ implementam a pilha
IEEE 802.15.4 – COTS.
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7 CONCLUSO˜ES
O presente cap´ıtulo conclui esta tese. Primeiramente, as mo-
tivac¸o˜es e objetivos trac¸ados neste trabalho sa˜o revisados. Posterior-
mente, uma visa˜o geral sobre o desenvolvimento desta tese e´ apresen-
tada. Por fim, as contribuic¸o˜es e alguns trabalhos futuros sa˜o expostos.
7.1 REVISA˜O DAS MOTIVAC¸O˜ES E OBJETIVOS
Ao longo dos u´ltimos anos as redes sem fios tem desempenhado
um papel importante nos sistemas de automac¸a˜o industrial e controle
de processos (WILLIG, 2008). No tocante aos ambientes de comunicac¸a˜o
industriais, um grande esforc¸o vem sendo realizado para mover parte
da infraestrutura de comunicac¸a˜o antes cabeada, para redes sem fios.
A adoc¸a˜o de redes sem fios em ambientes industriais possibilita a fa´cil
configurac¸a˜o do maquina´rio industrial, de seus componentes e a im-
plementac¸a˜o de funcionalidades plug-and-play, oferecendo mobilidade
e flexibilidade para os sistemas de controle, ale´m de reduzir os cus-
tos relacionados a construc¸a˜o e manutenc¸a˜o desses sistemas. Dentro
deste contexto, a disponibilidade de soluc¸o˜es de redes sem fios criara´
um padra˜o de facto para comunicac¸a˜o sem fios em ambientes indus-
triais, sendo o padra˜o IEEE 802.15.4 um forte candidato a torna-se
este padra˜o para redes LR-WPANs.
Objetivando oferecer suporte de comunicac¸a˜o tempo real em
redes de sensores sem fios, mecanismos para oferecer QoS em men-
sagens na Subcamada MAC deve ser adotada para diferenciac¸a˜o de
tra´fego. Uma das soluc¸o˜es mais promissoras objetiva o provimento de
garantias de tempo real atrave´s do mecanismo de alocac¸a˜o de GTSs,
proposto na padra˜o IEEE 802.15.4. Este mecanismo e´ bastante atra-
tivo, pois quando a rede opera no modo com beacon, uma determinada
largura de banda pode ser reservada para dispositivos que solicitam ga-
rantias temporais. Este mecanismo fornece um intervalo de ma´ximo de
atendimento para as aplicac¸o˜es atrave´s da alocac¸a˜o expl´ıcita de compar-
timentos garantidos. Desta forma, um pior caso de tempo de resposta
pode ser conhecido a priori pelas aplicac¸o˜es que utilizam esse recurso.
No entanto, uma das principais limitac¸o˜es observadas pelo me-
canismo de alocac¸a˜o de GTSs e´ que este e´ um recurso escasso, que
deve ser compartilhado por todos nodos da rede – de acordo com o
padra˜o IEEE 802.15.4 o nu´mero de GTSs dispon´ıveis durante o CFP
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e´ limitado a sete. Este recurso pode ser rapidamente exaurido quando
considerada um rede com um grande nu´mero de dispositivos. Dis-
positivos que na˜o possuem GTSs alocados devem tentar realizar suas
transmisso˜es durante per´ıodos de acesso com contenc¸a˜o, utilizando o
tradicional mecanismo de acesso ao meio CSMA/CA o qual na˜o proveˆ
nenhuma garantia temporal para a`s aplicac¸o˜es.
Conforme ressaltado no Cap´ıtulo 1, considerando as limitac¸o˜es
encontradas em aplicac¸o˜es projetadas segundo a especificac¸a˜o IEEE
802.15.4, de uma forma geral, este trabalho foi guiado no sentido de
estudar e propor soluc¸o˜es para duas questo˜es ba´sicas:
1. E´ poss´ıvel desenvolver novas abordagens que estendam o Controle
de Acesso ao Meio (MAC) de redes IEEE 802.15.4 de forma a
explorar a capacidade de tarefas perio´dicas lidarem, em tempo
de execuc¸a˜o, com eventuais perdas de deadlines sem nenhuma
alterac¸a˜o ao padra˜o IEEE 802.15.4?
2. E´ poss´ıvel que estas abordagens atuem tanto nos mecanismos de
envio e recepc¸a˜o de mensagens que usam tanto os compartimentos
garantidos (CFP – Contention Free Period), quanto nas que usam
o protocolo CSMA/CA (CAP – Contention Access Period)?
Seguindo esses objetivos, nesta tese foram propostas e desen-
volvidas abordagens on-line para provimento de QoS para aplicac¸o˜es
que toleram perdas de deadlines modeladas de acordo com restric¸o˜es
(m,k)-firm. Foram desenvolvidas uma abordagem probabil´ıstica para
priorizac¸a˜o de tra´fego durante per´ıodos de acesso com contenc¸a˜o e
duas abordagens determin´ısticas para escalonamento de GTSs durante
per´ıodos livres de contenc¸a˜o.
7.2 VISA˜O GERAL DO TRABALHO
Este trabalho apresentou estudos sobre o desenvolvimento de
abordagens de provimento de QoS para aplicac¸o˜es de RSSFs, com res-
tric¸o˜es temporais que toleram descartes de algumas ativac¸o˜es. Estas
aplicac¸o˜es possuem suas restric¸o˜es de QoS representadas segundo o
modelo de tarefas (m,k)-firm. Segundo este modelo a cada fluxo de
mensagens Si ao menos mi mensagens sera˜o transmitidas dentro de
cada janela de ki deadlines consecutivos.
As propostas apresentadas nesta tese buscam propor soluc¸o˜es
para aplicac¸o˜es industriais que utilizam o protocolo IEEE 802.15.4
como suporte de comunicac¸a˜o para suas aplicac¸o˜es. Todas as propostas
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foram projetadas objetivando manter compatibilidade com a especi-
ficac¸a˜o IEEE 802.15.4, tornando assim as soluc¸o˜es propostas aplica´veis
a qualquer dispositivos que ja´ implemente o padra˜o IEEE 802.15.4. O
trabalho por ser dividido em duas partes principais.
Na etapa inicial, investigou-se o mecanismo de acesso com conten-
c¸a˜o oferecido pelo padra˜o IEEE 802.15.4. Nesse sentido, uma avaliac¸a˜o
das capacidades temporais foi conduzida com dispositivos sensores que
implementam a pilha IEEE 802.15.4. Observou-se que a capacidade
de cumprimento dos per´ıodos das tarefas e de sincronizac¸a˜o estabele-
cidos pelo padra˜o na˜o podem ser atendidos, devido a` limitac¸o˜es f´ısicas
impostas pelo dispositivos sensores (eg. processador e memo´ria).
Devido a` influeˆncia do trabalho (KOUBAA et al., 2006a), um es-
quema de priorizac¸a˜o de mensagens de tempo real (ex. alarmes) foi
implementado. O algoritmo proposto implementa, de forma descentra-
lizada, a priorizac¸a˜o de alguns fluxos de mensagens atrave´s da confi-
gurac¸a˜o dinaˆmica de paraˆmetros do protocolo de acesso ao meio CS-
MA/CA. A soluc¸a˜o proposta foi avaliada atrave´s de um cena´rio real,
onde dispositivos sensores foram submetidos a sobrecargas severas. A
partir deste cena´rio experimental, observou-se que, apesar da significa-
tiva diminuic¸a˜o na ocorreˆncia de falhas dinaˆmicas quando adotado o
Distributed DBP, em algumas condic¸o˜es de carga (mesmo moderada)
a priorizac¸a˜o das mensagens na˜o mostrou-se adequada.
Em um segundo momento, investigou-se o desenvolvimento de
mecanismos para superar a limitac¸a˜o do nu´mero ma´ximo de GTSs ofe-
recidos durante per´ıodos livres de contenc¸a˜o. Dentro deste contexto,
duas soluc¸o˜es foram propostas:
• A primeira abordagem, intitulada SIGHT (Skips In GTS scHe-
duling for IEEE 802.15.4 neTworks) incorpora um esquema de
alocac¸a˜o dinaˆmico de GTSs para tarefas com restric¸o˜es (m,k)-
firm. Esta abordagem adota um teste de escalonabilidade de-
termin´ıstico e um algoritmo de priorizac¸a˜o de on-line chamado
Slotted DBP. Para que o teste de escalonabilidade oferecido pela
abordagem SIGHT continue sendo exato (necessa´rio e suficiente),
duas limitac¸o˜es na˜o negligencia´veis devem ser adicionadas ao mo-
delo de tarefas: (i) todas as tarefas possum o mesmo valor de k e
(ii) todas as tarefas possuem o mesmo per´ıodo (delimitado pela
periodicidade do superquadro). Tais restric¸o˜es podem ser dema-
siadamente severas para algumas aplicac¸o˜es, pore´m este e´ o prec¸o
a ser pago, caso seja necessa´rio a adoc¸a˜o de testes de escalonabi-
lidade eficientes, capazes de admitir um nu´mero maior de tarefas
no sistema.
148
• A segunda proposta de escalonamento de GTSs durante o CFP
foi desenvolvida buscando flexibilizar as limitac¸o˜es impostas pelo
SIGHT, aumentando concomitantemente a escalonabilidade do
sistema, quando comparado ao trabalho originalmente proposto
por (RAMANATHAN, 1999). Neste sentido, uma nova aborda-
gem para lidar com o escalonamento de GTSs em redes IEEE
802.15.4 foi introduzida. Adicionalmente, um teste de escalona-
bilidade exato, baseado no conceito de per´ıodo de ocupac¸a˜o (busy
period) e´ apresentado e avaliado. O teste apresentado pode ser
executado em tempo polinomial, implementado como um teste de
admissa˜o para os novos fluxos de mensagens que desejam realizar
suas transmisso˜es durante o CFP.
No que tange a` implementac¸a˜o dessas duas soluc¸o˜es de provi-
mento de QoS durante per´ıodos de acesso com e sem contenc¸a˜o, CAP
e CFP, respectivamente. Pode-se considerar que dispositivos que na˜o
conseguem alocar GTSs, portando na˜o esta˜o aptos a realizar suas trans-
misso˜es durante per´ıodos livres de contenc¸a˜o, podem tentar realizar
suas transmisso˜es nos pro´ximos superquadros, disputando acesso com
os outros dispositivos, durante per´ıodos com contenc¸a˜o. Estes dispositi-
vos podem ser beneficiados atrave´s de te´cnicas de priorizac¸a˜o de fluxos
mensagens, minimizando desta forma a ocorreˆncia de falhas dinaˆmicas
no sistema.
7.3 CONTRIBUIC¸O˜ES DA TESE
Nesta sec¸a˜o apresenta-se as principais contribuic¸o˜es desta tese,
juntamente com os resultados publicados que cada abordagem gerou.
Estas contribuic¸o˜es va˜o ao encontro do cumprimentos dos objetivos
estabelecidos e tambe´m sa˜o aqui abordadas.
1. Especificac¸a˜o do modelo de sistema para facilitar a ve-
rificac¸a˜o de algumas propriedades de tempo real impor-
tantes para a proposta.
Um modelo de sistema para tarefas com restric¸o˜es de QoS mo-
deladas de acordo com deadlines (m,k)-firm e´ apresentado no
Cap´ıtulo 4. Este modelo foi primeiramente aplicado a` proposta
SIGHT de escalonamento no CAP. Em um segundo momento, o
modelo foi introduzido impondo algumas restric¸o˜es na proposta
de escalonamento no CFP. Estas restric¸o˜es foram relaxadas e uma
nova abordagem menos restritiva foi proposta.
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2. Criac¸a˜o de um algoritmo de escalonamento de tarefas
com restric¸o˜es de QoS especificadas em conformidade
com modelo (m,k)-firm, durante per´ıodos de acesso com
contec¸a˜o, em redes IEEE 802.15.4.
O modelo delineado no Cap´ıtulo 4 foi implementado em uma
abordagem de priorizac¸a˜o de tra´fego descentralizada desenvol-
vida durante per´ıodos de acesso com contenc¸a˜o e´ apresentada no
Cap´ıtulo 5.
3. Proposic¸a˜o de um mecanismo de escalonamento de com-
partimentos de tempo garantido em redes IEEE 802.15.4.
Visando aprimorar o esquema de alocac¸a˜o de GTSs para dis-
positivos que necessitam de garantias temporais. Duas soluc¸o˜es
de escalonamento de GTSs durante per´ıodos de acesso livres de
contenc¸a˜o sa˜o propostas no Cap´ıtulo 6.
4. Definic¸a˜o de testes de escalonabilidade exato para tarefas
(m,k)-firm em redes IEEE 802.15.4.
No Cap´ıtulo 6 dois testes de escalonabilidade determin´ısticos sa˜o
propostos.
5. Ana´lise de escalonabilidade da proposta.
Objetivando verificar a corretude do teste proposto, no Cap´ıtulo
6, uma ana´lise de escalonabilidade completa do teste e´ realizada.
6. Avaliac¸a˜o das abordagens atrave´s de simulac¸o˜es e de um
cena´rio experimental.
Todas as abordagens propostas nesse trabalho foram avaliadas
atrave´s de simulac¸o˜es e/ou atrave´s da implementac¸a˜o das pro-
postas em dispositivos sensores compat´ıveis com a especificac¸a˜o
IEEE 802.15.4.
Uma parte das contribuic¸o˜es listadas acima foram publicadas em
confereˆncias internacionais (SEMPREBOM et al., 2009c), (SEMPREBOM et
al., 2009b), (SEMPREBOM et al., 2009a), (CABREIRA et al., 2009), (SEM-
PREBOM et al., 2012b) e (SEMPREBOM et al., 2012a), e em confereˆncias
nacionais (SEMPREBOM et al., 2009), (SEMPREBOM et al., 2010) e (SEM-
PREBOM et al., 2011).
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7.4 TRABALHOS FUTUROS
As propostas desenvolvidas nesta tese certamente na˜o finalizam
as discusso˜es sobre o provimento de QoS para aplicac¸o˜es com restric¸o˜es
temporais em ambientes de RSSFs. Ale´m do mais, as pesquisas nesta
a´rea sa˜o relativamente novas, quando comparadas com as pesquisas que
consideram redes cabeadas, e sendo este assunto muito amplo, dificil-
mente as opc¸o˜es de pesquisa que o envolvem sera˜o esgotadas.
Deste modo, alguns trabalhos relacionados com esta tese podera˜o
ser explorados no futuro. O primeiro esta´ relacionado com o mecanismo
de priorizac¸a˜o de mensagens durante per´ıodos livres de contenc¸a˜o em
redes IEEE 802.15.4, a proposic¸a˜o de novas abordagens devem ser me-
lhor analisadas. O algoritmo de escalonamento baseado na distaˆncia
para falha DBP na˜o e´ o´timo, pois esta mecanismo na˜o leva em consi-
derac¸a˜o outros paraˆmetros das tarefas, como per´ıodos e tempo de com-
putac¸a˜o. Deste modo, novas heur´ısticas, que considerem os per´ıodos
das tarefas em suas deciso˜es de escalonamento precisam ser investigadas
em trabalhos futuros.
Algumas aplicac¸o˜es de controle de processos que toleram des-
cartes necessitam de uma especificac¸a˜o precisa de como as eventuais
perdas de deadline esta˜o espac¸adas. Desta forma, o modelo de tare-
fas Skip-Over ((KOREN; SHASHA, 1995)) pode ser uma soluc¸a˜o atra-
tiva para este tipo de aplicac¸o˜es, uma vez que neste modelo de ta-
refas as restric¸o˜es de QoS das aplicac¸o˜es sa˜o especificadas em func¸a˜o
do espac¸amento entre a ocorreˆncias de perdas de deadlines suporta-
dos pela aplicac¸a˜o. Sendo assim, a utilizac¸a˜o do modelo Skip-Over em
aplicac¸o˜es de controle que toleram descartes de ativac¸o˜es devera´ ser
melhor estudado.
O modelo de comunicac¸a˜o proposto nesta tese assume que o ca-
nal de comunicac¸a˜o e´ livre de erros. Sabe-se que os sistemas de comu-
nicac¸a˜o sem fios sa˜o frequentemente caracterizados por ocorreˆncias de
erros, devido a caracter´ısticas naturais propensas a falhas de meio de
comunicac¸a˜o. Como resultado, mensagens podem precisar de mais do
que uma transmissa˜o para serem entregues corretamente. Esta possibi-
lidade de retransmisso˜es deve ser tratada em pela subcamada MAC ou
pelo n´ıveis superiores, representado pelo algoritmo de escalonamento.
De qualquer forma, o impacto no uso das retransmisso˜es e´ certamente
relevante e deve ser melhor investigado em conjunto com alterac¸o˜es nos
testes de escalonabilidade propostos nesta tese.
O classificador de tarefas adotado neste trabalho assume rotac¸o˜es
(spins) a partir de padro˜es de classificac¸a˜o bem definidos. De acordo
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com (QUAN; HU, 2000) a classificac¸a˜o o´tima de ativac¸o˜es de tarefas em
mandato´ria ou opcional e´ um problema completo, que na˜o pode ser
tratado em tempo polinomial (NP-dif´ıcil). De qualquer forma, novas
estrate´gias de classificac¸a˜o de ativac¸o˜es de tarefas com restric¸o˜es (m,k)-
firm podem ser consideradas. Novos paraˆmetros podem ser atrelados
aos instantes de ativac¸a˜o das tarefas, objetivando por exemplo econo-
mia de energia dos sensores. Por exemplo, pode-se considerar um clas-
sificador que concentre todas as ativac¸o˜es mandato´rias das tarefas em
seus primeiros per´ıodos, sendo que os dispositivos sensores poderiam
entrar em modo de economia de energia durante ativac¸o˜es opcionais.
152
153
REFEREˆNCIAS
802.11. IEEE Standard for Information Technology - Wireless LAN
Medium Access Control and Physical Layer Specification Amendment
8: Medium Access Control (MAC) Quality of Service Enhancements.
ANSI/IEEE Std 802.11e-2005, 2005.
802.11. IEEE Standard for Information Technology - Wireless LAN
Medium Access Control and Physical Layer Specification. ANSI/IEEE
Std 802.11, 2007 (Revision of IEEE 802.11-1999), 2007.
802.15.4. Part 15.4: Wireless medium access control (MAC) and
physical layer (phy) specifications for low-rate wireless personal area
network (lr-wpan). in IEEE-SA Standards Board 802.15.4-2006, 2006.
ABRAMSON, N. The aloha system - another alternative for computer
communications. Proceedings of Fall Joint Computer Conference, p.
281–285, 1970.
ANASTASI, G.; CONTI, M.; FRANCESCO, M. D. A comprehensive
analysis of the MAC unreliability problem in IEEE 802.15.4 wireless
sensor networks. IEEE Transactions on Industrial Informatics, v. 7,
n. 1, p. 52–65, 2011.
ANDERSSON, B.; PEREIRA, N.; TOVAR, E. Analysing TDMA
with Slot Skipping. IEEE Transactions on Industrial Informatics,
v. 4, n. 4, p. 225–236, 2008.
ANDERSSON, B.; TOVAR, E.; PEREIRA, N. Analysing TDMA
with Slot Skipping. Proceedings of 26rd IEEE Real-Time Systems
Symposium (RTSS’05), p. 10–24, 2005.
ARTIST. http://www.artist-embedded.org/artist/Brief-State-of-the-
Art,627.html. 2009.
ATLAS, A.; BESTAVROS, A. Statistical rate monotonic scheduling.
p. 123–132, 1998.
AUDSLEY, N.; BURNS, A.; RICHARDSON, M.; TINDELL, K.;
WELLINGS, A. J. Applying new scheduling theory to static priority
pre-emptive scheduling. Software Engineering Journal, v. 8, n. 5, p.
284–292, 1993.
154
AUDSLEY, N. C.; BURNS, A.; RICHARDSON, M.; WELLINGS,
A. J. Hard real-time scheduling: The deadline monotonic approach.
Procedings of the 8th Workshop on Real-Time Operating Systems and
Software, p. 127–132, 1991.
BELLO, L. L.; TOSCANO, E. Coexistence Issues of Multiple
Co-located IEEE 802.15.4/ZigBee Networks Running on Adjacent
Radio Channels in Industrial Environments. IEEE Transactions on
Industrial Informatics, v. 5, n. 2, p. 157–167, 2009.
BERNAT, G.; BURNS, A. Combining (n/m)-hard deadlines and
dual-priority scheduling. Proceedings Real-Time Systems Symposium,
p. 46–57, 1997.
BURNS, A.; WELLINGS, A. Real-Time Systems and Programming
Languages. Fourth edition. England: Addison-Wesley, 2001.
BUTTAZZO, G.; SPURI, M.; SENSINI, F. Value vs deadline
scheduling in overload conditions. Proceedings of the 16th Real-Time
Systems Symposium, p. 90–99, 1995.
BUTTAZZO, G.; STANKOVIC, J. Red: A robust earliest deadline
scheduling algorithm. Proceedings of the 3rd International Workshop
on Responsive Computing Systems, v. 10, n. 6, p. 110–111, 1993.
BUTTAZZO, G.; VELASCO, M.; MARTI, P. Quality-of-control
management in overloaded real-time systems. IEEE Transactions on
Computers, v. 56, p. 253–266, 2007.
BUTTAZZO, G. C. Hard Real-Time Computing Systems - Predictable
Scheduling Algorithms and Applications. Second edition. New York:
Springer, 1997.
BUTTAZZO, G. C.; LIPARI, G.; ABENI, L. Elastic task model for
adaptative rate control. Proceedings of the 19th Real-Time Systems
Symposium, p. 286–295, 1998.
CABREIRA, U.; SEMPREBOM, T.; MONTEZ, C. A coordination
protocol for target tracking in wireless sensor networks. XXXV
Latin-American Conference on Informatics, 2009.
CACCAMO, M.; ZHANG, L. Y. An implicit prioritized access
protocol for wireless sensor networks. Proceedings of 23rd IEEE
Real-Time Systems Symposium (RTSS’02), p. 39–48, 2002.
155
CARLEY, T. W.; BA, M. A.; BARUA, R.; STEWART, D. B.
Contention-free perioric message scheduler medium access control
in wireless sensor/actuator networks. Proceedings of 24th IEEE
Real-Time Systems Symposium (RTSS’03), p. 298–307, 2003.
CHEN, F. Improving IEEE 802.15.4 for low-latency energy industrial
applications. Proocedings of Echtzet, p. 61–70, 2008.
CHEN, F.; TALANIS, T.; GERMAN, R.; DRESSLER, D. Real-time
enabled IEEE 802.15.4 sensor networks in industrial automation.
International Symposium on Industrial Embeeded Systems, p. 136–139,
2009.
CHEN J. FERREIRA, L. T. E. An explicit GTS allocation algorithm
for IEEE 802.15.4. 16th IEEE Conference on Emerging Technologies
& Factory Automation, p. 1–8, 2011.
CHENG, L.; BOURGEOIS, A. G.; ZHANG, X. A new GTS
allocation scheme for IEEE 802.15.4 networks with improved
bandwidth utilization. International Symposium on Communication
and Information Technologies, p. 1143–1148, 2007.
CHO, H.; CHUNG, Y.; PARK, D. Guaranteed dynamic priority
assignment schemes for real-time tasks with (m, k)-firm deadlines.
ETRI Journal, v. 32, n. 3, p. 422–429, 2010.
CUNHA, A.; KOUBAA, A.; SEVERINO, R.; ALVES, M. Open-zb:
an open-source implementation of the ieee 802.15.4/zigbee protocol
stack on tinyos. IEEE Internatonal Conference on Mobile Adhoc and
Sensor Systems, p. 1–12, 2007.
CUNHA, A.; SEVERINO, R.; PEREIRA, N.; KOUBAA, A.; ALVES,
M. Zigbee over tinyos: Implementation and experimental challenges.
Proceedings of the 8th Portuguese Conference on Automatic Control,
2008. Invited Session on Real-Time Communications: from theory to
applications.
DAVIS, R.; WELLINGS, A. Dual priority scheduling. Proceedings of
Real-Time Systems Symposium, p. 100–109, 1995.
DONG, L.; MELHEM, R.; MOSSe´, D. Scheduling algorithm for
dynamic messages streams with distance constraints in tdma protocol.
Proceedings of 12th Euromicro Conference on Real-Time Systems
(ECRTS’00), p. 239–246, 2000.
156
FARINES, J. M.; FRAGA, J. S.; OLIVEIRA, R. S. Sistemas de
Tempo Real. IME-USP, Sa˜o Paulo-SP: 12a Escola de Computac¸a˜o,
2000.
GAY, D.; LEVIS, P.; BEHREN, R. V.; WELSH, M.; BREWER, E.;
CULLER, D. The nesc language: A holistic approach to networked
embedded systems. Proceedings of Programming Language Design and
Implementation (PLDI), v. 38, n. 5, p. 1–11, 2003.
GOOSSENS, J. (m,k)-firm constraints and DBP scheduling: impact of
the initial k-sequence and exact schedulability test. 16th International
Conference on Real-Time and Network Systems, p. 61–65, 2008.
HAMDAOUI, M.; RAMANATHAN, P. A dynamic priority assignment
technique for streams with (m,k)-firm deadlines. IEEE Transactions
on Computers, v. 44, n. 12, p. 1443–1451, 1995.
HAMDAOUI, M.; RAMANATHAN, P. Evaluating dynamic failure
probability for streams with (m,k)-firm deadlines. IEEE Transactions
on Computers, v. 46, n. 12, p. 1325–1337, 1995.
HAN, C.-C.; LIN, K.-J.; HOU, C.-J. Distance-constrained scheduling
and its applications to real-time systems. IEEE Transactions on
Computers, v. 45, n. 7, p. 814–826, 1996.
HART. HART Communication Foundation. www.hartcomm.org/.
HEINZELMAN, A. C. W. R.; BALAKRISHNAN, H. Energy-efficient
communication protocols for wireless microsensor networks.
Proceedings Hawaaian International Conference on Systems Science,
p. 3005–3014, 2000.
HESPANHA, J. P.; NAGHSHTABRIZI, P.; XU, Y. A survey of recent
results in networked control systems. Proceedings of the IEEE, v. 95,
n. 1, p. 138–162, 2007.
HILL, J.; SZEWCZYK, R.; WOO, A.; HOLLAR, S.; CULLER, D.;
PISTER, K. System architecture directions for networked sensors.
SIGPLAN Not., v. 35, n. 11, p. 93–104, 2000.
JEFFAY, K.; STANAT, D. F.; MARTEL, C. U. On non-preemptive
scheduling of periodic and sporadic task. Proceedings of the 12th IEEE
Real-Time Systems Symposium, p. 129–139, 1991.
JENNIC. Calculating IEEE 802.15.4 Data Rates. Application Note,
2006.
157
JONSONN, M.; KUNERT, K. Towards Reliable Wireless Industrial
Communication with Real-Time Guarantees. IEEE Transactions on
Industrial Informatics, v. 5, n. 4, p. 429–442, 2009.
JOSEPH, M.; PANDYA, P. Finding response times in a real-time
system. The Computer Journal, v. 29, n. 5, p. 390–395, 1986.
KIM, T.; LEE, D.; AHN, J. Priority toning strategy for fast emergency
notification in IEEE 802.15.4 lr-wpan. Proceedings of the 15th Joint
Conference on Communications & Information (JCCI), 2005.
KOPETZ, H.; GRUNSTEIDL, G. Ttp - a protocol for fault-tolerant
real-time systems. IEEE Computer, v. 27, n. 1, p. 14–24, 1994.
KOREN, G.; SHASHA, D. D-over: An optimal on-line scheduling
algorithm for overloaded real-time systems. Proceedings Real-Time
Systems Symposium, 1992.
KOREN, G.; SHASHA, D. Skip-over: Algorithms and complexity for
overloaded systems that allow skips. Proceedings Real-Time Systems
Symposium, p. 110–117, 1995.
KOUBAA, A.; ALVES, M.; NEFZI, B.; SONG, Y.-Q. Improving
the IEEE 802.15.4 slotted CSMA/CA MAC for time-critical events
in wireless sensor networks. Proceedings of the 5th International
Workshop on Real-Time Networks, p. 35–40, 2006.
KOUBAA, A.; ALVES, M.; TOVAR, E. i-GAME: An implicit GTS
allocation mechanism in IEEE 802.15.4 for time-sensitive wireless
sensor networks. 18th Euromicro Conference on Real-Time Systems,
p. 183–192, 2006.
KOUBAA, A.; ALVES, M.; TOVAR, E.; CUNHA, A. An implicit
GTS allocation mechanism in IEEE 802.15.4 for time-sensitive wireless
sensor networks: theory and practice. Real-Time Systems Journal,
v. 39, n. 1–3, p. 169–204, 2008.
LEHOCZKY, J. P. Fixed priority scheduling of periodic task sets with
arbitrary deadlines. Proceedings of 11th IEEE Real-Time Systems
Symposium, p. 201–209, 1990.
LEHOCZKY, J. P.; SHA, L.; DING, Y. The rate monotonic
scheduling algorithm: exact characterization and average case
behavior. Proceedings of 10th IEEE Real-Time Systems Symposium,
p. 166–171, 1989.
158
LEMMON, M.; LING, Q.; SUN, Y. Overload management in
sensor-actuator networks used for spatially-distributed control
systems. SenSys ’03: Proceedings of the international conference on
Embedded networked sensor systems, v. 5, n. 7, p. 162–170, 2003.
LEUNG, J.; WHITEHEAD, J. W. On the complexity of fixed priority
scheduling of periodic real-time tasks. Performance Evaluation, v. 4,
n. 2, p. 237–250, 1982.
LI, J.; SONG, Y.; SIMONOT-LION, F. Providing real-time
applications with graceful degradation of qos and fault tolerance
according tp (m,k)-firm model. IEEE Transactions on Industrial
Informatics, v. 2, n. 2, p. 112–119, 2006.
LI, J.; SONG, Y. Q.; SIMONOT-LION, F. Schedulability analysis
for systems under (m,k)-firm constraints. Factory Communication
Systems, IEEE Computer Society, p. 23–30, 2004.
LIU, C. L.; LAYLAND, J. W. Scheduling algorithms for
multiprogramming in hard-real-time environment. Journal of the
Association for Computing Mechinery, v. 20, n. 1, p. 46–61, 1973.
LIU, J.; LIN, K.-J.; SHIH, W.-K.; YU, A. C.-S. Algorithms for
scheduling imprecise computations. IEEE Computer, p. 58–68, 1991.
LIU, J. W. S. Real-Time Systems. New York: Prentice-Hall, 2000.
LOW, K.; WIN, W. N.; ER, M. J. Wireless sensor networks for
industrial environments. International Conference on Computational
Intelligence for Modelling, Control and Automation and Int. Conf. on
Intelligent Agents, Web Technologies and Internet Commerce, IEEE
Computer Society, p. 271–276, 2005.
MARCHAND, A.; S.-CHETTO, M. Dynamic real-time scheduling of
firm periodic tasks with hard soft aperiodic tasks. Real-Time Systems
Journal, v. 32, n. 1-2, p. 21–47, 2006.
MARTI, P.; FUERTES, J. M.; FOHLER, G.; RAMAMRITHAM, K.
Improving quality-of-control using flexible timing constraints: Metric
and scheduling issues. Proceedings of the 23rd Real-Time Systems
Symposium, p. 91–100, 2002.
MARTI, P.; YEPEZ, J.; VELASCO, M.; VILLA, R.; FUERTES,
J. M. Managing quality-of-control in network-based control systems
by controller and message scheduling co-design. IEEE Transactions on
Industrial Electronics, v. 51, p. 1159–1167, 2004.
159
MOK, A. K.; WANG, W. Window constrained real-time periodic
task scheduling. Proceedings of the 22nd IEEE Real-Time Systems
Symposium, p. 15–24, 2001.
MONTEZ, C. Um Modelo de Programac¸a˜o e uma Abordagem
de Escalonamento Adaptativo Usando RT-Corba. Tese (Tese de
doutorado) — Universidade Federal de Santa Catarina, 1999.
MONTEZ, C.; FRAGA, J.; OLIVEIRA, R.; FARINES, J.-M. An
adaptive scheduling approach in real-time corba. The 2nd IEEE
International Symposium on Object-oriented Real-time distributed
Computing, p. 301–309, 1999.
NAKAMURA, E. F.; LOUREIRO, A. A. F.; FRERY, A. C.
Information fusion for wireless sensor networks: Methods, models, and
classifications. ACM Computing Surveys, v. 39, n. 3, p. 1–55, 2007.
OLIVEIRA, R. Escalonamento de Tarefas Imprecisas em Ambiente
Distribu´ıdo. Tese (Tese de doutorado) — Universidade Federal de
Santa Catarina, 1997.
QUAN, G.; HU, X. S. Enhanced fixed-priority scheduling with
(m,k)-firm guarantee. Proceedings of the 21st IEEE Real-Time Systems
Symposium, p. 79–88, 2000.
RAMAMRITHAM, K.; STANKOVIC, J. A. Scheduling algorithms
and operating systems support for real-time systems. Proceedings of
the IEEE, v. 82, n. 1, p. 55–67, 1994.
RAMAMURTHY, H.; PRABHU, B. S.; GADH, R. Wireless industrial
monitoring and control using a smart sensor platform. IEEE Sensors
Journal, v. 7, n. 5, p. 611–618, 2007.
RAMANATHAN, P. Overload management in real-time control
applications using (m,k)-firm guarantee. IEEE Transactions on
Parallel and Distributed Systems, v. 10, n. 6, p. 549–559, 1999.
RUIZ, J.; GALLARDO, J. R.; MAKRAKIS, D.; VILLASENOR-
GONZALEZ, L.; MOUFTAH, H. T. Cross-layer medium access
control protocol with quality-of-service guarantees for wireless sensor
networks. EURASIP Journal on Wireless Communications and
Networking, v. 2011, n. 179, p. 1687–1499, 2011.
SCHENATO, L.; FRANCESCHETTI, M.; SASTRY, S. S. Foundations
of control and estimation over lossy networks. Proceedings of the
IEEE, v. 95, n. 1, p. 163–187, 2007.
160
SEMPREBOM, T.; MARYAMA, V.; ZOMER, G.; MONTEZ,
C.; VASQUES, F.; PORTUGAL, P. Escalonamento dinaˆmico de
compartimento de tempo garantido em redes IEEE 802.15.4. Simpo´sio
Brasileiro de Redes de Computadores e Sistemas Distribu´ıdos, v. 1, p.
277–290, 2010.
SEMPREBOM, T.; MONTEZ, C.; JORDAN, F.; ZOMER, G.;
MARYAMA, V.; CABREIRA, U. Explorando descartes de ativac¸o˜es
de tarefas perio´dicas em redes IEEE 802.15.4. XXXV Latin-American
Conference on Informatics, 2009.
SEMPREBOM, T.; MONTEZ, C.; MORAES, R.; VASQUES, F.
Distributed DBP: A (m,k)-firm based distributed approach for qos
provision in IEEE 802.15.4 networks. Proceedings of the 14th IEEE
International Conference on Emerging Techonologies and Factory
Automation, p. 875–882, 2009.
SEMPREBOM, T.; MONTEZ, C.; MORAES, R.; VASQUES, F.;
PORTUGAL, P. Dynamic GTS scheduling of periodic skippable
slots in IEEE 802.15.4 wireless sensor networks. Proceedings of the
8th IFAC International Conference on Fieldbuses and Networks in
Industrial and Embedded Systems, p. 110–117, 2009.
SEMPREBOM, T.; MONTEZ, C.; MORAES, R.; VASQUES, F. Um
modelo de alocac¸a˜o de GTS’s em redes IEEE 802.15.4 com provisa˜o
de qos para mensagens perio´dicas com restric¸o˜es temporais. XXIX
Simpo´sio Brasileiro de Telecomunicac¸o˜es, v. 1, p. 1–6, 2011.
SEMPREBOM, T.; MONTEZ, C.; VASQUES, F. (m,k)-firm pattern
spinning to improve the GTS allocation of periodic messages in IEEE
802.15.4 networks. Automation and Systems Department, Federal
University of Santa Catarina, 2012. (Technical Report).
SEMPREBOM, T.; MONTEZ, C.; ZOMER, G.; VASQUES, F.
Guaranteed time slot allocation fo periodic messages with (m,k)-firm
constraints in IEEE 802.15.4 networks. Proceedings of the 17th IEEE
International Conference on Emerging Techonologies and Factory
Automation, 2012. (aceito para publicac¸a˜o).
SEMPREBOM, T.; ZOMER, G.; MARYAMA, V.; MONTEZ, C.;
VASQUES, F. Distributed DBP: Escalonamento (m,k)-firm aplicado
a redes IEEE 802.15.4. 11th Brazilian Workshop on Real-Time and
Embedded Systems, p. 159–164, 2009.
161
SEVERINO, R. On the use of IEEE 802.15.4/ZigBee for
Time-Sensitive Wireless Sensor Network Applications. Dissertac¸a˜o
(Dissertac¸a˜o de mestrado) — Polytechnic Institute of Porto, School of
Engineering, 2008.
SHA, L.; RAJKUMAR, R.; LEHOCZKY, J. Priority inheritance
protocols: An approach to real-time synchronization. IEEE
Transactions on Computers, v. 39, n. 9, p. 1175–1185, 1990.
SHIN, K.; RAMANATHAN, P. Real-time computing: A new discipline
of computer science and engineering. Proceedings of the IEEE, v. 82,
n. 1, p. 6–24, 1994.
SHIN, K.; RAMANATHAN, P. Real-time computing: A new discipline
of computer science and engineering. Proceedings of the IEEE, v. 82,
n. 1, p. 6–24, 1994.
SPRUNT, B. Aperiodic Task Scheduling for Real-Time Systems. Tese
(Tese de doutorado) — Carnegie Mellon University, 1990.
STANKOVIC, J. A.; RAMAMRITHAM, K. What is predictability
for real-time systems? Journal of the Real-Time Systems, v. 8, n. 3, p.
62–72, 1990.
STANKOVIC, J. A.; RAMAMRITHAM, K. The spring kernel: a new
paradigm for real-time operating systems. IEEE Software, v. 8, p.
62–72, 1991.
TINDELL, K.; BURNS, A.; WELLINGS, A. J. An extendible
approach for analysing fixed priority hard real-time tasks. Real-Time
Systems Journal, v. 6, n. 2, p. 133–151, 1993.
TOSCANO, E.; BELLO, L. L. Bandwidth-ecient Admission
Control for EDF-based Wireless Industrial Communication. IEEE
International Symposium on Industrial Electronics, p. 1186–1193,
2011.
TOSCANO, E.; BELLO, L. L. Multichannel Superframe Scheduling
for IEEE 802.15.4 Industrial Wireless Sensor Networks. IEEE
Transactions on Industrial Informatics, v. 8, n. 2, p. 337–350, 2012.
TOVAR, E.; VASQUES, F.; BURNS, A. Communication response
time in p-net networks: Worst-case analysis considering the actual
token utilization. Real-Time Systems Journal, v. 22, n. 3, p. 229–249,
2002.
162
TRIO, P.
http://ralyx.inria.fr/2005/Raweb/trio/uid31.html?highlight=Felicioniuid31.
2009.
WEST, R.; ZHANG, Y. Dynamic window-constrained scheduling of
real-time streams in media servers. IEEE Transactions on Computers,
v. 53, n. 6, p. 744–759, 2004.
WEST, R.; ZHANG, Y. Comments on window-constrained scheduling.
IEEE Transactions on Computers, v. 56, n. 5, p. 718–719, 2007.
WILLIG, A. Recent and emerging topics in wireless industrial
communications: A selection. IEEE Transactions on Industrial
Informatics, v. 4, n. 2, p. 102–124, 2008.
XU, J.; PARNAS, D. L. On satisfying timing constraints in
hard-real-time systems. IEEE Transactions on Software Engineering,
v. 19, n. 1, p. 70–84, 1993.
ZHANG, L.; YU, J.; DENG, X. Modelling the guaranteed qos for
wireless sensor networks: a network calculus approach. EURASIP
Journal on Wireless Communications and Networking, v. 2011, n. 82,
p. 1687–1499, 2011.
ZHANG, Y.; WEST, R.; QI, X. A virtual deadline scheduler for
window-constrained service guarantees. Proceedings of the 25th IEEE
Real-Time Systems Symposium (RTSS), 2004.
ZIGBEE-ALLIANCE. www.zigbee.org/. 2007.
