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Kanoni£na forma za kompleksne simetri£ne matrike
Povzetek
Realne simetri£ne matrike so diagonalizabilne, kar pa v splo²nem za kompleksne
simetri£ne matrike, ki so obravnavane v diplomski nalogi, ne velja. Kompleksna
simetri£na matrika je diagonalizabilna natanko tedaj, ko vsak lastni podprostor vse-
buje ortonormirano bazo. e obstaja lastni podprostor, katerega vsaka ortogonalna
baza vsebuje kak izotropi£ni vektor, matrike ne moremo diagonalizirati. V diplomski
nalogi so izotropi£ni vektorji podrobneje predstavljeni, saj vplivajo na diagonaliza-
bilnost obravnavanih matrik. Poleg tega sta za matrike, ki niso diagonalizabilne,
predstavljeni dve moºni simetri£ni kanoni£ni formi, ki jima je vsaka kompleksna
simetri£na matrika ortogonalno podobna.
Canonical form for complex symmetric matrices
Abstract
A real symmetric matrix can be diagonalised by an orthogonal transformation. This
statement is not true, in general, for a symmetric matrix with complex elements,
which is discussed in the present thesis. A complex symmetric matrix can be di-
agonalised by an orthogonal transformation, if and only if each eigenspace of the
matrix has an orthonormal basis. If there is an eigenspace, where every orthogonal
basis contains an isotropic vector, the matrix can not be diagonalised. In the present
thesis isotropic vectors are presented in greater detail. Also, two possible symmetric
canonical forms are presented for the non-diagonalisable case.
Math. Subj. Class. (2010): 15A18, 15A21
Klju£ne besede: kompleksna simetri£na matrika, diagonalizabilnost, izotropi£ni
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1. Uvod
Vsaka realna simetri£na matrika je diagonalizabilna. Zanjo namre£ velja, da ima
n realnih lastnih vrednosti in n realnih lastnih vektorjev, ki so med seboj ortogo-
nalni. To v splo²nem ne velja za kompleksne simetri£ne matrike. V diplomski nalogi
bomo pojasnili, kdaj je kompleksna simetri£na matrika diagonalizabilna. Izpeljali
bomo tudi dve kanoni£ni formi, ki jima je vsaka kompleksna simetri£na matrika
ortogonalno podobna.
Najprej se bomo spomnili osnovnih pojmov iz linearne algebre. Nato bomo kano-
ni£no formo za kompleksne simetri£ne matrike izpeljali iz Jordanove forme. Sledilo
bo poglavje o izotropi£nih vektorjih, s pomo£jo katerih bomo neodvisno izpeljali ²e
drugo kanoni£no formo.
2. Osnovni pojmi iz linearne algebre
Deﬁnicija 2.1. Matrika A ∈ Cn×n je simetri£na, £e velja AT = A.
Deﬁnicija 2.2. Matrika O ∈ Cn×n je ortogonalna, £e velja OOT = In, kjer je In
identi£na matrika velikosti n× n.
Deﬁnicija 2.3. Matrika A ∈ Cn×n je podobna matriki B ∈ Cn×n, £e obstaja taka
obrnljiva matrika P ∈ Cn×n, da velja B = P−1AP .
Deﬁnicija 2.4. Naj bo dana matrika A ∈ Cn×n. Kompleksno ²tevilo λ ∈ C je lastna
vrednost za matriko A, £e obstaja tak neni£eln vektor v ∈ Cn, da velja Av = λv.
Vektor v imenujemo lastni vektor matrike A za lastno vrednost λ.
Deﬁnicija 2.5. Naj bo λ ∈ C lastna vrednost za matriko A ∈ Cn×n. Vektor-
skemu podprostoru ker(A − λI) pravimo lastni podprostor za matriko A pri lastni
vrednosti λ.
Iz deﬁnicij sledi, da je ker(A − λI) unija vektorja 0 in vseh lastnih vektorjev
matrike A za lastno vrednost λ.
Deﬁnicija 2.6. Karakteristi£ni polinom matrike A ∈ Cn×n, ki ga ozna£imo z∆A(λ),
je preslikava λ ↦→ det(A− λI). To je polinom stopnje n.
Izrek 2.7 (Cayley, Hamilton [1, izrek 7]). Za vsako matriko A ∈ Cn×n velja ∆A(A) =
0 (vsaka matrika je ni£la svojega karakteristi£nega polinoma).
Trditev 2.8. tevilo λ je lastna vrednost matrike A natanko takrat, ko je ni£la
karakteristi£nega polinoma, ∆A(λ) = 0.
Dokaz. Res, λ je lastna vrednost matrike A natanko takrat, ko obstaja v ̸= 0, da je
Av = λv. Ekvivalentno je v ∈ ker(A− λI), kar pomeni, da je jedro matrike A− λI
netrivialno in ta ni obrnljiva. To je ekvivalentno pogoju, da je det(A− λI) = 0. Po
deﬁniciji karakteristi£nega polinoma je to natanko tedaj, ko je ∆A(λ) = 0. □
Deﬁnicija 2.9. Ve£kratnost lastne vrednosti λ kot ni£le karakteristi£nega polinoma
∆A(λ) imenujemo algebrai£na ve£kratnost lastne vrednosti λ, dimenziji lastnega pod-
prostora ker(A− λI) pa pravimo geometri£na ve£kratnost lastne vrednosti λ.
Deﬁnicija 2.10. Minimalni polinom matrike A ∈ Cn×n je polinom najniºje stopnje
z vodilnim koeﬁcientom 1, za katerega velja mA(A) = 0.
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Spomnimo se, da je vsaka matrika A ∈ Cn×n podobna Jordanovi kanoni£ni formi
J(A). To je blo£no diagonalna matrika. Posamezni bloki so Jordanove celice, ki
imajo na diagonali lastne vrednosti matrike A, nad diagonalo pa enice. En tak blok
je torej oblike ⎡⎢⎢⎢⎢⎣
λ 1
. . .
. . .
. . . 1
λ
⎤⎥⎥⎥⎥⎦ .
Naj bo ∆A(λ) = (−1)n(λ− λ1)n1(λ− λ2)n2 · · · (λ− λk)nk , kjer je n1 + · · ·+ nk = n,
karakteristi£ni polinom matrike A in mA(λ) = (λ− λ1)m1(λ− λ2)m2 · · · (λ− λk)mk ,
kjer je 1 ≤ mi ≤ ni za vsak i, minimalni polinom za matriko A. Lastna vrednost
λi se na diagonali pojavi ni-krat. tevilo Jordanovih celic za to lastno vrednost je
enako dimenziji lastnega podprostora ker(A− λiI), najve£ja Jordanova celica pa je
velikosti mi ×mi.
Realno simetri£no matriko A diagonaliziramo na slede£i na£in. Po [1, izrek 10] so
vse njene lastne vrednosti realne. Po [1, izrek 12] pa zanjo obstaja ortonormirana
baza iz lastnih vektorjev. Naj bo v1 normiran lastni vektor matrike A in naj bo P
taka ortogonalna matrika, da velja P−1v1 = P Tv1 = e1, kjer je e1 prvi standardni
bazni vektor. Deﬁnirajmo D = P−1AP . e z matriko D delujemo na vektor e1,
dobimo
De1 = (P
−1AP )e1 = P−1Av1 = P−1λ1v1 = λ1e1.
Ker je DT = (P−1AP )T = P TAT (P−1)T = P−1AP = D, je D simetri£na, zato je
oblike ⎡⎢⎢⎢⎣
λ1 0 . . . 0
0
...
0
⎤⎥⎥⎥⎦ .
Nadaljujemo z naslednjim lastnim vektorjem in postopoma pridemo do diagonalne
matrike, ki ima na diagonali lastne vrednosti. Stolpci prehodne matrike so lastni
vektorji matrike A, ki tvorijo ortonormirano bazo.
2.1. Funkcije matrik. V nadaljevanju bomo za izpeljavo kanoni£ne forme potre-
bovali koren obrnljive matrike, zato si pripravimo teorijo, ki bo utemeljevala njegov
obstoj.
Deﬁnicija 2.11. Naj bo p(λ) = a0 + a1λ + a2λ2 + · · · + amλm polinom stopnje m
s koeﬁcienti iz obsega kompleksnih ²tevil in A kvadratna n × n matrika. Potem je
polinom v matriki A deﬁniran kot p(A) = a0In + a1A+ a2A2 + · · ·+ amAm.
Ker je vsaka matrika podobna svoji Jordanovi formi, lahko zapi²emo
Ak = (PJ(A)P−1)k = (PJ(A)P−1)(PJ(A)P−1) · · · (PJ(A)P−1) = PJ(A)kP−1.
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Polinom p(A) je zato enak
p(A) = Pp(J(A))P−1 = Pp
Ö⎡⎢⎣Jn1(λ1) . . .
Jns(λs)
⎤⎥⎦
è
P−1
= P
⎡⎢⎣p(Jn1(λ1)) . . .
p(Jns(λs))
⎤⎥⎦P−1,
kjer so Jni(λi) Jordanove celice velikosti ni×ni za (ne nujno razli£ne) lastne vrednosti
λi .
Naj bo H Jordanova celica velikosti t× t oblike
⎡⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . . 1
0
⎤⎥⎥⎥⎥⎦
in naj bo Jt(λ) = λIt +H. Potem je
Jt(λ)
k = (λIt +H)
k =
k∑︂
i=0
Ç
k
i
å
λk−iH i.
Ker je H t = 0, so vsi £leni vsote za i ≥ t enaki ni£.
Za polinom p(λ) = a0 + a1λ+ a2λ2 + · · ·+ amλm je torej
p(Jt(λ)) =
m∑︂
k=0
akJt(λ)
k =
m∑︂
k=0
k∑︂
i=0
ak
Ç
k
i
å
λk−iH i
=
m∑︂
i=0
(︄
m∑︂
k=i
Ç
k
i
å
akλ
k−i
)︄
H i =
m∑︂
i=0
1
i!
(︄
m∑︂
k=i
k!
(k − i)!akλ
k−i
)︄
H i
=
µ∑︂
i=0
1
i!
p(i)(λ)H i, µ = min{m, t− 1}.
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Sledi
p(Jt(λ)) = p(λ)It + p
′(λ)H +
p′′(λ)
2!
H2 + · · ·+ p
µ(λ)
µ!
Hµ
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p(λ) p′(λ) · · · p(j)(λ)
j!
· · · p(µ)(λ)
µ!
0 · · · 0
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . 0
. . .
. . .
. . . p
(µ)(λ)
µ!
. . .
. . .
. . .
...
. . .
. . . p
(j)(λ)
j!
. . .
. . .
...
. . . p′(λ)
p(λ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Trditev 2.12. Naj bo A ∈ Cn×n obrnljiva matrika. Potem obstaja tak polinom p(x),
da za matriko B = p(A) velja B2 = A.
Dokaz. Dovolj je poiskati tak polinom p(x), da velja p(J(A))2 = J(A), saj potem
sledi B2 = p(A)2 = Pp(J(A))2P−1 = PJ(A)P−1 = A. Ker je matrika A obrnljiva,
ima vse lastne vrednosti razli£ne od ni£. Posledi£no je f(λ) =
√
λ kompleksna
funkcija kompleksne spremenljivke, analiti£na v okolici vsake od lastnih vrednosti
matrike A. Dokazujemo pravzaprav obstoj matrike B = f(A), saj za tako matriko
res velja
√
A
2
= A.
Po deﬁniciji je funkcija Jordanove forme J(A) enaka
f(J(A)) =
⎡⎢⎣f(Jn1(λ1)) . . .
f(Jns(λs))
⎤⎥⎦ .
Funkcija ene obrnljive Jordanove celice, ki je oblike Jt(λ) = λIt+Ht, je po deﬁniciji
f(Jt(λ)) = f(λ)It + f
′(λ)Ht +
f ′′(λ)
2!
H2t + · · ·+
f (t−1)(λ)
(t− 1)! H
t−1
t ,
zato je iskani polinom zanjo kar
p(x) = f(λ) + f ′(λ)(x− λ) + f
′′(λ)
2!
(x− λ)2 + · · ·+ f
(t−1)(λ)
(t− 1)! (x− λ)
t−1.
e je Jordanova forma sestavljena iz ve£ Jordanovih celic za isto lastno vrednost,
vzamemo tistega od polinomov za posamezno celico, ki ima najvi²jo stopnjo. Do-
bljeni polinom je potem stopnje za eno manj, kot je stopnja minimalnega polinoma.
Preostane nam le ²e obravnavati primer, ko v Jordanovi formi nastopajo razli£ne
lastne vrednosti. Naj bo
mA(λ) = (λ− λ1)m1 · · · (λ− λk)mk
minimalni polinom za matriko A. e najdemo tak polinom p(x), da bo
p(j)(λi) = f
(j)(λi)
7
za vsak i = 1, . . . , k in j = 0, 1, . . . ,mi − 1, potem bo res p(J(A)) = f(J(A)).
Ozna£imo r = m1 + · · ·+mk. Naj bo p(x) = αr−1xr−1 + · · ·+ α1x+ α0 polinom
z neznanimi koeﬁcienti α0, . . . , αr−1 in st(p(x)) ≤ r − 1. Homogen sistem
p(j)(λi) = 0, i = 1, . . . , k, j = 0, 1, . . . ,mi − 1,
je sistem r homogenih linearnih ena£b za r neznank α0, . . . , αr−1. Polinom p(x), ki
je re²itev tega sistema, ima vsaj r ni£el, ²teto z njihovimi ve£kratnostmi. Toda p(x)
je stopnje najve£ r− 1, zato sledi, da je p(x) = 0, torej α0 = · · · = αr−1 = 0. Ker je
homogen sistem
p(j)(λi) = 0, i = 1, . . . , k, j = 0, 1, . . . ,mi − 1,
enoli£no re²ljiv, je tudi nehomogen sistem
p(j)(λi) = f
(j)(λi), i = 1, . . . , k, j = 0, 1, . . . ,mi − 1,
enoli£no re²ljiv. Sledi, da za funkcijo f(λ) res obstaja tak polinom p(x), da je
p(J(A)) = f(J(A)). □
Primer 2.13. Poi²£imo koren matrike
A =
⎡⎢⎢⎣
1 0 1 −1
0 2 0 1
0 0 1 1
0 0 0 2
⎤⎥⎥⎦ .
Za to matriko velja A = PJ(A)P−1, kjer
P =
⎡⎢⎢⎣
1 0 0 0
0 0 1 0
0 1 0 1
0 0 0 1
⎤⎥⎥⎦ , P−1 =
⎡⎢⎢⎣
1 0 0 0
0 0 1 −1
0 1 0 0
0 0 0 1
⎤⎥⎥⎦ , J(A) =
⎡⎢⎢⎣
1 1 0 0
0 1 0 0
0 0 2 1
0 0 0 2
⎤⎥⎥⎦ .
Za Jordanovo celico J2(1) =
ï
1 1
0 1
ò
, ki pripada lastni vrednosti 1, je»
J2(1) =
√
1I2 +
1
2
√
1
H2 =
ï
1 1
2
0 1
ò
.
Za Jordanovo celico J2(2) =
ï
2 1
0 2
ò
, ki pripada lastni vrednosti 2, je»
J2(2) =
√
2I2 +
1
2
√
2
H2 =
ñ√
2 1
2
√
2
0
√
2
ô
.
Sledi, da je »
J(A) =
ñ√︁
J2(1) 0
0
√︁
J2(2)
ô
=
⎡⎢⎢⎣
1 1
2
0 0
0 1 0 0
0 0
√
2 1
2
√
2
0 0 0
√
2
⎤⎥⎥⎦
in
√
A = P
»
J(A)P−1 =
⎡⎢⎢⎣
1 0 1
2
−1
2
0
√
2 0 1
2
√
2
0 0 1
√
2− 1
0 0 0
√
2
⎤⎥⎥⎦ .
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Ustrezen polinom p(x), za katerega velja p(A)2 = A, je stopnje 3 (ena stopnja manj
od stopnje minimalnega polinoma). Poi²£emo ga tako, da re²imo sistem ena£b
p(1) = f(1),
p′(1) = f ′(1),
p(2) = f(2),
p′(2) = f ′(2),
kjer je f(x) =
√
x. Tako dobimo
p(x) =
−12 + 9√2
2
+
64− 43√2
4
x+
−23 + 16√2
2
x2 +
10− 7√2
4
x3. ♢
Seveda lahko trditev posplo²imo tudi na druge funkcije, o £emer lahko ve£ prebe-
remo v [4, poglavje 6.2].
3. Preoblikovanje Jordanove forme
Vsako kompleksno simetri£no matriko lahko preoblikujemo v Jordanovo formo,
vendar nam ta pokvari simetrijo in tudi prehodna matrika ni ortogonalna. Zato si
ºelimo za kompleksne simetri£ne matrike poiskati neko simetri£no kanoni£no formo,
ki bi bila analogna Jordanovi formi. Pri tem bomo sledili [3]. Z i bomo ozna£evali
imaginarno enoto.
3.1. Polarna dekompozicija.
Trditev 3.1. Vsako obrnljivo matriko A ∈ Cn×n lahko zapi²emo kot A = SO
oziroma A = O1S1, kjer sta S in S1 kompleksni simetri£ni matriki ter O in O1
kompleksni ortogonalni matriki.
Dokaz. Dovolj je dokazati, da lahko zapi²emo A = SO. Res, £e tak razcep obstaja
za vsako obrnljivo matriko A ∈ Cn×n, obstaja tudi za AT . Torej lahko zapi²emo
AT = SO. Sledi, da je A = (AT )T = OTST . Ker je O ortogonalna in S simetri£na, je
A = O−1S = O1S1. Dokaºimo sedaj, da obstaja razcep A = SO. e je to res, potem
iz A = SO sledi AT = O−1S in AAT = S2. Utemeljimo, da taka simetri£na matrika
S obstaja. Ker je AAT obrnljiva matrika ((AAT )−1 = (A−1)TA−1), po trditvi 2.12
obstaja tak polinom p(x), da za S = p(AAT ) velja S2 = AAT . Matrika AAT je
simetri£na, zato je matrika S vsota samih simetri£nih matrik in je posledi£no tudi
sama simetri£na. Deﬁnirajmo O = S−1A. Preverimo, da je tako deﬁnirana matrika
O ortogonalna.
OOT = S−1AAT (ST )−1 = S−1(AAT )S−1 = (S−1S)(SS−1) = I
OTO = AT (S−1)TS−1A = AT (S2)−1A = AT (AAT )−1A = (AT (AT )−1)(A−1A) = I
Vidimo, da matriko A res lahko zapi²emo kot produkt simetri£ne in ortogonalne
matrike. □
Trditev 3.2. e sta dve kompleksni simetri£ni matriki podobni, potem sta ortogo-
nalno podobni.
Dokaz. e obstaja obrnljiva matrika T , da je B = T−1AT , trdimo, da obstaja taka
ortogonalna matrika O, da je B = O−1AO. Ker sta matriki A in B simetri£ni, je
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B = BT , torej
·T/ T−1AT = T TA(T−1)T / · T T ,
A(TT T ) = (TT T )A.
Ker je matrika T obrnljiva, po dokazu prej²nje trditve obstaja polinom p(x), da za
S = p(TT T ) velja TT T = S2. Ker matrika A komutira s TT T , komutira tudi s S.
e deﬁniramo O = S−1T , lahko zapi²emo
B = (SO)−1ASO = O−1S−1ASO = O−1S−1SAO = O−1AO,
zato sta si A in B res ortogonalno podobni. □
3.2. Kanoni£na forma.
Trditev 3.3. Za vsako nilpotentno Jordanovo celico obstaja kompleksna simetri£na
matrika, ki ji je podobna.
Dokaz. Naj bo H Jordanova celica velikosti n × n. Dokazujemo, da obstaja taka
kompleksna simetri£na matrika S, da je S = THT−1. Poi²£imo prehodno matriko
T , da bo to res.
S = THT−1 = ST = (T T )−1HTT T
(T TT )H = HT (T TT ).
Simetri£na matrika S obstaja natanko tedaj, ko je izpolnjen pogoj V H = HTV ,
kjer je T TT = −2iV (faktor −2i dodamo le zaradi enostavnej²e oblike formul, ki
sledijo). Oglejmo si, kak²na je matrika V .⎡⎢⎢⎢⎣
v11 v12 · · · v1n
v21 · · · · · · v2n
...
...
vn1 · · · · · · vnn
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . . 1
0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0
1
. . .
. . .
. . .
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣
v11 v12 · · · v1n
v21 · · · · · · v2n
...
...
vn1 · · · · · · vnn
⎤⎥⎥⎥⎦
Oglejmo si (i, j)-ti £len na obeh straneh zgornje enakosti. e je i = 1, velja:
j = 1⇒ 0 = 0,
j > 1⇒ v1,j−1 = 0.
e je i > 1, velja:
j = 1⇒ 0 = vi−1,1,
j > 1⇒ vi,j−1 = vi−1,j.
Takoj sledi, da ima matrika V nad antidiagonalo same ni£le. S primerjanjem ostalih
£lenov vidimo, da je V oblike
V =
⎡⎢⎢⎢⎢⎣
0 · · · 0 a0
... . .
.
. .
.
a1
0 . .
.
. .
. ...
a0 a1 · · · an−1
⎤⎥⎥⎥⎥⎦ .
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Za nas je dovolj najti eno prehodno matriko T , da bo T TT = −2iV in V H = HTV ,
zato deﬁnirajmo
V =
⎡⎢⎢⎢⎢⎣
0 · · · 0 1
... . .
.
. .
.
0
0 . .
.
. .
. ...
1 0 · · · 0
⎤⎥⎥⎥⎥⎦ .
Zahtevali bomo tudi, da je prehodna matrika T simetri£na, T = T T . Tako dobimo
za T pogoj
(1) T 2 = −2iV.
Ker je V obrnljiva, po trditvi 2.12 obstaja polinom p(x), da za T = p(−2iV ) velja
T 2 = −2iV . Ker je V 2 = I, lahko zapi²emo T = aI + bV in vstavimo v pogoj (1).
a2I + 2abV + b2I = −2iV.
Ker sta I in V linearno neodvisni, sledi, da mora veljati
a2 + b2 = 0,
2ab = −2i.
Lahko vzamemo a = 1 in b = −i. Prehodna matrika T je torej enaka T = I−iV . □
Kak²na je potem simetri£na matrika S? Ker je V obrnljiva in velja (1), je tudi T
obrnljiva matrika.
TT = −2iV
T = −2iV T−1
T−1 =
i
2
TV =
i
2
(I − iV )V = i
2
V +
1
2
I
Simetri£na matrika S je deﬁnirana kot S = THT−1 = 1
2
(I − iV )H(I + iV ). Ker po
na²ih zahtevah velja V H = HTV , vidimo, da je
S =
1
2
(HT +H) +
i
2
(HV − V H),
S =
1
2
⎡⎢⎢⎢⎢⎣
0 1
1
. . .
. . .
. . .
. . . 1
1 0
⎤⎥⎥⎥⎥⎦+ i2
⎡⎢⎢⎢⎢⎣
1 0
. .
.
. .
. −1
1 . .
.
. .
.
0 −1
⎤⎥⎥⎥⎥⎦ .
Posledica 3.4. Za vsako Jordanovo formo J(A) obstaja kompleksna simetri£na
matrika, ki ji je podobna.
Dokaz. Naj bo J(A) = diag(λ1In1 +Hn1 , . . . , λsIns +Hns) Jordanova forma za ma-
triko A. Tu so λjInj +Hnj bloki na diagonali, ki so Jordanove celice, nj so velikosti
celic, λj pa so lastne vrednosti matrike A, ki niso nujno razli£ne. Za vsako matriko
Hnj smo v dokazu trditve 3.3 poiskali simetri£no formo, zato lahko zapi²emo
Snj = TnjHnj(Tnj)
−1
za vsak j = 1, . . . , s. Torej je
λjInj + Snj = Tnj(λjInj +Hnj)(Tnj)
−1.
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Simetri£na transformacija Jordanove forme je oblike
S = diag(λ1In1 + Sn1 , . . . , λsIns + Sns),
kjer je prehodna matrika T = diag(Tn1 , . . . , Tns), torej
S = TJ(A)T−1. □
Posledica 3.5. Vsaka matrika A ∈ Cn×n je podobna simetri£ni matriki iz posledice
3.4.
Dokaz. Vsaka matrika A je podobna svoji Jordanovi formi J(A), prav tako pa je
vsaka Jordanova forma podobna simetri£ni matriki, ki smo jo poiskali v dokazu
posledice 3.4, zato velja
A = PJP−1 = PT−1STP−1 = (TP−1)−1S(TP−1).
Res je A podobna simetri£ni matriki S. □
Izrek 3.6. Vsaka kompleksna simetri£na matrika A ∈ Cn×n je ortogonalno podobna
simetri£ni matriki S, ki jo dobimo iz pripadajo£e Jordanove forme J(A).
Dokaz. Izrek sledi iz trditve 3.2 in posledice 3.5. □
Primer 3.7. Oglejmo si simetri£no kompleksno matriko A velikosti 5× 5.
A =
⎡⎢⎢⎢⎢⎣
2 i 0 0 0
i 0 0 0 0
0 0 1 0 1
0 0 0 1 i
0 0 1 i 1
⎤⎥⎥⎥⎥⎦ .
Karakteristi£ni polinom za to matriko je ∆A(λ) = −(λ − 1)5, minimalni polinom
pa mA(λ) = (λ − 1)3. Lastni podprostor je dvorazseºen, lastna vektorja pa sta
v1 = (1, i, 0, 0, 0) in v2 = (0, 0, 1, i, 0). Jordanova forma za to matriko je
J(A) = P−1AP =
⎡⎢⎢⎢⎢⎣
1 1 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1
⎤⎥⎥⎥⎥⎦ ,
kjer je
P =
⎡⎢⎢⎢⎢⎣
0 0 0 −i −i
0 0 0 1 0
−i 0 −i 0 0
1 0 0 0 0
0 −i 0 0 0
⎤⎥⎥⎥⎥⎦ .
Simetri£na forma, ki jo dobimo po na²i izpeljavi, pa je
S = TJ(A)T−1 =
⎡⎢⎢⎢⎢⎣
1 1+i
2
0 0 0
1+i
2
1 1−i
2
0 0
0 1−i
2
1 0 0
0 0 0 1 + i
2
1
2
0 0 0 1
2
1− i
2
⎤⎥⎥⎥⎥⎦ .
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Pri tem je
T =
⎡⎢⎢⎢⎢⎣
1 0 −i 0 0
0 1− i 0 0 0
−i 0 1 0 0
0 0 0 1 −i
0 0 0 −i 1
⎤⎥⎥⎥⎥⎦ .
Za na²o matriko A torej velja A = (TP−1)−1S(TP−1). Ozna£imo
Q := TP−1 =
⎡⎢⎢⎢⎢⎣
0 0 1 1 + i 0
0 0 0 0 1 + i
0 0 i −1− i 0
1 1 + i 0 0 0
i −1− i 0 0 0
⎤⎥⎥⎥⎥⎦ .
Ker je A = Q−1SQ, po trditvi 3.2 obstaja prehodna ortogonalna matrika O, da je
A = O−1SO, in sicer O = S˜
−1
Q, zato moramo poiskati ²e S˜ =
√︁
QQT . To bomo
storili tako, da bomo najprej poiskali
√︁
J(QQT ).
QQT =
⎡⎢⎢⎢⎢⎣
1 + 2i 0 −i 0 0
0 2i 0 0 0
−i 0 −1 + 2i 0 0
0 0 0 1 + 2i −i
0 0 0 −i −1 + 2i
⎤⎥⎥⎥⎥⎦ = P˜ J(QQT )P˜−1
=
⎡⎢⎢⎢⎢⎣
0 0 i i 0
0 0 0 0 1
0 0 1 0 0
i i 0 0 0
1 0 0 0 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
2i 1 0 0 0
0 2i 0 0 0
0 0 2i 1 0
0 0 0 2i 0
0 0 0 0 2i
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
0 0 0 0 1
0 0 0 −i −1
0 0 1 0 0
−i 0 −1 0 0
0 1 0 0 0
⎤⎥⎥⎥⎥⎦
Kot smo videli v poglavju 2.1, je»
J(QQT ) =
⎡⎣√︁J2(2i) 0 00 √︁J2(2i) 0
0 0
√︁
J1(2i)
⎤⎦ ,
pri £emer je
√︁
J2(2i) =
√
2iI2+
1
2
√
2i
H2 in
√︁
J1(2i) =
√
2i. Za koren iz kompleksnega
²tevila z = reiφ izberemo
√
z =
√
rei
φ
2 , zato je
√
i =
√
2
2
+ i
√
2
2
. Velja torej
√︁
J1(2i) =
1 + i in zato »
J(QQT ) =
⎡⎢⎢⎢⎢⎣
1 + i 1
2(1+i)
0 0 0
0 1 + i 0 0 0
0 0 1 + i 1
2(1+i)
0
0 0 0 1 + i 0
0 0 0 0 1 + i
⎤⎥⎥⎥⎥⎦ ,
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zato je
S˜ = P˜
»
J(QQT )P˜
−1=
⎡⎢⎢⎢⎢⎢⎣
1+4i
2(1+i)
0 −i
2(1+i)
0 0
0 1 + i 0 0 0
−i
2(1+i)
0 −1+4i
2(1+i)
0 0
0 0 0 1+4i
2(1+i)
−i
2(1+i)
0 0 0 −i
2(1+i)
−1+4i
2(1+i)
⎤⎥⎥⎥⎥⎥⎦ .
Inverz te matrike je
S˜
−1
=
⎡⎢⎢⎢⎢⎣
5−3i
8
0 1−i
8
0 0
0 1−i
2
0 0 0
1−i
8
0 3−5i
8
0 0
0 0 0 5−3i
8
1−i
8
0 0 0 1−i
8
3−5i
8
⎤⎥⎥⎥⎥⎦ .
Ker je O = S˜
−1
Q, je ortogonalna prehodna matrika enaka
O =
⎡⎢⎢⎢⎢⎣
0 0 3−i
4
3+i
4
0
0 0 0 0 1
0 0 3+i
4
−3+i
4
0
3−i
4
3+i
4
0 0 0
3+i
4
−3+i
4
0 0 0
⎤⎥⎥⎥⎥⎦ . ♢
4. Izotropi£ni vektorji
V teoriji kompleksnih simetri£nih matrik imajo pomembno vlogo izotropi£ni vek-
torji. Zato bo za na²o obravnavo diagonalizabilnosti kompleksnih simetri£nih ma-
trik smiselno za kompleksne vektorje deﬁnirati skalarni produkt in dolºino vektorja
kot za realne vektorje, in sicer brez konjugiranja. Simetri£no kompleksno matriko
namre£ lahko diagonaliziramo natanko tedaj, ko ima vsak lasten podprostor orto-
normirano bazo glede na ta skalarni produkt. To pomeni, da ne sme vsebovati
vektorjev z dolºino 0. e za kompleksno simetri£no matriko A obstaja lasten pod-
prostor Sλ = ker(A− λI), katerega vsaka ortogonalna baza vsebuje kak izotropi£ni
vektor, matrike A ne moremo diagonalizirati. Vsak tak lastni podprostor Sλ lahko
zapi²emo kot direktno vsoto dveh ortogonalnih podprostorov U in V , Sλ = U ⊕ V ,
kjer ima U ortonormirano bazo, V pa vsebuje le izotropi£ne vektorje.
Trditev 4.1. Kompleksna simetri£na matrika A ∈ Cn×n je podobna diagonalni
matriki natanko tedaj, ko ji je ortogonalno podobna.
Dokaz. Sledi iz trditve 3.2. □
e je torej A podobna diagonalni matriki D, obstaja taka ortogonalna matrika
O, da je A = ODO−1 = ODOT . Naj bo O = [v1 · · ·vn], kjer so vi stolpci matrike
O. Ker je O ortogonalna, velja⎡⎢⎣v
T
1
...
vTn
⎤⎥⎦ [︁v1 · · · vn]︁ = I.
To je natanko tedaj, ko velja
vTi vj =
®
1; £e i = j,
0; sicer.
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Vemo, da so stolpci matrike O lastni vektorji matrike A. e v vsaki ortogonalni
bazi nekega lastnega podprostora matrike A obstaja neni£elni vektor v, za katerega
velja, da je vTv = 0, matrika A ni diagonalizabilna. V tem kontekstu zato deﬁniramo
skalarni produkt ter kvadratno dolºino vektorja, kot sledi v nadaljevanju, nato pa
uvedemo ²e pojem izotropi£nega vektorja.
Deﬁnicija 4.2. Skalarni produkt kompleksnih vektorjev v,u ∈ Cn×n je
⟨v,u⟩ = vTu =
n∑︂
i=1
viui.
Za tako deﬁniran skalarni produkt za vse x,y, z ∈ Cn in α ∈ C veljajo naslednje
lastnosti:
• ⟨x,y⟩ = ⟨y,x⟩
• ⟨αx,y⟩ = ⟨x, αy⟩ = α⟨x,y⟩
• ⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩
• ⟨x,y + z⟩ = ⟨x,y⟩+ ⟨x, z⟩
Pri obi£ajnem skalarnem produktu namesto prve to£ke velja ⟨x,y⟩ = ⟨y,x⟩. Velja
pa tudi ⟨x,x⟩ ≥ 0, kar za na² skalarni produkt ne velja.
Deﬁnicija 4.3. Kvadrat dolºine vektorja v ∈ Cn je
||v||2 = vTv =
n∑︂
i=1
vi
2.
Tako je obi£ajna kvadratna dolºina vektorja deﬁnirana za realne vektorje. Pri
kompleksnih vektorjih lahko v splo²nem zavzame katerokoli kompleksno vrednost,
saj so komponente vi kompleksna ²tevila.
Deﬁnicija 4.4. Vektor v ̸= 0 je izotropi£en, £e velja ||v||2 = 0.
Pri realnih simetri£nih matrikah lastni vektorji tvorijo ortogonalno bazo prostora.
Ker lahko vsak neni£eln realen vektor normiramo, lahko z normiranjem pridemo
do ortonormirane baze. V kompleksnem pa se nam lahko zgodi, da naletimo na
izotropi£en vektor dolºine 0, ki ga ne moremo normirati. Zato si oglejmo nekaj
rezultatov o tem, kdaj in kako lahko v kompleksnem v povezavi z izotropi£nimi
vektorji pridemo do ortonormirane baze. Ve£ pa lahko preberemo v [2].
4.1. Ortogonalizacija. Dogovorimo se, da bo v nadaljevanju ei ∈ Cn ozna£eval
i-ti standardni bazni vektor, ei = (0, . . . , 0, 1, 0, . . . , 0), kjer je 1 na i-tem mestu.
Lema 4.5. e sta neni£elna vektorja ortogonalna, ne sledi, da sta tudi linearno
neodvisna.
Dokaz. Naj bosta vektorja v =
ï
1
i
ò
in u =
ï
α
β
ò
ortogonalna. Torej za skalarni
produkt velja vTu = α+ iβ = 0, zato β = iα. Torej je u =
ï
α
β
ò
= α
ï
1
i
ò
= αv, kjer
je α ∈ C. Sledi, da sta vektorja u in v linearno odvisna. □
Opomba 4.6. V dokazu smo spotoma videli, da ni drugega vektorja, ki bi bil orto-
gonalen vektorju
ï
1
i
ò
, razen njega samega, skupaj z ve£kratniki. Nobena ortogonalna
baza za C2 torej ne vsebuje vektorja
ï
1
i
ò
.
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Lema 4.7. e so neni£elni vektorji v1, . . . ,vr ∈ Cn, kjer je r ≤ n, ortogonalni in
niso izotropi£ni, potem so linearno neodvisni.
Dokaz. Dokaºimo, da je linearna kombinacija vektorjev v1, . . . ,vr enaka 0 natanko
tedaj, ko so vsi koeﬁcienti enaki 0.
vTj · / α1v1 + · · ·+ αrvr = 0
αjv
T
j vj = 0
Ker vektor vj ni izotropi£en, je αj = 0 za vsak j = 1, . . . , r. To pa ravno pomeni,
da so vektorji v1, . . . ,vr linearno neodvisni. □
Lema 4.8. Naj bodo vektorji v1, . . . ,vr, kjer je r < n, ortonormirani vektorji v Cn.
Potem obstaja tak vektor vr+1, da so v1, . . . ,vr,vr+1 spet ortonormirani.
Dokaz. Naj bo e1, . . . , en standardna baza v Cn. Najve£ r standardnih baznih
vektorjev pripada Lin{v1, . . . ,vr}. Preindeksirajmo vektorje ei in ozna£imo, da
Lin{v1, . . . ,vr} pripadajo vektorji e1, . . . , es, kjer je 0 ≤ s ≤ r. Naj bo
uk := ek −
r∑︂
i=1
v
(k)
i vi; s < k ≤ n,
kjer je
v
(k)
i = v
T
i ek; i = 1, . . . , r.
Preverimo, da je uk ortogonalen na v1, . . . ,vr.
uTk vj =
(︄
eTk −
r∑︂
i=1
v
(k)
i v
T
i
)︄
vj = e
T
k vj −
r∑︂
i=1
v
(k)
i v
T
i vj = v
(k)
j − v(k)j = 0
Poglejmo, kak²en je kvadrat dolºine vektorja uk.
||uk||2 =
(︄
eTk −
r∑︂
i=1
v
(k)
i v
T
i
)︄(︄
ek −
r∑︂
i=1
v
(k)
i vi
)︄
= 1− 2
r∑︂
i=1
v
(k)
i v
(k)
i +
r∑︂
i=1
(v
(k)
i )
2
= 1−
r∑︂
i=1
(v
(k)
i )
2
e obstaja tak k, s < k ≤ n, da je ||uk||2 ̸= 0, ga lahko normiramo in dobljen vektor
ozna£imo z vr+1. Potem so v1, . . . ,vr,vr+1 ortonormirani vektorji. Dokaºimo ²e, da
je to edina moºnost in da pridemo v protislovje, £e predpostavimo, da je ||uk||2 = 0
za vsak k, za katerega velja s < k ≤ n.
Vemo, da za vsak m, 1 ≤ m ≤ s, obstajajo take konstante βmj , da je
em =
r∑︂
j=1
βmj vj,
saj so e1, . . . , es linearno odvisni od v1, . . . ,vr. Dalje lahko vidimo, da so te kon-
stante pravzaprav m-te komponente vektorjev v1, . . . ,vr.
v
(m)
j = v
T
j em = v
T
j
r∑︂
i=1
βmi vi = v
T
j β
m
j vj = β
m
j .
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Za m, 1 ≤ m ≤ s, torej velja
1 = ||em||2 =
⃓⃓⃓⃓
⃓⃓
⃓⃓⃓⃓
⃓⃓ r∑︂
j=1
βmj vj
⃓⃓⃓⃓
⃓⃓
⃓⃓⃓⃓
⃓⃓
2
=
r∑︂
j=1
(βmj )
2 =
r∑︂
j=1
(v
(m)
j )
2.
Ker smo predpostavili, da je ||uk||2 = 0 za vsak k, kjer je s < k ≤ n, potem sledi
1 =
r∑︂
j=1
(v
(k)
j )
2; 1 ≤ k ≤ n.
Torej je
n =
n∑︂
k=1
r∑︂
j=1
(v
(k)
j )
2 =
r∑︂
j=1
n∑︂
k=1
(v
(k)
j )
2 =
r∑︂
j=1
||vj||2 = r.
Pri²li smo do protislovja s predpostavko, da je r < n. □
Izrek 4.9. e so vektorji v1, . . . ,vr iz Cn ortonormirani, potem obstajajo taki vek-
torji vr+1, . . . ,vn, da so v1, . . . ,vr,vr+1, . . . ,vn spet ortonormirani vektorji, ki tvo-
rijo bazo Cn.
Dokaz. Dokaz poteka z indukcijo in uporabo leme 4.8. □
Dokazali smo, da lahko ortonormirano mnoºico vektorjev vedno dopolnimo do
ortonormirane baze za cel prostor Cn. Ortogonalna matrika, ki ortonormirano bazo
v1, . . . ,vn preslika v standardno bazo e1, . . . , en, je
P =
⎡⎢⎣v
T
1
...
vTn
⎤⎥⎦ .
Toda kot bomo videli v naslednjem primeru, ni moºno vedno skonstruirati ortonor-
mirane baze za dani podprostor. V prostoru Cn, kjer je n > 2, obstaja dvorazseºen
podprostor S ≤ Cn, ki ima bazo brez izotropi£nih vektorjev, toda nima baze iz
ortonormiranih vektorjev.
Primer 4.10. Naj bo C3 vektorski prostor. Oglejmo si njegov podprostor S, ki je
podan kot S = Lin{(1, 0, 0), (1, 1, i)} = Lin{e1, z}. Vidimo, da vektorja e1 in z nista
izotropi£na. elimo poiskati ortonormirano bazo za S. Naj bosta vektorja v,u ∈ S
poljubna. Oba lahko zapi²emo kot linearno kombinacijo baznih vektorjev, in sicer
v = αe1 + βz, u = γe1 + δz. Zanju velja, da nista izotropi£na natanko tedaj, ko
(α+ β)2 ̸= 0 oz. (γ + δ)2 ̸= 0. Njun skalarni produkt je vTu = (α+ β)(γ + δ) ̸= 0,
torej v in u nista ortogonalna. ♢
Lema 4.11. Vsak dvorazseºen podprostor S ≤ Cn vsebuje izotropi£en vektor.
Dokaz. e so vsi vektorji v podprostoru S izotropi£ni, je lema dokazana. Sicer ob-
staja vektor v1 ∈ S, ki ni izotropi£en. Zato lahko predpostavimo, da je normiran.
Ker je S dvorazseºen vektorski podprostor, obstaja vektor v2, ki je linearno ne-
odvisen od vektorja v1. e je v2 izotropi£en vektor, je lema dokazana. Sicer pa
brez ²kode za splo²no vektor v2 normiramo. e izberemo taka skalarja α, β, da je
α2 + 2αβvT1 v2 + β
2 = 0, je vektor αv1 + βv2 izotropi£en. □
Lema 4.12. Naj bo S ≤ Cn. Naslednje trditve so ekvivalentne.
(1) Vsaka baza za S vsebuje izotropi£en vektor.
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(2) Vsaka baza za S je iz samih izotropi£nih vektorjev.
(3) Vsi elementi prostora S so izotropi£ni vektorji.
Dokaz. Da iz (3) sledi (1), je o£itno. Privzemimo (2). e bi v S obstajal ne-
izotropi£en vektor, bi ga lahko normirali in dopolnili do neke baze za S. To bi
bilo v nasprotju s predpostavko, da je vsaka baza iz izotropi£nih vektorjev. To-
rej smo dokazali implikacijo (2) ⇒ (3). Dokaºimo ²e implikacijo ¬(2) ⇒ ¬(1).
Predpostavimo, da v S obstaja baza, ki ni iz samih izotropi£nih vektorjev. Poka-
zati ºelimo, da potem obstaja baza, ki ne vsebuje nobenega izotropi£nega vektorja.
Naj bo w1, . . . ,ws,ws+1, . . . ,wr baza za S, kjer so w1, . . . ,ws izotropi£ni vektorji,
ws+1, . . . ,wr pa niso izotropi£ni. Potem je w1 + c1wr, . . . ,ws + crwr,ws+1, . . . ,wr
baza brez izotropi£nih vektorjev, £e za ci, i = 1, . . . , s, velja ci ̸= 0 in ci ̸= −2w
T
i wr
||wr||2 .
Res, saj je v tem primeru kvadrat dolºine
||wi + ciwr||2 = wTi wi + 2ciwTi wr + c2i ||wr||2 = ci(2wTi wr + ci||wr||2)
razli£en od 0, zato so vsi vektorji v novi bazi neizotropi£ni. □
Iz tega, kar smo povedali do sedaj, lahko sklepamo, da obstajajo trije tipi pod-
prostorov vektorskega prostora Cn:
(a) Podprostori, za katere obstaja ortonormirana baza.
(b) Podprostori, za katere obstaja baza brez izotropi£nih vektorjev, toda ne ob-
staja ortonormirana baza.
(c) Podprostori, ki vsebujejo le izotropi£ne vektorje.
Lema 4.13. Vsak vektorski podprostor S ≤ Cn tipa (b) je direktna vsota ortogonal-
nih podprostorov tipov (a) in (c).
Dokaz. Naj bo v1, . . . ,vr baza S brez izotropi£nih vektorjev. Brez ²kode za splo²nost
lahko privzamemo, da je ||v1||2 = 1. Po izreku 4.9 obstaja taka n×n ortogonalna ma-
trika R, da velja Rv1 = e1. Vektorji e1,x2, . . . ,xr, kjer je xi = Rvi− (eT1Rvi)e1 za
i = 2, . . . , r, tvorijo bazo prostora RS. e je A = Lin{e1} in B = Lin{x2, . . . ,xr},
vidimo, da je RS = A ⊕ B, saj je e1 linearno neodvisen od ostalih vektorjev v
bazi in je zato A ∩ B = {0}. Poleg tega sta prostora A in B ortogonalna. Res,
vektor e1 je pravokoten na vse xi, saj je eT1 xi = e
T
1Rvi − eT1 (eT1Rvi)e1 = 0 za vse
i = 2, . . . , r. Ker je RS direktna vsota podprostorov A in B ter je R ortogonalna
matrika, je S = RTA⊕ RTB. Pri tem sta zaradi ortogonalnosti podprostorov A in
B tudi prostora RTA in RTB ortogonalna. Velja ²e, da je RTA prostor tipa (a), saj
zanj obstaja ortonormirana baza. Prostor RTB ne more biti tipa (a), saj je S po
predpostavki tipa (b). e je tipa (b), ga lahko zapi²emo kot direktno vsoto prostorov
tipa (a) in ²e nekega prostora. Postopek se kon£a v najve£ r korakih. □
Opomba 4.14. Vsak podprostor Cn je direktna vsota ortogonalnih podprostorov
tipov (a) in (c).
Lema 4.15. Naj bo S ≤ Cn. e obstaja ortonormirana baza za S, potem lahko
vsako ortonormirano mnoºico vektorjev iz S dopolnimo do ortonormirane baze za S.
Dokaz. Naj bo v1, . . . ,vr ortonormirana baza za S. Naj bo w1, . . . ,ws ortonormi-
rana mnoºica S, ki ni baza. Torej je s < r. Naj bo R ortogonalna matrika, ki preslika
bazo v1, . . . ,vr v standardno bazo e1, . . . , er. Ozna£imo w∗i := Rwi, i = 1, . . . , s.
Vektorji w∗i so linearna kombinacija standardnih baznih vektorjev e1, . . . , er, saj
je RS ≤ Cr. Po izreku 4.9, ki ga uporabimo za prostor Cr, lahko ortonormirano
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mnoºico vektorjev w∗1, . . . ,w
∗
s dopolnimo do ortonormirane baze za prostor RS, in
sicer w∗1, . . . ,w
∗
s ,ys+1, . . . ,yr. Ozna£imo wj := R
−1yj, j = s + 1, . . . , r. Potem je
w1, . . . ,ws,ws+1, . . . ,wr ortonormirana baza za S. □
4.2. Diagonalizacija. Ogledali si bomo izrek, ki pove, kdaj je kompleksna sime-
tri£na matrika A ∈ Cn×n diagonalizabilna. Ozna£imo Sλ := ker(A−λI). Pri dokazu
izreka pa bomo potrebovali ²e naslednjo lemo.
Lema 4.16. Lastni vektorji simetri£ne matrike A, ki pripadajo razli£nim lastnim
vrednostim, so ortogonalni.
Dokaz. Naj bo
Av = λv in Au = µu za λ ̸= µ.
tevilo uTAv lahko zapi²emo na dva na£ina, in sicer
uTAv = uTλv = λuTv,
uTAv = (Au)Tv = (µu)Tv = µuTv.
Sledi torej
λuTv = µuTv,
(λ− µ)uTv = 0.
Ker λ ̸= µ, je uTv = 0. □
Izrek 4.17. Simetri£na matrika A je ortogonalno podobna diagonalni matriki na-
tanko tedaj, ko vsak lastni podprostor Sλ vsebuje ortonormirano bazo.
Dokaz. (⇒) A je ortogonalno podobna diagonalni matriki, zato obstaja ortogonalna
prehodna matrika P , ki ima ortonormirane stolpce. Ti so ravno lastni vektorji
matrike A. Ker tvorijo ortonormirano bazo za cel prostor, tvorijo tudi ortonormirane
baze za lastne podprostore Sλ.
(⇐) e unija ortonormiranih baz za lastne podprostore Sλ ni ortonormirana baza
za Cn, potem je po lemi 4.16 ta unija iz ortonormiranih vektorjev v1, . . . ,vr, kjer
je r < n. Po izreku 4.9 obstajajo taki vektorji vr+1, . . . ,vn, da je P = [v1, . . . ,vn]
ortogonalna matrika. Posledi£no je
P TAP =
ï
D 0
0 B
ò
,
kjer je D diagonalna matrika, ki ima na diagonali lastne vrednosti matrike A, in
B = [vTi Avj]
n
i,j=r+1, kompleksna simetri£na matrika. Matrika B ima iste lastne
vredosti kot matrika A, £e od²tejemo tiste lastne vrednosti, ki so na diagonali matrike
D. Ker je r < n, obstajata za matriko B lastna vrednost λ in pripadajo£ lastni
vektor u. Prav tako ima matrika A lastno vrednost λ in pripadajo£ lastni vektor
Pv, kjer je v =
ï
0
u
ò
; Pv leºi v lastnem podprostoru Sλ matrike A. Prepri£ajmo se,
da je vektor Pv linearno neodvisen od v1, . . . ,vr.
r∑︂
i=1
αivi + βPv = 0 ⇔
r∑︂
i=1
αiv
T
j vi + β(v
T
j P )v = 0; za vsak j, 1 ≤ j ≤ r
To pa je natanko tedaj, ko je αj + β · 0 = 0 za vsak j, 1 ≤ j ≤ r, torej natanko
tedaj, ko za koeﬁciente velja α1 = · · · = αr = β = 0. Ker je vektor Pv res linearno
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neodvisen od v1, . . . ,vr, baza za lastni podprostor Sλ ni podmnoºica linearne ogri-
nja£e vektorjev v1, . . . ,vr. To pa je v nasprotju s predpostavko. Sklepamo lahko, da
je unija ortonormiranih baznih vektorjev za lastne podprostore matrike A res baza
za Cn. □
4.3. Invariantni podprostori. e obstaja kak lasten podprostor matrike A, ki ne
vsebuje ortonormirane baze, procesa diagonalizacije ne moremo izvesti. V nadalje-
vanju si oglejmo nekaj lastnosti takih podprostorov.
Lema 4.18. e je S podprostor prostora Cn in je vsaka njegova baza iz samih
izotropi£nih vektorjev, potem je dimS = r ≤ 1
2
n.
Dokaz. Naj bo u1, . . . ,ur baza za S. Brez ²kode za splo²nost lahko privzamemo,
da je u1 = (1, α1, . . . , αn−1). Ker je u1 izotropi£en, je α21 + · · · + α2n−1 = −1.
Vektor w′1 = (−iα1, . . . ,−iαn−1) ∈ Cn−1 je ortonormiran. Po izreku 4.9 obstaja
ortonormirana baza w′1, . . . ,w
′
n−1 za prostor Cn−1, ki vsebuje vektor w′1. Naj bo
wj =
ï
0
w′j
ò
, j = 1, . . . , n− 1. Potem je e1,w1,w2, . . . ,wn−1 ortonormirana baza za
Cn. Ortogonalna matrika R, ki prvo koordinato pusti nespremenjeno in za katero
velja Ru1 = v1 = (1, i, 0, . . .), je
R =
⎡⎢⎢⎢⎣
eT1
wT1
...
wTn−1
⎤⎥⎥⎥⎦ .
Za 2 ≤ j ≤ n naj bo Ruj = γjzj, kjer je γj konstanta in zj = (aj1, aj2, . . . , ajn) vektor,
pri katerem je aj1 = 0 ali 1. Baza za RS je {Ru1, . . . , Rur} = {v1, γ2z2, . . . , γrzr}.
e vektorje γjzj nadomestimo z vektorji zj−v1 = (aj1−1, aj2− i, aj3, . . . , ajn), dobimo
novo bazo. Ker iz predpostavke po lemi 4.12 sledi, da je vsak vektor v S izotropi£en,
je tak tudi zj − v1. Zato mora veljati
0 = (aj1 − 1)2 + (aj2 − i)2 + (aj3)2 + · · ·+ (ajn)2.
Ker je tudi vsak vektor zj izotropi£en, velja
0 = (aj1)
2 + (aj2)
2 + · · ·+ (ajn)2.
Iz obeh enakosti torej dobimo pogoj aj2 = ia
j
1. e za neki j, 2 ≤ j ≤ n, velja, da
je aj1 = 0, potem ima zj prvi dve koordinati ni£elni, zj = (0, 0, a
j
3, . . . , a
j
n). e pa
je aj1 = 1, potem ima prvi dve koordinati ni£elni vektor zj − v1 = (0, 0, aj3, . . . , ajn).
Sledi, da ima RS bazo v1,v2, . . . ,vr, kjer je za j > 1 na primer vi = zi oz. vi =
zi − v1 in imajo zato vsi vektorji v2, . . . ,vr prvi dve koordinati enaki 0.
Enak postopek lahko zdaj ponovimo na vektorjih v2, . . . ,vr, in sicer je v2 brez
²kode za splo²nost oblike (0, 0, 1, α1, . . . , αn−3) itd. Nadaljujemo do konca. Postopek
se ne more kon£ati z vektorjem, ki bi imel neni£elno le zadnjo komponento, saj vektor
oblike (0, . . . , 0, α) ne more biti izotropi£en. Sledi, da je res dimS = r ≤ 1
2
n. □
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Naj bo n sod in dimS = 1
2
n. Naj G ozna£uje podprostor Cn, in sicer G =
Lin{g1, g2, . . . gn
2
}, kjer je
g1 = (1, i, 0, 0, 0, 0 . . .),
g2 = (0, 0, 1, i, 0, 0 . . .),
g3 = (0, 0, 0, 0, 1, i . . .),
. . .
gn
2
= (0, 0, 0, 0, . . . , 1, i).
Iz dokaza leme 4.18 sledi, da je G ortogonalna slika prostora S. Velja, da je G sam
sebi ortogonalen. Res, vektor w = (α1, α2, α3, α4 . . . , αn) je ortogonalen G natanko
tedaj, ko je 0 = α1 + iα2 = α3 + iα4 = · · · = αn−1 + iαn, kar je natanko tedaj, ko
w = (α1, iα1, α3, iα3, . . . , αn−1, iαn−1) ∈ G (podobno smo videli ºe v dokazu leme
4.5). Naj bo M simetri£na n × n matrika, ki ima vse lastne vrednosti enake 0
in vse lastne vektorje izotropi£ne. Naj bo S lastni podprostor matrike M , ki ima
dimenzijo r ≤ 1
2
n. To pomeni, da ga razpenjajo lastni vektorji matrike M . Po
konstrukciji v dokazu leme 4.18 obstaja ortogonalna matrika R velikosti n × n, ki
bazi£ne vektorje u1, . . . ,ur za S preslika v vektorje g1, . . . , gr. Ozna£imo Gr =
Lin{g1, . . . , gr} podprostor prostora G. Ker je gj = Ruj, 1 ≤ j ≤ r, in
uj ∈ S ⇔Muj = 0⇔ (RMRT )Ruj = 0⇔ RMRTgj = 0,
je Gr lastni podprostor matrike RMRT .
V posebnem primeru, ko je r = 1
2
n (n mora biti sod), pokaºimo, da ima matrika
M same izotropi£ne stolpce. Lastni podprostor S matrike M je v tem primeru
ortogonalna slika prostora G. Sledi, da je podprostor V , ki ga napenjajo vrstice ali
stolpci matrike M (saj je M simetri£na), ortogonalen prostoru S. Res, ker iz v ∈ V
sledi, da obstaja tak w, da je v =Mw, lahko zapi²emo
v ∈ V ⊂ imM ⇒ vTs = (Mw)Ts = wT (Ms) = wT · 0 = 0,
zato je vsak vektor v ∈ V pravokoten na vsak vektor s ∈ S. Ker je S maksimalen
podprostor, ki je sam sebi ortogonalen, je V ⊂ S. Zato so v V le izotropi£ni vektorji
in je vsak stolpec M izotropi£en.
Velja tudi neke vrste obrat. Naj bo M simetri£na n × n matrika, ki ima vse
lastne vrednosti 0. Naj podprostor V ⊂ imM vsebuje le izotropi£ne vektorje in
ima dimenzijo r = 1
2
n. Pokaºimo, da potem lastni podprostor matrike M vsebuje
le izotropi£ne vektorje. Lastni podprostor S je ortogonalen prostoru V . Ker je V
ortogonalna slika prostora G (vsebuje le izotropi£ne vektorje in je dimenzije r = 1
2
n),
je V sam sebi ortogonalen. Torej je S ⊂ V in lastni podprostor matrike M res
vsebuje le izotropi£ne vektorje.
Po lemi 4.18 je r ≤ 1
2
n. Seveda se lahko zgodi r < 1
2
n kot v primeru
M =
⎡⎢⎢⎣
1 i c d
i −1 ic id
c ic 1 i
d id i −1
⎤⎥⎥⎦ ,
kjer za konstanti c, d velja d ̸= ic. Tu ima M vse lastne vrednosti 0 in so lastni
vektorji ve£kratniki (1, i, 0, 0).
Lema 4.19. Za katerikoli podprostor S ≤ Cn obstaja taka kompleksna simetri£na
matrika A, da je S njen lastni podprostor.
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Dokaz. Po lemi 4.13 je S direktna vsota ortogonalnih podprostorov, ki vsebujejo
ortonormirano bazo, ter podprostorov, ki vsebujejo le izotropi£ne vektorje. Po kon-
strukciji v dokazih lem 4.13 in 4.18 pa obstaja taka ortogonalna matrika R, da je
RS direktna vsota podprostorov, generiranih s standardnimi baznimi vektorji, ter
podprostorov, generiranih z vektorji oblike gj. Pri tem za R velja, da:
• ortonormirane baze prostorov preslika v standardne bazne vektorje,
• baze iz izotropi£nih vektorjev preslika v vektorje oblike gj.
Baza za RS je potem oblike
g1 = (1, i, 0, 0, . . .)
g2 = (0, 0, 1, i, . . .)
· · ·
gk = (0, . . . , 1, i, 0, . . .)
e2k+1 = (0, . . . , 0, 0, 1, 0, . . . , 0)
· · ·
e2k+(r−k) = (0, . . . , 0, 0, 0, 0, . . . , 0, 1, 0, . . . , 0)
Ozna£imo
g˜j =
ï
1
i
ò
,
e˜j =
[︁
1
]︁
.
Ker je prostor RS direktna vsota podprostorov, ki so ve£kratniki posameznega ba-
znega vektorja, so matrike, za katere so ti prostori lastni podprostori, potem oblikeï
1 i
i −1
ò
(2)
oz. [︁
0
]︁
.(3)
Splo²na kompleksna simetri£na matrika A, ki ustreza zahtevam, je A = RTBR, kjer
je B blo£no diagonalna iz blokov (2) in (3). Ostane nam ²e zadnji blok, ki je velikosti
(n− r − k)× (n− r − k). Zanj lahko vzamemo kar identiteto. □
Primer 4.20. Matrika velikosti 6×6, katere lastni podprostor je linearna ogrinja£a
vektorjev (1, i, 0, 0, 0, 0), (0, 0, 1, i, 0, 0), (0, 0, 0, 0, 1, 0), je oblike
B =
⎡⎢⎢⎢⎢⎢⎢⎣
1 i 0 0 0 0
i −1 0 0 0 0
0 0 1 i 0 0
0 0 i −1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ . ♢
Iz izpeljave kanoni£ne forme iz Jordanove v poglavju 3.2 vidimo, da za splo²no
n× n kompleksno simetri£no matriko A obstaja taka ortogonalna matrika Q, da je
22
QTAQ blo£no diagonalne oblike⎡⎢⎢⎢⎣
B1 0 0 . . .
0 B2 0 . . .
0 0 B3 . . .
0 0 0
. . .
⎤⎥⎥⎥⎦ ,
kjer je vsak blok Bj ali
• podmatrika velikosti 1× 1 iz lastne vrednosti matrike A ali
• podmatrika oblike λI+M , kjer je λ lastna vrednost matrike A in matrikaM
velikosti q × q, q ≥ 2, za katero velja, da so vse njene lastne vrednosti enake
0 in je lastni podprostor enorazseºen. Ker je Jordanova forma za M iz ene
Jordanove celice velikosti q × q, iz trditve 5.1 sledi, da je lastni podprostor
za M nujno generiran z izotropi£nim vektorjem oz. po lemi 4.12 vsebuje le
izotropi£ne vektorje.
5. Scottova kanoni£na forma
Neodvisno od prej²nje kanoni£ne forme iz poglavja 3, ki smo jo izpeljali iz Jor-
danove forme, bomo pri²li ²e do druge blo£no diagonalne kanoni£ne oblike, ki ji je
vsaka kompleksna simetri£na matrika ortogonalno podobna. Tu se bomo opirali na
£lanek [5].
V nadaljevanju naj bo A ∈ Cn×n kompleksna simetri£na matrika.
Trditev 5.1. e v Jordanovi formi za matriko A za neko lastno vrednost λ ob-
staja Jordanova celica velikosti t × t, kjer je t ≥ 2, potem je bazni vektor lastnega
podprostora Sλ za to celico nujno izotropi£en.
Dokaz. Naj bo v lastni vektor matrike A za lastno vrednost λ.
Av = λv ⇒ (A− λI)v = 0
Ker je t ≥ 2, obstaja tak u, da je v = (A− λI)u, torej (A− λI)2u = 0. elimo, da
je vektor v izotropi£en, zato si oglejmo njegovo kvadratno dolºino.
vT · v = uT (AT − λI)(A− λI)u = uT (AT − λI)2u = uT · 0 = 0 □
Ker je vsaka matrika A podobna svoji Jordanovi formi J(A) in ker sta si podobni
kompleksni simetri£ni matriki po trditvi 3.2 ortogonalno podobni, je bilo pri iskanju
simetri£ne forme S v poglavju 3 dovolj poiskati simetri£no formo za eno Jordanovo
celico λI +H, saj je Jordanova forma J(A) direktna vsota posameznih celic. Tako
lahko pojasnimo, da tudi zdaj zado²£a poiskati simetri£no formo za eno Jordanovo
celico. Vseeno tokrat ne bomo izhajali iz Jordanove celice. Poiskali bomo kanoni£no
simetri£no formo za matrike, ki so podobne Jordanovi celici velikosti n× n, n ≥ 2.
Zanje velja, da imajo n-kratno lastno vrednost λ (tj. algebrai£na ve£kratnost je n) in
enorazseºen lastni podprostor, ki je po trditvi 5.1 generiran z izotropi£nim vektorjem.
Brez ²kode za splo²nost lahko privzamemo, da je lastna vrednost λ enaka 0, sicer bi
matriki le od²teli λI.
5.1. Kompleksne ortogonalne matrike. Za ortogonalno matriko R velja, da je
detR = ±1. e je detR = 1, je R rotacija, sicer je kompozitum rotacije in zrcaljenja.
Pokaºimo, da je najbolj splo²na 2× 2 kompleksna rotacijska matrika oblike
(4) R(x) =
ñ
1
2
(x+ x−1) − i
2
(x− x−1)
i
2
(x− x−1) 1
2
(x+ x−1)
ô
, x ̸= 0, x ∈ C.
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Vzemimo splo²no 2× 2 kompleksno matriko
R =
ï
a b
c d
ò
.
Da bo ta matrika rotacija, morata veljati dva pogoja, in sicer detR = 1 ter RRT = I.
Iz tega dobimo ²tiri ena£be:
ad− bc = 1,
a2 + b2 = 1,
c2 + d2 = 1,
ac+ bd = 0.
V primeru, ko je c = 0, lahko vzamemo x = ±1 in dobimo R(x) = ±I. e je c ̸= 0,
iz zadnje ena£be lahko izrazimo a = − bd
c
. Ko upo²tevamo ²e ostale ena£be, dobimo
R =
ï
a b
−b a
ò
,
kjer velja ²e a2 + b2 = 1. Da dobimo R(x) kot v (4), izberemo x tako, da velja
a = 1
2
(x+ x−1). Sledi, da je x1,2 = a±
√
a2 − 1. Velja pa tudi a2 + b2 = 1, saj jeÅ
1
2
(x+ x−1)
ã2
+
Å
− i
2
(x− x−1)
ã2
= 1.
e vzamemo x = eiϕ za neki ϕ ∈ C, dobimo
ñ
cosϕ sinϕ
− sinϕ cosϕ
ô
.
Vsak neizotropi£en vektor v C2 lahko s primerno matriko R(x) preslikamo v vek-
tor, ki je vzporeden e1. Res, £e je v = ae1 + be2, ga lahko preslikamo v vektor
ce1, c =
√
a2 + b2 ̸= 0, tako da vzamemo cosϕ = a
c
in sinϕ = b
c
. Iz povedanega
sledi, da lahko vsaka dva neizotropi£na vektorja v C2 preslikamo enega v drugega,
£e sta enake neni£elne dolºine, saj lahko vsakega od njiju preslikamo v ve£kratnik
standardnega vektorja e1. Recimo, da sta u in v neizotropi£na ter ||u|| = ||v|| = c.
Potem velja R1(x)u = ce1 ter R2(x)v = ce1. Potem je u = R1(x)TR2(x)v. Za
izotropi£ne vektorje to ne velja. Najbolj splo²en izotropi£en vektor v C2 je oblike
v = a(e1 ± ie2), a ̸= 0. Iz (4) vidimo, da je
R(x)
ï
1
±i
ò
= x±1
ï
1
±i
ò
,
kar pomeni, da R(x) izotropi£ni vektor le pomnoºi z neni£elnim skalarjem. e
vzamemo x = a∓1, lahko v preslikamo v enega izmed vektorjev e1± ie2. Ne moremo
pa z R(x) preslikati e1 + ie2 v e1 − ie2, saj bi potrebovali ²e zrcaljenje, in sicerï
1 0
0 −1
ò
.
Trditev 5.2. e za vektorja v in u iz Cn velja ||v||2 = ||u||2, potem obstaja rotacij-
ska matrika R, da je u = Rv, razen v primeru, ko je n = 2 in sta v,u izotropi£na.
Takrat potrebujemo ortogonalno matriko, ki je kompozitum rotacije in zrcaljenja.
Dokaz. Zgoraj smo ºe dokazali trditev za n = 2. Zdaj dokaºimo ²e za n ≥ 3. Naj
bosta najprej v,u neizotropi£na vektorja. Zado²£a pokazati, da lahko vsak vektor v
z rotacijo preslikamo v vektor ||v||e1. Pri tem si mislimo, da je ||v||2 = reiφ in ||v|| =√
re
iφ
2 , kjer je φ ∈ [0, 2π). Ker je preslikava, ki zamenja dve komponenti in eni od
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njiju spremeni predznak, rotacija, lahko privzamemo, da je v = (v1, . . . , vm, 0, . . . , 0),
kjer vi ̸= 0 za 1 ≤ i ≤ m ≤ n. e je v2m−1+ v2m ̸= 0, lahko uporabimo rotacijo oblike
(4) za komponenti (vm−1, vm), ostale komponente pa pri tem ostanejo nespremenjene.
Tako vm postane 0 in vm−1 postane
»
v2m−1 + v2m. Ne da bi spremenili kvadratno
dolºino vektorja, smo tako za ena zmanj²ali ²tevilo neni£elnih komponent. Enako
nadaljujemo, dokler ne pridemo do oblike ||v||e1. Edina teºava, na katero lahko
naletimo, je, da za neki s, 1 ≤ s ≤ m, velja v2s−1 + v2s = 0. Toda v je neizotropi£en,
zato je s ≥ 3. e v2s−2+ v2s−1 ̸= 0, najprej uporabimo rotacijo, ki zamenja vs−2 in vs
ter eni spremeni predznak, nato pa nadaljujemo kot prej. e pa je tudi v2s−2+v
2
s−1 =
0, sledi, da je v2s−2 = v
2
s , zato v
2
s−2 + v
2
s ̸= 0. Takrat zamenjamo vs−2 in vs−1, eni
zamenjamo predznak in nadaljujemo kot prej.
Naj bosta sedaj v,u izotropi£na vektorja. Dovolj je dokazati, da v primeru n ≥ 3
lahko vsak izotropi£en vektor z rotacijo preslikamo v e1 + ie2. Zopet lahko privza-
memo, da je v = (v1, . . . , vm, 0, . . . , 0), kjer je vi ̸= 0 za 1 ≤ i ≤ m ≤ n. Zagotovo
je m ≥ 2, sicer vektor ne bi bil izotropi£en. e je m > 3, popolnoma enako
kot v primeru neizotropi£nih vektorjev postopoma zmanj²ujemo ²tevilo neni£elnih
komponent, dokler ne doseºemo, da ima vektor v le ²e prve tri komponente v1, v2, v3
neni£elne. Ker je v21+v
2
2+v
2
3 = 0 in v1 ̸= 0, je tudi v22+v23 ̸= 0. Tako lahko izvedemo
rotacijo, ki v3 preslika v 0 kot prej. Zdaj nam ostane le ²e splo²en izotropi£en vektor
a(e1 ± ie2), za katerega smo ºe videli, da ga lahko rotiramo v e1 ± ie2. Za n ≥ 3
lahko e1− ie2 zarotiramo v e1+ ie2 z rotacijo R = diag{1,−1,−1, 1, . . . , 1} (−1 na
tretjem mestu ne vpliva na rotacijo vektorja, z njo le doseºemo, da je detR = 1,
zato jo lahko postavimo tudi na katerokoli naslednje mesto).
□
5.2. Kanoni£na forma za matrike velikosti 2 × 2. Vsak izotropi£en vektor v
C2 lahko z rotacijo preslikamo v enega izmed vektorjev e1 ± ie2. Oglejmo si, kako
izgleda najbolj splo²na 2×2 kompleksna simetri£na matrika, ki ima dvakratno lastno
vrednost 0 in enorazseºen lasten podprostor, generiran z e1 + ie2. Naj bo
A =
ï
a b
c d
ò
taka matrika. Zado²£ati mora zahtevi A(e1 + ie2) = 0. Torej jeï
a b
c d
ò ï
1
i
ò
= 0,
iz £esar sledi b = ia in c = −a. Sledi, da je A oblike A = aM , kjer je
M =
ï
1 i
i −1
ò
.
e je R rotacija (4), je R(x)AR(x)T = ax2M . Z izbiro x = a−
1
2 lahko vsako 2× 2
kompleksno simetri£no matriko, ki ima dvakratno lastno vrednost 0 in enorazseºen
lasten podprostor, generiran z e1 + ie2, z rotacijo prevedemo na matriko M . Zato
lahko re£emo, da jeM kanoni£na forma. e je lasten podprostor generiran z e1−ie2,
za M vzamemo
M =
ï
1 −i
−i −1
ò
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in potem je R(x)AR(x)T = ax−2M . V tem primeru izberemo x = a
1
2 . Tako imamo
kanoni£ni formi
C+2 =
ï
1 i
i −1
ò
in C−2 =
ï
1 −i
−i −1
ò
.(5)
Vsako kompleksno simetri£no matriko velikosti 2×2, ki ima izotropi£en lastni vektor
za lastno vrednost 0, zato lahko zapi²emo v obliki A = RTC±2 R, kjer je R rotacijska
matrika. e ne zahtevamo, da je R rotacija, ampak le ortogonalna matrika, je
dovolj vzeti za kanoni£no formo C2 = C+2 . Vedno namre£ lahko iz C
+
2 z ortogonalno
matriko
Q =
ï
1 0
0 −1
ò
dobimo C−2 = Q
TC+2 Q. Ker se ne bomo omejili na rotacije, ampak nam bo po-
membno le, da je kompleksna simetri£na matrika ortogonalno podobna neki kano-
ni£ni formi, ne bomo lo£evali med formama C+2 in C
−
2 .
5.3. Kanoni£na forma za matrike velikosti 3× 3. Iz trditve 5.2 sledi, da lahko
vsak izotropi£en vektor v C3 z rotacijo preslikamo v e1 + ie2. Oglejmo si, kak²na
je najbolj splo²na 3 × 3 kompleksna simetri£na matrika A, ki ima trikratno lastno
vrednost 0 in enorazseºen lasten podprostor, generiran z e1 + ie2. Veljati mora⎡⎣m n an p b
a b c
⎤⎦⎡⎣1i
0
⎤⎦ = 0.
Iz tega sledi, da je n = im, p = −m, b = ia. Ko upo²tevamo ²e, da je 0 trikratna
lastna vrednost, dobimo ²e pogoj c = 0. Torej je A oblike
A =
⎡⎣m im aim −m ia
a ia 0
⎤⎦ , za a,m ∈ C, a ̸= 0.
Najbolj splo²na rotacijska matrika T (y), ki zado²£a
T (y)(e1 + ie2) = e1 + ie2, T (y)e3 = y(e1 + ie2) + e3,(6)
je podana kot
T (y) =
⎡⎢⎣1−
1
2
y2 − i
2
y2 y
− i
2
y2 1 + 1
2
y2 iy
−y −iy 1
⎤⎥⎦ .(7)
To preverimo z direktnim ra£unom, tako da poleg zgornjih dveh zahtev upo²tevamo
²e detT = 1 in TT T = I. Naj bo torej
T =
⎡⎣a b cd e f
g h j
⎤⎦ .
Iz pogoja ⎡⎣a b cd e f
g h j
⎤⎦⎡⎣1i
0
⎤⎦ =
⎡⎣1i
0
⎤⎦
26
sledi b = −i + ia, e = 1 + id, h = ig. Nadalje iz pogoja⎡⎣a −i + ia cd 1 + id f
g ig j
⎤⎦⎡⎣00
1
⎤⎦ =
⎡⎣yiy
1
⎤⎦
sledi c = y, f = iy, j = 1. Ko upo²tevamo detT = 1, dobimo d = −i+ ia. Iz pogoja
TT T = I dobimo ²e a = 1 − 1
2
y2 in g = −y. Ko te vrednosti vstavimo v ostale
spremenljivke, dobimo ravno matriko T (y).
Pri transformaciji matrike A z rotacijsko matriko T (y) ostaneta zadnja vrstica in
zadnji stolpec nespremenjena, zato je
T (y)AT T (y) =
⎡⎣m′ im′ aim′ −m′ ia
a ia 0
⎤⎦ , kjer je m′ = m+ 2ay.(8)
Z izbiro ²tevila y = −m
2a
doseºemo, da je m′ = 0. Dobljeno matriko lahko ²e enkrat
zarotiramo, in sicerï
R(x) 0
0 1
ò⎡⎣0 0 a0 0 ia
a ia 0
⎤⎦ ïRT (x) 0
0 1
ò
=
⎡⎣ 0 0 ax0 0 iax
ax iax 0
⎤⎦ ,(9)
kjer je R(x) podana s (4). Ker a ̸= 0, lahko deﬁniramo x = a−1 in dobimo kanoni£no
formo
C3 =
⎡⎣0 0 10 0 i
1 i 0
⎤⎦ .(10)
Vsako kompleksno simetri£no matriko velikosti 3× 3 s trikratno lastno vrednostjo 0
in enorazseºnim lastnim podprostorom lahko zapi²emo kot A = RTC3R, kjer je R
rotacijska matrika.
5.4. Kanoni£na forma za matrike velikosti n× n. Z matrikama C2 in C3 smo
za posebna primera, ko je n = 2 oz. n = 3, ºe podali kanoni£ni formi za kompleksne
simetri£ne matrike, katerih lastna vrednost 0 je n-kratna in je pripadajo£ lastni
podprostor enorazseºen. V nadaljevanju bomo pokazali, da kanoni£no formo za lihe
n ≥ 5 dobimo s postavljanjem kopij matrike C3 vzdolº diagonale, tako da se te kopije
delno prekrivajo. Spodnja desna 0 ene kopije je namre£ ºe zgornja leva naslednje
kopije. Ostali elementi so ni£elni. Za sode n ≥ 4 pa namesto zadnje kopije C3
postavimo kopijo C2. Omenili smo ºe, da ne bomo lo£evali med C+2 in C
−
2 , sicer bi
za sode n potrebovali po dve kanoni£ni formi. Na²a iskana kanoni£na forma Cn je
oblike
Cn =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 . . . 0
0 0 i 0 . . . 0
1 i
0 0
...
... Cn−2
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , n ≥ 4.(11)
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Primer 5.3.
C4 =
⎡⎢⎢⎣
0 0 1 0
0 0 i 0
1 i 1 i
0 0 i −1
⎤⎥⎥⎦ , C5 =
⎡⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 i 0 0
1 i 0 0 1
0 0 0 0 i
0 0 1 i 0
⎤⎥⎥⎥⎥⎦(12)
Matriki C4 in C5 sta kanoni£ni formi za kompleksne simetri£ne matrike velikosti
4× 4 oz. 5× 5. ♢
Da bomo laºje sledili velikostim matrik, bomo matriko A velikosti n× n ozna£ili
An.
Izrek 5.4. Vsaka kompleksna simetri£na matrika An ∈ Cn×n, katere lastna vrednost
0 je n-kratna ni£la minimalnega polinoma mAn(λ) in je pripadajo£ lastni podprostor
enorazseºen, je oblike An = RTCnR, kjer je R ortogonalna matrika.
5.4.1. Dokaz kanoni£nosti forme Cn. Da bi dokazali kanoni£nost forme Cn za splo²en
n, moramo najprej preveriti, da Cn zado²£a naslednjima zahtevama.
(1) Lastna vrednost 0 je n-kratna ni£la minimalnega polinoma.
(2) Pripadajo£ lastni podprostor je enorazseºen.
Najprej opazimo, da je det(Cn − λIn) = λ2 det(Cn−2 − λIn−2), n ≥ 4. Na primer
od druge vrstice od²tejemo prvo vrstico, pomnoºeno z i, nato pa prvemu stolpcu
pri²tejemo drugi stolpec, pomnoºen z i. Determinanto razvijemo po prvem stolpcu,
tako pridobimo faktor −λ, dobljeno poddeterminanto pa razvijemo po prvi vrstici,
tako da ²e enkrat dobimo faktor −λ. Res je det(Cn − λIn) = λ2 det(Cn−2 − λIn−2).
Ker je det(C2 − λI2) = (−λ)2 in det(C3 − λI3) = (−λ)3, z indukcijo sledi, da je
karakteristi£ni polinom za matriko Cn podan kot
det(Cn − λIn) = (−λ)n.
Torej je λ = 0 n-kratna ni£la karakteristi£nega polinoma. e je pripadajo£ lastni
podprostor enorazseºen, je tudi n-kratna ni£la minimalnega polinoma. Da doka-
ºemo, da je lastni podprostor enorazseºen, moramo pokazati, da je rangCn = n− 1.
Ker je e1+ ie2 lastni vektor za λ = 0, je e1+ ie2 ∈ kerCn. Zato je rangCn ≤ n− 1.
Rang matrike je enak velikosti najve£je podmatrike z neni£elno determinanto. Pod-
determinanto (Cn)ij, ki ustreza i-ti vrstici in j-temu stolpcu, dobimo, £e v prvotni
matriki izbri²emo i-to vrstico in j-ti stolpec. Velja det(Cn)11 = det(Cn−2)11. Ko
namre£ matriko (Cn)11 razvijemo po prvem stolpcu, dobimo faktor −i, nato pa do-
bljeno podmatriko razvijemo ²e po prvi vrstici. S tem pridobimo ²e faktor i. Ker je
−ii = 1, ostane pa nam ravno matrika (Cn−2)11, je res det(Cn)11 = det(Cn−2)11. Ker
je det(C2)11 = −1 in det(C3)11 = 1, z indukcijo sledi, da je det(Cn)11 = (−1)n−1.
Torej ima ºe podmatrika velikosti (n− 1)× (n− 1) neni£elno determinanto. Sledi,
da je res rangCn = n− 1.
Tako smo dokazali, da Cn zado²£a zahtevama (1) in (2). Zdaj moramo dokazati
²e, da za vsak n ≥ 4 in vsako matriko An obstaja ortogonalna matrika R, da
je An = RTCnR. Dokaz bo potekal v dveh korakih. Najprej bomo posplo²ili R
iz primera n = 3 in deﬁnirali n × n rotacijsko matriko, ki bo povezovala An in
Cn−2. Nato bomo privzeli indukcijsko predpostavko, da je Cn−2 kanoni£na forma za
(n− 2)× (n− 2) matrike, in se spomnili, da smo ºe dokazali bazo indukcije, saj sta
C2 in C3 kanoni£ni formi. V drugem koraku bomo eksplicitno poiskali rotacijo (oz.
ortogonalno matriko), ki da kanoni£no formo Cn.
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Obravnavati moramo le n ≥ 4. Ker je lastni vektor za matriko An izotropi£en in
je n > 2, lahko po trditvi 5.2 z rotacijo delujemo na matriko An, tako da je lastni
vektor dobljene matrike enak e1+ie2. Zato si lahko brez ²kode za splo²nost mislimo,
da je An oblike
An =
⎡⎣mC2 aTiaT
a ia An−2
⎤⎦ ,(13)
kjer je a =
∑︁n
i=3 aiei in An−2 je (n − 2) × (n − 2) kompleksna simetri£na matrika.
Pokaºimo, da An−2 zado²£a zahtevama (1) in (2).
Povsem analogno kot za Cn z izvajanjem elementarnih ra£unskih operacij za prvi
dve vrstici in prva dva stolpca ugotovimo, da je
det(An − λIn) = λ2 det(An−2 − λIn−2).
Najprej od druge vrstice od²tejemo prvo vrstico, pomnoºeno z i, nato prvemu stolpcu
pri²tejemo drugi stolpec, pomnoºen z i. Razvijemo najprej po prvem stolpcu, nato
²e po prvi vrstici. Res dobimo det(An − λIn) = λ2 det(An−2 − λIn−2). Ker An
zado²£a zahtevama (1) in (2), je det(An − λIn) = kλn za neko konstanto k. Zato
je det(An−2 − λIn−2) = kλn−2. e je pripadajo£ lastni podprostor enorazseºen, je
0 tudi (n − 2)-kratna ni£la minimalnega polinoma mAn−2 . Matrika An−2 ima vsaj
en lasten vektor. Pokazati ºelimo, da ima natanko enega do neni£elnega skalarja
natan£no. Tako bo lastni podprostor enorazseºen. Pa denimo, da ima dva linearno
neodvisna lastna vektorja u in v. Potem aTu,aTv ̸= 0, sicer bi bil kateri od
vektorjev
⎡⎣00
u
⎤⎦ in
⎡⎣00
v
⎤⎦ lastni vektor matrike An, in sicer linearno neodvisen od
e1+ie2, kar je v nasprotju s predpostavko, da ima An enorazseºen lastni podprostor.
Toda ker sta u,v linearno neodvisna, obstajata taka neni£elna skalarja α, β, da je
αaTu+ βaTv = 0, oz. aT (αu+ βv) = 0. Zato je
⎡⎣ 00
αu+ βv
⎤⎦ lastni vektor matrike
An, in sicer zopet linearno neodvisen od e1+ ie2. Ker smo pri²li do protislovja, ima
An−2 res enorazseºen lastni podprostor.
Ker An−2 zado²£a zahtevama (1) in (2), lahko uporabimo indukcijsko predpo-
stavko, da je An−2 ortogonalno podobna matriki Cn−2. Obstaja torej ortogonalna
matrika Rn−2, da je
Rn−2An−2RTn−2 = Cn−2.(14)
Iz (13) in (14) vidimo, da za ortogonalno matriko
R =
ï
I2 0
0 Rn−2
ò
(15)
velja
RAnR
T =
⎡⎣mC2 a˜Tia˜T
a˜ ia˜ Cn−2
⎤⎦ = An˜, kjer je a˜ = Rn−2a.(16)
Po konstrukciji An˜ zado²£a zahtevama (1) in (2), saj jima zado²£a matrika An. Iz
lastnosti (2) sledi, da je rangAn˜ = n− 1. Edine neni£elne glavne poddeterminante
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matrike An˜, dane s (16), so (An˜)11, (An˜)22, (An˜)12, (An˜)21, pri £emer so te poddeter-
minante med seboj enake do mnoºenja z neni£elnimi ²tevili natan£no. Velja namre£,
da sta prva in druga vrstica linearno odvisni (druga vrstica je i·(prva vrstica)), prav
tako sta linearno odvisna prvi in drugi stolpec (drugi stolpec je i·(prvi stolpec)).
Pokaºimo, da za a˜ = (a˜3, a˜4, . . . , a˜n) velja
(An˜)11 = (−1)n−1(a˜3 + ia˜4)2; n ≥ 4.(17)
e (An˜)11 razvijemo po prvi vrstici, dobimo neni£elni poddeterminanti le pri £lenih
ia˜3 in ia˜4. Res, detCn−2 = 0, sicer pa sta drugi in tretji stolpec poddeterminante
linearno odvisna. Dobljeni poddeterminanti razvijemo ²e po prvem stolpcu, kjer
nam zopet ostaneta neni£elni poddeterminanti le pri ia˜3 in ia˜4. Za n ≥ 5 je potem
(An˜)11 = −(a˜3 + ia˜4)2 det
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · ·
1 0 0 1 · · ·
0 0 0 i · · ·
0 1 i
. . .
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎦ .
Ozna£imo matriko, katere determinanto moramo izra£unati, z Mn−3. Velikost ma-
trikeM je n−3. Dokazati je potrebno, da je detMn−3 = (−1)n−2, kar lahko storimo
z indukcijo. Za n = 5 je detM2 = −1 = (−1)3, za n = 6 pa detM3 = 1 = (−1)4,
kar ustreza na²i domnevi. Indukcijska predpostavka je, da je detMn−5 = (−1)n−4.
Z razvojem matrike Mn−3 po prvi vrstici in prvem stolpcu vidimo, da je detMn−3 =
detMn−5. Zato je detMn−3 = (−1)n−4 = (−1)n−2. Za n = 4 pa se lahko z neposre-
dnim izra£unom determinante⃓⃓⃓⃓
⃓⃓−m ia˜3 ia˜4ia˜3 1 i
ia˜4 i −1
⃓⃓⃓⃓
⃓⃓ = −(a˜3 + ia˜4)2
prepri£amo o veljavnosti formule.
Ker An˜ zado²£a zahtevi (2) in je zato rangAn˜ = n−1, mora biti poddeterminanta,
izra£unana zgoraj, res neni£elna. Zato mora veljati
a˜3 + ia˜4 ̸= 0, n ≥ 4.(18)
Da bi dokon£ali dokaz z indukcijo za kanoni£nost forme Cn pod predpostavko, da
velja (18), poi²£imo rotacijo T , ki zado²£a TAn˜T T = Cn.
Vrnimo se k 3 × 3 rotaciji T (y), ki smo jo deﬁnirali pri (7), in posplo²imo izraz
(8):
T (y)
⎡⎣m im aim −m ia
a ia δ
⎤⎦T T (y) =
⎡⎣m′ im′ a′im′ −m′ ia′
a′ ia′ δ
⎤⎦ ,(19)
kjer je m′ = m + 2ay + δy2, a′ = a + δy. Komponenta (3, 3) pri tej rotaciji ostane
nespremenjena. Za δ = 0, dobimo ravno (8).
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Ker velja
T (y1)T (y2) =
⎡⎢⎣1−
1
2
y21 − i2y21 y1
− i
2
y21 1 +
1
2
y21 iy1
−y1 −iy1 1
⎤⎥⎦
⎡⎢⎣1−
1
2
y22 − i2y22 y2
− i
2
y22 1 +
1
2
y22 iy2
−y2 −iy2 1
⎤⎥⎦
=
⎡⎢⎣1−
1
2
(y1 + y2)
2 − i
2
(y1 + y2)
2 y1 + y2
− i
2
(y1 + y2)
2 1 + 1
2
(y1 + y2)
2 i(y1 + y2)
−(y1 + y2) −i(y1 + y2) 1
⎤⎥⎦ = T (y1 + y2),
T T (y) =
⎡⎢⎣1−
1
2
y2 − i
2
y2 −y
− i
2
y21 1 +
1
2
y21 −iy
y iy 1
⎤⎥⎦ = T (−y),
T (0) =
⎡⎣1 0 00 1 0
0 0 1
⎤⎦ = I,
za T (y) veljajo naslednje lastnosti:
T (y1)T (y2) = T (y1 + y2),
T T (y) = T (−y),
T (0) = I3.
(20)
Sledi, da T (y1) in T (y2) komutirata za poljubna y1 in y2.
Zdaj deﬁnirajmo mnoºico n× n rotacij, tako da je
Tr(yr) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 − 12y2rC2
0 · · · 0 yr 0 · · · 0
0 · · · 0 iyr 0 · · · 0
0 0
...
...
0 0
−yr −iyr
0 0
...
...
0 0
In−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, r = 3, . . . , n.(21)
Za r = 3 in y = y3 je to ravno rotacija (7). V splo²nem pa ima ta rotacija v prvih
dveh vrsticah in stolpcih poleg zgornjega levega 2 × 2 bloka neni£elne elemente ²e
na mestih (1, r), (2, r), (r, 1), (r, 2). Za vsak r rotacija Tr(yr) deluje enako na prvi
dve vrstici in prva dva stolpca ter r-to vrstico in r-ti stolpec matrike An˜, ki je dana
s (16). Element na mestu (r, r) ostane nespremenjen, tako da se z rotacijami (21)
spreminjata le prvi dve vrstici in prva dva stolpca matrike An˜. Ker je An˜ oblike
(16), blok Cn−2 ostaja ves £as nespremenjen.
Videli smo ºe, da pri n = 3 rotaciji T (y1) in T (y2) komutirata. e med sabo
pomnoºimo Tr(yr) in Ts(ys), se lahko prepri£amo, da komutirata tudi Tr(yr) in
31
Ts(ys) za vse r, s = 3, . . . , n, saj dobimo
Tr(yr)Ts(ys)
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 − 12y2rC2
0 · · · 0 yr 0 · · · 0
0 · · · 0 iyr 0 · · · 0
0 0
...
...
0 0
−yr −iyr
0 0
...
...
0 0
In−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 − 12y2sC2
0 0 ys 0 · · · 0
0 0 iys 0 · · · 0
0 0
0 0
−ys −iys
0 0
0 0
0 0
...
...
0 0
In−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 − 12(yr + ys)2C2
0 0 ys 0 · · · 0 yr 0 · · · 0
0 0 iys 0 · · · 0 iyr 0 · · · 0
0 0
0 0
−ys −iys
0 0
...
...
0 0
−yr −iyr
0 0
...
...
0 0
In−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= Ts(ys)Tr(yr).
Rotacija
T (y) =
n∏︂
r=3
Tr(yr) =
⎡⎣I2 − 12(yTy)C2 yTiyT
−y −iy In−2
⎤⎦ , y = n∑︂
r=3
yrer−2, yr ∈ C,(22)
je zato neodvisna od tega, v kak²nem vrstnem redu med seboj mnoºimo rotacije
Tr(yr) in je posplo²itev 3× 3 rotacije (7). Velja namre£ tudi posplo²itev (6), in sicer
T (y)(e1 + ie2) = e1 + ie2, T (y)er = yr(e1 + ie2) + er, 3 ≤ r ≤ n,
ter posplo²itev lastnosti (20)
T (y)T (z) = T (y + z),
T T (y) = T (−y),
T (0) = In.
Iz tega direktno sledi, da je T ortogonalna, saj je
T T (y)T (y) = T (−y)T (y) = T (−y + y) = T (0) = In.
Poleg tega je detT (y) zvezna funkcija komponent vektorja y, zato mora biti enaka
1 za vse y, saj je detT (0) = 1. Torej je T res rotacija.
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e za An˜ vzamemo matriko, deﬁnirano v(16), in za T (y) vzamemo matriko, de-
ﬁnirano v (22), dobimo
T (y)An˜T
T (y) =
⎡⎣ m′C2 a′Tia′T
a′ ia′T Cn−2
⎤⎦ = A′n,(23)
kjer je
m′ = m+ 2a˜Ty + yT (Cn−2y),(24)
a′ = a˜+ Cn−2y.(25)
Te ena£be so posplo²itev (19) za n ≥ 4. V nadaljevanju bomo iskali vektor y, da bo
m′ = 0,(26)
a′ = (a3 + ia4)e1.(27)
Enako, kot smo C3 oblike (10) dobili z (9), bomo na A′n, za katero veljata zgornji
dve zahtevi (26) in (27), delovali z rotacijoï
R(x) 0
0 In−2
ò
.(28)
Pri tem je zgornji levi blok R(x) podan s (4) in x = (a3 + ia4)−1 (x je dobro
deﬁniran, saj smo za An˜ zahtevali (18)). S to rotacijo bomo pri²li do matrike Cn in
s tem dokazali njeno kanoni£nost.
Ena£bi (26) in (27) v povezavi s (24) in (25) nam dasta sistem n − 1 ena£b z
n− 2 neznankami y3, . . . , yn, ki so iskane komponente vektorja y. Pri tem je ena£ba
(24) kvadrati£na, ostale so linearne. Kljub temu da imamo ve£ ena£b kot neznank,
je sistem enoli£no re²ljiv. Izkaºe se, da je smiselno problem obravnavati posebej za
lihe in sode n.
5.4.2. Cn za lihe n ≥ 5. Deﬁnirajmo s = (n−5)2 . Potem lahko (24) zapi²emo kot
m′ = m+ 2(a3 + y5)y3 + 2(a4 + iy5)y4 + 2
s∑︂
p=1
(a2p+4 + iy2p+5)y2p+4
+2
s∑︂
p=1
(a2p+3 + y2p+5)y2p+3 + 2anyn.
(29)
e je n = 5 (tj. s = 0), je m′ kot zgoraj, vendar brez £lenov, ki sta zapisana z
znakom za vsoto. Ena£bi (25) in (27) pa po komponentah razpi²emo v sistem ena£b
(30)
a3 + y5 = a3 + ia4,
a4 + iy5 = 0,
a2p+3 + y2p+1 + iy2p+2 + y2p+5 = 0, p = 1, . . . , s,
a2p+4 + iy2p+5 = 0, p = 1, . . . , s,
an + yn−2 + iyn−1 = 0.
Poleg prvih dveh ena£b in zadnje ena£be je ²e s parov ena£b. Skupaj torej n − 2
ena£b. e je n = 5 (tj. s = 0), tistih s parov ena£b ni, ostanejo pa prvi dve in
zadnja. Iz vsake sode ena£be v (30) dobimo
yr = iar−1 za vse lihe r, kjer je 5 ≤ r ≤ n.(31)
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Pri r = 5 je re²itev y5 = ia4, kar je skladno s prvo ena£bo. e vstavimo re²itve (31)
v (29), se znebimo £lenov yr s sodimi indeksi, saj je a2p+4 + iy2p+5 = 0. Tako nam
ostane
m′ = m+ 2(a3 + ia4)y3 + 2i
s∑︂
p=1
a2p+2(a2p+3 + ia2p+4) + 2ian−1an,(32)
kjer zopet izpustimo £len z znakom za vsoto, £e je s = 0. Ker je m′ = 0, dobimo ²e
izraz za preostalo liho neznano komponento vektorja y, in sicer
y3 = −
m
2
+ i
∑︁s
p=1 a2p+2(a2p+3 + ia2p+4) + ian−1an
a3 + ia4
,(33)
ki velja za vse lihe n ≥ 5. Neznane sode komponente vektorja y dobimo z vstavlja-
njem (31) v preostale ena£be (30). Tako dobimo za n = 5, da je y4 = iy3 + ia5, za
n ≥ 7 pa
y4 = iy3 + i(a5 + ia6)
y2p+4 = −a2p+2 + ia2p+5 − a2p+6, p = 1, . . . , s− 1
yn−1 = −an−3 + ian.
e je s = 1, torej n = 7, se ena£be za y2p+4 ne pojavijo. Kanoni£no formo Cn potem
dobimo z rotacijo (28),
Cn =
ï
R(x) 0
0 In−2
ò⎡⎣ 0 0 (a3 + ia4)eT10 0 i(a3 + ia4)eT1
(a3 + ia4)e1 i(a3 + ia4)e1 Cn−2
⎤⎦ ïR(x) 0
0 In−2
òT
.
5.4.3. Cn za sode n ≥ 4. Najprej poglejmo primer, ko je n = 4. Ena£be (24), (25),
(26), (27) nam dajo tri ena£be za dve neznanki y3 in y4. Vendar dobimo enoli£no
re²itev
y3 = − m+ a
2
4
2(a3 + ia4)
,(34)
y4 =
m− a24 + 2ia3a4
2i(a3 + ia4)
.(35)
Kanoni£no formo C4 potem dobimo z rotacijo (28).
Obravnavati moramo le ²e sode n ≥ 6. Ravnamo podobno kot za lihe n ≥ 5.
Deﬁnirajmo s = n−6
2
. Potem lahko (24) zapi²emo kot
m′ = m+ 2(a3 + y5)y3 + 2(a4 + iy5)y4(36)
+ 2
s∑︂
p=1
(a2p+4 + iy2p+5)y2p+4 + 2
s∑︂
p=1
(a2p+3 + y2p+5)y2p+3 + 2anyn
+ 2an−1yn−1 + (yn−1 + iyn)2.
Razen zadnjih dveh £lenov vsote je izraz identi£en tistemu za lihe n. e je n = 6
(tj. s = 0), izpustimo oba £lena, zapisana z znakom za vsoto. Ena£bi (25) in (27)
kot za lihe n razpi²emo v sistem ena£b (30), edino zadnjo ena£bo nadomestimo z
ena£bama
an−1 + yn−3 + iyn−2 + yn−1 + iyn = 0,(37)
an + iyn−1 − yn = 0.(38)
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Kot v primeru za lihe n je yr za lihe r ≥ 5 podan z (31). Iz (31) in (38) sledi
yn = an − an−2. e v (36) upo²tevamo ²e (31), dobimo
m′ = m+ 2(a3 + ia4)y3 + 2i
s∑︂
p=1
a2p+2(a2p+3 + ia2p+4) + 2ian−2(an−1 + ian) + a2n.
(39)
Zato je
y3 = −
m
2
+ i
∑︁s
p=1 a2p+2(a2p+3 + ia2p+4) + ian−2(an−1 + ian) +
a2n
2
a3 + ia4
(40)
za vse sode n ≥ 6. Neznane sode komponente vektorja y dobimo analogno kot prej.
Sledi, da je
y4 = iy3 + i(a5 + ia6),
y2p+4 = −a2p+2 + ia2p+5 − a2p+6, p = 1, . . . , s,
yn = an − an−2,
pri £emer se v primeru s = 0, torej za n = 6, ena£be za y2p+4 ne pojavijo. Kanoni£no
formo Cn potem dobimo z rotacijo (28).
Primer 5.5. Oglejmo si simetri£no kompleksno matriko A velikosti 3 × 3 in jo
preoblikujmo v kanoni£no formo C3.
A =
⎡⎣−4 2i 4i2i 0 2
4i 2 4
⎤⎦
Za matriko PAP T , kjer je
P =
⎡⎣0 0 11 0 0
0 1 0
⎤⎦ ,
velja
PAP T =
⎡⎣4 4i 24i −4 2i
2 2i 0
⎤⎦ ,
zato je njen lastni vektor (1, i, 0). Take matrike pa znamo preoblikovati v kanoni£no
formo. Matriko T izra£unamo kot v (7) in matriko R kot v (9). Dobimo
T =
⎡⎢⎣
1
2
−i
2
−1
−i
2
3
2
−i
1 i 1
⎤⎥⎦ , R =
⎡⎢⎣
5
4
3i
4
0
−3i
4
5
4
0
0 0 1
⎤⎥⎦ .
Sledi
(RTP )A(RTP )T = C3 =
⎡⎣0 0 10 0 i
1 i 0
⎤⎦ ,
kar je ravno kanoni£na forma za matrike velikosti 3× 3. ♢
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6. Slovar strokovnih izrazov
canonical form kanoni£na forma
complex symmetric matrix kompleksna simetri£na matrika
eigenspace lastni podprostor
eigenvalue lastna vrednost
eigenvector lastni vektor
isotropic vector izotropi£ni vektor  neni£eln vektor v je izotropi£en, £e velja
vTv = 0
orthonormal basis ortonormirana baza
polar decomposition polarna dekompozicija  obrnljivo matriko lahko zapi²emo
kot produkt simetri£ne in ortogonalne matrike
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