I. INTRODUCTION
Since, in many applications, mixing processes are convolutive mixtures, several methods in the time domain and the frequency domain have been proposed. Two kinds of network structures have been proposed, including feedforward (FF) and feedback (FB) structures. Separation performance is highly dependent on the signal sources and the transfer functions in the mixture [5] - [8] ,[1 1], [12] , [14] , [15] .
The BSS learning algorithms make the output signals to be statistically independent. This direction cannot always guarantee distortion free separation. Some signal distortion may be caused. A regularization method has been proposed, in which the distance between the observed signals and the separated signals is added to the cost function. However, since the observations include many kinds of signal sources, it is difficult to suppress signal distortion. Furthermore, even though the signal distortion in the BSSs is an important problem, it has not been well discussed [16] .
In this paper, first, an evaluation measure of signal distortion is discussed. Second, conditions for source separation and signal distortion free are derived. Based 
B. Learning-Algorithm in Time Domain The learning algorithm is derived following the natural gradient algorithm using the mutual information as a cost function [4] . wkj(n + 1, 1) = Wkj(n, I) + 1{'Wkj(n, 1)
1 -e-Yk(n) (Yk(nl)) = 1 + e-Yk(n) q is a learning rate. Filter coefficients in the separation block are trained according [4] , [9] , [10] , [13] -(4'(Y(r, m))YH(r, m))]W(r, m) (5) 1 + e YR (r,mr) 1 + e-Y (r,m) (6) approach to the sources. Therefore, the signal sources observed at the sensors are taken into account as a criterion for the signal distortion [3] , [16] .
In this paper, the signal distortion is evaluated as a distance from the observed signal sources. However, in this case, several criteria can be considered. The signal sources included in the observations xj(n) are given by Hj(Z-)Sj (Z) and Hjj(z)S(z-),i $ j. How to combine these components will provide several criteria. The following measures are considered. 
B. Learning Algorithm In the FB-BS, the learning algorithm in the time domain is used [3] . The following learning algorithm has been derived assuming some conditions [12] , [14] . The signal sources S1(z) and S2(z) locate close to the sensors of Xi(Z) and X2(z), respectively. Therefore, time delay of Hji(Z), i $ j are slightly longer than those of Hii(z). Furthermore, amplitude responses of Hji(Z), i $ j are smaller than those of Hi(Z-). These conditions are practically acceptable. C3k(n + 1, 1) = cjk(n, l) + ?/f(yj(n))g(yk(n-1)) (9) f (yj (n)) and g(Yk (n -I)) are odd functions. For simplicity, the FF-BSS with 2-sources and 2-sensors, shown in Fig.1 , is used. Furthermore, Si(z) is assumed to be separated at the output Yj(z). This does not lose generality.
IV. CRITERION OF SIGNAL DISTORTION
Taking the signal distortion criterion into account, the condition on distortion-free source separation can be expressed as follows: 
By substituting the above equations into the relations of Eqs. (18) and (21), Hji(Z) can be cancelled, and the following equations for only Wkj(z) are obtained. 
tjj (n + 1) is determined so as to approximate the relation of Eq.(28). a is usually set to a small positive number.
C. Signal Distortion in FF-BSS Trained in Frequency Domain
The constraint given by Eq.(27) can be applied to the learning process in the frequency domain. Given W12(eiw) and W21(e)w), Wjj(eiw) are calculated by Eq.(27) exactly. In this case, the constraint should be gradually imposed as described in Sec.V-B.
On the other hand, in the frequency domain, there is some weighting effect. From Eq. (5) The condition for the distortion free source separation is derived based on the complete separation and signal distortion free. However, the learning of the separation block begins from some initial guess. Therefore, in the early stage of the learning process, the signal sources are not well separated. Taking these situations into account, the constraint of Eq.(28) is gradually imposed as the learning process makes progress. The following learning algorithm is proposed. 
It is assumed that delay time of H11(Z) and H22(z) are shorter than that of H21(Z) and H12(z). This means that in Fig.2 In the FF-BSS, trained in the time domain, the spectra are not similar to the criteria shown in Fig.6 . Especially, the spectra in the high frequency band are amplified. Since, the FF-BSS has a degree of freedom, the output spectra can be changed in a way to make the output signals to be more statistically independent. On the other hand, as shown in Fig.8 , the spectra of the FF-BSS, trained with the distortion free constraint, are drastically improved compared to the previous ones, and are similar to the criteria.
The FF-BSS, trained in the frequency domain, has a good result. Its output spectra are very similar to the criteria. As discussed in Sec.V-C, the separation block W(z) are trained using, the output spectra as the mask. Furthermnore, by using, the identity matrix as the initial guess, the output spectra are similar to the observation in early stage of the learning, process. This masking effect can suppress the signal distortion. Finally, the FB-BSS shown in Fig.10 also has a good result. As discussed in Sec.VI, the FB-BSS can satisfy the conditions of source separation and distortion free simultaneously. As sources are separated, signal distortion is also suppressed.
The other evaluation measures are summarized in Tablel.
Regarding SIR,, the FF-BSS in frequency and the FB-BSS 
VIII. CONCLUSIONS
In this paper, source separation and signal distortion in the FF-BSS and the FB-BSS have been analyzed. The new distortion free constraint has been proposed for the FF-BSS trained in the time domain. The FF-BSS, trained in the frequency domain, has the weighting effect, which can suppress signal distortion when the spectra of the sources are similar to each other. However, if the spectra of the sources differ from the others, the weighting is not effective, and signal distortion occurs. The FB-BSS, trained in the time domain, has a unique solution, which satisfies both the source separation and the distortion free conditions simultaneously. Simulation results support the theoretical analysis.
