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1. INTRODUCTION AND NOTATION 
This paper is concerned with the establishment of a sufficient condition for 
the existence of a reduction principle for the first-order system (1) of partial 
differential equations in two real-valued unknown functions 
of m + n independent variables x1 ,..., x,, , yi ,..., yn 
Such systems arise naturally in various applications (see for example [2, 3]), 
but it is not our purpose to explore those applications here. 
It is convenient to introduce vector notation and think of the independent 
variables in terms of two vector variables 
In this notation, we write the given real coefficient matrices as 
* This research partially supported by AFOSR grant 68-1472. 
467 
0 1972 by Academic Press, Inc. 
468 LEVIN 
and the given real translation elements in column vectors 
C(4 = ((c&c ,.*., %))), W) = MY, ,..-, m))); 
and denote the gradient of u or 2’ with respect to .t- or J by using .F or 7 as a 
subscript. 
DEFINITION 1. If 
is a vector function of (5, p), then the p x m matrix Pz and the p x n 
matrix P,- are defined by 
p, = ((gqj , 
I 
Py = ((2,) ) 
q = l,..., p; j = l,..., m; 1 = I,...) n. 




’ 2429 = il axj ay[ ’ j = l,..., m; 1 = l,..., n. 
is an m X n matrix. 
DEFINITION 2. The pair {u, V} is termed a solution to (1) in a domain 
R C Em+lr if substitution into (1) produces an identity for (3~ 7) E R; and if, 
further, uf9, v,~ are continuous on R. 
2. RESULTS 
In our new notation, (1) becomes 
Uf = 9(X) Vf + C(x), 
(2) 
We then get 
My = q 7) vy + D(Y). 
THEOREM I. 1ffthe matrices A(Z), B(J) ha ve no common constant eigenvalues 
on any subdomain of the convex domain R, then every solution to (2) permits a 
real decomposition 
u = u@) + %(3’), 
(3) 
v = v&q + T&(J). 
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Note that when its hypothesis is satisfied, this theorem allows one to take a 
system of m + n first-order equations in m + n independent variables and 
reduce it to two lower-dimensional problems, one of m equations in m 
variables, one of 11 equations in 11 variables; and obtain the general solution 
to the original problem by linear superposition of solutions to the two new 
problems. In other words, the general solution # = {u, V} to (2) may be 
written # = I,!J~ + $a, where & = {ui , vi} solves up = AZ,, + C and 
*2 = {us 9 v2} solves uag = Bv,~ + D. 
When m = n = 2, with C = 0, D = 0, this theorem is proved in [2]. 
Our method is very different and allows a major simplification even in this 
special case. 
To prove the theorem, note first that by Definitions 1 and 2, it follows that 
T 
kzy = u92 9 
T 
v*y = Z’p ) 
and substitution of (2) into these expressions yields the equation 
Av, - v,~B = 0. 
But as is well known (see for example [l]), 
AX-XB=O 
(4) 
has no nontrivial solution X unless A and B share a common eigenvalue. 
Moreover, since ufY = A(Z) vEJ , it is clear that at any point where A(Z) and 
B(J) do not share a common eigenvalue, uz9 = vjg = 0. Thus by the hypo- 
thesis of the theorem, we see immediately that u9 = vz9 = 0 on a dense 
subset of R, and hence on R by continuity. Therefore, the solution does indeed 
have the form (3), and the theorem is proved. 
Note that if A(Z) and B(J) d’d h 1 s are an eigenvalue on some subdomain, 
it trivially would have to be constant there. 
If m = n = 2, and if there exists a real-valued +(Y, j) such that C(x) = +z , 
D(Y) = & [i.e., under sufficient continuity, if (a/&a) Cl(a) = (a/&,) C~(P) 
and WYJ D,(Y) = WYJ WY, th en the above eigenvalue condition 
is both necessary and sufficient, at least provided the coefficient matrices are 
sufficiently smooth. For on any subdomain where A(%) and B(y) have a 
common constant eigenvalue A, one can find solutions 
v = ~~(5) v,(y) + const, 
u = hv,(X) v,(F) + 1$(3, 7) + const, 
which do not have the form (3), simply by choosing V,(Z), ~~(7) so that 
(v& and (v,)~ are eigenvectors associated with the eigenvalue h for A(Z), 
B( 7) respectively. 
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However, in higher dimensions, this technique will not work, and in fact 
even with C = 0, D = 0, the eigenvalue condition is not a necessary condition 
for the system to have only separable solutions, as the system 
demonstrates. 
z’,I = s,u,l + u.r3 , Z’lil = Y?%ll + UY3 9 
Z112 = ~2KlYI 9 Z’Q = Ye%, 7 
vs3 = 0, z’v3 = 0, 
The following corollaries are of particular interest. 
COROLLARY 1. If at some point (s,,, yo) E R the eigenvalues of A(%) and 
B(J) are continuous functions and A(%J and B(yo) have no common eigenvalue, 
then there exists a neighborhood R,(E,, , y,,) on which every solution to (2) permits 
a decomposition (3). 
One simply chooses R,,(T,, , j$,) convex and small enough that A(%) and 
B(y) have no common eigenvalue at any point (r, J) E R&T,, , y,,). 
COROLLARY 2. If either component system in (2) is elliptic on a convex 
domain R in the sense that its coefficient matrix has no real eigenaalues, then 
every solution has the form (3) unless A(T) and B(y) share a pair of constant, 
complex conjugate eigenvalues on some subdomain. 
If m = n = 2, this means that if one system is elliptic, then every solution 
is separable in the sense of (3) unless both systems are elliptic, at least on some 
subdomain; and even then, unless their coefficient matrices have the same 
eigenvalues, which must be constants. In this case, a real change of dependent 
and independent variables can be made which will reduce (2) to a system of 
Cauchy-Riemann equations for an analytic function of two complex variables 
[2, 31. 
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