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ABSTRACT 
In this paper we present some new sufficient conditions for the existence of a 
square matrix with prescribed characteristic polynomial and two complementary 
principal submatrices. 
1. INTRODUCTION 
The present paper deals with the problem of constructing a matrix 
AI ;” Al, 
[ 1 21 A22 (1.1) 
with prescribed principal blocks and prescribed eigenvalues. This question 
has important applications [4], and we have already given several results on it 
[l, 21. It seems that there is no solution with a “ nice” necessary and sufficient 
condition. Thus we have turned our efforts in the direction of finding results 
which may be good enough for the applications though not very elegant. 
The conditions that we presented in [2] led to a new problem which, in 
general, can be posed as follows: given two n X n matrices B and C and an 
n-column o, under what conditions does there exist a matrix X such that the 
minimal polynomial of 0 relative to XBX-’ + C is of degree n? 
It is interesting to notice that the matrix XBX- ’ + C had already appeared 
in the course of our research on this type of problems, and the study of the 
variation of its spectrum was carried out in [3]. 
Throughout this paper the prescribed blocks A,, and A, will be n X n 
and m X m respectively, and we shall assume n 2 m. 
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The results below can be extended without difficulty to a more general 
field. However, we will confine ourselves to the complex field to avoid more 
involved statements and also because this is the important case for the 
applications. 
2. MAIN RESULT 
We start with a general Theorem 
results. 
THEOREM A. Let 51,...,5,+, be the eigenvalues prescribed for the 
that contains most of our previous 
matrix (1.1). Assume that .$‘l + . . . + [,,+,,, = trA,, +trA,,, where tr means 
trace. Let us consider the matrix 
[ 
0 
+ ;m o,“l’;,“,,  
1 
where 
(24 
U is an n X n nonsingular matrix, 
V is an m X m nonsingular matrix, 
9, is a complex number, 
w isa lX(m-l)mutrix, 
Cisan(m-l)X(m-l)matTixwitheigenvalues~,+,,...,~,+,, 
Qisan(n-m)Xmmatrtx, 
Oi,i is the i X i zero matrix. 
Let y be the first column of the matrix between { } on the right hand side of 
(2.1). Let u be the first column of Q. 
If U,V, 8,, w, C, Q can be chosen so that the minimal polynomial of the 
column vector [y u]’ relative to R is of degree n, then there exists A with the 
prescribed principal blocks and eigenvalues. 
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Proof. Since the minimal polynomial of [ y ~]r relative to I? is of degree 
R, there exists a row x and a complex number a such that 
R’ y [----I I u XI a 
has eigenvalues.$,,...,&+,. Since the trace of this matrix must equal the sum 
51+ ... f&+13 it follows easily that a = 8,. Now the matrix 
R I (*) -- 
l 
Q --_i_---_ ’ 
x I 81 w 
-0’ 0 c_ 
where the symbol (*) stands for the matrix between { } in (2.1), has 
eigenvalues tr,. . . ,(n+m. Adding the first m rows to the last m rows and then 
subtracting the last m columns from the first m columns, a similarity transfor- 
mation, we obtain a matrix with the same eigenvalues and of the form 
I UA,,U-' (*) (*> I VA&’ ’ 
Now a similarity transformation by means of 
yields a matrix with the required principal blocks and eigenvalues. n 
Some of our previous results can be obtained from this theorem with 
special choices of R. For example, if V is the matrix that transforms A,, into 
its canonical form and 8r = 0, w = 0, Q = 0, we obtain without difficulty 
Theorem (2.1) of [2]. 
We can now state a more precise form of the problem we mentioned in 
Section 1: find conditions for the existence of a matrix R of the type (2.1) 
such that the minimal polynomial of [ y u] r relative to R is of degree 12. 
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3. CONSEQUENCES 
We shall examine now the case in which we take Q = 0, w = 0, A,,, A,, 
in their Jordan canonical forms, and 
5 nf2 
03 . 
C= 
0 . 
In this case R takes the form 
Al 0 
El A2 0 
R= 82 x3 
and 
1 a1 a2 
[ 1 yzo u 1: 0 =.Z (3.2) 
where a, is equal to the (1,l) element of A,, minus 8i, and a2 is the (2,l) 
element of A,,. 
We are interested in conditions for the minimal polynomial of z relative to 
R to be of degree n. Thus we can replace R by TRT-’ provided that we also 
replace z by Tz. There is a diagonal matrix D such that in DRD-’ each 
element in the positions (i + 1, i), i = 1,. . . , n - 1, is either zero or one. Dz is 
obtained from z by multiplying a, and a2 by suitable factors. Therefore we 
shall assume that in (3.1) each ei is either zero or one and that x has the form 
(3.2). 
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If one of the .si’s, Q, say, is zero, then 
39 
R= 
where R 1 is of the size i, X i, and both R, and R, are of the same form as R. 
If i, > 2 or i, = 1 and us = 0, it is clear that the minimal polynomial of z 
relative to R has degree no larger than 2. The case i, = 1 and a2 = 1 is also 
trivial. There remains the case .si = . . . = E,_ 1 = 1 which we now examine 
with more detail. 
Given the numbers xi,. . . ,xk by CJxi,. . .,x,) we denote the jth complete 
symmetric function of xi,. . . ,xk, i.e., the sum of all products of i of the xi’s 
with repetions allowed and the convention that Ca(xi,.. .,x,) = 1 and 
Ci(Xi,...> Xk) = C_,(x,, . . .,x,) = 0. 
THEOREM B. Let 21s consider the matrix (3.1) (with E~ = . . . = E,_~ = 1) 
and the vector z of (3.2). Let 
bjk=u$-j+l(A, >...> $)+a&j+& 1... A,), 
j=l,..., n, k=O )...) n-l, 
and B = [ bik]. For the minimal polynomial of z relative to R to be of degree n 
it is nece&ry and sufficient that B be nonsin, 
Proof. Let 
v= 
a1 
0 I-1 I . > w= 6 
gulur. 
0 
a2 
0 . 
o_ 
A straightforward induction on k shows that the ith element of the column 
Akv iS a,Ck-f+l(hl,. . . ,Ai). Similarly the jth element of Akw is 
a,Ck-j+&&.., hi) with Ck-_i+,&,..., Xi) = 0 for i < 2. Thus the jth ele- 
ment of Ak( v + w ) is bjk. The completion of the proof is now obvious. W 
Notice that in the matrix B all the elements bjk with j > k +2 are equal to 
zero. If a2 = 0, B is a diagonal matrix and its determinant is equal to a’;. 
40 G. N. DE OLIVEIRA 
As a consequence of the above results we have the following fairly general 
theorem: 
THEOREM C. Assume that 
(i) tr + . . . + (n+m = trA,, +trA,,. 
(ii) The Jordan normal form of A,, has a diagonal block whose dimension 
is larger than n - m, and another whose dimension is larger than 1. 
(iii) The Jordan normal form of A,, has a diagonal block of dimension 
1x1. 
Then there exists a matrix A of the form (1.1) with eigenvalues El,. . . ,.&,+,,,. 
Proof We can assume, without loss of generality, that the diagonal block 
of the Jordan normal form of A,, whose dimension is larger than n - m is the 
last one, and that the diagonal block of dimension larger than 1 is the first 
one. We can also assume that the 1 X 1 diagonal block in the Jordan normal 
form of A,, is the first one. We form now the matrix R of (3.1). It is clear that 
we can choose the u,‘s in C so that no &i is zero. Since the first diagonal block 
of A,, is 1X 1, we have a2 = 0. Therefore the determinant of B is a;. Of 
course we can choose 8, in such a way that a, # 0. Now apply Theorems A 
and B. 
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