Abstract. This paper mainly aims at improving the performance of Linear Regression Classification(LRC) when facing large scale training data. Based on LRC, we propose an Incremental Sparse Linear Regression Classification Algorithm (ISLRC) for face recognition. The ISLRC can easily obtain the representation coefficients without inverting a matrix and lower the negative effect of redundant samples or noise. These bring the benefits of faster training speed and higher recognition rate when the amount of the training data is large. Numerical experiments show that it provides on average a 46.23% reduction in training time and a 0.18% raise in recognition rate over the LRC at large scale face data.
Introduction
Face recognition methods based on linear representation are simple but powerful [5, 6, 9] . Among these, LRC algorithm is the one which has been widely studied [1] [2] [3] . It makes the assumption that face images from a specific class are known to lie in a linear space. Thus, it seeks to find representation coefficients to represent the test face image by applying least squares estimation. However, least squares estimation involves inserting a matrix, which may be pretty time consuming when the face database is very large. Meanwhile, it may result in the problem of overfitting when there is redundant information and noise in the face data and thus the accuracy of face recognition will be affected.
In this paper, we propose an incremental sparse linear regression classification algorithm (ISLRC) for face recognition in order to deal with the problems of LRC. ISLRC contains two organic components: incremental learning and Lasso regression [4, 7] . The first part is designed to avoid solving for the inverse of a matrix, while the second part is used to lower the variance of the model through making the representation coefficients sparse [8, 10] .
The rest of this paper is organized as follows. In section 2, we give a brief introduction to LRC. In section 3, based on incremental learning and Lasso regression, we propose an incremental sparse linear regression classification algorithm (ISLRC). In section 4, we perform extensive experiments on a few standard face databases. Section 5 summarizes the main conclusions.
Linear Regression Classification (LRC)
As our new work is an improvement of LRC, this section describes the details of LRC [1] [2] . Suppose there are N classes and each class has i m training images. Each image is represented by a vector
. Using the hypothesis that face images from a specific class lie in a linear space spanned by the vectors of that class, we denote the class-specific model i X by ( ) (1) [ , , ] , 1,2, ,
Let y be an unlabeled test image and our problem is to classify y as one of the classes. If y belongs to the i th class, then it could be represented by a linear combination of the training images from that class , 1,2, ,
is the coefficient of LRC. y can be estimated via least squares estimation which is shown in Eq. 3. 
Incremental Sparse Linear Regression Classification (ISLRC)
With the growing of training samples, running the LRC algorithm takes more time. In addition, more redundant information may be brought in by the growth, resulting in a negative impact on the accuracy of face recognition. In this paper, we use incremental learning method and the Lasso regression to solve these problems [4] . The lasso estimateˆi  for the i th class is defined by:
Here t is a non-negative tuning parameter, and y is the test face image. When T i i  X X I , the Lasso regression estimation can be expressed by 
Obviously, the orthogonalization and normalization is a process of incremental learning. We can add a term 
Experimental Results
In this section, we conduct the experiments to evaluate the effectiveness of the ISLRC. These experiments are conducted on three standard face image databases, that is, YaleB, ORL and CMU PIE. Table 1 lists the summary information for the three databases. And some face images are showed in Fig1. Figure 1 . gray face images. On the left, face images are from Yale_64x64. On the right, face images are from ORL_64x64 and the below face images are from C07.
In order to illustrate the performance of ISLRC, we compare the performance of ISLRC, LRC FS and NFS [1, 2] . For ISLRC, the parameter  is selected via 10-fold cross validation. Table 2 lists the recognition rates and required training time of these methods. As seen from Table 2: (1) In the aspect of recognition, ISLRC has a lower recognition rate than the other methods have on the YaleB database. However, when running on the ORL database and the CMU PIE database, ISLRC has a higher recognition rate. The reason behind these is that the scale of the YaleB database is small and ISLRC may sparse some useful samples, but when the scale of the database is large, ISLRC can remove redundant samples and thus improving the recognition rate.
(2) In the aspect of training speed, compared to the other methods, ISLRC has a faster training speed, which shows that the incremental learning algorithm can greatly reduce the learning time. Also we can get that the training time advantage becomes more obvious as the scale of the database grows larger.
Conclusions
In this paper, we propose an ISLRC by integrating incremental learning and Lasso regression into LRC. The incremental learning component of ISLRC can accelerate the training speed, while the other one deals with redundant information and noise and produces a better model for face recognition. They provide on average a 46.23% reduction in training time and a 0.18% raise in recognition rate compared with the LRC, which is shown by the numerical experiments.
