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Stochastic modelling of the growth of carbonaceous
materials
Gustavo León Cázares
This thesis investigates the processes and morphologies involving key molecules that
constitute carbonaceous materials, namely polycyclic aromatic hydrocarbons (PAHs), by
applying a detailed particle model solved with a stochastic numerical method. In particular, a
Kinetic Monte Carlo (KMC) algorithm is used to study the time-dependent transformations
of PAHs in a reactive chemical environment, and thus the model is referred to as a KMC
model. Numerical techniques to improve the stochastic simulation of PAHs are proposed.
Regarding the PAH transformations, special emphasis is given to processes that integrate or
remove curvature, as the morphology of PAHs has direct consequences on the carbonaceous
materials they subsequently form.
A new methodology to calculate the process rates in KMC models of PAH growth is de-
veloped. The methodology uses a combination of the steady-state and the partial-equilibrium
approximation. Comparisons of the results obtained with the new methodology show good
agreement with those provided by simulations using a detailed chemical mechanism under
conditions relevant to flames (temperatures between 1000 and 2500 K, equivalence ratios
between 0.5 and 10). The new methodology is used to calculate the rate of different stochastic
processes in KMC simulations of PAH growth of premixed ethylene-oxygen flames. The
results of the KMC model with the new methodology are consistent with the concentrations
of species calculated using a detailed chemical mechanism for the growth of small PAHs.
An algorithm to efficiently simulate the migration of partially-embedded five-member
rings in PAHs is proposed. The algorithm defers the update of the computational carbona-
ceous structure whilst successive migration processes are sampled and is thus called the
deferred update algorithm. The exactness and computational performance of the deferred
update algorithm are investigated. A comparison of the algorithm with one in which the struc-
ture of the molecule is updated after each process is included. The deferred update algorithm
is exact in the sense that it produces the correct sites in the migration of partially-embedded
viii
five-member rings. The computational time saved by the deferred update algorithm is pro-
portional to the number of deferred steps and is, on average, observed to be two orders of
magnitude faster than the reference algorithm.
A KMC model that includes processes to integrate curvature due to the formation of five-
and seven-member rings is used to simulate PAHs growing in lightly sooting ethylene and
acetylene counterflow diffusion flames. New processes to form seven-member rings and
to embed five-member rings via hydrogen-abstraction-acetylene-addition and bay closure
reactions are included for the first time. The mass spectra of PAHs that are predicted by the
model are compared against experimental data, and the distribution of embedded five-member
rings and seven-member rings is studied as a function of spatial location, molecule size and
frequency of events sampled in the simulation. The number of events and proportion of
PAHs containing embedded five-member rings and seven-member rings is analysed at the
end of the simulation domain. The formation of seven-member rings and the embedding of
five-member rings is shown to be a competitive process. Both types of rings are observed
more frequently at longer residence times.
The growth of carbonaceous materials is studied using a KMC model that captures
the growth and oxidation of six-member and partially-embedded five-member rings. Cir-
cumcoronene molecules are grown at 1500 K and 1 atm in the presence of varying mole
fractions of atomic and molecular oxygen and constant mole fractions of hydrogen and
acetylene. Four regions of carbon growth associated with different carbonaceous products
are identified. Graphene is formed in the presence of high mole fractions of atomic oxygen(
10−4 < XO ≤ 10−2
)
. Fullerenes are formed in the presence of low mole fractions of atomic
oxygen and high mole fractions of molecular oxygen
(
XO ≤ 10−4 and 10−2 < XO2 ≤ 10−1
)
.
Low mole fractions of both atomic and molecular oxygen
(
XO ≤ 10−4 and XO2 ≤ 10−2
)
result in structures that become curved as simulation time progresses. The highest mole




produce small structures. The production and
consumption of partially-embedded five-member rings are suggested to explain the forma-
tion of the observed structures. The oxidation of partially-embedded five-member rings
produces sites that grow into graphenic structures. Formation and subsequent embedding of
partially-embedded five-member rings result in curved structures that resemble fullerenes.
These findings suggest that different carbonaceous materials can be synthesised by varying
the concentration and type of oxidising species.
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Carbonaceous materials have been produced for useful purposes for thousands of years.
Different types of soot and charcoal were used in paintings early in human history [132,
289, 338]. Later, carbon black became a major industrial product in polymer reinforcement
applications and as covering agent [338]. Although these materials have many applications,
they have also been associated with serious human health hazards [335]. The last century
saw the appearance of other carbonaceous products like glassy carbon [174] and activated
carbons [352] that are still widely used. Recently, novel materials like fullerenes [164] and
graphene [233] have been discovered. These materials are currently being studied as it
appears they have multiple potential applications, such as energy storage [48], sensors [94,
226] and high-end composite materials [219, 171]. However, the physical and chemical
processes that participate in the production of each of these materials are not fully understood.
There are two main motivations for understanding the processes that produce carbona-
ceous materials. Firstly, carbonaceous particles are known to represent a serious human
health hazard as well as being a major contributor to global warming. Secondly, novel
carbonaceous materials present promising properties for a variety of applications.
1.1.1 Environmental pollutants
Carbonaceous particles, the most common being soot, are probably the best known car-
bonaceous material. These particles are typically produced in incomplete (oxygen deficient)
combustion processes. The formation of carbonaceous particles is both entropy driven and
kinetically favoured [335]. They are assembled in aggregates of primary particles that are
widely accepted to consist of mainly polycyclic aromatic hydrocarbons (PAHs).
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The production of carbonaceous particles is associated with incomplete combustion.
These particles can be produced by industrial and residential sources, as well as by open
burning of forests and grasses [18]. Once they are produced, the particles are displaced by
convection which takes them to regions where they have negative environmental effects.
Carbonaceous particles can interact with clouds, modifying the nucleation mechanisms of
liquid or solid droplets [254, 18]. They interact with ice and snow, changing their radiative
properties and thus causing a warming effect [110, 158, 195]. The net effects of carbonaceous
particles on various climate effects are shown in Figure 1.1 as estimated by Bond et al. [18].
The adverse climate effects of carbonaceous particles makes them one of the main contributors
to global warming [260, 284].
Fig. 1.1 Contribution of carbonaceous particles (black carbon - BC) emissions to various
climate effects. Figure reproduced from Bond et al. [18] with permission from John Wiley
and Sons ©.
Another serious adverse effect of carbonaceous particles is their impact on human health.
Carbonaceous particles are one of the main constituents of particles under 2.5 microns
(PM2.5) [327]. These particles can be inhaled and the PAHs that constitute them proceed
to interact with different tissues in the human body. The negative health effects of these
molecules have been widely documented [145, 153, 183, 135] and reducing the contact with
this particulate material has been reported to have positive health effects [10].
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1.1.2 Novel carbonaceous materials
Other carbonaceous materials have useful properties and are used in different applications.
Carbon black, a more compact and carbonised version of carbonaceous particles than soot,
is used as reinforcement for polymers as well as a dye for plastics, paints and inks [338].
Activated carbon, a porous carbon material obtained from thermal treatments of particulate
carbon, can be used in the filtration of substances for different applications [174, 352].
Recently, two carbonaceous materials have gained increased attention due to their unique
properties. These are fullerenes and graphene.
Fullerenes are closed cage molecules that are formed by alternating five- and six-member
rings. These molecules have an increased stability due to their closed molecular struc-
ture [162] that gives them unique properties and topologies [280]. Several applications have
been proposed for fullerenes. They have been studied in the context of fuel cells [48] and
have been suggested as possible candidates in the fabrication of electrochemical sensors for
their ability to accept electrons [94, 288].
Graphene consists of a large single layer of highly-ordered six-member rings. This
material was first obtained by removing a single atom layer from graphite [233] resulting in
completely different electric, thermal and mechanical properties for the material [217]. Many
applications in a variety of fields have been proposed for graphene including sensors [226,
170], composite materials [217], advanced fabrics [219] and biomedical devices [286] being
just a few examples among many others [170]. Although the properties of graphene are
highly studied, the production of this material is proving to be challenging [177, 217].
Carbonaceous particles, fullerenes and graphene can be produced in high-temperature
reactive environments. The physical and chemical processes that form these materials appear
to be related. It is therefore desirable to understand under which conditions each of these
materials can be produced.
1.2 Aim
The purpose of this work is to model the processes that transform the structure of PAHs in
different high-temperature chemical environments by the application of stochastic models.
This is to better understand the formation of various carbonaceous materials such as graphene,
fullerenes and carbonaceous particles at high temperatures.
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1.3 Novel elements of the thesis
This thesis presents the following novel developments:
• A methodology to calculate the process rates for a stochastic model of PAH growth.
The methodology uses a combination of the steady-state approximation and the partial-
equilibrium approximation. The comparison of the time-integrated error of the method-
ology against that of the steady-state approximation shows that the methodology is
more accurate in the region where carbonaceous particles (soot) grow.
• A detailed particle model that is able to capture the transformations of carbonaceous
materials. The model is solved stochastically using a Kinetic Monte Carlo (KMC)
algorithm. The model includes processes that integrate curvature by forming seven-
member rings and by embedding five-member rings. The model also includes processes
for the oxidation of six-member rings and partially-embedded five-member rings.
• An algorithm to simulate the migration of partially-embedded five-member rings
around the edge of PAHs. The algorithm defers the update of the atomic structure
while keeping the reactive sites of the molecule updated. The algorithm is shown
to be exact and, on average, to provide computational time savings of two orders of
magnitude when compared with the reference algorithm.
• A study of the processes that integrate curvature in PAHs from counterflow diffusion
flames. It is shown that curvature is more likely to be integrated at longer residence
times and that the formation of embedded five-member rings and seven-member rings
is a competitive process as the same sites are necessary to produce both.
• A study of the growth of PAHs in the presence of constant mole fractions of surface
growth species (hydrogen and acetylene) and varying mole fractions of oxygenated
species. The study identifies four regions of carbon growth associated with different
products: graphene, fullerenes, carbonaceous particles and oxidised species. The mole
fractions of species necessary to produce each of these products is reported.
• A mechanism that suggests a possible explanation of the formation of graphene,
fullerenes and carbonaceous particles. The mechanism is based on the production
and consumption of partially-embedded five-member rings. Species that oxidise six-
member rings produce short curved structures that are suggested to become fullerenes.
Species that oxidise partially-embedded five-member rings result in the formation of
large flat structures that are suggested to become graphene. In the absence of oxidising
species crosslinking reactions are suggested to form carbonaceous particles.
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1.4 Structure of the thesis
The remainder of this thesis is structured as follows.
Chapter 2 provides relevant background information on the formation of carbonaceous
particles, fullerenes and graphene in high-temperature reactive environments, with a focus
on PAH chemistry.
Chapter 3 contains a description of the detailed particle model used in this thesis. In
particular, a brief explanation of the algorithms, rate calculations and processes used in the
model can be found in this chapter.
Chapter 4 presents a new methodology to calculate process rates in Kinetic Monte Carlo
models of PAH growth. The methodology uses a combination of the steady-state approxima-
tion and the partial-equilibrium approximation. The results obtained with the methodology
are independently compared to both individual approximations and used in a stochastic
simulation of PAH growth of a premixed flame.
Chapter 5 explores the integration of curvature in flame-generated PAHs in counterflow
diffusion flames. New processes for the integration of curvature by the embedding of five-
member rings and by the formation of seven-member rings via acetylene additions and bay
closures are included. The simulated PAHs are compared against previous experimental
results. The statistics of processes that integrate curvature and the size and distribution of
curved PAHs are studied to improve the understanding of the mechanism by which PAHs
become curved.
Chapter 6 studies the growth of PAHs in conditions that have varying levels of oxygenated
species but are still suitable for surface growth due to the presence of sufficient hydrogen and
acetylene. Four regions of carbon growth are identified and associated with the formation of
graphene, fullerenes and carbonaceous particles. Analysis of the processes that integrate
curvature into PAHs show that processes that produce and consume partially-embedded
five-member rings are important in the formation of the different carbonaceous structures.
Finally, conclusions and avenues for further research regarding stochastic simulations of
PAH growth are presented in Chapter 7. A bibliography containing all cited references can




This chapter presents a brief background on the high temperature gas phase
formation of carbonaceous materials. The processes reviewed focus mostly
on the chemistry associated with combustion reactions, although other
environments relevant to these materials, such as plasma reactors, are also
discussed. The formation of carbonaceous materials is known to be related
to the appearance of polycyclic aromatic hydrocarbons (PAHs). These
species interact with the chemical environment to grow and form additional
aromatic rings. The interaction of two PAHs is widely believed to explain
the inception of carbonaceous particles and it has been suggested that it
can contribute to the formation of fullerenes. The formation of graphene
in plasma reactors is discussed. The mechanism for the production of
this material is not well understood. The processes that affect PAHs at
high temperatures are thought to be relevant for carbonaceous particles,
fullerenes and graphene but determining which processes are relevant to
the formation of each unique material is still an open question which forms
the basis behind the rest of this thesis.
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2.1 Overall formation of carbonaceous particles
Carbonaceous particles are typically produced in incomplete combustion processes. Chemi-
cally, carbonaceous particles are constituted of polycyclic aromatic hydrocarbons (PAHs),
molecules that gain additional stability in different conditions through the formation of
aromatic rings [305]. Although they are associated with high temperature processes, PAHs
also represent between the 10-25% of carbon in interstellar medium [196, 319], where low
temperature chemistry appears to play a role in their formation and subsequent growth [239].
In oxygen deficient environments, such as flames or pyrolysis reactors, PAHs are a kinetically
favoured product that benefit from an entropy decrease in their formation process [335].
Once formed, PAHs self assemble into nascent carbonaceous particles with a stacked nanos-
tructure [335]. Depending on the conditions in which the particles are formed they can have
different properties and composition.
The formation of carbonaceous particles occurs as a combination of physical and chemical
processes that have different timescales. The main processes involved are shown in Figure 2.1,
in which five steps that lead to the formation of carbonaceous particles can be seen from
bottom to top. Fuel pyrolysis is the first step in the formation of carbonaceous particles. In
this step the fuel is decomposed into small hydrocarbons and hydrocarbon radicals creating a
pool of species that become the building blocks for carbonaceous materials. These molecules
are typically under 1 nm in size [209]. In the second step, precursor formation, the first
aromatic rings are produced from gas phase species [112]. These aromatic rings grow via
the addition of small hydrocarbons [76] and form PAHs that contain five-member rings and
six-member rings [45]. These species are able to delocalise electrons within their structure
gaining additional stability at high temperatures [306, 305] and have sizes between 1 and
10 nm. In the third step, PAHs self assemble and form nanoparticles. These incipient
particles [209] have sizes that are comparable to that of the largest precursors (less than
10 nm). This step presents relevant scientific questions in the formation of carbonaceous
particles, as the nature of the formation of nanoparticles from the gas phase is not well
understood. In the fourth step, the nanoparticles produced in previous steps gain mass by
the addition of gas phase species and aromatic precursors. These particles are larger, with
sizes over 10 nm [209]. and are constituted by several PAHs. Lastly, carbonaceous primary
particles assemble into particle aggregates, larger agglomerates formed by the collision of
individual particles with sizes over 100 nm [209].
Some of the physical and chemical processes that contribute to the formation of car-
bonaceous particles are also important in the synthesis of other materials like fullerenes and
graphene. Although these processes are important in different chemical environments, they
are discussed in the context of combustion chemistry in the following sections.
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Fig. 2.1 Schematic of the main processes occurring during soot formation in flames. Fuel
pyrolysis and single ring species are taken from Hansen et al. [111]; Johansson et al. [139].
The structures and high-resolution atomic force microscopy images of larger PAHs are taken
from Commodo et al. [45]. Nanoparticles and primary particles imaged with helium ion
microscopy (HIM) are taken from Schenk et al. [278]. HRTEM of primary particles and
SEM for a lamp black aggregate particles are taken from [190]. This figure is provided
courtesy of Jacob W. Martin © and is used with permission.
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2.2 Formation and growth of PAHs
The gas phase formation and growth of PAHs is a crucial step in the formation of carbona-
ceous materials. PAHs are widely considered to be the main constituents of carbonaceous
particles, and have been suggested to play a role in the formation of other materials like
fullerenes [121] and graphene [56]. Therefore understanding the processes that affect PAHs
is necessary to successfully predict the formation of these materials. In this section the
formation of and growth of PAHs are reviewed in the context of combustion environments as
this is one of the main fields for the synthesis of carbonaceous materials.
2.2.1 Formation of the first aromatic rings
The first step in the production of carbonaceous materials involves the formation of aromatic
molecules. Benzene (C6H6), with only one six-member aromatic ring, is one of the simplest
aromatic species from which other PAHs are produced. Several works have shown that the
most likely pathway towards the formation of benzene involves the self-recombination of
propargyl radicals (C3H3•) [71, 212, 204, 307, 264, 311, 89, 210, 211]:
C3H3•+C3H3• −−→ C6H6.
Other pathways that contribute to the formation of benzene involve the combination of
propargyl radical with other resonantly stabilised radicals. For example, the combination of
propargyl radical with 1-methylallenyl (C4H5•) [51, 30],
C3H3•+C4H5• −−⇀↽− C6H5CH2•+H,
C6H5CH2•+H−−⇀↽− C6H5CH3,
C6H5CH3 +H−−⇀↽− C6H6 +CH3•,
and with allyl radical (a-C3H5•) [112]:
C3H3•+ a-C3H5• −−⇀↽− C5H4CH2 +H+H
C5H4CH2 +H−−⇀↽− C6H6 +H.
Additionally, the recombination of 1,3-butadienyl radical (i-C4H5•) and acetylene has been
shown to be a significant contributor to the formation of benzene [43, 51]:
i-C4H5•+C2H2 −−→ C6H6 +H.
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Recently the self-combination 1-buten-3-yne (C4H4) has also been proposed as a possible
pathway in the formation of phenylacetylene, an acetylene substituted benzene [176]:
C4H4 +C4H4 +H−−→ C6H5C2H+H2 +H.
These pathways have been suggested as the most likely to explain the formation of benzene
in combustion processes. However, other pathways may be relevant in other reactive environ-
ments. For example, the recombination of 1,3-butadiene with ethynyl radical has also been
proposed to produce benzene in in non-combustion environments [141].
Another aromatic species that participates in the formation of other PAHs and carbona-
ceous materials is the cyclopentadienyl radical (C5H5•). This radical containing a single
five-member ring is formed by the oxidation of phenyl radical [265, 310, 52]
C6H5 +O2 −−⇀↽− C6H5O+O,
C6H5 +O−−⇀↽− C5H5 +CO,
C6H5O−−⇀↽− C5H5 +CO,
and via the recombination of propargyl radical and ethylene [8, 205]
C3H3•+C2H2 −−⇀↽− C5H5•.
Besides participating in the formation of PAHs, cyclopentadienyl radical also plays a role
in the formation of benzene. This has been suggested via the recombination with a methyl
radical and a ring enlargement reaction [8, 205]:
C5H5•+CH3• −−⇀↽− C5H5CH3,
C5H5CH3 −−⇀↽− C5H4CH2 +H2,
C5H4CH2 +H−−⇀↽− C6H6 +H.
Benzene and cyclopentadienyl radical subsequently participate in processes that produce
larger PAHs.
2.2.2 Growth into larger PAHs
HACA
The first aromatic rings can further interact with the pool of chemical species available in the
gas phase. This interaction can produce additional aromatic rings resulting in the formation of
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PAHs. Although several mechanisms have been proposed to explain the growth of additional
rings on aromatic species, none have been as tested as the Hydrogen-Abstraction–Carbon-
Addition (HACA) mechanism [337, 76, 74]. This reaction model has been incorporated into
modern chemical mechanisms [342, 38, 261, 227] as its predictions reasonably explain the
growth of PAHs and carbonaceous particles [269, 203]. The reaction scheme has three main
steps: the activation of the PAH via the abstraction of an hydrogen atom (Equation (2.1)), the
addition of a first acetylene molecule (Equation (2.2)) and the addition of a second acetylene










k3−−→ Ai+1 +H, (2.3)
where the notation Ai, defined by Frenklach et al. [83], represents a PAH with i six-member
rings, and k represents the rate constant for each reaction. Reaction equations (2.1)–(2.3)
provide a simple way to model the growth of arbitrarily sized PAHs. Following these












Equation (2.4) accounts for the different regimes in which HACA growth can be expected.
An analogous version of Equations (2.1)–(2.3) can be used to study the surface growth of












where Cs−H and Cs• represent the number of reactive sites in a carbonaceous particle and
their radicals respectively. The term Cs−H on the right hand side of Equation (2.6) represents
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the new site formed after the production of a new ring. Using the steady-state approximation
for the radical sites, the HACA growth rate for the i-th particle can be obtained as
RHACA,i =
α χCs−H k1[H]k2[C2H2]
k−1[H2]+ k2[C2H2]+ k3[H]+ k4[O2]
siNi, (2.9)
where RHACA,i is the HACA growth rate for the i-th particle, α is a model parameter that
represents the fraction of available reactive sites on the surface of a particle, χCs−H is the
number density of armchair sites on the surface of a particle (:= 2.3×1015 sites/cm2 [81]),
si is the surface area of the particle and Ni is the number density of the given particle. This
simple reaction model has been used to study the growth of carbonaceous particles in multiple
conditions [4, 203, 269].
Although Equations (2.1)–(2.9) provide a good estimation of the growth rate of carbona-
ceous materials, the reality of the HACA mechanism is more complex as can be seen in
Figure 2.2. The three routes for HACA growth from phenyl are those proposed by Bittner
and Howard [14] (blue), the original HACA route proposed by Wang and Frenklach [336]
(red) and the modified Frenklach route [222] (pink). The studies performed by Mebel and
collaborators showed that the three routes can be significant in the growth of naphthalene
(A2) from benzene depending on the gas phase conditions [201, 202].
The potential energy surface for HACA growth of naphthalene has also been investigated
by Kislov and collaborators [156, 157] and more recently by Frenklach et al. [86] and
by Liu et al. [180]. All of these studies showed that the preferred product for the addition
of acetylene to naphthalene is acenaphthylene, which contains a five-member ring. The
formation of phenanthrene (A3) is suggested to be linked to the formation of biphenyl
followed by a HACA addition over the crosslink between the aromatic rings. This process,
first proposed by Wang and Frenklach [337] and later investigated by Kislov et al. [155],
was crucial in assembling chemical mechanisms for the growth of PAHs such as the ABF
mechanism [4]. Lastly, the HACA growth of larger PAHs has been studied for different
species. Frenklach et al. [86] calculated the potential energy surface for the addition to
zig-zag and armchair sites. Raj [255] studied the differences for HACA growth between flat
and curved PAHs. The HACA growth reactions implemented in early mechanisms such as the
Appel-Bockhorn-Frenklach (ABF) mechanism [4] have been included in a number of modern
detailed chemical mechanisms, including the Deutsches Zentrum für Luft- und Raumfahrt
(DLR) mechanism [297, 298, 38], the Kaust PAH Mechanism 2 (KM2) [341, 342], the
Chemical Reaction Engineering and Chemical Kinetics (CRECK) mechanism [262, 261] and
the Caltech mechanism [15, 227]. These detailed chemical mechanisms use HACA reactions
to explain the growth of larger PAHs.
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Fig. 2.2 Potential energy surface for various HACA routes. All relative energies are given in
kcal/mol. Reprinted from Mebel et al. [202] with permission from the American Chemical
Society ©.
Other growth mechanisms
Other growth mechanisms that are important to mention are the recombination of cyclopenta-
dienyl radicals, the growth via the addition of other gas phase species and crosslinking and
condensation reactions.
Two cyclopentadienyl radicals can recombine in a pathway that explains the fast formation
of naphthalene in flame environments [58, 188, 205]. The reaction follows the formation of
an hydrogenated fulvalenyl (C10H9)
C5H5•+C5H5• −−→ C10H10,
C10H10 −−→ C10H9 +H,
C10H9 −−→ C10H8 +H.
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This pathway has been studied in depth by Mebel and collaborators [198, 202], who showed
that this recombination also explains the formation of other PAHs such as azulene and
fulvalene.
Growth via the addition of other species such as vinylacetylene (C4H4), propargyl
radical (C3H3) and 1,3-butadiene (C4H6) has also been studied in the context of naphthalene
formation [201, 202]. Ring-enlargement pathways involving the formation of six-member
rings from five-member rings have also been proposed via the addition of methyl [200, 201, 8]
and acetylene [283].
Lastly, another pathway in which PAHs gain molecular weight consists of crosslink
condensation reactions between two PAHs. Density functional theory studies of phenyl,
naphthyl and anthracenyl crosslinking on naphthalene and anthracene with the subsequent
condensation into additional rings showed that these reactions can be competitive with HACA
growth processes [326]. Experimental observations have also provided evidence of crosslinks
that rearrange into curved structures containing embedded five-member rings [9, 2, 121].
Crosslinking reactions probably play an important role in the inception of carbonaceous
particles as is discussed in Section 2.3.1
2.2.3 Inclusion of curvature
The inclusion of curvature induced during the growth of PAHs has important consequences
for carbonaceous materials. In the case of carbonaceous particles, it has been shown that
curved PAHs (cPAHs) possess a dipole moment due to the flexoelectric effect [189] that
persists at flame temperatures [194]. Curved PAHs have been observed in premixed [3, 102]
and non-premixed flames [190], and it has been hypothesised that their dipole moments may
influence the formation of the first particles [191, 22].
The curvature arises from five- and seven-member rings that are embedded during the
growth of a PAH. Five-member rings surrounded by six-member rings results in positive
Gauss curvature, corresponding to a bowl-shaped topology [280]. Seven-member rings
surrounded by six-member rings results in negative Gauss curvature, corresponding to a
saddle-shaped topology [317].
Five-member rings are found in a variety of carbon materials including nanotubes [175],
graphene [267] and fullerenes. Corannulene (the smallest cPAH) has been detected in
flame-generated soot [166, 354]. High-resolution transmission electron microscopy (HR-
TEM) analysis of soot particles has shown the presence of curved fringes, indicating PAHs
containing embedded five-member rings [333, 21]. Partially-embedded five-member rings
have been directly observed in PAHs using high-resolution atomic force microscopy (HR-
AFM), and may be able to lead to fully embedded five-member rings via an acetylene
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addition step, but observing these embedded five-member rings in carbonaceous particles is
challenging because the resulting PAHs are no longer planar [45].
The inclusion of curvature in carbonaceous materials has been studied in the context of
the formation of five-member rings. Frenklach [75] was the first to propose that PAH growth
could be dominated by the HACA growth of five-member rings on the zig-zag edge of a
molecule rather than by the growth of six-member rings. In subsequent studies [84, 350],
it was shown that edge five-member rings can migrate around zig-zag edges in a reaction
facilitated by the addition of an hydrogen atom to the five-member ring forming a localised
π-radical. Using Kinetic Monte Carlo (KMC) models, HACA growth reactions in the
adjacency of edge five-member rings were suggested to produce partially-embedded five-
member rings [75, 84, 348]. Once formed, partially-embedded five-member rings participate
in transformation processes that change the morphology of the structure. These are illustrated
in Scheme 1. Firstly, partially-embedded five-member rings are able to migrate around
the edge of a PAH facilitated by an hydrogen abstraction reaction [351]. Secondly, rings
occupying an edge position can become fully-embedded leading to the formation of a
cPAH [348, 359, 358].
Scheme 1: Migration and embedding of a partially-embedded five-member ring [351].
The migration process allows the rings to be positioned on either the edge or the corner of
molecules. However, the kinetics of the migration reaction favour the edge position [351].
The rate for this migration process was estimated to be much faster than the rate of formation
of additional rings. Therefore, it was concluded that the migration of partially-embedded
five-member rings happens several times before other growth reactions. This process follows
a one-dimensional random walk around the molecule edge [351]. The migration becomes
terminated when the bay-capping reaction [359] (right part of Scheme 1) fully embeds the





where Rmigration and Rtermination are the rates for the migration and termination process
respectively.
Seven-member rings are also associated with the inclusion of curvature in carbonaceous
materials. Seven-member rings have been observed in non-graphitising carbon [115], nan-
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otubes [175], fullerenes [318] and graphene [253]. The Stone-Wales defect, a double
pair of five- and seven-member rings, produces local curvature in graphene [248]. Lines of
consecutive five- and seven-member rings have been observed in nanoporous carbons [104],
and result in different curvatures in different annealed carbons [193]. In graphene, these lines
constitute grain boundaries where the orientation of the carbon atoms change [131]. The
partially embedded five-member rings observed by Commodo et al. [45] are contained in
bays that provide a site for the formation of a seven-member ring next to the five-member
ring. HR-TEM analysis of curved fringes also suggests that seven-member rings could be
present in soot particles [333, 21].
The formation of seven-member rings in gas phase chemistry has been rarely studied.
One exception is Kislov et al. [157], who studied a process to create seven-member rings
via two HACA additions on a zig-zag site, but found that it was slow relative to other
processes. Other work worth mentioning is the formation of azulene from the recombination
of cyclopentadiene radicals as studied by Mebel et al. [201]. In their work they showed
that azulene can convert into naphthalene via internal rearrangements of the carbon atoms.
Recently, Menon et al. [206] calculated rates for the formation of seven-member rings on
bay sites containing five-member rings using density functional theory at the M06-2X/cc-
PVTZ//B3LYP/6-311+G(d,p) level of theory. The ring formation mechanisms included
hydrogen-abstraction-facilitated, hydrogen-addition-facilitated, carbene formation, and direct
cyclisation bay closure processes and closure via HACA growth. The calculated rates showed
that the formation of seven-member rings by HACA growth and bay closures proceeded
at rates similar to the analogous processes for the formation of five and six-member rings.
Scheme 2 shows some of the processes studied for the formation of seven-member rings.
Scheme 2: Formation of seven-member rings as studied by Menon et al. [206]. (a) and (b)
show formation via HACA, (c) and (d) show formation via bay closure reactions.
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2.2.4 Oxidation of PAHs
The interactions between carbonaceous materials and oxygenated species have been exten-
sively studied, most typically in combustion experiments. Early experiments on carbon rods
with molecular oxygen (O2) showed that carbonaceous materials present different types
of reactive sites, resulting in the development of the Nagle-Strickland-Constable (NSC)
model [332]. This model has been extensively used to study the oxidation of carbonaceous
particles such as soot [120, 28, 90] and other materials like glassy carbon [174]. Fenimore
and Jones [72] and later Neoh and collaborators [232, 231] showed that the hydroxyl radi-
cal (OH) also contributes to the oxidation of carbonaceous particles. They used a two-stage
premixed burner where carbonaceous particles and combustion gases from the first stage
were mixed with air and burned in the second stage. In these experiments they showed
that at low concentrations of molecular oxygen, soot oxidation is dominated by hydroxyl
radicals. Using collision theory, Neoh and collaborators [232, 231] showed that the oxidation
of carbonaceous particles by hydroxyl radicals has a collision efficiency of 0.13.
Early experiments also showed the capability of atomic oxygen (O) to oxidise carbon
filaments [268] and carbonaceous particles [353]. Later, Neoh and collaborators [232,
231] showed that atomic oxygen is unlikely to be a significant oxidiser in typical flame
conditions. However, in other conditions such as plasma reactors [138, 312] and plasma
assisted combustion experiments [143], atomic oxygen has been detected in significant
concentrations. These three species appear to play different roles in the oxidation of carbon
materials. Molecular oxygen appears to be responsible for the oxidation of carbonaceous
particles from the inside of the particles, while the hydroxyl radical is associated with surface
oxidation [103, 91, 230, 228]. Atomic oxygen has been suggested to contribute to the
oxidation of resonantly stabilised radicals [85] as well as producing epoxy and ether groups
on the basal planes of PAHs [168]. Those oxygenated groups possibly explain the different
oxidation rates observed in recent oxidation experiments of carbon black with molecular and
atomic oxygen [228].
Different models have been used to study the interaction between oxygenated species
and carbonaceous materials. Semi-empirical models such as the NSC model [332] and that
of Neoh and collaborators [232, 231] have been extensively used to study the surface growth
and oxidation of carbonaceous particles [47, 303, 28, 120, 81]. Other oxidation models
such as the one proposed by Lee et al. [173] or the one given by Appel et al. [4] provide
a single equation to estimate the oxidation rate of carbonaceous particles by molecular
oxygen. Recently Guo et al. [103] and Ghiassi et al. [90] compared model predictions from
different oxidation models and determined optimised expressions for the oxidation rate of
carbonaceous particles in premixed flames, diffusion flames and flow reactors.
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The model proposed by Frenklach and Wang [81] (see Equations (2.5)–(2.8)) for the
growth of carbonaceous particles can also be used to model their oxidation. Analogously to
Equation (2.9), the oxidation rate for the i-th particle can be obtained as
ROxid,i =
α χCs−H k1[H]k4[O2]
k−1[H2]+ k2[C2H2]+ k3[H]+ k4[O2]
siNi, (2.11)
where ROxid,i is the oxidation rate of the i-th particle by molecular oxygen. Recently, Fren-
klach [78] reviewed the implications of this model. In that work the α model parameter was
redefined as the ratio of reactive edge carbon atoms to total carbon atoms of a PAH. The
reaction model was also expanded to account for the formation of oxygenated intermediate
species.
Detailed particle models have also been used to study the interaction of oxygenated
species with carbonaceous precursors. Frenklach and collaborators [65, 294, 293] used
density functional theory to calculate the oxidation pathways of different sites. They used
their rates in a KMC model to study the oxidation of different rings on graphene edges. Their
results suggest that molecular oxygen and hydroxyl radical are responsible for the oxidation
of six-member rings via the formation and subsequent decomposition of oxyradicals. This
reaction produces either a five-member ring or a partially-embedded five-member ring. In
a more recent study, Frenklach et al. [85] also showed that atomic oxygen is likely to be
responsible for the oxidation of partially-embedded five-member rings. The oxidation of
six-member rings and partially-embedded five-member rings by different species is shown
in Scheme 3. Other detailed models have focused on the formation of oxygenated groups
in molecules that are precursors for carbonaceous particles [339, 340, 274, 69]. These
studies suggest that oxygenated species can enhance the growth of carbonaceous materials
by creating additional types of ring and types of site in the material.
Scheme 3: Species associated with the oxidation of six-member rings [293] and
partially-embedded five-member rings [85].
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2.3 Formation and growth of carbonaceous particles
2.3.1 Particle inception
The transition from gas phase aromatic precursors into the condensed-phase that constitutes
incipient particles is the process known as particle inception [209]. There is strong evidence
that the interaction of two PAHs leads to the inception of carbonaceous particles, but the
identity of these PAHs, and the nature of their interactions, remain elusive [335, 125]. Several
mechanisms have been proposed to provide an explanation to the particle inception process.
These mechanisms are shown in Figure 2.3 and can be classified in three main categories.
1. Inception via physical interactions, in which dispersion or van der Waals forces keep
the PAHs together.
2. Inception via chemical reactions, in which the PAHs stay together by forming bonds
between each other.
3. Inception via a combination of physical and chemical interactions between PAHs.
Inception via physical interactions
The irreversible physical dimerisation of flat, small sized PAHs is one of the earliest mod-
els for the inception of carbonaceous particles. Based on X-ray diffraction experimen-
tal observations, Frenklach and Wang [81] proposed the irreversible dimerisation of two
pyrene molecules as the process for particle inception. Throughout the years this model
has been applied in several studies with varying levels of accuracy [269, 4, 76, 80]. The
irreversible dimerisation of pyrene has arguments both in favour [76, 80, 279, 133] and
against [126, 125, 35, 270, 295, 63] it as a possible mechanism for the inception of car-
bonaceous particles. Recently, Frenklach and Mebel [80] reviewed the different possible
mechanisms of particle inception. The formation of pyrene dimers was analysed using rate
constants that included reversible processes. It was concluded that the physical dimerisation
of pyrene is unlikely to explain particle inception.
Other physical models of particle inception are those that suggest the interaction of
ions. The ion-driven particle inception model was first proposed by Calcote [26, 27]. This
mechanism relies on the addition of neutral molecules to ions present in the flame. Several
works [108, 6, 36] disproved this mechanism on the basis that ions are not present in large
enough numbers to sustain particle inception. Recently, the studies performed by Martin
and collaborators [189, 194, 190, 191, 22] have suggested that an ionic mechanism would be
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Fig. 2.3 Schematic of various mechanisms for particle inception of carbonaceous nanopar-
ticles arranged as a function of molecular weight and C/H ratio. This figure is provided
courtesy of Jacob W. Martin © and is used with permission.
possible around cPAHs. Curved PAHs have a larger dipole moment than that of flat PAHs due
to the flexoelectric effect [189]. This dipole moment makes curved PAHs more susceptible
to interact with electric fields and ions in flames. A molecular dynamics study of clustering
of corannulene, the smallest cPAH, showed that the presence of potassium ions favoured
the formation of homogeneous clusters due to interactions between the dipole moment and
the ions. This effect was not observed with flat PAHs [22]. These observations suggest that
an ionic mechanism for particle inception associated with curved PAHs could be possible.
Further investigation of this mechanism is needed.
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Inception via chemical interactions
Different chemical mechanisms for particle inception have been suggested to explain the
formation of carbonaceous particles. The early works of Homann [121] and Siegmann et al.
[290] suggested that a reactive dimerisation mechanism could explain the high concentrations
of larger PAHs sampled in flames using mass spectrometry. Homann [121] proposed that
a few PAHs could form aliphatic links between peri-condensed PAHs. These aromatic
oligomers were called aromers. Aromers were suggested to have many five-member rings,
to decompose via dehydrogenation reactions and to have varying sizes as a function of the
flame fuel and conditions. Aromers were suggested to explain the formation of fullerenes
via a zipper mechanism in which an aromer consisting of two crosslinked PAHs could form
a partially closed cage via dehydrogenation (unimolecular) reactions. Aromers were also
suggested as precursors to particle inception. In that case aromers would keep growing
via HACA (bimolecular) reactions not allowing the formation of a closed structure. This
mechanism initiated the discussion of crosslinking between PAHs but the mechanism for the
formation of such bonds is missing.
Following the discussion of crosslinked structures, Violi et al. [331] proposed a mecha-
nism initiated by hydrogen abstraction on one of the six-member rings of a PAH. The newly
formed radical proceeded to attack an edge five-member ring on another PAH creating an
aliphatic bond. Ring condensation reactions over the aliphatic bond could then form peri-
condensed PAHs. This was termed the aromatic-aliphatically-linked-hydrocarbon (AALH)
mechanism. In the original work of Violi et al. [331] large crosslinked structures were ob-
served using a kinetic Monte Carlo/molecular dynamics approach. However, the reversibility
of the bond formation was not included. Calculations of the stability of bonds on crosslinked
PAHs have shown that single aliphatic bonds are quite susceptible to break [335, 80]. To
resolve these issues, Frenklach and Mebel [80] suggested modifications to the AALH mech-
anism. They proposed that instead of repeatedly forming a single aliphatic crosslink, an
E-bridge or doubly linked structure could be formed. This structure produces two adjoined
five-member rings which do not fragment and are more stable and less reversible. Struc-
tures with two adjoined five-member ring have also been observed experimentally [81, 45].
However, the formation rate of an E-bridge does not appear to generate sufficient nucleation
flux to explain particle inception on its own. To address this issue, Frenklach and Mebel
[80] suggested that the formation of internal rotors upon collision could enhance the rate of
formation significantly.
Lastly, another chemical mechanism that could explain the inception of carbonaceous
particles is the clustering of hydrocarbons by radical chain reactions (CHRCR) mecha-
nism [139]. In this mechanism resonantly-stabilised-radical PAHs act as crosslinking units.
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It was proposed that a resonantly-stabilised-radical PAH could react with radicals that come
from hydrogen abstraction reactions. This reaction between two radicals is barrierless, and
is thus expected to be fast. The crosslinked structure could then have another hydrogen
abstraction, creating another resonantly-stabilised-radical PAH that could propagate a chain
reaction. This mechanism provides a sensible explanation of the formation of clustered PAHs.
However, the rate constants for all the reactions present in this mechanism have not been
explored in detail. An assessment of the reversibility of the reactions in the mechanism is
also necessary.
Inception via physical and chemical interactions
The final category essentially combines the previous two. In a first step, two colliding
PAHs interact physically and stay together due to dispersion forces. In a subsequent step,
a thermodynamically stable chemical bond is formed between the PAHs. Some of the
mechanisms that have been proposed that follow these two interactions are the aromatic zig-
zag linked hydrocarbon (AZLH) mechanism, the aromatic multicentre-linked hydrocarbons
(AMLH) mechanism, and the aromatic rim-linked hydrocarbons (ARLH) mechanism.
The aromatic zig-zag linked hydrocarbon mechanism was proposed by Wang [335]. The
central species to this mechanism are acenes, linear PAHs that have a diradical character
as the PAH becomes longer [308]. Two acenes are proposed to form stacks and then form
multiple bonds between their radical sites [335]. However, studies of the thermal stability of
acene dimers have shown that their formation at flame conditions is not favoured [360, 216].
The aromatic multicentre-linked hydrocarbons mechanism suggests the formation of
pancake bonds, bonds formed on the edge of PAHs that are previously stacked [193]. These
bonds were associated with π-radicals that are formed on PAHs with an odd number of carbon
atoms [223]. For larger non-symmetric aromatic species it was found that the multicentre
bond only forms across a few edge carbon atoms [193].
Lastly, the aromatic rim-linked hydrocarbons mechanism was suggested from the recent
observations of PAHs containing different five-member ring moieties [45]. This mechanism,
suggested by Martin and collaborators [193, 192], proposes the formation of localised π-
radicals around edge five-member rings or partially-embedded five-member rings. It was
suggested that localised π-radicals formed on edge five-member rings were able to form
stable bonds between stacked PAHs. Calculations of the stability of bonded and stacked
ARLH dimers showed that these dimers have substantially larger binding energies [192] and
equilibrium constants [208] than physically interacting dimers at flame temperatures. A recent
study of the kinetics and equilibrium constants of localised π-radicals with different species
showed that the reactions of localised π-radicals are as fast as those of other radicals [208].
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Although the study showed that crosslinking rates between small PAHs were likely too slow
to explain particle inception by itself, the high stability of the formed dimers suggests that this
mechanism may be important for larger species. This mechanism is still under investigation.
2.3.2 Aggregate formation
The formation of carbonaceous aggregate particles has been reported since early works in the
detection of soot particles in flames [73, 101, 116, 149]. Larger carbonaceous particles are
known to be the product of collisions between incipient and smaller particles. Experimental
studies showed that initially the particles look spherical and later acquire a fractal shape [117].
Hence, the coagulation of carbonaceous particles has two regimes: coalescent growth and
agglomeration into fractal aggregates [76].
Coalescent growth
In this regime particles are usually assumed to be spherical. They collide and coalesce
completely, forming new spherical particles [76], which is the reason why these particles
have been called liquid-like [209]. The mathematical treatment of this regime is taken from
the field of aerosol dynamics [345, 87]. Coalescent growth is described by the Smoluchowski
master equations [302], where the collision coefficients are dependent on the sizes of colliding
particles. The functional form of this dependence is in itself dependent on the value of the
Knudsen number [178] which is the ratio of the mean free path to the particle radius,
and hence is a function of pressure (see (3.34)). At low pressures the coagulation is said
to be in the free-molecular regime, and at high pressures in the continuum regime [345,
87], while in between, in the transition regime, is assumed to be a function of both (see
Equation (3.31)) [252]. The Smoluchowski master equations have asymptotic solutions that
result in self-preserving distributions of particle sizes [345, 87, 76]. These asymptotic results
are typically used in simplified models of soot formation [77]. Frenklach [76] mentions
that experimental evidence [16] and computational results [82] both show that there is a
substantial deviation of the particle size distribution function from the self-preserving form
in the carbonaceous particles inception zone. This issue is still currently under investigation
and, as mentioned earlier, dependent on the uncertainties of particle inception processes.
Particle agglomeration
Larger carbonaceous particles are known to form particle aggregates with a narrow fractal
dimension of 1.7-1.8 [76]. Pratsinis and collaborators [67, 66, 148, 328] showed that the
fractal dimension of an agglomerate depends mostly on the mechanism that dominates
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particle aggregation. In the case of carbonaceous particles, aggregates appear to be formed
by diffusion limited aggregation [159] and ballistic cluster-cluster aggregation [144]. The
governing regime appears to be a function of the Knudsen number.
Coupled simulations of particle aggregation with surface growth showed that carbona-
ceous particles are likely to be of roughly equal sizes when they form particle agglomer-
ates [215, 214, 146]. Mitchell and Frenklach [215] showed that carbonaceous agglomerates
start to form immediately after the formation of incipient particles. They showed that sur-
face growth of primary particles is an important process that contributes to the sintering
of individual particles into the spheroidal shape of a particle agglomerate [215]. A model
for the sintering of primary particles in an aggregate has been proposed by Eggersdorfer
et al. [67] based on the shared surface area of individual primary particles. This model has
been implemented in stochastic models of carbonaceous particle inception and growth [276].
Recently, the sintering of carbonaceous particles has also been experimentally observed [236].
Stochastic models of particle aggregation and growth have confirmed that the combined
agglomeration and surface growth of the particles explains the structures of carbonaceous
particles [220, 242, 322, 276, 256, 34]. Detailed particle models such as the one proposed
by Sander et al. [276], have provided a comprehensive description of the processes that
contribute to the formation of carbonaceous particles. These models have been used to study
the combined growth of constituting PAHs with the dynamics of particle formation.
2.4 Formation of fullerenes
Fullerenes are a unique type of molecule that are characterised by their closed cage curved
structure and the arrangements of its carbon atoms in six-member rings and five-member rings.
The curvature of the fullerene structure is such that the three bonds of any carbon atom with
its neighbouring atoms are not in a plane [106]. This effect, called pyramidalisation [106],
modifies the hybridisation of the atomic orbitals, from the sp2 hybridisation characteristic
of graphene, to an intermediate between sp2 and sp3 [105, 218]. Although most fullerenes
contain mostly six-member rings and five-member rings, some fullerenes containing seven-
member rings have also been found in low pressure acetylene flames [318].
Fullerenes can be produced alongside carbonaceous particles in arc discharges formed be-
tween graphite electrodes at low pressures [40]. In this system, first described by Krätschmer
et al. [160], single carbon atoms are vaporised from the graphite electrode and rearrange
in the gas phase to form fullerenes. The mechanism by which both products are formed
is not well understood. Mojica et al. [218] presents different mechanisms that have been
suggested to explain the formation of fullerenes in this system. Also worth mentioning are
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the mechanism by Kroto and collaborators [361, 163, 49, 161], who suggested the formation
of an icospiral molecule by molecular edge growth that could close and form a fullerene, or
keep growing and form a quasi-spiral carbonaceous particle as shown in Figure 2.4. This
mechanism suggests that fullerenes grow by adding carbon atoms on the molecule edge,
a process that appeared to be too slow to explain fullerene formation in arc discharge sys-
tems [218, 64, 23]. Instead, there is evidence that fullerenes can add carbon atoms and carbon
atom dimers from the gas phase to grow into larger fullerenes [60]. The opposite process
has also been suggested as the mechanism that best explains the formation of fullerenes
in arc discharges [280]. Large fullerenes are suggested to be formed from the ejection of
carbon atom dimers from larger fullerenes [134, 272]. The presence of carbon atom dimers
in the laser-ablation of graphite rods [277] suggests that this decomposition pathway is
possible [280].
Fig. 2.4 Icospiral mechanism for the formation of fullerenes as described by Kroto [161].
(a) corannulene, (b) growth of curved structure by edge reactions, (c) a structure forming
a second shell that can close and form a fullerene, (d) a structure with a second shell that
was suggested to form a carbonaceous particle, later disproven by Frenklach and Ebert [79].
Taken from Kroto [161] with permission from Elsevier ©.
Although these pathways seem to be important in the presence of a vapour of carbon
atoms, they do not appear to explain the formation of fullerenes in flames. Fullerenes are
produced alongside carbonaceous particles in regions of high temperature [121] and in the
presence of oxidising species [130, 118] in low pressure benzene [121] and acetylene [344]
flames. Several mechanisms have been proposed to explain this phenomena. The addition of
carbon atom dimers to smaller fullerenes has been proposed to explain the growth into larger
fullerenes [60]. However, the formation of the first fullerene was suggested to be different.
Richter and Howard [263] discussed the two main mechanisms that have been suggested to
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explain their formation. First, the icospiral mechanism [361] was proposed to explain the
formation of both fullerenes and carbonaceous particles in flames. However, coagulation,
which is critical in the formation of carbonaceous particles [79], was neglected in the initial
analysis. Frenklach and Ebert [79] showed that the HACA mechanism is able to explain
the formation of molecules as large as fullerenes in flames without the addition of carbon
atom dimers. The presence of corannulene, the smallest cPAH, in both fullerenic [165, 166]
and non-fullerenic flames [165] supports this explanation. Using HACA and bay closure
reactions as the main growth processes for fullerenes, Pope et al. [249] proposed a chemical
mechanism that was able to predict the formation of fullerenes. This mechanism was later
extended by Richter et al. [266].
The second mechanism was proposed by Homann [121]. As discussed in Section 2.3.1,
it is based on the concept of aromatic oligomers or aromers. Figure 2.5 shows the steps
suggested in the formation of curved structures and fullerenes. The figure shows a crosslinked
structure forming five-member rings via bay closure (cyclodehydrogenation) reactions and
their embedding via HACA growth [359]. The collision of aromers were suggested to
explain the formation of fullerenes via the zipper mechanism instead of growing via HACA
(bimolecular) reactions [121].
Fig. 2.5 Integration of curvature on aromers as suggested by Homann [121]. The product
structure can participate in the formation of carbonaceous particles and fullerenes. The
structure circled in red is based on the structure imaged in HR-AFM [45]. This figure is
provided courtesy of Jacob W. Martin © and is used with permission.
Other processes have been suggested to be important for the synthesis of fullerenes in
hydrocarbon flames. The oxidation of six-member rings has been suggested as a possible
pathway to explain the large amount of five-member rings that are present in fullerenes [130,
93]. This observation agrees with the results from Frenklach and collaborators [293, 65,
85, 294], who suggested that molecular oxygen produces five-member rings by oxidising
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six-member rings. Also important are the internal rearrangements suggested by Scott and
collaborators [281]. Using flash vacuum pyrolysis at high temperatures, they showed that
cyclodehydrogenation processes create condensed PAHs via the formation of carbenes.
These processes appear to play an important role in the formation of curved structures (see
Figure 2.5). Although the combustion synthesis of fullerenes is still not fully understood, it
has been suggested to have the largest potential to reach an industrial scale production [281,
309].
2.5 Gas-phase formation of graphene
Graphene can be produced by several methods. For example, Lee et al. [172] and Choi
et al. [39] give chemical vapour deposition, thermal annealing of amorphous carbon, un-
zipping carbon nanotubes, solvothermal synthesis, thermal decomposition of carbides, and
different methods for the exfoliation of single layers from graphite as some of the methods
to produce graphene. From these methods, chemical vapour deposition (CVD) appears
to be the most promising to achieve significant production rates of graphene [172]. The
mechanism for the formation of graphene in CVD is heavily dependant in the interaction of
carbonaceous species and the substrate, typically a metal like copper or nickel, on which they
are deposited [224]. Species adsorbed onto the substrate are dehydrogenated via a catalytic
decomposition producing single carbon atoms. These carbon atoms either diffuse into the
bulk of the substrate or form dimers that stay on the surface. Eventually diffusion processes
arrange the carbon atoms next to each other on the surface of the substrate and nucleate a
graphene sheet [224]. Ab initio calculations have shown that these graphene sheets grow
by the addition of single carbon atoms and dimers to the different sites on the graphene
edge [88]. This process is similar to the growth of PAHs in the gas phase being dependant on
the reaction site.
Recently, another method to synthesise graphene in the absence of a substrate has gained
attention. Graphene can be produced alongside carbonaceous particles in the gas phase of
plasma reactors in a process that was first proposed by Dato et al. [57]. The main setup for
this synthesis utilises a generator to create a surface wave induced microwave plasma at
atmospheric conditions [315]. The microwave power is provided by a generator with variable
input power. The discharge takes place inside a quartz tube which is inserted vertically
and perpendicularly to the waveguide wider wall. This tube operates as a plasma reactor
where argon and a hydrocarbon are fed under laminar gas flow conditions. Typically the
hydrocarbon used for this setup is ethanol that has been previously vaporised, but liquid
feeds have also been studied [57, 56, 225]. The reactor flue gases are then passed through a
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cooling section that can either be water cooled (as in the design by Tatarova et al. [315]) or
not cooled by any additional media (as in the design by Münzer et al. [225]). The produced
graphene flakes are then collected in a filter connected to a vacuum pump. Figure 2.6 shows
the apparatus for the synthesis of graphene from plasma reactors as per described by Tatarova
et al. [315].
Fig. 2.6 Experimental setup for the plasma assisted synthesis of gas phase graphene. Taken
from Tatarova et al. [315] with permission from IOPScience ©.
Different variables have been studied to understand the formation of graphene in the
microwave plasma system. Dato and Frenklach [56] studied the effect of replacing ethanol
as the main precursor of the synthesis for methanol, isopropyl alcohol and dimethyl ether.
They found that ethanol and dimethyl ether produced higher quality graphene while the other
precursors produced carbonaceous particles. The effect of varying input power to the plasma
reactor has been studied by Dato and Frenklach [56] and Tatarova et al. [315]. Dato and
Frenklach [56] did not find structural changes as a function of input power which suggested
that the formation and growth of graphene occurs in the afterglow region of the plasma.
Tatarova et al. [315] found that reducing the input power from 500 to 400 W resulted in
the production of carbonaceous nanoparticles instead of graphene. The effect of different
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flow rates of ethanol has been studied by Dato and Frenklach [56] and Tatarova et al. [315].
Both studies found that lower flow rates of precursor to the reactor resulted in the production
of graphene, while high flow rates resulted in the production of amorphous carbons. Of
particular interest is the observation made by Tatarova and collaborators [315, 314]. In their
experiments they found that reducing the temperature in the afterglow region of the plasma
resulted in the production of graphene instead of carbonaceous particles. They attributed
the formation of carbonaceous particles to the creation of additional solid nuclei at lower
temperatures that resulted in agglomeration of the graphene molecules and formation of
graphite.
The production of graphene in microwave plasma reactors has been modelled by Tsyganov
et al. [323]. They assumed that local thermal equilibrium was present in the high temperatures
(2200 K) produced in the plasma. The chemical mechanism first used by Marinov [186] was
adapted to this system by adding reactions from different publications [301, 300, 187, 321]
to account for the production of species missing in the original mechanism. The model
by Tsyganov et al. [323] included heat losses through the plasma reactor walls and their effect
over the rate coefficients by calculating a radial averaged rate coefficient over the simulation
domain. In their model carbon atoms and carbon atom dimers (C2) were produced in the
plasma region. It was assumed that when these species diffused out of the plasma region they
crossed a boundary of vaporization that corresponded to reaching the condensation tempera-
ture of solid carbon (1800 K). By reaching this temperature it was assumed that solid carbon
(graphene) was formed. Subsequent diffusion of carbon atoms and carbon atom dimers from
the plasma into the assembly zone contribute to the growth of graphene sheets. The model
accounted for the formation of carbonaceous particles on the lower temperature walls of
the reactor as well as the formation of the main gas phase products (ethylene, acetylene,
carbon monoxide and hydrogen). Figure 2.7 presents the reactions and processes described
by Tsyganov et al. [323] for the production of graphene from ethanol in a microwave plasma
reactor. Two main channels for the decomposition of the precursor were reported: First,
the scission of the C–C bond to form CH2OH that eventually produces CO, and CH3 that
produces ethylene and acetylene via recombination of two methyl species. Second, the loss
of the OH group that produces ethylene and subsequently acetylene. The model proposed
by Tsyganov et al. [323] suggested that the growth and formation of carbonaceous materials
happens in the afterglow region of the reactor when the temperature is better suited for these
processes.
The model by Tsyganov et al. [323] did not account for the formation and growth of PAHs.
These species, as discussed in Section 2.1, are critical in the formation of carbonaceous
particles and fullerenes. It is not clear if the formation of graphene in the plasma synthesis
2.5 Gas-phase formation of graphene 31
Fig. 2.7 Scheme showing the main reactions and processes in the plasma and assembly
regions in the plasma synthesis of graphene as given by Tsyganov et al. [323]. Taken
from Tsyganov et al. [323] with permission from IOPScience ©.
discussed here is driven by rearrangement of individual carbon atoms and dimers, as is the
case in the synthesis of graphene via CVD, or by a gas phase growth mechanism like the
one that controls the growth of carbonaceous particles (HACA, Section 2.2.2). Certainly, the
temperatures at which carbon structures are suggested to be formed in the study by Tsyganov
et al. [323] agree with temperatures that are suitable for the formation of carbonaceous
particles. The plasma used in the decomposition of ethanol is crucial in the formation of
graphene. Esarte et al. [70] studied the pyrolysis of ethanol in the presence of nitrogen at
temperatures up to 1200 C and reported similar gas phase products but only soot particles as
solid products. The temperatures reported for the plasma synthesis are around 2000 K [323].
Besides the temperature of the decomposition, excited gas phase species may contribute
to the formation of graphene. For example, large amounts of excited atomic oxygen has
been reported in air microwave plasma reactors [312] and air-water mixtures [313]. The
presence of oxygen atoms has also been reported in the ethanol decomposition [138] but
carbon materials were not synthesised in these experiments. It is not clear if oxygenated
species play a role in the formation of graphene but these species certainly trigger other
decomposition processes as is well known in the field of plasma assisted combustion [143].
Recently the microwave plasma reactor such as the one shown in Figure 2.6 has been used
to produce nitrogen-doped graphene and graphene coated nanoparticles. Nitrogen-doped
graphene has been synthesised by adding nitrogen gas to the plasma reactor [316] or by
feeding an ethanolic solution of ammonia instead of pure ethanol [24]. In both cases atomic
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nitrogen is produced in the plasma which is confirmed by the appearance of CN bands in
the plasma emission spectra [316]. The nitrogen atoms produced in the plasma region are
integrated to the graphene sheets producing nitrogen-doped graphene. Additionally, the
plasma reactor has been used to produce graphene coated metallic composites in a two step
process [225, 109, 13, 137] and as a synthesis in the afterglow region of the plasma [54]. The
coated materials have been tested for different applications such as water remediation [109]
and energy storage [13, 225]. Other possible applications for gas phase synthesised graphene
are given by Dato [55]. Examples of such applications include catalysis, lubrication and
electrical applications. Overall the quality of the graphene produced via the plasma synthesis
method appears to be equivalent to other methods [55].
Other set of plasma experiments that is worth discussing is that of Bundaleska et al. [25]
and Singh et al. [292]. The former group used the same setup as the one shown in Figure 2.6
but replaced ethanol as precursor with methane at similar dilution ratios but higher input
power (1–1.5 kW). They found that graphene was produced alongside carbonaceous particles.
They also found that higher input powers increased the yield of carbonaceous products but
at the cost of producing carbonaceous particles instead of graphene. In the experiments
performed by Singh et al. [292], hydrogen was added to the methane and argon mixture.
Graphene was produced alongside carbonaceous particles but a significant increase in product
quality and reduction in the number of carbonaceous particles formed. This contrasts with
the observations from Tsyganov et al. [323] and Bundaleska et al. [25] that suggested that
additional hydrogen in the gas phase reduced the yield of solid products and increases the
presence of sp3 carbon. It is not clear if the graphene synthesised in the presence of methane
and hydrogen follows the same pathways as the decomposition of ethanol. However, the
range of temperatures is suitable for the formation of PAHs and carbonaceous particles.
In non-plasma conditions, large molecules that resemble graphene have been detected
alongside carbonaceous particles in low pressure acetylene flames [344, 347]. In these experi-
ments large molecules were sampled using time-of-flight mass spectrometry. Large molecules
of over 300 carbon atoms were identified with C/H ratios of above 6.0. Homann and collab-
orators concluded that the large amount of hydrogen sampled in such large molecules was
an indication that only few five-member rings were embedded in the atomic structure [344].
Graphene has not been reported in any flame experiment. It appears that flames are suitable
for the formation of carbonaceous particles and fullerenes only.
Chapter 3
Detailed particle model
This chapter presents a mathematical description of a detailed population
balance model that captures the structure and composition of carbonaceous
materials. The model describes particle aggregates that are constituted
by their primary particles and the connectivity between these primaries.
Each primary in turn is formed by polycyclic aromatic hydrocarbons
(PAHs) that describe its chemical composition. In the model, the PAHs are
constituted by a series of interconnected carbon atoms and reactive sites
susceptible to surface reactions. The implementation of the mathematical
model is discussed as are the approximations used to estimate the process
rates. The numerical algorithms used to solve the population balance
equation are described. A new algorithm to solve the migration of
partially-embedded five-member rings is proposed and its exactness and
computational performance is studied.
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3.1 Introduction
This chapter presents the model to describe carbonaceous materials that is developed in this
work. There are two layers in the model. First, the particle layer keeps track of the number of
particles and their connectivities. Second, the molecular layer keeps track of the composition
and the internal structure of particles. Although most of the work described in this thesis was
performed in the molecular layer of the model, the whole model is shown for completeness.
The model is based on the Polycyclic Aromatic Hydrocarbon–Primary Particle (PAH-PP)
model [276] and the Kinetic Monte Carlo–ARomatic Site (KMC-ARS) model [256] but
draws from other works [33, 32, 31, 257, 258, 37, 358, 357, 123]. The model uses a Kinetic
Monte Carlo (KMC) algorithm, commonly known as the Gillespie algorithm [92], to evaluate
the transformation of carbonaceous materials.
Early versions of the stochastic model used a two-dimensional representation of PAHs.
However, recent studies have shown that the curvature of PAHs is an important characteristic
that affects their reactivity [255] and morphology [349]. As demonstrated by Yapp et al.
[358], the simplest computational representation of a non-planar PAH consists in storing the
reactive edge sites arranged in order, without taking into account the positions of carbon
atoms. This site list can be used to track the edge of a PAH molecule and study the processes
that transform its structure. Morphological information of the carbonaceous material can be
inferred from this representation of a molecule. However, as the structure becomes more
complicated, this computational representation relies on assumptions that can affect the
predictions of such a model (e.g. steric hindrance or the internal positions of five-membered
rings). For this reason, a model that keeps track of the details of the PAHs that constitute
carbonaceous materials is proposed in this work.
The next sections explain the mathematical description of the detailed particle model
used in this work and its implementation. Section 3.2 introduces the type space for a detailed
particle model of carbonaceous materials. Section 3.3 introduces the state space of the
model. Section 3.4 shows the particle and PAH jump processes that modify the state of
the particles contained in the model. Section 3.5 discusses the steady-state and partial-
equilibrium approximations used in the calculation of PAH jump process rates. Section 3.6
elaborates on the implementation of the model. Section 3.7 details the numerical methods
used in the solution of the detailed particle model. Lastly, Section 3.8 provides details for all
rates and processes implemented in the model.
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Fig. 3.1 The different levels (aggregate, primary, molecule, carbon and site) of the type space
used for representing carbonaceous materials.
3.2 Type space
The type space is the space used for mathematically representing particles. In this work
there are different layers of information that are used to represent particles. Figure 3.1 shows
briefly the type space hereby used. In a detailed particle type space containing NP aggregate




p1, . . . , pnp(Pq),C(Pq)
)
, (3.1)
where C represents the connectivity of the np(Pq) primary particles. C is a lower diagonal
matrix of dimension n(Pq)×n(Pq) with matrix elements:
Ci j =
0, if pi and p j are not neighbouring;1, if pi and p j are neighbouring. (3.2)
A general primary particle pi, with i ∈ {1, . . . ,np(Pq)}, is represented by
pi = pi
(
m1, . . . ,mnm(pi),ri,xi
)
. (3.3)
A primary particle is formed by nm(pi) molecules, has a radius ri and a vector of spatial
coordinates xi ∈ R3 located at the centre of the primary particle assuming it to be spherical.
The primary particles in an aggregate can be seen as overlapping spheres such that the
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distance, di j, between two particles pi and p j, can be calculated as
di j = |xi−x j|. (3.4)
Equations 3.1 to 3.4 constitute the particle layer of the model. This particle description is
not unique to carbonaceous materials and has been used to study other materials, such as
titanium dioxide [178, 185]. The molecular layer of the model, which is the main focus of
this work, is described below only for carbonaceous materials.
PAHs are the constituting molecules of each primary particle. A general molecule m j,
with j ∈ {1, . . . ,nm(pi)}, can be represented as
m j = m j
(
c1, . . . ,cnC(m j),s1, . . . ,sns(m j),nR(m j),E(m j)
)
. (3.5)
In Equation 3.5, each molecule contains nC(m j) carbon atoms, ns(m j) reactive sites, a vector
nR(m j) with the number of rings, and the connectivity of each carbon atom in the edge








where nR6(m j) is the number of six-member rings, nR5(m j) is the number of edge five-
member rings, nR5emb(m j) is the number of embedded five-member rings, and nR7(m j) is the
number of seven-member rings, all for molecule m j. The elements of nR(m j) ∈ N.







1, if the atom is at the edge;0, otherwise. (3.8)
A carbon atom has a vector of spatial coordinates xk ∈ R3, a third connected atom type ak
and a binary variable δk,Edge to indicate if the atom is currently on the edge of the molecule.
Since there is a distinction between internal and edge carbon atoms, it is useful to split the
total number of carbon atoms nC(m j) into nC,Internal(m j) and nC,Edge(m j), the total number
of internal and edge carbon atoms, respectively. For the edge atoms, the third connected
atom type ak can either be another carbon atom or a non-carbon atom. In this model, only
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Fig. 3.2 Example of a crosslinked PAH.
carbon and hydrogen atoms are considered, and as such the quantity nH(m j) is used to refer
to the total number of hydrogen atoms in molecule m j. The edge connectivity matrix E(m j)
stores the information about neighbouring edge carbon atoms, with each edge comprising
exactly two atoms. It has size nC,Edge(m j)×nC,Edge(m j) and has values Ek1,k2 defined as
Ek1,k2 =
1, if ck1 is a neighbour of ck2,with k1,k2 ∈ IEdge(m j),0, otherwise, (3.9)
where IEdge(m j) represents the set of edge carbon atom indices for molecule m j. It is
important to notice that this representation allows two edge atoms to be connected without
this bond being part of a ring. This kind of connection is referred to as a crosslink in this
work. An example of such a molecule is shown in Figure 3.2.






where kfirst,klast ∈IEdge(m j) and the carbon atoms ckfirst and cklast both have a third connected
atom type different than carbon (akfirst ,aklast ̸= C). The site type η , with η ∈ {FE,ZZ, . . .}, is
determined by the shortest path between the two carbon atoms in the graph defined by E,
where all other carbon atoms in the path have an ak = C. Figure 3.3 shows the main available
sites in common PAHs. It is useful to define the set of carbon atoms, C(m j), and the set of
sites, S(m j), of molecule m j to simplify Equation 3.5:
C(m j) = {c1, . . . ,cnC(m j)} (3.11)
S(m j) = {s1, . . . ,sns(m j)} (3.12)
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Fig. 3.3 Elementary site types of a PAH.
Derived particle quantities
The following derived quantities correspond to the particle layer of the model and are shown
for completeness. The derivation of these quantities can be found in [276, 275, 285, 178].
The derived particle quantities can be obtained in terms of the internal variables of each
particle:














where the molecular weights, M, of carbon (C) and hydrogen (H) are 12.01 and 1
g/mol, respectively, and NA is the Avogadro constant.
Primary particle volume: The volume, v(pi), of a primary particle pi is calculated in terms





where ρmat(:= 1.8 g cm−3) [37] is the density of the material, assumed to be a constant
in this work.
Primary particle diameter: The diameter, d(pi), of primary particle pi is calculated by
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Primary particle surface area: The surface area, s(pi), of primary particle pi is given by:
s(pi) = π (d(pi))
2 . (3.16)
Aggregate volume: The sum of the individual volume of all the primary particles is equal






Aggregate surface area: The surface area, S(Pq), of aggregate Pq is calculated based on the









where Ssph(Pq) = 4π(3V (Pq)/4π)2/3 is the spherical surface of Pq and Cavg(Pq) is the




i, j=1 C (pi, p j)
np(Pq)−1
. (3.19)
C (pi, p j) is the coalescence level between two connected primary particles pi and p j
and is defined as:
C (pi, p j) =
(





Ssph(pi, p j) is the surface area of a sphere with the same volume as those of primaries
pi and p j:
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and s(pi, p j) is the common surface area of two neighbouring primary particles. If
these particles are in point contact then:
s(pi, p j) = s(pi)+ s(p j). (3.22)
After the primaries change in size, the change in common surface area ∆s(pi, p j) can
be calculated as:




where ∆v(pi, p j) is the volume change of the primary particles pi and p j, and Rg is the









mi |xi− xcom|2 , (3.24)
where the aggregate centre of mass, xcom, is calculated as ∑
np(Pq)
i=1 mi xi. Under these
definitions, the coalescence level is bound so that 0 ≤ C (pi, p j) ≤ 1 for all primary
particles. It is assumed that two primaries pi and p j are completely sintered if the
coalescence level C (pi, p j) is greater than 0.95 [276, 275].
Collision diameter: The collision diameter, dcol(Pq), of aggregate Pq is assumed to be [356]:
dcol(Pq) = davg(Pq)np(Pq)1/Df , (3.25)
where davg(Pq) is the average primary particle diameter of aggregate Pq and Df is the
fractal dimension of the aggregate. In the case of carbonaceous particles, the fractal
dimension is assumed to be constant and equal to 1.8.










where dAR is the size of a single aromatic ring, equal to 1.395×31/2 Å.
3.3 State space
The state of the system, Q, at any time consists of three components [285].
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1. The first component, Q1, contains the concentration of the chemical species:
Q1 =
{
Ck : k ∈ {1, . . . ,Ng}
}
, (3.27)
where Ck is the gas-phase concentration of the k-th species and Ng is the number of
gas-phase species.
2. The second component, Q2, is the stochastic particle system:
Q2 =
{
Pq : q ∈ {1, . . . ,NP}
}
, (3.28)
where Pq is the q-th particle in the system, Equation 3.1, and NP is the total number of
particles in the system.
3. The third component, Q3, includes the temperature, T , and pressure, P , of the system:
Q3 = {T,P}. (3.29)
3.4 Jump processes
A particle in the type space defined in this work can be modified by jump processes that
affect it at different levels. However, the time and length scales of these modifications can be
substantially different. Because of this, they are subdivided into two groups, particle jump
processes, reviewed in Section 3.4.1, and PAH jump processes, reviewed in Section 3.4.2.
3.4.1 Particle jump processes
Particles can experience four different kinds of transformations that modify their state.
Inception: A particle is formed by the collision of two individual gas-phase PAHs. This
transformation can be described as
Pq(p1(m1),C(Pq))+Pr(p1(m2),C(Pr))→ Ps(p1(m1,m2),C(Ps)). (3.30)
In this description two primary particles, each consisting of a single molecule, form a
single primary particle with two molecules. The rate of collision between two particles
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where µ is the dynamic viscosity, and Kn(Pq) together with Kn(Pr) are the Knudsen






where λf is the mean free path of the surrounding gas. The mean free path and viscosity









The sticking probability of two molecules is determined by a simple collision efficiency
model that compares the number of six-member rings in each collision partner [37]:
Pstick =
1, if nR6(m j)≥ nR6, cutoff ;0, otherwise. (3.37)
The cutoff number of rings, nR6, cutoff is assigned as 4 to represent pyrene dimerisation
as suggested by Frenklach [76]. Other collision efficiencies models that have been
proposed in the literature are those of Raj et al. [258], who suggested that the collision
efficiency should be calculated with a probability distribution as a function of PAH
diameter, and that of Hou et al. [124], who suggested the collision efficiency to be a
function of PAH diameter and temperature.
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Particle-particle process: The collision between two particles can lead to a coagulation
process if there is enough collision energy or particle-particle affinity. In such an event,
two particles Pq and Pr collide and form a larger aggregate particle Ps which contains
the primary particles of both, which can be described as
Pq(p1, . . . , pnp(Pq),C(Pq))+Pr(p
∗
1, . . . , p
∗
np(Pr),C(Pr))→






The connectivity of the resulting aggregate particle Ps aggregates can be obtained by
different methods. For example, in ballistic cluster-cluster aggregation (see Jullien and
Kolb [144]) three random parameters can be used to determine the single-point contact





C(Pq) . . . 0 . . .
...
...




where Cqr = 1 represents the new point contact. The rate of collision between particles
is calculated using the transition regime coagulation kernel in Equation 3.31.
Heterogeneous processes: Heterogeneous processes can either be condensation events or
reactions between particles and gas-phase species. A condensation event can be
represented as the addition of a molecule m j+1 from the gas-phase to a primary particle
pi within the aggregate Pq as
pi(m1, . . . ,m j, . . . ,C(Pq))→
pi(m1, . . . ,m j,m j+1, . . . ,C(Pq)),
(3.40)
The rate of collision between the additional molecule and particle is calculated using
the transition regime coagulation kernel in Equation 3.31 and the collision diameter
for the molecule is calculated with Equation (3.26).
Reaction events between particles and gas-phase species can modify the molecules
contained inside a primary particle. The details of how these are treated is discussed in
Section 3.4.2.
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Particle rounding: Particle rounding events are the consequence of heterogeneous additions.
When two neighbouring particles increase in radius they can coalesce, where two
primary particles pi and p j members of Pq form a single particle pk, such that
Pq(p1, . . . , pi, . . . , p j−1, p j, p j+1, . . . , pnp(Pq),C(Pq))→
P∗q (p1, . . . , p
∗




where p∗i is the product of the coalescence and the star superscript indicates type space
elements that are modified.
The change in volume due to heterogeneous additions results in the change in net
common surface area of the primary particle pi with all its neighbouring primaries.
This change is described by Sander et al. [276] as






where σ is the surface smoothing factor that can have values 0≤ σ ≤ 2. A smoothing
factor of 0 implies instantaneous coalescence, whereas a smoothing factor of 2 corre-
sponds to no rounding. This parameter was studied by Chen et al. [37] and optimised
to a value of 1.69 for soot particles from premixed ethylene flames.
Figure 3.4 shows the particle processes discussed in this section for carbonaceous particles
as described by Sander et al. [276]
3.4.2 PAH jump processes
The chemical reactions between species in the gas phase and carbonaceous materials can
be represented as transformations of the PAHs that constitute them. The reactions directly
affect the number of carbon and hydrogen atoms, which are reflected in the mass and volume
of primary particles. Several chemical reactions have been reported in the literature for
individual PAHs. However, the number of available reactions is excessively large for a
program to handle, besides being incomplete: reactions between gas phase species and PAHs
are only typically studied for a few PAHs. For these reasons the PAH jump processes need to
be grouped into types, each of them affecting one particular reactive site.
A PAH jump process modifies the state of the particle by either adding, removing or
modifying carbon atoms, hydrogen atoms and the site where the PAH jump process is
performed, as well as its neighbours. This means that, a general reaction between the
reactive site sv of molecule m j with a gas-phase species Agas creates a product m∗j . In this
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Fig. 3.4 Particle processes included in the detailed particle model. Taken from Sander et al.
[276] with permission from Elsevier ©.
process nC,Mod existing carbon atoms are modified, nC,New carbon atoms are added and
nH,New hydrogen atoms are added. This can be represented as
pi
(



















where the variables denoted with the star superscript are those modified by the gas-phase
reaction. The set of carbon atoms, C(m j) is modified to:
C(m j) = {c1, . . . ,cnC(m j)}→ C
∗(m∗j) = {c1, . . . ,cnC(m j),c1New , . . . ,cnC,New},
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and the set of sites, S(m j) is modified to:
S(m j) = {s1, . . . ,sv−1,sv,sv+1, . . . ,sns(m j)}→ S
∗(m∗j) = {s1, . . . ,s∗v−1,s∗v ,s∗v+1,sns(m∗j),SNew},
SNew = {s1New , . . . ,sns,New},














































, with k ∈ {1Mod. . . . ,nC,Mod}.
The PAH processes used in this model are shown later in Section 3.8. However, before
discussing the different possible processes, it is necessary to review the assumptions behind
the rate equations for PAH jump processes. These can have different forms depending on
the gas phase species that participate in the process and the reaction intermediates formed.
Typically, the rate equation for the general PAH jump process i has the form
Ri = ki× fi×CAgas×Nsite,ηi, (3.45)
where ki is the modified Arrhenius rate constant of the form AT ne−EA/RgasT , fi is the fraction
of radical sites, CAgas is the concentration of the gas-phase species Agas, and Nsite,ηi is the
number of reactive sites of type ηi that are available on the structure. Ri is the rate of
jump process i for a single molecule. The summation of Ri over all molecules contained in
an ensemble and its product with the particle number density allows an estimation of the
volumetric rate for process i. The fraction of radical sites fi is an important parameter of the
rate equation. In previous works [32, 256, 257, 356, 37], this has been calculated using a
steady-state approximation of the intermediate species considered to be the most important
in the reaction scheme. For example, Figure 3.5 shows the steps along the pathway for the
growth of a six-member ring from a free-edge site as defined by Raj et al. [256]. The rate
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where the square brackets notation represents the concentration of a given species, k1 the rate
constant of a hydrogen abstraction, k−1 the reverse rate constant for a hydrogen abstraction,
k2 the rate constant of an acetylene addition, and k−3 the rate constant for a hydrogen
termination. The site type associated with this process is a free-edge, so NFE represents the
number of free-edge sites available in a general molecule and the fraction represents the
fraction of radical sites.
Fig. 3.5 Pathway for free-edge ring growth as described by Raj et al. [256]. The species used
for the fraction of radical sites in the process rate equation is shown in the red rectangle.
For this process, the fraction of radical sites is calculated using the steady-state approxi-
mation for the concentration of the first radical species, shown in a red rectangle in Figure 3.5.
The fraction of radical sites shown has the underlying assumption that the reverse rate con-
stant for the acetylene addition reaction is negligible. The process rate equation suggests
that the limiting step of the six-member ring growth resides on the first acetylene addition
reaction. Although the process rate equation follows the well documented formulation of
PAH growth under the HACA mechanism [76], it does not capture the kinetics of the different
intermediates in the ring growth process.
In the case of intermediate species being generated by more than one pathway, or if
more than one intermediate species contributes to the net rate of the transformation process
(see Figure 4.1), the process rate equation shown in Equation 3.45 becomes ineffective at
estimating process rates. In this case, it is necessary to adopt a more general treatment of
both the steady-state approximation and the partial-equilibrium approximation, the details of
which, as well as the combination of these methodologies, can be found in Section 3.5. The
accuracy of both these approximations and their application to stochastic models is discussed
in Chapter 4.
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3.5 Steady-state and partial-equilibrium model equations
The sections that follow summarise the development of the steady-state and partial-equilibrium
model equations used in this work. The bases for these approximations are discussed in
the context of a general set of chemical species and reactions before demonstrating its
application to PAH jump process rate calculations. The exposition and the production
and loss notation closely follows that used in a number of related works [see for example
119, 325, 136, 181, 99].
3.5.1 General reaction equations












αiχα , i = 1, . . . ,NR, (3.47)
where χ are the chemical species and ν ′
αi and ν
′′
αi are the forward and reverse stoichiometric
















where ki is the forward rate constant, Kci is the equilibrium constant of reaction i and C j is
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3.5.2 Production and loss terms
The net production rate ω̇α can be manipulated by substituting Equation (3.48) into Equation















































































Assuming that all reactions are of first order with respect to all species in the forward and
reverse reactions, Equation (3.51) can be rearranged to give
ω̇α = Pα −LαCα , (3.52)
















































































Rβ→α is the set of reactions that produce species α from species β . The term Pα,β is a
pseudo first-order rate coefficient such that Pα,βCβ gives the rate of production of species α
from species β under the first-order assumption made above and under the provision that
species α and β are on different sides of the reaction equation. 1







β i) = (0,1,1,0) or (1,0,0,1).
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The loss term is a pseudo first-order rate coefficient and has a connection with the lifetime





which has been shown to be related to the time for which a short-lived species is present in a
reaction system [325].
3.5.3 Approximations based on timescale separation
In the analysis that follows, a closed constant-volume isothermal system with Ng species and
NR chemical reactions is assumed. A material balance over the system yields
dCα
dt
= Pα −LαCα , α = 1, . . . ,N, (3.57)
where the right hand side describes the net production rate of species α and follows from
Equation (3.52), and C is the solution vector containing the molar concentrations of the
species.
Steady-state approximation
The steady-state approximation decomposes equation (3.57) into the following equations
0≈Pα −LαCα , α ∈ Sss, (3.58)
dCα
dt
= Pα −LαCα , α /∈ Sss, (3.59)
where Sss denotes a subset of species that evolve rapidly relative to the other species in the
system. The underlying assumption is that these species reach a local steady-state, such that
the left hand side of Equation (3.58) tends to zero over timescales much smaller than those of
Equation (3.59). Tikhonov’s theorem [320, 324] states that the solution of Equations (3.58)
and (3.59) approaches the solution of Equation (3.57) as the left hand side of (3.58) tends to
zero.
Equation (3.58) can be written as
LαCα − ∑
β∈Sss




, α ∈ Sss. (3.60)
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A key insight is that Equation (3.60) is linear in the concentrations of the species in Sss if
Sss is chosen such that no more than one species from Sss appears on any side of a reaction.
Under the given constraint, Lα is not a function of Cα (see Equation (3.54)) and Pα,β is not
a function of Cα or Cβ (note that Pα,β in Equation (3.55) describes the production of species
α , such that species α is not a reactant). Furthermore, bα does not depend on the species in
Sss because the second term introduced on the right hand side of Equation (3.60) is designed
to exactly subtract those dependencies from Pα .
Under these constraints, Equation (3.60) can be written as a linear system
Msscss = bss, (3.61)
where css is a vector of the molar concentrations of the species in the set Sss,
Mss =

Lα1 −Pα1,α2 . . . −Pα1,αNss
−Pα2,α1 Lα2 . . . −Pα2,αNss
...
... . . .
...
−PαNss ,α1 −PαNss ,α2 . . . LαNss







where αi, i = 1, . . . ,Nss is an enumeration of the species in the set Sss and
bα = Pα − ∑
β∈Sss
Pα,βCβ . (3.62)
Equation (3.61) can be solved for the concentrations of the species in the set Sss. The
concentrations of the remaining species must be solved by integrating Equation (3.59). The
solutions of these equations must be tightly coupled in order to obtain accurate results. This
approach allows the reduction of the dimension of the set of ordinary differential equations
(ODEs) from N to N−Nss, reducing the computational cost of the problem.
The estimates for the concentrations of fast-forming species can be used to approximate
the production rate of a product of interest. For the general slow-forming species α and
β that share short-lived intermediates with each other, the production of species β from
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where Cαi,ss is the steady-state concentration of species in css. The solution of Equa-
tions (3.61) and (3.63) can be used to estimate the rate of formation of a given product.
This is the basis for the calculation of jump process rates using a general treatment of the
steady-state approximation.
Several authors have investigated the application of the steady-state approximation to
different systems [247, 325, 169, 324]. Its application to slow-forming species can produce
significant errors, whereas good results can be achieved given an appropriate selection of
fast-forming species. The chemical lifetime of a species seems to be the best predictor to
determine whether it can be approximated or not by the steady-state assumption [324].
Partial-equilibrium approximation
The partial-equilibrium approximation decomposes Equation (3.57) into two equations
dCα
dt
= Pα −LαCα , α ∈ Speq, (3.64)
dCα
dt
= Pα −LαCα , α /∈ Speq, (3.65)
where Speq denotes a subset of species whose concentrations are controlled by a set of
reactions that rapidly approach equilibrium, Rpeq. These should be reversible reactions where
the forward and reverse rates are large and approximately equal, and where at least one
species in the reaction (a reactant, a product or one of each) belongs to Speq.
The terms in Equation (3.64) can be further decomposed
dCα
dt
= (P peqα +P neqα )− (L peqα +L neqα )Cα , α ∈ Speq, (3.66)
where P peqα and L peqα denote the contribution from reactions in Rpeq (and P neqα and L neqα denote
contributions from the remaining reactions) to Pα and Lα , such that
0≈P peqα −L peqα Cα , α ∈ Speq. (3.67)
Under constraints analogous to those described in relation to Equation (3.60), Equa-
tion (3.67) can be used to obtain a linear system for cpeq
Mpeqcpeq = bpeq, (3.68)
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In these equations, αi, i = 1, . . . ,Npeq, is an enumeration of the species in the set Speq,




and P peqα , L peqα and P peqα,β are defined as special cases of Equations (3.53), (3.54) and (3.55)
P peqα = ∑
i∈Rpeq
P (i)α , (3.70)









where the sum over reactions i ∈ Rpeq∩Rβ→α should be understood as a sum over the subset
of reactions in Rpeq that produce species α from species β .
Analogous to Equation (3.63), the production term of a slow-forming species β from
species α , that share fast-forming intermediates that slowly produce species β , can be
approximated by solving Equation (3.68) for the fast-forming species and evaluating the






where Cαi,peq is the partial-equilibrium concentration of species in cpeq. The solution of
Equations (3.61) and (3.73) can be used to estimate the rate of formation of a given product.
This is the basis for the calculation of jump process rates using a general treatment of the
partial-equilibrium approximation.
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One important difference between the partial-equilibrium and steady-state approximations
is that the terms in the partial-equilibrium Equations (3.70–3.72) are defined in terms of a
subset of the reactions. One consequence of this is that the partial-equilibrium equations,
(3.65) and (3.67), are less tightly coupled than the steady-state equations, (3.58) and (3.59).
General treatment of non-partial-equilibrium reactions
The partial-equilibrium approximation equations discussed in the previous section operate
on the subset of reactions that exclude the formation of the product species (as these are a set
of slow reactions). In this case, evaluating the formation of a product species can be done
assuming another partial-equilibrium approximation between the product and its fast-forming
intermediates.
For a PAH Ai having i six-member rings, where the notation defined by Frenklach et al.








Ai•+H2O, (Table 3.3, reaction 2)
Ai•+H+(M)
k3−−→ Ai +(M), (Table 3.3. reaction 3)
An algebraic relationship between the concentrations CAi and CA•i can be derived by applying
a steady-state or partial-equilibrium approximation to each of these sets of reactions (see





k−1CH2 + k−2CH2O + k3CH
)
. (3.74)
In the case of ODE-based simulations such as those investigated in Sections 4.4.2 and
4.4.3, the concentrations of species in the set α /∈ Speq are calculated by solving Equa-
tion (3.65). The concentration of a general product, Ai+1, can be obtained by using Equa-
tion (3.74) and solving an equation of the same form as Equation (3.65) to find the total
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where
P neqAi = ∑
i∈Rneq
P (i)Ai and
P neqA•i = ∑
i∈Rneq
P (i)A•i
are the production terms of each species due to the reactions in the set Rneq defined as per
Equation (3.53).
3.5.4 Application to process rates
The concentration of multiple intermediate species can be estimated with the application
of the steady-state and the partial-equilibrium approximations. In a subsequent step, the
estimated concentrations can be used to predict the rate of formation of a desired species.
The advantage of both of these approximations is that they allow estimating process rates by
solving linear systems of equations.
The process rate of a jump process r can be estimated using either the steady-state or
partial-equilibrium approximation. Analogous to Equations (3.61) and (3.68), a linear system
of equations can be used to estimate the fraction of intermediate site types that correspond to
a given site type, ηr, present on the edge of a molecule. Using the steady-state approximation
this can represented as
MssVss = bss, (3.76)
where Vss, is the steady-state vector of intermediate sites. This vector contains an estimate of
the fraction of sites that are in an intermediate site type, such that the product of any element,
Vαi,ss, with the number of sites with site type ηr, Nsite,ηr results in the number of intermediate
site types in the molecule. It must be noted that while the number of sites for an individual
molecule, ns(m j) ∈ N, the intermediate site types in Vss can only have values between (0,1).
The matrix Mss, with size Nss×Nss, contains the production and consumption terms between
intermediate site types, and the vector bss contains the production of intermediate site types
from species not included in the steady-state approximation.
In a subsequent step, the elements in Vss can be used to estimate the total process rate in a
similar manner to that of Equations (3.63) and (3.73)
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where Pβ ,ηr is the production of a new site β from a site with site type ηr, and the prod-
uct Pβ ,αiVαi,ssNsite,ηr represents the production of site β from the intermediate site types
estimated from Equation (3.76).
Equations analogous to (3.76) and (3.77) can be obtained for the partial-equilibrium
approximation. Table 3.4 indicates PAH jump processes that use a general treatment of the
steady-state approximation (processes S22–S29) to calculate the process rate. The table
also shows what intermediate site types are assumed in each process rate calculation. The
individual reactions associated with each principal site type and intermediate site types that
are used in the linear system of equations are shown in Table 3.3. The partial-equilibrium
approximation is only used combined with the steady-state approximation (process S1).
Combined steady-state–partial-equilibrium approximation
The combined steady-state–partial-equilibrium approximation method is discussed in detail
in Chapter 4 and is only introduced here briefly. The method uses the following steps:
1. Use the steady-state approximation to evaluate the rate of each jump process.
2. Use the partial-equilibrium approximation to evaluate the rate of each jump process.





α→β if λ R
peq




where Rα→β denotes the rate of a jump process associated with site type α that produces
a site type β , and λ is a positive real number acting as a multiplier (defined as := 1.0
in this work). The model compares the partial-equilibrium approximation rate with the
reverse rate, Rβ→α . If the reverse rate is large, the assumptions behind the steady-state
approximation are better suited to calculate the process rate. If the reverse rate is smaller than
the forward process rate, the partial-equilibrium approximation is preferred. More details in
the combined method are discussed in Chapter 4. Process S1 in Table 3.4 uses the combined
steady-state–partial-equilibrium approximation.
3.6 Model Implementation
This section discusses the implementation of the detailed particle model described in the
previous sections. The data structure used in the implementation of the particle layer is
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discussed briefly and is followed by a deeper discussion on the implementation of the data
structures for the molecular layer.
Particle ensemble
The population balance model uses a variable size particle ensemble with a predefined
maximum number of computational particles Nmax. The particle ensemble represents a real





where M0 represents the particle number density. The sample volume is initialised by
estimating the maximum value of the particle number density over the full course of the





The sample volume can be adjusted during the simulation due to the expansion or contraction
of the gas phase, and due to the contraction or the doubling of the ensemble (Section 3.7.2).
3.6.1 Binary tree data structure
Binary tree data structures are used to store information about the stochastic particles
contained in the particle ensemble and to represent the connectivity of the primary particles
that constitute aggregate particles. Binary trees are used to improve computational efficiency
by updating the properties of all modified particles after a transformation process. Figure 3.6
shows an example of the representation of an aggregate particle in a binary tree data structure.
Each node in the tree stores the sum of the properties (mass, volume, surface area) of the
particles below it. After a transformation process these properties are updated only on
the primary particles that are affected. This allows a rapid particle selection and efficient
calculation of ensemble statistics that has a cost O(log(NP)) [95]. In a binary tree data
structure, such as the one shown in Figure 3.6, each non-leaf node is connected to two
child nodes below it and a parent node above it (except for the root node). These nodes are
illustrated as squares labelled A. . .E and the connections are shown with solid lines. The leaf
nodes, drawn as circles, store the primary particles p1 . . . p6. Each non-leaf node stores the
sum of the properties of the (primary) particles below it, allowing efficient particle selection
and updates to particle properties. Consequently, the root node stores the aggregate particle
properties. In addition to storing the particle properties, non-leaf nodes also store information
58 Detailed particle model
Fig. 3.6 Binary tree data structure used to represent a general aggregate particle. Non-leaf
nodes are shown as squares and connections are shown by solid lines. Leaf nodes are shown
as circles and represent the primary particles. Dashed lines are used to represent primary
particle connectivity. Taken from Lindberg et al. [178] with permission from Elsevier ©.
pertaining to a single connection between two primaries pi and p j. In this case, the common
surface area s(pi, p j) is stored and the node points to the two primary particles pi and p j.
These pointers are represented by the dashed lines in Figure 3.6 [178].
Figure 3.7 shows the aggregate particle that is represented in the binary tree shown in
Figure 3.6. The primary particles corresponding to leaf nodes are labelled p1 . . . p6 and the
connections between particles are indicated in red dots labelled A. . .E, corresponding to
non-leaf nodes. Further details in the implementation of binary tree data structures in the
context of particle models, as well as how jump processes affect the binary tree data structure,
can be found in [95, 276, 178].
3.6.2 Doubly-linked list data structure
The molecular layer of the type space described in Section 3.2 requires a data structure that
avoids storing an excessive amount of information, but that is able to accurately predict
properties for individual molecules. Edge carbon atoms, sites and internal carbon atoms are
stored in different data structures in this work.
A general carbon atom ck (Equation (3.7)) can be represented by the vector
ck = {ck−1,ck+1,ck,cl,ak,xk}, (3.81)
3.6 Model Implementation 59
Fig. 3.7 Aggregate particle represented by the binary tree data structure shown in Figure 3.6.
The primary particles p1 . . . p6 correspond to leaf nodes. The connections A. . .E correspond
to non-leaf nodes. Taken from Lindberg et al. [178] with permission from Elsevier ©.
where ck−1 and ck+1 are pointers to the predecessor and successor carbon atom vectors
neighbouring ck, and ck,cl is a pointer to the carbon atom vector crosslinked with ck. If ck is
not connected to another carbon atom via a crosslink, then ck,cl will be 0, i.e. a null pointer.
ak stores the element type attached to ck (carbon or hydrogen), and xk ∈ R3 represents the
spatial coordinates of ck. The matrix E(m j) from Equation (3.5) is implemented through the
pointers to the different edge carbon atoms.
A general site s j can be represented by the vector
s j = {η j,ηcomb, j,cfirst,clast,s j−1,s j+1}, (3.82)
where η j represents the principal site type, ηcomb, j the combined site type, both for the site
with index j, cfirst and clast are pointers to the first and last carbon atom vectors that form part
of a site and have ak = H, and s j−1 and s j+1 are pointers to the predecessor and successor
sites respectively. The principal site type is used for processes that are performed over one
site, while the combined site type is used for processes that require two or more sites as
neighbours (see Table 3.2). The predecessor and successor sites are those that have
s j−1→ clast ≡ s j→ cfirst, (3.83)
s j+1→ cfirst ≡ s j→ clast, (3.84)
which means that the pointer clast of predecessor site, s j−1, points to the same carbon atom
vector as cfirst for site s j. Analogously, cfirst of successor site s j+1, points to the same carbon
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atom vector clast for site s j. The coordinates of a general internal carbon atom, ck,Int, can be
represented by the vector
ck,Int = {xk,Int}, (3.85)
where xk,Int ∈ R3 stores the spatial coordinates of the element. In the implementation of the
type space, the connectivity of internal carbon atoms is not stored to avoid computational
expenses.
The representations of both edge carbon atoms and sites have pointers towards their
immediate neighbours to facilitate their modification without the need of iterators through
the whole element list. The data structure of both these classes is a circular doubly-linked list
Lc and Ls for edge carbon atoms and sites, respectively. The vectors of spatial coordinates
corresponding to internal carbon atoms are contained in a vector VI. The structure of a
molecule m j can then be fully represented by the data structure D .
D = {Lc,Ls,VI}. (3.86)
Figure 3.8 shows a representation of this data structure for phenanthrene as a general molecule
m j. This data structure contains carbon atoms c1 . . .c14 and sites s1 . . .s10. The arrows drawn
in the data structure show the direction in which the circular doubly-linked list is accessed.
It must be noted that since PAHs can rotate in space this direction becomes arbitrary. The
inexpensive data structure for internal carbon atoms has both advantages and disadvantages.
By only storing the spatial coordinates of these atoms without their connectivity, the model
avoids memory expenses pointing to carbon atoms that are assumed non-reactive (the model
does not include processes that directly affect them). However, in the case that one of the
internal carbon atoms becomes an edge carbon atom, e.g. in a migration or oxidation process,
the model iterates over the coordinates in VI, which is an O(|VI|) operation.
Computational sites
The definition of site in the model implementation (Equation (3.82)) differs slightly from the
main site types associated with a carbonaceous material (see Figure 3.3). In the model, each
site has a defined number of carbons and moieties (e.g. five-member rings) that are used to
determine what PAH jump processes can be applied to a given structure. The combined site
types are used to identify two or more adjacent sites of a certain principal site type. These
combined sites are necessary for certain processes. Tables 3.1 and 3.2 show all the site types
implemented in the model. In Table 3.1 the site types are classified as families sharing the
same structure but with different numbers of carbon atoms. Each of the site types defined in
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Fig. 3.8 Representation of the data structure for phenanthrene as an example of a general
PAH. The molecule can be represented as a circular doubly-linked list of carbon elements,
represented as c1 . . .c14, and site elements, represented as s1 . . .s10. The arrows represent the
way in which the circular doubly-linked list is read.
this table are associated with at least one process from Table 3.4. There are, however, site
types that need additional discussion: the spiral site type, the missing seven-member bay
site types that do not have partially-embedded five-member rings and site types containing
seven-member rings.
In this work, a spiral site type corresponds to any site with a large number of carbon atoms
(≥ 7 for certain families and≥ 8 for the rest). These sites are characteristic of helicenes [287],
a family of PAHs that form spirals and that have been recently synthesised using gas phase
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reactions [363]. Spiral sites were first described in stochastic models of PAH growth by
Whitesides and Frenklach [348]. In that work, once one of these sites appeared it was not
possible to remove them from the structure due to the lack of known processes that can affect
them. This behaviour is also included in this work. Once a spiral site is formed it continues
to be a spiral. Although this is a model limitation, it is a necessary one to keep the simulation
going. Additional work in understanding what processes can affect spiral sites is necessary
to better represent carbonaceous structures.
In Table 3.1, the site type families that correspond to six-member rings and any com-
bination of edge five-member rings do not have a seven-member bay site type. This is
instead replaced by the spiral site type. The reason for this is that the processes that af-
fect these sites have not been reported in the literature. In the work done by Menon et al.
[206], processes that form seven-member rings were investigated always in the presence of
partially-embedded five-member rings in either corner or edge positions. In this work, it was
assumed that seven-member rings cannot be formed in the absence of partially-embedded
five-member rings in their adjacency. This is based on the large amount of experimen-
tal evidence reporting that seven-member rings are usually found coupled to five-member
rings [248, 104, 193, 131, 253]. Additional work regarding the formation of seven-member
rings in the absence of five-member rings is needed.
Lastly, it must be noted that in Table 3.1 there are no principal site types containing
seven-member rings. There are three reasons for this. First, only few processes that affect
seven-member rings have been reported in the literature. Second, structures containing
seven-member rings appear infrequently (as compared with five- or six-member rings, see
Chapter 5). Third, the computational expense of having site types with different rings is
significant. For every site included in the model an additional site constituted by a seven-
member ring could be defined. The new site types would require additional rate equations and
process transformations. This approach would probably provide insights into how these rings
behave inside a carbonaceous material, but as it was said above, the infrequent appearance of
seven-member rings means that there would not be much change in how the molecules are
formed. In this work, it was assumed that the site types of six-member rings are also used for
seven-member rings. Processes that are associated with a parent site containing six-member
rings can also affect seven-member rings. The only difference in the transformation processes
shown in Table 3.5 is that whenever this is the case, a seven-member ring is consumed instead
of a six-member ring (processes S3, S28 and S29), and the processes that form five-member







Table 3.1 Principal sites implemented in the model.
Number of carbon atoms
2 3 4 5 6 7
Six-member rings
(R6s) Free-edge Zig-zag Armchair 5-member bay 6-member bay
(FE) (ZZ) (AC) (BY5) (BY6)
Edge
five-member rings
(R5s) 5-member ring Free-edge Zig-zag Armchair 5-member bay




(SP)(R5–R5) R5–Free-edge R5–Zig-zag R5–Armchair
R5 (RFER) R5 (RZZR) R5 (RACR)
Corner
partially-embedded
five-member rings cR5 Free-edge cR5 Zig-zag cR5 Armchair cR5 5-member bay







Number of carbon atoms




five-member rings cR5 Free-edge cR5 Zig-zag cR5 Armchair
(R5–cR5) R5 (cRFER) R5 (cRZZR) R5 (cRACR)
Two corner
partially-embedded
five-member rings cR5 Free-edge cR5 Zig-zag cR5 Armchair Spiral





eR5 Armchair eR5 5-member eR5 6-member eR5 7-member
(eR) bay (BY5eR) bay-1 (BY6eR-1) bay-1 (BY7eR-1)
eR5 6-member eR5 7-member







Number of carbon atoms




(eR5–cR5) cR5 Armchair cR5 5-member bay cR5 6-member bay




(2eR5) 2eR5 6-member 2eR5 7-member




(3eR5) 3eR5 6-member 3eR5 7-member
bay (BY63eR) bay (BY73eR)
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Table 3.2 Combined sites implemented in the model.
Combined sites






Armchair adjacent to three free-edges
(ACFE3)
5-member bay adjacent to three free-edges
(BY5FE3)
Seven-member ring adjacent to
partially-embedded five-member ring
(R5R7)
Corner partially-embedded five-member ring
adjacent to non-R5 site
(cR5MIGR)
Edge partially-embedded five-member ring
adjacent to one non-R5 site
(eR5MIGR)
Edge partially-embedded five-member ring
adjacent to two non-R5 site
(eR5MIGR2)
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3.6.3 Molecule computational jump processes
A jump process uses the computational advantages of the doubly-linked lists defined in the
previous sections. This data structure allows the insertion of new nodes between existing list
elements by updating the pointers to previous and successive memory allocations. This avoids
searching elements in a connectivity matrix and its associated memory cost. Figures 3.9 and
3.10 show a representation of changes to the data structure when a jump process is performed.
In this case a six-member ring grows in an armchair site which represents the following
transformations in the data structure: (1) two elements that become internal carbon atoms,
c3 and c4, are removed from Lc. This means that their coordinates are moved to VI. At this
point, elements c2 and c5 are connected in Lc. (2) A new element c15 is added after c2. This
updates the pointers of neighbouring elements in the list. (3) A second element c16 is inserted
after c15. At this point, the addition operations of nodes are finalised. (4) The properties of
elements c2 and c5 are modified. This finalises the operations that affect Lc. (5) The affected
element of Ls, s2, has its properties and pointers modified. It is important to notice that the
armchair ring growth process does not add or consume sites. If a process does add or remove
sites, then steps analogous to (1)–element removal, or (2)–element insertion can be applied
to Ls. The benefit of updating s2 without adding or removing elements is the computational
saving in avoiding these operations. This is not allowed in Lc, in which elements are always
added and removed. (6) The properties of the predecessor and successor sites are modified.
(7) The combined site type of the affected site and its neighbours are modified if necessary.
It is important to note that depending on the process, the combined site type of one or more
neighbour sites may be affected.
The circular doubly-linked list of edge carbon atoms stores both the connectivity and the
spatial positions of the elements that constitute the edge of a molecule. However, the spatial
positions of these atoms are modified as the state of the molecule is transformed by jump
processes. It is desirable that these modified spatial positions provide good estimates of the
actual morphology of the molecule. To ensure this it is useful to define the distance between
any two carbon atoms in Lc
δi, j = |xi−x j|, (3.87)
where δi, j represents the distance between edge carbon atoms i and j. The distance between
adjacent edge carbon atoms can be represented as δi,i+1 or between second neighbours
as δi,i+2. The distances between atoms and their current spatial positions can be used to
determine the positions of new carbon atoms by defining a set of model equations. In this
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Fig. 3.9 Armchair ring growth of phenanthrene as an example of jump process modifying the
data structure (Part 1). The edge carbon list, Lc, before the process is shown in the middle
and after the process at the bottom of the figure. Moved pointers are shown with red crosses.
Modified connected atoms are shown in red. Edge carbon atom vectors deleted are shown in
red rectangle. Coordinates added to VI are shown.
case the model equations for the addition of carbon atoms are:
xNew = xk + ûNew δc–c, and (3.88)
xNew,2 = xNew + ûNew,2 δc–c, (3.89)
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Fig. 3.10 Armchair ring growth of phenanthrene as an example of jump process modifying
the data structure (Part 2). The site list, Ls, before the process is shown in the middle and
after the process at the bottom of the figure. Modifications to principal site types, combined
site types and pointers to new carbon atoms are shown in red.
where ûNew is the unitary vector from the position of element ck, xk, towards the estimate
of the new carbon atom position, xNew. ûNew,2 is the unitary vector from xNew, towards
the estimate of the second new carbon atom position, xNew,2. δc–c represents the expected
distance between two carbon atoms in the model (:=1.4 Å, the aromatic bond distance). The
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Analogous to Equation (3.88), if a carbon atom that is currently an internal carbon atom
needs to be added to Lc, the new position is estimated as
xNew = xk− ûNew δc–c. (3.92)
The model then calculates the Euclidean distance between position xNew and every position
in VI until one distance is less than δcutoff–Internal(:= 0.5 Å), a model parameter. After this
element in VI is found, it is assigned to the spatial position of the new added edge carbon
atom.
Equations (3.88)–(3.92) represent the formation of a new unitary vector from the addition
of two existing ones. Figure 3.11 shows the way in which the model determines the addition
of new carbon atom elements. It must be noted that ûNew,2 only has one definition. This
is because processes that add carbon atoms from elements with ak = C only add one new
element at a time. In Figure 3.11(c), it can be noticed that when a carbon atom is added from
an atom with ak = C a new six-member ring is formed but the structure does not recover the
correct shape for this ring. In this case the model uses an structure optimisation to recover a
better estimate of the locations of all carbon atom elements, edge and internal.
Structure optimisation
The implementation of the model uses the routines implemented in OpenBabel [234, 235]
(OB) to optimise the molecular structure. The implementation of the model uses the OB
routines as external auxiliary functions. This means that the data structure that describes
carbonaceous materials is not contained in any OB data structure. The model passes infor-
mation from Lc and VI to OB that is returned to the model. The following steps are used to
optimise carbonaceous structures:
1. A general molecule mOB is initialised in OB. This general molecule is used in OB to
perform the structure optimisation. This general molecule has a data structure and
functions that can be found elsewhere [234, 235]
2. The spatial coordinates of every edge carbon atom is passed to OB. For every element
in Lc a carbon atom is added to mOB with the same spatial coordinates. For every
element in Lc that has ak = H, an additional hydrogen atom is initialised in OB with
coordinates calculated as
xH = xk + ûNew δc–h, (3.93)
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Fig. 3.11 Representation of the carbon additions in the model. Blue arrows show vectors
calculated by current positions in the model. Red arrows show vector that estimate the new
atom positions. (a) the addition of two carbon atoms starting from ak = H. (b) the recovery
of an internal carbon atom by estimating the probable position addition of two carbon atoms
starting from ak = C, and (c) the addition of a carbon atom starting from ak = C. This last
addition does not recover the shape of a six-member ring properly.
where xH is an estimate of the spatial position of the associated hydrogen atom, ûNew is
calculated using Equation (3.89), and δc–h(:= 1.085 Å) is the distance between carbon
and hydrogen atoms defined by the model. The connectivity between the new hydrogen
atom is added at this point: A bond is declared in mOB between the new initialised
hydrogen atom and the previous declared carbon atom.
3. The spatial coordinates for every internal carbon atom is passed to OB. For every
element in VI a carbon atom is added to mOB with the same spatial coordinates. Note
that in mOB there are no differences between carbon atoms. At this point, all atomic
information in the model data structure has been passed to OB.
4. The existing bond detection routines from OB are used to connect the atoms added to
mOB in the previous points. It is important to mention that these routines do not detect
bond order or assume any hybridisation for carbon atoms. These routines use known
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experimental atomic radii information and the spatial coordinates to determine which
atoms may be bonded to others. After the application of these routines each carbon
atom can end bonded to one, two or three other carbon atoms.
5. The connectivity of the elements in Lc is revised in the corresponding atoms from
mOB. The different cases in which the connectivity of carbon atoms can be fixed before
optimising the structure are shown in Figure 3.12. If there is no bond between two
atoms in mOB that should be connected, one is added by the model. If a bond between
two atoms in mOB exists (the spatial coordinates of two atoms were too close) and the
corresponding elements of Lc are not connected, the bond is removed. This is shown
in Figure 3.12(a). This approach has the possibility of leaving unconnected carbon
atoms. This is addressed in the next point.
6. To solve a wrong connectivity between carbon atoms in mOB, two lists are obtained:
One that contains atoms with only two other atoms bonded (sp hybridisation), and
one that contains atoms with four carbon atoms bonded (sp3 hybridisation). These
lists are used to add and remove bonds with the following logic: First, for each carbon
atom with sp hybridisation, the nearest neighbour that also has sp hybridisation is
found. If the Euclidean distance between these two atoms is less than a parameter
δcutoff–sp (:= 7.5 Å), a bond between the two atoms is added and both atoms are
removed from the first list (Figure 3.12(b)). Second, for each carbon atom with sp3
hybridisation, it is checked if any of its four neighbouring carbon atoms also have
sp3 hybridisation (are connected to each other incorrectly). If this is the case, the
bond between the two carbon atoms is deleted and both of them are removed from the
second list (Figure 3.12(c)). Third, for each carbon atom remaining in the first list,
the closest carbon atom from the second list is identified. If these two carbon atoms
are connected, then a third carbon atom that is connected to the second carbon atom
(sp3) and is closest to the first atom (sp) is selected. A bond between the first atom
(sp) and the selected carbon atom is added while the bond between the second carbon
atom (sp3) and the selected carbon atom is removed (Figure 3.12(d)). Lastly, if the two
carbons (one from each list) are not connected, a third carbon atom that is closest to
the first atom (sp) and connected to the second atom (sp3) is selected. A bond between
the first atom (sp) and the third selected atom is added while the bond between the
second atom (sp3) and the third atom is removed (Figure 3.12(e)). These four cases to
fix wrong connectivity between carbon atoms are shown in Figure 3.12(b)–(e).
7. The structure optimisation is performed once the connectivity and spatial coordinates
of all the atoms in mOB have been revised. The optimisation is performed using the
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Fig. 3.12 Connectivity issues resolved in the implementation of the model before a structure
optimisation. (a) the removal of a bond between edge atoms. (b) the addition of a bond
between two atoms that are missing a bond. (c) the removal of a bond between two atoms
that have an additional bond. (d) the connectivity fix when an atom that has one missing
bond is connected to an atom with an additional bond. A third close atom is selected to add
and remove one bond. (e) the connectivity fix when an atom that has one missing bond is
close to an atom with an additional bond. A third connected atom is selected to add and
remove one bond. Added bonds are shown in red dashed lines. Removed bonds are shown
with red crosses. The correct structures (after optimisation) are shown to the right.
MMFF94 forcefield [107] with its standard parameters. The optimisation is performed
using the steepest descent method [150] as implemented in OB. Two stopping criteria
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are used for the optimisation: First, an energy convergence criteria Eopt-conv(:= 10−6)
is used. The optimisation is considered converged if the absolute value of the difference
in energy between two consecutive forcefield energy calculations is lower than this
value. Second, if the optimisation performs Nopt-steps(:= 4000) steps the optimisation
is stopped. Both Eopt-conv and Nopt-steps are model parameters.
8. The spatial coordinates of all carbon atoms contained in mOB are passed back to the
data structures in the detailed particle model Lc and VI. This is accomplished simply
by iterating through all atoms in mOB and only passing back the spatial coordinates of
carbon atoms.
The optimisation of the molecular structure is a necessary operation to accurately resolve the
structure of carbonaceous structures, although it is a computationally expensive process. For
this reason, it is used only when necessary. The structure optimisation can be performed at
different points in a transformation process. It can be performed before the jump process
to obtain better estimates for the locations of added carbon atoms. Additionally, if the
resulting structure is not accurate after a transformation process, a structure optimisation is
used. Lastly, some processes need a structure optimisation every time they are sampled to
resolve a three-dimensional transformation of the structure, e.g. curvature integration and
bay closure reactions. The details for optimisations and the transformation processes are
shown in Table 3.5.
3.7 Stochastic numerical method
In this thesis, a Direct Simulation Algorithm (DSA) [5] is used as the main numerical
method. The algorithm approximates a real system by simulating an ensemble of NP equally
weighted stochastic particles contained in a sample volume Vsmpl. The evolution of the
particle ensemble is treated as a Poisson process with an exponentially distributed waiting
time τ between events [95]
Prob(τ ≥ t) = e−Rtot t , (3.94)
where Rtot is the total rate of processes. The probability of a process j being selected for an
event is dependent on its relative rate
Prob( j) ∝ R j/Rtot. (3.95)
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3.7.1 Decoupling of gas phase chemistry and particle processes
The processes discussed in Section 3.4 show the intricate dependence of the particle processes
and the gas phase species available in the particle surroundings. This dependence is even
more evident for the PAH jump processes. The solution of a gas phase chemistry model
coupled to a stochastic model such as the one detailed in this work is a complicated task.
Typically, an operator splitting algorithm such as the predictor-corrector algorithm used
by Celnik et al. [33] or the Strang splitting algorithm [31] are necessary. These algorithms
have been successfully applied to the study of Titania with particle models that only include
the particle layer [185, 178, 17]. However, the use of these algorithms in a multidimensional
model such as the one used in this work remains too complicated to be practically used.
In this work, the post-processing methodology used in multiple works [291, 37, 356,
358, 357] is employed. The methodology consists of first solving the gas-phase chemistry
together with a simplified population balance model. The solution of this system of equations
accounts for the production and consumption of gas phase species and provides reasonable
estimates for the temperature and gas phase species concentrations. Both the temperature
and gas phase species concentrations are used as an input to the detailed population balance
model (more details can be found in the work by Chen et al. [37]). In this methodology, a gas
phase species is selected as a transfer species, Atransf, between the gas phase species solution
and the detailed population balance model. The number density of this species in the particle
ensemble will be forced to follow the gas phase number density supplied as an input to the





where NtransfP is the number of particles in the ensemble that have the same mass and molecule
than the transfer species. The number of transfer species molecules in the gas phase for the
same sample volume as that of the ensemble, Ntransfgas , can be calculated as
Ntransfgas =CAtransfNAVsmpl. (3.97)
By comparing these two quantities the model adds or removes molecules from the ensemble
such that the transfer species is kept constant in both:
If
NtransfP < Ntransfgas , Add Ntransfgas −NtransfP transfer species particles,NtransfP > Ntransfgas , Remove NtransfP −Ntransfgas transfer species particles. (3.98)
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According to this inequality, the model adds or removes as many particles as necessary to
make Equation (3.98) an equality. It must be noted that the volume should be adjusted after
adding or removing particles to the ensemble as discussed in Section 3.7.2.
Recent works that focus on the precursors to carbonaceous particles have omitted the
solution of the simplified population balance equation [339, 296, 167, 274, 340]. In these,
the solution of the gas phase chemistry model is also used as an input to a stochastic model
that only handles the growth of PAHs. Although missing a particle model induces an error
in the concentrations of gas phase chemical species, the processes, pathways and structures
sampled provide a useful insight into the processes that affect PAH growth.
3.7.2 Ensemble contraction and particle doubling algorithms
In the DSA, if particle-particle processes are included, the number of stochastic particles
in the ensemble is not conserved due to the formation of aggregates or the addition of
new particles from the gas phase. This can lead to two difficulties: First, the addition of a
stochastic particle when the system has reached the maximum possible number of particles.
Second, the removal of a stochastic particle until no particles remain. Both of these problems
have been studied in depth in the context of stochastic reactor models. In this work, these
issues are resolved by using an ensemble contraction algorithm and a particle doubling
algorithm.
The ensemble contraction algorithm is used once the number of stochastic particles in
the ensemble has reached the maximum possible number of stochastic particles, Nmax. If this
is the case, the algorithm removes a uniformly selected particle from the ensemble before
adding the new stochastic particle [285]. The sample volume is then reduced proportionally
by a factor of N/(N+1). Although this algorithm handles the addition of stochastic particles,
there is an inherent loss of information (by removing a particle that has already sampled jump
processes) that may affect the observations of such a simulation. It is therefore advisable
that the maximum possible number of stochastic particles, Nmax, be kept reasonably high to
include all particles included in the simulation at all times.
The particle doubling algorithm [271] is activated the first time the number of stochastic
particles in the ensemble exceeds 75% of Nmax. After the doubling algorithm is activated
it keeps track of the number of stochastic particles in the ensemble. If this number falls
below the doubling limit, Nlim, the stochastic particles are duplicated and the sample volume
is doubled. This keeps a constant particle number density throughout the doubling event.
The assumption of this algorithm is that an equivalent ensemble of stochastic particles can
be included in the scope of the simulation to keep a computationally tractable number of
particles.
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The ensemble contraction algorithm and the particle doubling algorithm bound the
number of stochastic particles in the ensemble in the range [Nlim,Nmax] after the first time the
particle doubling algorithm is activated. The doubling limit is defined in terms of the number
of levels in the binary tree, Nlvl, that is used to store the ensemble of stochastic particles [95]:
Nlim =
Nmax2 −2Nlvl−5 , Nlvl−5 > 0,Nmax
2 −2
0 , Nlvl−5≤ 0,
(3.99)
where Nlvl is defined as Nlvl = log(Nmax)/log(2).
3.7.3 Majorant kernels and fictitious jumps








The evaluation of this rate incurs a computational expense of O(N2P) which can become
prohibitive for large NP. To address this, the methodology by Eibeck and Wagner [68] and
Goodson and Kraft [95] is followed. Eibeck and Wagner [68] introduced a majorant kernel,
K̂, such that
K̂ ≥ K, (3.101)








Goodson and Kraft [95] proposed a majorant kernel for the free-molecular regime (Equa-















where kmaj(= 2.0) is the majorant rate scaling factor necessary to satisfy the inequality in
Equation (3.101) [95, 68]. Patterson et al. [241] extended the approach to the transition
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Due to its simpler form, the slip-flow kernel does not require a majorant. The correct
coagulation rate is then recovered by performing fictitious coagulation jump processes. This
means advancing the simulation time after rejecting coagulation events between two particles





This approach takes advantage of the binary tree data structure, which stores and efficiently
updates pre-calculated sums of particle properties.
3.7.4 Linear process deferment algorithm
The linear process deferment algorithm (LPDA) was first proposed by Patterson et al. [243].
This algorithm is designed to solve population balance equations where particle-particle
processes cannot be neglected, but the total process rate is dominated by linear processes.
In this context, linear refers to processes that involve a single particle at a time, i.e. surface
growth or condensation processes.
In such cases, the LPDA has been shown to reduce computational times while capturing
the non-linear particle interactions. The rationale behind the LPDA is the same as the
approximations discussed in Section 3.5. Linear processes are usually faster than non-linear
processes. This allows them to be deferred as their rates can be calculated on their own
without affecting the physics of slow processes. In the LPDA, the linear processes are
deferred and are performed on a pair of particles only once the particle pair is selected for a
particle-particle interaction (inception, coagulation or condensation). After all non-linear
processes are sampled, the particles that did not interact in these are updated only with linear
processes.
In this model, all PAH jump processes are considered linear processes and are performed
only after all particle interactions have been sampled. In the case that no particle interactions
are considered (as in Chapter 4, Chapter 5 and Chapter 6), the model performs the linear
processes for all molecules sequentially, as it makes no difference to select one molecule over
another if they are not interacting. The numerical algorithms described in Sections 3.7.1–3.7.4
are shown in Algorithms 1 and 2.
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Algorithm 1: Direct simulation algorithm with particle doubling.
Input: State of the system Q0 at time t0, Stop time tf, Transfer species Atransf
Output: State of the system Qf at stop time tf.
ti←− t0, Qi←− Q0
while ti < tf do
Calculate the number of transfer species molecules from the gas phase:
Ntransfgas = ⌊CAtransfNAVsampl⌋
while NtransfP ̸= Ntransfgas do /* Compare with transfer species in the ensemble */
if NtransfP < N
transf
gas then
Add transfer species (as single molecule primary particles) to the ensemble
if NP(Q)> Nmax then




Remove transfer species from the ensemble
end
end
Calculate total rate of non-deferred processes:














where U is a uniformly distributed random variable, U ∈ [0,1]
Select two particles Pq and Pr
Calculate the majorant kernel for two particles: K̂trcg(Pq,Pr)
Perform deferred processes for Pq and Pr
Calculate the true kernel for the two particles: Ktrcg(Pq,Pr)





if N < Nlim then
for i ∈ {1, . . . ,NP(Q)} do /* Double the ensemble */





t←− t + τ
end
for q ∈ {1, . . . ,NP(Q)}, i ∈ {1, . . . ,np(Pq)}, j ∈ {1, . . . ,nm(pi)} do /* LPDA */
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Algorithm 2: Deferred (PAH) processes for a single molecule according to LPDA.
Input: State of molecule Q0 at t0, Final time tf
Output: State of molecule Qf at tf
t← t0, Q← Q0
while t < tf do
Calculate total rate of surface growth (deferred) processes:
Rdeftot (Q) = ∑ j R j(Q), where j ∈ {S1, . . . ,S30} Table 3.4,





where U is a uniformly distributed random variable, U ∈ [0,1]





Uniformly select a site sk to perform process j, such that ηk or ηcomb,k are the same site type
as required by the parent site type for process j
/* Perform Jump Process j */
As stated by Process j (Table 3.5):
Optimise the structure if necessary
Add or remove atoms
Add or remove rings
Add or remove sites
Transform existing sites
Optimise the structure if necessary
Q← Qt
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3.7.5 Deferred update migration algorithm
In this work, the detailed particle model implements, for the first time, an algorithm that
defers the update of the carbonaceous structure whilst successive partially-embedded five-
member ring migration processes are sampled. The algorithm keeps track of the number and
direction of each partially-embedded five-member ring migration step, such that the structure
of the molecule can be recovered whenever it is required for other calculations.
The migration algorithm implemented in this work is based on the studies performed
by Frenklach and collaborators [348, 351, 350]. In their work, the migration of a partially-
embedded five-member ring was accurately described as a one-dimensional random walk
along the edge of a molecule, where the random walk is terminated when a process that
consumes the random walker is observed. The rates of the migration processes favour the
edge position over the corner position as described in Figure 3.13.
Fig. 3.13 Migration and embedding of partially-embedded five-member rings as studied
by Whitesides et al. [351].
In the stochastic model presented in this chapter, two computational structures are
modified every time a process is sampled: First, the site list (Ls) is updated to maintain a
cache of the types and locations of the sites that exist around the perimeter of the molecule.
Second, the structure (Lc and VI) is updated to record the new locations of the carbon and
hydrogen atoms in the molecule. In general, both the site list and the structure of the molecule
are required for an accurate simulation of the growth of the molecule. However, in the case
of successive migration steps (processes S18 and S19), it is sufficient to update only the site
list. It is only necessary to update the structure when a non-migration process is sampled (or
when the migration results in certain structural changes, see Section 3.7.5). The rates of the
migration processes are such that a partially-embedded five-member ring on a given edge will
typically move a number of times before the ring leaves the edge or before a non-migration
transformation is sampled, such that updating the structure after each migration process
adds significant unnecessary computational cost. The final position of the five-member ring
is directly related to the number of steps in the random walk, and thus the probability of
finding the five-member ring at any given location is mathematically well defined. During the
random walk, it is important that the rates of all processes are accurate to correctly capture
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the termination of the five-member ring migration. In this algorithm this is achieved by
keeping updated the site list.
The modified algorithm is summarised in Algorithm 3. In the case of random walks
of only one step (i.e. no deferred migration steps) the modified algorithm reduces to the
previous algorithm. The exactness and computational performance of the modified algorithm
have been investigated. An algorithm in which both the site list and the structure of the
molecule are updated after each process has been selected as a baseline, ensuring accurate
resolution of the migration processes. From this point onwards, the modified algorithm is
referred to as the deferred update algorithm and the previous algorithm as the reference
algorithm.
Both algorithms were used to simulate the evolution of 163 representative molecules with
varying numbers of partially-embedded five-member rings. The representative molecules
were taken from the simulation of a counterflow diffusion flame of ethylene such as the one
studied in Chapter 5. The simulations used a submechanism that only included migration
processes and processes that terminate the migration of partially-embedded five-member
rings (Table 3.4, processes S18, S19, S22–S27, S30). The simulations used constant mole
fractions of XH = 0.01, XH2 = XC2H2 = 0.1, XO2 = XO = 0.001 and a constant temperature
and pressure of 1500 K and 1 atmosphere. Ten repetitions of each simulation were performed
using different numerical seeds.
Exactness
Figure 3.14 shows the net number of steps taken during the migration of partially-embedded
five-member rings simulated using the deferred update algorithm (solid lines) and the ref-
erence algorithm (open circles) for representative molecules. Both algorithms sampled
the same sequence of processes resulting in the same structures at the same point in each
simulation. This demonstrates that the deferred update algorithm is exact in the sense that it
produces the correct sites in the migration of partially-embedded five-member rings. The
same exact agreement was seen for all repetitions of all 163 tested molecules.
Figure 3.14 also shows the distribution of the locations of the partially-embedded rings
after different numbers of migration steps. The distributions were calculated using a kernel
density estimate (calculated using Scikit-Learn [244] with a Gaussian kernel and bandwidth
= 5.0) for 5000 repetitions of the same molecule using the deferred update algorithm. The
distributions confirm that the behaviour described by Frenklach and collaborators [351]
is maintained: the migration of a partially-embedded five-member ring follows a one-
dimensional random walk. As expected, the distributions are approximately Gaussian,
centred on the starting position and become wider with successive steps.
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Algorithm 3: Deferred (PAH) processes for a single molecule with deferred update
migration algorithm.
Input: State of molecule Q0 at t0, Final time tf




while t < tf do
Calculate total rate of surface growth (deferred) processes:
Rdeftot (Q) = ∑ j R j(Q), where j ∈ {S1, . . . ,S30} Table 3.4,





where U is a uniformly distributed random variable, U ∈ [0,1]





Uniformly select a site sk to perform process j such that ηk corresponds to the principal site type of process j
/* Perform Jump Process j */
if j ∈MIGRATION then /* A migration process */
if deferredMigration = False then /* Defer migration process */
deferredMigration← True
Initialise set of random walkers, W = {w1,w2, . . . ,wNw}, /* One per migrating site */ where
each random walker is represented as a pair wm = (im,nm) defined by the initial location of the migrating
site im and the net number of steps taken during the random walk nm, such that the current location of
migrating site k, described by walker m(k), is k = im +nm.
end
Look up index of migrating site
m← m(k)
Select migration direction
Select the landing site for the migration, sl ∈ {sk+1,sk−1}.
nm← nm±1.
if go around corner then /* Site moves around the corner */
Modify structure – only affected sites
Add carbon atom to site sim . /* Site now contains six-member ring */
Remove carbon atom from sl . /* Site now contains five-member ring */
Remove site next to sl . Add site next to sim . /* Update number of sites */
Update walker with new migrating site data, wm← (im = l,nm = 0).
end
Update sites /* Rates are accurate */
Update the site type of sk (remove partially-embedded five-member ring). /* Update site list */
Update the site type of sl (add partially-embedded five-member ring). /* Update site list */
Update neighbouring sites. /* Sites affect their neighbours */
else /* Not a migration process */
if deferredMigration then
Modify structure – update the location of all migration sites
Add carbon atoms and new sites, update site types for all initial sites sim in W .
Remove carbon atoms and neighbour sites, update site types for all final sites sim+nm in W .
Update neighbouring sites. /* Sites affect their neighbours */
Optimise structure /* After all migration processes */
deferredMigration← False
end
Perform non-migration jump process
Q← Qt
end
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Fig. 3.14 Comparison of the net number of steps taken during the migration of partially-
embedded five-member rings simulated using the deferred update algorithm and the reference
algorithm. Solid lines show the position of the random walker simulated using the deferred
update algorithm. Open circles (◦) show the position of the random walker simulated using
the reference algorithm (structure updated after every step). The distributions shown after 10,
100, 200, 300 and 400 steps were calculated using 5000 repetitions of the deferred update
algorithm.
Computational Performance
Figure 3.15 shows the computational time spent on the simulation of the migration processes
using the deferred update algorithm (circles) and the reference algorithm (crosses). The com-
putational time is proportional to the number of migration steps for the reference algorithm.
However, the deferred update algorithm shows two groups of points: random walks where
there is a weak dependence between the computational time and the number of migration
steps, and random walks where the dependence is similar to that of the reference algorithm.
The first group of points corresponds to structures that did not need to be updated until
the random walk was finished. The second group of points corresponds to structures that
needed to be updated before the end of the random walk. This occurred exclusively in cases
where the partially-embedded five-member ring became exposed to the other side of the
molecule. This is illustrated in Figure 3.16. The deferred update algorithm identifies this
as the creation of an additional random walker on a different edge that could be subject to
migration processes. To address this correctly the structure must be updated and optimised
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Fig. 3.15 Computational time obtained with the updated deferred algorithm (circles) and with
the reference algorithm (crosses). Structures were sampled from the counterflow diffusion
flame studied in Chapter 5.
before continuing with the random walk. This shows that there are still several possibilities
for further improvements in the simulation of migration processes.
The computational time saved by the deferred update algorithm is proportional to the
number of steps that are deferred, such that the computational savings are largest when
migration processes dominate. Even though it was still necessary to update the structure of
some of the molecules mid-migration (see above), the computational savings obtained are
significant. The deferred update algorithm was, on average, observed to be two orders of
magnitude faster than the reference algorithm.
Fig. 3.16 A partially-embedded five-member ring can sometimes become exposed to both
sides of a molecule during the simulation of migration processes. Blue arrows show possible
directions for the migration.
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3.8 List of PAH jump processes and rates
Table 3.3 provides the elementary reaction rate coefficients used for all jump processes
implemented in the model. Table 3.4 provides an enumeration of the PAH jump processes
included as well as the rate equation for each. Table 3.5 provides the number of atoms
and rings that are added or removed, the site transformations and the conditions needed to
optimise the structure for each of the PAH jump processes implemented in the model.
Table 3.3 Elementary reaction rate coefficients
k = AT n exp(−EA/RgasT ) a
No. Reactions A n EA References
Hydrogen abstraction from six-member rings
1 CsR6−H+H→ CsR6•+H2 4.570×1008 1.880 14.839 [282]
-1 CsR6•+H2→ CsR6 +H 1.690×1004 2.620 4.559 [282]
2 CsR6−H+OH→ CsR6•+H2O 5.190×1003 3.040 3.675 [156]
-2 CsR6•+H2O→ CsR6 +OH 5.590×1000 3.573 8.659 [156]
3 CsR6•+H→ CsR6−H 4.170×1013 0.150 [114]
Hydrogen abstraction from five-member rings
4 CsR5−H+H→ CsR5•+H2 4.890×1009 1.508 19.862 [122]
-4 CsR5•+H2→ CsR5 +H 5.068×1004 2.445 4.520 [122]
5 CsR5−H+OH→ CsR5•+H2O 5.190×1003 3.040 3.675 [156]
-5 Cs•+H2O→ Cs +OH 5.590×1000 3.573 8.659 [156]
6 CsR5•+H→ CsR5−H 6.080×1012 0.270 [348]
Hydrogen addition to five-member rings
7 CsR5H−CsR5H+H→ CsR5H2−CsR5H• 5.400×1011 0.450 1.820 [348]
-7 CsR5H2−CsR5H•→ CsR5H−CsR5H+H 3.015×1011 0.450 −33.367 [348]
8 CsR5H2−CsR5H•+H→ CsR5H−CsR5H+H2 2.000×1012 [348]
Armchair growth
9 CsR6•+C2H2→ CsR6−R6 +H 1.190×1022 −2.450 18.890 [86]
10 CsR6•+C2H2→ CsR6−R6 +H 1.060×1014 −0.490 8.204 [86]
11 CsR6•+C2H2→ CsR6−C2H+H 4.240×1014 0.025 33.080 [86]
12 CsR6•+C2H2→ CsR6−C2H+H 7.640×10−2 3.950 16.495 [86]
Free-edge desorption to produce an armchair
-9 CsR6−R6 +H→ CsR6•+C2H2 5.465×1030 −3.657 86.240 [86, 227]
-10 CsR6−R6 +H→ CsR6•+C2H2 4.868×1022 −1.697 75.550 [86, 227]
Free-edge ring growth and desorption
13 CsR6•+C2H2→ CsR6−C2H2 1.910×1061 −14.600 28.610 [201]
-13 CsR6−C2H2→ CsR6•+C2H2 2.499×1069 −16.430 71.290 [201]
14 CsR6•+C2H2→ CsR6−C2H+H 1.100×1031 −4.830 26.620 [201]
-14 CsR6−C2H+H→ CsR6•+C2H2 2.542×1037 −6.213 37.610 [201]
15 CsR6•+C2H2→ CsR6−C2H3• 1.360×1075 −18.400 40.880 [201]
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k = AT n exp(−EA/RgasT ) a
No. Reactions A n EA References
-15 CsR6−C2H3•→ CsR6•+C2H2 4.055×1082 −20.120 79.400 [201]
16 CsR6•+C2H3→ CsR6−C2H3 6.000×1012 [227]
-16 CsR6−C2H3→ CsR6•+C2H2 8.216×1023 −2.162 119.100 [227]
17 CsR6•+C2H4→ CsR6 +C2H3 9.450×10−3 4.470 4.472 [227]
-17 CsR6 +C2H3→ CsR6•+C2H4 2.316×10−2 4.416 6.709 [227]
18 CsR6•+C4H4→ CsR6−R6 +H 1.260×1004 2.610 1.434 [227]
-18 CsR6−R6 +H→ CsR6•+C4H4 1.130×1016 0.754 66.940 [227]
19 CsR6 +C2H3→ CsR6−C2H3 +H 1.870×1007 1.470 5.533 [227]
-19 CsR6−C2H3 +H→ CsR6 +C2H3 2.042×1014 −0.221 10.410 [227]
20 CsR6−C2H3→ CsR6−C2H2 +H 3.010×1014 0.340 111.255 [227]
-20 CsR6−C2H2 +H→ CsR6−C2H3 2.184×1011 0.722 [227]
21 CsR6−C2H3 +H→ CsR6−C2H2 +H2 6.350×1004 2.750 11.649 [227]
-21 CsR6−C2H2 +H2→ CsR6−C2H3 +H 2.509×1001 3.375 3.404 [227]
22 CsR6−C2H3 +OH→ CsR6−C2H2 +H2O 6.550×10−2 4.200 −0.860 [227]
-22 CsR6−C2H2 +H2O→ CsR6−C2H3 +OH 6.705×10−4 4.613 6.162 [227]
23 CsR6−C2H2→ CsR6−C2H3• 2.440×1030 −5.730 32.070 [201]
-23 CsR6−C2H3•→ CsR6−C2H2 5.560×1029 −5.620 27.910 [201]
24 CsR6−C2H3•+C2H2→ CsR6−R6 +H 3.020×1010 0.702 5.530 [201]
-24 CsR6−R6 +H→ CsR6−C2H3•+C2H2 1.387×1021 −0.798 72.450 [201]
25 CsR6−C2H+H→ CsR6−C2H2 1.590×1062 −14.500 31.760 [201]
-25 CsR6−C2H2→ CsR6−C2H+H 9.003×1063 −14.950 63.440 [201]
26 CsR6−C2H2 +H→ CsR6−C2H+H2 1.650×1011 0.490 10.630 [227]
-26 CsR6−C2H+H2→ CsR6−C2H2 +H 1.587×1009 1.184 82.650 [227]
27 CsR6−C2H2 +OH→ CsR6−C2H+H2O 2.500×1012 [227]
-27 CsR6−C2H+H2O→ CsR6−C2H2 +OH 6.230×1011 0.482 87.280 [227]
28 CsR6−C2H+C2H3→ CsR6−R6 +H 3.600×1017 −1.440 15.758 [227]
-28 CsR6−R6 +H→ CsR6−C2H+C2H3 1.619×1029 −3.226 74.700 [227]
29 CsR6−C2H•+C2H2→ CsR6−R6• 4.490×1082 −20.000 51.830 [201]
-29 CsR6−R6•→ CsR6−C2H•+C2H2 1.338×1094 −21.840 143.500 [201]
30 CsR6−C2H•+C2H2→ CsR6−R6• 1.180×10104 −25.700 76.820 [201]
-30 CsR6−R6•→ CsR6−C2H•+C2H2 3.917×10115 −27.550 168.800 [201]
31 CsR6−C2H•+C2H2→ CsR6−R6• 4.490×1082 −20.000 51.830 [201]
-31 CsR6−R6•→ CsR6−C2H•+C2H2 1.338×1094 −21.840 143.500 [201]
32 CsR6−C2H•+C2H2→ CsR6(C2H)(C2H3)+H 1.760×1040 −7.040 48.210 [201]
-32 CsR6(C2H)(C2H3)+H→ CsR6−C2H•+C2H2 9.718×1046 −8.438 60.840 [201]
33 CsR6−C2H•+C2H4→ CsR6−R6 +H 3.620×1028 −4.240 23.860 [227]
-33 CsR6−R6 +H→ CsR6−C2H•+C2H4 1.583×1040 −6.094 87.580 [227]
34 CsR6−C2H2 +C2H2→ CsR6−R6 +H 3.570×1022 −2.720 14.470 [201]
-34 CsR6−R6 +H→ CsR6−C2H2 +C2H2 3.736×1032 −4.109 77.230 [201]
35 CsR6(C2H)(C2H3)+H→ CsR6−R6• 1.010×1086 −20.600 56.700 [201]
-35 CsR6−R6•→ CsR6(C2H)(C2H3)+H 5.450×1090 −21.040 138.800 [201]
88 Detailed particle model
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No. Reactions A n EA References
36 CsR6(C2H)(C2H3)+H→ CsR6−R6• 6.000×10108 −26.600 83.590 [201]
-36 CsR6−R6•→ CsR6(C2H)(C2H3)+H 3.607×10113 −27.050 162.900 [201]
Six-member bay closure
37 CsR6−H+H→ CsR6•+H2 9.240×1007 1.500 9.646 [256]
-37 CsR6•+H2→ CsR6 +H 9.600×1004 1.960 9.021 [256]
38 CsR6•→ CsR6−R6• 1.110×1011 0.658 23.990 [256]
39 CsR6•→ CsR6−R6• 3.490×1012 −0.390 2.440 [256]
Five-member bay closure
40 CsR6−H+H→ CsR6•+H2 7.250×1007 1.760 9.69 [330]
-40 CsR6•+H2→ CsR6 +H 3.400×1009 0.880 7.870 [330]
41 CsR6•+CsR6−H→ CsR6•−CsR6−H 3.860×1011 0.210 17.700 [330]
Phenyl addition
42 CsR6•+A1→ CsR6−A1 +H 2.220×1083 −20.790 46.890 [266]
43 CsR6 +A1•→ CsR6−A1 +H 2.220×1083 −20.790 46.890 [266]
Five-member ring growth on a zig-zag
44 CsR6•+C2H2→ CsR6−R5 +H 1.250×1027 −3.950 16.779 [86]
45 CsR6•+C2H2→ CsR6−R5 +H 3.090×1020 −2.780 8.889 [86]
46 CsR6•+C2H2→ CsR6−C2H+H 3.090×1025 −3.110 31.586 [86]
47 CsR6•+C2H2→ CsR6−C2H+H 2.850×107 1.520 13.190 [86]
Five-member ring desorption
48 CsR5•→ CsR6−C2H• 1.600×1014 42.42 [84]
49 CsR5H2−CsR5H•→ CsR6•+C2H2 3.100×1011 0.870 74.323 [348]
50 CsR5H2−CsR5H•→ CsR6−C2H+H 6.700×1011 0.840 70.790 [348]
Five-member ring migration to a zig-zag site
51 CsR5H2−CsR5H•→ CsR5H•−CsR5H2 1.300×1011 0.160 45.900 [348]
Five-member ring migration to an armchair site
52 CsR5H2−CsR5H•→ CsR6−CsR6 +H 1.300×1011 0.160 45.900 [348]
Partially-embedded five-member ring flip reaction
53 CsR5H•−CsR6→ CsR6−CsR5H• 1.000×1011 [348, 350]
Five-member ring conversion to six-member ring neighbouring a free-edge site
54 CsR6•+C2H2→ CsR6−C2H2 1.100×1007 1.610 3.896 [32]
55 CsR6•+C2H2→ CsR6−C2H2 3.330×1033 −5.7 25.500 [32, 336]
56 CsR5H2−CsR5H•+Cs−C2H→ CsR6 1.300×1011 0.160 45.900 [348]
Six-member ring conversion to five-member ring neighbouring an armchair site
57 CsR6•→ CsR5H2−CsR5H•+Cs−C2H 1.300×1011 1.080 70.420 [84]
Six-member ring conversion to five-member ring neighbouring a five-carbon bay site
58 Cs−BY5−CsR6•→ CsR6−CsR5−CsR5 +H 2.300×1009 1.603 61.850 [256]
59 Cs−BY5−CsR6•→ CsR6−CsR5−CsR5 +H 1.230×1010 1.410 85.200 [330]
Six-member ring desorption neighbouring a five-carbon bay site
60 Cs−BY5−CsR6•→ CsR6−CsR6•+C2H2 2.300×1009 1.603 61.850 [256]
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Six-member ring growth on a zig-zag neighbouring a five-member ring
61 CsR5•+C2H2→ CsR5−R6 1.235×1007 1.530 9.311 [348]
Six-member ring growth between two five-member rings
62 CsR5•+C2H2→ CsR5−R6 1.235×1007 1.530 9.311 [348]
Five-member ring conversion to six-member ring neighbouring five-member ring
63 CsR5•+CsR5H→ CsR6−R5 8.900×1005 2.280 61.489 [348]
Six-member bay closure containing a partially-embedded five-member ring
64 CsR6•→ CsR6−R6• 1.110×1011 0.658 23.990 [this work]
Six-member ring growth on a partially-embedded five-member ring armchair
65 CsR6−H+H→ CsR6•+H2 2.540×1011 0.931 16.440 [255]
-65 CsR6•+H2→ CsR6 +H 1.830×1012 0.397 8.815 [255]
66 CsR6•+C2H2→ CsR6−C2H2 1.630×1012 0.409 5.675 [255]
-66 CsR6−C2H2→ CsR6•+C2H2 9.130×1011 0.991 15.990 [255]
67 CsR6−C2H2→ CsR6•−C2H3 6.320×1011 0.166 18.050 [255]
-67 CsR6•−C2H3→ CsR6−C2H2 9.750×1010 0.458 15.830 [255]
68 CsR6•−C2H3→ CsR6H2−CsR6H• 9.580×1011 −0.064 16.310 [255]
-68 CsR6H2−CsR6H•→ CsR6•−C2H3 9.650×1011 0.501 41.500 [255]
69 CsR6H2−CsR6H•→ CsR6−CsR6 +H 3.160×1012 0.787 36.510 [255]
-69 CsR6−CsR6 +H→ CsR6H2−CsR6H• 9.710×1011 0.507 4.695 [255]
70 CsR6•−C2H3→ CsR6H−CsR6 2.780×1011 0.063 23.870 [255]
-70 CsR6H−CsR6→ CsR6•−C2H3 5.470×1011 0.645 32.770 [255]
71 CsR6H−CsR6→ CsR6−CsR6 +H 8.150×1011 0.563 24.860 [255]
-71 CsR6−CsR6 +H→ CsR6H−CsR6 9.060×1011 0.456 7.286 [255]
Seven-member ring growth on a five-carbon bay site (partially-embedded five-member ring)
72 CsR6−H+H→ CsR6•+H2 5.897×1007 1.847 17.120 [206]
-72 CsR6•+H2→ CsR6 +H 1.215×1005 2.229 7.720 [206]
73 CsR6•+C2H2→ CsR6−C2H2 1.348×1003 2.573 4.935 [206]
-73 CsR6−C2H2→ CsR6•+C2H2 2.366×1012 0.705 39.670 [206]
74 CsR6−C2H2→ CsR6H−CsR6• 1.958×1011 0.111 25.330 [206]
-74 CsR6H−CsR6•→ CsR6−C2H2 3.412×1011 0.625 53.370 [206]
75 CsR6H−CsR6•→ CsR6−CsR6 +H 1.770×1010 1.094 27.150 [206]
-75 CsR6−CsR6 +H→ CsR6H−CsR6• 5.321×1007 1.515 7.095 [206]
76 CsR6−H+H→ CsR6•+H2 5.315×1007 1.858 16.120 [206]
-76 CsR6•+H2→ CsR6 +H 9.106×1004 2.277 7.007 [206]
77 CsR6•+C2H2→ CsR6−C2H2 3.521×1003 2.598 3.998 [206]
-77 CsR6−C2H2→ CsR6•+C2H2 4.736×1012 0.702 40.800 [206]
78 CsR6−C2H2→ CsR6H−CsR6• 1.125×1011 0.128 30.510 [206]
-78 CsR6H−CsR6•→ CsR6−C2H2 2.383×1011 0.596 57.900 [206]
79 CsR6H−CsR6•→ CsR6−CsR6 +H 1.505×1010 1.076 28.840 [206]
-79 CsR6−CsR6 +H→ CsR6H−CsR6• 5.841×1007 1.533 7.084 [206]
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No. Reactions A n EA References
Seven-member ring growth on a five-carbon bay site (edge five-member ring)
80 CsR6−H+H→ CsR6•+H2 6.586×1007 1.766 14.770 [206]
-80 CsR6•+H2→ CsR6 +H 1.155×1005 2.310 8.819 [206]
81 CsR6•+C2H2→ CsR6−C2H2 3.886×1003 2.592 4.012 [206]
-81 CsR6−C2H2→ CsR6•+C2H2 6.507×1012 0.710 45.050 [206]
82 CsR6−C2H2→ CsR6H−CsR6• 5.755×1011 0.070 2.983 [206]
-82 CsR6H−CsR6•→ CsR6−C2H2 1.742×1012 0.419 29.040 [206]
83 CsR6H−CsR6•→ CsR6−CsR6 +H 3.207×1010 0.958 23.130 [206]
-83 CsR6−CsR6 +H→ CsR6H−CsR6• 1.293×1008 1.505 7.425 [206]
84 CsR5−H+H→ CsR5•+H2 1.479×1007 1.854 17.070 [206]
-84 CsR5•+H2→ CsR5 +H 5.914×1004 2.234 11.870 [206]
85 CsR5•+C2H2→ CsR5−C2H2 1.098×1003 2.581 7.651 [206]
-85 CsR5−C2H2→ CsR5•+C2H2 2.894×1012 0.709 38.300 [206]
86 CsR5−C2H2→ CsR5H−CsR6• 5.097×1011 0.139 19.740 [206]
-86 CsR5H−CsR6•→ CsR5−C2H2 9.936×1011 0.410 45.260 [206]
87 CsR5H−CsR6•→ CsR5−CsR6 +H 3.590×1011 0.604 30.050 [206]
-87 CsR5−CsR6 +H→ CsR5H−CsR6• 6.258×1008 1.380 24.510 [206]
Seven-member bay closure (H abstraction on site 1)
88 CsR6−H+H→ CsR6•+H2 3.915×1007 1.876 9.421 [206]
-88 CsR6•+H2→ CsR6 +H 5.369×1004 2.275 5.583 [206]
89 CsR6•+CsR6−H→ CsR7−CsR7−H 8.513×1011 0.136 4.510 [206]
-89 CsR7−CsR7−H→ CsR6•+CsR6−H 3.523×1012 0.293 25.670 [206]
90 CsR7−CsR7−H→ CsR7−CsR7 +H 2.033×1010 1.067 31.600 [206]
-90 CsR7−CsR7 +H→ CsR7−CsR7−H 1.033×1008 1.495 2.895 [206]
91 CsR6−H+H→ CsR6•+H2 3.091×1007 1.891 9.308 [206]
-91 CsR6•+H2→ CsR6 +H 5.144×1004 2.267 7.132 [206]
92 CsR6•+CsR6−H→ CsR7−CsR7−H 7.041×1011 0.184 10.340 [206]
-92 CsR7−CsR7−H→ CsR6•+CsR6−H 2.944×1012 0.413 28.620 [206]
93 CsR7−CsR7−H→ CsR7−CsR7 +H 1.861×1010 1.136 29.570 [206]
-93 CsR7−CsR7 +H→ CsR7−CsR7−H 7.712×1007 1.514 2.067 [206]
Seven-member bay closure (Carbene route on site 1)
94 CsR6−H+CsR6−H→ CsR6(2•)+CsR6−H2 8.031×1010 0.890 95.830 [206]
-94 CsR6(2•)+CsR6−H2→ CsR6−H+CsR6−H 4.398×1011 0.359 3.385 [206]
95 CsR6(2•)+CsR6−H→ CsR7−CsR7−H 8.031×1011 0.010 8.456 [206]
-95 CsR7−CsR7−H→ CsR6(2•)+CsR6−H 1.897×1012 0.223 17.790 [206]
96 CsR7−H+CsR7→ CsR7 +CsR7−H 5.759×1011 0.393 [206]
-96 CsR7 +CsR7−H→ CsR7−H+CsR7 1.052×1011 0.905 53.500 [206]
97 CsR7−H+CsR6−H→ CsR7 +CsR6−H2 +H2 8.873×1010 0.639 31.310 [206]
-97 CsR7 +CsR6−H2→ CsR7−H+CsR6−H 1.728×1010 0.712 60.650 [206]
98 CsR6−H2 +CsR6−H2→ CsR6−H+CsR6−H+H2 3.907×1009 1.273 97.050 [206]
-98 CsR6−H+CsR6−H+H2→ CsR6−H2 +CsR6−H2 2.448×1005 1.999 86.400 [206]
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99 CsR6−H+CsR6−H→ CsR6(2•)+CsR6−H2 1.061×1011 0.799 84.260 [206]
-99 CsR6(2•)+CsR6−H2→ CsR6−H+CsR6−H 5.486×1011 0.335 2.012 [206]
100 CsR6(2•)+CsR6−H→ CsR7−CsR7−H 1.000×1012 −0.014 3.568 [206]
-100 CsR7−CsR7−H→ CsR6(2•)+CsR6−H 2.167×1012 0.556 59.280 [206]
101 CsR7−H+CsR6−H→ CsR7 +CsR6−H2 3.063×1011 0.824 63.560 [206]
-101 CsR7 +CsR6−H2→ CsR7−H+CsR6−H 1.514×1010 0.674 50.310 [206]
102 CsR6−H2 +CsR6−H2→ CsR6−H+CsR6−H+H2 4.479×1009 0.714 27.100 [206]
-102 CsR6−H+CsR6−H+H2→ CsR6−H2 +CsR6−H2 2.332×1005 1.742 55.100 [206]
Seven-member bay closure (H abstraction on site 2)
103 CsR6−H+H→ CsR6•+H2 2.767×1007 1.913 9.542 [206]
-103 CsR6•+H2→ CsR6 +H 4.212×1004 2.264 6.878 [206]
104 CsR6•+CsR6−H→ CsR7−CsR7−H 4.703×1011 0.143 4.722 [206]
-104 CsR7−CsR7−H→ CsR6•+CsR6−H 1.476×1012 0.367 27.37 [206]
105 CsR7−CsR7−H→ CsR7−CsR7 +H 6.424×1009 1.093 32.16 [206]
-105 CsR7−CsR7 +H→ CsR7−CsR7−H 1.693×1008 1.522 1.637 [206]
106 CsR6−H+H→ CsR6•+H2 2.843×1007 1.906 9.533 [206]
-106 CsR6•+H2→ CsR6 +H 5.338×1004 2.261 7.525 [206]
107 CsR6•+CsR6−H→ CsR7−CsR7−H 6.599×1011 0.082 2.625 [206]
-107 CsR7−CsR7−H→ CsR6•+CsR6−H 5.132×1012 0.340 25.40 [206]
108 CsR7−CsR7−H→ CsR7−CsR7 +H 2.006×1010 1.099 32.81 [206]
-108 CsR7−CsR7 +H→ CsR7−CsR7−H 1.729×1008 1.489 1.504 [206]
Seven-member bay closure (Carbene route on site 2)
109 CsR6−H+CsR6−H→ CsR6(2•)+CsR6−H2 1.603×1011 0.777 83.23 [206]
-109 CsR6(2•)+CsR6−H2→ CsR6−H+CsR6−H 3.050×1011 0.294 [206]
110 CsR6(2•)+CsR6−H→ CsR7−CsR7−H 2.488×1011 0.120 11.62 [206]
-110 CsR7−CsR7−H→ CsR6(2•)+CsR6−H 1.472×1012 0.676 45.09 [206]
111 CsR7−H+CsR7→ CsR7 +CsR7−H 1.397×1011 0.581 27.01 [206]
-111 CsR7 +CsR7−H→ CsR7−H+CsR7 3.264×1010 0.734 56.81 [206]
112 CsR7−H+CsR6−H→ CsR7 +CsR6−H2 +H2 5.515×1010 0.849 59.32 [206]
-112 CsR7 +CsR6−H2→ CsR7−H+CsR6−H 7.566×1010 0.675 38.56 [206]
113 CsR6−H2 +CsR6−H2→ CsR6−H+CsR6−H+H2 6.206×1009 0.848 28.61 [206]
-113 CsR6−H+CsR6−H+H2→ CsR6−H2 +CsR6−H2 2.164×1005 1.798 58.70 [206]
114 CsR6−H+CsR6−H→ CsR6(2•)+CsR6−H2 1.162×1011 0.837 86.01 [206]
-114 CsR6(2•)+CsR6−H2→ CsR6−H+CsR6−H 4.948×1011 0.331 1.476 [206]
115 CsR6(2•)+CsR6−H→ CsR7−CsR7−H 5.744×1011 0.039 8.721 [206]
-115 CsR7−CsR7−H→ CsR6(2•)+CsR6−H 2.164×1012 0.292 18.61 [206]
116 CsR7−H+CsR6−H→ CsR7 +CsR6−H2 9.900×1011 0.331 −2.850 [206]
-116 CsR7 +CsR6−H2→ CsR7−H+CsR6−H 1.025×1011 0.875 57.11 [206]
117 CsR7−H+CsR6−H→ CsR7 +CsR6−H2 +H2 6.156×1010 0.782 39.25 [206]
-117 CsR7 +CsR6−H2→ CsR7−H+CsR6−H 9.567×1010 0.696 35.20 [206]
118 CsR6−H2 +CsR6−H2→ CsR6−H+CsR6−H+H2 3.478×1009 1.288 87.43 [206]
92 Detailed particle model
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-118 CsR6−H+CsR6−H+H2→ CsR6−H2 +CsR6−H2 1.696×1005 2.086 95.63 [206]
Migration of partially-embedded five-member ring
119b CsR5−CsR5−CsR6•→ CsR6•−CsR5−CsR5H 4.960×1011 0.755 50.000 [330]
120b CsR5H−CsR5−CsR6•→ CsR6•−CsR5−CsR5 4.960×1011 0.755 50.000 [330]
Reactions above this line are included in Chapters 5 and 6
Reactions below this line are included in Chapter 6 only
Migration of partially-embedded five-member ring
119b CsR5−CsR5−CsR6•→ CsR6•−CsR5−CsR5H 5.188×1013 33.400 [351]
120b CsR5H−CsR5−CsR6•→ CsR6•−CsR5−CsR5 1.037×1014 33.400 [351]
Six-member ring oxidation
121 CsR6•+O2→ CsR6−O•+O 3.170×1013 2.021 [294]
122 CsR6i−O•→ CsR5 +CO 1.760×1023 −3.681 48.000 [179]
123 CsR6 j−O•→ CsR5 +CO 8.820×1009 −0.063 33.010 [179]
124 CsR6•+OH→ CsR5 +CO 1.000×1014 [85]
125 CsR6•+OH→ CsR6−OH 1.470×1014 1.256 [294]
-125 CsR6−OH→ CsR6•+OH 2.140×1016 105.292 [294]
126 CsR6−OH→ CsR6−O•+H 2.130×1015 84.064 [294]
-126 CsR6−O•+H→ CsR6−OH 4.340×1014 1.955 [294]
127 CsR6−OH+H→ CsR6−O•+H2 5.477×1006 2.147 11.134 [294]
-127 CsR6−O•+H2→ CsR6−OH+H 1.700×1014 19.146 [294]
128 CsR6−OH+H→ CsR6•+H2O 2.000×1014 5.306 [294]
129 CsR6H+O→ CsR6−O•+H 4.000×1012 4.626 [85]
Partially-embedded five-member ring oxidation
130 CsR6−CsR5H−CsR6 +O2→ CsR6•−CsR6H+CO2 3.450×1011 26.670 [85]
131 CsR6−CsR5H−CsR6 +O→ CsR6•−CsR6H+CO 3.541×1011 0.505 0.608 [85]
Five- Seven-member ring recombination
132 CsR7H−CsR5 +H→ CsR7H2−CsR5 3.480×1008 1.490 3.440 [206]
-132 CsR7H2−CsR5→ CsR7H−CsR5 +H 2.340×1009 1.180 30.770 [206]
133 CsR7H2−CsR5→ CsR7H−CsR5H 2.120×1010 0.670 40.320 [206]
-133 CsR7H−CsR5H→ CsR7H2−CsR5 8.390×1011 0.290 18.610 [206]
134 CsR7H−CsR5H→ CsR3H−CsR3H 1.030×1012 0.150 9.250 [206]
-134 CsR3H−CsR3H→ CsR7H−CsR5H 1.870×1012 0.320 15.040 [206]
135 CsR3H−CsR3H→ CsR6H−CsR6H 6.650×1012 −0.130 4.090 [206]
-135 CsR6H−CsR6H→ CsR3H−CsR3H 1.520×1012 34.080 [206]
136 CsR6H−CsR6H→ CsR6−CsR6H+H 1.130×1010 1.000 15.650 [206]
-136 CsR6−CsR6H+H→ CsR6H−CsR6H 2.820×1008 1.360 35.440 [206]
aThe units are mole, centimetre, second, and kilocalorie.
bThe value of rate constants for reactions 119 and 120 was changed between Chapters 5 and 6.
cThe reverse rate coefficients were calculated via equilibrium constants.
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Table 3.4 Kinetic Monte Carlo jump processes.
Process [Reference] Parent site
S1 Free-edge ring growth [32] Free-edge (FE)














k−1[H2 ]+k3 [H]+k−2 [H2O]+(k9+k10+k11+k12)[C2H2]
)
[C2H2][CAC]




(k−9 + k−10) [CFEHACA ]









k−1 [H2 ]+k3 [H]+k−2 [H2O]
)
[CFE3]
















k−1 [H2]+k3 [H]+k−2[H2O]+(k44+k45+k46+k47)[C2H2 ]
)
[C2H2][CZZ]
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S8 5- to 6-member ring conversion at free edge [32] 5-member ring next to free-edge (RFE)
Jump process: Rate:
C2H2 (k54 + k55)
(
k7 [H]























k−1 [H2 ]+k3 [H]+k−2 [H2O]+k42 [C6H6 ]
)
[C6H6][Cs]















k−1 [H2 ]+k3 [H]+k−2 [H2O]+k61 [C2H2 ]
+ k4 [H]+k5 [OH]k−4 [H2 ]+k6 [H]+k−5 [H2O]+k61[C2H2]
)
[CRZZ]







k−4 [H2 ]+k6 [H]+k−5 [H2O]+k62 [C2H2 ]
)
[CRFER]
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k−37 [H2 ]+k3 [H]+k−2 [H2O]+k38+k39
)
[CBY6]






k−40[H2 ]+k3 [H]+k−2 [H2O]+k41
)
[CBY5]
S17 6-member bay closure [256]
(partially-embedded 5-member ring)
6-member bay (BY6eR5)






k−37 [H2 ]+k3 [H]+k−2 [H2O]+k64
)
[CBY6eR5 ]
S18 Partially-embedded 5-member ring migration [351]
from edge position









S19 Partially-embedded 5-member ring migration [351]
from corner position
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k−1 [H2 ]+k3 [H]+k−2 [H2O]+k60
)
[CBY5FE3 ]






k−1 [H2 ]+k3 [H]+k−2 [H2O]+k58+k59
)
[CBY5FE3 ]
S22 Capping of embedded 5-member ring [255] Partially-embedded 5-member ring (eR5)
in edge position







S23 7-member ring growth [this work]
(corner partially-embedded five-member ring)
Armchair with corner (cRAC)
partially-embedded 5-member ring







S24 7-member ring growth [this work]
(partially-embedded 5-member ring)
5-member bay (BY5eR5)
with partially-embedded 5-member ring







S25 7-member bay closure [this work]
(partially-embedded 5-member ring 1)
7-member bay site 1(BY7eR5-1)
with partially-embedded 5-member ring
Jump process: Rate: e
(-H2)
(
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Process [Reference] Parent site
S26 7-member bay closure [this work]
(partially-embedded 5-member ring 2)
7-member bay site 2(BY7eR5-2)
with partially-embedded 5-member ring
Jump process: Rate: f
(-H2)
(




Processes above this row were included in Chapters 5 and 6.
Processes below this row were included in Chapter 6 only.
S27 5-7-member ring recombination [this work] 5-member ring next to 7-member ring (eR5-R7)




S28 Free-edge oxidation [this work] Two adjacent free-edges (FE2)




k122[CsR6i−O•]ss + k123[CsR6 j−O•]ss
)
[CFE2]
S29 Free-edge oxidation [this work] Free-edge adjacent to non-free-edges (FEHACA)




S30 Partially-embedded 5-member ring oxidation
[this work]





(k130 + k131) [CcR5]
Notes:
a Steady-state intermediates vector Vss and partial-equilibrium intermediates vector Vpeq defined as:
Vss = {CsR6•, CsR6−C2H2, CsR6−C2H, CsR6−C2H3, CsR6−C2H3•, CsR6(C2H)(C2H3), CsR6−R6•,
CsR6−R6}
Vpeq = {CsR6•, CsR6−C2H2, CsR6−C2H, CsR6−C2H3, CsR6−C2H3•, CsR6(C2H)(C2H3)}
Rate calculated using the method described in Section 3.5.4: ṙS1 = ṙS1,ss if ṙS1,peq > ṙS3, ṙS1 = ṙS1,peq o.w.
b Steady-state intermediates vector Vss defined as:
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Vss = {CsR6•, CsR6−C2H2, CsR6•−C2H3, CsR6−H2, CsR6H−CsR6}
c Steady-state intermediates vector Vss defined as:
Vss = {CsR6•, CsR6−C2H2, CsR6H−CsR6•, CsR5•, CsR5−C2H2, CsR5H−CsR6•}
d Steady-state intermediates vector Vss defined as:
Vss = {CsR6•, CsR6−C2H2, CsR6H−CsR6•, CsR6•i, CsR6−C2H2i, CsR6H−CsR6•i}
e Steady-state intermediates vector Vss defined as:
Vss = {CsR6•, CsR7−R7−H, CsR6•i, CsR7−R7−Hi, CsR62•, CsR7H−CsR7, CsR7H−CsR6H, CsR62•i,
CsR7H−CsR7i, CsR7H−CsR6Hi }
f Steady-state intermediates vector Vss defined as:
Vss = {CsR6•, CsR7−R7−H, CsR6•i, CsR7−R7−Hi, CsR62•, CsR7H−CsR7, CsR7H−CsR6H, CsR62•i,
CsR7H−CsR7i, CsR7H−CsR6Hi }
g Steady-state intermediates vector Vss defined as:
Vss = {CsR7H2−CsR5, CsR7H−CsR5H, CsR3H−CsR3H, CsR6H−CsR6H }
h Steady-state intermediates vector Vss defined as:
Vss = {CsR6i•,CsR6 j•, CsR6i−O•, CsR6 j−O•, CsR6i−OH, CsR6j−OH }
i Steady-state intermediates vector Vss defined as:
Vss = {CsR6•, CsR6−O•, CsR6−OH }
















+1 C to adjacent sites
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+1 C to adjacent sites
Before:
If δsite < 2.6 Å
After:
If δi,i+1 > 1.7 Å










-1 C to adjacent sites
Before:
If δi,i+1 < 1.2 Å
If δi,i+1 > 1.6 Å













-1 C to adjacent sites
-






















+R5 to adjacent sites
-1 C to adjacent sites
After:
Every time








+1 C to adjacent sites
+R5 to adjacent sites
Before:
If δsite < 2.1 Å
After:
If δi,i+1 > 1.8 Å









-1 C to adjacent sites
-R5 to adjacent sites
-










-R5 for parent site
-R5 for R5 adjacent site
-1 C for parent site
-1 C for R5 adjacent site
+1 C to adjacent site
+2 free-edges
-








-R5 for R5 adjacent site
-1 C for R5 adjacent site











+2 C for parent site
+2 C to adjacent site
+4 FE
-















-R5 for R5 adjacent site
-1 C for R5 adjacent site
+R5 to adjacent site
+1 C to adjacent site
Before:
If δi,i+2 < 2.0
After:
If δi,i+1 > 1.8
If δi,i+2 < 2.4











+1 C to adjacent site
R5 site← cR5
R5 adj. site← cR5 fam.
cR5 site← eR5 fam.
After:
If δi,i+1 < 2.4














R5 adj. site← cR5 fam.
+1 C for cR5 adj. sites
R5 site← cR5
cR5 site← eR5 fam.
R5 adj. site← cR5 fam.
+1 C to adjacent sites
cR5 sites← eR5 fam.
+1 C to adjacent sites
After:
If δi,i+1 < 2.4











-R5 to R5 adjacent site
-1 C for R5 adjacent site
R5 adj. site← cR5 fam.
R5 site← cR5
+1 C to cR5 site
cR5 site← eR5 fam.
After:
If δi,i+1 < 2.2


























Add New site from R6s
family with sum of atoms
from adjacent sites
+R5, +cR5, +eR5 to New site




R5 adj. site← cR5 fam.
New site← cR5 fam.
R5 adj. site← cR5 fam.
New site← cR5–cR5 fam.
R5 adj. site← cR5 fam.
New site← eR5–cR5 fam.
New site← eR5 fam.
New site← 2eR5 fam.
After:
If δi,i+1 > 1.6
If at least one eR5
present





No R5 on sites to




Add New site from eR5
family with sum of atoms
from adjacent sites
+R5 to New site for R5 in
adjacent sites
+cR5 to New site for cR5 in
adjacent sites




































Add New site from R6s
family with sum of atoms
from adjacent sites
+R5, +cR5, +eR5 to New site





cR5 adj. site← eR5 fam.
New site← cR5 fam.
No further changes
cR5 adj. site← eR5 fam.
New site← 2eR5 fam.
After:
If δi,i+1 > 1.6
If at least one eR5
present









-eR5 to parent site
+cR5 to corner (free-edge)
sites




S19 Partially-embedded 5-member ring migration from corner position





-cR5 to parent site
+cR5 to corner (free-edge)
sites














+1 C to adjacent sites
After:
If δi,i+1 < 1.2 Å
If δi,i+1 > 1.6 Å


















+R5 to R5 adjacent site
+1 C to adjacent site
+1 C to R5 adjacent site
After:
Every time

























+1 C to adjacent sites
































Add New site from R6s
family with sum of atoms
from adjacent sites
+R5, +cR5, +eR5 to New site


















Add New site from R6s
family with sum of atoms
from adjacent sites
+R5, +cR5, +eR5 to New site















Processes above this row were included in Chapters 5 and 6.
Processes below this row were included in Chapter 6 only.
S27 5-7-member ring recombination
Jump process:





+1 C to R7 site
eR5 site← R6 fam.









not next to RFEc







parent site← R5 f








not next to RFEc



















-cR5 to adjacent site
-cR5 to parent site
-1 C to adjacent site
-1 C to parent site
+1 AC site
Before:
If δi,i+1 > 1.6 Å
If δi,i+1 < 1.2 Å
General notes:
δi,i+1 refers to distances between neighbour atoms in Lc (See Equation 3.87),
δi,i+2 refers to distances between second neighbour atoms in Lc. For both:
i ∈ ck−1first , . . . ,ck+1last , where sk−1 is the predecessor site, sk is the parent site and sk+1 is the successor site.
The notation ±1 C to sites means the site type is moved left or right in the same family in Table 3.1.
The notation Site A← B family means that Site A is moved to a family B in Table 3.1 in the same column.
Specific notes:
a This would create an indene-like site. Not included in the model.
b For seven-member ring: -1 R7, parent site← BY5. If R5emb exposed: -1 R5emb, +1 R5.
c This would violate the Isolated Pentagon Rule.
d Can be deferred in case of successive migration steps. See Section 3.7.5.
e For seven-member ring: -1 R7, +1 R6.
f For seven-member ring: parent site← FE. No changes to adjacent sites.
g For seven-member ring: No changes to adjacent sites.
Chapter 4
New methodology to calculate process
rates in a KMC model of PAH growth
In this chapter, a new methodology to calculate the process rates in Kinetic
Monte Carlo (KMC) models of polycyclic aromatic hydrocarbon (PAH)
growth is developed. The methodology uses a combination of steady-state
and partial-equilibrium approximations. Good agreement with the results
from simulations using a detailed chemical mechanism under conditions
relevant to flames (temperatures between 1000 and 2500 K, equivalence
ratios between 0.5 and 10) is shown. The new methodology was then used
to calculate the rates of different stochastic processes in KMC simulations
of PAH growth of premixed ethylene-oxygen flames. The results of the
KMC model are shown to be consistent with the concentrations of species
calculated using a well-established mechanism for the growth of small PAH
species.
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The work presented in this chapter has been published in Combustion and Flame and is
primarily the work of the author. Nick Eaves helped editing the manuscript. Jethro Akroyd
helped writing the manuscript. The model implementation, stochastic simulations, figure
preparation and manuscript writing were done by the author.
4.1 Introduction
Carbonaceous materials are primarily formed of polycyclic aromatic hydrocarbons (PAHs)
that grow in the presence of reactive species. The hydrogen-abstraction, acetylene-addition
(often referred to as HACA) mechanism is widely considered the main route to explain
the growth of PAH species [76]. This mechanism has been widely investigated [156, 157,
86, 355] and the reactions that it suggests have been included into several detailed mecha-
nisms [337, 4, 297, 298, 38, 341, 342, 262, 261, 15, 227].
It is widely thought that carbonaceous particles are incepted from moderately sized PAHs,
of the order of 10–16 rings [213, 1, 20, 19]. It is therefore desirable that simulations of PAH
growth are able to describe the evolution of such PAHs. Typically, these simulations solve
an ordinary differential equation (ODE) for the concentration of each species. However,
the number of possible PAH species far exceeds the number of ODEs that can be solved in
practical simulations. For this reason, chemical mechanisms are commonly truncated at PAH
sizes much smaller than the sizes relevant to the formation of carbonaceous particles.
Rather than solving an ODE for the concentration of each species, an alternative approach
is to use a stochastic numerical method to simulate the evolution of each entity within a given
control volume This approach is the basis of kinetic Monte Carlo (KMC) models [92] and is
suitable for problems with a very large number of species. One disadvantage of KMC models
is that they can spend high computational effort to simulate reversible reactions where the
forward and reverse rates are large, but where there is only a small net rate of change. Often
this type of problem can be solved by using a timescale separation approximation such as the
steady-state and partial-equilibrium approximations (for example [75, 256]).
The purpose of this chapter is to investigate the application of the steady-state and
partial-equilibrium approximations in the context of PAH-KMC models [256, 37, 358].
This chapter develops a new methodology to compute the concentrations of PAH reaction
intermediates based on a combination of both approximations and also computes a modified
rate equation. The methodology is formulated such that is consistent with available gas-phase
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mechanisms and such that it is suitable for inclusion in future KMC models of PAH growth
and formation of carbonaceous materials.
4.2 Timescale separation approximations in models of PAH
growth
Timescale separation approximations often allow a simplified numerical treatment of the
processes that control a reaction system. They are based on the separation of fast and slow
processes. Typically a subset of the species concentrations are able to be estimated by solving
a linear system of equations (as opposed to coupled ODEs). Examples of such techniques
are the steady-state and partial-equilibrium approximations that are studied in this chapter.
Both methods are well-documented in the literature [247, 325, 169, 99, 324, 97]. The model
equations are summarised in Section 3.5.
A number of related approximations have been used in other applications. For example,
the simulation of turbulent combustion [250] and the generation of skeletal mechanisms
[251]. Methods worth mentioning are intrinsic lower dimensional manifolds [184, 98], com-
putational singular perturbation [100, 251, 99] and rate-controlled constrained equilibrium
[147, 142, 12]. The reader is referred to [247, 169, 324, 97] for a review of these techniques.
Timescale separation approximations can be applied to the reactions that control the
growth of PAHs. The HACA mechanism describes the consecutive production of radicals
and addition of acetylene molecules. Each intermediate step in the mechanism has a different
kinetic behaviour that needs to be analysed to identify possible timescale separations. Fig-
ure 4.1 shows an example of the reaction routes that are available for the growth of the most
basic PAH, benzene growing to form naphthalene.
In Figure 4.1 reactions are shown as arrows and for simplicity only a single arrow is
shown when multiple reaction pathways are involved between two species. The figure
not only illustrates some of the main reaction pathways in PAH growth, it also shows the
behaviour that can be observed for some of the intermediate species. Some reactions, shown
as dashed blue arrows, are typically fast in both the forward and reverse directions, while
others, shown as continuous red arrows, are usually fast only in one direction due to the high
stabilisation that the formation of a new aromatic ring can provide. This behaviour allows a
separation of fast and slow species that can be exploited to model the growth of this type of
molecule.
The concentrations of fast-forming intermediates can often be estimated using a steady-
state or partial-equilibrium approximation. In such cases, the concentration of these fast-





Fig. 4.1 Reaction path flux diagram showing the main reaction pathways between benzene
and naphthalene. Dashed blue arrows show reaction fluxes that are similar in magnitude in
both directions. Continuous red arrows show reaction fluxes with reverse rates that are at least
an order of magnitude smaller than the forward rate at early times under flame conditions.
forming intermediates can be calculated by solving a linear system of the form
Mc = b (4.1)
where M is an Nf×Nf matrix and contains pseudo first-order rate constants for the consump-
tion and production of each of the fast species, c is the vector of the Nf concentrations of the
fast species, b is a vector that contains the production terms of fast species from slow species
and Nf is the number of fast species. The model equations and assumptions behind them are
summarised in Section 3.5.
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The steady-state approximation has been widely used to analyse PAH chemistry. Early
works on the HACA pathways used it to explore the high and low temperature limits of the
mechanism [74, 76]. It has also been used to obtain single-step rates for addition reactions
[221] and to estimate the concentration of intermediate PAHs that participate in soot inception
[304]. Recently, the rate constants for the HACA pathways have been re-examined in different
studies in which a steady-state approximation was applied with improved rate coefficients
[199, 86], and which concluded that the HACA routes are the main growth pathways in most
flame conditions.
The steady-state approximation has also been used to estimate the number of active sites
on the surface of soot particles for a simple surface mechanism including five reactions
[81]. This approach estimates the number density of the available carbon-hydrogen sites
and requires the specification of an α-parameter (see [86] for a discussion of this parameter)
as the fraction of sites that will be available to react. Such an approach has been used in
multiple studies [62, 269] and has been modified to account for reversibility [44], additional
pathways [342] and particle ageing effects [291, 329, 151]. Recently, an alternative approach
that expresses the instantaneous value of α in terms of state variables based on consideration
of the number of zig-zag and armchair sites has been proposed [78].
The steady-state approximation has been incorporated into a number of KMC models of
PAH growth. The fast-lived intermediates that are formed in some HACA reactions have been
modelled with this approach in the works of Frenklach and co-workers [75, 348, 349, 294,
293]. This allows the study of PAH growth without the need to spend long computational
times simulating highly reversible reactions. KMC models that simulate an ensemble of
PAHs have used this approximation to derive simplified rate equations for various reaction
sequences [32, 256, 258, 37, 358, 123]. In these studies, the model describes a number
of pathways for the addition and desorption of aromatic rings [256]. However, the model
makes a number of simplifications including assuming irreversible acetylene addition and
irreversible ring closures. A methodology that accounts for the reversibility of these steps
and that is valid across a wide range of conditions is still required.
4.3 Methodology
In this chapter the application of the steady-state and partial-equilibrium approximations
of the chemical reactions that control the growth of gas-phase PAHs are studied with the
purpose to provide simplified rate equations for KMC models. In order to do so, simulations
of ethylene-air mixtures in a closed control volume under isothermal and isobaric conditions
are considered at a pressure of one atmosphere. The effect of temperature and initial
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equivalence ratio was studied. The temperature was varied from 1000 to 2500 K in 100 K
intervals. The equivalence ratios considered were 0.5, 1.0, 2.0, 5.0 and 10. All reaction
systems were solved until a stationary solution was observed. The model equations for these
approximations are summarised in Chapter 3, Section 3.5.
The ABF mechanism [4] was selected as a reference mechanism for this study for the
following reasons: Its PAH reaction pathways contain mostly HACA sequences which,
although they do not explain all the pathways for the production of some small PAHs,
are able to explain the growth of larger molecules and are included in modern mechanisms
[297, 15, 259]. It includes ring condensation reactions which have been shown to be important
for PAH growth [326]. It includes five-member ring growth and armchair closure reactions,
both of which are fast processes that have been shown to affect the shape of larger PAHs
[75, 32]. Lastly, by choosing a mechanism that does not contain additional routes that are
unique to small PAHs, for example the production of naphthalene from cyclopentadiene
or indene, the rates of reaction for analogous processes acting on arbitrarily-sized PAHs
can be inferred. For example, by treating the growth rate of naphthalene from benzene
(see Figure 4.2) as a proxy for a free-edge ring growth reaction. For all these reasons, the
ABF mechanism provides a good candidate for the method development in this work. Note,
however, that later mechanisms [for example 297, 15, 259, 261] contain more up to date
estimates of the HACA reaction rates as well as more recently investigated reaction processes.








Fig. 4.2 Ring growth processes studied using the steady-state and partial-equilibrium approx-
imations. Notation as defined by Frenklach et al. [83].
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New steady-state and partial equilibrium approximations are proposed to calculate the
rates of the ring growth processes shown in Figure 4.2. Processes (i) and (ii) follow the
HACA pathways starting from different PAHs. Process (iii) corresponds to ring condensation
reactions where two benzene intermediates react to form phenanthrene. For each process, a
linear system resulting from a steady-state or partial equilibrium approximation is solved for
the concentration of key intermediate species. The resulting process rate is then a function
of only the concentrations of main gas-phase species and the morphology of the PAH. This
procedure can be generalised to obtain the process rates for any arbitrarily-sized PAH in a
KMC model.
The steady-state and partial-equilibrium approximations use a different set of species and
reactions for each process in Figure 4.2. The species and reactions were selected using a
combination of techniques. A time-integrated path flux analysis of the ABF mechanism [4],
similar to that performed by Løvas et al. [182], was performed using Kinetics © [42] for all
combinations of temperature and equivalence ratio specified above. For each simulation, a
3% cut-off ratio of the maximum carbon flux between benzene and naphthalene (which was
found in the benzene to phenyl radical pathway for all conditions) was used to select species
and reactions for ring growth process (i). A cut-off ratio of 0.4% (still of the maximum flux
between benzene and naphthalene) was used to select species and reactions for ring growth
processes (ii) and (iii). Subsequent testing showed that species A1C2H3• and A2(C2H)2
and their associated reactions were also needed to explain the ring growth processes at
low temperatures. For this reason, these were also included in the final sets of species
and reactions. Reactions that did not contribute significantly were excluded. Likewise, the
intermediates that took part in these reactions were also excluded. The full sets of species
and reactions used for each process are detailed in Appendix A.
4.4 Results and discussion
In the sections that follow the application of the steady-state and partial-equilibrium approx-
imations in models of PAH growth are studied. In Section 4.4.1 the performance of the
steady-state approximation in simulations of a closed isothermal systems at different temper-
atures and equivalence ratios is critically assessed. In Section 4.4.2 the partial-equilibrium
approximation is applied to the same systems and assess its performance versus that of
the steady-state approximation. In Section 4.4.3, the performance of a new combined
steady-state–partial-equilibrium approximation is introduced and investigated. Finally, in
Section 4.4.4, the application of the new combined approximation in a KMC simulation of
the PAH chemistry is demonstrated in a premixed burner-stabilised flame.
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4.4.1 Steady-state approximation
In this section the case where all PAH species participating in the ring growth reactions,
including intermediates and products, are in steady-state with the reactants is studied.
In the case of the formation of naphthalene from benzene, Figure 4.2 process (i), benzene
is considered to be a slow species while naphthalene and all its intermediates are included in
the steady-state species set. In the case of the formation of phenanthrene from napthalene,
Figure 4.2 process (ii), naphthalene is considered to be a slow species while phenanthrene
and its intermediates are included in the steady-state species set. The full set of species and
reactions used for the steady-state approximation of each process are shown in Tables A.1
and A.2 in Appendix A.The ring condensation, Figure 4.2 process (iii), is not included in the
steady-state approximation because it includes a reaction that is non-linear in the sense that
it involves the reaction of two PAHs (Table A.3, reaction 17). This cannot be included in a
steady-state approximation based on linear equations (c.f. Equation (4.1)).
Figure 4.3 shows the concentrations of naphthalene and phenanthrene calculated using
the steady-state approximation versus reference solutions calculated using the full ABF
mechanism in a closed isothermal system. For simplicity, only one equivalence ratio and
four temperatures are shown. The shaded area in the figure shows the range of residence
times relevant to the production of PAHs in a typical flame. The figure shows that the
state-state approximation closely matches the reference solutions at temperatures above
2000 K. However, at lower temperatures the method shows significant differences from the
reference solution at short times. The difference decreases with time (and given long enough,
good agreement is seen at all temperatures, see Section A.4).This is a well known feature
of the steady-state approximation. The fast species need an induction time, a time from the
beginning of the reaction system until achieving their steady-state concentrations. This time
is a function of the lifetime of the slowest species in the approximation [11, 325].
It is useful to define a metric to measure the quality of the steady-state approximation.
However, an instantaneous measurement of the error can be misleading because PAHs are
produced and consumed at different times under different conditions. For this reason, a
time-integrated metric to provide information about the error over the timescales relevant to
the study is introduced.
ε
ss
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Fig. 4.3 Simulations of the reaction of ethylene in a closed isothermal system, initially at an
equivalence ratio of 5.0, to form naphthalene (A2, left panel) and phenanthrene (A3, right
panel). Solid lines show the results of simulations using the full ABF mechanism. Circles
show the concentration of each species calculated using the steady-state approximation. The
shaded area shows typical flame residence times.
where ε ssα (τ;φ ,T ) is the time-integrated error in the steady-state approximation of species α .
It is computed as the logarithm of the ratio of the time integrals of C ssα , the concentration of
species α calculated using the steady-state approximation, and C refα , the reference solution
calculated using the full ABF mechanism. ε̂ ssα (τ;φ ,T ) is normalised by the maximum error
found over the temperature-equivalence ratio space. It must be noted that in these definitions
it is assumed that the steady-state value is larger than the reference solution; a trend that was
observed in all simulations but that may not be applicable to other systems.
Figure 4.4 shows a map of ε̂ ssα (τ = 1.0s) versus temperature and equivalence ratio. The
upper limit of the integral was selected as larger than the typical flame residence times to
allow all significant errors to be captured by the time integral. The black lines show the
location of a soot island, which is a region that is known to be important for soot emissions
(in engine applications) [299]. It can be seen that errors accumulate at temperatures under
1700 K and equivalence ratios under 2.0, with some of these conditions being in the region
relevant to soot formation.
The concentrations of most intermediates follow the steady-state approximation under a
wide range of conditions. However, species involved in the final ring-forming step (Table A.1,
reactions 21–25 and Table A.2, reactions 15–16) deviate from this behaviour at the lower end
of the temperature space in Figure 4.4. These include A1(C2H)C2H2•, A2• and A2 which
are involved in the formation of naphthalene, and A2(C2H)C2H2•, A3• and A3 which are
involved in the formation of phenanthrene.
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Fig. 4.4 Time-integrated steady-state error ε̂ ssα (τ = 1.0s) for the concentration of naphthalene
(A2, left panel) and phenanthrene (A3, right panel) calculated via simulations of the reaction
of ethylene in a closed isothermal system as a function of temperature and initial equivalence
ratio and the concentration of each species calculated using the steady-state approximation.
The black lines show the region that is most important for soot emissions (in engine applica-
tions) [299].
During the induction time, these reactions progress much more quickly in the forward
direction than in the reverse direction. The effect of this is that intermediate species are
consumed by the forward reactions without being replenished by the reverse reactions. This
is inconsistent with the steady-state approximation, which assumes that the rates of the
forward and reverse reactions are approximately equal. This is the leading cause of the error
shown in Figure 4.4.
4.4.2 Partial-equilibrium approximation
Most species investigated in the previous section are controlled by reactions where the
forward and reverse rates are large compared to net rate of conversion to final product.
However, some species, notably those responsible for the error shown in Figure 4.4, show a
distinct induction period during which the forward (ring-forming) reactions proceed much
more quickly than reverse (ring desorption) reactions. This difference in the time scales
and the presence of an induction period suggest that the system might be amenable to a
partial-equilibrium approximation. In this instance, our primary interest is whether this can
improve the behaviour of the model during the induction period.
A set of partial-equilibrium species and reactions is proposed for each process shown in
Figure 4.2. In the case of processes (i) and (ii), these are a subset of the steady-state sets. In
the case of process (iii), the set excludes the non-linear reaction (Table A.3, reaction 17) that
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prevented the use of the steady-state approximation for this process in Section 4.4.1. The full
set of species and reactions used for the partial-equilibrium approximation of each process is
shown in Tables A.1–A.3.
In each case, the partial-equilibrium approximation excludes the ring-forming reactions
responsible for the formation of the final product PAHs A2 and A3, and the corresponding
radicals A2• and A3•. The concentrations of these species must be computed separately. The
set of ODEs governing the concentrations of these species may be written in the form
dCα
dt
= Pα −LαCα , (4.3)
where Pα is the rate of production of species α and Lα is a pseudo-first order rate constant
for the loss of species α . During the induction period the rate of production is expected to be
much greater than the rate of loss (due to the rates of the ring-forming versus ring desorption









In the simulations that follow, it is assumed that A2 +A2• and A3 +A3• are close to equilib-
rium. Equations of the form of Equation (4.4) are solved for the total concentration of each
species and its corresponding radical, CA2 +CA2• and CA3 +CA3• . A detailed step-by-step
explanation of the treatment of these equations and reactions is given in Section 3.5.
Figure 4.5 shows the concentrations of naphthalene and phenanthrene calculated using
the partial-equilibrium approximation versus reference solutions calculated using the full
ABF mechanism in a closed isothermal system. For comparison, data calculated using the
steady-state approximation is also shown. The figure shows that the partial-equilibrium
approximation performs better than the state-state approximation at low temperatures and at
short times. This is because of the improved treatment of the reactions responsible for the
induction period and the inclusion of process (iii) (see Section A.4 in Appendix A).
At longer times, the partial-equilibrium approximation performs less well due to neglect-
ing the loss term in Equation (4.3). In all cases, there is a crossover point after which the
steady-state approximation performs better than the partial-equilibrium approximation. (The
location of this point is a strong function of temperature. It is most obvious in the cases at
1600 K.) This crossover point can be exploited in models of PAH growth.
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Fig. 4.5 Simulations of the reaction of ethylene in a closed isothermal system, initially at an
equivalence ratio of 5.0, to form naphthalene (A2, top panels) and phenanthrene (A3, bottom
panels). Solid lines show the results of simulations using the full ABF mechanism. Circles
show the concentration of each species calculated using the steady-state approximation.
Squares show the concentration of each species calculated using the partial-equilibrium
approximation.
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4.4.3 A combined steady-state–partial-equilibrium approximation
A new method that seeks to combine the strengths of the steady-state and partial-equilibrium
approximations is proposed. The idea is to use the partial-equilibrium approximation dur-
ing the induction period, before switching to use the steady-state approximation after the
crossover point identified in the previous section.
The steady-state and partial-equilibrium approximations are combined as follows:
1. Use the steady-state approximation to evaluate the product concentrations, in this case
C ssA2 and C
ss
A3 . See Section 4.4.1.
2. Use the partial-equilibrium approximation to evaluate the product concentrations, in
this case C peqA2 and C
peq
A3 . See Section 4.4.2.
3. Determine the combined steady-state–partial-equilibrium product concentrations
C ss–peqA2 =
{

















where λ is a positive real number acting as a multiplier.
The rationale behind the criteria to determine the crossover point is that the production
terms will be greater than the loss terms during the induction period (see the discussion in
Section 4.4.2), such that the method will choose the partial-equilibrium approximation. At
later times as the system stabilises, the production and loss terms will be approximately equal
such that method will choose the steady-state approximation.
The multiplier λ is a parameter of the method. Its purpose is to guard against the case
that the system has stabilised such that the steady-state approximation is the desired choice,
but the relative values of the production and loss terms are such that the method imprudently
chooses the partial-equilibrium approximation. This was not observed here, and in all cases
the value of the parameter was set as λ = 1. However, it could conceivably become important
in the future, so is included for completeness.
Figure 4.6 shows the concentrations of naphthalene and phenanthrene calculated using
the combined steady-state–partial-equilibrium approximation versus reference solutions
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calculated using the full ABF mechanism in a closed isothermal system. In contrast to
the cases when either the steady-state or partial-equilibrium approximations are applied in
isolation, the figure shows that the combined steady-state–partial-equilibrium approximation
performs well both at early times (so during the induction period) and at long time (so
when the system approaches equilibrium). Unsurprisingly, the main point at which there is
deviation from the reference solution is close to the crossover point. This is most obvious in
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Fig. 4.6 Simulations of the reaction of ethylene in a closed isothermal system, initially at
an equivalence ratio of 5.0, to form naphthalene (A2, left panel) and phenanthrene (A3,
right panel). Solid lines show the results of simulations using the full ABF mechanism.
Triangles show the concentration of each species calculated using a combined steady-state
and partial-equilibrium approximations.
In order to assess the accuracy of the combined steady-state–partial-equilibrium method,
an error metric analogous to that in Equation (4.2) is defined
ε
ss–peq




α (t;φ ,T )dt∫
τ





α (τ;φ ,T ) =








α (τ;φ ,T ) is normalised by the maximum error found over the temperature-equivalence
ratio space for the steady-state approximation. This choice is deliberate and is intended to
enable a direct comparison between errors calculated using Equation (4.2) and Equation (4.7).
Figure 4.7 shows a map of ε̂ ss–peqα (τ = 1.0s) versus temperature and equivalence ratio.
A comparison with Figure 4.4 shows that the combined steady-state–partial-equilibrium
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Fig. 4.7 Time-integrated steady-state–partial-equilibrium error ε̂ ss–peqα (τ = 1.0s) for the con-
centration of naphthalene (A2, left panel) and phenanthrene (A3, right panel) calculated
via simulations of the reaction of ethylene in a closed isothermal system as a function of
temperature and initial equivalence ratio and the concentration of each species calculated
using the combined steady-state and partial-equilibrium approximation. The black lines show
the region that is most important for soot emissions (in engine applications) [299].
performs much better than the steady-state assumption applied in isolation. In particular, at
low temperatures and low equivalence ratios.
4.4.4 A combined steady-state–partial-equilibrium KMC model
In this section, the application of the combined steady-state–partial-equilibrium methodology
to KMC simulations of PAH growth is demonstrated in a premixed burner-stabilised ethylene-
oxygen flame at an equivalence ratio of 2.4. The simulations are based on the flame studied
by Ciajolo et al. [41], over a range of cold-gas flow velocities in order to vary the transition
point between the steady-state and partial-equilibrium approximations.
A fully-coupled simulation of the flame using the full ABF mechanism was used to
obtain reference data for the species concentrations and temperature. The KMC simulations
were performed as a Lagrangian post process, where the temperature and small-molecule
concentrations (up to and including benzene, A1) from the fully-coupled simulation were
imposed as boundary conditions.
The following sequence of jump processes were included in the KMC model
A1 −−→ A2, A2 −−→ A3, A3 −−→ A4, A2 −−→ A2R5, A1 −−→ A3,
A2 −−→ A1, A3 −−→ A2, A4 −−→ A3, A2R5 −−→ A2.
(4.8)
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This is a superset of the processes in Sections 4.4.1–4.4.3. The sequence is truncated at
A4 to maintain consistency with the ABF mechanism for the purpose of testing. The jump
processes exist in pairs (for example, A1 → A2 and A2 → A1. This is important to ensure
consistency with the underlying chemistry, in this case the ABF mechanism. The A3 → A1
process is an exception and is omitted because its rate was negligible. The full set of species
and reactions for each jump process is given in Table A.4 in Appendix A.
The combined steady-state–partial-equilibrium approximation method is modified to
accommodate the new jump processes and to reflect the fact that the KMC model requires
the method to return a set of rates as opposed to a set of concentrations. The method is as
follows:
1. Use the steady-state approximation to evaluate the rate of each jump process.
2. Use the partial-equilibrium approximation to evaluate the rate of each jump process.
3. Determine the combined steady-state–partial-equilibrium approximation rates
r ss–peqA1→A2 =
{



























r ss–peqA1→A3 = r
peq
A1→A3 always, (4.13)
where r denotes the rate of a jump process. The calculated steady-state–partial-equilibrium
rates r ss–peq are used to determine which processes occur in the KMC simulation, which in
turn calculates the concentrations of the final products, A2, A3, A4 and A2R5.
Note that the desorption processes (bottom row of Equation (4.8) and right-hand side
of the inequalities in Equation (4.9)–(4.12)) do not carry an ‘ss’ or ‘peq’ label because the
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rates of these processes are not a function of the species concentrations calculated via the
steady-state or partial-equilibrium approximations. These rates are therefore calculated
without either approximation. The rate of the A1 → A3 process was taken from the partial-
equilibrium approximation because the process cannot be described using the steady-state
assumption (because of the non-linear reaction, Table A.3, reaction 17). The value of the
multiplier was set as λ = 1 for all cases. A detailed step-by-step explanation of the treatment
of the jump processes and reactions is given in Section 3.5.4. The list of reactions used in
this section is shown in Appendix A.
Figure 4.8 shows the concentrations of the products A2, A3, A4 and A2R5 calculated by
the KMC model using the combined steady-state–partial-equilibrium approximation versus
reference solutions calculated using the full ABF mechanism.
The KMC model shows substantial agreement with the reference data. The main devia-
tions occur in the concentration of A2 before the crossover point in Figure 4.8(a) (where the
model uses the partial-equilibrium approximation) and in the concentrations of A3 and A4
after the crossover point in Figure 4.8(c) (where the model uses the steady-state approxima-
tion) and are due to the approximate treatment of the chemistry. The relationship between
the differences and the cold-gas flow velocity remains to be investigated.
The use of a KMC approach provides a framework that can be applied to simulate the
growth of arbitrarily-sized PAHs. The process rates can be updated to use data from more
recent mechanisms as and if required. The methodology demonstrated in Figure 4.8 allows
KMC simulations of PAH growth in flame environments without introducing significant
additional complexity. This is achieved by approximating the contributions of key inter-
mediate species to the main PAH growth processes. Although the intermediate species
may be of interest for some applications, this combined steady-state and partial-equilibrium
methodology is proposed for use in coupled simulations of PAH growth leading to soot (or
other carbonaceous particle) formation, where it is necessary for the model to simulate a
large ensemble of PAHs.
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(a) Cold-gas flow velocity of 4 cm/s [as per 41].
Fig. 4.8 Simulations of a premixed burner-stabilized ethylene flame at an equivalence ratio of
2.4 [41] to form naphthalene (A2, top left), acenaphthylene (A2R5, top right), phenanthrene
(A3, bottom left) and pyrene (A4, bottom right). Solid black lines show the results of
fully-coupled flame simulations using the full ABF mechanism. Coloured lines show the
average result from 100 KMC simulations using a combination of the steady-state and partial-
equilibrium approximations. The coloured shaded region surrounding the lines shows two
standard deviations to either side of the average KMC results. Part 1.
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(c) Cold-gas flow velocity of 24 cm/s.
Fig. 4.8 Simulations of premixed burner-stabilized ethylene flames. Part 2.
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4.5 Conclusions
This chapter has investigated the application of the steady-state and partial-equilibrium
approximations for ring growth processes in the context of PAH-KMC models. These
approximations were used to approximate the concentrations of intermediate species and
express key growth pathways as jump processes. Simulations of closed systems showed
that the steady-state approximation gave good results at high temperatures and long times,
whereas the partial-equilibrium approximation gave good results at short times and low
temperatures. A new methodology that combines both approximations was developed and
tested in closed systems. The methodology compares the rate of partial-equilibrium growth
with the rate of ring desorption to determine whether to use the steady-state or partial-
equilibrium approximation. The methodology showed a substantial improvement in accuracy
over the steady-state approximation across temperatures ranging from 1000 to 2500 K and
equivalence ratios ranging from 0.5 to 10.
The proposed methodology was implemented in a KMC model of PAH growth to compute
the growth rate of stochastic jump processes. The application of the model was demonstrated
for simulations of premixed ethylene flames. The results were in close agreement with
reference solutions obtained from fully-coupled simulations of the flames using the ABF
mechanism. The ABF mechanism was selected because it contains well-established HACA
sequences for PAH growth which are common to many later mechanisms and because it
does not contain routes that are unique to small PAHs. This is an important requirement for
generalising the KMC model developed in this work to describe the growth of arbitrarily-
sized PAHs. The new methodology has the potential to be used to study the growth of large
ensembles of PAHs, for example, in fully-coupled simulations of PAH growth and soot
formation.
Chapter 5
Statistics of curvature integration in a
counterflow diffusion flame
In this chapter, a Kinetic Monte Carlo (KMC) model that includes processes
to integrate curvature due to the formation of five- and seven-member
rings was used to simulate PAHs growing in lightly sooting ethylene and
acetylene counterflow diffusion flames. The model included new processes
to form seven-member rings and to embed five-member rings via hydrogen-
abstraction-acetylene-addition and bay closure reactions. The mass spectra
of PAHs predicted by the model were assessed against experimental data,
and the distribution of embedded five-member rings and seven-member
rings was studied as a function of spatial location, molecule size and
frequency of events sampled in the simulation. The number of events and
proportion of PAHs containing embedded five-member rings and seven-
member rings were analysed at the end of the simulation domain. The
simulations showed that the formation of seven-member rings and the
embedding of five-member rings are competing processes. Both types of
rings were observed more frequently as the simulation proceeded from the
fuel outlet towards the stagnation plane.
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5.1 Introduction
Curvature induced during the growth of polycyclic aromatic hydrocarbons (PAHs) has
important consequences for carbon materials. Curved PAHs, such as coranulenne, have been
detected in flame-generated carbonaceous particles [166, 354] as well as in premixed [3,
102] and non-premixed flames [190]. These PAHs have been strongly associated with the
formation of fullerenes [121] and are known to possess a persisting dipole moment due to
the flexoelectric effect [189, 194]. For this reason, they have been suggested as possible
candidates to explain the formation of nascent carbonaceous particles [191, 22].
The curvature of carbonaceous materials arises from five- and seven-member rings that
are embedded during the growth of a PAH. Five-member rings have been found in carbon
nanotubes [175], graphene [267] and fullerenes [121]. In carbonaceous particles, high-
resolution transmission electron microscopy (HR-TEM) has suggested they are present in
curved fringes [333, 21] and different types of five-member rings have been directly observed
using atomic force microscopy [45]. Seven-member rings have been observed in non-
graphitising carbon [115], nanotubes [175] and graphene [253]. The Stone-Wales defect, a
double pair of five- and seven-member rings has also been detected in graphene [248] as well
as lines of consecutive five- and seven-member rings that constitute grain boundaries [131].
The processes that form embedded five-member rings have been studied using different
methods. Frenklach and collaborators [348, 359, 349] described the embedding of five-
member rings via acetylene additions and used a Kinetic Monte Carlo (KMC) model to study
the growth of graphene sheets under different conditions. Yapp et al. [358] combined a KMC
model with a probabilistic model to estimate the Gauss curvature of flame generated PAHs.
Using density functional theory, Raj [255] calculated the process rates of curved and planar
PAHs, and processes that form seven-member rings have been studied by Kislov et al. [157].
Recently, Menon et al. [206] developed rates for the formation of seven-member rings on
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sites containing five-member rings. However, no KMC model has been used to study the
statistics of the formation of seven-member rings and their impact on curvature.
The purpose of this chapter is to study the inclusion of curvature in PAHs due to HACA
growth and bay closure reactions in KMC simulations of a counter-flow diffusion flame. The
KMC model used the process rates calculated by Menon et al. [206], for first time enabling
simulation of the growth of an ensemble of PAHs that include seven-member rings. The
model results are consistent with experimental mass spectra and give insight into the relative
abundance and location of PAHs containing embedded five-member rings and seven-member
rings.
5.2 Curvature integration processes
The KMC model used in this chapter includes two types of process that integrate curvature:
The formation of seven-member rings next to existing partially embedded five-member rings
and the embedding of five-member rings. These processes are shown in Figure 5.1.
Figure 5.1(a) and (b) show new processes that form seven-member rings via HACA bay
capping. The process in Figure 5.1(a) results in a seven-member ring coupled to an embedded
five-member ring. The process in Figure 5.1(b) results in a seven-member ring coupled to a
partially embedded five-member ring. The process rates were taken from Menon et al. [206].
Figure 5.1(c) and (d) show new processes for the closure of seven-member bays adjacent
to five-member rings. The process rates were taken from Menon et al. [206].
Figure 5.1(e) shows a new process that embeds a five-member ring at a six-member
bay site that includes a partially embedded five-member ring. There are many possible
configurations of such a site. In this work, it was assumed that all configurations proceed
at the same rate. The rate is taken by analogy with the most similar process that has been
studied in the literature - the closure of a six-member bay site containing only six-member
rings. The rate of this process was first calculated by Raj et al. [256]. In this work the
rate calculation was repeated at the B3LYP/6-311+G(d,p) level of theory. The process was
observed to proceed via bay closure following hydrogen abstraction (with a barrier in the
range 30–35 kcal/mol), or via hydrogen addition, carbene formation or direct cyclisation
routes (all with barriers of ∼100 kcal/mol). The assumption that this rate can be applied to
the process in Figure 5.1(e) is made on the grounds that hydrogen abstraction is expected
to be the most likely route and is expected to have similar rates in both processes, coupled
with the observation [206] that the rates of the processes in Figure 5.1(a) and (b) are similar
and insensitive to the location of the five-member ring, and likewise for the processes in
Figure 5.1(c) and (d).
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Fig. 5.1 Curvature integration jump processes.
Finally, Figure 5.1(f) shows a bay capping process that embeds a five-member ring at an
armchair site centred on a partially embedded five-member ring. This process is well-known
and has been included in previous KMC models. The rate of this process is taken from Raj
[255].
Details of the sources for the rates of other processes are provided in Chapter 3. Processes
that form seven-member rings in the absence of five-member rings are neglected. This is
based on the experimental observation that seven-member rings are typically found next to




The ethylene and acetylene counter-flow diffusion flames studied by Skeen et al. [296] were
selected as targets for this study. These are lightly sooting flames with faint luminosity on the
oxidiser side of the stagnation plane. Similar flames have been used for mass spectrometry
studies of radical-radical reactions [140] and the spatial dependence of oxygen substituted
compounds [339].
A schematic of the ethylene flame is shown in Figure 5.2 and similar to that of acetylene.
The flames were simulated using Cantera [96] with the mechanism of Narayanaswamy et al.
[227] to solve the one-dimensional continuity, momentum, species and energy equations.
The distance from fuel outlet (DFFO) was defined as the flames spatial coordinate.
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Fig. 5.2 Schematic of the ethylene flame. The concentration of pyrene and temperature show
the flame structure.
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5.3.2 Kinetic Monte Carlo model
A KMC model was used to simulate the growth of PAHs on the fuel side of the flame. The
model tracks the spatial coordinates of the carbon atoms and corresponding reactive sites in
each PAH. It uses a combination of the steady-state and partial-equilibrium approximations to
estimate the rate of reaction at each site. This treatment of the rates has previously been shown
to give good agreement with deterministic simulations of HACA growth, (see Chapter 4).The
temperature and species concentrations from the flame simulations (Section 5.3.1) were
provided as boundary conditions to the KMC model, which simulated the growth of PAHs in
a Lagrangian control volume travelling from the fuel inlet (DFFO = 0 mm) to just after the
sample point (DFFO = 6.17 mm). The PAH growth started from pyrene (the largest PAH in
the chemcial mechanism), the concentration of which was imposed as a boundary condition
from the flame simulations. Methyl additions and oxidation reactions were assumed to be
insignificant on the fuel side due to the concentrations of the necessary reactants being low
in this domain. Hence, they were neglected in this work. The formation of soot particles by
PAH coagulation was not included in the simulation based on the assumption that the PAH
growth is dominated by gas-phase reactions, consistent with the selection of lightly sooting
flames with faint luminosity.
5.4 Results and discussion
5.4.1 Mass spectra
Figure 5.3 shows simulated mass spectra for the acetylene and ethylene flames versus
corresponding experimental data. The peaks heights are scaled to match at m/z=202, cor-
responding to imposing the pyrene concentration as a boundary condition. The maximum
number of PAHs in the simulations was 14,060 and 81,500 respectively.
The simulations reproduce the relative abundance of the major peaks reasonably well
for the acetylene flame. The level of agreement is less certain for the ethylene flame, where
the experimental data are only available up to m/z = 310. In both cases, and in particular
the ethylene flame, the simulations underpredict the peaks for small PAHs, for example at
m/z = 226. This highlights a potential gap in the current modelling approach, where the
growth of multiple small PAHs is simulated in the gas-phase chemical mechanism, and then
re-simulated rather than imposed in the KMC simulation.
A number of peaks are missing from the simulated spectra. There are several reasons
for this. Firstly, some experimentally observed phenomena including methyl-addition [113],
oxygenated species [339, 133], and isotopes [278] are neglected in the current model. Sec-
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ondly, the model simulates the growth of PAHs from a single species - pyrene. Given that
all the remaining growth processes add two carbons, the simulated spectra currently only
include even-carbon-numbered species.
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Fig. 5.3 Simulated and experimental [296] mass spectra for the acetylene (main) and ethylene
(inset) flames.
5.4.2 Integration of five- and seven-member rings
Figure 5.4 shows the spatial distribution of PAHs containing five- and seven-member rings
in the ethylene flame. The temperature and residence time both contribute to the observed
distribution and it is not possible to separate each contribution within the current study. The
first PAHs with one embedded five-member ring are observed at DFFO ≈ 5.7 mm. The
concentration of these PAHs increases throughout the remainder of the simulation domain.
The subsequent addition of five- and seven-member rings occurs via competitive processes
that embed a five-member ring either by adding a six- or seven-member ring. A strong
correlation is observed between the concentrations of PAHs with two-embedded five member
rings and one seven-member ring. Similarly, the concentrations of PAHs with four embedded
five-member rings correlate strongly with the concentrations of PAHs with two seven-member
rings. By the end of the simulation domain, a few PAHs containing up to six embedded
five-member rings or four seven-member rings can be observed.
Figure 5.5 presents a flux diagram showing the relative sampling frequency of the
processes that integrate curvature in the ethylene flame. The most frequent processes are
HACA (1(f), 47.4%) and bay closure (1(e), 37.3%) processes that embed five-member rings
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Fig. 5.4 Spatial distribution of temperature and of PAHs containing five- and seven-member
rings in the ethylene flame. nR5 denotes PAHs containing exactly n embedded five-member
rings; nR7 denotes exactly n seven-member rings (embedded or otherwise).
by adding six-member rings. These occur with similar frequencies. The rate of the bay
closure processes is surprisingly high, but can be explained by the nature of the partially
embedded five-member ring. Unlike partially embedded five-member rings in armchair
Fig. 5.5 Flux diagram showing the sampling frequency of processes that integrate curvature in
the ethylene flame. The solid arrows show processes that integrate curvature. The percentages
show the relative sampling frequency of each process. The dashed arrows show processes
that add carbon.
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sites, which may migrate and desorb [348], bay sites containing partially embedded five-
member rings do not allow such migration. Once a bay site containing partially embedded
five-member ring appears, it is likely to close and embed the five-member ring.
Both bay closure (1(c) and 1(d), 8.4%) and HACA (1(a), 1.0%) processes simultaneously
embed five-member rings by adding seven-member rings. In this case, the rate of the bay
closure is considerably higher than the HACA processes. This is attributed to the inability of
a partially embedded five-member ring to migrate from a bay, as above. The remainder of the
seven-member ring additions occur via HACA (1(b), 3.6%), two thirds of the time followed
by the embedding of a five-member ring (1(f), 2.3%).
5.4.3 Sensitivity analysis on novel process rates
A sensitivity analysis of the model response with respect to the rates of the processes that
embed five-member and form seven-member rings was performed for the ethylene-oxygen
counterflow diffusion flame. In the first instance, fourteen simulations with approximately
10,000 PAHs each were performed without changing any of the rate parameters. The results
of these simulations were averaged to create a base case for the sensitivity analysis. The
processes sampled in the base case were dominated by HACA events (77.9%), followed by
desorption reactions (9.4%), internal rearrangements (6.8%), bay closures (5.7%) and phenyl
additions (0.2%). Of these, only the processes that contribute to the formation of seven-
member rings and processes that embed five-member rings were selected for investigation in
the sensitivity analysis. These are processes 1(a)–1(f) shown in Figure 5.1 and correspond to
processes S17, S21, S22, S23, S24 and S25 from Table 3.4.
The largest uncertainty in the process rates is assumed to be due to the uncertainty in the
barrier height predicted by the DFT methods used to compute the elementary rate constants.
It was assumed that this corresponds to an uncertainty of±2 kcal/mol in the activation energy
[206]. However, assessing the sensitivity of the model by varying the activation energy in
each elementary rate constant one at a time is prohibitively expensive. For this reason, only
the reactions that most contribute to processes 1(a)–1(f) were included in the sensitivity
analysis. These reactions are listed in Table 5.1. The activation energies for each process
were simultaneously perturbed by ±2 kcal/mol in order to effect an overall change in the
jump process rate. In each case, the simultaneous decrease in the activation energies resulted
in the jump process rate approximately doubling at the end point conditions of the flame
simulation. Similarly, the simultaneous increase in the activation energy resulted in the jump
process rate approximately halving at the same conditions.
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Table 5.1 Reactions selected for sensitivity analysis. The full list of reactions is shown in
Table 3.3. The activation energy was varied by ±2 kcal/mol.
k = AT n exp(−EA/RgasT ) a
No. Reactions A n EA
Process 1(a)
Seven-member ring growth on a five-carbon bay site (partially embedded five-member ring)
72 CsR6−H+H→ CsR6•+H2 5.897×1007 1.847 17.120
73 CsR6•+C2H2→ CsR6−C2H2 1.348×1003 2.573 4.935
83 CsR6H−CsR6•→ CsR6−CsR6 +H 3.207×1010 0.958 23.130
84 CsR5−H+H→ CsR5•+H2 1.479×1007 1.854 17.070
85 CsR5•+C2H2→ CsR5−C2H2 1.098×1003 2.581 7.651
87 CsR5H−CsR6•→ CsR5−CsR6 +H 3.590×1011 0.604 30.050
Process 1(b)
Seven-member ring growth on a five-carbon bay site (edge five-member ring)
80 CsR6−H+H→ CsR6•+H2 6.586×1007 1.766 14.770
81 CsR6•+C2H2→ CsR6−C2H2 3.886×1003 2.592 4.012
83 CsR6H−CsR6•→ CsR6−CsR6 +H 3.207×1010 0.958 23.130
84 CsR5−H+H→ CsR5•+H2 1.479×1007 1.854 17.070
85 CsR5•+C2H2→ CsR5−C2H2 1.098×1003 2.581 7.651
87 CsR5H−CsR6•→ CsR5−CsR6 +H 3.590×1011 0.604 30.050
Process 1(c)
Seven-member bay closure (site 1)
88 CsR6−H+H→ CsR6•+H2 3.915×1007 1.876 9.421
90 CsR7−CsR7−H→ CsR7−CsR7 +H 2.033×1010 1.067 31.600
91 CsR6−H+H→ CsR6•+H2 3.091×1007 1.891 9.308
93 CsR7−CsR7−H→ CsR7−CsR7 +H 1.861×1010 1.136 29.570
Process 1(d)
Seven-member bay closure (site 2)
103 CsR6−H+H→ CsR6•+H2 2.767×1007 1.913 9.542
105 CsR7−CsR7−H→ CsR7−CsR7 +H 6.424×1009 1.093 32.16
106 CsR6−H+H→ CsR6•+H2 2.843×1007 1.906 9.533
108 CsR7−CsR7−H→ CsR7−CsR7 +H 2.006×1010 1.099 32.81
Process 1(e)
Six-member bay closure (partially embedded five-member ring)
37 CsR6−H+H→ CsR6•+H2 9.240×1007 1.500 9.646
38 CsR6•→ CsR6−R6• 1.110×1011 0.658 23.990
Process 1(f)
Six-member ring growth on a partially embedded five-member ring armchair
65 CsR6−H+H→ CsR6•+H2 2.540×1011 0.931 16.440
66 CsR6•+C2H2→ CsR6−C2H2 1.630×1012 0.409 5.675
69 CsR6H2−CsR6H•→ CsR6−CsR6 +H 3.160×1012 0.787 36.510
71 CsR6H−CsR6→ CsR6−CsR6 +H 8.150×1011 0.563 24.860
aThe units are mole, centimetre, second, and kilocalorie.
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Seven repeat simulations with approximately 10,000 PAHs were used for each of the
positive and negative activation energy perturbations (so fourteen simulations in total) for
each jump process. Normalised sensitivity coefficients were calculated and averaged across







where yk is the kth model response and xi is the ith model parameter. In this case, the model
responses were the number of carbon atoms, number of hydrogen atoms, and number of five-,
six-, and seven-member rings, and the model parameters were the jump process rates.
Figure 5.6 shows the normalised sensitivity coefficients for the average number of carbon
and hydrogen atoms and the number of five-, six-, and seven-member rings. In general,
both the ±2 kcal/mol perturbations result in sensitivity coefficients with the same sign and
similar magnitude. Figures 5.6(a)–(d) show that the number of carbon atoms, hydrogen
atoms, six-member rings and edge five-member rings are insensitive to the processes included
in the sensitivity analysis. These are primarily controlled by HACA additions on a free
edge or a zig-zag site. Figure 5.6(e) shows that the number of seven-member rings has
positive sensitivity coefficients with respect to the processes that form this kind of ring and
negative sensitivity coefficients with respect to processes that embed five-member rings. As
discussed in Section 5.4.2, this behaviour is due to the fact that these processes compete
for similar reactive sites. Figure 5.6(f) shows that the number of embedded five-member
rings shows positive sensitivity coefficients with respect to the processes analysed in this
work; higher sensitivity was observed with respect to the processes that directly embed a
five-member ring without forming a seven-member ring. The sensitivity analysis shows that
the processes that embed five-member and form seven-member rings have a significant effect
on the morphology (i.e. the relative abundance of five-, six- and seven-member rings), but
not the mass of the soot particles. For this reason, the locations and relative heights of the
computed mass spectra are relatively insensitive to these processes.
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Fig. 5.6 Normalised sensitivity coefficients for the average number of rings and atoms in
the simulated PAHs. Data for both a ±2 kcal/mol change in activation energy are shown.
Processes 1(a) to (f) are shown in Figure 5.1.
5.4.4 Assessing PAH curvature
The probabilistic model by Yapp et al. [358] estimated the Gauss curvature as a function
of the number of embedded five-member rings and six-member rings in a PAH. However,
the presence of coupled five- and seven-member rings that share a common bond result in a
molecule that is nearly flat [248], violating the assumptions made in the probabilistic model.
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The introduction of processes that integrate coupled five- and seven-member rings in this
work allows us to assess the proportion of PAHs for which this occurs.
To assess this, Figure 5.7 shows the distributions of the number of PAHs containing
different numbers rings at the end of the simulation domain in the ethylene flame. Most of
the small PAHs are completely flat. This is expected because a minimum number of five
six-member rings is needed to embed a five-member ring. The maximum proportion of PAHs
with one embedded five-member ring occurs in PAHs with around 15 six-member rings. This
maximum is accompanied by a significant growth in the proportion of PAHs with a second
embedded five-member ring. This delayed increase in the number of PAHs that contain
a second embedded five-member ring is due to the isolated pentagon rule [162]: adjacent
five-member rings are not allowed. This reduces the degrees of freedom when trying to
embed a second five-member ring. The maximum proportion of PAHs with seven-member
rings occurs in PAHs with around 20 six-member rings. The reduction in the proportion of
PAHs containing ether five- or seven-member rings in large PAHs follows the overall trend
in the total number of PAHs.
Overlaid on Figure 5.7(b) is a scatter plot of the proportion of PAHs with at least one
embedded five-member ring that also contain a seven-member ring, φ7|5. These PAHs violate
the assumptions in the probabilistic model by Yapp et al. [358]. The data become noisy as
the number of five-member rings in large species (containing more than 35 six-member rings)
decreases. It is observed that the larger a PAH containing an embedded five-member ring,
the more likely it is to include a seven-member ring.
The same trend is observed in the proportion of PAHs with at least one seven-member
ring that also contain at least one embedded five-member ring, φ5|7 shown in Figure 5.7(c).
The larger a PAH containing a seven-member ring, the more likely it is to include a embedded
five-member ring. It is also observed that a proportion of PAHs that contain seven-member
rings contain no embedded five-member rings. These result from the HACA growth of
seven-member rings on partially embedded five-member rings (Figure 5.5, Process 1(b),
3.6%). These five-member rings are eventually embedded as PAHs grows, until all PAHs
that contain seven-member rings also contain embedded five-member rings in PAHs with
more than 30 six-member rings.
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Fig. 5.7 Histograms showing the distributions of the number of five- and seven-member
rings as a function of the number of six-member rings in PAHs in the ethylene flame. The
proportion of PAHs with a j-member ring that also contain an i-member ring is denoted φi| j.
nR5 denotes PAHs containing exactly n embedded five-member rings; nR7 denotes exactly n
seven-member rings (embedded or otherwise). DFFO = 6.17 mm.
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5.5 Conclusions
A KMC model that, for the first time, includes processes to integrate curvature due to the
formation of coupled five- and seven-member rings has been used to simulate PAHs growing
in ethylene and acetylene counterflow diffusion flames. The simulation results reproduce the
major peaks and relative abundances of experimental mass spectra. Including more processes
and a more intimate coupling with the gas-phase would allow the simulation of peaks that
are currently missing from the simulated spectra.
The addition of five- and seven-member rings occurs via competitive HACA and bay
closure processes. It was observed that approximately 85% of the events that integrate
curvature correspond to the embedding of five-member rings via the formation of six-member
rings, with HACA and bay closures occurring in similar proportions. The remaining 15%
correspond to the formation of seven-member rings coupled to five-member rings, with bay
closures occurring approximately twice as often as HACA.
The proportion of PAHs at the end of the simulation domain containing embedded five-
member rings and/or seven-member rings is observed to pass through a maximum for PAHs
containing ∼20 six-member rings. The proportion that contains both five- and seven-member
rings increases with PAH size. The assumption that the PAHs contain only five and six-
member rings made in the probabilistic model introduced by Yapp et al. [358] is increasingly
violated as the PAHs increase in size.
The development of a KMC model that includes processes to describe the formation
of five- and seven-member rings by HACA and bay closure processes provides a starting
point for future work to model the cross-linking of PAHs. Cross-linking has been suggested
to be important for soot formation [121], including specific suggestions about the role of
aryl-crosslinks [127], rim-based five-member rings [53], resonantly stabilised radicals [139]
and localised π-radicals [192]. Such cross-linking is expected to create bay sites that require
the growth processes implemented in this work.
Research data
The source code for the KMC model [46] used in this chapter is available on GitHub
(https://github.com/ucam-ceb-como/MOpS) under an open source licence. Animations of





The role of oxygenated species in the
growth of graphene, fullerenes and
carbonaceous particles
In this chapter, the growth of carbonaceous materials was studied using
a Kinetic Monte Carlo model that captures the growth and oxidation of
six-member and partially-embedded five-member rings. A novel algorithm
was used to resolve the migration of partially-embedded five-member rings
around the edges of molecules. Circumcoronene molecules were grown at
1500 K and 1 atm in the presence of varying mole fractions of atomic and
molecular oxygen and constant mole fractions of hydrogen and acetylene.
Four regions of carbon growth associated with different carbonaceous
products were identified. Graphene was formed in the presence of high
mole fractions of atomic oxygen
(
10−4 < XO ≤ 10−2
)
. Fullerenes were
formed in the presence of low mole fractions of atomic oxygen and high
mole fractions of molecular oxygen
(
XO ≤ 10−4 and 10−2 < XO2 ≤ 10−1
)
.
Low mole fractions of both atomic and molecular oxygen
(
XO ≤ 10−4 and
XO2 ≤ 10−2
)
resulted in structures that became curved as time progressed.





structures. The production and consumption of partially-embedded five-
member rings appear to explain the formation of the observed structures.
The oxidation of partially-embedded five-member rings produces sites that
grow into graphenic structures. Formation and subsequent embedding
of partially-embedded five-member rings result in curved structures that
resemble fullerenes. This work shows that different oxidising conditions
result in the evolution of different carbonaceous materials.
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Collaborative Contributions
The work presented in this chapter has been submitted for publication in Carbon and is
primarily the work of the author. Jacob W. Martin, Eric J. Bringley and Jethro Akroyd
helped define the scope of the work and editing the manuscript. The model implementation,
stochastic simulations, figure preparation and manuscript writing were done by the author.
6.1 Introduction
Carbonaceous particles, fullerenes and graphene can be produced simultaneously under
different conditions. Carbonaceous particles are primarily formed from polycyclic aromatic
hydrocarbons (PAHs) produced in oxygen deficient environments such as flames or pyrolysis
reactors. There is strong evidence that the interaction of two PAHs leads to the inception
of carbonaceous particles, but the identity of these PAHs, and the nature of their interac-
tions, remain elusive [335]. Fullerenes can be produced alongside carbonaceous particles
in arc discharge reactors [40]. Fullerenes can also be produced in regions of high tempera-
ture [121] and in the presence of oxidising species [130, 118] in low pressure benzene [121]
and acetylene [344] flames. Fullerenes are thought to share common intermediates with
carbonaceous particles that, instead of gaining mass, embedded five-member rings until the
structure becomes fully curved [121]. Graphene can also be produced alongside carbona-
ceous particles in the gas phase of plasma reactors among other methods [238]. In one setup,
ethanol and argon are used in a microwave plasma reactor [57, 56, 55, 314, 315, 225, 13] in
which the presence of oxygen in the precursor was found to be necessary [56]. In another
setup, mixtures of methane, hydrogen and argon have been used to produce graphene in
a microwave plasma [292, 24] or an arc-discharge plasma at different pressures [334]. In
non-plasma conditions, large molecules that resemble graphene have been detected alongside
carbonaceous particles in low pressure acetylene flames [344].
Partially-embedded five-member rings play an important role in the growth and oxidation
of graphene, fullerenes and carbonaceous particles. Frenklach and collaborators suggested
that these rings participate in the growth of graphene sheets by creating additional sites [348]
and showed that these rings are able to migrate around the edge of the molecule [351].
These rings can be produced and consumed by oxygenated species [294, 85], become fully-
embedded forming curved polycyclic aromatic hydrocarbons (cPAHs) [359, 358] or be
consumed by neighbouring seven-member rings [206, 154]. Recently, partially-embedded
five-member rings have been studied for their ability to form localised π-radicals [193]. These
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radicals have been suggested to form stable bonds with other PAHs and may participate in
the formation of crosslinked carbonaceous materials [193, 240, 207, 208].
The interactions between carbonaceous materials and oxygenated species have been
extensively studied. Early works [332, 72, 232] showed that the oxidation of carbonaceous
materials appears to be dominated by molecular oxygen (O2), hydroxyl radical (OH) and
atomic oxygen (O). The first two of these species are associated with the oxidation of six-
member rings [294, 293] and appear to dominate the oxidation of carbonaceous particles [103,
91, 230, 228, 231]. Atomic oxygen has been suggested to contribute to the oxidation of
resonantly stabilised radicals [85] as well as producing epoxy and ether groups on the basal
planes of PAHs [168]. Those oxygenated groups possibly explain the different oxidation rates
observed in recent oxidation experiments [228]. The interactions between oxygenated species
and different carbonaceous materials have been studied mostly in combustion experiments.
However, few studies have focused on conditions that favour the production of materials like
graphene or fullerenes. A systematic study on the combined effect of surface growth in the
presence of different oxygenated species is still missing.
The purpose of this chapter is to investigate the effect of the oxygenated species on the
formation of carbonaceous particles, fullerenes and graphene. A detailed KMC model is used
to simulate the oxidation and growth of molecules in the presence of constant mole fractions
of hydrogen and acetylene, and varying mole fractions of atomic and molecular oxygen. Two
improvements are made to the model. First, the model is expanded to include the oxidation
of partially-embedded five-member rings and six-member rings with rates calculated using a
steady-state approximation. Second, a new numerical algorithm is introduced for the efficient
simulation of the migration of partially-embedded five-member rings whilst retaining accurate
growth and oxidation rates.
6.2 Methodology
6.2.1 Kinetic Monte Carlo model
Kinetic Monte Carlo models are useful to study the growth and oxidation of carbonaceous
materials because they keep track of the sites that determine the reactivity of the molecules.
These sites are allowed to react based on a set of reaction rules that are assumed to be a
function of the site type. This gives these models the ability explore the transformation of
different structures beyond typical gas phase chemical kinetic mechanisms.
In this chapter, the detailed particle model discussed in Chapter 3 is used to track
the evolution of molecules in different chemical environments. In this chapter the model
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new processes were added for the oxidation of partially-embedded five-member rings and
six-member rings using published rates from the literature [85, 293, 65]. The numerical
performance of the model was also improved by including a new algorithm to describe
the migration of partially-embedded five-member rings more efficiently (see Section 3.7.5).
The algorithm was developed to be exact (i.e. it has no effect on the results calculated by
the model), yet reduced computational times by more than an order of magnitude for all
simulated cases. A complete description of the individual reactions, the process rates and the
new migration algorithm is given in Chapter 3.
6.2.2 Parameter space
Most detailed models have focused on the growth and oxidation of carbonaceous materials
in isolated conditions [294, 293, 85]. The few studies that have considered the competition
between growth and oxidation have done so in the context of combustion [339, 340, 274, 69].
A systematic parameter sweep to investigate the competition between growth and oxidation
is still missing in the literature. To begin to address this gap, the chemical conditions
selected in this work have been chosen to consider a constant potential for the growth of
carbonaceous materials while varying the potential for both the oxidation of six-member
rings and partially-embedded five-member rings.
The oxidation of six-member rings is dominated by two species: molecular oxygen
and hydroxyl radicals. However, hydroxyl radicals participate in hydrogen abstraction
reactions [229, 7, 29] that promote surface growth. Molecular oxygen has a high energy
barrier for the same reaction making its contribution to growth processes negligible [85]. For
this reason, molecular oxygen was selected for this study. Atomic oxygen was selected as
a second oxidising species because it is known to attack partially-embedded five-member
rings [85].
It is desired to study conditions that are relevant to a wide range of experimental scenarios
including fuel-rich flames, plasma and pyrolysis reactors. The parameter space therefore
spans several orders of magnitude. The conditions used in the study are as follows: The
mole fractions of species that contribute to growth were held constant at XH = 0.01 and
XH2 = XC2H2 = 0.1. These conditions have been widely used to study typical growth
environments [348, 206, 255]. Likewise, temperature and pressure were held constant at
1500 K and 1 atm and the simulation time held constant at 5 ms, consistent with previous
studies [348, 293, 255, 206]. The mole fractions of atomic and molecular oxygen were varied
in log-scaled intervals covering the ranges 10−8 ≤ XO ≤ 10−1 and 10−6 ≤ XO2 ≤ 10−1. The
balance of the reaction mixture was argon.
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The KMC model was used to simulate the oxidation and growth of an ensemble of
300 circumcoronene (C54H18 and 19 six-member rings) molecules at each condition. The
interactions between multiple molecules was not considered.
6.3 Results and discussion
6.3.1 Regions of carbon growth
The growth of the molecules resulted in different morphologies in the different chemical
environments sampled by the parameter space. However, small variations in the mole
fractions of molecular and atomic oxygen resulted in similar structures. The parameter space
could then be divides in four regions of carbon growth, where each region is associated with
the observation of different carbonaceous structures: (1) large cPAHs, (2) small cPAHs, (3)
large flat molecules, and (4) small molecules.
Figure 6.1 shows the average number of carbons observed in each molecule at the end
of each simulation. The edges of the four regions of carbon growth are indicated with
dashed lines. Experimental data for flames that produce carbonaceous particles [69, 231],
fullerenes [197] and large flat molecules that resemble graphene [346] are shown (and are
joined by continuous lines to guide the eye). Symbols are only shown for conditions that
had sufficient hydrogen and acetylene to sustain the growth of carbonaceous structures.
The geometry of representative molecules sampled from each region are also shown. The
geometry of the full set of molecules is available in the Research Data associated with this
work.
Region 1 (bottom left of Figure 6.1) encompasses the lowest mole fractions of atomic and
molecular oxygen, 10−8 ≤ XO ≤ 10−4 and 10−6 ≤ XO2 ≤ 10−2. The molecules in Region 1
contained an average of 300 carbon atoms. The molecules were mostly flat at early times, but
became curved as simulations progressed. This can be seen in the representative structures in
Figure 6.1. Although the observed structures were large cPAHs, the main product in Region 1
will be carbonaceous particles. There is strong evidence that carbonaceous particles are
formed by the interaction of two intermediate (and unknown) PAHs [335]. These interactions
were not part of the scope of this study and the possibility to form carbonaceous particles was
not included in the current model. However, the molecules in this region spend significant
time in the reaction environment before becoming curved. During this time the molecules
could form carbonaceous particles. Most premixed sooting flames lie in Region 1. The
maximum concentrations of molecular and atomic oxygen appear on the upstream side of the
flame front, whilst the maximum concentrations of hydrogen and acetylene appear within the
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Fig. 6.1 Average number of carbons in each molecule versus mole fraction of atomic and
molecular oxygen. Four regions of carbon growth (1 to 4) are indicated with dashed lines.
Representative structures sampled from each region, at conditions indicated with open
symbols, are shown. Experiments for which it is possible to estimate the mole fractions of
atomic and molecular and oxygen are also shown. These correspond to: () plasma ignition
experiment [246], (H) acetylene/oxygen low pressure flame [346], (•) benzene/oxygen low
pressure flame [197], (N) methane/oxygen flame [232] and () ethylene/air sooting flame [69].
Plasma ignition experiment is indicated with a dagger (†). Low pressure conditions (2.7kPa)
are indicated with an asterisk (*).
flame. This is represented as a movement towards the bottom left of Figure 6.1. Two example
flames in Figure 6.1 are fully contained in Region 1: a sooting acetylene/air flame [273, 69]
and the methane/oxygen experiments by Neoh [231]. The latter is included to highlight
that oxidation by hydroxyl radicals becomes significant in flames with low mole fractions




−5). Two other experiments are partially contained in this
region and will be discussed below.
Region 2 (bottom right of Figure 6.1) encompasses low mole fractions of atomic oxygen
and high mole fractions of molecular oxygen, 10−8 ≤ XO ≤ 10−4 and 10−2 < XO2 ≤ 10−1.
The molecules in Region 2 contained an average of 150 carbon atoms. The structures in
this region were highly curved and smaller than those in Region 1. Most of the structures
became curved at short times. This can be seen in the representative structures in Figure 6.1.
The structures in this region resembled open caged fulleroids. Closed caged structures could
not be produced in the simulations because no process to close the molecular structure was
included in the current model. The interpretation of these observations is that the main
product in Region 2 will be fullerenes as the closure is widely thought to be energetically
favoured [121]. These observations are consistent with the experimental evidence presented
in Figure 6.1, where both carbonaceous particles and fullerenes have been reported in the
low pressure acetylene/oxygen [121, 344] and benzene/oxygen flames [130, 128, 129] that
straddle Region 1 and Region 2.
Region 3 (middle of Figure 6.1) encompasses high mole fractions of atomic oxygen and
spans the full range of mole fractions of molecular oxygen in Figure 6.1, 10−4 < XO ≤ 10−2
and 10−6 ≤ XO2 ≤ 10−1. Region 3 is characterised by the highest average number of carbons
per molecule: the molecules in Region 3 contained an average of 500 carbon atoms at
XO = 10−3 and 600 carbon atoms at XO = 10−2. At high values of molecular oxygen(
XO2 > 10
−2) the molecules in Region 3 showed a lower number of carbons (approximately
300) per molecule due to oxidation. The structures in Region 3 were significantly larger than
in the other regions. Most of the molecules were flat throughout the simulation. This can
be seen in the representative structures in Figure 6.1. The largest molecules were sampled




. To the author’s knowledge
this is the first time that such large structures have been obtained in a model that allows
for the inclusion of curvature as a result of competing oxidation and surface growth. The
preferred structure in this region is graphene. The high mole fractions of atomic oxygen that
characterise this region make the synthesis of graphene in typical flame conditions unlikely.
The only flame that appears to be close to this region is the low pressure acetylene/oxygen
flame [344, 346] that reported the presence of large flat molecules in these conditions.
However, this observation makes an argument for the production of graphene in other
environments. Plasma experiments [e.g. 312, 313, 225, 55, 56] are known to form large
numbers of oxygen radicals and ions that could perhaps explain the production of graphene.
One of the challenges for these processes is to improve the prediction and detection of species
formed in the plasma to explain the production of new materials.
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Lastly, Region 4 (top of Figure 6.1) encompasses the highest mole fractions of atomic
oxygen and spans the full range of mole fractions of molecular oxygen in Figure 6.1,
XO > 10−2 and 10−6 ≤ XO2 ≤ 10−1. This region was characterised by a reduction in size of
the molecules, despite the presence of hydrogen and acetylene. The molecules in Region 4
were flat and decreased in size during the simulations. This can be seen in the representative
structures in Figure 6.1.
Two opposite effects are clearly seen on the structures shown in Figure 6.1. Molecular
oxygen contributes to the integration of curvature while atomic oxygen inhibits it. The
mechanism by which these two species lead to one process or the other appears to be related
to the production and consumption of partially-embedded five-member rings and is discussed
in the following sections.
6.3.2 Size distributions
The consideration of the average number of carbons per molecule allowed a straightforward
comparison between the different regions of carbon growth. However, to have a more
complete picture of the predicted structures, it is necessary to analyse the evolution of the
size distribution of the sampled species as a function of the chemical conditions.
Figure 6.2 shows the molecular mass distributions of the sampled molecules halfway
through (2.5 ms) and at the end (5.0 ms) of each simulation. Kernel density estimates
(calculated using Seaborn with a Gaussian kernel and optimal bandwidth [343]) were used to
estimate the continuous distribution functions shown in Figure 6.2 from the masses of the
molecules sampled by the KMC simulations.
The mass distributions sampled in Region 1 at 2.5 ms were centred around 2,000 a.m.u.
with maximum values of approximately 4,000 a.m.u. By 5.0 ms the distributions were centred
around 5,500 a.m.u. and presented a tail that extended up to 10,000 a.m.u. The molecules in
these tails did not show any particular morphological difference in their structure other than
being larger than the other molecules sampled in Region 1. They had a similar number of
embedded five-member rings and similarly few hydrogen atoms.
Region 2 showed very similar mass distributions at both simulation times. The distribu-
tions were centred at 2,000 a.m.u. with a range extending from 1,000 to 3,000 a.m.u. The
similarity of the mass distributions is an indication that the growth of these molecules is not
significant after 2.5 ms. This effect can be explained by the decrease in the number of sites
available for growth as the structure becomes highly curved.
The mass distributions sampled in Region 3 increased in width during the simulations.
At 2.5 ms the distributions were centred around 2,000 a.m.u. with a range extending to
approximately 4,000 a.m.u. However, at 5.0 ms the distributions showed ranges extending
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Fig. 6.2 Molecular mass distribution of molecules versus mole fraction of atomic and
molecular oxygen. Simulation times of 2.5 and 5.0 ms are shown in blue and orange. Four
regions of carbon growth (1 to 4) are indicated with dashed lines.
to 13,000 a.m.u. at XO = 10−3 and extending to more than 16,000 a.m.u. at XO = 10−2.
The only exception to these large distributions appeared at XO2 = 10
−1, XO = 10−3, where
the distribution showed a maximum value of 6,000 a.m.u. The large maximum values are
indicative of the growth of large structures. These large structures were observed to be flat or
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slightly curved. Region 4 showed distributions centred at masses of less than 1,000 a.m.u.
but with long tails composed of a few large molecules up to 7,000 a.m.u. in size appearing
between 2.5 ms and 5.0 ms. The molecules in the tails of the distribution were smaller than,
but otherwise similar to those observed in Region 3 at 5.0 ms.
The residence time has different effects on the mass distribution of the molecules in each
region. This can be seen by comparing the distributions of Regions 1 and 3 in Figure 6.2.
At 2.5 ms the mass distributions in each region are similar. However, the mass distributions
are significantly different at 5.0 ms, with Region 3 showing significantly larger molecules.
The integration of curvature appears to be crucial in controlling the surface growth of
carbonaceous structures. This can be observed in the mass distributions in Region 2, which
did not change after 2.5 ms.
6.3.3 Inclusion of curvature
The curvature of carbonaceous nanostructures is caused by the presence of fully-embedded
five-member [348] rings and seven-member [317] rings. In the extreme case, the presence of
embedded five-member rings can lead to the formation of closed caged fullerenes. In the
absence of embedded five-member and seven-member rings, the molecules take the form of
large sheets of six-member rings that resemble graphene.
Figure 6.3 shows the average number of fully-embedded five-member rings per molecule
at 2.5 ms and 5.0 ms. The figure shows that, except at the highest mole fractions of atomic
oxygen in Region 4, five-member rings are embedded in the molecules during the simulations.
Fig. 6.3 Average number of fully-embedded five-member rings per molecule at (a) 2.5 ms
and (b) 5.0 ms.
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The molecules from Region 1 showed an average of 6 and 11 fully-embedded five-
member rings at 2.5 ms and 5.0 ms, respectively. In this region the molecules became
increasingly curved during the simulations. At low concentrations of oxygenated species, the
molecules steadily embed five-member rings and gain curvature. This has also been observed
in the counterflow diffusion flames discussed in Chapter 4.
At 2.5 ms, Region 2 already shows structures that contain an average of 11 embedded
five-member rings per molecule, where the first molecule to reach this value was observed
after only 1.1 ms. At 5.0 ms, every part of the region has an average of 11 embedded five-
member rings. Molecular oxygen in the presence of favourable conditions for surface growth
(hydrogen and acetylene) provides an additional pathway for the inclusion of five-member
rings. This agrees with the observations of fullerenes sampled from diffusion flames [118]
where it was suggested that the presence of molecular oxygen enhances the formation of
curved structures.
Region 3 shows a trend similar to that in Regions 1 and 2, but with much slower inclusion
of embedded five-member rings. At 2.5 ms the molecules presented an average of only 1
and 0 embedded five-member rings at XO = 10−3 and XO = 10−2 respectively. By 5.0 ms
the number of embedded rings had reached 6 and 2 for the same conditions. It appears
that for carbonaceous structures subject to HACA growth, the probability of embedding a
partially-embedded five-member ring, and thus including curvature, increases with residence
time.
The majority of the molecules in Region 4 did not appear to embed curvature at any time.
The small structures that characterise this region were not large enough to fully-embed a
five-member ring before being oxidised. However, a set of conditions where the molecules
kept growing without at least some molecules including curvature after some time was not
found in this study. This observation, although not surprising, has profound implications for
the production of defect free graphene.
6.3.4 Mechanism for the formation of carbonaceous materials
Partially-embedded five-member rings play a crucial role in the formation of the different
carbon structures discussed in this work. Figure 6.4 shows processes that produce, transform
and consume partially-embedded five-member rings. Under different conditions these pro-
cesses can explain the formation of graphene, fullerenes and carbonaceous particles. The
production of these rings can happen via three processes shown in the top row of the figure:
(i) bay closure, (ii) HACA growth neighbouring five-member rings occupying edge positions
and (iii) the oxidation of free-edge six-member rings by molecular oxygen. These processes
form two different types of partially-embedded five-member rings (second row of Figure 6.4),
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Fig. 6.4 Proposed mechanism of the formation of carbonaceous particles, fullerenes and
graphene from partially-embedded five-member rings. Black arrows show processes that are
present in all conditions. Blue arrows show processes that favour the production of fullerenes.
Red arrows show processes that favour the production of graphene. Orange arrows show the
crosslinking of partially-embedded five-member rings. Crosslinking was not studied in this
work but has been suggested by other studies [193, 139].
where the partially-embedded five-member ring can occupy either an edge position (left) or a
corner position (right). Once formed, these structures can interconvert via ring migration
processes. Previous studies have shown that the edge position is kinetically favoured [351].
The third row of Figure 6.4 shows the processes that consume partially-embedded five-
member rings. The bay closure and HACA processes (marked with a dagger, †) contribute
to the inclusion of curvature via bay-capping of partially-embedded five-member rings
occupying edge positions [348, 359, 255]. Oxidation by atomic oxygen (marked with a
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double dagger, ‡) and the recombination of partially-embedded five-member rings next to
seven-member rings (not shown) remove partially-embedded five-member rings occupying
corner positions without introducing curvature. A fifth process (crosslinking, orange) is
discussed later. The recombination of partially-embedded five-member rings next to seven-
member rings (shown in the Chapter 3, Table 3.4, process S27) appeared to be unimportant
due to the infrequent sampling of the processes (corresponding to less than 2% of the
processes that removed partially-embedded five-member rings at any given point in the
parameter space). The oxidation of partially-embedded five-member rings occupying corner
positions by molecular oxygen is not favoured [85] (marked with a turned dagger †), whereas
oxidation by atomic oxygen (‡) leaves behind an armchair site that can undergo subsequent
HACA growth as shown in Figure 6.4.
In KMC models, the number of times each process is sampled is proportional to the
rate of that process. In this work, the contribution of the chemical environment to growth
processes was held constant by maintaining fixed values of the C2H2, H and H2 mole
fractions, temperature and pressure, while the contribution to oxidation processes varied
as a function of location in the O – O2 parameter space. Figure 6.5 shows the number of
sampled processes that produce (top row of Figure 6.4) and consume (third row of Figure 6.4)
partially-embedded five-member rings across the O – O2 parameter space. The bars have
been divided to show the contribution of each process. The number of sampled processes for
six-member ring growth are also shown.
The different regions of the parameter space show different behaviours. In Region 1 the
formation of partially-embedded five-member rings was dominated by HACA (blue) and bay
closure (green) processes. This region also showed an increase in the production of partially-
embedded five-member rings via oxidation (red) of six-member rings as the mole fraction of
molecular oxygen increased. The consumption of partially-embedded five-member rings in
this region was dominated by HACA (blue) and bay closure (green) processes that result in
curved structures. The number of six-member ring growth processes (orange) sampled in
this region was the second highest, exceeded only by Region 3.
Region 2 showed increased production of partially-embedded five-member rings due to
oxidation (red) by molecular oxygen. The consumption of these rings was mainly driven
by HACA (blue) and bay closure (green) processes forming fully-embedded five-member
rings. This increased production of partially-embedded five-member rings is consistent with
previous work [293]. The low number of six-member ring growth processes (orange) sampled
in this region is a consequence of the rapid embedding of curvature and the consequent
reduction in the number of sites available for further HACA growth.
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Fig. 6.5 Number of sampled processes that produce or consume partially-embedded five-
member rings in each simulation of 300 molecules. The first bar in each plot shows processes
that produce partially-embedded five-member rings. The second bar shows processes that
consume partially-embedded five-member rings. The bars are divided to show the contribu-
tions by HACA (blue), bay closure (green) and oxidation (red). The third bar shows processes
that produce six-member rings (orange). Four regions of carbon growth (1 to 4) are indicated
with dashed lines.
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In Region 3, partially-embedded five-member rings were produced by HACA (blue),
bay closure (green) and six-member ring oxidation (red) processes. The number of sampled
oxidation processes increased as the mole fraction of molecular oxygen increased. The
consumption of partially-embedded five-member rings was mainly due to oxidation (red) by
atomic oxygen, with this process becoming more dominant as the mole fraction of atomic
oxygen increased. The armchair sites produced by the oxidation (red) of partially-embedded
five-member rings by atomic oxygen allow further growth without the inclusion of curvature.
This is consistent with the observation that Region 3 sampled the highest number of six-
member ring growth processes (orange) of all regions, with the number of sampled processes




is possible that atomic oxygen produced in plasma reactors contributes to the formation of
graphene following these processes.
Region 4 sampled a large number of oxidation (red) processes that both produced and
consumed partially-embedded five-member rings, alongside a significant number of six-
member ring growth processes (orange) consistent with the production of armchair sites by
the oxidation (red) of partially-embedded five-member rings by atomic oxygen. The net
effect was a reduction in the size of the molecules during the simulations in Region 4.
The combination of processes that produce and consume partially-embedded five-member
rings provides a possible explanation for the formation of fullerenes and graphene. In the
absence of atomic oxygen, high mole fractions of molecular oxygen result in the production
of additional partially-embedded five-member rings that can become fully-embedded after
migration processes move them to edge positions. This results in curved structures, with an
associated decrease in the number of sites that are available for reaction. This reduces the
rate of growth and results in conditions that are favourable for the formation of fullerenes.
Crosslinking with other carbonaceous molecules may be another process that contributes
to the formation of fullerenes [121]. In the presence of atomic oxygen, partially-embedded
five-member rings occupying a corner position can be oxidised to produce armchair sites
that can subsequently grow via a HACA addition. This results in larger flat molecules that
resemble graphene. These processes are indicated in Figure 6.4 with blue and red arrows
showing processes discussed in connection with the formation of fullerenes and graphene
respectively. There is also evidence for the formation of graphene in oxygen-free plasma
reactors [292, 24]. This suggests that there must also be other mechanisms that prevent
the inclusion of curvature in the molecules. A possible pathway could be the consumption
of partially-embedded five-member rings due to ring enlargements caused by reactions
with species that add a single carbon atom (e.g. methyl radicals) [8]. This process could
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convert five-member rings into six-member rings as previously suggested by Whitesides and
Frenklach [348].
The orange arrows on Figure 6.4 indicate crosslinking processes between (as yet un-
known) structures. Although these processes are not simulated in the current KMC model,
they are believed to occur during the formation of carbonaceous particles and may be re-
lated to the presence of five-member rings. Many structures containing five-member rings
have been shown to be able to form localised π-radicals [193]. The structure containing
the partially-embedded five-member ring occupying a corner position (right, second row
of Figure 6.4) is an example of such a radical. It has been shown that the crosslinking
of large localised π-radicals (from approximately 400 a.m.u.) results in stable bonded
and stacked structures [193], that multiple localised π-radicals are possible within a single
structure and that the concentrations of localised π-radicals are potentially significant at
1400–1500 K [207], leading to the suggestion of localised π-radicals as possible candidates
to explain the inception of carbonaceous particles. Under conditions that slowly consume
partially-embedded five-member rings (Region 1), as opposed to rapidly embedding the rings
(Region 2) or oxidising them (Region 3), the molecules are likely to have enough time to
form localised radical sites and interact with other molecules. Both of these observations are
consistent with the pressure dependency of the different products: lower pressures drastically
reduce the formation of carbonaceous particles, favouring the formation of fullerenes and
graphene. This mechanism for the formation of carbonaceous particles via the collision of
localised π-radicals needs further investigation.
6.4 Conclusions
A KMC model was used to study the growth of carbonaceous structures under different
chemical conditions. The model includes processes for growth and for the oxidation of
six-member rings and partially-embedded five-member rings, and uses a new algorithm for
the efficient simulation of the migration of partially-embedded five-member rings around the
edge of the molecules. The mole fractions of hydrogen and acetylene were held constant at
XH = 0.01 and XH2 = XC2H2 = 0.1, whilst the mole fractions of atomic and molecular
oxygen were varied in range 10−8 ≤ XO ≤ 10−1 and 10−6 ≤ XO2 ≤ 10−1. The balance of the
reaction mixture was argon.
The model was used to simulate the change in the structure of 300 circumcoronene
(C54H18 with 19 six-member rings) molecules at each set of conditions. It was observed that
atomic and molecular oxygen, which preferentially oxidise five-member and six-member
rings respectively, have different effects on the size and morphology of the resulting carbona-
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ceous structures. Four different regions of carbon growth, each of which is associated with
processes that produce and consume partially-embedded five-member rings, were observed:
• In conditions with significant mole fractions of atomic oxygen
(
10−4 < XO ≤ 10−2
)





of partially-embedded five-member rings produces armchair sites that participate in
further growth processes. This produces large and flat molecules that keep growing as
time progresses. This region is associated with the production of graphene.








, the oxidation of six-member
rings produces additional partially-embedded five-member rings that become rapidly
embedded and formed highly curved structures. This region is associated with the
production of fullerenes.









, the oxidation of both
six-member rings and partially-embedded five-member rings resulted in a reduction in
the size of the simulated molecules.
• In conditions with low mole fractions of both molecular and atomic oxygen
(
XO2 ≤ 10−2
and XO ≤ 10−4
)
the simulated molecules became curved and grew slowly resulting
in molecules with intermediate sizes. The possibility is raised that the slow inclusion
of curvature in this region allows the formation of localised π-radicals in partially-
embedded five-member rings. These radicals have been suggested to participate in the
formation of carbonaceous particles [193].
The regions of carbon growth with low mole fractions of atomic oxygen agree well with
known observations of the appearance of carbonaceous particles and fullerenes. The other
regions seem unlikely to be observed in typical flame environments. However, processes
associated with an increased production of atomic oxygen such as plasma reactors may
operate at such conditions. This could contribute to the production of graphene in such
processes.
The production and consumption of partially-embedded five-member rings appears to be
important in explaining the formation of graphene, fullerenes and carbonaceous particles.
These rings have been observed experimentally [45]. Further work is necessary to understand
their role with respect to the viability of crosslinking in different chemical environments.
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Research data
The source code for the KMC model [46] used in this chapter is available on GitHub
(https://github.com/ucam-ceb-como/MOpS) under an open source licence. All simulated




7.1 Conclusions of the thesis
In this thesis, the growth of polycyclic aromatic hydrocarbons (PAHs) has been studied in
different chemical environments that favour the formation of carbonaceous materials using
a detailed population balance model solved with stochastic numerical methods. A Kinetic
Monte Carlo (KMC) algorithm has been used to solve the transformation of the sites that
constitute the edge of PAHs and is thus a Kinetic Monte Carlo-ARomatic Site (KMC-ARS)
model. This work presents methodological improvements in the stochastic modelling of
PAHs as well as results related to the morphology of carbonaceous structures.
Several improvements relevant to stochastic models of PAH growth have been proposed in
this work. The most critical improvements are: (1) a methodology to calculate process rates
using a combination of a steady-state approximation and a partial-equilibrium approximation,
(2) developed processes that include curvature in PAHs via the embedding of five-member
rings or via the formation of seven-member rings, (3) an algorithm to resolve the migration
of partially-embedded five-member rings while deferring the update of the PAH structure,
and (4) processes for the oxidation of partially-embedded five-member rings and six-member
rings.
A methodology to calculate KMC process rates using a combination of a steady-state ap-
proximation and a partial-equilibrium approximation has been developed. The methodology
compares the rate of partial-equilibrium growth with the rate of ring desorption to deter-
mine whether to use the steady-state or partial-equilibrium approximation. The combined
methodology was compared against the steady-state approximation in atmospheric pressure
closed systems at different temperatures and equivalence ratios. The combined methodology
showed a substantial improvement in accuracy over the steady-state approximation across
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temperatures ranging from 1000 to 2500 K and equivalence ratios ranging from 0.5 to 10.
Processes that include curvature via the embedding of five-member rings or via the
formation of seven-member rings have been included. The processes that produce these
rings can proceed via hydrogen-abstraction, acetylene-addition reactions or via bay closure
reactions and follow the rates calculated in a recent study for the kinetics of the formation of
curvature [206]. A process that removes curvature via the recombination of a coupled five-
and seven-member ring has also been included.
An algorithm to resolve the migration of partially-embedded five-member rings has been
implemented in the stochastic model. The algorithm resolves the sites from the molecular
edge while deferring the update of the PAH structure and is referred as the update-deferred
algorithm. The PAH structure is updated after a non-migration process is sampled. The
algorithm was proved to be exact in the sense that it reproduces the same sites and waiting
times as an algorithm that updates the PAH structure after every migration process is called.
Numerical testing of the algorithm showed that, on average, the ratio of computational times
between the algorithm that updates the structure after each process and the update-deferred al-
gorithm was over two orders of magnitude. This represents significant computational savings.
Lastly, processes for the oxidation of six-member rings and for the oxidation of partially-
embedded five-member rings have been included. These processes use the rates from recent
studies [85, 65] with a steady-state approximation for the oxygenated intermediates. The
processes allow the oxidation of these rings by the combined interaction of oxygenated
species creating reaction intermediates.
Different aspects of the formation of carbonaceous materials have been studied in this
work. The formation of small PAHs in premixed ethylene flames has been studied to analyse
the performance of the combined partial-equilibrium–steady-state approximation methodol-
ogy. The integration of curvature has been studied in the fuel side of counterflow diffusion
flames of ethylene and acetylene. The effect of oxygenated species in the growth of PAHs has
been studied to understand what species increase the production of different carbonaceous
materials.
The combined partial-equilibrium–steady-state approximation has been used in KMC
simulations of premixed ethylene flames in the context of small PAH growth. The results
were in close agreement with reference solutions obtained from fully-coupled simulations of
the flames using the ABF mechanism [4]. This demonstrates that the methodology is able
to reproduce the growth rate of small PAHs and it is proposed that the methodology can be
extended as a general method for any given size of PAH.
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The integration of curvature in PAHs due to the formation of coupled five- and seven-
member rings has been studied in the fuel side of ethylene and acetylene counterflow diffusion
flames. The major peaks and relative abundances of experimental mass spectra have been
reproduced. The formation of five- and seven-member rings occurred via competitive pro-
cesses amongst the sites that produce these rings. It was observed that approximately 85%
of the events that integrate curvature correspond to the embedding of five-member rings
while the remaining 15% correspond to the formation of seven-member rings coupled to
five-member rings. The proportion of PAHs that contains both five- and seven-member rings
appeared to increase with the molecular size and residence time.
The impact of oxygenated species in the growth of PAHs has been studied in a param-
eter space that included constant mole fractions of hydrogen and acetylene and varying
mole fractions of molecular and atomic oxygen in the ranges 10−6 ≤ XO2 ≤ 10−1 and
10−8 ≤ XO ≤ 10−1. Four regions of carbon growth, each of which is associated with
processes that produce and consume partially-embedded five-member rings and with an
specific carbonaceous product were found. Graphene was produced in the region with sig-
nificant atomic oxygen (10−4 < XO ≤ 10−2) under all studied molecular oxygen conditions
(XO2 ≤ 10−1). In this region, the oxidation of partially-embedded five-member rings pro-
duces armchair sites that participate in further growth processes. This produces large and
flat molecules that keep growing as time progresses. This is the first time that a KMC model
of PAH growth that has processes that include curvature reports the formation of graphene.
Fullerenes were associated to the region with the highest molecular oxygen (XO2 > 10
−2) and
low atomic oxygen (XO ≤ 10−4). In this region, the oxidation of six-member rings creates
additional partially-embedded five-member rings that become rapidly embedded and formed
small curved structures. The region with the highest atomic oxygen (XO > 10−2) under all
studied molecular oxygen conditions (XO2 ≤ 10−1) was associated with planar structures with
only few rings. The oxidation of both six-member rings and partially-embedded five-member
rings resulted in a reduction in the size of the simulated molecules. Lastly, in the region
with the lowest molecular and atomic oxygen (XO2 ≤ 10−2 and XO ≤ 10−4) the simulated
molecules became curved and grew slowly resulting in intermediate sizes. In this region
the appearance of seven-member rings agrees with the observation of these rings appearing
at longer residence times from the simulations of counterflow diffusion flames. The slow
inclusion of curvature in this region possibly allows the formation of localised π-radicals
that could participate in the formation of carbonaceous particles as suggested in [193, 139].
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7.2 Suggestions for further work
Coupling detailed population balance model to gas-phase chemistry
In this thesis, the detailed population balance model is applied as a post-processing technique
where the gas phase chemistry is first solved. The predicted temperature and gas phase species
concentrations are supplied as input to the detailed population balance model (Chapters 4
and 5). Although this approximation has been shown to produce accurate predictions for
the species contained in carbonaceous particles [37, 256, 339], it heavily relies on PAHs
and carbonaceous particles being diluted (having mass fractions significantly smaller than
the main gas phase products). It is not clear if this approximation is valid under all reactive
conditions and it would be desirable for the gas phase and population balance equations to
be solved simultaneously.
Crosslinking reactions
Previous stochastic models of PAH growth have simulated the physical interaction between
the PAHs that are widely thought to constitute carbonaceous particles [358, 37, 5, 291].
In these models, the inception of particles follows the mechanism of pyrene dimerisation
suggested by Frenklach and Schuetz [279, 76] that has been used in several other models [for
example 269, 362, 291, 5, 4, 81, 152]. However, there is growing evidence that the dimerisa-
tion of pyrene is a reversible process that is not able to explain the nucleation of carbonaceous
particles [35, 295, 61, 270]. These findings have motivated studies of other possible mecha-
nisms that are able to explain the inception of carbonaceous particles. Two of these recent
mechanisms for particle inception rely on the continuous formation of crosslinked PAHs.
First, Johansson et al. [139] have suggested resonantly stabilised radicals as possible species
that could lead to carbonaceous particles. These radicals gain additional stabilisation by
forming resonant structures. It was suggested that these radicals could form crosslinks
with σ -radicals and neutral species leading to the inception of carbonaceous particles. Sec-
ond, Martin et al. [193] have suggested localised π-radicals as possible species that can
produce crosslinked PAHs by interacting with other localised π-radicals and σ -radicals [208].
These radicals localise their radical behaviour around five-member rings. This mechanism,
also discussed briefly in Chapter 6, needs further investigation.
Fullerene closure reactions
In this thesis several simulated carbonaceous structures became curved with increasing
residence times. Some of these structures ended up being significantly curved with only a few
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edge atoms and sites. Such molecules should be able to participate in cage closure reactions.
These reactions suggested in different mechanisms of fullerene formation [280, 121, 93] have
been suggested as the final step in the formation of closed cage structures. Other processes
that can affect fullerenes, such as the closed network growth mechanism [60], have been
suggested as a possible way to explain the appearance of multiple fullerenes from exposing
a single one to a reactive environment. These processes appear to be important and their
investigation is suggested as further work.
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Appendix A
Additional data for Chapter 4
Tables A.1, A.2 and A.3 show the reactions and species used for the steady-state approxima-
tion and the partial-equilibrium approximation used in Sections 4.4.1–4.4.3. The treatment
of non-partial-equilibrium reactions is discussed in Section A.1. The treatment of product
species and their radicals is discussed in Section A.2. Table A.4 shows the jump processes
used in the KMC model discussed in Section 4.4.4. Section A.4 discusses the effect of
removing the ring condensation reactions in the concentrations of products.
194 Additional data for Chapter 4
Table A.1 Reactions used for the steady-state and partial-equilibrium approximations of
naphthalene (A2) growing from benzene (A1). Reactions above the midline (1–20) are used
in the partial-equilibrium approximation. All reactions (1–28) are used in the steady-state
approximation. The treatment of reactions 21–28 in the partial-equilibrium approximation is
explained in Section 3.5.3. Rates taken from ABF mechanism [4].
No. Reaction
1 A1 + H −−⇀↽− A1• + H2
2 A1 + OH −−⇀↽− A1• + H2O
3 A1• + H + (M) −−⇀↽− A1 + (M)
4 A1• + C2H2 −−⇀↽− A1C2H + H
5 A1• + C2H2 −−⇀↽− A1C2H2
6 A1C2H + H −−⇀↽− A1C2H2
7 A1C2H + C2H −−⇀↽− A1(C2H)C2H2 + H
8 A1C2H + H −−⇀↽− A1C2H• + H2
9 A1C2H + OH −−⇀↽− A1C2H• + H2O
10 A1C2H• + H + (M) −−⇀↽− A1C2H + (M)
11 A1 + C2H −−⇀↽− A1C2H + H
12 A1C2H3 + H −−⇀↽− A1C2H3• + H2
13 A1C2H3 + OH −−⇀↽− A1C2H3• + H2O
14 A1C2H3• + H + (M) −−⇀↽− A1C2H3 + (M)
15 A1• + C2H4 −−⇀↽− A1C2H3 + H
16 A1• + C2H3 −−⇀↽− A1C2H3
17 A1 + C2H3 −−⇀↽− A1C2H3 + H
18 A1C2H3 + H −−⇀↽− A1C2H2 + H2
19 A1C2H3 + OH −−⇀↽− A1C2H2 + H2O
20 A1C2H• + C2H2 −−⇀↽− A1(C2H)C2H2 + H
21† A1C2H2 + C2H2 −−⇀↽− A2 + H
22† A1C2H3• + C2H2 −−⇀↽− A2 + H
23† A1• + C4H4 −−⇀↽− A2 + H
24† A1C2H• + C2H2 −−⇀↽− A2•
25† A1(C2H)C2H2• + H −−⇀↽− A2•
26 A2 + H −−⇀↽− A2• + H2
27 A2 + OH −−⇀↽− A2• + H2O
28 A2• + H + (M) −−⇀↽− A2 + (M)




Sss \Speq = {A2•,A2}.
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Table A.2 Reactions used for the steady-state and partial-equilibrium approximations of
phenanthrene (A3) growing from naphthalene (A2). Reactions above the midline (1–14)
are used in the partial-equilibrium approximation. All reactions (1–19) are used in the
steady-state approximation. The treatment of reactions 15–19 in the partial-equilibrium
approximation is explained in Section 3.5.3. Rates taken from ABF mechanism [4].
No. Reaction
1 A2 + H −−⇀↽− A2• + H2
2 A2 + OH −−⇀↽− A2• + H2O
3 A2• + H + (M) −−⇀↽− A2 + (M)
4 A2• + C2H2 −−⇀↽− A2C2H2
5 A2• + C2H2 −−⇀↽− A2C2H + H
6 A2 + C2H −−⇀↽− A2C2H + H
7 A2C2H + H −−⇀↽− A2C2H2
8 A2C2H2 + H −−⇀↽− A2C2H + H2
9 A2C2H2 + OH −−⇀↽− A2C2H + H2O
10 A2C2H + H −−⇀↽− A2C2H• + H2
11 A2C2H + OH −−⇀↽− A2C2H• + H2O
12 A2C2H• + H + (M) −−⇀↽− A2C2H + (M)
13 A2C2H + C2H −−⇀↽− A2(C2H)C2H2 + H
14 A2C2H• + C2H2 −−⇀↽− A2(C2H)C2H2 + H
15† A2C2H• + C2H2 −−⇀↽− A3•
16† A2(C2H)C2H2• + H −−⇀↽− A3•
17 A3 + H −−⇀↽− A3• + H2
18 A3 + OH −−⇀↽− A3• + H2O
19 A3• + H + (M) −−⇀↽− A3 + (M)




Sss \Speq = {A3•,A3}.
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Table A.3 Reactions used for partial-equilibrium approximation of phenanthrene (A3) grow-
ing from benzene (A1). Reactions above the midline (1–12) are used in the partial-equilibrium
approximation. The treatment of reactions 13–17 is explained in Section 3.5.3. Rates taken
from ABF mechanism [4].
No. Reaction
1 A1 + H −−⇀↽− A1• + H2
2 A1 + OH −−⇀↽− A1• + H2O
3 A1• + H + (M) −−⇀↽− A1 + (M)
4 A1• + C2H2 −−⇀↽− A1C2H + H
5 A1• + C2H2 −−⇀↽− A1C2H2
6 A1C2H + H −−⇀↽− A1C2H2
7 A1C2H + C2H −−⇀↽− A1(C2H)C2H2 + H
8 A1C2H + H −−⇀↽− A1C2H• + H2
9 A1C2H + OH −−⇀↽− A1C2H• + H2O
10 A1C2H• + H + (M) −−⇀↽− A1C2H + (M)
11 A1 + C2H −−⇀↽− A1C2H + H
12 A1C2H• + C2H2 −−⇀↽− A1(C2H)C2H2 + H
13 A1 + A1• −−⇀↽− P2 + H
14 P2 + H −−⇀↽− P2• + H2
15† P2• + C2H2 −−⇀↽− A3 + H
16† A1 + A1C2H• −−⇀↽− A3 + H
17† A1• + A1C2H −−⇀↽− A3 + H
† Indicates reactions contributing to Equation (A.5). See Section 3.5.3.
Species sets:
Speq = {A1•,A1C2H2,A1C2H,A1C2H•,A1(C2H)C2H2•}.
This process is only treated using the partial-equilibrium approximation.
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Table A.4 Jump processes, reactions and species for the KMC model. For each process,
reactions above the midline are used in the partial-equilibrium approximation; all reactions
(above and below the line) are used in the steady-state approximation. Reactions below the
midline are used to calculate the overall rate of the process. Rates from ABF mechanism [4].




1 A1 + H −−⇀↽− A1• + H2
2 A1 + OH −−⇀↽− A1• + H2O
3 A1• + H + (M) −−⇀↽− A1 + (M)
4 A1• + C2H2 −−⇀↽− A1C2H + H
5 A1• + C2H2 −−⇀↽− A1C2H2
6 A1C2H + H −−⇀↽− A1C2H2
7 A1C2H + C2H −−⇀↽− A1(C2H)C2H2 + H
8 A1C2H + H −−⇀↽− A1C2H• + H2
9 A1C2H + OH −−⇀↽− A1C2H• + H2O
10 A1C2H• + H + (M) −−⇀↽− A1C2H + (M)
11 A1 + C2H −−⇀↽− A1C2H + H
12 A1C2H3 + H −−⇀↽− A1C2H3• + H2
13 A1C2H3 + OH −−⇀↽− A1C2H3• + H2O
14 A1C2H3• + H + (M) −−⇀↽− A1C2H3 + (M)
15 A1• + C2H4 −−⇀↽− A1C2H3 + H
16 A1• + C2H3 −−⇀↽− A1C2H3
17 A1 + C2H3 −−⇀↽− A1C2H3 + H
18 A1C2H3 + H −−⇀↽− A1C2H2 + H2
19 A1C2H3 + OH −−⇀↽− A1C2H2 + H2O
20 A1C2H• + C2H2 −−⇀↽− A1(C2H)C2H2 + H
21† A1C2H2 + C2H2 −−→ A2 + H
22† A1C2H3• + C2H2 −−→ A2 + H
23† A1• + C4H4 −−→ A2 + H
24† A1C2H• + C2H2 −−→ A2•
25† A1(C2H)C2H2• + H −−→ A2•
Sss = {A1•,A1C2H2,A1C2H,A1C2H•,A1C2H3,A1C2H3•,A1(C2H)C2H2•,A2•,A2} .
Speq = {A1•,A1C2H2,A1C2H,A1C2H•,A1C2H3,A1C2H3•,A1(C2H)C2H2•} .
Sss \Speq = {A2•,A2} .
Continued on next page
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1 A2 + H −−⇀↽− A2• + H2
2 A2 + OH −−⇀↽− A2• + H2O
3 A2• + H + (M) −−⇀↽− A2 + (M)
4‡ A2 + H −−→ A1C2H2 + C2H2
5‡ A2 + H −−→ A1C2H3• + C2H2
6‡ A2 + H −−→ A1• + C4H4
7‡ A2• −−→ A1C2H• + C2H2




1 A2 + H −−⇀↽− A2• + H2
2 A2 + OH −−⇀↽− A2• + H2O
3 A2• + H + (M) −−⇀↽− A2 + (M)
4 A2• + C2H2 −−⇀↽− A2C2H2
5 A2• + C2H2 −−⇀↽− A2C2H + H
6 A2 + C2H −−⇀↽− A2C2H + H
7 A2C2H + H −−⇀↽− A2C2H2
8 A2C2H2 + H −−⇀↽− A2C2H + H2
9 A2C2H2 + OH −−⇀↽− A2C2H + H2O
10 A2C2H + H −−⇀↽− A2C2H• + H2
11 A2C2H + OH −−⇀↽− A2C2H• + H2O
12 A2C2H• + H + (M) −−⇀↽− A2C2H + (M)
13 A2C2H + C2H −−⇀↽− A2(C2H)C2H2 + H
14 A2C2H• + C2H2 −−⇀↽− A2(C2H)C2H2 + H
15† A2C2H• + C2H2 −−→ A3•
16† A2(C2H)C2H2• + H −−→ A3•
Sss = {A2•,A2C2H2,A2C2H,A2C2H•,A2(C2H)C2H2•,A3•,A3} .
Speq = {A2•,A2C2H2,A2C2H,A2C2H•,A2(C2H)C2H2•} .
Sss \Speq = {A3•,A3} .
Continued on next page
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1 A3 + H −−⇀↽− A3• + H2
2 A3 + OH −−⇀↽− A3• + H2O
3 A3• + H + (M) −−⇀↽− A3 + (M)
4‡ A3• −−→ A2C2H• + C2H2




1 A3 + H −−⇀↽− A3• + H2
2 A3 + OH −−⇀↽− A3• + H2O
3 A3• + H + (M) −−⇀↽− A3 + (M)
4 A3• + C2H2 −−⇀↽− A3C2H2
5 A3• + C2H2 −−⇀↽− A3C2H + H
6 A3 + C2H −−⇀↽− A3C2H + H
7 A3C2H + H −−⇀↽− A3C2H2
8† A3• + C2H2 −−→ A4 + H
9† A3C2H + H −−→ A4 + H
10† A3C2H2 −−→ A4 + H
Sss = {A3•,A3C2H2,A3C2H,A4} .
Speq = {A3•,A3C2H2,A3C2H} .




1‡ A4 + H −−→ A3• + C2H2
2‡ A4 + H −−→ A3C2H + H
3‡ A4 + H −−→ A3C2H2
Continued on next page
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1 A1 + H −−⇀↽− A1• + H2
2 A1 + OH −−⇀↽− A1• + H2O
3 A1• + H + (M) −−⇀↽− A1 + (M)
4 A1• + C2H2 −−⇀↽− A1C2H + H
5 A1• + C2H2 −−⇀↽− A1C2H2
6 A1C2H + H −−⇀↽− A1C2H2
7 A1C2H + C2H −−⇀↽− A1(C2H)C2H2 + H
8 A1C2H + H −−⇀↽− A1C2H• + H2
9 A1C2H + OH −−⇀↽− A1C2H• + H2O
10 A1C2H• + H + (M) −−⇀↽− A1C2H + (M)
11 A1 + C2H −−⇀↽− A1C2H + H
12 A1C2H• + C2H2 −−⇀↽− A1(C2H)C2H2 + H
13 A1 + A1• −−⇀↽− P2 + H
14 P2 + H −−⇀↽− P2• + H2
15∗ P2• + C2H2 −−→ A3 + H
16∗ A1 + A1C2H• −−→ A3 + H
17∗ A1• + A1C2H −−→ A3 + H
Speq = {A1•,A1C2H2,A1C2H,A1C2H•,A1(C2H)C2H2•} .
This process is only treated using the partial-equilibrium approximation.
Continued on next page
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1 A2 + H −−⇀↽− A2• + H2
2 A2 + OH −−⇀↽− A2• + H2O
3 A2• + H + (M) −−⇀↽− A2 + (M)
4 A2• + C2H2 −−⇀↽− A2C2H2
5 A2• + C2H2 −−⇀↽− A2C2H + H
6 A2 + C2H −−⇀↽− A2C2H + H
7 A2C2H + H −−⇀↽− A2C2H2
8 A2C2H2 + H −−⇀↽− A2C2H + H2
9 A2C2H2 + OH −−⇀↽− A2C2H + H2O
10 A2C2H + H −−⇀↽− A2C2H• + H2
11 A2C2H + OH −−⇀↽− A2C2H• + H2O
12 A2C2H• + H + (M) −−⇀↽− A2C2H + (M)
13 A2C2H + C2H −−⇀↽− A2(C2H)C2H2 + H
14 A2C2H• + C2H2 −−⇀↽− A2(C2H)C2H2 + H
15† A2• + C2H2 −−→ A2R5 + H
16† A2C2H + H −−→ A2R5 + H
17† A2C2H2 −−→ A2R5 + H
Sss = {A2•,A2C2H2,A2C2H,A2C2H•,A2(C2H)C2H2•,A2R5} .
Speq = {A2•,A2C2H2,A2C2H,A2C2H•,A2(C2H)C2H2•} .




1‡ A2R5 + H −−→ A2• + C2H2
2‡ A2R5 + H −−→ A2C2H + H
3‡ A2R5 + H −−→ A2C2H2
1 The rates of the desorption processes are independent of the concentration of intermediate PAH species,
and can therefore be evaluated without a steady-state or partial-equilibrium approximation.
†/‡ Reversible reactions whose forward and reverse contributions are split between jump processes. The
reactions are still treated as reversible for the purpose of solving Equation (3.60) for css.
∗ Reactions treated as irreversible. The reverse rates were observed to be negligible.
†/‡/∗ Reactions used to calculate the overall rate of each jump process. See Section A.3.
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A.1 Treatment of non-partial-equilibrium reactions
The partial-equilibrium approximations used in Chapter 4 operate on a subset of reactions
that exclude the formation of naphthalene (A2, Table A.1) and phenanthrene (A3, Tables A.2
and A.3). The concentrations of A2 and A3 must be calculated separately.

























A3 +(M). (Table A.2, reaction 19)
An algebraic relationship between the concentrations cA2 and cA2• , and cA3 and cA3• can be
derived by applying a steady-state or partial-equilibrium approximation to each of these sets
of reactions [see for example 75]. In Chapter 4, a partial-equilibrium approximation is used
to derive the following relationships
cA2• = cA2
(
k26cH + k27cOH + k−28





k17cH + k18cOH + k−19




In the case of the ODE-based simulations (Sections 4.4.2 and 4.4.3), the concentrations of
species in the set α /∈ Speq are calculated by solving Equation (3.65). The concentrations
of the main PAH products, A2 and A3, are treated as a special case and are calculated
using Equations (A.1) and (A.2) in conjunction with solving equations of the same form as
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Equation (4.4) to find the total concentration of each species and its corresponding radical















P neqα = ∑
i∈Rneq
P(i)α , (A.5)
is the production of species α due to the reactions in the set Rneq and P
(i)
α is defined as per
Equation (3.53). The reactions in Rneq contributing to Equations (A.3) and (A.4) are marked
with a dagger (†) in Tables A.1–A.3. Note that Table A.3, reaction 17 has a dependency on









arising from the application of a steady-state approximation to Table A.3, reactions 13–15.
The rationale behind the special treatment of A2 and A3 is that it avoids the need to
solve tightly coupled ODEs for the non-partial-equilibrium PAH species. This reduces the
computational complexity of the method, so is desirable in the context of the objective to
develop a computationally efficient model.
A.3 Calculation of KMC jump process rates
The KMC model calculates the concentrations of A2, A2R5, A3 and A4 by performing a
Kinetic Monte Carlo simulation using the jump processes in Table A.4. The temperature and
small-molecule concentrations (up to and including benzene, A1) are imposed as boundary
conditions. For each jump process, the concentrations of the (PAH) species in either Sss or
Speq are calculated by solving Equation (3.61) for css or Equation (3.68) for cpeq, depending
on the choice of method. In both cases, the rates of the jump processes are calculated by
evaluating the rates of the reactions marked †, ‡ and ∗ in Table A.4.
Similar to the treatment of the non-partial-equilibrium reactions in the ODE-based
simulations (see Section 3.5.3), the KMC model uses Equations (A.1) and (A.2) to calculate
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A2 and A3 in conjunction with tracking the total concentrations cA2 + cA2• and cA3 + cA3• .
Likewise, equations (A.6) and (A.7) are used to calculate the concentration of P2• in order to
evaluate the rate of the phenyl addition (Table A.4, reaction 15).
The mechanism in Table A.4 can be generalised (not shown here) to describe the growth
of arbitrarily-sized PAHs. See for example the work by Frenklach and co-workers [75, 84]
and Celnik et al. [32].
A.4 Effect of ring condensation reactions
Figure A.1 shows the concentrations of A2 and A3 calculated using the partial-equilibrium
approximation without the inclusion of ring condensation reactions (Figure 4.2 process (iii)
in Chapter 4) versus reference solutions calculated using the full ABF mechanism in a closed
isothermal system. For comparison, the data calculated using the steady-state approximation
is also shown. The figure shows that given long enough, good agreement is seen between
the steady-state approximation and the reference solutions. Comparison with Figure 4.5 (in
Chapter 4) shows that both the improved treatment of reactions during the induction period
and the inclusion of process (iii) in the partial-equilibrium approximation are important to
achieve agreement with the reference data for A3 at early times.
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(b) Phenanthrene (A3).
Fig. A.1 Simulations of the reaction of ethylene in a closed isothermal system, initially at an
equivalence ratio of 5.0, to form naphthalene (A2, top panels) and phenanthrene (A3, bottom
panels). Solid lines show the results of simulations using the full ABF mechanism. Circles
show the concentration of each species calculated using the steady-state approximation.
Squares show the concentration of each species calculated using the partial-equilibrium
approximation. Neither approximation includes process (iii).
Appendix B
Additional data for Chapter 6
Section B.1 gives the details for the experimental data points showed in Fig. 6.1. Section B.2
gives additional ensemble statistics.
B.1 Reported experimental conditions 207
B.1 Reported experimental conditions
This section explains the origin of the experimental data reported in Figure 6.1 in the main
text.
Low pressure benzene/oxygen flame
Low pressure benzene/oxygen/argon flames have been used to study the formation of
fullerenes for several decades [14, 118, 130, 128, 129]. However, the detection of atomic
oxygen in these flames has been difficult due to the abundance of methane [14, 59], which
has the same molecular weight as atomic oxygen. Modelling studies [e.g. 266, 59] have also
not focused on reporting this species.
The closest data available have been taken from McKinnon [197], who studied this flame
for pressures ranging between 20 and 40 torr, equivalence ratios (φ ) ranging between 2.0
and 2.5, and dilutions between 0 and 45%. McKinnon [197] reported molecular oxygen
measurements at 40 torr, φ = 2.4 and 10% dilution. Temperatures between 2000 and
2030 K were reported in the regions of the flames that contained mole fractions of molecular




. Atomic oxygen was not reported for these conditions but
equilibrium calculations as a function of temperature and equivalence ratio were reported
for a system at 20 torr and 30% dilution. Assuming that these conditions are similar to
those reported above (φ = 2.4, 2000 < T < 2030 K) the equilibrium atomic oxygen mole
fractions correspond to 8×10−5 < XO < 2×10−4.
Low pressure acetylene/oxygen flame
Several low pressure acetylene/oxygen/argon flames have been used to study the formation
of carbonaceous particles. Of particular interest is that of Homann and collaborators [344],
who used undiluted flames at 20 torr with equivalence ratios between 1.75 and 2.65. They
reported the presence of fullerene ions of different sizes as well as large PAHs with more
than 400 carbon atoms at an equivalence ratio φ = 2.5 and a laminar flame speed of 42 cm/s.
The C/H ratio of the largest PAH molecules was reported to be between 6.0 and 7.0, which
suggests the presence of large edges and few fully-embedded five-member rings.
The mole fractions of the gas phase species in these flames were taken from Westmoreland
[346], who studied a flame at 20 torr with an equivalence ratio of 2.4 with 5.0% dilution by
argon. Westmoreland [346] reported mole fractions for molecular oxygen as a function of
height above the burner and estimated mole fractions for atomic oxygen using five different
mechanisms that show similar trends and reasonable agreement with each other. Values were
taken from those reported from the mechanism by Warnatz (WZ).
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Atmospheric ethylene/air plasma ignition
Measuring species generated in plasma conditions is a complicated task that becomes even
more difficult in the presence of carbonaceous materials. Most plasma experiments associated
with carbonaceous fuels have focused on determining the concentrations of atomic oxygen
during the ignition of the flame in the context of plasma assisted combustion. However, even
in this case only a few experiments have attempted to measure the concentration of atomic
oxygen in fuel rich conditions [237, 143]. In this work the results from ignition experiments
by Pendleton et al. [246] are used to estimate the concentration of atomic oxygen in plasma
environments. Further work is needed to determine better estimates.
Pendleton et al. [246] used a streamer discharge to create a Gaussian-like voltage wave-
form lasting for 40 ns. Two-photon absorption laser-induced fluorescence (TALIF) was
used to measure the number density of atomic oxygen 8 mm above an atmospheric pressure
McKenna burner at the point of igniting the flame. Using premixed ethylene and air at an
equivalence ratio of 2.4 and a flame speed of 10 cm/s they reported an oxygen atom number
density of 4.5× 1017 cm−3 that decayed to 7.0× 1016 cm−3 as the atomic oxygen was
consumed. In a previous work [245] they reported temperatures between 1350 and 1540 K
measured using coherent anti-Stokes Raman spectroscopy (CARS). These values imply that
the mole fraction of atomic oxygen lies in the range 1.3×10−2 < XO < 9.3×10−2.
Methane/oxygen burnout experiments
The experiments by Neoh and collaborators [232, 231, 230] used a two-flame system. A
premixed methane/oxygen flame (equivalence ratio, φ = 2.10) was used to generate car-
bonaceous particles (soot). The gases and carbonaceous particles (soot) produced in this
flame were introduced into a second flame that operated under oxidising conditions with
equivalence ratios between 0.85 and 1.15.
The values reported in Chapter 6 are from the second flame with an equivalence ratio
of 1.15 [232]. Although Neoh et al. [232] do not report the mole fraction of acetylene, the
mole fraction of hydrogen for this case was reported to be between 2 and 3%, which is high
enough to result in mole fractions of acetylene and hydrogen that are relevant to the current
work. The mole fractions for molecular oxygen, atomic oxygen and hydroxyl radical are
reported in more detail in [231] for these conditions. These experiments show values as high
as XO2 = 10
−2, XO = 10−3 in oxidising conditions. The values reported in the main text
correspond to values where enough acetylene and hydrogen could be assumed to be present
in the burnout experiments.
B.2 Additional ensemble statistics 209
Atmospheric ethylene/air flame
The atmospheric pressure ethylene/air flame investigated by Salamanca et al. [273] (equiv-
alence ratio, φ = 2.01) was modelled by Elvati et al. [69] using a combination of two
mechanisms [50, 186]. The mole fractions of both atomic and molecular oxygen are reported
in the supplemental material provided by Elvati et al. [69, Figure S2(a) and (f)]. The concen-
tration of hydrogen and acetylene in the reported domain appear to be sufficient to sustain
the growth of carbonaceous materials (XC2H2 > 0.01 and XH2 > 0.01).
B.2 Additional ensemble statistics
In this section additional ensemble statistics are reported. The number of six-member rings,
embedded five-member rings, seven-member rings, number of carbon atoms, number of
hydrogen atoms and fraction of the ensemble that was oxidised (reduced the number of
carbon atoms) were computed for 2.5 ms and 5.0 ms of simulation time.
Radar plots are used to present the changes in the means of the tracked variables; a
representative example with the legend is shown in Figure B.1, while the average values for
each point of the molecular and atomic oxygen mole fraction parameter space are shown in
Figure B.2. The figures show results at two times: at half the simulation time (2.5 ms) in red


































Fig. B.1 Radar plots showing the observed range of values for the selected response variables
(see text). The two radars shown correspond to values observed at half the simulation time
(2.5 ms) in red and values at the end of the simulation time (5.0 ms) in blue. The ranges
shown in this figure correspond to values used in Fig. B.2.
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Fig. B.2 Observed average values of the selected response variables (see Fig. B.1) as a
function of molecular and atomic oxygen mole fractions. The two radars shown correspond
to values observed at half the simulation time (2.5 ms) in red and values at the end of the
simulation time (5.0 ms) in blue. The ranges used in this figure are shown in Fig. B.1.
Regions of carbon growth are shown with a dashed line.
