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On the Gauss map of embedded minimal tubes 1
I.M. Reshetnikova and V.G. Tkachev
Abstract. A surface is called a tube if its level-sets with respect to some coordinate
function (the axis of the surface) are compact. Any tube of zero mean curvature has an
invariant, the so-called flow vector. We study how the geometry of the Gaussian image
of a higher-dimensional minimal tube M is controlled by the angle α(M) between the
axis and the flow vector of M. We prove that the diameter of the Gauss image of M is
at least 2α(M) if the angle α(M) is positive. As a consequence we derive an estimate
on the length of a two-dimensional minimal tube M in terms of α(M) and the total
Gaussian curvature of M.
Mathematical Subject Classification (1991): 53A10, 53A55
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1. Introduction
Let M be a Riemannian orientiable manifold of dimension (n− 1) with n ≥ 3 and
x = x(m) : M → Rn be an embedded surface M. Further we identify M with
x(M). The following definition is due [9]
DEFINITION. Let t(M) ⊂ R1 be an open interval. A surface M is called a tube
(tubular) with the axis Oxn (or a tube in the en-direction) with the projection
interval t(M) if
1) ∀t ∈ t(M) the cross-sections Σt = M
⋂
Πt, Πt = {x ∈ R
n : xn = t},
are nonempty compact sets lying in the interior of M (other words, the preimage
x−1(Σt) is a compact subset of M);
2) ∀t1, t2 ∈ t(M) any portion ofM situated between Πt1 and Πt2 is compact.
In this case, the length |t(M)| of the projection interval t(M) is called the
life-time of M.
In the present paper we study the geometry of the Gaussian image of the
minimal tubes (that is tubes having zero mean curvature). We notice that the
previous definition does not impose a priori restrictions on the topological structure
of M. Important results on two-dimensional minimal tubes have been obtained
by J.C.C.Nitsche in [14], [15]. We should mention also the substantial papers of
W.H.Meeks and B.White [7], [8] and Y.Fang [3] where minimal tubes with convex
sections Σt have been studied.
The simplest example of a minimal tube in higher dimensions are the rota-
tionally symmetric minimal surfaces (the so-called (n− 1)-dimensional catenoids).
In [12] (see also [11]) V.M.Miklyukov and A.D.Vedenyapin obtained finiteness of
the life-time of every minimal (n− 1)-dimensional tube in Rn in the case n ≥ 4.
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2The situation changes in the two-dimensional case. An example of a tube with
infinite life-time is the standard catenoid. On the other hand, there are properly
embedded singly periodic minimal surfaces M constructed by B. Riemann in [16]
and their generalizations given in [2] which produce by quotient the minimal tube
M1 = M/Z of finite life-time. The latter means that M1 can not be a proper
part of any larger minimal tube.
In the recent paper [18] the second author proposed a new approach to the
problem of determining whether given a minimal tube be of finite or infinite life-
time. The main tool is the notion of the flow vector of a minimal tube M which
is defined below. In the present paper we show (Theorem 1 below) that the length
of the Gaussian image of section Σt can be described in terms of slope of the flow
vector to the axis of M.
Let t be a regular value of the coordinate function xn. Then Σt splits in finite
union of compact (n− 2)-dimensional connected submanifolds of M. Let ν be the
unit exterior normal to Σt as a boundary of M∩ {xn < t}. In particularly, we
have 〈ν, en〉 > 0 everywhere in Σt.
DEFINITION. A union Σ =
⋃k
i=1Σ
i of components of Σt with the induced
orientation is called a cycle. The linear functional F (e) defined by
FΣ(e) =
∫
Σ
〈e, ν〉 : Rn → R1
generates the dual element J(Σ) ∈ Rn such that
(1) FΣ(e) = 〈e, J(Σ)〉 .
Then
(2) Jn(Σ) ≡ 〈J(Σ), en〉 =
∫
Σ
〈en, ν〉 =
∫
Σ
|e⊤n | > 0,
and it follows that J(Σ) 6= 0. Here and subsequently we use the notation aV for
the orthogonal projection of a ∈ Rn onto a subspace V ⊂ Rn and by T = TmM
we denote the tangent space of the surface M at m ∈M.
DEFINITION. Two oriented cycles Σ′ and Σ′′ are equivalent in M, or Σ′
M
∼ Σ′′,
if there exists an open subset D ⊂ M such that ∂D = (−Σ′)
⋃
Σ′′ (here −Σ′ is
the opposite oriented cycle to Σ). This notion is actually the oriential bordism
equivalence (see [5, § 7]). A connected cycle Σ is called simple if it is equivalent to
zero cycle in the hyperplane Πt. Other words, it is a boundary of an open subset
of Πt.
Proposition 1. We have for Σ =
⋃k
i=1Σ
i
J(Σ) = J(Σ1) + . . .+ J(Σk) .
Moreover, if Σ′
M
∼ Σ′′ then J(Σ′) = J(Σ′′).
3Proof. The first property is direct consequence of the above definitions. To prove
the second one we recall that all coordinate functions of minimal immersion are
harmonic [6]. Let D ⊂ M be an open set in the Definition 2 such that ∂D =
(−Σ′)
⋃
Σ′′. Then for arbitrary coordinate vector ek ∈ R
n
〈J(Σ′′), ek〉 − 〈J(Σ
′), ek〉 =
∫
∂D
〈ek, ν〉 =
∫
∂D
〈∇fk, ν〉 =
∫
D
∆fk = 0 ,
where ∇fk = e
⊤
k is the gradient of fk = 〈ek, x(m)〉.
DEFINITION. We call J(M) = J(Σt) to be the flow vector of the tube M.
Remark 1. It follows from Proposition 1 that the flow vector J(Σt) does not
depend on a choice of t ∈ t(M). One easy to see also that both the angle α(M)
between J(M) and en and the norm ‖J(M)‖ are invariants under the action of
the orthogonal subgroup of Rn preserving the axis Oxn.
Moreover, we emphasize that the flow vector of M is a local characteristic
of M in the sense that it can be computed if we consider only a portion of M
situated between Πt1 and Πt1 for t1 and t2 arbitrarily close.
Let Sn−1 be the unit sphere in the Euclidean space Rn and d(E) be the
spherical diameter of a set E ⊂ Sn−1. By γ :M→ Sn−1 we denote the Gaussian
map of M, where γ(m) is the unit normal at m ∈ M; by γ(E) we denote the
Gaussian image of a set E ⊂M.
Our main result is the following lower estimate of the diameter of the Gauss-
ian image.
Theorem 1. Let M be an embedded minimal tube in Rn; Σ ⊂ Σt be a simple cycle
with the flow vector J(Σ). Then the diameter of γ(Σ) satisfies
(3) d(γ(Σ)) ≥ 2α(Σ) ,
where α(Σ) is the angle between J(Σ) and en.
As a consequence in Section 4 we obtain the upper estimate on the life-time
of minimal tubes of finite total Gaussian curvature.
Theorem 2. Let M be a two-dimensional minimal tube in R3 of finite total Gauss-
ian curvature −G(M). If α(M) > 0 then M has finite life-time and
(4) |t(M)| ≤ ‖J(M)‖ G(M)
cosα(M)
16α2(M)
.
Corollary 1. LetM be a two-dimensional minimal tube in R3 with univalent Gauss-
ian map. Then M has finite life-time provided that α(M) > 0.
Now we indicate the main idea of the proof of Theorem 2. In this case dimΣ =
1 and it follows that all one-dimensional cycles are simple (see [5, § 7]). Moreover,
(3) implies that the Gaussian image of every section Σt is uniformally ‘large’
provided the angle between J(M) and en is strictly positive. On the other hand,
4in the two-dimensional case dimM = 2 the Gaussian map is conformal and (3)
yields thatM must be a surface of hyperbolic conformal type. The final step is to
use the connection between the conformal module of minimal tube and its life-time
value.
We notice that Theorem 2 fails if we drop the requirements of finiteness of the
total Gaussian curvature. Really, in the previous paper [19] we have constructed
the corresponding examples by using the suitable Weierstrass representation for
minimal tubes. Namely, given arbitrary α(M) > 0 there exists a properly embed-
ded minimal tube of infinite life-time.
The author thanks Yi Fang for helpful discussions concerning the subject of
the paper.
2. Preliminary facts
By Λ(Rn) and Λk(Rn) we denote the exterior algebra of Rn and the subspace of
all k-form respectively. We specify an orthonormal basis {ek}
n
k=1 in R
n and by
ω = e1 ∧ . . . ∧ en we denote the volume-form of R
n. We write a ≃ b if a = ±b.
Given u ∈ Λ(Rn) we define the inner product u ⊣ · on Λ(Rn) by
(5) 〈x, u ⊣ y〉 ≡ 〈u ∧ x, y〉 , ∀x, y ∈ Λ(Rn) .
Then the Hodge ∗-perator: Λk(Rn)→ Λn−k(Rn), can be written for every k-form
x by
(6) ∗x = x ⊣ ω .
The following facts are elementary and can be found in [17].
(i) ∗ ∗ x = (−1)k(n−k)x ≃ x , ∀x ∈ Λk(Rn);
(ii) x ∧ ∗y = 〈x, y〉ω , ∀x ∈ Λk(Rn), ∀y ∈ Λn−k(Rn) ;
(iii) 〈∗x, ∗y〉 = 〈x, y〉 , ∀x, y ∈ Λk(Rn).
Let V ⊂ Rn be an oriented k-dimensional subspace and v1, . . . , vk be an
orthonormal basis of V . By
σ(V ) ≡ v1 ∧ . . . ∧ vk
we denote the volume form of V . Further we use the operator
πV (ξ) = ∗ (σ(V ) ∧ ξ) .
Let V ⊂ Rn be an oriented hyperspace, dimV = n − 1. If ξ is a unit vector
orthogonal to V (i.e. ξ ∈ V ⊥) then it follows from (ii)
(7) ξ ≃ ∗σ(V ).
Lemma 1. For all a ∈ Λr(Rn), b ∈ Λk(Rn) one holds
a ⊣ (∗b) = ∗(b ∧ a) .
5Proof. Let ξ ∈ Λn−k−r(Rn) be chosen arbitrary. Then
〈a ⊣ (∗b), ξ〉 = 〈∗b, a ∧ ξ〉 = 〈b ⊣ ω, a ∧ ξ〉 =
= 〈ω, b ∧ a ∧ ξ〉 = 〈(b ∧ a) ⊣ ω, ξ〉 = 〈∗(b ∧ a), ξ〉 .
Then by duality we have ∗(b ∧ a) = a ⊣ (∗b) and the lemma is proved.
Lemma 2. Let V ⊂ Rn be a subspace, dim V = k, and V ⊥ be its orthogonal
complement. Then for all x ∈ Rn
(8) xV
⊥
= σ(V ) ⊣ (σ(V ) ∧ x) .
Proof. We choose v1, . . . , vk to be an orthonormal basis of V and consider its
complement in Rn: w1, . . . , wn−k. Given arbitrary x ∈ R
n we have x = x1v1 +
. . .+ xkvk + y1w1 + . . .+ yn−kwn−k. Then for every vi
〈σ(v) ⊣ (σ(v) ∧ x) , vi〉 = 〈σ(v) ∧ x, σ(v) ∧ vi〉 = 0 .
On the other hand,
〈σ(v) ⊣ (σ(v) ∧ x) , wα〉 = 〈σ(v) ∧ x, σ(v) ∧ wα〉 =
=
n−k∑
j=1
〈σ(v) ∧ wj , σ(v) ∧ wα〉 =
n−k∑
j=1
yjδjα = yα .
Hence, by the definition we have the identity
σ(v) ⊣ (σ(v) ∧ x) = y1w1 + . . .+ yn−kwn−k = x
V ⊥ ,
which proves the lemma.
3. Proof of Theorem 1
In this section by Π = Π0 we denote a hyperspace xn = 0 in R
n and by T ≡
TmΣ — the tangent space to the section Σ being considered as submanifold of Π.
Let γ = γ(m) be the unit normal to M at m. We specify an orthonormal basis
τ1, . . . , τn−2 in T and by τ ≡ σ(T ) denote the volume form of TmΣ.
We need the following auxilliary assertion
Lemma 3. Let ξ and η be two unit vectors such that ξ, η, τ1, . . . , τn−2 form oriented
orthonormal basis of Rn. Then for every q ∈ Rn
〈q, ξ〉 ≃ 〈η, πT (q)〉.
6Proof. We have from (7) that
ξ ≃ ∗(η ∧ τ),
and by virtue of (iii) and Lemma 1 we obtain
〈q, ξ〉 ≃ 〈q, ∗(η ∧ τ)〉 ≃ 〈q, ∗(τ ∧ η)〉 ≃ 〈q, η ⊣ ∗τ〉 ≃
≃ 〈η ∧ q, ∗τ〉 ≃ 〈η, q ⊣ ∗τ〉 ≃ 〈η, ∗(τ ∧ q)〉 ≃ 〈ξ, πT (q)〉
and the lemma is proved.
By the Sard’s theorem and regularity of t we conclude that Σ is a smooth
submanifold of Πt. Assume that η = η(m) is the unit normal vector field to Σ in
Πt oriented such that the pair (T ; η) is an oriented basis of Π. Then by Lemma 2
we have for every q ∈ Rn∫
Σ
〈πT (q), en〉 =
∫
Σ
〈∗(τ ∧ q), en〉 ≃
∫
Σ
〈τ ∧ q, ∗en〉 ≃
(9) ≃
∫
Σ
〈τ ∧ q, τ ∧ η〉 ≃
∫
Σ
〈q, τ ⊣ (τ ∧ η)〉 ≃
∫
Σ
〈q, η〉
To show that in fact the last integral vanishes we observe that by the defini-
tion, the simple cycle Σ is the boundary of some open subset Ω ⊂ Πt. The by the
Stokes’ formula we obtain
(10)
∫
∂Ω
〈q, η〉 =
∫
Ω
div q = 0.
Thus (9) yields the following identity
(11)
∫
Σ
〈πT (q), en〉 = 0.
Choose q 6= 0 arbitrarily such that the equality 〈q, J(Σ)〉 = 0 holds. Then
taking into account the mutual orthogonality of γ, ν and the tangent space TmΣ,
we obtain from (1) and Lemma 3
0 =
∫
Σ
〈q, ν〉 =
∫
Σ
〈πT (q), γ〉.
Hence, we conclude from (11) that
(12)
∫
Σ
〈πT (q), γ ± en〉 = 0.
By virtue of regularity of t, the expressions γ±en does not vanish everywhere
in Σ. It follows that along Σ the vector fields
v±(m) =
en ± γ(m)
‖en ± γ(m)‖
7are well-defined.
Using the mean value theorem we deduce from (12) that there exist two
points m− and m+ in Σ such that
(13) 〈πT±(q), v±〉 = 0,
where T± = Tm±M v± = v±(m±).
Now we observe that the set (v−, v+, τ1, . . . , τn−2) forms an orthonormal basis
R
n. Thus, applying Lemma 3 to (13) we obtain
0 = 〈πT+(q), v+〉 ≃ 〈v−, q〉
at m− and similarily at m+:
0 = 〈πT−(q), v−〉 ≃ 〈v+, q〉.
By getting rid of the denominator in the definition of the vectors v± we arrive
at
〈q, en ± γ(m±)〉 = 0.
It follows that
〈γ(m+)− γ(m−), q〉 = 2qn,
where qn = 〈q, en〉. Finally, applying the Cauchy‘s integral inequality in the last
identity yields
(14) ‖γ(m+)− γ(m−)‖ ≥
2qn
‖q‖
.
Taking into account that γ(m±) are points on the unit sphere lying in the
Gaussian image of Σ, we obtain ‖γ(m+)− γ(m−)‖ = 2 sin
β
2 , where β is the angle
between γ(m+) and γ(m−). It follows by the definition of the spherical diameter
of γ(Σ) ⊂ Sn−1 that d(γ(Σ)) ≥ β. Thus, by virtue of (14) we conclude that
d(γ(Σ)) ≥ 2 arcsin
qn
‖q‖
.
To find the maximum of the right part of the last expression we assume α(Σ)
to be equal the angle between J(Σ) and en. Then, by orthogonality of q to the
flow vector J(Σ) one easily sees that
max
q⊥J(Σ)
qn
‖q‖
= sinα(Σ).
Hence,
d(γ(Σ)) ≥ 2α(Σ),
and Theorem 1 is proved completely.
Remark 2. We notice that in the two-dimensional case the assertion of Theorem 1
is still true provided M is properly immersed minimal tube. To check this fact
we observe that the unique place in the proof of the theorem where we essentially
needed the embeddedness hypothesis is formula (10). The validness of this for-
mula in the two-dimensional immersed case is a direct consequence of the Green
integration formula.
84. Applications to two-dimensional minimal tubes
To prove Theorem 2 we need some terminology from potential theory.
Let us consider an embedded minimal hypersurfaceM in Rn which is a tube
in en-direction. Given t1, t2 from the interval t(M) we notice by M(t1; t2) the
portion of M situated in the slab t1 < xn < t2. Then the quantity
capM(t1; t2) = inf
∫ ∫
M(t1;t2)
|∇ϕ|2,
where the infimum is taken over all Lipschitzian functions ϕ(m) onM(t1; t2) such
that ϕ(m) = 0 on Σt1 and ϕ(m) = 1 on Σt2 is called the capacity of M(t1; t2).
Let Γ be a family of locally rectifiable curves γ ⊂ M and ρ(m) ≥ 0 be a
Baire function with the property ∫
γ
ϕ(z) ds ≥ 1,
for every γ ∈ Γ. The infimum
mod Γ = inf
∫ ∫
M(t1;t2)
ρ2(m)
over all such ρ(m) is called the module of the family Γ.
If dimM = 2 the following connection between the capacity of M(t1; t2)
and the module of the family Γ(t1; t2) of all curves which connect two boundary
components of M(t1; t2) is well-known
mod Γ(t1; t2) = capM(t1; t2)
(see for the Euclidean case [4] and for the Riemannian case [10] respectively).
In his paper [9] V.M.Miklyukov has studied the higher-dimensional minimal
tubes in Rn and has established the following connection between the capacity of
M(t1; t2) and its life-time
(15) capM(t1; t2) =
t2 − t1
〈J(M), en〉
.
STEP 1. Let us first assume thatM be a two-dimensional embedded minimal
tube to be homeomorphic to an annulus. Then from (15) we obtain
(16) mod Γ(t1; t2) =
t2 − t1
〈J(M), e3〉
.
Since the Gaussian map of a minimal surface is conformal, we have for every
tangent vector X ∈ TmM
‖dγm(X)‖ = λ(m)‖X‖,
and the Gaussian curvature is K(m) = −λ2(m).
Given an arbitrary t ∈ t(M) we write by change coordinates formula∫
Σt
λds ≥
∫
γ(Σt)
ds1 ≥ 2d(γ(Σt)),
9where ds1 is the metric element on the unit sphere. By virtue of Theorem 1 we
obtain
(17)
∫
Σt
λds ≥ 4α(M),
where α(M) is the angle between the flow vector J(M) and e3.
Substituting ρ(m) = λ(m) in the definition of the module, we get from (17)
mod Γ(t1; t2) ≤
1
16α2(M)
∫ ∫
M(t1;t2)
(−K),
and by (16) we arrive at
t2 − t1 ≤
J3(M)G(M(t1; t2))
16α2(M)
.
Then the required estimate in the annulus case yields from the arbitrariness of t1
and t2.
In order to prove the general case we need the following elementary fact.
Lemma 4. Let v1, . . . vl be a system of nonzero vectors from R
n such that for
some e ∈ Rn one holds αi ≤ π/2, where αi is the angle between vi and e. Let
v =
∑l
i=1 vi. Then we have for the angle α between v and e:
α ≤ max{α1, . . . , αl}.
Proof. By virtue of 〈vi, e〉 ≥ 0 we notice that αi ≤ π/2 and by the triangle
inequality obtain
cosα =
〈v, e〉
‖v‖
≥
〈v, e〉∑l
i=1 ‖vi‖
=
∑l
i=1〈vi, e〉∑l
i=1 ‖vi‖
=
=
∑l
i=1 ‖vi‖ cosαi∑l
i=1 ‖vi‖
≥ min
1≤j≤l
cosαi = cos( max
1≤j≤l
αj),
as required.
STEP 2. Let M be a properly embedded minimal tube in R3 of general
topological structure. First we notice that for arbitrary closed subinterval [α;β] ⊂
t(M) there exist at most finitely many pointsm ∈M(α;β) such that γ(m) = ±e3.
Really, the coordinate function f3(m) = 〈e3, x(m)〉 is harmonic onM and it follows
that the critical set H = {m ∈ M : ∇f3 ≡ e
⊤
3 = 0} has no accumulation points
inside of M. Other words, for any compact part M(α;β) the set H is finite.
Let c1 < c2 < . . . ck−1 are all the values of f3(m) when m runs H and α = c0,
β = ck. Then by the Morse theory, every part of Mi = M(ci−1, ci), i = 1, . . . , k,
is a union of annuli M1i , . . .M
ℓi
i .
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From positiveness of the third coordinate of the flow vector (2) and Proposi-
tion 1 we have J3(M
j
i ) ≤ J3(M). Applying Step 1 we obtain
(18) ci − ci−1 ≤
J3(M)G(M
j
i )
16α2(Mji )
, 1 ≤ j ≤ ℓi.
On the other hand, by virtue of Proposition 1
J(M) = J(Mi) = J(M
1
i ) + . . .+ J(M
ℓi
i ).
Let the index j0 corresponds to the maximum angle α(M
j
i ) when i is fixed. Then
applying Lemma 4 to e = e3 and vj = J(M
j
i ) we obtain
α(Mj0i ) ≥ α(Mi) = α(M).
Hence, by (18) and positiveness of the absolute total Gaussian curvature G
ci − ci−1 ≤
J3(M)G(M
j0
i )
16α2(M)
≤
J3(M)G(Mi)
16α2(M)
.
Summing of the last inequalities over all i = 1, . . . , k we arrive at
β − α ≤
J3(M)G(M(c0; ck))
16α2(M)
≤
J3(M)G(M)
16α2(M)
= ‖J(M)‖G(M)
cosα(M)
16α2(M)
.
By arbitrariness of subinterval [α;β] ⊂ t(M) we obtain the assertion of Theorem 2.
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