Abstract We apply the univariate sliced inverse regression (SIR) to survival data. Our approach is different from the other papers on this subject. The right-censored observations are taken into account during the slicing of the survival times by assigning each of them with equal weight to all of the slices with longer survival.
can be written as Y ⊥ xP s x, where ⊥ designates independence and P s denotes an orthogonal projection onto S. Under minor conditions ( [2] , [5] ), such a subspace, denoted as S Y |x , exists and is unique.
Sliced inverse regression (SIR) is one of the methods of dimension reduction, aiming to estimate S Y |x without any parametric assumptions on the conditional distribution of Y |x. It was suggested in 1991 by Li [5] and is based on the spectral decomposition of Cov(E(X|Y )). Such an estimate of Cov(E(X|Y )) is formed by dividing the response Y into non-overlapping slices and averaging the covariates x within each of the slice. A version for survival data appeared in [6] , where the censoring was handled by a double slicing technique, treating the observed and censored responses separately. Later on, an idea of inverse regression was generalized by Cook [1] , introducing a minimum discrepancy approach in order to find the central subspace S Y |x . Latest results on bivariate estimation can be found in [13] .
An alternative to bivariate dimension reduction method is reweighting the censored observations. In literature it is mainly done using the method of inverse probability weighting estimation. Details on this approach can be found, for example, in [12] . SIR in survival analysis has been addressed in [9] and [11] . Some papers consider regularized estimation, for instance, [10] .
SIR has been adopted for high-dimensional data, usually as the second step of a two-way procedure. For the microarray data, [8] suggests the principal component analysis for dimension reduction and further application of the found components as the input data for the SIR. More specific problems of linear dimension reduction methods under high-dimensionality are discussed in [7] , where the author presents several possible ways to handle the n < p problem.
We suggest another way of treating the censored observations, in a somewhat naive and straightforward way. Nevertheless, the method shows quite good results for estimating the coefficients of the covariates and in most cases can compare with the method based on the minimum discrepancy approach, all the while being simpler and not as computationally challenging.
Cox's proportional hazards model (PH)
Cox's proportional hazards model [3] assumes the following relation for the hazard function for an individual with characteristics x:
where λ 0 (t) is the baseline hazard function which is unknown and β contains the regression coefficients of interest. The covariate x may contain the clinical and patient history, as well as genomic and treatment information. Cox's model is a semi-parametric model. While no assumptions about the form of λ 0 (t) are made, we assume a parametric form for the effect of the predictors on the hazard.
Parameter estimates are obtained by maximizing the partial likelihood function, which in the absence of tied survival times is
∑ j∈Ri e β T xj . This product is computed over all the events (failures) and for each event we define the set R i as the list of individuals at risk of failure time i. Censored data are naturally taken into account.
Accelerated lifetime model (ALT)
Another model for survival data which seems reasonable in many studies is the accelerated lifetime (failure time) model. Cox's model suggests proportionality between hazards, while accelerated lifetime model considers different form for the hazards of different individuals. The survival time is
where T 0 denotes the base survival time and exp(β T x) describes the effect of the parameters of the individual on his survival time. If β T x > 0, the failure occurs later than for the base situation. Alternatively, when β T x < 0, one speaks of accelerated lifetime since the failure happens earlier.
Data and Assumptions
To formalize the setup and the assumptions, we adopt the notations from [6] . Let Y o be the true (unobservable) lifetime and C the censoring time. 
and that 
In (3), β are unknown p-vectors, ϵ is a random variable independent of x, and the f is an arbitrary unknown function on R k+1 . Condition (4) ensures identifiability under the random censoring scheme and condition (5) is called the linearity condition and is satisfied for elliptically symmetric distributions. Some studies suggest that SIR is not very sensitive to the violation of (5) (see [2] , for example).
The data sample consists of n i.
n). The continuous random variables Y
o and C are not simultaneously observed.
Sliced Inverse Regression
We avoid dealing directly with a possible high-dimensional covariate vector x by switching to the inverse problem. Instead of estimating Y as a function of x, we regress x against Y , which transforms a high-dimensional regression problem into a set of one-dimensional regression problems. The inverse regression curve E(X|Y ) under the conditions (3) and (5) will fall into a k-dimensional affine subspace determined by the linear combinations β
For estimation, it is important to standardize the covariates x to have 0 mean and the identity covariance, Z = Σ −1/2 (x − µ), Σ = Cov(X) and µ = E(X). We can then rewrite the formula (3) as
where
To estimate the regression curve E(Z|Y ), we estimate µ and Σ and compute the corresponding z. Then, we slice the sorted Y into several intervals and we compute the corresponding slice means of z. The principal component analysis on the slice means of z defines the most important k-dimensional subspace for tracking the inverse regression curve E(Z|Y ). The original directions of β are found after re-transformation back to the original scale.
Throughout this paper, our case of interest is k = 1, i.e. the single important direction in the subspace S Y |x . Such an approach is called univariate SIR and corresponds to a regression-type problem. It is often preferred because the results are easily visualized. SIR has been studied in multivariate cases, and other papers in survival treat this case.
Censored data
As mentioned earlier, the idea of SIR is to divide the response into a fixed number of nonoverlapping intervals and to average the covariates within each of the slice to build the estimate of E(X|Y ). The question is, where do the censored observations go? Ignoring them is not an option, especially when we do not have a lot of data. We use the following approach: given that the individual was right-censored at time t which falls in the slice s, the event for this individual could have taken place anytime after t. As a first approximation, we attribute this event with equal weights to all subsequent slices. The total sum of the weights naturally equals one. This allows us to use the covariate information of the censored observations. Let us illustrate it with a quick example:
Suppose we have 7 observations, listed below:
For this data we choose four slices: 10-12, 13-15, 16-18 and 19-20. We then create a matrix of weights which shows in which slice each observation falls. The first censored observation 11 * is in the middle of the first slice, hence it is assigned to the second half of this slice and to the next 3 slices, giving a weight of 1/7 to the first slice and 2/7 to the slices 2-4. The last two censored observations 15 * and 17 * will be taken into account in the slices 3 and 4 but with the different weights. The observation 15 * is considered with the equal weights of 1/2, while the 17 * will have the weight of 1/3 in the slice 3 and 2/3 in the slice 4. This matrix, listed in Table 1 is used at the third step of the SIR algorithm, when computing the slice mean for covariates. The slice ranges are computed by the R function from the package dr, which aims to put approximately the same number of observations in every slice.
Originally slicing was performed on the response Y being a function of covariates of some form. In survival case, it is the unobservable survival time Y o which satisfies (3), whereas in the two regression models, the log-hazard or the log-survival serve as responses.
Our redistribution of weights is surely simplistic since it assumes the risk of an event to be equally distributed among all the remaining slices. In reality, an individual is most likely to experience an event with higher probability in some slices rather than others. But on the other hand, it is easy to implement and gives an idea of the possible contributing covariates. We are currently exploring other options for distributing the weights to the slices.
Algorithm
Let us present the steps of the sliced inverse regression algorithm. We operate on the data (Y i , x i , δ i , i = 1, . . . , n), and x i ∈ R p is a vector containing the covariates for the i-th observation.
1. Standardize x to get: 
3. Create the matrix of weights W for all the observations, as described above. Let W i denote the row in the matrix based on the values of δ i . Compute the mean of z i over all slices, denoted byz s .
4. Calculate the estimate of the weighted covariance matrix
5. Identify the eigenvaluesλ i and eigenvectorsη i ofV , where we choose the indices such that the eigenvalues are sorted in decreasing order. 6. Transform the standardized directionsη i back to the original scale.
When assuming the dimension of the subspace S to be k = 1, we look for the first eigenvectorβ 1 which contains the dominant directions. Note that there is a connection between β 1 and the regression coefficient β in either (1) or (2). We have β 1 = ±β/||β||.
Simulation results and comparison with other methods
Simulation studies were performed to evaluate this approach under different conditions. We start with presenting the results under different models and later on compare the estimation with the other methods from [11] and [9] .
Cox's proportional hazards model
The main idea was to generate the survival times following different distributions under the given models and assess the estimation of the β coefficient via our SIR approach. While the covariates were generated from the normal distribution, we studied Weibull, exponential and Gompertz survival times in the PH case. We chose the following setup:
. . , X[5])
iid ∼ N (0, 2), and the regression coefficient β = (0.5, −0.5,
, 0, 0) T which we chose to be of length 1. While different sample sizes and censoring patterns were considered, in the tables below we list the averaged results for n = 50 and n = 500, with censoring percentages of 25% and 50%, all estimated in 1000 runs. Censoring time was computed as a random uniform variable. From Table 2 we can see that the coefficients are close to the true ones. Even on relatively small samples (n = 50), the method performs rather well. Having larger samples brings more accuracy, shrinking the fourth and the fifth coefficients more towards zero. The standard deviations, as expected, get smaller with larger samples. Table 3 SIR estimates and standard deviations of the coefficients of a PH model. 50% of the observations are right-censored. The sign ofβ 1 was chosen such thatβ 1 > 0. Table 3 contains the same results as Table 2 , except that a larger proportion of the data was censored (50% instead of 25%). There is much more noise for the smaller sample size which makes the correct estimation of the non-zero variables quite challenging. While the estimates are not so close to their true values, such a procedure can be viewed as a variable selector, to distinguish the most important variables. The larger samples (n = 500) do not seem to be influenced much by the severe censoring.
In general, the underlying distribution does not seem to play a major role in the successful recovery of the coefficients. One observes a slight underestimation of the second coefficient, which may be due to a slight bias caused by the equal reweighting. On larger sample this effect is less present.
Accelerated Lifetime model
As a next step, we assess how our procedure performs under the ALT model. Here we also used the exponential and the Weibull distributions, replacing the Gompertz with the log-normal one. The regression coefficients β remained the same as above, and the similar setups of sample sizes and censoring patterns were considered. Table 4 SIR estimates and standard deviations of the coefficients of an ALT model. 25% of the observations are right-censored. The sign ofβ 1 was chosen such thatβ 1 > 0. Table 5 SIR estimates and standard deviations of the coefficients of an ALT model. 50% of the observations are right-censored. The sign ofβ 1 was chosen such thatβ 1 > 0.
Exponential In general, the results listed in Tables 4 and 5 present similar properties to the proportional hazards model. One could notice again an underestimation of the second parameter in case of the mild censoring (25%) on lower samples. The estimation under the severe censoring (50%) is of a a slightly worse quality, as compared to the PH case.
Naturally, both the degree of censoring and the sample size crucially influence the results. The larger the sample size, the better (and more accurate) estimates we get. The same pattern applies to the degree of censoring. But the sufficiently large sample size can compensate for the severely censored data. If we have a lot of data, we can get good results disregarding the fact that a major part of it has been censored.
Comparison with other methods
Next, we compare our results to those in [11] , where the authors also used the accelerated lifetime and Cox's model on the basis of inverse regression with quadratic discrepancy function. We apply our method to several models from their article. Since the authors of [11] were comparing their method to the double slicing method listed in [6] by computing the mean angle between the basis vector and the eigenvector estimate, we did the same for our method. Let us briefly present these models.
Model 1 has the censoring percentage of 45% under the following setup: p=6, x = (x 1 , . . . , x 6 ) iid ∼ N (0, 1). The true survival time Y o is generated from
where ϵ 1 follows the exponential distribution with parameter 1. The censoring time C is generated from
Model 2 has the same setup as model 1, but the true survival time Y o is generated from
where ϵ 2 follows the uniform distribution on [0,1]. The censoring time C is generated from C = exp(
Figures 1 and 2 show the mean angles between the true basis and the estimates from 100 simulations runs for Model 1 and Model 2 respectively. The true basis equals β = (1, 0, 1, 0, 0, 0)
T for p = 6. The considered procedures are listed as SIR (our method) and IR (the method by [11] ). Each figure has two plots, the part (a) presents the mean angles for a fixed number of predictors (p = 6) as the sample size grows, while the part (b) is a function of p on the sample size of n = 200. We can see that our method definitely performs worse as the number of parameters grows. When it comes to a fixed p, it really depends on the model. While the computational cost of the inverse regression via minimum discrepancy approach is unknown to us, it is surely higher than the method we execute.
We considered another comparison with a method described in [9] , which is the inverse censoring probability weighted estimation. The idea is to use the inverse of the survival function of the censored time to weight the uncensored observations. Authors also view this as a variable selection method. We adopt one of the models they consider and test it in our case.
Model 3 has the the censoring percentage of 40% and p=10 covariates x = (x 1 , . . . , x 10 ) ∼ N (0, 1). The true survival time is generated from
where ϵ 3 follows the extreme value distribution, and β = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0) T . The censoring time is generated as T , and c being a constant that controls the censoring percentage. Figure 3 shows the median correlation coefficient versus the sample size for Model 3, as suggested in [9] . The authors were comparing the different methods of estimating the inverse of the survival function of the censored time, and their resulting curves vary in between 0.8 and 0.98 range for the correlation coefficient. Our results are comparable with their best techniques.
Discussion
We argue that the SIR procedure with slicing the survival time can be viewed as a variable selector disregarding the underlying model. Why the variable selector? Since our regression coefficients are the components of the first eigenvector, we can never really get their precise values (in simulations above we normalized the results to match the true β), the best we hope for is the data structure (the signs of the components, their ratio to each other, etc.) While SIR was originally created for dimension reduction, we mostly view it as a tool for pre-selection of the variables and understanding the data structure of different types of survival regressions, if the sample size allows for it. While we concentrate on the one-component SIR, taking the basis of the central subspace to be 1, its general method will surely work as well. Testing for the dimension of the subspace and interpretation of results in the multivariate case is beyond the scope of this paper.
Another open question is how the right-censored observations should be treated. Is it correct to simply put them into the higher hazard slices? This most likely creates a bias in estimation. Censoring itself is known to introduce a bias for the central subspace of interest and there is no easy way to account for it. We admit the suggested imperfection of our implementation but we find that its simplicity compensates for it. We are currently investigating other ways to disperse such observations over the remaining slices.
While we do not formally introduce the test for predictors here, we rely on bootstrap methods for this task. This is a standard procedure in survival case since no asymptotic variance for censored SIR has been developed. When computing the confidence intervals for predictors, we use the percentile approach from [4] .
Conclusion
Our procedure adapts the idea of sliced inverse regression and applies it to survival data. Censored observations are redistributed in posterior slices. The method allows to pre-select the variables of interest which later can be fitted if necessary by any appropriate technique. The approach in non-parametric and uncovers the data structure even under the severe censoring.
