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Cost-sensitive learning is a hot research in the field of data mining in recent 
years. The target of classification algorithm based on cost-sensitive learning is to 
obtain the least of the sum of misclassification-cost, attributes-test-cost and other 
cost factors. Decision tree is a kind of classic classification algorithm, and it has 
the advantages of good comprehensibility, low time and space complexity, high 
classification accuracy and so on. As to so many advantages of decision tree, 
many researcher try to apply it to solve the cost-sensitive learning problems. 
Existing cost-sensitive decision tree can be divided into two categories. The 
first kind is to create a single decision-tree model to solve the problem of 
cost-sensitive classification, such as EG2, PM, MinCost, etc. The other is 
combining multiple decision tree models to a new hybrid model, such as 
MetaCost, AdaBoost, etc. The first kind algorithm has the advantage of high 
execution efficiency and good comprehensibility. The other can obtain lesser total 
cost and higher classification accuracy than the first one, but it needs more time 
and space to produce the final decision tree model. These two kinds of algorithms 
have a common shortcoming, they both do not consider that some attribute value 
may be outliers or ambiguity exists in the process of continuous attributes 
discretization, and these can make bade effects on the classification results. 
In view of the characteristics of the first kind of cost-sensitive decision tree 
algorithm, this thesis puts forward the relevant improving methods: (1) In the 
stage of establishing decision tree model under the condition of binary class and 
multiple class, this thesis puts forward the corresponding algorithm based on 
score-evaluation method. This algorithm fully considers the relationship of cost 
factors and classification accuracy, and then rate respectively for these two types 
of factors to select the most appropriate splitting attribute. (2) In the 
















use the confidence interval to identify whether some attribute values are the 
outliers or ambiguity, and then choose more decision paths to get the final 
classification result. (3) It is inefficient in the stage of establishing the decision 
tree model, because it needs to do much various calculations in the internal nodes 
as to select the appropriate split attribute. This thesis also puts forward the 
corresponding algorithm of multiple-thread version. The experimental results 
show that the presented algorithms have better performance compared with the 
exiting typical cost-sensitive decision tree algorithm. 
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