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A number of works have dealt with the problem of successive refinement [1] [2] [3] [4] , and the related problem of hierarchical coding [5] [6] [7] . In [4] , the problem of successive source coding was studied for the Wyner-Ziv setting, i.e., when SI is available to each decoder noncausally [8] . The encoder transmits a source sequence, , to two decoders in two successive stages. Necessary and sufficient conditions were provided in [4] , in terms of single-letter formulas, for the achievability of information per-stage rates corresponding to given distortion levels of each communication step. For the case of identical SI available at all decoders, the two-stage coding scheme was extended to include any finite number of stages. Also, conditions for a source to be successively refinable with degraded SI were introduced in [4] for the two-stage case. Generally speaking, the notion of degraded SI means that the quality of the SI available at the decoders can be ordered, and specifically, in [4] [5] [6] , SI at the decoders of later stages is better than that of earlier stages.
In [6] , the problem of successive refinement with SI available noncausally at each decoder was studied from a different viewpoint. Instead of considering per-stage communication rates, the analysis of successive refinement was performed with respect to cumulative (sum-) rates achievable at each stage, under per-stage source restoration assumptions. A single-letter characterization of the achievable region with successive coding sum-rates and distortions was provided for the case of degraded SI at the decoders. It turned out that when the rate-sums are analyzed, it is possible to characterize an achievable rate-distortion region for any number of stages as long as the SI at the decoders is degraded.
In [7] , the problem of successive refinement was investigated for the case of SI available causally at the decoders. It turned out that, unlike the above described noncausal settings, when SI is available causally, the characterization of the achievable per-stage rate-distortion region is possible without constraining SI to be degraded.
The works reported in the field of successive refinement thus far have considered refinement of information when the trans-mission at each stage has been addressed to a single decoder. There are, however, many applications where a single encoder conveys information to several decoders in a single transmission. Heegard and Berger [9] and Kaspi [13] studied independently the following scenario: a single encoder communicates via a single transmission with two decoders one of which accesses the transmission only, while the other has a noncausal access to some SI correlated with the source. The source sequence should be reconstructed at both decoders with a certain accuracy and, under these distortion constraints, it is desired to reduce the communication rate as much as possible.
The minimum achievable communication rate, i.e., the ratedistortion function obtained for this setup is referred to as the Heegard-Berger rate-distortion function. It was also extended in [9] to include a coding theorem for more that two decoders, each having access to a different SI with a degraded structure. In [9] , SI is degraded during the same transmission stage, i.e., SI can be ordered according to its informativeness about the source among all the decoders. Now, for the case of two decoders, assume that there is a demand for a better reconstruction at either one or both decoders, i.e., the source is required to perform a multilevel successive refinement, still communicating with all decoders via a single transmission. A question of obvious interest is the following: is it possible to characterize the achievable rate-distortion region for this generalized problem of successive refinement?
In this paper, we jointly extend the works of [9] , [4] , [6] , and [7] . Specifically, we study the scenario of two-decoders, two-stage successive refinement of information, with SI available at all decoders in either a causal 1 or noncausal manner. For the causal case, we provide a single-letter characterization of the achievable rate-distortion region, which is straightforwardly extendable to any number of decoders accessible in each stage and any finite number of stages. For the case of noncausal SI, we provide inner and outer bounds to the achievable rate-distortion region for the case of degraded SI. When considering the case of causal SI, we provide the exact achievable region in terms of the per-stage rates, while for the case of noncausal SI, we refer to the sum-rates. The difficulty in characterizing the per-stage rates for a general scheme here is similar to that faced in [4] .
Note that all known closed form (single-letter) results regarding SR (and its variations) for decoders having noncausal access to different SI, such as [9] , [3] , [4] , and [6] , treat the case of degraded SI at the decoders. In this paper, though, while we still assume that the SI is degraded at each stage, the degradedness assumption breaks at the transition between stages. This is due to the fact that at each stage the transmission is addressed to both decoders, in part, meaning that at the second stage the encoder should communicate with the decoder possessing less informative SI after it already communicated with the more informed decoder at the first stage. Hence, standard extensions of algorithms for SR do not fit into our setting making it particularly interesting.
There is a special interest in the following subcase of the noncausal setting-SR with noncausal degraded SI at the decoders, when decoders are accessed in the reversed order of informativeness. Specifically, for the two-stage scheme, assume that in the first stage some information is to be conveyed to the decoder that has access to SI of a better quality. Then, at the refinement stage, the decoder with less informative SI should reconstruct the source sequence based on the transmissions of both stages. This problem has been also addressed in [14] . In [14] , inner and outer bounds on the achievable rates and distortions have been derived and it was shown that these bounds coincide when reconstruction at either stage should be lossless at the matching decoder. The work presented in [14] has been performed in parallel to the researched described in this paper and the inner bounds presented in [14] can be easily derived from the results of this paper. The outer bound provided in this paper is more precise than that provided in [14] as is discussed in detail in Section IV.
Going back to the case of causal SI, we extend the noise-free setting into a problem of communication over noisy discrete memoryless channels with random states known causally or noncausally at the encoder at all stages of communication. We obtain a single-letter characterization of the region of all achievable distortions for both decoders at both stages of communication. This characterization reveals that the separation principle is applicable for this problem, i.e., it is possible to separately encode the source sequence with a good SR source code and then to transmit the obtained bitstreams with a good channel code at each stage of communication, without losing asymptotic optimality. This part of the paper extends the results of [10] and [11] to the multistage multidecoder communication. Specifically, in [10] it was shown that the separation principle holds for a single-stage single encoder-decoder communication over a simple discrete memoryless channel. This setting has been extended in [11] to communication over a channel with random parameters known causally or noncausally at the encoder and decoder having noncausal access to the SI correlated with the source and there also it was shown that separate source channel coding is, in fact, optimal.
The outline of the paper is as follows: In Section II, we give notation conventions used throughout the paper. A formal definition of the problem is provided in Section III. In Section IV, for the case of causal SI at the decoders, we give the exact characterizations of the achievable rate-distortion region and formulate the coding theorems for the successive-refinement two-stage source coding and the joint source-channel coding; for the case of noncausal SI at the decoders, we provide inner and outer bounds to the rate-distortion region and show that in some cases these bounds are tight. The proofs for the noncausal case are provided in Section 5.
II. NOTATION CONVENTIONS AND PRELIMINARIES
Throughout the paper, random variables will be denoted by capital letters, specific values they may take will be denoted by the corresponding lower case letters, and their alphabets will be denoted by calligraphic letters. Similarly, random vectors, their realizations, and their alphabets will be denoted, respectively, by boldface capital letters, the corresponding boldface lower case letters, and calligraphic letters, superscripted by the dimensions. The notations and , where and are integers and , will designate segments and , respectively, where for , the subscript will be omitted. For example, a random vector , ( -positive integer) may take a specific vector value in , the th-order Cartesian power of , which is the alphabet of each component of this vector. The cardinality of a finite set will be denoted by . Sources and channels will be denoted generically by the letter , subscripted by the name of the random variable and its conditioning, if applicable, e.g., is the probability of is the conditional probability of given , and so on. Whenever clear from the context, these subscripts will be omitted. The class of all discrete memoryless sources (DMSs) with a finite alphabet will be denoted by , with denoting a particular DMS in , i.e., . For a given positive integer , the probability of an -vector drawn from a DMS , is given by (1) A Markov chain formed by a triplet of random variables (RVs) with a joint distribution will be denoted by . A distortion measure (or distortion function) is a mapping from the set into the set of nonnegative reals: . The additive distortion between two vectors and is given by: . The information-theoretic quantities, used throughout this paper, are denoted using the conventional notations [12] : For a pair of discrete random variables with a joint distribution , the entropy of is denoted by , the joint entropy-by , the conditional entropy of given -by , and the mutual information by , etc., where logarithms are defined to the base 2. We next describe the notation related to the method of types, which is used throughout this paper in the direct proofs. For a given memoryless source and a vector , the empirical probability mass function is a vector , where is the relative frequency of the letter in the vector . For a scalar , the set of all -typical sequences is the set of the sequences such that (s.t.) for every . In this paper, we use some known results from [12] . First, for every (2) where vanishes as and . It is also well known (by the weak law of large numbers) that (3) where as . For a given conditional distribution and for each , the set of all sequences that are jointly -typical with , is the set of all such that (4) for all , where denotes the fraction of occurrences of the pair in . For any and any (5) where vanishes as and . These typicality definitions and properties, are straightforwardly extendable for jointly typical sequences which come in triplets, quadruplets and so on and we use these in the paper.
III. SYSTEM DESCRIPTION AND PROBLEM DEFINITION
We refer to the communication system depicted in Fig. 1 . Consider a source that produces independent copies of a triplet of RV's, , taking values in a finite alphabet , and drawn under a joint distribution . The process is observed at the encoder and is supposed to be reproduced at the decoders, where and are observed at decoders Y and Z, respectively, i.e., the encoder and the decoder see different components of the source. The source part is available at the encoder noncausally and and are available at the decoders either causally or noncausally, at all stages. At the first stage of SR, the reproductions at decoders Y and Z take values in the finite sets, and , respectively, while at the second stage, the reproduction's finite sets are and , respectively.
The coding scheme with causal/noncausal SI at the decoders operates as follows: at the first transmission, the encoder sends some amount of information to both decoders over the channel. We consider block coding, i.e., an -vector ( is a positive integer) is encoded at rate into a binary sequence of length , where . The binary sequence then takes values in . At the first stage, when noncausal SI is considered, decoder Y receives the binary bitstream and reconstructs , based on it and the SI , while in the case of causal SI, the reconstruction of the th component, , is based on the encoder transmission and on the first symbols of the SI, i.e., . Similarly, with noncausal SI, decoder Z uses the encoder transmission and in its entirety and reproduces , while in the case of causal SI, only the bitstream and are used to reproduce . The quality of reconstruction at each of the decoders is judged in terms of the expectations of additive distortion measures 
and
, where and , are nonnegative, bounded distortion measures. At the second stage, the encoder sends, at rate , an additional information about the source sequence to both decoders, also in the form of a binary bitstream, this time of length , taking values in . The decoders reconstruct the source sequence with better accuracy (in terms of the distortion measures) according to both transmissions of the encoder and the individual SI's. The distortions measures used at the decoders Y and Z at this stage are also additive, and , where and , are nonnegative, bounded distortion measures. This setting can be straightforwardly extended to any number of refinement stages as well as any number of decoders at each stage. We confine ourselves to the case of two decoders and two stages.
We begin with the case of noncausal SI.
Definition 1:
An source code for a single encoder, two decoders and two-stage successive refinement with noncausal SI at the decoders, for the source , consists of a first-stage encoder-decoder triplet (6)
and a second-stage encoder-decoder triplet
such that and When SI is available to the decoders causally, in analogy to Definition 1, it is possible to define an , source code for coding with causal SI, where the first-stage decoder pair is now presented via and , where and denote the reconstruction functions for the th symbol of and , respectively
Similar adjustments of definitions should be applied to the second stage, considering now presented in terms of and (14) (15) The sum-rate pair of the code for two stage successive refinement for two decoders is given by and .
Definition 2: Given a distortion quadruplet , a rate pair is said to be achievable with SI if for every , there exists a sufficiently large block length , for which there is an , source code for successive refinement with noncausal SI at the decoders for the source . The definition of the notion of an achievable region with causal SI per-stage rates can be straightforwardly modified in parallel to Definition 2, referring to the first stage rate and the second-stage rate . The collection of all -achievable rate pairs is the achievable rate-region for successive-refinement coding with noncausal (respectively, causal) SI and is denoted by (respectively, ). The collection of all -achievable rate-distortion tuples is the achievable rate-distortion region, and is denoted by and , referring to noncausal and causal settings, respectively. In this work, we propose strategies for (asymptotically) achieving any given point in and certain points in . It is also interesting to investigate the scenario where communication between the encoder and the decoders is carried over a noisy media. In this case, the source block is fed into a joint source-channel encoder, whereas the corresponding blocks of and are fed as side information in either a causal or noncausal manner into the Y and Z decoders, respectively. In the sequel, we confine ourself to the case of causal source SI at both decoders. 2 Consider the communication scheme depicted in Fig. 2 . At each stage of communication, the noisy media is modeled by a discrete memoryless channel whose output is governed by its input and a random parameter which is known at the encoder either causally or noncausally. The channel used at the first stage is channel 1, , and at the second stage is used channel 2,
. The channels are independent and we denote their capacities by and , respectively. The channels work as follows: The input of Channel 1 is a vector pair , where is a positive integer and where and take values in the finite sets, and , respectively. Channel 1 produces a vector output , whose components take values in the finite set . The conditional probability of given is characterized by . 2 Since the complete characterization of RD is still open, there is no point in analyzing the scenario of communication over noisy channels for the case of noncausal source SI at the decoders.
The vector is referred to as the channel input and is referred to as the channel state sequence, governed by another discrete memoryless process , independently of . The operation of Channel 2 is described in a similar fashion by the triplet instead of and corresponding marginal and conditional probabilities. Note that in the context of Channel 2, all blocks are of length , where is a positive integer. We denote the source-channel rate ratios by and . Now, instead of the binary bitstream generated in the noise-free case, the first-stage joint source-channel encoder implements a deterministic function and the second-stage joint source-channel encoder implements another deterministic function . If the channel states are available at the encoder causally, each channel symbol depends only on and , and each depends only on and . In the noncausal case, each channel symbol depends on and , and each depends and . The first-stage decoders Y and Z are defined now by deterministic functions and , respectively, and the second stage decoders Y and Z are defined by deterministic functions and , respectively. The channel states and are independent and we interpret the independence of the channels via the Markov relation . In parallel to Definitions 1 and 2, we define the following.
Definition 3: For a given memoryless source and two memoryless channels with random states and an joint source-channel code for successive refinement with causal state information at the encoder and causal side information at the decoders consists of a sequence of first-stage encoding functions (16) a sequence of first-stage decoding functions (17) and (18) a sequence of second-stage encoder functions (19) and a sequence of second-stage decoding functions where the expectations are with respect to the source and the channels.
Definition 4: Given the source-channel rate ratios and , a distortion quadruplet is said to be achievable if for every , there exist sufficiently large and , with and , and there exists an joint source-channel code for successive refinement with causal/noncausal state information at the encoder and causal side information at the decoders for the source and the channels . The distortion region, denoted , is the closure of the set of all achievable quadruplets .
We provide a single-letter characterization of for the cases of causal/noncausal channel state information availability at the encoder. In particular, we show that any given point in can be achieved by separate source coding for the source (achieving ) and capacity-achieving channel coding (independently of the source). 
IV. MAIN RESULT

A. Causal Side Information
The main result of this subsection is the following. The proof of Theorem 1 appears in [19] . Note that when SI is available at the decoders causally, there is no degradedness assumption on SI, which is very different from the case of SR with noncausal SI even when a single decoder is considered at each stage [4] [5] [6] , as well as for the multigroup SR discussed in the next section.
The relative simplicity of characterization of is better understood when studying the achievability scheme: The direct part is based on the fact that the encoder transmits a concatenation of indexes of the auxiliary codewords 3 instead of bin numbers transmitted in the noncausal setting [4] [5] [6] . Hence, each decoder can access all the auxiliary codewords directly and, unlike in the noncausal setting, it does not use its SI to retrieve codewords, but only for reconstruction. Unlike in the case of coding with noncausal SI at the decoders, the results obtained for the two-decoder two-stage coding with causal SI are straightforwardly extendable to any number of decoders and refinement stages and the number of auxiliary RVs is determined solely by the number of communication stages. 4 2) Joint Source-Channel Coding: We next address the problem of joint source channel coding, where at each communication stage the encoder conveys its information to two decoders over a noisy stationary memoryless channel governed by a random state, which is known causally or noncausally to the encoder. The general scheme is described in Fig. 2 . The necessary and sufficient conditions for to be the achievable distortion levels are summarized in the following theorem. 
There is an obvious similarity between the characterization of and the characterization of the region of all achievable distortion levels described in Theorem 2, both for the cases of causal and noncausal state information at the encoder. The only difference in characterizations is the following: in the case of communication over noisy channel the upper-bounds in (30) and (31) are and , while in the noise-free case, these bounds are substituted by and , respectively. Therefore, a possible achievability scheme is the one based on separate source and channel coding.
The direct proof of Theorem 2 comes from a concatenation of the asymptotically optimal source code designed for multigroup successive refinement, which is independent of the channels, and a reliable channel codes, independent of the source, designed for each of the channels (with channel state informations available to the encoder either causally or noncausally). The channel codes should achieve (at least asymptotically) the capacity of the relevant channels. Now, if such source and channel codes are used and the distortion constraints are maintained by the source code, as long as and , it is always possible to select source and channel rates and for the first stage and and for the second stage such that and . Now, it is possible to compress the source sequence into bits per symbol for the first stage and into bits per symbol for the refinement stage, such that the distortions are satisfied and then map the obtained bitstreams of length and into channel codewords of length and , respectively. Since and , from the standard coding theorem ( [18] or [17] ), there exist channel codes that cause asymptotically negligible distortions. Also, by the source coding theorem (Theorem 1) all the distortions for which and are achievable. Thus, the distortions such that and are achievable. The details of the converse proof are provided in [19] and, similarly to the noise-free case, the proof is easily extendable to more than two communication stages and more than two decoders at each stage.
B. Noncausal Degraded Side Information
Unlike in the case of causal SI, in the noncausal case, a closed-form characterization of the achievable rate-distortion region with noncausal SI at the decoders is yet to be derived. In this subsection, we provide outer and inner bounds to the achievable region, discuss the differences between the bounds and show that in certain cases the bounds coincide, i.e., the rate-distortion region is fully characterized for these special cases. We begin with the outer bound. The outer bound to the rate-distortion region is summarized in the following theorem. , i.e., the case where at the first stage only the Z-decoder is required to reconstruct the source and at the second stage the Y-decoder is required to reconstruct the source while the Z-decoder is not required to improve its source reconstruction any further. Define the degraded region of all rates and distortions matching and by . This special instance of our problem has been studied in [14] . The outer bound obtained in [14] is the following: Define the region to be the set of all rate pairs for which there exist random variables in finite alphabets s.t. the following conditions are satisfied: 1) . 2) There exist deterministic maps and s.t. and .
3)
. 4) The nonnegative rate vectors satisfy: . 
The inner bound to the rate-distortion region is summarized in the following theorem.
Theorem 5: For any DMS s.t. , and a quadruplet of distortions . The inner bound provided in this section demonstrates tradeoffs between various schemes which are based on the notion of (strong or weak) typicality. Recall that in the achievability schemes of successive refinement treated in [4] and [6] the generation of the auxiliary codebooks is sequential: First, the codebook used at the first stage is generated; then, for each codeword of that codebook another codebook conditional on the codeword is generated, and so on. Every generation of a codebook is conditioned on codewords of previously generated codebooks. The encoder chooses the auxiliary codewords in a sequential manner, first finding a good codeword in the first codebook; then in the second codebook (which was generated conditioned on that good codeword), it finds another good codeword, and so on. The encoder proceeds until it has found all codewords needed to describe the source at the desired accuracy at all stages of successive refinement. The decoding process at each stage is also performed in a sequential manner, i.e., first, the codeword in the first codebook is found. Then, in a second codebook (matching that codeword), a second codeword is found and so on.
When multigroup successive refinement is considered, it is unclear if the auxiliary codebooks achieving rate-distortion bounds should be generated "sequentially" (in the sense described above) or "in parallel," with two or more codebooks generated unconditioned on one another. The achievability scheme of this paper demonstrates a semiparallel approach where some of the codebooks are generated sequentially and some in parallel. We proceed with discussing the meaning of degraded SI at the decoders and then we briefly describe the idea standing behind the achievability scheme.
When referring to degraded SI, the term usually used is that the stronger Z-decoder (that has access to SI of higher quality) can do whatever the weaker Y-decoder can do [4]- [7] , i.e., the Z-decoder can find all the codewords that were addressed to the Y-decoder. To understand this property, consider the following scenario: Assume that one performs Wyner-Ziv (W-Z) coding [8] for a pair where is known at the encoder and is known at the Y-decoder. Now, assume that the source generating the pair is, in fact, a ternary source, generating a triplet and that is known at the Z-decoder. Finally, assume that the W-Z coding for the Y-decoder is performed with a codebook of auxiliary codewords generated independently of each other and each symbol of which is generated according to , s.t.
. Obviously, the long Markov chain also satisfies the shorter Markov chain required by W-Z scheme for coding for the Y-decoder. But, due to the Markov chain , and thus, the Z-decoder is able to find the correct codeword in the bin of size generated for the Y-decoder. The question is the following-given that the Z-decoder can always find codewords addressed to the Y-decoder, how we can exploit this property rigorously?
We interpret the degradedness of SI as follows: bins associated with a code designed for the Z-decoder are divided into bins associated with a code designed for the Y-decoder. Specifically, a codebook of about codewords is partitioned twice-first into "large" bins of about codewords matching W-Z code for the Z-decoder, and each of these bins is further partitioned into smaller bins of about codewords each.
In W-Z coding designed for communication with the Y-decoder only, the indexes of the smaller bins are directly transmitted to the Y-decoder. Note that alternatively, one can first send to the Y-decoder an index of the larger bin and then "refine" it with the "internal" index of the matching small bin. This observation immediately leads to the following conclusion: if a single codeword is simultaneously good for communication with both decoders (in the sense of satisfying the reconstruction requirements), the encoder can communicate with both decoders in a two-stage successive manner, by first transmitting the index of a large bin (that contains a good codeword) to both decoders (the index is fully usable only by the Z-decoder), and then, in a separate additional transition, by sending the matching "internal" index which is crucial for communication with the Y-decoder (and does not provide new information to the Z-decoder). The obvious question that arises is what happens when a single codeword is not sufficient for communication with two decoders and more codebooks must be created. Firstly, under certain Markov conditions, the principle of such an hierarchical (or nested) binning can be applied as well to conditional W-Z codes. Specifically, when the Markov condition holds, we obtain that . Secondly, the real problem arises when not all codewords sent to the Z-decoder must be revealed to the Y-decoder in the next step, and in this case, sequential/hierarchical codesbooks generation is no longer obviously optimal.
The coding scheme is based on the following concept: At the first stage, three codebooks are generated, essentially, according to the hierarchical Wyner-Ziv coding scheme. First a codebook of codewords is generated according to , and is partitioned into bins of size of . Thus, there are such bins. Due to the Markov chain . Next, for each , a codebook of codewords is generated according to and is partitioned into bins of size of , and each of these bins is partitioned into smaller bins of size each. Thus, there are large bins and small bins within each large bin. Due to the Markov chain (44), there are large bins and small bins within each large one. Finally, a codebook of codewords is generated for each and according to , and is partitioned into bins of size , so by (44), there are such bins.
At the second stage, another two codebooks are generated-for each and , in codebook , the codewords are generated according to , and in codebook , the codewords are generated according to . These codebooks are also partitioned into bins, specifically, is partitioned into bins of size each. Similarly, is partitioned into bins, each of them of size . The key feature of this scheme is in fact that the does not take into consideration statistics of . Since its codewords must yet be used by the Z-decoder, rising typicality considerations during the encoding/decoding process, the additional Markov condition (45) is imposed on the achievability scheme.
If the encoder succeeds to find good codewords in all five codebooks (the details appear in the formal proof of Theorem 5), the rate of the first transmission, , is composed of three indexes of the bins that contain good codewords in the codebooks and , where for only the index of the large bin is used. In this manner, similarly to the classical W-Z coding, only the codeword of serves the Y-decoder, while all three codewords are decoded by the Z-decoder. Hence, as is given by (55). At the second transmission, the encoder first refines the description of the bin of codebook , and then transmits the indexes of the chosen bins in codebooks and . Thus, the codewords in codes and serve the reconstruction in the Y-decoder and all five codewords are retrieved correctly by the Z-decoder and are used for reconstruction of the source. The incremental rate at the second stage is and therefore, the cumulative rate at the second stage is as given by (56).
The scheme that leads to the inner bound is interesting due to the following: The codebook generation is not fully sequential, but some of the codebooks are generated in parallel and are inde-pendent (unconditioned) of each other. Unfortunately, with this approach the rate expressions of the inner and outer bounds obtained at the second stage are not identical and the bounds differ in additional Markov conditions imposed on the auxiliary RVs of the direct scheme. Yet, for the case of lossless reconstruction at either the first or the second stage, i.e., or , respectively, the achievability scheme achieves communication rates suggested by the outer bound and thus closes the gap between the inner and the outer bounds. Note that other achievable schemes are possible. For example, following the proposition of one of the reviewers, the restriction imposed by the Markov chain (45) can be removed by sequential generation of the codebook of based on joint typicality with , i.e., by generating about codewords, binned appropriately. Unfortunately, in general, this scheme also does not achieve the rate-region suggested by the outer bound.
3) Special Cases: We now confine our attention to a number of special cases in which the gap between the outer bound and the inner bound vanishes. First, we consider the case of distortion requirements or , that is, SR with respect to only one of the decoder at either the first or the second stages, respectively. We then consider the case of distortion requirements or , that is, lossless reconstruction at the Z-decoder at the first stage, or at the Y-decoder at the second stage, respectively. For these cases, the achievability scheme achieves the boundary curve of the outer bound.
Successive Refinement
When or , the multidecoder SR problem degenerates to the problem of refinement of information with respect to only one decoder at either the first or the second stage, respectively. The requirement fits the scenario where the Z-decoder performs reconstruction of the source on the basis of the same transmission that served the Y-decoder, so the average distortion it achieves is at least as small as that of the Y-decoder. The requirement fits the scenario where the Y-decoder is not required to refine its reconstruction at the second stage. For these cases, the inner and the outer bounds coincide, as is summarized in the following theorem. for the auxiliary RV's satisfying . The proof of the achievability part of Theorem 6 can easily be done by setting for and setting for the requirement in . The converse proof follows by considering a three-stage communication scheme in the converse proof of [6] and combining two of its stages into a single stage for each of the above cases. For the case , the first stage of Theorem 6 is essentially the first stage of [6] , with the transmission addressed to the Y-decoder. The second stage of Theorem 6 is a combination of the second and the third stages in [6] , where at the second stage of [6] , SR is performed with respect to the Y-decoder, and at the third stage of [6] , SR is performed with respect to the Z-decoder. For the case , the first stage of Theorem 6 matches cumulative rates of two stages of [6] , there the first stage consists of transmission of the Y-decoder and the second stage performs SR with respect to the Z-decoder. The second stage of Theorem 6 consists of the third stage of [6] with SR performed (again) with respect to the Z-decoder.
Lossless Reconstruction
Consider the case of lossless reconstruction at either the Z-decoder at the first stage or the Y-decoder at the second stage. Similarly as in [14] , it turns out that in these cases, the inner and outer bounds coincide. This observation is summarized in the following theorem: for the auxiliary RVs satisfying . The proof of the achievability part of Theorem 7 can easily be done by setting and and for the requirement and setting and for the requirement in the inner bound . The converse proof follows by applying the Heegard-Berger rate-bounds [9] at both stages with the corresponding demand of lossless reconstruction at either the first or the second stage. When the outer bound is considered for each of the stages independently, it degenerates to the Heegard-Berger bound and thus an intersection of the Heegard-Berger bounds for the two stages provides a trivial outer bound to the outer bound obtained in this paper. Since the direct scheme achieves the communication rates suggested by the intersection, the bounds coincide.
The key property of these special cases is the fact that not all auxiliary RV's that determine both inner and outer bounds are active simultaneously. Specifically, , which stands for the information transmitted to the Z-decoder at the first stage and then repeated for the Y-decoder at the second stage, takes very specific values. The requirement means perfect reconstruction of the source performed by the Z-decoder at the first stage. For this case, the Z-decoder obviously needs the full information about the source, in the spirit of Slepian-Wolf [16] lossless coding. Therefore, the optimal scheme presents the information sent to the Z-decoder at the first stage as if consisting of two (mutually dependent) parts-information which is then revealed (refined) to the Y-decoder at the second stage and the information needed by the Z-decoder, i.e., . For the requirement , it is expected that the Y-decoder will receive at the second stage all the information about the source, also in the spirit of [16] . As some of this information is already revealed to the Z-decoder at the first stage, all this information is refined to the Y-decoder at the second stage and then all remaining information is transmitted to the Y-decoder directly . Interestingly, the cases considered in Theorem 7 are characterized by the same property: in both cases, the second stage transmission serves only the weaker Y-decoder. In the case , it is obvious that can be achieved as well. In the case , it is trivially obtained that as well. Thus, only the Y-decoder benefits from the second stage transmission.
V. PROOFS FOR THE NONCAUSAL CASE
A. Outer Bound
The proof of the outer bound follows the lines of the proof of Theorem 1 in [4] . Assume that we have an SR code for the source with SI , as in Definition 1. We will show the existence of a quintuplet that satisfies the conditions 1-4 in the definition of . First, note that (61)
For notational convenience, we denote , and use a similar notation for and . Since and are independent, we have, for the first term in the summand of (61) and, therefore, the condition 1 in the definition of is satisfied.
The remaining of the proof, i.e., the proofs of the second, the third and the fourth conditions, conceptually follows the lines of the converse proof in [4] , and, thus, are omitted from the paper. The complete proof is available in [19] . . For clarity of exposition, the generation of codebooks is depicted in Fig. 3 . 2) Encoding: Given a source sequence , the encoder seeks a vector in such that and are jointly typical. If such is found, in , the encoder seeks a vector such that the source sequences and will be jointly typical with it. The encoder proceeds this way, seeking in so that are jointly typical. The encoder then seeks in a codeword so that are jointly typical. Due to the Markov chain , had the encoder managed to find such sequences, will be jointly typical with high probability.
B. Inner
If the encoder found jointly typical sequences , it seeks in a sequence which will be jointly typical with all the aforementioned sequences. If at any stage of its search the encoder fails to find a "good sequence," it declares an error. As is shown in the sequel, the probability of such an event is very low, due to the typicality properties of the scheme. Otherwise, i.e., if all the jointly typical sequences are found, the encoder acts as follows: At the first stage, it conveys to the decoders a single transmission consisting of the following concatenated indexes: the index of the bin to which belongs, of length of about bits; the index of , s.t., , which can be described by about bits and the index of the bin to which belongs, which requires about bits. At the refinement stage, it transmits the index of to which belongs within (previously described by ), which requires about bits, concatenated with the indexes and of the bins containing and , in and , of about and bits, respectively. The transmission rates at both stages are as defined by up to . 3) Decoding: First stage: The first decoder accesses , but performs W-Z decoding procedure with respect to only. Specifically, in , in the bin indexed by , the decoder seeks a unique sequence that was chosen by the encoder. Due to the Markov chain , as the block-length becomes infinitely large, the decoder will find with probability tending to 1 the correct sequence . Since in each bin in there are less than codewords, and these codewords were generated i.i.d, the probability of existing at the bin indexed by of another codeword jointly typical with vanishes as . The second decoder uses three indexes to retrieve all three codewords chosen by the encoder. Specifically, it retrieves as done by the Y-decoder. This is possible since it has access to a more informative SI than that of the Y-decoder. Afterwards, it retrieves correctly in the bin indexed by , which is possible due to the Markov chain . The Z-decoder does not find in bin indexed by other codewords which are jointly typical with since there are less than codewords in that bin. Finally, following similar considerations, after retrieving , the Z-decoder retrieves correctly in the bin indexed by . Second Stage: Note that after the first transmission the Y-decoder is able to find all codewords which are jointly typical with in the bin indexed by in the codebook . This is due to the Markov chain . But, it cannot reveal which of these codewords was chosen by the encoder, as there are more than such codewords (there are a bit less then such codewords, as is required by the W-Z coding designed for the Z-decoder). When the Y-decoder receives the index of , since , it searches among a group of codewords of a size less than codewords, and thus, it is is able to retrieve correctly by the W-Z decoding argument. After the Y-decoder has found , it performs W-Z decoding of the codeword according to the bin-index and
. It now improves the reconstruction of the source sequence with the aid of the triplet , which is possible within the defined distortion due to the typicality properties of the scheme.
The Z-decoder, which after the first step has retrieved correctly (with probability tending to 1, as ) the sequences , makes no use of index , as it serves the Y-decoder only. The Z-decoder uses its knowledge of as well as the fact that its SI is more informative to decode correctly in the bin of indexed by . Finally, it uses all the codewords it managed to find thus far to perform conditional W-Z decoding and to find the correct codeword according to the index of a bin in . At each stage, after each of the decoders has found correct codewords, it performs reconstruction of the source sequence . Due to the typicality properties of the scheme, i.e., and , the distortion constraints are satisfied at both decoders. 4) Analysis of the Error Probability: We now turn to the analysis of the error probability. For each and a particular choice of the code and related choices of , the possible error events and . Similarly, at the second stage, and . By the second application of the Markov Lemma, we obtain that with high probability is jointly typical with and at both stages. The probability that one or more of the above typicality relations do not hold vanishes as becomes infinitely large. The joint typicality of and imposes that the distortion constraints (33)-(36) are satisfied when is large enough (see [4, Sec. 6] for explicit derivations). It remains to show that the probability of sending an error message vanishes when is large enough. The average probability of error is bounded by (76)
The fact that follows from the properties of typical sequences [12] . As for , we have where the last equation follows from the size of typical sequences as are given in [12] . Substitution of (78) into (77) and application of the well-known inequality , provides us with the following upper-bound for (79) double-exponentially rapidly since . To estimate , we repeat the technique of the previous step
Again, by the property of the typical sequences, for every (81) and therefore, substitution of (81) into (80) gives (82) double-exponentially rapidly since .
To estimate , the technique of the previous step is again repeated (83) Still, by the property of the typical sequences, for every (84) and therefore, substitution of (84) into (83) gives (85) double-exponentially rapidly since . Similarly as in the previous step we show that and vanish as well when is large enough, using the fact that and , respectively. The proof for is different and it uses the Markov lemma [12, p. 436, Lemma 14.8.1]. In the previous steps we have shown that the quadruples and are jointly typical with high probability. Now, due to the Marlov lemma applied to the Markov chain , the probability that are not typical tends to zero with approaching infinity. Therefore, when . Since for , their sum tends to zero as well, implying that there exist at least one choice of a codebook and related choices of sets that give rise to the reliable source reconstruction at both stages with communication rates and .
APPENDIX
In this Appendix we prove that Theorem 4 is a special case of the outer bound provided in Section IV-B-1. Let us first consider the lower bound to as is given by (42). This is due to the fact that conditioning on one of the auxiliary RVs maintains the Markov chain for the remaining auxiliary RVs and the source, i.e., for example, conditioning on , induces and so on. By this observation we reduce the lower bounds to and to depend only on two out of five auxiliary RVs that characterize the outer bound. Therefore, the remaining RVs describe the outer bound only through the distortion constraints. It is, therefore, possible to say that the decoders apply stochastic decoding functions where the stochastic parameters are . It is a well known fact that among all stochastic decoders the best one is a deterministic one, and also, in this special setup, the distortion constraints and are inactive, i.e., can be set to , and the RVs can be eliminated from the description of the distortion constraints (34) and (35), while is inactive for these constraints. For example, it is possible to set and . Note that for such a description take constant values which might not be identical for both distortions. The upper bounds to the cardinality of the RVs and given by the general outer bound can be reduced due to the reduction of the reduction of the conditions in the characterization.
