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We present a novel halo painting network that learns to map approximate 3D dark matter fields
to realistic halo distributions. This map is provided via a physically motivated network with which
we can learn the non-trivial local relation between dark matter density field and halo distributions
without relying on a physical model. Unlike other generative or regressive models, a well motivated
prior and simple physical principles allow us to train the mapping network quickly and with relatively
little data. In learning to paint halo distributions from computationally cheap, analytical and non-
linear density fields, we bypass the need for full particle mesh simulations and halo finding algorithms.
Furthermore, by design, our halo painting network needs only local patches of dark matter density
to predict the halos, and as such, it can predict the 3D halo distribution for any arbitrary simulation
box size. Our neural network can be trained using small simulations and used to predict large halo
distributions, as long as the resolutions are equivalent. We evaluate our model’s ability to generate
3D halo count distributions which reproduce, to a high degree, summary statistics such as the power
spectrum and bispectrum, of the input or reference realizations.
I. INTRODUCTION
Investigating the formation and evolution of dark mat-
ter halos, as the key building blocks of cosmic large-scale
structure, is essential for constraining various cosmologi-
cal models and further understanding our Universe. The
highly non-linear dynamics involved nevertheless renders
this a complex problem, with N -body simulations cur-
rently the only tool to compute the non-linear gravitatio-
nal evolution from initial conditions (e.g. Springel 2005),
yielding mock dark matter halo catalogues as the main
output. The resulting catalogues of positions, velocities
and masses of halos are necessary for cosmological infe-
rence from galaxy surveys. As an example, running very
large simulations of pure dark matter, such as fur-deus
(Alimi et al. 2012), to generate fake observations of the
full Universe several times is not feasible, and requires a
large amount of memory and disk storage. A way to emu-
late such simulations, quickly and reliably, would be of
use to a wide community as a new method for data ana-
lysis and light cone production for the next cosmological
survey missions such as Euclid (Laureijs et al. 2011) and
Large Synoptic Survey Telescope (LSST) (Ivezic et al.
2008).
With the recent developments in the field of ma-
chine learning, deep generative modelling techniques have
emerged as a viable tool to construct emulators of ex-
pensive simulations. In this work, we present such a deep
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learning approach to generate the 3D halo distribution
from dark matter simulations. Using our construction,
the neural network is used to learn the mapping from
the dark matter density to halo fields and therefore pre-
dicts the abundance of halos at a given position based
on the large-scale density distribution. Once trained, the
emulator is capable of rapidly predicting simulations of
halo distribution based on a non-linearly evolved density
field. Furthermore, by learning this mapping for different
halo mass bins, we can also predict the mass distribution
of the halos.
A key aspect of our approach is that the neural net-
work is able to paint a halo count distribution from a
numerically cheap non-linear density field, such as a rea-
lization obtained via Lagrangian Perturbation Theory
(LPT), which requires negligible computational resources
on modern machines relative to N -body simulations. The
interest of this technique lies in the possibility that most
of the cosmological dependence of the observed matter
distribution in the N -body simulation is already enco-
ded in the inexpensive LPT simulation. As a result, this
approach would eliminate the need to run a full particle
mesh simulation, thereby allowing detailed analyses of
state-of-the-art surveys to be feasible on regular compu-
ting facilities. The idea of painting complex astronomical
objects has been implemented in the past, notably for
galaxies with molusc (Sousbie et al. 2008) and lymas
(Peirani et al. 2014). Another related work is the pinoc-
chio algorithm (Monaco et al. 2002a,b) for identifying
dark matter halos in a given numerical realization of the
linear density field. However, our aim here is to build an
automated model generator with even higher accuracy
and insensitivity to the underlying cosmology.
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2We take inspiration from a recently proposed variant of
generative models, known as generative adversarial net-
works (GANs) (Goodfellow et al. 2014), which have met
considerable success with a range of applications, such
as generating extremely realistic fake celebrities (Karras
et al. 2017, 2018) and artificial bedroom images (Rad-
ford et al. 2015). In particular, we will use the key ideas
in training WGANs, i.e. GANs optimized using the Was-
serstein distance (Arjovsky et al. 2017), to ensure that
our network is able to paint halos well. The GANs, and
variants thereof, are described in more depth in Section
II.
Neural networks have recently been employed for va-
rious aspects of large-scale structure analysis. He et al.
(2018) devised a deep neural network to predict the non-
linear cosmic structure formation from linear perturba-
tion theory, with the network architecture based on the
U-Net (Ronneberger et al. 2015) learning model. Zhang
et al. (2019) constructed a two-phase convolutional neu-
ral network architecture to map 3D dark matter fields
to the corresponding galaxy distribution in hydrodyna-
mic simulations. Berger and Stein (2019) implemented a
3D deep convolutional neural network to generate mock
halo catalogues by identifying protohalos directly from
the cosmological initial conditions. This was preceded by
a similar work by Lucie-Smith et al. (2018), where a ran-
dom forest classifier was used to trace the halos formed
in N -body simulations back to their initial conditions.
Modi et al. (2018) proposed a framework, with the end
product being the converse, to reconstruct initial condi-
tions from the halo fields using the multilayer perceptron,
i.e. fully connected neural networks. Deep convolutional
networks were also used to classify the distinct compo-
nents of the cosmic web such as filaments and walls from
N -body simulations (Aragon-Calvo 2018).
The paper is organized as follows. We outline the
underlying conceptual framework of the GANs in Sec-
tion II, followed by a description of the recently proposed
WGAN. Section III describes several other network refi-
nements which we implement in designing our network
architecture. Section IV illustrates the relevant aspects
of the dark matter simulations used in the training and
validation of our neural network, as described in Sec-
tion V. We follow up by investigating the performance of
the algorithm in terms of various diagnostics, as detai-
led in Section VI. Finally, in Section VII, we summarize
our main findings and discuss the areas of application
where our halo painting network, tailored for mapping
dark matter distributions to halo fields, can be optimi-
zed.
II. GENERATIVE ADVERSARIAL NETWORKS
Generative adversarial networks were first proposed in
the seminal work of Goodfellow et al. (2014), and have
emerged as powerful generative models, albeit with some
limitations, as described below, which have been addres-
sed by recent developments. In the standard GAN fra-
mework, generative modelling is formulated as a game
between two competing networks, trained in an adver-
sarial setting. A generator network, parameterized by a
vector θ, Gθ produces some artificial data given some vec-
tor of random noise, and a discriminator network D dif-
ferentiates between the synthetic output of the generator
and the true data. Otherwise said, the generator network
provides a way to map one distribution to another, and
notably produces samples from the latter target distri-
bution.
The game between the generator Gθ and discriminator
D can be formally expressed as the minimax objective
of distance V(Pr,Pg) :
V(Pr,Pg) = min
θ∈RNg
max
∈RNd
E
x∼Pr
[log (D(x))] + E
z∼Pz
[log (1−D(Gθ(z)))] ,
(2.1)
where Pr corresponds to the data distribution and Pg
is the model distribution defined by the distribution Pz
transformed by the generator Gθ, with θ corresponding to
the network weights. The source distribution Pz is often a
uniform or Gaussian distribution. In this work, the vector
z, and the corresponding distribution Pz, are provided by
another complex distribution, as discussed in Section V.
We note that the discriminator network must also be
provided and optimized according to the weights .
The training phase is completed when a Nash equili-
brium (Nash 1951) is reached, i.e. when neither of the two
opponents can improve by unilaterally adjusting their
strategy, and the discriminator cannot distinguish bet-
ween the true and artificial data. At this point, the ge-
nerator, in principle, would have learned to output a suf-
ficiently good representation of the real data probability
distribution, i.e. Pg ≈ Pr, and would therefore be able
to map a known or latent probability distribution to the
target data distribution.
Unfortunately, the standard GAN framework is vulne-
rable to training instabilities, often resulting from issues
involving vanishing gradients or mode collapsing, where
the generator output lies in a restricted phase space, the-
reby producing incoherent results.
A. Deep convolutional GANs
Despite the drawbacks outlined above, GANs have still
been shown to be extremely successful. Radford et al.
(2015) developed an improved GAN architecture, known
as deep convolutional GAN (DCGAN), by replacing the
multilayer perceptrons in the generator and discriminator
networks with convolutional layers (Lecun et al. 2015).
Other improvements, such as batch normalization (Ioffe
and Szegedy 2015), i.e. ensuring that the input to each
3unit is normalized with zero mean and unit variance, were
also introduced to stabilize the learning and promote gra-
dient flow in deeper networks. Such infrastructural up-
grades result in overall improved training stability and
render the network more robust to discrete-mode and ma-
nifold model collapse (Arjovsky and Bottou 2017, Metz
et al. 2016). Nevertheless, DCGANs remain susceptible
to model instabilities.
B. Wasserstein GANs
Arjovsky et al. (2017) proposed another variant of
GAN, which encodes an alternative loss function based
on the Wasserstein-1 distance between a real and a ge-
nerated distribution, also known as the Earth Mover’s
distance. This distance can be informally and intuitively
interpreted as the minimum cost of transporting mass in
order to transform a probability distribution into a given
target distribution. This variant, referred to as Wasser-
stein GAN (or WGAN) despite there being no adversarial
component to the training, has shown to be capable of
learning arbitrarily complex probability distributions of
a panoply of data sets (Arjovsky et al. 2017), leading to
extremely realistic results (e.g. Karras et al. 2017).
The Wasserstein distance, W(Pr,Pg), has the desired
properties for the convergence of sequences of probabi-
lity distributions (Arjovsky et al. 2017). The WGAN
value function can be expressed via the Kantorovich-
Rubinstein duality (Villani 2008) as
W(Pr,Pg) = sup
C∈C
{
E
x∼Pr
[C(x)]− E
z∼Pz
[C(Gθ(z))]
}
,
(2.2)
where the supremum is over the set of 1-Lipschitz func-
tions denoted by C, such that minimizing the above va-
lue function with respect to the generator parameters
will also minimize W(Pr,Pg) for the case of an optimal
discriminator. The discriminator network D(x) is now
designated as the critic C(x), since it is not trained to
differentiate or classify as in the standard GAN frame-
work. To ensure that the critic is a 1-Lipschitz function,
the form of the function that the network takes must be
closed. This condition can be enforced by restricting the
allowed weight space for the critic network. WGANs are,
therefore, simply generative networks where the loss func-
tion is learned using a second network. This new distance
mitigates the concept of adversarial training by broade-
ning the concept further and allowing to measure dif-
ferences between whole distributions. By relying on the
earth-mover concept, it also ensures that the critic stays
within a safe subspace contrary to GAN discriminatory
network. A schematic representation of our generative
network, used to establish a mapping between the 3D
density field and its corresponding halo count distribu-
tion, is illustrated in Fig. 1. A detailed description of the
training methodology is provided in Section V.
C. Prior work involving GANs
GANs, and their variants mentioned above, are beco-
ming increasingly popular among the astrophysical and
cosmological community by virtue of their versatility
and effectiveness to achieve impressive results. Mustafa
et al. (2017) developed a DCGAN to generate cosmolo-
gical weak lensing convergence maps with high statisti-
cal confidence, while the de-noising of such maps within
a GAN framework was investigated by Shirasaki et al.
(2018). GANs have also been optimized for the efficient
generation of realistic 2D realizations of the cosmic web,
demonstrating their ability to capture the complexity
of large-scale structures (Rodriguez et al. 2018). Tröster
et al. (2019) employed a GAN to map dark matter density
fields to gas pressure distributions, thereby augmenting
N -body simulations with baryons. Other interesting ap-
plications of GANs involve de-noising galaxy images to
recover impressive detailed features, outperforming stan-
dard convolution methods (Schawinski et al. 2017), sepa-
rating AGN from their host galaxy’s light profile (Stark
et al. 2018), deblending galaxy superpositions (Reiman
and Göhre 2018), atmospheric retrievals on exoplanets
(Zingales and Waldmann 2018) and generating physically
realistic galaxy images (Fussell and Moews 2018) and
deep galaxy fields (Smith and Geach 2019). The improved
variant of WGAN has been used for the generation and
refinement of signal patterns of particle detectors from
simulations of cosmic-ray induced air showers (Erdmann
et al. 2018). Zamudio-Fernandez et al. (2019) recently
used a WGAN to generate 3D cosmic neutral hydrogen
(HI) distributions with properties closely matching those
from costly cosmological hydrodynamic simulations.
III. NETWORK REFINEMENTS
To optimize the performance of our halo painting net-
work, we consider several architectural upgrades which
have been recently presented in the literature. In this sec-
tion, we briefly describe the network refinements which
are implemented in our network architecture and training
machinery.
A. Inception
A particular deep convolutional architecture was pro-
posed by Szegedy et al. (2015, 2016), code-named Incep-
tion, which achieved state-of-the-art performance for ob-
ject classification and detection purposes. This is a novel
level of organization which results in increased network
depth and width, thereby improving the efficiency of deep
neural network architecture.
The original Inception module (Szegedy et al. 2015)
consists of a series of convolutions, on the same level, with
kernel sizes of 5×5, 3×3 and 1×1 in each Inception mo-
43D density field Generated halo counts
Real halo counts Critic
Generator
Loss
(Wasserstein)
Backpropagation
Backpropagation
Figure 1. Schematic representation of Wasserstein halo painting network implemented in this work. The role of the generator is
to learn the underlying non-linear relationship between the input 3D density field and the corresponding halo count distribution.
The difference between the output of the critic for the real and predicted halo distributions is the approximately learnt
Wasserstein distance and is used as the loss function which must be minimized to train the generator.
dule, which is diagrammatically represented in Fig. 2. In
this diagram, the blue box represents convolution within
each feature space, while the gray convolutions are ta-
ken across features. In the case of blue convolutions, the
kernel size defines the receptive field of a layer, i.e. the
size of the patch of the input which affects the connec-
ted output. The outputs are concatenated and fed to the
subsequent components of the network, which may be
another Inception module. This concatenation increases
the amount of features available for the next layer to
make more computations. Stacking successive Inception
modules yields further depth, with each module being
optimized to recognize features on various scales. The
Inception module, as proposed in Szegedy et al. (2015),
also introduces max pooling layers and 1×1 convolutions.
A max pooling transformation downgrades the resolution
of the input grid by some factor by taking local maxima.
The two additional 1×1 convolutions are inserted in each
branch before the 3×3 and 5×5 convolutions for dimen-
sionality reduction to limit the computational resources
required to a reasonable amount. Indeed, by convolving
along the feature space, they may produce new compres-
sed features with lower dimensions, though with the same
size for each feature. This possibility of controlled dimen-
sionality reduction is the crux of the Inception module.
The essence of Inception lies in increased network
depth, while obviating the potential drawbacks of deep
convolutional networks. Naïvely stacking large convolu-
tional layers to build very deep networks is computa-
tionally expensive and renders the networks prone to
over-fitting. Moreover, gradient updates may not flow
smoothly throughout such networks. The key advantage
of Inception is therefore a remarkable gain in quality
where the computational workload is not greatly increa-
sed compared to networks with lower depth and width.
conv, 3x3 conv, 5x5
conv, 1x1conv, 1x1
conv, 1x1
conv, 1x1
max pooling, 3x3
previous layer
filter concat
Figure 2. Original Inception block, with filter dimensiona-
lity reduction, as proposed by Szegedy et al. (2015). The grey
convolutional (“conv”) layers indicate the 1 × 1 convolutions
introduced for the purpose of dimensionality reduction. We
note that they are actually convolutions according along the
feature space, of dimension F , of the previous layer, which is
mono-dimensional, to produce F˜ new features but with the
same physical size. As F˜ < F , we achieve dimensionality re-
duction with respect to the number of features. The blue 1×1
convolutional layer corresponds to a normal convolution in-
side each feature. The output of the Inception module is the
concatenation of the filters (“filter concat”) from the respec-
tive convolutional layers. This increases the dimension of the
feature space depending on the number of output of each of
the top convolutions. With the exclusion of the max pooling
path, we make use of this architecture in the Wasserstein halo
painting network.
B. Residual connections
A residual learning framework was proposed by He
et al. (2016) to improve the training of deep neural net-
works. Conceptually, the framework relies on a reformu-
lation of a given layer as learning the residual mapping
with reference to its input, rather than directly learning
5+
conv layer
conv layer
A
A
(identity)
Figure 3. Residual learning block, as proposed by He et al.
(2016). Activations are denoted by A, with element-wise ad-
dition indicated by the plus (+) symbol. In this case, the resi-
dual learning is implemented via an identity shortcut connec-
tion which skips two convolutional layers. As such, the output
of the above ResNet is xi+1 = F(xi)+xi, where F(xi) repre-
sents the residual mapping. In the case where xi and F(xi) do
not possess the same dimensions, an additional convolutional
layer without any activation function is introduced before the
sum.
the desired underlying mapping. He et al. (2016) empiri-
cally demonstrated that such residual networks mitigate
the degradation issue, whereby very deep networks are
susceptible to saturation and eventually degradation of
the training accuracy. This is the result of higher training
error with increasing network depth. Residual networks
are commonly abbreviated as ResNets.
The desired underlying mapping can be formally de-
noted as H(xi), such that the stack of non-linear layers
would fit the residual mapping of F(xi) = H(xi) − xi,
where i labels a given layer. The original mapping can
therefore be reformulated as H(xi) = F(xi) + xi. The
hypothesis is that the residual function of F(xi) is ea-
sier to optimize than the desired function of H(xi) (He
et al. 2016). The formulation of F(xi) +xi can be imple-
mented via feedforward neural networks with “shortcut
connections”. Such connections skip one or more layers
and perform identity mapping.
The implementation of residual connections in typi-
cal deep neural networks is straightforward. The only
modification involves adding an extra identity shortcut
connection between the input to a given layer and the
output of the subsequent layer (cf. Fig. 3). Another po-
sitive aspect of adding residual connections is that no
extra parameters are required and therefore the compu-
tational workload is not greatly increased except for ne-
gligible element-wise addition. The residual learning fra-
mework, in a nutshell, yields substantial accuracy gains
by allowing extremely deep networks to be trained since
the gradient information can flow without degradation
to the early layers, thereby alleviating the vanishing gra-
dient problem. In a standard encoder-decoder structure,
this especially facilitates the propagation of small-scale
information as the size of the images is reduced gradually
in the encoding phase (Isola et al. 2016).
In this work, we implement a combination of ResNets
and Inception architecture, as depicted in Fig. 4 with
the same color convention as in Fig. 2, yielding residual
Inception blocks. Szegedy et al. (2017) have demonstra-
ted that the introduction of residual connections within
the Inception module leads to significant improvement
in training speed. The state-of-the-art performance ob-
tained by combining these two network refinements is a
crucial factor behind our choice of network architecture
for the halo painting network.
C. Gradient penalty
As discussed above, the weights of the critic network
for WGANs must be restricted to ensure that this net-
work is 1-Lipschitz. When first conceived, weight clipping
was used to enforce this criterion. However, Gulrajani
et al. (2017) demonstrated that the use of weight clip-
ping can lead to poor performance of WGANs in cer-
tain scenarios, such as optimization difficulties, which
may be mitigated via batch normalization (Ioffe and Sze-
gedy 2015), although this does not guarantee convergence
of very deep WGAN critics as illustrated in their work.
Gulrajani et al. (2017) therefore came up with an alter-
native in the form of a gradient penalty in the loss func-
tion. This obviates the undesirable behaviour induced by
weight clipping, while yielding substantial performance
improvements.
Since a differentiable function is 1-Lipschitz if and only
if the norm of its gradient is at most 1 everywhere, Gul-
rajani et al. (2017) proposed to directly constrain the
gradient norm of the critic’s output with respect to its
input. The Lipschitz constraint is hence imposed by pe-
nalizing the gradient norm for random samples xˆ ∼ Pxˆ,
where xˆ = x+ (1− )x˜ and  is sampled randomly and
uniformly,  ∈ [0, 1], resulting in the following augmented
objective :
L = E
z∼Pz
[C(Gθ(z))]− E
x∼Pr
[C(x)]
+ λ E
xˆ∼Pxˆ
[
(||∇xˆC(xˆ)||2 − 1)2
]
, (3.1)
where λ is an arbitrary penalty coefficient and λ = 10 has
been shown to work well for a range of architectures and
data sets (Gulrajani et al. 2017). Essentially, we must in-
troduce a gradient penalty term in the original critic loss,
which forces the gradient of the critic network to remain
close to unity. Alternativately, interpreting the loss func-
tion as the opposite of the log-likelihood, this term states
that not more than a fluctuation of ∼ √1/10 compared
to one is allowed for the norm of the gradient. A key
6advantage of the gradient penalty alternative is that it
yields stable gradients which allows training of deep and
complex networks without requiring ad hoc solutions such
as batch normalization.
IV. VELMASS SIMULATION
In this work, we adopt the reference element of the
velmass cosmological simulation suite. The velmass
suite is comprised of 10 cosmological simulations, 9 of
which are probing slightly different variations of a selec-
tion of cosmological parameters whilst using the same
initial phases. The 10th simulation has the same para-
meter values as the central simulation described below,
but with different initial phases, such that it can be inde-
pendent from the other simulations, allowing us to per-
form blind model comparison. The simulation that we
use in this work assumes a Planck-like cosmology (Planck
Collaboration et al. 2016) with Ωm = 0.315, Ωb = 0.049,
H0 = 68 km s
−1Mpc−1, σ8 = 0.81, ns = 0.97 and
YHe = 0.248 (named “central” or Ω simulation). The po-
wer spectrum is obtained through the analytic prescrip-
tion of Eisenstein and Hu (1999), and the initial condi-
tions were generated by music (Hahn and Abel 2011).
This simulation suite is designed to test the robustness
of analysis tools to acceptable variations in cosmology.
The cosmological simulation covers a volume of
2000h−1 Mpc with 20483 particles tracing dark matter.
It was initialized at a redshift z = 50 and evolved to
present time with gadget2 (Springel 2005), adopting
a softening length for gravity equal to 48h−1 kpc corres-
ponding to 1/20 of the mean interparticle separation. The
rockstar halo finder algorithm (Behroozi et al. 2013)
was subsequently employed to extract the halos from the
simulation and generate the 3D halo field. The halo iden-
tification involves finding particles belonging to regions
for which the local density is above a specific threshold,
in our case as derived by the Friend-Of-Friend linking
length, 45 times the mean density. Sub-halos are found by
reducing recursively the linking length to find more com-
pact structure. Each halo/sub-halo is pruned if it holds
less than 10 particles as they are considered to be uns-
table. rockstar further performs a test for each particle
to check if it is gravitationally bound to the structure. If
this is not the case, the particles are removed from the
halo. Once all these procedures are done, we are left with
23% of the total mass in structures considered as viria-
lized by rockstar. We histogram the halo counts onto
a grid of 5123 which is the resolution we choose to work
at, i.e. each voxel has a side length of L ≈ 4h−1 Mpc.
The halos were selected in four equally spaced logarith-
mic bins in the mass range : 1012 − 1014 h−1 M. Fi-
nally, we also produce the result of a pure second order
Lagrangian perturbation theory (2LPT) simulation by
setting the redshift for which music must create initial
conditions to z = 0. We build the corresponding grid-
ded density fluctuation field by applying the cloud-in-
conv, 3x3x3 conv, 5x5x5
conv, 1x1x1conv, 1x1x1
conv, 1x1x1
previous layer
filter concat
+
A (leaky ReLU)
Figure 4. Residual Inception block, as implemented in this
work, for the halo painting network architecture. Our Incep-
tion module is a slightly modified version of the original ar-
chitecture (cf. Fig. 2). In particular, we replace all 2D convo-
lutional layers with their 3D counterpart and the only dimen-
sionality reduction comes from not padding the input when
performing the convolutions. All convolutional layers employ
10 filters, with a leaky ReLU activation implemented after the
residual connection.
cell (CIC) algorithm (e.g. Hockney and Eastwood 1988)
to the particle distribution at the same resolution that
we chose for the halo distribution, i.e. each voxel with
length L ≈ 4h−1 Mpc.
We can test the cosmological dependence of the halo
painting network by complementing the Ω simulation
with other variants obtained assuming different cosmolo-
gical parameters, for testing purpose. The initial random
phases are kept the same and only the effects induced by
different cosmological parameters is introduced. In this
work, we concentrate on two additional 20483 cosmolo-
gical simulations with Ωm = 0.355 and Ωm = 0.275. We
repeat the entire procedure, above, for these two simula-
tions, i.e. execution of the N -body simulation, identifica-
tion of halos, construction of the 2LPT field and both re-
sampling the halos and performing the CIC of the 2LPT
field onto a 5123 grid.
V. MODEL ARCHITECTURE AND TRAINING
METHODOLOGY
Our halo painting network is built to perform the map
between the dark matter distribution and the halo count
distribution. This allows us to use physical intuition to
guide the model architecture. Considering the halo map-
ping network, we input a patch of the 2LPT field directly,
unlike the usual conception of a GAN where a flat array
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Figure 5. Schematic representation of the halo painting network implemented in this work. The network consists of two residual
Inception blocks (cf. Fig. 4), followed by a series of four convolutional layers with 1 × 1 × 1 kernel, across feature space as in
the gray box in the Inception module. The activation function used is a leaky rectified linear (leaky ReLU) unit, except for
the output layer where a rectified linear (ReLU) activation ensures non-negative halo counts in the generated 3D halo field. The
input to the halo mapping network is a 3D realization of density field, with the output being the corresponding halo count
distribution. The input is conveniently chosen to be larger to eliminate the need for padding. In the schematic, we indicate the
size of the tensors used during training. We can use any input density fields sampled on a mesh with side Ndensity > 25 which
will predict a halo field sampled on a smaller mesh with side Nhalo = Ndensity − 8.
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Figure 7. Training and validation loss for our physical map-
ping network for the first 5×104 weight updates. These respec-
tive losses are an approximation to the Wasserstein distance,
as measured by the critic. As expected, this distance tends
to zero as training proceeds and our halo painting network
effectively learns the mapping from the dark matter to halo
distribution. We note that the validation loss is closely tra-
cking the training loss. As it can be seen, the two curves are
mostly overlapping in the above plot, except at the very edge.
of noise is normally used as the input. We are therefore
physically mapping from a well-understood distribution
of dark matter instead of a latent space. Although our
halo painting network is not a generator in the classical
machine learning sense, we refer to it as the “generator”
below to make the analogy with the WGAN training rou-
tine. The “generator” terminology is also justified because
the mapping network transforms a complex density field
sampled from a Gaussian random field transformed by
the 2LPT dynamics into a halo field with even less tri-
vial statistical properties.
Knowing that information from the dark matter field
is aggregated from a relatively local patch via some non-
linear process allows us to choose a simple form for the ge-
nerator network, a schematic of which is shown in Fig. 5.
We connect the local region of the dark matter field using
a 3D modification of the residual Inception block, shown
in Fig. 4. Since the receptive field of 5 × 5 convolution
kernel is 20h−1Mpc per side, then performing a second
5× 5× 5 convolution on the output of the first increases
the receptive field to ∼ 40h−1Mpc per side. In fact, since
the kernels are 3D, the furthest distance that information
can be propagated from the dark matter field to the halo
distribution is 70h−1Mpc across the diagonal of such sta-
8cked kernels, whilst still learning the small scale features
from the 1×1×1 kernels and the mid-scale features with
the 3 × 3 × 3 kernels. This distance is far enough that
the halo field should be insensitive to influences at such
a scale. Since we use residual connections in the Incep-
tion blocks, we combine structure from distant patches,
whilst still retaining a close relation to the density field
itself. To learn the non-linear process from this receptive
density field, we use four convolution layers with kernel
size 1×1×1 with no residual connection, which provides
the non-linearity necessary to combine the local density
distribution and perform the map to the distribution of
halo counts. Since there is an enormous complexity in
the 2LPT field, we use many filters in each layer to learn
the wide variety of possible features. Every single kernel
in our network has 10 filter channels to provide an ex-
tremely large path to build the complex non-linear map.
For such a generator, we have 31,930 trainable parame-
ters which is relatively few (in machine learning terms).
The non-linearity is provided by the popular leaky ReLU
activation function with a leaky parameter of α = 0.1. To
ensure the positivity of the halo count field, we use ReLU
at the last layer.
In principle, we can train the generator network using
2LPT density patches as small as 93 voxels to predict a
single halo count distribution voxel (due to using convo-
lutions with no padding), although the learned kernels,
and therefore the predicted halo count field, would not be
sensitive to any information from outside of this region.
The maximum extent of the generator comes from the
size of the kernels in the two residual Inception blocks,
which is 253 voxels of the density field to predict a 173
halo patch. To increase the number of features to attempt
to learn at once, we actually select 583 voxels from the
gridded 2LPT field to predict a 503 voxel halo count dis-
tribution.
A major advantage to this prescription of building the
generator in such a way is that we can train the network
using small simulations and predict massive halo fields
provided with large, cheap 2LPT fields. For example, we
could, in parallel, make millions of 583 voxel cosmolo-
gical simulations and run the halo finder on each for
the training data, which is relatively quick in compari-
son to running an extremely large, say 20483 voxel si-
mulation. Then, using the trained generator, we could
predict any size halo field just by providing the 2LPT
calculation, which is relatively cheap compared to per-
forming the same sized simulation. Such a large 2LPT
density field slab with 508 × 508 × 58 voxels is used to
predict a 500 × 500 × 50 halo distribution slab and the
projection is shown in Fig. 8 for the central slice of depth
∼ 100h−1 Mpc and side length of ∼ 2000h−1 Mpc.
Provided with our generator network which during
training, as described above, will take 583 voxel 2LPT
fields to paint 503 voxel halo count distributions, we now
need to build a critic network to measure the distance
between the painted halo counts and the corresponding
real halo counts from the velmass simulation. Our cri-
tic, as depicted in Fig. 6, utilizes a series of four convo-
lutional layers, while gradually reducing their respective
kernel sizes from 7 × 7 × 7 to 1 × 1 × 1, and activated
with leaky ReLU (α = 0.1), with the output of the last
convolutional layer flattened and fed into a fully connec-
ted layer with linear activation. The critic encodes rele-
vant information from the input real or predicted halo
fields into compact representations, thereby reducing the
size of the 3D distributions. The output of the critic is
a single scalar which is used to compute the approxima-
tely learned Wasserstein distance between the predicted
and true halo distributions given a particular generative
network. This output can therefore be used to compute
the loss function (2.2) which is minimized to train the
generative network. We implement the above networks
and the training routine outlined below in TensorFlow
(Abadi et al. 2016).
During training, we load both the entire 2LPT den-
sity field and histogrammed halo count distribution from
the Ω velmass simulation into the TensorFlow graph
and select by index sub-volume elements of size 583 and
503, respectively, which massively reduces computation
time compared with passing the 3D slices of data at each
weight update. These patches corresponds to side lengths
of L ≈ 225h−1 Mpc and L ≈ 200h−1 Mpc, respectively.
The input to the generator is randomly chosen and the
corresponding true halo counts volume is selected. Note
that here, the batch size is unity, such that the number
of weight updates corresponds to the number of density
field patches used to train the generator. We use a 5123
simulation box for training, where we use a large por-
tion of the box for training and the remaining section for
validation, such that we utilize non-mutual parts of the
box for the training and validation set. To encode some
further symmetries through our training set, we also per-
form a rotation of the selected patches, thereby extrac-
ting the input 3D slice from a randomly oriented region.
The generator employs the gradient of the Wasserstein
loss function (2.2) with respect to its parameters θ for
training.
The initial training step involves the optimization of
the weights of the critic network to minimize the aug-
mented loss function (3.1), while concurrently freezing
the parameters of the generator. The weights of the cri-
tic must be updated ncritic times, where ncritic is sufficient
for the critic to converge. The samples for this initial step
are randomly selected (and rotated) 2LPT fields and cor-
responding true halo counts. In the subsequent step, the
critic weights are temporarily anchored, and the gene-
rator parameters are adjusted. The training routine then
proceeds in iterative fashion, until an overall convergence
of the generator is achieved. The training rationale is to
reduce the Wasserstein distance between the true halo
counts and the halo counts mapped from the correspon-
ding input density field such that the generator gradually
learns the correct mapping. The training procedure out-
9lined above is represented schematically in Fig. 1.
In this work, we use ncritic = 5 and set the arbitrary co-
efficient for the gradient penalty to λ = 10, with  having
a randomly and uniformly drawn value 0 ≤  ≤ 1. We im-
plement the popular Adam (Kingma and Ba 2014) opti-
mization algorithm, with a learning rate of 10−4 and first
and second moment exponential decay rates of 0.5 and
0.999, respectively. We trained the network for ∼ 5× 105
generator weight updates for the different mass bins, re-
quiring around 30 hours on a NVIDIA Quadro P6000.
The training and validation loss for the first 5 × 104
weight updates of our halo painting model is illustrated in
Fig. 7. This is the approximately learnt Wasserstein dis-
tance which tends to zero as training proceeds and the
generator effectively learns the mapping from the dark
matter to halo distribution.
VI. RESULTS
Fig. 8 depicts the reference and predicted halo fields,
for a 3D slice of depth ∼ 100h−1 Mpc and side length
of ∼ 2000h−1 Mpc, and the difference between the re-
ference and predicted fields, obtained from a completely
unseen simulation. The corresponding 2LPT density field
is also shown for the sake of completeness. Qualitative
agreement is impressive, implying that the halo painting
network is capable of mapping the complex structures of
the cosmic web, such as halos, filaments and voids, to the
corresponding distribution of halo counts.
We illustrate the conditional probability distribution
of the predicted halo count per voxel given the respec-
tive true (or reference) value in the left panel of Fig. 9,
with the right panel depicting the distribution of the dif-
ference between the reference and predicted values. The
conditional probability distribution, which accounts for
the intrinsic halo distribution, indicates that our predic-
tions fare well in lower and average density environment
(counts less than 10) while it overshoots when the halo
count is high (counts greater than 10). But it is important
to note that there are very few regions which reach such
high halo count (. 0.03%) and thus our network pre-
dictions are not often skewed by such rare occurrences.
The distribution of the difference shows that our network
predictions for most voxels closely match the correspon-
ding true values, with the difference being larger than 3
for only ∼ 1.5% of the total number of voxels. We now
assess and validate the performance of our halo painting
model using other quantitative diagnostics.
A. Two-point correlation and power spectrum
As quantitative assessment, we employ summary sta-
tistics, as per the standard practice in cosmology. These
summary statistics provide a reliable metric to gauge our
halo painting network in terms of their capacity to encode
essential information.
The two-point correlation function, denoted by ξ(r),
is the quintessential measure employed by cosmologists,
along with its Fourier transform, the power spectrum
P (k), defined as follows :
ξ(|r|) = 〈δ(r′)δ(r′ + r)〉 (6.1)
P (|k|) =
∫
d3r ξ(r)eik·r, (6.2)
where the δ’s correspond to the field relative contrast, i.e.
δ(r) = ρ(r)/ρ¯−1, with ρ(r) the matter density and ρ¯ the
mean matter density. Assuming the cosmological density
field is approximately a Gaussian random field, as is the
case on the large scales or at earlier times, the above two
statistics provide a sufficient description of the field.
We first consider the power spectra of the reference
and predicted halo distributions, denoted by Phh(k) and
Ppp(k), as a standard measure for the description of
the matter and halo distributions. The indices p and
h label the predicted and true (reference) halo modes,
respectively. The top left panel of Fig. 10 illustrates
their respective mean and 1σ confidence regions for one
thousand randomly selected patches with side lengths of
L ≈ 400h−1 Mpc from a blind set of data, thereby quan-
titatively showcasing the remarkable performance of the
halo painting model in learning the map from 2LPT den-
sity fields to halo number counts.
We also investigate some standard diagnostics at the
level of two-point correlation functions in Fourier space
to evaluate the model performance against the ground
truth. The three metrics considered, each dependent on
the mode k, are as follows :
1. Transfer function (T (k))
T (k) ≡
√
Ppp(k)
Phh(k)
(6.3)
2. Cross correlation coefficient (rc)
rc(k) =
Php(k)√
Phh(k)Ppp(k)
(6.4)
3. Stochasticity (s(k))
s(k) = Phh(k)(1− rc(k)2), (6.5)
where, as before, Phh(k) and Ppp(k) are the auto power
spectra of the reference and predicted halo fields, res-
pectively, while Php(k) corresponds to the cross power
spectrum of the reference and predicted halo field. The
transfer function, defined as the square root of the ratio of
the two auto power spectra, indicates the discrepancy in
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Figure 8. Prediction of 3D halo field by our halo painting model for a slice of depth ∼ 100h−1 Mpc and side length of
∼ 2000h−1 Mpc. A blind validation dataset is shown in the top right panel, with the predicted halo count depicted below it.
The corresponding 2LPT density field is displayed in the top left panel, with the difference between the reference and predicted
halo distributions depicted in the lower left panel. A visual comparison of the reference and predicted halo count distributions
indicates qualitatively the efficacy of our halo painting network. Note that we did not normalize the 2LPT density field in this
work, which renders the performance of our network even more remarkable.
amplitudes, as a function of the Fourier modes, whilst the
cross correlation coefficient characterizes the mismatch in
phases between the real and predicted halo count fields.
These two diagnostics quantify the predictive capability
of our halo painting network, while the fraction of the
variance that cannot be accounted for in the true model
is encoded in the stochasticity.
Fig. 10 displays the scale dependence of the above sum-
mary statistics for the reference and predicted halo count
fields with one thousand independent randomly selected
patches, from an unseen simulation, in terms of their res-
pective mean and 1σ confidence regions. The power spec-
tra of the predicted halo fields match extremely closely
that of the reference halo distributions. The cross corre-
lation coefficient is close to unity on the large scales and
drops to rc ≈ 0.7 at k ≈ 0.4. The turnover, at k ≈ 0.25, is
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Figure 9. Left panel : The conditional probability distribution of the predicted halo count per voxel given the corresponding true
(i.e. reference) value. This properly represents the error in our prediction, while accounting for the intrinsic halo distribution.
Our network predictions fare well in lower and average density environment with halo counts less than 10, but overshoots when
the halo count is higher. There are, however, very few regions which reach such high halo count (. 0.03%), such that our
predictions are not often skewed by such rare occurrences. Right panel : The distribution of the difference between the reference
and predicted halo counts per voxel. This shows that the difference is close to zero for the majority of the voxels, with the
difference being larger than 3 for only ∼ 1.5% of the total number of voxels.
due to the grid resolution, and the prediction in the sha-
ded area is not taken into account in practice. The above
two-point summary statistics showcase the performance
of our network in predicting the entire halo distribution.
We also make a comparison with the corresponding diag-
nostics of the 2LPT halo field which corresponds to a sta-
tistical description of the halo distribution, derived from
the 2LPT density field, which is valid, by construction,
at the two-point level and on large scales. It is built by
scaling the 2LPT density field by the adequate linear
bias factor so that we match the power spectrum of the
halo field on large scales. The behaviour of the cross-
correlation coefficient and stochasticity of the 2LPT halo
field, illustrated in the bottom panels of Fig. 10, shows
that our network predictions reproduces the reference
halo field with overall higher fidelity, at least up to the
regime limited by the grid resolution. On large scales,
the ensemble mean stochasticity is lower by typically a
factor of two, and its variance is smaller by about 30%.
On small scales, which are not covered by our predictor,
the two estimates behave mostly in a similar way. Over
the entire scale range, our predictor fails to go below the
level given by the mean Poisson shot noise. We will inves-
tigate in the future how to improve the current situation,
particularly on large scales as shot noise should not be a
limitation given that the entire procedure is fully deter-
ministic, both on the N -body simulation and the neural
network sides.
B. Three-point correlation and bispectrum
The non-linear dynamics involved in gravitational evo-
lution of cosmic structures contributes to a certain de-
gree of non-Gaussianity of the cosmic density field on the
small scales. Higher-order statistics are therefore required
to characterize this non-Gaussian field. We employ the
bispectrum, i.e. the Fourier transform of the three-point
correlation function, to quantify the spatial distribution
of the density field, defined as :
(2pi)3B(k1,k2,k3)δD(k1+k2+k3) = 〈δ(k1)δ(k2)δ(k3)〉,
(6.6)
where δD is the Dirac delta. The bispectra reconstructed
from the 2LPT, reference and predicted halo fields are
displayed in Fig. 11. In particular, we show the bispec-
tra for a given small- and large-scale configurations. The
construction of the 2LPT halo field is described above in
Section VIA. This allows us to make a fair comparison
between the clustering of the respective halo fields. The
left panel demonstrates that our halo painting network
reproduces the non-linear halo field both on the small
and large scales, and is therefore capable of mapping the
complex cosmic structures apparent in the reference halo
field. The agreement between the reference and predicted
halo bispectra on the largest scales is slightly suboptimal
as both our halo painting and critic networks are not
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Figure 10. The summary statistics of the 3D power spectra of the density, reference and predicted halo fields for one thousand
randomly selected patches. The solid lines indicate their respective means, while the shaded regions indicate their respective
1σ confidence regions, i.e. 68% probability volume. The above diagnostics demonstrate the ability of our halo painting model
to reproduce the characteristic statistics of the reference halo fields and therefore provide substantial quantitative evidence for
the performance of our neural network in mapping 3D density fields to their corresponding halo distributions. Note that the
turnover in the cross-correlation coefficient is due to the grid resolution, and the prediction in the shaded area is redundant
in practice. The behaviour of the cross-correlation coefficient and stochasticity of the halo field derived linearly from 2LPT,
illustrated in the bottom panels, shows that our network predictions reproduces the reference halo field with overall higher
fidelity, at least up to the regime limited by the grid resolution.
tailored to produce structure on this level. Our network
predictions also show a significant improvement over the
corresponding 2LPT halo fields. The above bispectrum
computations were performed using the publicly available
pylians1 code.
C. Dependence on cosmology
We investigate the influence of the fiducial cosmology
adopted for the simulations on the efficacy of our halo
1. Available from https://github.com/
franciscovillaescusa/Pylians
mapping model. We depict in Fig. 12 the network pre-
dictions for two cosmology variants in terms of their res-
pective two-point summary statistics. The corresponding
transfer functions, depicted in the bottom panels, show a
deviation of about 10% from the reference power spectra
of their respective real halo distributions on the smallest
and largest scales. The right panels of Fig. 11 illustrate
the ratio of the predicted to reference bispectra for the
two configurations displayed in the left panels. We find
that there is a more significant dependence of our net-
work on the fiducial cosmology at higher order statistics.
The above diagnostics therefore demonstrate a certain
degree of sensitivity on the underlying cosmology, as ex-
pected, since the non-linearly evolved 2LPT density field
does not capture completely the inherent cosmological
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Figure 11. Left panels : The summary statistics of the 3D bispectra of the 2LPT, reference and predicted halo fields for a
given small- and large-scale configurations, k1 = 0.6 h Mpc−1 and k2 = 0.7 h Mpc−1, k1 = 0.2 h Mpc−1 and k2 = 0.3 h Mpc−1,
respectively. In both cases, there is a close agreement between the bispectra from the reference and predicted halo distributions.
In particular, our network predictions are a significant improvement over the corresponding 2LPT halo fields. Right panels :
The deviation from the 3D bispectra of the reference halo distributions of the corresponding predictions for the two cosmology
variants. The above bispectrum diagnostics show that our network is more sensitive to the fiducial cosmology than at the level
of the two-point correlation function. The 1σ confidence regions for five hundred randomly selected patches are depicted in
each panel.
dependence, in accordance with the results from He et al.
(2018). However, we expect that this sensitivity to the
cosmology may be reduced by training over a range of
cosmologies, thereby rendering our halo painting network
more resilient to cosmological priors. We defer such an
investigation to a future work.
D. Individual mass bins
To verify whether the network has properly encoded
the halo mass information, we investigate the mapping
learned for the different mass bins. We depict in Figs. 13
and 14, respectively, the corresponding power and bis-
pectrum diagnostics for the four individual mass bins.
Their respective predicted power and bispectra demons-
trates the exceptional performance of our halo painting
network across the range of halo masses involved. The
above diagnostics show that the network is also capable
of predicting the mass distribution of halos.
VII. SUMMARY AND CONCLUSIONS
We have presented a novel halo painting network2 for
mapping 3D density fields to dark matter halo fields, ins-
2. The source code repository, including a Jupyter note-
book tutorial, is available at https://github.com/doogesh/halo_
painting
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Figure 12. Top panels : The corresponding power spectra, as in the top left panel of Fig. 10 , for the fiducial and two cosmology
variants, with 1σ confidence regions for one thousand randomly selected patches. The top left and right panels demonstrate the
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spectra reconstructed from the predicted and real halo fields for the three cosmology variants, with the deviation from their
respective reference spectra being below 10%. The above diagnostic therefore shows that our halo painting model is slightly
sensitive to the underlying cosmology at the level of the power spectrum.
pired by an implementation of a recent variant of gene-
rative adversarial networks which employs the Wasser-
stein distance as a metric for training the network. Our
network architecture encodes some of the recently pro-
posed refinements to optimize its effectiveness and effi-
ciency. The painting network employs residual Inception
blocks, combining residual networks (ResNets) and In-
ception architecture, a choice which was heavily inspired
by our physical notion of the true process. For improved
training performance, we implement the gradient penalty
method via the addition of a penalty term in the critic
loss, as an alternative to the standard weight clipping, to
enforce the Lipschitz-1 constraint on the critic. Our neu-
ral network, as a result of these upgrades, is not prone
to training instability issues and does not exhibit any
undesired behaviour.
We train our halo painting network on 2LPT simula-
tions to infer the relationship between the dark matter
density field and the final halo distribution. We showcase
the performance of our network in predicting the 3D halo
distribution via a series of diagnostics, at the level of two-
and three-point summary statistics, demonstrating that
this mapping can be learned to a sufficiently high level of
accuracy and that it reduces substantially the stochas-
ticity over the Poisson shot noise. This performance is
especially remarkable given that our neural network has
only ∼ O(104) trainable parameters, which is relatively
few parameters in machine learning terms. In essence,
our halo painting model allows us to rapidly generate
simulations of halo distribution based on a non-linearly
evolved density field within a fraction of a second on mo-
dern GPUs. For instance, the network prediction for a
2563 simulation size requires roughly one second on the
NVIDIA Quadro P6000.
A crucial aspect of our halo painting network, in a
nutshell, lies in its capability to paint a halo distribution
from a computationally cheap non-linear density field.
This, as a result, provides a deterministic transformation
to statistically populate the density field with highly non-
linear structures such as halos. The halo painting net-
work, therefore, bypasses the need to run full particle
mesh simulations, thereby ensuring that detailed and
high-resolution analyses of current and next-generation
galaxy surveys, via the forward modelling approaches
outlined below, are still feasible on regular computing
clusters. Another interesting advantage of our approach
is that our network can predict the 3D halo distribution
for any arbitrary simulation box size due to the convolu-
tional kernels being translationally invariant. With this
method, a large simulation box does not require the tiling
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Figure 13. The corresponding power spectra, as in the top left panel Fig. 10, for the individual mass bins, with 1σ confidence
regions for one thousand randomly selected patches. The above diagnostic, at the level of two-point statistics, highlights the
remarkable performance of our halo painting network across the range of halo masses involved. As such, it can also predict the
mass distribution of halos.
of smaller sub-elements, rendering our approach simple
and elegant.
An immediate application of our halo painting net-
work is that it can be employed for fast generation of
mock halo catalogues and light cone production. This
would be especially useful for the data analysis of upco-
ming large galaxy surveys of unprecedented sizes, such as
Euclid and LSST. Another potential application of our
network is that it can be utilized to fill in small-scale
structure at a high resolution from low resolution large-
scale simulations. It is also worth investigating whether
we can further improve the performance of our painting
model by training on the displacement field, rather than
the density field, as carried out in He et al. (2018). We
defer such an investigation to a future undertaking. We
also intend to explore other avenues, in terms of net-
work architecture and training methodology, to render
our halo painting model robust to different cosmologies,
such that it could be optimized to constrain cosmologi-
cal parameters via hierarchical Bayesian models, such as
the altair (ALcock-Paczyński consTrAIned Reconstruc-
tion) algorithm (Kodi Ramanah et al. 2019).
The technology developed here is relevant to Bayesian
forward modelling approaches for large-scale structure in-
ference. For instance, it may be incorporated as part of
the forward model in the borg (Bayesian Origin Recons-
truction from Galaxies) (Jasche and Lavaux 2018, Jasche
and Wandelt 2013, Jasche et al. 2015, Lavaux and Jasche
2016) framework to generate sharp features due to red-
shift space distortions, such as Fingers of God effects.
Since dark matter dynamics is well-posed, such a neural
network may be employed as an emulator to transform
an approximate large-scale model, such as Lagrangian
Perturbation Theory (LPT), into a 3D halo distribution.
Halo masses can subsequently be remapped to galaxy
masses via another deterministic function, while enco-
ding a stochastic selection, yielding the galaxy distribu-
tion of interest.
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Figure 14. The bispectrum diagnostics for the individual mass bins, for five hundred randomly selected patches. The top and
bottom panels depict the large and small configurations, respectively, as considered in the left panels of Fig. 11. At the level of
three-point statistics, we find that our network performs remarkably well across the range of halo masses involved.
Bayesian inference methods often require the adjoint
gradient of the forward model in the sampling proce-
dure, and as such, neural networks are perfectly suited for
such tasks since they are, by their very nature, fully dif-
ferentiable. The combination of statistical inference and
machine learning is the plausible approach to accelerate
high-resolution analyses of upcoming galaxy redshift sur-
veys and provide statistically interpretable results, while
maintaining the scientific rigour.
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