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Abstract 
 
 
In the framework of Neurosurgery craniectomy is a surgical procedure required due to 
diverse pathological processes. This procedure is usually performed manually by a surgeon 
using a milling device. As this procedure removes completely cranial bone, it has to be 
replaced by an implant. In order to achieve safety, efficiency of the process and accuracy 
for implant placement, such procedure requires good expertise and coordination of the 
surgeon. With the development of computer-assisted surgery and robotics, the application 
of such procedures took place also for craniectomy. These implementations are mainly 
intended to increase safety, accuracy and for optimization of the milling process. However 
the surgeon still has to be aware and perceive the status of the procedure to react or 
intervene in non-planned situations. The use of interface devices in terms of synergistic 
and haptic architectures is intended to re-integrate the surgeon to the control procedure, 
while preserving advantages of automatic parameter control. 
This work presents the investigation of the use of haptic technology in a neurosurgery 
robotic system for craniectomy, regarding aspects such as awareness, vigilance, workload, 
and safety as well as requirements of the milling process. A combination of haptic device 
and autonomous robot is proposed. For comparisons and evaluation of different operation 
modes (autonomous and synergistic as well as haptic master-slave interaction) 
experimental studies have been conducted using laboratory setups with different user 
groups, including computer based simulations. 
Results showed the potential of haptic technology in order to increase surgeons integration 
in the control of robotic system. Haptic feedback based control presented results similar to 
the autonomous implementation. Safety can be potentially increased due to faster surgeon 
reactions during the process, while milling process parameters could be controlled 
automatically. On the other hand, special care must be taken due to the increase of 
workload, however the haptic display solution showed lower increases compared to the 
synergistic mode. 
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Zusammenfassung 
 
Die Kraniektomie ist ein bei verschiedenen pathologischen Veränderungen notwendiges 
neurochirurgisches Verfahren zur Resektion von Schädelknochen. In der Regel entfernt der 
Chirurg das kraniale Knochenmaterial mit Hilfe eines handgeführten Fräswerkzeuges. Da 
der Knochen dauerhaft entfernt wird, muss der entstehende Defekt durch ein Implantat 
versorgt werden. Dies verlangt vom Chirurgen ein hohes Maß an Erfahrung und Geschick, 
um die notwendige Sicherheit, Effizienz und eine für die Implantation erforderliche 
Genauigkeit zu erreichen. 
Im Bereich der Computer- und Roboter-assistierten Chirurgie wurden auch verschiedene 
Ansätze für die Kraniotomie entwickelt. Diese Systeme zielen hauptsächlich auf eine 
erhöhte Sicherheit und Genauigkeit sowie einer Optimierung des Fräsprozesses ab. 
Dennoch muss der Operateur den Prozess überwachen und wahrnehmen können, um bei 
ungeplanten Situationen reagieren und eingreifen zu können. Durch den Gebrauch von 
Schnittstellengeräten in synergistischen und haptischen Architekturen soll der Chirurg in 
den Kontrollprozess reintegriert werden, bei gleichzeitiger Wahrung der Vorteile der 
automatischen Parameter-Steuerung. 
Im Rahmen dieser Arbeit wurde der Einsatz von haptischen Technologien in einem 
neurochirurgischen Robotersystem für die Kraniektomie untersucht. Wesentliche Aspekte 
sind dabei Aufmerksamkeit, Wachsamkeit, Arbeitsbelastung und Sicherheit sowie 
Anforderungen aus dem Fräsprozess. 
Es wird eine Kombination von haptischer Benutzerschnittstelle und autonomen Roboter 
vorgeschlagen. Für den Vergleich und zur Auswertung der verschiedenen Betriebsarten 
(autonom, synergistisch sowie haptische Master-Slave-Interaktion) wurden mit 
unterschiedlichen Benutzergruppen experimentelle Studien sowohl mit Laboraufbauten als 
auch mit Computer-Simulationen durchgeführt. 
Die Ergebnisse zeigen das Potential mit Hilfe der haptischen Technologie, die Integration 
des Chirurgen in die Steuerung der Roboter-Systems zu erhöhen. 
Die auf haptischem Feedback basierende Steuerung zeigte ähnliche Ergebnisse der 
autonomen Umsetzung. Die Sicherheit kann aufgrund der schnelleren Reaktionen des 
Chirurgen während des Prozesses potentiell erhöht werden, während die Fräsparameter 
weiterhin autonom geregelt werden. Es ist jedoch ein Anstieg der Arbeitsbelastung zu 
beachten. Dieser zeigte sich in der haptischen Betriebsart  geringer im Vergleich zur 
synergistischen Betriebsart.  
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1. Introduction 
 
In recent years, the progress of medical assistance and therapy has grown quickly, due to the 
development of new technologies and concepts. In computer-assisted surgery (CAS), systems 
involve the use of smart instruments, robotics, registration techniques, and tracking tools. 
CAS focuses primarily on the performance optimization of medical interventions 
[Troccaz1998] [Rembold2001]. This optimization consists of: 
 planning optimal strategies from multi-modal data acquisition and fusion, as defined 
by application-oriented criteria (e.g. geometric, biomechanical measures); 
 accurately transferring and executing these plans in intraoperative conditions; 
 minimizing the invasiveness of these interventions by increasing the selectivity of 
anatomical target localization and reducing the aggressiveness of the target access 
(through minimal incisions or natural openings); 
 increasing safety for delicate interventions. 
The accuracy also depends to a considerable degree on the surgeon’s manual skill, as 
well as her or his ability to correlate the visual information presented from the operation site 
with the manual action. Depending on the medical procedure and the three-dimensional 
anatomical topography, complicated structures, such as nerves and vessels, increase the 
complexity of the procedure and potentially create real risks for the surgical outcome 
[Taylor1996] [Staudte1997] [Merloz1998] [Radermacher1999]. 
Minimal Invasive Surgery (MIS) procedures frequently result in a lack of perception 
(vision, tactile feeling) and dexterity. These procedures may also raise accessibility problems 
and may require a higher positional and force accuracy [Troccaz1998]. Studies have shown 
that the combination of senses, such as vision with haptics, improves the performance of 
human movements and coordination in general tasks [Gerovichev2002] [Scheidt2005]. 
Computer-based systems that work in cooperation with human beings must communicate with 
them to supply information and to receive input commands. 
Surgeons trust vision as a feedback source for their actions during surgical procedures. 
With MIS, the attention of the surgeon is focused on the monitor, and with a computer based 
system, it is possible to add graphs, text, and other information to the video image. Surgical 
navigation systems provide visual feedback on the positions of the surgical instrument 
[Cutting1996] [Adams1990] [Nolte1998]. 
Synergistic devices are intended for direct haptic guidance of a surgical tool that is 
held and controlled directly by a surgeon [Troccaz1998]. The main objective of synergistic 
  2 
surgical systems is to build general-purpose mechanical devices to be held by the operator’s 
hand, which allow them to feel the virtual world of the patient data (including safety regions 
around anatomical obstacles to be avoided) and of surgical strategies, whilst moving in the 
real world. Under computer control, the synergistic device may allow the surgeon to have 
control of some degrees of freedom, while the device controls the others. In other words, the 
system filters the motions proposed by the surgeon to keep only those that are compatible 
with the surgical plan. 
Davies [Ho1995a] [Harris1997] [Kazerooni1993] emphasizes this cooperative 
manipulation, where the surgeon and the robot both hold the surgical tool. The robot detects 
the forces exerted on the tool by the surgeon and moves itself, as long as it is in a safe allowed 
area. Similar approaches have been presented by other groups [Taylor1995a] [Funda1996]. 
The aim of this thesis was to investigate the implementation of haptic technology in a 
neurosurgical robotic system for craniectomy. The scenario of this investigation was the 
CRANIO project. The first stages of this project dealt with implementation of an automatic 
system to manage issues and requirements of this medical procedure. However this first 
approach reduced the role of the surgeon during the procedure and introduced some issues 
related to the automation. The benefits of automatic systems are intended to be maintained. 
The main objective of the approach investigated in this work is to evaluate if haptic 
technology would be able to re-integrate the surgeon in the control process by means of 
increasing her/his situation awareness. 
With the purpose to reach such aims, it is important to examine the medical 
background of this application, in addition to the indications, motivations, and constraints for 
the use of medical robots and haptic systems for such a procedure (Chapter 2). It was 
necessary to analyse studies using robotics and haptics in surgery, as well as to examine their 
constraints and requirements. Such restraints and requirements include their relevance in the 
medical field. Relevant aspects in human machine interface (HMI) also included important 
aspects to this work. Such information was relevant to design the new concept presented here, 
as well as to analysis. 
Once this former work was completed, it was possible to describe in further detail the 
objectives of this thesis, based on all of the aspects described previously, and to introduce the 
approach adopted in order to achieve such goals (Chapter 3). The new approach for a haptic 
display concept and its use for craniectomy could be settled. 
The first developments and evaluations could be analysed with the combination of past 
and new systems in this medical scenario, and their requirements and constraints could be 
  3 
revealed (Chapter 4). Here, it was possible also to implement an assessment of haptic devices 
and to determine the need of a comparison between different concepts. 
A methodology and evaluation procedures were defined in order to compare different 
concepts for craniectomy based on the previous work (Chapter 5). The results of the 
experiments were analysed and discussed (Chapter 6), and they could be related with the 
initial aims of this work and their relevancies (Chapter 7). Further perspectives of this 
dissertation could be also defined. 
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2. Background and State of the Art 
 
For the development of CAS systems it is fundamental to analyse the requirements and 
constraints of the medical procedures involved. Careful analysis of this information will allow 
the definition and specification of a suitable system to be developed. 
2.1. Craniectomy 
 
Craniectomy is the surgical procedure, where part of the skull (bone flap) is completely 
removed (Fig. 2-1), and replaced afterwards by synthetic materials (implants) [Wu2006]. If 
the bone flap is preserved and repositioned afterwards, the procedure is referred as 
craniotomy. Trepanation is another term used for this type of procedure in a general sense 
[Wirth1990]. Craniotomy and craniectomy are procedures often undertaken by neurosurgeons 
and trauma surgeons and they have different indications [Simon2008] [Popovic2007] 
[Guthrie1996] [Nakaji2004] [Stiver2009] [Warnick2009]. 
 
  
Figure 2-1 : Resection after craniectomy (left) [Follmann2007], craniectomy being performed in 
anatomical experiment with robot (middle) [HIA2006] and (right) conventional procedure [HIA2006] 
 
Cranioplasty refers to a more complex procedure where due to a defect or deformity 
the skull has to be reconstructed. This can be necessary in the case of a brain tumour where 
there is dural involvement (e.g. calvarial meningiomas [Tokgoz2005]), i.e. the bone flap and 
dura mater cannot be separated [Nakamura2003][Popovic2007]. 
There are different ways for accessing the brain area (e.g. transsphenoidal, subfrontal, 
frontotemporal, anterior and posterior transcortical, anterior and posterior transcallosal, 
occipital transtentorial and infratentorial supracerebellar) [Rhoton2002]. It clearly depends on 
the surgical approach and the damage region in question. This access defines the patient 
positioning on the operating table. The scalp tissue is removed to expose the bone area by the 
physician. 
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In order to correlate the surgical action with the pre-operative or intra-operative 
images, navigation tools have been developed [Adams1990] [Vannier1999] [Salame2000] 
[Bucholz2000], these systems require the user to have good hand-eye coordination. 
The amount of skull to be removed depends on the extent of the surgical procedure 
being performed [Engelhardt2005][Bast2006]. In order to achieve a better cosmetic outcome 
and also the individualization of the implants, research has been undertaken to use pre-
operative planning to design the implants [Weihe2000][Follmann2007][Cunha-Cruz2010] 
manufactured by CAD/CAM systems [Saringer2002][Wu2006]. However, there will still be 
some cases that the surgeon has to enlarge the pre-planned resection due to intraoperative 
changes or incidents. 
A variety of tools can be used for the removal of the bone such as drilling machines 
(drill cutter, burrs or trepan), high-speed saws, milling tools [Colon1998][Pait1991], ronguers 
and Gigli saws are also used [Pait1991]. As these tools are directly controlled by the surgeon, 
only basic tool parameters such as spindle speed, can be controlled and the outcome depends 
entirely on the skill of the surgeon. Because machining parameters are not systematically 
defined, and various studies show the importance of defined parameters for bone machining 
[Fuchsberger1986] [Bast2003] [Federspil2003]. 
Such studies presented some technical guidelines and medical requirements for such 
milling procedures in the cranial area, based on experiments on ex vivo phantoms. Federspil 
and Bastian had as motivation the use of robotic systems for the performance of such 
procedures [Federspil2003][Bast2003]. From medical aspects related to technical 
requirements, the craniectomy procedure has an expected accuracy in the order of 0,5 mm 
[Bast2010] for the placement of implants and afterwards with that to benefit the healing 
process. However some experiments with conventional procedure (manual) points up 
deviations of up to 3 mm from expected results [Bast2003]. Further medical requirements 
involve aesthetic, completion time, relief of operator fatigue, concentration, and sterilization 
[Federspil2001][Bast2010]. Tab. 2-1 summarizes some of the values obtained by the cited 
works. 
Temperature can damage the bone tissue because it can cause protein denaturation and 
cellular death, consequently the healing conditions of the bone. The temperature has a 
dependency of the milling conditions (cutting speed, feed force, tool geometry, cutting time, 
and tool cooling), as it was studied by Fuchsberger [Fuchsberger1988]. Fuchsberger 
demonstrated that the control of feed force and speed can manage to control temperature 
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process. This control requirement is also evident due to the discontinuity of bone rigidity and 
bone itself by the tool path. 
Table 2-1 : Milling guidelines from literature 
Reference Federspil2003 Bast2003 Fuchsberger1989 
Operation Robot Manual Manual 
Tool diameter 
[mm] 
2,5 6 4 
Rotation speed 
[rpm] 
30000 60000 (setting) 
15000 (measured) 
10000 to 13000 
Forces 
 
Mean 
4,81 N (calvarian) 
3,61 N (mastoid) 
Limit 10 N 
Max. 27,7 N 
Max. 22 N 
Mean1,8 N 
3 to 5 N/mm 
(feed force) 
Feed speed 1 to 5 mm/s 3 to 4 mm/s 
(recommendation 
for robot) 
120 to 160 m/min 
Temperature 
[°C] 
Max./Limit 60 
Mean 53,34 
Max 65 
Mean 22 
25 to 60 
Cooling system With With With and without 
 
The proximity of the skull bone and the dura mater (meninge) means that there is the 
constant danger of dura injury [Engelhardt2005] Fig. 2-2, and also to other delicate structures. 
The majority of the development of new instruments and tools for craniotomy/ craniectomy 
are concerned with the protection of the internal structures of the cranium, i.e. the brain and 
its related structures [Pait1991]. Solutions integrating the pre-operative planning with hand-
held tools have been developed, aiming to protect the dura mater [Follmann2008], also 
complete robotic solutions [Bast2010]. 
 
Figure 2-2 : Anatomical details with meninges [Moore1999] 
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2.2.   State of the Art in CAS 
 
The use of robotic systems allows a better integration of pre-operative planning, and a 
registration process, although the use of such systems does introduce new procedures and 
issues [Federspil2003] [Rembold2001]. Different approaches have been reported to introduce 
robotic systems into neurosurgical practice, in particular the trepanation procedures 
[Wirth1990] [Follmann2008] [Bast2010]. Most of these systems are classified as active 
(autonomous) according to Troccaz [Troccaz1998], i.e. the system controls most of the 
milling process and the surgeon is removed of the control procedure. The robotic system 
performs the craniotomy/craniectomy following a path generated at the pre-operative 
planning stage. In order to assure the safety of such autonomous systems special control and 
safety systems, and even redundant ones have been designed, increasing the overall 
complexity of the system [Bast2010]. Systems such as CRANIO leave a final layer to be 
removed by the surgeon as a strategy for safety (dura protection) [Follmann2007]. In all cases 
the surgeon has an emergency stop button press which can be used to halt the process if 
something goes wrong. 
Automation is used to overcome the physical and mental limitations of human 
operators (e.g. accuracy, fatigue and awareness), but automation often induces other risks 
such as system failures (e.g. hardware and software errors) and non-planned situations, that 
will require the intervention of a human operator. The implementation of automation systems 
reduces the workload of the human operator with a reduction in the expertise they need to 
operate the system, and as a consequence they could also be less aware of the overall process. 
Different studies have presented a comparison between human operators and 
automation, revealing the advantages and disadvantages of both [Wickens2004] [Lee2006] 
[Taylor1996] [Sheridan1992] [Cunha-Cruz2004]. The combination of both is an important 
issue not just in technical aspects but also ethical [Marescaux2004]. Even the best designed 
automatic system is liable to have errors, which can denigrate the safety of a surgical 
procedure. In case of failure of the equipment, the surgeon has to be able to take control of the 
procedure and continue with the surgery. This could mean removing the automatic system so 
that the surgeon can continue the procedure conventionally. In order to perform these 
interventions the user has to be aware of the changes to the procedure, this issue is referred to 
in literature as “out-of-loop problem”. In most systems, when automation fails or a situation is 
encountered that the automation is not programmed to handle, human operators need to be 
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able to detect the problem, diagnose what is happening and then take over the task manually 
[Endsley2003]. Their ability to do so is often compromised, however. 
In robotic tasks, operators need to maintain an awareness of the following [Riley2009] 
[Riley2004]; 
 Where the robot has been and where it is moving to 
 The interaction with environment 
 The required degree to which task objectives have been met 
 The status of the robot’s functional components. 
Under high-level automation, awareness can be further degraded when the operator 
becomes a passive observer of the robot’s actions, as opposed to an active controller and 
decision maker. Researchers have discussed and demonstrated the difficulties in acquiring and 
maintaining situation awareness (SA) during robotic tasks [Drury2003] [Riley2006] 
[Riley2006a]. 
2.2.1. Robotic Assisted Systems 
Autonomous Systems 
Based on Troccaz’s [Troccaz1998] classification, an autonomous mode system represents an 
active system whereby a robot performs the intervention itself. In this mode the user has to 
install the system in theatre, position it ready for the procedure and then initialise it according 
to the particular procedure. After that the system performs the tasks following the pre-
programmed plan. With autonomous systems the user observes the robot movements with 
direct observation of the intervention or via a monitor with the state of some variables, speed 
for example, with audio alarms. As with all robotic systems, the user is able to intervene at 
any time during the procedure to stop the whole process in case of emergency by use of a stop 
button or “dead man’s handle”. At that point the user can remove the robotic system and 
progress the intervention in the conventional way or restart the procedure with the robot 
again. 
To date most research using autonomous systems in surgery has been in orthopaedics, 
the classical example is ROBODOC (commercialized by Curexo Technology Corp.) 
[Curexo2010]. Based on an industrial robot, ROBODOC is used for performing procedures 
such as Total Hip Arthroplasty (THA; including revision) and Total Knee Arthroplasty 
(TKA). MBARS (Miniature Bone Attached Robotic System) [Carnegie2007], CRIGOS 
(Compact Robot for Image Guided Orthopaedic Surgery) [Brandt1999] and MINARO 
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(Minimal Invasive Navigation and Robotics) [delaFuente2002] from the Helmholtz Institute 
(Germany). 
The German RONAF project is an example for otorhinolaryngological surgeries for 
hearing aid implants [Federspil2003]. In order to perform craniotomies and craniectomies, 
there are projects such as RobaCKa [Engel2001] and CRANIO [Cunha-Cruz2010], both from 
Germany. Systems like CRANIO ease the milling work for the surgeon and enables more 
efficiency and accuracy in such process, what enables the use of prefabricated implants 
(defined in the pre-operative stage) [Bast2003]. However, it constrains the procedure to the 
previous planned path and restricts the surgeon’s flexibility to adapt the intra-operative 
process. This lack of flexibility is a problem with all autonomous systems. 
Synergistic Systems 
The term “synergistic system” was introduced into the field of computer-assisted surgery by 
[Troccaz1998]. Together with the development of teleoperated systems, synergistic 
development is motivated by the possibility to match human cognitive and adaptability 
capabilities with machine accuracy and reliability for the complete realization of the task 
[Sheridan1992]. So called “synergistic” devices are intended to work as a guiding tool for the 
physician, based on a direct haptic guidance of the surgeon performing an accurate manual 
transfer of the surgical planning into the operating site. Depending on the specific application, 
the synergistic device may allow the physician to control some DOF, while the device 
controls others. In other words, the system restricts the motions intended by the surgeon to the 
paths, positions (and velocities) defined by the surgical plan. An example of that is the 
“Steady-Hand Robotic System for Microsurgical Augmentation” project at Johns Hopkins 
University for Ophthalmology procedures [Funda1996]. In this system, the user has their 
movements constrained and scaled for micromanipulation of instruments. 
Different technologies have been used to generate haptic feedback on different types 
of constraints [Troccaz1998] [Erbse1997] [Davis1997] [Colgate1996]. Davies emphasizes the 
cooperative manipulation of the tool by the surgeon moving the end-effector of a robot with 
programmable constraints [Ho1995][Harris1997][Kazerooni1993]. The objective of this 
approach is to provide direct force feedback for the operators to increase their sense of being 
“in the loop”. Moreover, in contrast to teleoperated master-slave systems, the operator has to 
directly manipulate the end-effector of the robot system which might be disadvantageous in 
case of limited work space or exposure to radiation (e.g. in case of fluoroscopic or CT image 
controls) [Sheridan1992]. Moreover, the transparency of the haptic feedback is limited due to 
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milling reaction forces and mass inertia of the robot systems. Some commercial medical 
robots are available such as ACROBOT (Acrobot Company Ltd., UK) [Harris1997] and RIO 
(Robotic Arm Interactive Orthopedic System - MAKO Surgical Corp., USA) [MAKO2008]; 
and in the research field such systems as Praxiteles [Plaskos2005] and BRIGIT (Bone 
Resection Instrument Guidance by Intelligent Telemanipulator) [Maillet2005] are specially 
designed for orthopaedic applications. They permit the direct manipulation of the robot by the 
user, constraining their movements within a planned area. The user moves freely the end-
effector in a randomised way. However, this random movement of the tool might lead to less 
efficient milling paths and uncontrolled milling parameters. 
Semi-active systems allow direct and accurate transfer of the surgical planning to the 
operating site. Currently, they are restricted to rather elementary tasks (linear motions and 
planar cuts), this transfer is implemented using specific hardware; this hardware may be 
considered as a mechanical constraint. 
Synergistic devices are intended for direct physical guidance of a surgical tool, a tool 
that is also held and controlled directly by a surgeon. The concrete objective is to build 
general-purpose mechanical devices to be held by the operator’s hand which allow him to feel 
the virtual world of the patient data (including safety regions around anatomical obstacles to 
be avoided) and of surgical strategies, whilst moving in the real world. 
Related Issues: Autonomous and Synergistic 
Autonomous systems provide precision and efficiency in the execution of movements, even 
with the high forces involved. This allows for the control of optimal machining parameters in 
tasks as milling (e.g. craniotomy and craniectomy [Bast2010]). Unfortunately this is not 
necessarily true in synergistic systems because the user controls part of the movements, as 
mentioned before. Autonomous and synergistic systems are able to integrate the information 
from the planning stage with that from the navigation system during a surgical procedure. In 
the autonomous mode this planning integration is made by the definition of the robot 
trajectory [Cunha-Cruz2010], and in the synergistic mode it is for the definition of the 
constraint zones in order to protect sensitive structures [Troccaz1998]. 
Although requiring situation awareness and vigilance from the user, autonomous 
systems allow for the reduction of the workload for the user during long operations, 
[Endsley2003] [Warm2008]. From the human perspective these issues are directly linked with 
well-discussed issues concerning the general use of automation [Endsley2003] [Tsang2006] 
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[Parasuraman2000] [Lee2006a] [Wickens2004] [Sheridan2006] [Sheridan1992]: “out-of-the-
loop syndrome”, overtrust, complacency, and expertise (training and skills). 
 
2.3. Aspects of Human-Machine Interaction 
 
2.3.1. Mental Information Processing 
Mental information processing is directly linked to human performance [Wickens2006]. In 
the wide variation of situations where an operator has to interact with technical systems, the 
operator has to perceive information, transform that information, take actions based on the 
perceived and transformed information, and process the feedback from that action whilst 
assessing its effects on the environment. 
Many of the activities undertaken by humans are characterized by the tracking of a 
continuously moving dynamic target [Wickens2004] Normally, these are loops characterized 
by the input (stimulus) bandwidth and its order, position (zero-order), velocity (first-order) 
and acceleration (second-order) [Abel2006] [Wickens2004]. In the specific model from 
Wickens, it can be observed that the display is the source of the information that is necessary 
for the corrective action / response. 
According to Wickens [Wickens2006] events and stimuli are received by our sensory 
system, and those are provided with some meaningful interpretation based on memory of past 
experiences (Fig. 2-2). The perceived information can be directly responded by actions or 
remained temporarily in the working memory. Actions yield feedbacks that close the cycle. 
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Figure 2-3 : Model of human information processing (adapted from [Wickens2006]). 
 
Human attention has important roles in the information processing as it filters and 
selects the perceived information [Wickens2006]. 
 
Attention and Vigilance 
The mechanisms human attention are responsible for the filtering process of information 
[Wickens2006]. According to Kahneman and Tsang [Kahneman1973] [Tsang2006], human 
attention is allocated via a closed feedback loop with continuous monitoring of the efficacy of 
the allocation policy. The allocation policy is governed by enduring dispositions of lasting 
importance, such as one’s own name and well-learned rules, momentary intentions pertinent 
to the task, and evaluation of the performance involving self-monitoring of the adequacy of 
performance in relation to task demands. Wickens [Wickens2006] conceptualized attention as 
having three modes: selective attention chooses what to process in the environment, focused 
attention characterizes the efforts to sustain processing of those elements while avoiding 
distraction from others, and divided attention characterizes the ability to process more than 
one attribute or element of the environment at a given time. 
In complex environments, selective attention can be described in terms of how it is 
influenced by the combined force of four factors: salience, expectancy, value, and effort 
[Wickens2006]. Salient features of the environment will attract or “capture” attention. 
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Expectancy refers to knowledge regarding the probable time and location of information 
availability. Value describes the importance of knowing that information in carrying out 
useful tasks, or the costs of failing to note important information. Effort refers to the effort 
required to move attention around the environment 
The goal of focused attention is to maintain processing of the desired source and avoid 
the distracting influence of potentially competing sources such environment disturbances (e.g. 
noise or visual distractions) [Wickens2006], what can lead to faults. 
Wickens defined attention for just one of its dimensions. Attention has more 
dimensions as defined by Sturm [2004] in his work regarding attention deficit disorders. 
These dimensions encompass insensitivity, spatial attention and selectivity. As shown in 
Table 2-2. this identified that vigilance, has a respective dependency with time. Warm also 
defined vigilance as “the ability of organisms to maintain their focus of attention and to 
remain alert to stimuli over prolonged periods of time” [Warm2008]. 
 
Table 2-2 : Taxonomy of Attention (adapted from [Sturm2004]) 
Dimension Domain Paradigm or Task 
Intensity 
(Vigilance) 
Alertness 
(intrinsic, tonic and phasic) 
Simple reaction times tasks without 
warning stimulus (intrinsic, tonic, top-
down) or with warning stimulus (phasic, 
bottom-up). 
Sustained Attention Long-time simple tasks, detection of 
small changes in the information 
presented at high stimulus rate. 
Vigilance Long-time simple tasks, low rate of 
relevant stimuli. 
Spatial Attention 
(Orienting) 
Visual-spatial Attention; 
change of spatial focus of 
attention 
Tasks requiring spatial shift of attention 
from one spatial focus to another. 
Selectivity 
(Executive attention) 
Selective Attention Choice reaction tasks 
Focused Attention Distractor tasks 
Divided Attention Tasks requiring attention to be shared or 
divided between two or more 
information channels (e.g. dual task 
paradigms); tasks of cognitive flexibility 
(e.g. cross-modal shifts). 
Action Selection 
The selection of an action and/ or response is a complex task influenced by different 
variables, as a consequence the response speed is also affected. Wickens [Wickens2004] and 
Proctor [Proctor2006a] suggest some actions that are critical for system design: decision 
complexity (Hick-Hyman law), expectancy (faster answer when you expect something to 
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happen), compatibility (location and movement compatibilities: Simon effect and Fitt's Law), 
the speed-accuracy trade-off, and feedback (channels). 
Rasmussen [Rasmussen1976] approached this topic basing it on uncertainty and skill 
and defined three levels of behaviour (Fig. 2-3). Such an approach is also used by Sheridan in 
his supervisory control works [Sheridan2006]. These levels are: 
 Skill-based behaviour: continuous and automatic behaviour, normally well-established 
and expected, based on little working memory 
 Rule-based behaviour: actions based on well-known rules through the recognition of 
stimuli pattern (e.g. fuzzy logic [Passino1998]) 
 Knowledge-based behaviour: behaviour based on an operator using their expertise 
when facing a complex and uncertain environment to accomplish the intended goals. 
 
 
Figure 2-4 : Qualitative model of human behaviour [Rasmussen1976]. 
 
Response times for both rule- or skilled-based behaviour become longer if there are 
more possible choices that could be made and therefore more information transmitted per 
choice [Wickens2006]. People also respond more slowly, and are more prone to errors, to 
signals and events that they do not expect. Generally, such events are unexpected because 
there is a low probability of them occurring in a particular context. Capacity for parallel 
information processing (e.g. in case of parallel task/ multiple DOF) decreases from the skill 
based to the knowledge level. 
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The practice has certain benefits on the action selection [Wickens2006] as it can make 
knowledge-based behaviour turn to a rule-based behaviour, sometimes going further into the 
skill-based level. 
 
2.3.2. Situation Awareness 
 
The concept of situation awareness (SA) mainly refers to the work of Endsley [Wickens2006] 
[Tsang2006]. Endsley defines it as “the perception of the elements in the environment within a 
volume of time and space, the comprehension of their meaning and the projection of their 
status in the near future” [Endsley1988]. 
This model proposes three levels of SA based on terms from the information-
processing theory [Wickens2006] [Endsley2006]: 
 Level 1 Perception: noticing of states, properties, and components of the 
environment. 
 Level 2 Understanding: understanding the meaning of such elements perceived alone 
or together (Level 1), specially related with the operator’s purposes. 
 Level 3 Projecting: knowing what will occur in a close future based on the 
information given and transformed at levels 1 and 2. This allows deciding which 
actions should be taken to achieve operator’s goals. 
The SA model associates perception, short-term and long-term memory, and working 
memory. Initial elements perceived from the environment can be treated in parallel (Level 1), 
focusing operator’s attention. Lower attention capacity limits the ability to process multiple 
components in parallel and to maintain SA. 
Endsley [Endsley2006] pointed out some challenges of SA: 
 Attentional tunneling: there are significant limits on people’s ability to divide their 
attention across multiple aspects of the environment, particularly within single 
modality, such as vision or sound, and thus attention sharing can only occur to a 
limited extent [Wickens1992]. People can often get trapped in a phenomenon called 
attentional narrowing or tunneling. This means that they get themselves restricted to 
some aspects or characteristics of the environment, and get distracted from the control 
of their behaviours. In this case, their SA may be very good on the part of the 
environment of their concentration but will quickly become outdated on other aspects 
they are not watching; 
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 Requisite memory trap: limitations of working memory also create a significant SA 
constraint; 
 Workload, anxiety, fatigue, and other stresses: stresses such as anxiety, time 
pressure, mental workload, uncertainty, noise or vibration, excessive heat or cold, poor 
lighting, and physical fatigue are unfortunately an unavoidable part of many work 
environments. These stressors can act to reduce SA significantly by further reducing 
an already limited working memory and reducing the efficiency of information 
gathering; 
 Data overload: the volume of data and the rapid rate of change of that data create a 
need for information intake that can quickly outpace a person’s ability to gather and 
assimilate the data. As people can take in and process only a limited amount of 
information at a time, significant lapses in SA can occur; 
 Misplaced salience: the human perceptual system is more sensitive to certain features 
than others, including the colour red, movement, and flashing lights. In the same way, 
loud noises, closer and/or big objects are more able to catch attention. Such features 
can be used to generate SA, but at same way can lower SA; 
 Complexity creep: over time, systems have become more and more complex, often 
through a misguided attempt to add more features or capabilities. Unfortunately, this 
complexity makes it difficult for people to form sufficient internal representations of 
how these systems work; 
 Errant mental models: mental models are important mechanisms for building and 
maintaining SA, providing key interpretation mechanisms for information collected. If 
an incomplete or wrong mental model is used, or if the wrong mental model is relied 
on for a situation, poor comprehension and projection (levels 2 and 3 SA) can result; 
 Out-of-the-loop syndrome: while in some cases, automation can help SA by 
eliminating excessive workload, it can also act to lower SA by putting people out of 
the loop. In this state, they develop poor SA as to how the automation is performing 
and also the state of the elements the automation is supposed to be controlling. When 
automation is performing well, being out-of-the-loop may not be a problem, but when 
automation fails or, more frequently, reaches a situation that it is not programmed to 
handle, the person is out of the loop and often unable to detect the problem, properly 
interpreted the information presented and intervene in a timely manner. 
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2.4. Haptics 
 
The human sensory system is commonly classified into five senses: vision, auditory, 
olfaction, gustation, and somaesthesis (somatic sensory system). The vestibular system, 
responsible for balance, is in some cases also classified as a sensor [Proctor2006]. The 
sensory modality that is important for this thesis is the somasthesis, further literature 
regarding the other modalities can be found in [Schlick2010], [Salvendy2006] and 
[Wickens2004]. 
The somatic sensory system is composed of four distinct components: touch, 
proprioception, pain and thermal sensations [Proctor2006], this sensory system is also referred 
to as a haptic system [Wickens2004] [Stanney2006]. 
The term haptics has its etymology from the Greek word haptesthai (απτειν) that 
means “to touch or to grasp”. The word was first used as a scientific term in German (haptik) 
by Dessoir in 1892 meaning “the study of touch and tactile sensations, especially as a means 
of communication” [Sheridan1997]. Dessoir made two subdivisions in his study: (a) contact 
sense, and (b) pselaphesia (active and passive touch) [Green2002]. Therefore tactile 
perception is the sensation of exclusively mechanical interaction [Burdea1996]. He 
summarized touch into weight, location and temperature components. Other sense attributes 
of the skin were related to the “general sensation”. 
Sometimes touch and proprioception are dealt with separately [Schlick2010], or 
referred to as simply as active touch mode [Proctor2006]. In 2009, standards were defined for 
these terms: DIN EN ISO 9241-910: 2009-10 and ISO 9241-920:2009 (3), mainly for its use 
in the field of engineering. These standards define haptic perception as surrounding the 
sensorial and/or motoric activities originated from the skin, muscles, joints and tendons; and 
divide its study in two areas: touch and kinaesthetic (or kinaesthesia/ kinesthesis). The term 
haptics can be considered an upper term to enclose all these senses, although it also includes 
thermal and noci-perceptions (pain) which when combined with the other perception helps the 
central nervous system (CNS) in its perception discrimination [Burdea1996] [Kern2009] 
[Rhoades2003] [Bear2001]. 
The sense of touch is not only specialized in the perception of the physical boundaries 
of the body, but also on the analysis of surface properties. Kinaesthetic feedback or 
perception, describes a sense mediated by end organs located in muscles, tendons, and joints, 
movements and tensions on the body stimulate this perception [Burdea1996]. In engineering 
terms kinaesthetic feedback can be thought of as position and force sensors and actuators. 
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Proprioceptive feedback (proprioception) provides information relating to body posture and is 
based on receptors located at the skeletal joints, in the inner ear, and on impulses from the 
CNS (memory effect) [Kern2009]. This enables the human being to coordinate movements 
and targeted interactions with its environment. 
The different types of somatosensory receptors include (1) tactile receptors, activated 
by mechanical stimulation of the body’s surface; (2) thermal receptors, activated by changes 
in temperature on the surface of the body; (3) nociceptors, or pain receptors activated by 
noxious (harmful) stimuli; and (4) proprioceptive receptors activated by movement of the 
limb (Fig. 2-4). 
Tactile receptors are called mechanoreceptors. These receptors are responsible for 
detecting touch, pressure, and vibrations applied to the skin. Five types of cutaneous receptors 
that provide for a sense of touch, pressure, stretch, or vibration, are the Merkel’s discs, 
Meissner’s corpuscle, Ruffini corpuscle and hair-follicle plexus. 
The position of the body’s limbs is detected by proprioceptors. A static proprioceptor 
detects the stationary position of the limbs in space with respect to the other parts of the body. 
A dynamic proprioceptor transmits information about on-going limb movement to convey the 
sense of movement. The brain needs this information to determine where the limb is located 
and how quickly they are moving in order to calculate how much further they need to go to 
complete a certain movement. The sense of stationary or static position is transmitted to the 
brain by mechanoreceptors located in joint capsules, cutaneous mechanoreceptors, and 
mechanoreceptors in muscles that can be likened to a transducer that measure the stretching of 
the muscle. Receptor types include the annulospiral and flower-spray ending of the 
neuromuscular spindle and the Golgi tendon organ. The static proprioceptors produce a 
different frequency of action potentials that correspond to the different joint positions. If the 
joint is left in one particular position, the receptor generates action potentials at one specific 
frequency. This type of action potential response is called a tonic discharge. The dynamic 
proprioceptor generates action potentials only with a change in direction of movement. The 
burst of action potentials produced is very brief. This type of action potential response is 
called a phasic discharge. 
 
 
 
 
 
 19 
 
Table. 2-3 summarises characteristics of human-haptic perception. 
Table 2-3 : Characteristic values of human haptic perception (adapted from [Burdea1996][Kern2009]). 
Base item Characteristic value Body part Value 
Static elongation/ position Resolution range Body 
(low amplitudes) 
≈1μm…1mm 
Skin-deformation, absolute 
value 
Fingertip (tactile) 10 μm 
Two-point threshold (spatial 
resolution) 
Fingertip (tactile) 2-3 mm 
Palm (tactile) 10-11 mm 
Position-resolution, 
Difference-limen (DL) 
Finger joint  
(kinaesthetic) 
2,5° 
Wrist (kinaesthetic) 2,0° 
Dynamic elongations 
(vibration) 
Frequency, upper limit 
(tactile perception) 
Finger (tactile) 5-10 kHz 
Frequency, upper limit 
(kinaesthetic perception) 
Whole body (kinaesthetic) 20-30 Hz 
Maximum sensitivity Fingertip, palm (tactile) at 200-300 Hz 
Amplitude, absolute 
threshold 
Fingertip, palm (tactile) 0,1-0,2 μm at 200-300 Hz 
Amplitude-resolution 
difference-limen (DL) 
Fingertip (tactile) 10-25% 
Frequency resolution, 
difference limen (DL) 
Fingertip (tactile) 8-10% 
Force and pressure Range Body ≈5mN…5N 
Force, absolute threshold Fingertip (tactile) 0,8 mN 
Palm (tactile) 1,5 mN 
Force, difference limen 
(DL) 
Body 
(kinaesthetic) 
5-10 % (ca. 7%) 
Pressure, absolute threshold Finger (tactile) 0,2 N/cm2 
Pressure, difference limen 
(DL) 
Wrist (kinaesthetic) 4-19% 
Torque Difference limen (DL) Thumb, index finger 
(kinaesthetic) 
12,7% 
Elasticity Difference limen (DL) Thumb, index finger 
(kinaesthetic) 
5-15% 
 
2.4.1. Haptics Feedback Devices 
 
In recent years, interest in haptic perception has increased because of the development of 
man-machine systems such as telemanipulators and interactive human-computer systems. The 
desire for natural intuitive means of human-machine interaction and for multi-modal sensory 
feedback to users, has resulted in the design of machines that allow users to generate control 
inputs using hand motion, and at the same time experience forces or resistance on their hands 
for force feedback or display of information in a more general sense which create interesting 
and useful perceptions. These machines are known as haptic devices. They are typically 
robot-like mechanisms with rigid handles, which are able to move in one or more degrees of 
freedom. Important system components include actuators, motion and force sensors, and a 
digital controller. 
The development of telemanipulators, or in general teleoperation, is closely related 
with the development of haptic devices [Burdea1996]. Teleoperation is a means whereby a 
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human operator can manipulate and control objects remotely and by providing the operator 
with similar conditions to those at the remote location. Other terms are also used in literature 
such as telepresence [Steuer1993] [Hirche2005] [Sanchez-Vives2005] [Arcara2002] and 
telerobotics (master/ slave architectures) [Arcara2001] [Kuchenbecker2006] [Niemeyer1996] 
[Sheridan1992] [Troccaz1998]. The term telepresence was introduced focusing human 
aspects and the quality of the information given to the user. Using this focus, telepresence 
describes the information that the human operator perceives from the remote environment and 
his capability to interact with the remote location, in order to feel himself present at the 
remote site. A telepresence system is considered transparent if the user is able to perceive the 
remote environment as if she/he was actually interacting on the remote side. The contact 
between the remote system and the environment is a key issue in applications like 
manipulation of tissue (e.g. laparoscopy [Tavakoli2005]) or like machining of bones (e.g. 
craniotomy). Conversely, telemanipulation and telerobotics focus on the physical structure of 
the teleoperation system, i.e. its components (hardware) and system architecture implemented. 
The first record regarding the use of teleoperation were made by R.C. Goertz in the mid 
1940’s from Argonne National Laboratory (Central Research Laboratories), USA 
[Sheridan1992]. This system was implemented for the manipulation of radioactive material in 
nuclear plants, and it was completely mechanical (Fig. 2-5). The actual systems make use of a 
combination of computer and electromechanical systems, providing more flexibility and 
development, although more challenges for the control-design tasks [Kuchenbecker2006]. 
The use of teleoperated systems have been mainly motivated by applications where the 
environment to be manipulated offers danger to the human user (e.g. radioactivity, space 
exploration) and/or constraints to his capabilities (e.g. force and geometry (scales)). Such 
systems are intended to act as an extension tool of the human capabilities (e.g. scaling forces). 
 
 
 
Figure 2-5: Telemanipulator at Argonne National Laboratory [Argonne2010]. 
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The use of computer and electromechanical systems in such manipulators created the 
path for the development of the first haptic interfaces [Brooks1990]. 
These interfaces are generally used in two contexts: tele-operation (Fig. 2-7) and 
computer simulation interaction for training simulators (Fig. 2-8). Both fields introduce 
specific requirements and challenges. 
 
User
Real Environment
Haptic Interface
(“Master”)
Manipulator
(“Slave”)
Controller
 
Figure 2-6: Haptics in teleoperation context. 
 
 
Simulated Environment
User
Haptic InterfaceController  
Figure 2-7: Haptics in simulator context. 
 
A haptic display is a haptic device permitting haptic perception of related information 
Some displays are purely tactile (Fig. 2-9) and others kinaesthetic (Fig. 2-10). 
 
 
Figure 2-8: Example tactile display (braille) - 
Evolution 88 from Handy Tech Elektronik, 
Germany [Handytech2010]. 
 
Figure 2-9: Example kinaesthetic display – Omega.6 
from Force Dimension, Switzerland 
[ForceDimension2010]. 
 
 
Another mode of operation of haptic devices is known as the haptic assistive system 
[Kern2009], this is the addition of haptic information to natural interaction. In computer-
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assisted surgery such systems are called “synergistic systems”, based on Troccaz’s 
classification [Troccaz1998]. Such systems are intended as a guiding tool based on direct 
haptic guidance to the user performing a manual transfer of a pre-planned route into the real 
environment. In surgery for example this planning could be a pre-operative planned 
trajectory. Depending on the specific application, the device may allow the user to control 
some degrees of freedom (DOF), while the device controls others. In other words, the system 
restricts the motions available to the user to the paths, positions (and velocities) defined by the 
plan. Human performance is supported by haptic and also visual guidance taking into account 
limitations of the natural hand-eye coordination [Taylor2003]. As shown in Fig. 2-11 systems 
can be designed for direct or indirect manipulation (teleoperation) by the user. In the first case 
the user handles the manipulator directly and on the second case it is made means an extra 
interface (“master”). Studies have shown that the combination of different senses such as 
vision and/or auditory and haptics (kinaesthetic) improves the performance of human 
movements and coordination in general tasks [Gerovichev2002] [Scheidt2005] 
[Srinivasan1999]. 
Different schemes have been used in order to classify the variety of control 
architectures presented in literature for teleoperation and haptics [Cunha-Cruz2006]. They are 
based on the different types of control (position, force, torque, velocity and acceleration; or as 
admittance or impedance components), low level control structures (PD, PI, PID, Neural 
Networks, etc.), coordinate systems used (Joint space or Cartesian space), or also by the flow 
direction of the control variables – i.e. from master to slave or vice versa. For example, for 
position/force control, the master’s positions are sent to the slave and the slave’s forces are 
sent to the master. In simulation systems the slave side is replaced by the virtual scene, where 
the variables and actions are controlled by an algorithm. In haptic device studies, the popular 
classifications are admittance “position control” and impedance “force control” [Burdea1996] 
[Kern2009]. 
 
User
Real Environment
Haptic Interface
(“Master”)
Manipulator
(“Slave”)
Controller
 
Figure 2-10: Concept of Synergistic System with direct and indirect manipulation of manipulator by user. 
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Architectures and models differ depending upon the problems they are required to 
solve such as gravity compensation, friction, time delay, force/torque saturation, virtual 
coupling and fixtures, human model (visual and proprioceptive feedback model), human 
performance, transparency, system bandwidth and control stability. Gravity compensation is 
usually regarded as a non-planar mechanism and/or in multi-body systems, insofar as it may 
influence sensor measurements. Friction is normally addressed in system models and 
simulations by taking into account its non-linear behaviour and its influence in the whole 
control system. Time delay is normally used when the communication channel is over a great 
distance; although it can also have influence on the overall system performance due to delays 
in data processing, e.g. if there are variables and commands in the control system that depend 
on image or planning processing. Limitations of the hardware system, as well as restrictions 
for safety reasons, are related to the management of the saturations and the system bandwidth, 
e.g. force/torque saturations. The notions of virtual couplings and fixtures have been 
addressed in architectures that also incorporate guidance and virtual constraint properties 
[Abbott2005]. 
 
2.5. Preliminary conclusions 
 
Craniectomy is required for many pathological processes in neurosurgery. Such procedures 
are usually performed through the handling of cutting devices by the user, which requires 
good expertise and coordination. Bone thermal damage and injury of sensible parts (e.g. 
Dura) are consequences of a non-controlled craniectomy. This medical procedure has 
requirements like a certain accuracy for implant placement, aesthetic results, lower 
completion time, and safety. 
The application of robotic systems for craniectomy is intended to increase safety 
(through better planning and protection of sensitive structures), accuracy (precision) and 
optimized machining parameters. The user expertise is also an important factor for the 
accomplishment of such procedures and for the safety of the patient. In order successfully 
fullfill this task, the human has to cooperate with the machine, for that, the user has to be 
aware and perceive the status of the procedure to be able to react or intervene as necessary. 
User awareness and perception when performing tasks with autonomous systems are normally 
lower when she/he performs the task manually. The integration of the user into the process 
deals also with issues such as operator workload, and sensory feedback and coordination. 
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Non-planned situations arise from different sources. After analysis of specific 
literature and interviews with professionals the following were identified as the main issues in 
both conventional and robotic systems, i) system and hardware errors (e.g. registration, 
navigation, and robot), ii) stalled tool, iii) machining parameters (also accuracy for implant 
placement), iv) suspicion of additional tumour, and injury of delicate structures (e.g. dura 
mater). Such issues require the attention and intervention of the user. 
Automation and control present relevant issues in order to provide for user awareness 
and perception. These points were seen as necessary for the surgeon to conduct a surgical 
procedure. The development of human information processing revealed and discussed the 
important factors concerning the analysis of human machine interaction issues: attention, 
vigilance, action selection, workload, and situation awareness. The discussion on human 
machine interaction revealed that displays are main channels for the user to receive 
information from a machine. 
Craniectomy is directly related to the control of a milling tool through haptic channels, 
that is why this was dealt with more intensively and revealed that this path has been 
implemented by many researchers working with automation systems for this procedure. In the 
manual milling process, the surgeon is submitted to constant vibrations from the milling tool 
in addition to the normal stresses experienced during a surgical procedure. These aspects all 
affect the user’s attention and perception for an accurate procedure, and as a consequence 
affect their information-processing and overall performance. The implementation of haptic 
devices with autonomous systems for craniectomy is still an issue that requires research. 
Diverse surgical solutions have been presented in literature culminating in automated 
and synergetic systems, this last trying to reintegrate the user to the control loop. The 
combination of human and automatic systems deals with different issues, some of them were 
presented here, e.g. out-of-loop syndrome. 
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3. Objective of this Thesis and Concept Development 
 
Chapter 2 introduced some issues and requirements relating to the medical procedure known 
as craniectomy and discussed some of the technical solutions on the subject that can be found 
in the literature. Robotic solutions promise to overcome the problems inherent in conventional 
procedures by improving the accuracy of implant placement, optimizing the machining 
parameters, and reducing user workloads. Such robotic solutions allow surgeons to plan 
procedures pre-operatively, which allows them to define the regions to be milled, synthesise 
the fitting of the implants, and determine how best to protect sensitive structures. On the other 
hand, once the planning has been done and the robot trajectory has been defined, it cannot be 
modified during the procedure due to the inflexibility of the system. 
As previously discussed, a great deal of importance has been placed on the 
reintegration of human operators into the process in order to provide more flexibility and to 
maintain safety. The previously reported solutions based, on teleoperation and synergistic 
technologies, attempted to achieve such integration, although they partially lacked the initial 
motivation of machining optimization once the human operator was able to control system 
movements. 
From the previous studies, it can be concluded that there is a need for a combination 
and better integration of the autonomous, teleoperation, and synergistic solutions in order to 
increase situation awareness and, hence, safety; doing that will guarantee the integrity of 
milling parameters and medical procedure performance when reintegrating human expertise 
into the process. From these conclusions, the different concepts of a haptic display operating 
mode have been defined. 
The proposal for the use of a haptic display as the source of information for users 
allows them to undertake specific actions during procedures, such as corrections of pre-
planned actions and overcoming system failures. The focus of this thesis involves the use of a 
kinaesthetic device as a haptic feedback display of the movements performed by the robot. 
As this display provides information in the hand reference system, it potentially 
enables users to maintain control of robot motion either passively (supervisory control) or 
actively (master-slave control) in 1…n degrees of freedom in an intuitive way. The 
verification of this hypothesis is one mayor objective of this thesis. 
This study of different concepts for the integration of haptic feedback into robot-
assisted surgery has been conducted in the framework of the CRANIO Project, funded by the 
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German Research Foundation in the Focus Research Program “Surgical Navigation and 
Robotics” SPP1124. 
The CRANIO Project focused on the craniectomy procedure in calvarial tumour 
surgery. The initial project was developed in order to automate the milling processes based on 
pre-defined resection planning in the autonomous mode (Fig. 3-1). This approach allows for a 
very efficient milling process, but it does not include feedback from surgeons in reference to 
the intra-operative process. In the haptic display operating mode, the robot operates in the 
autonomous mode, but the user is reintegrated into the process through the haptic display (Fig. 
3-2). During a normal operation, the robot moves and the user perceives its movements 
because the haptic device moves as it follows the robot’s path. 
In contrast to conventional automated robotic milling, the system proceeds only as 
long as the operator is actively “pushing” the master control system forward while feeling the 
reaction force of the milling process displayed by the haptic device. 
If user intervention is necessary, the user simply takes control of the robot, operating it 
in a master/slave mode, and performs the required actions based on actual intraoperative 
information. These actions are performed through the same device. When the master/slave 
mode is terminated, the system returns to the autonomous mode with the haptic display and 
continues with the procedure. With such a system, the user is able to monitor the procedure, 
based on a visual and haptic display. The advantage of this model is that it provides intra-
operative flexibility and reintegrates the human into the procedure. 
 
 
 
 
The implementation of haptic displays with robotic systems has the potential to 
increase safety by augmenting operator vigilance and situation awareness and enabling 
her/him to intervene in non-planned situations. 
 
User 
Figure 3-1 : CRANIO Project in autonomous mode with user interaction. 
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Summary 3 proposes modes to be used for further investigation Tab. 3-1. 
 
Table 3-1 : Proposed Modes 
Mode Description 
Autonomous Tool movements are controlled by the robotic system; such movements are 
previously defined after planned trajectory has been outlined in the pre-
operative plan. The user performs before the setup procedure from the system 
and, during the operation, she/he can intervene to stop the operation. 
Synergistic Tool movements are controlled by the user. The planned trajectory is presented 
for the user as a guide and as a constraint of her/his movements. The robotic 
system obeys the commands generated by user interactions. 
Haptic Tool movements are controlled by the robotic system or by the user. During 
the procedure, the user is provided with feedback information about her/his 
interaction with the environment. It is also possible to include information 
about the pre-operation plan, similar to synergistic mode. This flow of 
information allows the user to define actions to intervene during the operation. 
 
In robotic calvarial tumour surgery, the protection of the dura mater remains the most 
important issue [Popovic2007][Bast2010]. In order to protect the dura and to account for 
inherent system inaccuracies, a safety offset from the inner table of the skull is preoperatively 
planned by the surgeon (Fig. 3-3); the robotic system is not able to intrude into this. The 
surgeon can then remove the final layer manually, as is commonly done. 
Following this strategy originally developed and implemented in the CRANIO project, 
the haptic display mode provides haptic feedback to the operator controlling the robot. The 
robot autonomously follows the planned path with optimal milling parameters as long as the 
operator pushes the master control forward. The robot follows the generated path, and when 
all of the bone has been removed up to the safety layer, the surgeon then has control of one 
DOF (depth: Z), enabling the removal of the safety layer in one DOF master-slave mode 
Figure 3-2: CRANIO Project in haptic display mode with user interaction. 
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while providing force feedback on the bone/soft tissue reaction force to remove this last layer. 
Force/motion scaling is an important requirement for this mode of operation. 
 
 
 
The goal of a haptic display operating mode is to solve some of the issues previously 
discussed. It is believed that greater safety during the procedure is achieved with improved 
awareness and vigilance on the part of the user. That is because the user can perceive and 
respond to events more quickly than the robot. Performance is considered as being better in 
the following ways: it reduces the duration of the procedure; it allows for milling parameters 
to be achieved; and it achieves the planned path for the implant requirements. 
The following hypotheses are defined as the basis of this work: 
Hypothesis I: With the constraints defined in the synergistic mode, the user is able to perform 
the planned path as in the autonomous mode without relevant decreases in 
accuracy (effectiveness). Moreover, efficiency of the milling process may decrease; 
Hypothesis II: By combining a haptic display with the autonomous mode, the milling 
parameters (e.g., cutting forces, feed force, and speed) are kept in control in 
comparison with the synergistic mode; 
Hypothesis III: With the use of a haptic device, the user is able to perform the milling of the 
last layer (left by the safety offset) with better milling efficiency than by manual 
means and still protect the sensitive structures in cases of craniectomy (see Fig. 3-3); 
Hypothesis IV: With the use of a haptic display, the user will achieve a better level of 
awareness and vigilance during the procedure compared with other modes 
(autonomous and synergistic), although the workload is increased. 
These hypotheses will be verified in the following work. 
Figure 3-3: Safety offset in calvarial tumour surgery (adapted from [HIA2006]). 
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4. Concept Implementation 
 
4.1 The CRANIO System 
The CRANIO project focus on the surgical treatment of patients suffering from calvarial 
tumours, including preoperative design and manufacturing of individual implants for cranial 
defect repair [Bast2006] [Popovic2007]. The clinical motivations were addressed in the works 
of Popovic [Popovic2007] and Bast [Bast2010]. CRANIO addressed some related aspects of 
computer aided surgery (Fig. 4-1) [Cunha-Cruz2010]: segmentation and resection planning, 
milling path generation, implant planning, registration, and robotic milling. 
The robot design was based on the previous experience with the CRIGOS hexapod 
system [Brandt1999] and its specific workspace, and from this experience an optimized intra-
operative robot setup was developed. In this arrangement the non-sterile robot system is 
placed under the patient’s head which is rigidly connected to the Mayfield-clamp and the tool 
is held by the robot platform with a sterile C-shaped arm. Due to the fitting of this tool 
adapter, the umbrella shaped characteristic workspace of the Steward-Gough hexapod 
platform closely matches the required surgical workspace around the skull. 
The milling requirements used for this robot were based on the studies from Bast 
[Bast2003], which also revealed the deficits and complications during manual neurosurgical 
milling tasks. 
 
 
Figure 4-1: Laboratory setup of the CRANIO System. 
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4.1.1 Basic Experiments 
Different modules of the CRANIO system have already been analysed in previous studies, 
resection planning [Popovic2003], milling path generation [Popovic2007a], implant design 
[Wu2006], registration [Popovic2005][Heger2005] and active robotics [Bast2006] [Cunha-
Cruz2010]. For this thesis it was necessary to evaluate the possibilities and constraints of the 
use of the robotic system itself. The implementation of the 6 DOF FT sensor was an issue that 
had to be addressed for safety and milling control reasons (Fig. 4.2). 
 
Figure 4-2: CRANIO End-effector with FT sensor. 
 
The sensor used was a 6 DOF Force/Torque sensor from ATI Industrial Automation 
(USA), Gamma SI 130-10 calibration (nominal resolution: Fx, Fy 1/40N; Fz 1/20N; Tx, Ty, 
Tz 1/800 Nm) [ATI2010]. The sensor was first calibrated and then attached between the C-
shaped arm and the end-effector. Calibrations used probe weights (Fig. 4-3) that had been 
calibrated with a LabStyle Mettler Toledo PB5001-S03 scientific scale (Max. 5100g d = 0,1g 
(Tab. 4-1). 
The FT sensor when assembled on the robot was re-calibrated and the respective 
transformations were computed. The values were referenced to the tool tip. The sensor signals 
were processed using the Intel Integrated Performance Primitives (Intel IPP) library, using a 
Finite-Impulse-Response Filter (FIR-Filter). Measurements were performed with the robot 
stationary with and without the milling tool working, Fig. 4-4 and Fig. 4-5. 
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Table 4-1 : Probe weight (non-standard) 
 
Figure 4-3 : Probe weights. 
 
Probe weights [g] Nominal Scale [g] 
105,4 (0.105kgf = 1,03N) 105,4 ± 0,1 
534,5 (0.5345kgf = 5,24N) 534,3 ± 0,1 
1 067,9 (1.067 9kgf = 10,47N) 1 067,5 ± 0,1 
2 137,1 (2.1371kgf = 20,96N) 2 136,4 ± 0,1 
  
 
 
Figure 4-4: Calibration setup for static loading of the robot tool on its tip. 
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Figure 4-5 Measurement with tool in operation and static loading. 
 
The CRANIO robot presents a workspace as presented in the Fig. 4-6. The positioning 
accuracy of execution of the preoperative plan intraoperatively is dependent on three factors 
[Popovic2007]: patient registration accuracy (transformations to patient coordinate system 
from patient data), robot registration accuracy (transformations to robot coordinate system), 
and robot accuracy (positioning). The robot accuracy was tested using polymer plates 
(Obomodulan 750: 750 kg/m
3
) and a surgical milling tool with 6.4 mm diameter cutter and 
running at a constant 30000 rpm (Fig. 4-7). The robot was programmed to machine 
autonomously 9 cavities (20x20x8 mm with corner radius of 4mm) in each plate with a feed 
rate of 1,5 mm/sec (half of the recommended speed for bone milling [Bast2010]). The cavities 
were measured along X- and Y-axis. These tests gave a standard deviation (SD) of 0,0019 
mm (mean 20,11 mm) on the X-Axis and of 0,0024 mm (mean 20,05 mm) on the Y-Axis. 
This experiment showed the milling accuracy and precision (reproducibility) capacity of the 
robot working autonomously. 
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Figure 4-7 : Accuracy experiment in process. 
 
 
Based on the modifications of the end-effector the force-speed control was 
implemented based on information from the force/torque sensor (Fig. 4-8). The control 
algorithm used this information to define if the speed had to be increased, maintained or 
decreased based on a reference range ([Fc - ∆; Fc + ∆]). This change was performed using a 
defined speed factor based on this information (Fig. 4-9). A maximum contact force can be 
X 
Y 
 Max [mm] Min [mm] 
X 270 -300 
Y 275,75 -275,75 
Z 637,4 483,4 
 
Figure 4-6: Workspace simulation results for CRANIO robot kinematics. 
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defined as an additional safety feature, moreover an online control and optimization of milling 
parameters e.g. taking into account different qualities of bone can also be realized [Bast2003]. 
 
 
 
 
 
 
 
 
 
 
The force-speed control module was evaluated in an additional experiment using 
polyurethane blocks. Previously milled cavities of different dimensions in the polyurethane 
blocks simulated discontinuities of the skull bone (Fig. 4-10 left). The skull bone presents 
natural variations of rigidity and the milling path can also find transitions between areas with 
and without bone, what yields changes of resistance force. The performed path was 
perpendicular to these cavities. Force, torque, robot speed and task completion time were 
logged. For comparison the procedure was performed with and without force-speed control. 
This experiment allowed assessing the capabilities of the speed control algorithm. 
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Figure 4-9: Speed control schema 
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Figure 4-8: Speed control based on force information (Fc – Cruise force). 
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When the task was performed with speed control it showed a reduction of the 
deviation of the level of milling forces accompanied with an increased completion time. 
Although the speed is increased when the milling tool is outside the material area, the speed 
control decelerates the robot during the milling process in order to keep the forces inside the 
predefined range. Other parameters such as force level and speed can also be further 
optimized for higher efficiency. 
The evaluation of the speed control module showed lower mean values of the speed 
during the milling of solid areas (reduction of ≈22,65%). In contrast, higher speed values were 
also observed in the areas without material (≈7,87 mm/s). Lower variations of the force and 
torque values were observed in the controlled mode; force [N]: with control ≈SD 4,45; 
without control ≈SD 13,37; torque [Nm]: with control ≈SD 0,6; without control ≈SD 4,73 
(Fig. 4-11). The task completion time was increased between 17,78% to 23,26%. 
The evaluation of these results shows the potential use of force-speed control in order 
to guarantee the desired milling requirements, in consequence the safety of the surgical 
procedure. However the current results demonstrate the need for improvements of control 
variables used. The actual system was based in a position mode controller. The trajectory 
could be well defined based on position commands. In order to control force aspects from the 
tool, the only variable available to be controlled was the speed. Controlling the speed, 
consequently the acceleration was possible to control indirectly the force tool actuating on the 
block. 
 
 
Figure 4-10: left: Evaluation of the force control module on polyurethane blocks, right: Boxplot of force 
[N] and torque [Nm] measurements along a path with speed control activated. 
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The implementation of the force torque sensor and the force-speed control were however 
having been prerequisites for the implementation of the proposed haptic control in the real 
system. 
4.2 Haptic Devices 
In order to provide a haptic display for the CRANIO system two PHANTOM haptic feedback 
devices (SensAble Technologies Inc., USA) were used in this project: PHANTOM Omni with 
3 programmable DOF and PHANTOM Premium 1.5 High Force with 6 programmable DOF 
(Fig. 4-11). 
These devices have anthropomorphic kinematics (serial mechanism). The PHANTOM 
Omni was designed to follow wrist joint movements and the PHANTOM Premium the 
shoulder joint movement. 
 
 
  
Figure 4-11: PHANTOM Omini and PHANTOM Premium HF models [Sensable2010]. 
 
Table 4-2 : PHANTOM devices nominal characteristics [Sensable2010]. 
 PHANTOM Omni PHANTOM Premium HF 
Force feedback workspace 160 x 120 x 70 mm 381 x 267 x 191 mm 
Nominal position resolution ≈ 0,055 mm ≈ 0,007 mm 
Maximum executable force at 
nominal position 
3,3 N Translational: 37,5 N 
Yaw & Pitch: 515 mNm 
Roll: 170 mNm 
Stiffness X axis : 1,26 N/mm 
Y axis : 2,31 N/mm 
Z axis : 1,02 N/mm 
3,5 N/mm 
Force feedback Fx, Fy, Fz Fx, Fy, Fz, Tx, Ty, Tz 
Postion sensing x, y, z, Roll, Pitch, Yaw x, y, z, Roll, Pitch, Yaw 
Servo loop control 1KHz 1KHz 
 
Due to maximum force limitations especially of the PHANTOM Omni device a 1:1 
transmission of milling forces (up to maximal values close to 22N [Bast2010]) is not possible, 
i.e. scaling required. 
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When zero force is being rendered, the motion of the device end-effector is free and 
weightless, as the user moves the device around the environment. Force rendering is based on 
the motion of the device and the relationship of the interaction point within the environment. 
A user library permits the definition of various dynamic parameters for this interaction: 
stiffness constant  xkFS  , damping constant FD=-b  ̇, and friction constants (static and 
dynamic) (FF=-c      ̇ ). 
Haptic rendering of geometry is undertaken using the proxy method [Sensable2008]. 
The proxy method defines a point which closely follows the position of the haptic device (Fig. 
4-12). The position of the proxy is constrained to the outside surfaces of all touchable shapes. 
The force sent to the haptic device is calculated by stretching a virtual spring-damper 
between the haptic device position and the proxy position. The PHANTOM library 
automatically maintains the appropriate proxy position for the geometry specified. Programs 
query the current proxy position in order to draw a 3D cursor or to know the point on a shape 
which the user is touching. Such a method is also used to provide guidance by constraining 
the user’s motion while the user is selecting an object or performing a manipulation. 
 
 
Figure 4-12 : PHANTOM Model for surface interaction [Sensable2008]. 
 
The user-applied force is not sensed during any interaction with virtual objects, as a 
result, real-world relationships between user-applied and object-related forces may be 
simplified when touching virtual objects. A typical strategy for this computes the virtual-
object-related contact force from the device position and a linear spring model, as explained 
previously. However, simulating rigid objects in this, or other analogous ways, is problematic. 
For example, it is possible to increase the stiffness of the spring model to approximate a rigid 
object, but this would result in unstable device behavior producing unwanted device vibration. 
This approach is also limited by the maximum force that the device can generate. 
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The PHANTOM libraries are combines with OpenGL commands [Opengl2010] for 
rendering the haptic and visual environments to assist the mapping of the virtual world with 
the patient data. 
The first issue to consider when combining haptics with 3D graphics is that the refresh 
rate for displaying forces on the haptic device is more than an order of magnitude higher than 
the refresh rate necessary for displaying images on the screen. This difference stems from the 
psycho-physics of human perception. Typically, a graphics application will refresh the 
contents of the frame buffer approximately 30-60 Hz in order to give the human eye the 
impression of continuous motion on the screen. However, a haptic application will refresh the 
forces rendered by the haptic device at approximately 1000 Hz in order to give the kinesthetic 
sense of stiff contact. If the frame rate of a graphics application is run at a rate lower than 30 
Hz, the user may perceive discontinuities in an animation such that it no longer appears 
visually smooth. Similarly, the user may perceive force discontinuities and a loss in fidelity 
when the haptic device is refreshed at a rate below 1000 Hz. As a result, haptics and graphics 
rendering are typically performed concurrently in separate threads so that each rendering loop 
can run at its respective refresh rate. 
4.2.1 Evaluation of the Haptic Devices  
 
For the use and programming of the haptic devices in combination with other systems it was 
necessary the evaluation of their capabilities and constraints, not just hardware aspects but 
also user interaction. Some experiments were performed in order to meet these goals and they 
are presented below. All the experiments were performed using PHANTOM haptic feedback 
devices available. 
 
Position accuracy 
In order to evaluate the accuracy of the haptic device measurements for position, an 
experiment was designed to test both haptic devices (Fig. 4-13). The haptic end-effector was 
attached to a camera stand (Kaiser RS1 microdriver 5507, Germany) by an adapter and a rigid 
body (passive tool). The rigid body was used as a marker for the end-effector position which 
was tracked by Polaris Spectra optical tracking system camera (Northern Digital Inc. (NDI), 
Canada). The rigid body was oriented to match with the coordinate system of the haptic 
device. In a recent study this camera recorded a tracking error of 0,64mm in passive mode for 
a typical clinical setup [Elfring2010]. 
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Five positions were pre-defined on the camera stand. 500 measurements were made 
with the Spectra camera for each position. Measurements were also made with both haptic 
devices. The first position was considered a null position, based on this position a distance 
vector was calculated for the other positions. The positions from the Spectra camera were 
taken as reference. The Fig. 4–14 presents the results of these measurements. Using 
displacements from the null position, it is expected to avoid further need of coordinate 
transformations. The results show unfortunately a certain inaccuracy of both haptic devices, 
what not correspond to the expectations. 
 
 
Figure 4-13 : Components of the haptic device accuracy tests (a) Kaiser RS1 microdriver 5507 
[Kaiser2010] and (b) Polaris Spectra [NDI2010]. 
 
TCP 
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Figure 4-14 : Results of the haptic device accuracy tests. 
 
Force accuracy 
The force capabilities of the haptic device (PHANTOM Omni) were tested as shown in Fig. 
4-15 a Gamma force/ torque sensor from ATI Industrial was used to test the Y Axis. A 
sequence of force commands was applied from 0,1 to 4N in the minus Y direction, i.e. 
pushing down into the table, with increments of 0,1N. For each input force the values from 
the force sensor were recorded. Four tests were performed using the previous procedure 
(repeated trials); the results are shown in Fig. 4-16. One problem that was observed during 
these tests was that the haptic device overheated with prolonged periods of force application, 
so each force was only applied for a short time. The difference between the ideal values and 
the measured ones showed that such system it is not able to transmit to user real force 
information, just the direction of such forces and that these have to be scaled inside the 
available device range. These differences increase as the input forces get closer to the nominal 
maximal executable force (3,3N). 
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Figure 4-16: Results of force measurements along Y-Axis. 
 
Haptic parameters 
The PHANTOM library allows for the construction of constraints with the use of surfaces or 
basic forms (e.g. points and lines) generated by OpenGL functions. For the definition of these 
constraints the library has defined parameters. These parameters have a range of values 
between null (0) and one (1) and are unitless. The only parameter that has a unit is the “Snap 
distance”. These parameters are: 
+Y 
+Z 
TCP (stylus joint) 
CRANIO End-effector 
F/T Sensor 
Haptic device 
Figure 4-15 : Experiment set up for haptic device force tests. 
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 Stiffness: this defines the stiffness constant for the spring force. The null position is 
placed on the surface of the object; 
 Snap distance 8mm]: objects that behave as constraints will force the device to their 
surface whenever the device is within a defined distance of their surface. This is the 
snap distance. This parameter permits the use of the object as a guiding tool; 
 Static and dynamic friction: these parameters define the constant of the friction forces 
that oppose the lateral motions along the object; 
 Damping: this defines the constant for the calculation of the damping force, 
proportional to end-effector velocity. 
In order to evaluate such parameters, a sensitivity analysis was performed. Based on a 
small craniectomy path the users had to move the haptic device along this path (AB) (Fig. 
4-17). These experiments were performed by three users having experience with the haptic 
devices. The users performed the path from A to B and from B to A four times, and just the 
parameter in question was varied. Twelve values were defined for each parameters ranging 
from null to one, and ten values were defined for snap distance (from null to 20 mm). 
Two dependent variables were considered for analysis: the mean generated force 
(resultant) by the haptic device along the path and the mean position error (Fig. 4-18). 
 
  
Figure 4-17 : Performed path in the parameters tests and respective test software GUI. 
 
The data was analysed using SAS software (SAS Institute, USA) with a mixed linear 
model procedure [Wolfinger1995] (further details in similar analysis at 5.2.3). The 
B 
A 
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assumptions for the application of this procedure were: Gaussian data (normal), and means 
are linear. The estimation method in this procedure is the restricted maximum likelihood 
(REML). The results of Type 3 tests of fixed effects (F-statistics : general Wald-type quadratic 
form) revealed the significance of all the parameters. This analysis was done to identify which 
parameters have more relevance on the position error and resultant force values. The p-Values 
(statistical significance level) <0,05 were considered as relevant (correlation between 
variables). The results are summarized in Tab. 4-3. Complete statistical results are presented 
at Appendix D. The parameters that were shown to be particularly significant were Snap 
distance and Dynamic friction for PHANTOM Omni, and just Snap distance for PHANTOM 
High Force on the resultant forces. 
These results show the importance of using these parameters to guide the user along a 
defined trajectory. 
 
 
Figure 4-18 : Description of the position error calculations. 
 
Table 4-3 : Calculated p-Values for position error and resultant force variables. 
 PHANTOM High Force  PHANTOM Omni 
Mean position 
error 
Mean resultant 
force 
 Mean position 
error 
Mean resultant 
force 
Snap distance 0,1045 0,0029  0,1184 0,0038 
Stiffness 0,5928 0,0065  0,8364 0,0064 
Static friction 0,9993 0,1504  0,9957 0,2345 
Dynamic friction 0,9994 0,0271  0,5376 <0,0001 
Damping 0,9212 0,6865  0,5232 0,2864 
 
User perception 
 
Three experiments were conducted to identify the user perception of the input forces from the 
device. For these experiments 10 subjects were recruited from the students and researchers 
from RWTH. The age and sex of the subjects was not used as parameters for the analysis. 
Each subject performed two randomly chosen experiments (e.g some subjects performed 
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control + random, and others random + steady milling), ensuring that five subjects performed 
each experiment. For statistical analysis, each subject performed each experiment three times. 
All the experiments were performed just with the use of the PHANTOM Omni that was 
programmed for each experiment condition. The PHANTOM Omni was chosen here and also 
in further implementations due its facilities to transport and availability for the performances. 
For all the experiments, the subjects were asked to keep their attention on a given picture and 
pay attention to its details to stimulate their visual channels and avoid the subjects being 
aware of the haptic device. 
The experiments and respective results were: 
 Control: in this experiment the subject was asked to hold the stylus and press the 
spacebar on a computer if they perceived any alteration to the force applied to the 
stylus. The trial lasted 5 minutes and no force was applied. If the user pressed the 
spacebar, it was recorded in a counter. Three of the subjects (60%) pressed the 
spacebar even though no force was applied. It also showed the difficult for the user to 
keep a position with no force applied. Such subjects had the impression to feel some 
kind of applied force or expected to feel it; 
 Random: as in the previous experiments the subjects were asked to press the spacebar 
if they perceived any change in force on the stylus. In this case the input forces had 
different ∆ force values ranging from 0,1 to 1 N in both positive and negative 
directions along the Y Axis. The sequence of input changes is shown in Fig 4-18. For 
this case the presses on the spacebar were recorded with the respective times. This 
provided information for the analysis of perception rate, i.e. number of perceived 
changes and reaction times. The results are summarized in Fig. 4-20 and Fig. 4-21. 
Users with experience in the use of such systems were able to have faster reaction 
times (Fig. 4-21). The perception rate here cannot be confused with the Just-noticeable 
difference index (JND). This last is calculated by the division between the additional 
stimulation (Δ I) by the original intensity (I). 
For these first three experiments the subjects were asked to keep their wrist on the 
table and hold the stylus close to the stylus joint (TCP). 
All subjects of this experiment only perceived the forces starting of a ΔF = 0,4N, what 
contradicts with the expected force resolution of at least 0,01N presented in studies from 
Srinivasan and Chen cited by Burdea [Burdea1996]. Such resolution is not revealed at 
technical specifications of PHANTOM systems [Sensable2010]. Most of the subjects 
presented a higher reaction time as higher were ΔF values. These results give the first 
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impression that the use of lower ΔF is optimal to achieve a faster reaction. Higher ΔF can be 
confusing for the user delaying her/his reaction. 
 
 
Figure 4-19: Profile of the Random scenario and markers indicating that bar was pressed. 
 
 
Figure 4-20: Results of perception rate in relation to ∆F. 
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Figure 4-21 : Results of reaction time in relation to the ∆F. 
 
 
 Steady milling: in this experiment a milling profile based Fuchsberger’s research in 
bone machining [Fuchsberger1986] was simulated. The input force profile based on 
Fuchsberger’s work is shown in Fig. 4-23. In this experiment the user was asked to 
keep their hand in the air as shown in Fig. 4-22. For this trial the deviation (SD) from 
the position to the initial subject position were calculated. It is expected that the user 
keep the position though the forces generated on the stylus. The results are 
summarized in Tab.5-4. With exception of the first subject, all the other subjects were 
able to maintain their position during the simulated milling task. It could be observed 
by the SD values, which showed that the subjects had lower deviation of their initial 
position. The mean values represent the position chosen by the user to stay during the 
experiment. 
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Figure 4-22: Subject positioning for Steady milling scenario. 
 
 
 
Figure 4-23: Profile for the Steady milling scenario. 
 
Table 4-4 : Mean and SD deviation results for all the subjects in the Steady milling scenario. 
Subject → I  II  III  IV  V 
 Mean SD  Mean SD  Mean SD  Mean SD  Mean SD 
∆x 3,06 3,54  2,13 1,60  1,22 0,49  1,22 0,49  0,79 0,39 
∆y 5,84 3,16  3,47 0,47  3,57 0,11  3,57 0,11  1,95 1,09 
∆z 1,76 0,85  2,58 0,50  1,74 0,62  1,74 0,62  1,53 0,26 
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4.3 Integrating Haptics into the CRANIO System 
Based on these experiments the PHANTOM haptic device was integrated into the CRANIO 
system as shown Fig. 4-24. Different functions were defined for the haptic device as: master 
device, force display, haptic display, and guidance tool. The first function was as a master 
device, i.e. an input device to give commands of position and orientation for the CRANIO 
robot in master-slave mode. As both devices have different kinematics and different scales, 
consequently different workspaces, a mapping strategy was necessary. As described in section 
4.2, custom OpenGL libraries can be written using the PHANTOM haptic device. The virtual 
world created with OpenGL was the intermediate stage between the robot and haptic worlds 
(i.e. coordinate systems and scales). The use of OpenGL can also enable the integration of the 
planning information and patient anatomical information into these libraries. For the mapping 
between the OpenGL world and the robot world an optical registration method was 
implemented using Polaris cameras (NDI, Canada). A rigid body attached to the end-effector 
was used for the measurements on a real plane, using three known points on the real and the 
virtual plane (Fig. 4-25). The use of the CRANIO end-effector for such measurements 
allowed for the direct correlation of the virtual and real worlds, without the need of further 
measurements on the robot. 
Once the robot was linked to the virtual world relative movements have been 
implemented, i.e. if the haptic device moves 3 units to the left the robot would also move 3 
units, or 3 units multiplied by a scaling factor, to the left. The transmission of commands 
between the haptic device and the robot was only possible if the user pressed a button on the 
stylus. This allowed for an enlargement of the workspace. 
In most of the experiments the robot was activated of when the haptic representation 
of the virtual world touched the robot world representation, alignment. This was necessary 
because both representations have distinct initial positions, it also helped the users to move 
around the virtual environment by giving them an orientation location. The position of the 
robot depends of the registration performed previously and its mapping at the virtual world. 
A second function of the haptic device was as a force display. The information from 
the robot end-effectors force sensor was transmitted to the haptic device. Due to the force 
limitations of the haptic device such forces had to be normalised so that the user would not 
feel the real force magnitude (scaling). The normalised value was a number between 0 and 1 
and it was afterwards multiplied by 90% of the maximal nominal force, for safety reasons due 
to warming errors (as presented previously). In laboratory tests the master/ slave architecture 
together with the force display were tested with the milling tool using a plastic Sawbone skull 
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[Sawbone2010] (Fig. 4-26) to control the tool with the haptic device. When using the force 
information high instability and lower movement precision were observed. The force 
information worked in fact as a distraction and disturbance for the user. This issue is also 
related to the fact that the force was displayed on the same device where the user gives 
movement commands (master device – haptic device). Because of this the force information 
was only used for robot control (speed control on section 5.1) and not as information to the 
user (i.e. not displayed for the user). 
The third function of the haptic device was as a haptic display, as described in 
Chapter 3, in order to mimic robot movements to the haptic device it had to be controlled as a 
robot. Unlike the CRANIO robot which was developed at RWTH, the PHANTOM devices do 
not allow users direct information of their kinematics and internal control, therefore acting as 
an unknown process in a control loop. Another option was a third-party library from the open 
source project Haptic Playback Library developed at the University of Glasgow (Scotland) 
[Playback2010]. As the Haptic Playback Library is based on the PHANTOM library it has the 
same functionally as the PHANTOM library and additionally allows control of further PID 
parameters and recording options. The Haptic Playback Library was integrated for the further 
experiments of this thesis. 
The fourth function of the haptic device was as guidance tool based on the planning 
information. Robotic guidance of the surgical high-speed micro-milling device could provide 
higher efficiency, safety and accuracy of the milling process. Furthermore, for the subsequent 
placement of the individualized implant, the geometric accuracy of the resection is highly 
important. The planning information used was the planned trajectory for the robot. With the 
use of OpenGL functions together with the constraint functions from the PHANTOM library, 
the planned trajectory could be represented in the virtual world visually and haptically, i.e. the 
user would feel the path if the haptic representation coincided at this location. With this the 
haptic device constrained the movements along the desired path such that the user was able to 
move forward and backward on the constrained path only. 
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Figure 4-24 : Concept for the integration of the haptic device in the CRANIO flow. 
 
 
 
 
Figure 4-25 : Registration point in the virtual world. 
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Figure 4-26 : Laboratory tests in Master/ Slave mode Sawbone skull. 
 
An initial evaluation of the actual CRANIO system integrated with the haptic device 
integration was performed using polyurethane blocks. Based on the master and slave 
architecture, the subjects would be able to mill these blocks. This evaluation expected to 
evaluate the use of different channels of user interaction and feedback: just visual, just haptic 
guidance, and visual together with haptic guidance. These last ones are straight linked to the 
haptic display and guidance tool functions, explained before. As in the previous experiments 
subjects were recruited between researchers from RWTH. The blocks were represented in the 
graphical interface together with the desired guiding path for milling. Registration points were 
defined as described previously. Once the registration was made the actual position of the 
milling tool could be observed on the graphical interface. The user could define relative 
movements on the master and those were sent to the slave unit as control commands. The 
speed control module supervised the milling forces and controlled the milling parameters. 
For this evaluation, the milling procedure was performed in three modes, summarized 
in Tab. 4-5, using the combination of visual and haptic channels. For initial analysis two trials 
were performed to evaluate the movement tracking between master and slave. Therefore, the 
robot path was optically tracked and transformed into the coordinate system of the haptic 
guidance module in order to compare the robot tool path and the commanded milling path, 
any difference was defined as an error value. Once the procedure was completed, accurate 
measurements of the block were taken to evaluate machined area variations and errors related 
to the registration procedure. Figure 4-27 shows the experiment being undertaken and results 
of the milling. The PHANTOM Premium HF was used for this experiment set, and the 
subjects supported their elbows for more stability. 
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Table 4-5 Experiment modes description. 
Visual feedback ( V ) Haptic Guidance ( H ) 
Visual feedback + Haptic 
Guidance ( V + H ) 
• Just 3D Visual representation (as 
in figure) 
• Visualization of the trajectory 
• Visualization from Robot and 
PHANTOM representations 
• Robot speed controlled by force 
measurements 
• No visualization of the trajectory 
• Trajectory just as haptic guidance  
representation 
• Visualization just from Robot 
and PHANTOM representations 
• Robot speed controlled by force 
measurements 
• 3D Visual representation (as in 
figure) 
• Trajectory visualization and as 
haptic  guidance representation 
• Visualization from Robot and 
PHANTOM representations 
• Robot speed controlled by force 
measurements 
 
 
  
 
For haptic guidance, the movements were constrained along the guiding path. The 
error distribution between the performed robot path (in the graphical interface) and the 
guiding path was low as shown in Fig. 4-26. However, the measurements of the milled 
cavities showed a bigger difference between machined area and the expected one (from 
20,3% to 7,5%). This means that it was milled an extra volume than the one expected, 
however the subject performed the expected path. It represents some differences between the 
virtual world created and the real world. One block was measured using a ATOS SO 4M 3D 
scanner by GOM mbH Optical Measuring Techniques (Germany). The results are shown in 
Fig. 4-29. 
  
Not visible 
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Figure 4-27 : Subject position and experiment process. 
(a) 
(b) 
Figure 4-28 : (a) Error distribution between performed robot path and planed path (displayed by the 
visual and haptic guidance), (b) Master (PHANTOM) and Slave (Robot) positions during procedure for 
one user. 
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The tracking between the master and slave devices indicated that the architecture 
implemented gave good levels of control with errors less than 1 mm (Fig. 4-26(a)). Some 
inaccuracies due to the registration process were also identified, requiring revision of the 
process adopted. The planned path was displayed to the user by visual as well as haptic 
guidance. Some deviations were observed in the path performed by the robot; these were 
related to human inaccuracy caused by tremor within the guidance system, and deviations 
between the position tracking of the haptic device and the optical tracking system (Fig. 4-29). 
Further analyses of the related man-machine interaction are necessary for a better 
understanding and evaluation of the system characteristics and the optimisation of the system 
parameters. 
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Figure 4-29 : Results from 3D Scanner measurements for the different experiment modes. 
 
56 
 
This chapter has presented the technical implementation a haptic device into the 
CRANIO system for a craniectomy procedure. The CRANIO robot required some 
modifications to the end-effector and in the robot libraries for the implementation of force 
control and for tests with the haptic device. These modifications enhanced the robot accuracy 
or safety by permitting a better control of the milling parameters. Accuracy problems 
experienced with the robot were more related to registration problems. 
The choice of the haptic device was made due to the support available and the wide 
use of the system in literature. The available library permitted relatively fast implementations 
of the different operation modes studied. Unlike the robot, the haptic device had an unknown 
internal structure, which compromised the definition of control parameters. The different 
experiments performed allowed a better understanding of the device reactions, as did the user 
reaction to the device, and its capabilities. The accuracy of the positioning measurements and 
force commands were questionable, suggesting that the devices are not accurate for precision 
applications, although this is able to provide just directional information of movements and 
forces, as a guidance tool making use of the right parameters. For that reason the use of 
relative movements in the integration with the CRANIO system was more suitable (master 
device and guidance functions). The experiments with subjects for the perception reinforced 
the discussion presented in Chapter 2 regarding perception and user information processing. 
Such tests highlighted the difficulties of the user to perceive information from these devices 
and the need of intensive training for better handling/operation. 
The PHANTOM haptic device could be integrated into the CRANIO system, but in so 
doing presented problems of control stability (force display and haptic display) from both the 
hardware and the user. 
During the milling experiments it was observed the experiment mode combining 
visual feedback and haptic guidance highlights the importance of the combination of visual 
and haptic channels for a better control of movements. Besides the milling experiments in 
general also showed the difficulties and constraints for using a real, suggesting the use of a 
simulation platform. Due to these constraints and difficulties further real robot 
implementation experiments were defined as beyond the scope of this thesis, but it helped to 
understand the real world issues for the implementation of such devices. 
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5. Experimental Evaluation 
5.1 Experiments 
 
Chapter 4 described the implementation and constraints of the integration of CRANIO system 
and haptic device using a real system. For the comparison of different possible 
implementations for craniectomy and to verify the hypotheses proposed in Chapter 3 a 
simulation platform was more suitable. The previous experience with the real systems helped 
to define this platform and recognize possible implementations: autonomous, synergistic, 
haptic display, and haptic display with depth user-control. 
 
 
5.1.1 User-interactive Simulation 
The simulation platform was based on the software developed for the real robot control, but 
instead of the robot, its kinematics library was used and the necessary additional functions 
were developed and implemented to simulate the robot behaviour. The registration process 
used in this previous experiment was not necessary for this mode, instead the required 
mapping parameters were given in an initiation file. 
Simulation enables the comparison of basic concepts without the limitations of the real 
electro-mechanical system (which were not in the scope of this thesis). This also offered an 
advantage in relation to the real robot implementation because it permitted the generation of 
similar trials for comparison. 
The Graphical User Interface (GUI) designed for this platform allowed the user to 
change between two view types (Fig. 5-1). The first view representation shows the world in a 
single 3D form, the second view representation had three 2D views and one 3D view. To 
assist the user during the simulation procedure it was possible for them to switch between the 
two view types. Such interface was also used in the previous experiments with the real system 
in order to facilitate user interaction (4.3.). Specific analysis of this graphical interface was 
not subject of this work. 
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(a)  
(b) 
Figure 5-1 : User view options: (a) 3D view and (b) option with 3D view and 2D views. 
 
Figure 5-2 shows the simulation information flow and its capabilities to control the 
experiments and to record its variables. Its components and variables are explained below. 
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Figure 5-2 : Simulation experiment flow. 
 
5.1.2. Experimental Design 
The main experiments were divided into two sets. The first was related to the comparison 
between the autonomous, synergistic and haptic display modes. This experiment set 
encompasses hypotheses presented before: I, II, IV. The second set was related to the further 
development of haptic displays including the depth control tool to mill the last bone layer left 
by the previous modes (hypothesis III). 
For comparison of the different implementations, both experiment sets were designed 
with cross-over trials. Cross-over trials are well known in clinical research [Senn2002]. The 
feature that distinguishes the cross-over trial from other designs which compare 
implementations/ operation modes is that measurements on different operations are obtained 
from each subject, i.e. each subject experiences all the different modes in question. This 
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feature brings with it advantages and disadvantages [Senn2002][Jones1998]. The main 
advantage is that the implementations are compared “within subjects”, what intends to 
minimize eventual differences between the subjects. That is, every subject provides a direct 
comparison of the implementation they have performed. However this design requires care 
about the sequence of experiments, “carryover” between experiments (influences of previous 
experience), and consequently learning effects. 
The statistical inference of such trials allows the identification of the influence of 
different parameters for each variable, e.g. user group, age, experience, etc.. Further 
mathematical treatments of this trial design are described e.g. Senn [Senn2002] and Jones 
[Jones1998]. 
5.1.3. First Set: Comparison between Modes 
The goal of this set was to evaluate the use of the different operation modes of the robotic 
system for a craniectomy procedure. The user will work with a simulation program that 
mimics such operations. As described previously the operation modes in question here are: 
 Autonomous (AUTO) – this mode represents the use of an automatic robot. The robot 
performs the cuts according to a pre-operative plan (Fig. 5-3); 
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Figure 5-3 : AUTO mode concept in CRANIO system. 
 
 Synergistic (SYNE) – in this mode the operator controls the robot using the haptic 
device in a master/slave architecture. The operator is able to freely move around the 
workspace, but some lines were generated to guide and to constrain the user along a 
defined path (pre-operative trajectory) (Fig. 5-4); 
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Figure 5-4 : SYNE mode concept in CRANIO system. 
 
 Haptic Display (HAPT) – in this new mode the robot is operating in an autonomous 
mode, although the user follows the robot movements by a computer monitor and with 
a haptic display (see Chapter 4) (Fig. 5-5). The user can take control of the robot by 
turning on a switch to operate the system as if it was in the SYNE mode but without 
the virtual constraints. 
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Figure 5-5: HAPT mode concept in CRANIO system. 
 
Each of these modes was undertaken in a separate session and the sequence of modes 
changed from user to user (cross-over design). Due to limitations of time and subjects only 
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three sessions were performed. Volunteers were recruited for the experiments, and for these 
experiments the age, sex and nationality of the subjects were not relevant. The subjects were 
divided into groups according to their professional status (medical professional or student), 
and their personal skills were registered. All the volunteers reported normal vision with and 
without correction (e.g. glasses, lens), no vision tests were performed. The number of subjects 
was relative to the viability for the study, 20 subjects. The subjects were informed that 
different modes of operation were being evaluated; in fact the subjects were also evaluated on 
their awareness and reactions facing the different modes. 
The users were divided in three groups: 
 Doctor: these were subjects that have already concluded their studies in medicine. For 
this group, six subjects were tested. The subjects were residents in Neurosurgery at 
University Hospital Mannheim, the Mannheim Medical School at Heidelberg 
University, Germany; 
 Medical student: students of different stages of their medical degree were considered, 
but preference was given to final year students. For this group, seven subjects were 
tested. The students were recruited from the Mannheim Medical School (Heidelberg 
University) and RWTH Aachen Medical Faculty; 
 Other students: students from other areas outside of the medical school were 
recruited to complete this group. For this group, seven subjects were tested with 
different backgrounds: engineering (mechanical, electrical and automation), music and 
architecture. 
On the experiment form for each subject, besides the information listed above, further 
information was also recorded: hand (Right/ Left); experience with haptic devices (YES/NO); 
computer game experience (YES/NO); language proficiency (English) and mother language 
(nationality). English language was required from the subjects due to the implementation of 
one of the tasks during the operations (secondary task) (see section Performed Tasks). A 
listening test was performed to assess the subject understanding from the simulated voice. 
All the subjects undertook motor performance tests before they carried out the experiment set 
(see section 5.2.2.). These tests were used to characterize the motor skills of the subjects and 
the respective influence on the other experiment stages. 
Prior to undertaking the experiments all the subjects received a document which 
explained all the different stages of the experiment and the respective tests (Appendix C). The 
expected actions from the user for each mode of operation were also described. All the trials 
used the same milling trajectory, simulating a craniectomy procedure. Different event classes 
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were designed to simulate the possible intra-operative events that could be encountered during 
a craniectomy procedure. These events were triggered at different stages along the planned 
path during the early part of the simulated procedure. 
Each mode session was divided into four stages, being finalized with a workload 
evaluation stage (fourth stage). At the end of all the sessions an extra questionnaire was given 
to the subject so that they could give their opinion about the haptic device (Fig. 5-6).  
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Figure 5-6: Experiment flow in the first set. 
 
The first three stages in the mode sessions were: 
 Training: two training sessions were performed, each containing an event class as 
explained below. The subject had instructions before and during the procedure about 
what they were supposed to do and how they were to react, i.e. main tasks to perform 
during the operation; 
 “Real” Trials: three trials were performed by the subject without any assistance. 
These were considered as “real operations”. For each trial the user had to perform 
tasks (main tasks) and react to all the event classes. In order to evaluate the different 
modes the subjects also had an additional task for distraction, secondary tasks (see 
section Performed Tasks); 
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 Control: the subjects performed two extra trials without events or special tasks to 
evaluate the quality of the mode in relation to the milling and geometric parameters of 
implant placement. The subjects were informed of this goal. This series were 
performed last (after trials), because the subjects by now had enough experience with 
the operation of the system. 
Simulated Events 
Discussions with the medical partner involved in the project enabled to define the situations 
and issues that could cause a change to the pre-planned procedure. Such events could also 
occur in robotic interventions as well as conventional interventions. These identified cases are 
listed below: 
 Planning errors/ problems. For example: extension of tumour - the tumour has 
different proportions to that identified in the pre-operative images; 
 System failures (emergency cases): non-systematic problems in control and navigation 
caused by registration errors (in robotic surgeries as well as conventional) e.g. 
possibility of damaging sensitive structures; 
 Necessity of surgery conversion, i.e. change from robotic intervention to a 
conventional one; 
 Collision with other equipment/ instruments; 
 Necessity of removal of debris; 
 Stuck (blocked/ clamped) tool: requiring movement of the tool to release it; 
 Bleeding underneath the bone: in most of the cases the procedure can continue quickly 
and afterwards this bleeding can be treated; 
For the simulation and evaluation two event types were designed. Such events would 
impact in the milling process as in a real situation. The subjects answer to such events was 
constrained by the available possibilities of each operation mode and the time taken for the 
response was recorded. At the beginning of each “mode session”, the subject was instructed 
how to react to such events through the training trials. Each training trial dealt with the 
individual events separately. 
The first event mimics situations in which the operator should perceive that something 
different from the pre-planned/previous studied have happened e.g. perceives that the tumour 
is a different shape from the previous images. In the simulation this is represented by “yellow 
spheres” (Fig. 5.7). These spheres were activated at different positions (trigger points) and 
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times during the trial. The time that the sphere was triggered was recorded and considered as 
the moment that the event happened. The subject response time was also logged. 
This second event mimics system errors e.g. of the robot control or registration errors. In 
this context, this event is simulated by the deviation (∆) of the input positions sent to the robot 
(Fig. 5-8), e.g. if the user sent to the robot a command to move 10 units in one direction, it 
might move 15 units in different direction while the error is active. Once the error event is 
triggered, it remains active until the user has responded to the error and cancelled it with the 
correct response for the respective mode. Once this is performed the subject can continue with 
the simulated procedure. 
 
 
Figure 5-7 : Representation of the first event type. 
 
Event 
Haptic 
Robot 
66 
 
 
Figure 5-8 : Representation of the second event type. 
Performed Tasks 
After the training trials, the subject undertook three “real trials” in which the subject was 
presented with both events from the previous trials at different times during the procedure. 
Besides the main task of performing the craniectomy operation, the subjects were asked to 
perform secondary tasks. The subjects were informed that they had to perform all the tasks 
simultaneously. 
The secondary task was: “Respond to mathematical question”. The goal of this task was to 
distract the subject from the main task by taking part of their awareness; and to increase the 
stress level during the procedure. Without such tasks the subjects would have more 
concentration and be able to focus entirely on the simulation. During the procedure, questions 
and answers were recorded with their respective times. 
The questions were generated at regular intervals during the simulation. The questions 
were simple mathematical questions restricted to addition (+) and subtraction (-). The 
language used for these questions was US English, because of the C++ functions available 
(Microsoft Speech API: Speech Application Programming Interface – SAPI [Microsoft 
2010]). Before all the mode sessions a small listening test was performed, to check sound 
volume and the subjects understanding of the synthesized voice. This test was paper-based 
and the subject had to write down what they heard as in a standard English test. During the 
trials, the questions were answered using the keyboard. The subjects were instructed to 
answer the questions even if they were responding to other events (Fig. 5-9). Only the first 
     Δ  
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answer was considered for evaluation. The use of the keyboard was intentional to force the 
subject to use the same information channel that was used to control the other devices during 
the procedure e.g. haptic device: haptic channel by typing the answer. 
 
Figure 5-9 : Description of the first task along the time. 
 
The additionally to the main task the subject had to “React to the simulated events”. These 
are the simulated events explained previously (see section Simulated Events) concerning intra-
operative situations: changes of pre-planned procedure (“yellow sphere”) and system errors 
(“robot deviation”). 
 
Autonomous (AUTO) 
In the autonomous mode, after the robot is started the user has few possibilities to interact 
with the system. In this mode the user is more an observer with the expected reactions from 
the user based on responses via the keyboard. The response keys were coloured with tape for 
fast identification by the subject. For the first event a confirmation was expected that the 
subject had perceived the appearance of a yellow sphere. For the second event, the subject 
could reset the robot deviation using the “stop button” (red key). In a real situation, the 
surgeon can convert the surgery or restart the robot in order to proceed after the key is 
pressed. The table below summarises the expected reactions (Tab. 5-1). 
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Table 5-1 : Expected reaction in the AUTO mode. 
Event Expected reaction 
 : “Yellow sphere” Press “Yellow” key YELLOW 
 : Robot deviation (error) Press “Stop button”  key RED 
Key positions on the keyboard 
 
 
 
Synergistic (SYNE) 
In the synergistic mode, the user controls the robot movements with the haptic device, but 
their movements are constrained by the guiding lines. The expected reaction for the first event 
is to erase the “yellow sphere”. For that the subject can disable the guide lines, allowing them 
to move the robot to the sphere position. Once the robot achieves this position, the sphere 
disappears. In fact the moment considered as the reaction point is when the subject disabling 
the guide lines. The second event works exactly as before in the autonomous mode. The table 
below summarises the expected reactions (Tab. 5-2). 
 
Table 5-2 : Expected reaction in the SYNE mode. 
Event Expected reaction 
 : “Yellow sphere” Disable guiding line (constraints) and perform 
task. Press “Green button” key 
GREEN 
 : Robot deviation (error) Press “Stop button” key RED 
Key positions on the keyboard 
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Haptic Display (HAPT) 
In the haptic display mode, the user can directly interact with the system through the haptic 
device. The user switches to M/S mode pressing the “darker” button located on haptic stylus. 
As long as the user presses the M/S operation mode is active, if not it is in autonomous 
operation mode. For both events, the user can take control of the robot movements and 
perform further operations in master-slave mode (M/S). For the first event, the user can 
“erase” the “yellow sphere” as in the synergistic mode. For the second event, the subject takes 
control of the robot and restarts the planned path. The table below summarises the expected 
reactions (Tab. 5-3). 
 
Table 5-3 : Expected reaction in the HAPT mode. 
Event Expected reaction 
 : “Yellow sphere” Switch to M/S mode and perform task (touch the sphere). 
Press “darker” button and keep it pressed to move the robot 
up to the sphere. 
 : Robot deviation (error) Switch to M/S mode and then return to autonomous mode. 
Press “darker” button and then just release it. 
Handling the haptic device and detail of the “darker” button 
 
 
 
5.1.4. Second Set: Depth Control 
The goal of this set was to evaluate the implementations of the depth control (HDELTA) by 
the user for milling the last layer left by the pre-operative planning as a safety offset 
(Hypothesis III). The user shares the control with the robot in order to perform this task. In 
this experiment set two implementations were made. In the first implementation, the user 
controls the depth using the haptic device, in the second one, the user controls the depth 
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using the directional keys ( “ ↑ ” and “ ↓ “ ) on a keyboard. For both implementations the 
system is operating in haptic display mode, i.e. for the last layer the user was holding the 
haptic device and perceiving the movements of the robot. In the case of this experiment set, 
when the robot arrives at the last layer, it starts to perform a loop moving forward and 
backward on the last layer plane. The depth though is controlled by the user. The subject 
decides when the system should stop by pressing a key on the keyboard. The subject was told 
to press this key when they considered that the layer was completely removed. The upper 
layer of the dura mater was represented by a green plane, and the lower layer touching the 
brain by a red plane (Fig. 5-10(a)). The ideal situation is when the last layer is removed; just 
the upper layer of dura is visible (Fig. 5-10(b)). 
 
 
Figure 5-10: Subject views in the HDELTA mode: (a) 2D view with brain and dura representations (b) 3D 
view at the end of a trial. 
 
The use of planes is a simplification of the real world for the simulation. Clearly the dura 
and brain layers are not parallel planes. In order to get closer to the real situation, the dura and 
brain planes were placed at an angle as shown in Fig. 5-11, thus the user had to concentrate to 
avoid injury the “dura and brain tissues”. 
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Figure 5-11 : Concept implemented for the location of bone, dura and brain. 
 
The subjects of this set were four research associates from RWTH. As in the previous 
experiment set, the experiment used a cross-over design, i.e. the subjects had different mode 
session sequences: keyboard → haptic device or haptic device → keyboard. The same model 
of experiment form used on the first set was used here in order to obtain subject information. 
Each mode session here was divided in three stages, having a workload evaluation as the last 
one (Fig. 5-12). At end of the experiment, the subjects were asked to complete a questionnaire 
to record their opinions about the haptic device. The tool speed was the same for all the trials 
and no further events or distraction tasks were implemented. 
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Figure 5-12 : Experiment flow in the second set (HDELTA). 
 
5.2. Experimental parameters and methodologies 
The implementation of simulations permitted more flexibility in order to analyse different 
parameters of the different operating modes in craniectomy than if it were used in a real case. 
The simulations permit better comparison between different implementations, because the 
environment variables and system ones are more controllable. This allows the isolation of 
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specific variables to be analysed. In this section, the respective parameters and methodologies 
used in this research are presented and commented. 
5.2.1. User Information 
All the subjects have their identity protected and not considered for evaluation. As mentioned 
before sex, nationality and age were not considered on the evaluation process. Further 
information was tested by the statistical treatments with the cross-over design methodology in 
order to evaluate their relevance. If the information were not relevant, it was not considered in 
the final results. The further information referred to above is: group (medical doctor, medical 
student and other students); hand; haptic and computer game experience; language and vision 
correction. 
 
5.2.2. Motor Performance Test 
As each subject had a different background and also different motor skills an additional 
evaluation was performed at the beginning of the first experiment set, prior to any mode trials 
(Fig. 5-6). For statistical analyses, this parameter was only combined with the group variable. 
The motor performance test is a standard test used for human factors research and clinical 
(diagnostics) goals. The standard test board (“MLS” - Dr. G. Schuhfried GmbH, Austria – Fig. 
5-13) was provided by the Institute of Industrial Engineering and Ergonomics (IAW) from the 
RWTH-Aachen University, Germany. This board is a computerized device for accurate 
analysis of fine motor performance. The MLS software implements the Vienna-test system 
[Kalisch2006]. The system permits different types of motor tests to be undertaken.  For the 
present study the following tests were used: steadiness, line tracing and aiming. The choice 
for these tests is directly related to the type of tasks performed by the subjects with the haptic 
device. 
The subjects sat in front of the board which was placed in a horizontal orientation, and the 
subject was not allowed to support their test arm. All tests were performed with both hands, 
separately and together. 
For the steadiness test (each hand separately and both together), the stylus had to be 
placed vertically into a hole (Fig. 5-14), without the side surfaces or touching the base plate. 
This test served to assess “arm-hand steadiness” [Suelzenbrueck2009] by measuring the 
ability to reach and to maintain a certain position of the hand or the arm when neither force 
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nor velocity is crucial [Neuwirth2009]. The recorded parameter from this test was the 
number of errors, which is the number of contacts with the side wall of the hole. 
 
 
Figure 5-13: Motorische Leistungsserie system [Neuwirth2009]. 
 
 
Figure 5-14: “Steadiness” test position on plate (adapted from [Neuwirth2009]). 
 
In line tracing test (separate hands), a slot in the baseplate had to be followed (Fig. 5-15) 
with the stylus without touching the sides or the bottom of the plate. This test is used in 
clinical assessments to evaluate ataxia (loss of coordination of the muscles) and action tremor 
by assessing the ability to make visually-controlled, steady, and guided movements 
[Kalisch2006] [Neuwirth2009]. The variables used for this test were number of errors 
(touches on the edge) and completion time. 
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Figure 5-15 : “Line tracing” test position on plate (adapted from [Neuwirth2009]). 
 
The final test was the aiming test (each hand separately and both together). The task was 
to touch each circle as quickly as possible with the stylus without touching the baseplate (Fig. 
5-16). This test captures the ability to make rapid repeated and small scale movements 
[Schwenkreis2007] [Neuwirth2009]. The variables used for this test were number of errors 
(touches outside the target area, on the board) and completion time. 
 
 
Figure 5-16 : “Aiming” test position on plate (adapted from [Neuwirth2009]). 
 
5.2.3. Cross-over Analysis 
The statistical analyses were conducted using SAS (SAS Institute, USA). Mixed linear model 
procedure was performed for all the parameters in both experiment sets (SAS method: 
MIXED) [Wolfinger1995]. This procedure is likelihood-based approach to general linear 
mixed models (further mathematical details at [Littell2006]). The assumptions to apply this 
procedure were: Gaussian data (normal), and linear means. The estimation method in this 
procedure is the restricted maximum likelihood (REML). As fixed effects, the variables 
period, sequence, operation mode, group, and trial were considered. Type 3 tests of fixed 
effects (F-statistics : general Wald-type quadratic form) were performed with the same 
software and provided the results for the significance of those parameters. The p-Values 
(statistical significance level) <0,05 were considered as relevant (correlation between 
variables). The period variable was considered in some cases as a random effect. At first, it 
Start 
Start 
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was tried to fit a model, where trial and period were incorporated in a random statement. If 
the process fails to converge, a new analysis was implemented incorporating the period and 
mode effect using the repeated statement together with the MIXED procedure (SAS method: 
REPEATED) [Wolfinger1995] [Littell2006], which takes repeated effects in account. The 
carryover effect was also implemented as a fixed effect. Variables from the first period had as 
respective cross-over variable value 0. In subsequent periods, the cross-over had values which 
depended on the previous mode setting, AUTO → SYNE : 1; HAPT → AUTO : 3. Figure 5-
17 illustrations some of the variables described above. Variables that presented after the 
analyses p-values less than 0,05 were considered significant. Some variables that presented p-
values bigger that 0,05 in the first analyses were removed from the model, and the new 
analysed was performed for further remarks. 
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Figure 5-17: Explanation of the period and sequence variables for both experiment sets. 
 
Additionally the least square means of fixed effects (t-Student used) was calculated for 
further analysis of the mode differences. For comparison of some variables between different 
modes, some variables were normalized and the standard deviation was taken as main 
comparison variable. 
Complete statistical results are presented at Appendix D. 
5.2.4. Performance 
There are two ideas traditionally related to performance [Vitense2003]: effectiveness and 
efficiency. Effectiveness can be thought of as doing the right things (achieving the goals), 
whereas efficiency is doing things the right way (achieving the goals with the right resources) 
[Vitense2003] [Salvendy2006]. It is vital to investigate both effectiveness and efficiency 
because they are inherently related. In computer assisted surgery, they are usually evaluated in 
terms of the accuracy and/ or achievement of the performed therapy, related costs and 
execution time [Lauer2007]. Effectiveness and efficiency are also addressed in the IEC 
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60601-1-6 standard [IEC60601-1-6] as part of usability evaluation criteria, together with 
items such as learnability and user satisfaction. 
Fitts [Fitts1954] proposed an information-based methodology that became international 
standard (ISO 9241-9 [ISO9241-9_2000]) for evaluating peripherals such as mice and 
keyboards. This standard evaluation has also been used in different studies relating haptics 
and man-machine interaction. Fitts approach is based on three task performance measures: 
movement time (mean time for a specified task), error rate (fraction of incorrect selections) 
and throughput (volume of information flow associated with the interface). However, the use 
of these performance measures only is not sufficient for the development of new systems. 
In this thesis, performance is considered as meeting the milling parameters and also the 
geometric parameters for placing the implant after intervention (effectiveness). Additionally 
the timing of the procedure and the reaction to the generated events is also considered as 
performance (efficiency). As discussed in Chapter 3, the procedure is considered to be safe if 
the user has optimum awareness and vigilance, and they perceive and respond to events in a 
short time. 
By definition, the milling process requires the following parameters [Ferraresi2003]: 
cutting depth, feed speed, and tool rotational speed. These values are normally defined after 
experiments that evaluate variables such as temperature and cutting forces. In the 
manufacturing industry these values are clearly defined for different materials e.g. metals and 
polymers. Bone is the material being machined during the process of craniectomy. The 
characteristics of the bone depend on a various factors which differ from normal materials e.g. 
age, sex, etc. [Evans1973] [Fuchsberger1986]. However, the standard machining theories for 
industrial materials have also been applied to bone [Fuchsberger1986] [Federspil2003]. 
Additionally, experiments with bone structures have also been performed and reported, 
mainly with the purpose of defining parameters for robotic systems [Bast2003] 
[Federspil2003]. 
In conventional craniectomy, the only milling parameter that can be defined is the spindle 
speed of the tool, all the other parameters depend on how the user handles the tools which 
means that they cannot be defined pre-operatively. These other parameters are able to be 
defined by autonomous robotic systems. The cutting speed and force have to be controlled in 
order to achieve the pre-defined milling parameters. Problems when using a robot during the 
operation can come from the control strategy itself, hardware problems or errors that can 
come from the registration procedure. 
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As the purpose of this test was to evaluate the different simulated scenarios of work and 
compare them in terms of the milling process, the variable used was the feed speed. This 
speed was calculated based on the history of the simulated robot positions. The comparison of 
this variable between scenarios evaluate if the machining parameters were kept in control in a 
systematic way. For that reason, statistical analyses of the variable speed were considered for 
comparison, combined with the information about period, mode, group, trial, sequence, and 
cross-over; mainly on the first experiment set. 
In order to evaluate the geometric performance of the modes in the study, two main 
parameters were chosen which are related to the implant fitting and also to the safety of the 
procedures. These parameters were milled volume difference and path error. Once there is a 
deviation from the pre-planned path, the possibility of damage to vital areas is higher. 
The calculation of the milled volumes was applied for both experiment sets. This 
parameter received special attention in the second experiment set to evaluate the likelihood of 
damage to the dura and brain. In this experiment set the feed speed was not evaluated. In the 
cross-over analysis the effect of the period, mode, group variables and cross-over effects were 
studied. 
In the simulation, the bone, dura and brain were defined as solid shapes and rigid bodies, 
i.e. dura and brain were not considered as soft tissues (Fig. 5-18). As the milling tool moved 
through the respective areas the shapes were “deformed”, i.e. deleted 
For the bone the milled volume was compared to the expected volume value, as presented 
below. This value was defined by the automatic procedure, i.e. planned volume. 
 
           
           
  
  
Ve – expected milled volume 
VMill(B) – bone milled volume 
∆VMill% – milled volume difference % 
 
For the dura and brain, the milled volumes were compared with the original volume of the 
respective tissues. Here is expected value is 0 (null). 
 
       
        
  
  
Ve – expected dura/ brain milled volume (= 0) 
VO – dura/ brain original volume 
VMill – dura/ brain milled volume 
VMill% – milled volume % 
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(a) 
 
 
 
(b) 
Figure 5-18 : Milled volume representations: (a) 3D View of a milled volume (b) milled area through all 
the layers. 
 
For the path error, the comparison was made between the planned path and the performed 
path of the robot. The position error (εpi) between them is defined as the shortest distance 
between the performed path and the planned one (as in Fig. 4-18). 
The total error (εT) was defined as the mean of these position errors: 
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For the cross-over analysis, the path error dealt with sequence, period, mode, group, trial, 
and cross-over effects. 
5.2.5. Situation Awareness and Vigilance 
Endsley [Endsley1995] [Endsley2000] [Endsley2000a] and Stanton [Stanton2005] describe 
SA measurement approaches that have been adopted in different research studies. Some of 
these approaches have also been used for vigilance measurements [Warm2008]. These 
measurement techniques can include physiological measurements (e.g. eye tracker), 
performance measures, external task measures, imbedded task measures, subjective rating 
techniques (self and observer rating), questionnaires (post-trial and online) and freeze 
techniques (e.g. SAGAT). Appendix B shows further analyses of some SA approaches. 
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Physiological measurements would require extra equipment and also could disturb the 
subject during the performance of the procedures. Therefore this approach was discarded from 
the beginning. 
Freeze probe techniques for example, involve the administration of SA related queries 
during freezes in the simulation of the task under analysis [Stanton2005]. During the 
simulation freezes, displays and viewing windows are blanked, and SA queries for that 
portion of the task are administered. This is too intrusive and stops the experiment. As the 
present research is concerned with continuous and dynamic experiments, these types of 
assessment were not performed. 
Self- and observer- rating techniques are questionable because they depend on the human 
observer making the control and answering the queries. Because these techniques also depend 
on the observers’ attention and their subjective memory that could also bring 
misunderstanding and subjective interpretations, they were not used for this project.  
As the main research approaches involve safety and performance, the measurements 
adopted were reaction times, respective task error rates and trial completion time. These 
are performance measurements and could easily be implemented without disturbing the 
procedure dynamics. Similar approaches have also been implemented in other studies with 
haptic systems, e.g. [Immersion2007], [Burdea1996] and [Hannaford1989]. These 
measurements do not correspond to the traditional SA measurements; however they could 
indicate a tendency for SA considerations. Performance measurements have been also used 
for vigilance measurement [Warm2008]. 
The trial completion time was defined as starting when the robot started, and the end was 
defined according to the experiment set type. For the first set this was when the robot 
achieved the last planned point on its trajectory. For the second set this was when the subject 
stopped the system with the keyboard, as described before. This variable was related with 
period, mode, group and cross-over variable in the statistical analysis. 
Reaction time and task error rate variables were directly related to the simulated events. 
These variables were the main measurements to correlate with the subject SA. In the 
statistical analysis, they were mainly correlated with sequence, period, mode, group, and trial.  
The reaction times were measured from the moment that some event started until the moment 
the subject responded to this event using one of the available interactions. 
The calculations of the reaction time depended on the event and condition being 
performed. For the first event type, for example, this time corresponded to the time that the 
sphere appeared, activated by a trigger point, until the subject responded to the event. For 
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each event the user reactions as presented in section 5.1.3. were expected, if the user reaction 
did not corresponded to the expected reaction, it was also considered an error. This 
information was assessed by the task error rate value. 
As defined in Chapter 2, vigilance has a dependency with time and because of that a 
graphical approach, was used for the measurement representation, using instant reaction 
times through the different trials of a defined session (mode) in the first experiment set. A 
linear regression was implemented and its slope considered as the vigilance factor for the 
analysis. A positive slope indicates the decrease of vigilance by the user, because of higher 
reaction time values. Consequently a negative value indicates an increase of vigilance, with 
lower reaction times. With the regression, considerations concerning the subject learnability 
could be also defined with this slope. 
5.2.6. Mental Workload 
Mental workload has been recognized as an important element of human performance in 
complex systems [Vitense2003]. Moray (1988) found that the optimization of mental 
workload could reduce human error, improve system safety, increase productivity and 
increase operator satisfaction (as cited in [Salvendy2006]). Mental workload has a direct 
influence on a user’s ability to perform tasks and can therefore impact the effectiveness and 
efficiency of interactions with computers. Subjective workload measurement is one 
mandatory element of any performance test in MMI evaluation. 
Many different approaches to the assessment of SA and workload are reported in the 
subject literature. These performance measures are related to the primary task (main 
procedure) or to a secondary task [Tsang2006] [Stanton2005]. A secondary task is a 
concurrent task with the primary task, and competes for subject resources, e.g. attention and 
information processing. In this case, workload is assessed to determine whether the subject is 
working within a tolerable information processing capacity while performing the required 
task. 
Measurements of performance on the task of interest are usually reckoned to be a poor 
indicator of workload [Tsang2006] because they often do not reflect variation in resource 
investment due to difficulty changes, they do not diagnose the source of load, and they do not 
make possible a systematic conversion of performance units into measures of relative 
demands or load on the processing system [Gopher1986] [Tsang2006]. 
Physiological measurements are also used for workload measurements [Tsang2006] 
[Stanton2005], but for the same reasons explained for SA they were not used in this study. 
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Subjective rating assessment techniques are administered either during or post-task and 
involve participants ratings regarding their perceived workload during task performance, e.g. 
SWAT and NASA-TLX [Stanton2005]. 
In the field of usability research the NASA-TLX (Task Load Index) tests have a high 
validity, applicability and popularity to assess subjective workload [Miller1998] [Pitt1997]. 
Comparative studies between NASA-TLX, SWAT, Overall Workload and the Modified 
Cooper-Harper scale have been undertaken in an effort to measure each technique’s validity 
[Vitense2003] [Geddie2001].  In these studies and in others NASA-TLX was found to be the 
most valid measure of subjective workload, to have the highest user acceptance, and to have 
the smallest variability between subjects [Vitense2003]. NASA-TLX ratings have also been 
shown to be sensitive to experimentally manipulated levels of workload and be more reliable 
than other subjective techniques [Vitense2003]. NASA-TLX is a multidimensional, self-
reported assessment technique that provides an estimation of the overall workload associated 
with task performance. The assessment is comprised of the relative contribution of six 
underlying psychological factors to overall workload including mental demand, physical 
demand, temporal demand, performance, effort, and frustration level [Hart1988]. The 
combination of these factor values provides a general index of workload. The subjects provide 
absolute ratings on each subscale immediately after completing a designated task. This 
subjective assessment of workload provides a useful system measure when combined with 
performance indexes. Vitense [Vitense2003] made the use of NASA-TLX to compare 
different combinations of user feedback channels: haptic, audio and visual. Warm 
[Warm2008] reviewed some studies of the use of NASA-TLX and its validity for vigilance 
research. 
As Nachreiner [Nachreiner1999] reported regarding the ISO 10075 series (international 
standards on mental-workload), there is a difficult to define a general accepted measurement 
method. 
Despite that, the NASA-TLX methodology was used in this thesis for both experiment 
sets, due to its use and validity in other studies, as mentioned before. As explained previously 
the workload tests were applied at the end of each mode session. These tests were 
implemented using a software version of NASA-TLX available online [NASA2007]. This 
questionnaire is divided in two parts (Fig. 5-19). In the first part the subjects were asked to 
grade each item, in order to help the subject answer this, they were given a pre-list of standard 
questions for each item. In the second part they had to decide between two items which had 
greatest influence on the workload of the respective session. This last question allowed the 
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weighting of the previous notes and produced a NASA-TLX general index for the mode. In the 
statistical analyses, sequence, period, mode, group variables were combined with the present 
workload values. 
 
 
Figure 5-19 : NASA-TLX GUI screenshots. 
 
In addition to the NASA-TLX test at the end of each session the user was given a paper-
based questionnaire for reporting any physical disturbance/discomfort during the session in all 
the experiment sets. Physical stress/fatigue during the trials and previous physical problems 
also had to be reported. The subjects defined a degree of pain or disturbance for specific parts 
of the body based on a five level scale (1 (one) for none to 5 (five) for intensive level) (Fig. 5-
20). A similar questionnaire is used in the standard ISO 9241-9 test [ISO9241-9_2000] for 
fatigue evaluation [Zimolong2004]. In the statistical analyses, period, mode and group 
variables were combined with this value. 
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Figure 5-20 : Drawing of the fatigue report. 
 
5.2.7. Secondary Task Parameters 
The secondary task corresponded to the additional task of answering mathematical questions. 
For this task two parameters were recorded: answer time and task error rate. The answer 
time was defined from the moment that the question was presented by the simulated voice 
until the time that the subject pressed a numeric key on the keyboard. The correct answer for 
each question was known by the simulator and compared with the given answer. If the subject 
gave the wrong answer, it was considered as an error for the task error rate. Each of these 
parameters were evaluated together with period, mode, group, trial and cross-over variables 
in the statistical analyses. 
The performance of these secondary tasks increases stress, distraction and confusion for 
the user, as this task involve the same communication channels, by using a keyboard stroke 
for confirmation. 
5.2.8. Subjective Assessment of the feedback device quality 
The last questionnaire was an evaluation of the use of the haptic device itself during all the 
sessions in both experiment sets. In this case, sequence and group variables were considered 
in the final analyses. This questionnaire was also divided in two parts as in the NASA-TLX 
test (Fig. 5-21). These evaluation criteria were based on previous usability studies for the 
assessment of human factor methods: 
 User satisfaction (US): how pleasant it was for the subject to the use the device 
[DINENISO9241-11_1999] [Janss2009] [Zimolong2004]; 
Hand  
Whilst  
Arm  
Shoulder  
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 Understandability (UN): how easily could the subject understand the use of the system 
[Janss2009] [Zimolong2004]; 
 Intuitive (IN): how easy was it for the subject to learn how to use the system without 
previous explanations, i.e. was the system was self-explanatory [Janss2009] 
[Zimolong2004]; 
 Learnability (LE): how easy was it for the subject to learn how to use the system to 
accomplish the required tasks [DINENISO9241-11_1999] [DINENISO9241-
110_2006] [Janss2009] [Zimolong2004]. 
In the first part the subject define grades for each item using a scale from 1 (one) for 
excellent to 5 (five) for deficient. For each item a question was used to help the subject 
understand its meaning (Appendix C). For the second part, the user had to decide between two 
by two which was of more importance. The figure below illustrates how this part was used. 
 
 
Figure 5-21 : Filling and comparing items on the second part of the questionnaire. 
 
 
Learnability (LE)(Erlernbarkeit)
Intuitive (IN)(Intuitiv)
Understandability (UN)(Verständlichkeit)
User satisfaction (US)(Benutzerzufriedenheit)
US or IN?? 
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6. Results and Discussion 
 
6.1. First Set: Comparison between Modes 
6.1.1. Motor Performance Test 
For the motor performance test, the analyses could be performed only on the variable group. 
However, the test did not find the variable group to be statistically significant. Tables 6-1 
through 6-5 present the test results for the differences between the groups, using the Doctor 
group as a reference. Any statistically significant difference was found (p < 0,05) that could 
influence the results of the first set of tests. 
The variable group did not present any significance in the tests, and no significant 
difference was found that could influence the other experiment measurements. 
 
 
Table 6-1: Steadiness – Error rate: Calculated difference between the groups. 
 R L 
Both 
R L 
Group Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Others -3,33 4,22 0,441 3,36 6,52 0,613 0,67 3,32 0,843 -1,24 5,37 0,820 
Med. 
Students 
-1,19 4,22 0,782 -0,21 6,52 0,974 2,95 3,32 0,386 -6,95 5,37 0,213 
Doctors 0 - - 0 - - 0.0 - - 0 - - 
 
 
Table 6-2: Line tracing – Error rate: Calculated difference between the groups. 
Group 
R L 
Estimate SD p-Value Estimate SD p-Value 
Others 0,738 4,109 0,860 9,024 5,784 0,137 
Med. Students -0,691 4,109 0,869 -1,119 5,784 0,849 
Doctors 0 - - 0 - - 
 
 
Table 6-3: Line tracing – Completion time: Calculated difference between the groups. 
Group 
R L 
Estimate SD p-Value Estimate SD p-Value 
Others 1,779 6,381 0,784 -0,386 6,774 0,955 
Med. Students 3,286 6,381 0,613 -3,343 6,774 0,628 
Doctors 0 - - 0 - - 
 
 
 
86 
 
Table 6-4: Aiming – Error rate: Calculated difference between the groups. 
 R L 
Both 
R L 
Group Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Others -0,262 0,539 0,6334 0,5 0,857 0,567 0,262 0,269 0,344 3,476 2,624 0,203 
Med. 
Students 
-0,119 0,539 0,828 -0,643 0,857 0,464 0,119 0,269 0,,664 -0,667 2,624 0,803 
Doctors 0 - - 0 - - 0 - - 0 - - 
 
Table 6-5: Aiming – Completion time: Calculated difference between the groups. 
 R L 
Both 
R L 
Group Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Others -0,631 0,507 0,230 -0,816 0,705 0,63 -1,477 1,155 0,218 -1,436 1,156 0,231 
Med. 
Students 
0,005 0,507 0,993 -0,296 0,705 0,680 0,486 1,155 0,679 0,496 1,156 0,674 
Doctors 0 - - 0 - - 0 - - 0 - - 
 
6.1.2. Milling Parameters 
For this experiment set, the feed speed was the variable used for analysis. The speed means 
were calculated based on the speed history in all of the trials. Statistical cross-over analysis 
was performed, taking into account the effects of sequence, period, mode, group, trial, and 
carry-over. In the first analysis, the variables for sequence, period, group, and cross-over. 
Cross-over did not show any statistical significance (p-values > 0,05) (p = 0,6288; F(2,228)= 
0,46; n = 399). For detailed comparison, a second analysis was performed on the period, 
mode, group, and trial variables. As presented in the first analysis, the variables mode and 
trial had p-values < 0,0001. The factors represented by variables period and group were not 
significant in relation to the feed speed (p-values: period = 0,4883; group = 0,7052) (see 
Appendix D for details).  
Table 6-6 shows the differences of least square means between the operation modes. The 
AUTO and HAPT modes had lower differences between themselves. These modes had their 
speeds pre-defined at the simulation file (10mm/s). The comparisons with SYNE mode, on 
the other hand, presented higher differences. SYNE performance depends more on user skills. 
Comparing the two groups, the Medical Students presented a greater difference to the 
Doctors group than to the Others group: 0,6519±0,795 and 0,02105±0,07661 respectively. As 
discussed above, however, the group factor was not statistically significant in relation to feed 
speed (p-value > 0,05). 
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Table 6-7 shows the calculated difference effects of the trial variable, using the Control B 
trial as the reference. The users presented better results as they learned to use the system. 
Control trials also presented lower values because no further tasks were required of the user. 
 
 
Figure 6-1: SD of speed in the control trials. 
 
 
 
Table 6-6: Speed: differences of the least square 
means (all with p-value < 0,001). 
Modes Estimate SD 
AUTO SYNE 1,8863 0,07749 
AUTO HAPT 0,7858 0,07749 
SYNE HAPT -1,1005 0,07749 
 
 
 
 
Table 6-7: Speed: Calculated difference effects 
of trial variable. Control B as reference. 
Trial Estimate SD p-Value 
Train A -0,8443 0,06618 <0,0001 
Train B -0,2544 0,06618 0,0002 
Real 1 -0,6318 0,06618 <0,0001 
Real 2 -0,5120 0,06618 <0,0001 
Real 3 -0,5288 0,06618 <0,0001 
Control A 0,02128 0,06618 0,7484 
Control B 0,0 - - 
 
 
Figure 6-1 shows the SD of speed in the different modes. SD is more noteworthy than 
mean here, as it shows the dispersion of values. The SYNE mode showed a higher value than 
AUTO and HAPT, which were equal. As discussed above, AUTO and HAPT have pre-
defined speeds, whereas SYNE speed depends upon user interaction. The fact that there is a 
higher degree of human interaction in the SYNE mode could account for the difference. 
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6.1.3. Geometric Parameters 
The geometric parameters for this experiment set were milled volume and path error. In 
addition to these parameters, Master/Slave differences were used to compare the SYNE and 
HAPT modes. 
The milled volume difference (%) in relation to the expected volume was calculated, 
taking into account the effects of the period, group, mode, and cross-over variables. The 
cross-over variable presented a p-value > 0,05 (p = 0,691; F(2, 229)=0,37; n = 286). Further 
evaluations omitted this variable. The mode effect was the only significant variable with a p-
value < 0,0001. The variables period and group presented p-values of 0,2774 and 0,3473 
respectively (see Appendix D). Table 6-8 shows the results of a comparison between the 
different modes. Differences were calculated using least square means. The results show that 
the differences between AUTO and HAPT mode are not significant, but the SYNE mode is 
significantly different from the other two modes. The estimated difference between SYNE 
and HAPT is lower. 
 
 
 
Figure 6-2: Values of the milled volume. 
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Table 6-8: Milled volume: Differences of least square means of the mode variable. 
Modes Estimate SD p-Value 
AUTO SYNE 0,005991 0,001072 <0,0001 
AUTO HAPT 0,006645 0,001072 0,5426 
SYNE HAPT 0,000654 0,001073 <0,0001 
 
Figure 6-2 reinforces these results. The graphic shows that SYNE mode is closer to the 
AUTO mode in relation to the milled results. In contrast, the HAPT mode is relatively closer 
to the SYNE mode results (as in Table 6-8). 
The mean path error had a p-value of 0,0014 (see Appendix D) in the cross-over factor. 
A complete analysis of the mean path error would require further experiments. This analysis 
included the sequence, period, mode, group, trial, and cross-over variables. Like the cross-
over variable, the mode and trial variables also had p-values < 0,0001 (see Appendix D). 
Table 6-9 shows the differences of least square means between the operation modes. The 
SYNE mode presented results closer to the AUTO mode. It can be directly related to 
hypothesis I from this work. In contrast, the analysis of SD from the control trials (A and B) 
(Fig. 6-3) indicated similar levels of the AUTO and HAPT modes. SYNE presented quite 
different behaviours for the standard deviation values in the Fig. 6-3. Conclusions have to 
observe the statistical analysis. Table 6-10 shows the calculated difference effects of the 
mode variable, with HAPT mode used as the reference. This table shows that HAPT and 
SYNE mode are closer to each other than to the AUTO mode. Table 6-11 presents the 
calculated difference effects of the trial variable, using the Control B trial as reference. The 
progression of these values showed learnability effects. 
 
Table 6-9: Path error: Differences of least 
square means between the operation modes. 
Modes Calculated SD 
AUTO SYNE -0,6029 0,1361 
AUTO HAPT -1,6691 0,1746 
SYNE HAPT -1,0662 0,1693 
 
Table 6-10: Path error: Calculated difference 
effects of the mode, with HAPT mode as 
reference. 
Modes Calculated SD p-Value 
AUTO -1,6691 0,1746 <0,0001 
SYNE -1,0662 0,1693 <0,0001 
HAPT 0 - - 
 
 
Table 6-11: Path error: Calculated difference 
effects of the trial variable. 
Trial Calculated SD p-Value 
Train A 1,3748 0,1226 <0,0001 
Train B 0,2421 0,1226 0,0509 
Real 1 1,0465 0,1226 <0,0001 
Real 2 0,8580 0,1226 <0,0001 
Real 3 0,7989 0,1226 <0,0001 
Control A -0,00681 0,1226 0,9558 
Control B 0 - - 
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The differences between HAPT and SYNE modes were stressed in the analysis of the 
Master/Slave differences. The mean of the difference values between Master/Slave were 
analysed using the variables period, mode, group, and cross-over. The cross-over variable 
presented a p-value of 0,0024 (F(1,202) = 9,48; n = 242). The mode variable presented a p-
value of 0,071 (F(1,202)=3,29; n = 242). In the analysis without the cross-over variable, the 
mode variable presented a p-value of 0,0451 (<0,05) (F(1,236)=4,06; n = 236). However, the 
comparison was based on the mode variable, as on the past geometric parameters. The 
difference of least square means between the SYNE and HAPT modes was from -1,9194 ± 
1,0575, considering the cross-over factor. This difference was bigger than the result presented 
for the path error. The graphical representation of the Master (PHANTOM)/Slave (Robot 
tool) positions in different trials indicated that the slave could follow the master’s movements 
(Fig. 6-4). Analyses were performed just after the moment that PHANTOM and robot 
devices are aligned. 
 
 
Figure 6-3: SD of the path error in the control trials. 
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Figure 6-4: Position and orientations of the robot and PHANTOM over time. The traced line shows the 
moment that both systems are aligned. 
6.1.4. Situation Awareness and Vigilance 
The reaction time and completion time variables and the task error rate were used to 
analyse situation awareness and vigilance. The reaction time variable was analysed with the 
period, mode, group, and cross-over variables. The cross-over variable presented a p-value of 
0,4937 (> 0,05) (F(2,1013)=0,71; n = 1071); therefore it was not considered in any further 
analysis. In the new analysis without the cross-over variable, the mode variable presented a p-
value < 0,0001 (F(2,1013)=18,42; n = 1071). The results of the calculated difference between 
the modes (Table 6-12) indicate that the HAPT mode has no difference when compared to the 
AUTO mode. The SYNE mode, by contrast, presents significant differences in relation to the 
other modes. Further analysis of the mean values of reaction time throughout the trials 
showed that the SYNE mode has consistently higher-level values as shown in Figure 6-5. 
Figure 6-5 also shows the differences between the vigilance factor levels (slopes) between 
the modes. There is very little change in the vigilance factor in the AUTO mode (+0,0265). 
The SYNE and HAPT modes have low declinations of vigilance factor values (-0,0208 and -
0,0729 respectively), with the HAPT mode having a slightly higher vigilance factor value. 
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This indicates that the subjects increased their vigilance as they worked through the trials. 
The same results could be observed for learnability. 
 
 
Figure 6-5: Mean values of reaction time throughout the trials. 
 
 
For the task error rate analysis the variables used were sequence, period, mode, group, 
trial, and cross-over, with the cross-over variable having a p-value of 0,0038 (<0,05) (see 
Appendix D). The trial and sequence variables also showed relevant significance: 0,0028 and 
0,0467 respectively (see Appendix D). These values were directly related to the vigilance 
levels of the subject. However, for this specific case, additional experiments with other 
possible sequences would be required for a complete analysis. Trends could be identified in 
the analysis of mode variables. Figure 6-6 shows that there were lower task errors in the 
HAPT mode and higher levels in the AUTO mode. Table 6-13 shows that there is a relevant 
difference between the AUTO and HAPT modes when using the least square means in the 
comparison. 
Table 6-12: Reaction time: Estimated difference between the modes. 
Modes Calculated SD p-Value 
AUTO SYNE -2,3095 0,4304 <0,0001 
AUTO HAPT -0,02299 0,4399 0,9583 
SYNE HAPT 2,2865 0,4460 <0,0001 
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Table 6-13 : Estimated difference between the modes based on the task error rate. 
Modes Calculated SD p-Value 
AUTO SYNE -0,01736 0,03547 0,6252 
AUTO HAPT -0,08333 0,03547 0,02 
SYNE HAPT -0,06597 0,03742 0,0798 
 
The combination of the results for task error rate and reaction time indicates that users’ 
reaction times and assertiveness were greatest in the HAPT mode. 
For the overall task completion time, the variables used in the cross-over analysis were 
period, mode, group, and cross-over. In this analysis the cross-over variable did not present 
any significance, with a p-value of 0,1887 (see Appendix D), The period and group variables 
were also statistically insignificant. Mode was the only variable to present any significance 
(p-value <0,0001) (see Appendix D). Further analysis could be performed without cross-over 
variable. Table 6-14 shows the differences of least square means between the modes. This 
shows that the difference between AUTO and HAPT mode is significantly lower than the 
comparison of the SYNE mode with the others. However, SYNE mode presented a greater 
reduction of completion time, which resulted in a greater vigilance factor (lower slope). This 
shows that the user learned to deal with operation modes. This difference is observed in 
Figure 6-7, which indicates that, compared to the vigilance factor, there is a relevant decline 
in completion time in SYNE mode (-50,568). The AUTO mode showed no relevant changes 
in the vigilance factor, while the HAPT mode showed a higher reduction in the vigilance 
factor when compared to the previous value at reaction time analysis (-0,0729). 
These results can be related to the hypothesis IV. 
94 
 
 
 
Figure 6-6 : Task error rate through the trial for all modes. 
 
 
Figure 6-7: Mean values of completion time throughout the trials. 
 
Table 6-14: Calculated difference between the modes based on the completion time variable. 
Modes Calculated SD p-Value 
AUTO SYNE -270,00 16,0694 <0,0001 
AUTO HAPT -90,2247 16,1437 <0,0001 
SYNE HAPT 179,78 16,0661 <0,0001 
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6.1.5. Secondary Task 
The answer time variable was used to deal with the effects of period, mode, group, trial and 
cross-over. The only significance was found with the mode variable (p = 0,0327; 
F(2,80)=3,57; n = 180). New analysis without the cross-over variable was performed to 
compare the modes. The new p-value for mode variable was < 0,0001 (F(2,80)=39,82; 
n=180). Table 6-15 shows the differences between the modes using least mean squares. 
These differences between SYNE mode and the other modes those are greater than that 
between AUTO and HAPT modes. AUTO and HAPT mode have lower differences. Figure 
6-8 shows that the vigilance factor (slope) was equal in all modes. AUTO and HAPT modes 
had shorter answer times than did SYNE mode. 
 
Table 6-15: Answer time: Calculated difference between the modes. 
Modes Calculated SD p-Value 
AUTO SYNE -1,8217 0,2136 <0,0001 
AUTO HAPT -0,4367 0,2152 0,0458 
SYNE HAPT 1,3850 0,2136 <0,0001 
 
 
Figure 6-8 : Mean values of answer time throughout the trials. 
 
The task error rate effect was analysed with the period, time, sequence, mode, group, 
trial, and cross-over variables. As before, the cross-over variable was removed from the 
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model due to its p-value (0,055) (F(2,80)=3,02; n = 180). The mode and trial variables 
presented p-values of 0,0466 and 0,0319, respectively, in the new analysis (see Appendix D). 
Table 6-16 shows the difference of least square means for the mode variable. The differences 
between AUTO and SYNE modes were relevant. The AUTO and HAPT modes had closer 
levels, despite the p-value statistic; this can also be seen in Figure 6-9. The SYNE mode had 
higher differences in relation to the other modes. Table 6-17 shows the calculated difference 
effects of the trial variable, using the Real 3 trial as the reference. Figure 6-9 and Table 6-17 
indicate that the task error rate declines with time (learning curve effect). 
 
Table 6-16: Error task rate: Calculated 
difference between the modes. 
Modes Estimate SD p-Value 
AUTO SYNE -0,03907 0,01585 0,0158 
AUTO HAPT -0,01208 0,01585 0,4482 
SYNE HAPT 0,02699 0,01585 0,0924 
 
Table 6-17: Error task rate: Calculated 
difference effects of the trial variable. 
Trial Estimate SD p-Value 
Real 1 0,03271 0,012 0,0096 
Real 2 0,01274 0,012 0,2951 
Real 3 0 - - 
 
 
 
Figure 6-9: Task error rate throughout the trial for all modes. 
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6.1.6. Workload 
For the NASA-TLX index and its factors, the variables used for analysis were the sequence, 
period, mode, groups, and cross-over variables. The cross-over factor for NASA-TLX index 
presented a p-value of 0,2786 (F(2,32)=; n = 57); which prompted a new analysis without this 
variable. The same model was then used to analyse each factor included in this index. The p-
values obtained for the mode variable from each analysis are summarized in Table 6-18 (see 
Appendix D for details). The mode variable represents all factors except for the mental and 
temporal demand factors. The comparison between modes reveals that the differences 
between SYNE and HAPT are more representative for most of the NASA-TLX factors 
(Table 6-19) (see Appendix D for details). Physical demand creates important differences 
between the modes. 
 
Table 6-18: NASA-TLX: p-Values of mode variable for index and factors values. 
Index Mental demand Physical demand Temporal demand Performance Effort Frustration 
<0,0001 0,0579 <0,0001 0,4666 0,0443 0,0241 0,0164 
 
Table 6-19: NASA-TLX: p-Value of differences of least square means between the operation modes for all 
NASA-TLX values. 
Modes Index 
Mental 
demand 
Physical 
demand 
Temporal 
demand 
Performance Effort Frustration 
AUTO SYNE <0,0001 0,0901 <0,0001 0,2479 0,4034 0,0098 0,0177 
AUTO HAPT 0,0505 0,5094 0,0097 0,8181 0,0955 0,5662 0,7896 
SYNE HAPT 0,0004 0,0214 0,0072 0,3476 0,0148 0,0379 0,0086 
 
The frustration factor was the only factor that presented p-values < 0,05 for the period 
and group factors: 0,0236 and 0,0399; respectively (see Appendix D). Figures 6-10 and 6-11 
show in detail the values obtained for NASA-TLX in the different modes and groups. The 
SYNE mode presented higher NASA-TLX levels, followed by the HAPT and AUTO modes. 
As expected the AUTO mode presented lower physical demand values, followed by the 
HAPT mode, which presented lower levels than the SYNE mode. 
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Figure 6-10: NASA-TLX index mean values for all groups. 
 
The fatigue questionnaires analysis examined the effects of the period, mode, and 
groups variables on each test. The mode variable was the only variable that was relevant to 
all body parts (see Appendix D). Table 6-20 shows the differences between the modes. The 
highest contrasts were found between the SYNE and HAPT modes, as shown in Figure 6-12. 
The hand and wrist suffered most during the experiments. The subjects also reported 
discomfort due to the position required for handling the haptic device. 
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Figure 6-11: NASA-TLX factors mean values for (a) AUTO, (b) SYNE, and (c) HAPT modes. 
 
(c) 
 
Figure 6 -11: NASA-TLX factors mean values for (a) AUTO, (b) SYNE, and (c) HAPT modes. (cont.) 
 
Table 6-20: Fatigue: Estimated difference between the modes for all body parts. 
 Shoulder  Arm  Wrist  Hand  
Modes Estimate SD p Estimate SD p Estimate SD p Estimate SD p 
AUTO SYNE -0,3452 0,182 0,0659 -0,6807 0,2062 0,0022 -0,8194 0,3121 0,0126 -1,792 0,2854 <0,0001 
AUTO HAPT -1,0637 0,1906 >0,0001 -1,0659 0,2142 <0,0001 -0,8064 0,313 0,0142 -0,542 0,2826 0,0630 
SYNE HAPT -0,71185 0,1828 0,0004 -0,3851 0,2072 0,0713 0,013 0,3152 0,9673 1,2499 0,2803 <0,0001 
100 
 
 
 
 
Figure 6-12: Mean fatigue scores for all modes. 
 
 
6.1.7. Subjective Assessment of the Feedback Device Quality 
The haptic opinion reports were concerned with the effects of the sequence and group 
variables on the trials. None of these effects was found to be relevant (see Table 6-21). The 
haptic device received a lower grading from the Doctors group, followed by the Medical 
Students (Figure 6-13). The haptic device had an overall score of 2.28. The User Satisfaction 
factor was considered the most important by all the subjects, followed by Understandability 
and Learnability, which were both given the same level of importance (Figure 6-14). 
 
Table 6-21: Feedback device assessment: p-Values for all the scores. 
 Total User Satisfaction Understandability Intuitive Learnability 
Sequence 0,6461 0,1157 0,8311 0,7723 0,1831 
Group 0,0887 0,3315 0,0791 0,9378 0,0607 
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Figure 6-13: Feedback device assessment: mean scores for the overall index. 
 
 
Figure 6-14: Feedback device assessment: mean scores for each factor. 
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6.2. Second Set: Depth Control 
6.2.1. Geometric Parameters 
The milled volume difference (%) were the geometric parameters used for the analysis of 
bone, dura mater, and brain, as presented in Chapter 5. Milled volume differences were 
analysed with the effects of the period, mode, and cross-over variables. Mode was the only 
significant variable. The cross-over effect was not considered in a new analysis. In the 
comparison between the modes, significances were only found for the dura and brain 
difference parameters, with p-values of 0,0004 and 0,032, respectively. Table 6-22 presents 
the differences of least square means obtained for each mode separately. These outcomes, 
together with the values presented in Fig. 6-15, showed that the use of the haptic device had 
greater milled volume differences than the use of the keyboard, as shown in Fig. 6-15. 
 
 
Table 6-22: Milled volume difference: Estimated difference between the modes. 
  Bone Dura Brain 
Modes Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Estimate SD 
p-
Value 
Haptic 
device 
Keyboard 0,0039 0,0082 0,6365 0,049 0,011 0,0004 0,0107 0,0046 0,032 
 
 
 
Figure 6-15 : Milled volumes. 
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6.2.2. Completion Time 
The completion time parameter was analysed against period, mode, and carry-over; all of 
these variables had p-values > 0,05 (p = 0,9712; F(1,16)=0; n = 24). Figures 6-16 and 6-17 
show that there was not a relevant difference between the two modes and that the learnability 
effect and vigilance factor were more in evidence with the use of the keyboard. 
 
 
Figure 6-16 : Completion time: mean values. 
 
 
Figure 6-17 : Completion time: mean values through the trials. 
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6.2.3. Workload 
The analysis effect for the NASA-TLX index and its factors was performed using the 
sequence, period, and mode variables. The only significant variable was mode, and this 
variable was only significant for the index parameter (see Table 6-23). The NASA-TLX index 
(Figure 6-18) gave a higher score when the haptic device was used, indicating that it yields 
more impact to user workload. Figure 6-19 and Table 6-24 indicate that the differences 
between the modes are lower for frustration and temporal demand. Interestingly these same 
factors were defined by the subjects as more important than the others. Greater differences 
were found for the performance factor, followed by effort and physical demand. 
 
Table 6-23: NASA-TLX: p-Values of mode variable for index and factors values. 
Index Mental demand Physical demand Temporal demand Performance Effort Frustration 
0,045 0,4718 0,3047 0,7423 0,2194 0,0963 0,1143 
 
 
Table 6-24: NASA-TLX: Calculated difference between the modes of each factor. 
Mental 
demand 
Physical 
demand 
Temporal 
demand 
Performance Effort Frustration 
Estimate SD Estimate SD Estimate SD Estimate SD Estimate SD Estimate SD 
-3,75 4,26 7,08 5,18 2,42 6,41 12,00 6,79 7,67 2,57 3,00 1,11 
 
 
 
Figure 6-18: NASA-TLX index: Mean values. 
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Figure 6-19 : NASA-TLX factors: Mean values. 
 
In the fatigue report the effect variables used for the analysis were period and mode. 
In the arm fatigue analysis, the mode variable’s p-value was 0,0411 (F(1,2)=0,07; n = 8); The 
period variable’s p-value was 0,0041 (F(1,5)=25; n = 8) for wrist fatigue. None of the other 
variables showed any statistical significance. The subjects of this experiment set reported 
considerable fatigue in their shoulders and arms (Fig. 6-20). 
 
 
Figure 6-20 : Mean fatigue scores for all the modes. 
6.2.4. Subjective Assessment of the Feedback Device Quality 
The haptic opinion reports were analysed with the sequence effect variable. The haptic device 
received an overall score of 2,792. The sequence variable presented a statistical significance 
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only for the Learnability factor (p-value < 0,0001) (see Appendix D). Figure 6-21 reveals that 
Understandability received the highest score, followed by User Satisfaction and Learnability. 
 
 
Figure 6-21 : Feedback device assessment: mean scores for each factor. 
 
6.3. Discussion 
6.3.1. First Set: Comparison between modes 
This first set was important in order to determine whether or not there were differences 
between the groups in relation to their moqtor skills. The results presented in Tables 6-1 
through 6-5 showed no significant differences between the groups (p-value > 0,05). This 
could indicate that the different subject backgrounds for all of the groups did not influence 
the measurements. 
The first parameter of the milling process analysis was the feed speed. This variable 
was evaluated in the simulation environment instead of through force measurements (e.g. a 
real machining operation). This analysis could determine whether the operated mode could 
have a systematic controlled machining process. The analysis showed the variable related to 
trials to be significant. Table 6-7 listed the estimated values in relation to the trial variable. 
This table, which presented a reduction of the respective values at each trial, is related to the 
learnability effects in the experiment. The influence of the mode variable had a p-value < 
0,0001. The SD analysis of the control trials, as presented in Fig. 6-1, was important. These 
trials showed the dispersion of the speed variables through the different modes and pointed 
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out that AUTO and HAPT had closer results. Similarly, Table 6-6 showed that the estimated 
difference between the modes were lower than the other differences (0,7858). The HAPT 
mode has phases of its operation that are controlled by the robot as an AUTO mode, which 
directly influences these results. Both figures and tables also illustrated that the SYNE mode 
had higher differences in relation to the other modes. The results for this mode can be directly 
related to the fact that it is controlled directly by the user throughout the procedure.  
The geometric parameters were essential to analysing the machining process. The 
milled volume difference exposed the differences between planned and obtained volumes of 
the procedures. This analysed variable was influenced by the mode variable (p-value < 
0,0001), which allowed further direct comparisons. Table 6-8 showed that the SYNE mode 
presented a lower but significant difference in relation to the other modes. AUTO and HAPT 
present no difference between themselves; they perform the same paths. The SYNE mode, in 
addition to being controlled directly by the user, includes virtual constraints that allow user 
guidance along similar paths as those performed by the AUTO mode. User interaction, which 
takes place in both HAPT and SYNE modes, also influences the dispersion of this variable 
(see Figure 6-2). In relation to the milled volume difference mean, the SYNE mode is closer 
to the AUTO mode. Dispersion is wider in the HAPT mode. This result is related to the fact 
that during the SYNE mode the user is interacting and guiding the system. In HAPT mode 
this interaction is intercalated with periods during which the user does not interact with the 
system. During these periods the user perceives the movements performed by the robot, 
working autonomously (haptic display). When the user has to interact directly with the 
system, defining movements, errors may occur during the first moment of reaction. As 
expected the AUTO mode does not have a great variability, which could be related to some 
inaccuracies within the simulation. 
The path error provided additional insight into the differences between the modes. In 
this case, the cross-over variable had a p-value of 0,0014; which indicates the need for further 
sequences to be performed by the subject. However, the results obtained were sufficient to 
draw the required conclusions. The cross-over trial variable was also significant. This 
variable, shown in Table 6-11, indicates that the estimated values lower from trial to trial, 
with p-values < 0,0001. This pattern could be related to learnability effects.  
The mode variable was also significant. In contrast to the SD of the path error, the 
HAPT mode was closer to AUTO mode (see Figure 6-3). Otherwise Tables 6-9 and 6-10 
indicated that SYNE mode is slightly closer to AUTO than to HAPT mode. Even SYNE and 
HAPT modes have closer results in relation to path error because both modes are able to 
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perform the planned path in their own ways. The user can reduce such errors as she/he learns 
to deal with the systems. 
One common feature of HAPT and SYNE modes is the operation of the robot in a 
Master/Slave approach. Differences between Master and Slave position were evaluated. 
However, these differences indicated the influence of the cross-over variable, which had had 
a p-value of 0,0451 (< 0,05). Analysis without the cross-over variable allowed for 
comparison between the modes. The differences between Master/Slave presented a greater 
difference than the differences for path error (-1,9194 ± 1,0575), indicating that the robot 
could be able perform paths closer to the planned path. The user movements could be in some 
way filtered in a positive way. The inertial and kinematic differences between both systems 
could be related to this effect. The graphical analysis of the position of the robot and haptic 
device (e.g. Figure 6-4) showed that the robot could follow the movements of the haptic 
device. 
In relation to the human factors of the system (vigilance and SA), the results for 
reaction time, completion time, and task error (the main task of performing the craniectomy 
operation) were used for analysis. The mode effect for reaction time to the generated events 
had a p-value <0,0001. Table 6-12 indicates that there is no significant difference between 
AUTO and HAPT (p-value = 0,9583). SYNE mode is significantly different from the other 
modes (p-value < 0,0001). These differences are almost the same value because the AUTO 
and HAPT modes are closer. Reaction times in SYNE mode were longer, which could imply 
that users are overloaded by the demands of controlling the device. This could also be 
verified with the NASA-TLX indexes. The mean values of reaction time presented in Fig. 6-5 
were also higher for SYNE mode. The slope of these means for all modes indicated that the 
level of subject vigilance increased through the trials for HAPT and SYNE modes (-0,0208 
and -0,0729; respectively) as the user learned to deal with the system. However, the AUTO 
mode showed a reduction of vigilance (+0,0265) that could be directly related to the 
automation issues presented in Chapter 2: overtrust and complacency on the user side when 
using an automated system. 
These statements were also proved with the analysis of task error as the Fig. 6-6 
shows. In this figure the HAPT and SYNE mode present strong reduction over task error as 
the subjects perform the trials with slopes of -0,0162 and -0,0208. This shows the increase of 
vigilance and the effects of learnability. AUTO mode has the inverse results due to the 
exposed automation issues. HAPT mode presented faster reaction time and greater 
assertiveness compared with the others. 
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Reaction time was compared to answer time for the secondary task. Similar results 
were obtained. All of the modes had significant differences, but AUTO and HAPT had 
smaller differences in reaction time, reinforcing their similarities. SYNE mode had a bigger 
difference in the main task reaction time. All of the modes had the same slope (see Figure 6-
8), which indicates an equal level of learnability or vigilance between the modes despite the 
different mean levels. The same slope and mean level behaviours occurred for the secondary 
task error rate (see Figure 6-9). 
As for the main task error rate, mode and trial had also relevant effects on the task 
error rate of the secondary tasks. However, the HAPT mode did not show relevant differences 
in relation to the other modes (Table 6-16); results were closer to AUTO mode. SYNE mode 
indicated a relevant difference in relation to AUTO mode (Figure 6-9). The trial effects 
displayed the same behaviour as for the main task (Table 6-17), showing some level of 
learnability. The secondary task was the same for all the modes, showing that even known 
tasks had some influence on the chosen operation mode. 
Completion times among modes (see Table 6-14) were significantly different 
(<0.0001).  These differences can be explained by the modes’ different ways of system 
handling. Figure 6-7 shows these differences; it also shows that the AUTO and HAPT modes 
have closer completion times than compared with SYNE due to similarities in their operation. 
The SYNE mode, on the other hand, shows a reduction of completion time through the trials, 
illustrating the effects of learnability and vigilance (slope of -50,568). HAPT mode also 
presents a relative learnability effect and vigilance (-5,8956). AUTO mode does not show 
such effects, presenting a repeatability level through the trials (slope of 0,0265), which is 
expected from an autonomous system. 
Workload effects could be analysed with the use of the NASA-TLX method. Mode 
effect indicated relevancy for all NASA-TLX factors and for the index itself (Table 6-18), 
except for the factors of mental and temporal demand. The simulation is not as complex as a 
real surgery, so elements such as mental and temporal demands were not stressed. The trials 
were shorter than a real surgery so that all of the experiment stages could be performed in the 
available time. In Table 6-19, the p-values of the differences could indicate further elements 
for the comparison between the modes. The NASA-TLX index and almost all of its factors 
showed no significant difference between AUTO and HAPT modes, as can be seen in Table 
6-19 and Figure 6-10. Physical demand was found to be significant, which was expected 
given the handling of the device by the user. In relation to the statements made in Chapter 3, 
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it is worth noting that, contrary to expectations, the use of haptic display (HAPT mode) did 
not increase the workload significantly.  
SYNE mode is significantly different on the NASA-TLX index. Its factors, in relation 
to the other modes, have higher levels (see Figures 6-10 and 6-11). SYNE involves 
continuous manipulation by the user, which requires more from the user and consequently 
increases the workload. The additional questionnaire about fatigue showed relevant 
differences for all of the comparisons. HAPT mode resulted in higher difference levels of 
fatigue for all body parts (Table 6-20). The overall results (see Figure 6-12) showed that 
hands and wrists suffered most during the experiments. This is due to the design of the haptic 
device and to user positioning during the experiments. The HAPT mode requires phases 
during which the user is moved by the system (autonomous phases). It is likely that users 
resist these movements, resulting in fatigue. 
The questionnaire about the haptic device showed lower acceptance from Doctors and 
Medical Students. User satisfaction, followed by Understandability and Learnability, were 
considered important by the subjects. These results imply that the use of the haptic device 
depends upon the user’s knowledge of the device and experience operating the device. 
Resistance among medical subjects could be due to a lack of experience with the equipment. 
As with other medical devices, acceptance increases once medical users understand the 
device’s functionality and operation. 
6.3.2. Second Set: Depth Control 
For the second set of experiments it was important to consider the geometric parameters, 
represented by the milled volume differences. The mode effect was relevant to all of the 
structures: bone, dura, and brain. There were two modes for this set: haptic device and 
keyboard. The differences between them were evident the differences for dura and brain. The 
bone differences were not relevant, showing that both methods yield similar results for the 
bone (see Table 6-22 and Figure 6-15). 
Changes in the volume of dura and brain mean damage and injury to these structures, 
which must be avoided. Figure 6-15 shows the results dispersion. Keyboard produced lower 
values, representing a greater degree of safety. It can be assumed that the subject had more 
experience with keyboard devices. Results from the first set showed that training on the use 
of the haptic device can improve these results. The learnability effect and vigilance effect 
were better for keyboard for the same reason.  
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There was no relevant difference in the completion time for both implementations 
(see Figures 6-16 and 6-17). In relation to workload, only the NASA-TLX index itself proved 
relevant (see Table 6-23). The operation with the haptic device evidently had higher scores 
for the index and its factors, as shown in Figures 6-18 and 6-19 and Table 6-24. The haptic 
device also had higher effects in the fatigue questionnaire (see Figure 6-20), especially for the 
shoulder and arm. Learnability and Understandability factors in the questionnaire reinforced 
the relevancy and importance of this item (Fig. 6-21). The learnability of sequence effects is 
particularly important. 
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7. Conclusion and Outlook 
 
This work presents and evaluates forms of haptic technology implementation in the context of 
the craniectomy surgery within computer-assisted surgery and robotics tools. Medical and 
technological background analysis showed requirements of the user reintegration in such 
systems in order to increase safety in non-planned situations. The advantages of using robotic 
system as milling systematic control are expected to be maintained even with this integration. 
Based on this previous analysis, a new concept was proposed based on the idea of a haptic 
display, presented in Chapter 3, seeking: user integration, efficiency of the milling process, 
and safety of the procedure. Three operation modes were identified and defined for the 
investigation of this user reintegration: autonomous, synergistic and haptic. A further 
implementation was also identified for the specific problem of safety offset required by 
robotic systems due to resolution issues (Chapter 3). This thesis contributed to the evaluation 
of the use of haptic and synergistic technologies in craniectomy procedures, taking into 
account technical and human factors aspects. 
The background analysis also allowed the definition of hypotheses for the orientation 
of this work, as well as the comparison between these operation modes. The analysis and 
implementations in a real system (Chapter 4) presented the issues and constraints of the 
robotic system as well from the haptic one. The commercial haptic system used was 
considered not suitable for high precision tasks. Further development would be necessary for 
both systems in order to make them operational and suitable for this medical procedure. 
However, the main aspects defined by the hypotheses could be investigated here with the use 
of a simulation platform. This platform allowed the comparison between the different 
operation modes and the analysis of the proposed hypotheses. 
The evaluation of the path error showed a dependency of the cross-over effect, which 
would require additional experiments. The actual results could show a trend only. The 
autonomous and synergistic modes presented to be closer (Tables 6-9 and 6-10) by their 
differences. These results confirmed the hypothesis I about the accuracy of the planned path 
between these modes. The same analysis showed that the learning effect could decrease these 
differences (Table 6-11). Hence, the planned path accuracy for synergistic mode could be 
achieved with the proper user training. However, the analysis made with the feed speed and 
milled volume (6.1.3.) pointed the decrease of efficiency in terms of milling process as 
expected (hypothesis I). 
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Hypothesis II was mainly related to the milling process and the differences of the 
different modes concerning the control of milling parameters, being the main motivation for 
the implementation of autonomous systems in computer assisted surgery. 
In relation to the milling parameters and their results (geometric accuracy), it has been 
found that the combination of haptic and autonomous modes provided enhanced control than 
the synergistic one. The standard deviation and differences of least square means better 
demonstrated the dispersion of values for the different modes, and enabled a direct 
comparative analysis. 
Autonomous and haptic modes were closer once both had their speeds (feed speed) 
pre-defined, unlike the synergistic one where its speed depends only on the ability of the user 
(self-optimizing). This confirms the statement given by hypothesis II. It was noted, however, 
that the user can have more control of the speed as she or he learns to use the system. 
Despite haptic and autonomous modes approaching each other in relation to the speed 
and volume milled, the results of real trials and training show that the synergistic mode was 
closer to the autonomous because both remain more faithful to the path defined during the 
planning stage. However, in control trials where no parallel task is requested the haptic mode 
is closer to the autonomous one. 
In terms of geometric parameters (milled volume difference and path error) the haptic 
implementation presented reduced accuracy in relation to the synergistic one. These 
deviations were also stressed by differences between master and slave movements in both 
implementations. The accuracy problems of the haptic device (Chapter 4) seem to be 
responsible for such differences. 
The hypothesis III also involved the discussion of milling aspects and human 
integration using such haptic devices for craniectomy. The initial idea was to enable a 
combination of the autonomous control of the robot and control of an additional DOF by the 
user in order to perform milling of the last layer left by the previous procedure safely while 
still ensuring the milling requirements. Another alternative would be to compare it with the 
manual procedure. However, it would have the same issues for performance and assessment. 
An option was to compare the implementation of this additional DOF by means of a haptic 
device with the use of a keyboard as a well-known device by general users. Contrary to the 
previous results, the implementation of the haptic device for this task could not meet the 
expected results. Consequently the hypothesis III could not be confirmed. This operation 
mode with haptic device resulted in higher damage to the dura and brain, thereby not meeting 
the safety and milling requirements. The users did not have additional tasks to performance 
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during these experiments, i.e., no distractions to disturb their concentration on the task. 
Additionally, the use of the haptic device in combination with the autonomous control 
required higher physical and effort demands as obtained by NASA-TLX indexes. The fatigue 
reported confirmed these results. 
In relation to Situation Awareness (SA), this work made use of performance 
measurements, which in fact do not measure and attest SA, as presented by Endsley 
[Endsley1995]. The literature does not present enough evidence that such a performance 
method is validated; in addition, similar parameters were used in other works. In the present 
work, it served to indicate tendencies of awareness, based on the principle that once the user 
perceived the stimulus and answered in the right way, the user was aware of her/his actions 
(SA Levels 1 and 2). The traditional methods, as presented in Chapter 5 and Appendix B, 
would disturb the continuity of the experiments. This shows a lack and a need for the 
development of a methodology for measurement of SA in such dynamic systems as the ones 
in the present work. 
The reaction times in the main tasks showed that haptic and autonomous 
implementations do not have a significant difference. However, as users performed the 
experiments, reaction times showed a slight increase in autonomous mode. In relation to task 
errors, higher rates from the autonomous mode and lower rates from the haptic 
implementation led to the conclusion that the latter induces more assertive reactions from the 
user, because this last is more active in the process and is more aware of the process and its 
consequences (SA Levels 1 and 2). The higher user error rates for the autonomous showed the 
user dispersion in the process, as they could not properly answer to the generated events. In 
contrast, the results for the secondary tasks were closer to the haptic implementation. This can 
be related to an automatic behaviour as the secondary task is known and expected by the user. 
The automated method showed generally lower completion times of procedures; as previously 
reported, it had small increased as the user performed the experiments. These close results can 
be explained by the nature of the concept of the haptic display, since it varies between control 
by the user and an autonomous control. 
Regarding the synergistic implementation, it showed higher reaction and completion 
times, as well as higher rates of task errors, at a greater distance from the other 
implementations. These findings indicate lower safety and timing performance of the task. 
However, it is noted that as the user learns to cope with the system these times and errors 
decrease. The reaction time issue could be solved through a user training programme, 
increasing user action selection capabilities. 
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This difference from the synergistic method is also evident in relation to workload. 
The values of NASA-TLX point to this implementation as causing greater workload among 
the others because of its complexity and demand for greater control of user skills. The 
autonomous method showed lower values of these indexes. In some groups such as doctors, 
the haptic method is much closer to the autonomous one; however, the other groups still have 
higher values. 
These results indicate that, as expected by hypothesis IV, the haptic implementation 
allows an increase of user awareness as well as vigilance, since the user can improve her/his 
situation awareness through the trials, despite the increased workload of using this device. To 
confirm the results on vigilance, it should be tested for a longer period of time. This would not 
only increase statistical information but also test user attention and alertness levels over a 
prolonged period. Training effects could also be observed through the trial (learning curve). 
Haptic implementation possesses the potential to increase safety and efficiency of the 
craniectomy. As described in Chapter 2, the use of haptic technologies has a wide spectrum of 
possibilities. This thesis dealt with just one type of medical procedure (craniectomy), but the 
conclusions that haptic technology has potential applications as an additional information 
resource and channel for the surgeon in the operating room can be related to other surgical 
procedures. It serves to bring the pre-operative planning to the real procedure, avoiding errant 
mental models (Chapter 2) by the user as well as improving user coordination and reaction. 
The use of haptic devices as a guiding tool and display opens the path for many 
medical applications that require flexibility, planning integration, and protection of structures. 
An example of this is their use for needle guidance in procedures that require pinpoint 
precision in the spinal area [Cunha-Cruz2008][Seibt2008][Ross2008] (Fig. 7-1). For these 
procedures, use of haptic devices for training is of evident advantage. However, the problems 
of accuracy of actual haptic systems have to be solved, as does the mapping with the real 
world, as discussed in Chapter 4. 
The combination of a haptic and master/slave system could also be implemented in 
medical procedures that require extension of the human capabilities, e.g., in Natural Orifice 
Translumenal Endoscopic Surgeries (NOTES) [Chukwumah2010][Decarli2008], where there 
are evident limitations to human access and perception. 
The actual increase of integration of haptic capabilities in diverse equipment such as 
computers and mobile phones has also received interest from medical practitioners 
[Wodajo2010]; this creates a demand for new products and new applications, and the 
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redefinition of conventional ones. At the same time the users became more familiar with this 
interaction mode. 
 
 
 
 
 
Figure 7-1 : Implementation of haptic device in pinpoint spine application [Cunha-Cruz2008] 
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Appendix – A : Commercial haptic devices (information based on companies information) 
Company Product 
DOF 
Position 
(Force) 
Workspace (mm) 
Max. 
Force (N) 
Max. 
Torque 
(Nm) 
Stiffness 
(N/mm) 
Resolution 
(mm) 
Structure Obs. 
Immersion LaparoscopyVR - 457x965x1727 - - - - Laparoscopy-like CAE / Univ. 
Montréal(ca) Endoscopy AccuTouch - 1650x580x880 - - - - Endoscopy-like 
CathLabVR - 1854x1854x914 - - - - - 
Virtual I.V. (intravenous) - - - - - - - Laerdal (no) 
Gaming, Cellphones and touchs creens - - - - - - - - 
CyberGlove Systems CyberTouch (tactile) 6 - 1,2 - - 1° Glove - 
CyberGrasp 6 Ø1m from actuator 
module (Sphere) 
12 - - - Glove 
CyberForce 6 305x305x(133° 510 
radius) 
8,8 - - 0,06 Glove + 
Articulated arm 
Butterfly Haptics Maglev 200TM 6/7 Ø24 (Sphere) 40 3,6 50 2µm - Magnetic field 
Force Dimension Omega 6(3/6/7) 160x110 (3/6/7) 
240x140x240(°) (6) 
240x140x180(°)(7) 
12 - 14,5 0,01 
0,09° (6/7) 
Stewart platform - 
Delta 6(3/6) 400x260 (3) 
±22°(6) 
20 0,15 (6) 14,5 0,01 
0,04° (6) 
Haption Virtuose 6D Desktop 6 Ø120 (Sphere) 7/10 0,3/0,5 2,5 
2Nm/rad 
0,015 
0,004° 
Stewart platform - 
Virtuose 6D35-45 450 (cube) 35 10 - - Articulated arm 
Virtuose 3D15-25 3 250 (cube) 15 - - - 
Virtuose 6D40-40 6 400 (cube) 100 10 - - 
Inca 6D wide variation (large) 40 5 - - Cable architecture  CAVE size 
(Spidar-system)  
Moog Haptic Master 3 360x400mm x1rad 100/250 - 50 - SCARA-like - 
MPB Technologies 6 DOF Haptic Interface 6 170x220x330 
170x130x340(°) 
2,5 0,105 2 
4Nm/rad 
2 µm 
0,02 mrad 
Articulated arm - 
7 DOF Haptic Interface 7 170x220x330 
170x130x340(°) 
40° (scissors) 
2,5 0,095 2 
20Nm/rad 
2 µm 
13 µrad 
Novint Technologies Falcon 3 102 (cube) 9 - - 400 dpi Stewart platform  
Quanser 2 DOF Planar Robot 2 - - - - - Parallel Educational 
5 DOF Haptic Wand 5 480x420x450 3 0,25 6 - Bi-planar 
Sensable Technologies PHANTOM Omni 3 160x120x70 3,3 - 2,35 0,055 Articulated arm - 
PHANTOM Desktop 3 160x120x120 7,9 - 2,31 0,023 
PHANTOM Premium 1.0 6 (3) 254x178x127 8,5 - 3,5 0,03 
PHANTOM Premium 1.5 6 (3) 381x267x191 8,5 - 3,5 0,03 
PHANTOM Premium 1.5 HF 6 (3) 37,5 - 0,007 
PHANTOM Premium 3.0 6 (3) 838x584x406 22 - 1 0,02 
PHANTOM Premium 1.5/6DOF  6 381x267x191 
297x260x335(°) 
8,5 0,515 3,5 0,03 
0,0023° 
PHANTOM Premium 1.5 HF/6DOF 37,5 0,007 
0,0023° 
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Appendix – A (cont) 
 
Company Product DOF 
Position 
(Force) 
Workspace (mm) Max. 
Force (N) 
Max. 
Torque 
(Nm) 
Stiffness 
(N/mm) 
Resolution 
(mm) 
Structure Obs. 
Sensable Technologies (cont.) PHANTOM Premium 3.0/6DOF 6 838x584x406 
297x260x335(°) 
22 0,515 1 0,02 
0,008° 
Articulated arm - 
Mentice (Xitact) Xitact IHP 4 200 insertion 
100° Pitch/Yaw 
Free Roll 
30 1,4 - - Parallel Laparoscopy 
Mimic Technologies Mantis Duo 7 (3) 790x522x394 15,2 - - 0,016 
0,3° 
Cable architecture 
(Spidar system) 
2 Handles 
Ergos Technologies (ACROE 
& Laboratoire ICA) 
ERGOS 1 to 16 20mm per axis (basic) 
50mm per axis (keyboard) 
200 - - 1µm Parallel 
(Configurable) 
Modular 
Retroactive 
Keyboard 
Barret Technology WAM Arm 4-DOF 4 Isometric 3,5m3 
(1m reach) 
4Kg - 5 - Articulated arm - 
WAM Arm 7-DOF 7 3Kg 
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Appendix – B : Situation Awareness evaluation methods (adapted from [Stanton2005]) 
Method Type of method Domain 
Training 
time 
Application 
time 
Validation 
Studies 
Advantages Disadvantages 
CARS Self-rating 
technique 
Military 
(infantry 
operations) 
low medium yes  Development for use in infantry 
environments 
 Less intrusive than on-line 
techniques 
 Quick, easy to use requiring little 
training 
 Construct validity questionable 
 Limited evidence of use and validation 
 Possible correlation with performance 
MARS Self-rating 
technique 
Military 
(infantry 
operations) 
low medium yes  Development for use in infantry 
environments 
 Less intrusive than on-line technique 
 Quick, easy to use requiring little 
training 
 Construct validity questionable 
 Limited evidence of use and validation 
 Possible correlation with performance 
SACRI Freeze online 
probe technique 
Nuclear 
power 
low medium yes  Remove problems associated with 
collecting SA data post-trial. 
 Requires expensive simulators 
 Intrusive to primary task 
SAGAT Freeze online 
probe technique 
Aviation 
(military) 
low medium yes  Widely used in a number of 
domains. 
 Subject to numerous validation 
studies 
 Remove problems associated with 
collecting SA data post-trial. 
 Requires expensive simulators 
 Intrusive to primary task 
 Substantial work required to develop 
appropriate queries 
SALSA Freeze online 
probe technique 
Air traffic 
control 
(ATC) 
low medium yes  Remove problems associated with 
collecting SA data post-trial. 
 Requires expensive simulators 
 Intrusive to primary task 
 Limited use and validation 
SASHA_L, 
SASHA_Q 
Real-time probe 
technique, Post-
trial quest 
ATC high medium no  Offers two techniques for 
assessment of SA 
 Construct validity questionable 
 Generation of appropriate SA queries places 
great burden upon analyst/ SME 
 Limited evidence of use or validation studies 
SARS Self-rating 
technique 
Aviation 
(military) 
low low yes  Quick and easy to use, requires little 
training 
 Non-intrusive to primary task 
 Problems of gathering SA data post-trial e.g. 
correlation with performance forgetting low 
SA 
 Limited use and validation evidence 
SART Self-rating 
technique 
Aviation 
(military) 
low low yes  Quick and easy to administer. Also 
low cost. 
 Generic –can be used in other 
domains 
 Widely used in a number of domains 
 Correlation between performance and 
reported SA 
 Participants are not aware of their low SA 
 Construct validity is questionable 
SPAM Real-time probe 
technique 
ATC high low yes  No freeze required  Low construct validity 
 Limited use and validation 
 Participants may be unable to verbalise 
spatial requirements 
C-SAS Self-rating 
technique 
aviation low low no  -Quick and very simple to use  Unsophisticated measure of SA; 
 Not use in scientific analysis scenarios 
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Appendix – C : Tutorial for CRANIO/Haptics Experiments 
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1. Introduction 
 
First of all we would like to thank you for your cooperation for this work. This text serves to 
help you to understand what we are going to perform and your activities during the 
experiments. 
 
The idea of this set of experiments is to evaluate the use of different operation modes of 
robotic system for surgery. You are going to deal with a simulation program that mimics such 
operations. The medical background of this study is the craniectomy, which consists of the 
surgical removal of a portion the cranium followed by implant insertion. The operation modes 
in question are: 
  – this mode represent the use of an automatic robot. The robot Autonomous (AUTO)
perform the trajectory after a pre-operative planning; 
  – in this mode the operator controls the robot using a joystick-like Synergistic (SYNE)
device (haptic device/ master-slave architecture). The operator is able to move free 
around the space, but there are some lines being generated to guide the user along a 
defined path (pre-operative trajectory/ guiding lines); 
 
 
Figure  1 : Haptic device 
  – in this mode we have the robot operating in an autonomous Haptic Display (HAPT)
mode. The user follows the robot movements not just by visual display (computer 
monitor) but also with the use of a haptic display (with the use of the haptic device). 
In this last display, the user is guided by active action of the haptic device. The user 
can take over the control of the robot by turn on the switch to operate like in the 
SYNE mode (without the guiding lines). 
Each of these modes will be dealt in a separated session and the sequence of modes will 
change from user to user. One to two appointments are necessary, depending on the 
development of the experiment. The importance is that a whole mode must be dealt at the 
same day. 
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Figure  2: Experiment flow. 
NONE OF THE GIVEN PERSONAL INFORMATION WILL BE PUBLISHED. The experiment is also 
recorded by two video cameras. The facial appearances of the users will be hidden if used in 
publications or presentations. 
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2. Simulated events 
Our simulation will generate two types of events that may happen during a surgical procedure. 
Your approach to such events is constrained by the available possibilities of each operation 
mode. At the beginning of each “mode session”, you will be able to learn how to operate 
through two training trials. Each training trial will deal with the events separately. You will be 
informed which event types will happen. 
2.1 Event 1 
The first event tries to mimics situations which the operator perceives that something different 
than pre-planned/ previous studied happened (e.g. perceive that the tumour has an extension 
different from the previous images). In the simulation it is represented by a “Yellow” sphere. 
This sphere will appear in different positions and moments during the trial. In the following 
figure, you have an example of the appearance of this sphere. 
 
 
Figure  3 : Event 1. 
2.2 Event 2 
This second event tries to mimic situations of system errors. Such errors can come from the 
robot device (e.g. control error) or even from some previous operations (e.g. registration). In 
the simulation context, this event is simulated by the deviation of the commanded positions 
sent to the robot, e.g. if you sent to the robot to move 10 unit in one direction, then it can 
move 15 in other direction while the error is active. In the following figure, we have an 
example of such event. Once you have answered the event with the correct answer, this error 
is eliminated and you can continue the procedure. 
 
 
Figure  4 : Event 2. 
Event 
Haptic 
Robot 
Δ  
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3. Tasks 
After the training trials, you will encounter the “real” trials. In these trials you will have both 
event-types taking place at different moments during the procedure. Besides these events you 
will have an extra task (described in the following lines). Remember, you have to perform 
both task types simultaneously. You will perform three “real” trials at each mode session.  
3.1 Task 1: Answer to mathematical operations 
During the “real” trials, you will listen to mathematical questions, like “2 + 7” or “10 - 2”, 
from a recorded voice. This voice will talk in English. After you listen to the question you 
will have to answer using the keyboard. ANSWER THE QUESTIONS EVEN WHEN YOU 
HAVE TO ANSWER TO AN EVENT. If you make a mistake by typing, you can type again 
the right answer. In order to set the sound volume and to test the understanding of the 
recorded voice, you will perform a “Listening test”. At this test it will not be necessary to 
make any mathematical operation. You will have to write down what you listen (This is a 
paper-based test). 
 
 
Figure  5 : Task 1 on the time line. 
 
 
Figure  6 : Task 1 – Answering the questions. 
 
 
 
Time [sec.] 
Record 
Use
r 
Recorded voiced 
Keyboard 
2 + 4 
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3.2 Task 2: React to the simulated events 
3.2.1 Autonomous (AUTO) 
In this mode the robot is started by the experiment observer. You will have to perform the 
expected reactions as presented on the table below. A beep sound will sign at the end of the 
trajectory. 
 
 
Figure  7 : AUTO mode screenshots. 
Event Expected reaction 
 : “Yellow sphere” Press “Yellow” key YELLOW 
 : Robot deviation (error) Press “Stop button”  key RED 
 
 
Figure  8: Key positions on the keyboard. 
 
Robot 
Trajectory 
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3.2.2 Synergistic (SYNE) 
In this mode you will have more control of the robot. When the experiment starts, you will 
have two graphical representations: one for the robot and other for the haptic device. For 
starting the robot, you will have to touch the sphere of the robot using the haptic one. Using 
the “White” button, you can change the view types to help you for a better visualization. This 
function can also be used in the other operation modes. 
 
 
Figure  9 : Initial stage of the experiment. Starting the robot. 
 
Figure  10: Details for starting the robot. 
Once the robot is started, each time that you press the darker button of the haptic device, the 
robot will try to achieve the position and the orientation from the haptic representation. TRY 
TO KEEP THE ROBOT WITH THE MILLING TOOL PERPENDICULAR TO THE 
BLOCK. Remember that we are simulating a bone milling process. 
 
WITHOUT pressing the “darker” button of the haptic device, move around the space and find 
out where is the guiding line. Once you perceive it go to the initial position (shown on the 
next figure). Press the darker button. So the robot will try to achieve this place. Wait for the 
robot and after move slowing the haptic device following the guiding line up to its end on the 
bottom of the hole (a beep sound will show that you achieved the final position). A difficulty 
Robot 
Haptic 
Haptic 
Robot 
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found by some users in previous experiments was on the corners. A suggestion is to try firstly 
passing the corner using the haptic device and after to press the darker button. Press the 
button, when you are confident that you got the right directions to continue the trajectory. 
The guiding line is not a total rigid line, i.e. if you force against the line in a direction 
different than the one you have to take, you will achieve a limit. So you will leave the guiding 
line. As consequence you can move to different layers of the trajectory, and you will be 
obligated to return to the previous layer. 
 
 
Figure  11 : Start position of the guiding line. 
For answering to the events you have to perform the expected reactions as presented on the 
table below. The reaction for the Event 2 is the same as the one presented for AUTO mode. 
 
Event Expected reaction 
 : “Yellow sphere” Disable guiding line (constraints) and perform 
task. Press “Green button” key 
GREEN 
 : Robot deviation (error) Press “Stop button” key RED 
 
 
Figure  12 : Key positions on the keyboard. 
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The operation of disabling the guiding line will let you to move again; free into the 
environment. In the case of Event 1, it will let you to move to the “Yellow” sphere and touch 
it. Once the sphere is touched, it will disappear, and the complete task is done. At the 
moment, when you disabled the guiding line, a “Blue” sphere is placed on the actual robot 
position. It helps you to indicate where you have to return to continue the trajectory. It also 
shows the better place to re-activate the guiding line. This “Blue” sphere presents a light 
haptic propriety like the guiding line, so you will be able to feel the position of it. 
 
 
Figure  13 : “Blue” sphere – a helping function for returning to the trajectory position and restart the guiding 
line. 
3.2.3 Haptic Display (HAPT) 
In this mode you will have the robot operating as autonomous but at the same time you can 
get the control of the robot and move it free on the space. For starting the robot you will use 
the same procedure from the SYNE mode. Although when the robot starts, it will also start to 
move. The haptic device will conduct you in an active action, following the robot movements. 
DO NOT FORCE AGAINST THE HAPTIC DEVICE; LET IT CARRY YOU. If you force to 
some direction a yellow line appears (Fig. 14). So try to minimize this line. 
 
 
Figure  14 : Representation to indicates that force is being applied more than necessary, with respective 
direction. 
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At the table below you have the expected reactions to the events. 
 
Event Expected reaction 
 : “Yellow sphere” Switch to M/S mode and perform task (touch the sphere). 
Press “darker” button and keep it pressed to move the robot 
up to the sphere. 
 : Robot deviation (error) Switch to M/S mode and after return to autonomous. Press 
“darker” button and after just release it. 
 
 
Figure  15 : Handling the haptic device and detail of the “darker” button. 
 
 
Once you release the “darker” button the robot will return to the autonomous operation mode. 
It takes the actual position of the robot and recalculates the trajectory starting from this point, 
and then continuing the previous trajectory. So while you keep the button pressed you have 
the control, otherwise the robot takes the control. 
 
 
Figure  16 : HAPT mode screenshots – performing the answer to Event 1 and automatic return to the trajectory. 
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4. Workload evaluation 
You will have to answer some questionnaires for a better evaluation of the modes after the 
sessions. There are one questionnaire electronic-based and a paper-based. On the paper-
based ones you will find a space where you can write comments and observations. Please feel 
free, your opinion and commentaries are important. 
4.1 NASA-TLX 
This is an electronic-based questionnaire about the workload (Belastung und Beanspruchung) 
created by the operation mode of the respective session. This questionnaire is divided in two 
parts. On the first part, you will give a grade for each item. In order to help you answering 
this, you will get a pre-list of questions. On the second part you will have to define between 
two items, which had more influence on the workload of the respective session. 
 
 
Figure  17 : NASA-TLX screenshots. 
4.1.1 Pre-list of questions 
Mental Demand (Geistige Anforderung): 
How mentally demanding was the task? 
(Wie hoch waren die geistigen Anforderungen der Aufgabe?) 
 
Physical Demand (Körperliche Anforderungen): 
How physically demanding was the task? 
(Wie hoch waren die körperlichen Anforderungen der Aufgabe?) 
 
Temporal Demand (Zeitliche Anforderungen): 
How hurried or rushed was the pace of the task? 
(Wie hoch war das Tempo, mit dem die einzelnen Arbeitsschritte der Aufgabe aufeinander 
folgten?) 
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Performance (Leistung): 
How successful were you in accomplishing what you were asked to do? 
(Wie erfolgreich haben Sie die geforderte Aufgabe Ihrer Ansicht nach durchgeführt?) 
 
Effort (Anstrengung): 
How hard did you have to work to accomplish your level of performance? 
(Wie sehr mußten Sie sich anstrengen, um Ihre Leistung zu erreichen?) 
 
Frustation (Frustration): 
How insecure, discouraged, irritated, stressed, and annoyed were you? 
(Wie verunsichert, entmutigt, gereizt und verärgert waren Sie?) 
4.2 Physical fatigue 
This is a paper-based questionnaire for reporting any physical disturbance/ discomfort during 
a session. Previous physical problems have also to be reported. You will define a degree of 
pain or disturbance for specific parts of the body. 
 
 
Figure  18 : Drawing the define fatigue degree. 
4.3 Haptic Device 
The last questionnaire is an evaluation of the use of the haptic device itself during all the 
sessions. This questionnaire is also divided in two parts as on the NASA-TLX one. In the 
same manner on the first part you define grades for items. For the second part, you define 
between two items, for which it was of more importance. The figure below shows how to fill 
this part. 
 
User satisfaction (US) 
(Benutzerzufriedenheit) 
How pleasant was the use of this device? Are you satisfied? 
Understandability (UN) 
(Verständlichkeit) 
How easily could you understand the use of the system? 
Intuitive (IN) 
(Intuitiv) 
How easy was learn the use of the system without 
previously explanations? How self-explained of the system? 
Learnability (LE) 
(Erlernbarkeit) 
How easy was the system to use to learn to accomplisch the 
requested tasks? 
 
Hand  
Whilst  
Arm  
Shoulder  
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Figure  19 : Filling and comparing items on the second part of the questionnaire. 
4.4 Motor test 
In order to analyse and compare the results of the experiments, simple motor tests are realized 
before the experiments begin. There are three types of test to be performed: 
 Steadiness (each hand separated and both together): The stylus has to be vertically 
placed into the hole (see picture), without the side surfaces or touching the base plate. 
 
Figure  20 : “Steadiness” test position on plate. 
 Line tracing (separated hands): A milled line is travelled with the stylus without 
touching the sides or the bottom plate. 
 
Figure  21 : “Line tracing” test position on plate. 
 Aiming (each hand separated and both together): The task is to type as quickly as 
possible on each circle with the stylus without touching the base plate. 
 
Figure  22 : “Aiming” test position on plate. 
Learnability (LE)(Erlernbarkeit)
Intuitive (IN)(Intuitiv)
Understandability (UN)(Verständlichkeit)
User satisfaction (US)(Benutzerzufriedenheit)
US or 
IN?? 
Start 
Start 
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Appendix – D : Complete Statistical Results (SAS Output) 
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 Chapter 4: 
4.2 Haptic Devices 
4.2.1 Evaluation of the Haptic Devices 
Haptic parameters 
Table D-1: Extended Results Tab. 4-3 (57 Observations) Haptic parameters 
Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
PHANTOM High Force  PHANTOM Omni 
 
Mean position error Mean resultant force  Mean position error Mean resultant force 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p  
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Snap 
distance 
8 4 3,84 0,1045 8 4 28,45 0,0029  8 4 3,54 0,1184 8 4 24,63 0,0038 
Stiffness 11 4 0,92 0,5928 11 4 18,15 0,0065  11 4 0,5 0,8364 11 4 18,25 0,0064 
Static 
friction 
11 4 0,09 0,9993 11 4 3 0,1504  11 4 0,14 0,9957 11 4 2,19 0,2345 
Dynamic 
friction 
11 4 0,09 0,9994 11 4 8,41 0,0271  11 4 1,03 0,5376 11 4 532,57 <0,0001 
Damping 11 4 0,36 0,9212 11 4 0,74 0,6865  11 4 1,06 0,5232 11 4 1,87 0,2864 
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 Chapter 6: 
6.1. First Set: Comparison between Modes 
6.1.1. Motor Performance Test 
 
 
Table D-2: Extended results Tab. 6-1 (45 Observations ) Steadiness – Error rate: Calculated difference between the groups. 
Solution for Fixed Effects (t-Student) 
 
 R L 
Both 
R L 
Group Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p 
Others -3,33 4,22 17 -0,79 0,441 3,36 6,52 17 0,51 0,613 0,67 3,32 17 0,2 0,843 -1,24 5,37 17 -0,23 0,82 
Med. 
Students 
-1,19 4,22 17 -0,28 0,782 -0,21 6,52 17 -0,03 0,974 2,95 3,32 17 0,89 0,386 -6,95 5,37 17 -1,3 0,213 
Doctors 0 - - - - 0 - - - - 0 - - - - 0 - - - - 
 
 
 
Table D-3: Extended results Tab. 6-2 (45 Observations) Line tracing – Error rate: Calculated difference between the groups. 
Solution for Fixed Effects (t-Student) 
 
Group 
R L 
Estimate SD DOF t p Estimate SD DOF t p 
Others 0,738 4,109 17 0,18 0,86 9,024 5,784 17 1,56 0,137 
Med. Students -0,691 4,109 17 -0,17 0,869 -1,119 5,784 17 -0,19 0,849 
Doctors 0 - - - - 0 - - - - 
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Table D-4: Extended results Tab. 6-3 (45 Observations) Line tracing – Completion time: Calculated difference between the groups. 
Solution for Fixed Effects (t-Student) 
 
Group 
R L 
Estimate SD DOF t p Estimate SD DOF t p 
Others 1,779 6,381 17 0,28 0,784 -0,386 6,774 17 -0,06 0,955 
Med. Students 3,286 6,381 17 0,51 0,613 -3,343 6,774 17 -0,49 0,628 
Doctors 0 - - - - 0 - - - - 
 
 
 
Table D-5: Extended results Tab. 6-4 (45 Observations) Aiming – Error rate: Calculated difference between the groups. 
Solution for Fixed Effects (t-Student) 
 
 
R L 
Both 
 R L 
Group Estimate SD p DOF t Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p 
Others -0,262 0,539 0,6334 17 -0,49 0,5 0,857 17 0,58 0,567 0,262 0,269 17 0,97 0,344 3,476 2,624 17 1,32 0,203 
Med. Students -0,119 0,539 0,828 17 -0,22 -0,643 0,857 17 -0,75 0,464 0,119 0,269 17 0,44 0,664 -0,667 2,624 17 -0,25 0,803 
Doctors 0 - - - - 0 - - - - 0 - - - - 0 - - - - 
 
 
Table D-6: Extended results Tab. 6-5 (45 Observations) Aiming – Completion time: Calculated difference between the groups. 
Solution for Fixed Effects (t-Student) 
 
 
R L 
Both 
 R L 
Group Estimate SD DOF t p Estimate SD 
DO
F 
t p Estimate SD DOF t p Estimate SD DOF t p 
Others -0,631 0,507 17 -1,25 0,23 -0,816 0,705 17 -1,16 0,63 -1,477 1,155 17 -1,28 0,218 -1,436 1,156 17 -1,24 0,231 
Med. 
Students 
0,005 0,507 17 0,01 0,993 -0,296 0,705 17 -0,42 0,68 0,486 1,155 17 0,42 0,679 0,496 1,156 17 0,43 0,674 
Doctors 0 - -  - 0 - - - - 0 - - - - 0 - - - - 
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6.1.2. Milling Parameters 
 
Table D-7: Speed (399 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Num DOF Den DOF F p 
Period 2 50 0,73 0,4883 
Mode 2 228 299,06 <0,0001 
Group 2 50 0,35 0,7052 
Trial 6 108 48,61 <0,0001 
 
 
 
Table D-8: Extended results Tab. 6-6 (399 Observations) Speed: differences of the least square means. 
(t-Student) 
 
Modes Estimate SD DOF t p 
AUTO SYNE 1,8863 0,07749 228 24,34 <0,0001 
AUTO HAPT 0,7858 0,07749 228 10,14 <0,0001 
SYNE HAPT -1,1005 0,07749 228 -14,2 <0,0001 
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Table D-9: Extended results Tab. 6-7 (399 Observations) Speed: Calculated difference effects of trial variable. Control B as reference. 
Solution for Fixed Effects (t-Student) 
 
Trial Estimate SD DOF t p 
Train A -0,8443 0,06618 108 -12,76 <0,0001 
Train B -0,2544 0,06618 108 -3,84 0,0002 
Real 1 -0,6318 0,06618 108 -9,55 <0,0001 
Real 2 -0,5120 0,06618 108 -7,74 <0,0001 
Real 3 -0,5288 0,06618 108 -7,99 <0,0001 
Control A 0,02128 0,06618 108 0,32 0,7484 
Control B 0,0 - - - - 
 
6.1.3. Geometric Parameters 
 
Table D-10: Milled Volume difference (286 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Num DOF Den DOF F p 
Period 2 50 1,32 0,2774 
Mode 2 229 23,34 <0,0001 
Group 2 50 1,08 0,3473 
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Table D-11: Extended results Tab. 6-8 (286 Observations) Milled volume: Differences of least square means of the mode variable. 
(t-Student) 
 
Modes Estimate SD DOF t p 
AUTO SYNE 0,005991 0,001072 229 5,59 <0,0001 
AUTO HAPT 0,006645 0,001072 229 6,2 0,5426 
SYNE HAPT 0,000654 0,001073 229 0,61 <0,0001 
 
 
Table D-12: Path error (399 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Num DOF Den DOF F p 
Sequence 2 228 1,36 0,2595 
Period 1 46 2,75 0,1039 
Mode 2 228 45,73 <0,0001 
Group 2 46 1,72 0,1903 
Trial 6 108 39 <0,0001 
Cross-over 2 228 6,79 0,0014 
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Table D-13: Extended results Tab. 6-9 (399 Observations) Path error: Differences of least square means between the operation modes. 
(t-Student) 
 
Modes Calculated SD DOF t p 
AUTO SYNE -0,6029 0,1361 228 -4,43 <0,0001 
AUTO HAPT -1,6691 0,1746 228 -9,56 <0,0001 
SYNE HAPT -1,0662 0,1693 228 -6,3 <0,0001 
 
 
Table D-14: Extended results Tab. 6-10 (399 Observations) Path error: Calculated difference effects of the mode, with HAPT mode as reference. 
Solution for Fixed Effects (t-Student) 
 
Modes Calculated SD DOF t p 
AUTO -1,6691 0,1746 228 -9,56 <0,0001 
SYNE -1,0662 0,1693 228 -6,30 <0,0001 
HAPT 0 - - - - 
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Table D-15: Extended results Tab. 6-11 (399 Observations) Path error: Calculated difference effects of the trial variable. 
Solution for Fixed Effects (t-Student) 
 
Trial Calculated SD DOF t p 
Train A 1,3748 0,1226 108 11,21 <0,0001 
Train B 0,2421 0,1226 108 1,97 0,0509 
Real 1 1,0465 0,1226 108 8,53 <0,0001 
Real 2 0,8580 0,1226 108 7 <0,0001 
Real 3 0,7989 0,1226 108 6,51 <0,0001 
Control A -0,00681 0,1226 108 -0,06 0,9558 
Control B 0 - - - - 
 
6.1.4. Situation Awareness and Vigilance 
 
Table D-16: Extended results Tab. 6-12 (1071 Observations) Reaction time: Estimated difference between the modes. 
(t-Student) 
 
Modes Calculated SD DOF t p 
AUTO SYNE -2,3095 0,4304 1013 -5,37 <0,0001 
AUTO HAPT -0,02299 0,4399 1013 -0,05 0,9583 
SYNE HAPT 2,2865 0,4460 1013 5,13 <0,0001 
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Table D-17: Task error rate (300 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Num DOF Den DOF F p 
Sequence 2 160 3,12 0,0467 
Period 1 49 3,42 0,0706 
Mode 2 160 2,95 0,0552 
Group 2 49 0,55 0,5815 
Trial 4 76 4,44 0,0028 
Cross-over 2 160 5,76 0,0038 
 
 
 
 
 
Table D-18: Extended results Tab. 6-13 (300 Observations) Task error rate :Estimated difference between the modes. 
(t-Student) 
 
Modes Calculated SD DOF t p 
AUTO SYNE -0,01736 0,03547 160 -0,49 0,6252 
AUTO HAPT -0,08333 0,03547 160 -2,35 0,02 
SYNE HAPT -0,06597 0,03742 160 -1,76 0,0798 
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Table D-19: Completion time (286 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
Modes Num DOF Den DOF F p 
Period 1 48 0,39 0,5362 
Mode 2 229 45,87 <0,0001 
Group 2 48 0,81 0,4521 
Cross-over 2 229 1,68 0,1887 
 
 
Table D-20: Extended results Tab. 6-14 (286 Observations) Completion time : Calculated difference between the modes. 
(t-Student) 
 
Modes Calculated SD DOF t p 
AUTO SYNE -270,00 16,0694 229 -16,8 <0,0001 
AUTO HAPT -90,2247 16,1437 229 -5,59 <0,0001 
SYNE HAPT 179,78 16,0661 229 11,19 <0,0001 
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6.1.5. Secondary Task 
 
 
Table D-21: Extended results Tab. 6-15 (180 Observations) Answer time: Calculated difference between the modes. 
(t-Student) 
 
Modes Calculated SD DOF t p 
AUTO SYNE -1,8217 0,2136 80 -8,53 <0,0001 
AUTO HAPT -0,4367 0,2152 80 -2,03 0,0458 
SYNE HAPT 1,3850 0,2136 80 6,48 <0,0001 
 
Table D-22: Task error rate (180 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Num DOF Den DOF F p 
Period 2 53 0,35 0,703 
Mode 2 80 3,19 0,0466 
Group 2 38 0,46 0,6371 
Trial 2 38 3,78 0,0319 
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Table D-23: Extended results Tab. 6-16 (180 Observations) Error task rate: Calculated difference between the modes. 
(t-Student) 
 
Modes Estimate SD DOF t p 
AUTO SYNE -0,03907 0,01585 80 -2,47 0,0158 
AUTO HAPT -0,01208 0,01585 80 -0,76 0,4482 
SYNE HAPT 0,02699 0,01585 80 1,7 0,0924 
 
 
Table D-24: Extended results Tab. 6-17 (180 Observations) Error task rate: Calculated difference effects of the trial variable. 
Solution for Fixed Effects (t-Student) 
 
Trial Estimate SD DOF t p 
Real 1 0,03271 0,012 38 2,73 0,0096 
Real 2 0,01274 0,012 38 1,06 0,2951 
Real 3 0 - - - - 
 
 
6.1.6. Workload 
 
Table D-25: Extended results Tab. 6-18 (57 Observations / Num DOF : 2 / Dem DOF: 34) NASA-TLX: Mode variable for index and factors values. 
Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
Index Mental demand Physical demand Temporal demand Performance Effort Frustration 
F p F p F p F p F p F p F p 
15,17 <0,0001 3,1 0,0579 15,52 <0,0001 0,78 0,4666 3,42 0,0443 4,17 0,0241 4,65 0,0164 
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Table D-26: Extended results Tab. 6-19 (57 Observations) NASA-TLX: Least square means between the operation modes for all NASA-TLX values. 
(t-Student) 
 
Modes 
Index Mental demand Physical demand Temporal demand Performance Effort Frustration 
DOF t p DOF t p DOF t p DOF t p DOF t p DOF t p DOF t p 
AUTO SYNE 34 -5,93 <0,0001 34 -1,74 0,0901 34 -5,57 <0,0001 34 -1,18 0,2479 34 0,85 0,4034 34 -2,74 0,0098 34 -2,49 0,0177 
AUTO HAPT 34 -2,03 0,0505 34 0,67 0,5094 34 -2,74 0,0097 34 -0,23 0,8181 34 -1,71 0,0955 34 -0,58 0,5662 34 0,27 0,7896 
SYNE HAPT 34 3,9 0,0004 34 2,41 0,0214 34 2,86 0,0072 34 0,95 0,3476 34 -2,57 0,0148 34 2,16 0,0379 34 2,79 0,0086 
 
 
 
Table D-27: NASA-TLX index and factors (57 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Index Mental demand Physical demand Temporal demand Performance Effort Frustation 
 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
Sequence 2 14 2,79 0,0958 2 14 2,74 0,0991 2 14 1,45 0,2688 2 14 3,08 0,0777 2 14 0,65 0,5358 2 14 1,35 0,2913 2 14 0,09 0,9129 
Period 2 34 1,76 0,1870 2 34 0,21 0,81 2 34 0,64 0,533 2 34 0,06 0,9416 2 34 0,92 0,4068 2 34 1,53 0,2303 2 34 4,19 0,0236 
Mode 2 34 18,19 <0,0001 2 34 3,1 0,0579 2 34 15,52 <0,0001 2 34 0,78 0,4666 2 34 3,42 0,0443 2 34 4,17 0,0241 2 34 4,65 0,0164 
Group 2 14 1,71 0,2161 2 14 1,4 0,2785 2 14 1,9 0,1855 2 14 2,05 0,1654 2 14 0,05 0,9508 2 14 0,23 0,8002 2 14 4,09 0,0399 
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Table D-28: Fatigue (150 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Shoulder Arm Wrist Hand 
 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DF 
F p 
Num 
DF 
Den 
DF 
F p 
Num 
DF 
Den 
DF 
F p 
Period 2 36 1,51 0,2344 2 36 1,38 0,264 2 36 0,28 0,7542 2 36 0,26 0,7726 
Mode 2 36 16,25 <0,0001 2 36 12,75 <0,001 2 36 4,53 0,0175 2 36 20,86 <0,001 
Group 2 17 0,88 0,4319 2 17 0,77 0,4782 2 17 1,24 0,3151 2 17 0,9 0,4243 
 
 
Table D-29: Extended results Tab. 6-20 (150 Observations) Fatigue: Estimated difference between the modes for all body parts. 
(t-Student) 
 
 Shoulder Arm Wrist Hand 
Modes Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p 
AUTO SYNE -0,3452 0,182 36 -1,9 0,0659 -0,6807 0,2062 36 -3,3 0,0022 -0,8194 0,3121 36 -2,63 0,0126 -1,792 0,2854 36 -6,28 <0,0001 
AUTO HAPT -1,0637 0,1906 36 -5,58 >0,0001 -1,0659 0,2142 36 -4,98 <0,0001 -0,8064 0,313 36 -2,58 0,0142 -0,542 0,2826 36 -1,92 0,0630 
SYNE HAPT -0,71185 0,1828 36 -3,93 0,0004 -0,3851 0,2072 36 -1,86 0,0713 0,013 0,3152 36 0,04 0,9673 1,2499 0,2803 36 4,46 <0,0001 
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6.1.7. Subjective Assessment of the Feedback Device Quality 
 
Table D-30: Extended results Tab. 6-21 (20 Observations) Feedback device assessment: All the scores. 
Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 Total User Satisfaction Understandability Intuitive Learnability 
 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Sequence 2 15 0,45 0,6461 2 15 2,5 0,1157 2 15 0,19 0,8311 2 15 0,26 0,7723 2 15 0,1831 0,1831 
Group 2 15 2,86 0,0887 2 15 1,19 0,3315 2 15 3,02 0,0791 2 15 0,06 0,9378 2 15 0,0607 0,0607 
 
 
6.2. Second Set: Depth Control 
6.2.1. Geometric Parameters 
 
Table D-31: Extended results Tab. 6-22 (24 Observations) Milled volume difference: Estimated difference between the modes. 
(t-Student) 
 
  Bone   Dura   Brain   
Modes Estimate SD DOF t p Estimate SD DOF t p Estimate SD DOF t p 
Haptic device Keyboard 0,0039 0,0082 16 0,48 0,6365 0,049 0,011 16 4,46 0,0004 0,0107 0,0046 16 2,35 0,032 
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6.2.3. Workload 
 
Table D-32: Extended results Tab. 6-23 - NASA-TLX index and factors (8 Observations) Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 
 Index Mental demand Physical demand Temporal demand Performance Effort Frustation 
 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
N. 
DF 
D. 
DF 
F p 
Sequence 1 2 8,87 0,0967 1 2 4,54 0,1668 1 2 2,24 0,2731 1 2 0,31 0,6323 1 2 0,02 0,8965 1 2 5,16 0,1511 1 2 1,82 0,3097 
Period 1 2 1,23 0,3832 1 2 0,42 0,585 1 2 0,84 0,4558 1 2 0,63 0,5108 1 2 0,24 0,6723 1 2 1,68 0,3239 1 2 0,81 0,4633 
Mode 1 2 20,73 0,045 1 2 0,77 0,4718 1 2 1,87 0,3047 1 2 0,14 0,7423 1 2 3,12 0,2194 1 2 8,91 0,0963 1 2 7,28 0,1143 
 
 
 
 
Table D-33: Extended results Tab. 6-24 (8 Observations; DOF = 2) NASA-TLX: Calculated difference between the modes of each factor. 
(t-Student) 
 
Mental demand Physical demand Temporal demand Performance Effort Frustration 
Estimate SD t p Estimate SD t p Estimate SD t p Estimate SD t p Estimate SD t p Estimate SD t p 
-3,75 4,236 
-
0,88 
0,4718 7,08 5,18 1,37 0,3047 2,42 6,41 0,38 0,7423 12,00 6,79 1,77 0,2194 7,67 2,57 2,98 0,0963 3,00 1,1118 2,7 0,1143 
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6.2.4. Subjective Assessment of the Feedback Device Quality 
Table D-34: Second Set : Depth Control (4 Observations) Feedback device assessment: All the scores. 
Type 3 Tests of Fixed Effects 
(F-statistics : general Wald-type quadratic form) 
 
 Total User Satisfaction Understandability Intuitive Learnability 
 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Num 
DOF 
Den 
DOF 
F p 
Sequence 1 2 0,03 0,8698 1 2 4 0,1835 1 2 4 0,1835 1 2 1 0,4226 1 2 2,48E15 <0,0001 
 
 
 
