Abstract. Soon after Lee and O'Sullivan proposed a new interpolation algorithm for algebraic soft-decision decoding of Reed-Solomon codes, there have been some attempts to apply a coordinate transformation technique to the new algorithm, with a remarkable complexity reducing effect. In this paper, a conceptually simple way of applying the transformation technique to the interpolation algorithm is proposed.
Introduction
Sudan and Guruswami's list decoding of Reed-Solomon codes [11, 1] developed into an algebraic soft-decision decoding by Koetter and Vardy [6] . One of the main steps of the algebraic soft-decision decoding is to construct a bivariate polynomial that interpolates given points on the plane with multiplicities, satisfying certain constraint on its weighted degree. For this interpolation step, Koetter's algorithm [5] has been most popular. Recently, Lee and O'Sullivan [9] proposed an alternative algorithm that performs the interpolation step with a comparable speed. The new algorithm consists of two steps. In the first step, it constructs a basis of a certain module of bivariate polynomials. In the second step, the basis is converted to a Gröbner basis of the module with respect to a certain weight order.
On the other hand, Koetter and Vardy [4] had discovered that the problem of the interpolation step can be reduced to a much smaller interpolation problem by the so-called re-encoding coordinate transformation technique. By using Koetter's algorithm to solve the reduced interpolation problem, they obtained an interpolation algorithm with a remarkably reduced complexity. Naturally, therefore, after the appearance of Lee and O'Sullivan's algorithm, there have been some attempts to apply the same technique to the new algorithm. Indeed, in personal communications, Zhang and Zhu [12] described a method to apply the transformation technique to the algorithm with some simplifying assumptions, and Ma and Vardy [10] also reported an interpolation algorithm with a reduced complexity obtained by applying a modified version of Lee and O'Sullivan's algorithm to the reduced interpolation problem.
Here we propose a conceptually simple way of applying the coordinate transformation technique to Lee and O'Sullivan's algorithm, and present a complexityreduced interpolation algorithm and report an experimental performance result of a software implementation of the algorithm. In Section 2, we briefly review the algebraic soft-decision decoding of Reed-Solomon codes. In Section 3, we describe the original Lee and O'Sullivan's algorithm consisting of a basis construction algorithm and a Gröbner basis conversion algorithm (see [7] ). In Sections 4, we note that the Gröbner basis conversion algorithm works in a general setting (see [8] ). In Section 5, we present our complexity-reduced interpolation algorithm. In Section 6, an experimental result on the speed of the algorithm is reported.
Soft-Decision Decoding of Reed-Solomon Codes
First we define Reed-Solomon codes. Let F denote a field and F[x] the ring of polynomials in x over F. Denote by F[x] s the set of polynomials with degree < s, which is an s-dimensional vector space over F. Fix n distinct points α 1 , α 2 , . . . , α n in F. As the evaluation map ev :
is an isomorphism of F-vector spaces, the inverse map ev −1 exists. The Lagrange interpolation polynomials are defined by
For k < n, the Reed-Solomon code RS(n, k) over F is defined as the image of
Before we proceed, we collect definitions and notations that will be used throughout. Let F[x, y] be the ring of polynomials in x and y over F. The multiplicity of f ∈ F[x, y] at the origin is defined to be the smallest m such that a monomial of total degree m occurs in the polynomial f . The multiplicity of f at an arbitrary point P = (a, b), denoted by mult P (f ), is defined as the multiplicity of f P at the origin, where f P = f (x + a, y + b). The ring F[x, y] is naturally identified with the ring of polynomials in y over F [x] . For f ∈ F[x, y], the y-degree of f , the degree of f as a polynomial in y over F [x] , is denoted by
That is, variables x and y are assigned with weights 1 and u, respectively, and we define deg u (x i y j ) = i + uj, and for a polynomial f , we define deg
) and j 1 > j 2 . Now we describe algebraic soft-decision decoding of Reed-Solomon codes. Suppose that some codeword of RS(n, k) was sent through a noisy channel. The output of the channel is some probabilistic information, for each location 1 ≤ i ≤ n, of the plausibility of each symbol β ∈ F. The multiplicity assignment step translates the information to an indexed set
and define
which is an ideal of F[x, y]. In other words, I M is the ideal of bivariate polynomials interpolating the points with multiplicities specified by M . The task of the interpolation step is to find the minimal element of I M with respect to the order > k−1 . Let Q be this minimal element. The final step, the root-finding step, is to find roots (polynomials in x) of Q seen as a polynomial in y over F [x] , and outputs a list of candidates for the sent message. The rest of paper concerns the interpolation step.
Lee and O'Sullivan's interpolation algorithm
A basic observation is that if I is an ideal of F[x, y], then the minimal polynomial of I with respect to a monomial order > is the smallest element of any Gröbner basis of the ideal I with respect to >. This is an immediate consequence of the definition of Gröbner bases. Recall that Q is the minimal polynomial of I M with respect to > k−1 . So we can find Q by computing a Gröbner basis of I M with respect to > k−1 . However, computing a Gröbner basis of an ideal is generally a task of high complexity. We overcome this difficulty by using Gröbner bases of modules.
Let l ≥ 0. Define For l ≥ 0, we define
The minimal polynomial Q of I M with respect to > k−1 is also the minimal polynomial of I M,l with respect to > k−1 if we take l large enough. Actually l can be taken to be an upper bound of the y-degree of Q. Therefore, with this choice of l, we can find Q by computing a Gröbner basis of the submodule I M,l of F[x, y] l with respect to > k−1 . This task turns out to be much easier than that of computing a Gröbner basis of the ideal
Suppose that S has a basis of the form
where
. Then the algorithm below converts the basis to a Gröbner basis.
Algorithm G (Gröbner basis conversion algorithm). Let
G1. Set r ← 0. G2. Increase r by 1. If r ≤ l, then proceed; otherwise go to step G6.
Go back to step G3. G6. Output {g 0 , g 1 , . . . , g l } and the algorithm terminates. Now we need to find a basis of the module I M,l in the form (1) . Recall that
where p
Note that y − h (s) is a curve passing through the points (α i , β i ) with multiplicity 1 for each i ∈ L. Note also that if L is empty, then h (s) = 0 and g s+1 = yg s . Let q β = m iβ for β ∈ F, and
Let q = max β∈F q β , and choose γ such that q = q γ . Since f 0 has multiplicity q at (α i , γ), we can write 
is in the ideal I M,l and has y-degree less than s. Therefore we finish the proof by induction on s.
To summarize, Lee and O'Sullivan's interpolation algorithm goes as follows. First, given M , choose a suitable l. Second, compute a basis of I M,l by the procedure above. Third, convert the basis to a Gröbner basis of I M,l using Algorithm G. Finally, pick out the minimal element among the Gröbner basis elements. The minimal element is the bivariate polynomial Q.
General conversion algorithm
Algorithm G can be viewed as a special case of the following general algorithm. We consider a submodule S of k [x] m . Let e 1 < e 2 < · · · < e m denote the standard basis of k [x] m . Let u = (u x , u 1 , u 2 , . . . , u m ) be a given sequence of positive integers. The u-weighted degree of a monomial x r e i is defined to be 
Go back to step H3. H6. Output {g 1 , . . . , g m } and the algorithm terminates.
A Complexity reducing transformation
Choose k points (α i , β) with distinct x-coordinates α i such that these k points have largest multiplicities m iβ . Let U = {i t | 1 ≤ t ≤ k} be the set of the indices i such that the k points are (α it , γ t ), 1 ≤ t ≤ k. Let V be the set of n − k indices i not contained in U . Let µ t = m itγt for 1 ≤ t ≤ k. Let φ be the unique polynomial of degree ≤ k − 1 interpolating the selected k points (α it , γ t ), 1 ≤ t ≤ k. We introduce a notation . For a vector a = (a 1 , a 2 , . . . , a k ) of k integers, we define
Then f can be written uniquely as
and the vector ν i of k integers is defined as
Proof. We can write uniquely
. Let 1 ≤ t ≤ k, and P = (α it , γ t ). Then as f P has multiplicity µ t at the origin, we see inductively for i from l to 0 that x max {µt−i,0} divides c i . The assertion now follows.
The proposition establishes a correspondence that determines a unique vector Here we return to the part of Section 3 describing the construction of a basis of I M,l , and try to translate g s to the corresponding vector g
l+1 . Suppose that the first product of (3) is written as
where p denotes the vector (p i1 , p i2 , . . . , p i k ), and the second product of (3) is in the form ∏
where v i are some vectors of k integers. As y − h (s) will be multiplied to the second product of (3) when s is increased by one, we want to write the new factor as
with some vector u of k integers and some
So we can set u = (u t | 1 ≤ t ≤ k) with u t = 1 if β it = γ t and p it ≥ 1, and u t = 0 otherwise, and ψ to a polynomial in x of smallest degree interpolating the points
for i ∈ V with p i ≥ 1 and also for those i = i t with p i ≥ 1 and β it ̸ = γ t for some 1 ≤ t ≤ k. Thus inductively g s can be written as
. (Here note that we need to verify that p + v i − ν i has no negative components, though we omit a detailed verification.) Thus the element g ′ s of F [x] l+1 that corresponds to g s will be 
Algorithm B (Basis construction algorithm). The input is
In the following, z represents y − φ.
B1. Choose k points (α i , β) with distinct x-coordinates α i such that these k points have largest multiplicities m iβ . Let U = {i t | 1 ≤ t ≤ k} be the set of the indices i such that the k points are (
Compute the unique polynomial φ of degree ≤ k − 1 interpolating the selected k points, say by Newton's interpolation formula. Note that the power product ζ a as well as z = y − φ are not intended to be expanded or computed during the execution of the algorithm. They serve just as symbols.
Performance results
We implemented the interpolation algorithm for [255, 239, 17] Reed-Solomon code over F 256 . Some basic optimization techniques were used at several places in the implementation. We ran the algorithm for a multiplicity matrix M with the multiplicities as shown in the table below multiplicity 7 6 5 4 3 2 1 number of points 226 16 7 6 5 6 16 counting the required numbers of finite field multiplication and division operations. This execution took 106744 multiplications plus 29542 divisions for the reduced basis construction step by Algorithm B, and 552464 multiplications and 2129 divisions for the conversion step by Algorithm H. To compute Q from Q ′ , additional 1594280 multiplications were required. The total is 2253488 multiplications and 31671 divisions for the whole interpolation step. This contrasts with the performance of the original Lee and O'Sullivan's algorithm. For the same M , it took 14490287 multiplications for the basis construction step and 13583342 multiplications plus 2162 divisions for the conversion step by Algorithm G. So the original Lee and O'Sullivan's algorithm takes 28073629 multiplications and 2162 divisions for the whole interplolation step.
Note that for the complexity-reduced case, it will save much complexity if all the information necessary for decoding could be obtained directly from Q ′ , without recovering Q from Q ′ . Some ideas in this direction have been presented by Koetter and Vardy [4] , and Zhang [12] .
Remarks
This paper deals with algorithmic aspects of Reed-Solomon codes. Concerning combinatorial aspects of error correcting codes, see [2, 3] for instance in this journal. Finally the author thanks the referees for useful comments.
