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Abstract
Matrix inversion problems are often encountered in experimental physics, and in particular in high-energy
particle physics, under the name of unfolding. The true spectrum of a physical quantity is deformed by
the presence of a detector, resulting in an observed spectrum. If we discretize both the true and observed
spectra into histograms, we can model the detector response via a matrix. Inferring a true spectrum
starting from an observed spectrum requires therefore inverting the response matrix. Many methods exist
in literature for this task, all starting from the observed spectrum and using a simulated true spectrum as
a guide to obtain a meaningful solution in cases where the response matrix is not easily invertible.
In this Manuscript, I take a different approach to the unfolding problem. Rather than inverting the
response matrix and transforming the observed distribution into the most likely parent distribution in
generator space, I sample many distributions in generator space, fold them through the original response
matrix, and pick the generator-level distribution that yields the folded distribution closest to the data
distribution. Regularization schemes can be introduced to treat the case where non-diagonal response
matrices result in high-frequency oscillations of the solution in true space, and the introduced bias is
studied.
The algorithm performs as well as traditional unfolding algorithms in cases where the inverse problem
is well-defined in terms of the discretization of the true and smeared space, and outperforms them in
cases where the inverse problem is ill-defined—when the number of truth-space bins is larger than that of
smeared-space bins. These advantages stem from the fact that the algorithm does not technically invert
any matrix and uses only the data distribution as a guide to choose the best solution.
1. Introduction
Matrix inversion problems have an important application in high-energy experimental particle
physics (HEP): we accelerate beams of particles at the highest energies achieved by humankind,
we make the beams collide and record the output given by the large particle detectors we place
around the beam collision point. We then typically categorize the events according to the range
of values of some observable quantity, obtaining histograms which represent the experimental
distribution of that observable. In order to compute appropriate observables, we convert the raw
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output of the detector elements (mainly composed by electric signals) into a set of reconstructed
objects using several complex algorithms which aim at reconstructing the details of the passage of
a particle through the detector.
We assume that the reconstructed distribution is the expression of an a-priori true distribution
that is defined only by the underlying physics of the collision. In this picture, we can then
interpret the detector and event reconstruction as an operator which smears the true distribution
transforming it into the reconstructed distribution. We model this mathematically by saying that
the true distribution x is transformed (folded into the reconstructed distribution y by the response
of the detector seen as a response matrix R, such that
y = Rx . (1)
We have direct experimental access only to the reconstructed distribution. Using a Monte Carlo
simulation of the physics processes that happen in the collision, we obtain also a true distribution.
We give the simulated events as an input to a detailed detector simulation, obtaining a simu-
lated reconstructed distribution: we can then build the response matrix as the two-dimensional
histogram of the the simulated true and reconstructed distributions. The response matrix will
crucially depend on the details of the Monte Carlo simulation of the given physics process.
Given a response matrix and an observed spectrum from data taken in real collisions, we can
think of transforming the observed spectrum from the reconstructed-level space to the true-level
space by inverting Equation 1 to obtain an estimate xˆ of the true spectrum corresponding to an
observed spectrum y:
xˆ = R−1y . (2)
Crucially, the process of transforming back (unfolding) the reconstructed spectrum to the true one
involves the inversion of the response matrix; a certain level of arbitrariness is involved in the
procedure when the matrix is not easily invertible.
Several algorithms have been proposed in literature to solve this problem, all assuming that we
need to start from the reconstructed level spectrum and to invert the response matrix in a robust
way to obtain a reliable estimate of the true spectrum. Simple bin-by-bin inversion is always
discouraged, because it does not take into account any migration effect. The analytic inversion of
the response matrix is sometimes not feasible, and can be problematic even when it is feasible. The
inverted matrix will crucially depend on the reciprocal of the determinant of the original matrix,
and when the matrix is not diagonal the determinant may be close to zero; its reciprocal may
then be very large, and the reconstructed spectrum may be mapped into an unfolded distribution
affected by high-frequency fluctuations with large amplitude, as shown by Schmitt [1].
To solve the probem of high-frequency fluctuations, an artificial constraint is introduced as a
way of regularizing the problem; the variance of the unfolded solution is severely reduced, at the
price of introducing a bias towards the true spectrum assumed as the target for the regularization
term. It is possible to study the bias, but nevertheless regularization should be used only when
strictly necessary, preferring unregularized methods whenevery possible. In particular, when
the response matrix is almost diagonal, introducing a regularization term does not improve the
measurement.
Classical unfolding methods include a simplification of a maximum likelihood estimate by
performing a χ2 minimization. The popular TUnfold software by Schmitt [2] solves the matrix
inversion by minimizing the sum of lagrangian terms corresponding to the raw inversion of
the response matrix, to the correction of the χ2 Gaussian assumption via a constraint to the
normalization of the data distribution, and to regularization. The regularization lagrangian
consists in an explicit Tikhonov term [3] characterized by a bias vector which gives the target for
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the smoothing of fluctuations, a metric which specifies if the smoothing should be applied to
the distribution or to its first or second derivatives. The second derivative (curvature) is often a
robust choice. The strength of the regularization is governed by a parameter called regularization
strength. This method is commonly known in statistics literature as ridge regression [4]. The value
of the regularization strength is chosen by scanning some quantity sometimes related to a χ2.
Other algorithms are based on iterating to convergence; regularization is introduced in the form
of early-stopping, as for example is the case for the D’Agostini method that is based on the Bayes
theorem and originally [5] does not include any iteration procedure; iteration is deemed necessary
to reduce effects from the dependence of the posterior on the suggested flat prior. An improved
version is called Iterative D’Agostini method [6] and consists in careful modelling of some effects
which were approximated with Gaussian distributions in the original version of the algorithm,
and suggests that a careful modelling of the prior fed to the first iteration of the algorithm (flat
in the original version) might help in avoiding or (in practice) at least reducing the need of
iterations. The resulting algorithm is essentially frequentist in that it iterates to convergence to the
maximum likelihood solution. Choudalakis [7] solves the unfolding problem in a fully Bayesian
way by sampling the posterior distribution for the inverse problem with a grid search or with
a full-fledged variant of the Metropolis-Hastings algorithm. Regularization is implemented as
choice of the prior. The HEP community has never adopted this algorithm to my knowledge,
probably out of concerns for the severe dependence of the result on the choice of prior. Glazov [8]
has attempted to unfold spectra using machine learning, framing the problem as a classification
one; each reconstructed data event is assigned to the truth bin that most probably originated it,
with an iterative procedure. The true space is discretized before the process starts, thus inducing
a regularization of the problem even before unfolding is performed, and coverage tests are not
shown.
A variant of the Tikhonov regularization is based on decomposing a square response matrix
in its eigenvalues, and choosing the regularization strength based on the significance of the
eigenvalues [9] and is implemented in the RooUnfold [10] software. At the moment of this
writing, RooUnfold does not support yet a custom bias vector, so it should be used with great
care, if at all.
The choice of the best regularization strength or of the best stopping point for an iterative
regularization procedure is quite delicate; Schmitt [1] points out that increasing too much the
number of iterations can even worsen the result. Not choosing correctly the number of iterations
can induce unwanted and non-studied regularization biases, and failing to report the number of
iterations and the method used to determine it might make the result untrustable.
The easiness of the matrix inversion depends also on the number of degrees of freedom for the
problem, which is related to the discretization of the true and reconstructed spectra. Denoting
with Nbins(true) and Nbins(reco) the number of categories (bins) of the true and reconstructed
spectra, respectively, the problem will be ill-defined if Nbins(reco) < Nbins(true), with equality
being the minimal case.
The dangers and the degree of arbitrariness involved in any unfolding procedure based on
matrix inversion motivate the usefulness of a change of perspective.
In this Manuscript I take a different approach to the unfolding problem. Rather than inverting
the response matrix and transforming the data distribution into the most likely parent distribution
in generator space, I sample many distributions in generator space, fold them through the original
response matrix, and pick the generator-level distribution which yields the folded distribution
closest to the data distribution. Since the choice of best true spectrum is based on proximity
to the data, the method does not introduce any bias to the true simulated distribution. The
advantage of this procedure is that the matrix inversion problem is solved without any matrix
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inversion. Among the several advantages, this method is therefore insensitive to the amount
of bins in the reconstructed and true spectra, retaining performance in situations where the
traditional algorithms have the most issues, namely when Nbins(reco) < Nbins(true). Cases where
the response matrix is severely non-diagonal still result in ill-posedness that requires regularization
methods.
I have arXived this Manuscript to make it coincide with a talk I gave [11] on this algorithms
at the ICNFP 2020 conference in the sunny Crete. This may have resulted in having too hastily
drafted some sections and lacking some further tests of the proposed method (such as coverage
tests): for that I apologize to the reader. A second version of this draft will, in due time, contain
these checks. I hope the new version will also be enriched by your feedback. Science, after all, is a
work in progress.
A template software will be available in due time at the referenced URL [12], containing the
full implementation of the the algorithm and the various simulation studies.
2. Simulation scenarios
I study the performance of the proposed algorithms in three simulated datasets corresponding to
four different discreteness scenarios, depending on the difference between the number of bins of
the true spectrum (Nbins(gen)) and that of the observed spectrum (Nbins(reco)).
2.1. Scenarios
The first scenario corresponds to Nbins(gen) = Nbins(reco) and is characteristic of algorithms like
SVD unfolding (the response matrix is square and can be decomposed in singular values); Without
any loss of generality, I discretize the distributions in 20 bins of constant width, Nbins(gen) =
Nbins(reco) = 20 (Figure 1, left).
The second scenario is typical of unfolding algorithms based on χ2 minimization like TUnfold;
these algorithms can in principle work also for Nbins(gen) = Nbins(reco), but achieve a better
performance when Nbins(gen) < Nbins(reco). I discretize the distributions in bins of constant
width, Nbins(gen) = 10, Nbins(reco) = 20 (Figure 2, left).
The third scenario corresponds to the case where the inverse problem is ill-defined, Nbins(gen) >
Nbins(reco). I discretize the distributions into bins of constant width, Nbins(gen) = 20, Nbins(reco) =
10 (Figure 2, left).
For all scenarios I generate a true spectrum x by sampling 105 times from a gaussian p.d.f.,
x ∼ Gaus(10, 4), and a folded observation distribution y by smearing the truth-level distribution
with a random noise e ∼ Gaus(0.3, 0.5) and the statistical uncertainty associated to Poisson counts.
These distributions are used to build the response matrix, and take the role of Monte Carlo
simulation of the process being investigated.
I also generate another pair of distributions: an alternative truth distribution, which takes the
role of the real physics process, and its folded realization, which is taken as the data distribution.
The alternative truth is obtained by adding a random shift e ∼ Gaus(1.0, 0.3) to the original truth
distribution; the alternative observed distribution is obtained by smearing the alternative truth
with the same random noise that contributes to creating the detector response matrix.
The fourth scenario corresponds to a case where the response matrix is severely non-diagonal.
For this scenario, the true spectrum is still sampled from a gaussian p.d.f.x ∼ Gaus(10, 4), but the
smeared spectrum is obtained by applying a stronger smearing, e ∼ Gaus(0.3, 2.0). To decouple
the effect of ill-definedness coming from the number of true vs smeared bins, the fourth scenario
examines the case where Nbins(gen) = Nbins(reco) = 20 (Figure 4).
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The situation described by this spectrums of samples is typical in HEP. We have a simulation
for the signal in truth space, and its reconstructed-space version obtained by passing the truth level
distribution through a simulation of the detector: these correspond to the original distributions
described above, and are used also to define the response matrix for the unfolding. The true
spectrum from nature might be different though, and result in a data distribution which is different
from the one that results from the available theory. The alternative spectra take therefore the role
of the underlying truth and of the data distribution that we would observe in our real detector. The
idea is then to use the original truth distribution as a starting point, the original response matrix
as the response matrix, and the alternative data distribution as the data. A first cross-check is that
the algorithm, when run using the original data distribution as target, identifies back the original
truth distribution (which had been used to generate these data), using the response matrix. The
real objective however is that that the algorithm unfolds the alternative data distribution—which
is obtained with the alternative truth—using the original truth and the original response matrix.
This would be ideal, in that it would demonstrate that this algorithm does not yield answers
biased by the available simulations.
The response matrix R is defined by the relationship y = Rx; I normalize it such that the
probabilities for an individual truth-level bin to migrate to any observation-level bin sum up to 1.
The situation for the three cases is shown respectively in Figures 1 (right), 2 (right), and 3 (right)
for the three discreteness scenario. The left panels show the generated distributions involved in
building the response matrixes. The diagonality of the response matrix R is assessed by computing
their condition number, defined as
cond(R) :=
σmax
max(0, σmin)
, (3)
where σmax and σmin are respectively the largest and the smallest singular values in a decomposi-
tion of the matrix R. While in principle the condition numbers should be positive definite, the finite
precision of floating point calculations can yield negative minimum singular values, rendering
the max() operation at the denominator necessary. Diagonal matrices are characterized by low
condition numbers, cond(R) = O(10), while severely non-diagonal matrices are characterized by
large condition numbers, cond(R) = O(105). The condition number is displayed in each figure
displaying a response matrix.
Each bin of the response matrix is assigned a statistical uncertainty assuming Poisson counts.
Reconstruction efficiency is accounted for (although in the current tests it is set to 100%). I obtain
two alternative matrices systematic uncertainty by applying a flat 10% systematic uncertainty to
the truth-level distribution and using the shifted distribution to rebuild the response matrix.
3. Unfolding by folding
The algorithm resamples from a given distribution in the truth-level space. The starting distribution
can be the truth level distribution, or a flat distribution, or any other distribution. The resampling
is done assuming a Poisson distribution in each bin. The resulting candidate unfolded truth
distribution is multiplied by the response matrix to obtain a candidate reco-level distribution. The
candidate reco-level distribution is compared to the data distribution using Pearson’s χ2, with a
stopping criterion sc requiring that reaching a test statistic value of TSPearson := χ2/NDOF ≥ 0.9
stops the iteration. A further early-stopping criterion oc requires that abs(TSPearson − 1) < 0.01 but
it is seldom verified. Bins with empty reference yield (yield of the observed distribution bin) are
merged together with the next non-empty bin. I discuss alternative statistical tests of compatibility
between distribution in Section 3.1. The candidate unfolded truth distribution is then used as a
5
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Figure 1: The truth-level and the observation-level distributions (left) for 105 random samples, for Nbins(gen) = 20
and Nbins(reco) = 20. The distributions are used to define the response matrix for the measurement (right),
which is normalized across each truth-level bin.
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Figure 2: The truth-level and the observation-level distributions (top) for 105 random samples, for Nbins(gen) = 10
and Nbins(reco) = 20. The distributions are used to define the response matrix for the measurement (bottom),
which is normalized across each truth-level bin.
basis for another resampling step. The procedure is repeated until the folded candidate matches
almost perfectly with the data distribution; An earlier version of this algorithm resampled always
from the input truth; the convergence is significantly slower, and the algorithm is suited only to
cases where the smeared truth is already close to the data. The logic diagram for the algorithm is
shown in Algorithm 1.
Although there is an unavoidable dependence on the truth distribution encoded in the response
matrix, the algorithm uses only the data to deform the starting candidate until it has a suitable
shape. For this reason, it does not intrinsically bias the result to the truth distribution, as any
regularization-based unfolding algorithm would instead do. A possible issue—highlighted by
the results in Section 2—is that repeating the procedure for the response matrix with varied
upwards and downwards fluctuations provides some constraining power (the target distribution
for the resampling with varied response matrix is still the data distribution), but is not expected to
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Figure 3: The truth-level and the observation-level distributions (left) for 105 random samples, for Nbins(gen) = 20
and Nbins(reco) = 10. The distributions are used to define the response matrix for the measurement (right),
which is normalized across each truth-level bin.
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Figure 4: The truth-level and the observation-level distributions (left) for 105 random samples, for Nbins(gen) = 20
and Nbins(reco) = 20, for a remarkably non-diagonal respons. The distributions are used to define the
response matrix for the measurement (right), which is normalized across each truth-level bin.
seriously outperform other methods.
It turns out that the idea of unfolding by sampling in true space has been proposed by
Landweber [13], who suggested using a simple gradient descent to find the best solution. The
method presented in this paper can therefore be considered a stochastic-optimization version of
the Landweber method.
Algorithm 2 increases an analogy to Approximate Bayesian Computation (ABC) by embedding
the estimate of the systematic uncertainties in the resampling step. The folding step is performed
by sampling from the full p.d.f.for the response matrix, including the systematic uncertainties,
and a full “posterior” for the unfolded distribution (one distribution per each bin in truth space)
is obtained; the central estimate and the uncertainty bands are obtained by taking the appropriate
quanties of this posterior distribution. This procedure is similar to the ABCµ proposed by Ratmann
and colleagues [14], except that here there is no need to assume a simplified likelihood (the model
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Algorithm 1: The algorithm to resample in the truth-level space until the folded distribution of
the sample coincides with the data distribution. I have to put an early stopping and remove the
maximum number of iterations.
input :A truth distribution xs;
the data distribution y;
the response matrix R;
the number of iterations Nsamples;
a statistical test test and an optional condition oc for similarity between histograms;
an optional early-stopping condition sc.
output :The random sample xˆbest whose folded version matches the better with the data
distribution.
xˆbest ← xs;
TSbest ← 105;
for i← 0 to Nsamples do
xi ∼ Pois(xbest);
yi ← Rxi;
TS← test(yi, y);
if TS < TSbest and oc then
xˆbest ← xi;
TSbest ← TS;
end
if sc then
return
end
end
for the response matrix and its uncertainties is assumed as known). It would be possible to use
ABCµ to introduce an additional uncertainty term to cover for unknown systematics; while this is
certainly interesting to apply the Unfolding by Folding method in other disciplines, in the context
of HEP this is not considered a good practice because, as Cousins [15] points out, we usually
assume that the Standard Model reasonably reflects the underlying laws of nature. The possibility
should not be easily dismissed, however, because as Box [16] very rightly notes, “all models are
wrong”. Simulation studies for this alternative algorithm are ongoing.
It should be highlighed that building the class of solutions that can be used to estimate the
uncertainty is a heavily parallelizable process.
3.1. Test of equality between the folded histogram and the observations
There is no universally-optimal test for consistency of two histograms, as highlighted by Porter [17].
A similar conclusion can be drawn from Thaas [18]
The basic version of the algorithm I propose minimizes the usual Pearson TSPearson; the modifi-
cation by Porter TSPorter
χ2
= ∑ni=1
(pi−qi)2
pi+qi
perform equally well, provided that—as for TSPearson—the
bins with empty reference yield are merged together with non-empty bins. The full minbin pro-
posal by Porter of merging bins until a configurable minimum yield per bin is reached does not
significantly improve the performance of the algorithm; this is because the algorithm iterates until
the residuals between the two histograms are essentially null. The Bhattacharyya distance [19] is
found to work similarly well. It must be noted that the reference distribution in this case is the
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Algorithm 2: The algorithm to resample in the truth-level space until the folded distribution of
the sample coincides with the data distribution. I have to put an early stopping and remove the
maximum number of iterations.
input :The truth level distribution x or a generic p.d.f.;
the reco-level data distribution y;
the response matrix with full dependence on the nuisance parameters R(α);
the number of iterations Nsamples
output :The random sample xˆbest whose folded version matches the better with the data
distribution
xˆbest ← x (or a generic p.d.f.);
χ2best ← 105;
for i← 0 to Nsamples do
xi ∼ Pois(xbest);
yi ∼ R(α)xi;
c← χ2NDOF(yi, y);
if c < χ2best and c ≥ 1 then
xˆbest ← xi;
χ2best ← c;
end
end
data distribution, which is fixed; the folded distribution for the i-th random sample in truth space
is the probe whose distance from the data is minimized.
A similar performance (both in terms of speed of convergence and of quality of the result) can
be obtained by using a Wasserstein p-distance with p = 1 (i.e. the Earth Mover distance) [20]. I
use the distribution-free version described by Ramdas and colleagues [21].
Entropy-based test statistics like the Kullback-Leibler (KL) divergence [22, 23] results in a
computationally more intensive algorithm, which captures very well the mean of the distribution.
However, the minimization of the KL divergence results in histograms which have a compatible
mean from the point of view of information theory; we are instead interested in point-by-point
equality of the histograms. Furthermore, some forms of divergence distance are not suitable to
discrete cases, because they involve a difference between bin-by-bin yields at the denominator,
which would be zero with significantly non-zero probability.
A class of algorithms proposed by Diakonikolas and colleagues [24] are interesting but probably
not too useful: in their formulation, each statistical test requires heavy resampling from one of the
two distributions, but Algorithm 1 performs several hundred thousands (millions, in the more
difficult cases) tests and it is therefore unfeasible to resample within each test.
3.2. Application of the algorithms
Algorithm 1 is then used to generate a prediction corresponding to the best folded distribution
when compared to the observation-level distribution. The algorithm is also used to generate
alternative predictions by using the up and down systematic variations of the response matrix. I
also perform a D’Agostini unfolding iterating to convergence and use the results as a reference
to assess the quality of Algorithm 1. For the first two scenarios (well-defined inverse problem) I
run 105 iterations, whereas the convergence is slower for the third scenario (less observed bins
than truth ones) and the algorithm requires about 106 iterations to converge. The full algorithm,
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including iterative convergence for the systematic uncertainties, requires anyways a handful
minutes to run.
Figure 5 (top left), 6 (top left), and 7 (top left) respectively for the three discreteness scenarios,
show the observation-level distribution and the folded random sample that yields the best
comparison with the observation-level distribution. The top right panels shows the relative
deviation between the two distributions. The minimization procedure ensures that the chosen best
random sample, once folded, is extremely close to the reference observation, either the one used
to build the response matrix or the alternative one used to test the sensitivity of the algorithm to
physics not described by the response matrix. The distributions tend to agree very well in most
cases, as highlighted by the top right panels.
The best random sample is then compared in Figure 5 (bottom left), 6 (bottom left), and 7
(bottom left) respectively for the three discreteness scenarios, to the truth-level space to the truth-
level distribution. An unfolded distribution obtained by applying the iterative D’Agostini method
as a reference to assess the performance of Algorithm 1. The deviations, relative to the truth level
distribution, of the best random sample of the unfolded D’Agostini distribution are then compared
in the bottom right panel. The total uncertainty in the best random sample is comparable with the
corresponding uncertainty in the unfolded D’Agostini distribution, but the bias of the central value
is always on average smaller that the D’Agostini one. For the case where the inverse problem is
ill-defined problem, for the chosen scheme Nbins(gen) = 20 and Nbins(reco) = 10 some fluctuations
are observed in the result of Algorithm 1, although the uncertainty is pretty large.
In order to better investigate the behaviour in the pathological situation, I generate a true
distribution ∼ Gaus(4.5, 1.0) and smear them with a random noise ∼ Gaus(1.0, 0.4). The alter-
native spectrum is again obtained by a shift ∼ Gaus(1.0, 0.3). The results are shown in Figure 8,
highlighting that in this difficult situation—where the D’Agostini method somehow succumbs and
is not able to suitably regularize the result—the Algorithm 1 outperforms the standard unfolding
both when “unfolding” the original spectrum and the alternative one.
In particular, the bias remains of the order of a few percent, whereas the bias for the D’Agostini
method is more than one order of magnitude larger in some bins. This indicates that Algorithm 1
may be particularly powerful when the other unfolding methods fail due to ill-definedness of the
problem when Nbins(gen) = 20 > Nbins(reco).
The convergence of the algorithm to the best random sample is illustrated in Figures 10, 11, 12,
and 9 for the three discreteness scenarios, respectively.
Coverage studies are yet to be performed.
3.3. Dependence on the number of iterations
The current configuration runs between 105 and 2× 106 iterations, but in the worst cases the
convergence happens always within about 104 iterations. The production version of this algorithm
would run without a specific number of iterations, and would just stop when the conditions on
the two-sample χ2 test between the data and the folded best sample are satisfied.
3.4. Dependence on the starting point for the sampling
Currently the starting point for generating the random samples is the truth-level distribution.
On one side, when the data distribution agrees sufficiently with the folded version of the truth-
distribution this can ensure a quicker convergence. On the other side, when the data point to
discrepancies with respect to the truth-level distribution, the convergence might not be so quick. I
therefore investigated different choices of starting point for this sampling algorithm. The speed of
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Figure 5: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 20 and Nbins(reco) = 20. In the truth-level space, the true distribution is
shown together with the random sample that yields the best comparison with the observation-level distribution.
The unfolded distribution using the iterative D’Agostini method is also shown. In the observation-level space,
the smeared data distribution and the folded random sample distribution that yields the best comparison with
the observation-level distribution.
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Figure 6: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 10 and Nbins(reco) = 20. In the truth-level space, the true distribution is
shown together with the random sample that yields the best comparison with the observation-level distribution.
The unfolded distribution using the iterative D’Agostini method is also shown. In the observation-level space,
the smeared data distribution and the folded random sample distribution that yields the best comparison with
the observation-level distribution.
the convergence to the good distribution is compared between the case when the prior is chosen
as the truth-level distribution and when it is chosen as a flat distribution with each bin set at half
of the maximum value of the truth distribution: this seems a good compromise between having a
flat prior and allowing statistical uncertainties to have sufficient flexibility to be able to deform the
shape from a flat one to the one corresponding to the best agreement in the observation space.
Figure 13 shows the speed of convergence for the three (Nbins(gen), Nbins(reco)) scenarios (20, 20),
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Figure 7: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 20 and Nbins(reco) = 10. In the truth-level space, the true distribution is
shown together with the random sample that yields the best comparison with the observation-level distribution.
The unfolded distribution using the iterative D’Agostini method is also shown. In the observation-level space,
the smeared data distribution and the folded random sample distribution that yields the best comparison with
the observation-level distribution.
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Figure 8: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 10 and Nbins(reco) = 5. In the truth-level space, the true distribution is
shown together with the random sample that yields the best comparison with the observation-level distribution.
The unfolded distribution using the iterative D’Agostini method is also shown. In the observation-level space,
the smeared data distribution and the folded random sample distribution that yields the best comparison with
the observation-level distribution.
(10, 20), and (20, 10) respectively. In all cases the convergence is slower at the beginning, because
sampling according to statistical fluctuations starting a flat shape takes time to start modelling a
significantly non-flat distribution. Once non-flatness is reached, however, the algorithm converges
nicely to a best random sample whose folded version is within a few permille from the data
distribution in each bin. The
Figures 5 (top left), 6 (top left), and 7 (top left) respectively for the three discretensss scenarios,
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Figure 9: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 20 and Nbins(reco) = 20 and a remarkably non-diagonal smearing matrix. In
the truth-level space, the true distribution is shown together with the random sample that yields the best
comparison with the observation-level distribution. The unfolded distribution using the iterative D’Agostini
method is also shown. In the observation-level space, the smeared data distribution and the folded random
sample distribution that yields the best comparison with the observation-level distribution.
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Figure 10: The χ2 test statistic (left vertical axis) and the p-value (right vertical axis) from a two-sample test between
the folded best random sample and the observation-level distribution, plotted as a function of the number of
random samples tested (iteration), for Nbins(gen) = 20 and Nbins(reco) = 20.
show the observation-level distribution and the folded random sample that yields the best
comparison with the observation-level distribution. The top right panels shows the relative
deviation between the two distributions. The best random sample is then compared in Figure 5
(bottom left) to the truth-level space to the truth-level distribution. An unfolded distribution
obtained by applying the iterative D’Agostini method as a reference to assess the performance of
Algorithm 1. The deviations, relative to the truth level distribution, of the best random sample of
the unfolded D’Agostini distribution are then compared in the bottom right panel.
The best random sample is then compared in Figure 14 (down) to the truth-level space to
the truth-level distribution, for Nbins(gen) = 20 and Nbins(reco) = 20. An unfolded distribution
13
P. Vischia • Unfolding by Folding: a resampling approach to the problem of matrix inversion
without actually inverting any matrix • September 8, 2020
100 101 102 103 104 105
Iteration
10 2
100
102
104
106
108
KL
(R
x i
||y
i)
Comparison between data and best sample in iteration
1.0
0.8
0.6
0.4
0.2
0.0
p-
va
lu
e
Figure 11: The χ2 test statistic (left vertical axis) and the p-value (right vertical axis) from a two-sample test between
the folded best random sample and the observation-level distribution, plotted as a function of the number of
random samples tested (iteration), for Nbins(gen) = 10 and Nbins(reco) = 20.
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Figure 12: The χ2 test statistic (left vertical axis) and the p-value (right vertical axis) from a two-sample test between
the folded best random sample and the observation-level distribution, plotted as a function of the number of
random samples tested (iteration), for Nbins(gen) = 20 and Nbins(reco) = 10.
obtained by applying the iterative D’Agostini method as a reference to assess the performance of
Algorithm 1. The deviations, relative to the truth level distribution, of the best random sample of
the unfolded D’Agostini distribution are then compared in the bottom panel.
Figure 15 (top) shows, for Nbins(gen) = 10 and Nbins(reco) = 20, the observation-level distribu-
tion and the folded random sample that yields the best comparison with the observation-level
distribution. The bottom panel shows the relative deviation between the two distributions. For
highly-populated distributions, the two-sample χ2 test is very sensitive to even small differences:
therefore, it is the best test ensuring that the chosen distribution, once folded, is extremely close to
the observation. Again the distributions agree to the permille level.
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Figure 13: The evolution of the χ2 test statistic from a two-sample test between the folded best random sample and
the observation-level distribution, as a function of the number of random samples tested (iteration), for
Nbins(gen) = 20 and Nbins(reco) = 20 (top left), for Nbins(gen) = 10 and Nbins(reco) = 20 (top right),
and for Nbins(gen) = 20 and Nbins(reco) = 10 (bottom). Two choices of starting point for the sampling
are shown.
3.5. Bottom-line test
The bottom-line test, suggested by Cousins and colleagues [25], can be expressed as the inference in
the unfolded space should not be better than that in the folded space.
In this contest, the test consists ensuring that the comparison in the folded space between the
original and alternative data (in our HEP analogy, the reconstructed simulated NLO distribution
and the observed data that assume a NNLO truth) induces the same inference as the comparison in
the unfolded space between the original truth (NLO simulated truth) and the random distribution
obtained “unfolding” the alternative data (the unfolded data pointing to a NNLO spectrum). The
test is performed for all the combinations described above (using either the generated spectrum
or a flat spectrum as a starting point) and for the D’Agostini unfolding, confirming that the
procedure seems to generally pass the botton-line test, although probably more studies are needed
accounting for the degrees of freedom lost in the unfolding procedure. The results are anyway
summarized in Table 1
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Figure 14: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 20 and Nbins(reco) = 20, for a flat starting point of the algorithm. In
the truth-level space, the true distribution is shown together with the random sample that yields the best
comparison with the observation-level distribution. The unfolded distribution using the iterative D’Agostini
method is also shown. In the observation-level space, the smeared data distribution and the folded random
sample distribution that yields the best comparison with the observation-level distribution.
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Figure 15: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 10 and Nbins(reco) = 20, for a flat starting point of the algorithm. In
the truth-level space, the true distribution is shown together with the random sample that yields the best
comparison with the observation-level distribution. The unfolded distribution using the iterative D’Agostini
method is also shown. In the observation-level space, the smeared data distribution and the folded random
sample distribution that yields the best comparison with the observation-level distribution.
4. Discussion
Algorithm 1 uses the data distribution as a target for folding each resampled realization of the
truth. It assumes Poisson uncertainties in each bin to resample. The truth distribution is used as a
starting point, but tests with a flat distribution show that the performance is similar; the algorithm
seems therefore robust with respect to changes of the starting point of the resampling, and seems
16
P. Vischia • Unfolding by Folding: a resampling approach to the problem of matrix inversion
without actually inverting any matrix • September 8, 2020
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Truth bins
0
2000
4000
6000
8000
10000
12000
14000
Co
un
ts
Nbins(gen)=20, Nbins(reco)=10, prior=flat
True distribution
True alternative distribution
Best random sample
Unfolded from D'Agostini
Unfolded alt from D'Agostini
Best random sample alt
0 2 4 6 8
Observation bins
0
2500
5000
7500
10000
12500
15000
17500
20000
Co
un
ts
Nbins(gen)=20, Nbins(reco)=10, prior=flat
Data distribution
Folded random sample
Data alt distribution
Folded alt random sample
Figure 16: The truth-level (left) and observation-level (right) distributions together with the results of the resampling
algorithms, for Nbins(gen) = 20 and Nbins(reco) = 10, for a flat starting point of the algorithm. In
the truth-level space, the true distribution is shown together with the random sample that yields the best
comparison with the observation-level distribution. The unfolded distribution using the iterative D’Agostini
method is also shown. In the observation-level space, the smeared data distribution and the folded random
sample distribution that yields the best comparison with the observation-level distribution.
Table 1: The bottom-line test: comparison between imperfect data and folded truth in folded space, and between best
random from imperfect data and truth-level truth in unfolded space, for Algorithm 1 and for D’Agostini
Unfolding. The χ2/NDOF test statistic is reported. The regular NDOF is used, its computation neglecting
the covariance matrix.
Configuration
Algo1 χ2/NDOFf oldedSpace Algo1 χ2/NDOFun f oldedSpace D’Agostini χ2/NDOFun f oldedSpace
(altData, f oldedTruth) (bestRandomFromAltData, truth) (d′Agostiniun f olded, truth)
init:truth init:flat init:truth init:flat init:truth init:flat
Nbins(gen) = 20, Nbins(reco) = 20 280.753 280.753 306.196 322.679 307.210 307.210
Nbins(gen) = 10, Nbins(reco) = 20 285.260 285.260 592.488 596.413 603.189 603.189
Nbins(gen) = 20, Nbins(reco) = 10 542.366 542.366 302.102 358.552 304.772 304.772
not to be subject to any bias due to the truth distribution. Starting from a distribution far from the
expected result seems to require just more iterations to convergence in the folded space. Even tests
done by using as a target data that come from a shifted version of the true spectrum show that the
“unfolded” result matches with the corresponding underlying true spectrum rather than with the
spectrum used as a starting point or that used to build the response matrix. This is important, in
that it means that in all applications one can safely use existing Monte Carlo simulated spectra
as a starting point without worrying about introducing biases to the assumed starting point
distribution. This is a very desirable property of this algorithm.
Bias caused by the non-diagonality of the response matrix is instead unavoidable, and warrants
regularization methods: preliminar studies indicate that imposing smoothness conditions on the
sampled distribution in true space results in too strong a regularization, whereas the procedure
recommended by Kuusela [26] of unfolding with finer binning and then rebin the unfolded result
seems applicable with profit to this method.
Of course the algorithm is still dependent on the assumed truth distribution via the response
matrix, and this probably explains the imperfections in the response when applied to different
data. This is however probably unavoidable (after all, we need a model for the detector response,
although smarter things maybe could be done).
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Uncertainties in the response matrix induce non-negligible uncertainties in the best candidate
truth distribution, but the estimator seems unbiased in most cases.
When traditional unfolding fails (e.g. when Nbins(reco) < Nbins(gen), this resampling-based
algorithm retains its full performance, and seems very competitive when traditional unfolding
algorithm have a poor performance.
Care should be taken in the low-yields regime to employ suitable alternative to the Pearson
χ2 test statistic. I have described a few alternative choices and their performance in Section 3.1:
the public version of the code will include the appropriate software switches to enable all these
alternative choices.
Further developments include an ongoing refined treatment of statistical and systematic
uncertainties via resampling from a joint likelihood built from the simulated spectrum used to
build the response matrix, in a pseudo-ABC way as exemplified by Algorithm 2.
5. Summary
Matrix inversion problems have many application in experimental particle physics, where it
is often referred to as the unfolding problem. The response of a detector is modelled via a
matrix that connects the observed spectra and the underlying true spectra. Traditional unfolding
algorithms resolve the inverse problem by inverting the matrix; they tend to deal with the cases
where the inversion is tricky by introducing regularization term in the inversion procedure. The
regularization requires some assumptions on the true unfolded solution, that generally result in a
bias towards the assumed spectrum.
In this Manuscript, I have proposed an algorithm that avoids an explicit matrix inversion by
resampling in the true space. A large number of random spectra are drawin in truth space and
folded until the folded realizations are in excellent agreement with the target data, using stochastic
optimization to reach the desired target. The sampling is performed on the discrete problem
(sampling from the expected bin contents), resulting in an implicit degree of regularization.
Using the data as a target avoids other biases towards true spectrum: the starting point for
the iterative resampling seems indeed to not influence the result, neither when starting from
a dramatically different spectrum (flat) nor when starting from a close-but-different spectrum
(the typical situation of NLO-vs-NNLO spectra in particle physics). Biases induced by the
non-diagonality of the problem remain significant when the response matrix is significantly
non-diagonal, and further regularization must be applied. Avoiding the inversion of the response
matrix has also the important perk of avoid issue that arise when an ill-define response matrix
(Nbins(gen) > Nbins(reco) is inverted. The algorithm is shown to be able to outperform standard
unfolding algorithms in these pathological situations.
Further improvements include a procedure for resampling from a likelihood that models the
response matrix and its uncertainties, in a way which resembles some variants of Approximate
Bayesian Computation.
I will update this Manuscript with additional bias and coverage studies.
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