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1. Introduction
In recent years, the theory of semiconductor device modeling has become an area of increasing in-
terest in applied mathematics. Semiconductor drift-diffusion equation is most widely used to describe
the ﬂow of electrons in the conduction band and of holes in the valence band of semiconductor mate-
rial, inﬂuenced by electric ﬁeld. The model consists of the continuity equations for electron and hole
densities n, p, respectively, and of the Poisson equation for the electric potential V :
nt − div Jn = −R(n, p), Jn = ∇ P (n) − n∇V ,
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λ2V = n − p − f in Ω × (0, T ) (1.1)
where Ω ⊂ Rd (d  3), T > 0, and Jn, J p are the current densities of the particles, f = f (x) is the
doping proﬁle describing ﬁxed background charges, R(n, p) stands for recombination–generation rate,
and λ > 0 is the (scaled) permittivity (or Debye length) of the material.
Usually, these equations are considered in a bounded domain which is occupied by a semiconduc-
tor material with mixed Dirichlet–Neumann boundary conditions for n, p, V and initial conditions for
n, p.
The model can be derived in several ways. One derivation starts from the hydrodynamic model.
More precisely, the model can be derived from the hydrodynamic model in the zero-relaxation-time
limit. The model can also be derived from transport equation using the Fermi–Dirac statistics. In the
case of low injection (small absolute value of the applied voltage), using the Boltzmann statistics,
one can derive the standard drift-diffusion model (P (ξ) = ξ ). If P (ξ) = ξ r , r > 1, then the degenerate
parabolic–elliptic system (1.1) is called the nonlinear drift-diffusion model. In this model, we can
expect the existence of so-called vacuum solutions. From the physical point of view, this phenomenon
can be interpreted as the appearance of the regions where the particle density is very small compared
to the reference density.
The recombination–generation rate is determined by certain deviation of the density levels from
the equilibrium level. The common form used in standard model is
R = g − Q (n, p)(np − 1)
with different coeﬃcients Q = Q (n, p) (see [5]) for different model. The nonnegative function g rep-
resents a distributed generation rate applied to the system. In the nonlinear drift-diffusion model, the
rate has the form of
R = g − Q (n, p)(S(H(n) + H(p))− 1)
where S is a nonnegative, nondecreasing function, and H is the enthalpy function
H(ς) =
ς∫
1
P ′(ξ)
ξ
dξ
associated with the pressure P .
The existence, uniqueness of the solutions and their qualitative behavior have been studied in
[5,6,11–14,16]. Concerning vacuum solution to the nonlinear drift-diffusion model, three kinds of lo-
calization results (ﬁnite speed of propagation, waiting time, formation of vacuum) were proved by
employing the local energy method for free boundary value problem in [3,4]. The quasineutral limit
λ → 0 has been carried out formally in [17]. From the physical point of view, quasineutrality means
that the difference between the concentrations of electrons and holes is negligible compared to a
reference density. The mathematically rigorous quasineutral limit of drift-diffusion model was con-
sidered in [7–10,15,18,19]. However, all these results except [10,19] are restricted to the special cases
of doping proﬁles, i.e., either assuming that f (x) is constant, or f (x) does not change its sign. But,
it is practically important to consider the sign-changing doping proﬁle with p–n junction which is
very important in semiconductor devices because the p–n junction theory serves as the foundation
of the physics of semiconductor devices. Having in mind this practical necessity, [10,19] performed
the quasineutral limit for classical solution to the 1-dimensional standard drift-diffusion model with
sign-changing and smooth doping proﬁle.
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model (1.1) in Section 2. While the previous result [3,4] gives the estimate on the expansion speed
of the support of solution in the neighbourhood of t = 0, we focus our attentions on the global
estimate. Unlike in [4] and other papers where the local energy method, introduced by Antontsev [1]
and developed by Diaz and Veron [2], is used, the proof of our result is based on the estimate of
the norm with a special weight for the solution, which is also called energy function, and does not
require the additional consideration of interpolation-trace property as in [3,4]. The estimate gives a
differential inequality for the energy function, from which we can obtain the conclusion. The precise
statement of the result can be found in Theorems 2.1 and 2.3.
Secondly, we perform the quasineutral limit for 1-dimensional standard drift-diffusion model with
discontinuous, sign-changing doping proﬁle. Due to discontinuity of doping proﬁle, it is impossible to
obtain the quasineutral model in whole domain and so, we perform the quasineutral limit locally by
using the argument in [9]. The precise statement of the result can be found in Theorem 3.2.
2. Finite speed of propagation
We use the following notations. Let Ω be a connected bounded domain of Rd , d 3, with bound-
ary ∂Ω ∈ C0,1, ∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅ and ΓN is relatively open in ∂Ω and Q T = Ω × (0, T ).
In this section we consider (1.1) subject to the following initial and mixed Dirichlet–Neumann
boundary conditions
(n, p, V ) = (nD(x, t), pD(x, t), VD(x, t)) on ΓD × (0, T ),
∇n · ν = ∇p · ν = ∇V · ν = 0 on ΓN × (0, T ),(
n(0), p(0)
)= (n0(x), p0(x)) in Ω. (2.1)
Throughout this section we assume the following: P (ξ) = ξ r , r > 1, n0(·), p0(·) ∈ L∞(Ω), nD , pD ∈
L∞(Q T ) ∩ H1(Q T ) are nonnegative and f ∈ L∞(Ω), VD ∈ L∞(0, T ; H1(Ω)). Furthermore, we assume
that there exists a solution (n, p, V ) to the problem (1.1)–(2.1) such that
n, p ∈ L∞(Q T ) ∩ H1
(
0, T ;U∗), nr, pr ∈ L2(0, T ; H1(Ω)),
V ∈ L∞
(
0, T ; H1(Ω)), n, p  0
where U = {u ∈ H1(Ω); u = 0 in ΓD} and U∗ is dual space of U .
We say that (n, p, V ) ∈ (L∞(Q T ) ∩ H1(0, T : U∗))2 × L2(0, T ; H1(Ω)) is a solution to (1.1)–(2.1) if
nr − nrD , pr − prD ∈ L2(0, T ;U ),
V (t) − VD(t) ∈ U a.e. in (0, T ),(
n(0), p(0)
)= (n0(x), p0(x)) a.e. in Ω,
and for all Φ ∈ L2(0, T ;U ), Ψ ∈ U the equalities
T∫
0
〈nτ ,Φ〉dτ +
∫
Q T
(∇nr − n∇V ,∇Φ)dxdτ +
∫
Q T
R(n, p)Φ dxdτ = 0,
T∫
0
〈pτ ,Φ〉dτ +
∫
Q
(∇pr + p∇V ,∇Φ)dxdτ +
∫
Q
R(n, p)Φ dxdτ = 0,
T T
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∫
Ω
(∇V ,∇Ψ )dx = −
∫
Ω
(n − p − f )Ψ dx a.e. in (0, T ) (2.2)
are satisﬁed. Here 〈·,·〉 denotes the dual product between U∗ and U .
The existence of the solution with the above regularity properties has been proved in some papers
under various assumptions on R(n, p) (see [5,12–14]).
We ﬁrst consider homogeneous boundary value problem for n, p.
Theorem 2.1. Assume that nD , pD = 0, V ∈ L∞(0, T ;Wq2(Ω)), ∀q ∈ (1,∞) and x0 ∈ Ω,
n0(x) + p0(x) = 0 a.e. x ∈ Ω \ Bρ0 (x0),
R(ξ,ς)
(
ξ r + ς r)−k(ξ r+1 + ς r+1), ∀ξ,ς  0, (2.3)
where k > 0 is a constant and Bρ0(x0) = {x ∈ Ω; |x − x0|  ρ0} ⊂ Ω . Then there exists a nondecreasing
function ρ(t) such that ρ(0) = ρ0 and
n(x, t) + p(x, t) = 0 a.e. x ∈ Ω \ Bρ(t)(x0). (2.4)
Furthermore, it holds for some M(·) ∈ L∞(0, T ), γ > 0
ρ(t) = ρ0 + M(t)tγ + αt,
α = 1+ r
2
kl + rl
2λ2
| f |L∞(Ω) + |∇V |L∞(Q T ) (2.5)
where l =maxx∈∂Ω(|x− x0| − ρ0).
Remark 2.1. The proof of the theorem gives the upper bound of M, γ in (2.5) (see (2.21), (2.17)). In
contrast to the previous works where the Antontsev’s local energy method is employed, we introduce
a special weight function in Rd × (0,∞) by
ϕβ(x, t) =
(|x− x0| − ρ0 − β − αt)+, β  0, (2.6)
where (·)+ = max{·,0} and estimate the following energy functions
Fi(t, β) ≡
∫
Qt
(
n2r + ∣∣∇nr∣∣2 + p2r + ∣∣∇pr∣∣2)ϕ iβ dxdτ , i = 1,2,
F0(t, β) ≡
∫
Qt (β)
(
n2r + ∣∣∇nr∣∣2 + p2r + ∣∣∇pr∣∣2)dxdτ (2.7)
where
Qt = Ω × (0, t), Ωt(β) = Ω ∩ suppϕβ(·, t),
Qt(β) =
{
(x, τ ) ∈ Qt; τ ∈ (0, t), x ∈ Ωτ (β)
}
.
The estimate combining with the following lemma derives a differential inequality for F1.
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∂
∂β
F1(t, β) = −F0(t, β), ∀β  0, ∀t ∈ (0, T ). (2.8)
Proof. We ﬁrst prove that
∂
∂β
∫
Qt
n2rϕβ dxdτ = −
∫
Qt (β)
n2r dxdτ . (2.9)
Let β > 0. Then
∫
Qt
n2rϕβ+β dxdτ −
∫
Qt
n2rϕβ dxdτ
=
∫
Qt (β+β)
n2r
(|x− x0| − ρ0 − (β + β) − ατ )dxdτ
−
∫
Qt (β+β)
n2r
(|x− x0| − ρ0 − β − ατ )dxdτ
−
∫
Qt (β)\Qt (β+β)
n2r
(|x− x0| − ρ0 − β − ατ )dxdτ
= −β
∫
Qt (β+β)
n2r dxdτ −
∫
Qt (β)\Qt (β+β)
n2r
(|x− x0| − ρ0 − β − ατ )dxdτ .
Since
(|x− x0| − ρ0 − β − ατ )β, (x, τ ) ∈ Qt(β) \ Qt(β + β),
it holds that
∣∣∣∣ 1β
∫
Qt (β)\Qt (β+β)
n2r
(|x− x0| − ρ0 − β − ατ )dxdτ
∣∣∣∣
∣∣∣∣
∫
Qt (β)\Qt (β+β)
n2r dxdτ
∣∣∣∣→ 0 (β → 0).
Hence we obtain
lim
β→0
1
β
(∫
Qt
n2rϕβ+β dxdτ −
∫
Qt
n2rϕβ dxdτ
)
= −
∫
Qt (β)
n2r dxdτ . (2.10)
In the case of β < 0, we can prove (2.10) in a similar way as the above case and the proof of (2.9)
is complete. Other terms in F1(t, β) also can be treated using the same technique as deriving (2.9).
We thus omit them. 
Now, we prove Theorem 2.1.
Proof of Theorem 2.1. We take the functions nrϕ2β, p
rϕ2β ∈ L2(0, T ;U ) as test functions in (2.2). Then
we have
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〈
nτ ,n
rϕ2β
〉
dτ +
∫
Qt
∣∣∇nr∣∣2ϕ2β dxdτ
= −
∫
Qt
R(n, p)nrϕ2β dxdτ −
∫
Qt
(∇nr,nr∇ϕ2β)dxdτ
+
∫
Qt
(∇V , rnrϕ2β∇n)dxdτ +
∫
Qt
(∇V ,nr+1∇ϕ2β)dxdτ .
By (2.3) and the deﬁnition of ϕβ , we can see
t∫
0
〈
nτ ,n
rϕ2β
〉
dτ = 2α
1+ r
∫
Qt
n1+rϕβ dxdτ + 1
1+ r
∫
Ω
n1+rϕ2β(x, t)dx,
∣∣∇ϕ2β ∣∣ 2ϕβ.
Hence
1
1+ r
∫
Ω
n1+rϕ2β(x, t)dx+
2α
1+ r
∫
Qt
n1+rϕβ dxdτ +
∫
Qt
∣∣∇nr∣∣2ϕ2β dxdτ
−
∫
Qt
R(n, p)nrϕ2β dxdτ + 2
∫
Qt
∣∣∇nr∣∣nrϕβ dxdτ
+ r
1+ r
∫
Qt
(∇V ,∇(n1+rϕ2β))dxdτ + 21+ r
∫
Qt
|∇V |n1+rϕβ dxdτ . (2.11)
Similarly, we can obtain the following inequality for p
1
1+ r
∫
Ω
p1+rϕ2β(x, t)dx+
2α
1+ r
∫
Qt
p1+rϕβ dxdτ +
∫
Qt
∣∣∇pr∣∣2ϕ2β dxdτ
−
∫
Qt
R(n, p)prϕ2β dxdτ + 2
∫
Qt
∣∣∇pr∣∣prϕβ dxdτ
− r
1+ r
∫
Qt
(∇V ,∇(p1+rϕ2β))dxdτ + 21+ r
∫
Qt
|∇V |p1+rϕβ dxdτ . (2.12)
Combining (2.11) and (2.12), with the help of (2.3) and
∫
Qt
(∇V ,∇((n1+r − p1+r)ϕ2β))dxdτ
= − 1
λ2
∫
Qt
(n − p − f )(n1+r − p1+r)ϕ2β dxdτ
 | f |L∞(Ω)
λ2
∫
Q
(
n1+r + p1+r)ϕ2β dxdτ ,t
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1
1+ r
∫
Ω
(
n1+r + p1+r)ϕ2β(x, t)dx+ 2α1+ r
∫
Qt
(
n1+r + p1+r)ϕβ dxdτ
+
∫
Qt
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2)ϕ2β dxdτ
 k
∫
Qt
(
n1+r + p1+r)ϕ2β dxdτ + 2
∫
Qt
(∣∣∇nr∣∣nr + ∣∣∇pr∣∣pr)ϕβ dxdτ
+ r| f |L∞(Ω)
(1+ r)λ2
∫
Qt
(
n1+r + p1+r)ϕ2β dxdτ + 21+ r
∫
Qt
|∇V |(n1+r + p1+r)ϕβ dxdτ .
Noting the deﬁnition of α and employing the Young’s inequality, we obtain
∫
Ω
(
n1+r + p1+r)ϕ2β(x, t)dx+
∫
Qt
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2)ϕ2β dxdτ
 c
∫
Qt (β)
(
n2r + p2r)dxdτ . (2.13)
Here and in the following, the constant c > 0 is independent of the solution, t ∈ (0, T ), and β  0.
By the deﬁnition of ϕβ , it holds for s > d+2d ,
∫
Ωτ (β)
n
1+r
s dx =
∫
Ωτ (β)
n
1+r
s ϕ
2
s
β ϕ
− 2s
β dx

( ∫
Ωτ (β)
n1+rϕ2β dx
) 1
s
( ∫
Ωτ (β)
ϕ
− 2s−1
β dx
) s−1
s
 c
(∫
Ω
n1+rϕ2β dx
) 1
s
.
Hence, from (2.13), we have
( ∫
Ωτ (β)
n
1+r
s dx
)s
+
( ∫
Ωτ (β)
p
1+r
s dx
)s
 c
t∫
0
( ∫
Ωτ (β)
(
n2r + p2r)dx
)
dτ , 0< τ  t  T ,
∫
Qt
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2)ϕ2β dxdτ  c
t∫
0
( ∫
Ωτ (β)
(
n2r + p2r)dx
)
dτ ,
∫
Q
(
n1+r + p1+r)ϕ2β dxdτ  ct
t∫
0
( ∫
Ω (β)
(
n2r + p2r)dx
)
dτ .t τ
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( ∫
Ωτ (β)
n
1+r
s dx
)s
+
( ∫
Ωτ (β)
p
1+r
s dx
)s
+
∫
Qt
(
n1+r + p1+r)ϕ2β dxdτ +
∫
Qt
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2)ϕ2β dxdτ
 (1+ t)c
t∫
0
( ∫
Ωτ (β)
(
n2r + p2r)dx
)
dτ , 0< τ  t  T . (2.14)
Now, we estimate the right-hand side of the above inequality. We choose μ > 0, θ, θ ′ > 1 such
that
μ <min
{
1+ r
s
,
4r + 4r2
6rs − 1− r
}
, θ = 1+ r
μs
,
1
θ
+ 1
θ ′
= 1. (2.15)
Since 1+r1+r−μs 
6r
2r−μ , one can see
θ ′(2r − μ)
r
 6.
Then, using the Sobolev’s embedding theorem and Young’s inequality, we calculate
t∫
0
( ∫
Ωτ (β)
n2r dx
)
dτ
=
t∫
0
( ∫
Ωτ (β)
n2r−μnμ dx
)
dτ

t∫
0
( ∫
Ωτ (β)
n(2r−μ)θ ′ dx
) 1
θ ′ ( ∫
Ωτ (β)
n
1+r
s dx
) 1
θ
dτ
=
t∫
0
( ∫
Ωτ (β)
(
nr
) (2r−μ)θ ′
r dx
) 1
θ ′ ( ∫
Ωτ (β)
n
1+r
s dx
) 1
θ
dτ
 c
t∫
0
( ∫
Ωτ (β)
(∣∣∇nr∣∣2 + n2r)dx
) 2r−μ
2r
( ∫
Ωτ (β)
n
1+r
s dx
) 1
θ
dτ
 c
( ∫
Qt (β)
(∣∣∇nr∣∣2 + n2r)dxdτ
) 2r−μ
2r
( t∫
0
( ∫
Ωτ (β)
n
1+r
s dx
) 2r
θμ
dτ
) μ
2r
 ct
μ
2r
( ∫
Qt (β)
(∣∣∇nr∣∣2 + n2r)dxdτ
) 2r−μ
2r
(
max
τ∈(0,t)
( ∫
Ωτ (β)
n
1+r
s dx
)s
dτ
) μ
1+r
 ε max
τ∈(0,t)
( ∫
Ω (β)
n
1+r
s dx
)s
+ c(ε)tδ
( ∫
Q (β)
(∣∣∇nr∣∣2 + n2r)dxdτ
)σ
, ∀ε > 0, (2.16)
τ t
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σ = (2r − μ)(1+ r)
2r(1+ r − μ) > 1, δ =
μ(1+ r)
2r(1+ r − μ) . (2.17)
Similar inequality holds for p
t∫
0
( ∫
Ωτ (β)
p2r dx
)
dτ
 ε max
τ∈(0,t)
( ∫
Ωτ (β)
p
1+r
s dx
)s
+ c(ε)tδ
( ∫
Qt (β)
(∣∣∇pr∣∣2 + p2r)dxdτ
)σ
, ∀ε > 0. (2.18)
From (2.14), (2.16), (2.18), it holds that
∫
Qt
(
n1+r + p1+r)ϕ2β dxdτ +
∫
Qt
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2)ϕ2β dxdτ
 ctδ
( ∫
Qt (β)
(∣∣∇nr∣∣2 + ∣∣∇pr∣∣2 + n2r + p2r)dxdτ
)σ
.
Setting m = ‖n+ p‖L∞(Q T ) , we obtain
F2(t, β) cmax
{
1,mr−1
}
tδ
(
F0(t, β)
)σ
. (2.19)
This inequality combining with Lemma 2.2 gives the following differential inequality for F1(t, β)
F1(t, β)
(
F2(t, β)
) 1
2
(
F0(t, β)
) 1
2
 c(m)t δ2
(
F0(t, β)
) 1+σ
2 = c(m)t δ2
(
−∂ F1(t, β)
∂β
) 1+σ
2
or
∂ F1(t, β)
∂β
−(c(m)t δ2 )− 21+σ (F1(t, β)) 21+σ (2.20)
where c(m) = c(max{1,mr−1}) 12 .
If F1(t,0) = 0, then
n(x, τ ) = p(x, τ ) = 0 a.e. (x, τ ) ∈ Qt(0).
If we assume that F1(t,0) = 0, then there exists β∗(t) ∈ (0, l] such that F1(t, β∗(t)) = 0, F1(t, β) > 0,
∀β ∈ [0, β(t)). This means that
n(x, τ ) = p(x, τ ) = 0 a.e. (x, τ ) ∈ Qt
(
β∗(t)
)
.
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∂
∂β
(
F1(t, β)
) σ−1
1+σ −(c(m)t δ2 )− 21+σ
from (2.20). Integrating the above inequality over (0, β∗(t)), we obtain
β∗(t) c(m)
2
1+σ t
δ
1+σ F
σ−1
σ+1
1 (t,0). (2.21)
Thus, we conclude the proof. 
Now, we formulate the ﬁnite speed of propagation result for nonhomogeneous boundary value
problem by employing the same technique.
Theorem 2.3. Assume that nD = 0, pD = 0, and x0 ∈ Ω,
n0(x) + p0(x) = 0 a.e. x ∈ Bρ0(x0) ∈ Ω,
R(ξ,ς)
(
ξ r + ς r)−k(ξ r+1 + ς r+1), ∀ξ,ς  0, (2.22)
where k > 0, Bρ0 (x0) are the same as in Theorem 2.1. Then there exists a nonincreasing function ρ(t) such
that ρ(0) = ρ0 and
n(x, t) + p(x, t) = 0 a.e. x ∈ Bρ(t)(x0). (2.23)
Furthermore, it holds for some M(·) ∈ L∞(0, T ), γ > 0,
ρ(t) = (ρ0 − M(t)tγ − αt)+,
α = 1+ r
2
kρ0 + rρ0
2λ2
| f |L∞(Ω) + |∇V |L∞(Bρ(0)(x0)×(0,T )). (2.24)
The constant γ ,M are the same as in Theorem 2.1.
Proof. Setting
ϕβ(x, t) =
(
ρ0 − |x− x0| − β − αt
)
+, β  0,
we can prove this theorem in a similar way as the proof of Theorem 2.1. It is thus omitted. 
Remark 2.2. By the local elliptic regularity theory and n, p ∈ L∞(Q T ), it follows that
∇V ∈ L∞
(
Bρ(0)(x0) × (0, T )
)
and so, the assumption V ∈ L∞(0, T ;Wq2(Ω)), ∀q ∈ (1,∞), in Theorem 2.1 is not necessary any more.
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In this section we consider the quasineutral limit of 1-dimensional standard drift-diffusion model
(1.1) (P (ξ) = ξ ) subject to Neumann boundary condition. For convenience, we rewrite the system
nt = (nx + nE)x − R(n, p),
pt = (px − pE)x − R(n, p),
−λ2Ex = n − p − f in (0,1) × (0, T ) (3.1)
with
nx = px = E = 0, x = 0,1, t > 0,(
n(0), p(0)
)= (nλ0(x), pλ0(x)) in (0,1) (3.2)
where E = −∇V is the electric ﬁeld.
Throughout this section we assume the following. R(n, p) ≡ 0, nλ0, pλ0 ∈ L∞(0,1) are nonnegative
and satisfy
∥∥nλ0 − pλ0 − f ∥∥L∞(0,1)  Mλ
3
2 (3.3)
for some constant M > 0, nλ0 → n0, pλ0 → p0 in L∞(0,1) as λ → 0 for some n0, p0 ∈ L∞(0,1). The
function f belongs to L∞(0,1) and
f (x) = a, x ∈ I,
where I is an open subinterval of (0, 1) and a = 0 is constant. A necessary solvability condition for
the above Neumann boundary value problem is the global charge neutrality:
1∫
0
(
nλ0 − pλ0 − f
)
dx = 0. (3.4)
Performing the quasineutral limit λ → 0 formally in (3.1), we obtain the system
nt = (nx + nE)x,
pt = (px − pE)x,
0 = n − p − f (3.5)
where (n, p, E) is the formal limit of the solution (nλ, pλ, Eλ) to (3.1), (3.2). Especially, we obtain in I
n = p + a,
nt = nxx,
0 = n − p − f . (3.6)
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eλ(t) =
1∫
0
(
nλ lnnλ + pλ ln pλ + λ
2
2
E2
)
dx+ e0
satisﬁes
d
dt
eλ(t) = −
1∫
0
( |nλx + nλEλ|2
nλ
+ |p
λ
x − pλEλ|2
pλ
)
dx (3.7)
where the constant e0 is chosen such that the entropy eλ(t) is a nonnegative quantity. This implies
λ2
1∫
0
(
Eλ(x, t)
)2
dx < +∞, ∀λ ∈ (0,1], ∀t ∈ [0, T ], (3.8)
∫
Q T
( |nλx + nλEλ|2
nλ
+ |p
λ
x − pλEλ|2
pλ
)
dxdt < +∞, ∀λ ∈ (0,1], (3.9)
with the help of (3.3). Here Q T = (0,1) × (0, T ).
Lemma 3.1. Let a > 0 and let I ′ be an arbitrary subinterval of I such that I ′ ⊂ I and ϕ ∈ C∞0 (0,1) be satisfying
0 ϕ  1 in (0,1), ϕ = 1 in I ′, suppϕ ⊂ I.
Then there is a constant M > 0 such that for any λ ∈ (0,1], t ∈ (0, T ],
λ2
∫
I ′
(
Eλ(x, t)
)2
dx+
∫
I ′×(0,T )
(
λ2
(
Eλx
)2 + (nλ + pλ)(Eλ)2)dxdt  Mλ. (3.10)
Furthermore, it holds
∫
I ′×(0,T )
(
Eλ(x, t)
)2
dxdt  M. (3.11)
Proof. Firstly, we will show
∫
I ′×(0,T )
(
λ3
(
Eλ(x, t)
)3 + λ2(Eλx )2 + (nλ + pλ)(Eλ)2)dxdt  M (3.12)
for some constant M > 0 independent of λ ∈ (0,1]. From (3.1), we have
(
λ2Eλt +
(
f − λ2Eλx
)
x +
(
nλ + pλ)Eλ)x = 0 in Q T
and furthermore,
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(
f − λ2Eλx
)
x +
(
nλ + pλ)Eλ = 0 (3.13)
by the boundary condition.
Multiplying the above equation by Eλϕ and integrating, we have
λ2
2
∫
I ′
(
Eλ(x, t)
)2
dx+
∫
I ′×(0,T )
(
λ2
(
Eλx
)2 + (nλ + pλ)(Eλ)2)dxdt
 λ
2
2
∫
I
(
Eλ(x,0)
)2
ϕ dx− λ
2
2
∫
I×(0,T )
((
Eλ
)2)
xϕx dxdt +
∫
I×(0,T )
f
(
Eλϕ
)
x dxdt
 λ
2
2
∫
I
(
Eλ(x,0)
)2
ϕ dx+ λ
2
2
∫
I×(0,T )
(
Eλ
)2|ϕxx|dxdt +
∫
I×(0,T )
a
(
Eλϕ
)
x dxdt
 M (3.14)
with the help of (3.3), (3.8). Here and in the following, M is a constant independent of λ ∈ (0,1].
This means that the set {λEλ; λ∈ (0,1]} is uniformly bounded in L2(0, T ; H1(I ′))∩ L∞(0, T ; L2(I ′)).
By the embedding theorem, the set is bounded in L∞(0, T ; L2(I ′))∩ L2(0, T ; L∞(I ′)) and, furthermore,
by interpolation we obtain that the set is bounded in L3(I ′ × (0, T )). Thus, (3.12) holds.
Secondly, we will show
λ
∫
I ′×(0,T )
(
Eλ(x, t)
)2
dxdt  M. (3.15)
We compute
a
∫
I ′×(0,T )
(
Eλ(x, t)
)2
dxdt 
∫
Q T
f
(
Eλ
)2
ϕ dxdt
=
∫
Q T
(
nλ − pλ)(Eλ)2ϕ dxdt +
∫
Q T
λ2Eλx
(
Eλ
)2
ϕ dxdt

∫
Q T
(
nλ + pλ)(Eλ)2ϕ dxdt +
∫
Q T
λ2
3
∣∣Eλ∣∣3|ϕx|dxdt
since ∫
Q T
Eλx
(
Eλ
)2
ϕ dxdt = −2
∫
Q T
Eλx
(
Eλ
)2
ϕ dxdt −
∫
Q T
(
Eλ
)3
ϕx dxdt.
Setting I ′′ = suppϕ , we obtain
a
∫
I ′×(0,T )
(
Eλ(x, t)
)2
dxdt

∫
I ′′×(0,T )
(
nλ + pλ)(Eλ)2 dxdt + 1
3λ
‖ϕx‖L∞(0,1)
∫
I ′′×(0,T )
λ3
(
Eλ
)3
dxdt.
Since I ′′ ⊂ I , (3.12) holds for I ′′ instead of I ′ . Thus the above inequality implies (3.15).
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λ2
2
∫
I ′
(
Eλ(x, t)
)2
dx+
∫
I ′×(0,T )
(
λ2
(
Eλx
)2 + (nλ + pλ)(Eλ)2)dxdt
 λ
2
2
∫
I
(
Eλ(x,0)
)2
ϕ dx+ λ
2
2
∫
I×(0,T )
(
Eλ
)2|ϕxx|dxdt
 λ
2
2
∫
I ′′
(
Eλ(x,0)
)2
dx+ λ
2
2
‖ϕxx‖L∞(0,1)
∫
I ′′×(0,T )
(
Eλ
)2
dxdt.
Since (3.15) also holds for I ′′ instead of I ′ , (3.10) follows from the above inequality.
Using the embedding theorem and interpolation theory again, we can verify that the set
{√λEλ; λ ∈ (0,1]} is uniformly bounded in L3(I ′ × (0, T )) from (3.10). Hence we can prove (3.11)
similarly to the above proof of (3.15). 
Theorem 3.2. For any open subinterval I ′ ⊂ I (I ′ ⊂ I), the following convergence result holds (after extracting
subsequences) as λ → 0
nλ → n, pλ → p in L1
(
0, T ; Lρ(I ′)
)
, ∀ρ ∈ [1,∞),
Eλ ⇀ E in L2
(
I ′ × (0, T )),
nλEλ, pλEλ → 0 in L1
(
I ′ × (0, T )) (3.16)
for some (n, p, E) which satisﬁes the system (3.6) in I ′ × (0, T ) and the initial condition n(0) = n0(x), p(0) =
p0(x) in the sense of H−1(I ′).
Proof. We ﬁrst consider the case of a > 0.
By Lemma 3.1 and (3.9), we have
√
nλEλ,
√
pλEλ,nλ − pλ − a → 0 in L2
(
I ′ × (0, T )) as λ → 0 (3.17)
and n
λ
x√
nλ
,
pλx√
pλ
∈ L2(I ′ × (0, T )) are uniformly bounded in λ ∈ (0,1]. By Hölder inequality we have
∥∥nλx∥∥L1(I ′×(0,T )) 
∥∥∥∥ n
λ
x√
nλ
∥∥∥∥
L2(I ′×(0,T ))
∥∥√nλ ∥∥L2(I ′×(0,T ))  M.
Hence
{
nλ; λ ∈ (0,1]}; bounded in L1(0, T ;W 11 (I ′)). (3.18)
Furthermore, the estimation
∥∥nλx + nλEλ∥∥L1(I ′×(0,T )) 
∥∥∥∥n
λ
x + nλx Eλ√
λ
∥∥∥∥ ′
∥∥√nλ ∥∥L2(I ′×(0,T ))n L2(I ×(0,T ))
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{
nλt ; λ ∈ (0,1]
}; bounded in L1(0, T ;W−11 (I ′)). (3.19)
Hence
{
nλ; λ ∈ (0,1]}; compact in L1(0, T ; Lρ(I ′)), ∀ρ ∈ [1,∞). (3.20)
Thus we conclude that the following convergence results hold for some n and subsequences {nλ} as
λ → 0
nλ → n in L1
(
0, T ; Lρ(I ′)
)
, ∀ρ ∈ [1,∞),
nλt ⇀ nt in L1
(
0, T ;W−11 (I ′)
)
. (3.21)
Furthermore, we obtain
√
nλ → √n in L2
(
I ′ × (0, T )) (λ → 0)
since
∫
I ′×(0,T )
∣∣√nλ − √n∣∣2 dxdt 
∫
I ′×(0,T )
∣∣nλ − n∣∣dxdt → 0 (λ → 0).
This gives with (3.17)
nλEλ =
√
nλ
(√
nλEλ
)
⇀ 0 in L1
(
I ′ × (0, T )). (3.22)
The same convergence results also hold for p and by Lemma 3.1, it holds for some E
Eλ ⇀ E in L2
(
I ′ × (0, T )). (3.23)
Thus, all the above convergence results allow us to take the limit λ → 0 in (3.1), from which we
obtain (3.6) in I ′ × (0, T ). By (3.18), (3.19), nλ, pλ strongly converge to n, p in C([0, T ]; H−1(I ′)), re-
spectively. Hence the initial data is veriﬁed in the sense of H−1(I ′).
In the case of a < 0, setting − f = g , −Eλ = G , we can reduce the problem to the case of a > 0. 
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