This study has developed a hydrologic forecasting system for correcting the systematic bias inherent in hydrologic simulations based on the Bayes' theorem. The observed climatology was used as prior information, and results of a linear regression model that describes the relationship between 'the observed streamflow' and 'the mean of the Ensemble Streamflow Prediction (ESP) forecasts' was used to form a likelihood function. The Bayes' theorem was then applied to produce posterior information for the streamflow forecast. Thirty-five watersheds, in which a dam is operated, were tested in this study, and the forecast accuracy was evaluated. It was found that the developed Bayesian ESP (B-ESP) model is capable of improving the forecast accuracy of the ESP. It was found that the forecasting accuracy was improved for all the different lengths of lead-times with the B-ESP model. Nonetheless, the B-ESP model obtained lower RPSS values than the ESP, while its deterministic forecasting accuracy was better than the ESP. This is due to the intrinsic attribute of the Bayesian inference.
INTRODUCTION
Accurate hydrologic forecasts help water resources agencies formulate appropriate plans for available water resources.
Forecasts at multiple timescales enable management decisions across various time horizons (Labadie ) . Seasonal streamflow forecasts benefit a range of water resources management activities (Zhao et al. ) , such as drought mitigation (Steinemann ) , flood preparation (Ding et al. ; Pappenberger et al. ) and reservoir operation (Georgakakos et al. ) . Besides, many forecast users are interested in sub-seasonal (e.g., monthly) streamflow prediction, which can help water managers achieve efficient short-term decision-making (Alemu et al. ; Zhao & et al. () used this Bayes' theorem to merge ensemble seasonal climate forecasts, which were generated by multiple climate models, for better forecasting. Fang et al. () improved their summer rainfall forecasting ability over the Yangtze River valley using the Bayes' theorem. Yoon et al. for probabilistic hydrologic forecast. Krzysztofowicz () proposed a Bayesian forecasting system (BFS) that can be used for probabilistic forecasting using the deterministic hydrologic model of any complexity. The BFS provides an ideal theoretic framework for uncertainty quantification, which can be broken down into precipitation and hydrologic uncertainty (Han & Coulibaly ) . Precipitation and Nonetheless, there remains room for improvement in hydrologic forecasts. We rather focused on correcting the systematic bias in hydrologic simulations driven by a deterministic model and utilized the overall uncertainty in probabilistic forecasts to assign weight to the correcting factor. For short-term forecasting such as flood forecasting, deterministic forecasting is extremely challenging due to the large natural variability. On the other hand, for mid-or long-term forecasting, more accurate deterministic forecasting can be expected, as natural variability diminishes due to being temporally aggregated. Therefore, we used the simple Bayes' theorem to correct the systematic bias in hydrological forecasting. Although there are some studies that utilized this simple Bayes' theorem for hydrologic forecasting after 
METHODS

Rainfall-runoff model: tank model
A modified conceptual rainfall-runoff model (tank model with soil moisture structure) was used as a deterministic hydrologic model for the runoff simulation in this study.
Having four tanks and a soil moisture structure, the tank model simulates the net stream discharge as the sum of the discharges from the side outlets of the tanks (Sugawara ) . In order to consider the snow accumulation-melting module, the modified tank model developed by McCabe & Markstrom () was used. When the temperature is below the value of the specified threshold (T snow ), all precipitation is considered to be snow. If the temperature is greater than the value of the additional threshold (T rain ), all precipitation is considered to be rain. Within the range defined by T snow and T rain , the amount of precipitation that becomes snow decreases linearly from 100 to 0% of the total precipitation. This relation is expressed as Equation (1):
P rain is then computed as P rain ¼ P À P snow . For snow melt module, the fraction of snow storage (snostor) that melts in a month (snow melt fraction, SMF) is computed from mean monthly temperature (T) and a maximum melt rate (meltmax); meltmax is often set to 0.5 (McCabe & Wolock ). The fraction of snow storage that melts in a month is computed as Equation (2):
If the computed SMF is greater than meltmax, then SMF is set to meltmax. The amount of snow that is melted in a month (SM) is computed as SM ¼ snostor × SMF.
The daily time series of the basin average precipitation, temperature and potential evapotranspiration were used as input data. The parameters of the model are estimated using the shuffled complex evolution algorithm, one of the population-evolution-based global optimization methods (Duan et al. ) . 
Bayes' theorem
Bayes' theorem defines the manner in which prior distribution can be updated when new information is provided (as a form of the likelihood function). The Bayesian inference derives the posterior probability as a consequence of two antecedents, namely, the prior probability and the likelihood function derived from the statistical model for the observed data as shown in Equation (3):
where θ is a random variable of interest (i.e., dam inflow in this study), y is new information for the random variable of interest (i.e., ESP in this study), p(yjθ) is the likelihood function and p(y) is the marginal probability of y. In the context to be used, the prior distribution p(θ) describes the probability forecast and the posterior distribution p(θjy)
describes the updated forecast given y.
All the probability density functions (pdf) are assumed to be a normal distribution function for the direct evaluation of Equation (3).
Prior distribution
The prior distribution can be simply derived from the climatological distribution of dam inflow from historical observations. A normal distribution is fit to the data as the the likelihood function using the conditional distribution of the ensemble mean, given the observation p( yjθ), and the conditional distribution of the ensembles, given their mean value p(yj y), as shown in Equation (4):
The relationship between the ensemble mean and the observation is expressed as a linear regression model, shown as follows (Coelho et al. ) :
where α and β are the intercept and slope parameters of the regression model, respectively.
The variable, ε, represents the zero-mean residuals of the regression model. It is assumed to be normally distributed, and its variance, σ 
As shown in Equation (6), the variance in the likelihood function is composed of two sources -σ 2 ε , which represents the efficiency of the linear regression that relates the ensemble mean forecast to the matching observation and σ 
Posterior distribution
Based on the Bayes' theorem, when both the prior distribution and likelihood function follow a normal distribution, the posterior distribution p(θjy) can be analytically derived and is also found to follow a normal distribution (Lee ; Coelho et al. ). The posterior distribution is then given by the following equation:
with mean θ p and variance σ 2 p calculated as follows:
It should be noted that the posterior distribution is conditioned on the entire distribution of y, not just on the mean y.
Forecast performance verification metrics
Some verification metrics are used for evaluation of forecast quality. First, Nash-Sutcliffe efficiency (NSE) is used to evaluate the quantitative error between observed and predicted values. NSE is a non-dimensional coefficient which can range from À∞ to 1 (Nash & Sutcliffe ). NSE is computed through the standardization of the mean squared error between forecasts and observations. Essentially, the closer the NSE is to 1, the more accurate the forecast is.
In addition, probability of detection (POD) is used to evaluate the accuracy of categorical forecasts. The POD is simply the fraction of those occasions when the forecast event occurred on which it was also forecast (Wilks ).
In this study, a 3 × 3 contingency table for categorical forecast verification situation is used, as shown in Figure 2 .
The categories are divided into 'below normal', 'normal' 
For verification of probabilistic forecast in this study, ranked probability skill score (RPSS), the skill score for a collection of ranked probabilistic score (RPS) values relative to the RPS computed from the climatological probabilities, is used. RPS is the most commonly used measure that is capable of penalizing forecasts increasingly, as more probability is assigned to event categories further removed from the actual outcome (Wilks ). Readers are referred to Wilks () for details of RPS. Once the posterior distribution is determined, the three interval probabilities, p b , p n and p a (called the 'below normal', 'normal' and 'above normal' probability) are calculated by inputting observed terciles (x obs a and x obs b ) to posterior cumulative distribution function, as seen below:
where F pst is a posterior cumulative distribution function.
Note that these three interval probabilities are categorical probabilistic forecasts of the B-ESP model. If we use prior cumulative distribution function for Equation (10),
we then obtain categorical probabilistic forecast of the ESP.
CASE STUDY Application sites and data sets
Thirty-five watersheds, in which a dam is operated, were tested in this study. Figure 3 shows the locations of the 35 watersheds across South Korea along with 60 ASOS (Automated Synoptic Observing System) rainfall stations used in this study. Table 1 
Modelling framework
Bayesian ESP fitting
One advantage of the developed B-ESP model is that it can be easily set up for any scale of lead-time. In this study, four different lead-times were modelled using B-ESP: (i) 1-week ahead weekly forecast, (ii) 1-month ahead monthly forecast, (iii) 2-month ahead monthly forecast and (iv) 3-month ahead monthly forecast. As presented in the 'Bayesian approach' section, α, β, σ 2 ε can be obtained by the regression model fitted using 'the ensemble mean forecasts' and 'matching observations' during the hindcast period, which is from 1971 to 2010 in this study. These three parameters of B-ESP were estimated for each time step of a year, i.e., in the case of the monthly forecast model, we 
RESULTS
Determination of the posterior distribution
The B-ESP models were fitted using the ESP forecasts from 1971 to 2010. has larger POD values than the ESP across most seasons.
Although the forecast accuracy in summer (high-flow season in South Korea) was still poor, it is found that the B-ESP model has a greater capacity of increasing forecasting accuracy as compared to the ESP. Further, regardless of the forecast model, the forecast performance diminished as the lead-time extended, as was expected.
However, in terms of RPSS, the B-ESP model received lower scores than the ESP. Figure 9 presents the RPSS of the two 1-month ahead forecast models (the ESP and the Nonetheless, we have used original meteorological and hydrological data sets without data transformation despite would be implemented by a future study. In this study, to resolve an issue pertaining to the potential negative forecasts, the likelihood mean is bound to zero to prevent the posterior mean from ever becoming negative. Further, it is assumed that the negative space (below zero threshold) of the posterior distribution is lumped to the zero flows.
Probabilistic forecasts
As mentioned in the section 'Bayesian ESP fitting', the posterior precision is always higher as compared to the prior (e.g., climatology) precision. Thus, the posterior variance is less than the prior variance. Due to this intrinsic attribute of the Bayesian inference, the B-ESP model tends to assign less probability to both tails in its distribution (Figure 5(a) is an example of this attribute). Consequently, the B-ESP model obtained lower RPSS values than the ESP despite its deterministic forecasting accuracy being enhanced. This is due to RPSS being a measure that is sensitive to distance.
It penalizes forecasts increasingly as more probability is assigned to the event categories that are further removed from the actual outcome (Wilks ) . This limitation of the B-ESP model in terms of probability forecasts should be overcome through future studies.
CONCLUDING REMARKS
This study developed a hydrologic forecasting model based on the Bayes' theorem using climatology as prior infor- Long-term hydrologic forecasting has been challenging due to its low accuracy and high uncertainty. It is expected that the B-ESP model, a simple but capable of correcting errors in the traditional forecasting models, sheds light on how the current hydrological forecasting system in Korea can be improved. Further, the B-ESP model also can be applied to real-time hydrological forecasting, as it is flexible enough to be applied to any lead-time. Corresponding future efforts would be undertaken for the evaluation of the potential improvement in real-time forecasting.
