Today, people benefit from utilizing data mining technologies, such as association rule mining methods, to find valuable knowledge residing in a large amount of data. However, they also face the risk of exposing sensitive or confidential information, when data is shared among different organizations. Thus, a question arises: how can we prevent that sensitive knowledge is discovered, while ensuring that ordinary non-sensitive knowledge can be mined to the maximum extent possible. In this paper, we address the problem of privacy preserving in association rule mining from the perspective of multi-objective optimization. A new hiding method based on evolutionary multi-objective optimization (EMO) is proposed and the side effects generated by the hiding process are formulated as optimization goals. EMO is used to find candidate transactions to modify so that side effects are minimized. Comparative experiments with exact methods on real datasets demonstrated that the proposed method can hide sensitive rules with fewer side effects.
Introduction
Data often need to be shared among different organizations during business collaboration in order to gain more reciprocal interests. People can utilize data mining techniques to extract useful knowledge from the shared large data collection. However, despite its benefits to business decision making, data mining technology could also pose the threat of disclosing sensitive knowledge to other parties. To address this issue, a feasible solution is to modify the original database in some way so that the sensitive knowledge can not be mined out. In this paper, we focus on privacy preserving in association rule mining. Modification could lead to non-sensitive rules also to be concealed. The challenge is how to hide the sensitive rules while the non-sensitive ones still can be mined out in the modified database to the largest extent possible.
Atallah et al. (Atallah et al. 1999 ) first proposed the protection algorithm for data sanitization and proved the optimal solution to this problem is NP-hard. Dasseni (Dasseni et al. 2001) and Verikios (Verikios et al. 2004 ) extended the itemset hiding to association rules and proposed three heuristic hiding approaches, i.e., algorithm 1.a, 1.b, 2.a and 2.b. These approaches hide sensitive rules by deleting or inserting items to decrease the supports or confidences of sensitive rules below the specified thresholds. Amiri (Amiri 2007) proposed heuristic algorithms to hide itemset (not rules) by removing transactions or items, in terms of the number of sensitive and non-sensitive itemsets related. Although the rule hiding problem well beholds the characteristic of multi-objective optimization, as far as we know, there is no related work to solve this problem from a multiobjective optimization point view.
In view of this, we adopted the evolutionary multiobjective optimization (EMO) algorithm to solve this problem. The side effects were formulated as optimization goals to be minimized. The model we adopted to modify database and hide rules was to remove selected items in identified transactions which support sensitive rules, so that sensitive rules could escape the mining in the modified database at some predefined thresholds.
The main contribution of this paper is as follows. First we took the rule hiding problem as a multi-objective optimization process and adopted the EMO method to solve it for the first time. Secondly, compared with deterministic methods, the proposed hiding approach based on EMO can hide all sensitive rules with fewer side effects in most cases at the cost of more running time.
Problem Formulation
The rule hiding problem can be formulated as follows. 
.In addition, some rules falsely generated in sanitized database D' is marked as S-F-G (Spurious rules Falsely Generated). S-F-G=
. Thus, the sensitive rules hiding task can be formulated as a multi-objective optimization problem:
The EMO-based Hiding Method
The sensitive rules are hidden by removing items to decrease their support or confidence below the thresholds MCT or MST. We need to solve two problems before database modification. 1) Find suitable transactions to be modified in the database. 2) Determine which items to be removed in each identified transaction. We adopted the selection mechanism of the NSGA II algorithm (Deb et al. 2002) and SMS-EMO (Beume et al. 2007) respectively to solve the first problem. We named the two EMO-based methods as NSGA-II-RH and SMS-EMO-RH. For the second problem, the selected item to remove is the one which corresponds to the consequent part of the sensitive rule in the identified transaction and beholds the highest support/frequency.
In order to improve the quality of population, two specific devised solutions in the first generation are created by the heuristic way to accelerate the convergence speed.
Performance Evaluations
We tested the proposed algorithm on three representative real databases. The population size is 40 and the maximum generation is 100. 5 sensitive rules were selected randomly for each dataset to perform hiding task. Table 1 shows the experiment result on the above three datasets with various MCTs. We compared the two EMO-based hiding approaches with four heuristic methods proposed by Dasseni (Dasseni et al. 2001) and Verikios (Verikios et al. 2004) . As indicated in Table 1 , the EMO-based method could achieve better results in most cases. Note that 1.a used the strategy of adding items to hide rules. All other methods adopted the strategy of removing items.
