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Resumo
A Robo´tica Baseada em Comportamentos (RBC) se baseia na emergeˆncia de comporta-
mentos robo´ticos de modo a garantir inteligeˆncia e autonomia nas ac¸o˜es que um agente
deve descrever para alcanc¸ar seus objetivos.
Desta forma, surge a necessidade de se achar uma maneira formal de representar es-
tes comportamentos robo´ticos, mantendo caracterı´sticas como complexidade, concisa˜o e
compactac¸a˜o na representac¸a˜o. Neste trabalho se afirma que as linguagens contidas na
hierarquia de Chomsky sa˜o capazes de representar esta variada gama de comportamentos
robo´ticos.
Tendo em vista a formalizac¸a˜o de assuntos pertinentes a robo´tica, neste trabalho tam-
be´m e´ feita uma nova definic¸a˜o formal dos agentes autoˆnomos (AAs), os quais aparecem
como tendo seu funcionamento tal qual uma ma´quina de Turing.
Ale´m disso, procura-se fazer paralelos com modelos encontrados na natureza para se
encontrar inspirac¸o˜es de como os comportamentos robo´ticos podem ser implementados.
Assim, e´ proposta a utilizac¸a˜o das redes neurais artificiais (RNAs) para a implementac¸a˜o
dos comportamentos robo´ticos descritos pelas linguagens de Chomsky.
Palavras Chave: agentes autoˆnonomos, hierarquia de Comsky, comportamentos ro-
bo´ticos, redes neurais artificiais.
Abstract
The Behavior-Based Robotics has its foundations in the emergence of robotic behaviors,
and aims at providing intelligence and autonomy to actions performed by agents in search
of their goals.
To attain that objective, it becomes necessary to find a proper way to represent robotic
behaviors, although keeping some specific features, such as complexity and conciseness.
In this work it shall be asserted that the languages pertaining to Chomsky Hierarchy are
adequate to represent the great variety of robotic behaviors.
Taking into account the need to formalize the topics related to Robotics, a new strict
definition of autonomous agents (AAs) is developed, where the AAs are represented as a
Turing machine.
In addition, this work makes an effort to establish a parallel with natural models in or-
der to achieve an insight of how the robotic behaviors can be set up. Hence, it is proposed
to use artificial neural networks (ANNs) to implement robotic behaviors represented by
the Chomsky Languages.
Keywords: autonomous agents, Chomsky hierarchy, robotic behaviors, artificial neu-
ral networks
Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
No decorrer da histo´ria da humanidade e´ salutar o desejo humano da criac¸a˜o de artefa-
tos que apresentem caracterı´sticas autoˆnomas, tendo em vista fatores como otimizac¸a˜o,
comodidade e de um modo geral, resoluc¸a˜o de problemas difı´ceis e incoˆmodos de serem
executados, como tarefas repetitivas, desgastantes, perigosas, etc.
Esta caracterı´stica intrı´nseca do ser humano de criar entidades autoˆnomas remonta
desde mitos gregos, como o do escultor Pigmalia˜o, que criou em forma de esta´tua a mais
bela das mulheres e a chamou de Galate´ia. No entanto, uma solene frustrac¸a˜o recaiu
sobre o nobre escultor, pois apesar de vislumbrante, sua obra era inanimada. Assim,
pediu a Afrodite que a transformasse em uma mulher, e enquanto ele dormia, Afrodite
atendeu seu pedido. Galate´ia se tornou uma mulher e casou-se com seu criador [85].
Na mesma linha, tambe´m existe a lenda da criatura feita de barro chamada Golen,
que tinha propo´sitos de protec¸a˜o a comunidade judaica e realizac¸a˜o de trabalhos brac¸ais.
Nesta lenda ja´ surge a necessidade da criac¸a˜o de uma linguagem que descrevesse o
comportamento da criatura, em que palavras ma´gicas fixadas na testa da criatura re-
giam seu comportamento. Isto era feito utilizando as palavras “EMET” (verdade) ou
“MET” (morte), de modo que enquanto a palavra “EMET” estivesse em vigeˆncia, Golen
fazia tudo que seu mestre pedia, e quando a tira de papel fosse trocada para “MET” a cri-
atura era desativada, ou seja, este mecanismo funcionava como um bota˜o “liga-desliga”.
[100].
2Na Idade Me´dia um alquimista chamado Paracelsus dizia-se capaz de criar pequenos
seres batizados de homunculus que o ajudavam para tarefas brac¸ais. Na˜o se pode deixar de
citar os autoˆmatos provenientes da relojoaria e da mecaˆnica de precisa˜o, como o pato de
Jacques de Vaucanson que continha, em apenas uma asa, mais de 400 pec¸as articuladas,
de modo a imitar os movimentos de um pato [41].
Em e´poca contemporaˆnea, na literatura os livros “Frankestein” de Mary Shelley, “O
Cac¸ador de Andro´ides” de Philip Dick, os romances de Isaac Asimov como “O Homem
Bicentena´rio”, dentre outros, sa˜o sucesso entre os mais variados nichos de leitores. Ale´m
da literatura, o cinema obteve virtuoso sucesso de bilheterias com filmes como “Guerra
nas Estrelas”, “Blade Runner”, “Matrix” e “Inteligeˆncia Artificial”.
Observa-se em todos estes casos da ficc¸a˜o cientı´fica, que a emergeˆncia de compor-
tamentos robo´ticos e´ resultado de uma comunicac¸a˜o atrave´s de linguagem natural. Isto
da´ margem a uma se´rie de dificuldades, como a ambiguidade e a necessidade de uma
grande quantidade de senso comum, de modo que ainda hoje em dia, este tratamento via
linguagem natural, ainda permanece no aˆmbito da ficc¸a˜o.
Fora do escopo fictı´cio e lenda´rio, aplicac¸o˜es de roboˆs que requerem autonomia podem
ser achadas no aˆmbito de explorac¸a˜o espacial, como o roboˆ chamado “PAW” que tem
como objetivo colher amostras do solo de Marte, bem como obter dados da atmosfera do
planeta vermelho em busca de resquı´cios de vida marciana. [1]
Apesar de fora do enfoque deste trabalho, e´ importante citar trabalhos de vida artificial
como os do bio´logo Thomas Ray [86][87][88] que criou um sistema baseado em uma
ma´quina virtual em que organismos digitais (programas), seguindo algumas heurı´sticas
da evoluc¸a˜o e gene´tica, deveriam se reproduzir e competir entre si de modo a garantir
memo´ria e tempo de processamento.
Finalmente, pode-se citar o ambicioso projeto do roboˆ COG que foi projetado para si-
mular os sentimentos humanos [20] utilizando uma alta carga de processamento e lanc¸ando
ma˜o de ide´ias, outrora vistas como ficc¸a˜o cientı´fica, como a inspirac¸a˜o do aprendizado
do roboˆ nas chamadas “Child Machines”, profetizadas por Allan Turing em seu artigo
Computing Machinery and Intelligence de 1950 [104].
Estudos das u´ltimas de´cadas trazem a` tona a utilizac¸a˜o de te´cnicas de inteligeˆncia arti-
ficial, como na abordagem da Robo´tica Baseada em Comportamento em que a emergeˆncia
3de comportamento inteligente e autoˆnomo se da´ atrave´s de uma implementac¸a˜o compor-
tamental, seguindo diferentes arquiteturas de controle. [21][91][68][65].
Um dos grandes problemas da a´rea da robo´tica baseada em comportamentos e´ como
descrever as ac¸o˜es que um roboˆ deve efetivar, isto e´, como descrever os comportamentos
robo´ticos atrave´s de linguagens que possam representar os mais variados tipos de com-
portamentos robo´ticos, sendo ao mesmo tempo precisas e formais.
As linguagens para descric¸a˜o de comportamentos encontradas atualmente na litera-
tura [51][50][62][70][76][21] se baseiam em fatores como arquitetura de hardware e lin-
guagens de programac¸a˜o especı´ficas, o que corrobora certas restric¸o˜es nos projetos de
Agentes Autoˆnomos, como uma dependeˆncia do aparato fı´sico do roboˆ, bem como pro-
blemas de portabilidade sob o aspecto da coarctac¸a˜o em uma determinada linguagem de
programac¸a˜o.
Desta forma, surge a necessidade de um formalismo para a descric¸a˜o de comporta-
mentos robo´ticos, de modo a prover uma linguagem comum e completa para a expressa˜o
destes comportamentos.
Aliado a isto, da mesma maneira que estudos de etologia [69][35][4] classificam os
comportamentos dos seres vivos seguindo diferentes nı´veis de complexidade, torna-se
conveniente idealizar um modo de classificar os comportamentos robo´ticos utilizando
algum modelo que consiga representar a complexidade dos diferentes espectros destes
comportamentos.
As linguagens de Chomsky e seus autoˆmatos correspondentes sa˜o modelos de descric¸a˜o
formal bastantes poderosos, onde suas caracterı´sticas hiera´rquicas conseguem englobar a
complexidade das estruturas a serem representadas.
Assim, utilizando diferentes nı´veis da hierarquia de Chomsky, com suas linguagens
e autoˆmatos peculiares, se tem uma estrutura ao mesmo tempo formal e flexı´vel para a
representac¸a˜o de comportamentos robo´ticos, respeitando diferentes facetas de complexi-
dades inerentes a estes comportamentos.
Por outro lado, de posse de um modelo de representac¸a˜o dos comportamentos robo´ticos,
surge a necessidade de encontrar uma ferramenta que implemente o formalismo adquirido
com a hierarquia de Chomsky.
Haja vista que os comportamentos emergidos pelos seres vivos se da˜o atrave´s do funci-
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e consequ¨entemente as estruturas de redes neurais que conseguem efetivar um mapea-
mento entre as informac¸o˜es captadas do ambiente pelo seu aparato senso´rio e a emergeˆncia
de um comportamento adequado naquele contexto ambiental, se torna interessante achar
junto a` inspirac¸a˜o biolo´gica das redes neurais, modelos artificiais destas redes que consi-
gam implementar os comportamentos robo´ticos propostos.
Ale´m disso, as redes neurais artificiais sa˜o estruturas que suportam imperfeic¸o˜es no
ambiente, possuem toleraˆncia a falhas, sa˜o capazes de fazer generalizac¸o˜es e interpolac¸o˜es,
ou seja, trazem caracterı´sticas convenientes para aplicac¸o˜es na robo´tica.
Assim, neste trabalho se propo˜e a utilizac¸a˜o das redes neurais artificiais como mode-
los para a implementac¸a˜o de comportamentos robo´ticos, seguindo a representac¸a˜o destes
comportamentos sob a o´tica das linguagens de Chomsky.
1.2 Objetivos
1.2.1 Objetivo Geral
O foco principal desta dissertac¸a˜o e´ mostrar que os diferentes nı´veis da hierarquia de
Chomsky podem representar comportamentos robo´ticos, aplicando as redes neurais arti-
ficiais como modelos para a implementac¸a˜o destas linguagens.
1.2.2 Objetivos Especı´ficos
• Fazer um levantamento das bases cientı´ficas para o estudo de comportamentos no
aˆmbito biolo´gico e mental, posteriormente analisar os paradigmas de arquiteturas
robo´ticas, elucidando exemplos das mesmas;
• Estudar algumas das linguagens para descric¸a˜o de comportamentos existentes na
literatura, alc¸ando suas qualidades e limitac¸o˜es;
• Fazer um estudo sobre os diferentes nı´veis da hierarquia de Chomsky, expondo suas
caracterı´sticas em nı´veis de grama´ticas e autoˆmatos, e sequ¨encialmente efetuar a
modelagem de comportamentos robo´ticos utilizando as ide´ias de Chomsky;
5• Realizar uma formalizac¸a˜o da definic¸a˜o de um agente autoˆnomo, sob o prisma da
ma´quina de Turing.
• Encontrar na literatura modelos de redes neurais artificiais que implementem os
diferentes nı´veis das linguagens de Chomsky, mostrando a plausibilidade das RNAs
na implementac¸a˜o destas linguagens.
• Acrescentar uma nova camada a` arquitetura PiramidNet, na qual a emergeˆncia de
comportamentos mais complexos sera´ atrave´s de modelos de RNAs que implemen-
tem autoˆmatos de pilha e autoˆmatos linearmente limitados.
1.3 Estrutura da Dissertac¸a˜o
No capı´tulo 2 sera˜o abordados aspectos gerais da robo´tica baseada em comportamen-
tos, entornando algumas bases biolo´gica no estudo dos comportamentos animais, para
em seguida discutir os principais paradigmas da RBC, exemplificando arquiteturas para
implementac¸a˜o destes enfoques.
Com o intuito de fazer um levantamento bibliogra´fico sobre as linguagens para descri-
c¸a˜o de comportamentos, o capı´tulo 3 engloba diferentes linguagens que modelam com-
portamentos nos diferentes paradigmas da RBC.
O capı´tulo 4 faz um estudo dos diferentes nı´veis da hierarquia de Chomsky, abor-
dando os aspectos dos dispositivos geradores e reconhecedores de linguagem, fornecendo
antes uma terminologia ba´sica para o estudo destas teorias. Por consequ¨eˆncia, diferen-
tes comportamentos robo´ticos sa˜o abordados, fazendo a devida classificac¸a˜o deles em
seus respectivos nı´veis da hierarquia de Chomsky. Ale´m disso, uma discussa˜o sobre a
descric¸a˜o formal de um agente como uma ma´quina de Turing e´ realizada.
No capı´tulo 5, e´ proposta uma nova definic¸a˜o para os agentes autoˆnomos, bem como
para os comportamentos emergidos por estes. Esta definic¸a˜o e´ mantida sob a o´tica formal
da ma´quina de Turing.
As redes neurais artificiais como mecanismos capazes de implementar comportamen-
tos robo´ticos que seguem a hierarquia de Chomsky sa˜o tratadas no capı´tulo 6, onde e´
discutido os modelos de RNAs apropriados para fazer esta implementac¸a˜o. Tambe´m e´
6feita uma contextualizac¸a˜o dos mecanismos da memo´ria humana com os autoˆmatos da
hierarquia de Chomsky. Finalmente, se tem um acre´scimo de camadas a arquitetura Pira-
midNet, atrave´s do incremento de mo´dulos que permitam a implementac¸a˜o via RNAs de
autoˆmatos de pilha e autoˆmatos linearmente limitados.
No u´ltimo capı´tulo sa˜o comentados as concluso˜es obtidas com este estudo, objeti-
vando realc¸ar se as proposic¸o˜es idealizadas neste trabalho foram cumpridas.
Capı´tulo 2
Agentes Autoˆnomos e Robo´tica Baseada
em Comportamento
“Para entender como aprendemos e nos lembramos, ou de onde vem o pensamento,
a conscieˆncia, e o auto conhecimento, exige-se um salto ta˜o grande quanto o dado
por Galileu quando ele ignorou a resisteˆncia do ar, ou Newton, quando estendeu a
gravidade da superfı´cie da Terra a` Lua, ou Einstein, quando redefiniu o
tempo” (Leon N. Cooper)
2.1 Introduc¸a˜o
Ao se tratar de Agentes Autoˆnomos, torna-se relevante definir o termo agente. Russel &
Norvig [94] apresentam uma definic¸a˜o que apesar de simples, consegue ser bastante glo-
bal. “Um agente e´ tudo que pode ser visto percebendo seu ambiente atrave´s de sensores
e atuando no ambiente atrave´s de atuadores.” 1
Geralmente, os ambientes do mundo real tendem a oscilar entre diferentes estados, ou
seja, a configurac¸a˜o espacial, clima´tica, luminosa, e as relac¸o˜es entre entidades (obsta´culos,
marcos de orientac¸a˜o, etc.) em geral sa˜o passı´veis de mudanc¸as no decorrer do tempo, tor-
nando complexo o desenvolvimento de agentes autoˆnomos. Ale´m da questa˜o da dinaˆmica
1Na pro´xima sub-sec¸a˜o uma definic¸a˜o mais aprofundada e menos gene´rica sera´ apresentada, onde
os agentes mante´m alguma entidade de cunho cognitivo para que possam realizar o mapeamento entre
percepc¸a˜o e ac¸a˜o.
8do ambiente, existem situac¸o˜es em que o ambiente e´ pouco conhecido, difı´cil de ser aces-
sado, perigoso e ate´ mesmo hostil. Como exemplos se pode citar pesquisas em a´guas sub-
mersas no ambiente ge´lido da Anta´rtida [79], a explorac¸a˜o do vulca˜o do Monte Erebus
[111] e o projeto do Roboˆ Noˆmade (“Nomad Robot”) que navega em busca de meteori-
tos [59]. Outro exemplo que vem chamado atenc¸a˜o e´ o desenvolvimento de roboˆs para a
explorac¸a˜o de Marte no que tange aspectos como ana´lise da atmosfera, material do solo,
condic¸o˜es clima´ticas e resquı´cios de vida. [109][99][1]
2.2 Autonomia e Inteligeˆncia
Dado o contexto da dinaˆmica ambiental, conve´m dotar os agentes de certa independeˆncia
para que possam lidar de maneira mais pro´xima da o´tima com as “adversidades” do am-
biente, surgindo assim a ide´ia de autonomia.
Os agentes que apresentam autonomia, isto e´, Agentes Autoˆnomos apresentam uma
entidade cognitiva que tem a responsabilidade de fazer um mapeamento entre os dados
oriundos dos sensores para as ac¸o˜es a serem executadas pelos atuadores. A capacidade
de autonomia de um agente esta´ intimamente relacionada com a flexibilidade e coereˆncia
deste mapeamento.
Segundo FOGEL[37] apud Roisenberg[89] “pode-se dizer que um requisito necessa´rio
para dotar um agente de autonomia e´ dota´-lo de inteligeˆncia. Esta inteligeˆncia deve tor-
nar o agente capaz de se adaptar, ou seja, modificar o mapeamento entre sensac¸o˜es e
ac¸o˜es de maneira a manter ou melhorar o seu desempenho de operac¸a˜o no ambiente”.
Desta forma, construir um agente que consiga fazer emergir comportamentos, onde
a mutabilidade do ambiente na˜o interfira no desempenho global dos objetivos propostos
para o agente, ou seja, o mapeamento estar preparado para quais forem as percepc¸o˜es
senso´rias, de modo a tomar uma decisa˜o adequada, e´ o que define o fato do agente ser
autoˆnomo.
Roisenberg [89] sintetiza claramente esta discussa˜o ao definir um AA. “Um Agente
Autoˆnomo e´ um sistema computadorizado capaz de extrair informac¸o˜es do seu ambiente
(eventualmente este ambiente e´ computacional) e, atrave´s de alguma capacidade cog-
nitiva, mapear as informac¸o˜es extraı´das em ac¸o˜es que, eventualmente, podem afetar o
9ambiente de modo a alcanc¸ar os objetivos para os quais foi projetado”.
Duas considerac¸o˜es importantes em relac¸a˜o ao escopo deste trabalho devem ser con-
sideradas:
• Agentes sera˜o enfocados sob a o´tica da robo´tica.
• No restante deste trabalho muito sera´ tratado sobre comportamentos, uma concepc¸a˜o
gene´rica do que sa˜o, esta´ no resultado que a func¸a˜o de mapeamento ira´ fazer emer-
gir para o ambiente.
2.3 Bases cientı´ficas para o estudo do comportamento
Para abordar a robo´tica baseada em comportamentos, e´ interessante ressaltar brevemente
algumas cieˆncias afins que estudam o comportamento animal. Este breve levantamento
tem o objetivo de justificar a abordagem baseada em comportamentos como um para-
digma plausı´vel para o desenvolvimento de soluc¸o˜es na robo´tica.
2.3.1 Neurofisiologia
O ser humano conte´m um conjunto de sensores e atuadores, como exemplos dos primeiros
podemos citar a visa˜o, olfato, audic¸a˜o, paladar e tato. Dentre os atuadores, os exemplos
principais sa˜o os membros inferiores e superiores.
A gerac¸a˜o de um comportamento se da´ quando um sensor recebe informac¸a˜o do am-
biente e esta e´ encaminhada via nervos aferentes para o sistema nervoso central, mais
especificamente para o ta´lamo, (exceto sinais oriundos do olfato) que agrega todos os si-
nais antes de passar ao co´rtex central. No co´rtex central existem diversas regio˜es com
func¸o˜es especı´ficas e que sa˜o ativadas atrave´s dos sinais enviados pelo ta´lamo. Ao chegar
no co´rtex a informac¸a˜o e´ processada e encaminhada atrave´s de impulsos nervosos para os
nervos eferentes que ira˜o fazer os atuadores efetuarem o comportamento.
Conve´m ressaltar que esta foi uma discussa˜o marginal sobre o processo de funciona-
mento do ce´rebro no que tange a emergeˆncia comportamental, nem mesmo quesitos como
o papel do cerebelo de “agrupador lo´gico” de sinais nervosos para o desempenho de com-
portamentos mais complexos foi considerado. No entanto, o intuito foi comentar (mesmo
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que de forma breve) como o processo de elaborac¸a˜o de um comportamento ocorre, posto
a relativa relevaˆncia disso para este trabalho. Caso o leitor se interesse em saber mais
sobre o funcionamento fisiolo´gico do ce´rebro, uma leitura em [55], [69] e [32] sera´ de
grande valia.
Outro ponto importante a ser comentado no que tange esta sub-sec¸a˜o e´ a inspirac¸a˜o
biolo´gica que estes estudos trazem a` tona, principalmente com o estudo das redes neu-
rais artificiais, que sera˜o vistas capı´tulo 5. Ale´m da arquitetura Piramidnet de controle
hiera´rquico e paralelo de comportamentos robo´ticos que sera´ introduzida neste mesmo
capı´tulo na sec¸a˜o 2.5.4.
2.3.2 Psicologia
Segundo PANI[78] apud Arkin[8], desde os estudos de Weber e Fechner que estabele-
ceram relac¸o˜es entre a intensidade dos estı´mulos com a percepc¸a˜o senso´ria, a psicologia
vem tentando estudar o funcionamento do comportamento humano no que concerne a
seus aspectos psı´quicos.
O estudo do comportamento teve um grande salto atrave´s da teoria do behavorismo de
Watson [110] que realizou estudos sobre a influeˆncia do meio no comportamento animal
e humano a partir de um programa de estı´mulo e resposta, proclamando que todo estı´mulo
eficaz provoca sempre uma resposta imediata, de alguma espe´cie. Assim, Watson definia
a psicologia como sendo “a cieˆncia que estuda o comportamento observa´vel, mensura´vel
e possı´vel”.
Outra vertente da a´rea psicolo´gica e´ a teoria da Gestalt [54]. Nesta teoria propo˜e-
se que o conhecimento se produz porque existe no ser humano uma capacidade interna
inata que predispo˜e o sujeito ao conhecimento; ha´ uma super valorizac¸a˜o da percepc¸a˜o
como func¸a˜o ba´sica para o conhecimento da realidade. Assim, a entidade cognitiva da
percepc¸a˜o proporciona o processo do resposta do indivı´duo, frente a um dado estı´mulo.
Em suma, pode-se concluir que a maneira que um estı´mulo e´ percebido sera´ determinante
para o comportamento resultante.
Posteriormente, surge a teoria cognitiva em que o comportamento e´ fruto resultante de
ac¸o˜es recı´procas entre o indivı´duo e o meio, definindo a cognic¸a˜o como “a atividade de
conhecer: a aquisic¸a˜o, organizac¸a˜o e utilizac¸a˜o do conhecimento” [74].
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Esta abordagem, segundo Arkin[8], mante´m algumas asserc¸o˜es que justificam este
enfoque como intimamente relacionado a processos computacionais:
• Uma se´rie de subsistemas processa as informac¸o˜es ambientais (ex. Estı´mulo →
atenc¸a˜o → percepc¸a˜o → processos de pensamento → decisa˜o → resposta).
• Os subsistemas individuais transformam os dados sistematicamente.
• Processamento de informac¸a˜o em pessoas esta´ fortemente correlacionado com o
que acontece em computadores.
A aplicac¸a˜o destas teorias da psicologia na robo´tica na˜o deve ser necessariamente um
prisma a ser seguido, mas buscar fontes de inspirac¸a˜o em estudos ta˜o bem amparados
filosoficamente pode ser uma fonte de sucesso na criac¸a˜o de arquiteturas robo´ticas.
2.3.3 Etologia
Em 1973 os cientistas Karl Von Frisch, Konrad Lorenz e Nikolas Tinbergen foram agra-
ciados com o preˆmio Nobel de Medicina e Fisiologia devido aos seus trabalhos pioneiros
que originaram a cieˆncia denominada de Etologia, que vem a ser o estudo do comporta-
mento animal, geralmente quando observado em seu habitat natural.
Apesar de toda a fundamentac¸a˜o vista ate´ o presente momento sobre o estudo dos
comportamentos, cabe aqui uma cla´ssica e abrangente definic¸a˜o de comportamento ani-
mal, segundo J. B Messenger [69]
”Pode-se dizer que ( o comportamento animal) abarca todas as ativi-
dades de procurar comida, evitar perigo, acasalar-se e mesmo criar uma
prole. Todas essas atividades requerem o´rga˜os dos sentidos que coletam
informac¸o˜es, principalmente sobre as alterac¸o˜es no mundo externo, um sis-
tema nervoso que processa estas informac¸o˜es e sistemas efetores, tais como
glaˆndulas, mu´sculos ou foto´foros que traduzem a saı´da (output) do sistema
nervoso. O que caracteriza o comportamento tipicamente, entretanto, e´ o
fato de manifestar-se atrave´s da atividade - ou inatividade - do sistema mus-
cular. Uma aneˆmona ao fechar-se, um lea˜o ao dar o bote, um chimpanze´ que
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sorri, uma prima-dona ao cantar: de algum modo esta˜o se comportando ao
executarem tais atos.”
Outro ponto passı´vel de discussa˜o e´ o fato da emergeˆncia de inteligeˆncia frente ao
aˆmbito comportamental. Por vezes no mundo animal os comportamentos surgem com fins
de executar tarefas que va˜o desde o instinto por sobreviveˆncia, passam por agregac¸o˜es de
comportamentos com cunho reprodutivo e chegam ao a´pice de desenvolvimento atrave´s
de exemplos como junc¸a˜o de comportamentos em sociedade com objetivo de otimizac¸a˜o
de tarefas que se tomadas individualmente seriam sub-o´timas e ate´ mesmo inoperantes.
Ale´m disso, surgem as chamadas classes de comportamentos, que variam em nı´vel
de complexidade, indo desde comportamentos puramente reflexivos, ate´ comportamentos
com alto teor cognitivo, como os comportamentos racionais. A seguir sera˜o comentadas
estas diferentes classes de comportamentos.
2.3.3.1 Taxias
Comportamentos deste tipo tendem a adaptar o organismo para padro˜es que esta˜o muitas
vezes relacionados com questo˜es funcionais deste mesmo organismo, frente aos estı´mulos
ambientais. No texto de Dethier & Stellar [35], e´ dado o seguinte exemplo:
“Um organismo pode se orientar em uma fonte de luz de tal forma que
os dois olhos recebam estı´mulo igual. Se a fonte for deslocada lateralmente,
a orientac¸a˜o mudara´ porque um olho esta´ recebendo agora mais iluminac¸a˜o
que o outro. Se um olho for removido ou pintado, o organismo ira´ se mo-
ver continuamente em cı´rculos, como se estivesse tentando igualar a luz nos
dois olhos. Esta orientac¸a˜o, guiada contı´nua e especificamente por estı´mulos
externos, e´ chamada de taxia.”
2.3.3.2 Reflexos
A Esclerose Lateral Amiotro´fica (ELA) [93] e´ uma degenerac¸a˜o progressiva dos neuroˆnios
motores no ce´rebro (neuroˆnios motores superiores) e na medula espinhal (neuroˆnios mo-
tores inferiores), ou seja, estes neuroˆnios perdem sua capacidade de funcionar adequada-
mente, isto e´, de transmitir os impulsos nervosos.
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Em uma primeira ana´lise clı´nica o me´dico que deseja diagnosticar a ELA, faz alguns
testes como pressionar a planta do pe´ com um objeto moderadamente rı´gido, movendo
de baixo para cima em direc¸a˜o aos dedos do pe´. Caso ocorram contrac¸o˜es nos dedos e
movimentac¸a˜o do deda˜o para tra´s ha´ um grande indı´cio de distu´rbio no neuroˆnio motor
superior.
Outro teste conveniente e´ o teste patelar padra˜o, onde o me´dico bate com certa forc¸a
no joelho do paciente, e este deve balanc¸ar seu membro inferior para frente.
Finalmente, pode-se utilizar o teste do umbigo, onde o me´dico executa pequenos gol-
pes na regia˜o inferior e superior ao umbigo, e o resultado deve ser uma contrac¸a˜o nos
mu´sculos do abdome e uma movimentac¸a˜o involunta´ria do umbigo durante o estı´mulo.
Estes testes de auxı´lio ao diagno´stico, baseiam-se no comportamento reflexivo (tam-
be´m chamado de comportamento de arco-reflexo), eles geralmente sa˜o respostas de partes
do corpo, frente a algum estı´mulo que na˜o e´ necessariamente o que esta´ em contato maior
com o estı´mulo ambiental . Da mesma forma que nas taxias, a intensidade e durac¸a˜o deste
comportamento esta˜o conectadas proporcionalmente a` durac¸a˜o e intensidade do estı´mulo
ambiental que incitou os comportamentos em questa˜o.
2.3.3.3 Reativos ou Padra˜o Fixo de Ac¸a˜o (PFA)
Roisenberg [89] faz uma ana´lise bastante sucinta sobre este tipo de comportamento: “Esta
classe de comportamento e´ formada por uma se´rie de comportamentos estereotipados
como resposta a um dado estı´mulo. O estı´mulo que dispara o comportamento e´ geral-
mente mais complexo e especı´fico que o necessa´rio para disparar um comportamento
reflexivo. A resposta, por sua vez, envolve uma sequ¨eˆncia temporal de ac¸o˜es que se de-
senrolam ate´ o seu final, mesmo que o estı´mulo disparador na˜o esteja mais presente. As
respostas que compo˜em o comportamento reativo podem estar relacionadas de um modo
intrincado, no qual cada resposta componente e´ disparada pelo final da ac¸a˜o precedente
ou por algum estı´mulo ou sinal proveniente do ambiente e que e´ alcanc¸ado como resul-
tado da ac¸a˜o precedente. Se qualquer dos sinais disparadores de uma ac¸a˜o da sequeˆncia
for inibido, todas as ac¸o˜es seguintes na˜o sera˜o disparadas, mesmo que os sinais seguintes
sejam apresentados.”
O exemplo a seguir extraı´do de ALCOCK[4] apud [57] ilustra bem este tipo de com-
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portamento atrave´s da ta´tica de codebreaking que consiste de algumas espe´cies aprovei-
tarem o PFA de outras.
“Um code breaker de primeira e´ o besouro Atemeles pubicollis, o qual
deposita seus ovos em ninhos da formiga Formica polyctena. A larva de-
senvolvida produz um odor atraente, ou feromoˆnio, que induz as formigas
trabalhadoras a levar o besouro parasita para a incubadora, onde o verme
regala-se com os ovos e larvas de formigas. Na˜o contente com esta despensa,
o parasita imita a su´plica por comida tı´pica da larva de formiga batendo com
partes de sua boca nas mandı´bulas de uma formiga trabalhadora. Esta ac¸a˜o
e´ um liberador (releaser) que dispara a regurgitac¸a˜o (um PFA) da formiga.
A larva eventualmente transforma-se em besouro adulto que tambe´m imita o
liberador para as formigas trabalhadoras adultas alimentarem-no.”
2.3.3.4 Instintivo ou Motivado
O comportamento instintivo ou motivado parece ser algo intrı´nseco do organismo de
um dado indivı´duo. Ele obte´m suas caracterı´sticas funcionais atrave´s de fatores como
estı´mulos externos, hormoˆnios e influeˆncias nervosas centrais excitato´rias.
Tambe´m pode ser atrelado ao conceito de instinto, a sensac¸a˜o de saciedade que se
obte´m perante a realizac¸a˜o de um objetivo para o qual aquele comportamento motivacio-
nal foi desencadeado.
Assim, e´ uma justificativa razoa´vel para necessidades fı´sicas, que por vezes confun-
didas por emoc¸o˜es obliteradas, em que ao efetivarmos sentimos uma grande sensac¸a˜o de
dever cumprido, ou melhor de saciedade.
Conve´m ressaltar que estas reac¸o˜es na˜o competem apenas ao ser humano. Um exem-
plo cla´ssico disso e´ o ganso cinzento que recupera um ovo que rolou fora do ninho,
empurrando-o entre suas pernas com o lado inferior do bico e pode continuar estes movi-
mentos zelosos de empurrar ate´ o ninho, mesmo que o ovo tenha rolado para fora do seu
alcance [35] [12].
15
2.3.3.5 Racional
Esta abordagem geralmente concerne sobre aspectos inerentes a espe´cies de alto degrau na
escada filogene´tica. Os comportamentos desencadeados na˜o dependem mais de processos
de nı´vel endo´crino, nem necessariamente do estado do organismo frente ao ambiente.
Surge aqui a questa˜o sobre entidades abstratas simbo´licas que representam o estı´mulo-
resposta como apana´gio do pro´prio interior do organismo, existindo uma alta relevaˆncia
no que tange a capacidade cognitiva, do qual acredita-se ser bem mais elevada no Homo
sapiens sapiens.
Embora, seja inevita´vel o antropocentrismo quando se reflete sobre o comportamento
racional, existem diversos estudos que incitam a uma reflexa˜o sobre as caracterı´sticas da
racionalidade animal.
Uma das experieˆncias foi a do psico´logo alema˜o Wolfgan Kohler que testou o chim-
panze´ Sulta˜o para solucionar o problema de alcanc¸ar um pedac¸o longı´nquo de banana
conectando pequenos basto˜es (HILGARD e ATKINSON[46] apud [57]).
Outro estudo focou o problema do contorno, o qual o animal deve ser capaz de con-
tornar uma parede para chegar ao alimento, sem bater na parede antes (tentativa e erro),
mostrou que macacos e chimpanze´s foram capazes de solucionar o problema em sua pri-
meira tentativa [89].
O leitor interessado pode buscar em [95][96] mais experimentos que corroboram a
necessidade de uma reflexa˜o sobre a classificac¸a˜o etolo´gica atual.
2.4 Robo´tica Baseada em Comportamento
Ao unir o aˆmbito dos agente autoˆnomos com as bases dissertadas nas sec¸o˜es anteriores se
obte´m uma inspirac¸a˜o plausı´vel para a chamada Robo´tica Baseada em Comportamento
ou Agentes Autoˆnomos Baseados em Comportamento.
Este paradigma capacita o projeto de agentes autoˆnomos que sa˜o capazes de emergir
comportamentos inteligentes atrave´s do mapeamento entre percepc¸a˜o e ac¸a˜o. Os compor-
tamentos robo´ticos podem ser classificados mesmo atrave´s das bases dos estudos de eto-
logia, isto e´, eles seguem complexidades diferentes, e o que vai determinar a emergeˆncia
deles e´ o modus operandi da sua interac¸a˜o com o ambiente.
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Duas questo˜es que concernem a RBC sa˜o o favorecimento ao paralelismo e a descen-
tralizac¸a˜o. Comportamentos podem emergir em conjunto, isto e´, na˜o se restringem a uma
execuc¸a˜o serial, bem como se dividem em mo´dulos de comportamentos destinados a ta-
refas especı´ficas que podem ser disparados tanto por estı´mulos provenientes do ambiente,
ou mesmo por sinais de outros comportamentos, na˜o sendo necessa´rio um controlador
central para a manipulac¸a˜o da informac¸a˜o. [68].
A RBC pode ser analisada com vistas ao enfoque dado a` implementac¸a˜o, sendo clas-
sificada em treˆs vertentes: deliberativa, reativa e hı´brida.
2.4.1 Abordagem Deliberativa
O projeto de um AA utilizando esta abordagem e´ feito atrave´s de um reconhecimento
por completo do ambiente para a construc¸a˜o de um mapa que ira´ dirigir o roboˆ na sua
navegac¸a˜o pelo ambiente.
Atrave´s de um pre´-processamento sensorial que cuida de extrair informac¸o˜es u´teis do
ambiente, ha´ um processo de mapeamento de um modelo de mundo para que as ac¸o˜es
sejam planejadas antes de serem, de fato, executadas. [65]
O agente e´ projetado utilizando uma representac¸a˜o do mundo em que ele ira´ atuar, ou
seja, e´ implantada uma entidade cognitiva que controlara´ os comportamentos atrave´s de
planos relacionados com o mapa do mundo que o agente conte´m.
A grande problema´tica ao se adotar esta vertente e´ o fato dos ambientes do mundo
real estarem sempre sofrendo mudanc¸as. Assim, dada esta dinaˆmica ambiental, a tarefa
de organizar planos abrangentes suficientemente para que o roboˆ possa obter autonomia
torna-se uma tarefa bastante difı´cil
2.4.2 Abordagem Reativa
Quando comparada com a vertente deliberativa, pode-se dizer que a proposta reativa e´
o outro extremo. Na˜o ha´ construc¸a˜o de modelos simbo´licos do ambiente, os comporta-
mentos sa˜o disparados diretamente ante aos estı´mulos recebidos. As arquiteturas contidas
nesta abordagem tem uma facilidade maior nos quesitos de flexibilidade e adaptabilidade,
haja vista que os comportamentos sa˜o implementados para reagirem sem se aterem a`
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questo˜es geogra´ficas e espaciais, como geralmente sa˜o projetados nas modelagens que
utilizam mapas imuta´veis do ambiente.
Geralmente ao se utilizar esta abordagem implementa-se comportamentos mais sim-
ples, como “seguir-parede”, “ir-em-direc¸a˜o de ponto de luz”, “desviar obsta´culo”, e por
vezes a simplicidade se torna ta˜o veemente que tudo que se consegue construir sa˜o agen-
tes com pouca inteligeˆncia, posto que eles na˜o tem um nı´vel cognitivo. Apesar de alguns
estudos promissores de agentes dotados de pouca inteligeˆncia cooperando para alcanc¸ar
objetivos globais [72], [11][81], em muitas aplicac¸o˜es se perde muito devido a falta de
uma entidade cognitiva.
2.4.3 Abordagem Hı´brida
Conforme foi visto, enfoques deliberativo e reativo apresentam vantagens e desvantagens,
assim uma proposta que unisse as vantagens de cada abordagem e´ realmente uma boa
direc¸a˜o a ser seguida para a construc¸a˜o de agentes autoˆnomos.
Um dos modos para hibridizar o projeto de um AA e´ fazendo um mapeamento inicial
do ambiente, servindo como base para um primeiro planejamento. Ao executar o plano,
caso o roboˆ depare com obsta´culos que na˜o constavam no mapa, sa˜o ativados comporta-
mentos reativos, de modo a contornar tais empecilhos. Apo´s, este tratamento, um novo
plano e´ feito utilizando o mapa.
Outra maneira de unir reatividade e deliberac¸a˜o e´ a criac¸a˜o de mapas em tempo de
execuc¸a˜o. Este processo e´ feito atrave´s da coleta das informac¸o˜es sensoriais que sa˜o
utilizadas para a construc¸a˜o de mapas locais que posteriormente sera˜o unidos em um
mapa global do ambiente [65]. Uma discussa˜o mais aprofundada sobre a questa˜o de
quais abordagens utilizar para a construc¸a˜o de agentes autoˆnomos pode ser vista em [3]
[6] [7].
2.5 Arquiteturas
As arquiteturas desenvolvidas para o projeto de agentes autoˆnomos baseados em compor-
tamento servem para estruturar os componentes inerentes aos comportamentos e organizar
a maneira como eles interagem. Isto passa por objetos que va˜o desde a percepc¸a˜o e ra-
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ciocı´nio, passando pela topologia entre componentes e culminando em processos de ac¸a˜o
com funcionalidades especı´ficas.
Ante os paradigmas da RBC vistos nas subsec¸o˜es anteriores, as arquiteturas propostas
geralmente se enquadram em uma destas abordagens, seguindo alguns aspectos como
suporte ao paralelismo, modularidade, robustez e orientac¸a˜o ao ambiente [8]. A seguir
algumas arquiteturas sera˜o comentadas, considerando as treˆs abordagens da RBC, isto e´,
reativa, deliberativa e hı´brida.
2.5.1 Subsumption Architecture
Rodney Brooks do Massachusetts Institute of Technology (MIT) foi o responsa´vel por
um grande avanc¸o da RBC. Em seu artigo ”Elephants Don’t Play Chess”[21], ele des-
pontou para a comunidade com ide´ias inovadoras de uma arquitetura reativa e organizada
hierarquicamente, denominada de Subsumption Architecture.
Esta arquitetura decompo˜e a inteligeˆncia em comportamentos individuais, gerando
mo´dulos, que coexistem e cooperam entre si, deixando comportamentos mais complexos
emergirem, ale´m disso cada mo´dulo individualmente e´ capaz de gerar comportamentos.
Existe uma organizac¸a˜o em camadas como pode ser visto na Figura 2.1, sendo que
cada camada tem uma funcionalidade comportamental frente aos comportamentos e ob-
jetivos a serem desempenhados pelo agente.
Comportamentos podem suprimir outros comportamentos com prioridades menores,
assim como sinais de estı´mulos e resposta podem ser suprimidos ou inibidos por outros
comportamentos ativos. Conve´m tecer um comenta´rio sobre a existeˆncia de uma relac¸a˜o
desta supressa˜o de comportamentos com o Problema da Selec¸a˜o de Ac¸a˜o, em que um roboˆ
deve tomar uma decisa˜o sobre que comportamento emergir, frente a diferentes estı´mulos
oriundos do ambiente, em [33] este problema e´ fortemente discutido.
Cada camada tem a func¸a˜o de desempenhar de maneira assı´ncrona uma determinada
tarefa, bem como, uma camada de maior nı´vel hiera´rquico tem a capacidade de inibir
a entrada senso´ria ou suprimir a saı´da da sua camada imediatamente inferior, afim de
garantir prioridade no disparar de algum comportamento.
As camadas sa˜o constituı´das por um conjunto de ma´quinas de estado finito extendi-
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Figura 2.1: Estrutura da Subsumption Architecture
das2(AFSM) que possuem um conjunto de registradores e temporizadores conectados a
ma´quinas de estado finito convencionais. A chegada de uma mensagem, ou a expirac¸a˜o
de um temporizador pode despertar uma mudanc¸a de estado no interior das ma´quinas de
estado finito. Este esquema e´ representado na figura 2.2.
Figura 2.2: Visa˜o detalhada de uma camada da Subsumption Architecture: as entradas
podem ser suprimidas e as saı´das inibidas por outros comportamentos
Cada comportamento pode agrupar mu´ltiplos processos que geralmente acabam sendo
implementados como uma u´nica ma´quina de estado finito extendida. Podem existir men-
sagens de transic¸a˜o, supressa˜o e inibic¸a˜o dentro de um comportamento, bem como entre
comportamentos.
ALVES descreve o comportamento destas ma´quinas sucintamente em [29].
“Cada ma´quina de estado finito possui uma quantidade de estados, um
ou dois resgistradores internos, um ou dois relo´gios internos e acesso a`s
ma´quinas simples que podem fazer ca´lculos tais como soma de vetores. Sa˜o
ativadas atrave´s de mensagens que recebem, e uma mudanc¸a de estado ocorre
quando chega uma determinada mensagem ou quando o tempo estipulado
para este estado expira. Na˜o ha´ memo´ria global compartilhada. As entradas
2do ingleˆs Augmented Finite State Machine
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de cada ma´quina de estado finito podem ser suprimidas e as saı´das podem
ser inibidas por outras ma´quinas.”
2.5.2 SAUSAGES
Esta e´ uma arquitetura relacionada com a abordagem deliberativa, pois funciona como
espe´cie de mediador entre o planejamento e execuc¸a˜o [44].
Para executar um plano, o roboˆ necessita detectar que aquele e´ o momento da execuc¸a˜o
do plano, entretanto por vezes isso e´ uma tarefa difı´cil frente a diversidade dos ambi-
entes. Para contornar este problema, mantendo a confiabilidade do sistema como um
todo, sa˜o desenvolvidos os chamados Annotated Maps. Eventos arbitra´rios como a pas-
sagem por uma intersecc¸a˜o em uma estrada sa˜o geralmente problemas de difı´cil moni-
toramento que sa˜o tratados por estes Annotated Maps que criam um mapa a priori para
para a monitorac¸a˜o da posic¸a˜o do veı´culo. O plano nesta estrutura e´ essencialmente um
sistema de produc¸a˜o posicional, com regras do tipo “na posic¸a˜o x, execute ac¸a˜o y”, ao
inve´s de produc¸o˜es do tipo “Se evento x enta˜o execute ac¸a˜o y”. Segundo o autor, este
tipo de representac¸a˜o reduz os recursos necessa´rios para executar uma missa˜o, ale´m de
devidamente permitir cena´rios complexos.
A arquitetura SAUSAGES foi projetada para servir como uma ponte entre o plane-
jamento e a percepc¸a˜o. Esta arquitetura pode ser utilizada para integrar mo´dulos de
percepc¸a˜o com uma minimizac¸a˜o do planejamento envolvido. Ale´m disso, conte´m uma
ampla facilidade no que tange a utilizac¸a˜o com planejadores externos que podem gerar,
monitorar e ajustar “planos SAUSAGES” de maneira a criar comportamento inteligente
e reativo.
Um plano e´ composto de unidades semaˆnticas discretas, chamadas de links que podem
ser vistas como um u´nico passo dentro de um plano. O link tem um conjunto de regras
de produc¸a˜o associadas a ele, que sa˜o adicionadas em um sistema de regras de produc¸a˜o
geral como mostra a Figura 2.3.
A estrutura de planos pode se tornar complexa, fazendo com que os links se relaci-
onem com um grafo. Ale´m disso, os links podem ser sub-divididos em sub-links com
suas pro´prias regras de produc¸a˜o. Por exemplo, o link atravessar-a-rua, poderia ser com-
posto por sub-links como olhar-para-os-lados, verificar-cor-do-sema´foro, assegurar-se-
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Figura 2.3: Link SAUSAGES
quanto-a-declividade-do-asfalto, etc.
Segundo [44], esta arquitetura mante´m flexibilidade tanto para pesquisas em percepc¸a˜o
e atuac¸a˜o, utilizando poderosas construc¸o˜es, como os annotated maps, para rapidamente
gerar sistemas que executam diferentes misso˜es com um mı´nimo de trabalho em planeja-
dores de alto nı´vel. Ale´m disso, tambe´m permite pesquisas em planejamento e interac¸a˜o,
pois pode-se utilizar SAUSAGES para interagir com um roboˆ em nı´vel simbo´lico ao inve´s
de se tratar em nı´veis mais baixo, o que a acarretaria a necessidade do projetista trabalhar
diretamente no aˆmbito de pixels e motor.
2.5.3 RAP - Reactive Action Packages
Como exemplo de abordagem hı´brida, esta arquitetura fundamentalmente leva em consi-
derac¸a˜o a dificuldade de um plano abranger todas as eventualidades que possam acontecer,
dada a diversidade do ambiente. Enta˜o como princı´pio ba´sico esta arquitetura propo˜e que
os planos devem ser formulados de maneira incompleta, isto e´, deixando espac¸o para que
os detalhes impostos pela dinaˆmica ambiental sejam tratados em tempo de execuc¸a˜o.
Para tanto, o plano deve ser orientado a` tarefas, que em [36] sa˜o tratadas como a
melhor maneira planejada de atingir determinado objetivo. Assim, uma tarefa e´ utilizada
como ı´ndice em tempo de execuc¸a˜o, de modo a permitir a busca da decisa˜o (me´todo)
adequada a ser tomada em func¸a˜o do objetivo.
Ale´m disso, a estrutura da tarefa tambe´m deve conter um teste para determinar quando
a tarefa deve ser considerada para execuc¸a˜o, este teste conte´m dois paraˆmetros: uma
verificac¸a˜o se a tarefa e´ satisfeita na situac¸a˜o atual e uma janela temporal que certifica
em que momento a tarefa e´ relevante. Assim, atrave´s do teste de satisfac¸a˜o e da janela
temporal juntos, um mecanismo de selec¸a˜o de tarefas decide se determinada tarefa deve
ser considerada para execuc¸a˜o. Um RAP acaba sendo uma representac¸a˜o que agrupa e
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descreve todas as maneiras conhecidas para realizar uma tarefa em diferentes situac¸o˜es.
Apenas um RAP e´ necessa´rio para cada tipo de tarefa, pois ele conte´m os me´todos,
e descreve os contextos em que eles sa˜o apropriados, no entanto podem haver diferentes
tarefas instanciadas para um mesmo RAP. A Figura 2.4 ilustra um sistema RAP.
Figura 2.4: Sistema RAP
2.5.4 PiramidNet
No intuito de desenvolver uma arquitetura de robo´tica baseada em comportamento ins-
pirada biologicamente, de modo a prover autonomia frente a diversidade do ambiente,
emergindo inteligeˆncia atrave´s de padro˜es comportamentais interagindo em conjunto e
de forma modular, Mauro Roisenberg [90][105] desenvolveu a denominada arquitetura
PiramidNet.
O ce´rebro opera de maneira modular, isto e´, regio˜es do ce´rebro executam func¸o˜es di-
ferentes. Enumerando algumas destas regio˜es, temos: o cerebelo como responsa´vel por
atividades que envolvem equilı´brio e coordenac¸a˜o; o dience´falo formado pelo ta´lamo e
hipota´lamo, o primeiro como sendo um concentrador e distribuidor das informac¸o˜es des-
tinadas aos hemisfe´rios cerebrais, ao passo que o segundo abastece o sistema endo´crino,
enviando, por exemplo sinais, que disparam o processo de produc¸a˜o de adrenalina, cau-
sando aquela euforia ao assistir uma final de Copa do Mundo, por exemplo.
Os sistemas modulares apresentam uma estrutura hiera´rquica regida principalmente
pela funcionalidade, e podem apresentar dois enfoques: horizontal e vertical.
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No primeiro, o desencadeamento dos processos acontece de maneira serial, ou seja,
as func¸o˜es de diferentes mo´dulos organizados hierarquicamente sa˜o realizadas em uma
mesma camada funcional e as informac¸o˜es processadas podem ser repassadas a`s camadas
hiera´rquicas posteriores. Roisenberg [90] versa sobre este tipo de enfoque, comentando
que:
“A estrutura horizontal e´ encontrada onde os processos sa˜o executados
em estruturas modulares de neuroˆnios da mesma camada hiera´rquica. Este
esta´gio pode, por exemplo, ser identificado no sistema prima´rio, onde sim-
ples caracterı´sticas de imagens visuais como linhas e arcos sa˜o representa-
dos em neuroˆnios simples que esta˜o na mesma camada. Estas caracterı´sticas
sa˜o combinadas e sa˜o representadas atrave´s de neuroˆnios em camadas sub-
sequentes para formar enta˜o imagens complexas que sa˜o interpretadas pelo
co´rtex”.
Ao passo que na abordagem vertical, aventa-se o paralelismo intrı´nseco do ce´rebro ao
executar comportamentos distintos simultaneamente, mesmo que estes comportamentos
sejam disparados por diferentes regio˜es funcionais do ce´rebro. Por exemplo, podemos nos
exercitar em uma bicicleta ergome´trica, lendo uma revista e tendo um walkman junto ao
ouvido tocando mu´sica, tudo isto mantendo uma sinergia motora e perceptiva adequada.
Outro exemplo seria o fato dos estı´mulos visuais como forma, cor, movimento e
posic¸a˜o serem processados por mecanismos neurais anatomicamente separados, organiza-
dos no magno celular e parvo celular. Os processos de informac¸a˜o visual sa˜o integrados
atrave´s de estruturas convergentes de maneira separada em uma posic¸a˜o mais alta dos
nı´veis hiera´rquicos, formando uma percepc¸a˜o plana e unita´ria. [17].
Por tudo isto, o princı´pio do PiramidNet e´ utilizar redes neurais artificiais organizadas
de maneira modular e hiera´rquica, construindo uma piraˆmide que controla o roboˆ, tendo
na base desta piraˆmide redes neurais diretas que sa˜o responsa´veis pelos comportamentos
mais simples e reativos, explorando a atuac¸a˜o direta no nı´vel efetor.
Na medida que vamos subindo para o topo da piraˆmide a complexidade das redes
neurais vai aumentando. Para modelar comportamentos mais complexos (como compor-
tamentos de controle) utiliza-se Autoˆmatos Finitos Determinı´sticos (AFDs) que podem
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ser representados e construı´dos atrave´s de redes neurais artificiais recorrentes.
Os nı´veis hiera´rquicos na˜o param por aı´, pois comportamentos mais complexos preci-
sara˜o de estruturas mais poderosas e abrangentes que os AFDs, desta forma, redes mais
complexas podem ser colocadas em camadas superiores, de modo a simular comporta-
mentos de autoˆmatos de pilha, por exemplo. Veremos isto com mais detalhes no capı´tulo
6. A Figura 2.5 ilustra a piraˆmide da arquitetura PiramidNet.
Figura 2.5: Arquitetura PiramidNet
Capı´tulo 3
Linguagens para Descric¸a˜o de
Comportamentos
“ ´E belo modelar uma esta´tua e dar-lhe vida, mas e´ sublime modelar uma
inteligeˆncia e dar-lhe liberdade”(Vitor Hugo)
3.1 Introduc¸a˜o
Neste capı´tulo sera˜o abordadas algumas linguagens utilizadas para representac¸a˜o de com-
portamentos robo´ticos. Com o advento da explosa˜o da robo´tica baseada em comporta-
mentos, pesquisadores e fabricantes esta˜o criando diversas formas de representar compor-
tamentos robo´ticos. Neste ı´nterim, o objetivo deste capı´tulo e´ mostrar a gama de varieda-
des destas respectivas linguagens, isto e´, demonstrar que a abrangeˆncia para descric¸a˜o de
comportamentos vai desde linguagens baseadas em Lisp, passando por representac¸o˜es que
utilizam ide´ias de programac¸a˜o orientada a objetos e chegando ate´ mesmo a representac¸o˜es
no domı´nio homem-roboˆ.
A escolha destas linguagens que veremos a seguir foi justamente abranger esta gama
de variedades, de modo proposital a na˜o comentar sobre diferentes linguagens que utili-
zem os mesmos conceitos de descric¸a˜o de comportamentos robo´ticos.
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3.2 Gapps
A linguagem Gapps [51][52] e´ uma linguagem utilizada para especificar componentes de
planejamento orientados a objetivos para roboˆs mo´veis.
Existe um compilador Gapps que gera um programa REX [50], o qual e´ uma lingua-
gem baseada em LISP que sera´ compilado novamente em um circuito digital sı´ncrono,
e este sera´ responsa´vel pela implementac¸a˜o propriamente dita do sistema especificado.
Esta decomposic¸a˜o horizontal proveˆ uma separac¸a˜o dos nı´veis de percepc¸a˜o e ac¸a˜o.
A seguir sera´ mostrado um exemplo da implementac¸a˜o de um programa Gapps que
tem como objetivo fazer com que o roboˆ segure um martelo e um serrote simultaneamente.
defgoalr (ach ( have martelo) (have serrote))
(if (have martelo)
(ach have serrote) )
(if (have serrote)
(and (maint have serrote)
(ach have martelo) )
(if (closer-than martelo serrote)
(ach have martelo)
(ach have serrote) ) ) )
No co´digo acima a func¸a˜o ach define o objetivo a ser alcanc¸ado, ao passo que a func¸a˜o
maint define um objetivo a ser mantido em um estado particular. Ale´m disso, o predicado
have serve para certificar que o agente esta´ segurando o objeto.
Ale´m das dificuldades que abordagens baseadas em planos sugerem, como ter que
limitar o escopo do ambiente, que ja´ foram tratadas na sec¸a˜o de arquiteturas deliberativas,
as linguagens de descric¸a˜o de comportamentos que utilizam linguagens como Lisp e C++,
geralmente implicam em infortu´nios como o grande grau de adaptac¸a˜o que o projetista
precisa ajustar para adaptar o projeto com a sintaxe da linguagem de programac¸a˜o, o que
acarreta um aumento substancial no co´digo fonte, gerando uma tendeˆncia para futuros
erros no que tange a` soluc¸a˜o final.
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3.3 Robot Schemas (RS)
Esta linguagem se baseia na teoria dos esquemas, na qual esquemas sa˜o uma forma de
categorizar a percepc¸a˜o senso´ria como parte fundamental do processo de criac¸a˜o do co-
nhecimento ou experieˆncia. Arkin [8] define um schema da seguinte forma
”A Schema is the basic unit of behavior from wich complex actions can
be constructed: it consists of the knowledge of how to act or perceive as well
as the computational process by wich it is enacted”
Cada esquema possui associado uma descric¸a˜o comportamental que define como uma
instaˆncia de determinado schema ira´ se comportar em resposta a uma determinada comu-
nicac¸a˜o.
A linguagem RS [62] proveˆ uma formalizac¸a˜o para o comportamento robo´tico em um
nı´vel que possa ser tratado atrave´s de uma formalizac¸a˜o matema´tica. Abaixo pode-se ver
um exemplo de uma sentenc¸a escrita em RS, que trata da movimentac¸a˜o de um roboˆ para
uma posic¸a˜o particular.
Jmovei,x¯()(x) = [Jposi()(x), Jseti,x¯(x)(u), Jmoti(u)()]
C,E (3.1)
Esta linguagem apresenta um modelo de computac¸a˜o baseado completamente no do-
mı´nio de programac¸a˜o do roboˆ, o que traz ao projetista a necessidade de conhecer com
profundidade todas as possı´veis interac¸o˜es do roboˆ com o ambiente, desta forma a des-
cric¸a˜o de comportamentos em nı´vel de extrapolac¸a˜o torna-se um percalc¸o de magnitude
polinomial a ser superado.
Outro problema desta abordagem e´ o fato da necessidade de existir um alto grau de
sincronismo entre os sinais enviados nos diferentes nı´veis de instanciac¸o˜es de esquema,
isto e´, para que as junc¸o˜es de esquema funcionem corretamente e´ necessa´rio alocar portas
de comunicac¸a˜o que trabalhem com mesmos tipos de estruturas em tempo ha´bil, sendo
que efetivar esta diferenciac¸a˜o dos dados senso´rios frente a um ambiente do mundo real
torna-se uma tarefa bastante penosa e que envolve um custo computacional muito alto.
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3.4 Robot Independent Programming Language (RIPE)
Esta linguagem foi desenvolvida pelo Sandia National Laboratories 1. Caracteriza-se
como uma linguagem baseada na programac¸a˜o orientada a objetos, e foi desenvolvida
para modelos baseados em planejamento automatizado na programac¸a˜o de roboˆs [70].
Sua utilizac¸a˜o depende de uma poderosa e complexa composic¸a˜o de hardware com
multiprocessamento hiera´rquico que emprega processadores distribuı´dos com func¸o˜es es-
pecı´ficas e pre´-definidas.
O enfoque orientado a objetos e´ o ponto central da RIPE, onde as propriedades ine-
rentes a` programac¸a˜o orientada a objetos englobam o pro´prio sistema robo´tico e o seu
ambiente.
As relac¸o˜es (ac¸o˜es) do roboˆ com os objetos do ambiente compo˜em o domı´nio no qual
o software controlador do roboˆ atua, assim, podem-se criar classes de ac¸o˜es possı´veis de
serem executadas perante determinadas condic¸o˜es ambientais. Ademais, o ambiente de
desenvolvimento para uma implementac¸a˜o utilizando RIPE conte´m quatro camadas.
A primeira camada e´ uma camada de baixo nı´vel, contendo os drivers de dispositivos
que va˜o desde drivers mais simples que consistem de comandos de interface para tarefas
como controlar um leitor de co´digo de barras, assim como pode alcanc¸ar dispositivos de
controle robo´tico mais sofisticados que exigem um sincronismo complexo.
A camada seguinte lida com controle em tempo real de dispositivos para tarefas como
controle de forc¸a. Consiste de mu´ltiplos processadores na famı´lia Motorola VME-68000,
atuando sobre o sistema operacional VxWorks compatı´vel com sistemas UNIX. [113]
Os sema´foros oriundos deste sistema operacional permitem acesso imediato aos dados
senso´rios, e a coordenac¸a˜o dos me´todos do roboˆ e dos sensores podem ser executadas em
mu´ltiplos processadores. Ale´m disso, a linguagem C++ funciona perfeitamente neste
ambiente, o que permite uma maior uniformidade do projeto.
A terceira camada e´ a responsa´vel pelo controle de todas os dispositivos e atividades
do sistema. Sua implementac¸a˜o e´ feita em uma workstation baseada em UNIX. A lingua-
gem C++ e´ utilizada para a implementac¸a˜o das classes que ira˜o controlar a hierarquia das
atividades executadas pelo roboˆ.
1http://www.sandia.gov
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A escolha da linguagem C++ foi feita por ser uma linguagem ja´ gabaritada e robusta
no aˆmbito das linguagens orientadas a objeto, ale´m do que, ela oferece todas as carac-
terı´sticas necessa´rias dos conceitos da programac¸a˜o orientada a objetos.
Finalmente, a camada de mais alto nı´vel se preocupa com a programac¸a˜o em nı´vel de
tarefas que o roboˆ deve executar, e tambe´m executa a modelagem do mundo, planejamento
e simulac¸a˜o.
A complexidade de hardware envolvida na arquitetura que sustenta a RIPE, aliada ao
alto grau de conhecimento da linguagem C++ que o projetista deve ter sa˜o as principais
desvantagens desta linguagem.
3.5 Representac¸a˜o de Comportamento no Domı´nio Homem-
Roboˆ
Monica Nicolescu e Maja Mataric em [76] apresentam uma abordagem focada na apren-
dizagem de um roboˆ atrave´s de um “professor humano”, onde os agentes devem ter a
caracterı´stica de aprender atrave´s da interac¸a˜o com humanos ou outros agentes, levando
em considerac¸a˜o diversos tipos de interac¸a˜o.
A interac¸a˜o entre o roboˆ aprendiz e o instrutor humano se baseia na premissa que o
humano pode atuar como um professor ou como um colaborador para auxiliar no aprendi-
zado do roboˆ. Desta forma, o objetivo geral e´ fazer com que o roboˆ efetue tarefas atrave´s
da experieˆncia que ele adquiriu atrave´s da interac¸a˜o com o instrutor humano.
Para descrever os comportamentos do roboˆ utiliza-se uma arquitetura baseada em
comportamentos que permite a construc¸a˜o das tarefas em forma de redes de comporta-
mentos.
Estas redes se baseiam em links que conectam os no´s de comportamentos represen-
tando dependeˆncias de requisitos e consequ¨eˆncias, de forma que o disparo de um com-
portamento na˜o depende apenas de seus pro´prios pre´-requisitos, isto e´, seus estados am-
bientais particulares, mas depende tambe´m das consequ¨eˆncias entre seus precursores re-
levantes.
As peculiaridades da rede de comportamentos geram uma relac¸a˜o causal de pre´-condic¸o˜es
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sequ¨enciais que podem ser classificadas em treˆs tipos durante a execuc¸a˜o da rede:
Pre´-Condic¸o˜es Permanentes: Sa˜o aquelas que devem ser encontradas durante toda a
execuc¸a˜o do comportamento. Caso a condic¸a˜o esteja em vigeˆncia e por um algum
motivo ela seja desabilitada, automaticamente o comportamento e´ desativado.
Pre´-Condic¸o˜es Capacitadoras: Devem estar presentes imediatamente antes da ativac¸a˜o
de um comportamento, seu estado pode mudar durante a execuc¸a˜o do comporta-
mento, sem influenciar na ativac¸a˜o do comportamento.
Pre´-Condic¸o˜es de Ordenac¸a˜o: Estas pre´-condic¸o˜es garantem o sincronismo da rede de
comportamentos, devendo ser encontradas em algum momento anterior a` execuc¸a˜o
do comportamento.
A figura 3.1 ilustra a rede de comportamentos desta arquitetura, enfocando as condic¸o˜es
sequ¨enciais.
Figura 3.1: Rede de Comportamentos. P sa˜o pre´-condic¸o˜es de entrada e E sa˜o efeitos da
saı´da
Esta abordagem tem como sua principal desvantagem a dependeˆncia do ser humano
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para fazer com que o roboˆ aprenda a efetuar tarefas, isto pode ser um grande empecilho
em aplicac¸o˜es crı´ticas como viagens espaciais e ambientes hostis como campos minados.
Ale´m disso, o roboˆ na˜o e´ capaz de inferir novos comportamentos que na˜o foram apre-
sentados por um ser humano no momento do treinamento, o que faz esta estrutura atuar
em uma espe´cie de arquitetura deliberativa por imitac¸a˜o.
3.6 Behavior Language
A linguagem Behavior Language (BL) pode ser denominada como a linguagem oficial
para o desenvolvimento de aplicac¸o˜es que utilizam a Subsumption Achitecture. Esta
linguagem emergiu dos estudos de Pattie Maes [64] e foi consolidada pelo criador da
Subsumption Achitecture, Rodney Brooks em [21].
A BL utiliza uma sintaxe baseada na linguagem Lisp para descrever comportamentos
robo´ticos. Ela foi desenvolvida como uma maneira de englobar as ma´quinas de estado
finito aumentadas da Subsumption Achitecture em unidades mais manusea´veis, possibili-
tando que todas as unidades pudessem ser ativadas ou desativadas de maneira seletiva.
Geralmente os comportamentos robo´ticos sa˜o desenvolvidos pelo projetista de forma
que a emergeˆncia deles, frente a interac¸a˜o com o ambiente, torne possı´vel a efetivac¸a˜o
de objetivos pre´-definidos. Neste interim, os objetivos definidos atrave´s da BL ficam
implı´citos na descric¸a˜o dos comportamentos robo´ticos, de modo que a funcionalidade do
agente aflore de maneira “natural”.
Consequ¨entemente, as AFSM na˜o sa˜o especificadas diretamente, sendo produto de
conjunto de regras de tempo real que sa˜o compiladas uma a` uma dentro destas ma´quinas.
Finalmente, os comportamentos sa˜o gerados atrave´s do compartilhamento dos registrado-
res e temporizadores intrı´nsecos a`s AFSM que produzem um u´nico conjunto de regras,
que nada mais sa˜o que os pro´prios comportamentos.
As regras em tempo real sa˜o o apana´gio principal da BL, sendo que elas podem agir
isoladas ou agrupadas dentro dos comportamentos. Assim, estas condic¸o˜es em tempo real
sa˜o testadas e quando encontrado um valor verdadeiro para a regra, uma parcela de co´digo
baseado em Lisp e´ ativado.
Conve´m ressaltar que as regras lidam com constantes e varia´veis armazenadas em
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registradores, geralmente com palavras de no ma´ximo 8 bits, ale´m disso, existem tempo-
rizadores que podem ser monitorados e disparados. Outrossim, na˜o existe um enfoque
procedural, de modo que toda a abstrac¸a˜o e´ dada atrave´s de macros, regras e comporta-
mentos.
Para especificar uma regra de tempo real sa˜o utilizadas duas cla´usulas: whenever e
exclusive.
A sintaxe geral para a cla´usula whenever e´ a seguinte:
(whenever condition &rest body-forms)
Para a execuc¸a˜o de uma regra um processo e´ alocado de modo a garantir esta execuc¸a˜o.
O processo inicia em um estado de espera, enta˜o na˜o importando o momento (whenever)
que a condic¸a˜o de disparo se torna verdadeira, a lista de body-forms e´ avaliada de ma-
neira sequ¨encial, finalmente o processo volta ao seu estado de espera ate´ que a condic¸a˜o
seja novamente satisfeita. Abaixo sera˜o listadas as possı´veis condic¸o˜es que a cla´usula
whenever pode assumir:
t: Garante que em um determinado perı´odo de tempo o corpo da cla´usula whenever sera´
incondicionalmente avaliado, este perı´odo de tempo geralmente esta´ associado a`
caracterı´stica do pro´prio sistema de subsumpc¸a˜o.
Monostable: A condic¸a˜o sera´ verdadeira para a durac¸a˜o do disparo de um dado tempo-
rizador.
(not monostable): A condic¸a˜o e´ verdadeira apenas enquanto o temporizador na˜o esta´
disparado.
(delay t): A diferenc¸a para a condic¸a˜o que utiliza o paraˆmetro t e´ que aqui podemos
escolher o valor do perı´odo em que a cla´usula whenever sera´ avaliada, na˜o depen-
dendo necessariamente das caracterı´sticas do sistema.
(received?register): Esta condic¸a˜o e´ satisfeita se alguma mensagem foi depositada em
um denominado registrador desde o comec¸o do estado de espera da cla´usula whe-
never.
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(and—or &rest forms): Formam um conjunto restrito de combinac¸o˜es lo´gicas das for-
mas descritas acima.
´E interessante observar que todas as condic¸o˜es vistas referem-se explı´cita ou impli-
citamente a elementos temporizadores. Todavia, existe uma forte concepc¸a˜o que estes
temporizadores na˜o esta˜o relacionados entre si, ou seja, eles sa˜o totalmente independen-
tes.
Ja´ as regras que utilizam a cla´usula exclusive tem a possibilidade de simultaneamente
monitorar muitas condic¸o˜es, de modo a executar exclusivamente a primeira a se tornar
verdadeira, ignorando qualquer outra condic¸a˜o que possa ocorrer em um mesmo tempo
de execuc¸a˜o.
Sua sintaxe geral e´ (exclusive &rest whenever-forms), onde whenever-forms e´ uma
colec¸a˜o de regras do tipo whenever.
Conforme ja´ foi mencionado os comportamentos sa˜o definidos como regras de tempo
real isoladas ou como grupos destas regras. Para comportamentos definidos por uma u´nica
regra, como sintaxe de definic¸a˜o tem-se o seguinte:
(defmachine name declarations rule), onde:
• O argumento name e´ o nome de uma u´nica AFSM que implementa a regra especi-
ficada.
• A cla´usula declarations serve para especificar perı´odos monoesta´veis e valores ini-
ciais para os registradores.
• rule e´ a regra propriamente dita que pode ser definida atrave´s das cla´usulas defbeha-
vior e definterface
As cla´usulas defbehavior e definterface possuem, respectivamente, as seguintes sinta-
xes (defbehavior name &key inputs outputs decls processes) e (definterface name &key
inputs outputs decls processes), onde
• name: e´ o nome do comportamento.
• inputs:Uma lista de registradores que esta˜o disponı´veis como entradas de fora do
comportamento.
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• outputs: Lista de portas de saı´das que podem ser conectadas com entidades exter-
nas.
• decls: Sa˜o as declarac¸o˜es tendo a mesma sintaxe da cla´usula defmachine
• processes: Lista de regras em tempo real que possuem a mesma sintaxe daquelas
descritas anteriormente; podem ser escritas como whenever, exclusive e ate´ mesmo
defmachine.
Finalmente para conectar ma´quinas de estado finito aumentadas e comportamentos e´
utilizada a cla´usula connect. A forma geral da sintaxe desta cla´usula e´ dada a seguir:
(connect source dest1 &rest more-dests)
O paraˆmetro source significa uma porta que pode ser um registrador ou a saı´da de uma
ma´quina de estados finitos aumentada especificadas com a cla´usula defmachine, assim
como pode ser uma entrada ou saı´da de um comportamento.
Desta forma a sentenc¸a indica que para toda saı´da de uma porta source sera´ entregue
uma co´pia para os destinos especificados como dest1 ou para os destinos da lista more-
dests. Ale´m disso, se a porta de destino for parte de um comportamento, uma co´pia da
mensagem ira´ ser entregue para cada regra ou ma´quina de estados finitos aumentada que
referencia a` determinada entrada.
´E importante ressaltar que a cla´usula connect tambe´m e´ utilizada para implementar
supresso˜es e inibic¸o˜es, que sa˜o duas das principais caracterı´sticas da Subsumption Archi-
tecture.
A Behavior Language e´ uma proveitosa ferramenta de programac¸a˜o, no entanto for-
nece pouco suporte formal para os comportamentos que os roboˆs descrevem. Ale´m disso,
devido a falta de restric¸o˜es no que tange a comunicac¸a˜o entre as camadas superiores com
as inferiores, se torna difı´cil a especificac¸a˜o e a depurac¸a˜o dos comportamentos.
Novamente surge a desvantagem da utilizac¸a˜o do conhecimento por parte do projetista
de uma linguagem de programac¸a˜o especı´fica, que neste contexto e´ a linguagem Lisp, o
que sugere um alto grau de adaptac¸a˜o que o projetista precisa estar ajustando para efetuar
o projeto, acarretando um aumento substancial no co´digo fonte, o que pode tender para
futuros erros na soluc¸a˜o final.
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Finalmente, esta linguagem se restringe apenas a implementac¸o˜es que se baseiam na
Subsumption Architecture, o que limita as implementac¸o˜es de agentes autoˆnomos ba-
seados em comportamento a apenas uma arquitetura. Isto traz a` tona a passividade de
problemas como a gerac¸a˜o “manual” dos elementos temporizadores das AFSMs antes da
implementac¸a˜o, o que pode acarretar diversos erros nos objetivos do agente, fazendo ate´
mesmo que ele efetue uma tarefa indeterminadamente ou em outro extremo, para tempori-
zadores de baixo valor, pode acontecer de o roboˆ concluir uma tarefa antes do tempo, na˜o
chegando assim a um objetivo almejado. Outro problema desta arquitetura e´ a adaptac¸a˜o
para novos comportamentos, uma vez que existe uma dependeˆncia hiera´rquica entre os
comportamentos implementados.
Capı´tulo 4
Linguagens de Chomsky e
Comportamentos Robo´ticos
“Como o xadrez, o jogo de damas e outros, o pensamento consiste em embaralhar
pec¸as sem significado de acordo com regras definidas. Dessa manipulac¸a˜o de
sı´mbolos, a mente surge sinergicamente como uma imagem num vı´deo surge do
embaralhamento de 1 e 0 de um computador”(Jerry Fodor)
4.1 Introduc¸a˜o
O lingu¨ista americano Noam Chomsky em seu artigo On Certain Formal Properties of
Grammars[25] introduziu as ide´ias da chamada Hierarquia de Chomsky.
Chomsky acreditava que as sentenc¸as de uma linguagem como a lingua inglesa se-
guiam a estrutura desta hierarquia, mostrando a expressividade das grama´ticas, bem como
o poderio dos autoˆmatos reconhecedores.[60]
Esta teoria classificava as grama´ticas como sendo de quatro tipos: Grama´ticas Irres-
tritas ou grama´tica de nı´vel 0, Grama´ticas Sensı´veis ao Contexto (GSC) ou grama´ticas
de nı´vel 1, Grama´ticas Livres de Contexto (GLC) ou grama´ticas de nı´vel 2 e finalmente
as chamadas grama´ticas regulares1 (GR) ou grama´ticas de nı´vel 3. Este aninhamento
gramatical induz a classificac¸a˜o na mesma hierarquia das linguagens geradas por estas
1As grama´ticas regulares neste trabalho sera˜o representadas pelas propridades de gerac¸a˜o das expresso˜es
regulares, conforme visto na sec¸a˜o 4.4
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grama´ticas[102]. Desta forma, teremos as Linguagens Regulares (LR) (nı´vel 3), Livres
de Contexto (LLC) (nı´vel 2), Sensı´veis ao Contexto (LSC) (nı´vel 1) e Linguagens Enu-
mera´veis Recursivamente (LER) (nı´vel 0).
O enquadramento de uma linguagem em um nı´vel da Hierarquia de Chomsky e´ regido
pelo formato das regras de produc¸a˜o das grama´ticas.
Para cada nı´vel da hierarquia de Chomsky existe um dispositivo capaz de reconhecer
se uma dada cadeia de sı´mbolos pertence ou na˜o a determinada linguagem. Estes dispo-
sitivos sa˜o chamados de reconhecedores, os quais sa˜o: autoˆmatos finitos (AF), autoˆmatos
de pilha (AP), autoˆmatos linearmente limitados (ALL) e ma´quinas de Turing em ordem
decrescente dos nı´veis hiera´rquicos de Chomsky. A tabela 4.1 mostra um suma´rio das
relac¸o˜es entre as linguagens, com suas respectivas grama´ticas geradoras e reconhecedo-
res.
Linguagem Grama´tica Reconhecedor
Nı´vel 0: LER Grama´ticas irrestritas Ma´quina de Turing
Nı´vel 1: LSC Grama´ticas sensı´veis ao contexto Autoˆmato Linearmente Limitado
Nı´vel 2: LLC Grama´ticas livres de contexto Autoˆmatos de pilha
Nı´vel 3: LR Expresso˜es regulares Autoˆmatos Finitos
Tabela 4.1: Relac¸a˜o entre linguagens, grama´ticas e reconhecedores da hierarquia de
Chomsky
Pelo fato das linguagens serem classificadas na hierarquia de Chomsky de acordo com
as limitac¸o˜es impostas nas regras de produc¸a˜o das grama´ticas, ao se descer na hierarquia
de Chomsky, uma maior flexibilidade e´ provida por parte das grama´ticas, de modo que
toda LR e´ uma LLC, toda LLC e´ uma LSC, e toda LSC e´ uma linguagem de nı´vel 0. A
figura 4.1 ilustra esta idiossincrasia.
Neste trabalho na˜o iremos abordar a classe de linguagens enumera´veis recursiva-
mente que sa˜o estritamente do nı´vel 0 como modelos para descric¸a˜o de comportamentos
robo´ticos. Esta escolha se da´ pelo fato de seu autoˆmato reconhecedor, ma´quina de Tu-
ring, na˜o poder garantir que uma linguagem de nı´vel 0 sera´ ou na˜o decidida, isto e´, se
uma configurac¸a˜o de aceitac¸a˜o ou de rejeic¸a˜o sera´ de fato encontrada.
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Figura 4.1: Relac¸a˜o entre as linguagens na Hierarquia de Chomsky
Um exemplo disso seria a simples operac¸a˜o de decidir se uma cadeia w pertence ou
na˜o a` uma dada linguagem L. Caso w/∈L e se L for uma linguagem exclusiva do tipo 0,
nunca teremos a garantia de ter esperado tempo suficiente para uma resposta (parada da
ma´quina), dado o tamanho infinito da fita de leitura/gravac¸a˜o que a ma´quina de Turing
possui. Para mais detalhes sobre este assunto, recomenda-se a leitura de [60][102].
Transcendendo o exposto para a a´rea da robo´tica, seria como imaginar um AA que
segue um comportamento que necessitasse de uma ma´quina de Turing para descreveˆ-lo,
caso o comportamento descrito na˜o estivesse contido na linguagem proposta, este AA iria
ficar indefinidamente esperando a resposta de que ac¸a˜o efetivar.
Defende-se enta˜o neste trabalho que as linguagens de nı´veis 1, 2 e 3 da hierarquia
de Chomsky, com seus respectivos autoˆmatos, sa˜o capazes de modelar comportamentos
robo´ticos, sejam eles simples ou complexos.
Ao tratar de comportamentos englobados pela abordagem reativa da robo´tica baseada
em comportamentos, os autoˆmatos finitos sa˜o suficientemente capazes de modelar esta
classe de comportamentos, pois neste nı´vel os comportamentos se baseiam apenas no
estado atual e na informac¸a˜o senso´ria captada do ambiente. Ale´m disso, comportamentos
com alguma complexidade maior podem ainda ser1 implementados por autoˆmatos finitos
extendidos, com temporizadores e registradores, como engloba a Behavior Language de
Brooks. [21]
No entanto, quando se pensa em hibridizar ou mesmo utilizar uma arquitetura base-
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ada em planos, ou seja, fazer emergir comportamentos mais complexos que envolvam
tarefas como planejamento de trajeto´rias e mapeamento de ambientes, o AA cria mapas
em nı´vel simbo´lico, onde a memorizac¸a˜o de sı´mbolos, que podem ser marcos2 oriundos
do ambiente torna-se necessa´ria. Neste contexto, precisamos de autoˆmatos que supor-
tem memorizac¸a˜o destes dados, bem como tornar possı´vel que estes marcos sejam passo
fundamental para os comportamentos emergidos pelo roboˆ. Desta forma, estes compor-
tamentos estariam contidos nos nı´veis 1 e 2 da hierarquia de Chomsky.
Segundo [68], comportamentos podem ser projetados em variados tipos de implemen-
tac¸a˜o. Em geral eles sa˜o representados em nı´veis mais altos do que as pro´prias ac¸o˜es
atoˆmicas dos atuadores, como ”ir-adiante-por-um-incremento X”, ”virar-aˆngulo-teta”.
Desta forma, comportamentos cla´ssicos na literatura sa˜o: ”achar-objeto”, ”recarregar-
bateria”, ”evitar-coliso˜es”, ”pegar-objeto”, ”evitar-luz”, ”agregar-se com grupo”, ”seguir-
parede”, etc.
Neste trabalho a filosofia de descric¸a˜o de comportamentos em nı´vel mais alto geral-
mente sera´ seguida, no entanto, por vezes sera´ necessa´ria a decomposic¸a˜o dos compor-
tamentos em nı´veis de abstrac¸a˜o menor. Esta abordagem de decomposic¸a˜o permite a
abstrac¸a˜o dos detalhes de implementac¸a˜o e naturalmente sugere uma filosofia de projeto
top-down. Iniciando no nı´vel mais alto, definindo o comportamento global, especificando
um colec¸a˜o de comportamentos mais simples, especı´ficos e concretos, os quais sera˜o uti-
lizados para gerar o comportamento mais complexo desejado [63].
No restante deste capı´tulo, os treˆs nı´veis supracitados da hierarquia de Chomsky sera˜o
tratados e algumas definic¸o˜es importantes do aˆmbito das linguagens formais sera˜o breve-
mente apresentadas, surgindo uma adequac¸a˜o destes conceitos para meandros relaciona-
dos aos agentes, e finalmente os comportamentos robo´ticos sera˜o modelados em termos
dos componentes da hierarquia, mostrando a viabilidade da hierarquia de Chomsky e seus
respectivos autoˆmatos na modelagem de comportamentos robo´ticos.
2do ingleˆs landmarks
40
4.2 Terminologia Ba´sica
Nas pro´ximas subsec¸o˜es sera˜o brevemente introduzidos alguns conceitos ba´sicos relativos
ao estudo da composic¸a˜o das linguagens formais.
4.2.1 Alfabeto
Um Alfabeto e´ definido como um conjunto finito de sı´mbolos. Por exemplo, o alfabeto
da lı´ngua portuguesa e´ V = {a, b, c, d..., z}. No mesmo contexto, o alfabeto bina´rio e´
representado por {0,1}
4.2.2 Cadeia
Uma cadeia ou string em um alfabeto e´ uma sequ¨encia finita de sı´mbolos, com os sı´mbolos
justapostos, desta forma paysandu e´ uma cadeia no alfabeto {a, b, ..., z}.
O comprimento de uma cadeia e´ computado atrave´s da sequ¨eˆncia de sı´mbolos que a
forma. O tamanho de uma cadeia w e´ denotado por ‖w‖. Por exemplo, ‖aabb‖ = 4. A
cadeia vazia (na˜o conte´m sı´mbolos) e´ denotada por e, tendo tamanho igual a 0, logo ‖e‖
= 0.
Conve´m ressaltar a existeˆncia da chamada cadeia elementar, que sa˜o as cadeias de
comprimento una´rio, estas cadeias sa˜o formadas por um u´nico sı´mbolo, logo, um sı´mbolo
por si so´, se contido em um alfabeto, representa uma cadeia.
A Concatenac¸a˜o de duas cadeias e´ a cadeia formada pela escrita da primeira cadeia
seguida da segunda, sem nenhum espac¸o no meio. Por exemplo, a concatenac¸a˜o da cadeia
x= compor com a cadeia y=tamento e´ dada por w=xy ou w = x ◦ y, isto resultaria em
w=comportamento.
4.2.3 Fechamento
Da´-se o nome de fechamento recursivo e transitivo do conjunto ∑ ao conjunto ∑∗ for-
mado por todas as cadeias, de qualquer comprimento, que se possa construir com os
elementos de∑. Este conjunto inclui a cadeia vazia e.
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Desta forma tambe´m surge o fechamento transitivo que e´ o conjunto ∑+ formado
retirando-se a cadeia vazia do conjunto∑∗:∑+ =∑+ ∪ {e}, onde e /∈∑+.
4.2.4 Estrela de Kleene
A estrela de Kleene de uma linguagem L (vide definic¸a˜o 4.2.5), denotado por L∗ e´ o
conjunto de todas as cadeias obtidas pela concatenac¸a˜o de zero ou mais cadeias de L.
L∗ = {w ∈ ∑∗ : w = w1 ◦ . . . ◦ wk para algum k ≥ 0, e algum w1, . . . , wk ∈ L}
4.2.5 Linguagem
Uma linguagem em um alfabeto e´ um conjunto de cadeias de sı´mbolos tomados de al-
gum alfabeto. Isto e´, uma linguagem sobre o alfabeto ∑ e´ um subconjunto de ∑∗. Esta
definic¸a˜o na˜o considera os mecanismos formadores da linguagem, mas apenas a sua ex-
tensa˜o. Assim, por exemplo, o conjunto de sentenc¸as va´lidas da lı´ngua portuguesa po-
deria ser definido como um subconjunto de {a, b, c,.., z}+. Uma linguagem e´ finita se
suas sentenc¸as formam um conjunto finito. Caso contra´rio, a linguagem e´ infinita. Uma
linguagem infinita precisa ser definida atrave´s de uma representac¸a˜o finita. Por exemplo,
a linguagem dos nu´meros naturais menores que 10 e´ finita, e pode ser representada literal-
mente como, L = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Ja´ a linguagem dos nu´meros naturais como
um todo na˜o e´ uma linguagem finita, pois existem uma quantidade infinita de nu´meros
naturais. Pore´m, existem mecanismos, como as grama´ticas, que permitem expressar esta
e outras linguagens infinitas atrave´s de representac¸o˜es finitas. [18]
4.2.6 Grama´tica
´E um dispositivo de gerac¸a˜o de linguagens que pode ser definida formalmente pela qua´drupla
G=(V,∑,P,S), onde:
• V representa o vocabula´rio da grama´tica que corresponde ao conjunto de todos os
elementos simbo´licos dos quais a grama´tica se vale para definir as leis de formac¸a˜o
das sentenc¸as da linguagem. Os elementos de V −∑ tambe´m sa˜o chamados con-
junto de na˜o-terminais ou de varia´veis. Estes elementos na˜o pertencem ao alfabeto,
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e sa˜o utilizados nas grama´ticas para definir construc¸o˜es auxiliares ou intermedia´rias
na formac¸a˜o das sentenc¸as.
• ∑ Representa alguns dos elementos de V que sa˜o exatamente os sı´mbolos terminais
dos quais as sentenc¸as da linguagem sa˜o constituı´das.
• P representa o conjunto de todas as leis de formac¸a˜o utilizadas pela grama´tica para
definir a linguagem. Assim, cada construc¸a˜o parcial, representada por um na˜o-
terminal, e´ definida como um conjunto de regras de formac¸a˜o relativas a` definic¸a˜o
do na˜o-terminal a ela referente. A cada uma destas regras de formac¸a˜o que compo˜em
o conjunto P da´-se o nome de produc¸a˜o da grama´tica. Sendo que cada produc¸a˜o de
P tem a forma:
α→ β
Onde, α e´ uma cadeia contendo no mı´nimo um na˜o-terminal, ou seja, α ∈ V∗NV∗,
sendo que N representa um conjunto de na˜o-terminais. E β e´ uma cadeia, eventual-
mente vazia, de terminais e na˜o-terminais, levando em considerac¸a˜o que β ∈ V∗.
• S e´ um elemento de V que da´ inı´cio ao processo de gerac¸a˜o de sentenc¸as. S e´ dito
como o sı´mbolo inicial da grama´tica
Uma grama´tica e´ um instrumento formal capaz de construir (gerar) conjuntos de ca-
deias de uma determinada linguagem. Ale´m disso, sa˜o instrumentos que permitem definir,
de maneira formal e sistema´tica, uma representac¸a˜o finita para linguagens infinitas.
Ademais, as grama´ticas tambe´m podem ser vistas sob a o´tica de sistemas de substi-
tuic¸a˜o, nos quais as produc¸o˜es indicam as substituic¸o˜es possı´veis para os na˜o-terminais,
de modo que, quando todos estes na˜o-terminais forem eliminados, o resultado sera´ uma
sentenc¸a da linguagem.
4.3 Terminologia Ba´sica Aplicada aos AAs
De posse da terminologia ba´sica proposta na sec¸a˜o anterior, torna-se necessa´rio dar um
enfoque a aplicac¸a˜o desta terminologia para o campo dos AAs.
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4.3.1 Alfabeto
O conceito de alfabeto quando aplicado aos AAs se torna bastante extenso, pois ele pode
ser: os sı´mbolos que representam a captac¸a˜o senso´ria do agente, geralmente conjunto de
marcos; podem representar os estados dos agentes no autoˆmato de pilha; quando referido
a` pilha do AP, o alfabeto pode ser considerado como os sı´mbolos utilizados pela memo´ria
de trabalho do AA, etc.
4.3.2 Cadeia
A ide´ia de sı´mbolos concatenados formando cadeias pode ser considerada como a sequ¨en-
cia de sı´mbolos que o agente recebe do ambiente pelo seu aparato senso´rio, bem como
pode ser considerada uma sequ¨encia de ac¸o˜es que levam a um comportamento global,
como seguir o caminho < norte >< norte >< leste >< sul >< norte >< oeste ><
sul >< sul >, ou seja ir e voltar pelo mesmo caminho. Na subsec¸a˜o 4.5.2, um exemplo
pra´tico deste tipo de comportamento sera´ comentado.
4.3.3 Fechamento e Estrela de Kleene
O fechamento recursivo e transitivo de ∑ pode ser o conjunto de todos os possı´veis va-
lores a serem obtidos pelos sensores, ou a possı´vel sequeˆncia de ac¸o˜es que o roboˆ pode
descrever para emergir um comportamento. A inclusa˜o da cadeia vazia e se faz necessa´ria,
pois o roboˆ pode, em algum momento, na˜o estar captando nenhum sı´mbolo atrave´s dos
seus sensores, da mesma maneira que pode na˜o emergir nenhum comportamento possı´vel.
Ja´ o fechamento transitivo de ∑∗:∑+ = ∑+ ∪ {e}, onde e /∈ ∑+ na˜o permite que o
roboˆ fique sem receber nada em seu sensores, bem como pode obrigar que os atuadores
efetuem a implementac¸a˜o de uma ac¸a˜o, pois a cadeia vazia e na˜o e´ permitida.
A estrela de Kleene de uma linguagem L, e´ dada por L∗ = {w ∈ ∑∗ : w = w1◦. . .◦wk
para algum k ≥ 0, e algum w1, . . . , wk ∈ L}.
Sendo que w seria a junc¸a˜o de uma ou mais ac¸o˜es w = w1 ◦ . . . ◦ wk que formam a
emergeˆncia de algum comportamento pelo AA.
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4.3.4 Linguagem
No aˆmbito dos AAs, a linguagem e´ a representac¸a˜o de comportamentos propriamente dita,
isto e´, a sequeˆncia de ac¸o˜es que um AA deve efetivar para a emergeˆncia de um compor-
tamento. Exemplificando, se o comportamento do roboˆ for representado pela linguagem
L = wcwr, informalmente significaria dizer a ele: “va´ e volte pelo mesmo caminho assim
que encontrar um referencial c”.
4.3.5 Grama´tica
A grama´tica no contexto dos AAs pode ser considerada o dispositivo de gerac¸a˜o de com-
portamentos, pois pode-se considerar que a entidade cognitiva do roboˆ constitui um con-
junto de regras de formac¸a˜o P. Ou seja, para uma dada produc¸a˜o α → β a entidade
cognitiva do AA faz um mapeamento de dados oriundos do seu aparato senso´rio para a
execuc¸a˜o atrave´s de seus atuadores em alguma ac¸a˜o que eventualmente pode estar relaci-
onada com os seus objetivos.
4.4 Nı´vel 3 - Linguagens Regulares
4.4.1 Expresso˜es Regulares
As expresso˜es regulares (ER) sa˜o uma forma de representar uma linguagem apenas em-
pregando os sı´mbolos de unia˜o (∪), concatenac¸a˜o (◦) e estrela de Kleene (*), ou seja, na˜o
necessita de utilizac¸a˜o de sı´mbolos na˜o-terminais.
Algumas considerac¸o˜es podem ser feitas sobre as expresso˜es regulares:
• Um terminal x forma uma ER, e representa o conjunto que conte´m apenas a cadeia
formada pelo terminal x isolado.
• O sı´mbolo e forma uma ER, e representa o conjunto que conte´m apenas a cadeia
vazia.
• Se α e β sa˜o expresso˜es regulares, a concatenac¸a˜o (α ◦ β) tambe´m e´ considerada
uma ER.
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• Se α e β sa˜o ER, enta˜o (α ∪ β) tambe´m sera´ uma ER.
• Se α e´ uma ER, enta˜o o fechamento recursivo e transitivo α∗ tambe´m e´ considerado
um ER.
As ERs formam uma poderosa notac¸a˜o para a definic¸a˜o de linguagens de nı´vel 3, uti-
lizando alguns mecanismos de gerac¸a˜o.
Definic¸a˜o 4.1. A relac¸a˜o entre ERs e as linguagens que elas representam e´ estabelecida
por uma func¸a˜o L, tal que, se α e´ uma expressa˜o regular qualquer, enta˜o L(α) e´ uma lin-
guagem representada por α . Isto significa que L e´ uma func¸a˜o de strings para linguagens.
Ademais, a func¸a˜o L e´ definida na sequ¨encia
1. L() = ∅ e L(a) = {a} para cada a ∈ ∑
2. Se α e β sa˜o expresso˜es regulares, enta˜o L((αβ)) = L(α)L(β)
3. Se α e β sa˜o expresso˜es regulares, enta˜o L((α ∪ β)) = L(α) ∪ L(β)
4. Se α e´ uma expressa˜o regular, enta˜o L(α∗) = L(α)∗
A classe de linguagens regulares sobre um alfabeto ∑ e´ definida como consistindo
de todas as linguagens L, tal que L = L(α) para alguma expressa˜o regular α sobre∑. Isto
e´, todas as linguagens regulares podem ser descritas como expresso˜es regulares.
4.4.2 Autoˆmatos Finitos
Os dispositivos capazes de reconhecer se uma dada cadeia e´ ou na˜o uma linguagem regu-
lar sa˜o conhecidos como autoˆmatos finitos que podem ser de dois tipos: Autoˆmato Finito
Determinı´stico (AFD) e Autoˆmato Finito Na˜o Deteminı´stico (AFND). Este estudo ver-
sara´ apenas sobre os AFDs, visto que todo AFND pode ser transformado em um AFD
[76].
Um autoˆmato finito pode ser visto como uma ma´quina composta, basicamente pelos
seguintes componentes:
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Fita de entrada: ´E dividida em ce´lulas, sendo que cada ce´lula conte´m um sı´mbolo que
ira´ ser analisado por um dispositivo; e´ finita e na˜o existe a possibilidade de se gravar
sobre ela; ale´m disso, no estado inicial a palavra a ser processada ocupa toda a fita.
Controle finito e Cabec¸a de leitura: O controle finito reflete o estado corrente da ma´-
quina, possuindo um nu´mero pre´-definido de estados. A unidade de controle finito
acessa a fita de entrada por meio de uma cabec¸a de leitura (figura 4.2) que acessa o
sı´mbolo de uma ce´lula de cada vez, para depois mover-se na fita de entrada, sempre
da esquerda para a direita.
Figura 4.2: Autoˆmato Finito
A leitura do sı´mbolo, aliada ao movimento da cabec¸a de leitura da esquerda para a di-
reita, estara´ sempre alterando o estado da unidade de controle finito, consequ¨entemente, a
cabec¸a de leitura alcanc¸ara´ o ponto final da fita de entrada. Neste momento o autoˆmato ira´
aceitar ou recusar o que leu, embasado no estado em que ele esta´ ao final da computac¸a˜o.
Se este estado for um dos que foram definidos como um dos conjuntos de estados finais,
enta˜o ele reconhece e aceita a cadeia de entrada.
O principal apana´gio dos AFDs e´ que a transic¸a˜o de estados depende apenas do seu
estado atual e do sı´mbolo que acabou de ser lido na fita de entrada.
Definic¸a˜o 4.2. Um AFD e´ definido como um quı´ntuplo M = (K,∑, δ, s, F ), onde
K e´ o conjunto finito de estados;
∑
e´ um alfabeto;
s ∈ K e´ o estado inicial;
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F ⊆ K e´ o conjunto de estados finais, e
δ uma func¸a˜o de transic¸a˜o, sendo func¸a˜o de K x∑ para K
Desta forma, para a linguagem regular L={w ∈ {a, b}∗} : w tem um nu´mero par de
b’s, terı´amos o AFD M = (K,∑, δ, s, F ), onde
K={q0,q1}∑
= {a, b)}
s = q0
F = {q0}
A func¸a˜o de transic¸a˜o de estados δ e´ dada pela tabela 4.2
q σ δ(q, σ)
q0 a q0
q0 b q1
q1 a q1
q1 b q0
Tabela 4.2: Tabela de transic¸a˜o de estados
Assim, caso seja apresentada a cadeia aabba, terı´amos as seguintes transic¸o˜es.
(q0, aabba) `M (q0, abba)
`M (q0, bba)
`M (q1, ba)
`M (q0, a)
`M (q0, e)
Podemos tambe´m representar este AFD pelo seu diagrama de estados que e´ uma
representac¸a˜o que consiste de um grafo dirigido, onde os ve´rtices representam os esta-
dos, sendo que cada arco direcionado representa a transic¸a˜o de um estado para outro, tal
que δ(q, a) = q′ . Estados finais sa˜o indicados por um cı´rculo duplo, bem como o estado
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inicial e´ representado por um >. A figura 4.3 ilustra o diagrama de estados para o AFD
em questa˜o.
Figura 4.3: Diagrama de Estados
4.4.3 Descric¸a˜o de comportamento robo´tico utilizando AFD
A representac¸a˜o de comportamentos robo´ticos utilizando autoˆmatos finitos e´ bastante di-
fundida na literatura de AAs, sua utilizac¸a˜o pode ser observada em trabalhos como [8],
[73], [21], [89] e [33].
Para comportamentos robo´ticos pode-se imaginar a situac¸a˜o em que um roboˆ, equi-
pado com um sensor de luz e outro de toque, deve vagar por uma sala com o intuito de
encontrar e pegar latas de refrigerante perdidas e levar a lixeiras apropriadas que tambe´m
esta˜o dispostas na mesma sala.
As latas de refrigerante foram colocadas com ro´tulos vermelhos e os depo´sitos de lixo
foram rotulados com uma faixa azul, de tal forma que pudesse ocupar toda a dimensa˜o da
lixeira.
Inicialmente o roboˆ deve vagar pelo ambiente afim de encontrar uma lata de refrige-
rante, e ao “avista´-la” atrave´s dos seus sensores de luz, o comportamento de mover-se em
direc¸a˜o a` lata deve emergir, sendo que ao tocar na lata seu sensor de toque ira´ acusar que
ele deve pegar a lata.
Ao pegar a lata, o roboˆ deve voltar a vagar, agora em busca de um depo´sito de lixo,
sendo que ao sentir este depo´sito, ou seja, uma luz azul sendo captada pelos seus sensores,
o roboˆ deve ir na direc¸a˜o do depo´sito ate´ que o sensor de toque seja ativado, quando isto
acontecer o roboˆ deve jogar a lata fora e sua tarefa se da´ por completa.
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Os comportamentos deste roboˆ podem ser representados pelo autoˆmatoM = (K,∑, δ, s, F ),
onde
K={vagar-por-lata, mover-para-lata, pegar-lata, vagar-por-lixeira, mover-para-lixeira,
jogar-lata-fora}∑
={SL=V, SL 6=V, ST=0, ST=1, SL 6=Az, SL=Az}
s = vagar − por − lata
F = jogar − lata− fora
A func¸a˜o δ e´ mostrada na tabela 4.3.
q σ δ(q, σ)
vagar por lata SL6=V vagar por lata
vagar por lata SL=V mover para lata
mover para lata ST=0 mover para lata
mover para lata ST=1 pegar lata
pegar lata SL=Az mover-se para lixeira
pegar lata SL6=Az vagar por lixeira
vagar por lixeira SL=Az mover-se para lixeira
vagar por lixeira SL6=Az vagar por lixeira
mover-se para lixeira ST=0 mover-se para lixeira
mover-se para lixeira ST=1 jogar lata fora
Tabela 4.3: Tabela de transic¸a˜o de estados para comportamentos do roboˆ catador de lati-
nhas.
Na tabela 4.3, SL significa a informac¸a˜o obtida pelo sensor de luz, que para a func¸a˜o
de transic¸a˜o pode ter quatro instaˆncias: vermelho(SL=V), diferente de vermelho (SL6=V),
azul(SL=Az) e diferente de azul(SL 6=Az). Ja´ o sensor de toque foi convencionado que
quando ele operar com o valor 0 (ST=0), ele permanece sem ativac¸a˜o, ao passo que
quando for ativados seu status passa a ser ST=1. Este AFD e´ representado graficamente
atrave´s do diagrama de estados ilustrado na figura 4.4
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Figura 4.4: AFD que modela comportamentos do roboˆ catador de aˆmbulas
4.5 Nı´vel 2 - Linguagens Livres de Contexto
4.5.1 Grama´ticas Livres de Contexto
As GLCs sa˜o dispositivos geradores de linguagens mais complexos que as expresso˜es
regulares, pois sa˜o baseadas em um completo entendimento da estrutura de ”fazer” strings
pertencentes a` linguagem[60].
Estas grama´ticas teˆm a formaA→ α, onde A e´ uma varia´vel ou sı´mbolo na˜o-terminal,
e α e´ uma sequ¨encia qualquer de V ∗, que pode ser a cadeia vazia e.
Para uma dada regra A → α, o na˜o-terminal A pode ser substituı´do por α na˜o im-
portando o contexto ao qual esta´ inserido, por isso a denominac¸a˜o grama´tica livre de
contexto.
Definic¸a˜o 4.3. Uma grama´tica livre de contexto e´ dada pelo qua´druplo G=(V,∑,P,S),
onde
V e´ um alfabeto∑
e´ o conjunto de terminais, sendo um subconjunto de V.
P e´ o conjunto de produc¸o˜es, sendo um subconjunto finito de (V−∑)× V∗, e
S e´ o sı´mbolo inicial, o qual e´ um elemento de V−∑
Os membros de V −∑ sa˜o chamados de sı´mbolos na˜o-terminais.
Definic¸a˜o 4.4. Sendo G uma grama´tica livre de contexto que gera todas as cadeias em
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L(G), uma linguagem L e´ dita linguagem livre de contexto se L=L(G) para alguma gra-
ma´tica livre de contexto G.
Como exemplo pode-se considerar a grama´tica livre de contexto G= {V,∑,P,S}, onde
V={S, a, b}, ∑= {a,b}, S=S e P consiste das regras S → aSb e S → e. Uma possı´vel
derivac¸a˜o de G seria:
S ⇒ aSb⇒ aaSbb⇒ aabb
Desta forma, este dispostivo gerador e´ capaz de gerar cadeias contidas na linguagem
L(G) = {anbn, tal que n ≥ 0}, a qual e´ considerada um caso cla´ssico de linguagem livre
de contexto.
4.5.1.1 Autoˆmato de Pilha
O dispositivo reconhecedor de linguagens livres de contexto e´ o autoˆmato de pilha. Este
dispositivo e´ ana´logo ao AFD, mas inclui uma pilha como memo´ria auxiliar que e´ inde-
pendente da fita de entrada e na˜o possui limite de tamanho.
Um AP tem como principais componentes as seguintes estruturas:
Fita de entrada: Ana´loga a dos AFDs, definidos na sec¸a˜o 4.4.2.
Pilha: Memo´ria auxiliar que pode ser usada livremente para leitura e gravac¸a˜o.
Unidade de controle: Reflete o estado corrente da ma´quina. Possui dois cabec¸otes, a
cabec¸a da fita de entrada que faz o acesso a uma ce´lula da fita de entrada de cada
vez e movimenta-se exclusivamente para a direita e a cabec¸a da pilha que e´ uma
unidade de leitura e gravac¸a˜o, a qual se move para a esquerda (ou “para cima”)
ao gravar e para a direita (ou “para baixo”) ao ler um sı´mbolo. A leitura exclui o
sı´mbolo lido, o qual esta´ no topo da pilha.
Func¸a˜o de transic¸a˜o: Comanda a leitura da fita, leitura e gravac¸a˜o da pilha e define o
estado da ma´quina.
Definic¸a˜o 4.5. Um AP e´ definido como a seˆxtupla M={K,∑,Γ,δ,s,F}, onde
K e´ um conjunto finito de estados,
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∑
e´ um alfabeto (os sı´mbolos de entrada),
Γ e´ um alfabeto contendo os sı´mbolos da pilha,
s e´ o estado inicial,
F⊆K e´ o conjunto de estados finais, e
δ e´ a relac¸a˜o de transic¸a˜o que e´ subconjunto finito de (K×(∑,∪{e})×Γ∗)×(K×Γ∗)
No que tange a` func¸a˜o de transic¸a˜o δ, o AP pode sofrer duas novas operac¸o˜es: push e
pop. A primeira indica que um sı´mbolo e´ adicionado ao topo da pilha e a segunda faz a
indicac¸a˜o que um sı´mbolo deve ser removido do topo da pilha.
Assim, se δ(p, a, β) = {[q, γ]} significa que M sempre que esta´ no estado p com β
no topo da pilha, pode ler a da fita de entrada 3, substituindo β por γ no topo da pilha e
entrando no estado q. Assim, a transic¸a˜o δ(p, u, e) = (q, a) faz um push a, ao passo que
a transic¸a˜o δ(p, u, a) = (q, e) faz um pop a.
Os autoˆmatos de pilha tambe´m podem ser representados graficamente, sendo que as
possı´veis operac¸o˜es sa˜o representadas nas figuras 4.5, 4.6 e 4.7.
Figura 4.5: Push A
Figura 4.6: Pop A
Na figura 4.5 o autoˆmato leˆ a string e e empilha A, efetivando a transic¸a˜o δ(q, e, e) =
{[q, A]}4, ja´ na figura 4.6 a transic¸a˜o indicada e´ δ(q, e, A) = {[q, e]}; finalmente a terceira
3se a = e, a entrada na˜o e´ consultada
4 ´E importante observar que neste caso na˜o ha´ dependeˆncia do sı´mbolo de entrada
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Figura 4.7: Transic¸a˜o equivalente a de um AFD
transic¸a˜o (4.7) indica que a mudanc¸a de estado so´ dependera´ do estado atual e do sı´mbolo
de entrada, tal qual um AFD, formando assim uma transic¸a˜o δ(q, a, e) = {[q, e]}.
De um modo geral, as transic¸o˜es entre estados num AP, funcionam de acordo com a
figura 4.8.
Figura 4.8: Representac¸a˜o gra´fica da transic¸a˜o de um AP
Como exemplo pode-se citar o AP que aceita a linguagem L = {wcwR : w ∈
{(a, b}∗}.
Para aceitar esta linguagem a ma´quina precisa ter a capacidade para registrar o proces-
samento de qualquer nu´mero de a’s e b’s. Deste maneira precisamos de um autoˆmato que
leia a primeira metade da entrada armazenando os sı´mbolos da fita de entrada (aeb) em
uma memo´ria auxiliar, de modo que ao ver um c, o autoˆmato deva comec¸ar a desempilhar
os sı´mbolos da pilha, ate´ que o sı´mbolo lido da fita de entrada e o sı´mbolo no topo da
pilha tenham em seu conteu´do a string vazia e5. Se isso acontecer, o AP reconheceu a
cadeia como sendo uma cadeia em L.
Desta forma este autoˆmato e´ definido por M={K,∑,Γ,δ,s,F}, onde
K={q0, q1}
5Embora tambe´m se possa projetar um AP que reconhec¸a a linguagem atrave´s da chegada a um estado
final, neste trabalho iremos utilizar apenas a notac¸a˜o de pilha vazia para reconhecimento de cadeias.
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∑
={a,b,c}
Γ={A,B}
s = q0
F = {q1}
A func¸a˜o de transic¸a˜o δ e´ definida pelas seguintes regras.
1. (q0, a, e) = {[q0, A]}
2. (q0, b, e) = {[q0, B]}
3. (q0, c, e) = {[q1, e]}
4. (q1, a, A) = {[q1, e]}
5. (q1, b, B) = {[q1, e]}
Este autoˆmato pode ser representado graficamente como ilustrado na figura 4.9 e o
processamento da cadeia w=abbcbba neste autoˆmato se da´ pela tabela 4.4
Figura 4.9: AP que reconhece por pilha vazia a linguagem L = {wcwR : w ∈ {(a, b}∗}}
4.5.2 Descric¸a˜o de comportamentos robo´ticos utilizando linguagem
livre de contexto
Pela maior flexibilidade e expressividade que as linguagens livres de contexto da˜o a` es-
trutura de um sentenc¸a, os comportamentos robo´ticos representados por este tipo de lin-
guagem veˆm a ser mais complexos e interessantes do que os providos pelas linguagens
regulares.
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Estado Entrada na˜o lida pilha Transic¸a˜o Utilizada
q0 abbcbba e -
q0 bbcbba A 1
q0 bcbba BA 2
q0 cbba BBA 2
q1 bba BBA 3
q1 ba BA 5
q1 a A 5
q1 e e 4
Tabela 4.4: Processamento da cadeia abbcbba
Embora em ambientes limitados os comportamentos possam ser representados por
AFDs, a utilizac¸a˜o de autoˆmatos de pilha torna a representac¸a˜o dos comportamentos que
se deseja descrever mais compacta e concisa. Ale´m disso, pode-se observar que quando se
pretende generalizar para uma ordem infinita, a representac¸a˜o via AFDs torna-se invia´vel,
necessitando assim de leis de formac¸a˜o de sentenc¸as que grama´ticas regulares na˜o podem
fornecer.
Para exemplificar comportamentos que sa˜o regidos por linguagens livres de contexto,
sera´ dado foco a problemas de navegac¸a˜o robo´tica, onde o roboˆ contera´ um pre´-mapea-
mento do ambiente, alcanc¸ando um nı´vel ale´m de puramente reativo, passando a possuir
uma entidade cognitiva que manifesta caracterı´sticas simbo´licas relacionadas ao ambiente
e ao mapeamento exercido.
Este mapeamento pode ser feito atrave´s da utilizac¸a˜o de mapas topolo´gicos que pos-
suem a propriedade de fornecer uma representac¸a˜o abstrata do ambiente em que o roboˆ
se encontra. Esta abstrac¸a˜o e´ baseada nas informac¸o˜es senso´rias que o agente captura
durante sua navegac¸a˜o.
Para a utilizac¸a˜o de navegac¸a˜o topolo´gica justifica-se a utilizac¸a˜o de marcos espaciais
ou landmarks que segundo Piaget & Inhelder[82] Apud Mataric[67] “Um landmark e´
uma primitiva especial, servindo como base para representac¸o˜es espaciais”.
Quando o roboˆ encontra um marco no ambiente que ja´ foi definido no seu plano, enta˜o
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o roboˆ pode utiliza´-lo para tomar deciso˜es e para se localizar no ambiente. Ale´m disso,
servem tambe´m para indicar quando o roboˆ chegou ao fim de um determinado segmento
de caminho, bem como identificar que outro caminho esta´ por comec¸ar, e o que vem a ser
de maior importaˆncia para este trabalho: estes marcos podem ser registrados em algum
tipo de memo´ria, de modo a serem u´teis para emergeˆncia de comportamentos peculiares
como os que sera˜o vistos nos pro´ximos exemplos.
Um tipo especial de marco sa˜o a`s bifurcac¸o˜es6 que podem ser intersecc¸o˜es no ambi-
ente que fazem o roboˆ mudar sua direc¸a˜o, escolhendo um caminho possı´vel entre diferen-
tes possibilidades.
A natureza na˜o determinı´stica de um autoˆmato de pilha e´ capaz de tratar estas entida-
des, de modo a construir uma espe´cie de a´rvore de busca, onde os diferentes caminhos
podem ser modelados atrave´s do backtracking automa´tico que os APs efetivam.
4.5.2.1 Navegac¸a˜o sem bifurcac¸o˜es inconvenientes
Considerando a hipote´tica situac¸a˜o em que um roboˆ deve percorrer um caminho em busca
de um objetivo como uma fonte de luz, restos orgaˆnicos em um terreno devastado por
uma explosa˜o, ou mesmo resquı´cios de a´gua em Marte. Tendo que, apo´s encontrar seu
objetivo, ser capaz de voltar pelo mesmo caminho para um ponto inicial.
Para modelar este comportamento de ir e voltar pelo mesmo caminho, surge a neces-
sidade do roboˆ apresentar algum tipo de memo´ria, de modo a guardar os marcos ja´ vistos,
para tornar possı´vel a volta pelo mesmo caminho. Desta forma, uma estrutura de pilha
e´ suficiente, pois o roboˆ pode ir empilhando os marcos e na volta desempilha´-los, che-
gando ao seu destino de modo eficiente. Na figura 4.10, um possı´vel mapeamento para
este problema e´ descrito.
Neste primeiro modelo, todas as direc¸o˜es que o roboˆ pode seguir, levara˜o ao seu ponto
objetivo, portanto as bifurcac¸o˜es apesar de existirem na˜o se tornam um problema ta˜o
grande no que tange a` busca do roboˆ pelo objetivo. Entretanto um cuidado que se deve
tomar ao descrever uma linguagem para representar este comportamento, e´ o fato de que
a volta deve ser feita pelo mesmo caminho que levou o roboˆ ao ponto objetivo o.
Os marcos sa˜o dispostos em cada esquina do labirinto e sa˜o representados por letras,
6do ingleˆs gateways
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Figura 4.10: Labirinto sem bifurcac¸o˜es incovenientes. A linha pontilhada indica um dos
possı´veis caminhos va´lidos
assim o roboˆ vai empilhando os marcos por onde passa, e ao encontrar seu objetivo,
comec¸ar a desempilhar os marcos, sendo que se no final a pilha tiver um status vazio o
roboˆ conseguiu com eˆxito ir e voltar pelo mesmo caminho.
Desta forma, a linguagem que o roboˆ deve seguir para descrever este comportamento
sera´ a linguagem L = {wowR : w ∈ ∑}, onde w sera´ uma cadeia que representa o
conjunto de marcos pelos quais o roboˆ ira´ passar e o sı´mbolo o representa o marco final,
isto e´, o objeto do roboˆ.
A grama´tica que gera percursos va´lidos para este problema e´ a grama´tica G=(V,∑,P,S),
onde
V = {A,B,C,D,E, F,G,H, I, J, O} ∪∑∑
={a,b,c,d,e,f,g,h,i,j,o}
S=A
P consiste das seguintes regras:
A→ aBa
B → bCb
C → cDc
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D → dEd | dHd
E → eFe
F → fGf
G→ gOg
H → hIh
I → iJi
J → jOj
O → o
Desta forma, para que o roboˆ siga o percurso representado pela linha vermelha ponti-
lhada na figura 4.10, a seguinte sequ¨encia de derivac¸a˜o deve ser seguida.
A ⇒ aBa
⇒ abCba
⇒ abcDcba
⇒ abcdHdcba
⇒ abcdhIhdcba
⇒ abcdhiJihdcba
⇒ abcdhijOjihdcba
⇒ abcdhijojihdcba
O autoˆmato de pilha e´ dado por M={K,∑,Γ,δ,s,F}, onde
K={q0, q1}∑
={a,b,c,d,e,f,g,h,i,j,o}
Γ={Z,A,B,C,D,E,F,G,H,I,J}
s = q0
F = {q1}
A func¸a˜o de transic¸a˜o δ e´ definida pelas seguintes regras.
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1. (q0, a, Z) = {[q0, A]}
2. (q0, b, A) = {[q0, BA]}
3. (q0, c, B) = {[q0, CB]}
4. (q0, d, C) = {[q0, DC]}
5. (q0, e,H) = {[q0, EH]}
6. (q0, f, E) = {[q0, FE]}
7. (q0, g, F ) = {[q0, GF ]}
8. (q0, h,D) = {[q0, HD]}
9. (q0, i, H) = {[q0, IH]}
10. (q0, j, I) = {[q0, JI]}
11. (q0, o, e) = {[q1, e]}
12. (q1, a, A) = {[q1, e]}
13. (q1, b, B) = {[q1, e]}
14. (q1, c, C) = {[q1, e]}
15. (q1, d,D) = {[q1, e]}
16. (q1, e, E) = {[q1, e]}
17. (q1, f, F ) = {[q1, e]}
18. (q1, g, G) = {[q1, e]}
19. (q1, h,H) = {[q1, e]}
20. (q1, i, I) = {[q1, e]}
21. (q1, j, J) = {[q1, e]}
22. (q1, e, Z) = {[q1, e]}
60
´E importante observar que para superar uma possı´vel situac¸a˜o em que o roboˆ even-
tualmente retrocedesse em seu percurso, a consulta ao topo da pilha garante que uma
sequeˆncia inva´lida na˜o seja reconhecida, e tambe´m garante que a volta seja em func¸a˜o do
caminho que ele faz em direc¸a˜o ao objetivo. Aliado a isto, a pilha neste AP e´ inicializada
com um sı´mbolo Z, de modo a assegurar que na eventualidade do roboˆ passar pelo ponto
inicial mais de uma vez, ele na˜o empilhe os marcos iniciais novamente, o que faria com
que o caminho de volta na˜o fosse ideal.
Graficamente este autoˆmato e´ mostrado na figura 4.11. ´E importante ressaltar que
quando o roboˆ chega no objetivo, e encontra o marco o, ele na˜o faz alterac¸a˜o na pilha,
apenas muda de estado e comec¸a o processo de desempilhamento.
Figura 4.11: Autoˆmato de pilha para labirinto sem bifurcac¸o˜es incovenientes
4.5.2.2 Navegac¸a˜o com bifurcac¸o˜es inconvenientes
Neste exemplo o roboˆ pode se deparar com uma situac¸a˜o que o leva para um estado que
o distanciara´ do objetivo. O AP que modela esta situac¸a˜o deve ser capaz de tratar estes
estados, lanc¸ando ma˜o de sua caracterı´stica na˜o determinı´stica para testar situac¸o˜es que
podem conduzir o roboˆ a estados va´lidos no que tange sua busca pelo objetivo. Um
possı´vel mapeamento para o problema em questa˜o e´ ilustrado na figura 4.12.
Neste problema foram colocados marcos em cada cruzamento e em cada beco sem
saı´da (Exs. D e G), ale´m disso, quando o roboˆ percorre um caminho de um marco para
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Figura 4.12: Labirinto com bifurcac¸o˜es inconvenientes
outro ele vai guardando em sua memo´ria (pilha) uma denominac¸a˜o para este caminho,
que no exemplo esta˜o sendo representadas pelo alfabeto∑={a,b,c,d,g}.
O roboˆ deve ser capaz de chegar em seu objetivo F, e voltar pelo caminho o´timo,
ou seja, se ele tiver passado na ida por caminhos inconvenientes, estes na˜o devem ser
gravados na memo´ria (pilha) do roboˆ, fazendo com que na volta ele percorra o caminho
inverso apenas pelos melhores trajetos das bifurcac¸o˜es.
A grama´tica livre de contexto que gera percursos va´lidos para este problema e´ a
grama´tica G=(V,∑,P,S), onde
V = {S,B,C,D,G, F} ∪∑∑
={a,b,c,d,g}
S=S
P consiste das seguintes regras:
S → aBa
B → bCb | dD | e
C → cFc | gG | e
D → dB
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G→ gC
F → e
Um possı´vel trajeto que o roboˆ deve seguir e´ dado pela linha tracejada da figura 4.13
e este percurso proposto pode ser gerado pela seguinte derivac¸a˜o.
S ⇒ aBa
⇒ adDa
⇒ addBa
⇒ addbCba
⇒ addbcFcba
⇒ addbccba
Figura 4.13: Possı´vel percurso
Do mesmo modo, o autoˆmato de pilha que modela este problema e´ mostrado na figura
4.14.
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Figura 4.14: Autoˆmato de pilha para labirinto com bifurcac¸o˜es incovenientes
Em termos de reconhecimento de linguagens, o AP apresentado neste exemplo e´ capaz
de reconhecer como va´lido o percurso adda, pois ao apresentar esta cadeia ao AP, a pilha
no final da computac¸a˜o estara´ vazia como mostrado na tabela 4.5. Em termos pra´ticos isto
significa que o roboˆ foi e voltou pelo mesmo caminho, mas na˜o chegou ao seu objetivo F.
Para contornar este problema, a pro´xima sec¸a˜o apresenta um labirinto similar, que embora
mais complexo, propo˜e um modelo de autoˆmato que consegue superar este problema.
Estado Entrada na˜o lida pilha Transic¸a˜o Utilizada
S adda e -
B dda a a e/a
D da da d e/d
B a a d d/e
S e e a a/e
Tabela 4.5: Processamento da cadeia adda
4.5.2.3 Navegac¸a˜o com garantia de chegada ao objetivo
Neste modelo o labirinto possui um nu´mero maior de bifurcac¸o˜es, como ilustrado na
figura 4.15, sendo que as regras de derivac¸a˜o propostas na grama´tica impo˜em a restric¸a˜o
de que o AA so´ podera´ voltar caso encontre o ponto F, garantindo assim o encontro do
seu objetivo.
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Figura 4.15: Labirinto com mais bifurcac¸o˜es
A formulac¸a˜o da grama´tica livre de contexto que gera os percursos que este roboˆ deve
descrever e´ dada por G=(V,∑,P,S), onde
V = {S,A,B,Q, F} ∪∑∑
={a,b,c,d,g,h}
S=S
P consiste das seguintes regras:
S → aAa
A→ bBb | dQ
B → ggB | cF
Q→ hhQ | dA
F → c
O percurso va´lido adhhdbccba pode ser gerado pela seguinte sequ¨encia de transic¸o˜es:
S ⇒ aAa
⇒ adQa
⇒ adhhQa
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⇒ adhhdAa
⇒ adhhdbBba
⇒ adhhdbcFba
⇒ adhhdbccba
Finalmente o autoˆmato capaz de reconhecer caminhos va´lidos para este labirinto e´
dado na figura 4.16.
Este autoˆmato garante que um caminho inva´lido como adhhda na˜o sera´ reconhecido
como va´lido, ale´m do que, para um caminho ser va´lido o AA precisa necessariamente
passar pelo ponto F, bem como voltar ao seu lugar inicial.
Pode-se imaginar um roboˆ enviado para um terreno em busca de resquı´cios orgaˆnicos
em algum ponto objetivo F, de modo que quando tal material fosse encontrado, o roboˆ
deveria voltar para a sua base afim de colocar o material em um dispositivo de refrigerac¸a˜o
com intuito de manter a conservac¸a˜o necessa´ria para futuras ana´lises biolo´gicas.
4.6 Nı´vel 1 - Linguagens Sensı´veis ao Contexto
4.6.1 Grama´ticas Sensı´veis ao Contexto
As grama´ticas sensı´veis ao contexto teˆm esta denominac¸a˜o por permitirem regras da
forma αAγ → αBγ, isto significa que A pode ser substituı´do por B, dependendo do
contexto em que estiver inserido, ou seja, com α a` esquerda e γ a` direita.
Ale´m disso, uma produc¸a˜o α→ β de uma GSC deve satisfazer a condic¸a˜o ‖α‖ ≤ ‖β‖,
isto implica que o comprimento da cadeia derivada permanece o mesmo ou aumenta no
decorrer de cada aplicac¸a˜o das regras. Esta propriedade e´ conhecida como propriedade de
monotonicidade das regras de uma GSC. Esta propriedade garante que na˜o existira´ uma
regra do tipo S → e
Formalmente uma GSC e´ dada pela definic¸a˜o 4.6:
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Figura 4.16: AP que modela labirinto com garantia de chegada ao objetivo
Definic¸a˜o 4.6. Uma grama´tica sensı´vel ao contexto e´ dada pelo qua´druplo G=(V,∑,P,S),
onde
V e´ um alfabeto∑
e´ o conjunto de terminais, sendo um subconjunto de V.
S e´ o sı´mbolo inicial, o qual e´ um elemento de V−∑
P e´ o conjunto de produc¸o˜es, com cada produc¸a˜o na forma α→ β, sendo que α e β ∈
V ∗, com ‖α‖ ≤ ‖β‖
Os membros de V −∑ sa˜o chamados de sı´mbolos na˜o-terminais.
Definic¸a˜o 4.7. Uma linguagem L e´ sensı´vel ao contexto se existe uma grama´tica sensı´vel
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ao contexto G, de forma que L=L(G).
Para exemplificar as grama´ticas sensı´veis ao contexto, se pode utilizar a gerac¸a˜o de ca-
deias va´lidas para a LSC L = {anbncn ‖ n ≥ 1}. Para isto G seria dada por G=(V,∑,P,S),
onde
V={S, B, C, E, a, b, c}∑
= a, b, c
S=S
P consiste das seguintes regras:
S → abC
bC → bc
bC → bEc
bE → Eb
aE → aaB
Bb→ bB
Bc→ bcc
Bc→ bEcc
Para n=3, terı´amos as seguintes derivac¸o˜es:
S ⇒ abC
⇒ abEc
⇒ aEbc
⇒ aaBbc
⇒ aabBc
⇒ aabbEcc
⇒ aabEbc
⇒ aaEbbcc
⇒ aaaBbbcc
⇒ aaabBbcc
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⇒ aaabbBcc
⇒ aaabbbccc
4.6.2 Autoˆmato Linearmente Limitado
O dispositivo reconhecedor das linguagens sensı´veis ao contexto e´ o autoˆmato linearmente
limitado que e´ uma ma´quina de Turing na˜o determinı´stica com fita finita, o que garante
que a ma´quina de Turing ira´ parar dada qualquer entrada, e consequ¨entemente sera´ capaz
de reconhecer ou na˜o a linguagem. 7
Definic¸a˜o 4.8. Um autoˆmato linearmente limitado A e´ a tupla A =< K,∑,Γ, δ, s, F >,
onde
K e´ o conjunto finito e na˜o vazio de estados,∑ ⊆ Γ e´ o alfabeto de sı´mbolos de entrada,
Γ e´ o alfabeto de sı´mbolos da fita que conte´m os marcadores de movimentac¸a˜o da
cabec¸a de leitura/gravac¸a˜o E e D (esquerda e direita), o sı´mbolo de espac¸o em branco ♦
e os delimitadores de fita [ ] a` esquerda e a` direita, respectivamente,
δ e´ a func¸a˜o de transic¸a˜o que e´ um mapeamento K × Γ→ K × Γ× {E,D}
s ∈ K e´ o estado inicial,
F ⊆ K e´ o conjunto de estados finais.
Uma transic¸a˜o de um ALL e´ dada da mesma forma que na ma´quina de Turing, ou seja,
uma transic¸a˜o da forma δ(q, a) = (p, b,D) indica que ao ler um sı´mbolo a, estando no
estado q, a cabec¸a da fita escreve um b no lugar de a, move-se para a direita e a unidade
de controle passa para o estado p.
4.6.3 Descric¸a˜o de comportamentos robo´ticos utilizando linguagens
sensı´veis ao contexto
Com o intuito de demonstrar a aplicac¸a˜o de uma linguagem sensı´vel ao contexto como
modelo de descric¸a˜o de comportamentos robo´ticos, sera´ dado um exemplo de um roboˆ
7Na sec¸a˜o 5.2, a ma´quina de Turing e´ brevemente explanada.
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que atua em uma linha de montagem de pec¸as automotivas.
O objetivo do roboˆ e´ fazer a montagem de uma pec¸a que deve ser fixada nos carros
atrave´s de um parafuso, uma porca e uma arruela. Neste setor da produc¸a˜o o roboˆ deve
ir fixando individualmente cada pec¸a em uma quantidade n de carros, isto e´, ele deve
primeiro encaixar o parafuso, em seguida colocar a arruela e finalmente afixar o parafuso
com a porca (figura 4.17).
Figura 4.17: Parafuso, arruela e porca
Os carros nesta linha de produc¸a˜o esta˜o dispostos lado a lado, nas proximidades de
um corredor onde o roboˆ caminha. Assim o roboˆ deve passar em cada carro e fixar uma
pec¸a de cada vez em todos os carros.
O roboˆ e´ equipado de um aparato que simula uma ma˜o mecaˆnica para efetuar a
composic¸a˜o da pec¸a, uma caˆmera que identifica os carros atrave´s de templates pre´-pro-
gramados e uma caixa de ferramentas, onde os parafusos, porcas e arruelas sa˜o colocados.
Inicialmente o roboˆ tem sua caixa de ferramentas carregada de parafusos, sendo abas-
tecida em ambos os lados do corredor com arruelas e porcas, nesta mesma ordem.
Em suma, o roboˆ ira´ percorrer o corredor inicialmente com parafusos que sera˜o colo-
cados nos carros. Ao chegar ao final do corredor os parafusos sa˜o trocados por arruelas e
o roboˆ volta colocando as arruelas, que novamente ao chegar ao final do corredor, sera˜o
trocadas por porcas na caixa de ferramentas e o roboˆ ira´ afixar as porcas, chegando ao
final do corredor com o seu objetivo concluı´do, podendo passar para uma outra fase desta
linha de produc¸a˜o automotiva.
Este comportamento de levar parafusos, arruelas e porcas individualmente para n car-
ros pode ser representado pela linguagem L = {anbncn | n ≥ 1}, onde a, b, e c repre-
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sentam os utensı´lios que o roboˆ deve levar para fixar as pec¸as, que sa˜o respectivamente
parafusos, arruelas e porcas e n representa o nu´mero de carros em que o roboˆ ira´ efetuar
a tarefa em questa˜o.
A grama´tica que gera comportamentos va´lidos para esta linguagem e´ a mesma dada
no exemplo referente a` definic¸a˜o 4.7. Assim, a gerac¸a˜o de uma cadeia aabbcc, indica que
o AA em questa˜o levou dois parafusos para dois carros, em seguida colocou duas arruelas
e finalmente voltou fixando as porcas que faltavam para assegurar a fixac¸a˜o do parafuso.
Para a gerac¸a˜o desta cadeia, o seguinte processo de derivac¸a˜o foi descrito:
S ⇒ abC
⇒ abEc
⇒ aEbc
⇒ aaBbc
⇒ aabBc
⇒ aabbcc
O autoˆmato que representa este comportamento e´ dado pelo ALLA =< K,∑,Γ, δ, s, F >,
onde
K = {q0, q1, q2, q3, q4, q5, q6}∑
= {a, b, c}
Γ = {A,B,C,♦, E,D, [, ]} ∪∑
s = q0
F = {q6}
δ e´ dada pelas seguintes regras
1. (q0, [) = {q1, [, D}
2. (q1, a) = {q2, A,D}
3. (q1, B) = {q5, B,D}
4. (q2, a) = {q2, a,D}
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5. (q2, B) = {q2, B,D}
6. (q2, b) = {q3, B,D}
7. (q3, b) = {q3, b,D}
8. (q3, C) = {q3, C,D}
9. (q3, c) = {q4, C, E}
10. (q4, a) = {q4, a, E}
11. (q4, b) = {q4, b, E}
12. (q4, B) = {q4, B,E}
13. (q4, C) = {q4, C, E}
14. (q4, A) = {q1, A,D}
15. (q5, B) = {q5, B,D}
16. (q5, C) = {q5, C,D}
17. (q5, ]) = {q6, ], D}
Graficamente este autoˆmato e´ ilustrado na figura 4.18
4.7 Classificac¸a˜o dos Comportamentos
De posse destes exemplos se consegue demonstrar a viabilidade da descric¸a˜o de compor-
tamentos robo´ticos utilizando a hierarquia de Chomsky, com suas respectivas linguagens
e autoˆmatos. Entretanto, surge a necessidade de uma classificac¸a˜o no aˆmbito de quais
linguagens seriam necessa´rias para determinados padro˜es de comportamentos.
O escopo deste trabalho na˜o e´ definir uma prova formal e matema´tica para esta classificac¸a˜o,
sendo isto alvo de futuros trabalhos que venham a surgir nesta nova linha de pesquisa. To-
davia, algumas evideˆncias podem ser aventadas como ponto de partida para esta classificac¸a˜o.
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Figura 4.18: Autoˆmato linearmente limitado para roboˆ atuando em uma linha de monta-
gem
Primeiramente se pode citar o fato da memorizac¸a˜o e do me´todo de acesso ao dis-
positivo de memo´ria ser crucial para a escolha de que nı´vel da hierarquia de Chomsky
utilizar.
Nos exemplos dos labirintos, a`s tomadas de decisa˜o que o roboˆ deveria efetivar foram
se tornando construtivamente menos elementares, e sempre estas deciso˜es se embasavam
em que tipo de informac¸a˜o o mecanismo de memo´ria (pilha) poderia fornecer. Certa-
mente, para problemas deste tipo, onde se necessita uma informac¸a˜o sequencial de um
ponto imediatamente anterior a uma tomada de decisa˜o, a estrutura da pilha se torna su-
ficiente, deixando uma linguagem livre de contexto como sendo o modelo relativamente
ideal para a representac¸a˜o do comportamento.
Quando o objetivo do AA necessita de um me´todo de acesso a memo´ria que garanta
que as informac¸o˜es ira˜o permanecer ı´ntegras ate´ o final de toda a computac¸a˜o, necessita-
se de uma linguagem sensı´vel ao contexto. O autoˆmato reconhecedor desta linguagem,
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por ser uma ma´quina de Turing com fita limitada, garante esta memorizac¸a˜o permanente
das informac¸o˜es, mantendo o acesso a elas em qualquer momento da computac¸a˜o, obvia-
mente, desde que suas regras de transic¸a˜o estejam definidas para tanto.
Este assunto sera´ visto com mais profundidade no pro´ximo ca´pı´tulo, onde sera´ mos-
trado quando se necessita de uma ma´quina de Turing (mesmo que de fita limitada, como
os ALLs) para representar os comportamentos robo´ticos.
Em paralelo pode-se levar em considerac¸a˜o que existe um teorema chamado de Te-
orema do Bombeamento (vide [60] e [102]) que garante que uma dada linguagem de
menor nı´vel da hierarquia de Chomsky na˜o pode ser representada por uma linguagem de
nı´vel superior. Por exemplo, uma livre de contexto na˜o pode ser representada por uma
linguagem regular.
Este teorema leva a infereˆncia que os comportamentos sa˜o auto-ditados pela pro´pria
linguagem, ou seja, quando a representac¸a˜o de um comportamento se da´ atrave´s de uma
linguagem sensı´vel ao contexto, ele na˜o podera´ ser feito atrave´s de uma linguagem livre
de contexto. De fato, na˜o seria possı´vel representar o comportamento visto no exemplo da
subsec¸a˜o 4.6.3(problema das pec¸as automotivas) por uma LLC, e muito menos por uma
LR, pois isto iria transgredir o teorema do bombeamento.
Capı´tulo 5
Definic¸a˜o Formal de Agentes
Autoˆnomos como ma´quina de Turing
“One day we will take robots out of the realm of toys and into the realm of thinking
machines”. ( tmDan Mathias)
5.1 Introduc¸a˜o
Pelo fato deste trabalho levantar ide´ias que visam a formalizac¸a˜o dos comportamentos
robo´ticos, surge a relevaˆncia e necessidade de se utilizar um formalismo para a definic¸a˜o
dos pro´prios agentes autoˆnomos e de seus comportamentos de um modo gene´rico.
Em geral as definic¸o˜es de AAs e de seus comportamentos encontradas na literatura
circundam nas definic¸o˜es vistas no capı´tulo 2 deste trabalho, onde se observa que es-
tas definic¸o˜es se baseiam em conceitos qualitativos, informais e por vezes puramente
filoso´ficos. Uma definic¸a˜o mais formal e´ encontrada em [89], o qual faz uma definic¸a˜o de
AAs e seus comportamentos utilizando Teoria Geral de Sistemas.
Para manter a linha de pesquisa deste trabalho, sera´ dado enfoque as estas definic¸o˜es
utilizando a ma´quina de Turing (MT), pois embora existam os dispositivos reconhecedo-
res mais simples para cada linguagem da hierarquia de Chomsky, a ma´quina de Turing se
comporta como um dispositivo capaz de reconhecer qualquer linguagem dos nı´veis acima
da hierarquia, de modo que atrave´s dela sera´ feita uma nova definic¸a˜o formal dos agentes
autoˆnomos.
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5.2 Ma´quina de Turing
A ma´quina de Turing (MT) foi proposta pelo matema´tico ingleˆs Alan Turing ao analisar a
situac¸a˜o de uma pessoa equipada com uma caneta, apagador e uma folha de papel organi-
zada em quadrados. Inicialmente o papel conte´m somente os dados iniciais do problema,
e a pessoa pode interagir com o problema lendo e alterando um sı´mbolo em um quadrado
e movendo os olhos para outro quadrado.
Com isso, Turing construiu uma ma´quina que consegue ser um modelo formal para a
noc¸a˜o de algoritmo, ale´m disso a tese de Church-Turing postula que qualquer dispositivo
computacional tem seu poderio de computabilidade no ma´ximo equivalente ao da MT.
[102]
A ma´quina de Turing e´ composta por treˆs componentes que sa˜o a fita, a cabec¸a de
leitura/gravac¸a˜o e a unidade de controle. Uma ilustrac¸a˜o da MT pode ser visualizada na
figura 5.1.
Figura 5.1: Ma´quina de Turing
A fita da MT pode ser utilizada como dispositivo de entrada, saı´da e memo´ria de
trabalho, tem tamanho infinito a` direita e cada ce´lula armazena um sı´mbolo que pode ser
do alfabeto de entrada, do alfabeto de sı´mbolos exclusivos da fita ou o sı´mbolo de espac¸o
em branco. Inicialmente, a palavra a ser processada ocupa as ce´lulas mais a` esquerda,
ficando as demais com o sı´mbolo de espac¸o em branco ♦, assim como e´ mostrado na
figura 5.1.
A cabec¸a de leitura/gravac¸a˜o ou simplesmente cabec¸a da fita e´ a responsa´vel pela
comunicac¸a˜o entre a unidade de controle e a fita, sendo utilizada tanto para ler o conteu´do,
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como para escrever os sı´mbolos na fita. Ela inicialmente esta´ posicionada na primeira
ce´lula a` esquerda da fita, e seu movimento se da´ acessando uma ce´lula de cada vez, em
direc¸a˜o a` esquerda ou a` direita.
A unidade de controle reflete o estado interno corrente da ma´quina, possuindo um
nu´mero finito e pre´-definido de estados. Esta entidade opera em passos discretos, podendo
executar a cada passo uma troca do estado atual, bem como, atrave´s da cabec¸a da fita,
gravar um sı´mbolo na ce´lula vigente da fita, movendo a cabec¸a para a direita ou esquerda.
Definic¸a˜o 5.1. Uma Ma´quina de Turing e´ a quı´ntupla M =< K,∑,Γ, δ, s, F >, onde
K e´ o conjunto finito e na˜o vazio de estados,∑ ⊆ Γ e´ o alfabeto de sı´mbolos de entrada,
Γ e´ o alfabeto de sı´mbolos da fita que conte´m os marcadores de movimentac¸a˜o da
cabec¸a de leitura/gravac¸a˜o E e D (esquerda e direita) e o sı´mbolo de espac¸o em branco♦.
δ e´ a func¸a˜o de transic¸a˜o que e´ um mapeamento K × Γ→ K × Γ× {E,D}
s ∈ K e´ o estado inicial,
F ⊆ K e´ o conjunto de estados finais.
A computac¸a˜o de uma MT inicia com a ma´quina em um estado q0 ∈ K, com a cabec¸a
da fita na ce´lula mais a` esquerda. As transic¸o˜es consistem de treˆs ac¸o˜es: mudar o estado
corrente, escrever um sı´mbolo na ce´lula lida pela cabec¸a de leitura/gravac¸a˜o e mover a
cabec¸a para a` esquerda ou direita. Por exemplo, a transic¸a˜o δ(q, a) = (p, b,D), pode ser
entendida como M no estado q, lendo o sı´mbolo a na fita, deve escrever o sı´mbolo b na
mesma ce´lula onde estava a, passar para o estado p e mover a cabec¸a da fita para a` direita.
As transic¸o˜es em uma MT tambe´m podem ser definidas atrave´s de um grafo finito direto
como ilustrado na figura 5.2.
Uma MT pode parar sob treˆs circustaˆncias:
• Estado Final: A ma´quina chega a um estado final, aceitando a cadeia de entrada.
• Transic¸a˜o Indefinida: Nenhuma transic¸a˜o δ se enquadra na configurac¸a˜o atual da
ma´quina, de modo que a ma´quina pa´ra e rejeita a entrada.
• Limite a` Esquerda: A transic¸a˜o requer um movimento a` esquerda e a cabec¸a da
fita ja´ se encontra na ce´lula mais a` esquerda, desta forma a ma´quina pa´ra, e a entrada
e´ rejeitada.
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Figura 5.2: Representac¸a˜o em forma de grafo da transic¸a˜o de uma MT
A ma´quina de Turing em algumas situac¸o˜es pode ficar rodando indefinidamente a fim
de tentar reconhecer uma cadeia. As linguagens que conte´m estas cadeias sa˜o chamadas
de enumera´veis recursivamente.
Neste contexto, e´ importante ressaltar que neste trabalho conjectura-se que os com-
portamentos robo´ticos sa˜o regidos pelos nı´veis 1,2 e 3 da hierarquia de Chomsky, na˜o
adentrando assim nas linguagens enumera´veis recursivamente, o que garante que para os
problemas vistos neste trabalho a MT ira´ parar para todas as entradas. Para mais deta-
lhes sobre linguagens recursivamente enumera´veis e questo˜es de computabilidade da MT,
consultar [60] e [102].
A ma´quina de Turing pode ser utilizada sob dois enfoques: como um dispositivo re-
conhecedor gene´rico de linguagens e como processadora de func¸o˜es.
Na primeira abordagem um conjunto de estados finais e´ especificado e a MT devera´
aceitar ou rejeitar a cadeia apresentada na fita de entrada.
Um segundo enfoque e´ utiliza´-la como processadora de func¸o˜es, onde ela e´ capaz de
computar func¸o˜es matema´ticas, tendo o valor contido na fita de entrada como paraˆmetro
da func¸a˜o. Este tipo de aplicac¸a˜o da MT conte´m apenas um estado final que representa o
te´rmino da computac¸a˜o da func¸a˜o, indicando que a ma´quina conseguiu ter sucesso em seu
processamento. Caso a ma´quina pare em um outro estado, ela na˜o foi capaz de computar
a func¸a˜o, pois suas regras de transic¸o˜es na˜o comportam tal situac¸a˜o.
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Novamente se deve realc¸ar que a MT pode ficar rodando indefinidamente. No primeiro
caso isto acontece para algumas linguagens enumera´veis recursivamente, visto que na˜o
ha´ garantia que a MT ira´ parar para uma dada cadeia de entrada, e no segundo enfoque
tambe´m na˜o ha´ garantia que para uma dada func¸a˜o a MT ira´ parar em seu estado final.
5.3 Agente Autoˆnomo como Ma´quina de Turing
Como inspirac¸a˜o para as definic¸o˜es em questa˜o pode-se partir da premissa que um agente
autoˆnomo tambe´m pode ser considerado um mecanismo de computac¸a˜o que recebe uma
entrada, efetua algum processamento e emite uma saı´da.
Desta forma, analogamente, neste trabalho visa-se definir um AA como sendo uma
MT, onde a fita e´ o ambiente onde o agente atua, o alfabeto dito de entrada conte´m os
sı´mbolos que representam tanto as entradas que os sensores conseguem captar, como a
representac¸a˜o simbo´lica dos comportamentos emergidos pelo agente.
A cabec¸a de leitura/gravac¸a˜o representa os sensores ao efetuar operac¸o˜es de leitura,
tambe´m se comportando como um mecanismo atuador quando estiver atuando em opera-
c¸o˜es de gravac¸a˜o.
Ja´ o mecanismo de controle de estados representa a entidade cognitiva do roboˆ, a
qual e´ orientada a fazer o mapeamento cognitivo entre os dados provenientes dos senso-
res (comportamento de leitura da cabec¸a) e a emergeˆncia dos comportamentos robo´ticos
(comportamento de escrita da cabec¸a).
Em suma, a emergeˆncia de um comportamento se da´ na medida em que a ma´quina
de Turing computa os dados contidos na recepc¸a˜o senso´ria, integra-os cognitivamente
atrave´s do controle de estados, e computa uma saı´da que sera´ o comportamento emergido.
Definic¸a˜o 5.2. Um agente definido por uma ma´quina de Turing pode ser dado pela tupla
A =< K,
∑
,Γ, δ, s, F >, onde
K e´ o conjunto finito e na˜o vazio de estados cognitivos do agente.
Γ e´ o alfabeto de sı´mbolos da fita que conte´m os marcadores de movimentac¸a˜o da
cabec¸a de leitura/gravac¸a˜o E e D (esquerda e direita) e o sı´mbolo de espac¸o em branco ♦∑ ⊆ Γ e´ o alfabeto de sı´mbolos que representam os dados captados pelo aparato
senso´rio do agente e as ac¸o˜es que podem ser efetuadas por ele. Este alfabeto e´ o conjunto
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de sı´mbolos que representam a interac¸a˜o do agente com o ambiente.
δ e´ a func¸a˜o de transic¸a˜o que realiza o mapeamento entre a recepc¸a˜o senso´ria, os
estados cognitivos do agente e o comportamento emergido, se apresentando na forma
δ : K × Γ→ K × Γ× {E,D}
s e´ o estado cognitivo inicial do agente
F ⊆ K e´ o conjunto de estados cognitivos finais que o agente pode alcanc¸ar, indicando
que o comportamento emergido e´ va´lido frente a`s informac¸o˜es senso´rias providas pelo
ambiente.
Definic¸a˜o 5.3. O comportamento observa´vel emergido por um agente e´ o mapeamento
cognitivo da func¸a˜o δ : K × Γ→ K × Γ× {E,D} de uma entrada dada por uma cadeia
de um ou mais sı´mbolos senso´rios w ∈ K para uma saı´da de sı´mbolos w′ ∈ K.
Definic¸a˜o 5.4. Um comportamento observa´vel va´lido e´ um comportamento observa´vel
que tem sua cadeia de saı´da em um dos estados cognitivos finais F ⊆ K.
De fato, o fator decidibilidade de uma dada cadeia de sı´mbolos na˜o garante que a
parada da MT seja um estado final va´lido, portanto para que se tenha um comportamento
observa´vel va´lido e´ necessa´rio que o estado cognitivo do agente ao final da computac¸a˜o
seja em um estado final va´lido.
Outro fator importante que se deve considerar e´ a questa˜o do aprendizado dos AAs. A
ma´quina de Turing suporta a representac¸a˜o deste aprendizado, pois as operac¸o˜es sobre sua
fita permitem que a saı´da computada pela MT (comportamento) possa ser representada
de maneira concomitante com a entrada, haja vista a memo´ria infinita ou suficientemente
grande para armazenar todos os sı´mbolos necessa´rios a` computac¸a˜o da ma´quina.
Elucidando o pa´ragrafo anterior, existe a possibilidade pragma´tica de se criar uma
MT com fita infinita a` esquerda e a` direita separadas por um sı´mbolo qualquer Y que
controla a fronteira entre as partes esquerda e direita. Na figura 5.3, um exemplo desta
fita e´ ilustrado, onde as ce´lulas de ı´ndice negativo representam a parte direita da fita, e as
de ı´ndice positivo, a parte esquerda
Com este aparato pode-se convencionar que os sı´mbolos provenientes dos sensores
estariam a` esquerda de Y e o comportamento desempenhado pelo agente estaria a` direita
de Y, desta forma garantindo o mapeamento entre a recepc¸a˜o senso´ria e a emergeˆncia do
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comportamento em uma mesma estrutura de memo´ria. Para um estudo mais aprofundado
da computac¸a˜o destas ma´quinas “incrementadas”, recomenda-se consultar [60] e [102] 1.
No exemplo do labirinto apresentado na subsec¸a˜o 4.5.2.3, a garantia de que o roboˆ
fez o caminho correto, e´ de que no final de sua computac¸a˜o a pilha dever estar vazia, no
entanto, os passos que ele percorreu ao ir ao objetivo e voltar para a origem na˜o foram
gravados permanentemente em lugar algum, pois o me´todo de acesso a pilha do AP obriga
a exclusa˜o das informac¸o˜es caso se queira a pilha vazia no final do processo.
Entretanto, com uma ma´quina de Turing de duas fitas seria possı´vel que o caminho
percorrido pelo roboˆ pudesse ser gravado de maneira permanente, de modo que se in-
sistı´ssemos em fazeˆ-lo percorrer o labirinto novamente, ele ja´ teria os passos de um mo-
mento anterior gravados na fita, realizando mais facilmente o percurso em questa˜o.
Figura 5.3: Fita infinita nos dois sentidos
A proposic¸a˜o que o aprendizado pode ser representado por uma ma´quina de Turing,
faz com que ela aja como um modelo de memo´ria de longa durac¸a˜o (vide sec¸a˜o 6.4), ou
seja, ela permite a possibilidade de conter uma cadeia de entrada e o resultado de sua
computac¸a˜o em um u´nico meio, que no caso e´ sua fita.
Os autoˆmatos de pilha tambe´m permitem certa memorizac¸a˜o, no entanto, seu dispo-
sitivo de armazenamento (pilha) se comporta como uma espe´cie de memo´ria de trabalho
(vide sec¸a˜o 6.4), pois o meio de acesso a ele acontece de uma maneira que na˜o permite
a memorizac¸a˜o permanente das entradas e saı´das concomitantemente, tornando-se enta˜o,
apenas uma memo´ria de trabalho ou de curta durac¸a˜o.
Finalmente, os AFDs sa˜o dispositivos que na˜o possuem nem uma memo´ria auxiliar,
1Apesar destas ma´quinas trazerem uma maior facilidade de implementac¸a˜o, elas na˜o aumentam a po-
tencialidade da ma´quina de Turing dita universal, pois as mesmas operac¸o˜es podem ser realizadas por esta.
Para mais detalhes sobre os teoremas que circundam esta afirmac¸a˜o, consultar [102].
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muito menos memo´ria permanente, acarretando que os comportamentos que eles sa˜o ca-
pazes de descrever sa˜o comportamentos mais simples, que em geral sa˜o ac¸o˜es puramente
reflexivas.
Capı´tulo 6
Modelos de Redes Neurais Artificiais
para implementac¸a˜o das Linguagens de
Chomsky
“Qualquer coisa que possa ser descrita exaustivamente e sem ambiguidade,
qualquer coisa que possa ser plenamente e sem ambiguidade colocada em palavras,
e´, ipso facto, realiza´vel por uma rede finita adequada”(John Von Neumann)
6.1 Introduc¸a˜o
No capı´tulo 4 foram apresentadas formas de se representar comportamentos robo´ticos
utilizando os diferentes nı´veis da hierarquia de Chomsky. Feita esta representac¸a˜o surge
a necessidade de encontrar me´todos ou arquiteturas de controle capazes de implementar
estes comportamentos regidos pelas linguagens de Chomsky.
Ao se imaginar a navegac¸a˜o de um AA sobre um ambiente dinaˆmico, como um cor-
redor de uma universidade, torna-se invia´vel construir um algoritmo convencional que
consiga modelar todas as situac¸o˜es, como pessoas transitando em coordenadas diferentes,
objetos mudando de posic¸a˜o, produtos de limpeza sobre o cha˜o em determinado momento,
etc.
Ale´m disso, o tratamento algorı´tmico convencional na˜o e´ compatı´vel com os dados
analo´gicos que os sensores capturam do ambiente, necessitando assim, de uma discretizac¸a˜o
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dos valores lidos para um nı´vel simbo´lico. Ademais o paradigma computacional baseado
em procedimentos ou objetos na˜o tem um mecanismo automa´tico de tratamento de falhas,
devendo a`s eventuais incertezas estarem sempre previstas pelo projetista.
Os seres vivos conseguem prosperar em um ambiente dinaˆmico e por vezes hostil,
realizando o controle de sua navegac¸a˜o e o tratamento das “imperfeic¸o˜es” do ambiente de
maneira inata. A emergeˆncia de comportamentos se da´ atrave´s do sistema nervoso central,
o qual tem como seus elementos atoˆmicos os neuroˆnios que formam redes neuronais
responsa´veis por um mapeamento cognitivo entre as informac¸o˜es recebidas do ambiente,
e a forma como atuar nele.
Se a emergeˆncia de comportamento dos seres da natureza ocorre de forma inata e in-
teligente, aliada ao fato de possuı´rem em seus comportamentos o objetivo de prosperar na
execuc¸a˜o de suas tarefas (que pode ser ate´ mesmo o ato de sobreviver), torna-se promissor
estudar meios de implementar modelos inspirados biologicamente.
Em diversos experimentos [24][103][26][42][15][16] as RNAs conseguem aprender a
estrutura de uma dada linguagem, conseguindo induzir regras de derivac¸a˜o gramaticais,
bem como reconhecer sentenc¸as va´lidas de uma dada linguagem. Isto se torna de grande
utilidade para aplicac¸o˜es no aˆmbito da robo´tica, pois auxilia na decisa˜o que um AA deve
tomar para a efetivac¸a˜o de um dado comportamento.
Neste contexto, justifica-se a utilizac¸a˜o das redes neurais artificiais como forma de
dotar um AA com caracterı´sticas inteligentes e autoˆnomas.
Para tanto as redes neurais artificiais devem ser modelos que consigam implemen-
tar os diferentes nı´veis da hierarquia de Chomsky, pois neste trabalho conjectura-se que
os comportamentos robo´ticos podem ser representados pelas linguagens dispostas nesta
hierarquia.
Nas sec¸o˜es deste capı´tulo, as redes neurais artificiais sera˜o introduzidas ao leitor, dis-
pondo conhecimento a respeito das suas principais caracterı´sticas e potencialidades, para
em seguida mostrar modelos ja´ consagrados na literatura de redes neurais que conseguem
agir como autoˆmatos. Isto e´ fundamental para este trabalho, pois sera˜o dados me´todos
para que agentes autoˆnomos dotados cognitivamente de redes neurais artificiais consi-
gam descrever comportamentos robo´ticos regidos pelos diferentes nı´veis da hierarquia de
Chomsky.
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Ale´m disso, algumas considerac¸o˜es relativas a questo˜es de computabilidade das redes
neurais sera˜o explanadas, frente sua suposta equivaleˆncia a` ma´quina de Turing.
Finalmente, retomando a` arquitetura PiramidNet, explanada na sec¸a˜o 2.5.4, a qual se
inspira nas caracterı´sticas modulares e hiera´rquicas do ce´rebro, pretende-se incluir novas
camadas que representara˜o as RNAs que implementam nı´veis mais baixos da hierarquia
de Chomsky, provendo assim uma gama de comportamentos maior.
6.2 Redes Neurais Artificiais
O ser humano e´ dotado de complexos circuitos neuronais que constam de variadas co-
nexo˜es entre seus neuroˆnios (sinapses) interagindo entre si de modo a fazer emergir com-
portamento inteligente. Sendo assim, surge a ide´ia de se tentar modelar computacional-
mente estas conexo˜es neurais, de modo a incitar a emergeˆncia de comportamento inteli-
gente em ma´quinas. Neste contexto, surgem as redes neurais artificiais que sa˜o inspiradas
na pro´pria natureza das redes de neuroˆnios e sinapses biolo´gicas. Esta ide´ia de modela-
gem cerebral forma a vertente da Inteligeˆncia Artificial, chamada Inteligeˆncia Artificial
Conexionista. [108]
As RNAs tambe´m surgem para os cientistas da computac¸a˜o como um novo paradigma
de programac¸a˜o, baseada em exemplos, na˜o necessitando de algoritmo explı´cito, apro-
veitando a potencialidade das RNAs como entidades flexı´veis a` generalizac¸a˜o, efetivando
infereˆncias corretas mesmo para dados na˜o vistos pela rede anteriormente.
Ale´m disso, as redes neurais sa˜o um paradigma computacional que inere o parale-
lismo em seu processamento, onde cada neuroˆnio pode ser considerado uma entidade que
executa certo processamento.
Para aplicac¸o˜es na robo´tica, as RNAs apresentam a interessante caracterı´stica de su-
portar ruı´dos atrelados as imperfeic¸o˜es no ambiente. Outro ponto importante que sedi-
menta a utilizac¸a˜o das RNAs e´ sua toleraˆncia a falhas, ou seja, geralmente conseguem
chegar ao resultado desejado mesmo com mal funcionamento de algum componente.
Apesar do pouco conhecimento que ainda se tem do ce´rebro humano, aliado a` dificul-
dade de modelar mesmo o que ja´ sabemos, as pesquisas em redes neurais tem se mostrado
bastantes promissoras em diversas a´reas, como engenharia, computac¸a˜o e ate´ mesmo nas
85
neurocieˆncias. Sendo tambe´m de grande utilidade para problemas como reconhecimento
de padro˜es, agrupamento, previsa˜o de se´ries temporais e obviamente na robo´tica.
6.2.1 Neuroˆnio Biolo´gico
Um neuroˆnio tı´pico e´ composto por um corpo celular ou soma, um axoˆnio tubular e va´rias
ramificac¸o˜es arbo´reas conhecidas como dendritos. Os dendritos formam uma malha de
filamentos finı´ssimas ao redor do neuroˆnio. Ao passo que o axoˆnio consta de um tubo
longo e fino que ao final se divide em ramos que terminam em pequenos bulbos que quase
tocam os dendritos dos outros neuroˆnios na fenda sina´ptica. Na figura 6.1 e´ mostrada a
ilustrac¸a˜o de um neuroˆnio.
Figura 6.1: Neuroˆnio Biolo´gico
O pequeno espac¸o entre o fim do bulbo e o dendrito e´ conhecido como sinapse, atrave´s
da qual as informac¸o˜es se propagam. O nu´mero de sinapses recebidas por cada neuroˆnio
varia de 100 a 100.000, sendo que elas podem ser tanto excitato´rias como inibito´rias. A
figura 6.2 representa uma possı´vel sinapse entre dois neuroˆnios.
Figura 6.2: Sinapse
A ce´lula nervosa tem um potencial de repouso devido aos ı´ons Na+ e K− estarem
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em concentrac¸o˜es diferentes dentro e fora da ce´lula, de modo que qualquer perturbac¸a˜o
na membrana, estimulada por elementos como luminosidade, reac¸o˜es quı´micas e pressa˜o
provocam alterac¸a˜o nas concentrac¸o˜es dos ı´ons Na+ e K− [12].
A alterac¸a˜o na concentrac¸a˜o dos ı´ons Na+ e K− gera um trem de pulsos ele´tricos que
se expande localmente nas proximidades dos dendritos. Dependendo da intensidade do
estı´mulo, este trem de pulso pode exceder um certo limiar no corpo celular e gerar um
sinal com amplitude constante ao longo do axoˆnio. Na fronteira do momento do disparo
do neuroˆnio, e´ gerado um potencial de ac¸a˜o que impulsiona o fluxo do sinal gerado pelo
corpo celular para outras ce´lulas
O pulso ele´trico gerado pelo potencial de ac¸a˜o libera neurotransmissores que sa˜o
substaˆncias quı´micas contidas nos bulbos do axoˆnio. Estes neurotransmissores sa˜o repas-
sados para os dendritos do neuroˆnio seguinte. Assim, quando o conjunto de neurotrans-
missores que chegam aos dendritos de um determinado neuroˆnio atinge um certo limiar,
eles disparam de novo um potencial de ac¸a˜o que vai repetir todo o processo novamente.
Conve´m ressaltar que as sinapses podem ser excitato´rias, facilitando o fluxo dos sinais
ele´tricos gerados pelo potencial de ac¸a˜o, como podem tambe´m ser inibito´rias, as quais
possuem a caracterı´stica de dificultar a passagem desta corrente.
Esta sec¸a˜o teve o intuito de apenas contextualizar a inspirac¸a˜o biolo´gica pela qual as
redes neurais artificiais sa˜o idealizadas. Para mais informac¸o˜es acerca do funcionamento
do sistema neural, o leitor pode consultar [75] e [58] que foram utilizados como literatura
base para esta sec¸a˜o.
6.2.2 Neuroˆnio Artificial
Apesar dos esforc¸os em se modelar os neuroˆnios biolo´gicos, tudo que se conseguiu ate´
hoje foi uma aproximac¸a˜o elementar. Neste trabalho mostraremos um modelo adequado
com o proposto por Azevedo[9] apud [89]. A figura 6.3 mostra este modelo.
Neste modelo as entradas do neuroˆnio uj podem ser saı´das de outros neuroˆnios, entra-
das externas, um bias (entrada especial) ou qualquer combinac¸a˜o destes elementos. Estas
entradas sa˜o ponderadas pelos pesos wij que sa˜o inspirados na forc¸a da conexa˜o sina´ptica
entre os neuroˆnios i e j.
Desta forma, temos o chamado net do neuroˆnio que e´ geralmente o somato´rio de todas
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Figura 6.3: Modelo de Neuroˆnio Artificial
as entradas multiplicadas pelos seus respectivos pesos. Ou seja:
neti =
n∑
1
ujwij
A func¸a˜o de ativac¸a˜o φ so´ existe em neuroˆnios dinaˆmicos que sa˜o neuroˆnios onde
seus estados futuros sa˜o determinados tanto pelo net de entrada como pelo estado atual
do neuroˆnio, ou seja, este tipo de neuroˆnio tem uma certa “memo´ria”que permite guardar
informac¸a˜o de estados anteriores. Entretanto, em grande parte da literatura considera-
se a func¸a˜o de ativac¸a˜o dependente apenas das entradas atuais e dos pesos, tornando os
neuroˆnios em entidades esta´ticas[89].
A func¸a˜o de saı´da η e´ quem produz a saı´da do neuroˆnio e normalmente tem forma
contı´nua e crescente, de tal sorte que seu domı´nio geralmente se encontra no aˆmbito dos
nu´meros reais. Geralmente utiliza-se como func¸a˜o de saı´da as func¸o˜es lineares, sigmoidal
ou logı´stica e a func¸a˜o tangente hiperbo´lica.
6.2.3 Topologia das RNAs
Para a vasta maioria dos problemas pra´ticos um u´nico neuroˆnio na˜o e´ suficiente, sendo
assim utilizam-se neuroˆnios interconectados, sendo que a decisa˜o de como interconectar
os neuroˆnios e´ uma das mais importantes deciso˜es a se tomar no projeto de uma rede
neural artificial. Ademais, a forma como os neuroˆnios esta˜o conectados influi diretamente
na capacidade da rede para resolver determinada classe de problemas[106].
No tocante de como os neuroˆnios se interligam, e´ conveniente ressaltar a utilizac¸a˜o de
camadas interme´dia´rias (ou ocultas) que permitem as RNAs implementarem superfı´cies
de decisa˜o mais complexas. Estas camadas permitem que seus elementos se organizem
de tal forma que cada elemento aprenda a reconhecer caracterı´sticas diferentes do espac¸o
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de entrada. Assim, o algoritmo de treinamento deve decidir que caracterı´sticas devem ser
extraı´das do conjunto de treinamento. O problema em utilizar camada escondida e´ que o
aprendizado se torna muito mais difı´cil
As redes neurais artificiais podem ser diretas ou recorrentes, sendo que a principal
diferenc¸a entre elas e´ que na primeira os neuroˆnios na˜o recebem realimentac¸a˜o em suas
entradas, ou seja, seu grafo na˜o tem ciclos.
Atualmente as redes neurais diretas sa˜o as mais comuns, principalmente pelo advento
da popularizac¸a˜o do algoritmo de treinamento backpropagation. Este tipo de rede pode
ser considerado um aproximador universal de func¸o˜es, sendo que seu nı´vel de precisa˜o
dependera´ principalmente do nu´mero de neuroˆnios, bem como da escolha eficiente do
conjunto de exemplos. O formato de uma RNA direta e´ ilustrado na figura 6.4.
Figura 6.4: Rede Neural Direta
As redes recorrentes sa˜o aquelas que conte´m pelo menos um ciclo de realimentac¸a˜o
(figura 6.5). Neste tipo de rede podem ser acoplados elementos de atraso-unita´rio que em
conjunto com as caracterı´sticas na˜o-lineares dos pro´prios neuroˆnios faz a rede operar em
um domı´nio na˜o-linear, fato que segundo [89] proveˆ a este tipo de rede uma capacidade
para tratamento de problemas que exijam representac¸o˜es de estados, tais como processa-
mento de linguagem, controle, processamento adaptativo de sinais e predic¸a˜o de se´ries
temporais.
Diferentes arquiteturas de redes recorrentes sera˜o tratadas nas pro´ximas sec¸o˜es, pois
devido a sua maior flexibilidade em lidar com dados mais complexos, em domı´nios na˜o-
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Figura 6.5: Rede Neural Recorrente
lineares, elas sera˜o combinadas em diferentes configurac¸o˜es afim de conseguir implemen-
tar o funcionamento dos diferentes autoˆmatos da hierarquia de Chomsky.
Conve´m ressaltar tambe´m que o conhecimento das redes neurais artificiais se da´ atrave´s
da ponderac¸a˜o que os pesos da conexa˜o entre os neuroˆnios de diferentes camadas trocam
entre si. Ou seja, encontrar soluc¸a˜o para um determinado problema utilizando RNA seria,
resumidamente, encontrar a melhor topologia de rede, ajustando corretamente os pesos
das conexo˜es entre os neuroˆnios.
6.3 Implementac¸a˜o de Autoˆmato de Estado Finito utili-
zando Redes Neurais Artificiais
Diversos estudos encontrados na literatura versam sobre a implementac¸a˜o de autoˆmatos
finitos utilizando RNAs [5] [43][26][66]. Por considerar os modelos mais robustos, no que
tange a` capacidade de extrapolac¸a˜o e estabilidade da rede, neste trabalho sera˜o discutidos
principalmente os estudos descritos em [77] e [39]. Estes trabalhos diferem principal-
mente quanto a` forma que os pesos esta˜o relacionados na rede. Ao introduzir ao leitor
redes de ordem maior do que 1 (sec¸a˜o 6.3.2), as potencialidades das diferentes maneiras
de se conectar os pesos sera˜o elucidadas.
Como justificativa para utilizac¸a˜o de redes recorrentes para implementac¸a˜o de autoˆ-
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matos finitos, pode-se utilizar o teorema proposto em [92].
Teorema: Todo autoˆmato finito pode ser representado por uma rede neural recorrente.
Prova: A prova sera´ feita de modo construtivo utilizando neuroˆnios bina´rios, ou seja,
com valores de saı´da bina´rios. Um autoˆmato finito pode ser descrito atrave´s das seguintes
equac¸o˜es:
x(t+ 1) = φ(x(t), u(t)) (6.1)
y(t) = γ(x(t), u(t)) (6.2)
A func¸a˜o γ pode ser implementada tomando todas as possı´veis saı´das e utilizando
uma quantidade n de neuroˆnios bina´rios para codificar estas saı´das. Ale´m disso, deve-
se utilizar um conjunto de neuroˆnios cujas saı´das codifiquem os estados do autoˆmato. Os
neuroˆnios de entrada recebem o valor u(t) no instante considerado e o estado do autoˆmato
x(t) atrasados por um conjunto de elementos de retardo z−1. Em tom ilustrativo, este
modelo de rede e´ ilustrado na figura 6.6
Figura 6.6: Modelo gene´rico de rede neural recorrente capaz de implementar AFDs
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6.3.1 Redes de Primeira Ordem
O conhecimento que uma RNA deve possuir para implementar autoˆmatos finitos centraliza-
se nas suas regras de transic¸o˜es, o que pode caracterizar a rede como tendo um conheci-
mento do tipo K-L (priori knowledge and learning)[38].
Desta forma no trabalho de Paolo Frasconi[39] e´ dada eˆnfase em um treinamento ca-
racterizado a priori, onde o aprendizado da rede neural na˜o se caracteriza exclusivamente
em pares de entrada e saı´das, mas sim na arquitetura da rede e em questo˜es relativas a
como os pesos sa˜o interligados.
A equac¸a˜o gene´rica de uma rede neural recorrente, a qual define suas caracterı´sticas
dinaˆmica e temporal, se da´ por uma soma ponderada de estados e/ou entradas, atrave´s de
uma func¸a˜o discriminante, a qual geralmente tem a seguinte forma:
St+1 = F (S(t), I(t);W,β) (6.3)
Onde S(t) e I(t) representam os valores de todos os neuroˆnios de estado e de entrada,
respectivamente, no tempo t; F e´ uma func¸a˜o vetorial de mapeamento, geralmente na˜o
linear; W sa˜o as matrizes de peso que definem a ponderac¸a˜o entre as conexo˜es; β e´ o
conjunto de biases dos neuroˆnios de estados.
´E importante a percepc¸a˜o de que a equac¸a˜o acima faz um mapeamento do tipo δ(qj, ak) =
qi, tal qual um autoˆmato de estado finito [102][60].
Um conjunto de neuroˆnios auto-recorrentes codificam os estados do autoˆmato, entre-
tanto um pre´-processamento no autoˆmato original e´ realizado, onde uma sutil modificac¸a˜o
nos estados e´ feita, afim de deixar cada par de estados consecutivos separado por uma
distaˆncia de Hamming unita´ria, de modo a garantir que a rede seja alimentada por vetores
regidos por uma base ortonormal, o que evita uma possı´vel desestabilizac¸a˜o dos neuroˆnios
de estados.
Quando dois estados adjacentes possuem distaˆncia de Hamming maior do que 1, o
pre´-processamento e´ efetivado, criando novos estados intermedia´rios. Estes estados sa˜o
tempora´rios e nada mais sa˜o que a operac¸a˜o booleana OU entre os dois estados originais.
A figura 6.7 ilustra a derivac¸a˜o do autoˆmato original para o intermedia´rio.
Os neuroˆnios da rede de primeira ordem sa˜o regidos pela equac¸a˜o 6.4
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Figura 6.7: Autoˆmato finito original(a) e intermedia´rio(b)
S
(t+1)
i = σ(αi(t)) = tanh(
αi(t)
2
), onde αi(t) =
∑
j
VijS
(t)
j +
∑
k
WikI
(t)
k (6.4)
Sendo que S(t)j e I
(t)
k representam a saı´da dos neuroˆnios de estados e de entrada, res-
pectivamente, assim como Vij e Wik sa˜o seus pesos correspondentes.
Ale´m dos neuroˆnios recorrentes de estados, a rede possui treˆs camadas diretas que
implementam func¸o˜es booleanas, tendo o intuito de construir as transic¸o˜es do AFD.
Desta forma, quando uma transic¸a˜o de estados do tipo δ(qj, ak) = qi e´ executada, o
neuroˆnio correspondente ao estado qj muda de um sinal altamente positivo para um sinal
de saı´da intensamente negativo, e o neuroˆnio correspondente ao estado qi realiza operac¸a˜o
contra´ria, mudando seu sinal de um intenso negativo para um valor altamente positivo.
A rede recorrente que implementa um AFD e´ ilustrada na figura 6.8, sendo que os
pesos das auto-recorreˆncias dos neuroˆnios de estados permitem uma durac¸a˜o varia´vel da
troca destes neuroˆnios, ou seja, permitindo uma estabilizac¸a˜o confia´vel na passagem de
um estado para outro.
Os autores provam em seu artigo que esta rede pode implementar qualquer autoˆmato
finito com n estados e m sı´mbolos de entrada usando 2mn − m + 3n neuroˆnios e no
ma´ximo m(n2 + n+m+ 4) + 6n pesos.
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Figura 6.8: Rede Neural Recorrente adaptada de [39] que implementa AFD
6.3.2 Redes de Segunda Ordem
Uma implementac¸a˜o mais eficiente de um AFD utilizando redes neurais recorrentes pode
ser vista em [77], onde se leva em considerac¸a˜o a ordem da RNA. Nesta implementac¸a˜o,
a codificac¸a˜o dos estados na˜o necessita passar pelo rigoroso pre´-processamento do mo-
delo proposto por [39], ale´m do que, utiliza uma quantidade menor de pesos, sem perder
potencialidade na induc¸a˜o gramatical. Ale´m disso, trabalhos como o de [43] apontam
limitac¸o˜es para cadeias maiores em redes ditas de primeira ordem.
A ordem de uma rede neural imputa a dimensionalidade dos componentes da soma
ponderada efetivada pelos neuroˆnios no ca´lculo do seu net, sendo que esta soma reflete a
conectividade da rede, pois esta´ relacionada com os pesos das ligac¸o˜es neurais.
Diferente do modelo anterior, a representac¸a˜o matema´tica que modela a dinaˆmica da
rede recorrente proposta por [77] e´ dada pela equac¸a˜o 6.5:
St+1i = τ(αi(t)) =
1
1 + exp(−αi(t)) , onde αi(t) = bi +
∑
jk
WijkS
(t)
j I
(t)
k (6.5)
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Sendo que bi e´ o termo de bias associado com os neuroˆnios recorrentes de estado Si;
Ik denota o neuroˆnio de entrada para o sı´mbolo ak; e wijk e´ o peso correspondente.
Estes pesos de segunda ordem proveˆem uma representac¸a˜o direta da tripla {estado
atual, entrada, pro´ximo estado}, o que e´ fundamental no aprendizado das regras de tra-
nsic¸a˜o do AFD. Assim, os neuroˆnios da camada de saı´da St+1i possuem, ale´m dos seus
pro´prios conjuntos de pesos, uma participac¸a˜o direta da informac¸a˜o oriunda dos neuroˆnios
que processam a cadeia de entrada e do estado anterior. A rede proposta por [77] e´ ilus-
trada na figura 6.9.
Figura 6.9: Rede Neural Recorrente proposta em [77] que implementa AFD
Para construir esta rede dois passos sa˜o seguidos: Programar os pesos da rede, de
forma a causar o aprendizado das transic¸o˜es δ(qj, ak) = qi do AFD e programar a saı´da
de um neuroˆnio S0 que representa o aceite ou rejeite da rede apo´s o processamento de
uma cadeia. Ale´m disso, os neuroˆnios Sj e Si correspondem aos estados qj e qi
Uma constante H e´ utilizada para atribuir os valores dos pesos, de modo que os
neuroˆnios funcionem de maneira similar a` rede proposta por Paolo Frasconi [39]. Nesta
rede os valores de saı´da dos neuroˆnios que devem responder por determinado estados tem
seus valores setados para alto positivo, e quando na˜o estiverem sido “solicitados”, tem
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seus valores setados para baixo negativo.
Neste sentido, os pesos Wjjk, Wijk e W0jk e os biases bi sa˜o implementados com a
constante H da seguinte forma, onde F e´ o conjunto de estados finais que o AFD pode
assumir:
Wijk =
 +H se δ(qj, ak) = qi0 caso contra´rio
Wjjk =
 +H se δ(qj, ak) = qj−H caso contra´rio
W0jk =
 +H se δ(qj, ak) ∈ F−H caso contra´rio
bi = −H/2 para todos os neuroˆnios de estado Si
A rede aceita a cadeia caso o valor de resposta do neuroˆnio de saı´da S0(t) no final do
processamento da cadeia seja maior ou igual a 0,5, caso contra´rio a cadeia e´ rejeitada.
Os autores realizaram um experimento com um AFD gerado aleatoriamente de 100
estados, com 1000 strings de comprimento tambe´m igual a 1000, utilizando∑ = {0, 1}.
A rede conseguiu ter um acerto de 100%, utilizando H > 6, 3. Uma criteriosa ana´lise
matema´tica e´ feita em [77] no que diz respeito a escolha do valor de H.
6.4 Considerac¸o˜es sobre a memo´ria
Na sec¸a˜o anterior foram descritos modelos de redes neurais que na˜o permitem um arma-
zenamento duradouro das ac¸o˜es descritas pelos agentes autoˆnomos. Ou seja, a entidade
cognitiva representada pelas redes neurais que implementam autoˆmatos finitos se baseia
em ac¸o˜es que dependem apenas do estado atual e da recepc¸a˜o senso´ria vigente. Desta
forma, a u´nica memo´ria disponı´vel e´ aquela representada pelo estado do autoˆmato e que
esta´ codificada na saı´da dos neuroˆnios de estado da rede.
Nas pro´ximas duas sec¸o˜es os agentes sera˜o implementados com RNAs mais poderosas
no que tange a memorizac¸a˜o que suas entidades cognitivas sa˜o capazes de realizar. Para
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tanto, e´ interessante comentar brevemente sobre algumas caracterı´sticas biolo´gicas da
memo´ria.
Em trabalhos que datam ao longo do se´culo XIX a memo´ria comec¸ou a ser vista
como uma entidade que poderia ser subdividida. O filo´sofo franceˆs Maine de Biran es-
creveu uma tese chamada ”The Influence of Habit on the Faculty of Thinking”[34], onde
suas conjecturas inferiram que poderiam existir diferentes tipos de memo´ria. De Biram
baseou-se em observac¸o˜es nas variac¸o˜es individuais internas das habilidades da memo´ria.
Em cara´ter evolutivo o trabalho descrito em [40] aventou que cada faculdade mental pos-
sui uma memo´ria separada. No cla´ssico “Principles of Psychology” de William James
[48] foi feita a distinc¸a˜o sobre a existeˆncia de uma memo´ria prima´ria que possuı´a curta
durac¸a˜o e uma memo´ria secunda´ria que James estatizava como “the knowledge of a for-
mer state of mind after it has already once dropped from the consciousness”. Entre-
tanto, apenas em meados do se´culo XX [19][45] que a separac¸a˜o das memo´rias de curta
e longa durac¸a˜o se tornou um modelo aceito sobre como a arquitetura de armazenamento
do ce´rebro funciona.
Donald Hebb [45], levantou a hipo´tese que se um neuroˆnio excita continuamente ou-
tro neuroˆnio, algum processo de crescimento ou mudanc¸a metabo´lica ocorre em uma ou
em ambas as ce´lulas, de modo modo que a forc¸a da conexa˜o sina´ptica entre elas au-
menta. Enta˜o, segundo Hebb, este estı´mulo contı´nuo do neuroˆnio seria necessa´rio para
que ocorresse um aprendizado de longa durac¸a˜o, enquanto que a memorizac¸a˜o de curta
durac¸a˜o seria em func¸a˜o das repetidas excitac¸o˜es anteriores a` formac¸a˜o da memo´ria de
longa durac¸a˜o.
Os trabalhos de [22] e [80] no final da de´cada de 50 tambe´m coletaram evideˆncias da
existeˆncia de uma memo´ria de curta durac¸a˜o na qual o esquecimento mesmo de peque-
nas quantidades de informac¸a˜o aconteciam em func¸a˜o de um mecanismo intrı´nseco das
pro´prias conexo˜es que serviam de substrato para a memo´ria de curta durac¸a˜o.
Posteriormente, em [14], atrave´s de estı´mulos ele´tricos na formac¸a˜o hipocampal de
coelhos, conseguiram perceber que um aumento na frequ¨eˆncia da estimulac¸a˜o gera um
limiar de potenciac¸a˜o, denominado LTP (Long Term Potentiation) que quando atingido
se relaciona intimamente com o aprendizado de longa durac¸a˜o. O LTP ainda e´ motivo
de controve´rsias na literatura, pois na˜o se sabe ainda se ele e´ uma espe´cie de “liberador
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de neurotransmissores”, ou se aumenta a sensibilidade po´s-sina´ptica, facilitando a trans-
missa˜o, ou ainda segundo [13], ele atua como mecanismos pre´-sina´pticos aumentando a
probabilidade da liberac¸a˜o do sinal a ser transmitido. Para mais informac¸o˜es sobre o LTP
e sobre a revoluc¸a˜o causada por ele na comunidade de neurocieˆncias, uma leitura em [49]
e´ recomendada.
Com o intuito de tentar curar ataques epile´pticos o me´dico William Scoville exe-
cutou uma incisa˜o bilateral no lo´bulo temporal me´dio de um paciente conhecido pelo
pseudoˆnimo H. M. Entretanto, o paciente apresentou uma grave deteriorac¸a˜o croˆnica em
sua memo´ria. [28][71]
O ocorrido com H. M. foi um fato definitivamente isolado, sua deficieˆncia ocasionou
o efeito de na˜o conseguir registrar novos fatos na sua memo´ria de longa durac¸a˜o. Ale´m
disso, embora, sua operac¸a˜o tenha sido feita quando ele tinha 27 anos, ele na˜o na˜o con-
segue lembrar de nada desde quando ele tinha 16 anos de idade. Seu desembarac¸o com
linguagem e compreensa˜o e´ geralmente normal, mantendo flueˆncia na produc¸a˜o verbal e
semaˆntica.
´E interessante observar que H. M. consegue resolver problemas de raciocı´nio que
envolvam a memo´ria de curta durac¸a˜o (ele foi capaz de resolver o problema das torres de
Hanoi [27]), tendo mantido esta intacta depois da operac¸a˜o, aliado ao fato que ele possui
memo´rias da sua infaˆncia, mas na˜o consegue lembrar nada recente, leva a crer que as
memo´rias de longa e curta durac¸a˜o possuem um “aparato fı´sico” diferente.
Estudos mais recentes [10] da˜o a` memo´ria de curta durac¸a˜o uma conotac¸a˜o de memo´ria
de trabalho1, a qual refere-se a hipo´tese que alguma forma de armazenamento tempora´rio
das informac¸o˜es e´ necessa´ria para auxiliar nas atividades cognitivas, as quais incluem
percepc¸a˜o, raciocı´nio e aprendizado.
Desta forma, retomando os autoˆmatos de pilha, pode-se considerar que a pilha seria
um modelo de memo´ria de trabalho, onde as limitac¸o˜es no que tange o acesso a ela,
trariam a` tona uma curta durac¸a˜o dos dados na pilha, pois a obrigac¸a˜o do acesso apenas ao
topo da pilha geralmente faz com que os dados sejam sobrepostos e por vezes apagados.
Justifica-se este ide´ia pelo fato de que a entidade cognitiva de um AA poderia acessa´-la
temporariamente, de modo a buscar informac¸o˜es acerca do processamento que ela deseja
1Do ingleˆs Working Memory
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efetivar [107].
Como ja´ foi visto no capı´tulo 4, os autoˆmatos de pilha sa˜o modelos suficientes para
representar uma gama interessante de comportamentos robo´ticos. Seria conveniente bus-
car inspirac¸o˜es plausı´veis biologicamente afim de que se possa simular um autoˆmato de
pilha, e consequ¨entemente a memo´ria de trabalho (pilha) inerente a ele, utilizando para
tanto mecanismos baseados nas redes neurais artificiais que dotariam a entidade cognitiva
do roboˆ.
Seguindo o mesmo raciocı´nio, poderia se pensar novamente em uma ma´quina de Tu-
ring como um dispositivo que permite uma memorizac¸a˜o de forma contı´nua e duradoura,
pois seu mecanismo irrestrito de acesso a` fita de entrada permite que os dados possam ser
acessados de modo a manter a memorizac¸a˜o permanente das informac¸o˜es obtidas pelo
AA, configurando assim, uma memo´ria de longa durac¸a˜o. Desta forma, comportamentos
que necessitassem de uma memorizac¸a˜o de longa durac¸a˜o poderiam ser mais facilmente
representados por uma ma´quina de Turing.
Neste semblante, surgem enta˜o as questo˜es: Como implementar autoˆmatos de pilha,
autoˆmatos linearmente limitados e ma´quinas de Turing em RNAs? qual topologia utilizar?
Seriam as estruturas de memo´rias entidades externas ou internas em uma RNA? No aˆmago
da computabilidade, seriam os modelos equivalentes? As pro´ximas sec¸o˜es versara˜o sobre
estes assuntos.
6.5 Implementac¸a˜o de Autoˆmato de Pilha utilizando Re-
des Neurais Artificiais
6.5.1 Implementac¸a˜o de Autoˆmato de Pilha Utilizando RNA com Pi-
lha Interna
As informac¸o˜es que recebemos sensorialmente em um nı´vel mais alto de abstrac¸a˜o sa˜o
memorizadas de maneira simbo´lica pelo nosso ce´rebro, seja de modo permamente ou na˜o.
Associamos signos abstratos a`s entidades captadas pelos nossos sensores externos. Entre-
tanto, tambe´m podemos interagir com nossa memo´ria apenas com o nosso pensamento,
na˜o tendo necessariamente um estı´mulo externo, ou seja, utilizamos o mesmo aparato
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fı´sico para representar entidades sejam elas externas ou internas, e isto pode evidenciar
que o ce´rebro humano tem um mecanismo interno de ce´lulas que conseguem memorizar
diferentes padro˜es de maneira simbo´lica.
Desta forma, seria conveniente se inspirar biologicamente para construir redes neurais
artificiais que modelem autoˆmatos de pilha, onde a entidade que representa a memo´ria de
curta durac¸a˜o seja interna a`s pro´prias conexo˜es neurais inscritas na topologia da rede.
Para demonstrar a viabilidade da implementac¸a˜o de autoˆmatos de pilha utilizando
redes neurais artificiais, sera´ dada uma descric¸a˜o do funcionamento da arquitetura de
RNA chamada de Neural Network Stack (NNS), proposta por [24].
Esta arquitetura tem como apana´gio o fato de uma rede de perceptrons conseguir agir
como uma func¸a˜o de mapeamento bina´rio[23]. Na definic¸a˜o 6.1 a func¸a˜o de mapeamento
bina´rio e´ definida.
Definic¸a˜o 6.1. Dado um conjunto U de k vetores de entrada bina´rios u1, ..., uk de di-
mensa˜o m e um conjunto V de k vetores de saı´da bina´rios v1, ..., vk de dimensa˜o n. A
func¸a˜o de mapeamento bina´rio e´ dada por g : U → V , de tal sorte que g(ui) = vi, para
1 ≤ i ≤ k.
6.5.1.1 Binary Mapping Perceptron Module (BMP)
Seja um conjunto A de k vetores de entrada bina´rios a1, ..., ak de dimensa˜o m, onde ah =<
ah1, ..., ahm > e ahi ∈ {0, 1} para 1 ≤ h ≤ k & 1 ≤ i ≤ m, e um conjunto D de k
vetores bina´rios de saı´das desejadas d1, ..., dk de dimensa˜o n, onde dh =< dh1, ..., dhn >
e dhj ∈ {0, 1} para 1 ≤ h ≤ k & 1 ≤ j ≤ n.
Um BMP pode agir como uma func¸a˜o de mapeamento bina´rio, vista na definic¸a˜o 6.1.
Um mo´dulo BMP tem m neuroˆnios de entrada, k neuroˆnios na camada escondida e n
neuroˆnios de saı´da. Para fazer o mapeamento bina´rio de cada par ordenado (ah, dh), onde
1 6= h 6= k, um neuroˆnio escondido h e´ criado com limiar de ativac¸a˜o |ah|2 − 1. Os pesos
Wih e Whj sa˜o 2ahi − 12 e dhj , respectivamente.
A figura 6.10 apresenta o funcionamento de um BMP, a func¸a˜o de ativac¸a˜o f0 dos
neuroˆnios de saı´da e´ a func¸a˜o identidade, ou seja, f0(x) = I(x) = x e para os neuroˆnios
da camada escondida, a func¸a˜o de ativac¸a˜o fh e´ dada por:
2Algebricamente |ah|2 − 1 e´ equivalente a ah1 − ah1, conforme visto na figura 6.10
100
fh(x) =
 1 se x > 00 caso contra´rio
Figura 6.10: Implementac¸a˜o do perceptron para o mapeamento bina´rio (ah, dh), adaptada
de [24]
Para dado vetor de entrada ah, apenas o neuroˆnio escondido h produz uma saı´da 1,
sendo a saı´da de todos os outros neuroˆnios igual a zero. Assim, o valor computado no
neuroˆnio de saı´da j e´ dhj , e consequ¨entemente o vetor bina´rio de saı´da sera´ dado por
< dh1, ..., dhn >= dh. Ale´m disso, devido a apenas um neuroˆnio da camada escondida
ter valor de saı´da 1 (tendo os outros setados a zero), a computac¸a˜o da camada de saı´da e´
habilitada exatamente por um neuroˆnio da camada escondida.
6.5.1.2 Caracterı´sticas e Funcionamento da NNS
A Neural Network Stack e´ organizada em mo´dulos, sendo composta principalmente de
dois mo´dulos de BMP, um que controla a cabec¸a de leitura do topo da pilha (pointer
control module) e outro que armazena os dados que se encontram na pilha (stack memory
module). Na figura 6.11 a arquitetura global e´ mostrada.
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Figura 6.11: Neural Network Stack, extraı´da de [24]
O mo´dulo BMP1 (pointer control module) controla o movimento do cabec¸ote de lei-
tura da pilha que e´ incrementado quando a ac¸a˜o for push e decrementado para um pop.
Este mo´dulo e´ composto por uma rede multi-layer perceptron3 de duas camadas. Esta
entidade possui m + 2 neuroˆnios de entrada, onde m codifica os 2m possı´veis valores que
podem estar no topo da pilha e os outros dois neuroˆnios codificam a ac¸a˜o sobre a pilha
(push=01, pop=10 e no-op=00). A camada oculta possui 3 × 2m, e a camada de saı´da
possui m neuroˆnios que representam o novo valor no topo da pilha ((pointer(t+1)) apo´s
uma das operac¸o˜es ser efetivada (push, pop ou no-op).
Em cada incremento ou decremento no topo da pilha e´ feito um mapeamento bina´rio
que utiliza um neuroˆnio na camada escondida para corresponder ao padra˜o dado.
Ja´ o mo´dulo BMP2 (stack memory module) utiliza m neuroˆnios de entrada, n neuroˆnios
3Outra denominac¸a˜o para redes diretas
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de saı´da e 2m neuroˆnios na camada escondida, os quais permitem armazenar 2m sı´mbolos
da pilha em em 2m posic¸o˜es ((pointer(t), pointer(t-1), pointer(t-2),..., pointer(t-m)). Os
sı´mbolos da pilha sa˜o armazenados no BMP2 atrave´s dos neuroˆnios da camada oculta,
fazendo assim, um mapeamento funcional bina´rio.
A estrutura da rede tambe´m possui um mo´dulo que e´ responsa´vel pela escrita de dados
na pilha, o chamado Write Control Module. Ele possui duas entradas bina´rias, a primeira
diz respeito a indicac¸a˜o de qual o sı´mbolo que esta´ no buffer pointer(t) e uma das entradas
do buffer push/pop que indicara´ (caso tenha o valor 1) se e´ o momento de se escrever na
pilha. Ja´ o outro conjunto de entradas deste mo´dulo e´ a codificac¸a˜o bina´ria do sı´mbolo da
pilha a ser inserido.
O sı´mbolo e´ inserido diretamente no neuroˆnio correspondente ao valor atual de poin-
ter(t), de modo a armazenar este sı´mbolo na pilha em sua respectiva ordem se entrada.
´E necessa´rio um controle de sincronizac¸a˜o que se preocupa com que a gravac¸a˜o do
sı´mbolo pelo mo´dulo de escrita seja executada antes dos sinais de BMP1 serem passados
ao BMP2. Mais detalhes sobre a implementac¸a˜o deste conjunto de retardos para contornar
este possı´vel problema podem ser encontrados em [24]
6.5.2 Implementac¸a˜o de Autoˆmato de Pilha Utilizando RNA com Pi-
lha Externa
Retomando o estudo sobre a memo´ria de trabalho [10] do ser humano, algumas ex-
perieˆncias foram feitas feitas em [84], onde diferentes indivı´duos foram testados com
o objetivo de recuperar palavras na˜o relacionadas de uma lista previamente apresentada.
Mesmo sem importar a ordem de recuperac¸a˜o, os indivı´duos testados conseguiam re-
cuperar as palavras recentes com relativa facilidade, entretanto quando algum fator de
distrac¸a˜o era acrescido, eles perdiam esta capacidade. Ale´m disso, diversos trabalhos
[10][30][53] levam a crer que a memo´ria de trabalho possui limitac¸a˜o na sua capacidade
de armazenamento.
Acrescentando o fator ordenac¸a˜o, ou seja, tentar recuperar as palavras na mesma or-
dem em que foram apresentadas, tornaria os resultados bastante limitados, pois temos
uma capacidade de ordenac¸a˜o reversa bastante restrita. No entanto, a utilizac¸a˜o de uma
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memo´ria de trabalho externa superaria esta limitac¸a˜o.
Aliado a isto, o homem conseguiu desenvolver-se intelectualmente grac¸as ao advento
da escrita, pois com ela o conhecimento pode ser repassado entre gerac¸o˜es, permitindo
uma memorizac¸a˜o “eterna” do conhecimento, sem contar que, para fins de ca´lculos
ela se torna um mecanismo essencial, pois provavelmente, devido nossas limitac¸o˜es na
nossa memo´ria de curta durac¸a˜o, na˜o conseguimos realizar facilmente uma divisa˜o ou
multiplicac¸a˜o para algarismos acima de dois digitos no sistema decimal.
Ademais, ao se pensar em realizar operac¸o˜es elementares (mesmo de soma) utilizando
o sistema bina´rio, na˜o dispondo de um mecanismo de armazenamento exterior (como
a escrita) onde se possa guardar os estados intermedia´rios das operac¸o˜es, acabarı´amos
provavelmente tendo um resultado dra´stico das operac¸o˜es.
Assim, da mesma forma que os seres humanos possuem utensı´lios como papel e caneta
para auxiliar nos ca´lculos, torna-se via´vel a utilizac¸a˜o de uma arquitetura de rede neural
que possua esta ferramenta estereotipada externamente. Neste sentido, da mesma maneira
que se conjecturou que a pilha de um AP opera como uma memo´ria de trabalho, pode-
se pensar em arquiteturas de redes neurais que fac¸am o acesso a uma estrutura de pilha
externa, a fim de ser capaz de implementar o funcionamento de um autoˆmato de pilha.
Em [103] foi desenvolvido um modelo hı´brido de rede neural chamado de Neural
Network Pushdown Automaton (NNPDA), o qual consiste da junc¸a˜o de uma rede recor-
rente com uma estrutura de pilha externa. Segundo os autores, este modelo e´ capaz de
aprender e reconhecer algumas classes de linguagens livres de contexto.
Uma tentativa de se aumentar a potencialidade do modelo de rede recorrente de se-
gunda ordem visto na sec¸a˜o 6.3 seria aumentar em tamanho a arquitetura geral da rede, ou
fortificar a precisa˜o dos neuroˆnios, na medida em que apresenta-se a rede uma linguagem
livre de contexto. No entanto em [112], implementac¸o˜es inferem que este tipo de rede
consegue reconhecer linguagens com cadeias de comprimentos limitados.
Segundo os autores, um NNPDA depois de treinado e´ capaz de reconhecer todas as
cadeias na˜o apresentadas a rede de uma dada linguagem gerada por uma GLC desconhe-
cida. Para isto, estas cadeias devem alimentar a rede um caractere por vez, de modo que
uma func¸a˜o erro no final de cada cadeia decidira´ sobre o aceite ou rejeite de determinada
cadeia.
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A rede recorrente consiste de neuroˆnios de entrada, estado, ac¸a˜o sobre a pilha (push,
pop, no-op) e de leitura sobre a pilha. A rede recorrente faz um mapeamento do estado
interno atual St, do sı´mbolo de entrada I t e do sı´mbolo lido da pilha Rt para a saı´da
contendo o pro´ximo estado St+1 e a ac¸a˜o sobre a pilha At+1. As operac¸o˜es sobre a pilha
ira˜o atualizar a pro´xima leitura do neuroˆnio que representa o sı´mbolo lido da pilha Rt+1.
Ao final da cadeia o conteu´do do estado interno e a composic¸a˜o da pilha ira˜o determinar
o reconhecimento ou na˜o da cadeia. A figura 6.12 ilustra a estrutura geral desta rede
Figura 6.12: Neural Network Pushdown Automaton, extraı´da de [103]
As regras de transic¸a˜o de um autoˆmato de pilha sa˜o representadas por conexo˜es de
terceira ordem, de forma a fazer um mapeamento de {St ×Rt × I t} → (St+1, At+1).
De fato, considerando I t=(1,0,0), (0,1,0) e (0,0,0) que representam os sı´mbolos a, b, c,
e dois estados St=(1,0) e (0,1), a transic¸a˜o {Stj, Rtk, I tl } → St+1i ou At+1i pode ser codifi-
cada em duas matrizes de quatro dimenso˜es W sijkl e W aijkl.
Desta forma os pesos podem ser ajustados para representar a regra {Stj, Rtk, I tl } →
St+1i , fazendo com que W sijkl = 1 e W smjkl = 0, sendo m 6= i. De maneira similar
W aijkl = [−1, 0, 1] representa um mapeamento para as ac¸o˜es sobre a pilha: push, pop,
no-op.
Finalmente as saı´das da rede recorrente que controla o NNPDA podem ser dadas pelas
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seguintes equac¸o˜es:
St+1i = g(
∑
j,k,l
W sijklS
t
jR
t
kI
t
l + θ
s
i ) (6.6)
At+1i = f(
∑
j,k,l
W aijklS
t
jR
t
kI
t
l + θ
s
a) (6.7)
De modo a se adaptar ao treinamento utilizando algoritmos baseados em gradiente
descendente (ex: backpropagation) e´ necessa´rio que as varia´veis que operam sobre a
pilha estejam em um domı´nio contı´nuo.
Neste contexto, os sı´mbolos da pilha e as ac¸o˜es sobre ela (push, pop, no-op) possuem
valores contı´nuos, com comprimentos L associados a eles, como mostra a figura 6.13.
Assim, cada sı´mbolo e´ interpretado como tendo comprimento 1 ≥ L ≥ 0. Esses sı´mbolos
contı´nuos sa˜o gerados justamente pelas operac¸o˜es contı´nuas sobre a pilha, que tem valores
provenientes do neuroˆnio de ac¸a˜o At.
Figura 6.13: Pilha utilizada no NNPDA
As operac¸o˜es sobre a pilha ao serem passadas ao domı´nio contı´nuo no neuroˆnio de
ac¸a˜o, inserem uma incerteza sobre sobre a ac¸a˜o a ser tomada (push, pop, no-op), de modo
que esta incerteza e´ justamente representada pelo comprimento dos sı´mbolos discretos
a serem retirados ou colocados na pilha. Isto implica que em cada iterac¸a˜o apenas uma
parte de um sı´mbolo discreto (uma letra α qualquer, por exemplo) com um comprimento
|Ati| e´ retirado ou colocado na pilha. As operac¸o˜es sobre a pilha, enta˜o, se comportam da
seguinte forma:
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• Se Ati > ε enta˜o realizar-se-a´ um push.
• Se Ati < −ε enta˜o a realizar-se-a´ um pop.
• Se −ε ≤ Ati ≤ ε enta˜o na˜o se realizara´ nenhuma operac¸a˜o (no-op).
Onde ε um nu´mero pro´ximo de zero.
No que tange a` leitura da pilha, que sera´ o valor alimentado em Rt, a cada passo e´ lido
da pilha um sı´mbolo contı´nuo de comprimento igual a 1, isto evita possı´veis perturbac¸o˜es
e descontinuidades. Para mais detalhes o leitor interessado e´ convidado a ler [103].
Para exemplificar o funcionamento pode-se retomar a` figura 6.13. Considerando a
situac¸a˜o em que At = −0, 9, o sı´mbolo “a” no topo da pilha e´ retirado. Consequ¨ente-
mente, a pro´xima leitura de Rt contera´ o sı´mbolo “b”, com comprimento 0,6 e “c”com
comprimento 0,4.
Por outro lado, se devido a uma pequena pertubac¸a˜o, o valor de At passar a ser -0,899,
a pro´xima leitura Rt seria a (L=0,001), b (L=0,6) e c (L=0,399). Estes valores podem
ser interpretados como a probabilidade de qual sı´mbolo Rt obteve da pilha. Desta forma,
a probabilidade de ter lido um sı´mbolo “a”(tomando o modo discreto) repetidamente e´
muito baixa, o que caracteriza uma toleraˆncia a falhas desta abordagem.
Em suma, o funcionamento do NNPDA pode ser resumido atrave´s de uma cadeia
aaabbbf (o sı´mbolo “f” representa o final da cadeia) alimentando um sı´mbolo de cada
vez os neuroˆnios de entrada I t. Este sı´mbolo pode ser colocado na pilha, ou algum outro
sı´mbolo pode ser retirado da pilha com um comprimento |At|. Ao atingir o sı´mbolo f, o
NNPDA ira´ gerar a saı´da adequada que indicara´ se a cadeia aaabbb e´ reconhecida ou na˜o.
Consegue-se obter resultados satisfato´rios desta arquitetura para linguagens como a
dos pareˆnteses balanceados, anbn ewcwr, com um conjunto de treinamento de no ma´ximo
512 exemplos. Assim, este modelo obteve uma validade eficiente no que tange sua capa-
cidade de generalizac¸a˜o para corretamente classificar grandes conjuntos de cadeias na˜o
vistas. Novamente o leitor interessado e´ convidado a consultar [77] e [31] para mais
detalhes sobre as simulac¸o˜es.
107
6.6 Linguagens Sensı´veis ao Contexto e RNAs
Embora parcos no que se refere aos resultados alcanc¸ados, existem estudos de redes neu-
rais para implementar linguagens sensı´veis ao contexto [42], [16], [101], [15]. Entretanto,
em sua vasta maioria os experimentos se baseiam na linguagem anbncn
Em cara´ter ilustrativo sera´ comentado o trabalho proposto em [15] que utiliza a arqui-
tetura de RNA chamada Rede Sequencial em Cascata (RSC).
Um exemplo da RSC e´ visto na figura 6.14. Esta rede possui treˆs neuroˆnios de entrada,
dois de estados e treˆs neuroˆnios de saı´da. Cada ativac¸a˜o do estado anterior e´ multiplicada
pela saı´da dos neuroˆnios de entrada X t. Os produtos alimentam a camada de saı´da atrave´s
dos conjuntos de pesos W e V.
Figura 6.14: Rede Sequencial em Cascata, extraı´da de [15]
A saı´da de um neuroˆnio i, no instante t pode ser definida pelas equac¸o˜es 6.8 e 6.9
yti = f(
∑
j,k
Wijkz
t−1
j x
t
k +
∑
j
Wijθz
t−1
j +
∑
k
Wiθkx
t
k +Wiθθ) (6.8)
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k + Viθθ) (6.9)
Os indices i, j, k representam a conexa˜o com a saı´da dos neuroˆnios Zt e Y t, os estados
anteriores e a entrada corrente, respectivamente.
Os produtos entre os neuroˆnios de entrada (Zt−1 e X t) e o pro´ximo estado (Zt) sa˜o
conectados atrave´s de pesos de segunda ordem Wijk, Wikθ e Wiθk que alimentam a ith
saı´da com os jth neuroˆnios de estado e os kth neuroˆnios de entrada.
Em [15], diversos experimentos foram feitos com intuito de fazer uma RSC aprender
a linguagem sensı´vel ao contexto anbncn. Os melhores resultados foram apresentando um
conjunto de centenas de strings com taxa de aprendizado bastante baixa (com objetivo de
atravessar a superfı´cie de erro cautelosamente), tendo a rede conseguido generalizar para
todas as cadeias ate´ n = 18.
6.7 Algumas Considerac¸o˜es
Como se pode perceber, os resultados de RNAs que aprendam ou implementem o funci-
onamento de um autoˆmato linearmente limitado ainda esta˜o bastante aque´m do desejado,
sendo ainda um campo promissor para novos investimentos da comunidade cientı´fica.
Ademais, mesmo no que tange as linguagens livres de contexto, ainda na˜o se tem um
modelo global, que seja tanto de pilha externa ou interna, que garanta o aprendizado de
qualquer linguagem desta categoria.
Tambe´m e´ importante ressaltar que um maior entendimento de cunho matema´tico de
como deve se comportar a dinaˆmica das redes neurais para utilizac¸a˜o em infereˆncia e
reconhecimento gramatical se faz necessa´rio, a fim de se encontrar modelos de rede que
consigam ter um controle esta´vel e adequado do funcionamento holı´stico da rede.
6.8 Computabilidade Neural
Tendo em vista que a principal contribuic¸a˜o do presente trabalho e´ a possibilidade de
se representar comportamentos robo´ticos atrave´s da hierarquia de Chomsky, dotando a
entidade cognitiva dos AAs com redes neurais artificiais que consigam implementar os
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autoˆmatos reconhecedores destas linguagens, e´ relevante algum comenta´rio sobre ate´
onde as RNAs podem chegar, no que tange sua computabilidade.
Sendo a ma´quina de Turing o dispositivo computacional capaz de reconhecer qualquer
linguagem da hierarquia de Chomsky, se existirem modelos de redes neurais que consi-
gam apresentar equivaleˆncia com a ma´quina de Turing, corroborar-se-a´ a viabilidade da
implementac¸a˜o das linguagens de Chomsky utilizando RNAs.
Nos trabalhos de Hava Sielgelmann e Eduardo Sontag [98], foi utilizada uma rede
neural recorrente de primeira ordem, com pesos contidos no domı´nio dos racionais, por
na˜o requererem muita precisa˜o, e pela convenieˆncia que o Conjunto de Cantor traz ao ser
utilizado na prova da equivaleˆncia entre a MT e a`s RNAs. Eles conseguem chegar, atrave´s
de provas matema´ticas, a conclusa˜o que uma rede contendo no ma´ximo 886 neuroˆnios e´
capaz de computar qualquer func¸a˜o parcial recursiva.
Jordan Pollack em sua tese de doutoramento [83] desenvolveu uma rede recorrente,
que denominou de “Neural Machine”, a qual era composta por um nu´mero finito de
neuroˆnios conectados atrave´s de conexo˜es de alta ordem. Em seus estudos ele chegou a`
universalidade das RNAs, tal qual a ma´quina de Turing.
Tambe´m se encontra na bibliografia trabalhos que utilizam um nu´mero infinito de
neuroˆnios, como observado em [114], onde o rede com neuroˆnios lineares e em quan-
tidade ilimitada tem o intuito de representar todas as possı´veis configurac¸o˜es de uma
ma´quina de Turing de mu´ltiplas fitas.
No artigo [97] um tipo de rede recorrente chamada NARX com um nu´mero limitado
de neuroˆnios, sendo baseada em modelos autoregressivos na˜o lineares, tambe´m teve suas
potencialidades provadas como equivalentes a`s da ma´quina de Turing. Nestas redes, a
recorreˆncia se da´ diretamente dos neuroˆnios da camada de saı´da para os da entrada. Ale´m
disso, em [61] uma ana´lise sobre o questionamento da necessidade das redes recorrentes
precisarem de realimentac¸a˜o dos neuroˆnios da camada escondida afim de representar os
estados internos da MT tambe´m sa˜o levados em pauta. Ainda em [47], se demonstra que o
aprendizado baseado em me´todos que utilizam gradiente descendente sa˜o mais eficientes
em redes do tipo NARX, pois estas na˜o necessitam de estados intermedia´rios.
De grande relevaˆncia tambe´m pode ser considerado o trabalho proposto em [12], onde
prova-se que as redes neurais artificiais podem implementar func¸o˜es booleanas, usadas
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nos computadores baseados em instruc¸o˜es, e sendo estes modelos capazes de simular
a ma´quina de Turing, por deduc¸a˜o tambe´m pode-se inferir que as RNAs sa˜o modelos
equivalentes a` MT.
Finalmente em [2], um modelo de rede neural que utiliza fita externa e´ proposto. Neste
modelo, utiliza-se uma rede neural lo´gica [56] que implementa o controle finito da MT, e
que acessa uma fita externa, de modo a conseguir implementar uma ma´quina de Turing.
6.9 Incremento na Arquitetura PiramidNet
Na sec¸a˜o 2.5.4 foi comentada a arquitetura PiramidNet que tem como caracterı´stica prin-
cipal a utilizac¸a˜o de redes neurais hiera´rquicas para a implementac¸a˜o de comportamentos
robo´ticos.
Esta arquitetura inspira-se no modelo hiera´rquico e modular em que o ce´rebro opera.
Dentre outras evideˆncias, foi dado o exemplo do tratamento dado ao ce´rebro no que se
refere aos estı´mulos visuais como forma, cor, movimento e posic¸a˜o que sa˜o processa-
dos por mecanismos neurais anatomicamente separados, organizados no magno celular e
parvo celular. [17].
Todavia, ate´ o presente momento a arquitetura PiramidNet permitia em seu nı´vel mais
alto o controle atrave´s de redes recorrentes que eram capazes de implementar apenas
autoˆmatos finitos.
No decorrer deste trabalho, foi visto que diferentes autoˆmatos se tornam necessa´rios
para tarefas mais complexas, como o comportamento de ir e voltar pelo mesmo caminho
(subsec¸a˜o 4.5.2), e consequ¨entemente diferentes estruturas de redes neurais que foram
vistas no decorrer deste capı´tulo se tornam essenciais afim de conseguir implementar
outros autoˆmatos, enquadrados em camadas inferiores da hierarquia de Chomsky.
Neste contexto, propo˜e-se um acre´scimo de camadas na arquitetura PiramidNet, onde
redes neurais que consigam se comportar como autoˆmatos de pilha e autoˆmatos line-
armente limitados sera˜o acrescentadas acima da camada de redes recorrentes que con-
seguem implementar apenas autoˆmatos finitos. Desta maneira, a nova formulac¸a˜o da
arquitetura PiramidNet pode ser vista na figura 6.15.
Por fim, este acre´scimo de novas camadas permite que a arquitetura PiramidNet seja
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um modelo capaz de controlar uma gama maior de diferentes comportamentos robo´ticos,
baseado em um modelo plausı´vel da maneira pela qual o ce´rebro opera.
Figura 6.15: Atualizac¸a˜o da Arquitetura PiramidNet
Capı´tulo 7
Considerac¸o˜es Finais
7.1 Concluso˜es
Este trabalho teve seu sustenta´culo englobando diversas a´reas da computac¸a˜o, onde se
procurou reunir ide´ias da teoria da computac¸a˜o, linguagens formais e autoˆmatos, redes
neurais artificiais, e, realizando, por vezes, paralelos com as cieˆncias biolo´gicas, em es-
pecial caracterı´sticas do sistema nervoso dos seres vivos.
Esta miscelaˆnea de componentes, teve como objetivo primordial chegar a modelos
formais da representac¸a˜o de comportamentos robo´ticos desempenhados por um agente
autoˆnomo sob a o´tica da robo´tica baseada em comportamentos.
Pela necessidade de se encontrar um modelo que fosse capaz de formalizar os com-
portamentos robo´ticos, preservando as caracterı´sticas de complexidade de diferentes com-
portamentos, tal qual os estudos de etologia fazem nos comportamentos dos seres vivos,
suscitou-se neste trabalho a utilizac¸a˜o das linguagens da hierarquia de Chomsky. Assim,
foram vistas diversas aplicac¸o˜es das linguagens de Chomsky como modelos capazes de
representar comportamentos robo´ticos.
As linguagens de Chomsky se comportaram de fato como um poderoso meio de se
obter a formalizac¸a˜o na representac¸a˜o de comportamentos robo´ticos, onde as grama´ticas
correlatas a cada nı´vel da hierarquia de Chomsky foram utilizadas como um mecanismo
de gerac¸a˜o de comportamentos, assim como, os respectivos autoˆmatos reconhecedores se
portaram como um eficiente dispositivo de visualizac¸a˜o gra´fica e funcional dos compor-
tamentos desempenhados por um agente autoˆnomo.
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Observou-se na literatura que grande parte das linguagens para programac¸a˜o de roboˆs,
mante´m sua representac¸a˜o coarctada a elementos como arquiteturas de hardware [8], lin-
guagens de programac¸a˜o especı´ficas [51][70], ou mesmo atrave´s de linguagem natural e
aprendizado por imitac¸a˜o [76][20], ale´m disso algumas destas linguagens ainda represen-
tam seus comportamentos robo´ticos em um nı´vel mais alto por autoˆmatos finitos. En-
tretanto, esta representac¸a˜o, ale´m de na˜o permitir uma generalizac¸a˜o para um nu´mero
infinito ou desconhecido de marcos, tambe´m apresenta uma notac¸a˜o que pode se tornar
muito grande e de difı´cil entendimento quando se tenta enfatizar todas as situac¸o˜es em
que um roboˆ pode se encontrar.
Neste aˆmbito da complexidade comportamental, se percebeu neste trabalho que os
autoˆmatos de pilha e os autoˆmatos linearmente limitados conseguem efetivar uma notac¸a˜o
mais robusta e compacta para a representac¸a˜o dos comportamentos robo´ticos.
Isto adve´m, obviamente da premissa cerne deste trabalho de que as linguagens de
Chomsky atuam como modelos de representac¸a˜o de comportamentos robo´ticos, haja vista
que os autoˆmatos reconhecedores destas linguagens nada mais sa˜o do que mecanismos de
verificac¸a˜o de que uma dada cadeia (conjunto de ac¸o˜es), esta´ de acordo com as regras de
formac¸a˜o de uma dada linguagem (comportamento).
Tambe´m se chegou a uma nova definic¸a˜o formal de agentes autoˆnomos. Nesta definic¸a˜o
os AAs foram enfocados como uma ma´quina de Turing, o que forneceu uma definic¸a˜o
dos AAs como mecanismos de computac¸a˜o, capazes de receber dados oriundos dos sen-
sores atrave´s da fita de entrada da MT, efetivar um mapeamento cognitivo via produc¸o˜es
contidas nas regras de transic¸a˜o de estados da MT, e emergir um comportamento para o
ambiente (fita) atrave´s do resultado computado pela MT. ´E importante observar que com
esta definic¸a˜o garante-se que os AAs, enquanto mecanismos de computac¸a˜o, possuem
a limitac¸a˜o de resolver apenas problemas computa´veis sob o prisma da tese de Church-
Turing.
Uma importante conjectura postulada neste trabalho, e´ o comportamento da pilha dos
autoˆmatos de pilha como meta´fora da memo´ria de trabalho existente em alguns seres
vivos [22][80], onde esta estrutura (pilha) interage como um dispositivo de auxı´lio a`
computac¸a˜o. Entretanto, seu me´todo de acesso torna-se um limitador a` memorizac¸a˜o
dos marcos de forma contı´nua, infinita e de fa´cil recuperac¸a˜o, independente da posic¸a˜o.
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Sob a mesma o´tica, comportamentos robo´ticos, aprendidos em tempo de execuc¸a˜o,
que necessitem de uma memorizac¸a˜o permanente devem ser modelados atrave´s de uma
ma´quina de Turing, pois o mecanismo de acesso a sua fita infinita permite que os dados se-
jam armazenados permanentemente na fita, podendo ser acessados a qualquer momento,
na˜o tendo necessariamente o risco de sı´mbolos serem sobrescritos ou apagados.
Apo´s a representac¸a˜o dos comportamentos robo´ticos atrave´s das linguagens da hierar-
quia de Chomsky, tornou-se necessa´rio um mecanismo para implementar estes comporta-
mentos. Para isto, foram utilizadas as redes neurais artificiais.
Desta forma, foi feita uma intensa revisa˜o bibliogra´fica com intuito de encontrar mo-
delos de RNAs capazes de agir como os autoˆmatos propostos na hierarquia de Chomsky.
Assim, esta pesquisa indicou que as redes neurais que implementam autoˆmatos fini-
tos teˆm obtidos resultados suficientemente precisos, e redes neurais recorrentes simples
conseguem implementar vasta maioria destes autoˆmatos.
Para autoˆmatos de pilha, os modelos seguem duas vertentes: com pilha interna e ex-
terna. Ambos os modelos, obte´m relativo sucesso em classificar cadeias na˜o vistas no
treinamento para determinadas classes de linguagens, entretanto um maior aprofunda-
mento sobre as caracterı´sticas das dinaˆmicas envolvidas em reconhecer linguagens livres
de contexto, ainda se faz necessa´rio.
Ja´ redes neurais que implementam autoˆmatos linearmente limitados, ou seja, autoˆmatos
reconhecedores de linguagens sensı´veis ao contexto, ainda se encontram com resultados
incipientes, entretanto, se mostrou que existem trabalhos que conseguem classificar com
sucesso linguagens cla´ssicas como anbncn.
Finalmente, foi desenvolvida uma atualizac¸a˜o da arquitetura de controle robo´tico Pi-
ramidNet. Este modelo, que utiliza RNAs dispostas hierarquicamente, se baseava em
redes neurais que eram capazes de modelar apenas comportamentos que podiam ser im-
plementados com autoˆmatos finitos. Assim, sua estrutura foi alterada, o que permitiu a
junc¸a˜o de mais duas camadas de redes neurais capazes de implementar autoˆmatos de pilha
e autoˆmatos linearmente limitados, o que fornece a esta arquitetura um maior poderio na
implementac¸a˜o dos comportamentos robo´ticos.
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7.2 Trabalhos Futuros
• Embora tenha sido demonstrada a viabilidade da representac¸a˜o dos comportamen-
tos robo´ticos utilizando as linguagens de Chomsky, este trabalho na˜o teve o cunho
de criar nova teoria, com devidas provas. Assim, um trabalho que se proponha a
provar matematicamente e formalmente quais comportamentos podem ser repre-
sentados por quais nı´veis da hierarquia de Chomsky seria de grande valia.
• Seria interessante tambe´m pensar em encontrar uma linguagem da hierarquia de
Chomsky que conseguisse representar os comportamentos robo´ticos em um labi-
rinto gene´rico. Isto foi tentado neste trabalho, comec¸ando inicialmente com lin-
guagens livres de contexto, entretanto a dependeˆncia tanto dos marcos como da
direc¸a˜o que o AA percorria nos fazem inferir que possa surgir a necessidade de se
modelar isto como uma linguagem sensı´vel ao contexto, onde necessitaria haver
dois sı´mbolos na˜o terminais (direc¸a˜o e marco) do lado esquerdo de uma transic¸a˜o
da grama´tica geradora.
• Embora na˜o tanto dentro do escopo deste trabalho, seria interessante uma reflexa˜o
sobre a classificac¸a˜o dos comportamentos sob o prisma da etologia, conforme foi
visto no capı´tulo 2. Esta classificac¸a˜o permanece aceita por mais de 30 anos, entre-
tanto, experieˆncias como as descritas em [95], [46] e [96], induzem a uma reflexa˜o
sobre conceitos de racionalidade animal.
• Trabalhos que visem o desenvolvimento de modelos de RNAs mais eficientes que
consigam implementar o funcionamento de autoˆmatos linearmente limitados tambe´m
se tornam necessa´rios.
• Finalmente, implementar e aplicar as redes neurais artificiais que sa˜o capazes de
funcionar como os autoˆmatos da hierarquia de Chomsky em aplicac¸o˜es pra´ticas na
robo´tica tambe´m e´ um objetivo a ser alcanc¸ado futuramente.
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