Balancing domain decomposition by constraints (BDDC) preconditioners have been shown to provide rapidly convergent preconditioned conjugate gradient methods for solving many of the very ill-conditioned systems of algebraic equations which often arise in finite element approximations of a large variety of problems in continuum mechanics. These algorithms have also been developed successfully for problems arising in isogeometric analysis. In particular, the BDDC deluxe version has proven very successful for problems approximated by non-uniform rational B-splines (NURBS), even those of high order and regularity. One main purpose of this paper is to extend the theory, previously fully developed only for scalar elliptic problems in the plane, to problems of linear elasticity in three dimensions. Numerical experiments supporting the theory, are also reported. Some of these experiments highlight the fact that the development of the theory can help to decrease substantially the dimension of the primal space of the BDDC algorithm, which provides the necessary global component of these preconditioners, while maintaining scalability and good convergence rates.
Introduction
Isogeometric Analysis (IGA) is a recent technology, introduced in 34 , for the numerical approximation of Partial Differential Equations (PDEs), where the description of the domain of the PDE is adopted from a Computer Aided Design (CAD) parametrization usually based on Non-Uniform Rational B-Splines (NURBS); see the monograph 20 . In IGA, NURBS basis functions are used not only to represent the CAD geometry, but also as basis functions for Galerkin approximations, using an isoparametric paradigm. Since their introduction, IGA techniques have been studied and applied in several different fields, e.g., structural mechanics 2 , fluid dynamics 4 , electromagnetics 15 and computational electrocardiology 17, 46 . Convergence analysis was first developed in 5 ; see also the recent review 6 . NURBS basis functions have several interesting properties such as local support, positivity, providing a partition of unity, and a variation diminishing property. The ease of IGA in building spaces with high inter-element regularity allows for quite small problems (in terms of degrees of freedom) compared with standard finite element methods. However, IGA discrete problems might still be very large in realistic problems of interest, and their condition numbers grow quickly with the inverse mesh size h´1 and/or the polynomial degree p. In addition, the presence of discontinuities in the material parameters can further increase the condition numbers. As a consequence, in both the mathematical and the engineering communities, there is a growing interest in developing efficient preconditioners for IGA discrete problems.
Since 2012, several iterative solvers have been developed for IGA discretizations of different families of PDEs: see 19 for ILU and Block Jacobi preconditioners, 7, 10, 9 for Overlapping Additive Schwarz, 41, 32, 47 for Finite Elements Tearing and Interconnecting Dual Primal methods (FETI-DP), 14 for BPX, 49 for Sylvester equation-based preconditioners and 31, 28, 27, 33 for Multigrid methods. A main purpose of this article is to extend the theory previously developed for Balancing Domain Decomposition by Constraints (BDDC) preconditioners for scalar elliptic problems in the plane to isogeometric analysis for three-dimensional elasticity. This earlier theory was first developed in 8 and later applied in a first study of the BDDC deluxe for isogeometric analysis, see 11 , and in a study of the adaptive selection of the primal space of BDDC deluxe spaces, see 12 . Fundamentally, many domain decomposition proofs are exercises in finding a stable decomposition of an arbitrary element in the discrete space into elements of subspaces, often directly associated with geometric objects. In the present context, a major role is played by the equivalence classes of the decomposition of the original global domain into non-overlapping subdomains. In isogeometric analysis these equivalence classes are associated with a subset of knots of a fat interface. The fat interface is defined by those knots of the B-spline basis functions with the interior of their supports intersecting the thin interface obtained by a traditional decomposition of the domain into subdomains. We can then decompose this interface into fat subdomain faces, edges, and vertices. We will be carrying out our analysis in the parametric domain where these subdomains are cuboids, i.e. parallelepipeds with rectangular faces. Equivalence classes are given in terms of the indices of the subdomains to which the knots belong.
It is well known that successful domain decomposition algorithms all require a coarse, global component. For BDDC and FETI-DP algorithms, the global component is directly associated with primal variables defined by a subspace of interface variables. Given that the fat interfaces typically have a larger dimension than comparable finite element interfaces, it is quite important to be very selective in choosing the primal variables. In this, we will be able to learn a great deal from earlier work on the finite element case, in particular from 40 . The rest of the paper is organized as follows: in the next section, we introduce the equations of linear compressible elasticity in three dimensions and their approximation using NURBS. Following 8 , we also show that it is possible to carry out the analysis using a Q 1 finite element space. In Section 3, the fat interface set and the equivalence classes that partition this set are introduced followed by a description of the BDDC algorithms, in particular, its deluxe variant. Sets of primal constraints are introduced in Section 4; the search for effective small sets of primal constraints is inspired by earlier work on lower order finite elements as reported in 37, 38, 40 . We prove that in many cases only primal constraints on the averages of the three components of the displacement over just one thin edge for each fat interface edge are required while for some distributions of the Lamé parameters of the subdomains, additional constraints, including first order moments of the displacement as well as primal constraints associated with the fat vertices, will be required. In this, we distinguish between the case of quasi-monotone coefficients and a general case; see 29 for an introduction of quasi-monotonicity. In Section 5, we report on numerical experiments which support and supplement the theory and in a final section, we offer some conclusions.
Isogeometric discretization of the linear elasticity system
We will consider the linear elastic deformation of a material body Ω, that is a domain in R 3 , represented exactly by the isogeometric analysis system. Its boundary BΩ is divided into two nonoverlapping subsets Γ D and Γ N . The body is clamped along Γ D and subject to a given traction g 2 : Γ N Ñ R 3 on Γ N , as well as to a body force of density g 1 : Ω Ñ R 3 . The displacement field u : Ω Ñ R 3 , describing the linear elastic deformation of Ω, is the solution of the system:
where ε denotes the symmetric gradient operator and n the unit outward normal of the boundary. The fourth order tensor C is defined by
for any second order tensors τ , where trpτ q is the trace of τ , and λ and µ are the Lamé parameters. λ " 2µν 1´2ν is defined in terms of the strictly positive shear modulus µ and the Poisson's ratio ν, satisfying 0 ď ν " νpxq ă 1{2 (compressible materials).
Assuming, for simplicity, regular loads, i.e., g 1 P rL 2 pΩqs 3 and g 2 P rL 2 pΓ N qs 3 , we introduce
where p¨,¨q Ω and p¨,¨q Γ N are the L 2 scalar products over Ω and Γ N , respectively. The variational formulation of problem (2.1) then reads:
where
with the symbol : denoting the standard contraction operator. When developing the theory, we will assume that the Lamé parameters are constant in each subdomain but will allow jumps in their values across the interface between the subdomains.
Isogeometric discretization
Given univariate B-spline basis functions L p i pξq of degree p associated to the knot vector tξ 1 " 0, ..., ξ `p`1 " 1u defined on the parametric interval p I :" p0, 1q, and similarly defined univariate functions M q j pηq and N r k pζq, we define by a tensor product the 3D parametric space on p Ω :" p0, 1qˆp0, 1qˆp0, 1q, the ˆmˆn mesh of control points C i,j,k associated with the knot vectors tξ 1 " 0, ..., ξ `p`1 " 1u, tη 1 " 0, ..., η m`q`1 " 1u, tζ 1 " 0, ..., ζ n`r`1 " 1u, the trivariate B-spline basis functions by B p,q,r i,j,k pξ, η, ζq " L Analogously, the NURBS space is the span of NURBS basis functions defined in one dimension by
with the weight function wpξq :"
pξqωî P p S h , and in three dimensions by a tensor product
where wpξ, η, ζq is the weight function and ωî ,ĵ,k are positive weights associated with a ˆmˆn net of control points. The discrete NURBS space on Ω is then defined as the span of the push-forward of the NURBS basis functions (2.8), i.e.
. . , nu, (2.9) with F : p Ω Ñ Ω, the geometrical map between the parameter and physical spaces given by Fpξ, ηq " ř
The spline space in the parameter space is then defined as p
Ωq and the NURBS space in the physical space as
pΩq. The IGA formulation of problem (2.4) then reads: find u h P U h such that:
The matrix form of (2.10) is the linear system
with a symmetric positive definite stiffness matrix A.
Preliminaries and Q 1 finite elements
In this subsection, we will first follow 8 pSection 5q quite closely; no new ideas are required when we step from the two-dimensional scalar case to the vector valued in three dimensions. We will be working with tensor products of B-splines but note that the same results carry over to the non-uniform rational B-splines (NURBS), that span the isogeometric analysis spaces, provided that the geometric maps are well behaved.
Let p Ω lmn :" p I lˆp I mˆp I n , be a generic subdomain in the parametric space built by a tensor product of three intervals. Here p I l " pξ i l , ξ i l`1 q and ξ i l , ξ i l`1 are knots associated with the space of B-splines. We note that there exist l 1 ď l 2 ă l 3 ď l 4 such that the univariate B-spline basis functions tL p i pξq, i " l 1 , . . . , l 4 u, with supports intersecting p I l , can be separated into
12)
14) Fig. 1 . Schematic illustration of a subdomain Ω i in the parametric space, with spline polynomial degree p " 3 and regularity k " 2, displaying a fat vertex (with pk`1q 3 knots), a fat edge (with pk`1q 2 thin edges), and a fat face (with k`1 thin faces).
with boundary subdomains being treated similarly. The fact that l 1 often differs from l 2 and l 3 from l 4 , etc., will result in fat interfaces. By analogous decompositions of the basis functions in the other two dimensions, there exist indices m 1 ď m 2 ă m 3 ď m 4 for tM p j pηq, j " m 1 , . . . , m 4 u associated with p I m " pη jm , η jm`1 q, and n 1 ď n 2 ă n 3 ď n 4 for tN p k pρq, k " n 1 , . . . , n 4 u associated with p I n " pρ jn , ρ jn`1 q, with the same properties as the first set. A function z P p V restricted to p Ω lmn can therefore be represented by
Here the c ijk are 3´vectors; we will denote their 2´n orms by |c ijk |. We will always assume that the knots are quasi-uniformly spaced with the distance between different, consecutive knots in the coordinate direction denoted by h. We will also assume that the elements and the subdomains are shape-regular. We will also use the same notation for vectors that represent functions such as z. Centered around the faces, edges, and vertices of the non-overlapping subdomains into which the original parametric space has been subdivided, we will have fat faces, fat edges, and fat vertices. These sets do not intersect. A fat face can be viewed as being built from a set of parallel thin faces and a fat edge from a set of parallel thin edges all parallel to the long side of the fat edge.
In what follows, we will indicate the set of indices, introduced above, by 16) and denoting by K an element contained in p Ω lmn , we define
For any z P p Vˇˇp Ω lmn , we define the local and global discrete norms
and θpξq :" tpi, j, kq : 
Here }z} L 2 pKq « |z| K means that there are positive constants c and C, such that
We also define the LˆMˆN real-valued tensors C r r with the semi-normˇˇˇˇˇC r rˇˇˇ2
where L " l 4´l1`1 , M " m 4´m1`1 and N " n 4´n1`1 . This effectively provides a H 1´s emi-norm for the vector valued function z defined in formula p2.15q; cf. can be viewed as a mesh function defined on a cuboid and that, when developing the theory, we can work exclusively with the Q 1 finite element space.
Equivalence classes, Schur complements, and BDDC preconditioners
Balancing Domain Decomposition by Constraints (BDDC) preconditioners have evolved from the balancing Neumann-Neumann methods. They were introduced by Dohrmann in 22 and first analyzed by Mandel, Dohrmann, and Tezaur in 43, 44 . All the local and the coarse problems are non-singular because of a choice of sufficiently many primal continuity constraints across the interface of the subdomains. Another advantage is that the coarse and all the local problems can be solved in parallel. The primal constraints can be point constraints and/or, more effectively, averages or moments over edges or faces of the subdomains. We refer to 55 for a recent review about the BDDC method and for additional references.
We refer to the Toselli and Widlund 50 pCh. 6q for a detailed discussion of Neumann-Neumann, FETI and FETI-DP algorithms, see also 30, 40, 42 . A FETI-DP and a BDDC algorithm, with the same set of primal constraints, are closely related and the two relevant operators have the same spectra, except for possible eigenvalues at 0 and 1, see 44 . BDDC algorithms belong to the class of non-overlapping domain decomposition algorithms, being based on decompositions of the domain Ω of an elliptic operator into non-overlapping subdomains Ω i . The subdomain interfaces Γ i of Ω i do not cut through any elements and are defined by Γ i :" BΩ i zBΩ. In the isogeometric context, the subdomains Ω i are images of cuboids p Ω i in the parameter space, each a union of hexahedral elements defined by the eight knots which are its vertices.
Associated with each subdomain interface is part of a fat interface and a set of equivalence classes. For three dimensional problems, the equivalence classes associated with a subdomain are defined as follows: we first separate the knots of the interior of the subdomains and those associated with the interface Γ :" Ť i Γ i ; those in the interior are the knots with B-spline basis functions supported in the closure of individual subdomains. The set of the remaining, the interface knots, are partitioned into equivalence classes associated with subdomain vertices, edges, and faces. Thus, we separate off the vertex equivalence sets, which are given by the knots with B-spline basis functions with a subdomain vertex in the interior of their supports. We next identify the edge equivalence classes among the remaining interface knots with B-spline basis functions with supports that intersect a subdomain edge in its interior. Finally, the remaining interface knots, which have basis functions with supports intersecting a subdomain face, are separated into subsets associated with the individual subdomain faces.
What has just been said is valid for subdomains in the interior. If a Dirichlet condition is imposed on a face of a subdomain, its degrees of freedom are eliminated and do not enter the system. If Neumann conditions are given for a subdomain face, its knots are assigned to the interior set of the subdomain. If two or more adjacent subdomains touch the Neumann boundary of the domain Omega, then the knots on the boundary faces are again interior while its edge and vertex knots touching the Neumann boundary are now shared between several subdomains and belong to the fat interface. A boundary fat edge shared by two subdomains, instead of four as in the interior of Omega, should then be considered part of an extended face shared by those two subdomains, a face orthogonal to the Neumann boundary; these knots naturally belong to the same equivalence class as those on that fat face. This is fully consistent with the definition of the equivalence classes. An analogous rule is used for a fat boundary vertex.
Once these equivalence classes have been identified, we will find many similarities with the development of BDDC algorithms for finite element problems.
Given the stiffness matrix A piq of the subdomain Ω i , we obtain a subdomain Schur complement S piq by eliminating the interior variables, i.e., all those associated with the basis functions with supports confined to Ω i . We will also work with principal minors of these Schur complements associated with a fat subdomain vertex, edge, and face, denoting them by S piq V V , S piq EE , and S piq F F , respectively. The interface space is then divided into a primal subspace W Π of functions which are continuous and a complementary dual subspace W ∆ for which we will allow multiple values across the interface during part of the iteration. The BDDC and FETI-DP algorithms can be described in terms of three product spaces of functions associated with subsets of interface knots:
W Γ is built as a product space of components associated with the individual Ω i , without any continuity constraints across the interface. Elements of | W Γ have common values of the primal variables but allow multiple values of the dual variables while the elements of x W Γ are continuous at all knots. After eliminating the interior variables and, if need be, changing the variables, we can then write the subdomain Schur complements as
We will partially subassemble the S piq , obtaining q S, enforcing the continuity of the primal variables only. Thus, we then work in | W Γ . In each step of the iteration, we will solve a linear system with the coefficient matrix q S. Alternatively, we could also work with a linear system with a matrix obtained by partially subassembling the subdomain stiffness matrices A piq . We note that solving these linear systems will be considerably much faster than working with the fully assembled system if the dimension of the primal space is modest. At the end of each iteration, the approximate solution is made continuous at all knots of the interface, by applying a weighted averaging operator E D , which maps | W Γ into x W Γ . In each step of the iteration, we first compute the residual of the fully assembled Schur complement. We then apply E T D to obtain a right-hand side of the partially subassembled linear system, solve this system and then apply E D . This last step changes the values on Γ, unless the iteration has converged, and can result in nonzero residuals at interior knots next to Γ. In a final step of each iteration step, we eliminate these residuals by solving a Dirichlet problem on each of the subdomains. However, for the deluxe variant, this last step will not be needed. We always accelerate the iteration with the preconditioned conjugate gradient (PCG) algorithm.
The deluxe scaling
What is crucial in designing effective BDDC algorithms is the good choice of a set of primal constraints and a good recipe for averaging across the interface. In this paper, we will always use the deluxe recipe in the construction of the averaging operator E D ; in our previous work on BDDC for IGA, we have found this choice much superior to the alternatives that we also have tried; see 11, 12 . The deluxe variant originates in studies on three-dimensional Hpcurlq and Hpdiv q problems in which it was found that traditional averaging recipes did not work uniformly well, cf. 45, 25, 26 . The reason of such occasional failure is the fact that there are two sets of material parameters in these applications. The deluxe variant, that was then introduced, has proven quite successful in a variety of applications; see, e.g., 52, 11, 54, 55, 56, 57 . We also note that this variant plays an important role in the development of algorithms for which the primal space is chosen adaptively; see, in particular, 24 . A face component of the average operator E D , for a problem in three dimensions, across a fat subdomain face F ij , common to two subdomains Ω i and Ω j , is defined in terms of the equivalence set of variables of that face and the corresponding principal minors S pkq F F of the S pkq , k " i, j. The deluxe averaging operator, for F ij , is then defined byw
Here w piq F is the restriction of w piq to the face set, F ij , (and analogously for w pjq F ). By exchanging F by E, we obtain the formula for an edge for a 2D problem.
The action of pS piq F F`S pjq F F q´1 can be implemented by solving a Dirichlet problem, with zero boundary values, on Ω i Y F ij Y Ω j , with a right hand side which vanishes in the interiors of the two subdomains. This can add significantly to the cost. However, we note that some software systems for the parallel solution of systems of linear algebraic equations, such as MUMPS, see 1 , provide the subdomain Schur complement matrices S piq . In the economic version (e-version), we replace this large domain by a thin domain built from one or a few layers of elements next to the face and this often results in a very similar performance; see, e.g., 26, 56 . Deluxe averaging operators are also developed for subdomain edges and subdomain vertices for problems in three dimensions. Given the simple geometry of the parameter space that we are considering, we find that in all these cases the equivalence classes will have four and eight elements for any interior fat subdomain edge and vertex, respectively. Thus, for an interior fat subdomain edge E in 3D, shared by subdomains Ω i , Ω j , Ω k , and Ω , we can use the formulā
An analogous formula holds for the interior fat vertices and involves eight operators.
The core of any estimate for a BDDC algorithm involves the q S´norm of the average operator E D . By an algebraic argument known, for FETI-DP, since 2002, cf.
39 , we have the following bound for the condition number:
Here M´1 represents the action of the preconditioner. We recall that the relevant operators of FETI-DP and BDDC methods with the same set of primal constraints have the same spectrum, except for possible eigenvalues at 0 and 1, see 44, 42, 13 . For FETI-DP, the relevant operator is P D :" I´E D . In the development of theory for both FETI-DP and BDDC, it is convenient to work with P D rather than E D and we will do so in this paper as well. In fact, the two operators have the same norm, see 24 pAppendix Eq .
Primal constraints for three-dimensional elasticity and main results
In this section, we will develop our theory which is based, in part, on earlier work in 8 and 40 . In the first of these papers, it was shown that much of the analysis can be reduced to a study of related finite element problems, cf. subsection 2.2. In the second paper, a framework was introduced which allows for the development of small primal spaces for lower order finite element approximations of compressible elasticity. For isogeometric problems, we will often have fat interfaces and therefore potentially even much larger primal spaces than for finite element problems and our efforts will be focused on keeping the dimension of these global spaces small.
Primal constraints
As demonstrated in 11 and 16 , the deluxe version of BDDC often has the advantage that the analysis of bounds necessary for a condition number bound can be reduced to bounds over individual subdomains; this is true of the analysis in subsection 4.3 but not of the one in subsection 4.2. When developing primal constraints, we will, as in previous work on finite elements, find that averages and first order moments over thin edges are particularly useful; see 40 . Thus, we will work with individual thin edges, that are parts of the fat edges, in fact with just one such edge for each fat subdomain edge and with only the averages over the three displacement components when constructing primal constraints. In some cases, we will also work with fully primal edges defined, for a thin edge E, as in 40 pDef. 5.4q , in terms of primal constraints given by
where the r i are the standard basis functions of RB, the space of rigid body modes. On a thin edge E which is part of the x 3´a xis and with the origin at its midpoint, we choose r 1 " p1, 0, 0q
T ; note that r 6 " 0 on the edge E and that g 6 then serves no useful purpose. The factors p1{Hq are introduced to make the L 2 pEq´norm of the first five of these vectors be of the same order of magnitude. The primal constraints for a fully primal edge are then given by g
, for all relevant pairs of j and k. In this coordinate 3 . We note that our choice of primal constraints are then the same as those of 37 , an experimental study of the performance of the FETI-DP algorithm for lower order finite element approximations where the Lamé parameters are constant or vary slowly in the entire domain Ω. In such cases no additional primal constraints directly associated with subdomain faces and vertices are needed. In our study, we will also confine ourselves to choosing primal constraints for just one thin edge for each fat edge.
As demonstrated in 40 pP rop. 5.1q , we can develop an alternative representation to (4.2) of all rigid body modes by working with three such linear functionals for each of the four fat edges that are adjacent to a fat face F . Six functionals are then generated as linear combinations of these twelve functionals providing a dual basis tf We note that it has been established that the coefficients expressing the six linear functionals in terms of the twelve are all of order 1; see 40 ppp. 1542´3q . In contrast to (4.2), this formula holds for all x. We are also free to select any orthogonal basis tr i u for RB, in particular the one introduced above for a thin edge E.
As a consequence of defining the primal constraints in terms of the linear functionals g E 1 , g E 2 , and g E 3 when constructing primal constraints for one thin edge for each of the four fat edges that borders the face, we can conclude that f
. . , 6. Useful bounds for these linear functionals are collected in 50 pDef. 5.3q :
Here H{h, as usual in the domain decomposition literature, is short for max i H i {h i , where H i is the subdomain diameter and h i the characteristic mesh size for the i-th subdomain. These bounds can easily be established by using 50pLemma 4.16q . We will use these functionals and bounds when estimating the contributions to our bound of the norm of P D w from the fat faces, edges, and vertices. Following 40 pDef. 5.3q , a subdomain face F will be fully primal if there is a dual basis tf F k u 6 1 , which satisfies (4.3) and (4.5). When developing our theory, we will make sure that all subdomain faces are fully primal.
As already shown, we can effectively work with Q 1 finite elements on a quasiuniform hexagonal mesh that partitions a cuboid. We can do most of the theoretical work with these finite element functions and using the H 1 pΩq´semi-norm and norm because the bilinear form given by (2. The latter result essentially replaces Poincaré's inequality. Here H is the diameter ofΩ.
For subdomains with boundaries that intersect Γ D , the Korn inequalities need to be replaced by Friedrichs-type inequalities. There is no difficulties if a full face is subject to a Dirichlet condition. The situation is more complicated if such a condition is imposed only on one subdomain edge since one rotational rigid body mode will not be controlled by the Dirichlet condition alone which then needs to be complemented by a suitable primal constraint.
Quasi-monotone coefficients and acceptable paths through faces
We begin this section by introducing acceptable edge paths and acceptable vertex paths; cf. 40 pDef. 5.6, 5.7q . (We note that acceptable edge paths are called acceptable face paths in that paper.) Definition 4.1. (Acceptable edge path) Consider a pair of subdomains Ω i and Ω k which have at least a subdomain edge in common. Then there is an acceptable edge path between them if either they have a face in common or there is a third subdomain Ω j sharing that edge with Ω i and Ω k , with T OL ‹ µ j ě minpµ i , µ k q, and with a path from Ω i to Ω k which passes through subdomain faces and through Ω j . Here T OL is assumed to be a tolerance of relatively modest size. If each fat edge is associated with an acceptable edge path for any relevant pair of subdomains, and each fat vertex is associated with an acceptable vertex path for any relevant pair of subdomains, then the set of Lamé parameters tµ i u are said to be quasi-monotone. We are now ready to formulate and prove the following main result.
Theorem 4.1. Assume that the Lamé parameters µ i are quasi-monotone and that the primal space is spanned by three average displacement constraints for one thin edge of each fat edge. Then the condition number of the BDDC deluxe algorithm satisfies
with C independent of the number of subdomains, the subdomains diameters H i , the mesh sizes h i , and the elastic coefficients. C could grow with the number of knots across the fat interface.
Proof. We will separately bound the face, edge, and vertex contributions to the norm of P D w. Face contributions. We need only strictly local arguments for individual subdomains and will require essentially no assumptions on the Lamé parameters in addition to being quasi-monotone.
We will use the six linear functionals for each fat subdomain face, tf
1 , which are the linear combinations of the averages of the components of the displacements chosen above, and which form a dual basis of RB and which satisfies (4.3) and (4.5).
When considering the restriction of P D w to F ij , the fat face common to the subdomains Ω i and Ω j , we find that for the deluxe variant of BDDC, the square of the energy-norm of P D pwq |F ij equals
see, e.g., 16 . Here S piq F F : S pjq F F is the parallel sum
of principal minors of S piq and S pjq , respectively, for the variables associated with the common fat face F ij . S piq and S pjq are the Schur complements obtained by eliminating all variables of the two subdomains, having F ij in common, except those on the fat interfaces, from the subdomain matrices.
Given our primal constraints, we find that The remaining terms of (4.10) can be bounded by using (4.5) and 40pLemma 7.1q , which is a simple extension of a standard face lemma 50 pLemma 4.25q . Each of these two bounds contribute a factor p1`logpH{hqq and no new ideas are needed.
Returning to the first set of terms, i.e., the estimate of the expressions in (4.11), we first note that for the finite element case a good estimate is given by a standard face lemma; see 50 pLemma 4.24q . We need to bound the terms in (4.11) by the H 1´n orms over Ω i and Ω j , respectively, of any extension of the values of the function given on the fat face. This require an extension of the finite element face lemma to the fat face case. We will therefore consider the Q 1´f unction r w piq which shares the values of w piq on the fat face F ij and which minimizes the H 1 pΩ i q´norm among all possible extensions. Thus, we need to bound the zero extension, to the rest of the fat interface, of the function with given values on F ij and which is Q 1´d iscrete harmonic in r Ω i -the part of the interior of Ω i that complements the fat interfaceby the H 1 pΩ i q´norm of r w piq . We will separately estimate the energy contributed i) by the fat interface and ii) by r Ω i . i) The energy contributed by the fat interface can, after replacing the values of w piq outside F ij by zero, be estimated by twice the energy of r w piq over the entire fat interface plus twice the sum of the squares of the L 2´n orms over the thin edges next to the interface between the fat face and its neighboring fat edges. To see this, we only need to use that
for any pair of 3´vectors, and inspect the expressions on the right-hand side of (2.18). We note that bounds for the L 2´n orm over thin edges can be developed by using 50 pLemma 4.16q ; see (4.12). A bound with one factor of p1`logpH{hqq results. ii) We also have to compare the energy attributable to r Ω i of w piq and r w piq . We note that w piq vanishes on all but one of the face of r Ω i . We first use a standard trace theorem to bound the H 1{2 pF q´norm of w piq by the H 1 pΩ i q´norm of r w piq .
Here,F is a face of the interior cuboid r Ω i which is also one of the thin faces of the fat face under consideration. The energy of the discrete harmonic function w piq in r Ω i is then bounded by the square of its H 1{2 00 pF q´norm for which we have a bound with a factor Cp1`logpH{hqq 2 , see 50 pLemma 4.26q , and we can conclude that the energy of the zero extension of w piq to the rest of the fat face can be bounded by Cp1`logpH{hqq 2 times the energy of r w piq . We complete the estimate for the fat face contributions by using the Korn inequalities.
Thus, we have proven the following result: Here the constant C in independent of H and h but not necessarily of the degree and smoothness of the space of NURBS.
Edge contributions. Turning to the fat edges, we will use ideas from the work on the finite element case as developed in 40 . We first note that the edge case, in a certain sense, is simpler since a detailed discussion of the minimal energy extension is not necessary. Instead of working with the original bilinear form, we can again work with the inner product of H 1 pΩ i q times µ i and find by using 50 pLemma 4.19q that we can estimate the square of H 1 pΩ i q´norm of any function restricted to a fat edge by the number of thin edges of the fat edge times the sum of the squares of the L 2´n orms over the thin edges which make up the fat edge. Using 50 pLemma 4.16q , we have
for any thin edge E. Here, w is any Q 1 finite element function and θ E the function, which equals 1 at all nodes of the thin edge E and which vanishes at all other nodes, and H i represents the minimal energy, discrete harmonic extension operator.
To provide details, we will now examine the contribution of a fat edge to the norm of P D w. We can estimate the energy contributed by a fat edge by using the principal minors S pmq EE , m " i, j, k, and , of the subdomain Schur complements S pmq of the four subdomains that have the fat edge E in common. The square of the norm of the restriction of P D w to E is given by a complicated expression involving the sum of squares of the S which is a contribution from Ω i . We will have terms involving pairs of indices i and k of subdomains with a common face and also terms with pairs of subdomains which only have the fat edge E in common. Let us assume the pairs of indices are i, k and j, in the latter case. We will only consider the case of i and k in detail. . We now consider the values of the w pmq restricted to an arbitrary thin edge E of the fat edge E and select a basis for RB such that r E 6 vanishes on E. We can now develop a formula, using arguments similar to those that led to (4.10):
Here r piq , r pjq , and r pkq are arbitrary elements of RB and F ij and F jk the two faces on the edge path from Ω i to Ω k . We can now proceed to estimate the Given that the thin edge E can be chosen as any of the thin edges of E, we have completed what is needed for the fat edges in the quasi-monotone case.
Vertex contributions. The estimates of the contributions of the fat vertices can be estimated in very much the same way as in 40 . The operators replacing those of (4.14) are even more complicated but given that we are now working on subspaces which are of fixed and small dimensions, they can easily be bounded from above in terms of µ i . The sums of five terms used when estimating the edge contributions, will now be replaced by just three. For any knot V of the fat vertex, we will use a basis for RB for which r 40 pSubsec. 8.4.3q . At V, we then have r " ř 3 n"1 f F n prqr F n for any of the faces that we pass through when following a vertex path. We note that the vertex path now will involve passing through three subdomain faces when we pass between subdomains that only have a vertex in common.
The estimates are worked out for one knot V of V at a time. The energy of a term of the form pw piq pVq´r piq pVqqϕ V , where ϕ V is the Q 1´n odal basis function for knot V, is bounded by C}w piq´rpiq } 2 H 1 pΩiq since the energy of ϕ V is of order h and for any element K 
The general case
We now turn to the case when we do not necessarily have quasi-monotone coefficients. An example of such a case is the 3D checker board distribution of the µ i . For this case, moving around each subdomain edge, we find that the Lamé parameter µ can alternate between a large value and a value that is much smaller. We note that if quasi-monotonicity fails for just a few subdomain edges, we can modify the arguments of the previous subsection by extending the path between pairs of subdomains that only have an edge in common to work with paths through some other nearby subdomains and obtain the same strong result as before by using the same set of primal constraints.
By choosing additional primal constraints when analyzing the contributions from the fat edges and vertices, we can establish the following result. We note that the additional primal constraints are only needed for fat edges and vertices for which Definitions 4.1 and 4.2 do not hold. L Theorem 4.2. Assume that for each fat edge E, that does not satisfy Definition 4.1, there is a thin edge E in the center of E, which is fully primal, i.e., there are five primal constraints associated with the thin edge as given by (4.1) for 1 ď k ď 5 and an additional primal constraint given by a volume integral, dx :" dx 1 dx 2 dx 3 , over the fat edge E:
We can also handle cases when there is no thin edge at the center of the fat edge Es; in such a case, we can simply introduce an auxiliary thin edge at the center of E and use it when defining the six primal constraints.
Assume further that for each fat vertex which does not satisfy Definition 4.2, there are three primal constraints which makes the three components of the elements of Ă W Γ continuous at one knot V, centered in the fat vertex V and three additional primal constraints given by volume integrals, dx :" dx 1 dx 2 dx 3 , over the fat vertex V :
In case there is no knot at the center of V , we can again instead work with a point at the center of the fat vertex.
Under these assumptions, the condition number of the BDDC deluxe algorithm satisfies
with C independent of the number of subdomains, the subdomains diameters H i , the mesh sizes h i , and the elastic coefficients but can grow with the number of knots across the fat interface.
Proof. In our proof, we will again separately bound the face, edge, and vertex contributions to the norm of P D w.
Face contributions The analysis related to the subdomain faces requires nothing new since each of these faces is fully primal, i.e., is associated with a set of six primal constraints which satisfies the bounds of (4.5). This is guaranteed by the fact that we enrich the set of primal constraints previously in use.
Edge contributions We note that in the previous subsection, we were able to use primal constraints related to different subdomain edges to handle terms related to the different faces of the subdomains through which our edge paths pass. Here, we instead will use, in our arguments, only primal constraints that are directly related to the individual subdomain edges under consideration and no longer argue about edge paths. We start by selecting one thin edge centered in the fat subdomain edge and turning it into a fully primal edge by adopting the five first functionals given by (4.1); we recall that g E 6 serves no good purpose but that we were still able to establish (4.2) at the center of the fat edge but only for x P E, i.e., for just one of the thin edges of the fat edge. These five first constraints will work well for that single thin edge but we need at least one additional, sixth, linear functional to handle the other thin edges of the same fat edge. We could make them all fully primal but we are anxious to develop a small coarse space. This is the reason for introducing the constraint g E 6 which satisfies g E 6 pr i q " δ i6 . We need a bound for this new linear functional but we do not need a bound as strong as (4.4) since r 6 vanishes on the thin edge E and that the other thin edges are within a multiple of the mesh size h from that thin edge; the values of r 6 are therefore small for all x P E.
When estimating the energy contributed by an arbitrary thin edge of the fat subdomain edge, we will consider the expression
Each of the first five terms can be estimated using (4.4). The sixth can also be bounded well enough:
where |E| is the volume of E and C a constant. We can now take advantage of the fact that r 6 has small values on all of the thin edges of E and we can show, by for an arbitrary r piq P RB. We can now complete our argument by referring to 16 pSec. 3q where it is shown that the square of the norm of the restriction of P D w to E, for the deluxe variant of BDDC, can be estimated by Vertex contributions We can use similar arguments for the contributions from a fat vertex. In particular, we can use a bound quite similar to (4.19) . We choose the origin of a coordinate system at the centrally located knot V and consider the expression
We can focus on the last three terms in this sum. By using elementary inequalities and (4.16), we find that
We also use that
where ϕ V is a nodal basis function, to complete the necessary bound.
The rest of the proof can be closely modeled on the arguments given in the previous subsection.
We note that in the study of the FETI-DP algorithm for finite element approximations of elasticity, 40 , additional primal constraints were also introduced and that experimental work reported in 38 demonstrated that the use of a smaller set of primal constraints, such as that of Subsection 4.3, led to a poor performance. Similar results are reported at the end of Section 5 of this paper.
Numerical results
All the experiments reported are for problems in three dimensions. The elasticity system is discretized on a cubic domain and on a twisted pipe section, a quite distorted image of a cube, see Fig. 2 , using isogeometric NURBS spaces with a a) cubic domain b) twisted pipe section uniform mesh size h, polynomial degree p, and regularity k. The domain is decomposed into K non-overlapping subdomains of characteristic size H. The discrete problems are solved by the preconditoned conjugate gradient, (PCG), method with the isogeometric BDDC deluxe preconditioners, with a zero initial guess and a stopping criterion of a 10´6 reduction of the Euclidean norm of the PCG residual. In our tests, we study how the convergence rate of the BDDC preconditioner depends on h, K, p, k, and on the jumps in the coefficient of the elliptic problem. In all tests, the BDDC condition number is essentially the maximum eigenvalue of the preconditioned operator, since its minimum eigenvalue is always very close to 1. The 3D parallel tests have been performed using the PetIGA library 21 and the PETSc library 3 with its PCBDDC preconditioner, contributed to the PETSc library by Stefano Zampini, see 53 , and run on the parallel machines Marconi-A1 of Cineca (http://www.hpc.cineca.it/hardware/marconi) and Shaheen-XC40 of KAUST (https://www.hpc.kaust.edu.sa/content/shaheen-ii).
Conditioning of the unpreconditioned isogeometric elasticity system
In Fig. 3 we report on the conditioning of the unpreconditioned isogeometric elasticity system as a function of the inverse of the mesh size, 1{h, for a fixed p " 3, k " 2 (left column) and of the polynomial degree p, with maximal regularity k " p´1 and a fixed 1{h " 32 (right column). We report both the CG iteration counts (top row) and the condition number of the unpreconditioned elasticity operator, computed during the CG iterations using the connection of the CG algorithm to Lanczos' eigenvalue method. The results show that the condition number of the isogeometric 3D elasticity stiffness matrix grows, as expected, as Oph´2q, when h-refinement is performed, while it grows as Opp 2 q when k-refinement is performed. We observe that, already in the case of the smallest p " 2, the condition number of the unpreconditioned system is very large and on the order of 10 4 . ) Fig. 3 . Conditioning of the unpreconditioned isogeometric elasticity system, with constant Lamé parameters, as a function of 1{h, the inverse of the mesh size, for fixed p " 3, k " 2 (left column) and polynomial degree p and k " p´1 for fixed 1{h " 32 (right column). Top row: CG iteration counts. Bottom row: condition number of the unpreconditioned elasticity operator.
Primal spaces for BDDC deluxe
We then investigate the performance of our isogeometric BDDC deluxe preconditioner for a number of choices of primal spaces of increasing dimension. We start with several reduced primal spaces with only a few primal degrees of freedom (dofs) for individual equivalence classes. When considering constraints arising from rigid body modes, we restrict their respresentative vectors in the discrete space to each relevant equivalence class and run a Singular Value Decomposition (SVD) on such subvectors, in order to eliminate any possible null rotation or linear dependency. ‚ E 3 : use only 3 primal dofs associated to the edge averages of the three displacement components on one thin edge E for each fat edge E. This is the smallest primal space that we have considered and it is the one analyzed in Theorem 4.1.
‚ V 9 E 6 : use 3 primal dofs per fat vertex V (displacement components in the middle) + SVD of rigid body modes on the remaining dofs of the fat vertex V (6 primal dofs) + SVD of rigid body modes on each fat edge E (6 primal dofs). ‚ V 3 E 6 : use 3 primal dofs per fat vertex V (displacement components in the middle) + SVD of rigid body modes on the thin edge E in the middle of each fat edges E (5 constraints per edge for the cube case, 6 for the twisted pipe case). ‚ V 6 E 6 : use 6 primal dofs per fat vertex V (3 displacement components in the middle and 3 volume averages) + SVD of rigid body modes on the thin edge E in the middle of each fat edges E (5 constraints per edge for the cube case, 6 for the twisted pipe case). This choice corresponds to the case covered by our theory (Th. 4.2). ‚ V 9 E 6 F 6 : V 9 E 6 + SVD of rigid body modes on each fat face (6 primal dofs). ‚ V 3 E 6 F 6 : V 3 E 6 + SVD of rigid body modes on the thin face F in the middle of each fat face F (6 primal dofs).
We also consider rich (expensive) primal spaces that include all the p 3 dofs of each fat vertex V , the averages on all p 2 thin edges E of each fat edge E and the averages on all p thin faces F of each fat face F ; in all cases k " p´1 :
‚ V = V 3p 3 : all displacement components for each fat vertex are made primal; ‚ VE = V 3p 3 E 3p 2 : V 3p 3 + edge averages (one per displacement component) for all thin edges E of each fat edge E; ‚ VEF = V 3p 3 E 3p 2 F 3p : V 3p 3 E 3p 2 + face averages (one per displacement component) for all thin faces F of each fat face F .
Weak scalability test
We perform a weak scalability test for the unit cube and for the twisted pipe section domain. The number of subdomains K is increased from 2 3 to 8 3 , keeping the local size H{h " 6, the spline polynomial degree p " 3 and regularity k " 2 fixed.
The results reported in Fig. 4 show that BDDC with all the three rich coarse spaces are scalable, since the condition numbers and iteration counts seem to approach constant values when increasing the number of subdomains. As expected, larger primal spaces yield fewer iterations. In particular, adding the edge averages to the vertex constraints in the VE primal space leads to a large improvement over V, while adding further the face averages in the VEF primal space gives only a marginal improvement over VE. For the twisted pipe section domain, all the three methods seem to be quite sensitive to the domain deformations, in particular for the V primal space, but the VE and VEF coarse spaces outperform V by an order of magnitude in terms of condition number.
Moreover, the results in Fig. 4 show that the reduced coarse spaces are also scalable, in both the cube test (top plots) and twisted pipe test (bottom plots). Dif- ferently from the rich coarse spaces, the addition of face primal constraints (V 9 E 6 F 6 and V 3 E 6 F 6 ) now definitely improves the BDDC performance and the degradation in the twisted pipe test then seems less severe.
Quasi-optimality test
Fig . 5 reports the results of a quasi-optimality test, with increasing values of H{h " 5, 6,¨¨¨, 12 for fixed spline parameters p " 3, k " 2 and number of subdomains K " 3ˆ3ˆ3. Since the domain and its subdivision are fixed, we are here varying the mesh size h. First, we consider the rich primal spaces V, VE, and VEF. For the unit cube, the results show a linear dependence of the condition number on H{h for the primal space V. The addition of edge averages (VE) seems sufficient to obtain a quasioptimal method, with a logarithmic growth of the condition number as a function of H{h. As before, VEF yields only a marginal improvement over VE. The strong deformation of the twisted pipe test, leads again to much worse condition numbers and CG iteration counts in comparison to the unit cube test, but the quasi-optimal behavior of the BDDC with VE and VEF coarse spaces is confirmed. Focusing now on the reduced coarse spaces, Fig. 5 shows a better than expected BDDC performance, since the plots of iteration counts and maximum eigenvalues, even if irregular, seem not to increase with H{h (except VE 0 in the cube test). We do not have an explanation for this unexpected behavior.
Dependence on p
In this test, we study the BDDC deluxe convergence rate for increasing polynomial degree p " 2, 3, ..., 6 and maximal regularity k " p´1. The domains considered are the unit cube and the twisted pipe section, discretized with the mesh size h " 1{32 and subdivided into K " 4ˆ4ˆ4 subdomains.
As in the previous tests, we first consider the three rich coarse spaces. From the results reported in Fig. 6 , in case of the unit cube domain, we cannot recognize a clear behavior for V. However, for VE and VEF both CG iterations and condition numbers are initially quite small, but for p " 6 they start to increase significantly. Again, on the deformed domain of the twisted pipe test, the BDDC solver perfor- mance degrades considerably in comparison to the unit cube test, particularly for the V coarse space, while VE and VEF seem to be more robust and with nearly the same performance. Surprisingly, in the twisted pipe test, CG iterations and condition numbers decrease when increasing p for all the three coarse spaces considered. On the other hand, Fig. 6 shows that BDDC with reduced coarse spaces has a stronger dependence on the polynomial degree p and we could run tests only up to p " 4 (p " 3 for V 9 E 6 and V 9 E 6 F 6 in the twisted pipe case). The addition of face primal constraints helps the BDDC performance, particularly in the cube tests, but the iterations and maximum eigenvalue seem to grow more than linearly with p.
Robustness with respect to jumping coefficients
Finally, we investigate the robustness of our BDDC solver with respect to jumping material parameters. The unit cube is subdivided into K " 27 " 3ˆ3ˆ3 subdomains, ordered lexicographically plane by plane as illustrated in the left plot of Table 1 . Denote by rank " 0, ..., 26 the index of the generic subdomain. The spline parameters are fixed at p " 3 and k " 2, and the ratio H{h " 6. With these rank:
quasi-monotone: Table 1 . Quasi-monotone and checkerboard jumping coefficients: iteration counts n it and maximum eigenvalue λ M (« condition number) as functions of the jumping parameter J for fixed H{h " 6, K " 3ˆ3ˆ3, and spline parameters p " 3, k " 2.
choices, the total number of dofs is 41472, with that on the interface being 23976. The Poisson ratio is fixed to 0.3 and the Young modulus is E " 210¨c f , with the coefficient c f varying as follows:
‚ quasi-monotone test: c f " In addition to the coarse spaces V 3 E 6 and V 3 E 6 F 6 described previously, we consider here also the coarse space introduced in Theorem 4.1, consisting of 3 primal dofs per fat edge and denoted by E 3 . The size of the coarse space is 180, 300 and 624 for the E 3 , V 3 E 6 and V 3 E 6 F 6 cases, respectively. The results reported in Table 1 show that all three methods are robust in both the quasi-monotone and checkerboard cases.
We finally consider a harder test with nonquasi-monotone coefficients considered in 38 (Table 5 and Fig. 9 ). On a cubic domain decomposed into 3ˆ3ˆ3 subdomains as before, we now choose the ratio H{h " 7. As before, the Poisson ratio is fixed Table 2 . Nonquasi-monotone jumping coefficients: iteration counts n it and maximum eigenvalue λ M (« condition number) as functions of the jumping parameter J for fixed H{h " 7, K " 3ˆ3ˆ3.
to 0.3 and the Young modulus is E " 210¨c f , but now the coefficient c f varies as follows:
‚ nonquasi-monotone test: The results reported in Table 2 for splines with degree p " 1, 2, 3 show, as suggested by our main Theorems 4.1 and 4.2, that the smaller primal space E 3 is not robust with respect to the magnitude J of the coefficient jumps, while the primal space V 6 E 6 analyzed in Th. 4.2 is robust. For both primal spaces, the BDDC performance worsen with increasing degree p, as shown already in the easier constant coefficient tests of Fig. 6 , but the BDDC iterations and condition number growth is contained (and robust in J) for the V 6 E 6 primal space, while the growth for the thin E 3 primal space is catastrophic when J increases, already for p " 2 and 3.
