Abstract. Jensen-Shannon divergence is a symmetrised, smoothed version of Küllback-Leibler. It has been shown to be the square of a proper distance metric, and has other properties which make it an excellent choice for many high-dimensional spaces in R * . The metric as defined is however expensive to evaluate. In sparse spaces over many dimensions the Intrinsic Dimensionality of the metric space is typically very high, making similarity-based indexing ineffectual. Exhaustive searching over large data collections may be infeasible. Using a property that allows the distance to be evaluated from only those dimensions which are non-zero in both arguments, and through the identification of a threshold function, we show that the cost of the function can be dramatically reduced.
Introduction
Jensen-Shannon divergence is the name given in [8] to a divergence function probably first identified in [10] . It is a simple derivation from Küllback-Leibler [7] yet is positive, symmetric, bounded, and well-defined in the presence of zero values.
Two authors [4, 9] have independently established that one form of JensenShannon divergence is the square of a proper metric. Since then the metric has attracted some more interest in both statistics and information theory, and deeper analysis e.g. [5] shows that it has some properties that, in short, should lend it to being an excellent semantic distance function in many contexts.
The fact that a form exists which is a proper metric immediately leads to the possibility of its use within metric indexing techniques. However many probabilistic spaces are high-dimensional and sparse, and typical Intrinsic Dimensionality [1] is very high: metric indexing techniques are unlikely to be effective.
In this paper we show a way of significantly reducing the cost of similarity search using Jensen-Shannon, showing how an equivalent metric can be derived which requires access only to the intersecting dimensions of the objects being compared. This allows a much more efficient evaluation, and in particular an evaluation which can be performed over inverted indices, thus also subject to parallel evaluation.
Definitions and Algebraic Derivations
Jensen-Shannon divergence is defined in terms of Küllback-Leibler divergence: Some simple algebra gives some other forms of interest for the same function:
where H is Shannon's entropy function. This can be evaluated as:
From this also can be derived:
for a kernel function F defined by
where h(x) = −x log 2 (x). From this form it may be observed that the evaluation of JS can be achieved with reference only to those dimensions where v i and w i are both non-zero. A similar form to Equation 3 was given in [3] where the observation was made that this could give an efficient evaluation, but was not quantified.
Threshold calculation
If the purpose of the distance calculation is as a part of a threshold search, the threshold requirement (using the proper metric form) is:
for threshold t. The function F can be seen as a similarity accumulator, reaching the value of 2 for perfect similarity, and the term 2t 2 can be viewed as the maximum shortfall which may occur in order for the threshold t not to be exceeded.
A cost-saving strategy may be used based on this observation. At any point of the iterative calculation, if it can be determined that it is impossible for the value of i F(v i , w i ) to reach the threshold of 2 − 2t 2 , then the calculation may be abandoned.
If stage k of the calculation is considered:
the value of the left hand term is known, and an upper bound for the right-hand term can be found using the Jensen inequality, as F is a convex function:
where the value i=k+1..n v i is simply the complement of i=1..k v i . Therefore, at any stage k of the calculation, the following inequality can be tested:
and, if the outcome is true, the final distance calculation will be greater than t.
Evaluation

Definitions
For each test sparse vectors and inverted indices were implemented in a straightforward manner, such that no zero values are stored. Based on the above observations, five different versions of the metric over sparse vector spaces were tested 3 :
Definition 1 An algorithm based on Equation 2, accessing all dimensions of the sparse vectors being compared. Definition 2 An algorithm based on Equation 3. The algorithm iterates through all nodes of each argument vector, but no calculation is performed if the dimension is not present in both vectors. Definition 3 The same algorithm as Defn. 2, but at each stage the current accumulator value is checked against a calculated threshold derived from Inequation 4, and the calculation is abandoned when possible. Definition 4 The accumulation of values is performed over inverted index data structures. The calculation proceeds one dimension at a time, with a separate accumulator being maintained for each object in the set Definition 5 Again over the inverted index structures, this time maintaing a threshold based on Inequation 4; if the accumulator for any object in the set drops below the required threshold, this is set to -1 and no further calculations are performed over other dimensions of that vector.
The thresholds in Definitions 3 and 5 cause each test to return 10 −5 of the data.
Framework
For each data set tested, 10 5 separate objects were considered and each one measured against the other members of the set to perform 10 10 calculations. All code was implemented in Java and executed on a 1.8 GHz Intel Core i7 processor with 4GB of memory; all nonessential processes and network access were disabled. All data structures fitted within the Java heap. Each test was repeated until the standard error of the mean time measured was less than 1%, with a garbage collection being called between each iteration. 
Generated Spaces
To test the mechanisms over sparse Cartesian spaces a number of generated spaces were used. For each of these, the generator was set to populate a mean of 50 dimensions within all of those available, with the maximum number of dimensions being set between 50 (i.e. a dense space) and 2000.
Real Spaces
We used the following data sets: colors, taken from the colors.ascii file of the SISAP data collection; english, taken from the English.dic file of the SISAP collection, from which vectors are generated by the probabilistic technique given in [2] ; occs, a file of occupations taken from census data using the same generation technique; and MF-eh, MF-ht taken from the MIR-flickr collection [6] . The key characteristics of these sets is given in Table 1 .
Results The results of applying the five techniques to the different data sets are given in Table 2 . Definitions 2 to 5 over the generated data are repeated in the graph shown in Figure 1 . As well as giving the costs for the five definitions, the cost of Manhattan distance over the sparse representations is also shown.
The results certainly vindicate the techniques described; it is notable that for every truly sparse data set, Jensen-Shannon evaluated by Definition 5 outperforms Manhattan distance, clearly because less data is being moved though the processor. It is equally interesting to note that, even for non-sparse data, the use of inverted indices with a threshold cutoff performs an order of magnitude better than doing per-object comparisons.
The cost-benefit tradeoff for the threshold calculation over generated data is clear to see from Figure 1 . While the threshold cutoff is highly effective for some real data sets, it is much less so for others for reasons we do not yet fully understand. 
Conclusions and Further Work
In this paper we have shown how two algebraic deductions from the JensenShannon distance can be used to give a very significant cost saving in its evaluation. The inverted index implementation is also perfectly suited to parallelisation, and in particular can use parallel threads on a graphics accelerator rather than specialist hardware. In combination, we believe this metric is made much more accessible.
We have not yet fully investigated the threshold cutoff. In particular, the results shown here evaluate the threshold at every stage of the algorithms, which applies a significant cost for little benefit at the early stages. Different collections behave in different ways, but it should be easily possible to determine a better strategy when the calculation is made only when there is a significant chance of aborting the calculation.
