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THE CALDERO´N PROBLEM FOR CONORMAL POTENTIALS,
I: GLOBAL UNIQUENESS AND RECONSTRUCTION
Allan Greenleaf, Matti Lassas and Gunther Uhlmann
1. Introduction
The goal of this paper is to establish global uniqueness and obtain reconstruction,
in dimensions n ≥ 3, for the Caldero´n problem in the class of potentials conormal
to a smooth submanifold H in Rn. In the case of hypersurfaces, the potentials
considered here may have any singularity weaker than that of the delta function
δH on the hypersurface H ; in general, these potentials correspond to conductivities
which are in C1+ǫ and thus fail to be covered by previously known results.
Let Ω ⊂ Rn be a bounded Lipschitz domain, H ⊂ Ω a smooth submanifold
of codimension k, and q ∈ Iµ(H) a real conormal distribution of order µ with
µ < 1 − k. Thus, if H = {x : Fj(x) = 0, 1 ≤ j ≤ k} is a local representation of H
by means of defining functions with {∇Fj : 1 ≤ j ≤ k} linearly independent on H ,
then locally q(x) has the Fourier integral representation
(1.1) q(x) =
∫
Rk
ei
∑
j Fj(x)·θja(x, θ)dθ, a ∈ Sµ1,0,
where Sµ1,0 denotes the standard class of symbols of order µ and type (1, 0) on
Rn × (Rk\0). (Here, we use the order convention of [12] rather than [16].) A
general element q ∈ Iµ(H) is a locally finite sum of such expressions. We assume
throughout that supp(q) is compact in Ω. If −k < µ < 0, then q satisfies |q(x)| ≤
C · dist (x,H)−k−µ, so that q ∈ L
k
k+µ
−ǫ(Ω), ∀ǫ > 0, and no better in general;
in particular, a general element of Iµ(H) is unbounded. For comparison, surface
measure δH ∈ I
0(H) and, in the hypersurface case, a Heaviside discontinuity across
H belongs to I−1(H).
Rather than working with the Dirichlet-to-Neumann map, Λq, we state our main
results in terms of the Cauchy data, CDq, of sufficiently regular solutions of the
Schro¨dinger equation
(1.2) (∆ + q(x))u(x) = 0 on Ω.
This is more flexible, since CDq can be defined for potentials q for which Λq is either
not defined (for example, if λ = 0 is a Dirichlet eigenvalue) or is not known to be
defined (due to the low regularity of q(x)); it is perhaps more natural as well.
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It will be convenient to write µ = ν − k. Assume that ν0(k) < ν < 1, where
ν0(k)
def
= max(23 , 1−
k
4 ). Fix p and r satisfying
(1.3) 2 ≤ r <
k
2(1− ν)
def
= r0(k, ν) < p0(k, ν)
def
=
2k
k − ν
< p <∞.
(If ν ≤ ν0(k), just pick p and r for some ν
′ > ν0(k).) Fixing a smooth function
ψ ∈ C∞(Rn), ψ ≡ 1 near ∂Ω and int{ψ = 0} ∩ Ω 6= φ, define the norm
(1.4) ||f ||Xp,r = ||f ||Lp(Ω) + ||∆f ||Lp′(Ω) + ||ψf ||W 2,r(Ω),
where p′ is the dual exponent to p and W 2,r is the standard Sobolev space of
f ∈ D′(Ω) having two derivatives in Lr(Ω). Set
(1.5) Xp,r(Ω) = {f ∈ D′(Ω) : ||f ||Xp,r <∞}
and note that the Schro¨dinger operator ∆+q mapsXp,r(Ω)→ Lp
′
(Ω) continuously.
We denote throughout this paper by n the unit outer normal to Ω.
Definition. For a potential q ∈ Iµ(H) with H∩supp(q) ⊂ int{ψ = 0}, the Cauchy
data of the Schro¨dinger operator ∆+ q relative to Xp,r(Ω) is
(1.6) CDq = CD
p,r
q =
{
(u|∂Ω,
∂u
∂n
|∂Ω) : u ∈ X
p,r(Ω), (∆ + q)u = 0 on Ω
}
.
By Sobolev embedding, CDq is a subspace of W
2− 1
r
,r(∂Ω) ×W 1−
1
r
,r(∂Ω). Ob-
serve that if the Dirichlet-to-Neumann map Λq is defined (on W
2− 1
r
,r(∂Ω), say),
then CDq is simply its graph. We will construct certain nontrivial exponentially
growing solutions u ∈ Xp,r(Ω), so that, for the potentials considered, CDq is in fact
nontrivial. We can now state our first result.
Theorem 1. Suppose that for j = 1, 2, Hj ⊂⊂ Ω are submanifolds of codimension
kj. Suppose further that qj ∈ I
µj (Hj) are real potentials with ν0(kj) − kj < µj <
1 − kj and supp(qj) ⊂⊂ Ω. Let p, r satisfy 2 ≤ r < min(r0(k1, ν1), r0(k2, ν2)) and
max(p0(k1, ν1), p0(k2, ν2)) < p < ∞ and suppose that ψ ≡ 0 on a neighborhood of
H1 ∪H2. Then CDq1 = CDq2 relative to X
p,r(Ω) implies that q1 = q2 on Ω.
We also show that under the same assumptions as in Theorem 1 for the potential
we have a reconstruction procedure, that is we can reconstruct q from CDq (see
Theorem 2 in section 3 for more details).
Global uniqueness was established in [32] for n ≥ 3 (for smooth potentials) and
[26] for n = 2; for n ≥ 3 this was extended to q ∈ L∞ in [27]. The regularity
was further lowered to q ∈ L
n
2 in unpublished work of R. Lavine and A. Nachman
and to potentials of small norm in the Fefferman-Phong class in [4]. Note that for
−n−2n k ≤ µ < 0, k <
n
2 , a general element of I
µ(H) fails to be in L
n
2 (Ω).
The isotropic conductivity problem, where one considers the Dirichlet-to-Neumann
map for Lγ = ∇(γ · ∇), can be reduced to the Schro¨dinger problem via the substi-
tution q = −∆(γ
1
2 )
γ
1
2
, and thus the analogue of the Theorem holds for conductivities
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γj ∈ I
−k−1−ǫ(Hj) →֒ C
1+ǫ(Ω), ∀0 < ǫ < 1. Currently, the best general global
uniqueness result known for n ≥ 3 is for γ ∈ C
3
2 , proved in [28], building on [2]
and using the general argument of [32], while the best known result for n = 2
is γ ∈ W 1,p(Ω), p > 2, proved in [3] using the ∂ technique of [1,25,26]. Global
uniqueness for piecewise-analytic conductivities was proven [20], and special types
of jump discontinuities were treated in [17].
Here, we will follow the general argument of [32], although employing a different
integral identity so as to avoid difficulties when applying Green’s Theorem. It is
this identity that makesXp,r a convenient space for the problem; indeed, both sides
of
∫
Ω
∆u · v − u · ∆vdx =
∫
∂Ω
∂nu · v − u · ∂nvdσ are continuous with respect to
|| · ||Xp,r and thus Green’s Theorem holds for u, v ∈ X
p,r(Ω).
We now start the proof of Thm. 1, so as to motivate the technicalities that
follow.
Given a submanifold H of codimension k and a potential q ∈ Iµ(H) with µ < 1−
k, we will construct exponentially growing solutions of (1.2) belonging toXp,r(Ω), of
the form v(x) = eρ·x(1+ψ(x, ρ)), with ρ ∈ Cn satisfying ρ ·ρ = 0. Let v1 ∈ X
p,r(Ω)
be a solution of (∆ + q1)v1 = 0. By the hypothesis of Thm. 1, there is a solution
v2 ∈ X
p,r(Ω) of (∆ + q2)v2 = 0 with
(1.7) v2|∂Ω = v1|∂Ω and
∂v2
∂n
|∂Ω =
∂v1
∂n
|∂Ω.
Let w2 ∈ X
p,r(Ω) be any other solution to (∆ + q2)w2 = 0. Then,
(∆ + q2)(v1 − v2) = (∆ + q2)v1 = (∆ + q1 + (q2 − q1))v1 = (q2 − q1)v1,
so that
(1.8)
∫
Ω
(q2 − q1)v1w2dx =
∫
Ω
(∆ + q2)(v1 − v2) · w2dx
=
∫
Ω
(∆ + q2)(v1 − v2) · w2 − (v1 − v2) · (∆ + q2)w2dx
=
∫
Ω
∆(v1 − v2) · w2 − (v1 − v2) ·∆w2dx
=
∫
∂Ω
∂
∂n
(v1 − v2) · w2 − (v1 − v2) ·
∂
∂n
w2dσ
=0,
where the application of Green’s Theorem is valid since v1− v2 and w2 ∈ X
p,r and
the last equality holds by (1.7). If we carry this out for the solutions v1 and w2
constructed below for complex frequencies ρ1 and ρ2 satisfying ρ1+ ρ2 = −iξ, with
ξ ∈ Rn\0, then we have, as in [32],
(1.9)
0 =
∫
Ω
(q1 − q2)e
(ρ1+ρ2)·x
(
1 + ψ1(x, ρ1)
)(
1 + ψ2(x, ρ2)
)
dx
= ̂(q1 − q2)(ξ) +
∫
Ω
e−iξ·x(q1 − q2)(ψ1 + ψ2 + ψ1ψ2)dx
.
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If one can do this for pairs (ρ1, ρ2) with |ρj | → ∞ and show that the last integral
→ 0 as |ρ| → ∞, then qˆ1(ξ) = qˆ2(ξ); doing this for all ξ ∈ R
n will finish the proof
of Thm. 1.
As is well known, v(x) = eρ·x(1+ψ(x)) is a solution of the Schro¨dinger equation
iff ψ is a solution of
(1.10) (∆ρ + q)ψ = −q(x) where ∆ρ = ∆+ 2ρ · ∇.
We will show in Prop. 2.6 that (1.10) is uniquely solvable, with some decay in |ρ|,
in a Banach space of finite-regularity conormal distributions associated with H ,
yielding exponentially growing solutions vj ∈ X
p,r to (1.2) which allow the argu-
ment above to be carried out. In §3, this result is extended to a hybrid global space,
and this is applied to obtain reconstruction of the potential from the Cauchy data,
following the general argument of [25]. Finally, in §4 we show that uniqueness can
fail in a weak formulation of the problem for potentials with very strong singular-
ities on a hypersurface, with blow-up rates corresponding to those of distributions
conormal of order greater than 1 for H .
We would like to thank Steve McDowall for valuable discussions, and the referee
for pointing out an error in the original version of this paper.
2. Uniqueness for conormal potentials
As described in the Introduction, to prove Thm.1, it suffices to construct ex-
ponentially growing solutions to (1.2) of the form v(x) = eρ·x(1 + ψ(x, ρ)) for
ρ · ρ = 0, |ρ| → ∞ so that the second integral in (1.9) tends to 0 as |ρ| → ∞. To do
this for potentials q ∈ Iµ(H), the standard space of (infinite-regularity) conormal
distributions of order µ associated with the codimension k submanifold H , we will
also need to formulate Banach spaces of finite-regularity conormal distributions in
Rn associated with H . Rather than working in unnecessary generality, we will re-
strict ourselves to the spaces needed here; unlike [23],[22], where several other types
of finite-regularity conormal spaces are defined using iterated regularity with respect
to Lie algebras of tangent vector fields, we impose the finite-regularity assumption
directly on the symbols in the oscillatory representations of the distributions, using
symbol classes modelled on those of [33].
For l ∈ R, let Cl∗ denote the Zygmund space of order l on R
n [33]. Thus,
if ψ0(D) +
∑∞
i=1 ψi(D) = I is a Littlewood-Paley decomposition, with ψi(ξ) =
ψ1(
ξ
2i−1 ), i ≥ 1, then
||u||Cl∗ = sup
i
2li||ψi(D)u||L∞(Rn).
Recall that if l ≥ 0, l /∈ Z, then Cl∗ = C
[l],l−[l](Rn).
Now fix an orderm ∈ R, anN ∈ N, and a sequence ~δ = (δ1, δ2, ..., δN ) of numbers
0 ≤ δj ≤ 1, 1 ≤ j ≤ N . For any multi-index α ∈ Z
k
+, let δ(α) =
∑|α|
j=1 δj , setting
δ(0) = 0 for convenience, and |~δ| =
∑N
j=1 δj .
Definition 2.1. (i)
Cl∗S
m,~δ(Rn × Rk) =
{
a(x, θ) : ||∂αθ a(·, θ)||Cl∗ ≤ Cα(1 + |θ|)
m−δ(α), ∀|α| ≤ N
}
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and
||a||Cl∗Sm,
~δ = max
0≤α≤N
(1 + |θ|)−m+δ(α)||∂αθ a(·, θ)||Cl∗ .
(ii) If H is a smooth codimension k submanifold with compact closure, then Cl∗I
m,~δ(H)
is the space of locally finite sums of distributions of the form u(x) =
∫
Rk
eiF (x)·θa(x, θ)dθ
with a ∈ Cl∗S
m,~δ, where F (x) = (F1(x), . . . , Fk(x)) are local defining functions for
H.
Remarks. (1) Cl∗S
m,~δ is a Banach space with respect to the norm defined in (i),
and Cl∗I
m,~δ(H) inherits this structure.
(2) ∂θ : C
l
∗S
m,~δ → Cl∗S
m−δ1,~δ
′
, with ~δ′ = (δ2, δ3, ..., δN) and ∂x : C
l
∗S
m,~δ →
Cl−1∗ S
m,~δ continuously.
(3) Cl∗I
m,~δ(H) is well-defined, since changing the defining functions of H locally
corresponds to a change of variable in x, which leaves the symbol class invariant.
(4) The usual (infinite-regularity) conormal space Im(H) has a continuous inclusion
with respect to its Fre´chet structure: Im(H) →֒ Cl∗I
m,~δ(H) for any l, N and ~δ.
Proposition 2.2. Let H ⊂ Ω ⊂⊂ Rn, with codim(H) = k, l /∈ Z and ~δ =
(δ1, . . . , δN ).
(i) If l > 1,−k ≤ m < −k2 , N ≥ 1, δ1 > 0 and m− |
~δ| < −k, then
(2.1) Cl∗I
m,~δ(H) →֒ Lp(Ω) continuously for all 1 ≤ p <
k
m+ k
.
(ii) If l > 2, N ≥ 2, δ1 > 1 −
k
2 and |
~δ| > 1, then for each smooth function F˜
vanishing on H,
(2.2) v ∈ Cl∗I
−k,~δ(H) =⇒ F˜ · v ∈W 1,p(Ω) for 1 ≤ p <
k
1− δ1
and thus, for G ⊂⊂ Ω\H, Cl∗I
−k,~δ(H) →֒W 1,p(G) continuously.
(iii) Suppose l > 3. For max(23 , 1−
k
4 )
def
= ν0(k) < ν < 1, set
~δ0 = (ν, 1− ν, 2ν − 1, 1− ν, 1− ν, 3ν − 2).
Then, for any F˜ vanishing on H,
(2.3) v ∈ Cl∗I
−k,~δ0(H) =⇒ F˜ 3 · v ∈W 2,r(Ω) for 1 ≤ r <
k
2(1− ν)
and thus, for G ⊂⊂ Ω\H, Cl∗I
−k,~δ0(H) →֒ W 2,r(G) continuously.
Proof. (i) Since Lp and Cl∗I
m,~δ(H) are diffeomorphism-invariant, it suffices to
assume that, with respect to coordinates x = (x′, x′′) ∈ Rn−k × Rk,
H = {x′′ = 0} and u(x) =
∫
Rk
eix
′′·θa(x, θ)dθ, a ∈ Cl∗S
m,~δ.
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We then have
u(x′, x′′) =
∫
eix
′′·θ[a(x′, 0, θ)+
∑
0<|α′′|<[l]
1
(α′′)!
∂α
′′
x′′ a(x
′, 0, θ)(x′′)α
′′
+R[l](x
′, x′′, θ)]dθ,
where
R[l](x, θ) =
∑
|α′′|=[l]
bα′′(x, θ)(x
′′)α
′′
with |bα′′(x, θ)| ≤ C(1 + |θ|)
m, ∀α′′.
Since a(x′, 0, ·) ∈ Lq(Rkθ), ∀q > −
k
m and −
k
m < 2, the Hausdorff-Young inequality
implies that
∫
eix
′′·θa(x′, 0, θ)dθ ∈ Lq
′
(Rkx′′), ∀2 ≤ q
′ < km+k , uniformly in x
′, and
thus belongs to Lp(Ω) for all 2 ≤ p < km+k ; since it is compactly supported, the
range is in fact 1 ≤ p < km+k . For the second term, note that for each function
aα′′(x
′, θ)
def
= 1(α′′)!∂
α′′a(x′, 0, θ),
∫
eix
′′·θaα′′(x
′, θ)(x′′)α
′′
dθ =
∫
(
1
i
∂θ)
α′′(eix
′′·θ)aα′′(x, θ)dθ =
=
∫
eix
′′·θ(
−1
i
∂θ)
α′′(aα′′(x, θ))dθ,
whose amplitude is ≤ C(1+ |θ|)m−δ(α
′′), and hence is treated by the same argument
as for a0 = a(x
′, 0, θ). In the final term, we integrate by parts:
∫
eix
′′·θbα′′(x, θ)(x
′′)α
′′
dθ =
∫
eix
′′·θ(i∂θ)
α′′bα′′(x, θ)dθ,
and since |∂α
′′
θ b(x, θ)| ≤ C(1 + |θ|)
m−|~δ| ∈ L1(Rkθ), uniformly in x
′, this yields a
bounded function of x ∈ Ω.
(ii) If v ∈ Cl∗I
−k,~δ(H), then v ∈ Lp, ∀p <∞, by part (i). From
v(x) =
∫
eix
′′·θa(x, θ)dθ, a ∈ Cl∗S
−k,~δ,
one finds
∂xjv(x) =
∫
eix
′′·θ(iθja+ ∂xja)dθ
∈Cl∗I
1−k,~δ(H) + Cl−1∗ I
−k,~δ(H)
for n−k+1 ≤ j ≤ n; if 1 ≤ j ≤ n−k, only the second term is present. The second
term is covered by part (i) and hence is in Lp, ∀p <∞. If the first term is multiplied
by some xj0 , n − k + 1 ≤ j0 ≤ n and integrated by parts, it becomes an element
of Cl∗I
1−k−δ1,~δ
′
(H), with ~δ′ = (δ2, . . . , δN ), which by (2.1) is in L
p, 1 ≤ p < k1−δ1 .
Since any F˜ vanishing on H can be represented as a linear combination of xj0 ’s
with smooth coefficients, F˜ (x)∇v ∈ Lp and so v ∈W 1,p(G) for any set G on which
|F | is bounded below.
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(iii) By (i) and (ii) above, both v and F˜ · ∇v ∈ Lr. Now, arguing as in (ii), for
n− k + 1 ≤ j, j′ ≤ n,
∂2xjxj′ v =
∫
eix
′′·θ
(
−θjθj′a+ i(θjaxj′ + θj′axj ) + aθjθj′
)
dθ
∈ Cl∗I
2−k,~δ0(H) + Cl−1∗ I
1−k,~δ0 (H) + Cl−2∗ I
−k,~δ0(H),
with simpler expressions if one or both of j or j′ is ≤ n− k. By (i), the last term
is in Lr, ∀r < ∞, if l > 3, N ≥ 1. Integrating by parts and using (ii), xj0 times
the second term is in Lr, 1 ≤ r < 11−δ1 =
1
1−ν if l > 2, N ≥ 2. As for the first
term, xj0xj1xj2 times it is seen, after integrating by parts three times, to be in
Cl∗I
2−k−(δ1+δ2+δ3),~δ
′′
0 (H) = Cl∗I
2−k−2ν,~δ′′0 (H) for ~δ′′0 = (1− ν, 1− ν, 3ν − 2), which,
by (i), →֒ Lr(Ω), ∀1 ≤ r < k2(1−ν) , if l > 2, since −k ≤ 2 − k − 2ν < −
k
2 if
1− k4 < ν ≤ 1 and 2− k− |
~δ| = 2− 3ν− k < k if ν > 23 . Thus, for any F˜ vanishing
on H , F˜ 3 · Cl∗I
−k,~δ0(H) →֒W 2,r(Ω) if 1 ≤ r < k2(1−ν) , l > 3. 
We also have
Proposition 2.3. If A ∈ Ψr(Rn) is properly supported with r < 0, then for any
l,m ∈ R and any ~δ, and any ǫ > 0,
A : Cl∗I
m,~δ(H)→ Cl∗I
m+r+ǫ,~δ(H)
and ||A|| is bounded by a finite number of semi-norms of σ(A) in Sr1,0(R
n×(Rn\0)).
Proof. Write
Af(x) =
∫
ei(x−y)·ξa(x, y, ξ)f(y)dξdy, a ∈ Sr1,0
and
u(y) =
∫
eiF (y)·θb(y, θ)dθ, b ∈ Cl∗S
m,~δ.
Then
Au(x) =
∫
ei[(x−y)·ξ+F (y)·θ]a(x, y, ξ)b(y, θ)dθdξdy
=
∫
eiF (x)·θc(x, θ)dθ,
where
(2.4) c(x, θ) =
∫
ei[(x−y)·ξ+(F (y)−F (x))·θ]a(x, y, ξ)b(y, θ)dξdy
and we need to show that c = c[b] ∈ Cl∗S
m+r+ǫ,~δ, ∀ǫ > 0. Furthermore, since H is
compact, we may assume that the symbol a(x, y, ξ) vanishes for x, y outside some
compact set.
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Let 〈θ〉 = (1+|θ|2)
1
2 . Setting bi(y, θ) = ψi(Dy)(b(y, θ)) and cj(x, θ) = ψj(Dx)(c(x, θ)),
we have
||∂αθ bi(·, θ)||L∞ ≤ C2
−li〈θ〉m−δ(α), ∀|α| ≤ N,
and want to prove that
||∂αθ cj(·, θ)||L∞ ≤ Cǫ2
−lj〈θ〉m+r+ǫ−δ(α), ∀|α| ≤ N.
We first consider the case of α = 0. Let {ψ˜i}
∞
i=0, {
˜˜ψi}
∞
i=0 be bounded families
in S01,0 with ψ˜i = 1 on supp(ψi) and
˜˜ψi = 1 on supp(ψ˜i); then, one can write
cj = Tij(bi), where the operator Tij has the Schwartz kernel
Kij(x, y; θ) =
∫
ei[(x−z)·ζ+(z−w)·ξ+(F (w)−F (z))·θ+(w−y)·η]ψj(ζ)a(z, w, ξ)ψ˜i(η)dζdzdξdwdη.
It suffices to show that
∑∞
i=0 ||Tij(bi)||L∞ ≤ Cǫ2
−lj〈θ〉m+r+ǫ.
As in the proof of Prop. 2.2, we may assume that F (x) = x′′, where x =
(x′, x′′) ∈ Rn−k ×Rk; for θ ∈ Rk, let θ∗ = (0, θ) = DF ∗(x)(θ), ∀x. Thus, the phase
function of Kij(x, y; θ) is
φ = (x− z) · ζ + (z − w) · ξ + (w′′ − z′′) · θ + (w − y) · η.
Let χ ∈ C∞0 (R), χ(t) = 1 for |t| ≤ 1/2, supp(χ) ⊂ {|t| ≤ 3/4}. Write
Kij(x, y; θ) =
∫
eiφψj(ζ)ψ˜i(η)[χ(
|ξ − ζ − θ∗|
|θ|
) + (1− χ)(
|ξ − ζ − θ∗|
|θ|
)]×
a(z, w, ξ)dζdηdξdzdw
=K0ij(x, y; θ) +K
∞
ij (x, y; θ)
with Tij = T
0
ij + T
∞
ij the corresponding operator decomposition.
K∞ij may be analyzed by noting that |ξ−ζ−θ
∗| ≥ cmax(|ξ−ζ|, |θ|) on supp(1−χ),
and thus, using
(
ξ − ζ − θ∗
i|ξ − ζ − θ∗|2
· ∇z)(e
iφ) = eiφ,
we may integrate by parts n+M times in z and then integrate in ξ to obtain
K∞ij (x, y; θ) =
∫
ei[(x−z)·ζ+(w
′′−z′′)·θ+(w−y)·η]ψj(ζ)ψ˜i(η)A(z, w; θ)dζdηdzdw
with |∂αz ∂
β
wA(z, w; θ)| ≤ Cα,β,M 〈θ〉
−M , ∀α, β ∈ Zn+,M ∈ N. If max(2
i, 2j) < 14 〈θ〉,
we then simply integrate in all variables to obtain |K∞ij | ≤ c2
n(i+j)〈θ〉−M . If 〈θ〉 <
1
4 min(2
i, 2j), then |ζ + θ∗| ≥ c|ζ| ≥ c2j and |η + θ∗| ≥ c|η| ≥ c2i, so we may first
integrate by parts in z and w to obtain |K∞ij | ≤ c2
−M ′(i+j)〈θ〉−M .
In the following, we denote a ∼ b if either a, b < 4 or 14a ≤ b ≤ 4a.
If 〈θ〉 ∼ 2i > 2j+1 or 〈θ〉 ∼ 2j > 2i+1, we may integrate by parts in z
or w alone to obtain |K∞ij | ≤ c2
−M ′i〈θ〉−M or |K∞ij | ≤ c2
−M ′j〈θ〉−M , respec-
tively, ∀M ′. Finally, if 〈θ〉 ∼ 2i ∼ 2j , we simply integrate and get |K∞ij | ≤
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c2n(i+j)〈θ〉−M ≤ c〈θ〉−(M−2n). Using ||bi||L∞ ≤ c2
−li〈θ〉m and summing in i yields∑∞
i=0 ||T
∞
ij (bi)||L∞ ≤ c2
−M ′j〈θ〉−M , ∀M,M ′.
On the other hand, K0ij may be analyzed using stationary phase in ξ and w:
First rewrite
(2.5)
K0ij(x, y; θ) =
∫
ei[(x−z)·ζ+(z−y)·η]ψj(ζ)ψ˜i(η)×[∫
ei|θ|[w
′′· θ
|θ|
−w·ξ)]|θ|na(z, z + w, |θ|(ξ +
η
|θ|
))χ(|ξ −
θ∗
|θ|
− σ|)dξdw
]
σ= ζ−η
|θ|
dzdζdη.
The domain of integration for the inner integral contains a critical point only if
|σ| < 2. In this case the unique nondegenerate critical point is ξ = θ
∗
|θ| , w = 0. Ap-
plying the method stationary phase and analysing error terms using [16,Thm.7.7.7]
for |σ| < 2, or just using integration by parts for |σ| ≥ 2, we see that the inner
integral is a(z, z, η + θ∗)χ( |η−ζ||θ| ) + e(z,
η
|θ| ,
ζ
|θ| , η + θ
∗), with e ∈ Sr−11,0 ((R
n × Rn ×
Rn)× Rn\0) and thus
(2.6)
K0ij(x, y; θ) =
∫
ei[(x−z)·ζ+(z−y)·η]ψj(ζ)ψ˜i(η)×
[a(z, z, η + θ∗)χ(
|η − ζ|
|θ|
) + e(z,
η
|θ|
,
ζ
|θ|
, η + θ∗)]dζdzdη.
Note that Sr−11,0 seminorms of e are uniformly bounded over compact subsets of
Rn ×Rn ×Rn. We observe for the phase that dz((x− z) · ζ + (z − y) · η) = −ζ + η
and (dζ + dη)((x − z) · ζ + (z − y) · η) = x − y and we may use these to integrate
by parts, M and M ′ times, respectively, to obtain, for i ≤ j − 2,
|K0ij(x, y; θ)| ≤C
∫
2−Mj(1 + 2i|x− y|)−M
′
ψ˜j(ζ)〈θ〉
r |η|−M
′ ˜˜ψi(η)dζdzdη
≤C2−(M−n)j(1 + 2i|x− y|)−M
′
2−(M
′−n)i〈θ〉r.
Here, we have used | − ζ + η| ≥ 12 |ζ| ≥ 2
j−1 and
|(dζ + dη)
M ′(ψj(ζ)a(z, z, η + θ
∗)ψ˜i(η)) ≤
{
C|η|r−M
′
ψ˜j(ζ)
˜˜ψi(η), |θ| ≤ c2
i
C〈θ〉r |η|−M
′
ψ˜j(ζ)
˜˜ψi(η), |θ| ≥ c2
i.
Thus,
∫
|K0ij(x, y)|dy ≤ C2
−(M−n)j2−M
′i〈θ〉r , so that
j−2∑
i=0
||T 0ij(bi)||L∞ ≤ C
j−2∑
i=0
2−(M−n)j2−M
′i〈θ〉r2−li〈θ〉m ≤ Cc−lj〈θ〉m+r
for M > n+ l. Similarly, for i ≥ j + 2, we obtain the estimate
|K0ij(x, y)| ≤ C2
−(M−n)i(1 + 2j |x− y|)−M
′
2−(M
′−n)j〈θ〉r ,
leading to
∞∑
i=j+2
||T 0ij(bi)||L∞ ≤ C
∞∑
i=j+2
2−M
′j2−(M−n)i〈θ〉r2−li〈θ〉m ≤ C2−lj〈θ〉m+r
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for M ′ > l,M > n− l.
To analyze the contributions from |i− j| ≤ 1, we perform in (2.6) an additional
stationary phase in z and ζ, with critical point z = x, ζ = η. Rewriting the integral
as in formula (2.5) we see that,
K0ij(x, y) =
∫
ei(x−y)·ηψj(η)[(a(x, x, η + θ
∗)+e(x,
η
|θ|
,
η
|θ|
, η + θ∗))×
(1 + e2(x,
η
|θ|
, η + θ∗))]ψ˜i(η)dη
with e2 ∈ S
−1
1,0((R
n×Rn)×Rn\0). Since ψj are uniformly bounded in S
0
1,0, the S
−1
1,0
seminorms of e2 are uniformly bounded over compact subsets of R
n × Rn. Then
K0ij(x, y) = e
−iθ∗·x
[∫
ei(x−y)·η[ψj(η − θ
∗)h(x, η; θ)
˜˜
ψi(η − θ
∗)]ψ˜i(η − θ
∗)dη
]
eiθ
∗·y
where h(· , · ; θ) ∈ S01,0(R
n × Rn\0),
h(x, η; θ) = (a(x, x, η) + e(x,
η − θ∗
|θ|
,
η − θ∗
|θ|
, η))(1 + e2(x,
η − θ∗
|θ|
, η))
is a symbol depending on the parameter θ, |θ| > 1.
Note that multiplication by the exponentials does not affect the L∞ → L∞
operator norm, while
ψj(η − θ
∗)h(x, η; θ)
˜˜
ψi(η − θ
∗) ∈
{
Sr1,0(R
n × Rn\0), |θ| ≤ c2j
〈θ〉r · S01,0(R
n × Rn\0), |θ| ≥ c2j
uniformly in θ. Acting on functions with Fourier transforms supported in B(0, R),
pseudodifferential operators of order 0 are bounded on L∞ with norm ≤ c logR
[33]. Hence, for |i− j| ≤ 1,
||Tij(bi)||L∞ ≤
{
Cj2rj2−lj〈θ〉m ≤ Cǫ2
−lj〈θ〉m+r+ǫ, |θ| ≤ c2j
Cj2−lj〈θ〉m+r ≤ Cǫ2
−lj〈θ〉m+r+ǫ, |θ| ≥ c2j ,
as desired.
To handle the derivatives ∂αθ c, note first that the application of ∂θ to the right
hand side of (2.4) yields two terms. Since ∂θb(x, θ) ∈ C
l
∗S
m−δ1,(δ2,...), the oscillatory
integral with amplitude a(x, y, ξ)∂θb(x, θ) has C
l
∗ norm ≤ C〈θ〉
m+r−δ1 , as desired.
On the other hand, as here F (x) = x′′, we see that if the derivative hits the phase,
then the amplitude becomes i(F (y) − F (x)) · a · b = i(y′′ − x′′) · a · b. Writing
y′′ − x′′ = −∂ξ′′ [(x − y) · ξ + (F (y)− F (x)) · θ], we may then integrate by parts in
ξ. The resulting amplitude, i∂ξa · b gives a term whose C
l
∗ norm is ≤ C〈θ〉
m+r−1.
Higher derivatives ∂αθ c, |α| ≤ N , are handled similarly. 
To obtain the boundedness of Mq on some of the finite-regularity conormal
spaces, we will need the following; similar results are in [13].
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Lemma 2.4. Let a, b ∈ C(Rn × Rk) satisfy
||a(·, θ)||Cl∗ ≤ C〈θ〉
m and ||b(·, θ)||Cl′∗ ≤ C〈θ〉
m′
with l, l′ > 0, l, l′ /∈ N and m + m′ < −k. Then the partial convolution a ∗Rk b
satisfies
||a ∗Rk b(·, θ)||Cl′′∗ ≤ C〈θ〉
m′′ ,
with l′′ = min(l, l′) and m′′ = max
(
(m + k)+˜ +m
′,m + (m′ + k)+˜,m + m
′ + k).
Here, t+˜ = t+ = max(t, 0) if t 6= 0 and t+˜ = ǫ for t = 0, with ǫ > 0 arbitrarily
small.
Sketch of proof. This follows easily by decomposing
(a ∗Rk b)(x, θ) =
∫
Rk
a(x, σ)b(x, θ − σ)dσ
=(
∫
|σ|≤ |θ|
2
+
∫
|θ−σ|≤ |θ|
2
+
∫
|σ|≥ |θ|
2
, |θ−σ|≥ |θ|
2
)a(x, σ)b(x, θ − σ)dσ.
and estimating each of the three terms using the fact that Cl∗ ×C
l′
∗ →֒ C
l′′
∗ contin-
uously.
This is then used in the proof of
Proposition 2.5. Let H ⊂ RN be codimension k. For q ∈ Iµ(H), let Mq denote
multiplication by q(x). Suppose 23 − k ≤ µ < 1− k. Then, for any l > 0, l /∈ N,
(2.7) Mq : C
l
∗I
−k,~δ0(H)→ Cl∗I
µ˜,~δ0(H) continuously
where, if we write µ = ν − k with 23 ≤ ν < 1,
~δ0 is as in Prop. 2.2(iii):
(2.8) ~δ0 = (ν, 1− ν, 2ν − 1, 1− ν, 1− ν, 3ν − 2)
and µ˜ = µ+ ǫ for any 0 < ǫ < −µ.
Proof. As before, we can assume that H = {x′′ = 0},
u(x) =
∫
Rk
eix
′′·θb(x, θ)dθ, b ∈ Cl∗I
−k,~δ0(H)
and
q(x) =
∫
Rk
eix
′′·θa(x, θ)dθ, a ∈ Sµ1,0 →֒ C
l′Sµ,(1,1,... )
for any l′ > 0.
Hence, Mqu(x) =
∫
eix
′′·θ(a ∗ b)(x, θ)dθ, where ∗ denotes the k-dimensional con-
volution in the θ variable. By Lemma 2.4,
||a ∗ b(x, θ)||Cl∗ ≤ C〈θ〉
max(µ,µ+ǫ,µ) = C〈θ〉µ+ǫ, ∀ǫ > 0.
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Since ∂θa ∈ C
l′
∗ S
µ−1,(1,1,... ) and µ− 1 < −k,
||∂θ(a ∗ b)(x, θ)||Cl∗ = ||(∂θa) ∗ b(x, θ)||Cl∗ ≤ C〈θ〉
max(−k,µ−1+ǫ,µ−1) = C〈θ〉−k
(for ǫ < −µ), which gives a gain of ≥ µ−(−k) = ν, consistent with δ1 = ν. (The ad-
ditional gain of ǫ we choose to ignore.) Noting that ∂θb ∈ C
l
∗S
−k−ν,(1−ν,2ν−1,...,3ν−2)
by Remark 2 above, we have
||∂2θ (a ∗ b)||Cl∗ = ||(∂θa) ∗ (∂θb)||Cl∗ ≤ C〈θ〉
max(−k−ν,ν−k−1,−k−1) = C〈θ〉ν−k−1
since ν ≥ 12 , which is a gain of δ2 = −k − (ν − k − 1) = 1 − ν. Since ∂
2
θa ∈
Cl
′
∗ S
µ−2,(1,1,... ) and ∂θb is as noted above,
||∂3θ (a ∗ b)||Cl∗ = ||(∂
2
θa) ∗ (∂θb)||Cl∗ ≤ C〈θ〉
max(−k−ν,ν−k−2) = C〈θ〉−k−ν ,
which gives a gain of δ3 = ν−k−1−(−k−ν) = 2ν−1. Since ∂
2
θa ∈ C
l′
∗ S
µ−2,(1,1,... )
and ∂2θb ∈ C
l
∗S
−k−1,(2ν−1,1−ν,...),
||∂4θ (a ∗ b)||Cl∗ = ||(∂
2
θa) ∗ (∂
2
θb)||Cl∗ ≤ C〈θ〉
max(−k−1,ν−k−2,2ν−k−3) = C〈θ〉−k−1,
which gives a gain of δ4 = −k − ν − (−k − 1) = 1− ν. Continuing in this fashion,
we may estimate
||∂5θ (a ∗ b)||Cl∗ = ||(∂
2
θa) ∗ (∂
3
θb)||Cl∗ ≤ C〈θ〉
ν−k−2,
which is consistent with δ5 = 1− ν if ν ≥
2
3 , and
||∂6θ (a ∗ b)||Cl∗ = ||(∂
3
θa) ∗ (∂
3
θb)||Cl∗ ≤ C〈θ〉
−2ν−k,
which is consistent with δ6 = 3ν − 2. The x derivatives, lowering the Zygmund
space index and not involving any gain in 〈θ〉, are handled in the obvious way.
Hence, a ∗ b ∈ Cl∗S
µ+ǫ,~δ0 . 
Now recall some facts concerning the Faddeev Green’s function [10], Gρ. As is
well-known (see,e.g., [32], where this is used implicitly), the families {|ρ|Gρ : ρ ·ρ =
0} and {Gρ : ρ · ρ = 0} are uniformly bounded in Ψ
0(K) and Ψ−1(K), respectively,
for K ⊂⊂ Rn and hence interpolation implies
(2.9)
{
|ρ|1−tGρ : ρ · ρ = 0
}
⊂ Ψ−t(K) is bounded , ∀t ∈ [0, 1].
We can now state a local analogue for the finite-regularity conormal spaces of the
result of [32] concerning solvability of inhomogeneous equations involving ∆ρ+q(x)
in weighted L2 spaces.
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Proposition 2.6. If q ∈ Iµ(H) with 23−k ≤ µ < 1−k, l > 3, l /∈ N and 0 ≤ σ ≤ 1,
then for ~δ0 as in (2.8), the inhomogeneous equation
(2.10) (∆ρ + q)w = g ∈ C
l
∗I
1−k−σ,~δ0(H)
has, for |ρ| large, a unique solution w ∈ Cl∗I
−k,~δ0(H), with ‖w‖ ≤ C|ρ|σ ‖g‖.
Proof. Applying Gρ to both sides of (2.10), using (2.9) for t = 1 − σ and Prop.
2.3, we are reduced to showing that
(I +GρMq)w = Gρg ∈ C
l
∗I
−k,~δ0(H)
has a unique solution for |ρ| sufficiently large, with ‖w‖ ≤ C‖Gρg‖. By Prop.
2.5, Mq : C
l
∗I
−k,~δ0(H) → Cl∗I
µ+ǫ,~δ0(H) for any 0 < ǫ < −µ. Note that t =
µ+ ǫ − (−k) < 1, so we can use Prop. 2.5 and (2.9) with this value of t to obtain
Cl∗I
−k,~δ0(H)
Mq
→ Cl∗I
µ+ǫ,~δ0(H)
Gρ
→ Cl∗I
−k,~δ0(H)
with norm ≤ C(q)|ρ|t−1+ǫ
′
→ 0 as |ρ| → ∞. Hence, for |ρ| sufficiently large,
||GρMq|| <
1
2 and I +GρMq is invertible on C
l
∗I
−k,~δ0(H). 
We may now complete the proof of Thm. 1 as described in §1. Construct two
solutions ψj , j = 1, 2, to (1.10) for potentials qj ∈ I
µj (Hj). Note that −qj , the
right hand side of (1.10), belongs to Iµj (H) →֒ Cl∗I
1−kj−σj ,~δ(H), with σj > 0
since µj < 1 − kj . Thus, we may apply Prop. 2.6 with g = −qj , j = 1, 2, and
then form as above the corresponding solutions, v1(x, ρ1) = e
ρ1·x(1 + ψ1(x, ρ1))
of (∆ + q1)v1 = 0 and w2(x, ρ2) = e
ρ2·x(1 + ψ2(x, ρ2)) of (∆ + q2)w2 = 0, with
‖ψj‖Cl∗I
−kj ,
~δ ≤ C|ρ|
−σj . The solutions v1 and w2 belong to X
p,r(Ω), with p, r as
in (1.3). In fact, each is in Lp(Ω), and in W 2,r(Ω) away from H by Prop. 2.2(i)
and (iii), resp., since r < 12(1−ν) . Furthermore, since q1 ∈ L
k1
ν1
−ǫ
, ∀ǫ > 0, we have
∆v1 = −q1v1 ∈
(
L
k1
ν1
−ǫ
)
× (Ls
)
, ∀ǫ > 0, ∀s < ∞. Since p > k1k1−ν1 =⇒ p
′ < k1ν1 ,
we thus have ∆v1 ∈ L
p′(Ω), and similarly for w2. These solutions are constructed
for all large |ρ|. Since n ≥ 3, for any ξ ∈ Rn\0 and λ ≥ c|ξ|, one can find
ρ1, ρ2 ∈ {ρ · ρ = 0} with |ρ1| ≃ |ρ2| ≥ λ and ρ1 + ρ2 = −iξ.
By the assumption that CDq2 = CDq1 , there exists a v2 ∈ X
p,r(Ω) such that
(1.7) holds. Applying (1.8) and (1.9), it suffices to show that
(2.11)
∫
Ω
e−iξ·x(q1 − q2)(ψ1 + ψ2 + ψ1ψ2)dx→ 0 as λ→∞.
Since each qj ∈ L
kj
νj
−ǫ
(Ω), ∀ǫ > 0, and, by (1.3), p > (
kj
νj
)′, j = 1, 2, we have∫
Ω
|q1 − q2| · |ψj |dx ≤
c
λǫj
, ǫj > 0
as λ→∞ by Ho¨lder’s inequality. In fact, p > 2(
kj
νj
)′ by (1.3), so we have∫
Ω
|q1 − q2| · |ψ1| · |ψ2|dx ≤
c
λǫ12
, ǫ12 > 0,
as well. Thus, we have shown that CDq1 = CDq2 implies that q̂1 − q2(ξ) = 0, ∀ξ,
and hence q1 = q2, concluding the proof of Thm.1.
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3. Reconstruction of the potential
In this section we prove that the potential q can be obtained constructively from
the Cauchy data of ∆ + q. We follow here the general method of [25]; see also
[26] and [19]. However, there are some additional difficulties in our case because
we deal with the set of Cauchy data instead of the Dirichlet-to-Neumann map.
Moreover, we work with more complicated function spaces due to the singularities
of the potential. We will show:
Theorem 2. Suppose that Ω is Lipschitz and H ⊂⊂ Ω is a submanifold of codimen-
sion k. Suppose further that q ∈ Iµ(H) is a real potential with ν0(k)−k < µ < 1−k
and supp(q) ⊂⊂ Ω. Let p, r satisfy 2 ≤ r < r0(k, ν) and max(p0(k, ν),−
k
µ ) < p <
∞. Then q can be reconstructed on Ω from the Cauchy data CDq of ∆ + q on
Xp,r(Ω).
To start the discussion of reconstruction, we first show how to obtain a global
analogue of Prop. 2.6. For s ∈ R and −1 < δ < 0, let W s,2δ (R
n) be the weighted
Sobolev space denoted by Hsδ in [32]. In [32], it is shown that for 0 ≤ t ≤ 1,
(3.1) ||Gρf ||W s+t,2
δ
≤
C
|ρ|1−t
||f ||W s,2
δ+1
.
Now, let supp(q) ⊂ Ω′ ⊂⊂ Ω and let χ0 + χ∞ ≡ 1 be a partition of unity
subordinate to the open cover Ω ∪ (Ω′)c = Rn. Fix 23 − k < µ < 1 − k, l > 3 and
let ~δ0 be as in (2.8). For m ≤ 1− k and s ≤ −2, define
(3.2) ||f ||Ym,s
δ
(Rn) = ||χ0 · f ||Cl∗Im,
~δ0 (H)
+ ||χ∞ · f ||W s,2
δ
(Rn).
For m ≤ −k, elements of Im(H) are in Lploc(R
n), ∀p < ∞, and hence Imcomp(H) →֒
W s,2δ (R
n), ∀m ≤ 1−k, s ≤ −1. Combining (3.1) with (2.9) and Prop. 2.3, we have,
for 0 ≤ t ≤ 1,
(3.3)
||Gρf ||Ym−t,s+t
δ
(Rn) ≤
C
|ρ|1−t
||f ||Ym,s
δ+1
(Rn), m ≤ 1− k − t, s ≤ −1− t,−1 < δ < 0.
Finally, since supp(q) ⊂⊂ Ω, it follows from (2.7) that
(3.4) Mq : Y
−k,s
δ → Y
µ+ǫ,s
δ , ∀ǫ > 0.
Arguing as in the proof of Prop. 2.6, but replacing the local finite-regularity spaces
with the global spaces Y m,sδ (R
n), we obtain the following result:
Proposition 3.1. If q ∈ Iµ(H) with 23 − k < µ < 1 − k, s ≤ −2,−1 < δ < 0 and
0 ≤ σ ≤ 1, then the inhomogeneous equation
(3.5) (∆ρ + q)w = g ∈ Y
1−k−σ,s
δ+1 (R
n)
has, for |ρ| large, a unique solution w ∈ Y −k,s+1−σδ (R
n) with ||w|| ≤ C|ρ|σ ||g||.
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Next we will construct the boundary values of the exponentially growing solu-
tions on ∂Ω. For this purpose we use the Green’s function Gqρ(x, y) defined by
(3.6) (∆ + q)Gqρ(· , y) = δy in R
n, eρ(· )G
q
ρ(· , y) ∈ Y
−k,s
δ (R
n),
where y ∈ Rn \ Ω, eρ(x) = exp(−ρ·x) and s < −n/2. When |ρ| is large enough,
the equation (3.6) has a unique solution by Prop. 3.1. Next we consider the case
when ρ is fixed and sufficiently large.
As supp(q) ⊂⊂ Ω, we see that ∂Ω has a neighborhood V such that in V × V
Green’s function Gqρ(x, y) has the same singularities as the Green’s function G
0
0 (for
the zero potential and ρ = 0), that is, Gqρ(x, y)−G
0
0(x, y) ∈ C
∞(V × V ).
Using the Green’s function (3.6) we define the corresponding single and double
layer potentials
Sqφ(y) =
∫
∂Ω
Gqρ(x, y)φ(x)dSx, Kqφ(y) =
∫
∂Ω
(
∂
∂n(x)
Gqρ(x, y))φ(x)dSx , y 6∈ ∂Ω
which define continuous operators Sq : W
1− 1
r
,r(∂Ω) → X |Ω ⊕W
2,r
loc (R
n \ Ω) and
Kq : W
2− 1
r
,r(∂Ω)→ X |Ω ⊕W
2,r
loc (R
n \ Ω). Here X ⊂ D′(Rn) is the space with the
norm ||χ0 ·f ||Cl∗Im,
~δ0(H)
+||χ∞ ·f ||W 2,r
δ
(Rn). These layer potentials can be considered
as operators on the boundary ∂Ω, defined in principal value sense. Since ∂Ω is
Lipschitz, it follows from the results of [7] that these operators are continuous, S∂Ωq :
W 1−
1
r
,r(∂Ω) → W 2−
1
r
,r(∂Ω) and K∂Ωq : W
2− 1
r
,r(∂Ω) → W 2−
1
r
,r(∂Ω). Similarly,
on ∂Ω we define normal derivatives of the layer potentials,
∂nS
∂Ω
q φ(y) = p.v.
∫
∂Ω
(
∂
∂n(y)
Gqρ(x, y)φ(x)dSx,
∂nK
∂Ω
q φ(y) = p.v.
∫
∂Ω
(
∂
∂n(y)
∂
∂n(x)
Gqρ(x, y))φ(x)dSx
which are continuous operators ∂nS
∂Ω
q : W
1− 1
r
,r(∂Ω)→W 1−
1
r
,r(∂Ω) and ∂nK
∂Ω
q :
W 2−
1
r
,r(∂Ω)→W 1−
1
r
,r(∂Ω).
Next we consider the Caldero´n projector [5]. We start with the operator
Aq(φ, ψ) =
(
−S∂Ωq φ+ (−
1
2
+K∂Ωq )ψ,−(
1
2
+ ∂nS
∂Ω
q )φ+ ∂nK
∂Ω
q ψ
)
.
Proposition 3.2. Let Z = W 2−
1
r
,r(∂Ω)×W 1−
1
r
,r(∂Ω). Then the operator
Aq : Z/Ker(Aq)→ Z
is semi-Fredholm. Moreover, −Aq : Z → Z is a projection operator with range CDq
and kernel independent of q. In particular, CDq is a closed subspace of Z.
Proof. First we show that kernel of Aq does not depend on q. Assume that (φ, ψ) ∈
Z. We consider the function
uφ,ψ(y) = −Sq(φ) +Kq(ψ), y ∈ R
n \ ∂Ω
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and the trace operators
T+ :W
2,r(Rn \ Ω)→W 2−
1
r
,r(∂Ω)×W 1−
1
r
,r(∂Ω),
T− :W
2,r(Ω)→W 2−
1
r
,r(∂Ω)×W 1−
1
r
,r(∂Ω)
defined by T±u = (u|∂Ω, ∂nu|∂Ω). As the Green’s functions G
q
ρ(x, y) have the same
singularities near ∂Ω× ∂Ω as the standard Green’s function of Rn, we can use the
standard jump relations for layer potentials (see e.g. [8]). We conclude that
T−uφ,ψ = Aq(φ, ψ), T+uφ,ψ = (φ, ψ) +Aq(φ, ψ).
Thus we get that u = uφ,ψ ∈ (eρ)
−1Y −k,sδ and it is the unique solution of
(3.7) (∆ + q)u = gφ,ψ = ψδ∂Ω +∇· (nφδ∂Ω) in R
n,
satisfying eρ(· )u ∈ Y
−k,s
δ (R
n).
Now, if (φ, ψ) ∈ Ker(Aq) we have that
(φ, ψ) = (φ, ψ) + T−uφ,ψ = T+uφ,ψ.
Thus, v = uφ,ψ is the solution of the scattering problem
(3.8) ∆v = 0 in Rn \ Ω, T+v = (φ, ψ), eρ(· )v ∈W
s,2
δ (R
n \ Ω).
On other hand, assume that (3.8) has a solution, and let v0 be the zero-continuation
of v, that is v0|Rn\Ω = v, v|Ω = 0. Then we conclude that v0 is a solution of the
problem (3.7), and as this solution is unique, we see that v0 = uφ,ψ. This shows that
(φ, ψ) ∈ Ker(Aq) if and only if the problem (3.8) has a solution. This is obviously
independent of q and thus we see that
(3.9) T− + (eρ + uφ,ψ) = (φρ + φ, ψρ + ψ) +Aq(φ, ψ) ∈ Ran(Aq).
Applying the projection I + Aq to both sides of (3.9) and using Aq(φ, ψ) = 0, we
see that
0 = (I +Aq)(φρ + φ, ψρ + ψ) = (I +Aq)(φρ, ψρ) + (φ, ψ).
As Aq and (φρ, ψρ) are known, we can thus determine (φ, ψ) and the Cauchy data
of v(x) on ∂Ω.
Next we consider range of Aq. A standard application of Green’s formula (see,
e.g., [8, Th. 3.1]) shows that if v ∈ Xp,r satisfies
(∆ + q)v = 0 in Ω,
and (φ, ψ) = T−v, then v = −uφ,ψ. (Observe the negative sign which is due to the
fact that we use exterior normal vector n.) Also, by for (φ, ψ) ∈ Z we have χ0uφ,ψ ∈
Cl∗I
−k,~δ0(H) ⊂ Lt1(Ω) for any t1 < ∞ by Prop. 2.2. As q ∈ I
µ(H) ⊂ Lt2(Ω) for
1 < t2 <
k
k+µ we have χ0∆uφ,ψ = −χ0quφ,ψ ∈ L
p′(Ω) for 1p < 1−
1
t2
, i.e. p > − kµ .
Hence uφ,ψ ∈ X
p,r. Thus the set of all solutions of the Schro¨dinger equation in
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Xp,r equals to the set of solutions uφ,ψ, (φ, ψ) ∈ Z. As T−uφ,ψ = Aq(φ, ψ), we
obtain that the range of Aq equals to CDq.
Now, when the potential is equal to zero, the Dirichlet-to-Neumann operator
Λ0 : u|∂Ω = ∂nu|∂Ω is well defined, Λ0 : W
2− 1
r
,r(∂Ω)→ W 1−
1
r
,r(∂Ω). The Cauchy
data CD0 is the graph of the operator Λ0 and is thus closed. Thus we see that the
range of A0 is a closed subspace, and therefore the operator A0 : Z/Ker(A0) → Z
has zero kernel and closed range. Thus it is a semi-Fredholm operator. Now,
consider the operator Aq −A0. Using (3.9) we know that the operator
Aq −A0 : Z/Ker(A0)→ Z
is well defined and compact. As compact perturbations of semi-Fredholm operators
are also semi-Fredholm, we conclude that Aq is also semi-Fredholm.
It remains to show that −Aq is a projection. This can be seen similarly to
the smooth case. Indeed, if (φ, ψ) ∈ Ran(Aq), (φ, ψ) = Aq(φ˜, ψ˜) we see that the
solution uφ˜,ψ˜ has the trace T−uφ˜,ψ˜ = (φ, ψ). Hence Green’s formula gives
uφ˜,ψ˜ = −(−Sqφ+Kqψ) in Ω.
Taking trace T− from both sides we obtain that (φ, ψ) = −Aq(φ, ψ), i.e. (−Aq)
2 =
−Aq. Thus, Prop. 3.2 is proven. 
Now we can construct the boundary values of the exponentially growing solutions
from the Cauchy data. As we are given CDq = Ran(Aq), and we know Ker(Aq) =
Ker(A0), we can construct the projection −Aq. Next, let (φρ, ψρ) = T+eρ be
the boundary values of the incoming plane wave. Consider the solution v(x) =
eρ·x(1 + ψ(x, ρ)) = eρ·x + u0 and let (φ, ψ) = T+u0. Then (φ, ψ) ∈ Ker(Aq) and
u0 = uφ,ψ in R
n \ Ω. Moreover, as v is solution of Schro¨dinger equation inside Ω,
we have
(3.9) T+(eρ + uφ,ψ) = (φρ + φ, ψρ + ψ) +Aq(φ, ψ) ∈ Ran(Aq).
Applying with projection I +Aq to (3.9) and using Aq(φ, ψ) = 0, we see that
0 = (1 +Aq)(φ0 + φ, ψ0 + ψ) = (1 +Aq)(φ0, ψ0) + (φ, ψ).
As Aq and (φ0, ψ0) are known, we find (φ, ψ) and the Cauchy data of v(x) on ∂Ω.
So far, we have constructed the Cauchy data of the solutions vρ1(x) = e
ρ1·x(1 +
ψ(x, ρ1)) for all sufficiently large ρ1. Thus if we consider complex frequencies ρ1
and ρ2 satisfying ρ1 + ρ2 = −iξ, with ξ ∈ R
n\0, an application of Green’s formula
yields
qˆ(ξ) = lim
|ρ1|→∞
∫
Ω
q(x)eρ1·x
(
1 + ψ1(x, ρ1)
)
· eρ2·x dx
= lim
|ρ1|→∞
∫
∂Ω
(
vρ1 · ∂ne
ρ2·x − ∂nvρ1 · e
ρ2·x
)
dx
This proves Theorem 2. 
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4. Non-uniqueness for highly singular potentials
We next discuss how very strong singularities of the potential can cause non-
uniqueness in a closely related inverse problem. Due to the strength of the sin-
gularities, the Schro¨dinger equation has to be interpreted in a weak sense. Let us
consider the boundary value problem
(4.1) (∆ + q + E)u = 0 in Ω, u|∂Ω = f
with the potential q having the form
(4.2) q(x) = −dist (x,H)µc0(x),
nearH , where dist is the Euclidean distance, H is a closed hypersurface bounding a
region Ω0 ⊂⊂ Ω, µ < −2, and c0(x) is a smooth function, satisfying c0(x) > C0 > 0
in some neighborhood V of H .
Elements of I−1−µ(H) satisfy the pointwise estimate |q(x)| ≤ Cdist (x,H)µ,
but a q satisfying (4.2) is not even locally integrable and thus need not define a
distribution. Hence, the solutions of (4.1) cannot be formulated in the usual sense
of distributions. Instead, we define the solution of (4.1) (if it exists) to be the
solution of the following convex minimization problem: Find u such that
(4.3) G(u) = inf G(v)
where G = Gq+E : {v ∈ H
1(Ω) : v|∂Ω = f} → R ∪ {∞} is the convex functional
Gq+E(v) =
∫
Ω
(|∇v(x)|2 − (q(x) + E)|v(x)|2)dx
Here, since the function −q(x) is bounded from below, we define G(u) = ∞ when
q|v|2 is not in L1(Ω).
Proposition 4.1. The Cauchy data
CDq+E =
{
(u|∂Ω,
∂u
∂n
|∂Ω) : u ∈ H
1(Ω), u is a minimizer of Gq+E}.
does not depend on q in Ω0. In particular, if the solution of (4.3) is unique, u
vanishes identically in Ω0.
Remark. We note that potentials having singularities similar to (4.2) as above
has been used to produce counterexamples to strong unique continuation, e.g. po-
tentials q(x) = c/|x|2+ε in [11]. Recently, counterexamples have been found for
weak unique continuation for L1-potentials [18], but here we need to construct po-
tentials for which all solutions vanish inside H . Finally, we wish to emphasize that
since the solutions of (4.1) considered here are not defined in the usual sense of
distributions, but rather as solutions of a convex minimization problem, the solu-
tions we construct do not give new counterexamples for the unique continuation
problem.
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Proof. Obviously we can assume that q(x) ≤ 0 everywhere. We start first with
the case where E = 0 and f ∈ C∞(∂Ω).
As the potential q is not in the Kato class ([6,p.62]), consider instead a decreasing
sequence of smooth functions qn ∈ C
∞(Ω), qn+1(x) ≤ qn(x), for which qn(x) = q(x)
when d(x,H) > 1n and in some neighborhood V of H
(4.4) qn(x) ≤ max(−c1n
−µ, q(x))
where 0 < c1 < C0. Let Gn be the functionals defined as G with q replaced with
qn. The functionals Gn have unique minimizers un which satisfy in classical sense
(4.5) (∆ + qn)un = 0 in Ω, un|∂Ω = f.
Now, let f ∈ C∞(∂Ω) be fixed. Let F ∈ H1(Ω) be a function for which F |∂Ω = f
and F = 0 in some neighborhood of H . By definition of the potentials qn, for
sufficiently large n0 we have G(F ) = Gn(F ) = Gn0(F ) for n ≥ n0. Thus for the
minimizers un of Gn we have Gn(un) ≤ C = Gn0(F ). Next, by choosing a subse-
quence, we can assume that the sequences
∫
|∇un(x)|
2dx and
∫
(−qn(x))|un(x)|
2dx
are decreasing when n→∞. Next, let us denote by C1, C2 ≤ C the constants
C1 = lim
n→∞
∫
Ω
|∇un(x)|
2dx, C2 = lim
n→∞
∫
Ω
(−qn(x))|un(x)|
2dx = C2.
Now, we see that un are uniformly bounded in H
1(Ω) and thus by choosing a
subsequence we can assume that there is u˜ ∈ H1(Ω) such that un → u˜ weakly in
H1(Ω). Moreover,
(4.6)
∫
Ω
|∇u˜(x)|2dx ≤ C1
As compact operators map weakly converging sequences to strongly converging
ones, we have the norm-convergence un → u˜ in L
2(Ω). Thus for n0 > 0 we have
−
∫
Ω
qn0(x)|u˜(x)|
2dx = lim
n→∞
∫
Ω
(−qn0(x))|un(x)|
2dx ≤
≤ lim
n→∞
∫
Ω
(−qn(x))|un(x)|
2dx ≤ C2.
Since this is valid for any n0 we have by monotone convergence theorem
(4.7) −
∫
Ω
q(x)|u˜(x)|2dx ≤ C2.
As G ≤ Gn,
inf G(u) ≤ lim
n→∞
minGn(u) = C1 + C2.
Now, by (4.6) and (4.7) we have G(u˜) ≤ C1 + C2 and thus u˜ is a minimizer of G.
Now, as G = Gn+(G−Gn) where Gn is a strictly convex functional and G−Gn is a
convex functional, G is strictly convex. Thus the minimizer is unique. Hence we see
that, for every f , the solution u˜ of the minimization problem (4.3) exists, is unique,
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and is given as the L2-limit of the functions un. We note that the above analysis
was based to the fact that the minimization problems for the Gn epi-converge to
the minimization problem for G [30].
Recalling that Ω0 is the region bounded by H , consider functions un restricted
to Ω0. Let t 7→ Bt be the Brownian motion in R
n starting from x at time t = 0,
i.e., B0 = x. As the qn are strictly negative smooth functions, they are in the Kato
class and the pair (Ω, qn) is gaugeable (see [6], sect. 4.3 and Th. 4.19). By [6], Th.
4.7, the solution un can be represented by the Feynman-Kac formula
un(x) = E(exp
(∫ τ
0
qn(Bt)dt
)
f(Bτ ))
where τ = τ∂Ω is the first time when the process hits the boundary, i.e., Bt ∈ ∂Ω.
Here, we assume Bt is a version of Brownian motion for which all realizations are
continuous curves (see [21] or [6], Th. 1.4). If x ∈ Ω0, the realizations of Brownian
motion have to hit H prior to hitting ∂Ω. Denote the first hitting time for H by
τH ; thus the first hitting point is BτH , and τH < τ∂Ω. (The stopping time τH is
measurable function in the probability space, see [6,Prop. 1.15]).
Let us now denote by p(ρ, η) the probability that the Brownian motion sent
from origin at time t = 0 leaves the origin centered ball with radius ρ before time η.
Because of the scale-invariance of Brownian motion, p(sρ, s2η) = p(ρ, η) for s > 0.
(Indeed, let us consider reparametrized Brownian motion B˜t = sBs−2t. As the
probability densities of (B˜t1 , B˜t2 , . . . , B˜tm) coincide to those of (Bt1 , Bt2 , . . . , Btm)
we see that we see that B˜t is Brownian motion, too.)
Let Aρ,η = {|Bt −BτH | < ρ for τH ≤ t < τH + η}. This set is measurable in the
probability space and the probability of Aρ,η is P (Aρ,η) = 1− p(ρ, η).
Let m > 1 and η = η(m) be such that p(1, η) ≥ m−1m . Now, q is non-positive
and by (4.4) qn(x) < max(−c1n
−µ, q(x)) in some neighborhood V of H . When s is
so small that the s-neighborhood of H is in V , we have by (4.2) that
|E(exp
(∫ τ
0
q(Bt)dt
)
f(Bτ ))| ≤ E(exp
(∫ τH+s2η
τH
q(Bt)dt
)
||f ||L∞)
≤(1 − P (Asρ,s2η(m)))||f ||∞ + P (Asρ,s2η(m))exp
(
− s2η(m)min(C0s
µ, c1n
−µ)
)
||f ||∞.
Thus, choosing s = n2/µ we see that for sufficiently large n
(4.8) ||un||L∞(Ω0) ≤ (
1
m
+
m− 1
m
exp
(
−η(m)c1n
2(2+µ)/µ
)
||f ||L∞ .
As un → u˜ in norm in L
2(Ω0), ||u˜||L2(Ω0) ≤
1
m ||f ||L∞ vol(Ω0)
1/2 for any m. Thus
we see that u˜ = 0 in Ω0.
Next we consider the case when E ∈ R and f ∈ H1/2(∂Ω). First, let Hr = {x ∈
Ω : dist (x,H) < r} and let r be so small that q(x) + E < 0 for x ∈ Hr. If u is
the solution of (4.1) in Ω, then its restriction u˜ = u|Hr is the solution of boundary
value problem
(4.9) (∆ + q + E)u˜ = 0 in Hr, u˜|∂Hr = f˜ ,
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where f˜ = u|∂Hr ∈ C
∞(∂Hr), that is, u˜ is the solution of minimization problem
(4.3) in domainHr. Let qn approximate q in Hr as above and u˜n be the correspond-
ing solutions of problem (4.9) with q replaced with qn. As above, we see that prob-
lem (4.9) is uniquely solvable, u˜n → u˜ in L
2(Hr), and that u˜n(x) can be represented
by the Feynman-Kac formula. Let x ∈ Ω0∩Hr, τ˜ be the first time when the Brown-
ian motion sent from x at t = 0 hits ∂Hr, and A˜ = {Bt ∈ Ω0 ∩Hr for 0 ≤ t < τ˜}.
Let us denote f˜ = f˜+ + f˜−, where f˜+ vanishes on Ω0 ∩ ∂Hr and f˜− vanishes on
(Ω \ Ω0) ∩ ∂Hr. Then we see that
u˜n(x) = P (A˜)E(exp
(∫ τ˜
0
qn(Bt)dt
)
f˜−(Bτ˜ )|A˜)+
(4.10) +(1− P (A˜))E(exp
(∫ τ˜
0
qn(Bt)dt
)
f˜(Bτ˜ )|A˜
c)
where E(·|A˜) is conditional expectation with condition A˜ and A˜c denotes the com-
plement of A˜. Note that in the case of A˜c, the process Bt hits H at least once.
Analyzing how long Brownian motion is near H as above, we see that when n→∞,
the second term on the right hand side of (4.10) goes to zero. Thus u˜(x), for
x ∈ Hr ∩ Ω0, depends only on q in Hr ∩ Ω0 and f−. Similarly, we see that u˜(x),
x ∈ Hr \Ω0, depends only on q in Hr \Ω0 and f+. Moreover, analogously to (4.8)
we see that
lim
n→∞
||u˜n|H ||L∞(H) = 0.
Choosing a subsequence, we can assume that u˜n → u˜ weakly in H
1(Hr) and thus
in norm in H3/4(Hr). Hence, by taking the trace H
3/4(Hr)→ L
2(H) we see that
u˜|H = 0.
In conclusion, for the boundary value problem (4.9) there are well defined maps
T+ : f+ 7→ u˜|Hr\Ω0 ∈ {v ∈ H
1(Hr \ Ω0) : v|H = 0},
T− : f− 7→ u˜|Hr∩Ω0 ∈ {v ∈ H
1(Hr ∩ Ω0) : v|H = 0}
where T+ depends only on q in Hr \ Ω0 and T− on q in Hr ∩ Ω0.
In particular, on the boundaries ∂Hr ∩ Ω0 and ∂Hr ∩ (Ω \ Ω0) we have “inde-
pendent” Dirichlet-to-Neumann maps
Λ+ : f+ 7→ ∂nu˜|∂Hr\Ω0 , Λ− : f− 7→ ∂nu˜|∂Hr∩Ω0 ,
where n is the exterior normal of Hr.
Next, if u is a solution of boundary value problem (4.1) we denote u+ = u|Ω\Ω0
and u− = u|Ω0 . To motivate the next step, we observe that u+ and u− satisfy
“independent” boundary value problems in Ω \ (Hr ∪ Ω0)
(∆ + q + E)u+ = 0, u+|∂Hr = f˜ , ∂nu+|∂Hr\Ω0 = Λ+(u+|∂Hr\Ω0)
and in Ω0 \Hr
(∆ + q + E)u− = 0, ∂nu−|∂Hr∩Ω0 = Λ−(u−|∂Hr∩Ω0).
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Now, considering the form of G and the fact that the solution u of boundary
value problem (4.1) satisfies u|H = 0, we see that u+ = u|Ω\Ω0 is a minimizer of G
in the set {v ∈ H1(Ω \ Ω0) : v|∂Ω = f, v|H = 0} and u− = u|Ω0 is a minimizer of
G in the set {v ∈ H1(Ω0) : v|∂Ω0 = 0}.
Conversely, if U = v+ in Ω \ Ω0 and U = v− in Ω0 where v+ and v− are
any minimizers of G in the sets {v ∈ H1(Ω \ Ω0) : v|∂Ω = f, v|H = 0} and
{v ∈ H1(Ω0) : v|∂Ω0 = 0}, respectively, then U is solution of (4.1).
In particular, we see that the Cauchy data of solutions u of (4.1) on ∂Ω are
independent of u|Ω0 and thus of q inside H . This finishes the proof of Prop. 4.1. As
a concluding remark we note that by using the Courant-Hilbert min-max principle,
we see that there always are values of E such that minimization problem for v− has
non-zero solutions, that is, there are eigenstates U which have vanishing Cauchy
data on ∂Ω. 
Physically, this example has the following interpretation: In theory it is possible
to construct a potential wall q(x) such that no particles can “tunnel” through it,
using an analogy with quantum mechanics. Thus exterior observers can make no
conclusions about the existence of objects or structures inside this wall. Moreover,
inside H the solution can be in an eigenstate and its Cauchy data vanishes on the
boundary of Ω. Thus, making another analogy with quantum mechanics, in this
nest the Schro¨dinger cat could live happily forever.
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