In the current digital age, massive amounts of data are generated in many different ways and forms. The data may be collected from everything from personal web logs to purposefully placed sensors. Today, companies and researchers use this data for everything from targeted personalized ads based on social data to solving important scientific problems that may help future generations of word citizens. Regardless if measured in monetary profit or other measures, the value of this data has proven valuable for many purposes and has led us into the Big Data era. Due to the large volume of data, Big Data requires significant storage, processing, and bandwidth resources. To date, the Cloud provides the largest collection of disk storage, CPU power, and network bandwidth, which makes it a natural choice for housing the Big Data.
The first paper, "Cwmwl, a LINDA-based PaaS fabric for the Cloud", by Joerg Fritsch and Coral Walker, introduces Cwmwl, a cloud Platform-as-a-Service (PaaS) for efficient execution of tenant plugins and applications. The platform integrates the LINDA coordination language, Redis in-memory key-value store, and functional programming. The LINDA tuple space and coordination model provides mechanism for thread synchronization, while Redis makes parallel constructs of business application an elastic distributed application. Overall, the functional programming provides an environment for parallel execution. The system is implemented and tested in the SETTLE framework, a tool for measuring tuple space performance. The evaluation results indicate that Cwmwl offers effective system throughput (operations/second). The proposed system opens up new research opportunities. For example, it can be used as the basis for dynamic memory virtualization.
In the second paper, "Thermal Modeling and Analysis of Cloud Data Storage Systems", the authors, Xunfei Jiang, Maen M. Al Assaf, Xiaojun Ruan, Meikang Qiu, and Xiao Qin, investigate the power efficiency in cloud data centers, especially with regards to the power usage due to I/O accesses in the storage system. The study monitors the thermal behavior of a data storage node and proposed a thermal model to predict the outlet temperature of data nodes. The study also focuses on the impact of data placement strategy on the cooling cost and the thermal performance, based on which a thermal-aware energy-efficient data placement strategy was proposed. The prediction algorithm and the data placement strategy direct us to a new research direction on addressing the timely issues on energy efficiency and cooling cost in cloud data centers.
The final paper, "High-throughput Scientific Workflow Scheduling under Deadline Constraint in Clouds" by Michelle M. Zhu, Fei Cao, and Chase Q. Wu, proposes a job deadline-aware scheduling algorithm. The proposal is based on optimization for maximizing resource utilization for high system throughput, subject to delay constraints. The
