Singularly perturbed systems which may not possess a natural coordinate split into slow and fast dynamics are examined. Their limit behavior is depicted as an invariant measure of the fast component drifted by the slow part of the system. Slow observables capture then limit characteristics of the system, and may determine the evolution of the limit invariant measures.
Introduction
Historically, the study of multi-scale phenomena has been motivated by the complex dynamics exhibited in physical and chemical systems, such as gas dynamics, meteorology and chemical reactions to name a few. Yet, the mathematical analysis of such phenomena is usually based on an assumption of the existence of a splitting of the relevant modeling equations into special groupings, often called "fast" and "slow" components. In this work we make no such structural assumption and study the more general set of equations given by the singularly perturbed differential equation of the form
with x in an R n -dimensional space and when ε > 0 is small. In particular, we do not employ an explicit coordinate split according to time scales; in fact, we do not even assume that a tractable change of variables would lead to such a coordinate split. Our goal is to get information about the limit behavior, as ε → 0, of the system. The discussion presented in the next section explains why the classical, and some recent, approaches to the problem do not provide adequate answers. Furthermore, although we do not address computational issues in this paper, the type of of information we seek should help, eventually, in the computational analysis of the equation.
In our approach, rather than considering the coupling and evolution of the slow versus the fast variables, we analyze the interplay between the contributions of the slow and the fast parts of the equation; namely, the contribution of the G(·) part versus the contribution of the 1 ε F (·) part. We find that, under appropriate conditions, the limit evolution can be depicted as an invariant measure of the fast part of the ordinary differential equation (we do not examine stochastic equations here) "drifted" by the slow part. The evolution of the invariant measure can be characterized by the slow time evolution of the generalized (possibly classical) moments of this invariant measure. The term we use for such a generalized moment is an observable. A strong version of observables, which are not always available or may be difficult to manipulate, are first integrals of the motion, say of Hamiltonian dynamics. If available, they fit our theory well.
While the set of values of all observables characterizes the invariant measure, it may suffice to employ a small set of observables and extract important information concerning the slow drift dynamics of the measures. The analogy in the classical case is a slow variable which determines the limit evolution of the fast variable, e.g., determines a manifold by which the fast variable is slaved. The novelty in the present approach is that these slow variables reside in the space of moments, or generalized moments, of the invariant measures of the fast component. As mentioned, action variables in Hamiltonian systems is one very specific example. We are aiming at a general theory of depicting the evolution of the invariant measure with the aid of slow observables, namely, the moments.
The paper is organized as follows. The next section reviews available approaches to the analysis of singularly perturbed differential equations. Preliminaries about invariant measures and the convergence in the sense of Young measures, which we employ when identifying the limit dynamics, are presented in Section 3. A main result concerning the limit dynamics is displayed and verified in Section 4. The main result is obtained under certain conditions, where stronger conditions imply stronger consequences. In Section 5 we provide comments concerning the extent of the conditions, along with examples, counterexamples and open issues. In Section 6 the slow observables of the singularly perturbed system are introduced and examined.
Discussion
We display in this section, via some theoretical considerations and concrete toy examples, available approaches to the analysis of singularly perturbed systems. The discussion is intended to appropriately place the new theory we offer, and to identify the available approaches and the displayed examples as particular cases. For an enlightening and comprehensive survey of the modeling and methods related to fast and slow dynamics see Givon, Kupferman and Stuart [21] .
We start by pointing out a straightforward observation, namely, that although the pace of the singularly perturbed term 1 ε F (x) dominates the pace of the right hand side of (1.1), eliminating the slower term G(x) would not provide an adequate description of the evolution. Indeed, without the slower term the dynamics will settle, quite rapidly when ε is small, on the limit dynamics as s → ∞ of the equation dx ds = F (x) (notice the change of time variable, namely, s = ε −1 t). The latter limit may, however, vary in the slow time t under the influence of the drift.
A classical approach to the analysis of singularly perturbed systems is based on a separation of the state space to slow and fast variables. A transparent, and convenient, form of a system with a separation of time scales is dz dt = g(z, y) [37, Section 39] . At times it is assumed that the form (2.1) can be reached by an appropriate change of variables of the system; then a regular perturbation of ε may appear in the right hand side . Examples are provided in the mentioned textbooks; see also Roberts [33] . It is clear why z and y in (2.1) are referred to as the slow and, respectively, the fast variables.
A large portion of the available literature handles the case where the limit behavior, as ε → 0, of (2.1) is captured by the differential-algebraic system obtained when the equation which determines the fast flow is replaced by 0 = g(z, y). If the solution y = y(z) of the algebraic equation is an asymptotically stable point of dy ds = g(z, y) for a fixed z (notice, again, the change of time variables), then it should be plugged into the slow equation, inducing the equation dz dt = f (z, y(z)) which governs the limit behavior of the slow dynamics, say z 0 (t). In turn, the fast dynamics is slaved by the manifold, namely, its limit behavior is depicted by y(z 0 (t)). The nature of this, so called, slaving, is via a rapid (for ε small) convergence, termed a boundary layer, on a short time interval to the manifold, followed by dynamics which uniformly approximates the limit dynamics. Example 2.1. As a simple example demonstrating the preceding considerations, consider the system with scalar variables
The manifold of equilibria of the fast dynamics is given by y(z) = z; indeed, the point z is asymptotically stable in the fast equation. The resulting differential equation for the slow variable is then
It is clear that these arguments cannot be applied in a straightforward manner to the system (1.1). We show (see Remark 5.9), however, that in the case where the fast part of the equation converges to a single point in the phase space, our approach yields results similar to the classical ones.
Recent developments in singular perturbations, backed by concrete applications, do not assume the existence of an attracting manifold of equilibria of the fast dynamics of (2.1). Rather, the role of the equilibrium determined by 0 = g(z, y) is played by an invariant measure, say µ z (dy), of dy ds = g(z, y) for z fixed. The limit dynamics of the slow variable, say z 0 (t), is then governed by the equation
an averaging principle justifies the validity of the latter equation. Thus, in the general case the fast dynamics is slaved by the measure-valued manifold, namely, its limit behavior is depicted by the measure-valued map µ z 0 (t) (dy) the convergence to which is in the sense of Young measures. This type of convergence does not single out a boundary layer; the latter can be identified if the initial condition is not on the support of the limit invariant measure. For elements of this approach see Artstein [6] and Artstein and Vigodner [11] . Particular cases of this general theory have been demonstrated much earlier; see, e.g., Bogoliubov and Mitropolsky [16, Section 25] or Pontryagin and Rodygin [32] where the limit dynamics of the fast component is a limit cycle. A similar structure appears also in the classical averaging method, see Arnold [1, Chapter 4] and Verhulst [36, Chapter 12] , where the slow and fast coordinates are separated, and the fast one is, typically, assumed to be a shift on a torus. The emphasis in this direction has been to establish convergence rates for the slow dynamics (which is very difficult to get in general and much still remains unknown, see problems 1972-9 and 1972-10 in Arnold [2] ) rather than addressing the general situation as expressed by (1.1). Moreover, it is common in this line of research to employ the time scale s = ε −1 t, namely, the small parameter multiplies the derivative. While very suitable for uniform convergence estimates, the s time scale does not accommodate our main tool, namely, Young measures. We elaborate on the connection with this theory in Sections 5 and 6 below. Example 2.2. As a simple example demonstrating the preceding considerations consider the system with scalar variables
For z fixed the fast system is of a Cartwright-Littlewood type (see Lefschetz [26,  page 261]), with an unstable equilibrium at (z, 0); in particular, unless initialized on the equilibrium, the fast dynamics oscillates, rapidly when ε is small, toward a periodic solution which is a limit cycle in the relevant plane. The limit of the slow dynamics is governed by averaging the quantity h(y 1 , y 2 ) over the limit cycle. In turn, the slow evolution determines the instantaneous space average of the fast limit cycle. The example is a particular case of the type examined in Pontryagin and Rodygin [32] ; For a detailed analysis of a similar equation with a two dimensional slow flow, stemming from an application, see Artstein and Slemrod [10] .
It is clear that the preceding derivations do not go through when a distinction between the slow and fast coordinates is not provided, as in our underlying form (1.1). The difficulty to arrive at separated slow and fast variables has been noted in the literature; for instance, Moser [27, p. 199 ] analyzes a completely integrable Hamiltonian system where the action variables, which would be the slow variables in our model, are known, yet the angle variables, namely the fast variables, cannot be determined. We provide next a simple example, where the limit structure is transparent, yet, natural slow and fast state coordinates may not exist. . A solution of the fast part of the equation converges to a periodic solution centered at the origin. In particular, the average of this limit trajectory is the origin.
The slow part of the equation causes these periodic trajectories to move. But the drift only tilts them in different directions, maintaining the property that their center is at the origin (we need a four-dimensional space for this property to hold). As in the case of separated slow and fast variables, the natural candidate for a slow variable is the average of the limit trajectory (compare with (2.4) where z is the center in the (z, y 1 , y 2 )-space of the limit trajectory). But in our example the average is a stationary point; therefore, neither analytic nor numeric information about the global solution can be drawn from the movement (rather, lack of movement) of the average. The construction of a system with these features is as follows.
The description of the slow part G(x) is simple so we display it first. Its role will be clear when the interaction with the fast dynamics is explained. Consider the fourdimensional space R 4 represented by the coordinates (x 1 , x 2 , x 3 , x 4 ). Define
namely, uncoupled harmonic oscillators on the first two and, respectively, the last two coordinates. Now we describe the fast dynamics, namely equation (1.1) without the drift G(x). We define it first on certain two-dimensional subspaces of R
4
. Which two-dimensional planes will play a role is determined later. Each of these two dimensional planes is determined by two four dimensional vectors, say v 1 and v 2 which are chosen such that the two vectors are orthogonal to each other and of norm 1. Denote the plane by P (v 1 , v 2 ) and let (η 1 , η 2 ) be the coordinates of elements in P (v 1 , v 2 ) with respect to the basis v 1 and v 2 . An equation on P (v 1 , v 2 ) which will induce the property we need is, e.g., a fast Cartwright-Littlewood equation (compare with (2.4)), say,
It is clear that the needed properties, as described in the first paragraph of the example, hold. We now determine the two-dimensional subspaces on which (2.6) holds. Let v 1 (t) and v 2 (t) be solutions of dx dt = G(x) (where G(x) is given in (2.5)) satisfying the initial conditions v 1 (0) = (1, 0, 0, 0) and v 2 (0) = (0, 0, 1, 0). The two-dimensional spaces we look for are determined by pairs v 1 (t) and v 2 (t) with, say, t ∈ [0, 2π). It is easy to see that if t 1 = t 2 then the corresponding planes intersect only at the origin (this is the reason we need four dimensions). Consequently, (2.6) defines the fast part of (1.1) on the union of all the two-dimensional subspaces; it is easy to see that the resulting right hand side is smooth on this union and the latter is invariant with respect to the equation of the type (1.1) composed of the fast and slow components just defined. Thus, the region H on which the system operates can be defined to be the union of these two dimensional subspaces; alternatively, the fast part can be extended smoothly to the entire space, not affecting the dynamics on the union of the two dimensional subspaces.
All in all, the systems just defined possesses the claimed properties. Namely, when the system in initialized at a state x(0) on one of the planes (but not at the origin), then for ε small the dynamics is spiraling very fast toward the periodic solution of (2.6) on the plane. At the same time the entire limit cycle moves slowly according to the drift component G(x). Knowing how the dynamics looks like, one can parameterize the slowly advancing limit cycles by, even, a one-dimensional parameter, say v 1 (t) above, but this is not a natural choice to be identified before the limit dynamics is determined; in fact, the natural choice (which works in all the preceding examples, and in the references) of averaging the four-dimensional vector field on the fast limit trajectory results in the a stationary point, namely, the origin.
The previous toy example is one where an apparent slow variable is not available. In general, even if one can identify slowly moving quantities (we address such quantities in Section 6) it is not at all clear how, or if possible, to use them such that the system be separated into slow and fast variables. This statement is true even for systems with additional structure, say completely integrable Hamiltonian systems with known first integrals. The sections that follow attempt to extract, under appropriate conditions but for general systems, features of the limit behavior of the singularly perturbed systems in the general case.
Invariant measures and Young measures
In this section we recall material needed in the sequel, concerning invariant measures and Young measures convergence; some results are marked for further reference. Proofs are either hinted at or can be found in the cited references.
A probability measure, say µ, on R n is a σ-additive set function defined on the Borel subsets of R n with values in [0, 1] and such that µ(R n ) = 1. The family of probability measures on R n is denoted P(R n ). We endow the space P(R n ) with the weak convergence of measures, see Billingsley [15] . A characterization of this convergence is that the map
be continuous for every bounded continuous real function h(·) on R n . With the weak convergence it is possible to represent the space P(R n ) as a complete metric space. For the sake of rigor we employ a concrete metric on P(R n ), namely, the Prohorov metric; the Prohorov distance ρ(µ, ν), between the probability measures µ and ν, is the minimal
for all Borel subsets B of R n (where B η is the η-neighborhood of B). The metric space P(R n ) is also equipped with an affine structure, stemming from the operation (αµ
The support of µ is the smallest closed set C such that µ(C) = 1; we denote the support of µ by supp(µ). We say that µ is supported on
where λ is the Lebesgue measure. The following is a well known observation which will be of help in the sequel.
, as j → ∞, to, say, µ 0 , then the latter is an invariant measure of the differential equation.
The idea behind the proof of the previous result is that the distribution on a long time interval is almost invariant, see Kryloff and Bogoliuboff [25] . Notice that the result does not refer to initial conditions of the mentioned solutions. A simple compactness argument reveals the following observation. An invariant measure obtained according to the characterization in the preceding statement is referred to as an individual invariant measure. It should be pointed out that the equality ω(x 0 ) = supp(µ) may not hold even if µ is an individual invariant measure. As an example consider a trajectory spiraling toward the unit circle, where on the unit circle the dynamics has one fixed point; i.e. the unit circle is a homoclinic orbit for this fixed point. On the other hand, an individual invariant measure is minimal, and furthermore, if x 1 ∈ supp(µ) where µ is a minimal invariant measure then ω(x 1 ) = supp(µ).
Let K be a compact subset of R n which is positively invariant with respect to (3.4), namely, φ(s, x 0 ) ∈ K whenever s ≥ 0 and x 0 ∈ K. Denote by I(K) the family of probability measures supported on K and which are invariant with respect to (3.4). The following is easy to verify. Proposition 3.4. Let K be a nonempty compact subset of R n which is positively invariant with respect to (3.4) . Then the family I(K) is a compact convex subset of P(K); in particular, a limit of invariant measures is an invariant measure.
We turn now to the issue of Young measures. For a general background and applications see Ball [12] , Pedregal [31] , Valadier [35] . In this paper the Young measures are measurable maps 
The latter is a probability measure if b − a = 1, or can be made one by normalization. Conversely, if µ is a probability measure on
, then a simple disintegration argument shows that µ is generated by a Young measure. In particular, the weak convergence of measures is applicable to Young measures. A definition of the convergence is that a sequence µ j (·) of Young measures, defined on the same real interval [a, b] 
for every continuous and bound real function h(·, ·) (compare with (3.1)); it is easy to see that the continuity of h(·, ·) in the time variable can be replaced by measurability. Point-valued functions, say x(·), can be viewed as Young measures when the point x(t) is identified with the Dirac measure supported on {x(t)}. In particular, when we refer to the convergence in the sense of Young measures of a sequence of functions, say of x j (·), we mean the convergence according to (3.7) of the corresponding Dirac measure-valued maps.
The following observation is very useful. 
is less than η).
The previous result follows from the definition of convergence and the fact that almost every point t is a Lebesgue point of the Young measure, namely, almost everywhere, µ 0 (t) is the limit as δ → 0 of µ 0 restricted and normalized to [t − δ, t + δ] × R n .
The limit dynamics
Under certain regularity conditions, we identify in this section general limit characteristics of dynamics of solutions of (1.1) in terms of invariant measures and the Young measure convergence. Particular cases, examples and counterexamples, and open questions, are displayed in the next section.
The Young measures which are the limits as ε → 0 of solutions of (1.1) depict the limit dynamics of the latter. We are interested in particular in, say, Lipschitz properties of the limit dynamics. Young measures, however, are determined up to an equivalence class of maps which may differ on a set of measure zero (see the previous section). Any particular map in the equivalence class is called a version of the Young measure. We shall use the following. is unique when defined. Assumption 4.3. For every initial condition x ∈ H the ω-limit set ω(x), with respect to the fast dynamics (4.1), supports a unique invariant measure of (4.1), namely, I(ω(x)) is a singleton; we denote this invariant measure byμ(x).
We comment on these assumptions and on the specific additional assumptions mentioned in the next result, and point out the extent to which they are needed, in the next section. Here is our main result. The rest of the section is devoted to the proof of the theorem. For future referencing we divide the proof into several claims. Claim 1. Under Assumption 4.2 the sequence x ε j (·) has a converging subsequence. Proof. The claim holds since the functions x ε j (·) are defined on a compact interval and have values supported in a compact set; hence as Young measures they belong to a compact set and a converging subsequence exists as claimed.
For convenience of notations we denote the subsequence which converges in the sense of Young measures by x j (·); we denote the Young measure limit by µ 0 (·). Proof. We show that for a given η > 0, if j is large enough the distance between Dist(x j (·), [a, b] ) and an invariant measure of (4.1) is less than η.
To this end we first chose an estimate S(η) such that wheneverx ∈ H, the distribution Dist(φ (·,x), [0, S(η)]) where φ(·,x) is the solution of (4.1) with x(0) =x, is of distance less than 
The change of variables s = ε j 3. For every t the probability measure µ 0 (t) whose existence is established in Claim 1 is an invariant measure of (4.1).
Proof. Since the family of invariant measures of equation (4.1) is closed under weak convergence of measures, the conclusion of present claim in regard to almost every point t is a simple consequence of the previous claim and Proposition 3.5. The invariance for every t follows since the family of invariant measures of equation (4.1) is closed under weak convergence of measures and since we agreed to examine only regular versions of the Young measure; this verifies the claim.
The three preceding claims establish the first two assertions of the theorem, namely that Assumption 4.2 implies the existence of a subsequence which converges in the sense of Young measures to a Young measure whose values are invariant measures of (4.1). We now invoke Assumption 4.3 and the Lipschitz property of the mappingμ(·); recall that µ(x) denotes the unique invariant measure supported on ω(x).
Claim 4. For every ε the mapping µ ε (t) =μ(x ε (t)) is Lipschitz with Lipschitz constant independent of ε.
Proof. Let ε > 0 and t 0 ∈ [0, 1] be fixed and denote by h(t) the Prohorov distance betweenμ(x ε (t 0 )) andμ(x ε (t)). Let κ be the Lipschitz constant ofμ(·). Let β be an upper bound of |G(x)| for x ∈ H. The right upper derivative of h(t)
at t 0 is bounded by κβ. Indeed, the vector field governing the dynamics of x ε (t) is the right hand side of (1.1), namely G(x) + 1 ε F (x). The upper derivative in the direction of the second term is 0 (since on solutions of (4.1) the functionμ(x) is constant). The upper derivative in the direction of the first term is bound by κβ (as a combination of the bound of the dynamics and the given Lipschitz constant). A simple triangle inequality verifies the bound on the right upper derivative. Application of the triangle inequality again, now at a sequence of points t, verifies that κβ is a Lipschitz constant forμ(x ε (t)). Notice that the bound κβ is independent of both ε and t 0 ; this completes the proof.
Claim 5. The sequence µ j (t) =μ(x j (t)) converges almost everywhere to µ 0 (t).
Proof. We resort to the technique used in verifying Claim 2. Let t 0 be fixed and let δ be small such that the distance between Dist(x j (·), [t 0 − δ, t 0 + δ]) and µ 0 (t 0 ) is less than a small prescribed estimate, say 
is then a convex combination of the distributions over these subintervals; each of the latter is close up to 1 2 η from the corresponding minimal invariant measureμ(x j (a i )). The Lipschitz property established in Claim 4 implies that all these invariant measures are close, for δ small enough, up to say 1 2 η fromμ(x j (t 0 )). This implies that the Prohorov distance betweenμ(x j (t 0 )) and µ 0 (t 0 ) is less than η if j is large enough and since η is arbitrarily small the proof of the claim is complete.
Claim 6. The limit Young measure µ 0 (·) is a Lipschitz map; the Young measurē µ(x j (·)) then converges uniformly to µ 0 (·).
Proof. The claim follows from the uniform Lipschitz property ofμ(x j (·)) established in Claim 4 and the convergence established in Claim 5, and since we examine only the regular version of the limit Young measure.
With the last claim the proof of the theorem is complete.
Extensions, examples, comments
We comment in this section on the extent that the assumptions underlying the main result of the previous section are needed, provide some counterexamples to possible extensions and point toward some open issues.
Remark 5.1. The restriction to a compact subset H of R n , rather than considering the whole space R n , is of help when one wishes to verify the existence of a unique invariant measure, as demanded in Assumption 4.3, and properties of its dependence on the initial condition, say Lipschitz dependence (as was required for instance in Theorem 4.4). For instance, in Example 2.2 the unique invariant measure does not depend continuously on the initial data in the entire space R n ; the continuity holds on R n minus a small neighborhood around the manifold (−z, z, 0) of fixed points. Likewise, in Example 2.3 the region H can be chosen to be the union of the planes P (t) minus a small ball around the origin. See also Remarks 5.4 and 5.9 below. The boundedness of H required in Assumption 4.2(i) is for the convenience of the presentation. Unbounded regions can be accommodated under some tightness conditions on the distributions employed in the proof of the main result. Conditions for the invariance of H for small enough ε, in the case, however, of (2.1), can be found in Artstein and Vigodner [11] .
Remark 5.2. The uniqueness of solutions of (4.1) is needed for the definition of invariant measures; indeed, without the uniqueness of the solution map the standard definition of an invariant measure (see Section 3) does not apply. Without uniqueness it is still possible to define an invariant measure through the Kryloff and Bogoliuboff approach, see [25] ; this amounts, basically, to adopting the convergence of distributions of the trajec-tories (see (3. 3)) as employed in Proposition 3.1, as a definition. This can be carried out for differential inclusions as well, see Artstein [5] , [8] . The first two assertions of Theorem 4.4 apply then; indeed, Claims 1 to 3 did not make use of the uniqueness. The definition ofμ(x) in Assumption 4.3, however, clearly utilizes the uniqueness of the solution.
Remark 5.3. The uniqueness of the invariant measure as required in Assumption 4.3 is a strong requirement. It holds, however, in the Tikhonov approach to (2.1), namely, when one assumes that solutions on the fast scale converge to equilibria. It was also assumed in many of the developments, and holds in many of the applications, of the more recent treatment of (2.1) as explained in Section 2; see Artstein [6] , Artstein and Slemrod [10] , and Artstein and Vigodner [11] . It appears also in the applications to averaging, see Arnold [1] , Verhulst [36] .
Remark 5.4. In general, the Young measure limit µ 0 (·) may not be continuous, as the next two examples show (for more on such discontinuous limits see Artstein [7] , Dumortier and R. Roussarie [17] and Krupa and Szmolyan [24] ). Within the model (2.1) where the slow and fast variables are separated, if it is assumed that for every fixed slow variable z there exists an invariant measure of the fast equation which is independent of the fast initial condition, then (under the compactness condition in Assumption 4.2(i)) the continuity of the invariant measure is guaranteed. This follows by the observation that a limit of invariant measures is an invariant measure; hence, the graph of the map µ(z) is closed, which, under the compactness assumption, implies that the map is continuous. Example 5.6. Discontinuity of the invariant measureμ(x), and consequently discontinuity of the limit Young measure, occur also in the classical averaging theory alluded to earlier. Consider the system dI dt
with I ∈ R n and φ in the m-dimensional torus; here ω denotes the vector of frequencies which are driving the phase variable φ (see, e.g., Arnold [1] , [2] , Verhulst [36] ). Rational dependencies among the components of ω determine the invariant measure µ (I, φ) ; it may vary between the uniform measure on the full torus, for independent components, through uniform measures on lower dimensional tori, including a circle, for partially dependent or fully dependent components of the frequencies vector. For a fixed I the invariant measure is determined by, and depends continuously, even Lipschitz continuously, on the initial condition for the phase. There is no continuous dependence on the full (I, φ) state.
Remark 5.7. The Lipschitz property required in the last assertion of Theorem 4.4 was used in order to verify that limit Young measure is Lipschitz, in particular continuous. We do not know if replacing the Lipschitz condition by mere continuity would result in a limit Young measure which is continuous.
Remark 5.8. The Lipschitz property established for the limit Young measure will play a role in the development of equations which govern the slow variables below. The issue of such equations arises already in the Tikhonov treatment of (2.1), namely, when on the fast time scale solutions converge to equilibria, thus the limit manifold is point-valued. In this case the manifold is composed of solutions of the algebraic equation 0 = g(z, y), and when g(z, y) is smooth it is possible to deduce the Lipschitz property from, say, an implicit function theorem. We are not aware of a direct way to deduce a similar Lipschitz property in the general case (1.1), or of a way to deduce the Lipschitz property of the limit invariant measure even in the case of separation into slow and fast variables.
Remark 5.9. Under convergence of the fast dynamics to an equilibrium our theory captures some of the features of the Tikhonov theory concerning (2.1), this without explicitly assuming the existence of slowly evolving variables. Indeed, in addition to Assumption 4.2 assume: Every solution of the fast equation (4.1) converges to an equilibrium. Then the limit Young measure guaranteed in Theorem 4.4 is a point-valued map, namely a trajectory which we denote by x 0 (·). For small ε j the solution x ε j (·) approaches fast its ω-limit point x 0 (0), then approximates in the Young measures sense the limit trajectory. Notice that the latter approximation may not coincide with a uniform approximation (this even in the case of separation into slow and fast variables). Indeed, examples are available of ordinary differential equations, even in two dimensions, where every solution converges to the origin but the convergence is not uniform for compact sets of initial conditions, see Bhatia and Szegö [14, Chapter V] . The approximation would be uniform if the set of fixed points is asymptotically stable, namely, the set attracts neighboring points. In applying the considerations of the present paper there is no need to assume, as indeed is done in the classical theory (see discussion in Section 2), that for each fixed slow variable the equilibrium point is asymptotically stable with respect to the fast variable; in fact, even under the additional assumption in this remark slow and variables are not identified, hence the asymptotic stability in the fast variable is not defined. Interestingly, similar considerations arose and were applied within the development of equation-free computations, see, E and Engquist [18] , Gear et al. [20] and Kevrekidis et al. [23] . Indeed, with lack of equations the separation to slow and fast variables is not available as well.
Remark 5.10. The main theorem establishes the convergence of a subsequence of the solutions x ε j (·). Examples, already within the separation of slow and fast variables case, show that convergence of solutions as ε → 0 may not hold. An example can be found in Artstein [9, Section 5] where the fast dynamics converges to a heteroclinic cycle in the plane. In the classical case (2.1) where the fast solution y ε (·) is slaved by the manifold y(z) regardless of the initial condition, and when the solutions of the resulting differential equation y(z) ) are uniquely determined by the initial condition z 0 , the convergence of y ε (·) as ε → 0 holds. An analogous result in the general case is established in the next section, employing the slow observables introduced in this paper.
Slow observables
The limit dynamics, in general, of the system (1.1) is depicted as an invariant measure drifted by the slow part of the equation. In particular, a slowly moving state variable which parameterizes the evolution of the fast flow may not be available. In this section we develop the notion of a slow observable, namely, an entity which may reside outside of the original state variables, and which parameterizes the drift of the limit fast evolution. We also examine its relation to the perturbed dynamics. Observables, though of a somewhat different nature than what we use here, were suggested in the multi-scale computations in Kevrekidis et al. [22] and references therein. First integrals of the fast dynamics, when exist, serve as very useful slow observables, as we see later on.
Let v(·) : R n → R be a bounded and continuous function (bounded on the set H of Assumption 4.2(i) would be enough). Given a probability measure µ on R n we denotê
In particularv(·) is a bounded linear functional on the space of measures. In probability theory such a functional is also referred to as a generalized moment; indeed, the classical moments of the probability distributions are very useful particular cases. We refer to the mapping v(·) as a measurement and to the generalized momentv(·) as an observable; actually, when applied to invariant measures of the fast dynamicsv(·) will be a slow observable as the following result indicates. Proof. The weak convergence of the measurements to the observable follows directly from the definition of the convergence in the sense of Young measures expressed in (3.7). The Lipschitz property ofv(µ 0 (t)) would follow from the Lipschitz property of µ 0 (t) once we verify that the mapping µ →v(µ) is Lipschitz. Verification of the latter property is a simple exercise (for a proof see Artstein [4, Corollary 2.2]). Remark 6.2. As was noted in Section 4 the main result concerning the Lipschitz property of the limit holds when the Prohorov metric is replaced by any metric which induces the weak convergence. Likewise, the previous result holds when the Prohorov metric is replaced by any metric which induces the weak convergence and satisfies the property that µ →v(µ) is Lipschitz whenever the observation v(·) is Lipschitz.
A role of an observable is to reveal information about the dynamics of the system. To this end we have the following general observation. Proof. It is well known in functional analysis that a sequence of generalized moments which span the space of bounded continuous functions on a compact set determines the distribution.
The application we have in mind for the previous observation is that under the conditions of Theorem 4.4 a Lipschitz measurement induces a Lipschitz observable for the limit dynamics µ 0 (t), in particular, a slow (in fact, almost everywhere differentiable) observable. In turn, enough observables would determine, or almost determine, the limit dynamics. For instance the dynamics of Example 2.3 could be deciphered (e.g. numerically) by an appropriate guess of observables. Indeed, the covariance matrix of the four dimensional coordinates is a slow observable which determines the system.
A challenge in the description of a system would be to determine the evolution of the observables directly, i.e., to allow one to write closed equations governing the evolution of these observables. Motivated by the case (2.1) of separated slow and fast variables, and the special (vector-valued) observable v(z, y) = z, we introduce the following. 
If, in addition, Assumption 4.3 holds and the mappingμ(x) is Lipschitz, then the measurements v(x ε j (t)) converge uniformly, as j → ∞ tov 0 (t).
Proof. The weak convergence holds for general observables (see Theorem 6.1). Under Assumption 4.3 andμ(x) being Lipschitz, we verified in Claim 5 of the proof of Theorem 4.4 that the invariant measuresμ(x ε j (t)) converge uniformly to µ 0 (t). Since the observablê v(·) is an orthogonal one, it follows that v(x ε j (t)) =v(μ(x ε j (t))), which in turn converges uniformly tov(µ 0 (t)); this verifies the claims concerning the convergence.
Assume now that the measurement is continuously differentiable. We write v j (t) for v(x ε j (t)) and x j (t) for x ε j (t). Then
The second passage holds since v(·) is the measurement of an orthogonal observable. Putting this in an integral form yields
The left-hand side converges weakly, as j → ∞, tov 0 (t); the orthogonality implies that v j (0) =v 0 (0); utilizing now the convergence in the sense of Young measures of x j (·) to µ 0 (·) implies the equalitŷ
(and in particular the point-wise convergence of v j (t) tov 0 (t)). The latter equality, and the equalityv 0 (0) = v(x 0 ) which follows from the orthogonality, verify (6.2). This completes the proof.
Remark 6.6. Notice that the relation (6.2) holds under quite general and relaxed conditions; in particular, Assumption 4.3 is not invoked, the values of the limit Young measure may not be minimal and the invariant measure may not depend continuously on the initial state condition. A particular case, under stronger conditions, was studied extensively in the literature, namely the systems of the type displayed in (5.2). If one assumes that the dynamics ω(I) is transversal to all invariant tori of dimension less than m, then, in our language, the limit Young measure of the fast dynamics is the constant-valued uniform measure on the torus. Then, when I is interpreted as an orthogonal observable, the consequences of Theorem 6.5, amount to the classical averaging. As was noted in Example 5.6, this particular example does not satisfy the assumption thatμ(x) is Lipschitz, but the limit Young measure is Lipschitz since we examine only the regular version of it. The additional structure, on the other hand, allows much stronger consequences than what we offer, including, under transversality conditions, the seminal convergence estimates of Neishtadt [28] , [29] , see Arnold [1] , [2] and references therein.
Remark 6.7. The differential equation (6.2) for the limit observations relies on the assumption that the observable is an orthogonal observable. Indeed, if in Theorem 6.1 all Young measures are Dirac measures, namely, supported on a singleton, and the trajectory generating the Young measure actually converges to this singleton, then the convergence of v(x ε j (·)) to the observable t →v(µ 0 (t)) would be uniform, rather than only in the weak sense. Such a case corresponds to the classical Tikhonov framework, see Section 2. The limit, however, may not be detected by a differential equation as guaranteed for the orthogonal observables.
The differential equation (6.2) is not autonomous in the observation variable; indeed, knowing on which invariant measure µ(t) the dynamics resides, enables us to compute the direction in which the observation progresses; but in order to trackv(·) one needs to know the evolution of µ(·). The phenomenon occurs also when the orthogonal observable is based on measuring a prescribed slow state variable. Indeed, in many of the applications of the classical and more recent theories, more than one invariant measure or a fixed point of the fast equation may be associated with a slow state. In many applications, though, the slow state determines the manifold of fixed points or invariant measures. In full analogy we introduce the following notion and its consequence. (α 1 , . . . , α k ) we write µ = µ(α 1 , . . . , α k ) . Theorem 6.9. Letv(·) be a determining vector of orthogonal observables of the system (1.1), where each coordinate is continuously differentiable, and assume also that µ(α) is continuous in the variable α. Let v 0 (t) =v(µ 0 (t)) where µ 0 (t) is the Young measure mentioned in Theorem 6.5. Then v 0 (t) satisfies the autonomous differential equation in R
(here v denotes the Jacobian matrix and
Proof. This is a simple consequence of Theorem 6.5 and the assumed determining property of the orthogonal observables.
The autonomous system (6.6) governs the evolution of the slow observables but may not determine it, indeed, the solution of (6.6) may not be unique. When the solution is unique (say when µ 0 (z) is a Lipschitz function of z ∈ R k and G(x) is Lipschitz) we get a global convergence result of the singularly perturbed system as follows. Proof. By Theorems 4.4 and 6.9 any sequence ε j → 0 has a subsequence which converges to a Young measure µ 0 (·). The latter is governed by the relation µ 0 (t) = µ(z(t)) where z(·) solves the differential equation (6.7) with the given initial condition. Since such a solution is unique, the limit Young measure µ 0 (·) is unique; in particular the limit does not depend on the subsequence and the global convergence is established.
Remark 6.11 Without the continuity of µ(α) in the previous two results the corresponding differential equations are not well defined. It is possible, however, to get a closed form equation in the case of discontinuity if Filippov's solutions are used, namely, differential inclusions are applied (this is the technique employed, essentially, in Artstein and Vigodner [11] ). Indeed, letμ(α) denote the closed convex set which is the limit as η → 0, of the convex hull in P(H) of measures µ(α ) with α in an η-neighborhood of α. Then Theorem 6.9 holds withμ(α) replacing µ(α) (without assuming the continuity of the latter), and where an inclusion ∈ replacing the equality. Theorem 6.10 also holds witĥ µ(α) replacing µ(α) (without assuming the Lipschitz property of the latter), and where an inclusion ∈ replacing the equality, and where the conclusion is the convergence to family of solutions to the differential inclusions. The proofs are essentially the same. We leave out the details.
Conclusion
We have examined in this paper general singularly perturbed systems, depicting the limit evolution via the evolution of the values of a Young measure, not assuming that slow coordinates which govern the evolution of the Young measure are available. We have not tried to work within the framework and conditions of classical singular perturbations and averaging theories; rather, we tried to examine the dynamics under quite relaxed conditions. A motivation to our study stems from an attempt to describe the limit evolution of some partial differential equations via the evolution of Young measures of appropriately chosen finite dimensional approximations. We display here one such example, for which we do not have at this moment rigorous conclusions. Here x ∈ R and ε is a small parameter (as customary, a subscript denotes the corresponding partial differentiation). See, e.g., Feng [19] . Rescaling the spatial variable x by writing x = y (namely, zooming on the small scale phenomena) yields
Hence the fast system is the classical KdV equation, namely, as can be verified via a simple integration by parts. Hence, (7.4) is an orthogonal observable for (7.2). But, depending on the prescribed boundary conditions at x = −∞ and x = ∞, some of the classical KdV functional may not be conserved (and thus will not be orthogonal observables). For each conserved functional our Theorem 6.5 induces (formally indeed) the long time evolution of the functional. vv yy dy ) µ 0 (t)(dv) (7.5) where V is the function space in which the dynamics of u(·) evolves, and µ 0 (t) is the invariant measure of the fast evolution at the instant t; indeed, the left hand side of (7.5) corresponds to plugging (7.4) in the left hand side of (6.2) (here u is also a function of time), while the right hand side of (7.5) corresponds to the integration part of (6.2) (here v is a function of space only and the dependence on time is encompassed in the invariant measure).
There is no general argument at this moment which would provide the invariant measures of the system; it could be calculated in some special cases, or, hopefully, be computed numerically by processing the fast part of the equation. The intuition built upon the rigorous analysis provided in the paper should be of help.
