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Abstract
In this paper, we first establish a second main theorem for algebraic curves into the n-dimensional projective space. We then use
it to study the ramified values for the Gauss map of the complete (regular) minimal surfaces in Rm with finite total curvature, as
well as the uniqueness problem.
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1. Introduction
There have been several results devoted to the study of the “value distribution” properties for the Gauss map of
complete regular minimal surfaces. In [3], H. Fujimoto proved that the Gauss map of a non-flat complete regular
minimal surface immersed in R3 can omit at most four points of the sphere. Later, Fujimoto (see [4]) extended his
result to minimal surfaces immersed in Rm. He showed that, under the assumption that the generalized Gauss map is
linearly non-degenerate, the generalized Gauss map of a non-flat complete regular minimal surface immersed in Rm
can omit at most m(m+ 1)/2 hyperplanes in general position in Pm−1(C). The non-degeneracy assumption was later
removed by Min Ru (see [8]). In [10], Min Ru studied the ramified values of the generalized Gauss maps.
With an additional condition of finite total curvature, R. Osserman (see [7]) showed that the Gauss map of a non-
flat complete minimal surface in R3 can omit at most three values. In 1967, S.S. Chern and R. Osserman (see [2])
extended the result to minimal surfaces immersed in Rm with finite total curvatures, under the assumption that the
generalized Gauss map is linearly non-degenerate. Later Min Ru (see [9]) removed the assumption. Note that, there are
no known examples, however, of non-flat complete minimal surfaces in R3 with finite total curvatures whose Gauss
maps omit three values, while there are many examples, of almost all topological types, with Gauss maps omitting two
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such that the total ramified values of its Gauss map is ν = 2.5. This shows that, in addition to consider the number of
points which the Gauss map can omit, it is important to study the ramified values of the (generalized) Gauss maps for
minimal surfaces with finite total curvature. In [6], Y. Kawakami, R. Kobayashi and R. Miyaoka obtained an estimate
of the totally ramified value number (TRVN) in terms of the degree of the Gauss map and the topological data of the
surface. This paper will extend their result to high dimensional case.
The tool used to study the “value distribution” properties of the Gauss maps of complete regular minimal surfaces
is the theory of holomorphic curves, developed by R. Nevanlinna, H. Cartan, L. Ahlfors, etc. The theory is also called
the Nevanlinna theory. When the minimal surface is of finite total curvature, the surface is conformally equivalent
to a compact Riemann surface(after the surface is equipped with a complex structure) punctured at a finite number
of points and the (generalized) Gauss map is holomorphically extended to the compact Riemann surface. For this
reason, the minimal surfaces with finite total curvatures are called algebraic minimal surfaces. It is easier to deal with
algebraic minimal surfaces. In fact, the theory of algebraic curves (rather than the theory of holomorphic curves) can
be applied in this case. In this paper, using the Riemann–Hurwitz theorem and the Plücker formula, we first develop
the theory of algebraic curves, similar to the Nevanlinna theory. We establish the second main theorem for algebraic
curves from a compact Riemann surface into the complex projective space, similar to Cartan’s second main theorem
for holomorphic curves. We then use it to study the ramified values for the Gauss maps of the complete (regular)
minimal surfaces in Rm with finite total curvature. We also use it to study the uniqueness problem.
2. The theory of algebraic curves in the projective spaces
Let S be a compact complex Riemann surface of genus g. By an algebraic curve, we mean a holomorphic map
f :S → Pn(C). In this section, we establish a second main theorem for algebraic curves f :S → Pn(C) intersecting
hyperplanes in Pn(C). Note that, although we can state the results in this section as one general theorem, we prefer
to splitting it into several steps, from simplest to general. In this way, it becomes clear to see the method of the proof
and the motivations behind.
To get a better idea, we first study the n = 1 case. Let f :S → P1(C) be an algebraic curve. Applying the Riemann–
Hurwitz theorem to f , we get
deg(Rf ) = 2 deg(f )+ 2(g − 1),
where Rf is the ramification divisor of f on S. Let a1, . . . , aq ∈ P1(C) be distinct points. Let E = f−1{a1, . . . , aq}.
Define
r(E) :=
∑
x∈E
(
multx(f )− 1
)
,
where multx(f ) is the multiplicity of f at the point x. Then, by definition,
q deg(f ) = |E| + r(E),
where deg(f ) is the degree of f , and |E| is the number of points in E. Obviously, r(E) deg(Rf ). Hence, using the
above Riemann–Hurwitz theorem, we get
(q − 2)deg(f ) |E| + 2(g − 1).
This derives the following theorem.
Theorem 2.1. Let S be a compact complex Riemann surface of genus g and let f :S → P1(C) be a non-constant
algebraic curve. Let a1, . . . , aq ∈ P1(C) be distinct points. Let E = f−1{a1, . . . , aq}. Then
(2.1)(q − 2)deg(f ) |E| + 2(g − 1),
where |E| is the number of points in E.
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P
n(C) is linearly non-degenerate(that is, f (S) is not contained in any hyperplanes in Pn(C)). For every point P ∈ S,
in a neighborhood of P , we can find a vector-valued map f(z) = (f0(z), . . . , fn(z)) to Cn+1\{0}, where z is a local
parameter for S at P and f0, . . . , fn are holomorphic functions without common zeros. Such f is called a reduced
representation of f at P .
Let f :S → Pn(C) be a linearly non-degenerate algebraic curve and let f(z) = (f0(z), . . . , fn(z)) be a reduced
representation. We define the ith associate curve f i :S → P(∧i+1Cn+1) by
f i(z) = P(f(z)∧ f′(z)∧ · · · ∧ f(i)(z)).
Such definition is independent of the choice of the representation of f and of the parameter z, hence it is well-
defined. Let P ∈ S and let z be a local parameter for S at P with z(P ) = 0. Write f = P(f(z)) = [f0(z) : · · · :
fn(z)] with f0(0) = 0. Making a linear change of coordinates in Cn+1, we may take f(0) = (1,0, . . . ,0). We have
f1(0) = · · · = fn(0) = 0. Write (f1(z), . . . , fn(z)) = zδ1(f 11 (z), . . . , f 1n (z)) with (f 11 (0), . . . , f 1n (0)) = 0. Now make a
linear change of the last n coordinates in Cn+1 so that (f 11 (0), . . . , f 1n (0)) = (1,0, . . . ,0). Write (f 12 (z), . . . , f 1n (z)) =
zδ2−δ1(f 22 (z), . . . , f 2n (z)) with (f 22 (0), . . . , f 2n (0)) = 0. Now make a change of the last (n−1) coordinates in Cn+1 so
that (f 22 (0), . . . , f
2
n (0)) = (1,0, . . . ,0), and continuing in this way we end up with a system of coordinates for Cn+1
in terms of which
(2.2)f(z) = (zδ0 + · · · , zδ1 + · · · , . . . , zδn + · · ·),
where 0 = δ0 < δ1 < · · · < δn. The integers
νi = δi+1 − δi − 1, 0 i  n− 1
are called the stationary indices of order i at the point z = 0. Note that we have, for P ∈ S,
(2.3)
∑
0in−1
(n− i)νi(P )+ 12n(n+ 1) = δ1(P )+ · · · + δn(P ).
The stationary point, that is, the points with non-zero stationary index, are isolated and hence are finite in number. Let
(2.4)σi =
∑
P∈S
νi(P ).
Let di be the degree of the ith associate curve f i of f . Then we have the following Plücker formula.
Lemma 2.1 (Plücker formula).
2di − di+1 − di−1 = 2g − 2 − σi, 1 i  n− 1,
with the convention d−1 = dn = 0.
Plücker formula is a generalization of Hurwitz’s theorem. For the proof of Plücker formula, see ([1, p. 270]). By
Lemma 2.1, we have
(2.5)
∑
0in−1
(n− i)σi = (n+ 1)deg(f )+ n(n+ 1)(g − 1).
Theorem 2.2 (A special form of SMT for linearly non-degenerate algebraic curves). Let S be a compact complex
Riemann surface of genus g. Let f :S → Pn(C) be a linearly non-degenerate algebraic curve (i.e. its image is not
contained any hyperplanes in Pn(C)). Let H1, . . . ,Hq be the hyperplanes in Pn(C), located in general position. Let
E =⋃qj=1 f−1(Hj ). Then
(
q − (n+ 1))deg(f ) 1
2
n(n+ 1){2(g − 1)+ |E|}.
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υPl (Lj (f )), where Lj is the linear form corresponding to Hj , then, by the definition, for every 1 j  q ,
(2.6)
∑
1lr
υPl
(
Lj (f )
)= deg(f ).
Secondly, since H1, . . . ,Hq are in general position, at most n hyperplanes can intersect f (S) at Pl , hence there exists
subset A ⊂ {1,2, . . . , q} with #A = n such that
(2.7)
∑
1jq
υPl
(
Lj (f )
)

∑
i∈A
υPl
(
Li(f )
)
.
Take a local parameter z for S at Pl such that z(Pl) = 0 and write f in the form in (2.2). At Pl the maximum possible
value of υPl (Li(f )), i ∈ A, is δn(Pl), and for the unique hyperplane zn = 0. A second hyperplane can intersect f (M)
at Pl with multiplicities at most δn−1(Pl), . . . . It follows that
(2.8)
∑
i∈A
υPl
(
Li(f )
)
 δ1(Pl)+ · · · + δn(Pl).
By (2.3),
(2.9)δ1(Pl)+ · · · + δn(Pl) =
∑
0in−1
(n− i)νi(Pl)+ 12n(n+ 1).
Combining (2.9) with (2.5), (2.6), (2.7), and (2.8), we get
q deg(f ) (n+ 1)deg(f )+ n(n+ 1)(g − 1)+ 1
2
n(n+ 1)|E|.
This finishes the proof. 
We now deal with the degenerate case. Assume that f :S → Pn(C) be an algebraic curve (not necessarily linearly
non-degenerate). Assume that f (S) is contained in some k-dimensional projective subspace of Pn(C), but not in any
subspace of dimension lower than k, where 1  k  n. Then f :S → Pk(C) is a linearly non-degenerated algebraic
curve. Let H1, . . . ,Hq be the hyperplanes in Pn(C), located in general position. Then their restrictions (to Pk(C))
H1 ∩ Pk, . . . ,Hq ∩ Pk are in n-subgeneral position in Pk(C), i.e. any n + 1 of them(regarded as linear forms) span
C
k+1
. We recall the following lemma due to Nochka.
Lemma 2.2 (Nochka). Let H1, . . . ,Hq be hyperplanes in Pk(C) in n-subgeneral position with 2n − k + 1  q . Let
L1, . . . ,Lq be the corresponding linear forms. Then there exists a function ω : {1, . . . , q} → R(0,1] called a Nochka
weight and a real number θ  1 called Nochka constant satisfying the following properties:
(i) If j ∈ {1, . . . , q}, then 0 ω(j)θ  1.
(ii) q − 2n+ k − 1 = θ(∑qj=1 ω(j)− k − 1).
(iii) If ∅ = B ⊂ {1, . . . , q} with #B  n+ 1, then ∑j∈B ω(j) dimL(B), where L(B) is the linear space generated
by {Lj |j ∈ B}.
(iv) 1 (n+ 1)/(k + 1) θ  (2n− k + 1)/(k + 1).
(v) Given real numbers λ1, . . . , λq with λj  1 for 1 j  q , and given any Y ⊂ {1, . . . , q} with 0 < #Y  n + 1,
there exists a subset M of Y with #M = dimL(Y ) such that {Lj }j∈M is a basis for L(Y ) where L(Y ) is the linear
space generated by {Lj |j ∈ Y }, and∏
j∈Y
λ
ω(j)
j 
∏
j∈M
λj .
Theorem 2.3 (A special form of SMT for non-constant algebraic curves). Let S be a compact complex Riemann
surface of genus g. Let f :S → Pn(C) be a non-constant algebraic curve. Assume that f (S) is contained in some
k-dimensional projective subspace of Pn(C), but not in any subspace of dimension lower than k, where 1  k  n.
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(q − 2n+ k − 1)deg(f ) 1
2
k(2n− k + 1){2(g − 1)+ |E|}.
Proof. By the assumption, f :S → Pk(C) is linearly non-degenerate. Since H1, . . . ,Hq are in general position, their
restrictions (to Pk) H1 ∩Pk, . . . ,Hq ∩Pk are in n-subgeneral position in Pk(C). For simplicity, we still denote Hj ∩Pk
as Hj , 1 j  q . Let Lj be the linear forms defining Hj ,1 j  q . Let ω(j) be the Nochka weights associated to
the hyperplanes Hj,1 j  q . Write E = {P1, . . . ,Pr}. For any point Pl ∈ E, taking λj = eυPl (Lj (f )), and using (v)
in Lemma 2.2, there exist LPl,1, . . . ,LPl,k such that they are linearly independent, and that
q∏
j=1
eω(j)υPl
(
Lj (f )
)

k∏
j=1
eυPl (LPl ,j (f )).
This gives
(2.10)
q∑
j=1
ω(j)υPl
(
Lj (f )
)

k∑
j=1
υPl
(
LPl,j (f )
)
.
Similar to (2.8), we have
(2.11)
k∑
j=1
υPl
(
LPl,j (f )
)
 δ1(Pl)+ · · · + δk(Pl).
By (2.3)
(2.12)δ1(Pl)+ · · · + δk(Pl) =
∑
0ik−1
(k − i)νi(Pl)+ 12k(k + 1).
Combining (2.10), (2.11), (2.12) and (2.5), we get
q∑
j=1
r∑
l=1
ω(j)υPl
(
Lj (f )
)
 (k + 1)deg(f )+ k(k + 1)
2
(
2g − 2 + |E|).
Hence, by (2.6),
q∑
j=1
ω(j)deg(f ) (k + 1)deg(f )+ k(k + 1)
2
(
2g − 2 + |E|).
Using (ii) and (iv) in Lemma 2.2, we have
(q − 2n+ k − 1)deg(f ) = θ
( q∑
j=1
ω(j)− (k + 1)
)
deg(f )
 θk(k + 1)
2
(
2g − 2 + |E|)
 k(2n− k + 1)
2
(
2g − 2 + |E|).
This finishes the proof. 
Theorems 2.2 and 2.3 however are not enough to serve our purpose. We need to modify the above proof to derive
a general Second Main Theorem. In the theorem below, we don’t take E =⋃qj=1 f−1(Hj ), rather we let E be an
arbitrary finite subset of S.
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P
n(C) be a non-constant algebraic curve. Assume that f (S) is contained in some k-dimensional projective subspace
of Pn(C), but not in any subspace of dimension lower than k, where 1  k  n. Let H1, . . . ,Hq be the hyperplanes
in Pn(C), located in general position and let L1, . . . ,Lq be the corresponding linear forms. Let E be a finite subset
of S. Then
(q − 2n+ k − 1)deg(f )
q∑
j=1
∑
P /∈E
min
{
k,υP (Lj (f ))
}+ 1
2
k(2n− k + 1){2(g − 1)+ |E|},
where υP (Lj (f )) is the vanishing order of Lj(f ) at the point P .
Proof. To prove this theorem, we need to modify the proof given above. The inequality trivially holds for q 
2n − k + 1. So we assume that q  2n − k + 1. By the assumption, f :S → Pk(C) is linearly non-degenerate. Since
H1, . . . ,Hq are in general position, their restrictions (to Pk) H1 ∩Pk, . . . ,Hq ∩Pk are in n-subgeneral position in Pk .
For simplicity, we still denote Hj ∩ Pk as Hj , 1  j  q . Let ω(j) be the Nochka weights associated to the hyper-
planes Hj ,1  j  q . Write lj = Lj (f ). For P ∈ E, taking λj = eυP (lj ), and using (v) in Lemma 2.2, there exist
LP,1, . . . ,LP,k such that they are linearly independent, and that
q∏
j=1
eω(j)υP (lj ) 
k∏
j=1
eυP (lP,j ).
This gives
(2.13)
q∑
j=1
ω(j)υP (lj )
k∑
j=1
υP (lP,j ).
For P /∈ E, taking λj = eυP (lj )−min{k,υP (lj )}, and applying Lemma 2.2, we have
(2.14)
q∑
j=1
ω(j)
[
υP (lj )− min
{
k,υP (lj )
}]

k∑
j=1
[
υP (lP,j )− min
{
k,υP (lj )
}]
.
Without loss of generality, we assume that
(2.15)υP (lP,1) υP (lP,2) · · · υP (lP,k).
Similar to (2.8), for 1 j  k,
(2.16)υP (lP,j ) δj (P ).
We first consider the case that P ∈ E. In this case, similar to the proof above, by (2.3), (2.16) and (2.13),
∑
0ik−1
(k − i)νi(P ) =
k∑
i=1
(δi(P )− i)
k∑
j=1
υP (lP,j )− k(k + 1)2 
q∑
j=1
ω(j)υP (lj )− k(k + 1)2 .
Hence
(2.17)
∑
0ik−1
∑
P∈E
(k − i)νi(P )
q∑
j=1
∑
P∈E
ω(j)υP (lj )− k(k + 1)2 |E|.
For P /∈ E, we claim that
(2.18)
k∑
j=1
υP (lj )−
k∑
j=1
min
{
k,υP (lj )
}

k∑
i=0
(δi(P )− i).
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k∑
j=1
υP (lj )−
k∑
j=1
min
{
k,υP (lj )
}= k∑
j=k0
(
υP (lj )− k
)
.
On the other hand, since δj (P ) j and υP (lP,j ) δj (P ) for j = 1, . . . , k,
k∑
i=0
(
δi(P )− i
)

k∑
j=k0
(
υP (lj )− j
)

k∑
j=k0
(
υP (lj )− k
)
.
Combining the above two inequalities yields the claim. From the claim and (2.3), we have
(2.19)
∑
0ik−1
∑
P /∈E
(k − i)νi(P ) =
k∑
i=1
∑
P /∈E
(
δi(P )− i
)

k∑
j=1
∑
P /∈E
(
υP (lj )− min
{
k,υP (lj )
})
.
This, together with (2.14), implies that
(2.20)
∑
0ik−1
∑
P /∈E
(k − i)νi(P )
q∑
j=1
∑
P /∈E
ω(j)
[
υP (lj )− min
{
k,υP (lj )
}]
.
Combining (2.5), (2.17) and (2.19) yields
(k + 1)deg(f )+ k(k + 1)(g − 1) =
∑
P∈S
( ∑
0ik−1
(k − i)νi(P )
)

q∑
j=1
∑
P∈E
ω(j)υP (lj )− k(k + 1)2 |E| +
q∑
j=1
∑
P /∈E
ω(j)υP (lj )−
q∑
j=1
∑
P /∈E
ω(j)min
{
k,υP (lj )
}
=
q∑
j=1
∑
P∈S
ω(j)υP (lj )−
q∑
j=1
∑
P /∈E
ω(j)min
{
k,υP (lj )
}− k(k + 1)
2
|E|
=
q∑
j=1
ω(j)deg(f )−
q∑
j=1
∑
P /∈E
ω(j)min
{
k,υP (lj )
}− k(k + 1)
2
|E|.
Therefore(
q∑
j=1
ω(j)− (k + 1)
)
deg(f )
q∑
j=1
∑
P /∈E
ω(j)min
{
k,υP (lj )
}+ k(k + 1)
2
(
2g − 2 + |E|).
By (i), (ii) and (iv) in Lemma 2.2,
(q − 2n+ k − 1)deg(f ) = θ
(
q∑
j=1
ω(j)− (k + 1)
)
deg(f )

q∑
j=1
∑
P /∈E
θω(j)min
{
k,υP (lj )
}+ θk(k + 1)
2
(
2g − 2 + |E|)

q∑
j=1
∑
P /∈E
min
{
k,υP (lj )
}+ k(2n− k + 1)
2
(
2g − 2 + |E|).
This completes the proof of the theorem. 
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In this section, we use the result obtained in section one to study the ramified valued for the Gauss map of non-flat
regular complete minimal surfaces in Rm with finite total curvature.
A minimal surface x = (x1, . . . , xm) :M → Rm is originally considered as a surface spanning a given frame with
least area. The Euler–Lagrange equation turns out to be
x = 0,
i.e., each coordinate function of a minimal surface is harmonic. Make M into a Riemann surface by decreeing that the
1-form du + √−1 dv is of type (1,0), where (u, v) is any isothermal coordinates of M . Write z = u + √−1v and
let, for 1 i m,
φi = ∂xi
∂u
− √−1∂xi
∂v
= ∂xi
∂z
.
Then, they satisfy:
(a) ∑mj=1 φ2j = 0 (conformality condition),
(b) ∑mj=1 |φj |2 > 0 (regularity condition).
With respect to the isothermal coordinates (u, v) of M , the vectors
X = ∂x
∂u
, Y = ∂x
∂v
give a positively oriented basis of the tangent space TP (M), for P ∈ M , satisfying |X| = |Y |, (X,Y ) = 0. The gener-
alized Gauss map G assigns P ∈ M
G(P ) = P(X − √−1Y) =
[
∂x1
∂z
: · · · : ∂xm
∂z
]
,
i.e. the generalized Gauss map of a minimal surface x :M → Rm is defined to be
G :M → Qm−2 ⊂ Pm−1(C),G(z) = [φ1(z) : · · · : φm(z)],
where the quadric Qm−2 = {(w1, . . . ,wm) ∈ Pm−1(C)|w21 +· · ·+w2m = 0}. If M is minimal, then G is a holomorphic
map. Our theorem is stated as follows.
Theorem 3.1. Let x :M → Rm be a non-flat complete (regular) minimal surface with finite total curvature. Let
G :M → Pm−1(C) be its generalized Gauss map. Let H1, . . . ,Hq be hyperplanes in Pm−1(C), located in general
position in Pm−1(C). If G is ramified over Hj with multiplicity at least ej for each j (note that if G(M) omits Hj ,
then we take ej = ∞). Then
q∑
j=1
(
1 − m− 1
ej
)
<
1
2
m(m+ 1).
In particular, G(M) can fail to intersect at most (m− 1)(m+ 2)/2 hyperplanes in general position in Pm−1(C).
To prove the theorem, we recall the following three results obtained by S.S. Chern and R. Osserman [2].
Theorem A. Let x :M → Rm be a complete regular minimal surface. Then the following conditions are equivalent:
(a) x :M → Rm has finite total curvature C(M); (b) There is an integer d such that G(M) intersects at most d times
any hyperplane which does not contain it (the number d is called the degree of G); (c) The Gauss map is algebraic;
(d) M is conformally equivalent to a compact surface M¯ punctured at a finite number of points P1, . . . ,Pr .
Note that for arbitrary minimal surfaces x :M → Rm, (d) implies (c) implies (b) implies (a).
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2π(χ − r), where χ is the Euler characteristic.
Theorem C. The total curvature of a complete regular minimal surface in Rm is either −∞ or −2πd , where d is the
integer in statement (b) of Theorem A.
Proof of the Theorem 3.1. Since the minimal surface x :M → Rm has finite total curvature C(M), by Theorem A,
M is conformally equivalent to a compact surface M¯ punctured at a finite number of points P1, . . . ,Pr and the
generalized Gauss map G extends holomorphically to G : M¯ → Pm−1(C). Let {H1, . . . ,Hr0, Hˆ1, . . . , Hˆl0} be the set
of totally ramified hyperplanes of G, located in general position, where H1, . . . ,Hr0 are exceptional hyperplanes.
Assume that G : M¯ → Pk(C) is linearly non-degenerate, where 1 k m−1. Apply the general second main theorem
for algebraic curves with E = {P1, . . . ,Pr }, we have
(
r0 + l0 − (2m− k − 1)
)
d 
r0∑
j=1
∑
P /∈E
min
{
k,υP
(
Lj (G)
)}+ l0∑
j=1
∑
P /∈E
min
{
k,υP
(
Lˆj (G)
)}
(3.1)+ 1
2
(2m− k − 1)k{2(g − 1)+ r},
where d = deg(G), Lj are linear forms defining Hj , Lˆj are linear forms defining Hˆj . Since H1, . . . ,Hr0 are excep-
tional hyperplanes, for P /∈ E, υP (Lj (G)) = 0 for 1 j  r0. On the other hand, by the definition, for every P ∈ M ,
we have
min
{
k,υP
(
Lˆj (G)
)}
 k min
{
1, υP
(
Lˆj (G)
)}
 k
ej
υP
(
Lˆj (G)
)
.
Hence, by (3.1) and (b) in Theorem A,
(
r0 + l0 − (2m− k − 1)
)
d 
l0∑
j=1
∑
P /∈E
k
ej
υP
(
Lˆj (G)
)+ 1
2
(2m− k − 1)k{2(g − 1)+ r}

l0∑
j=1
∑
P∈M
k
ej
υP
(
Lˆj (G)
)+ 1
2
(2m− k − 1)k{2(g − 1)+ r}
=
l0∑
j=1
dk
ej
+ 1
2
(2m− k − 1)k{2(g − 1)+ r}.
This implies that
r0 +
l0∑
j=1
(
1 − k
ej
)
 (2m− k − 1)+ 1
2d
(2m− k − 1)k(2(g − 1)+ r).
By Theorems B and C,
−2πd = C(M) 2π(χ − r) = 2π(2 − 2g − r − r).
Hence,
(3.2)2(g − 1) d − 2r.
Therefore,
r0 +
l0∑
j=1
(
1 − k
ej
)
 (2m− k − 1)+ 1
2d
(2m− k − 1)k(d − r)
= 1 (2m− k − 1)(k + 2)− 1 (2m− k − 1)kr.
2 2d
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q∑
j=1
(
1 − k
ej
)
− 1
2
(2m− k − 1)(k + 2)− 1
2d
(2m− k − 1)kr.
Since the right-hand side is strictly negative,
(3.3)
q∑
j=1
(
1 − k
ej
)
<
1
2
(2m− k − 1)(k + 2).
For 1 k m− 1, we have
q∑
j=1
(
1 − m− 1
ej
)

q∑
j=1
(
1 − k
ej
)
and
1
2
(2m− k − 1)(k + 2) m(m+ 1)
2
.
These, together with (3.3), yield
q∑
j=1
(
1 − m− 1
ej
)
<
m(m+ 1)
2
,
which proves the theorem. 
4. Uniqueness theorem for Gauss maps of minimal surfaces in Rm with finite total curvatures
Let x :M → Rm be a complete regular minimal surface with finite total curvature. Let G :M → Pm−1(C) be its
generalized Gauss map. Then, by Theorem A above, M is conformally equivalent to a compact surface M¯ punctured
at a finite number of points P1, . . . ,Pr . Hence, G :M = M¯\{P1, . . . ,Pr} → Pm−1(C) is algebraic. We call M the
basic domain of the minimal surface.
Theorem 4.1. Consider two algebraic minimal surfaces M1,M2 immersed in Rm with the same basic domain M =
M¯\{P1, . . . ,Pr}. Let G1,G2 be the generalized Gauss map of M1,M2 respectively. Assume that G1,G2 are linearly
non-degenerate and assume that G1 ≡ G2. Let H1, . . . ,Hq be the hyperplanes in Pm−1(C) in general position, and
let L1, . . . ,Lq be the corresponding linear forms. Assume that
(i) min{υP (Lj (G1)),1} = min{υP (Lj (G2)),1}, for P ∈ M and j = 1, . . . , q;
(ii) For every i = j,G−11 (Hi)∩G−11 (Hj ) = ∅;
(iii) G1 = G2 on ⋃qj=1 G−11 (Hj ). Then
q <
1
2
(m2 + 5m− 4).
Proof. First of all, we can find (c1, . . . , cm) ∈ Cm such that, if we let Hc = {c1x1 + · · ·+ cmxm = 0}, then G−11 (Hc)∩
G−11 (Hj ) = ∅ and G−12 (Hc)∩G−12 (Hj ) = ∅ for j = 1, . . . , q . We fix such Hc . Let Lc be the linear form defining Hc .
By the assumption, G1 ≡ G2, thus there exists 1 j0  q such that
Lj0(G1)
Lc(G1)
≡ Lj0(G2)
Lc(G2)
.
Let
Φ = Lj0(G1) − Lj0(G2) ≡ 0.
Lc(G1) Lc(G2)
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EG1,i ∩EG1,j = ∅, EG2,i ∩EG2,j = ∅.
Let EG1 =
⋃q
j=1 EG1,j and EG2 =
⋃q
j=1 EG2,j . By Theorem 2.4 and using (3.2), we have
(q −m)deg(G1)
q∑
j=1
∑
P∈M
min
{
m− 1, υP
(
Lj (G1)
)}+ 1
2
m(m− 1){2(g − 1)+ r}
 (m− 1)|EG1 | +
1
2
m(m− 1){deg(G1)− r}
< (m− 1)|EG1 | +
1
2
m(m− 1)deg(G1),
where |EG1 | is the number of points in the set |EG1 |. Therefore,
(4.1)
(
q − 1
2
m(m+ 1)
)
deg(G1) < (m− 1)|EG1 |.
Similarly, we have
(4.2)
(
q − 1
2
m(m+ 1)
)
deg(G2) < (m− 1)|EG2 |.
Note that, by the assumption, EG1 = EG2 and, for every point P ∈ EG1 , there exists k such that P ∈ EG1,k and
P /∈ EG1,j for j = k. Hence we have Φ(P ) = 0 by assumption (iii). This implies that
|EG1 | = |EG2
∣∣ |{Φ = 0}∣∣ deg(G1)+ deg(G2).
Combining this with (4.1) and (4.2), we obtain(
q − 1
2
m(m+ 1)
)(
deg(G1)+ deg(G2)
)
< 2(m− 1)(deg(G1)+ deg(G2)).
Therefore
q <
1
2
m(m+ 1)+ 2(m− 1) = 1
2
(m2 + 5m− 4).
This finishes the proof. 
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