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Abstract
Diagnostic reasoning has been characterized logically
as consistency-based reasoning or abductive reasoning.
Previous analyses in the literature have shown, on the
one hand, that choosing the (in general more restric-
tive) abductive definition may be appropriate or not,
depending on the content of the knowledge base (Con-
sole & Torasso 1991), and, on the other hand, that, de-
pending on the choice of the definition the same knowl-
edge should be expressed in different form (Poole 1994).
Since in Model-Based Diagnosis a major problem is
finding the right way of abstracting the behavior of the
system to be modeled, this paper discusses the relation
between modeling, and in particular abstraction in the
model, and the notion of diagnosis.
Introduction
Several characterizations have been given for Model-
Based Diagnosis (Hamscher, Console, & J. de Kleer
1992). All approaches assume that a model of the sys-
tem to be diagnosed is available: either a model of the
correct behavior of the system, or a model of its abnor-
mal behavior, or both.
Diagnostic reasoning has been characterized as a form
of nonmonotonic reasoning: either as consistency-based
reasoning, or abductive reasoning. In the first case a set
of assumptions of correct behavior must be rejected in
order to restore consistency with (abnormal) observa-
tions; in the second case, a set of assumptions of abnor-
mal behavior must be introduced to entail the abnormal
observations.
In (Console & Torasso 1991) the two definitions are
shown to be two extremes of a spectrum whose interme-
diate points may also be relevant, depending on the as-
sumptions about the completeness of the model. Poole
also pointed out (Poole 1994) the importance of the rep-
resentation problem for logic-based diagnosis, i.e. what
has to be represented about the modeled system in or-
der to use the different conceptualizations.
In spite of such previous work, several confusions re-
main in the field, for example, the confusion of declar-
ative issues with computational issues, such as back-
ward vs forward chaining along the model, and the lack
of acknowledgement that in some significant cases the
approaches are equivalent.
Moreover, in Model-Based Diagnosis a common view
is thatmodeling is the problem; in particular, any model
is an abstraction and the problem is in finding the right
way of abstracting the behavior of the system to be
modeled. This is a particularly significant issue since
one of the claimed advantages of model-based systems
is that they can rely on the same model of the system
for different reasoning tasks, e.g. planning, diagnosis,
configuration, reconfiguration after failure; but, unfor-
tunately, which is the right abstraction, and then the
right model, may depend on the task.
This paper, based on a general notion of predic-
tion, illustrates, summarizing and complementing sev-
eral views in the literature, how the appropriate no-
tion of diagnosis and explanation depends on the pre-
dictiveness of the model. In particular, for determin-
istic models abduction and consistency-based explana-
tion are equivalent, while for nondeterministic models,
even if at first sight consistency seems to be the one
providing the correct diagnoses, abduction can usually
be adapted to provide the same correct diagnoses with
a better (at least for someone) notion of explanation.
Basic definitions
In this paper we assume to rely on a component-
based model of the system to be diagnosed; such a
model describes the normal and/or abnormal behavior
of the system in terms of the normal and/or abnor-
mal behavior of its components. In the classical Re-
iter’s approach (Reiter 1987) there was no distinction
between different abnormal behaviors, and no model
or constraints for the abnormal behavior of a com-
ponent; in later papers (de Kleer & Williams 1989;
Struss & Dressler 1989) the concept of behavioral mode
was introduced, and we similarly assume that:
• the system is composed of a set COMPS of compo-
nents;
• each component has different, mutually exclusive, be-
havioral modes, typically one normal mode and sev-
eral abnormal modes.
In the classical example of combinatorial circuits, a
component could be an AND gate and one of its (ab-
normal) behavioral modes could be “stuck-at-0”.
In a logical representation of the model, the fact that
AND gate a is in mode stuck − at− 0 would be repre-
sented with the atomic formula stuck−at−0(a), which
would occur in the formulae defining or constraining
such behavioral mode, in this case andgate(a)∧stuck−
at− 0(a)→ output(a, 0)
Here we do not assume that the model is represented
in logic, it could also be, e.g., a set of qualitative equa-
tions. In this case the equation for the ok mode of the
AND gate would be out(a) = and(inp1(a), inp2(a)),
with an appropriate definition of the function and,
while the equation corresponding to the stuck − at− 0
mode would be out(a) = 0.
In any case we are interested in the notion of pa-
rameter in the model. In a model including AND
gates, a parameter could be, e.g., the output of AND
gate a1, which in logic would be the lambda expression
1
λx.output(a1, x) while in an equational model would be
the variable out(a1). A subset of the parameters is the
set of observable parameters. Each parameter has a
domain of possible values; the parameter in the gate ex-
ample has domain {0, 1} and in general, in the qualita-
tive models commonly used in Model-Based Diagnosis,
the domain would be finite. The granularity of such a
domain is a major modeling choice, as, in general, is the
choice of the appropriate qualitative abstraction; a first
step in providing support for this is given in (Struss &
Sachenbacher 1999).
As mentioned above, we do not make unnecessary re-
strictions on the way the model is described and, there-
fore, on which is the basic inference mechanism. E.g.
the model could be a set of logical formulae, with entail-
ment as the inference mechanism, or a set of equations
or (more generally) constraints on finite domains, in
which case constraint propagation would be the infer-
ence mechanism. What the model is required to provide
is a notion of prediction relating component behavior to
observations as described in the following.
A diagnostic problem is characterized by a set of ob-
servations, i.e. an assignment of values to some or all
the observable parameters. As in (Console & Torasso
1991) we distinguish between a set CXT of “contex-
tual” observations (i.e. “inputs” to the system, e.g. to a
circuit) and a set OBS of observations to be explained
by a diagnosis.
Amode assignment is an assignment of one behav-
ior mode to each component in COMPS.
We assume that the way the system is modeled pro-
vides a notion of prediction, i.e. states whether a mode
assignment F predicts the set S of values for param-
eter p in context CXT . This means that, in context
CXT and given the assumptions F on the behavior of
components, the model of the system implies that p
1This is the expression that, for example, applied to 0
gives the formula output(a1, 0)
takes one of the values in S.
For example, in a logical framework, where the sys-
tem is modeled in a setMODEL of logical formulae, for
a finite set S = {v1, . . . , vn} of values, F predicts values
S for p in context CXT , iff MODEL ∪ F ∪ CXT |=
p(v1)∨ . . .∨p(vn) and the same condition does not hold
for any S′ ⊂ S, since we are interested in the most
specific prediction.
In an equational model, given the equations
MODEL representing the system, and the equations F
and CXT corresponding to the mode assignment and
the context, the prediction for p will be the set S of
values parameter p takes in the solutions of the system
of equations MODEL ∪ F ∪ CXT .
A particularly significant case is of course the one
where S is a singleton, i.e. the model is able to predict
an exact value for the parameter. We will refer to this
case as a deterministic prediction. For example, any
mode assignment that gives the “stuck-at-0” mode to
the andgate A1 predicts the value 0 for the output of
A1, while of course for the “ok” mode the prediction
will depend on the context and on the mode of other
components.
At the other extreme is the case of a fault making
no prediction on a parameter p, which we intend to
coincide with the case where the prediction is the whole
domain of the parameter.
An observation on a parameter p will, in general,
be a set of values O; in a precise observation (at least as
precise as the domain granularity of p) such a set will
be a singleton.
Definition 1 Given the prediction S on parameter p
of a mode assignment F in context CXT and the ob-
servation O for p, we say that:
• the prediction is consistent with the observation if
S ∩O 6= ∅
• the prediction implies the observation if S ⊆ O
Obviously, if prediction S implies O then it is consis-
tent with it2.
Moreover, in the particular case of a precise observa-
tion O = {v}, a consistent prediction must include O,
while to imply O a prediction must coincide with O, i.e.
predicting value v fr p.
In (Console & Torasso 1991) a spectrum of defini-
tions of diagnoses is introduced, i.e. a definition with
a parameter OBS+ ⊆ OBS representing the subset of
the observations to be explained abductively, while for
all (other) observation consistency is required. In the
terminology introduced above, such a definition can be
reformulated as follows.
Definition 2 Given diagnostic problem characterized
by observations CXT and OBS, and a subset OBS+
of OBS, a diagnosis is a mode assignment F such that
1. the predictions of F are consistent with OBS
2Since, as noticed above, we consider no prediction as
predicting the whole domain of p, S cannot be empty.
2. the predictions of F imply observations OBS+
If OBS+ = ∅ this definition is consistency-based di-
agnosis, if OBS+ = OBS it is abductive diagnosis
(thus imposing, in general, a stronger requirement than
consistency-based diagnosis, reducing therefore the set
of diagnoses), and all intermediate choices are possible;
in (Console & Torasso 1991) some guidelines are given
for this choice, based on the completeness of the model,
i.e. on the fact that all the possible explanations for
the observations have been provided on the model; this
corresponds to the idea of “anticipating explanations”
in (Poole 1990), and will be referred here as backward
completeness for the reasons that will be clear in the
following.
Fully predictive models
In the literature there are results on conditions that
make abductive and consistency based diagnoses coin-
cide (Konolige 1992; Poole 1994), but such results are
only formulated for logical representations where pre-
dictions are truth values (i.e. a prediction on p is either
entailing p or entailing ¬p).
In the context of the previous section, we introduce
the notion of a model whose prediction is deterministic
on all observable parameters.
Definition 3 A model is fully predictive if for any
context CXT , for any mode assignment F , for any ob-
servable parameter, F makes a deterministic prediction
on p in context CXT .
Of course this condition can hardly be met if the do-
main of a parameter is the set of real numbers, but it is
more sensible for e.g. the binary domain of combinato-
rial circuits and for qualitative abstractions of domains
(moreover, in some cases a model can be sensibly ex-
pressed in a form that makes it fully predictive, as we
will discuss in the next sections).
This condition corresponds to another notion of com-
pleteness of the model: a model where the consequences
of assumptions can be given non-ambiguously, and,
moreover, all the consequences of assumptions have
been written down: therefore we can refer to it as for-
ward completeness, as opposed to backward complete-
ness mentioned above.
A trivial result is the following.
Property 1 For a fully predictive model, the choice of
OBS+ in definition 2 is irrelevant, i.e. abductive and
consistency-based diagnosis coincide.
Proof. For a fully predictive model, a prediction on
p is a singleton {v}. If it is consistent with the observa-
tion, such observation on p must be a set S including v
(or the set {v} itself). Therefore the prediction implies
the observation in p.
Nondeterministic models
Even with the underlying assumption that the system
to be diagnosed behaves, at a macroscopic level3, deter-
ministically4, a model cannot be assumed to be able to
predict observations with infinite precision. This is the
reason why we mentioned above that fully predictive-
ness can be too restrictive if the domain of observations
are the real numbers.
Models are, usually, a convenient abstraction of a
system, and qualitative abstractions of real values have
emerged in AI as a meaningful and (sometimes) useful
abstraction. Such an abstraction may have pragmati-
cal value, allowing to represent a whole class of possible
worlds at a time, and also some cognitive value, since
humans (including, sometimes, scientists and engineers)
are able to perform qualitative inferences or even tend
to reason qualitatively, at least in some stage in the
analysis of a system.
Our view is therefore that the system behaves deter-
ministically; it is abstraction which makes the model
nondeterministic. Sometimes this abstraction is due to
lack of knowledge, sometimes it is just a modeling con-
venience. For example, we introduce the “flat” fault
mode for a battery to include a whole range of values
for its voltage, which would avoid predicting exactly the
voltage of a flat battery (we will return to this example
below).
The problem of abductive hypotheses being insuffi-
ciently predictive to entail observations has been dis-
cussed early in (Kautz 1991)5 in the framework of plan
recognition, proposing as a simple example the fact
that the plan of getting food does not explain why the
agent, whose plan we are trying to recognize, is go-
ing to a specific supermarket: the plan will presumably
only entail going to some supermarket. For this reason
Kautz rejects the explicit use of abduction and relies
on a form of closure to achieve the intended explana-
tions. Such a closure is similar to the ones in (Con-
sole, Theseider Dupre´, & Torasso 1991; Konolige 1992;
Poole 1994) (and also explanatory closure in (Reiter
1991)) which in fact provide results showing the equiva-
lence of abduction to deduction (and consistency-based
reasoning is a form of deduction) under an appropriate
closure.
A different solution can be given based on the fol-
lowing idea in (Hobbs et al. 1993). Given an en-
tity, e.g. lube oil, more specific than another, e.g.
fluid, (so that lube oil(x) → fluid(x)), if we want
to explain lube oil(a), but our assumption only en-
tails fluid(a), we rely on transforming the implication
3I.e. the one of classical physics, rather than quantum
physics.
4A faulty system can be intermittently faulty, or, more
generally, its behavior could be time-varying. Here we do
not consider the temporal dimension — see (Brusoni et al.
1998) for the different ways of taking it into account — and
we mean that the system behaves deterministically in a time
interval during which it is in the same behavioral mode.
5Dating back to 1987 as a Technical Report.
lube oil(x)→ fluid(x) into the equivalence fluid(x) ∧
etc(x) ↔ lube oil(x), where etc is assumable — corre-
sponding to the assumption that the fluid happens to
be lube oil. Assuming etc(a) allows entailing fluid(a).
Similar ideas are part of the representation methodol-
ogy in (Poole 1990), in particular the idea of “anticipat-
ing explanations” which is also combined with the idea
of “ parametrizing assumptions”. The latter is used for
example to represent the model of a flat battery with
battery(B) ∧ flat(B, V )→ voltage(B, T )
flat(B, V )→ 0 ≤ V ≤ 1.2
where flat is assumable, so that e.g. voltage(b1, 0.8),
given battery(b1), is explained by flat(b1, 0.8) which
is also consistent with the constraint. This achieves
the result of being able to describe concisely a class of
faults as well as reasoning, when necessary, on a specific
instance of the class.
The parametrized assumption methodology has been
adopted e.g. in (Ng & Mooney 1992) for the same rea-
son, and in (Brusoni et al. 1998) for temporal con-
straints between the temporal extent of “causes” and
“effects”, or, in general, explanans and explanandum.
In that case, in fact, the same problem arises unless the
temporal extent of the cause uniquely determines the
one of the effect.
In general, this problem arises with any case where
there are non-functional constraints between parame-
ters of the explanans and those of the explanandum,
i.e. the constraints do not allow to entail exact values
for the latter even given exact values for the former.
In (Cordier 1998), however, the parametrizing as-
sumptions methodology is rejected due to the potential
proliferation of hypotheses, and a notion of explana-
tion is introduced where “explaining” is not entailing,
in particular, having a prediction which is an abstrac-
tion of the observation is sufficient. Further, a notion
of conditional explanation is introduced where predic-
tion and observation must have something that is more
specific than both (e.g. A for A ∨ B and A ∨ C). In
terms of predicting and observing values for parame-
ters (as in the definitions above) this coincides with
prediction and observation having an intersection, i.e.
with consistency-based explanation.
Qualitative deviations
In this section we discuss abductive and consistency-
based explanations in the context of a representational
abstraction we have used in recent years for modeling
systems in the Vehicle Model-Based Diagnosis (VMBD)
project: qualitative deviations (Malik & Struss 1996;
Cascio et al. 1999; Theseider Dupre´ & Panati 1998).
The system is modeled in terms of differential equa-
tions that include appropriate parameters for compo-
nents, whose values correspond to different (correct or
faulty) behavior modes of the component. From these
equations6, corresponding equations for qualitative de-
viations are derived:
• for each variable x, its deviation ∆x(t) is defined as
∆x(t) = x(t) − xref (t), where xref (t) is a reference
behavior (one choice is to consider the correct behav-
ior of all the system as the reference behavior);
• from any equation A = B, the corresponding equa-
tion ∆A = ∆B is derived;
• finally, the corresponding sign equation [∆A] = [∆B]
is derived; it equates the signs of the two deviations.
There are rules for expressing this equation in terms
of signs of deviations of individual variables rather
than expressions.
These models are useful to express concisely a num-
ber of dependencies. For example, for a tank containing
a liquid, with an input flow in and an output flow out,
the equation
∂∆level = [∆in]⊖ [∆out]
where ∂∆level is the sign of the derivative of the devi-
ation of level and ⊖ is subtraction in the sign algebra,
expresses how the level of liquid deviates from the ex-
pected value in a wide (and exhaustive) range of cases.
In particular, the reference behavior of the system need
not be a stable state: even in such a behavior, flows and
level may be continuously varying. What the model
states is, for example, that:
• starting from the reference behavior, the level does
not deviate from it, if the flows do not;
• if the outflow has no deviation and the inflow has a
negative deviation, the level will start deviating neg-
atively — this includes the cases where it decreases
instead of being constant, decreases more than ex-
pected, increases less than expected, becomes con-
stant instead of increasing, and decreases instead of
increasing.
But what if the outflow also has a negative deviation?
Subtracting a negative number from another can give a
positive, negative or zero result. Again, the qualitative
abstraction makes the model nondeterministic, at least
in some case.
We do not discuss here an appropriate notion of di-
agnosis for dynamic systems (see (Theseider Dupre´ &
Panati 1998)), nor a complete model for a system in-
cluding the tank, but suppose that the inflow is due to a
pump (so that a pump fault makes the inflow negatively
deviated) and the outflow is regulated by a control sys-
tem.
If the pump fault occurs, there is a negative devia-
tion of the inflow, so a negative deviation of the level’s
derivative, and then of the level; then (we omit the
model) the control system reacts with a negative devi-
ation of the outflow, and, given the qualitative model,
6Due to the qualitative abstraction, the exact form of the
quantitative equation is not necessary to build the qualita-
tive model; it could however be necessary for fault detection.
any result is possible for the level deviation’s deriva-
tive. Therefore the fault will not entail any observation
on the further trend of the level; this means that it
would not be an abductive diagnosis for any observa-
tion, while it would be a consistency-based diagnosis
for any observation. But would it be considered a good
explanation?
We can do something better without abandoning the
convenience of qualitative abstractions and using ab-
duction. Suppose e.g. we observe that the level devia-
tion’s derivative changes sign: the pump fault is con-
sistent, but does not predict this; what is the least pre-
sumptive assumption that predicts this? The assump-
tion that ∆out < ∆in (which for absolute values means
|∆out| > |∆in|), so that [∆in]⊖[∆out] gives ’+’. A nat-
ural language expression of this explanation is that the
control system is compensating for the fault. Notice
that the assumption ∆out < ∆in is still a qualitative
assumption and could correspond to a natural way of
interpreting what is going on in the system.
Thus, in general, for all cases where the result of sign
operators is ambiguous, we can introduce assumptions
that make the result unambiguous, e.g. for the sum [a]⊕
[b] where a and b have opposite signs, we can use the
assumptions |a| < |b|, |a| = |b|, |a| > |b| to predict
values ’-’,0,’+’ respectively.
Conclusions
In this paper we have reviewed several points of view
in the literature on the relation of the notion of diag-
nosis with properties of the model of the system to be
diagnosed, in particular, properties related to the ab-
stractions in the model with respect to the real system.
We have pointed out that ideas that have appeared
in the literature on this subject can be successfully in-
tegrated with modeling abstractions that have become
widely used more recently.
The problem of identifying the right modeling ab-
straction for a task is far from being solved, but some
work on this is being done in the model-based reason-
ing community (see e.g. (Brusoni et al. 1998) for the
temporal dimension in diagnosis) and we expect in the
near future more work in this direction, starting e.g.
from the results in (Struss & Sachenbacher 1999).
References
[Brusoni et al. 1998] Brusoni, V.; Console, L.; Teren-
ziani, P.; and Theseider Dupre´, D. 1998. A spectrum
of definitions for temporal model-based diagnosis. Ar-
tificial Intelligence 102(1):39–79.
[Cascio et al. 1999] Cascio, F.; Console, L.; Guagliumi,
M.; Osella, M.; Panati, A.; Sottano, S.; and Thesei-
der Dupre´, D. 1999. Generating on-board diagnostics
of dynamic automotive systems based on qualitative
deviations. AI Communications 12(1):33–44.
[Console & Torasso 1991] Console, L., and Torasso, P.
1991. A spectrum of logical definitions of model-based
diagnosis. Computational Intelligence 7(3):133–141.
[Console, Theseider Dupre´, & Torasso 1991] Console,
L.; Theseider Dupre´, D.; and Torasso, P. 1991. On
the relationship between abduction and deduction.
Journal of Logic and Computation 1(5):661–690.
[Cordier 1998] Cordier, M. 1998. When abductive di-
agnosis fails to explain too precise observations: an
extended spectrum of definitions of MBD based on
abstracting observations. In Proc. 9th Int. Work. on
Principles of Diagnosis, 24–31.
[de Kleer & Williams 1989] de Kleer, J., and Williams,
B. 1989. Diagnosis with behavioral modes. In Proc.
11th IJCAI, 1324–1330.
[Hamscher, Console, & J. de Kleer 1992] Hamscher,
W.; Console, L.; and J. de Kleer., eds. 1992. Readings
in Model-based Diagnosis. Morgan Kaufmann.
[Hobbs et al. 1993] Hobbs, J.; Stickel, M.; Appelt, D.;
and Martin, P. 1993. Interpretation as abduction.
Artificial Intelligence 63:69–142.
[Kautz 1991] Kautz, H. 1991. A formal theory of plan
recognition and its implementation. In J. Allen, H.
Kautz, R. Pelavin and J. Tenenberg, Reasoning about
Plans, Morgan Kaufmann.
[Konolige 1992] Konolige, K. 1992. Abduction versus
closure in causal theories. Artificial Intelligence 53(2-
3):255–272.
[Malik & Struss 1996] Malik, A., and Struss, P. 1996.
Diagnosis of dynamic systems does not necessarily re-
quire simulation. In Proc. 7th Int. Work. on Principles
of Diagnosis, 147–156.
[Ng & Mooney 1992] Ng, H., and Mooney, R. 1992.
Abductive plan recognition and diagnosis: a compre-
hensive empirical evaluation. In Proc. KR 92, 499–508.
[Poole 1990] Poole, D. 1990. A methodology for using a
default and abductive reasoning system. International
Journal of Intelligent Systems 5(5):521–548.
[Poole 1994] Poole, D. 1994. Representing diagnosis
knowledge. Annals of Mathematics and Artificial In-
telligence 11(1-4):33–50.
[Reiter 1987] Reiter, R. 1987. A theory of diagnosis
from first principles. Artificial Intelligence 32(1):57–
96.
[Reiter 1991] Reiter, R. 1991. The frame problem in
the situation calculus: a simple solution (sometimes)
and a completeness result for goal regression. In Lifs-
chitz, V., ed., Artificial Intelligence and Mathematical
Theory of Computation: Papers in Honor of John Mc-
Carthy. Academic Press. 359–380.
[Struss & Dressler 1989] Struss, P., and Dressler, O.
1989. Physical negation - integrating fault models into
the general diagnostic engine. In Proc. 11th IJCAI,
1318–1323.
[Struss & Sachenbacher 1999] Struss, P., and Sachen-
bacher, M. 1999. Significant distinctions only:
Context-dependent automated qualitative modeling.
In Proc. 13th Int. Workshop on Qualitative Reason-
ing.
[Theseider Dupre´ & Panati 1998] Theseider Dupre´,
D., and Panati, A. 1998. State-based vs simulation-
based diagnosis of dynamic systems. In Proc. DX 98,
9th Int. Workshop on Principles of Diagnosis.
