ABSTRACT Aperture synthesis radiometers measure the visibilities of the scene under observation by an antenna array, and based on these visibility measurements, inverse algorithm is employed to reconstruct the brightness temperature of the observed scene. The instrument model plays a key role in the inverse problem and its error will degrade the reconstruction accuracy. This work provides an analysis of the impact of the instrument model error on the reconstruction accuracy and a method regarding how to reduce its impact. It will be demonstrated in this work that the point spread functions (PSFs) of the imaging system at different spatial locations are highly correlated with each other, but the PSF errors are not. Benefit from this fact, the PSF can be represented as a sum of basis functions obtained from principal component analysis of PSF. It can be observed that most of the energy of the true PSF is concentrated on the first L principal components, and the last N -L principal components can be neglected due to that they are dominated by the noise. Numerical studies are carried out using the data obtained from the Soil Moisture and Ocean Salinity (SMOS) official website, and the corresponding results validate that the proposed method is effective in reducing the instrument model error.
I. INTRODUCTION
Aperture synthesis is a technique that was first developed in the field of radio astronomy [1] , and was suggested in the 1980s as a powerful tool for Earth observation with high spatial resolution [2] . Through this technique, an effective aperture is synthesized which is as large as the widest spacing between antenna elements in the sparsely filled array. The antenna beam is steered electronically so that the problems with mechanical steering can be eliminated [3] . Several attempts have been made around this concept for remote sensing, such as ESTAR, MIRAS, GeoSTAR and GIMS [4] .
Aperture synthesis measurements, also termed complex visibilities, are obtained by cross-correlating the signals collected by two spatially separated antennas that have an overlapping field of view (FOV). The data formation equation describing this process can be expressed as V = GT, where the matrix G models the system response, and V and T are the observed data and source data, respectively [5] . In order to obtain the brightness temperature (BT) of the scene under observation, some methods have been developed to transform the measured visibilities into the reconstructed BT map. Owing to the Fourier-like relation between V and T, one way to reconstruct the BT map is the classical Fourier method, which can take advantage of the fast Fourier transform (FFT) algorithm to reduce the computational complexity [6] . But it does not take the decorrelation effects and non-identity of antenna voltage patterns into consideration, which will cause errors in the reconstructed BT maps [7] . To overcome this problem, another approach is the G-matrix based inverse method proposed by A. Tanner and Swift [5] , in which the matrix G is the instrument model that takes the decorrelation effects and non-identity of antenna voltage patterns into consideration. It is demonstrated that the corresponding inverse problem is ill-posed unless a regularizing constraint is introduced in order to provide a unique and stable solution [8] . It means that any small disturbance in the observed visibility samples will produce a very large perturbation in the reconstructed BT map. The common regularized approaches used for processing of the aperture synthesis measurements are numerical regularization, such as Tikhonov regularization and minimum-norm regularization [9] , [10] , and physical regularization proposed by Anterrieu [8] based on the fact that the aperture synthesis radiometers (ASR) belong to a family of band-limited imaging devices.
The aforementioned regularized approaches all rely on the accurate instrument model. Traditionally, the instrument model of an ASR imaging system is deemed to be known exactly. Realistically speaking, however, the analyst is often faced with imprecise knowledge of the instrument model due to that the measurement of the true instrument model is corrupted by noise. It means that the data formation equation should be revised to (V + V) = (G + G)T, where V and G are the visibility error and instrument model error, respectively. Note that, in the image reconstruction process, not only the visibility error but also the instrument error will affect the accuracy of the reconstructed BT map. To our current knowledge, most of the previous works are focused on the problem caused by visibility error V, almost no research exists addressing the problem of how to eliminate the reconstruction errors caused by instrument model error G.
This work analyzes the impact of the instrument model error G and develops a method to reduce this error. This error reduction method benefits from the fact that PSFs of the imaging system at different spatial positions are highly correlated with each other, while the errors can be regarded as white Gaussian noise that not correlated with each other. Thus, the distribution of the true PSF and error on the new basis function obtained from PCA are different, which can be used to reduce the instrument model error. More specifically, the rest of this paper is organized as follows. Section II introduces the principles of the ASR imaging system; section III analyzes the impact of the instrument model error on the reconstructed BT map; then section IV presents an effective PCA-based method to reduce the instrument model error; in section V, numerical studies have been carried out with detailed discussion that illustrates the validity of the proposed method; conclusions are drawn in section VI.
II. PRINCIPLES OF ASR IMAGING SYSTEM
Aperture synthesis radiometers (ASR) measure the crosscorrelation between the signals collected by two spatially separated antenna elements that have an overlapping field of view, yielding samples of visibility function of the BTs of the observed scene. The measured visibility samples can be given by [11] :
where [12] , [13] , f 0 is the central frequency of the receivers, and the superscript * denotes the complex conjugate operation.
The ASR inverse problem aims at reconstructing the BT map from a given set of complex visibility measurements. For computation purposes, it is recommended to adopt the numerical quadrature instead of integral formation (1) . according to the Nyquist sampling criteria. Then the discrete form of (1) can be combined in a matrix equation:
where matrix G is the discrete modeling operator describing the direct problem stated via (1):
where A is the area of an elementary cell on the ξ -η plane. However, this inverse problem is ill-posed since G is not invertible (the samples of visibilities are less than the pixels of reconstructed BT map). Therefore, additional constraints must be added to the model in order to obtain a well-posed problem. Anterrieu [8] proposed a regularization method based on the physical constraint that the resolution of ASR is limited by its longest baseline, which can be used to regulate the solution of the inverse problem. Here, the corresponding band-limited solution can be expressed by solving the constrained optimization problem as below:
where the projection operator can be written as P H =F * ZZ * F in terms of the discrete Fourier transform (DFT) operator F and the zero padding operator Z. Then the unique solution of (4) is given by:
where
is the More-Penrose pseudo-inverse of the rectangular matrix A = GF * Z. VOLUME 6, 2018
III. IMPACT OF THE INSTRUMENT MODEL ERROR ON THE RECONSTRUCTION ACCURACY
According to (3), the instrument model G is mainly characterized by the antenna voltage patterns and fringe-washing functions that determined by the frequency responses of receivers. Note that the measurements of the antenna voltage patterns and receivers' responses are inevitably corrupted by noise. Therefore, the direct problem given by (2) can be described more accurately by considering the measurement noises:
where G raw = G + G is the measured instrument model including measurement noise. According to (5), the bandlimited solution based on the noise-corrupted instrument model is given by:
Clearly, it can be observed from (8) that the instrument model error will propagate into the reconstructed BT map, and the corresponding propagation error can be expressed as:
To evaluate the propagation error arising from instrument model error, MIRAS, the only available spaceborne ASR instrument [14] , is taken as an example for analysis. First the instrument model G can be constructed using the antenna voltage patterns and fringe-washing functions provided by soil moisture and ocean salinity (SMOS) official website [15] , and the corresponding band-limited regularized solution based on this instrument model is denoted by T r . Then, a random Gaussian noise G with standard deviation σ G = 0.1 max(G ij ) is added on the official instrument model G to form the noise-corrupted instrument model G raw , where max(G ij ) stands for the maximum element in matrix G, and the corresponding band-limited solution based on this noise-corrupted instrument model is denoted by T raw r Fig. 1 presents the reconstructed BT maps T r and T raw r of one snapshot. Note that the image reconstruction is performed within a hexagonal region of the FOV, and in certain portions of this region, the BTs are made unusable by the presence of Earth aliases. Therefore, the useful SMOS data include only the BTs within the so-called alias-free FOV (AFFOV), which is obtained after discarding the aliased regions of the hexagon [16] . Compared with the benchmark BT map T r shown in Fig. 1(a) , more background fluctuations can be observed in Fig. 1(b) , which conforms that the instrument model error will propagate into the reconstructed BT map. Put it more specifically, Fig. 2 shows the result regarding the relation between the reconstruction accuracy in terms of root mean square error (RMSE) and the instrument model error characterized by || G|| F , it suggests that the reconstruction error will increase as the instrument model error increases. 
IV. MEHTOD TO REDUCE THE IMPACT OF THE INSTRUMENT MODEL ERROR
As analyzed in section 3, the instrument model error G introduces errors in the reconstructed BT maps. This section aims at developing a method to reduce the reconstruction error arising from the instrument model error G. The main idea behind the proposed method is to represent the PSF as a sum of basis functions obtained from principal component analysis (PCA) of PSF, and most of the energy of the PSF is concentrated on the first few principal components since the PSFs at different spatial locations are highly correlated with other while the noises are not. Consequently, by choosing the first few principal components with high intensity features, it will automatically eliminate the noise dominating the low intensity features in the PSFs.
A. PSF OF ASR IMAGING SYSTEM
For an ideal ASR imaging system having identical receivers and antennas, and negligible decorrelation effects, the visibility samples are reduced to a simple Fourier transform of the modified BT as shown in [17] :
where F −1 represents the inverse Fourier transform. In practice, the visibilities are measured with finite samples, then according to (10) the reconstructed BT T r (ξ , η) can be expressed as [17] :
where s is the area of an elementary cell on the u-v plane. Substituting (1) into (11) yields:
where the point spread function (PSF) P(ξ , η ; ξ , η) is the space-variant impulse response at (ξ , η) to a point source with 1K brightness temperature located at (ξ , η ) defined as:
where F n (ξ, η) stands for the average normalized antenna voltage pattern. For simplicity of the following analysis, P(ξ , η ; ξ , η) and P(ξ , η ; ξ -ξ , η-η ) are represented in matrix form P and P , respectively. It should be noted that matrix P is the circular shift of P, so the relation between p i (n) and p i (n), the columns of P and P , can be expressed
, where mod denotes the modulo operation and N is the number of pixels. According to (3) and (13), the relation between matrix G and P can be written as:
where the modified instrument model G is defined as:
It should be noted that the PSFs at different spatial locations are highly correlated with each other. Based on this property, PCA plays a role to represent the correlated PSFs as a sum of uncorrelated components. It works by finding the most significant eigenvectors that describe the space spanned by the observed noise-corrupted PSFs, and some of the less significant dimensions that are dominated by noise can be neglected with little sacrifice of accuracy [18] .
Imagine that we have a data set consisting of N PSF observations, each with N observable properties (i.e. pixel values). Thus the observed data set forms a cloud of N points in an N -dimensional space. If the N observable properties do not change greatly between observations, we can construct a set of orthonormal vectors that describes the subspace in the following manner:
• The first significant vector is defined as the axis with the minimum distance from each point;
• The second significant vector is orthogonal to the first significant vector and minimizes the mean distance from each point;
• The N th significant vector is orthogonal to the previous (N -1) significant vectors and minimizes the mean distance. The N significant vectors are called the principal components of the data. One way to construct such a new orthonormal basis is singular value decomposition (SVD) [19] . Let {p 1 , . . . , p N } be the given set of PSF observations, and P be the PSF matrix defined by:
Let the following be the singular value decomposition of P:
where U and V are orthogonal matrices and D is a diagonal matrix. Without loss of generality, we assume that the diagonal elements of D are ordered with decreasing magnitude. Equation (17) helps us realize that, if some of the singular values d k are tiny, we can approximate the matrix P by replacing those small d k with zeros. This effectively reduces the number of columns in U and V. The remaining columns of U serve as the principal components that form an orthonormal basis. Then in PCA, one chooses the first L column vectors of U and expresses p i as:
where c ij =<p i , u j > stands for the projection of p i on the jth principal component, with <, > representing the inner product, i.e., point-wise multiplication and summation. The user-defined parameter, L, in the above expression represents the number of principal components, and how to choose this parameter will be discussed in the next section.
C. INSTRUMENT MODEL ERROR REDUCTION BASED ON PCA
As indicated by (14) , the PSF and the instrument model can be related by discrete Fourier transform (DFT) operator F and the zero padding operator Z. Due to the fact that Z * Z = I and FF * = I [8] , (14) can be rewritten as:
Considering the instrument model error in matrix G , (19) should be revised to:
where P raw = P + P P raw = P + P and G raw = G + G are the noise-corrupted data. The elements of instrument model error G are assumed to be independent random Gaussian noises with equivalent standard deviation.
Each row of the instrument model G stands for the spatial response of a baseline, and different baselines are relatively independent of each other. Thus, it is difficult to eliminate the instrument model error from the measured data due to that, for different baselines both the true spatial responses and the noises are independent of each other. Different from instrument model G, the columns of P are highly correlated with each other because the PSFs at different spatial locations have similar structures. Then, it is possible to reduce the error in the observed PSF data since that, the true PSFs at different positions are highly correlated with each other but the PSF errors are independent with each other. Therefore, although it is difficult to perform error reduction on the instrument model, but it is convenient on PSF. The error reduction algorithm is detailed below.
The noise-corrupted PSF can be expressed as P raw = P + P, where P is the true PSF and P is the PSF error which is also assumed to be random Gaussian noise. Acorrding to (17) , the observed PSFs can be written as:
According to (18) , the noise-filtered PSF can be obtained by discarding the last N -L principal components which are dominated by noises:
where c ij = p i , u j stands for the projection of PSF error on the jth principal component. For the true PSF, most of its energy is concentrated on the first L principal components and will decrease rapidly from the first axis to the Lth axis; but for the PSF error, its energy will distributed uniformly on all principal components due to its Gaussian property. So the energy on the jth principal component will eventually be dominated by noise as j increases. Suppose that the projection energy of the true PSF and the PSF error on the Lth principal component are equal
, where E denotes the expectation operator. It means that for the first L principal components, the projection energy is mainly dominated by the true PSF; but for the last N -L principal components, the projection energy is completely dominated by the PSF error. Consequently, it is anticipated that the singular value d k , which stands for the PSF projection intensity on the kth axis, will first decrease rapidly from d 1 to d L and then change slowly. Thus, according to (19) and (22), the noise-filtered modified instrument model G fil can be expressed as:
where P fil can be obtained from P fil according to the cir-
Finally, the noise-filtered instrument model G fil can be derived from G fil according to (15) . A block diagram of the PCA-based algorithm is illustrated in Fig. 3 . It should be noted that the computation time consumption of the algorithm is mainly dominated by the SVD operation. So the time complexity of the given algorithm is proportional to O(N 3 ). Here MIRAS is considered as an example to demonstrate the analysis above. First, a random Gaussian noise with standard deviation σ G = 0.05max(G ij ) is added on each row of the official provided instrument model G of MIRAS. Based on this noise-corrupted instrument model G raw , we can obtain the corresponding noise-corrupted PSF and perform PCA on this PSF. Fig. 4 shows the distribution of the singular values of the PSF, from which it can be observed that the singular value first decreases rapidly from d 1 to d 95 and then change slowly. This is in accordance with the intensity projection result shown in Fig. 5 , which indicates that the projection intensity of the error PSF on the jth axis is completely larger than the true PSF for j > 95.
V. RESULTS AND DISCUSSION
To demonstrate the effectiveness of the proposed instrument model error reduction algorithm, some numerical studies have been performed based on real data obtained from MIRAS, the only payload of SMOS [20] . First, we can construct the instrument model G using antenna patterns and fringe-washing functions obtained from the SMOS official website. Then a random Gaussian noise G, whose standard deviation σ G varies from 0.01max(G ij ) to 0.1max(G ij ), is added on the official instrument model G to get the noise-corrupted instrument model G raw . And based on this noise-corrupted instrument model G raw , we can obtain the corresponding reconstructed BT map T raw r via band-limited regularization method. In order to reduce the reconstructed BT errors arising from the instrument model error G, the proposed error reduction algorithm is used to get the noise-filtered instrument model G fil . Based on this new instrument model, we can get the corresponding reconstructed BT map T fil r . And then it is compared with the reconstructed BT map T raw r to see the performance of the proposed error reduction method. It should be mentioned that although the official instrument model data G is also corrupted by noise, we can take it as a benchmark because the true instrument model is not exactly known. Therefore, in the following analysis, the result based on the official instrument model data G is regarded as a benchmark to be compared with.
A. CHOICE OF THE TRUNCATION NUMBER
As analyzed in section IV, the singular value of PSF will first decrease rapidly from d 1 to d L and then change slowly. This is consistent with the results depicted in Fig. 6 showing the VOLUME 6, 2018 the first 20 principal components are always dominated by the true PSF. Furthermore, the result shown in Fig. 7 suggests that the truncation number L decreases as the noise standard deviation increases, which means that more principal components will be dominated by noise with the increase of the noise level. It should be noted that not only the noise will be reduced in the truncation process, but also the true PSF. The truncation process can be understood as a trade-off between the true PSF and the noise.
B. PERFORMANCE ANALYSIS AT DIFFERENT NOISE LEVELS
The performance of the reduction algorithm is mainly characterized by the instrument model error and the reconstruction accuracy. The instrument model error can be evaluated quantitatively by its Frobenius norm G raw/fil −G F , and the results are shown in Fig. 8(a) . From Fig. 8(a) it can be observed that the instrument model error is reduced after applying our proposed algorithm. The accuracy of the reconstructed BT map is defined as the root mean square error (RMSE) of the difference between the reconstructed image and the benchmark image based on official instrument model data: Fig. 8(b) shows the relation between RMSE of the reconstructed BT maps and the noise standard deviations. It can be observed that the RMSE increases with the increase of the noise standard deviation and the RMSE of BT map based on the noise-filtered instrument model is smaller than the BT map based on the noise-corrupted instrument model. These results demonstrate that the proposed algorithm is effective in reducing the error caused by the instrument model error.
C. PERFORMANCE ANALYSIS USING A SNAPSHOT
To be more specifically, the instrument model corrupted by Gaussian noise with standard deviation 0.1max(G ij ) is taken as an example to show the result of the reconstructed BT maps. Fig. 9(a) is the benchmark BT map based on the official instrument model data, where only the BT within the AFFOV is shown. Fig. 9(b) and Fig. 9(c) are the reconstructed BT maps based on the noise-corrupted instrument model G raw and the noise-filtered instrument model G fil , respectively. Compared with the benchmark map shown in Fig. 9(a) , Fig. 9(b) shows larger background fluctuations. But compared with Fig. 9(b) , the background fluctuation of Fig. 9 (c) is largely reduced. Fig. 10(a) shows the difference map between Fig. 9(b) and Fig. 9(a) , where the maximum BT difference is about 50K. Fig. 10(b) is the difference map between Fig. 9(c) and Fig. 9(a) , where the maximum BT difference is reduced to about 15K. This indicates that after applying the error reduction algorithm, the reconstruction accuracy was improved.
VI. CONCLUSION
The impact of the instrument model error on the reconstructed BT map was studied in this paper, where significant error was observed in the reconstructed BT map. A method based on PCA was proposed to reduce the error arising from the instrument model error. This method takes advantage of that, the true PSFs at different spatial locations are highly correlated with each other but the PSF errors are not. Then, we represent the measured PSF as a sum of basis functions obtained by PCA, and find that most of the energy of the PSF is concentrated on the first L principal components. Therefore, the error in PSF can be reduced by choosing the first L principal components with high intensity features since that the last N -L principal components are dominated by noises. Data obtained from MIRAS was then used to evaluate the performance of our proposed method in term of instrument model error and reconstruction accuracy. The results indicate that after applying the proposed method both the instrument model error and RMSE of reconstructed map are reduced. So the proposed method can effectively mitigate the instrument model error and improve the reconstruction accuracy.
