Abstract-In this paper, we propose a sinogram inpainting network (SIN) to solve limited-angle CT reconstruction problem, which is a very challenging ill-posed issue and of great interest for several clinical applications. A common approach to the problem is an iterative reconstruction algorithm with regularization term, which can suppress artifacts and improve image quality, but requires high computational cost.
I. INTRODUCTION
Limited angle CT reconstruction is a very challenging ill-posed issue and of great interest in several clinical applications, such as digital breast tomosynthesis [1] , dental tomography [2] , short exposure time [3] , etc. In a limitedangle CT scan, the projection data can be obtained in less than 180
• angular range, and the data insufficiency degrades reconstruction quality with streaking artifacts (fig 1 (a)(b) ).
While the uniqueness of solutions for non-truncated limitedangle CT has been proved by analytic continuation theory [4] , the academia has not yet found a closed-form solution for the problem. A common approach to the problem is an iterative reconstruction algorithm with regularization term based on compressed sensing theory [5] . The academia has reported some iterative algorithms, e.g. classic ART [6] , POCS [7] , and some regularization terms, e.g. TV [8] , ATV [9] . These algorithms can suppress artifacts and improve image quality but require high computational cost for iterative projections and back-projections. Another attempt to tackle insufficient data reconstruction problem is sinogram inpainting, which has been explored for recovering incomplete information in projection, e.g. metal artifact reduction (MAR) [10] , [11] , [12] , [13] , sparse-view reconstruction based on dictionary learning [14] , and suppresses ring artifacts caused by detector gaps [15] . However, limited-angle sinogram inpainting remains challenging for large missing regions, which is known as the "semantic holefilling" issue. An exemplary algorithm GP-EL [16] , which tries to recover the sinogram signal based on a GP extrapolation algorithm, still failed to produce satisfying results. Therefore, the iterative reconstruction remains the state-of-art method.
In recent years, deep learning(DL) [17] has attracted a lot of attention because of convolutional neural networks'(CNN) outstanding performance in image classification [18] , [19] , object detection [20] , [21] , [22] , and super-resolution [23] , [24] . Meanwhile, Deepak Pathak proposed Context Encoders [25] , the first network able to give reasonable results for "semantic hole-filling" issue, which is a promising approach to solve the limited-angle sinogram inpainting task.
Data-driven learning method has been explored in CT field, e.g. a redundant learned dictionary as a CS sparsity normalization term in sinogram inpainting for MAR [14] and low-dose CT reconstruction [26] . CNNs have been showing their huge potential ability in CT reconstruction. Zhang H.M [27] adopted a 3-layer deep neural network on post-processing limited-angle CT FBP reconstruction, with the benefits of artifacts reduction and image details recovery. Kyong H.J. et. [28] proved that iterative methods can be viewed as a CNN and proposed FBPConvNet, FBP reconstruction combined with a U-Net [29] CNN, for sparse-view CT reconstruction. Ge W.'s pilot experiment [30] shows the potential of 3-layer deep network to improve the image and sinogram quality, e.g. inpaint in the sinogram for eliminating metal artifacts. Hu C. et. [31] proposed a "Residual Encoder-Decoder Convolutional Neural Network" (RED-CNN) to eliminate image noise in low-dose CT.
Despite these works, two practical and theoretical questions remain regarding applying deep learning method in limitedangle CT reconstruction. First one, the network mentioned above focused on either image domain [28] , [27] , [31] or sinogram domain [30] , without cross-domain information transferring during training. So an image domain network may generate results not satisfying data fidelity, and a sinogram domain network inpainting result may have small inconsistency can cause significant artifact in reconstruction. To tackle this problem, cross-domain error backward-propagation is in need, which requires new-designed differentiable reconstruction and projection method embedded in the network. The second one is that networks mentioned above were trained supervised, i.e. with labeled/paired training data. However, labeled data are limited in amount or expensive [30] in the clinical world due to some reasons, like dose or privacy.
In this paper, we start our discussion proving sinogram inpainting function is continuous based on analytic continuation theory, so it can be fitted by the neural networks in data-driven method guaranteed by universal approximation theorem [32] . We propose Sinogram Inpainting Network(SIN), a convolutional neural network trained to generate missing sinogram data conditioned on projections from the scan, as the fitting function. To implement the cross-domain error backward-propagation we propose Radon and Inverse Radon Transformer network. This differentiable module can be inserted into existing convolutional network architectures, which enables to perform CT projection and/or reconstruction within the network. And we adopt an image processing network in our networks to eliminate the artifacts caused by small inconsistency in the inpainted sinogram. The three parts form an end-to-end network from sinogram domain to image domain, with benefits of taking both of image error and sinogram error into account in the sync process in supervised training, i.e with limited-angle/full-view sinogram pairs.
To tackle this training data bottleneck, we develop an unsupervised train method with only limited-angle projection on our proposed network. Inspired by the observation: reconstruction and projection can form a closed loop, we can get a fake projection from the reconstructed image, and the disparity between the fake projection and real projection gives feedback signals to train proposed network unsupervised.
We demonstrate the performance of our proposed network on lung CT datasets from Data Science Bowl 2017, and the ability to unsupervised transfer learning on Zubal's phantom [33] . The proposed method highly improves limited-angle CT reconstruction quality and performs better than state-of-art method iterative SART with ATV normalization in PSNR and SSIM quantitative metrics. Visual improvements in our results are easily noticeable.
II. METHOD
In this chapter, we will cover why sinogram inpainting task can be implemented by neural network, what architecture of neural network is adapted to the task and how to train the neural network. We start by proving sinogram inpainting task is a continuous function of original projection. Going on, we demonstrate the three parts and their contributions in the proposed network:sinogram inpainting network, radon/inverse radon transfer module and image processing network. Finally, we defines the training objective and loss function for supervised and unsupervised training.
A. Theory For the continuous nontruncated limited-angle problem, we use parallel-beam case as a representative, illustrated in Figure 2 , and the following proof applies equally to fan-beam case. Object function f (x) is constrained in a compact support Ω ⊂ R 2 , and Γ is a general smooth source trajectory.
Two points ρ(s b ) and ρ(s t ) are start and terminal points of the We begin our discussion by proving describing our on continuous case. limited scanning, ρ(s) is any point satisfying s b < s < s t , and the dashed line represents missing data with point ρ(s) on it. Assuming that connecting ρ(s b ) and ρ(s t ) forms a measurable region Ω 0 , we can set 1D coordinate along any X-ray (s, θ) intersects Ω from ρ s , and we denote points where the X-ray intersects with Ω 0 and Ω as c 1 , c 2 , c 3 , c 4 , with c 1 < c 2 < c 3 < c 4 Based on the inverse Hilbert Transform [34] , we have the reconstructiont formulation for f (x) from the research of Yangbo Y. [4] , where g(x) is the 1D Hilbert transform of
Pack et al. [35] presents a local operation for converting projections into values of g(x). We use L to represent the coverting operator for clarity, and P to be the scanning projection data.
We denote the last part of equation 2 as G c2c4 . For
As [4] pointed out, G c2c4 (x)| P is an analytic function with a cut on [c 2 , c 4 ], so it can be extended to [c 2 , c 4 ] as a continuous function, denoted as EG c2c4 | P . Then we can get f(x) following equation 2
We can use Radon Transform, denoted as R, to get the missing projection dataP .P
So we have proven the sinogram inpainting targetP is a function of scanning data F (P ).Because L(P,x), G c2c4 (P, x) and E are all continuous on P , so the F (P ) is continuous on P .
Based on universal approximation theorem [32] , a feedforward network with a single hidden layer containing a finite number of neurons can be used to approximate continuous functions on compact subsets of R n . As C can be viewed as R 2 , the conclusion also applies to our function. So we propose a deep network trained to generate missing sinogram data conditioned on projections from scan.
B. Network Design
Based on the proof in II-A, it's possible to train an end-toend neural network from sinogram to reconstruction image, but requires the network to encode the conversion from polar coordinate to the rectangular coordinates by learning [28] . So we seperate the process into three parts: the sinogram inpainting network (SIN, shown in fig 5) , radon/inverse radon transformer module (shown in fig 6) , and image processing network. This configuration keeps SIN network only processing sinogram information and so does image processing network in image domain, which simplifies the network architecture and reduce learning complexity.
The network architecture is shown in fig 3 and the effect of each part is demonstrated in fig 8. First we introduce the network parts and its effect in supervised training. In the last part, we will introduce the unsupervised training method.
1) Sinogram Inpainting Network: In this paper, we base our sinogram inpainting network on pix2pix network [36] , concluding two parts: the generator G s and the conditional discriminator D s , where G s takes limited-angle sinogram as input and generates fake images that fool D s , and D s tries to discriminate real and fake images based on the condition image. D s is only used in supervised training.
We use pix2pix network to replace Context Encodes base network for two reasons: i) pix2pix adds skip connection in the generator like "U-Net" [29] , so the low-level feature can be shuttled directly, which is a good analog for multiresolution single reconstruction. ii) pix2pix uses conditional adversarial networks instead of traditional adversarial network( shown in 4), so it can learn a conditional generative model with a conditional loss function based on the input condition when we condition on the input sinogram in our case.
As a refinement of pix2pix, we use the original data to replace corresponding part in fake images, which forces the G s focusing on learning the missing part. And we compairs two different types of generator(as shown in 5), one tries to generate the missing data from the original data directly, which is called non-residual G s . The other one reconstructs image with limited-angle arifacts and generates the fake projection data for missing angle firstly, and try to learn the difference between the fake projection and ground truth. We can see the residual G s performs better in experiment (shown in fig 7) , for reconstruction and projection process encapsulates the physical model and preserves some information.
2) Radon and inverse radon module: As we all know, minor inconsistencies in sinogram may lead to serious artifacts in the reconstructed image. It's benefical to take both of image error and sinogram error in account in training, which requires a reconstruction module with the ability for error backwardpropagation from image domain to sinogram domain. So iterative methods are not suitable.
And it's challenging to deploy FBP reconstruction method in neural network, because traditional implement of FBP requires the mulitplication of huge system matrix. It will take too much space if stored in dense array, (for a 256 * 256 reconstruction image detected by 256 detector pixels in 360 views, the array size is 24.16GB in float32 type , the sparsity is approximate 0.0078). On the other hand, compution on sparse array is time-consuming for forward and backward propagation.
We propose a differentiable Radon transformer network R and inverse Radon transformer networkR with the ablity or error backward-propagation, to replace system matrix mulitplication(shown in fig 6) . The Radon transformer,i.e. parallelbeam projection, can be seperated by two parts: interpolation (inspired by spatial transformer network [37] ), and accumulation. The inverse Radon transformer, i.e. parallel-beam reconstruction, concluded: 1D filtering(SL, RL ,etc.), interpolation, and accumulation. The system matrix coefficients are replaced by densely stored interpolation coefficients. This module can be easily extended to other geometry, e.g. fan-beam, conebeam. This differentiable module can be inserted into existing convolutional architectures, which enables to perform CT projection and/or reconstruction within the network and the optimisation process.
3) Image processing network: As mentioned before, some reconstruction artifacts are corresponding to minor inconsistencies in sinogram. The idea is natural to eliminate these arifacts in image domain more easily than in sinogram domain, so it should be benefical to have an deep network for image processing. We still base image processing network on pix2pix, where the generator is denoted as G i , the discriminator is D i , and FBP reconstruction image from original limited angle sinogram as condition. D i is only used in supervised training.
As a modification, we add a skip connection between G i input and output, like [28] , [23] . So G i only learns the residual part r = y − x, which release the network from preserving all information. At the same time, the skip connection makes the G s easier to optimize by providing a short-cut way for error backward-propagation and tackles the vanishing/exploding gradients problem , like in Resnet [18] .
The generator part of this network is very similar to [28] , but we add discriminator and adversarial loss, which is benefical for restore high-frequency structure [25] , [36] , 4) Unsupervised transfer learning: In some practical scene, paired training data, i.e. limited-angle projection and full-view projection/ground truth image, is limited in amount or very costly. D s , D i can't work without paired data, which limits the applicable scene for the supervised training method. To tackle training data bottleneck, we develop a unsupervised transfer training method with only limited angle projection.
Inspired by dual-learning [38] , CT imaging can be view as a dual task: reconstruction and projection can form a closed loop. With only limited angle projection sinogram, we can reconstuct an image using G s , inverse radon transformer and G i . So we can project reconstructed image by radon transformer network, and the disparity between the generated projection and original projection data gives feedback signals to train proposed network unsupervisedly. The objective shown as red block in fig 3. 
C. Objective
In supervised training case, our Loss function objective is the weighted sum of cGAN objective and a traditional L1 distance, suggested by [25] , [36] . The objective of a conditional GAN can be expressed as [25] , 
where p s denotes data distribution, x is limited-angle sinogram data and y is full-view data. D s , D i tries to discriminates real and fake data by maximizing the loss and G s , G i tries to fool the discriminator by minimizing the loss, i.e. G *
The L 1 loss plays the role like data fidelity items in image reconstuction, keeping the generated data close the ground truth.
The final loss fuction and objective are For unsupervised transfer training case,
where is the element-wise product operation, p s denotes data distribution, x is limited-angle sinogram data and M is limited-angle mask. The loss plays the role of data fidelity items and aims to eliminate data inconsistencies.
III. RESULTS
In this chapter, we will introduce our datasets, experiment setup and results. In this paper, our experiments focus on parallel CT, but the method is general and can be easily modified to apply in fan-beam CT as metioned before. We compair the proposed method to FBP alone and state-of-theart iterative reconstrucion method with TV normalization [8] , denoted as SART-TV.
A. Datasets and Experiment Configuration
We demonstrate the performance of our proposed network on two datasets: lung CT datasets (fig 9) from Data Science Bowl 2017 for supervised training and test, and
Zubal's phantom CT data (fig 9) from neck to mid-thigh, except lung position, for test the ability of unsupervised transfer learning. The lung CT train set is with 6312 images (from 38 persons) and test set is with 113 images(from 2 persons). The Zubal's unsupervised test set is 40 images of 1 person.
Our data preparation goes as follows: firstly normlize the input image value range to be [-1, 1] and image size to be 256 × 256, and take this as ground truth image. The we generate the projection using R for 256 views in 180 deg with 256 detectors with the same size of image pixel, taken as ground truth projection. The we cut the middle 60 deg projection out(86 views), taken as the limited-angle projection input.
We use the Pytorch toolbox (ver. 0.2.0) to implement the proposed network including SIN. And we use a Tesla P100 graphic card (NVIDIA Corporation) for train and test. The hyperparameters for training are as follows: we use the adam optimizer of all of G i , G s , D i , D s , learning rate decreasing linearly from 0.002 to 0, the momentum β 1 equals 0.5, β 2 0.999; batchsize is 30. The SART hyperparameters are tuned manually to ge the best performance in average, because it's the common practice in general and the academia haven't come to the common idea of data-driven parameters setting method. We finally set the 60 iteration for each image, and in each epoch we take 20 steps of TV with the factor α = 0.06, α s = 0.997.
B. Comparsion With Different Architecture
We take two samples from lung CT test set to demonstrate the difference corresponded to changes in network architecture.
Firstly, the inpainting results of non-residual/residual sinogram generator work is shown in fig 7. And the sinogram of non-residual G s has much more inconsistence than residual one as non-residual needs to keep more information through network.
Secondly, comparison of reconstruction results eliminating different part in our Network is shown in fig 8, which helps demonstrate the individual contribution of the elements. For example, comparing fig 8 (d) and (f) tells us the G i can eliminate the artifacts due to sinogram inconsistence so small to tackle, as we imagined. Result for eliminating the G s and taking the FBP reconstructed images as G i input, shown in fig 8 (e) , which is similar to the architecture in [28] , suffers image quality degradation due to the blurring and artifacts introduced by the filtering process in FBP.
C. Quantitative Metrics and Experimental Results
We choose two quantitative metric to measure the quality of reconstruction: peak signal to noise ratio (PSNR), and the mean structural similarity index (SSIM) with the ground truth images. If x denotes the ground truthx denotes the algorithm output, PSNR and SSIM are given by where R x denotes the range of x, i.e. x max − x min , E denotes the average, σ 2 denotes the variance. σ xy denotes the covariance of x and y, c 1 = (0.01R x ) 2 , c 2 = (0.03R x ) 2 .It's easy to see PSNR estimates absolute errors and SSIM is more sensitive for changes in structural information. Both higher PSNR and SSIM values correspond to better reconstruction.
1) Lung CT Test datasets: Fig 9 and Table I demonstrate the experiment results for the lung CT data. Both the proposed network and SART-TV method reduce the streaking artifacts caused by the sinogram inconsistencies in angle, while SART-TV introduced piecewise constant cartoon-like artifacts because of the TV normalization. The quantitative studies indicate the superiority of the proposed method in terms of absolute error and structural. position. Fig 10 and Table II demonstrate the experiment  results. We can see the process unsupervised training have significant effect in eliminating the artifacts introduced by over fitting (fig 10 row1 ) and make the edges in image slightly sharper (fig 10 row2) . And the data fidelity implied in loss ensures the image quality not to degrade in training (fig 10 row3) . Like the results for lung CT data, our after trained network's results have less streaking artifacts than FBP results and cartoon-like artifacts than SART-TV results. The quantitative metrics gives the same conclusion. So the after train proposed network can be transfer trained flexibly in different scanning scenes. 
IV. CONCLUSIONS
In this paper we designed a network architecture with a deep convolutional network SIN for sinogram inpainting task, new-designed differentiable Radon/Inverse Radon Transformer modules for cross-domain error backward-propagation and image processing network for eliminating artifacts. Though we focused on limited angle task, the proposed sinogram inpainting method can also be used in metal artifact reduction.
This approach can be trained both supervisedly and unsupervisedly to tackle the labeled data bottleneck. In supervised training, our method can join both sinogram and reconstruction error in the loss and optimize in sync with data fidelity, thanks to the differentiable radon transformer. In unsupervised training, we design a closed loop and use the inconsistence in closed loop as loss function, so we can train on only limitedangle sinogram while satisfying data-fidelity.
The proposed method performs better than state-of-art iterative reconstruction SART-TV at different body positions, covering both supervisedly and unsupervisedly learned ones. Furthermore, free from difficulty in selecting superparameters and iterative projections/backprojections in SART, the reconstruction time of our proposed network can be less than 0.3 second per 256*256 image in parallel batches.
V. APPENDIX
For someone that is interested in implementation in our proposed method, we attach an architecture figure of modified pix2pix network for sinogram inpainting network. And the pix2pix network in image processing network shares the same architecture. Fig. 11 . Architecture of the proposed deep convolutional network based on pix2pix network except using the scanning data to replace corresponding part in fake images, which forces the Gs focusing on learning the missing part.
