The notion of time is a very interesting and exciting subject both in science and everyday life. One of the fundamental questions is: what is time composed of? While the traditional time structure is based on a set of points, a notion that has been prevalently adopted in classical physics and mathematics, it has also been noticed that intervals have been widely adopted for expression of commonsense temporal knowledge, especially in the domain of artificial intelligence. However, there has been a long-standing debate on whether intervals should be treated as primitive or not, leading to two different approaches to the treatment of intervals. In the first, intervals are modelled as derived objects constructed from points, e.g. sets of points, or pairs of points. In the second, intervals are taken as primitive themselves. This article provides a critical examination of these two approaches. By means of proposing a definition of intervals in terms of points and types, we shall demonstrate that, while the two different approaches have been viewed as rivals in the literature, they are actually reducible to logically equivalent expressions under some requisite interpretations, and therefore they can also be viewed as allies.
INTRODUCTION
Time plays an essential role in modelling natural phenomena and human activities concerning the dynamic world. In particular, it has been noted that temporal representation and reasoning is of crucial importance for many areas in artificial intelligence, such as reasoning about action and change, planning, diagnosis, database management, industrial process control, natural language understanding, and so on. Over the past 30 years, various time structures have been introduced (e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] ). While these temporal systems are similar in many respects, there are some fundamental differences in the time ontology. One of the major issues distinguishing these systems is: what a sort of objects are taken as time elements? Generally speaking, in the literature there are three known choices: (i) points, i.e. instants of time with no duration; (ii) intervals, i.e. periods of time with positive duration; and (iii) both points and intervals. By common sense, on the one hand, while there are certain types of temporal statements that can be validly and meaningfully associated with both time points and intervals (e.g. ' The temperature was below 35 C • ', 'The robot was stationary' etc.), there are some other types of temporal phenomena which may be meaningfully ascribed only to time points rather than intervals (e.g. ' The power was automatically switched on at 8:00 pm', 'The robot, which had been continually moving, did not complete a change to its position', and so on), or only to time intervals rather than points ('John read a book for about two hours', 'The robot changed its position' etc.). On the other hand, while some point-applicable statements may be dependent on time intervals (i.e. a statement is true with respect to a time point only if there is a time interval containing the point over which the statement is true), e.g. 'The ball was moving up'; some others may be not, e.g. ' The ball was at its apex'. Also, while some interval-applicable statements may be dependent on time points (i.e. a statement is true with respect to an interval only if, during the interval, there is a time point at which the statement is true), e.g. ' The moving pendulum has zero velocity'; such a kind of dependence may be not needed for other interval-applicable statements, e.g. 'The robot moved two miles'.
However, as one of the fundamental questions with regards to the temporal ontology, there has been a long-standing debate on whether intervals should be taken as primitive or not. This leads to two different approaches to the treatment of intervals. In the first, time intervals, if needed to be modelled,
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The Computer Journal Advance Access published November 29, 2005 2 of 10 J. Ma and P. Hayes are defined as derived objects constructed from primitive time points. Examples of such systems are those of [2, 5, 7, 13, 14, 15, 16, 17, 18, 19, 20] . In the second, time intervals are treated as primitive themselves, not depending on the existence of time points. Examples of this kind of approaches are those of [4, 8, 21] , of [6] , of [9, 11] , and of [12] . It has been noted in the literature that problems may arise (not only in philosophical arguments/debates, but also in commonsense representation and reasoning) when one conflates different views of temporal structure and argues if a certain type of temporal phenomena can be validly and meaningfully associated with different time elements (see Section 2) .
In what follows in this article, we shall examine these two approaches closely, and demonstrate that, while they have usually been viewed as rivals in the literature, they are virtually reducible to logically equivalent expressions under some requisite interpretations, and therefore they can also be viewed as allies. We believe that this examination should suffice to put the long-standing debate at rest.
POINT-BASED SYSTEMS VERSUS INTERVAL-BASED SYSTEMS
In temporal systems where only points (e.g. real numbers, rational numbers or integers) are taken as the primitive time elements, intervals (if needed to be defined) are usually constructed as derived objects out of points, e.g. as sets of points ( [5, 7] ), or as pairs of points ( [2, 13, 14, 18] ). In pointbased temporal systems, the order relations between intervals are usually inherited from the order (e.g. partial or total) over the primitive set of time points [2] . Further characteristics of point-based time intervals, such as density, linearity, and boundness etc., may also be derived from the corresponding properties of the time points that make up the time intervals. However, it has been argued by some researchers that defining intervals as objects derived from points may lead to the so-called Dividing Instant Problem ( [7, 8, 22, 23, 24] Taking into account the assumption that pro is a Booleanvalued proposition that can be associated with both time points and intervals, it is obvious that both cases (i) and (ii) are absurd since they violate the Law of Contradiction and the Law of Excluded Third [7] [20] .
However, on the one hand, since there is no general reason for preferring either pro or not(pro) holding true at point p; therefore, for some certain kinds of propositions, the choice has to be arbitrary and artificial. For instance, [7] Let p stand for the instant at which the speed gauge reached 60 mph. To illustrate the problem, we may impose the followings:
• Throughout interval p 1 , p , the speed of the car was below 60 mph and the robot was not moving; • throughout interval p, p 2 , the speed of the car was no longer below 60 mph and the robot was moving;
The Computer Journal, 2005
Primitive Intervals versus Point-Based Intervals
of 10
• the speed of the car was no longer below 60 mph at p;
• the robot was not moving at p. ), it will be impossible to express all the above assumptions together in a consistent way. The fundamental reason is that in a system where time intervals are all taken as semi-open, it will be difficult to represent time points in an appropriate structure so that they can stand between intervals conveniently. To be able to do this, one has to add some extra features to the structures of point-based intervals (see Section 4).
The point-based mathematical structure of time has been challenged by some researchers who believe that time intervals are more suited for expressing commonsense temporal knowledge, especially in the domain of linguistics and artificial intelligence. Therefore, intervals should be treated as the temporal primitive, where points may be constructed at some subsidiary status such as 'maximal nests' of intervals that share a common intersection [26] , or as 'meeting places' of intervals [9, 11, 22] . For instance, as an alternative to point-based systems, Allen's temporal theory [8, 21] takes only intervals as primitive, completely excluding time points from the temporal ontology. Allen's contention is that nothing can be true at a point, for a point is not an entity at which things happen or are true. This intervalbased approach conceptually avoids the annoying question of whether or not a given point is part of an interval and hence bypasses the Dividing Instant Problem. However, as Galton [22] shows in his critical examination of Allen's interval-based temporal theory, the theory of time based on intervals alone is not adequate for reasoning correctly about continuous change. In fact, instantaneous phenomena do exist in the real world and therefore make points necessary for general temporal reference. For instance, consider the following scenario: (***) A ball was thrown into the air from the east to the west.
By common sense, the state that the ball was at the east of and below its apex was immediately followed by the state that the ball was at its apex, and which, in turn, was immediately followed by the state that the ball was at the west of and below the apex. Also, the time by which the ball was at its apexneither at the east of the apex nor at the west of the apex, should be a point with zero duration, rather than any interval or moment [11] , no matter how small it might be. In fact, during the process of the motion of the ball, the velocity of the ball became zero only at the time point when the ball was at its apex.
In [12] , an extension to Allen and Hayes' time theory [9, 11] is proposed, which takes both points and intervals as primitive on the same footing-neither intervals have to be constructed out of points, nor points have to be created as some limiting construction of intervals. On the one hand, this extended time theory retains the appealing characteristics of Allen's interval-based theory which avoids the annoying question of whether or not a given point is part of an interval; on the other hand, it successfully accommodates time points in a consistent way which can be used as temporal references to instantaneous phenomena (details are given below in Section 4.1).
PRIMITIVE INTERVALS AND POINT-BASED INTERVALS AS RIVALS
As mentioned in the above, intervals may be treated either as primitive or as derived temporal objects. In the literature, these two treatments have been viewed as rivals due to their different approaches with regards to the following points:
• In a point-based temporal system, intervals are excluded from the underlying time theory as primitive entity-if needed, intervals have to be modelled as derived objects somehow constructed out of time points, e.g. as sets of points [5, 7] , or as pairs of points [2, 13, 14, 15, 16] . However, in a system where intervals are taken as primitive alone (e.g. [4, 8, 9, 11, 21] ), or together with points on the same footing (e.g. [6, 12] [8] , or in terms of the single primitive relation Meets which can be formally characterized by a set of axioms [11, 12] .
• Further properties of point-based intervals can usually be defined in terms of the underlying properties of the primitive time points, whereas the properties of primitive intervals need to be directly characterized by some corresponding axioms. For instance, in a point-based system, the density of intervals can be derived from the density of the primitive time points, i.e. for any two distinct points, there is a third standing between them. However, in interval-based systems, one has to characterize the density of primitive intervals by imposing that, for example, each interval can be decomposed into two adjacent subintervals.
• In temporal systems where intervals are taken as primitive, philosophical problems like the puzzle of the Dividing Instant can be successfully overcome or bypassed by not insisting on the existence of such a kind of dividing instants [6, 8, 12, 23] , whereas in point-based systems, some requisite features need to be addressed in order to tackle these philosophical 
2).
However, from the view of computation, point-based temporal systems are more efficient with respect to implementation and retrieval of information [15, 19] .
PRIMITIVE INTERVALS AND POINT-BASED INTERVALS AS ALLIES
The alliance between point-based intervals and primitive intervals comes about with some requisite interpretations. In what follows in this section, we shall formally introduce the following two approaches:
(4I) Point & interval-based approach, which takes points, as well as intervals, as primitive on an equal footing. (4II) Point & type-based approach, which takes points and types as primitive and defines intervals as derived objects from points with some requisite features, i.e. quadruples of points and types.
Then, we shall show these two approaches are in fact reducible to logically equivalent expressions.
Treating intervals as primitive on the same footing as treating points
As mentioned in Section 2, in order to overcome the limitations of the interval-based approach while retaining its convenience of expression, Allen and Hayes' temporal theory of intervals [9, 11] needs to be extended to include points as well. In [12] , a general time theory is proposed which takes both points and intervals as the temporal primitive on an equal footing: neither points have to be defined as limits or meeting places [22] of intervals, nor intervals have to be constructed out of points. Actually, as in Allen and Hayes' theory [11] , a single primitive relation 'Meets' (denoting the immediate predecessor relation) can be defined over the set of time elements that consists of both intervals and points. The distinction between intervals and points is characterized by means of a duration assignment function, Duration, from the set of time elements, T I , to the set of non-negative real numbers, i.e. R +0 . A time element t is called an (time) interval if Duration(t) > 0; otherwise, t is called a (time) point. The basic set of axioms concerning the triad (T I , Meets, Duration) is given as below:
That is, the 'place' where two time elements meet is unique.
That is, each time element has at least one immediate predecessor, as well as at least one immediate successor. (t 1 , t 2 ) , we shall use t 1 ⊕ t 2 to denote their ordered union. The existence of such an ordered union of any two adjacent time elements is guaranteed by axioms A2 and A3, while its uniqueness is guaranteed by axiom A4.
That is, time points cannot meet each other.
That is, the 'ordered union' operation over time elements is consistent with the duration assignment function, i.e. Duration.
In terms of the single 'Meets' relation, there are in total 30 exclusive binary relations over time elements which can be classified into the following groups:
• 
Modelling intervals as typed objects derived from points
As discussed in Section 2, the conventional approach that simply defines intervals as derived objects out of points (e.g.
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Primitive Intervals versus Point-Based Intervals 5 of 10 as sets of points or as pairs of points) may lead to some absurd or unjustifiable options in modelling some typical temporal phenomena such as the so-called Dividing Instant Problem. However, as one of the motivations of this paper, what we want to show here is that, under some requisite characterization, the approach that defines intervals as objects derived from points virtually has the same expressive power as that demonstrated by interval-based systems [8, 12, 21] . In fact, instead of defining intervals as sets of points, or simply as pairs of points, we introduce here an enhanced point-based time theory in which intervals are defined in terms of points and types. In fact, such a point-based theory is based on a triad (POINT, ≤, TYPE), where POINT is a non-empty set of points, ≤ is an order over POINT (which may be further specified to be partial, total, linear, dense, discrete, bounded etc.), and TYPE is a two-element set, i.e. {open, closed}. A time interval is defined as a quadruple, i.e. a four-element tuple, p 1 , p 2 , l, r , such that:
In terms of '≤', the strict order '<' and equality relation '=' are defined in the conventional way:
For interval t = p 1 , p 2 , l, r , we shall call p 1 and p 2 the left-bound and right-bound, and 'l' and 'r' the left-type and right-type of t, respectively.
Here, each point-based interval is written as a quadruple, p 1 , p 2 , l, r , which has exactly one of the following four possible combinations of types if both its left-type and righttype are specified
: left-open & right-open, left-open & rightclosed, left-closed & right-open and left-closed & rightclosed.
In the case where the left-type or the right-type of an interval is not specified, in other words, if the knowledge about the left-type or right-type is not available, it will be simply denoted by a variable letter l or r (possibly scripted) which may be later instantiated to 'open' or 'closed' when such a piece of knowledge becomes available.
It is interesting to note that, the point & type-based time structure proposed here embeds additional features, i.e. left-type and right-type, to the classical point-based time interval structure. These 'types' do not just refer to some epistemological feature of the knowledge about the behaviour of the left/right bounds (ending-points), but can also refer to the ontological feature of the temporal structure. In fact, semantically, the point & typed-based interval structure can be defined according to the following elements:
In what follows, we shall use T I I to denote the set of all the point-based typed intervals, i.e.:
For the convenience of expression, without confusion, we may take POINT, the set of points, as identical to the following subset of T I I :
e. a point can be taken as identical to an interval whose leftbound and right-bound are the same point, where the left-type and right-type are both 'closed'.
A binary relation over point-based intervals, MEETS, is defined as: 
For any two time intervals, t 1 = p 11 , p 12 , l 1 , r 1 and t 2 = p 21 , p 22 , l 2 , r 2 such that MEETS(t 1 , t 2 ), from the definition, we can infer that there is a unique time interval corresponding to the union of t 1 and t 2 , that is t = p 11 , p 22 , l 1 , r 2 . Similar to the approach that treats both intervals and points as primitive, without confusion, we shall still indicate such an ordered union t as t 1 ⊕ t 2 , which will always imply that MEETS(t 1 , t 2 ).
A dense model
As an example of dense models of the point & type-based time theory, consider the interpretation in which the set of time points, POINT, is taken as the set of real numbers, R; and each point-based typed interval in T I I is taken as a real interval defined in the conventional way as below:
where r 1 , r 2 ∈ R, r 1 < r 2 ; r 1 , r 2 , closed, open = def {r ∈ R | r 1 ≤ r < r 2 }, where r 1 , r 2 ∈ R, r 1 < r 2 ; r 1 , r 2 , closed, closed = def {r ∈ R | r 1 ≤ r ≤ r 2 }, where r 1 , r 2 ∈ R, r 1 ≤ r 2 .
N.B. Here, the order relations '<' and '≤' are the corresponding conventional relations over the set of real numbers.
It is easy to see that this structure of conventional real intervals satisfies axioms PT1-PT5, and in fact forms a dense model of which the set of axioms for point-based typed intervals introduced in Section 4.2 is the complete theory.
It is interesting to note that in such a discrete model, while an interval can meet a point (e. 
The alliance between the two approaches
The alliance between approach (4I) and approach (4II), as presented in Sections 4.1 and 4.2 respectively, can be demonstrated in terms of the following formal details: Firstly, we shall exemplify that, in point & interval-based approach (4I), although it is not conceptually necessary for all intervals to explicitly have certain interactions with points, it still allows the expression of various properties as for conventional point-based intervals, such as the 'open' and 'closed' nature, left and right 'ending points', and 'inner points', etc.
Secondly, we shall demonstrate that the point & typebased approach (4II) can overcome the disadvantage of conventional point-based approaches in representing possibly incomplete temporal knowledge, and in fact it has all the expressive power and convenience of the approach that treats intervals as primitive.
Finally, we shall show that the point & typed-based structure of time intervals can be seen as the intended model of the point & interval-based time theory.
The expressive power of approach (4I)
Conceptually, in the approach that takes both points and intervals as primitive on an equal footing, there are fundamentally no definitions about the 'ending' and/or 'inner' points for intervals, and there is no distinction between 'open' and 'closed' intervals. In fact, on the one hand, intervals may meet each other without any points standing between them, falling within them, or bounding them. For instance, we may just have the following temporal knowledge:
That is, interval i 1 'Meets' both intervals i 2 and i 3 , and interval i 2 'Meets' interval i 4 , without any knowledge on any point at all.
On the other hand, some points may stand between, fall within, or start/finish intervals. This kind of knowledge can be expressed in terms of relations such as 'Meets', 'Starts', 'During' etc., e.g.
That is, interval i 3 'Meets' point p 1 , which in turn 'Meets' interval i 5 and 'Starts' interval i 6 . Based on these, if we denote the ordered union of the three adjacent time elements i 3 , p 1 and i 5 as i, i.e. i = i 3 ⊕ p 1 ⊕ i 5 , then we have During (p 1 , i) . In other words, point p 1 may be viewed as 'fall within' interval i.
In addition, with some extra knowledge, we may also characterize the 'open' and 'closed' nature of primitive intervals. For instance, consider the example of the thrown ball mentioned in Section 2. We may associate the following three states: (i) the ball was at the east of and below its apex; (ii) the ball was at its apex; (iii) the ball was at the west of and below the apex.
with interval i, point p and interval j respectively, where
Intuitively, since interval i has point p as its immediate successor (in other word, points p follows interval i, and there are no other time elements standing between interval i and point p), we may view interval i as 'right-open' at point p; and similarly, since p is the immediate predecessor of interval j (i.e. interval j follows point p, and there is no other time element standing between p and j ), we may view interval j as 'left-open' at point p.
Also, if we denote the ordered union of the two adjacent time elements i and p as i , i.e. i = i ⊕p, then interval i and point p have the same immediate successor j (in other words, point p 'Finishes' interval i ). We may therefore view i as 'right-closed' at p. Similarly, if we write j = p ⊕ j , then interval j and point p have the same immediate predecessor i (i.e. point p 'Stars' interval j '), and therefore j may be viewed as 'left-closed' at p.
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Primitive Intervals versus Point-Based Intervals which does not include real number 2 itself. We say interval (2, 5] is 'left-open' at point 2, since intuitively 2 can be seen as one of the immediate predecessors of interval (2, 5] . Similarly, interval (2, 5] which does include number 5 is 'right-closed' at point 5, since there is an interval, say (5, 8) , such that both point 5 and interval (2, 5] are immediate predecessors of interval (5, 8) .
Also, we can formally characterize left ending points, right ending points and inner points for primitive intervals in turn as below:
• For general treatment, we impose the following assumptions/hypotheses: (i) The state that the power was off was immediately followed by the state that it was on. (ii) The state that the speed of the car was below 60 mph was immediately followed by the state that it is no longer below 60 mph; and at the time when the ball was at its apex, the speed of the car was no longer below 60 mph. (iii) The state that the robot was not moving was immediately followed by the state that it was moving; and at the time when the ball was at its apex, the robot was not moving. (iv) The state that the ball was at the east of and below its apex was immediately followed by the state that the ball was at its apex, and which, in turn, was immediately followed by the state that the ball was at the west of and below the apex.
Similar to the illustration described in [24] , using a temporal model based on both points and intervals as primitive, e.g. [12] , these assumptions/hypotheses can be respectively expressed as: It is interesting to note that, in the situation described in the above scenario, for the state change of the power, we were told not only (i) The state that the power was on followed immediately the state that it was off, but also, namely, a It is at the time when the ball reached its apex that the power changed its state from 'off' to 'on'. This extra piece of knowledge, i.e. a , can also be successfully expressed. In fact, from the homogeneity quality of predicate Holds [13] (i.e. if a proposition holds true over an interval then it holds true over any part of that interval), we can infer that there are intervals I 1 , J 1 , I 4 and J 4 , such that:
, and with Duration(P ) = 0 and Duration(I 1 ) = Duration(I 4 ), we can infer that Duration(J 1 ) = Duration(J 4 ). Therefore, A subsumes the knowledge that the 'meeting place' of intervals I 1 and J 1 is point P . Since the 'meeting place' of intervals I 1 and J 1 is also the 'meeting place' of intervals I 1 and J 1 the extra piece of knowledge a can be subsumed from A .
A graphical representation of the above sample cases is shown in the following figure: 
The expressive power of approach (4II)
In the literature, one of the typical examples used by researchers in favour of treating intervals as primitive rather than objects derived from points has been the socalled Dividing Instant Problem (see Section 2). The claim is that treating intervals as primitive will successfully overcome or bypass this kind of puzzle and therefore this treatment is more suited and convenient for general modelling purposes.
However, by allowing the left/right type of some interval to be unspecified, the point & type-based approach (4II) also provides a satisfactory representation of possibly incomplete relative temporal knowledge, and hence retains the appealing characteristics of interval-based [8] , and/or point & intervalbased [12] • The hypotheses that the speed of the car was no longer below 60 mph at the time when the ball was at its apex can be represented by taking the left-type of the SpeedNoLongerBelow60 interval as 'closed' (and, correspondingly, the right-type of the SpeedBelow60 interval has to be 'open').
• The hypotheses that the Robot was not moving at the switching point p can be represented by taking the right-type of the RobotNotMoving interval as 'closed' (and, correspondingly, the left-type of the RobotMoving interval has to be 'open').
• The knowledge that the ball was at the east of and below its apex was immediately followed by the state that the ball was at its apex, which was in turn immediately followed by the state that the ball was at the west of and below the apex, can be represented by taking both the right-type of EastBelow interval and the left-type of WestBelow interval as 'open' at point p.
From point & interval-based theory to point & typed structure as the intended model
The point & type-based time structure proposed in Section 4.2 embeds additional features to the classical point-based time structure by defining in total four types of point-based time intervals. On the one hand, it conveniently accommodates time points as identical to a special collection of intervals, which are necessary for modelling instantaneous phenomena. On the other hand, it can be subsumed directly from the temporal axioms/relations presented in Section 4.1. In other words, the point & type-based time structure can be taken as an intended model of the point & interval-based time theory. In fact, it is straightforward to see that the MEETS relation defined over typed intervals/points (see PT5 in Section 4.2) actually satisfies all the axioms (A1-A6) which characterize the Meets relation over both primitive intervals and points (see Section 4.1), where ≤ can be taken as the interpretation of 'Before or Equal'. In addition, in terms of the single relation MEETS, other binary temporal relations over point & type-based intervals can be derived exactly in the same way as those defined over primitive intervals (and/ Also, if the involved time elements are specified as intervals and/or points, we shall get exactly the same 30 relations as classified in Section 4.1.
CONCLUSION
Time intervals are useful for temporal representation and reasoning in many areas of computer science, especially in expressing some imprecise or uncertain temporal knowledge in the domain of artificial intelligence. In this article, we have investigated two main approaches to the treatment of time intervals: constructing intervals out of points versus taking intervals as primitive time elements. These two approaches are compared and shown that they may be reconciled by proposing a definition of intervals in terms of points and types, and therefore, they are in fact reducible to logically equivalent expressions. In relation to the algorithmic complexity, arising out of the complexity of the management of disjunctive constraints, the computational cost of reasoning in both examined approaches is exponential for general treatments, although some improvement can be achieved in some restricted models [15, 16, 19, 27, 28, 29] .
