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Quand des humains cherchent des informations au sein de bases de connaissances
ou de collections de documents, ils utilisent un système de recherche d’information
(SRI) faisant office d’interface. Les utilisateurs doivent alors transmettre au SRI une
représentation de leur besoin d’information afin que celui-ci puisse chercher des docu-
ments contenant des informations pertinentes. De nos jours, la représentation du besoin
d’information est constituée d’un petit ensemble de mots-clés plus souvent connu sous
la dénomination de « requête». Or, quelques mots peuvent ne pas être suffisants pour
représenter précisément et efficacement l’état cognitif complet d’un humain par rap-
port à son besoin d’information initial. Sans une certaine forme de contexte thématique
complémentaire, le SRI peut ne pas renvoyer certains documents pertinents exprimant
des concepts n’étant pas explicitement évoqués dans la requête.
Dans cette thèse, nous explorons et proposons différentes méthodes statistiques, au-
tomatiques et non supervisées pour la représentation du contexte thématique de la
requête. Plus spécifiquement, nous cherchons à identifier les différents concepts im-
plicites d’une requête formulée par un utilisateur sans qu’aucune action de sa part ne
soit nécessaire. Nous expérimentons pour cela l’utilisation et la combinaison de dif-
férentes sources d’information générales représentant les grands types d’information
auxquels nous sommes confrontés quotidiennement sur internet. Nous tirons égale-
ment parti d’algorithmes de modélisation thématique probabiliste (tels que l’allocation
de Dirichlet latente) dans le cadre d’un retour de pertinence simulé. Nous proposons
par ailleurs une méthode permettant d’estimer conjointement le nombre de concepts
implicites d’une requête ainsi que l’ensemble de documents pseudo-pertinent le plus
approprié afin de modéliser ces concepts. Nous évaluons nos approches en utilisant
quatre collections de test TREC de grande taille. En annexes, nous proposons égale-
ment une approche de contextualisation de messages courts exploitant des méthodes
de recherche d’information et de résumé automatique.
Mots-clés Recherche d’information, contextualisation, concepts implicites, modélisa-
tion thématique probabiliste, sources d’information, retour de pertinence simulé, mo-




When searching for information within knowledge bases or document collections,
humans use an information retrieval system (IRS). So that it can retrieve documents
containing relevant information, users have to provide the IRS with a representation
of their information need. Nowadays, this representation of the information need is
composed of a small set of keywords often referred to as the «query». A few words
may however not be sufficient to accurately and effectively represent the complete cog-
nitive state of a human with respect to her initial information need. A query may not
contain sufficient information if the user is searching for some topic in which she is not
confident at all. Hence, without some kind of context, the IRS could simply miss some
nuances or details that the user did not – or could not – provide in query.
In this thesis, we explore and propose various statistic, automatic and unsupervised
methods for representing the topical context of the query. More specifically, we aim to
identify the latent concepts of a query without involving the user in the process nor
requiring explicit feedback. We experiment using and combining several general in-
formation sources representing the main types of information we deal with on a daily
basis while browsing the Web. We also leverage probabilistic topic models (such as La-
tent Dirichlet Allocation) in a pseudo-relevance feedback setting. Besides, we propose
a method allowing to jointly estimate the number of latent concepts of a query and
the set of pseudo-relevant feedback documents which is the most suitable to model
these concepts. We evaluate our approaches using four main large TREC test collec-
tions. In the appendix of this thesis, we also propose an approach for contextualizing
short messages which leverages both information retrieval and automatic summariza-
tion techniques.
Keywords Information retrieval, contextualization, latent concepts, probabilistic to-
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1.1 La Recherche d’Information
Nous vivons dans une société moderne et ultra-connectée, dans laquelle un an équi-
vaut au développement d’une nouvelle génération de smartphones ou de tablettes tac-
tiles. Plus de 5 milliards de téléphones mobiles sont actuellement en utilisation, pour
lesquels plus d’un milliard ½ sont des smartphones. Selon les prédictions, le trafic in-
ternet global devrait même provenir à 30% des appareils mobiles d’ici la fin de l’année
2014 1. Dans ce contexte où l’accès à internet est quasi-permanent, accéder rapidement
et surtout efficacement à l’information est un défi majeur. Chaque jour, plus de 5 mil-
liards de requêtes sont soumises au moteur de recherche de Google 2, qui totalise en-
viron 67% du trafic global des moteurs de recherche 3 avec Microsoft (Bing) et Yahoo !
comme premiers concurrents. Ces différents acteurs du Web sont à présent entrés dans
la culture collective et il est devenu naturel de poser nos questions aux moteurs de re-
cherche sous forme de mots-clés, tout en attendant une liste de documents ordonnés
dont une grande partie devraient contenir la ou les réponses.
Nous sommes entourés par des quantités astronomiques d’informations présentes
sous la forme de pages web, de documents vidéo, audio, mais également de journaux








recherche commerciaux cités précédemment, qui sont devenus des points d’entrée du
Web. Nos appareils électroniques connectés à internet font office de terminaux nous re-
liant à une « infosphère», abstraite, représentant les informations accumulées, indexées
et accessibles. Du point de vue de l’humain, rechercher de l’information revient à for-
muler son besoin d’information le plus précisément possible sous forme de mots-clés
afin que le moteur de recherche puisse «comprendre» ce besoin et proposer à l’utili-
sateur une liste de documents ou de réponses. Du point de vue du système, le défi de
la recherche d’information réside justement dans la compréhension du besoin d’infor-
mation qui n’est exprimé que sous la forme d’une requête composée d’un nombre ré-
duit de mots. Idéalement, pour proposer une réponse parfaite à l’utilisateur, le système
devrait pouvoir connaître ses pensées, son niveau d’éducation par rapport au besoin
d’information 4 ou encore ses connaissances dans des thématiques connexes.
D’une façon très générale, un système de Recherche d’Information (RI) prend en
entrée une requête formulée par un utilisateur puis va récupérer des données au sein
d’une collection préalablement indexée. Historiquement, la RI fait principalement réfé-
rence à la recherche documentaire : les données récupérées sont des documents entiers
qui contiennent des informations que le système a jugées comme pertinentes par rap-
port à la requête (Harman, 2011). Le système cherche les documents qui contiennent les
mots-clés, afin de fournir à l’utilisateur une liste de documents ordonnés en fonction
de leur pertinence estimée par rapport à la requête. De nos jours, la RI n’est néanmoins
plus réduite à cette recherche documentaire et se rapproche de l’accès à l’information en
général. Parmi ces différentes aspects, nous pouvons citer, entre autres, la recherche de
passages (uniquement certaines parties des documents) (Kaszkiel et Zobel, 1997; Fuhr
et al., 2008), la génération de mini-phrases décrivant les documents dans la liste de ré-
sultats (ou snippets) (Huang et al., 2008) ou le résumé multi-documents orienté par une
requête (Boudin et Torres Moreno, 2007). Bien que tentant de s’abstraire des notions de
«document» pour se diriger vers des notions (plus abstraites) d’« information», les tra-
vaux traitant les aspects précédents se basent très principalement sur des documents.
La recherche précise et efficace de documents pertinents reste ainsi une pièce centrale
de la RI en général. Nous nous penchons dans cette thèse sur des problématiques de
contextualisation thématique dans le but d’améliorer la recherche documentaire.
1.2 Problématiques
Nous partons du constat qu’un besoin d’information complet peut être trop com-
plexe pour être exprimé en quelques mots, ou encore que l’utilisateur peut ne pas avoir
le vocabulaire ou les compétences nécessaires pour formuler efficacement la requête.
Ingwersen (1994) dit en effet que la formulation d’une requête par un utilisateur est
la représentation de son état cognitif actuel concernant un besoin d’information. Une
requête peut ne pas être correctement formulée si l’utilisateur cherche des informations
4. Un scientifique cherchant des informations sur son champ de recherche est par exemple moins sus-




sur une thématique pour laquelle il n’a pas de connaissances. Des mots très spécifiques
à la thématique de la recherche peuvent par exemple manquer. Cette différence de vo-
cabulaire (vocabulary mismatch) a été identifiée très tôt par Furnas et al. (1987) comme
étant un problème majeur touchant les systèmes automatiques interagissant avec des
humains. Ainsi, sans contexte additionnel, le système de recherche d’information peut
manquer des nuances ou des détails que l’utilisateur n’a pas fourni dans la requête, et
récupérer automatiquement des documents pertinents à la requête peut ainsi être dif-
ficile. Ce contexte peut prendre la forme d’un modèle des intérêts de l’utilisateur basé
sur son historique personnel (ou ses interactions sociales) (Finkelstein et al., 2002;White
et al., 2010), ou peut être composé d’éléments extraits de documents similaires repré-
sentant les thèmes de la recherche (White et al., 2009; Kaptein et Kamps, 2011). Nous
nous concentrons dans cette thèse sur cette seconde catégorie d’approches.
Les méthodes traditionnelles que l’on peut voir dans la littérature forment généra-
lement cet ensemble de documents liés aux thématiques de la recherche en utilisant la
requête originale. Le retour de pertinence classique (Koenemann et Belkin, 1996) pré-
sente quant à lui les N premiers documents à l’utilisateur, qui peut alors indiquer quels
documents sont pertinents par rapport à son besoin d’information, permettant alors
au système d’avoir une représentation plus précise du contexte thématique. Dans un
monde où les recherches sur leWeb ne prennent que quelques millisecondes, les utilisa-
teurs sont parfois hésitants ou réticents à l’idée de donner ce retour de pertinence. Cette
étape peut en effet être longue et fastidieuse, et elle ne correspond pas aux standards
fixés par les moteurs de recherche Web commerciaux actuels. Il est ainsi nécessaire de
proposer des méthodes automatiques capables d’achever une précision comparable à la
méthode manuelle. L’automatisation du retour de pertinence est connu sous le nom de
retour de pertinence simulé (ou pseudo relevance feedback). Il est dit « simulé» car le sys-
tème fait l’hypothèse que les N premiers documents renvoyés par le système sont per-
tinents, ce qui n’est pas forcément le cas : ils sont considérés comme pseudo-pertinents.
Cet ensemble de documents peut ainsi être vu comme une représentation concrète
de la notion abstraite du contexte thématique de la requête : tous ces documents traitent
de différents sujets et portent sur des thématiques variées qui ont toutes un lien plus ou
moins important avec la requête. Certaines thématiques peuvent par exemple avoir un
lien avec la requête dont le poids est nul, il s’agît alors de thématiques non-pertinentes.
Nous pouvons alors imaginer de façon abstraite le contexte thématique de la requête
comme une couverture complète de toutes les informations liées à la requête et au be-
soin d’information dont elle résulte, où ces informations peuvent avoir des poids diffé-
rents. Nous introduisons dans cette thèse plusieurs méthodes permettant de modéliser
ce contexte thématique en se basant sur les modèles de pertinence (Lavrenko et Croft,
2001; Zhai et Lafferty, 2001). Nous cherchons plus précisément à répondre à trois ques-
tions de recherche principales :
– est-il possible d’améliorer la représentation du contexte thématique d’une requête
en utilisant plusieurs sources d’information de natures différentes ? Des premiers
travaux (Diaz etMetzler, 2006) suggèrent qu’une combinaison de sources externes
permet d’améliorer les performances de recherche documentaire, mais les sources
utilisées sont peu diverses. Idéalement, nous voudrions simuler l’« infosphère»
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qui nous entoure en utilisant un plusieurs sources d’information de natures très
différentes mais complémentaires,
– est-il possible de quantifier et de modéliser avec précision les concepts implicites
d’une requête ? Étant donné que la quantité d’informations accessibles augmente
de façon spectaculaire chaque jour, nous voudrions nous affranchir des ontologies
et autres ressources structurées proposant des hiérarchies de concepts manuelle-
ment définis (utilisées par exemple dans les débuts du Web sémantique (Vallet
et al., 2005)),
– quels sont les effets de tels concepts sur les performances d’un système de RI ?
Sont-ils efficaces et représentent-ils efficacement le contexte thématique de la re-
quête ?
Alors que ces questions semblent délimitées, nous les traitons comme un tout dans
cette thèse et explorons l’influence de chacun des composants que nous étudions indé-
pendamment des autres.
1.3 Plan de la thèse
Nous présentons notre travail de la manière suivante. Le chapitre 2 constitue une
introduction aux notions de Recherche d’Information et aux méthodes d’expérimenta-
tions utilisées de nos jours pour évaluer et comparer des systèmes de RI. Nous propo-
sons une revue historique des évolutions de la culture expérimentale en RI puis présen-
tons les jeux de données que nous avons utilisés tout au long de cette thèse. La suite de
ce document est séparée en trois parties consacrées au développement et à l’évaluation
d’approches permettant de modéliser le contexte thématique de la requête et de récu-
pérer des documents. Le chapitre 3 présente une méthode originale d’estimation des
modèles de pertinence permettant de prendre en compte des séquences de mots sans
supervision. Nous explorons l’influence de plusieurs sources d’informations et condui-
sons un grand nombre d’expériences visant à déterminer la qualité et la robustesse de
ces modèles. Ce chapitre est une extension du travail que nous avons publié dans (De-
veaud et al., 2013b). Dans le chapitre 4, nous introduisons une approche entièrement
non-supervisée et reposant sur un faible nombre de paramètres quantifiant et modé-
lisant les concepts implicites d’une requête. Nous utilisons pour cela un algorithme
de modélisation thématique sur des documents pseudo-pertinents et évaluons la cohé-
rence des concepts générés. Nous discutons également de la corrélation de notre mé-
thode par rapport à un algorithme de modélisation thématique hiérarchique de l’état-
de-l’art. Nous nous attardons dans le chapitre 5 à évaluer l’apport des concepts mo-
délisés par la méthode précédente pour la recherche documentaire. Nous introduisons
un nouveau modèle de pertinence et explorons ses performances dans divers cas et en
faisant également varier ses paramètres. Les chapitres 4 et 5 sont des versions étendues
de travaux publiés dans (Deveaud et al., 2013c) et (Deveaud et al., 2013a). Pour finir, le
chapitre 6 clôt cette thèse et récapitule nos principales observations, tout en proposant
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Dans le chapitre précédent, nous avons donné un aperçu des différentes questions
et hypothèses qui sous-tendent cette thèse. Le domaine de la Recherche d’Information
(RI) se construit depuis maintenant plusieurs décennies sur une culture de la valida-
tion d’hypothèse par l’expérimentation. Au centre de ces évaluations se trouvent les
notions de pertinence et de mesures d’évaluation, indispensables à la compréhension
du comportement d’un système de RI. Dans ce chapitre, nous détaillons ces notions et
dressons un portrait des différentes campagnes d’évaluation en activité. Nous décri-
vons enfin les collections de test et les sources d’information que nous avons utilisées
tout au long de cette thèse.
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2.1 Pertinence
Pertinence :
a) qualité de ce qui est pertinent, logique, parfaitement approprié,
—– Dictionnaire Larousse (2012).
b) la capacité (d’un système de recherche d’information) à récupérer des
éléments qui satisfont les besoins d’un utilisateur.
—– Dictionnaire Merriam-Webster (2012).
L’objectif principal de la Recherche d’Information (RI) est de récupérer tous les do-
cuments pertinents, et en même temps de récupérer aussi peu de documents non per-
tinents que possible (Rijsbergen, 1979). La notion de pertinence est ainsi centrale dans
l’évaluation des systèmes de RI mais, paradoxalement, c’est une notion subjective. Ce
paradoxe vient du fait qu’un système de RI cherche à estimer objectivement (Borlund,
2003; Hjørland, 2010) la pertinence de documents par rapport à une requête, alors que
cette pertinence est en réalité connue seulement de l’utilisateur qui soumet la requête.
Différents utilisateurs peuvent ainsi avoir des opinions différentes sur la pertinence
(ou sur la non-pertinence) de certains documents pour une même requête (Rijsbergen,
1979; Schamber et al., 1990). Schamber et al. (1990) et Harter (1992) évoquent notam-
ment une notion de pertinence «situationnelle », ou contextuelle, et l’apparente à un
concept cognitif multidimensionnel dépendant très principalement du besoin d’infor-
mation de l’utilisateur ainsi que de sa façon d’appréhender les informations qui lui
sont présentées. De nombreuses études se sont penchées sur l’évaluation interactive
des systèmes de RI (Kelly, 2009), prenant en compte les changements de comporte-
ment des utilisateurs au cours de leurs recherches afin de modéliser cette pertinence
situationnelle. Comme nous pouvons le voir sur la figure 2.1, plusieurs degrés d’inter-
activité avec l’utilisateur ont été étudiés, allant de l’étude orientée purement utilisateur
à l’étude orientée système. Les expériences menées dans cette thèse se situent à gauche
de cette figure. Plus spécifiquement, nous utilisons des requêtes et des collections de
documents dédiées à la recherche et accessibles sur demande (et parfois payantes). La
pertinence des documents par rapport aux requêtes (pertinence thématique) est jugée
de façon «objective» par des assesseurs. Ces jugements objectifs permettent ainsi de
quantifier la quantité d’information contenue dans un document par rapport à une re-
quête. Nous nous concentrons précisément dans cette thèse sur des problématiques de
modélisation et d’identification des différentes informations pouvant être liées à une
recherche (Kaptein et Kamps, 2011), ce que ce protocole d’évaluation orienté système
nous permet précisément d’effectuer.
La notion d’« information» est elle-même très proche de la notion de pertinence et,
dans le cadre de l’évaluation des systèmes de RI, ces deux notions tendent à être simi-
laires. Bates (2006) définit plus précisément deux types différents d’informations qui,
tout comme la pertinence, peuvent être objectifs ou subjectifs. Cette double définition
a notamment été la source de nombreux débats (Bates, 2008, 2011; Hjørland, 2009) por-
tant principalement sur le fait qu’une information ne pourrait être que subjective, à





























































































































FIGURE 2.1 – Graphique issu de l’article de Kelly (2009) représentant toutes les sous-tâches (et les
sous-types d’évaluation).
RI, l’information est subjective, ou conditionnée par la requête. Néanmoins si l’on se
place au niveau du document, on peut quantifier objectivement la quantité d’informa-
tion (liée à la requête) qu’il contient. Dans ce contexte, la pertinence s’applique à un
document (qui représente une unité textuelle, telle qu’une page web, un passage, une
phrase, ...) et définit à quel point le document contient des informations importantes
par rapport à une requête. Dans les premières évaluations de TREC (voir section 2.2.1),
un document pouvait ainsi être considéré comme pertinent dans son ensemble, même
si une seule de ses phrases était pertinente (Harman, 2011).
Les notions de pertinence et d’information sont étroitement liées et se confondent
parfois lors de l’évaluation de systèmes de Recherche d’Information. Nous détaillons
dans la prochaine section les méthodes expérimentales employées de nos jours dans les
différentes campagnes d’évaluation ainsi que leurs origines.
2.2 Évaluation
L’évaluation est une tradition qui est au centre de la Recherche d’Information en
tant que domaine de recherche depuis maintenant plus de vingt ans 1. L’arrivée des
campagnes d’évaluation, des expériences reproductibles et des données communes et
partagées a influencé la culture expérimentale d’une génération de chercheurs. Nous
détaillons dans les sections suivantes le paradigme commun à ces campagnes d’éva-
luation, le lien avec les jugements de pertinence, composant essentiel de l’évaluation,
ainsi que les mesures d’évaluation standard utilisées dans cette thèse.
1. La première édition de TREC a eu lieu en 1992.
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2.2.1 Paradigme d’évaluation de Cranfield
Évaluer et comparer les performances de différents systèmes d’indexation automa-
tique et de recherche d’information est une problématique qui a émergé dans les années
1950 (Robertson, 2008), et dont le premier cadre expérimental a été défini dans les an-
nées 1960 avec les expériences menées à Cranfield (Cleverdon, 1962; Cleverdon et al.,
1962). La collection de documents était alors très réduite, et les requêtes étaient géné-
rées directement à partir des documents. Chaque document était alors jugé pertinent
ou non par rapport à chaque requête. Avec ces informations à disposition, il était alors
possible de comparer les résultats fournis par un système automatique avec la référence
complète ainsi annotée.
Ce «paradigme d’évaluation de Cranfield» (Voorhees, 2002) a gagné en popularité
principalement pour les possibilités de reproductibilité qu’il offre, et a perduré au sein
de la communauté de Recherche d’Information. De nombreuses campagnes d’évalua-
tion telles que TREC 2, INEX 3, CLEF 4, FIRE 5 et NTCIR 6 se sont mises en place à l’ini-
tiative de quelques chercheurs telles que Donna Harman et Ellen Voorhees (Harman,
1992a; Harman et Voorhees, 2006), avec pour but de construire des collections com-
prenant des requêtes, des documents et des jugements de pertinence, pouvant ainsi
être réutilisées par d’autres chercheurs. Nous avons vu dans la section précédente que
la pertinence d’un document par rapport à une requête pouvait dépendre de plusieurs
paramètres, dont l’utilisateur (Kamps et al., 2009). Lamise en place d’uneméthodologie
pour le développement d’environnements d’évaluation initiée à Cranfield permet no-
tamment d’essayer de s’abstraire de ces différences individuelles. Tague-Sutcliffe (1996)
définit six éléments qui composent un processus de recherche d’information et qui se
retrouvent dans ces campagnes :
– un ensemble de documents à renvoyer (ou plus communément « collection cible »,
ou encore simplement « collection »),
– un algorithme de recherche documentaire,
– un besoin d’information d’un utilisateur,
– une expression de ce besoin d’information (généralement sous la forme de mots-
clés, autrement dit la « requête »),
– une liste de documents renvoyés, et
– des jugements de pertinence.
Un système de Recherche d’Information prend donc en compte une représentation d’un
besoin d’information en entrée, et produit une liste de documents ordonnée par ordre
décroissant en fonction de leur pertinence estimée. L’évaluation d’un tel système reflète
dans ce cas à quel point il a la capacité de satisfaire l’utilisateur courant, ainsi que tous
les utilisateurs passés et à venir (avec des besoins d’information, et donc des requêtes,
variés). Dans la littérature, on nomme généralement « collection de test » l’ensemble








2.2.2 Jugements de pertinence et échantillonnage
La création de jugements de pertinence était réalisable pour une collection de do-
cuments limitée comme celle employée pour les premières expériences de Cranfield
(1 400 documents et 225 requêtes), mais ce n’est clairement pas un scénario réaliste
dès que le nombre de documents à juger augmente trop (742 611 documents et 100 re-
quêtes dans la première collection de TREC (Harman, 1992b), ce qui reviendrait à juger
plus de 74 millions de paires requête-document). La solution adoptée à l’époque par les
organisateurs de TREC, et qui est toujours utilisée de nos jours dans différentes cam-
pagnes d’évaluation, a été de sélectionner les N premiers documents renvoyés par les
systèmes des participants et de ne construire des jugements de pertinence que pour ces
documents-ci (Harman, 1992b). Cette méthode d’échantillonnage (ou pooling) avait été
initialement introduite par Jones et al. (1975), et des études ont montré (dans le cadre
de TREC) son efficacité à produire des jugements de pertinence statistiquement équiva-
lents à des jugements complets (Zobel, 1998). De plus, les systèmes ne contribuant pas
à l’échantillon peuvent eux-aussi être évalués équitablement (Zobel, 1998). L’interven-
tion humaine étant limitée, les coûts de création d’une collection de test sont donc très
largement diminués, tout en permettant à d’autres chercheurs de disposer des mêmes
données pour évaluer leurs algorithmes et pour vérifier si leur découvertes se généra-
lisent (Jones, 1981).
Par ailleurs, l’avènement de la sous-traitance de masses (ou crowdsourcing) (Howe,
2008), notamment à travers le service Mechanical Turk d’Amazon 7, donne une alterna-
tive pour la collecte de grands nombres de jugements de pertinence à faible coût (Alonso
et al., 2008; Alonso et Mizzaro, 2009). Ce service permet aux chercheurs (entre autres)
de définir des tâches, idéalement simples et rapides, qui peuvent être exécutées par des
internautes (aussi appelés Turkers) en échange de micro-paiements. Kazai et al. (2011)
montrent que les jugements de pertinence produits par les Turkers peuvent permettre
de reproduire les classements de systèmes de RI obtenus avec des jugements obtenus de
manière classique, sous réserve de concevoir des tâches et des interfaces de façon à ne
pas biaiser le jugement des Turkers. Bien que cette alternative semble viable, nous utili-
sons dans cette thèse les méthodes traditionnelles pour des raisons de reproductibilité,
de comparaison et également de coût. De plus, à l’heure où nous écrivons cette thèse,
l’utilisation de services de crowdsourcing (et plus particulièrement Mechanical Turk) va
à l’encontre du droit européen sur la propriété intellectuelle (Sagot et al., 2011).
2.2.3 Mesures d’évaluation
Rechercher de l’information peut impliquer d’effectuer plusieurs tâches différentes,
où chacune modélise le comportement de l’utilisateur de façon différente. Dans cette
thèse, nous nous intéressons au cas d’un utilisateur voulant acquérir des informations
sur un sujet ou une thématique précise. Ce type bien particulier de tâche porte sou-
vent la dénomination de ad hoc dans la littérature. On peut imaginer d’autres cas où
7. https://www.mturk.com
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un utilisateur souhaite retrouver une page web spécifique ou une entrée dans une en-
cyclopédie (Balog et al., 2009) (recherche de page principale), ou encore un utilisateur
cherchant des personnes expertes sur un sujet (Bailey et al., 2007) (recherche d’entités).
Sans chercher précisément un objet, certains utilisateurs peuvent vouloir des réponses
à leurs questions (Voorhees et Tice, 1999; Moriceau et al., 2009) (question-réponse), ou
encore comprendre la teneur de certains messages courts et ambigus (SanJuan et al.,
2012) (contextualisation).
À chacune de ces tâches correspondent des mesures d’évaluation précises permet-
tant de quantifier la qualité d’un système répondant à ces problèmes. Par exemple,
dans le cas où l’on évalue un système devant renvoyer une page principale sachant
une requête, une mesure convenable devrait récompenser les systèmes qui placent la
bonne page en première position et pénaliser les systèmes qui ne le font pas. Les tâches
de recherche d’information évoluent avec le temps et avec les changements de com-
portement des utilisateurs. La définition et l’analyse de nouvelles mesures permettent
de faire face à ces nouveaux comportements ainsi qu’aux nouvelles tâches et problé-
matiques émergentes (telles que la recherche d’entités par exemple). Néanmoins, à
l’origine, les systèmes de RI renvoyaient des listes de documents (non ordonnées) et
pouvaient être ainsi évalués en calculant des mesures de précision et de rappel (van
Rijsbergen, 1979; Manning et al., 2008).
Document pertinent Document non-pertinent
Document renvoyé vrai positif (vp) faux positif ( f p)
Document non renvoyé faux négatif ( f n) vrai négatif (vn)
TABLE 2.1 – Matrice de confusion.
Ces mesures ont largement été utilisées en classification et peuvent être aisément
transposées à la RI 8. Soit un ensemble de documents renvoyés en réponse à une re-
quête utilisateur, la fraction des documents renvoyés qui sont également pertinents est
exprimée par la précision ; le rappel représente quant à lui la fraction des documents
pertinents qui sont effectivement renvoyés par le système. En utilisant les notations in-











8. Il est à noter que ce n’est pas vrai pour toutes les mesures utilisées en classification. Même si une
tâche ad hoc de RI peut être vue comme une tâche de classification à deux classes (pertinent contre non-
pertinent), les documents non-pertinents par rapport à une requête sont très largement majoritaires (>
99%) au sein d’une collection de documents de taille importante. En utilisant une mesure d’accuracy
(=
vp+ vn
vp+ f p+ vn+ f n
, suivant la notation introduite dans le tableau 2.1), il serait facile d’atteindre d’ex-
cellents résultats avec un système prédisant qu’un document est non-pertinent à chaque fois.
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Ces deuxmesures sont complémentaires mais ne reflètent pas forcément exactement les
attentes qu’un utilisateur peut avoir d’un moteur de recherche. Par exemple, renvoyer
l’intégralité des documents de la collection permettra d’obtenir un rappel de 1, mais la
précision sera à ce moment très faible. Dans le cas d’une recherche sur le Web impli-
quant des dizaines de milliards de documents 9, on sera plutôt intéressé par la capacité
du système à ramener un forte proportion de documents pertinents au sein d’une liste
réduite (de 10 documents par exemple), tandis qu’une recherche experte (de brevets
par exemple) va nécessiter un système étant capable de renvoyer tous les documents
pertinents peu importe leur rang (Lupu, 2013).
Dans notre cas, l’utilisateur se voit présenter une liste ordonnée de documents, où
le premier document est implicitement le plus pertinent (selon le système de RI). Il est
ainsi commun de calculer certaines mesures d’évaluation (comme la précision) sur les
k premiers documents. Ainsi la précision à 10 documents, P@10, représente la précision
de l’ensemble formé par les 10 premiers documents renvoyés par le système de RI.
Une des mesures très largement employée est la moyenne des précisions aux rangs
où se trouvent les documents pertinents par rapport à une requête (abrégée en AP pour
average precision). Plus formellement, soit D = {d1, ..., dn} une liste de documents ren-








où |R| représente le nombre total de documents jugés pertinents, n est le nombre de
documents renvoyés par le système. rel(dk) est un indicateur de la pertinence du docu-
ment au rang k ; il est égal à 1 si dk est pertinent, à 0 sinon.
La mesure MAP (mean average precision) s’est imposée au sein de la communauté
TREC comme une mesure standard permettant d’évaluer d’un coup les performances
d’un système sur une tâche donnée. Celle-ci utilise les AP calculées pour un ensemble








avec |Q| étant le nombre de requêtes. Les mesures AP et MAP sont connues pour leur
stabilité et leur fort pouvoir discriminatif par rapport à d’autres mesures (Buckley et Voo-
rhees, 2000; Sakai, 2006) ; en d’autres mots, elles sont plus efficaces pour identifier les
différences entre deux systèmes de RI différents et les départager. La mesure MAP a
été la mesure d’évaluation officielle pour de nombreuses tâches de TREC, y compris
celles dont nous utilisons les collections (voir section 2.3) ; c’est logiquement la mesure
d’évaluation principale de cette thèse. Nous utilisons comme mesures secondaires la
précision et la nDCG à 10 ou 20 documents, ce qui correspond à l’affichage d’une ou
deux pages de résultats dans le cadre d’un moteur de recherche standard. L’acronyme
9. http://www.worldwidewebsize.com/
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nDCG, pour normalized discounted cumulative gain, est utilisé pour désigner une me-
sure prenant en compte des jugements de pertinence gradués (Järvelin et Kekäläinen,
2002) et pénalisant les documents qui apparaissent trop bas dans la liste renvoyée par
le système. Certains documents peuvent en effet avoir des niveaux de pertinence plus
importants que d’autres ; on pourrait par exemple imaginer une échelle de pertinence
comprenant 0 : non-pertinent, 1 : pertinent, 2 : central, 3 : vital. De plus, les utilisateurs
explorent naturellement les documents renvoyés en premier par le système avant de
descendre dans la liste, des documents pertinents apparaissant trop bas sont donc sus-
ceptibles de ne pas être vus. L’objectif des mesures graduées est ainsi de pénaliser un
système qui classerait un document vital après un document qui ne serait que perti-
nent, tout en favorisant les systèmes qui renvoient les documents pertinents dans les
tous premiers rangs. Ce type de mesures est notamment populaire pour évaluer les
performances des moteurs de recherche sur le Web (Chapelle et al., 2009).
Récemment, la nécessité d’évaluer la diversité d’une liste de documents est apparue,
tout en prenant en compte leur pertinence, avec pour but de répondre notamment au
problème des requêtes ambiguës ou traitant de thèmes larges. Un exemple classique est
la requête « java » : elle peut être synonyme de café en anglais, ou peut faire référence à
une danse ou au célèbre langage de programmation. Dans ce cas précis, un système de
RI privilégiant la diversité devrait proposer à l’utilisateur des documents traitant de ces
différents sujets dans les premiers classements, et non uniquement des documents trai-
tant du langage de programmation (même s’ils sont tous pertinents). Chaque requête
est donc représentée par un ensemble de « sous-thématiques » inconnues du système
avant la recherche documentaire. La pertinence des documents est alors jugée pour
chacune des sous-thématiques comme si elles étaient des besoins d’information à part
entière. La première mesure d’évaluation à prendre en compte ces sous-thématiques
a été α-nDCG (Clarke et al., 2008, 2011a), puis Agrawal et al. (2009) ont introduit une
famille de mesures intent-aware (IA) intégrant naturellement ces jugements multiples.
Comme nous le verrons dans la section 2.3 ci-dessous, la collection de test de la tâche
Web de TREC (2009-2012) est une des seules à ce jour à proposer des jugements per-
mettant des calculer des performances de diversité d’un système de RI. Quand nous
utilisons cette collection dans cette thèse, nous reportons également les performances
de diversité en fonction des mesures officielles utilisées dans cette tâche, à savoir ERR-
IA@20 10 et α-nDCG@20.
2.3 Collections de documents
Nous décrivons dans cette section les différentes collections de test que nous utili-
sons pour évaluer les contributions de cette thèse. Nous avons utilisé Indri 11, un sys-
tème d’indexation et de recherche d’information libre et open-source, pour indexer ces
collections et chercher les documents. Les mêmes paramètres ont été utilisés dans tous
10. Cette mesure est une version intent-aware de la mesure ERR (Chapelle et al., 2009), déjà populaire
pour évaluer la recherche de pages Web. Elle est ainsi complémentaire à la mesure α-nDCG.
11. http://www.lemurproject.org/indri
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les cas : les mots ont été légèrement racinisés par l’algorithme standard de Krovetz
(1993), et les mots outils présents dans la liste fournie avec Indri ont été supprimés.
Toutes ces collections contiennent des documents en langue anglaise. Durant toutes
nos expérimentations nous n’utilisons que la formulation par mots-clés des requêtes
(aussi connue sous la dénomination de title queries), et nous ignorons les formulations
développées pouvant être composées de plusieurs phrases (ou description ou narrative
queries).
Nous détaillons ici les caractéristiques de ces collections ainsi que le contexte dans
lequel elles ont été créées et les tâches auxquelles elles sont dédiées. Les tableaux 2.2
et 2.3 proposent quant à eux quelques statistiques sur ces collections.
Nom # documents taille de l’index # mots uniques # total de mots µ
WT10g 1 692 096 9,2 Go 5 437 563 1 043 993 839 617
Robust04 528 155 2 Go 675 713 253 367 449 480
GOV2 25 205 179 202 Go 39 286 722 23 623 611 729 937
ClueWeb09-B 50 220 423 583 Go 87 330 765 40 416 831 010 805
TABLE 2.2 – Résumé des collections de test de TREC utilisées pour nos évaluations. µ indique la
longueur moyenne des documents, en nombre de mots.
Par requête
Nom requêtes utilisées # docs. pertinents moyen min. max.
WT10g 451-550 5 980 59,8 1 519
Robust04 301-450, 601-700 17 412 69,65 3 448
GOV2 701-850 26 917 179,45 4 617
ClueWeb09-B 50-150 14 842 98,95 1 314
TABLE 2.3 – Statistiques sur les requêtes et les documents jugés pertinents pour les collections
utilisées dans cette thèse.
2.3.1 TRECWeb 2000-2001
La première collection (WT10g) a servi de support à la tâche de recherche Web de
TREC pour les années 2000 et 2001 (Hawking, 2000). Il s’agit d’un ensemble de pages
Web récupérées en 2000 ne contenant que des documents en langue anglaise. Nous uti-
lisons ici les requêtes des années 2000 et 2001 (50 pour chaque année). Ce sont des re-
quêtes soumises par des utilisateurs réels, extraites à partir des historiques de requêtes
du moteur de recherche eXcite (Hawking, 2000; Bailey et al., 2003). Les jugements de
pertinence ont été construits en suivant la méthodologie traditionnelle de TREC (sec-
tion 2.2), à savoir en jugeant des échantillons de documents renvoyés par les partici-
pants de la tâche.
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2.3.2 TREC Robust 2004
La seconde collection de documents est celle de la tâche Robust de TREC 2004 (Ro-
bust04), et est composée d’articles de presse provenant de divers journaux dont le Fi-
nancial Times, le Federal Register, le Los Angeles Times et le Foreign Broadcast Information
Service (service de diffusion d’information étrangère), couvrant une période allant de
1989 à 1996. Ces différents corpus journalistiques se trouvent sur les disques 4 et 5 de
TREC (en enlevant la partie Congressional Record). Sur les 250 requêtes de cette col-
lection, 200 ont été reprises des précédentes tâches ad hoc de TREC car elles avaient été
jugées difficiles (Voorhees, 2005) (i.e. ce sont des requêtes pour lesquelles les systèmes
participant à TREC n’ont pas eu de bons résultats). Les 50 dernières requêtes ont quant à
elles été développées spécifiquement pour la tâche. Cette collection est spécifiquement
reconnue pour sa stabilité et la bonne qualité de ses jugements.
2.3.3 TREC Terabyte 2004-2006
La troisième collection tire son nom (GOV2) des noms de domaines des sites inter-
net du gouvernement américain, qui contiennent tous un .gov dans leur URL. Elle est
constituée d’une large partie de ce domaine et contient le texte HTML des pages web,
ainsi que les transcriptions de documents PDF, Word et postscript (Clarke et al., 2004).
Elle a été utilisée dans les tâches TREC Terabyte, Million Query et Relevance Feedback,
mais nous utilisons dans cette thèse uniquement les requêtes de la tâche Terabyte. Celle-
ci commença en 2004 et finit en 2006, et fut la première à utiliser une collection d’une
taille aussi importante (d’où son nom) (Büttcher et al., 2006) : son but était de dévelop-
per une méthodologie d’évaluation pour les collections de documents de l’échelle du
Téraoctet. Nous utilisons dans cette thèse toutes les requêtes des trois années.
2.3.4 TRECWeb 2010-2011
Pour finir, le ClueWeb09 12 est la deuxième plus grande collection de pageswebmise
à disposition de la communauté de RI à l’heure où nous écrivons cette thèse (après le
ClueWeb12, dont la distribution a commencé en janvier 2013). Cette collection a été
utilisée dans plusieurs tâches de TREC comme par exemple les tâches Web (de 2009 à
2012) (Clarke et al., 2011b), Blog et Million Query. Nous considérons ici uniquement la
catégorie B du ClueWeb09 (ClueWeb09-B), qui est composée d’environ 50 millions de
pages web en anglais, tandis que l’intégralité de la collection contient plus d’unmilliard
de documents, dont 500 millions en anglais. La méthodologie d’évaluation pour les
requêtes de la tâche Web de 2009 a suivi un processus inhabituel se basant sur des
groupements de documents superficiels et de tailles réduites (Carterette et al., 2006). Les
jugements de pertinence produits pour ces requêtes (possédant les identifiants allant




pourquoi nous considérons dans cette thèse uniquement les requêtes des années 2010
et 2011.
2.4 Sources d’information
En plus des collections de test standards que nous avons présentées dans la sec-
tion précédente, nous utilisons différentes sources d’information dans le cadre de nos
expérimentations. Nous employons aussi le terme de « collection externe » ou de « res-
source » pour nous référer à ces sources d’information, en opposition à la collection de
documents dans laquelle le système de RI va chercher des documents, ou « collection
cible ». Nous nous en servons afin de récupérer des informations supplémentaires ou
complémentaires sur le contexte thématique de la requête, nous considérons donc ici
des sources de grande taille et contenant des documents de natures différentes. De la
même façon que pour les collections de documents, nous détaillons leurs caractéris-
tiques et le contexte de leur acquisition.
Ressource # documents taille de l’index # mots uniques # total de mots µ
NYT 1 855 658 11 Go 1 086 233 1 378 897 246 743
Wiki 3 406 520 12 Go 7 419 901 1 143 840 781 336
GW 4 111 240 12 Go 1 288 389 1 397 727 483 340
Web 29 038 220 336 Go 33 314 740 22 814 465 842 786
TABLE 2.4 – Récapitulatif des quatre sources d’information générales utilisées. µ représente la lon-
gueur moyenne des documents.
2.4.1 Wikipédia
Notre première source d’information est Wikipédia, l’encyclopédie en ligne. Les
avantages pouvant être apportés par une telle ressource sont multiples et sont prin-
cipalement liés au fait que les articles sont entièrement construits manuellement. Der-
rière chaque phrase se trouve de la connaissance que des humains ont pris le temps
d’acquérir, de retranscrire et surtout de corriger afin d’en améliorer en permanence la
qualité (Medelyan et al., 2009). Cette qualité a été exploitée de façon abondante par de
nombreuses équipes de chercheurs travaillant dans divers domaines liés au Traitement
Automatique des Langues (TAL), et elle l’est toujours aujourd’hui. Notre objectif dans
cette section n’est pas de faire une revue systématique de tous les champs de recherche
impliquant Wikipédia, mais plutôt de détailler quelques travaux importants principa-
lement liés à la Recherche d’Information.
Les utilisations de Wikipédia pour l’accès à l’information sont très variées. Des
études rapportent des améliorations de performances dans le cadre d’une recherche
d’articles de presse ou de pages web en utilisant de l’expansion de requêtes avec des
mots liés provenant de Wikipédia (Li et al., 2007; Xu et al., 2009; Meij et de Rijke, 2010).
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Koolen et al. (2009) rapportent également des résultats avec uneméthode similaire pour
la recherche de livres. La recherche documentaire cross-lingue (Nie, 2010) a également
beaucoup bénéficié de la nature multilingue de l’encyclopédie, le but étant de proposer
à l’utilisateur des documents pertinents exprimés dans une langue différente de la re-
quête. De nombreuses approches se basent sur des corpus comparables afin d’effectuer
les traductions, et l’utilisation de versions de Wikipédia en différentes langues permet
notamment de s’affranchir des problèmes de différences de domaines (Potthast et al.,
2008; Roth et Klakow, 2010).
En lieu d’améliorer ou de traduire la requête ou les documents, Hu et al. (2009) ont
utilisé Wikipédia afin de deviner l’intention qu’avait l’utilisateur en soumettant sa re-
quête au système de RI. Plus spécifiquement, ils se sont concentrés sur l’identification
de voyages (requêtes pointant vers des lieux ou des destinations), de personnes et de
recherche d’emplois. Wikipédia a été aussi utilisée dans des tâches de résumé automa-
tique (Svore et al., 2007), mais c’est pour des problèmes de recherche d’entités (Zara-
goza et al., 2007; Bron et al., 2010), d’extraction d’attributs (Wu et Weld, 2007, 2010) et
d’extraction de relations (Strube et Ponzetto, 2006; Suchanek et al., 2007; Yan et al., 2009)
qu’elle aura été le plus efficace.
Dans cette thèse, nous ne recourons pas aux méthodes d’extraction d’information
et n’exploitons que le texte des articles Wikipédia, sans explicitement tenir compte des
attributs ou des relations entre les pages. Les données que nous utilisons correspondent
à une capture complète de la version anglaise de l’encyclopédie en ligne datant du
mois de janvier 2012 qui contient 3 406 520 documents (les pages de redirection et de
désambiguïsation ont été supprimées). Ces documents ont été indexés avec Indri, avec
les mêmes paramètres que ceux utilisés pour les collections de documents (section 2.3).
2.4.2 New York Times
Notre seconde source d’information est constituée d’articles de presse du New York
Times qui ont été publiés entre 1987 et 2007. Cette collection est basée sur le corpus
Linguistic Data Consortium (LDC) (Sandhaus, 2008) du NYT 13 dont nous avons sup-
primé les différentes balises et annotations afin de ne garder que le texte produit par les
journalistes. Elle est constituée de 1 855 658 documents.
2.4.3 GigaWord
Comme troisième source d’information, nous utilisons le corpus GigaWord anglais
distribué également par le LDC 14 (Graff et Cieri, 2003). Il est constitué de 4 111 240
dépêches d’actualités collectées à partir de quatre sources internationales distinctes :
le service anglais de l’Agence France Presse, le service anglais de l’Associated Press
Worldstream, le service de dépêches du New York Times et le service anglais de la Xin-





de sujets très précis, les documents du GigaWord sont en moyenne plus de deux fois
moins longs que ceux du New York Times.
2.4.4 Web
Enfin, nous avons considéré une quatrième source plus générale et de taille beau-
coup plus importante : un ensemble de pages web. Le ClueWeb09 étant connu pour
contenir un grand nombre de pages considérées comme spam, nous avons utilisé une
liste standard fournie par Cormack et al. (2011) qui liste tous les documents de la collec-
tion ainsi que le pourcentage de spam qu’ils contiennent 15. La notion de spam est floue
et reste difficile à définir précisément (Gyongyi et Garcia-Molina, 2005). Ici une page
Web est considérée comme spam lorsqu’elle est de faible qualité et sans valeur, avec de
très faibles chances d’être considérée comme pertinente pour n’importe quelle requête
pour laquelle elle pourrait être renvoyée. Nous avons ainsi supprimé du ClueWeb09-B
(voir section 2.3.4) tous les documents ayant une probabilité d’être un spam supérieure
à 30%, suivant les recommandations des auteurs (Cormack et al., 2011). Le corpus ré-
sultant de cette opération est composé de 29 038 220 pages web.
15. http://plg.uwaterloo.ca/~gvcormac/clueweb09spam/
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3.1 Introduction
Une approche automatique très largement utilisée en Recherche d’Information pour
désambiguïser la requête et identifier ses thématiques principales est le retour de perti-
nence simulé. Le retour de pertinence classique (Koenemann et Belkin, 1996) consiste à
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présenter un ensemble de N documents à l’utilisateur et d’attendre ses retours sur leur
pertinence. Le système peut alors récupérer automatiquement de nouveaux documents
similaires (i.e. liés) à ceux que l’utilisateur a marqué comme pertinents (Rocchio, 1971).
Le retour de pertinence simulé fait l’hypothèse que les N documents sont pertinents
et s’affranchit ainsi de l’implication de l’utilisateur. Un des défis est ainsi de choisir
un ensemble de documents pseudo-pertinents d’une taille appropriée pour optimiser les
performances du système de RI : trop de documents contiennent trop d’informations
pas assez ciblées sur la requête, et trop peu de documents mènent à un manque d’in-
formations.
Après avoir formé un ensemble de documents pseudo-pertinents, l’idée principale
des approches faisant du retour de pertinence simulé est d’extraire des caractéristiques
ou des indices sur leur contexte thématique. En partant du principe que ces documents
sont tous pertinents par rapport à la requête, tous les thèmes abordés devraient l’être
aussi. Même si ce n’est évidemment pas le cas en pratique, des études ont montré que
supposer que les 10 premiers documents renvoyés sont pertinents était équivalent à uti-
liser uniquement les documents réellement pertinents au sein de ces 10 documents (He
et Ounis, 2009). Les indices sur le contexte thématique sont très généralement des mots
ou des multi-mots 1 extraits directement des documents pseudo-pertinents (Lavrenko
et Croft, 2001; Zhai et Lafferty, 2001; Metzler et Croft, 2007). Ces mots sont générale-
ment des synonymes ou des concepts liés, et permettent ainsi de compléter les infor-
mations fournies par l’utilisateur à travers la requête avec des informations complé-
mentaires qui fournissent une meilleure description du contexte thématique. Une nou-
velle recherche est alors automatiquement effectuée en utilisant ces nouvelles connais-
sances, permettant ainsi de récupérer et de proposer à l’utilisateur des documents liés
au contexte thématique estimé.
Nous explorons dans ce chapitre une direction légèrement opposée et expérimen-
tons une méthode qui réduit l’importance des documents non-liés au contexte théma-
tique. Cela nous permet notamment d’intégrer naturellement plusieurs sources d’in-
formation différentes (voir section 2.4) pour estimer le contexte thématique, et ainsi de
réduire l’importance des documents en fonction de leur divergence par rapport à dif-
férentes sources. Cette combinaison de divergences constitue la deuxième contribution
de ce chapitre. Nous nous plaçons dans le cadre théorique des modèles de langue pour
la Recherche d’Information. Nous commençons ce chapitre par effectuer une revue des
modèles de pertinence (relevance models), méthode état-de-l’art pour l’estimation du
contexte thématique. Nous faisons ensuite une revue des différents travaux combinant
plusieurs sources d’informations externes pour améliorer les performances de systèmes
de RI, nous détaillons leurs forces et leurs faiblesses afin de mettre en perspective nos
contributions. Nous reportons alors les résultats de nos expériences sur les collections
de test présentées en section 2.3 et proposons une discussion sur les performances de
notre approche avant de conclure ce chapitre.
1. Séquences de plusieurs mots ayant un sens différent de celui des mêmes mots pris séparément. Par
exemple, « la grande muraille » fait très probablement référence à la muraille de Chine tandis que les mots
« la », « grande » et «muraille » sont ambigus et ne font référence à rien de particulier.
32
3.2. Recherche documentaire par modèles de langue
3.2 Recherche documentaire par modèles de langue
3.2.1 Vraisemblance de la requête
Nous prenons dans cette thèse une approche par modèles de langue pour la Re-
cherche d’Information, où les documents sont classés en se basant sur la probabilité
qu’ils soient pertinents par rapport à la requête (propre aux modèles probabilistes).
Cette probabilité s’exprime formellement par P(D|Q) et estime la pertinence du docu-





La probabilité a priori P(Q) de la requête est constante pour tous les documents et n’af-
fecte donc pas leur classement, nous l’ignorons simplement :
P(D|Q) ∝ P(Q|D)P(D) (3.2)
Dans ce qui suit, nous faisons l’hypothèse que la probabilité a priori P(D) d’un docu-
ment est uniforme pour tous les documents, ce qui revient à les classer uniquement
en se basant sur la probabilité P(Q|D) que le document D génère la requête Q. C’est
aussi l’approche standard pour la RI par modèle de langue, plus souvent connue sous
la dénomination de vraisemblance de la requête (Ponte et Croft, 1998; Hiemstra, 2001)
(query likelihood), que nous abrévions en QL (nous gardons les notations introduites
tout au long de cette thèse). La probabilité a priori P(D) peut néanmoins être utile pour
favoriser certains documents présentant certaines caractéristiques. Pour cette raison, et
pour garder une certaine consistance avec les notations utilisées dans la littérature, nous
gardons la probabilité P(D) dans notre modèle mais la traitons comme une constante.
Soit θD un modèle de langue unigramme tel que θD = {P(w|D)}w∈V , avec P(w|D)
étant la probabilité du mot w dans un document D, et V étant le vocabulaire de la
collection. Nous traitons à partir de maintenant chaque document D comme un échan-
tillon du modèle de langue multinomial θD. Le modèle de vraisemblance de la requête
traditionnel fait l’hypothèse que l’ordre des mots n’a pas d’importance, notre modèle
devient alors :
P(D|Q) ∝ P(D)P(Q|θD) ∝ P(D) ∏
w∈Q
P(w|θD)
t f (w,Q) (3.3)
Ici, t f (w,Q) est la fréquence du mot w dans la requête Q. Les requêtes contenant en
pratique rarement plusieurs fois le même mot, ce terme est parfois omis dans la littéra-
ture.
Nous généralisons la fréquence t f (w,Q) en la probabilité P(w|θQ) ; cette généralisa-
tion permet d’introduire le modèle de la requête θQ analogue au modèle du document
θD et d’ouvrir la voie à une estimation plus fine de la pondération des mots de la re-
quête. Les probabilités calculées peuvent être très proches de zéro lorsque l’on consi-
dère des larges collections de documents. Afin de prévenir les problèmes de calcul et
33
Chapitre 3. Estimation du contexte thématique par de multiples sources
d’informations
d’éviter des approximations non désirées, nous passons à l’échelle logarithmique et
calculons la log-vraisemblance d’un document par rapport à la requête :
log P(D|Q) ∝ log P(D) + ∑
w∈Q
P(w|θQ) log P(w|θD) (3.4)
Cemodèle revient à classer les documents par leur divergence de Kullback-Leibler (Zhai
et Lafferty, 2001) par rapport à la requête, et nous permet d’incorporer naturellement
des informations issues du retour de pertinence grâce à des estimations du modèle de
la requête θQ.
Un problème bien connu des modèles de recherche d’information est la prise en
compte des probabilités nulles par le lissage. En effet si un mot w n’apparaît pas dans
le document D la probabilité P(w|θD) est égale à 0. Les probabilités étant multipliées
entre elles, l’absence d’un seul mot donnerait une probabilité P(D|Q) = 0. Nous ré-
glons ce problème en lissant le modèle de langue du document en utilisant le lissage
de Dirichlet. D’autres techniques de lissage sont souvent utilisées 2 mais il a été mon-
tré que le lissage de Dirichlet était particulièrement efficace pour les requêtes courtes
formées de mots-clés (Zhai et Lafferty, 2004), ce qui est notre cas pour les expériences
menées dans cette thèse. La probabilité lissée s’écrit plus formellement comme :
P(w|θD) =
c(w,D) + µ · P(w|C)
|D|+ µ
(3.5)
avec c(w,D) étant le nombre de fois que w apparaît dans le document D, |D| étant
la longueur du document et P(w|C) =
c(w, C)
|C|
(C étant la collection de documents
entière). Nous fixons la valeur du paramètre du lissage de Dirichlet µ à 1500, une valeur
ayant démontré son efficacité (Zhai et Lafferty, 2004), et nous ne le changeons à aucun
moment au cours de nos expériences.
3.2.2 Modèles de pertinence
Le but des modèles de pertinence est d’améliorer la représentation de la requête en
sélectionnant des mots ou des termes à partir d’un ensemble de documents initialement
renvoyés (Lavrenko et Croft, 2001). La concentration des documents pertinents étant
généralement plus élevée dans les premiers rangs de la liste ordonnée de documents,
l’ensemble à partir duquel les termes vont être extrait est constitué des N documents
les mieux classés. Les modèles de pertinence obtiennent généralement de meilleurs ré-
sultats lorsqu’ils sont combinés avec le modèle original de la requête (ou estimation
par maximum de vraisemblance). Soit θ˜Q cette estimation de la requête par maximum
de vraisemblance et θˆQ un modèle de pertinence, le nouveau modèle de la requête est
donné par :
P(w|θQ) = λ P(w|θ˜Q) + (1− λ)P(w|θˆQ) (3.6)
2. Comme par exemple l’interpolation linéaire, ou lissage de Jelinek-Mercer.
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où λ ∈ [0, 1] est un paramètre fixé librement qui contrôle l’influence de la requête ori-
ginale par rapport au modèle de pertinence. Ce paramètre permet notamment d’éviter
des problèmes de glissement de thématique (ou topic drift) lorsque des mots éloignés
ou n’appartenant pas au contexte thématique de la requête sont ajoutés au modèle de
pertinence. Il est à noter que fixer λ = 1 revient au modèle de vraisemblance de la re-
quête détaillé dans la section précédente (QL). Une des variantes les plus robustes des






où Θ est un ensemble de modèles de documents pseudo-pertinents renvoyés par une
première passe d’un algorithme état-de-l’art de recherche documentaire. Comme nous
l’avons fait précédemment dans la section 3.2.1, nous faisons l’hypothèse que P(θD) est
uniforme. Le modèle de pertinence ainsi estimé est donc une somme sur les différents
modèles des documents pseudo-pertinents pondérés par le score de vraisemblance de
la requête. L’estimation finale exprimée par l’équation (3.6) est souvent nommée RM3
dans la littérature.
Nous présentons dans le tableau 3.1 un exemple de modèle de pertinence construit
pour une requête standard de TREC : «hubble telescope achievements». Alors que les
mots de la requête sont très fortement pondérés, on peut voir que d’autres mots très
liés au contexte thématique de la requête sont ajoutés. Les mots « space», «universe»
et «NASA» sont par exemple très liés à cette recherche dans laquelle l’utilisateur aime-
rait connaître les réussites du télescope spatial Hubble développé par la NASA ; celui-ci
permet notamment de mesurer le taux d’expansion de l’univers. Le mot «ultraviolet »
est aussi très intéressant car il correspond à un des spectromètres qui permet notam-
ment d’étudier les compositions des nuages de gaz ou des atmosphères planétaires.
Ces différents mots ainsi que les poids qui leur sont associés permettent ainsi d’avoir
une représentation plus complète de la requête.
Dans la prochaine section, nous effectuons une revue des différentes approches uti-
lisant différentes sources d’informations externes pour améliorer la RI.
3.3 Utilisation de sources d’information externes pour la Re-
cherche d’Information
L’utilisation de données externes a été considérablement étudiée dans le cadre du
retour de pertinence simulé. Les premières approches ont tenté d’utiliser des ressources
structurées comme l’ontologie WordNet (Miller, 1995) permettant par exemple de trou-
ver des synonymes ou de désambiguïser certains mots de la requête. Les premiers
travaux d’enrichissement de requête à l’aide de WordNet ont été menés par Voorhees
(1993, 1994) sur des requêtes courtes de TREC. Une heuristique exploitant les relations
de synonymie et d’hyperonymie mises à disposition par WordNet permettait d’ajou-
ter différents mots liés à la requête en pondérant différemment les relations lexicales.
De la même façon, Liu et al. (2004) ont proposé une approche permettant d’ajouter
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TABLE 3.1 – Dix mots de plus fortes probabilités du modèle de pertinence estimé pour la requête
« hubble telescope achievements » (issue de la tâche Robust de TREC 2004, requête 303) en utilisant
les 10 premiers documents pseudo-pertinents renvoyés en utilisant la vraisemblance de la requête.
également à la requête des mots issus de définitions et des sous-phrases à partir de
l’ontologie. D’un autre côté, Mandala et al. (1999) présentent dans leur travail une mé-
thode d’enrichissement qui combine des caractéristiques extraites de WordNet et de
deux thésaurus spécifiques créés manuellement à partir de la collection de documents.
Le premier a pour but d’identifier les relations sémantiques entre deux mots en calcu-
lant ses co-occurrences. Le second se concentre sur la pondération de paires de mots
liés par leur relation syntaxique.
Les approches plus récentes utilisant des sources d’information externes ont rem-
placé WordNet par DBpedia 3 et Wikipédia, qui ont l’avantage de proposer des infor-
mations contrôlées et validées par une large communauté, tout en étant mises à jour
en permanence. Dans leur étude, Li et al. (2007), ajoutent des mots provenant d’ar-
ticles Wikipédia dont la catégorie est majoritaire au sein d’un ensemble de 20 articles
renvoyés pour chaque requête. L’utilisation de Wikipédia comme source pour l’estima-
tion de modèles de pertinence et pour l’expansion a aussi été expérimentée par Meij et
de Rijke (2010) qui ont appris un classifieur binaire 4 afin d’identifier les articlesWikipé-
dia liés aux requêtes. Les articles catégorisés comme liés à la requête servaient ensuite
de source pour l’extraction de mots utilisés pour enrichir la requête.
D’autres types de sources d’information telles que des articles journalistiques ou
même le Web ont également été utilisées dans ce but (Bendersky et al., 2012; Diaz et
Metzler, 2006). Ces deux dernières études font partie des rares approches à avoir pro-
posé des méthodes permettant de combiner des sources d’information, mais leurs éva-
luations sont sujettes à quelques problèmes. Dans la première, Bendersky et al. (2012)
utilisent les textes de liens hypertexte et d’en-têtes, qui sont des unités textuelles très pe-
3. http://dbpedia.org/
4. Nous n’entrons pas dans le détail des différentes méthodes de classification dans cette thèse. Concer-
nant l’étude de Meij et de Rijke (2010), le classifieur utilisé était une machine à vecteur de support (SVM).
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tites qui sont moins susceptibles de contenir des informations complètes sur le contexte
thématique. Les auteurs utilisent égalementWikipédia mais ne rapportent aucun résul-
tat de sa contribution au sein de la combinaison de sources. Diaz et Metzler (2006) ont
mené des expériences avec des sources d’informations plus larges et plus générales que
celles qu’ont utilisé Bendersky et al. (2012). Ils présentent une approche qui combine
différents modèles de pertinence estimant le modèle de la requête en utilisant un large
ensemble d’articles journalistiques et deux corpus Web comme sources externes. Néan-
moins, ils ne combinent jamais les trois modèles ensemble et ne reportent les résultats
de recherche documentaire qu’avec les combinaisons de toutes les paires de sources
d’information.
À notre connaissance, cette dernière approche est la plus proche de celle que nous
présentons dans ce chapitre, à l’exception près que nous considérons des n-grammes au
lieu d’unigrammes pour l’estimation dumodèle de la requête. Nousmenons également
des expériences avec des sources d’information encore non utilisées précédemment en
RI, telles que le New York Times (voir présentation en section 2.4). Dans la prochaine
section, nous présentons une méthode calculant des divergences à partir de sources
d’information afin d’estimer le contexte thématique. La méthode réduit ensuite le score
des documents en fonction de ces divergences.
3.4 Divergence à partir de sources d’information
3.4.1 Contribution
Le but de la contribution de ce chapitre est de pouvoir modéliser avec précision
le contexte thématique d’une requête en utilisant des sources d’information externes.
Nous utilisons la divergence de Kullback-Leibler pour mesurer le gain d’information
ou la dissimilarité entre une ressource donnée R et un document D. La divergence
de Kullback-Leibler permet de mesurer une dissimilarité entre deux distributions de
probabilités. Plus formellement, nous reprenons la notation introduite dans la section
précédente et définissons θR comme étant le modèle de langue de la ressource R et θD
comme étant le modèle de langue du document D. La divergence de Kullback-Leibler









P(t|θR) log P(t|θR)− ∑
t∈V
P(t|θR) log P(t|θD) (3.9)
∝ − ∑
t∈V
P(t|θR) log P(t|θD) (3.10)
où t est un terme appartenant au vocabulaireV. Le premier terme de l’équation (3.9) est
l’entropie de la ressource R et n’affecte donc pas l’estimation du contexte thématique :
ce nombre est le même pour tous les documents. Nous simplifions alors cette équa-
tion et calculons donc la divergence de Kullback-Leibler à partir de l’équation (3.10). Le
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modèle θR est quant à lui estimé par retour de pertinence simulé. Soit Θ un ensemble
de modèles constitué à partir des N documents issus de la ressource R les mieux clas-
sés par leur vraisemblance à la requête (modèle de classement de documents QL), le






On peut voir très facilement le parallèle avec l’estimation du modèle de la requête dans
le cadre d’un modèle de pertinence (voir équation (3.7)). Dans cette nouvelle méthode
d’estimation, nous remplaçons simplement la probabilité P(w|θD) d’occurrence dumot
w dans le document D par l’entropie HΘ(t) du terme 5 t dans l’ensemble Θ de docu-
ments pseudo-pertinents issus de la ressource. Nous réduisons ainsi la ressource R
au contexte thématique de la requête déterminé par l’ensemble de documents pseudo-
pertinents. Le modèle θˆR ainsi calculé peut être vu comme une interprétation ou une
désambiguïsation de la requête par la ressourceR.
Quant à elle, l’entropie du terme t est calculée selon :
HΘ(t) = − ∑
w∈t
P(w|Θ) log P(w|Θ) (3.12)
Cette entropie donne ainsi une mesure de la quantité d’information contenue dans l’en-
semble Θ de documents. Un des avantages d’utiliser l’entropie est de pouvoir la calcu-
ler en considérant des n-grammes et non pas seulement des unigrammes comme dans
les approches traditionnelles de modèles de pertinence. Nous modifions l’ensemble V
utilisé dans l’équation (3.10) afin qu’il ne représente pas seulement l’ensemble des uni-
grammes, mais également des bi et trigrammes. Nous parcourons ainsi les documents
de l’ensemble Θ en considérant toutes les séquences de 1, 2 ou 3 mots. Dans ce chapitre,
une terme fait ainsi référence à une séquence de plusieurs mots.
Nous suivons l’équation (3.10) pour calculer la divergence d’information entre la
ressourceR et un document D :
KL(θˆR||θD) = − ∑
t∈V
P(t|θˆR) log P(t|θD) (3.13)
Le score final d’un document D par rapport à une requête utilisateur Q = w1, ...,wn est
déterminé par la combinaison linéaire du modèle standard de vraisemblance de la re-
quête et des divergences à partir de plusieurs ressources. Nous l’écrivons formellement
comme :
s(Q,D) = λ log P(Q|θD)− (1− λ) ∑
R∈S
ϕR · KL(θˆR||θD) (3.14)




P(t|θˆR) log P(t|θD) (3.15)
où S est un ensemble de sources d’information et P(Q|θD) est le modèle standard de
vraisemblance de la requête avec lissage de Dirichlet. ϕR ∈ [0, 1] représente le poids
5. Par « terme », nous entendons ici un mot ou une séquence de plusieurs mots.
38
3.4. Divergence à partir de sources d’information
donné à la ressourceR ; il peut aussi être vu comme une probabilité a priori surR. Nous
détaillons dans la prochaine section comment nous déterminons ce poids. Nous pou-
vons directement voir que la fonction de classement ci-dessus s’apparente à la fonction
classique des modèles de pertinence (RM3) détaillés en section 3.2.2 qui, après déve-
loppement, se présente sous la forme suivante :
sRM3(Q,D) = λ log P(Q|θD) + (1− λ) ∑
w∈V
P(w|θˆQ) log P(w|θD) (3.16)
où P(w|θˆQ) est le modèle de la requête estimé par retour de pertinence simulé.
L’équation (3.14) permet ainsi de réduire le score d’un document possédant une trop
grande divergence informative par rapport à des modèles thématiques estimés sur dif-
férentes sources d’information ; plus grande est la divergence, plus faible est le score
du document. La combinaison de ces sources d’information agit intuitivement comme
une généralisation du contexte thématique : les différents modèles estimés possèdent
chacun des caractéristiques différentes par rapport à ce contexte et apportent chacun
leur spécificité. Wikipédia contient des informations segmentées par articles rédigés
dans un style encyclopédique, tandis que le corpus du New York Times contient des
informations vraisemblablement plus factuelles et souvent centrées sur des sujets ou
des évènements très spécifiques. Ainsi, augmenter le nombre de sources d’information
devrait finalement améliorer la représentation du besoin d’information de l’utilisateur,
tout en ne reposant que sur sa requête. Nous choisissons ici d’utiliser le modèle stan-
dard de vraisemblance de la requête pour des raisons de reproductibilité et de facilité de
comparaison, mais il pourrait être entièrement remplacé par n’importe quel autre mo-
dèle de Recherche d’Information état-de-l’art (comme par exemple les modèles MRF-
IR (Metzler et Croft, 2005) ou BM25 (Robertson et Walker, 1994)). Nous attribuons à
notre méthode l’acronyme DfRes, pour Divergence from Resources.
3.4.2 Systèmes de base et comparaison
Nous comparons la méthode DfRes avec trois systèmes de base afin de mesurer son
impact sur les performances de recherche documentaire par rapport à l’état-de-l’art. Le
premier de ces systèmes est la vraisemblance de la requête (noté QL). Le second est RM3
(voir section 3.2.2) qui, comme nous l’avons vu précédemment est une méthode état-
de-l’art d’enrichissement de requête. Finalement, nous comparons notre approche avec
la méthode qui lui est la plus proche : la combinaison de modèles de pertinence étudiée
par Diaz et Metzler (2006). Cette méthode (à laquelle nous référons sous l’acronyme
MoRM pour Mixture of Relevance Models) est une généralisation du modèle RM3 qui
permet de prendre en compte plusieurs sources de documents pseudo-pertinents. Plus








Alors que la méthode RM3 fait du retour de pertinence en utilisant la collection cible, la
méthode QL n’utilise aucune information additionnelle. Les méthodes MoRM et DfRes
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combinent la collection cible avec les quatre sources d’information générales présentées
en section 2.4 : Wikipédia (wiki), le New York Times (nyt), le GigaWord (gigaword) et
le ClueWeb09-B sans spam (web).
3.5 Expérimentations et résultats
Cette section détaille la méthodologie que nous utilisons pour nos expérimentations
ainsi que les résultats que nous obtenons. Nous évaluons les différentes approches pré-
sentées précédemment en utilisant les quatre collections de test de TREC détaillées en
section 2.3 : Robust04, WT10g, GOV2 et ClueWeb09-B.
3.5.1 Protocole expérimental
Les méthodes RM3, MoRM et DfRes dépendent toutes les trois de trois paramètres :
λ qui contrôle le poids donné à la requête originale, k qui représente le nombre de
termes utilisés pour estimer le contexte thématique et N qui est le nombre de docu-
ments pseudo-pertinents à partir desquels les termes sont extraits. Nous estimons le
paramètre λ par validation croisée : nous formons un ensemble d’entraînement avec
toutes les requêtes sauf une qui sera testée. Nous observons ensuite quelle valeur de
λ donne les meilleurs résultats pour toutes les requêtes de l’ensemble d’entraînement
puis appliquons cette valeur à la requête restante. Nous rapportons ensuite les résultats
des performances moyennées.
Concernant les paramètres N et k, une étude menée par He et Ounis (2009) a montré
qu’effectuer du retour de pertinence simulé avec les 10 premiers documents pseudo-
pertinents était aussi efficace que d’effectuer du retour de pertinence simulé avec uni-
quement les documents pertinents présents dans ce top-10 (et ce sur plusieurs collec-
tions de test). Ils ont également montré qu’il n’y avait aucune différence statistiquement
observable entre ces deux méthodes. Nous concluons donc qu’utiliser 10 documents
semble être efficace, nous fixons N = 10 pour ces expériences. De la même façon, nous
fixons le nombre de termes utilisés k = 20. Malgré le fait que les résultats rapportés
dans le tableau 3.2 correspondent spécifiquement à ces réglages de paramètres, nous ex-
plorons dans la section suivante l’influence des paramètres N et k sur les performances
de notre modèle. À partir de ce point, lorsque nous discutons des résultats obtenus en
utilisant des sources d’information prises individuellement pour notre méthode DfRes,
nous utilisons la notation DfRes-R oùR ∈ {Wiki,NYT,Gigaword,Web}.
Un dernier paramètre utilisé par les méthodes que nous évaluons est le poids attri-
bué à chaque ressource. Pour la méthode MoRM, nous suivons exactement le procédé
décrit par Diaz et Metzler (2006) pour fixer le paramètre kR. Ce paramètre contrôle
l’importance de la ressource R et est analogue à notre paramètre ϕR (il n’a aucun lien
avec le nombre k de termes). Ce procédé est plus spécifiquement déterminé par vali-
dation croisée en testant les valeurs de kR dans l’ensemble {0, 0; 0, 1; 0, 2; ...; 1, 0}. Nous
utilisons le même partitionnement des requêtes que pour le paramètre λ pour effectuer
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la validation croisée (i.e. une requête contre toutes les autres). Concernant le paramètre
ϕR utilisé par notre approche DfRes dans l’équation 3.14, nous l’estimons de façon plus
fine. Pour toutes les requêtes sauf une, nous regardons quelle ressourceRmaximise les
performances de recherche documentaire pour DfRes-R. Le paramètre ϕR représente
alors le nombre de fois où la ressource R est meilleure que toutes les autres, divisé par







où maxMAP(Qi,R) = 1 si DfRes-R obtient une MAP 6 plus importante que DfRes avec
les autres ressources, 0 sinon. Dans cette formule, M correspond au nombre de requêtes
utilisées et Qi est la ie requête. Nous gardons le même principe que la validation croisée
et nous apprenons ce paramètre sur toutes les requêtes, sauf une, et nous le testons sur
cette dernière, afin d’éviter des problèmes évidents posés par l’utilisation de données
de test pour l’apprentissage.
3.5.2 Résultats
Les résultats des différentes approches que nous expérimentons dans ce chapitre
sont présentés dans le tableau 3.2. Bien qu’il puisse paraître synthétique, il est le résultat
de 320 runs 7, soit 192 000 requêtes évaluées.
QL RM3 MoRM DfRes
MAP P@20 MAP P@20 MAP P@20 MAP P@20
WT10g 0,2026 0,2429 0,2035 0,2449 0,2339α,β 0,2833α,β 0,2463α,β 0,2954α,β
Robust04 0,2461 0,3528 0,2727α 0,3677 0,2869α,β 0,3799α,β 0,3147α,β,γ 0,4024α,β,γ
GOV2 0,2911 0,5145 0,2877 0,5074 0,3083α,β 0,5409α,β 0,3257α,β,γ 0,5638α,β,γ
ClueWeb09-B 0,1007 0,2347 0,1007 0,2260 0,1045 0,2250 0,1140α,β,γ 0,2770α,β,γ
TABLE 3.2 – Résultats de recherche documentaire reportés en terme de précision moyenne (MAP)
et de précision à 20 documents pour les approches QL, RM3, MoRM et DfRes. Nous utilisons le
test apparié de Student (t-test) pour déterminer les différences significatives avec les systèmes de
base. α, β et γ indiquent respectivement des améliorations significatives par rapport à QL, RM3 et
MoRM, avec p < 0, 05.
L’observation principale que l’on peut faire des résultats de recherche ad hoc pré-
sentés dans ce tableau est que l’utilisation d’une combinaison de sources d’information
est toujours plus performante que l’utilisation de la collection cible. Les chiffres que
nous reportons sont différents de ceux présentés par Diaz et Metzler (2006), néanmoins
nous n’avons pas pu reproduire les expériences à l’identique car les auteurs n’ont pas
détaillé tous leurs paramètres d’indexation. Ces variations impactent toutefois peu les
résultats relatifs : la méthode MoRM est plus efficace que la méthode RM3 qui est plus
efficace que QL.
6. Pour plus de détails sur la mesure MAP, voir la section 2.2.3.
7. Par run, nous désignons les résultats (sous forme d’une liste de documents la plupart du temps)
renvoyés pour un ensemble de requêtes prédéfini.
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On voit dans le tableau 3.2 que la méthode DfRes obtient les meilleurs résultats,
et ce pour toutes les collections de test. Il est néanmoins plus difficile d’observer des
améliorations significatives par rapport à MoRM sur les deux collections web WT10g
et ClueWeb09-B. Nous conduisons une analyse plus détaillée dans les prochaines sec-
tions, mais nous pouvons d’ores et déjà conjecturer que cette difficulté est due à la
nature même de ces collections. Les documents web peuvent en effet être très hétéro-
gènes et bruités, ce qui peut gêner une bonne sélection des termes utilisés pour estimer
le contexte thématique. Pour les collections Robust04 et GOV2, les améliorations que
DfRes apporte par rapport à MoRM sont très importantes et sont toutes significatives.
Contrairement aux collections web précédentes, les articles journalistiques et les entrées
du domaine .gov américain sont chacun ciblés sur des sujets précis.
Les différentes sources d’information utilisées sont de natures très différentes, et
contribuent donc à estimer le contexte thématique avec des importances différentes.
Comme nous l’avons détaillé dans la section précédente, nous utilisons une méthode
permettant d’apprendre le poids de chaque ressource pour chaque requête, en utilisant
les autres requêtes du jeu de test comme ensemble d’apprentissage. À titre d’indication,
nous reportons dans le tableau 3.3 les moyennes de ces poids appris pour les différentes
sources d’information utilisées sur les quatre collections de test.
nyt wiki gigaword web WT10g Robust04 GOV2 ClueWeb09-B
WT10g 0,303 0,162 0,121 0,313 0,101 - - -
Robust04 0,309 0,076 0,281 0,149 - 0,185 - -
GOV2 0,213 0,121 0,179 0,219 - - 0,261 -
ClueWeb09-B 0,195 0,215 0,127 0,351 - - - 0,108
TABLE 3.3 – Moyennes des poids ϕR appris pour les quatre collections. Les nombres en gras cor-
respondent aux plus forts poids par collection.
Une observation que l’on peut faire de ce tableau (et qui va se confirmer dans les
prochaines sections) est l’importance du New York Times comme source d’informa-
tion. On voit en effet qu’elle a un poids très important pour les collections WT10g et
Robust04, et que même si elle a une importance réduite pour GOV2 et ClueWeb09-
B les poids restent relativement élevés comparés aux autres. Un résultat surprenant
et qui sera récurrent tout au long de cette thèse est l’inefficacité de Wikipédia comme
source d’information dans le cadre d’une recherche documentaire utilisant des modèles
de pertinence. On aurait en effet initialement pu penser qu’utiliser Wikipédia pourrait
donner de bons résultats de par sa structure encyclopédique où les sujets sont cloison-
nés par article. Il semble néanmoins que le vocabulaire est moins varié que dans des
sources comme le NYT, où les journalistes professionnels sont entraînés à user de sy-
nonymes et de métaphores pour éviter les répétitions, ce qui permet à nos modèles
de construire une estimation plus complète du contexte thématique. Les chiffres pré-
sentés dans le tableau 3.3 montrent que les ensembles bruts de pages web (WT10g et
ClueWeb09-B) sont trop bruités pour pouvoir être des sources efficaces. Il est néan-
moins très intéressant de voir le poids de la ressourceweb par rapport à ClueWeb09-B 8,
8. Il s’agît en effet de la même ressource, à l’exception près que la ressourceweb a été nettoyée d’envi-
42
3.5. Expérimentations et résultats
qui montre qu’une phase de nettoyage de ces documents bruités peut être extrêmement
bénéfique à la formation d’une source d’information complète et hétérogène. Elle est as-
sez logiquement la source la plus importante pour les deux collections Web, tandis que
le NYT et le GigaWord sont eux aussi assez logiquement les meilleures sources pour la
collection Robust04. Ces observations sont assez intuitives (des sources journalistiques
sont plus efficaces pour améliorer une recherche d’articles dans une base de journaux),
mais nous trouvons qu’il est important que ces intuitions se valident dans notre cas.
3.5.3 Qualité du contexte thématique estimé
Dans cette section, nous analysons les résultats plus en détail et faisons varier la va-
leur du paramètre λ contrôlant l’influence du contexte thématique par rapport à la re-
quête originale. Ainsi, suivant la formule détaillée dans l’équation (3.14), λ = 1 signifie
que toute l’importance est donnée à la requête originale, tandis que λ = 0 signifie que
toute l’importance est donnée au contexte thématique estimé. Nous rapportons dans les
figures 3.1, 3.2, 3.3 et 3.4 les performances de DfRes utilisant toutes les sources d’infor-
mation individuellement, ainsi que leur combinaison (sous la dénomination « tout»).





















































FIGURE 3.1 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
WT10g. La méthode DfRes dont les résultats sont reportés dans le tableau 3.2 est représentée par
la courbe « tout », tandis que les autres courbes correspondent à la méthode DfRes utilisant une
seule source d’information à la fois. Les systèmes de bases sont reportés pour référence : les tirets
représentent RM3 et la ligne pointillée représente MoRM.
Nous voyons sur ces figures que ces sources d’information agissent différemment
suivant la collection utilisée. Pour la collection WT10g (figure 3.1), il est très surprenant
ron 50% des documents considérés comme spam (avec un taux supérieur à 70%). Voir 2.4.
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de voir que DfRes-NYT obtient de très bons résultats, presque aussi bons que DfRes uti-
lisant toutes les ressources. En effet, étant donné queWT10g est une collection de pages
web, nous aurions pensé queDfRes-Web ouDfRes-WT10g auraient obtenu demeilleurs
résultats. Un autre résultat remarquable est l’inefficacité deWT10g comme source d’en-
richissement : les performances de DfRes-WT10g sont les moins bonnes pour toutes les
valeurs de λ. Ceci est néanmoins cohérent avec les résultats reportés précédemment
par Diaz et Metzler (2006), qui ont montré que les sources d’articles journalistiques
sont plus efficaces que les sources de pages web dans le cas de recherches sur la col-
lection WT10g. Si nous supprimons WT10g de l’ensemble des ressources utilisées pour
DfRes-tout, les performances sont améliorées avec une MAP de 0,2501. Nous voyons
que DfRes-Gigaword et DfRes-Wiki obtiennent globalement de pauvres résultats, mais
leur absence dans la combinaison de ressources affecte négativement les performances.
Enfin, un résultat remarquable de la combinaison de sources d’information est l’appa-
rente robustesse du contexte estimé. En effet, nous pouvons voir que fixer λ = 0 dé-
grade peu les résultats : nous observons même que les performances sont au-dessus des
systèmes de base (pour lesquels les valeurs de λ ont été apprises) et de tous les autres
DfRes-R avec λ = 0. De plus, les performances sont supérieures à celles obtenues en
utilisant uniquement la requête originale (λ = 1).





















































FIGURE 3.2 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
Robust04. La légende est identique à celle de la figure 3.1.
Les résultats sont plus cohérents sur la collection Robust04 (figure 3.2). L’utilisation
du NYT et du Gigaword permet d’obtenir de très bons résultats, alors que la combi-
naison de toutes les ressources obtient systématiquement les meilleurs résultats. Il est
important de noter que le NYT n’est pas inclus dans les documents composant la collec-
tion Robust04, c’est donc réellement une source «externe» qui donne de bons résultats.
De la même façon, les services de dépêches d’où sont issus les documents du Gigaword
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ne se recoupent pas avec les journaux présents dans Robust04. Par contre, le NYT, le Gi-
gaword et la collection Robust04 couvrent à quelques détails près les même périodes,
ce qui explique les bons résultats des deux sources d’information journalistiques pour
une tâche de recherche d’articles. Il est malgré tout surprenant de voir les mauvais ré-
sultats obtenus en utilisant uniquement Robust04 comme source d’information, mais
ceci est cohérent avec le but initial de la tâche Robust de TREC qui était de reprendre
les requêtes pour lesquelles les systèmes de RI obtenaient de mauvais résultats dans
le cas d’expansion ou de reformulation de requête (Voorhees, 2005). Nous remarquons
également que les systèmes de base obtiennent des résultats mitigés sur cette collection,
contrairement à DfRes utilisant toutes les ressources. Nous notons que la combinaison
de toutes les ressources avec λ = 0 obtient de meilleures performances que toutes les
autres ressources utilisées individuellement, ce qui confirme le comportement observé
sur la collection WT10g.



















































FIGURE 3.3 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
GOV2. La légende est identique à celle de la figure 3.1.
Ces observations sont malgré tout très différentes pour les deux collections res-
tantes : GOV2 et ClueWeb09-B. Nous pouvons voir que les courbes présentées dans
les figures 3.3 et 3.4 sont relativement similaires, et si l’ordre des ressources donnant
les meilleurs résultats n’est pas le même (sauf pour la combinaisons de toutes les res-
sources), les formes des courbes en fonction du paramètre λ sont presque identiques.
Ces deux collections sont très proches de par leur nature (ensembles de pages web) et
surtout par leur taille : GOV2 contient 25 millions de documents et ClueWeb09-B en
contient 50 millions. GOV2 se différencie principalement par le fait qu’elle contient des
transcriptions de documents (PDF, Word et postscript) en sus des pages web.
La principale opposition que nous pouvons observer par rapport aux deux collec-
tions précédentes est la baisse de performance quand on fait tendre λ vers 0. Les valeurs
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FIGURE 3.4 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
ClueWeb09-B. La légende est identique à celle de la figure 3.1.
optimales de λ se situent vers 0,4-0,5 pour la collection GOV2 en utilisant toutes les res-
sources, et plutôt vers 0,6-0,7 en utilisant les ressources individuellement. De la même
façon, ces valeurs se situent vers 0,6 pour la collection ClueWeb09-B et 0,7-0,8 pour les
ressources individuelles. Ainsi, si le contexte thématique estimé semblait être de bonne
qualité pour les collections WT10g et Robust04, il semble qu’il soit moins efficace pour
des collections de grande taille.
Nous pensons néanmoins que ces résultats sont un biais inhérent à l’évaluation au-
tomatique des performances de systèmes de RI sur des collections composées d’un très
grand nombre de documents. Comme nous l’avons vu dans la section 2.2, la pertinence
des documents par rapport à une requête est jugée manuellement par des assesseurs.
Il est ainsi logiquement plus facile de produire des jugements de pertinence complets
pour des collections de l’ordre du million de documents, où le nombre de documents
pertinents par requête est réduit, que pour des collections de plusieurs dizaines de mil-
lions. Notre approche reformule la requête en ajoutant un grand nombre de mots, le
plus souvent des synonymes, des hyperonymes ou des mots conceptuellement liés au
thème de la requête. De nombreux documents potentiellement non jugés peuvent alors
être récupérés par notre méthode, et sont considérés comme non-pertinents par défaut
(et ce même s’ils contiennent des informations pertinentes).
Cette hypothèse est confirmée par les courbes de la figure 3.5. Nous voyons en ef-
fet très bien que pour λ = 0, il y a environ 10% moins de documents jugés pour la
collection GOV2 et 5% moins pour le Clueweb09-B. Ces chiffres étant absolus, la dif-
férence relative est encore plus importante : -28% pour GOV2 entre λ = 1 et λ = 0 et
-35% pour ClueWeb09-B. Les nombres de documents renvoyés et jugés pour les deux
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FIGURE 3.5 – Pourcentage de documents (parmi les 1000 premiers renvoyés par le système) ayant
été jugés par des assesseurs, pertinents ou non. Nous considérons ici les runs DfRes-tout sur toutes
les collections, et faisons varier le paramètre λ.
autres collections sont beaucoup plus importants, et nous voyons même que les pour-
centages varient très peu pour Robust04. Loin de remettre en cause la validité et la
justification de ces larges collections, nous pointons le fait qu’il semble normal d’obser-
ver des comportements différents entre les collections WT10g/Robust04 et les collec-
tions GOV2/ClueWeb09-B. De plus, le fait que nos méthodes aient des comportements
similaires au sein de ces «groupes» de collections justifie la généralisation de notre
approche.
3.5.4 Influence du nombre de termes et du nombre de documents
En plus du paramètre λ, nous explorons dans cette section l’influence du nombre k
de termes ainsi que du nombre N de documents pseudo-pertinents utilisés pour esti-
mer le contexte thématique sur les performances de recherche documentaire. Nous ne
reportons pas les résultats du changement du nombre de documents pseudo-pertinents
car ils n’ont rien de notable. En effet, les performances restent presque constantes pour
toutes les ressources lorsque N varie. Les changements en précision moyenne (MAP)
sont de ± 5% de N = 2 à N = 20, suivant la ressource. Cette stabilité démontre que
la méthode DfRes est peu sensible au nombre de documents pseudo-pertinents utili-
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sés. Des résultats complémentaires sur la variation du nombre de documents pseudo-
pertinents et sur la sélection de «bons» documents sont disponibles dans l’étude de He
et Ounis (2009).















































FIGURE 3.6 – Performances (exprimées en MAP) en fonction du nombre de termes k utilisés pour
estimer le modèle de langue de la source d’information sur la collection WT10g. La légende est
identique à celle des figures précédentes (3.1 et suivantes).
Nous avons égalementmené des expériences en variant le nombre de termes utilisés
pour estimer le modèle de chaque ressource. Alors que nous pouvions penser qu’aug-
menter le nombre de termes aurait amélioré la granularité du modèle et aurait peut-
être pu capturer des indices contextuels plus fins et plus nombreux, nous voyons par
exemple dans la figure 3.7 que, pour la collection Robust04, l’utilisation de 100 termes
n’apporte pas de grandes différences par rapport à une utilisation de 20 termes. Nous
pouvons même voir sur la figure 3.6 qu’utiliser 5 ou 10 termes permet d’obtenir les
meilleurs résultats de DfRes pour la collection WT10g. Nous voyons même que, pour
cette collection, l’ajout d’un grand nombre de termes dégrade les performances notam-
ment pour DfRes-Gigaword ou DfRes-Wiki. Il n’y a néanmoins pas de différences signi-
ficatives pour les différentes valeurs de k choisies, pour toutes les méthodes reportées
ici.
Ces observations sont assez similaires pour la collection GOV2 (figure 3.8), où l’on
voit que les performances se stabilisent dès que l’on dépasse 15 ou 20 termes. Il est as-
sez surprenant de voir, encore une fois, les performances obtenues par DfRes-NYT qui
obtient les meilleurs résultats pour 15≤ k ≤ 100. Même si la méthode DfRes combinant
toutes les ressources n’obtient pas toujours les meilleurs résultats, on peut voir qu’elle
est robuste dans les cas où très peu de termes sont ajoutés : pour 5 termes, elle obtien-
dra toujours de meilleurs résultats que les autres méthodes, et parfois même plus que
MoRM utilisant 20 termes.
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FIGURE 3.7 – Performances (exprimées en MAP) en fonction du nombre de termes k utilisés pour
estimer le modèle de langue de la source d’information sur la collection Robust04. La légende est
identique à celle des figures précédentes (3.1 et suivantes).













































FIGURE 3.8 – Performances (exprimées en MAP) en fonction du nombre de termes k utilisés pour
estimer le modèle de langue de la source d’information sur la collection GOV2. La légende est iden-
tique à celle des figures précédentes (3.1 et suivantes).
Les résultats obtenus pour la collection ClueWeb09-B (figure 3.9) sont malgré tout
très différents des précédents. Tout d’abord, la courbe bleue dénotant les performances
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FIGURE 3.9 – Performances (exprimées en MAP) en fonction du nombre de termes k utilisés pour
estimer le modèle de langue de la source d’information sur la collection ClueWeb09-B. La légende
est identique à celle des figures précédentes (3.1 et suivantes).
de DfRes-ClueWeb est horizontale et n’a pas la même forme que les autres : pour toutes
les requêtes, l’algorithme de validation croisée a estimé que fixer λ = 1 permettait d’ob-
tenir les meilleures performances, et c’est effectivement ce que l’on observait déjà sur la
figure 3.4. Ainsi, peu importe le nombre de termes ajoutés, la fonction de score ne tient
compte que de la requête originale. Ensuite, nous voyons sur la figure 3.9 que, contrai-
rement aux résultats reportés sur les précédentes collections, les performances aug-
mentent de façon régulière au fur et à mesure que le nombre de termes augmente. La
méthode DfRes-Web obtient les meilleurs résultats, même si les améliorations semblent
se stabiliser vers k = 80. La ressource Web étant composée de pages Web contenant un
faible taux de spam, cela peut expliquer ses bonnes performances.
Ces différents résultats nous montrent globalement qu’ajouter un grand nombre de
termes ne dégrade pas les performances, comme on pourrait s’y attendre. En effet le
risque en ajoutant des mots supplémentaires est de dériver de la thématique initiale de
la requête, et ainsi de récupérer des documents non pertinents. La pondération à base
d’entropie utilisée pour estimer le contexte thématique semble être efficace. Il pourrait
être intéressant de voir comment se comporterait DfRes si l’on prenait tous les mots
contenus dans les documents pseudo-pertinents. Ce genre d’approche pourrait poser
des problèmes de comparaison entre les ressources (documents différents, nombre de
mots différents), nous gardons donc cette piste d’amélioration pour des travaux futurs.
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3.5.5 Robustesse du contexte thématique
Un des problèmes connus des approches faisant de l’enrichissement de requêtes
est le potentiel glissement de thématique. En ajoutant des mots, on prend le risque de
trop étendre le contexte thématique et de renvoyer des documents peu ou pas du tout
pertinents par rapport à la requête. Nous présentons dans cette section une analyse de
la robustesse de notre approche DfRes par rapport à une approche QL qui n’effectue
aucun enrichissement.
Nous avons examiné, pour chaque requête, le changement absolu en précisionmoyenne
(AP par requête) que DfRes apporte. Plus spécifiquement, nous calculons pour chaque
requête Q :
∆AP(Q) = APD f Res(Q)− APQL(Q) (3.19)
Lorsque le résultat est négatif, c’est que l’estimation du contexte thématique que nous
proposons a eu des conséquences négative sur les performances de recherche documen-
taire, lorsqu’il est positif c’est que cette estimation a eu été bénéfique. La figure 3.10
condense les valeurs de ∆AP pour toutes les requêtes des quatre collections étudiées
dans cette thèse. Chaque valeur correspond à une requête, une valeur positive indi-
quant que DfRes améliore la pertinence de la liste de documents renvoyés pour la
requête concernée par rapport à QL, et une valeur négative indiquant que DfRes la
dégrade.
Nous observons sur cette figure que, globalement, DfRes améliore plus de requêtes
qu’elle n’en dégrade. Il y a néanmoins des cas, comme pour le WT10g par exemple, où
les dégradations sont substantielles avec par exemple -0,583 de AP sur la requête n◦485
«gps clock». Les termes identifiés comme représentant le contexte thématique sont glo-
balement orientés vers les appareils GPS et les satellites plutôt que sur les horloges ou
le temps en général.
D’un autre côté, le nombre de requêtes dégradées est moins important pour les col-
lections Robust04 et GOV2. Les gains de performance sont aussi élevés (+0,425 pour
Robust04 et +0,363 pour GOV2) comparés aux plus fortes dégradations (-0,22 pour
Robust04 et -0,159 pour GOV2). Pour la collection Robust04, la requête la plus dé-
gradée par DfRes est la n◦619 «winnie mandela scandal ». Alors que de nombreux
termes concernent Nelson Mandela, l’apartheid et le gouvernement sud-africain, très
peu concernent son ex-femme et les comportements criminels dont elle a été accusée
et rendue coupable. Ce dernier cas est un exemple parfait de glissement thématique
causé par un enrichissement de requête. Alors que l’utilisateur cherche des informa-
tions précises sur un sujet clairement identifié, l’enrichissement généralise un peu trop
et se concentre sur un thème connexe, très proche, mais hors-thématique. C’est exac-
tement ce comportement que l’on retrouve pour la requête n◦831 «dulles airport secu-
rity» qui obtient la plus forte dégradation sur la collection GOV2. Les termes ajoutés
concernent tous des thématiques liées aux aéroports en général (passagers, compagnies
aériennes...) ou à Washington, D.C. 9, mais il y en a très peu qui réfèrent à des notions
de sécurité.
9. Dulles est un des aéroports de la ville de Washington, D.C.
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FIGURE 3.10 – Robustesse de l’approche DfRes présentée dans ce chapitre par rapport au modèle
standard de vraisemblance de la requête (QL). Chaque barre représente une requête ; elles sont or-
données par ordre croissant suivant la AP améliorée.
Enfin, les requêtes du ClueWeb09-B semblent être peu dégradées, mais elles ne sont
pas autant améliorées que pour les autres collections. La plus haute amélioration se
situe à +0,223 en AP tandis que la plus forte dégradation est de -0,104. Concernant
cette dernière, il s’agît de la requête n◦147 « tangible personal property tax». Il est di-
rectement évident que cette requête est déjà très spécialisée par l’utilisateur et qu’il est
difficile de l’améliorer en apportant des mots précisant ce contexte. L’approche DfRes
identifie principalement des mots liés à la finance et aux taxes mais ignore complète-
ment l’aspect «personnel » de la requête.
Pour conclure, nous avons vu dans cette section que notre méthode améliore glo-
balement plus de requêtes qu’elle n’en dégrade, et que les améliorations sont plus im-
portantes que les dégradations. Il y a néanmoins des cas où certaines requêtes sont très
largement dégradées, principalement dans le cas où l’utilisateur cherche des informa-
tions déjà précises où le contexte thématique est déjà compris dans la requête. Dans ces
cas là, l’estimation du contexte échoue car elle est trop générale.
Dans la prochaine section, nous discutons les résultats que nous avons présentés
précédemment et mettons en perspective ce que nous avons appris du comportement
de notre méthode.
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3.5.6 Discussion
Les résultats reportés dans les sections précédentes ne sont pas surprenants et étayent
les principes de polyreprésentation (Ingwersen, 1994) et de redondance intentionnelle (Jones,
1990). Ceux-ci affirment que combiner des représentations du besoin d’information
structurellement et cognitivement différentes permet d’améliorer les chances de trou-
ver des documents pertinents. Plus spécifiquement, la requête formulée par l’utilisateur
agit comme une première représentation parfois incomplète. Les différentes estimations
du contexte thématique que nous proposons en utilisant différentes sources d’informa-
tion agissent comme autant de représentations différentes, souvent redondantes car
liées aux mêmes thématiques, mais généralement suffisamment complètes pour amé-
liorer significativement les résultats de recherche documentaire. Étant donné que nous
utilisons plusieurs sources d’information de natures très différentes, allant des articles
journalistiques aux pages web, la méthode DfRes tire parti de cette variété pour amé-
liorer l’estimation globale et combinée du contexte thématique.
Nous avons également vu que, dans certains cas, la méthode DfRes obtenait de très
bons résultats pour λ = 0, parfois largement supérieurs à ceux obtenus avec λ = 1.
Ceci suggère que, dans certains cas, l’estimation du contexte thématique réalisée par
DfRes est bien meilleure que celle induite par les mots-clés de la requête initialement
formulée par l’utilisateur. Ces conclusions sont néanmoins à prendre avec précaution,
étant donné que nous avons uniquement observé ce comportement sur deux des quatre
collections de test étudiées. D’un autre côté, il se peut que nous n’ayons pas pu faire
ces observations à cause de la grande taille de ces collections qui empêche d’avoir des
jugements de pertinence exhaustifs. La très grande similarité des courbes présentées
dans les sections précédentes serait un argument en faveur de cette hypothèse.
Nous observons aussi dans les précédentes sections que le New York Times est une
ressource qui donne de très bons résultats lorsqu’elle est utilisée seule, malgré le fait
qu’elle soit la plus petite de toutes. Pour les collections WT10g, Robust04 et GOV2,
DfRes-NYT obtient les meilleurs résultats par rapport à toutes les autres ressources uti-
lisées individuellement. Ceci peut être dû au fait que les articles du NYT ont été écrits
par des journalistes professionnels, et contiennent ainsi beaucoup de synonymes afin
d’éviter les répétitions. Dans notre cas, cela se traduit par un grand nombre de mots dé-
crivant le contexte thématique et permettant ainsi de récupérer plus de documents liés
à la requête même si celle-ci ne contient pas ces mots. De la même façon, les mauvaises
performances de DfRes-Wiki peuvent être dues à la segmentation encyclopédique des
articles. Chaque article Wikipédia couvre un concept ou une entité spécifique et détaille
toutes les informations y référant. Il est ainsi probable qu’une partie des informations
traitées soient trop spécifiques ou annexes par rapport à la requête et ne soient donc
pas pertinentes. De plus, une requête se référant quant à elle à un nombre réduit de
concepts thématiques, 10 articles Wikipédia paraît être un nombre déjà élevé pour esti-
mer un contexte thématique ciblé et peut mener à des phénomènes de glissement thé-
matique. Nous verrons notamment dans le chapitre suivant que, dans la plupart des
cas, 2 ou 3 articles Wikipédia contiennent suffisamment d’informations pour identifier
les concepts thématiques liés à une requête.
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Une des originalités de la méthode DfRes est qu’elle peut automatiquement prendre
en compte des n-grammes sans aucune supervision (comme par exemple fixer a priori la
longueur n des n-grammes). En pratique, nous avons identifié qu’il y avait en moyenne
1,19 mots par terme utilisé, mais la plupart du temps des articles tels que « the» sont
ajoutés à des mots qui étaient déjà sélectionnés. Par exemple, dans le cas où DfRes
identifie les mots «nativity» et « scene» comme candidats importants, le terme « the
nativity scene» est lui aussi considéré comme important.
3.6 Conclusions et perspectives
Nous avons présenté dans ce chapitre DfRes, une méthode permettant d’estimer le
contexte thématique d’une requête utilisateur à l’aide de plusieurs sources d’informa-
tions, puis de l’enrichir. Nous avons montré que la méthode DfRes permettait d’obtenir
de bons résultats de recherche documentaire en estimant un contexte thématique de
qualité. Dans de nombreux cas, les résultats des requêtes sont grandement améliorés
car aucun des mots de la requête n’était présent dans les documents pertinents, ce qui
pouvait mener à des résultats nuls. Utiliser des sources d’information externes, et qui
plus est les combiner, apporte une diversité de représentation thématique et de voca-
bulaire permettant de récupérer des documents liés et pertinents.
Néanmoins, nous avons vu que, dans certains cas, DfRes pouvait dégrader sub-
stantiellement les résultats par rapport à une approche simple utilisant uniquement les
mots de la requête. Dans un scénario idéal, un nouveau modèle de Recherche d’Infor-
mation ne doit dégrader les résultats d’aucune requête par rapport à un autre modèle,
et nous pensons qu’il y a plusieurs pistes d’améliorations pour arriver à gommer ce
manque de robustesse. Nous pourrions par exemple ajouter une étape d’apprentissage
supervisé, où nous apprendrions différentes caractéristiques propres aux requêtes qui
seront difficiles à améliorer ou qui seront dégradées si on choisit de faire de l’enrichis-
sement. Les résultats obtenus dans cette thèse pourraient être un point de départ, et
on pourrait ainsi imaginer un système choisissant de ne pas enrichir la requête origi-
nale dans le cas où il prévoit que celui-ci risque de dégrader la pertinence des résultats.
Ce type d’approche répond de plus à des problématiques actuelles des moteurs de re-
cherche commerciaux (Wang et al., 2012) et peut s’inscrire dans le cadre de nombreuses
approches développées dans ce but (Collins-Thompson, 2009).
Une autre piste d’amélioration est le traitement des n-grammes redondants : les n-
grammes sélectionnés par DfRes dont les mots qui les composent ont déjà été sélection-
nés. Idéalement, nous pourrions imaginer de supprimer les unigrammes déjà sélection-
nés, laissant ainsi plus de place pour d’autres n-grammes. Un problème potentiel est,
encore une fois, le glissement thématique qui pourrait être introduit par une sélection
trop large de n-grammes pouvant être hors-thématique. Encore une fois, une couche
d’apprentissage supervisé similaire à celle proposée par Cao et al. (2008) pourrait être
une solution dans ce cas-là.
Dans l’ensemble, les mots et termes que nous utilisons pour estimer le contexte thé-
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matique de la requête font référence à un ou plusieurs concepts informatifs liés à cette
requête. L’approche présentée dans ce chapitre ne peut pas définir une démarcation
fixe entre ces concepts, ni ne peut pondérer les mots en fonction de l’adéquation des
concepts aux thématiques de la requête. Dans la suite de cette thèse, nous nous concen-
trons à définir des approches permettant de modéliser les concepts implicites d’une
requête, puis à étendre les modèles de pertinence traditionnels pour incorporer ces no-
tions conceptuelles.
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4.1 Introduction
Dans le chapitre précédent, nous avons introduit uneméthode permettant d’estimer
le contexte thématique à l’aide d’un ensemble de n mots censés représenter au mieux
ce contexte. Cette méthode rentre plus spécifiquement dans la famille des approches
«conceptuelles» pour la Recherche d’Information, où l’on cherche à développer un
système capable d’enrichir la requête avec les mots les plus représentatifs des concepts
associés à celle-ci. Ce type d’approche a reçu beaucoup d’attention au cours de ces der-
nières années (Chang et al., 2006; Bai et al., 2007; Metzler et Croft, 2007; Bendersky et al.,
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2011; Egozi et al., 2011). L’idée générale est ainsi d’étendre les requêtes avec des en-
sembles de mots ou de multi-mots extraits de documents pseudo-pertinents, avec pour
but d’obtenir ainsi une couverture conceptuelle importante. Les mots exprimant le plus
d’information par rapport à la requête sont traités comme des concepts implicites. Ils
sont alors utilisés pour reformuler la requête. Le problème avec cette approche est que
chaque mot représente un concept spécifique. Stock (2010) donne une définition qui
suit cette direction en affirmant qu’un concept est défini comme une classe contenant
des objets possédant certaines propriétés et attributs.
La recherche par facettes (ou Faceted Search) (Tunkelang, 2009) a été une tentative
pour prendre en compte cette vision ensembliste du besoin d’information. Dans cette
approche, la collection de documents est entièrement classifiée selon un nombre pré-
défini de dimensions, résultant en une taxonomie. Ainsi les utilisateurs peuvent navi-
guer au sein de cette hiérarchie de facettes afin de préciser leur domaine de recherche.
Cette technique est notamment très utilisée dans les sites de commerce électronique tels
qu’Amazon 1 où l’utilisateur peut restreindre la portée de sa requête à des catégories ou
des sous-catégories fixes (Livres, Films, ...). Mais si ce type d’approches fonctionne bien
dans le cadre de scénarios de recherche où les domaines sont fixés, la recherche en do-
maine ouvert où le contenu évolue à grande vitesse (Web, réseaux sociaux, ...) est bien
plus problématique. La construction de ces taxonomies requiert un temps de calcul im-
portant et leur mise à jour peut représenter un défi.
L’objectif du travail présenté dans ce chapitre est de représenter avec précision les
concepts sous-jacents associés à une requête, améliorant indirectement les informations
contextuelles liées à la recherche documentaire. De plus, nous ne nous reposons pas
sur des ontologies ou des taxonomies n’ayant pas de possibilité d’évolution, mais dé-
tectons ces concepts directement au sein des documents. Nous introduisons ainsi une
méthode entièrement non supervisée qui permet de détecter les concepts implicites liés
à une requête donnée et d’améliorer les performances d’un système de recherche do-
cumentaire en incorporant ces concepts à la requête initiale. Pour chaque requête, les
concepts implicites sont extraits d’un ensemble réduit de documents pseudo-pertinents
initialement récupérés par le système. Tout comme dans le chapitre précédent, ces do-
cuments pseudo-pertinents peuvent venir de la collection cible ou de n’importe quelle
autre source d’information textuelle. Elle ne requiert aucun paramétrage préalable, et
quantifie automatiquement le nombre de concepts ainsi que le nombre de documents
pseudo-pertinents nécessaires.
L’exemple présenté dans le Tableau 4.1 montre les concepts implicites identifiés
par notre approche pour la requête dinosaurs en utilisant une large collection de do-
cuments web comme source d’information. Chaque concept k est composé de mots w
qui sont liés thématiquement et pondérés par leur probabilité P(w|k) d’appartenance
à ce concept. Cette pondération accentue les mots importants et permet de refléter ef-
ficacement leur influence au sein du concept. L’extraction de concept est effectuée en
utilisant l’allocation de Dirichlet latente (LDA) (Blei et al., 2003), un modèle génératif















































δˆ3 = 0, 291
TABLE 4.1 – Concepts identifiés pour la requête « dinosaurs » (topic 14 de la Web Track de TREC)
par l’approche présentée dans ce chapitre. Les mots sont pondérés pour refléter leur informativité au
sein d’un même concept k. Les concepts sont également pondérés selon leur cohérence par rapport à
la requête. Les étiquettes ont été définies manuellement par souci de clarté.
des concepts au sein des documents et les distributions des mots au sein des concepts.
Nous pondérons les concepts eux-mêmes afin de refléter leur cohérence au sein de l’en-
semble de documents pseudo-pertinents. Un poids inférieur est assigné aux concepts
de moindre importance qui apparaissent dans des documents ayant une faible proba-
bilité d’apparition par rapport à la requête. Dans notre exemple, le concept toys paraît
peu important pour préciser le contexte d’une requête traitant de dinosaures. Son poids
(δˆ2 = 0, 021) reflète donc la faible probabilité que ce concept soit celui qui concerne la
requête. Néanmoins, le système sera tout demême capable de récupérer des documents
pertinents dans le cas où l’utilisateur chercherait vraiment des jouets de dinosaures.
L’avantage principal de notre approche est qu’elle est entièrement non supervisée
et qu’elle ne requiert aucun entraînement. Le nombre de documents pseudo-pertinents
nécessaires ainsi que le nombre de concepts sont automatiquement estimés au moment
où la requête est soumise au système. Nous insistons sur le fait que les algorithmes
ne disposent d’aucune information préalable au sujet de ces concepts. Aucun travail
d’annotation n’a été réalisé sur les requêtes et à aucun moment nous ne fixons manuel-
lement des paramètres, à l’exception du nombre de mots composant les concepts.
Le travail présenté dans ce chapitre est une approche originale de modélisation thé-
matique qui utilise des informations provenant de sources textuelles diverses et ayant
pour but d’améliorer la qualité de la recherche documentaire. Néanmoins nous nous
concentrons ici spécifiquement sur l’approche de modélisation de ces concepts et sur
l’évaluation de leur qualité. Le chapitre suivant couvre quant à lui les problèmes liés à
la recherche d’information utilisant ces concepts.
La suite de ce chapitre est organisée comme suit. La section 4.2 présente rapidement
l’allocation de Dirichlet latente, puis détaille l’approche que nous proposons pour esti-
mer automatiquement le nombre de concepts implicites ainsi que le nombre de docu-
ments. Nous proposons différentes évaluations et analyses, et discutons du comporte-
ment de notre approche dans la section 4.3. Pour finir, la section 4.4 conclut ce chapitre
et offre quelques perspectives introduisant le prochain chapitre.
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4.2 Quantification et identification de concepts implicites
Nous proposons de modéliser les concepts implicites à un besoin d’information et
de les utiliser pour améliorer la représentation de la requête. SoitR une source d’infor-
mation textuelle à partir de laquelle les concepts implicites vont être extraits. Un sous-
ensemble initial RQ est formé par les documents pseudo-pertinents les mieux classés
par rapport à une requête Q lors d’une première étape de recherche. Le modèle de
RI peut être de n’importe quel type, le point important est que RQ est une collection
réduite qui ne contient qu’un petit nombre de documents traitant de thématiques com-
munes.
L’allocation de Dirichlet latente (Blei et al., 2003) (LDA) est un algorithme de modé-
lisation thématique probabiliste qui considère les documents comme des ensembles de
concepts, et les concepts comme des ensembles de mots. Utiliser LDA sur un ensemble
de documents extraits grâce à la requête offre l’avantage de modéliser les concepts qui
lui sont très fortement liés. De nombreux problèmes doivent être résolus afin de modé-
liser ces concepts en vue de leur utilisation pour rechercher des documents. Première-
ment, comment estimer le bon nombre de concepts ? LDA est un algorithme non super-
visé mais nécessite quelques paramètres comme le nombre de concepts. Seulement, le
nombre de concepts apparaissant dans un ensemble de documents pseudo-pertinents
est dépendant de la collection et surtout de la requête. Nous avons donc besoin d’esti-
mer le nombre de concepts implicites de chaque requête. De même, quelle quantité de
documents pseudo-pertinents doit être choisie pour s’assurer que les concepts extraits
sont effectivement liés à la requête ? En d’autres mots : comment idéalement éviter les
concepts bruités et non pertinents ? Troisièmement, les différents concepts n’ont pas la
même influence par rapport à un besoin d’information. Le même problème apparaît au
sein des concepts où certains mots sont plus importants que d’autres. La pondération
des mots et des concepts est ainsi essentielle pour refléter leur importance contextuelle.
Enfin, comment utiliser ces concepts implicites pour améliorer la recherche de docu-
ments ? Comment peuvent-ils s’intégrer à un algorithme de RI existant ?
Nous décrivons notre approche et répondons à ces questions dans cette section.
Une évaluation détaillée ainsi qu’une analyse des différents paramètres estimés sont
proposées dans la section 4.3.
4.2.1 Allocation de Dirichlet latente
L’allocation deDirichlet latente est unmodèle thématique génératif probabiliste (Blei
et al., 2003). Il se base sur l’intuition que les documents sont composés de plusieurs
thèmes (et non pas de mots), où un thème est une distribution multinomiale sur un
vocabulaire fixé W. Le but de LDA est ainsi de découvrir les thèmes présents au sein
d’une collection de documents en estimant deux distributions de probabilités : une dis-
tribution des thèmes sur les documents, et une distribution des mots sur les thèmes.
Les documents de la collection sont ainsi modélisés comme des ensembles de K thèmes
qui sont eux-mêmes des distributions multinomiales surW.
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Plus spécifiquement, la distribution thématique φk d’un thème k est générée par une
loi de Dirichlet avec un paramètre β, tandis que la distribution θD d’un document D est
générée par une loi de Dirichlet avec un paramètre α. En d’autres termes, θD,k est la pro-
babilité que le thème k apparaisse dans le document D (i.e. P(k|D)). Respectivement,
φk,w est la probabilité que le mot w appartienne au thème k (i.e. P(w|k)). La figure 4.1
détaille la notation graphique du modèle LDA et la relation entre les différents para-
mètres, les distributions apprises (i.e. variables latentes) et les variables observées.
!"
FIGURE 4.1 – Représentation graphique (en plates) de LDA selon Blei et al. (2003). La variable
observable est représentée par un cercle gris, tandis que les autres variables sont latentes.
Dans la suite de cette thèse, nous notons PTM(w|k, θM,φK)
2 la probabilité qu’unmot
w appartienne à un thème k, sachant un modèle LDA appris avec K thèmes latents sur
M documents. De la même façon, nous notons PTM(k|D, θM,φK) la probabilité qu’un
thème k apparaisse dans un document D.
Il a été montré que le modèle LDA était trop complexe pour qu’une solution exacte
soit calculable. Différentes méthodes d’approximation ont été développées, les plus cé-
lèbres étant l’algorithme d’inférence variationnelle présenté dans les travaux initiaux
de Blei et al. (2003) et l’échantillonnage de Gibbs appliqué pour la première fois au mo-
dèle LDA par Griffiths et Steyvers (2004). Tout au long de cette thèse et pour toutes les
expérimentations que nous menons dans ce chapitre et dans le suivant, nous utilisons
l’algorithme d’inférence variationnelle implémenté et mis à disposition librement par
le Pr. Blei 3.
4.2.2 Estimer le nombre de concepts
Différents concepts implicites peuvent représenter un besoin d’information, et leur
nombre dépend de la richesse ou de l’ambiguïté de ce besoin. LDA permet demodéliser
la distribution thématique d’une collection donnée, mais le nombre de concepts est
un paramètre qui doit être fixé. Seulement on ne peut savoir à l’avance le nombre de
2. TM pour Topic Model, la version anglaise de «modélisation thématique ».
3. http://www.cs.princeton.edu/~blei/lda-c
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concepts liés à une requête. Nous proposons uneméthode qui estime automatiquement
le nombre de concepts implicites.
En partant du principe que les concepts identifiés par LDA sont représentés par les
n mots qui ont les plus fortes probabilités, nous définissons un opérateur argmax[n]
qui produit les n arguments obtenant les plus fortes valeurs pour une fonction donnée.
Nous pouvons ainsi obtenir l’ensembleWk des nmots qui ont les plus fortes probabili-
tés dans le concept k :
Wk = argmax
w
[n] PTM(w|k, θM,φK) (4.1)
Dans ce travail, nous fixons le nombre de mots appartenant à un concept à n = 10.
En effet, représenter un tel concept par ses dix mots les plus probables et une pratique
commune qui apporte habituellement suffisamment de détail pour exprimer le sujet du
concept, et de distinguer les concepts entre eux (Newman et al., 2010).
Différents travaux ont été réalisés pour trouver le bon nombre de concepts contenus
dans une collection de documents (Arun et al., 2010; Cao et al., 2009). Même si ils dif-
fèrent sur certains points, ils suivent tous un même principe qui revient à calculer des
similarités (ou des distances) entre toutes les paires de concepts pour différents mo-
dèles obtenus en faisant varier le nombre de concepts. Ainsi, pour le même ensemble
de documents pseudo-pertinents RQ, différents modèles LDA sont calculés en faisant
varier le nombre de concepts de 1 à 20.
Pour chacun de cesmodèles, nous calculons alors la somme des divergencesD(ki||k j)
entre toutes les paires de concepts (ki, k j) afin de déterminer à quels points les concepts
sont correctement délimités. Finalement, nous ne choisissons que le modèle pour lequel
la divergence globale est la plus forte, car c’est celui qui propose la meilleure démarca-
tion entre les concepts. Le nombre de concepts Kˆ estimé par notre méthode est donné












où K est le nombre de concepts donné en paramètre pour apprendre le modèle LDA.
Ainsi, Kˆ est le nombre de concepts qui permet d’obtenir la meilleure démarcation entre
les concepts pour l’ensemble de documentsRQ : c’est le nombre de concepts implicites
de la requête Q formulée par l’utilisateur.
La divergence de Kullback-Leibler mesure la dissimilarité entre deux distributions
de probabilités. Elle est utilisée en particulier par LDA afin de minimiser la variation
thématique entre deux itérations de l’algorithme d’espérance-maximisation (Blei et al.,
2003), ainsi que dans d’autres domaines pour mesurer des similarités entre des distri-
butions de mots (AlSumait et al., 2008) 4. Nous utilisons la version symétrique de la
4. Rechercher des documents en les classant par leur divergence de Kullback-Leibler par rapport au
modèle de la requête est d’ailleurs une généralisation du modèle classique de recherche par modèle de
langue détaillé dans le chapitre précédent (vraisemblance de la requête).
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divergence de Kullback-Leibler afin d’éviter des problèmes évidents lors du calcul de
divergences entre toutes les paires de concepts :












où Winter = Wki ∩Wk j . La sortie finale de cette première étape est le nombre estimé
de concepts implicites Kˆ, et indirectement l’ensemble de concepts TKˆ qui lui est asso-
cié. Nous définissons cet ensemble de concepts comme étant un modèle conceptuel de la
requête.
4.2.3 Combien de documents pseudo-pertinents ?
Un problème récurrent avec les approches à base de retour de pertinence simulé
est que des documents non pertinents peuvent être inclus dans les documents pseudo-
pertinents. Ce problème est d’autant plus important dans le cadre de notre approche
puisqu’il pourrait conduire à la modélisation de concepts qui ne sont pas liés à la re-
quête initiale. De nombreuses approches ont tenté de proposer une solution au pro-
blème de la sélection de bons documents candidats pour le retour de pertinence simulé.
Ces approches sont très variées, allant de l’estimation d’un modèle génératif estimant
conjointement les mots et les documents à utiliser pour l’expansion (Tao et Zhai, 2006)
jusqu’à l’apprentissage de classifieurs robustes prédisant si un document va être un
candidat efficace pour faire partie de l’ensemble des documents pseudo-pertinents (He
et Ounis, 2009; Keikha et al., 2011).
Ne travaillant pas directement sur les mots mais au niveau des concepts, nous pre-
nons ici une approche différente : au lieu de sélectionner des documents en fonction
de leur pertinence ou de leur qualité estimée, nous nous attachons à sélectionner le
modèle conceptuel le plus représentatif de la requête. Étant donné qu’un modèle concep-
tuel est appris à partir d’un ensemble fixe de documents pseudo-pertinents, on peut
apprendre plusieurs modèles sur différents ensembles puis estimer leur qualité. Nous
faisons malgré tout une hypothèse forte sur ces documents pseudo-pertinents : l’ordre
dans lequel ils ont été renvoyés par une première passe d’un système de RI état-de-l’art
est important. En effet, les documents pertinents ont généralement une concentration
plus élevée dans les premiers rangs de la liste. Ainsi une manière simple de réduire les
chances d’avoir des documents pseudo-pertinents non pertinents est de réduire leur
nombre.
Seulement, un même nombre ne peut pas être choisi arbitrairement pour toutes les
requêtes. Certains besoins d’information peuvent être satisfaits par 2 ou 3 documents,
tandis que d’autres peuvent en requérir 15 ou 20. Le choix du nombre de documents
pseudo-pertinents doit donc être automatique pour chaque requête. Dans ce but, nous
comparons les modèles conceptuels générés à partir de différents nombres m de do-
cuments pseudo-pertinents. Afin d’éviter le bruit et les concepts non pertinents, nous
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favorisons les modèles conceptuels qui contiennent des concepts similaires à ceux pré-
sents dans les autres modèles. Notre hypothèse est que tous les documents pseudo-
pertinents discutent de concepts similaires ou liés, peu importe le nombre de docu-
ments.
Il est important de rappeler que ce que nous appelons modèle conceptuel est un mo-
dèle thématique appris par LDA avec un nombre de concepts automatiquement estimé
par la méthode présentée en section 4.2.2. Potentiellement, augmenter le nombre m de
documents pseudo-pertinents devrait également faire augmenter nombre de concepts
implicite Kˆ : en effet, ajouter des documents reviendrait à ajouter des concepts. Ainsi,
des concepts apparaissant dans différents modèles appris sur différents ensembles de
documents pseudo-pertinents sont certainement liés à la requête, tandis que des concepts
bruités ont peu de chances d’apparaître à chaque fois. Nous avons vu dans le cha-
pitre précédent qu’un faible nombre de documents pseudo-pertinents contiennent un
grand nombre d’informations sur le contexte thématique de la requête. Ces informa-
tions sont concentrées et sont généralement similaires, puisque liées à la requête. Ainsi,
si on ajoute un nouveau document et qu’apparaît alors un concept qui n’était aupara-
vant présent dans aucun autre document, le nouveau document contient vraisembla-
blement des informations n’étant pas liées aux thématiques de la requête. Finalement,
le meilleur modèle conceptuel est celui qui contient les concepts les plus similaires par
rapport aux autres modèles.
Différents modèles conceptuels sont ainsi appris sur les m premiers documents
pseudo-pertinents, et nous faisons varier m. Nous estimons la similarité entre deux
modèles conceptuels en calculant les similarités entre toutes les paires de concepts des
deux modèles conceptuels. Seulement, deux modèles différents sont générés à partir
d’ensembles de documents pseudo-pertinents différents : ils ne partagent pas le même
vocabulaire ni les mêmes documents, leurs espaces probabilistes sont entièrement dif-
férents. Les distributions de probabilités apprises par LDA ne sont donc pas compa-
rables et ne peuvent pas être utilisées de la même façon que dans la section 4.2.2. Le
calcul de similarité entre deux modèles conceptuels ne peut donc se faire qu’en prenant
en compte les mots des concepts. Les concepts sont ramenés à de simples sacs de mots
sans pondération, et nous utilisons une mesure de similarité basée sur la fréquence


























est le recouvrement en mots entre les deux concepts, d fw est la fréquence
documentaire du mot w dans la collection cible, et N est le nombre total de documents
dans la collection. T KˆΘm et T
Kˆ
Θn
sont les modèles conceptuels appris sur les ensembles
de documents pseudo-pertinents Θm et Θn, respectivement constitués de m et n do-
cuments. Il est à noter que les nombres Kˆ(m) et Kˆ(n) peuvent être (et sont souvent)
différents, mais ce n’est pas un problème. Le facteur η permet d’effectuer une normali-
sation et donné par η = Kˆ(m)× (Kˆ(n)− 1).
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Le but initial de cette mesure basée sur la fréquence inverse des mots était la dé-
tection de la nouveauté (i.e. minimisation de la similarité) entre deux phrases (Metzler
et al., 2005), ce qui est précisément ce que nous cherchons, à l’exception près que nous
voulons détecter la redondance (i.e. maximiser la similarité).
La somme finale des similarités entre chaque paire de concepts produit le score de si-
milarité du modèle conceptuel courant par rapport à tous les autres. Le modèle concep-
tuel qui maximise cette similarité est considéré comme le meilleur candidat pour repré-
senter les concepts implicites d’une requête. Autrement dit, les Mˆ premiers documents











Ainsi, pour chaque requête, le modèle conceptuel qui est le plus similaire à tous les
autres modèles devient l’ensemble de concepts implicites liés à la requête utilisateur.
Cette méthode fait appel de nombreuses fois à l’algorithme LDA et l’on pourrait se
poser la question du temps de calcul et de la pertinence d’une telle approche. Tradition-
nellement, calculer un modèle LDA sur une collection de plusieurs millions de docu-
ments peut prendre plusieurs heures. Concernant notre approche, les modèles concep-
tuels sont appris sur un très petit nombre de documents (typiquement entre 1 et 20) et
sont donc peu sensibles aux problèmes de complexité algorithmique. Nous proposons
une expérience traitant de ce problème dans la section 4.3.5.
4.2.4 Pondération des concepts
Différents concepts peuvent être liés à une requête utilisateur, mais tous n’ont pas la
même importance. Par exemple, notre méthode se base sur des estimations et peut donc
potentiellement modéliser des concepts peu pertinents ou bruités. Il est donc essentiel
de promouvoir les concepts appropriés et de déprécier ceux qui ne le sont pas. Nous
classons ainsi les concepts par ordre d’importance et nous leur attribuons des poids en




où Θ est l’ensemble des Mˆ documents pseudo-pertinents et P(Q|D) est la probabilité
donnée par la vraisemblance de la requête 5.
Après avoir pondéré les concepts, nous améliorons cette représentation en pondé-
rant les mots qui les composent. En effet ces mots n’ont pas tous la même importance
relative au sein d’un même concept. Nous utilisons logiquement la distribution multi-
nomiale apprise par LDA qui donne la probabilité d’appartenance de chaque mot du
vocabulaire au concept k. Après normalisation, le poids du mot w dans le concept k est
5. Pour plus de détails, revenir à la section 3.2.1.
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où Wk est l’ensemble des mots du concept k tel que défini dans la section 4.2.2. Au
final, un concept appris par notre approche est en réalité un ensemble demots pondérés
représentant un aspect du besoin d’information sous-jacent à la requête utilisateur. Le
concept est lui-même pondéré afin de refléter son importance relative par rapport aux
autre concepts.
4.3 Expériences et analyses
Nous présentons dans cette section les différentes expériences que nous avons me-
nées afin d’évaluer la qualité des concepts générés et de valider nos hypothèses. Comme
nous l’avons vu dans le chapitre précédent, nous pouvons utiliser différentes sources
d’information afin de récupérer des documents pseudo-pertinents, et notamment des
sources externes. Nous commençons dans cette section par proposer quelques analyses
reposant uniquement sur la collection cible comme source d’information, afin de rester
dans le cadre standard des approches de retour de pertinence. Nous proposons néan-
moins par la suite des analyses complémentaires pour des méthodes utilisant les diffé-
rentes sources d’information externes présentées en section 2.4.
4.3.1 Analyse des nombres de concepts et de documents pseudo-pertinents
estimés
Les méthodes que nous présentons dans ce chapitre permettent de générer diffé-
rents modèles conceptuels comprenant des concepts différents, à partir d’ensembles
variables de documents pseudo-pertinents. Dans la section précédente, nous avons fait
l’hypothèse (réaliste) que, plus on augmente le nombre de documents, plus on va aug-
menter le nombre de concepts. Ainsi, si notre méthode d’estimation du nombre de
concepts présentée en section 4.2.2 est efficace, le nombre estimé devrait augmenter
de la même façon qu’augmente le nombre de documents.
Nous présentons dans cette section une première analyse du nombre de concepts
estimé par notre méthode en fonction du nombre de documents. Plus spécifiquement,
nous estimons la valeur Kˆ pour chacune des requêtes de nos quatre collections de test
et pour chaque ensemble de documents pseudo-pertinents (allant du premier aux 20
premiers), et nous comptons le nombre de requêtes obtenant les mêmes valeurs. Les
documents pseudo-pertinents proviennent tous de la collection cible.
Les résultats présentés dans la figure 4.2 montrent une corrélation très claire entre le
nombre de concepts et le nombre de documents. Pour toutes les collections, la grande
majorité des requêtes peuvent être reliées à un nombre variable mais faible de concepts
(entre 2 et 5), qui sont eux-mêmes modélisés à partir d’un ensemble réduit de docu-
ments pseudo-pertinents (entre 2 et 8). On observe également un effet de dispersion du
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FIGURE 4.2 – Nombre de requêtes pour lesquelles Kˆ concepts en fonction de différents nombres
de documents pseudo-pertinents. Un carré jaune tirant vers le blanc indique un grand nombre de
requêtes tandis qu’un carré rouge indique qu’aucune requête n’est associée aux valeurs correspon-
dantes.
nombre de concepts estimé quand le nombre de documents vient à augmenter. Cet ef-
fet de dispersion, opposé à l’effet de cohésion observé quand le nombre de documents
pseudo-pertinents m ≤ 10, nous apporte beaucoup d’informations sur les concepts
contenus dans les premiers documents pseudo-pertinents. Les systèmes de RI étant op-
timisés pour maximiser (entre autres) la précision à faible rang, il est bien connu que les
tout premiers documents renvoyés ont une plus forte tendance à être pertinents que les
autres. C’est cette tendance que l’on observe pour m ≤ 10 : les documents traitent plus
ou moins tous des mêmes thématiques, et logiquement les mêmes concepts peuvent y
être rattachés. À l’opposé, augmenter le nombre de documents pseudo-pertinents aug-
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mente les chances d’intégrer des documents traitant d’informations plus larges ou de
thématiques connexes, ou encore des documents non pertinents. C’est ce qui est re-
présenté par ce cône de dispersion. La partie basse du cône est relative aux cas où de
nombreux documents pseudo-pertinents traitent de sujets très similaires (un nombre
de documents m haut et un nombre de concepts Kˆ bas), tandis que la partie haute est
relative aux cas où de très nombreux sujets sont abordés par peu de documents (un m
bas et un Kˆ haut), avec une plus forte propension au bruit. Cet effet peut également être
expliqué par le fait que certaines requêtes sont ciblées sur des besoins d’information
précis pour lesquels peu de documents peuvent être très liés, le reste des documents
pseudo-pertinents renvoyés sont ainsi beaucoup plus larges et ne contiennent pas for-
cément des concepts centrés sur la requête.
Il est également intéressant de voir que le cône de dispersion est beaucoup plus
important pour les collections GOV2 et ClueWeb09-B. Comme nous l’avons déjà vu
dans le chapitre précédent, il semble que ces deux collections de taille importante se
comportent différemment des deux autres, plus petites. Ici, la taille de ces collections
joue un rôle sur la récupération de documents pseudo-pertinents et on peut voir que
de nombreux concepts sont traités par peu de documents. La collection Robust04 est,
quant à elle, entièrement à l’opposé. On peut en effet voir une très forte corrélation entre
le nombre de concepts et le nombre de documents, avec presque un nouveau concept
pour chaque document. Pour rappel, la collection Robust04 est constituée d’articles
journalistiques qui contiennent généralement du texte centré sur des sujets d’actualités
bien précis.
Bien que nous montrons que notre méthode permet d’estimer avec précision un
nombre de concepts cohérent par rapport à différents nombres de documents pseudo-
pertinents et à la nature de différentes collections, nous ne savons pas si ce nombre
est réellement représentatif d’un «bon» nombre de concepts liés à la requête. Nous
proposons dans la section suivante une deuxième expérimentation visant à explorer la
qualité de l’estimation de ce nombre.
4.3.2 Corrélation du nombre de concepts estimé avec une modélisation thé-
matique hiérarchique
À ce point là de l’évaluation, nous n’avons aucun moyen de dire si notre méthode
permet effectivement d’identifier les «bons» concepts implicites de la requête. L’ap-
proche que nous proposons est entièrement non-supervisée, c’est à dire qu’elle ap-
prend à partir des données et non à partir d’un ensemble d’entraînement étiqueté. Pour
chaque requête, nous ne connaissons donc pas a priori le nombre de concepts, et nous
n’avons a posteriori qu’une estimation dont on ne connait pas la précision.
Une première solution pour évaluer la qualité de la modélisation aurait été de faire
un travail d’étiquetage manuel pour chaque requête individuellement. Il aurait fallu
ainsi identifier et comprendre les informations liées à la requête, en extraire des concepts,
puis les comparer avec ceux générés par notre méthode. Les concepts que nous géné-
rons sont des sacs de mots possédant des liens thématiques, mais ces liens se révèlent
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à travers l’interprétation du cerveau humain. Cette évaluation aurait ainsi été très sub-
jective et aurait demandé un investissement conséquent afin d’être menée à bien.
Nous avons donc décidé de comparer le nombre de concepts identifié par notre mé-
thode avec celui identifié par une méthode de modélisation thématique hiérarchique.
Plus précisément, nous utilisons les processus de Dirichlet hiérarchiques (HDP pour
Hierarchical Dirichlet Processes) (Teh et al., 2006), un algorithme généralisant LDA et per-
mettant d’attribuer des poids aux concepts modélisés. Nous avons donc récupéré le
texte des documents pseudo-pertinents utilisés pour identifier les concepts de chaque
requête, et nous avons construit lesmodèles thématiques hiérarchiques correspondants.
Un des attraits du modèle HDP souvent avancé pour justifier son utilisation est le
fait qu’il soit non-paramétrique, c’est-à-dire qu’il ne nécessite pas qu’on lui précise un
nombre de concepts en paramètre. Or, ce paramètre est toujours nécessaire pour pou-
voir définir la dimension de la loi de Dirichlet régissant la distribution des mots sur les
concepts. Le modèle HDP est ainsi en réalité paramétrique mais nous ne considérons
que les x concepts de plus forts poids (au-dessus d’un certain seuil). Afin de pouvoir
s’affranchir du paramètre définissant le nombre de concept, le modèle HDP a donc tout
de même besoin d’un autre paramètre déterminant à partir de quelle valeur un concept
n’est plus assez important pour être considéré dans le modèle. Dans cette expérience,
nous notons ce seuil t et nous fixons empiriquement t = 0, 05. Ainsi, nous ignorons
tous les concepts dont le poids estimé par le modèle HDP est inférieur à 0,05.
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(a) Nombre de concepts estimé par notre méthode.
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(b) Nombre de concepts estimé par HDP.
FIGURE 4.3 – Exemple des nombres de concepts estimés par notre méthode et par HDP, pour dif-
férents ensembles de documents pseudo-pertinents (allant de 1 à 20). Ce sont les vraies valeurs
obtenues pour la requête n◦550 de la collection WT10g : « volcanoes made ». La corrélation, en
utilisant le coefficient de corrélation de Kendall, est de τ = 0, 514.
De cette façon, nous avons une méthode automatique permettant d’identifier et de
quantifier des concepts que nous pouvons comparer avec notre propre approche. Pour
chaque requête de chaque collection, nous avons donc mesuré la corrélation qu’il y
avait entre les nombres de concepts estimés par les deux méthodes. La figure 4.3 donne
un exemple de cette méthodologie, où le taux de corrélation de Kendall est égal à τ =
0, 514 ce qui est assez haut pour ce test. Les nombres de concepts estimés par laméthode
HDP ne sont pas des nombres entiers car son initialisation est aléatoire, les résultats
peuvent donc changer entre deux exécutions de la même modélisation. Afin de pallier
ce problème nous construisons 10 modèles HDP pour chaque ensemble de documents
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FIGURE 4.4 – Coefficient de corrélation de Kendall τ entre le nombre de concepts estimé par la mé-
thode présentée en section 4.2.2 et des processus de Dirichlet hiérarchiques (avec un seuil t = 0, 05),
pour chaque requête de chaque collection. Les corrélations représentées par des barres noires sont
statistiquement significatives (niveau de confiance de 95%), tandis que les barres rouges indiquent
qu’il n’y a pas de corrélation statistiquement significative. Les lignes pointillées représentent les
corrélations moyennes. Les requêtes sont ordonnées par leur corrélation décroissante.
Nous reportons sur la figure 4.4 les résultats des taux de corrélation de Kendall
pour chaque requête prise individuellement, et ce pour les quatre collections de test.
Parallèlement, nous reportons également les corrélations moyennes dans le tableau 4.2.
Nous pouvons tout d’abord voir qu’il y a très peu de requêtes pour lesquelles les
corrélations ne sont pas significatives. Nous remarquons encore une fois que la collec-
tion ClueWeb09-B est un peu à part par rapport aux autres collections, avec des taux de
corrélation très bas pour 18% des requêtes. Les taux de corrélations obtenus pour ses
autres requêtes sont malgré tout proches de ceux obtenus pour les autres collections.
Ces résultats sont globalement très bons et confirment que notre méthode est ca-
pable d’estimer un nombre de concepts réaliste et corrélé avec celui issu du modèle
HDP. Mais malgré ces corrélations, il y a néanmoins de grandes différences dans les
nombres estimés. LaméthodeHDPmodélise par exemple toujours entre 4 et 6 concepts,
peu importe le nombre de documents pseudo-pertinents utilisés. La plupart du temps
l’utilisation d’un seul document entraîne une modélisation proche de 4 concepts tan-
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dis que l’utilisation de 20 documents entraîne une modélisation proche de 6 concepts.
Nous avons tenté de modifier le seuil t mais cela ne change guère ces résultats. La mé-
thode HDP semble ainsi identifier des concepts très «plats» ayant peu de consistance
lorsqu’on utilise un faible nombre de documents, et des concepts trop généralistes lors-
qu’on utilise un plus grand nombre de documents. En revanche, comme nous l’avons
vu dans la section précédente et comme le laisse entrevoir l’exemple de la figure 4.3,
notre méthode s’adapte à la quantité d’information exprimée dans les documents, et le






TABLE 4.2 – Corrélations exprimées en fonction du taux ρ de Pearson et du taux τ de Kendall.
4.3.3 Cohérence sémantique des concepts implicites de la requête
Nous continuons ici notre série d’expériences et étudions la cohérence sémantique
des concepts modélisés. Les algorithmes demodélisation thématique tels que LDA sont
généralement appliqués sur des larges collections contenant plusieurs dizaines de mil-
liers de documents, à partir desquelles on cherche habituellement àmodéliser plusieurs
centaines de thèmes. Dans notre cas, nous agissons sur des ensembles très réduits où
les informations contenues dans les documents sont centrées sur les thématiques de
la requête. Nous pouvons donc nous poser la question de la qualité des concepts que
nous générons. De plus, notre approche repose sur deux paramètres importants : le
nombre de concepts et le nombre de documents pseudo-pertinents. Nous avons vu
précédemment que les variations de ces paramètres permettaient de capturer plus ou
moins d’information et de modéliser des concepts plus ou moins fins et précis, mais
quel est l’impact sur leur cohérence sémantique ?
La première étape vers une évaluation de la cohérence sémantique d’un ensemble
de termes a été demesurer la similarité entre termes dans des domaines restreints (Gliozzo
et al., 2007), et aura été une première base pour le développement de plusieurs mesures
d’évaluation de cohérence des concepts générés par les modèles thématiques (Newman
et al., 2010). Plus précisément, le calcul du score PMI (Pointwise Mutual Information) de
toutes les paires de mots composant le concept en utilisant Wikipédia comme corpus
de référence a permis d’obtenir les meilleurs résultats, montrant que ce score est le
plus discriminant parmi tous ceux que les auteurs ont évalués. Les expériences qui ont
mené à ces conclusions n’étaient néanmoins constitués que d’articles journalistiques et
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où les probabilités sont calculées au sein d’un corpus de référence, ici Wikipédia. Dans
notre cas, nous utilisons la même version deWikipédia que celle utilisée comme source
d’information dans le chapitre précédent.
Plus récemment, Stevens et al. (2012) ont appliqué (entre autres) une version agré-
gée de cette mesure afin d’évaluer la cohérence de grands nombres de modèles thé-
matiques. Nous utilisons directement cette méthode afin d’évaluer la cohérence des
concepts implicites de la requête. Plus spécifiquement, la cohérence d’unmodèle concep-
tuel T KΘ composé de K concepts identifiés au sein d’un ensemble Θ de documents
pseudo-pertinents est donnée par :












Cette métrique est en réalité la cohérence moyenne des différents concepts du modèle
conceptuel. Nous suivons la formulation de Stevens et al. (2012) et ajoutons un para-
mètre ǫ à la formule du score PMI, et nous le fixons à ǫ = 1.
D’après l’équation (4.9), les concepts les plus cohérents devraient être composés de
mots rares qui apparaissent rarement dans le corpus de référence, mais qui co-occurrent
souvent. Nous avons donc mesuré cette cohérence sémantique pour tous les modèles
conceptuels générés pour les différentes requêtes de nos quatre collections. Nous avons
pris des valeurs remarquables pour les nombres de concepts K ∈ {3, 5, 10, 15, 20} et de
documents pseudo-pertinents N ∈ {5, 10, 20, 30, 40, 50}. Nous reportons les résultats
de cette expérience dans la figure 4.5.
Nous pouvons observer que les concepts très cohérents sont identifiés dans les 5
et 10 premiers documents pseudo-pertinents pour la collection WT10g, ce qui indique
que des documents très similaires sont renvoyés dans les premiers rangs. La cohérence
semble s’atténuer au fur et à mesure que l’on rajoute des documents. Sachant que les
documents les plus pertinents sont renvoyés dans les premiers rangs, nous pourrions
ainsi logiquement en conclure que les concepts les plus cohérents apparaissent dans les
documents les plus probablement pertinents. Seulement, nous observons des compor-
tements totalement différents sur les autres collections.
Sur la collection Robust04, les résultats sont très particuliers. On voit que la co-
hérence des modèles conceptuels contenant peu de concepts (3 et 5) décroit de fa-
çon monotone quand le nombre de documents augmente, tandis que c’est le phéno-
mène inverse qui se produit pour les modèles conceptuels composés d’un plus grand
nombre de concepts (20, 15 dans une moindre mesure). La cohérence d’un modèle de
20 concepts calculé sur 5 documents est ainsi très réduite. Nous voyons en explorant le
contenu des documents pseudo-pertinents que ceux de la collection Robust04 sont en
moyenne deux fois plus petits que les pages web de la collectionWT10g. Ainsi, quantité
de documents égale, les modèles conceptuels calculés pour les requêtes de la collection
WT10g sont basés sur un plus grand nombre de mots, et sont potentiellement plus fins.
Néanmoins, les articles de la collection Robust04 permet de modéliser des concepts
de qualité, même lorsqu’on augmente les nombres de documents et de concepts utili-
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FIGURE 4.5 – Cohérence sémantique des modèles conceptuels pour différents nombres de concepts
K, en fonction du nombre N de documents pseudo-pertinents. Les valeurs de cohérence sont obte-
nues en faisant la moyenne sur toutes les requêtes. Les échelles de valeurs sont identiques pour les
quatre collections.
sés pour apprendre le modèle. Ce n’est par exemple pas le cas du WT10g, pour lequel
ajouter plus d’articles va toujours dégrader la qualité des concepts.
Pour les collections GOV2 et ClueWeb09, les variations de cohérence semblentmoins
importantes. GOV2 modélise les concepts les moins cohérents, mais nous pensons que
ceci est dû à la différence entre la collection et le corpus de référence utilisé pour cal-
culer la cohérence. En effet GOV2 est composé de documents web issus du domaine
gouvernemental américain (ainsi que de documents PDF, postscript, ...) dont le voca-
bulaire est loin de correspondre à celui employé dans les pages Wikipédia. Ainsi, les
mesures de co-occurrence de mots donnent des résultats inférieurs pour cette collec-
tion. Inversement, le ClueWeb09-B obtient les plus hauts scores de cohérence en valeur
absolue par rapport aux autres collections. Varier le nombre de documents pseudo-
pertinents semble avoir peu d’effet sur la cohérence des concepts modélisés pour cette
collection, alors que celle-ci décroit un peu pour un grand nombre de documents et un
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faible nombre de concepts sur GOV2.
Globalement, les modèles conceptuels les plus stables contiennent un nombre rai-
sonnable de concepts (entre 10 et 15), et ne sont pas sensibles au nombre de documents
utilisés pour la modélisation. Il semble tout de même que les plus cohérents soient
d’une façon générale ceux qui possèdent le nombre maximum de concepts. Ceci peut
s’expliquer par le fait qu’utiliser plus de concepts permet d’introduire plus de mots, et
ainsi stabiliser la mesure de cohérence. Celle-ci étant une simple moyenne de la cohé-
rence de tous les concepts d’un modèle, elle peut être sensible à la variabilité, lorsque
certains concepts sont très peu cohérents par exemple. Utiliser un grand nombre de
concepts permet ainsi de réduire cet impact. Nous laissons néanmoins l’étude de ces
variations pour des travaux futurs.
Le lecteur attentif remarquera que les scores de cohérence que nous obtenons sont
bien plus élevés que ceux reportés dans la littérature (Stevens et al., 2012), qui tournent
autour de 4 et 5 (alors que les nôtres varient entre 9,5 et 10). Notre approche capture
des concepts qui sont centrés autour d’un besoin d’information très spécifique, souvent
avec un vocabulaire limité, qui favorise la détection de co-occurrences de mots, ce qui
peut expliquer ces scores plus élevés. D’un autre côté, les scores précédemment reportés
sont ceux de modèles appris sur des collections entières avec un nombre de concepts
réduits. Ces concepts sont donc logiquement plus généraux et d’un plus haut niveau
que ceux modélisés par notre méthode, qui sont très spécifiques et liés à des besoins
d’information précis. Des concepts généraux sont susceptibles d’être composés de mots
apparaissant peu ensemble, ce qui mène à des scores de cohérence moins importants
que ceux que l’on peut obtenir avec des concepts ciblés.
4.3.4 Sources d’information pour l’identification de concepts
L’approche présentée dans ce chapitre nécessite une source d’information à par-
tir de laquelle les concepts peuvent être extraits. Dans toutes les expériences précé-
dentes, nous n’avons considéré comme source que la collection cible, comme dans les
approches traditionnelles de retour de pertinence. Néanmoins n’importe quelle source
d’information externe peut être utilisée sans changement dans les algorithmes ou la
procédure. Dans cette section, nous explorons la modélisation de concepts implicites
en utilisant les différentes sources d’information présentées en section 2.4 et que nous
retrouvons tout au long de cette thèse. Celle-ci ont notamment l’avantage d’être suffi-
samment importantes pour traiter d’un très large spectre de concepts. Ainsi nous pou-
vons explorer quels effets ont la nature, la taille ou la qualité des documents de chaque
source sur l’identification des concepts.
Nous avons donc appris des modèles conceptuels sur les quatre sources d’informa-
tion externes (Wikipédia, NYT, Gigaword, Web) et la collection cible pour toutes les
requêtes de nos collections. Nous reportons ici, pour chaque collection, le nombre de
requêtes en fonction du nombre Kˆ de concepts et du nombre Mˆ de documents pseudo-
pertinents utilisés pour chacune des sources d’information.
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FIGURE 4.6 – Histogrammes présentant le nombre requêtes en fonction du nombre Kˆ de concepts
implicites (section 4.2.2).
La figure 4.6 présente des histogrammes traçant le nombre de requêtes en fonc-
tion du nombre de concepts implicites estimé et du nombre de documents pseudo-
pertinents, et ce pour les deux collections. On voit que le comportement est relative-
ment identique sur les quatre collections. Entre deux et trois concepts sont identifiés
pour la grande majorité des requêtes. On peut noter toutefois une tendance des collec-
tions cibles utilisées comme sources d’information (les barres vertes) à identifier un plus
grand nombre de concepts en moyenne. Ceci est d’autant plus vrai sur le ClueWeb09-B,
où la source Clueweb modélise deux ou trois concepts à une fréquence presque iden-
tique. C’est un résultat intéressant, surtout quand on le compare à la ressourceWeb qui,
nous le rappelons, est une version allégée sans documents spammés de la ressource
Clueweb. Il semble donc que les documents bruités contiennent globalement plus de
concepts qui sont probablement peu pertinents. Utiliser Wikipédia permet de modéli-
ser dans presque tous les cas un nombre plus réduit de concepts. Comme nous l’avons
déjà développé dans le chapitre précédent, nous pensons que ce comportement est dû
à la segmentation encyclopédique de ses articles, où les concepts sont très clairement
délimités.
Nous remarquons également sur les figures 4.7, 4.7, 4.9 et 4.10 que les concepts im-
plicites sont généralement identifiés au sein d’un nombre assez réduit de documents.
Pour la grande majorité des requêtes, entre 1 et 5 documents suffisent pour identifier
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FIGURE 4.7 – Histogrammes présentant le nombre requêtes en fonction du nombre Mˆ de documents
pseudo-pertinents (section 4.2.3) pour la collection WT10g.
les concepts, et moins de 10% ont recours à plus de 10 documents. Ce comportement
est récurrent pour toutes les collections et confirme la justesse de notre méthode. He et
Ounis (2009) précisent en effet dans leur étude que l’information contenue dans les 10
premiers documents pseudo-pertinents n’était pas significativement différente de l’in-
formation contenue dans les documents uniquement jugés comme pertinents parmi ces
10. Des différences apparaissaient néanmoins si l’on considérait un nombre plus impor-
tant de documents. Ici, notre méthode semble automatiquement favoriser des nombres
réduits de documents afin de capturer l’information pertinente, tout en évitant de mo-
déliser des concepts potentiellement bruités et non pertinents.
Il est également intéressant de noter la différence entre le nombre de documents
pseudo-pertinents utilisés par les ressources Web et Wikipédia. On peut voir en ef-
fet que 2 ou 3 articles Wikipédia suffisent pour un très grand nombre de requêtes,
alors qu’un plus grand nombre est nécessaire pour la ressource Web. C’est d’ailleurs
la ressource Wikipédia qui utilise le plus fréquemment 2 documents pseudo-pertinents
sur toutes les collections sauf le WT10g, pour lequel c’est le Gigaword. Comme nous
l’avons déjà précisé précédemment, ce comportement est très cohérent avec la nature
même deWikipédia, où les articles sont rédigés dans le but d’être très précis et de ne pas
trop s’éparpiller. Il est d’ailleurs fréquent qu’un article devenu trop conséquent (beau-
coup de sous-sujets abordés) soit coupé en plusieurs autres traitant chacun d’un sujet
très spécifique. Ceci est confirmé par le fait que le nombre de concepts Kˆ et le nombre de
documents M sont fortement corrélés pour Wikipédia selon le test de Pearson : ρ = 0, 7
pour les requêtes du ClueWeb09 et ρ = 0, 616 pour Robust04 (avec une valeur p < 0, 01
obtenue par un test de permutations). Ces corrélations sont également cohérentes avec
les observations faites en section 4.3.1 où l’on voyait un lien très clair entre le nombre
de concepts et le nombre de documents utilisés pour les estimer.
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FIGURE 4.8 – Histogrammes présentant le nombre requêtes en fonction du nombre Mˆ de documents
pseudo-pertinents (section 4.2.3) pour la collection Robust04.
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FIGURE 4.9 – Histogrammes présentant le nombre requêtes en fonction du nombre Mˆ de documents
pseudo-pertinents (section 4.2.3) pour la collection GOV2.
À l’opposé, le nombre de documents pseudo-pertinents utilisés par la ressource
Web est plus étalé et se concentre moins dans les 2 ou 3 premiers. Les pages Web
sont en effet par nature très hétérogènes, contiennent potentiellement des publicités,
peuvent être des blogs traitant de multiples sujets... Notre méthode est malgré tout
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FIGURE 4.10 – Histogrammes présentant le nombre requêtes en fonction du nombre Mˆ de docu-
ments pseudo-pertinents (section 4.2.3) pour la collection ClueWeb09-B.
robuste à cette hétérogénéité et permet de s’adapter automatiquement aux différentes
ressources, en utilisant un plus grand nombre de documents dans le cas de la ressource
Web par exemple. De même, la nature très hétérogène du Web pousse notre méthode à
devoir choisir un plus grand nombre de documents de feedback afin de pouvoir modé-
liser correctement les différents concepts implicites. Une corrélation entre le nombre de
concepts et le nombre de documents est aussi présente pour cette ressource mais elle
est moins importante (ρ = 0, 33 pour le ClueWeb09 et ρ = 0, 39 pour Robust 04), ce qui
reflète cette hétérogénéité et la difficulté à estimer les deux paramètres.
4.3.5 Temps d’exécution
Comme nous l’avons déjà évoqué dans la section 4.2.3, la méthode de modélisation
de concepts implicites d’une requête que nous présentons dans ce chapitre fait appel
de très nombreuses fois à LDA, qui est connu pour sa complexité algorithmique et
son temps de calcul. Nous proposons ici une petite expérience permettant d’avoir une
idée du temps de calcul nécessaire pour effectuer cette modélisation. Nous avons me-
suré le temps que prend celle-ci pour toutes les requêtes des collections WT10g et Ro-
bust04 en utilisant les collections cibles comme sources d’information. Nous reportons
les moyennes de ces temps sur les différentes requêtes dans la figure 4.11, en fonction
du nombre de concepts et du nombre de documents pseudo-pertinents utilisés.
Nous pouvons tirer deux conclusions évidentes de ces expériences, la première étant
que le nombre de concepts et le nombre de documents utilisés dans la modélisation ont
une influence significative sur le temps d’exécution. On voit sur les deux graphiques
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FIGURE 4.11 – Temps d’exécution (en secondes) en fonction du nombre de documents pseudo-
pertinents pour différents nombres de concepts.
qu’utiliser un petit nombre de concepts prendra toujoursmoins de temps, tandis qu’uti-
liser un plus grand nombre de concepts en prendra toujours plus. De la même fa-
çon, le temps d’exécution augmente presque linéairement pour la collection Robust04
lorsqu’on augmente le nombre de documents. Concernant la collection WT10g, on re-
marque une plus forte augmentation lorsque l’on passe de 15 à 20 documents, mais cela
peut être dû à une quantité de texte plus importante nécessitant ainsi plus de calculs.
Cette hypothèse nous mène à la seconde conclusion : la taille des documents utilisés
a un impact considérable sur le temps d’exécution. Nous avions en effet précisé dans
la section 4.3.3 que les documents pseudo-pertinents issus de la collection Robust04
étaient en moyenne deux fois plus petits que ceux de la collectionWT10g. En observant
la figure 4.11, nous remarquons que la modélisation est environ 2,5 fois plus lente pour
les requêtes de la collection WT10g que pour celles de la collection Robust04, ce qui
nous laisse penser que la principale raison de cette grande différence est la taille des
documents considérés.
Pour finir, même si effectuer une telle modélisation en temps réel dans le contexte
d’un moteur de recherche interactif semble compliqué par rapport au temps d’exécu-
tion pouvant dépasser les 30 secondes dans les cas extrêmes, de grands progrès peuvent
être réalisés dans cette direction. Tout d’abord, nous n’avons pas tiré parti de la pa-
rallélisation sur de multiples processeurs, le calcul concurrentiel permettrait ainsi de
grandement réduire ces temps d’exécution. De plus, nous nous basons sur la version
originale de l’algorithme LDA connu pour sa complexité algorithmique, utiliser des
logiciels tels que gensim 6 (Rˇehu˚rˇek et Sojka, 2010) et tirer parti de la puissance de
l’échantillonnage de Gibbs serait une deuxième piste. Enfin, nous avons vu dans la
section précédente que pour plus de 90% des requêtes, notre méthode utilise 10 do-
cuments pseudo-pertinents ou moins pour la modélisation des concepts. Une dernière
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4.4 Conclusions et perspectives
Nous avons présenté dans ce chapitre une approche entièrement non supervisée
pour la quantification et l’identification des concepts implicites d’une requête. Ces con-
cepts sont extraits à partir d’ensembles de documents pseudo-pertinents provenant de
plusieurs sources d’information hétérogènes. Le nombre de concepts implicites et le
nombre approprié de documents pseudo-pertinents sont automatiquement estimés au
moment de l’exécution de la requête, sans apprentissage supervisé ni étiquetage préa-
lable.
Alors que la méthode que nous proposons pour estimer le nombre de concepts im-
plicites semble corrélée avec une modélisation thématique hiérarchique, nous avons
vu que notre méthode tirait notamment parti de la quantité d’information présente
dans les documents et augmentait en conséquence le nombre de concepts identifiés.
Les modèles conceptuels ainsi générés restent également sémantiquement cohérents
même lorsqu’on augmente le nombre de documents pseudo-pertinents. Tout comme
dans le chapitre précédent, nous avons pu observer que les concepts issus de diffé-
rentes sources d’information possèdent des caractéristiques très différentes. Tandis que
les informations conceptuelles semblent être diluées parmi plusieurs documents sur
le Web, elles sont au contraire très concentrées dans un petit nombre de documents
quand il s’agit de Wikipédia. De la même façon, les concepts identifiés dans les do-
cuments encyclopédiques sont peu nombreux car ces derniers sont très ciblés sur des
sujets spécifiques. Notre méthode présente néanmoins de nombreuses limitations que
nous prévoyons d’étudier dans de futurs travaux, telle qu’une stratégie de repli lors de
l’identification de concepts non pertinents.
Cette approche de modélisation de concepts liés à une requête pourrait notamment
être utilisée pour proposer des concepts intelligents et lisibles par un humain afin de
l’aider durant sa recherche. Ceux-ci pourraient prendre la forme de nuages de mots ou
d’entités (comme des pages Wikipédia par exemple). L’interaction d’un humain avec
un système de recherche d’information pourrait ainsi évoluer de la simple reformula-
tion de requête vers un affinage des concepts, ce qui permettrait de traiter directement
le besoin d’information et non plus sa représentation exprimée par des mots-clés. Dans
le prochain chapitre, nous prenons le parti d’introduire une méthode automatique et
laissons l’aspect interactif comme une facette pouvant être explorée dans des travaux
futurs. Plus spécifiquement, nous proposons une méthode originale permettant d’amé-
liorer l’estimation de modèles de pertinence en utilisant les concepts ainsi modélisés.
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5.1 Introduction
Représenter les documents comme un ensemble de «concepts» ou de « thèmes» a
toujours été un objectif et un défi pour les chercheurs travaillant dans les champs de
recherche liés au traitement automatique du texte. L’utilisation de ressources telles que
WordNet (Miller, 1995) ou plus récemment DBpedia (Lehmann et al., 2013) a permis
notamment d’associer des concepts précis et complets à des mots ou des séquences de
mots. Comme nous l’avons vu précédemment, un problème inhérent aux ontologies ou
aux taxonomies est leur coût de construction et leur faible capacité d’évolution.
D’un autre côté, les algorithmes de modélisation thématique peuvent apprendre
des relations thématiques entre les mots d’un ensemble de documents, en se basant
sur l’hypothèse que ces documents traitent d’un nombre fini de concepts. L’appren-
tissage des différentes thématiques traitées par une collection de documents peut ai-
der à extraire des informations sémantiques de haut niveau, et ainsi aider les humains
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à comprendre le sens des documents et quelles informations ils couvrent réellement.
L’indexation sémantique latente (ou Latent Semantic Indexing, LSI) (Deerwester et al.,
1990), l’analyse sémantique latente probabiliste (ou probabilistic Latent Semantic Analy-
sis, pLSA) (Hofmann, 2001) et l’allocation latente de Dirichlet 1 (ou Latent Dirichlet Al-
location, LDA) (Blei et al., 2003) sont les approches les plus célèbres qui ont abordé ce
problème au fil des ans. Les concepts et les thématiques produits par ces méthodes sont
généralement attirants et de bonne qualité, et sont souvent corrélés avec les concepts
humains (Chang et al., 2009). C’est une des raisons de l’utilisation intensive des algo-
rithmes de modélisation thématique (et particulièrement LDA) au sein des recherches
menées actuellement dans les domaines liés au Traitement Automatique des Langues
(TAL).
Un des principaux problèmes de la Recherche d’Information ad hoc que nous tentons
d’adresser dans cette thèse est la difficulté qu’ont les utilisateurs à traduire un besoin
d’information potentiellement complexe en une requête formée de mots-clés. Alors que
nous avons présenté dans le chapitre précédent une approche permettant de modéliser
avec précision les concepts implicites d’une requête, nous explorons dans ce chapitre
leur apport pour la recherche documentaire. Nous présentons ainsi une approche tirant
parti des algorithmes de modélisation thématique et des modèles de pertinence (La-
vrenko et Croft, 2001), où l’on va enrichir la requête avec les concepts modélisés à partir
des documents pseudo-pertinents.
De nombreuses études se sont concentrées sur l’amélioration de la qualité des mé-
thodes de classement des documents en utilisant des algorithmes de modélisation thé-
matique, et plus particulièrement des méthodes probabilistes. L’approche proposée
par Wei et Croft (2006) a été la première à tirer parti des concepts identifiés par LDA
pour améliorer l’estimation des modèles de langue des documents, et a obtenu de bons
résultats expérimentaux. L’idée principale est de classifier a priori la collection de do-
cuments dans sa totalité, puis ensuite d’identifier les thèmes (ou concepts) liés à la re-
quête. Le modèle de langue de chaque document est alors lissé en incorporant les pro-
babilités d’appartenance des mots à ces thèmes. Suivant ce travail novateur, plusieurs
études ont exploré l’utilisation de pLSA et de LDA dans différents cadres expérimen-
taux de RI (Park et Ramamohanarao, 2009; Yi et Allan, 2009; Andrzejewski et Buttler,
2011; Lu et al., 2011). Parmi ces études, certaines se basent sur les conclusions de Wei
et Croft (2006) et proposent d’autres méthodes de lissage des modèles de langue ou
d’appariement requête-document (Lu et al., 2011). D’autres approches essayent quant
à elles d’enrichir directement la requête avec les mots qui appartiennent à ces concepts
pseudo-pertinents (Park et Ramamohanarao, 2009; Yi et Allan, 2009; Andrzejewski et
Buttler, 2011). L’idée d’utiliser des documents pseudo-pertinents a été explorée par An-
drzejewski et Buttler (2011), où des concepts spécifiques à la requête sont extraits des
deux premiers documents renvoyés par retour de pertinence simulé en utilisant la re-
quête originale. Ces concepts sont identifiés en utilisant les distributions précédem-
ment calculées par LDA sur la collection entière. La requête est finalement enrichie
avec les mots appartenant aux concepts apparaissant dans les deux premiers docu-
ments pseudo-pertinents. Globalement, les résultats reportés pour toutes ces méthodes
1. Voir section 4.2.1.
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suggèrent que les mots et les distributions de probabilité apprises par les modèles thé-
matiques probabilistes sont efficaces dans le cadre d’un enrichissement de requête.
Le principal inconvénient de ces approches est que les concepts sont appris sur la
collection cible entière avant l’étape de récupération de documents. La représentation
conceptuelle de la collection est ainsi statique pour toutes les requêtes, et est compo-
sée d’un nombre prédéfini de concepts. Suivant la requête et suivant sa spécificité, les
concepts peuvent ainsi être trop généraux ou trop ciblés pour représenter précisément
les concepts implicites réels de la requête. Plus récemment, Ye et al. (2011) ont proposé
une méthode qui utilise elle aussi LDA et apprend les concepts directement sur les do-
cuments pseudo-pertinents. Tandis que cette approche est une première étape vers la
modélisation de concepts liés à la requête, elle manque de lien avec la théorie des mo-
dèles de pertinence et ne cherche qu’à identifier le «meilleur» concept avant d’enrichir
la requête avec les mots les plus probables de ce dernier.
Dans ce chapitre, nous abordons ces problèmes et proposons des solutions à travers
les contributions suivantes :
– nous introduisons les modèles de pertinence conceptuels (que nous abrégeons en
TDRM, pour Topic-Driven Relevance Models), une approche intégrant les concepts
appris par modélisation thématique au sein des modèles de pertinence tradition-
nels (Lavrenko et Croft, 2001; Zhai et Lafferty, 2001). Ces concepts sont appris
uniquement à partir des documents pseudo-pertinents, au lieu de la collection en-
tière,
– nous intégrons l’approche présentée dans le chapitre précédent afin d’obtenir
des modèles de pertinence conceptuels adaptatifs, pour lesquels les nombres de
concepts et le nombre de documents pseudo-pertinents utilisés peuvent varier,
– nous adaptons également l’approche présentée dans le chapitre 3 afin d’intégrer
les concepts modélisés à partir de plusieurs sources d’information.
Comme dans les chapitres précédents, nous évaluons les différentes méthodes en
utilisant nos quatre collections de test habituelles et présentons les résultats en sec-
tion 5.3. Pour finir, nous clôturons ce chapitre par une conclusion et des perspectives en
section 5.4.
5.2 Modèles de pertinence conceptuels
5.2.1 Modèles de pertinence
Nous avons introduit précédemment les modèles de pertinence dans notre premier
chapitre de contribution (voir la section 3.2.2), nous ne reviendrons donc pas sur les
détails mais sur leur principe général, qui nous permettra de mettre en perspective les
contributions de ce chapitre-ci.
Pour rappel, les modèles de pertinence sont un enrichissement du modèle de la
requête destiné à dépasser les limites d’un petit nombre de mots-clés entrés par l’utili-
sateur. Un ensemble Θ de documents pseudo-pertinents est formé à partir de la requête
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originale et sert de base à l’estimation de ce modèle de pertinence. Celui-ci est finale-
ment interpolé avec la requête originale, et son influence dans la nouvelle estimation
de la requête est contrôlée par un paramètre λ. Ainsi, soit θ˜Q le modèle original de
la requête et θˆQ le modèle de pertinence estimé à partir de l’ensemble Θ, l’estimation
enrichie de la requête se note :
P(w|θQ) = λ P(w|θ˜Q) + (1− λ)P(w|θˆQ) (5.1)
Les détails de l’estimation du modèle de pertinence θˆQ sont disponibles en sec-
tion 3.2.2 pour la méthode RM3, ainsi qu’en section 3.4 pour notre première contri-
bution.
5.2.2 Modèle thématique de la requête
L’estimation du modèle de pertinence θˆQ constitue la première contribution de ce
chapitre. Nous proposons de modéliser de façon explicite les concepts implicites liés à
un besoin d’information, et de les utiliser pour améliorer la représentation de la requête.
Le point important qui différencie principalement notre approche des autres études
utilisant des algorithmes de modélisation thématique pour la Recherche d’Informa-
tion est que nous modélisons les concepts directement à partir des documents pseudo-
pertinents. Alors qu’une modélisation thématique globale effectuée sur une collection
entière peut manquer de précision, l’avantage d’utiliser uniquement un faible ensemble
de documents déjà liés thématiquement à la requête permet d’extraire des concepts for-
tement liés à la requête plutôt que des concepts vagues ou trop généraux. De plus,
comme nous l’avons vu dans le chapitre précédent, le faible nombre de documents uti-
lisés nous permet de réaliser cette modélisation à la volée au moment de l’exécution
de la requête. Nous ne sommes donc pas dépendants d’ontologies ou autres ressources
structurées, les concepts étant directement identifiés au sein du texte des documents
pseudo-pertinents.
Nous reprenons les mêmes notations déjà utilisées tout au long de cette thèse, et
considérons Θ comme étant l’ensemble de documents pseudo-pertinents à partir des-
quels les concepts implicites vont être extraits. L’algorithme de RI utilisé pour obtenir
ces documents peut être de n’importe quelle sorte, le point important est que Θ soit une
collection réduite qui contient les documents les mieux classés par un processus auto-
matique de recherche documentaire. Nous pouvons également voir cette étape comme
une réduction de la collection au domaine thématique de la requête.
Au lieu de voir Θ comme un ensemble de modèles de langue de documents qui
contiennent (avec une certaine probabilité) des informations thématiques au sujet de
la requête, nous prenons une approche de modélisation thématique probabiliste. Nous
nous concentrons spécifiquement sur l’allocation latente de Dirichlet (LDA, présentée
en section 4.2.1), puisque c’est actuellement l’algorithme le plus utilisé et le plus re-
présenté. Néanmoins, tout comme notre approche n’est aucunement dépendante de
l’algorithme de RI utilisé pour récupérer les documents pseudo-pertinents, nous pen-
sons que nous pourrions utiliser d’autres algorithmes de modélisation thématique tels
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que pLSA et obtenir des résultats comparables. Nous vérifierons cette hypothèse dans
de futurs travaux.
Nous l’avons déjà vu plus en détails dans le précédent chapitre, LDA apprend deux
distributions de probabilités multinomiales : une distribution θ des concepts sur les
documents et une distribution φ des mots sur les concepts. Nous nous référons aux
notations introduites dans la section 4.2.1 pour la suite de cette section. Dans ce cadre
spécifique, nous calculons l’estimation conceptuelle du modèle de pertinence en utili-






où PTM(w|D, θM,φK) est la probabilité que le mot w apparaisse dans le document D en
utilisant les distributions multinomiales précédemment apprises. Soit T KΘ un modèle
conceptuel composé de K concepts appris sur un ensemble Θ de documents pseudo-
pertinents, cette probabilité est donnée par :
PTM(w|D, θM,φK) = ∑
k∈T K
Θ
P′TM(w|k, θM,φK) · PTM(k|D, θM,φK) (5.3)
Où la probabilité P′TM(w|k, θM,φK) est directement issue de l’équation (4.7). Nous pou-















La dernière simplification peut être faite suivant l’équation (4.6), définie dans le cha-
pitre précédent, qui donne le poids global d’un concept. Ici nous l’adaptons légèrement
afin qu’elle reflète le poids d’un concept dans le document D. On a ainsi :
δk,D = PTM(k|D, θM,φK)P(Q|D) (5.5)
Il est important de noter que ce poids δk,D n’est pas uniquement issu des distributions
apprises par LDA, mais qu’il intègre aussi la probabilité que le document D soit lié à
la requête Q. Ainsi, nous nous assurons que les concepts sont réellement importants
par rapport à la requête, et non pas uniquement représentatifs au sein de l’ensemble de
documents pseudo-pertinents. Dans ces modèles de pertinence conceptuels, les mots
sont ainsi pondérés en fonction de leur probabilité d’apparition dans chaque docu-
ment pseudo-pertinent et de leur probabilité d’appartenance à chaque concept modé-
lisé. L’importance de chaque concept vis-à-vis de la requête est également présente au
sein du modèle.
Dans la suite de cette thèse, nous nous référons à cette approche générale par l’acro-
nyme TDRM pour Topic-Driven Relevance Models.
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5.2.3 Modèles de pertinence conceptuels adaptatifs
Les modèles de pertinence conceptuels que nous venons d’introduire sont dépen-
dants de deux paramètres principaux : le nombre de documents pseudo-pertinents uti-
lisés pour identifier les concepts, et le nombre de concepts à identifier. Nous avions
précisément proposé dans le chapitre précédent une méthode permettant d’estimer
conjointement ces deux paramètres de façon à sélectionner le modèle conceptuel pré-
sentant les concepts les plus disjoints et les moins bruités. Nous considérons donc ici
des modèles de pertinence conceptuels adaptatifs, où le nombre de concepts et l’en-
semble de documents pseudo-pertinents sont estimés en fonction de la requête et au
moment de son exécution, au lieu d’être simplement fixés aux mêmes valeurs pour
toutes les requêtes.
La formulation de ces modèles adaptatifs est très similaire à celle présentée dans






où |Θ| = Mˆ. Ainsi, le modèle conceptuel T KˆΘ est appris suivant les méthodes présentées
dans le chapitre 4. Dans les sections suivantes, nous nous référons à cette approche par
l’acronyme ATDRM pour Adaptive Topic-Driven Relevance Models.
5.2.4 Combinaison de modèles de pertinence conceptuels
La première contribution de cette thèse, présentée dans la section 3.4, portait sur
une combinaison de différentes sources d’information pour améliorer l’estimation du
contexte thématique de la requête. Cette contribution comprenait également l’introduc-
tion d’un modèle de pertinence prenant en compte l’entropie des termes considérés au
sein des documents pseudo-pertinents. De la même façon, nous avons étudié dans le
chapitre précédent (et plus spécifiquement dans la section 4.3.4) les différences entre les
concepts modélisés sur les sources d’information déjà utilisées précédemment. Nous
continuons ici dans la même direction et considérons les concepts modélisés à partir
des ressources détaillées en section 2.4, et les combinons afin d’arriver à une meilleur
estimation des modèles de pertinence conceptuels. Nous reprenons une formulation
très équivalente à celle introduite dans la section 3.4, ce qui donne une combinaison de








Le paramètre ϕR contrôlant le poids de chaque ressource R appartenant à l’ensemble
S est calculé selon l’équation (3.18). Comme nous pouvons le voir dans l’équation (5.7),
nous ne considérons qu’une combinaison de ATDRMs dans cette thèse, mais cette ap-
proche générale de combinaison pourrait naturellement s’appliquer à n’importe quel
TDRM. Pour rester constant avec la notation introduite par Diaz et Metzler (2006)






Nous présentons dans cette section une évaluation des performances des différentes
approches que nous avons introduites. Comme nous l’avons déjà fait tout au long de
cette thèse, nous explorons les effets des modèles que nous proposons sur quatre collec-
tions de test. Le protocole expérimental est identique à celui détaillé dans la section 3.5.
Le paramètre λ contrôlant l’influence de la requête originale par rapport aux concepts
implicites est estimé par validation croisée. Les modèles de pertinence conceptuels sont
basés sur les modèles de pertinence, nous prenons donc logiquement l’implémentation
RM3 comme système de base, pour lequel des détails sont proposés en section 3.2.2. Le
nombre total de termes utilisés dans la méthode RM3 reste le même que dans notre pre-
mière implémentation et nous le fixons à 20. Le nombre de mots utilisés dans chaque
concept est limité à 10. Augmenter le nombre de concepts à modéliser permet d’aug-
menter indirectement le nombre de mots utilisés, nous explorons les effets engendrés
dans cette section.
5.3.2 Recherche conceptuelle de documents
Nous examinons dans cette section les résultats de recherche documentaire pour
l’approche générale TDRM introduite en section 5.2.2. Nous fixons ici les paramètres K
et M, respectivement le nombre de concepts modélisés au sein des documents pseudo-
pertinents et le nombre de documents utilisés pour cette modélisation. Nous reportons
les performances dans les figures ci-dessous en terme de précision moyenne (MAP),
avec K ∈ {3, 5, 10, 15, 20} et M ∈ {5, 10, 20, 30, 40, 50}.
Les performances obtenues pour les requêtes de la collection WT10g sont détaillées
dans la figure 5.1. Nous avions observé dans la section 4.3.3 du précédent chapitre que
les modèles conceptuels les plus cohérents étaient modélisés en utilisant 5 documents
pseudo-pertinents et 20 concepts pour cette collection. Nous observons ici que c’est
également cette combinaison de paramètres qui obtient les meilleurs résultats. Jusqu’à
10 documents utilisés, le nombre de concepts a peu d’importance, sauf l’utilisation de 3
concepts sur 10 documents qui obtient de très mauvais résultats comparés aux autres.
Toutes les combinaisons de paramètres obtiennent des résultats très supérieurs au sys-
tème de base RM3, sauf lorsqu’on utilise uniquement 3 concepts et un grand nombre
de documents pseudo-pertinents. La quantité de texte devient alors trop importante
pour qu’un faible nombre concepts puissent modéliser avec précision le contexte thé-
matique de la requête. Globalement, de meilleurs résultats sont obtenus en utilisant
un plus grand nombre de concepts. Les résultats plus faibles sont obtenus avec un plus
petit nombre de concepts, ce qui explique les performances relativement faibles de l’ap-
proche adaptative ATDRM.Nous avons en effet vu dans le chapitre précédent que notre
méthode avait tendance à modéliser un petit nombre de concepts pour un petit nombre
de documents pseudo-pertinents. Or, il semble que la pondération des mots mise en
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FIGURE 5.1 – Performances de l’approche TDRM en terme de précision moyenne (MAP) pour la
collection WT10g. Chaque ligne représente un différent nombre K de concepts, et les performances
sont exprimées en fonction du nombre M de documents pseudo-pertinents. La ligne noire, solide,
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FIGURE 5.2 – Performances de l’approche TDRM en terme de précision moyenne (MAP) pour la
collection WT10g. La légende est identique à celle de la figure 5.1.
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place par nos modèles de pertinence conceptuels permet de discriminer efficacement
les mots liés conceptuellement à la requête des autres.
Les résultats sont très similaires pour la collection Robust04, comme nous pouvons
le voir sur la figure 5.2. En effet, les meilleurs résultats sont obtenus en modélisant un
grand nombre de concepts, alors que les performances diminuent lorsqu’on augmente
le nombre de documents pseudo-pertinents. De même que pour la collection WT10g,
les modèles de pertinence conceptuels utilisant peu de concepts finissent par être moins
performants que le système de base RM3 après 30 documents utilisés. Il est encore une
fois très intéressant de noter qu’utiliser un grand nombre de concepts pour la modéli-
sation semble «gommer» le bruit introduit par un grand nombre de documents poten-
tiellement non-pertinents. L’approche ATDRM obtient ici aussi des résultats mitigés,
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FIGURE 5.3 – Performances de l’approche TDRM en terme de précision moyenne (MAP) pour la
collection GOV2. La légende est identique à celle de la figure 5.1.
La figure 5.3 représentant les résultats de l’approche TDRM sur la collection GOV2
affiche elle-aussi une forme très similaire aux précédentes, avec de très bonnes perfor-
mances de ATDRM. Encore une fois, utiliser un plus grand nombre de concepts pour
effectuer la modélisation thématique permet d’extraire un vocabulaire riche et varié, au
sein d’un modèle donnant de l’importance aux mots thématiquement importants. Une
autre remarque importante est la forte sensibilité de RM3 au nombre de documents
pseudo-pertinents sur cette collection. Les documents classés dans les premiers rangs
ont ainsi une plus forte tendance à être pertinents. Or, malgré cette tendance, nous
voyons que la courbe représentant l’approche TDRM avec K = 20 décroit bien moins
rapidement que RM3 entre 10 et 30 documents pseudo-pertinents, ce qui renforce notre
hypothèse d’une pondération discriminante des mots au sein du modèle.
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Pour finir, les résultats obtenus sur la très large et très spammée collection ClueWeb09-
B sont complètement différents des précédents. Au lieu d’une décroissance, nous ob-
servons sur la figure 5.4 que les résultats augmentent au fur et à mesure que l’on aug-
mente le nombre de documents pseudo-pertinents. Peu de documents pertinents sont
présents dans les tout premiers rangs, ce qui mène à la formation de concepts peu perti-
nents lorsqu’on utilise un petit nombre de documents. Des concepts pertinents peuvent
encore être trouvés après avoir parcouru plus d’une quarantaine de documents. Les ré-
sultats se stabilisent néanmoins entre 40 et 50 documents. Comme pour les collections
précédentes, les meilleurs résultats sont encore une fois obtenus en utilisant un grand
nombre de concepts. Une observation importante sur les collections Robust04, GOV2
et ClueWeb09-B est la très forte similarité entre les résultats obtenus pour K = 15 et
K = 20. Ainsi, un ajout de cinq concepts (soit 50 mots) perturbe de façon presque im-
perceptible les modèles de pertinence. Cela démontre une fois de plus la robustesse de
la pondération des modèles de pertinence conceptuels et de leur capacité à ne favoriser
que les concepts liés à la requête. Nous explorons dans la section suivante l’impact du



















5 10 20 30 40 50
M
AP









FIGURE 5.4 – Performances de l’approche TDRM en terme de précision moyenne (MAP) pour la
collection ClueWeb09-B. La légende est identique à celle de la figure 5.1.
D’un autre côté, une piste d’amélioration de l’approche ATDRM serait l’utilisation
des scores de cohérence sémantique afin de choisir le «bon» modèle conceptuel à utili-
ser pour l’estimation du modèle de pertinence conceptuel. Néanmoins nous avons vu
dans le chapitre précédent que la cohérence évolue différemment selon les collections
(i.e. selon les requêtes), et il est difficile de définir un modèle unique. Nous avons mené
des premières expériences sur les collection WT10g et Robust04 où nous sélectionnons,
pour chaque requête, le modèle conceptuel le plus cohérent parmi un ensemble de mo-
dèles appris en faisant varier les paramètres K et M. Ce modèle est alors utilisé directe-
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ment dans le TDRM. Les premiers résultats sont prometteurs pour la collection WT10g
et permettent au modèle ATDRM d’obtenir une MAP de 0,2112 (contre 0,2066 dans sa
version actuelle), mais ils sont moins impressionnants pour la collection Robust04 avec
une MAP de 0,2726 (contre 0,2744 dans sa version actuelle). Ces améliorations sortent
néanmoins du cadre de cette thèse, et nous les laissons pour des travaux futurs.
5.3.3 Influence du nombre de mots composant les concepts
Nous venons de voir qu’utiliser un grand nombre de concepts permettait d’obte-
nir globalement les meilleurs résultats pour l’approche TDRM, peu importe le nombre
de documents pseudo-pertinents utilisés. Seulement, nous fixons a priori le nombre de
mots composant un concept à 10 : augmenter le nombre de concepts revient donc à aug-
menter le nombre de mots utilisés pour l’estimation du modèle de pertinence. Comme
nous l’avions vu plus tôt dans cette thèse dans la section 3.5.4, le nombre de mots uti-
lisés au sein d’un modèle de pertinence joue un rôle significatif jusqu’à environ 20
mots, mais les performances restent stables lorsqu’on en rajoute. Le risque d’ajouter
des mots non pertinents ou non liés au contexte thématique de la requête est également
grand, c’est pourquoi les approches traditionnelles se contentent généralement d’un
faible nombre de mots (20 est un nombre qui revient souvent dans la littérature).
Dans notre approche conceptuelle des modèles de pertinence, nous voyons que
le nombre de mots semble avoir un impact très positif sur les performances, au lieu
d’un impact neutre ou négatif comme précédemment observé. Les documents pseudo-
pertinents étant par nature liés à la requête et abordant tous des thématiques simi-
laires, le vocabulaire est redondant et certains mots peuvent se retrouver dans plusieurs
concepts. Nous comptons ici pour chaque requête le nombre de mots uniques présents
dans les concepts identifiés pour celle-ci, puis nous reportons la moyenne des nombres
de mots uniques dans la figure 5.5.
Nous observons que, pour les quatre collections de test, les tendances sont très si-
milaires et conformes à notre hypothèse. En effet, plus on utilise de concepts, plus le
vocabulaire utilisé pour estimer les modèles de pertinence conceptuels est varié. Il est
intéressant de noter qu’il semble exister une limite pour 3 ou 5 concepts utilisés. Les
modèles conceptuels composés de 3 concepts comprennent en moyenne entre 20 et 22
mots uniques, et ce pour toutes les collections et n’importe quel nombre de documents
pseudo-pertinents. De la même façon, 5 concepts permettent de récolter en moyenne
entre 30 et 35mots uniques. Le nombre de documents pseudo-pertinents a un très faible
impact pour ces modèles composés d’un petit nombre de concepts, mais on peut obser-
ver une baisse légère du nombre de mots uniques au fur et à mesure qu’on augmente
le nombre de documents. Cette tendance est également observable sur la collection Ro-
bust04 avec 10 concepts : le nombre de mots uniques augmente jusqu’à 20 documents
puis chute.
On peut ainsi voir les concepts comme des «emplacements» dans lesquels des mots
conceptuellement liés à la requête doivent être placés : augmenter le nombre de docu-
ments permet d’augmenter la variabilité du vocabulaire au risque d’intégrer des mots
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FIGURE 5.5 – Moyennes des nombre de mots uniques utilisés dans les concepts modélisés pour les
quatre collections. Les échelles de valeurs sont identiques pour les quatre collections.
peu importants. Lorsque ces emplacements sont limités (peu de concepts), l’algorithme
de modélisation thématique va favoriser la redondance des mots au détriment de leur
diversité.
Nous avons vu dans la section précédente que cette diversité pouvait être très bé-
néfique, principalement grâce à une pondération efficace qui permet de limiter l’in-
fluence de mots marginaux sans les écarter totalement du modèle. C’est ce comporte-
ment que nous pouvons encore une fois observer sur la figure 5.5, avec une augmen-
tation constante du nombre de mots uniques en fonction du nombre de documents
pour des modèles de 15 et 20 concepts. Une petite baisse peut malgré tout être observée
sur la collection Robust04. C’est également sur cette collection que les modèles de 20
concepts comprennent le plus grand nombre de mots uniques. Cette collection étant
composée d’articles journalistiques rédigés par des journalistes professionnels, évitant
la redondance et favorisant les synonymes, les concepts sont plus divers que dans les
autres collections (même si les résultats sont très similaires pour la collection WT10g).
Une grande différence peut être observée avec les collections GOV2 et ClueWeb09-B
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qui, au maximum, utilisent en moyenne 20 mots uniques de moins que les collections
Robust04 et WT10g.
Contrairement aux observations faites en section 3.5.4 où un grand nombre de mots
avait une très faible influence sur les performances, nous voyons ici qu’un grand nombre
de concepts variés permet toujours d’obtenir de meilleurs résultats. La pondération de
nos modèles de pertinence conceptuels s’en trouve validée, puisqu’elle permet de cor-
rectement discriminer les mots conceptuellement liés à la requête d’autres mots poten-
tiellement annexes. Nous continuons notre exploration des performances des modèles
conceptuels dans la section suivante, qui présente les performances atteintes par l’ap-
proche MoATDRM.
5.3.4 Résultats de combinaison de modèles
Dans cette section, analogue à la section 3.5.2, nous présentons les performances
du modèle combinant différents modèles de pertinence conceptuels estimés à partir
de différentes sources d’informations. Comme nous l’avons précisé en section 5.2.4, il
s’agit d’une combinaison de modèles adaptatifs : évaluer toutes les combinaisons en
variant les paramètres K et M aurait mené à une explosion du nombre de runs. Ti-
rer des conclusions significatives et sérieuses aurait constitué un réel défi. Nous nous
basons donc sur les résultats obtenus en section 5.3.2 pour les TDRM et les ATDRM
utilisant la collection cible comme source de documents pseudo-pertinents, et nous
généralisons nos observations. De plus, nous observons dans cette section les résul-
tats des différents ATDRM-R où R peut également être la collection cible (ou alors
R ∈ {Wiki,NYT,Gigaword,Web}).
QL RM3 MoRM MoATDRM
MAP P@20 MAP P@20 MAP P@20 MAP P@20
WT10g 0,2026 0,2429 0,2035 0,2449 0,2339α,β 0,2833α,β 0,2499α,β,γ 0,2874α,β
Robust04 0,2461 0,3528 0,2727α 0,3677 0,2869α,β 0,3799α,β 0,3124α,β,γ 0,4086α,β,γ
GOV2 0,2911 0,5145 0,2877 0,5074 0,3083α,β 0,5409α,β 0,3262α,β,γ 0,5765α,β,γ
ClueWeb09-B 0,1007 0,2347 0,1007 0,2260 0,1045 0,2250 0,1175α,β,γ 0,2806α,β,γ
TABLE 5.1 – Résultats de recherche documentaire reportés en terme de précision moyenne (MAP) et
de précision à 20 documents pour les approches QL, RM3, MoRM et MoATDRM. Nous utilisons
le test apparié de Student (t-test) pour déterminer les différences significatives avec les systèmes de
base. α, β et γ indiquent respectivement des améliorations significatives par rapport à QL, RM3 et
MoRM, avec p < 0, 05.
Les résultats présentés dans le tableau 5.1 représentent les performances de l’ap-
proche MoATDRM par rapport à la vraisemblance de la requête (QL, query likelihood),
auxmodèles de pertinence (RM3) et à la combinaison demodèles de pertinence de Diaz
etMetzler (2006). Des améliorations significatives par rapport àMoRMpeuvent être ob-
servées pour toutes les collections et les deux métriques, à l’exception de la précision
à 20 documents pour la collection WT10g. Ces résultats sont très satisfaisants, surtout
sachant que les modèles combinés sont des ATDRM, pour lesquels nous avons vu dans
les sections précédentes que les performances pouvaient être grandement améliorées.
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Celles-ci sont du même ordre que la méthode DfRes, même si étant légèrement supé-
rieures pour les collections WT10g, GOV2 et ClueWeb09-B.
nyt wiki gigaword web WT10g Robust04 GOV2 ClueWeb09-B
WT10g 0,343 0,090 0,160 0,313 0,089 - - -
Robust04 0,273 0,100 0,309 0,116 - 0,201 - -
GOV2 0,247 0,188 0,187 0,093 - - 0,280 -
ClueWeb09-B 0,142 0,173 0,202 0,369 - - - 0,113
TABLE 5.2 – Moyennes des poids ϕR appris pour les quatre collections. Les chiffres en gras cor-
respondent aux plus forts poids par collection. Ce tableau est analogue à celui présenté dans la
section 3.5.
Pour cette combinaison aussi, l’apprentissage des poids ϕR joue un rôle essentiel
dans les bonnes performances obtenues, et nous donne aussi une vision de l’utilité de
chaque source d’information. Nous reportons ainsi les poids moyens appris pour les
différentes collections et sources d’information utilisées dans le tableau 5.2.
Nous pouvons noter que peu de tendances globales se dégagent de ce tableau :
l’importance des sources d’information varie différemment suivant la collection et le
contexte de recherche (recherche web ou recherche d’articles, large collection ouverte
ou collection de taille réduite). Nous remarquons néanmoins encore une fois que Wiki-
pédia semble ne pas être une source de choix pour l’extraction de concepts : les informa-
tions conceptuelles sont concentrées dans un très petit nombre de documents, où il n’y a
pas de redondance. Hors, nous avons vu précédemment que la redondance d’informa-
tion pouvait être très bénéfique dans le cas des modèles de pertinence conceptuels. Une
dizaine de documents pseudo-pertinents issus d’une source de pages Web vont typi-
quement tous traiter des mêmes informations, des mêmes concepts, mais à des niveaux
différents et en variant le vocabulaire utilisé. Dans le cas de Wikipédia, la structure en-
cyclopédique de cette ressource fait qu’un article correspond à un concept précis ou à
une entité, et une dizaine d’articles traiteront d’autant de concepts qui peuvent être très
éloignés de la requête qui a servi à les récupérer. Ainsi, la source Web est importante
pour les collections WT10g et ClueWeb09-B, tandis que le NYT a des poids très impor-
tants dans presque tous les cas. Les sources journalistiques semblent globalement être
très utiles (voir les poids de la source Gigaword) malgré le fait qu’elles soient ciblées
sur des évènements ou des sujets précis.
C’est ce que nous voyons précisément sur la figure 5.6 qui représente les différents
ATDRM-R ainsi que l’approche MoATDRM pour la collection WT10g. Ayant un poids
ϕR très similaire à celui de la source Web, la source NYT obtient d’excellents résultats
lorsqu’elle est utilisée seule. Ces résultats sont même équivalents à ceux de l’approche
MoATDRM pour λ ≥ 0, 4. Un résultat très surprenant est la grosse amélioration des ré-
sultats de ATDRM-Gigaword lorsque l’on fait augmenter la valeur de λ. Pour λ = 0, 6,
c’est même la deuxième approche utilisant une seule source d’information donnant de
meilleurs résultats. Or les résultats sont particulièrement mauvais lorsque λ = 0. Seuls,
les concepts modélisés à partir du corpus Gigaword ne sont pas suffisamment précis
et contiennent un vocabulaire trop spécifique n’étant pas présent dans les documents
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FIGURE 5.6 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
WT10g. La méthode MoATDRM est représentée par la courbe « tout », tandis que les autres courbes
correspondent à des ATDRMs utilisant une seule source d’information à la fois. Les systèmes de
bases sont reportés pour référence : les tirets représentent RM3 et la ligne pointillée représente
MoRM.
jugés pertinents mais, combinés à la requête originale, ils permettent de récupérer un
plus grand nombre de documents pertinents que d’autres sources de tailles plus impor-
tantes. Nous pouvons également voir que l’approche MoATDRM avec λ = 0 obtient
de meilleurs résultats que toutes les autres approches (systèmes de base compris), et
obtient même presque les meilleurs résultats globaux. En effet, seule cette même ap-
proche avec 0, 1 ≤ λ ≤ 0, 3 obtient des résultats plus élevés, mais sans différence sta-
tistiquement significative. Cette combinaison de concepts issus de différentes sources
d’information est donc de très bonne qualité, puisqu’elle permet d’obtenir une excel-
lente estimation du contexte thématique de la requête tout en se passant de celle-ci. De
plus, il est très intéressant de voir que cette combinaison est basée sur des concepts qui,
seuls, ne donnent pas de très bons résultats. Pour λ = 0, toutes les approches ATDRM-
R obtiennent de mauvais résultats ou arrivent péniblement à dépasser RM3.
Nous pouvons également faire ces mêmes observations pour la collection Robust04,
dont les résultats sont reportés dans la figure 5.7. Ici encore, les approches ATDRM-
R sont très largement en dessous des systèmes de base pour λ = 0, et pourtant la
combinaison MoATDRM obtient de très bons résultats pour cette même valeur de λ.
Elle est uniquement dépassée pour 0, 1 ≤ λ ≤ 0, 2. On voit pour cette collection que
la nature des sources d’information utilisées joue un rôle très important, comme en at-
testent les très bonnes performances des ressources NYT et Gigaword 2. Les sourcesWi-
kipédia et Web obtiennent de mauvais résultats pour toutes les valeurs de λ ce qui ex-
2. Par ailleurs, ces observations sont similaires à celles faites dans la section 3.5.3.
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FIGURE 5.7 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
Robust04. La légende est identique à celle de la figure 5.6.
plique leurs poids relativement bas pour cette collection. Néanmoins malgré ces contre-
performances, elles apportent leur contribution à la combinaison. Pour 25 requêtes sur
250, ATDRM-Wiki obtient de meilleurs résultats que les autres ATDRM, contre 29 re-
quêtes pour ATDRM-Web.
Tout comme nous l’avionsmentionné dans le premier chapitre, les collectionsWT10g
et Robust04 semblent très adaptées à des approches effectuant de l’enrichissement, peu
importe laméthode utilisée. En dehors des fortes améliorations de résultats, nous avons
montré à plusieurs reprises que nous étions capables de modéliser le contexte théma-
tique de la requête demanière très efficace. Cette modélisation est suffisamment précise
pour nous permettre de nous passer de la requête originale. Néanmoins, nous ne pou-
vons pas faire les mêmes observations pour les deux plus larges collections : GOV2 et
ClueWeb09-B. Nous reportons les résultats dans les figures 5.8 et 5.9 respectivement.
La première observation qui ressort en effet de ces figures, comparées aux deux pré-
cédentes, est que l’approche MoATDRM n’obtient plus de meilleurs résultats que les
systèmes de base pour λ = 0. Un trop grand nombre de documents compose ces col-
lections, et la requête originale reste indispensable pour pouvoir récupérer au moins
une fraction des documents jugés pertinents 3. Par ailleurs, la forme parabolique des
résultats de l’approche MoATDRM pour nos deux dernières collections est centrée sur
des valeurs de λ proche de 0,5, ce qui atteste de l’importance quasi-équivalente de la
requête originale et des modèles de pertinence.
Les résultats de MoATDRM restent malgré tout très bons et dans presque tous les
3. Voir la figure 3.5 dans le chapitre 3 pour plus de détails sur le cas des documents potentiellement
pertinents mais non jugés dans les très larges collections.
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FIGURE 5.8 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
GOV2. La légende est identique à celle de la figure 5.6.





















FIGURE 5.9 – Performances (exprimées en MAP) en fonction du paramètre λ sur la collection
Clueweb09-B. La légende est identique à celle de la figure 5.6.
cas supérieurs aux autres approches basées sur les ATDRM. Il est d’ailleurs important
de noter que l’utilisation de modèles de pertinence conceptuels a permis d’augmenter
les résultats de la combinaison par rapport à l’approche DfRes, même si ces améliora-
tions ne sont pas significatives lorsque l’on fixe le paramètre λ par validation croisée.
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Globalement, les résultats obtenus pour l’approche ATDRM sont moins bons quand
on utilise la collection cible plutôt qu’une source d’information externe. Le seul cas
particulier concerne la collection GOV2, pour laquelle nous avions déjà remarqué dans
la section précédente que l’approche ATDRMobtenait de bons résultats par rapport aux
différentes combinaisons de paramètres fonctionnant bien pour les autres collections.
L’apport de sources d’information externes semble donc bien réel malgré les problèmes
de différences de vocabulaire entre deux collections de documents.
5.4 Conclusions et perspectives
Nous avons présenté dans ce chapitre une nouvelle approche générale permettant
d’intégrer des concepts identifiés à l’aide d’un algorithme de modélisation thématique
au sein de modèles de pertinence. Tout comme les modèles de pertinence traditionnels,
les modèles de pertinence conceptuels estimés à partir de différentes sources d’informa-
tion peuvent être combinés afin d’obtenir de meilleurs résultats de recherche documen-
taire. Nous avons également intégré l’approche présentée dans le chapitre précédent
afin de sélectionner automatiquement, pour chaque requête, un ensemble de concepts
à utiliser au sein des modèles de pertinence. Bien que les résultats n’aient pas été aussi
bons que les meilleures combinaisons de paramètres (nombre de concepts et nombre
de documents pseudo-pertinents utilisés pour les identifier) pour la majorité des col-
lections de test, cette approche adaptative a constamment donné de meilleurs résultats
que les modèles de pertinence traditionnels.
De plus, des expériences préliminaires sembleraient nous indiquer que prendre en
compte la cohérence sémantique des modèles conceptuels pourrait être une voie inté-
ressante à explorer. En effet, nous avons pu observer que la cohérence sémantique était
un bon indicateur de performance dans le cadre d’une tâche de rechercheWeb, mais pas
dans le cadre d’une recherche d’articles journalistiques. Nous avons vu par ailleurs que
les meilleurs résultats étaient globalement obtenus en modélisant un grand nombre de
concepts sur un nombre réduit de documents pseudo-pertinents. Nous pensons donc
définir un modèle pouvant combiner l’approche présentée dans le chapitre 4 avec dif-
férentes mesures de cohérence sémantique telles que définies par Stevens et al. (2012)
ou Newman et al. (2010).
Une extension évidente de ce travail serait également l’utilisation d’autres algo-
rithmes de modélisation thématique probabilistes tels que pLSA (Hofmann, 2001). En
effet, LDA et pLSA sont bâtis sur les mêmes principes, estimant que la distribution des
mots sur les concepts est régie par une loi de probabilités multinomiale, tout comme la
distribution des concepts sur les documents. Il pourrait ainsi être intéressant de com-
parer les concepts modélisés à partir de documents pseudo-pertinents en utilisant ces
deux algorithmes, voir leur influence sur la cohérence sémantique des concepts et leur
effet sur les performances de recherche documentaire. De même, utiliser d’autres mé-
thodes d’estimation de LDA, comme l’échantillonnage de Gibbs (Griffiths et Steyvers,
2004), pourrait être une piste d’exploration complémentaire afin de valider notre pro-
position. L’utilisation de processus de Dirichlet hiérarchiques (Teh et al., 2006), équi-
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valents à un LDA pour lesquels les poids des concepts sont déterminés automatique-
ment, pourrait également être une perspective de travail. Nous risquerions néanmoins
de nous heurter à des problèmes de fixation adaptative du seuil contrôlant le poids mi-
nimum associé aux concepts. Nous avions également observé dans la section 4.3.2 que
cette méthode apprenait en général un faible nombre de concepts sur les documents
pseudo-pertinents (entre 4 et 6), alors que les meilleurs résultats de recherche docu-
mentaire sont obtenus avec 15 ou 20 concepts. Ces problématiques sortant néanmoins
du cadre de cette thèse, nous proposons de les aborder dans de futurs travaux.
99





6.1 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Est-il possible de représenter de façon entièrement automatique les thématiques
liées au besoin d’information d’un utilisateur, exprimé uniquement par une requête ?
C’est la question principale qui a motivé le développement des méthodes que nous
avons présentées dans cette thèse. Nous avons proposé plusieurs approches perfor-
mantes permettant d’extraire desmots liés thématiquement à la requête et de les pondé-
rer de façon à refléter l’importance de l’information qu’ils transmettent. Un fil conduc-
teur que l’on aura retrouvé tout au long de cette thèse aura été l’utilisation de sources
d’information externes dans nos approches, ainsi que leur combinaison.
Alors que, intuitivement, on pourrait penser que l’utilisation de collections externes
est défavorable aux méthodes faisant de l’enrichissement ou de la réécriture de requête
(principalement à cause des différences de vocabulaire avec la collection cible), nous
avons observé que les différentes sources d’information que nous avons utilisées étaient
globalement plus performantes que les collections cibles. Ces bonnes performances
tiennent tout d’abord de la qualité des sources que nous avons utilisées. Les corpus
NYT (Sandhaus, 2008) et Gigaword (Graff et Cieri, 2003) distribués par le Linguistic
Data Consortium 1 sont des sources très bien formées, sans déchets, où les documents
ont été rédigés par des journalistes professionnels. Bien que l’usage de l’encyclopé-
die Wikipédia ait obtenu des résultats mitigés, c’est une vaste source de connaissance
enrichie, modifiée et modérée collectivement par un ensemble de contributeurs. Pour
finir, la ressource Web que nous avons utilisée a été nettoyée de ses documents spam-
més, et nous avons pu voir qu’elle était très efficace pour plusieurs de nos approches.
Au delà de toutes ces qualités, la diversité de ces sources d’information aura joué un
rôle primordial afin de représenter le contexte thématique de la requête le plus précisé-




sources externes et la collection cible) et de tailles relativement importantes, nos ap-
proches ont pu tirer parti de toutes les informations à leur disposition, qu’elles soient
aussi bien uniques que redondantes. Nous avons également touché les limites des très
larges collections de test, qui ont tendance à être difficilement réutilisables dans les
cas extrêmes où l’on ignore entièrement la requête originale. Une évaluation manuelle
complémentaire, assurément coûteuse, pourrait être une solution à ce problème. La
suite de cette conclusion reprend les résultats principaux que nous avons mis en valeur
dans cette thèse, puis offre des perspectives d’évolution et de travaux futurs.
6.1 Résultats
Dans le chapitre 3, nous avons proposé une variante des modèles de pertinence tra-
ditionnels utilisant l’entropie de termes au sein de l’ensemble de documents pseudo-
pertinents. Le score final d’un document revenait au final à un calcul de divergence
entre son modèle de langue et le modèle de langue des documents pseudo-pertinents.
Le deuxième aspect de ce chapitre était l’utilisation de plusieurs sources d’informa-
tion pour calculer cette divergence. Ainsi, un document était correctement classé s’il
ne divergeait d’aucune des sources de documents pseudo-pertinents. Ce processus de
contextualisation de la requête, visant à estimer automatiquement au plus près les in-
formations thématiques liées au besoin d’information ayant mené l’utilisateur à formu-
ler cette même requête, était donc réalisé par l’extraction de mots représentatifs de ce
contexte et pondérés à l’aide du modèle de pertinence. Les résultats de recherche docu-
mentaire nous ont montré que cette approche était très efficace pour tous les scénarios
de recherche que nous avons simulés. Dans l’ensemble, l’utilisation d’une source d’in-
formation seule améliore peu ou pas les performances, tandis que la combinaison dé-
passe toutes les autres méthodes issues de l’état-de-l’art. L’observation principale que
nous retiendrons de ce chapitre est la très bonne qualité du contexte estimé, au moins
pour les deux collections de tailles réduites.
Nous nous sommes attaqués dans le chapitre 4 au problème d’une modélisation des
concepts implicites de la requête. Nous avons proposé une méthode entièrement au-
tomatique et non-supervisée tirant parti de l’allocation latente de Dirichlet (LDA), un
algorithme demodélisation thématique. La LDA est célèbre pour sesmodélisations pré-
cises sur de larges collections, mais nous l’avons ici appliquée à des ensembles réduits
de documents pseudo-pertinents afin qu’elle modélise uniquement les concepts liés à la
requête et non des concepts généraux. Nous estimons automatiquement le nombre de
concepts et le nombre de documents pseudo-pertinents à utiliser afin de modéliser les
concepts les plus informatifs et les moins bruités. Nous n’avons pas mené d’évaluation
des performances de recherche documentaire dans ce chapitre, mais nous avons étudié
la qualité des concepts ainsi générés. Des expériences menées dans ce chapitre, il ressort
que les concepts que nous générons sont dans l’ensemble très cohérents sémantique-
ment comparés à des concepts modélisés sur des collections entières. Cette observation
est très intuitive : une requête agissant comme un «ciblage» de l’information, il est lo-
gique que les concepts informatifs qui lui sont directement liés soient eux aussi très
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ciblés et donc très cohérents. Nous sommes néanmoins à notre connaissance les pre-
miers à confirmer cette intuition par des expériences. En appliquant cette approche à
nos différentes sources d’information, nous avons pumettre en évidence les différences
de concentrations conceptuelles au sein des documents pseudo-pertinents. Finalement,
nous avons montré que notre méthode d’estimation du nombre de concepts implicites
d’une requête était corrélée, pour une grande majorité des requêtes, avec une méthode
de modélisation thématique hiérarchique.
Nous avons finalement clôt la présentation des contributions de cette thèse avec
le chapitre 5 qui présentait les modèles de pertinence conceptuels, une évolution thé-
matique des modèles de pertinence traditionnels. Au lieu de réaliser l’estimation des
modèles de pertinence à l’aide des simples mots contenus dans les documents pseudo-
pertinents, nous avons tiré profit des idées déployées dans le chapitre 4 et avons utilisé
les concepts implicites de la requête. Nous avons plus spécifiquement défini trois types
de modèles de pertinence conceptuels : un modèle classique, un modèle adaptatif re-
prenant les méthodes d’estimation du nombre de concepts et du nombre de documents
pseudo-pertinents (chapitre 4) et un modèle mixte combinant les modèles estimés sur
différentes sources d’information. Nous avons montré que les meilleurs résultats de re-
cherche documentaire étaient obtenus en utilisant un grand nombre de concepts et un
nombremodéré de documents pseudo-pertinents (généralement entre 5 et 10). Ce faible
nombre de documents permet de limiter les chances de considérer des documents non
pertinents, tandis qu’un grand nombre de concepts permet de capturer un très grand
nombre de mots. Nous avons ainsi pu conclure de ces observations que nos modèles
de pertinence conceptuels étaient robustes et pondéraient correctement les différents
mots afin de valoriser ceux qui sont importants et de déprécier ceux qui ne sont pas
liés au contexte thématique de la requête. Dans ce chapitre-ci aussi, la combinaison
de plusieurs modèles estimés à partir de sources d’information différentes a donné les
meilleurs résultats, améliorant encore la qualité du contexte estimé par rapport à la
méthode présentée dans le chapitre 3.
6.2 Perspectives
Nous avons rencontré plusieurs problèmes tout au long de cette thèse et certains
sont restés non résolus. Plus précisément, nous avons vu que les modèles que nous
avons introduits peuvent parfois manquer de robustesse et peuvent dégrader les per-
formances des requêtes au lieu de les améliorer. Un des avantages de nos méthodes est
qu’elles sont entièrement automatiques et non-supervisées, et ne requièrent donc au-
cune phase d’entraînement préalable. Nous pensons néanmoins qu’implémenter une
stratégie de repli permettant d’estimer le risque associé à l’enrichissement d’une re-
quête pourrait être grandement bénéfique à nos modèles. Nous avons à notre disposi-
tion un grand nombre de requêtes et les améliorations apportées par rapport aux sys-
tèmes de base pour chacune d’elles. Nous pourrions alors apprendre un classifieur su-
pervisé pouvant décider de l’approche à choisir. Ce type de technique a déjà été étudié
avec succès au niveau des mots, avec un classifieur décidant si un mot pouvait être uti-
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lisé pour reformuler la requête ou non (Cao et al., 2008). Nous pourrions par exemple
appliquer cette approche directement au niveau des concepts, ou encore modifier la
pondération des mots en fonction de la décision et de la confiance du classifieur.
Nous avons ensuite vu que la méthode présentée dans le chapitre 4 visant à sé-
lectionner automatiquement le modèle conceptuel représentant au mieux les concepts
implicites de la requête ne permettait pas forcément d’obtenir les meilleurs résultats
de recherche documentaire. Néanmoins de premières expériences exploratoires nous
encouragent à penser qu’utiliser la cohérence sémantique de ces modèles conceptuels
pourrait être un critère important dans le choix d’un modèle efficace. En effet, la cohé-
rence sémantique des concepts est une caractéristique majeure définissant leurs perfor-
mances dans le cadre d’une recherche de pages Web, même si cela est beaucoup moins
évident dans le cadre d’une recherche d’articles journalistiques. Nous prévoyons néan-
moins d’étendre l’utilisation des ces mesures de cohérence sémantique (Newman et al.,
2010) afin d’identifier des traits communs aux concepts «utiles » pour la Recherche d’In-
formation. Ici aussi, il pourrait être envisageable d’appliquer une couche d’apprentis-
sage supervisé pouvant discriminer les concepts efficaces des autres.
Ces mesures de cohérence sémantiques pourraient finalement être adaptées pour
prédire directement la difficulté des requêtes. De nombreuses études ont été menées
afin de pouvoir estimer a priori les performances d’un système de Recherche d’Infor-
mation par rapport à une requête, le mémoire de thèse de Hauff (2010) est un bon point
d’entrée pour appréhender ce domaine. Il pourrait alors être envisageable de modéli-
ser les différents concepts implicites d’une requête et de mesurer leur cohérence afin
d’avoir des indications sur la nature de la requête. Un ensemble de concepts impli-
cites très cohérents pourrait ainsi signifier que la requête fait référence à des informa-
tions bien définies qui seront vraisemblablement aisées à trouver. D’un autre côté, des
concepts peu cohérents pourraient renvoyer à une requête mal définie, hautement am-







Tweets à partir de Wikipédia
A.1 Introduction
La grande démocratisation de l’accès à internet et l’avènement des smartphones
ont changé le paysage virtuel et la nature des échanges entre les personnes. L’informa-
tion n’attend plus forcément d’être trouvée par quelqu’un ayant un besoin précis, elle
vient directement à nous. Au centre de ce phénomène, les réseaux sociaux sont un mé-
dia privilégié pour la diffusion de contenu à grande échelle (Bakshy et al., 2012). Les
utilisateurs sont reliés par des connections de natures diverses (professionnelles, per-
sonnelles, publicitaires...) et s’échangent des informations en temps réel sur le monde
qui les entoure. Twitter fait partie de ces réseaux sociaux et favorise des échanges de
messages très courts. Quand il se connecte à Twitter, l’utilisateur doit répondre à la
question « Quoi de neuf ? ». La réponse à cette question doit faire moins de 140 carac-
tères et est appelée un Tweet. De par sa taille, un Tweet est naturellement ambigu et
souvent sous-spécifié, ce qui peut rendre la compréhension compliquée pour une per-
sonne ne possédant pas le contexte approprié. Ce contexte peut être formé de phrases
récupérées sur le Web (ou toute autre source) et réunies afin d’éclairer les lecteurs d’un
Tweet sur sa nature et sur les concepts informatifs mis en jeu.
Nous plaçons notre étude dans le cadre d’un scénario mobile où un utilisateur va
lire des Tweets (ou autres messages courts) sur son smartphone. Le contexte d’un Tweet
doit donc être court afin de pouvoir être affiché de façon pratique sur un écran de té-
léphone. La tâche Tweet Contextualization d’INEX 1 propose un cadre expérimental per-
mettant d’évaluer la contextualisation de Tweets réalisée à l’aide de phrases issues de
Wikipédia. La collection de test est composée d’un ensemble statique d’articles Wikipé-




Annexe A. Contextualisation automatique de Tweets à partir de Wikipédia
Notre approche de la contextualisation met en jeu successivement des techniques
de Recherche d’Information (RI) et de résumé automatique. Tout d’abord, nous cher-
chons à améliorer la compréhension du Tweet en récupérant des articles Wikipédia liés
à celui-ci. Ces derniers sont susceptibles de contenir des passages informatifs pour la
construction du contexte du Tweet. Ensuite, nous considérons la formation du contexte
comme une tâche de résumé automatique multi-documents, où il s’agit de résumer les
articles Wikipédia retournés. Nous présentons dans cette annexe le modèle de RI puis
l’approche de résumé automatique qui constituent notre système de contextualisation,
puis nous évaluons notre approche en utilisant l’ensemble de données issu de la tâche
Tweet Contextualization d’INEX 2012 (SanJuan et al., 2012).
A.2 Travaux précédents
Le problème de contextualisation de messages courts est émergent et se situe aux
confluents de la Recherche d’Information ciblée et du résumé automatique. La tâche
Tweet Contextualization de la campagne d’évaluation INEX 2012 est la première à pro-
poser un cadre d’évaluation formel pour ce type de problématique et a été suivie par de
nombreux participants. Différents travaux ont également considéré les Tweets comme
sources d’informations récentes (Sankaranarayanan et al., 2009), et ont tenté des ap-
proches de recommandation (Chen et al., 2010). Allant dans le même sens, une nouvelle
tâche de Temporal Summarization va faire son apparition à TREC pour l’année 2013. Le
but sera ici de produire des résumés évoquant des grands événements (ouragans, élec-
tions...) et d’ordonner les différentes phrases chronologiquement.
Au cours de la dernière décennie, de nombreux chercheurs se sont penchés sur la
problématique du résumé automatique. La quasi-totalité des approches proposées re-
courent à des méthodes d’extraction où il s’agit d’identifier les unités textuelles, le plus
souvent des phrases, les plus importantes des documents. Les phrases les plus perti-
nentes sont ensuite assemblées pour générer le résumé.
De nombreuses méthodes ont été utilisées pour évaluer l’importance des phrases,
e.g. (Barzilay et al., 1997; Radev et al., 2004). Parmi elles, les méthodes basées sur les mo-
dèles de graphes (Mihalcea, 2004) donnent de bons résultats. L’idée est de représenter
le texte sous la forme d’un graphe d’unités textuelles (phrases) inter-connectées par des
relations de similarité. Des algorithmes d’ordonnancement tels que PAGERANK (Page
et al., 1999) sont ensuite utilisés pour sélectionner les phrases les plus centrales dans le
graphe.
Le résumé automatique orienté (Dang, 2005) est probablement la tâche qui se rap-
proche le plus de la contextualisation automatique. Il s’agit de générer un résumé ré-
pondant à un besoin utilisateur exprimé sous la forme d’une requête. Une grande partie
des approches proposées reposent sur des méthodes de résumé automatique existantes
et y ajoutent divers critères de pertinence par rapport à la requête, e.g. (Boudin et al.,
2008). Parmi les différentes méthodes utilisées pour estimer la pertinence des phrases,
plusieurs modèles issus de la RI donnent de bons résultats (Wei et al., 2008).
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A.3 Recherche de phrases candidates contextuelles issues de
Wikipédia
Dans le cadre de la tâche Tweet Contextualization d’INEX, le contexte d’un Tweet
est défini par un texte composé de 500 mots au maximum et dont les phrases sont
issues de Wikipédia. La Figure A.1 illustre la méthodologie que nous utilisons. Cette











FIGURE A.1 – Méthodologie de contextualisation d’un Tweet à partir de Wikipédia.
A.3.1 Interprétation des #HashTags et formatage des Tweets
La première étape que nous effectuons consiste à appliquer un ensemble de pré-
traitements aux Tweets. Il s’agit de formater le contenu de ces derniers en vue de l’étape
de recherche d’information.
Le symbole #, appelé hashtag, est utilisé pour signaler des mots-clés ou des sujets
dans un Tweet. Il a été créé par les utilisateurs de Twitter comme un moyen permettant
de catégoriser leurs messages. Les utilisateurs emploient les hashtags avant un mot-clé
ou une phrase pertinente (sans espace) de leurs Tweets. Ils agissent comme un moyen
de catégorisation et d’étiquetage et sont ainsi des marqueurs d’informations impor-
tantes directement fournis par l’auteur. Il semble donc logique de privilégier leur utili-
sation dans le cadre d’une récupération d’articles Wikipédia liés à un Tweet.
La principale difficulté avec l’utilisation des hashtags vient du fait qu’ils sont pour la
plupart composés de plusieurs mots concaténés. La figure A.2 illustre ce problème avec
le hashtag #WhitneyHouston. Dans ce cas précis, il ne serait pas possible pour un sys-
tème de recherche d’information classique de renvoyer des documents liés à Whitney
Houston étant donné que ces deux mots n’apparaissent pas dans le Tweet.
Pour résoudre ce problème, nous avons utilisé un algorithme de segmentation au-
tomatique de mots basé sur celui présenté dans le chapitre «Natural Language Corpus
Data » du livre « Beautiful Data » (Segaran et Hammerbacher, 2009). Nous calculons le
109
Annexe A. Contextualisation automatique de Tweets à partir de Wikipédia
FIGURE A.2 – Exemple d’un Tweet issu de la collection INEXTweet Contextualization pour l’année
2012.
découpage le plus probable d’un hashtag à l’aide des probabilités d’apparition d’uni-
grammes et de bigrammes au sein du corpus Bing N-Gram 2. Ainsi, chaque hashtag
présent dans le Tweet initial est remplacé par sa version découpée.
Twitter étant un réseau social, l’interaction entre les utilisateurs est au centre de
son fonctionnement. Ainsi, un Tweet peut contenir différentes mentions destinées à
d’autres personnes, comme par exemple une réponse ou un retweet. Un Tweet réponse
commence par un @ suivi du pseudonyme d’un (ou plusieurs) utilisateur(s). Cela per-
met notamment de créer une discussion spontanée entre plusieurs personnes. Quant
au retweet, il consiste à reposter le Tweet d’une autre personne. Parfois les utilisateurs
tapent RT au début d’un Tweet pour indiquer qu’ils repostent le contenu d’un autre
utilisateur. Ce n’est pas une commande ou une fonction officielle de Twitter, mais cela
signifie qu’ils citent le Tweet d’un autre utilisateur. Néanmoins ces différentes men-
tions n’apportent rien au contenu informatif du Tweet, nous les supprimons donc sim-
plement. Les mots outils sont également supprimés en utilisant la liste standard IN-
QUERY fournie avec le système de recherche d’information Indri 3. La sortie finale de
cette étape de formatage est un Tweet nettoyé, sans mots-outils, ni hashtags collés, ni
mentions inutiles.
A.3.2 Recherche d’articles Wikipédia
La sélection d’articles Wikipédia apportant des informations contextuelles par rap-
port à un Tweet est une étape cruciale pour trouver les phrases qui vont former le
contexte. Nous présentons dans cette section les différentes méthodes de recherche do-
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Modèle de base
L’une des approches standard de la recherche d’information par modèle de langue
se fait avec un modèle de vraisemblance de la requête. Ce modèle mesure la probabilité
que la requête puisse être générée à partir d’un document donné, ainsi les documents
sont ordonnés en se basant sur cette probabilité. Soit θD le modèle de langue estimé
en se basant sur un document D, le score d’appariement entre D et une requête T est
défini par la probabilité conditionnelle suivante :
P(T |θD) = ∏
t∈T
fT(t,D) (A.1)
Un des points importants dans le paramétrage des approches par modèle de langue
est le lissage des probabilités nulles. Dans ce travail, θD est lissé en utilisant le lissage
de Dirichlet (Zhai et Lafferty, 2004), on a donc :
fT(t,D) = ∏
t∈T
c(t,D) + µ · P(t|C)
|D|+ µ
(A.2)
où c(t,D) est le nombre d’occurrences du mot t dans le document D. C représente
la collection de documents et µ est le paramètre du lissage de Dirichlet (nous fixons
µ = 2500 tout au long de cette annexe).
Une des limitations évidente de l’approche par unigramme est qu’elle ne tient pas
compte des dépendances ou des relations qu’il peut y avoir entre deux termes adjacents
dans la requête. Le modèle MRF (Markov Random Field) (Metzler et Croft, 2005) est
une généralisation de l’approche par modèle de langue et résoud spécifiquement ce
problème. L’intuition derrière ce modèle est que des mots adjacents de la requête sont
susceptibles de se retrouver proches dans les documents pertinents. Trois différents
types de dépendances sont considérés :
1. l’indépendance des termes de la requête (ce qui revient à un modèle de langue
standard prenant en compte uniquement les unigrammes),
2. l’apparition exacte de bigrammes de la requête,
3. et l’apparition de bigrammes de la requête dans un ordre non défini au sein d’une
fenêtre de mots.
Le modèle propose deux fonctions supplémentaires pour deux autres types de dé-
pendances qui agissent sur les bigrammes de la requête :
fO(ti, ti+1,D) =











La fonction fO(qi, qi+1,D) considère la correspondance exacte de deux mots adja-
cents de la requête. Elle est dénotée par l’indice O. La seconde est dénotée par l’indice
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U et considère la correspondance non ordonnée de deuxmots au sein d’une fenêtre de 8
unités lexicales. Ici, c(#1(ti, ti+1),D) est le nombre d’occurrences du bigramme (ti, ti+1)
dans le document D. Comparativement, c(#uw8(ti, ti+1),D) est le nombre d’occurences
des deux mots de la requête ti et ti+1 au sein d’une fenêtre non ordonnée composée de
8 termes du document D.
Finalement, le score d’un article Wikipédia D par rapport à un Tweet formaté T est
donné par la fonction suivante :













où λT, λO et λU sont des paramètres libres dont la somme est égale à 1. Dans nos
expériences nous fixons ces paramètres en suivant les recommandations des auteurs
(λT = 0, 85, λO = 0, 10 et λU = 0, 05).
Intégration de hashtags
Les hashtags peuvent être considérés comme des étiquettes définies manuellement
par les auteurs des Tweets. Ce sont par conséquent des marqueurs évidents d’informa-
tions importantes. Ils peuvent également être considérés comme des requêtes courtes,
sorte d’abréviation du Tweet. Considérons le Tweet T suivant :
« All #Airbus #A380 Jumbo Jets Ordered To Be Inspected For Wing Cracks
- Neon Tommy : http ://t.co/SofXXzCN »
Le sujet principal est correctement représenté par un ensemble de hashtags HT = {”airbus”, ”a380”}.
Nous pouvons ainsi le considérer comme une simplification du Tweet ou encore une
expression des informations les plus importantes. Un parallèle peut également être fait
avec les topics de TREC qui sont traditionnellement composés d’une requête courte (2 à
5 mots-clés) et d’une description plus détaillée du besoin d’information (pouvant com-
prendre plusieurs phrases).
Nous introduisons donc les hashtags de façon explicite dans la fonction de score des
articles Wikipédia de notre système. Soient un Tweet T et ses hashtags HT , le score d’un
article Wikipédia D est donné par :
s(T ,HT ,D) = α sMRF(HT ,D) + (1− α) sMRF(T ,D) (A.6)
Le paramètre α permet de maintenir la balance entre l’influence des hashtags seuls et le
Tweet entier. Nous nous plaçons dans le cadre d’une contextualisation en temps réel,
et la nature très hétérogène des Tweets ne nous semble pas adaptée pour effectuer un
apprentissage a priori de ce paramètre. De plus, les hashtags peuvent avoir une utilité
parfois très limitée voire nulle, comme dans l’exemple suivant :
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« U Just Heard “Hard To Believe" by @andydavis on the @mtv Teen Mom 2
Finale go 2 http ://t.co/iwb2JuL8 for info #ihearditonMTV »
Dans ce cas-ci, « I heard it on MTV » est une phrase d’accroche de type publicitaire et
n’apporte rien pour la compréhension du Tweet. L’importance des hashtags est donc
elle aussi contextuelle et dépend de leur pouvoir discriminant. Nous choisissons d’es-
timer ce pouvoir discriminant en calculant un score de clarté (Cronen-Townsend et
Croft, 2002). Ce score est en réalité la divergence de Kullback-Leibler entre le modèle








où V représente le vocabulaire. Le modèle de langue des hashtags est estimé par retour
de pertinence simulé :
P(w|HT ) = ∑
D∈R
P(w|D)P(D|HT ) (A.8)
Nous utilisons pour cela une approche standard de retour de pertinence simulé.
Celle-ci consiste à récupérer l’ensemble R constitué des 5 premiers documents de la
collection C renvoyés pour la requête HT . Dans le modèle des hashtags, la probabilité
P(D|HT ) est estimée en appliquant le théorème de Bayes : P(D|HT ) = P(HT |D)P(D),
où la probabilité P(D) est égale à zéro pour les documents qui ne contiennent aucun
mot de la requête. Plus les documents utilisés pour estimer le modèle de langue des
hashtags sont homogènes, plus la divergence de Kullback-Leibler augmente. Ainsi le
paramètre α permet de quantifier à quel point les hashtags sont précis et à quel point ils
permettent de sélectionner des documents distincts du reste de la collection.
Seuls 23% des Tweets utilisés dans l’évaluation officielle de la tâche Tweet Contex-
tualization d’INEX 2012 contiennent des hashtags. Lorsqu’il n’y en a pas, nous fixons
logiquement α = 0 dans l’équation A.6.
A.3.3 Génération des phrases candidates
Pour un Tweet donné, nous sélectionnons les n articlesWikipédia les plus pertinents
selon l’équation A.6. Chaque article est découpé en phrases en utilisant la méthode
PUNKT de détection de changement de phrases mise en œuvre dans nltk 4.
Dans ce travail nous fixons n = 5, et toutes les phrases des 5 premiers articles sont
considérées comme des phrases candidates. Nous calculons ensuite différentes caracté-
ristiques pour chacune de ces phrases qui nous permettrons de les classer et, ainsi, de
former le contexte. Nous détaillons ces caractéristiques dans la section suivante.
4. http://nltk.org/
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A.4 Choix des phrases et formation du contexte
Pour pouvoir être compréhensible dans un cas d’utilisation mobile (sur un smart-
phone par exemple), le contexte doit avoir une taille limitée. Les recommandations de
la tâche Tweet Contextualization d’INEX fixent la taille limite du contexte à 500 mots.
Dans cette section, nous présentons la méthode que nous utilisons pour sélectionner
les phrases candidates les plus pertinentes et générer le contexte.
A.4.1 Caractéristiques des phrases
Plusieurs caractéristiques entrent en compte lors de la sélection des phrases candi-
dates. Ces dernières peuvent être regroupées en quatre catégories :
1. Importance de la phrase vis-à-vis du document d’où elle provient
2. Pertinence de la phrase par rapport au Tweet (y compris les hashtags)
3. Pertinence de la phrase par rapport à une page web dont l’URL est dans le Tweet
4. Pertinence du document d’où provient la phrase par rapport au Tweet
Nous détaillons et justifions dans cette section le calcul des différentes caractéris-
tiques que nous utilisons ensuite pour ordonner les phrases par importance et former
le contexte. Nous rappelons quelques notations déjà utilisées dans cette annexe et nous
en introduisons de nouvelles dans le tableau suivant :
T un tweet nettoyé
HT les hashtags du Tweet T
UT l’URL présente dans le Tweet T
S une phrase candidate
Les caractéristiques décrites ci-dessous sont largement basées sur le calcul de me-
sures de recouvrement et de similarité cosine entre une phrase candidate S = {m1,m2, ...,mi}
et un Tweet T = {m1,m2, ...,mj}. Soit | • | le cardinal de l’ensemble •, le recouvrement
en mots est donné par :
recouvrement(T , S) =
|S ∩ T |
min(|S|, |T |)
Aussi, soient ~S et ~T les représentations vectorielles de S et T , et ||~•|| la norme du
vecteur~•, la similarité cosine est donnée par :
cosine(T , S) =
~S · ~T√
||~S|| ||~T ||
Les mesures décrites précédemment sont calculées à partir des représentations lexi-
cales nettoyées des phrases et des Tweets. Nous supprimons les mots outils et appli-
quons le méthode de racinisation (stemming) des mots de Porter, et ce uniquement afin
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de calculer les différentes caractéristiques. La représentation des Tweets utilisée pour
effectuer la recherche d’article Wikipédia n’utilise pas de racinisation.
Importance de la phrase dans le document
L’importance d’une phrase par rapport au document dans lequel elle apparaît est
estimée avec la méthode TextRank (Mihalcea, 2004). Chaque document est représenté
sous la forme d’un graphe pondéré non dirigé G dans lequel les noeuds V corres-
pondent aux phrases, et les arêtes E sont définies en fonction d’une mesure de simi-
larité. Cette mesure détermine le nombre de mots communs entre les deux phrases, les
mots outils ayant été au préalable supprimés et les mots restants stemmés avec l’algo-
rithme de Porter. Pour éviter de favoriser les phrases longues, cette valeur est normali-
sée par les longueurs des phrases. Soit freq(m, S) la fréquence du mot m dans la phrase
S, la similarité entre les phrases Si et Sj est définie par :
Sim(Si, Sj) =
∑m∈Si ,Sj freq(m, Si) + freq(m, Sj)
log(|Si|) + log(|Sj|)
L’importance d’une phrase est évaluée en tenant compte de l’intégralité du graphe.
Nous utilisons une adaptation de l’algorithme PAGERANK (Page et al., 1999) qui inclut
les poids des arêtes. Le score de chaque sommet V est calculé itérativement jusqu’à la
convergence par :





où d est un « facteur d’amortissement » (typiquement dans l’intervalle [0.8, 0.9]) et voisins(Vi)
représente l’ensemble des nœuds connectés à Vi. Le score de la phrase S correspond au
score du nœud qui la représente dans le graphe.
c1 = p(S)
Pertinence de la phrase par rapport au Tweet
Intuitivement, les indicateurs de pertinence devraient être les plus importants pour
sélectionner des phrases donnant des informations contextuelles par rapport au Tweet.
Le recouvrement et la similarité cosine entre un Tweet T et une phrase candidate S sont
les premières caractéristiques que nous avons mis en place.
c2 = recouvrement(T , S) c3 = cosine(T , S)
Tout en gardant la logique de l’utilisation des hashtags, nous calculons le recouvre-
ment et la similarité cosine entre chaque phrase et l’ensemble des hashtags du Tweet.
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c4 = recouvrement(HT , S) c5 = cosine(HT , S)
Pertinence de la phrase par rapport à une page web
Les Tweets contiennent parfois des URLs, liens pointant vers des pages web por-
teuses d’informations contextuelles. Nous utilisons le même type de mesure que pré-
cédemment et nous calculons ainsi le recouvrement et la similarité cosine entre une









De lamême façon, nous calculons ces deuxmesures entre le contenu entier page(UT )









Pertinence du document par rapport au Tweet
Les articles Wikipédia à partir desquels les phrases candidates sont extraites ont des
importances contextuelles différentes par rapport à un Tweet donné. Ainsi, une phrase
provenant d’un article bien classé a plus de chance d’être importante qu’une phrase
provenant d’un article mal classé. Pour capturer ce comportement, nous définissons la
dernière caractéristique comme étant le score d’un document par rapport à un Tweet et
ses hashtags, normalisé sur l’ensemble R de tous les documents renvoyés :
c10 =
s(T ,HT ,D)
∑D′∈R s(T ,HT ,D′)
Score final d’une phrase candidate
Le score d’importance de chaque phrase candidate est obtenu par la combinaison




A.4.2 Génération du contexte
Le contexte d’un Tweet est généré par assemblage des phrases candidates les plus
importantes. Il est cependant possible que le contexte ainsi obtenu contienne plusieurs
phrases redondantes, ce qui dégrade à la fois sa lisibilité et son contenu informatif. Pour
résoudre ce problème, nous ajoutons une étape supplémentaire lors de la génération
des contextes.
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Nous générons tous les contextes possibles à partir des combinaisons des N phrases
ayant les meilleurs scores, en veillant à ce que le nombre total de mots soit optimal
(i.e. en dessous du seuil de 500 mots et qu’il soit impossible d’ajouter une autre phrase
sans dépasser ce seuil). La valeur N est fixée empiriquement au nombre minimum de
phrases de meilleurs scores pour atteindre 500 mots, plus quatre phrases. Le contexte
retenu au final est celui possédant le score global le plus élevé, ce score étant calculé
comme le produit du score de la diversité du résumé, estimé par le nombre de n-
grammes différents, et de la somme des scores des phrases.
Afin d’améliorer la lisibilité du contexte généré, si deux phrases sont extraites à
partir d’un même document, l’ordre original du document est conservé.
A.5 Évaluation et discussion
Cette section débute par la description de la collection de test que nous utilisons.
Nous présentons ensuite les résultats de notre méthode de contextualisation, et nous
analysons l’importance des différentes caractéristiques dans le processus de sélection
des phrases candidates.
A.5.1 Cadre expérimental
Nous utilisons la collection de test de la tâche Tweet Contextualization d’INEX 2012
pour nos expérimentations ainsi que les différentes données mises à disposition par les
organisateurs (SanJuan et al., 2012). La collection de documentsWikipédia est basée sur
une capture de la version anglaise de l’encyclopédie en ligne datant de Novembre 2011
et comprend 3 691 092 articles. Nous avons indexé cette collection avec le moteur de
recherche libre Indri 5 en supprimant les mots-outils présents dans la liste INQUERY.
Une racinisation légère des mots est également appliquée par l’algorithme de Krovetz.
La collection de test comprend au total 1126 Tweets pour lesquels un système doit
produire un contexte. Cependant, nous n’utilisons que le sous-ensemble de 63 Tweets
pour lesquels des jugements de pertinence ont été réalisés. Ces jugements ont été géné-
rés par un processus de groupement des dix premières phrases des contextes de tous
les participants qui ont ensuite été jugées manuellement par les organisateurs.
La mesure d’évaluation développée pour cette tâche ne prend pas en compte les
exemples négatifs, seules les phrases jugées pertinentes ont été conservées. Les juge-
ments sont donc un ensemble de phrases directement issues de Wikipédia et jugées
pertinentes par les organisateurs en fonction de leur importance contextuelle par rap-
port à un Tweet. Certains Tweets peuvent ainsi avoir un contexte de référence composé
d’un grand nombre de phrases, tandis que d’autres peuvent en avoir un nombre très
réduit. Ces différences de taille ainsi que le fait qu’une seule référence soit disponible
pour chaque Tweet empêchent l’utilisation de la mesure classique ROUGE (Lin, 2004)
5. http://www.lemurproject.org/indri.php
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pour l’évaluation des contextes. Les organisateurs ont donc proposé une mesure d’éva-
luation qui calcule une divergence entre le contexte produit et les phrases jugées perti-
nentes (SanJuan et al., 2012). Elle peut prendre en compte des unigrammes stricts, des
bigrammes ou des bigrammes avec possibilité d’insertion. Lamesure principale utilisée
pour départager les systèmes est la troisième (« Bigrammes à trous »).
A.5.2 Résultats de contextualisation
Nous reportons dans le tableau A.1 les résultats de contextualisation pour trois mé-
thodes de recherche d’articles Wikipédia présentées dans la section A.3 : l’approche
standard par modèle de langue pour la RI (équation A.1, notée QL), l’approche MRF
(équation A.5) et l’approche mixant MRF pour le Tweet et pour ses hashtags (équa-
tion A.6, notée MRFH). Les scores étant calculés en tant que divergences, les scores
les plus bas correspondent aux systèmes les plus performants.
Unigrammes Bigrammes Bigrammes à trous
QL 0,7967 0,8923 0,8940
MRF 0,7883 0,8851 0,8865
MRFH 0,7872 0,8815 0,8839
1er INEX 2012 0,7734 0,8616 0,8623
TABLE A.1 – Résultats de contextualisation pour les 3 différents algorithmes de RI et l’ensemble
des caractéristiques pour l’attribution des scores.
Nous remarquons que les résultats sont relativement proches et qu’il n’y a pas de
différence significative entre les trois approches. Néanmoins l’approche qui considère
les hashtags dans la fonction de score des documents obtient les meilleurs résultats (avec
p = 0, 17 pour un t-test entre QL etMRFH). Les faibles différences observées entre les
méthodes sont sans doute dues à la relative similarité entre les modèles de RI, même si
l’on voit que l’utilisation de hashtags améliore sensiblement les scores. Il est néanmoins
difficile de tirer des conclusions définitives étant donné que seuls 23% des Tweets uti-
lisés pour l’évaluation contiennent au moins un hashtag. Nous reportons pour informa-
tion les résultats officiels du meilleur système mais, à l’heure actuelle, leur approche
n’est pas connue en détails. Grâce à l’analyse détaillée de l’influence des différentes ca-
ractéristiques proposée en section A.5.3, nous avons pu établir que la borne supérieure
de notre système était de 0, 8824 ce qui est encore loin du meilleurs score. Cependant,
il n’y a pas de différence statistiquement significative entre notre approcheMRFH et le
meilleur système d’INEX 2012.
Nous pensons que cette différence de score est due à deux biais lors de l’évaluation.
Le premier se situe lors de la constitution des jugements : pour chaque Tweet, unique-
ment les dix premières phrases de chaque système sont considérées pour être ensuite
jugées manuellement. Or, un des buts de cette tâche étant la lisibilité, les phrases les
plus informatives ne se trouvent pas forcément en début de contexte pour pouvoir fa-
voriser la cohérence globale et l’enchaînement des phrases. Le deuxième biais se situe
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au sein de la mesure d’évaluation elle-même. En effet, elle ne possède pas de com-
posante visant à pénaliser les phrases non pertinentes. Ainsi, remplir le contexte avec
des phrases très diverses permettra toujours d’obtenir des meilleurs scores que de faire
attention et de ne pas ajouter de phrases dégradant la cohérence du contexte.
Pour illustrer ces biais, nous présentons dans la figure A.3 un Tweet ainsi que le
contexte produit par notre méthode qui a obtenu un score nul lors de notre évalua-
tion. Or, même si ce contexte n’est à l’évidence pas parfait, il apporte tout de même
des informations contextuelles sur le Tweet. On peut en effet apprendre que Van Gogh
était un peintre et que “The Starry Night” est une de ses compositions, et dont le style
transparaît sur d’autres de ses peintures.
« Very cool ! An interactive animation of van Gogh’s “The Starry Night”
http ://t.co/ErJCPObh (thanks @juliaxgulia) »
Vincent van Gogh painted at least 18 paintings of "olive trees", mostly in Saint-
Rémy in 1889. The olive tree paintings had special significance for Van Gogh. One
painting, "Olive Trees in a Mountainous Landscape (with the Alpilles in the Back-
ground)", a complement to "The Starry Night", symbolized the divine. In both
"The Starry Night" and his olive tree paintings, Van Gogh used the intense blue of
the sky to symbolize the "divine and infinite presence" of Jesus. ...
FIGURE A.3 – Les premières phrases d’un contexte produit par notre méthode. La mesure d’évalua-
tion a attribué un score nul à ce contexte.
Il est à noter que si les résultats obtenus par notre méthode lors de la campagne
INEX ne sont pas les meilleurs, notre approche est celle qui apporte le meilleur com-
promis entre informativité et lisibilité. Néanmoins l’évaluation de lisibilité, qui a été
faite manuellement, n’est pas reproductible et le travail présenté dans cette annexe est
différent de celui réalisé pour INEX, nous ne pouvons donc pas reporter de résultats.
A.5.3 Importance des différentes caractéristiques
En l’état, les caractéristiques calculées pour chacune des phrases candidates ont
toutes la même importance dans le score final attribué à une phrase. Étant donné que
les Tweets proposés pour la tâche QA@INEX 2011 n’avaient ni hashtags ni URL, nous
n’avons pas pu entraîner notre système pour qu’il apprenne les poids de ces caractéris-
tiques. Nous proposons néanmoins une analyse de leur importance sur les Tweets de
l’année 2012. Bien évidemment, les chiffres présentés ici ne nous ont pas servi à para-
métrer notre système, et les résultats présentés dans la section précédente ne tiennent
pas compte de ces poids.
En principe, nous pourrions utiliser n’importe quelle méthode d’apprentissage pour
apprendre les poids optimaux. Ici, nous utilisons un modèle de régression logistique.
Ainsi, nous calculons toutes les caractéristiques présentées dans la section A.4.1 pour
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chacune des phrases extraites et nous les lions à leur pertinence r ∈ {0, 1}. La variable
r peut ainsi être vue comme une mesure de la contribution totale de toutes les carac-
téristiques utilisées dans le modèle et est habituellement définie comme r = w¯x¯. Spé-
cifiquement, x¯ est un vecteur de valeurs numériques représentant les caractéristiques,
et w¯ représente l’ensemble des poids relatifs de chaque caractéristique. Un poids posi-
tif signifie que la caractéristique correspondante améliore la probabilité d’obtenir r, un
poids négatif signifie qu’elle la dégrade.
Caractéristique Nom Valeur Significativité
c1 TextRank 8, 996 p < 2−16
c2 Recouvrement Tweet 2, 496 p = 2, 38−6
c3 Cosine Tweet 5, 849 p = 4−15
c4 Recouvrement hashtags −2, 051 p = 0, 1368
c5 Cosine hashtags 0, 671 p = 0, 3074
c6 Recouvrement titre URL 1, 373 p = 0, 2719
c7 Cosine titre URL 0, 788 p = 0, 6287
c8 Recouvrement page URL 0, 543 p = 0, 4337
c9 Cosine page URL 10, 374 p = 0, 0195
c10 Score document 0, 782 p < 2−16
TABLE A.2 – Valeurs optimales des poids des caractéristiques calculées pour les phrases candidates.
Nous pouvons observer dans le tableau A.2 que les caractéristiques les plus signi-
ficatives pour estimer la pertinence d’une phrase ne sont pas ou peu liées au Tweet.
En effet, le TextRank ne concerne que l’importance de la phrase par rapport aux autres
phrases du document, et le score du document est un score global. Le Tweet n’inter-
vient dans ces cas qu’au moment de la recherche des articles. Comme on aurait pu
s’y attendre, le recouvrement et la similarité cosine entre le Tweet et une phrase sont
également des marqueurs de pertinence. Étonnamment, les hashtags ont une influence
parfois négative et généralement aléatoire, tout comme les titres des pages web poin-
tées par les URLs. Mais comme nous l’avons dit dans la section précédente, les hashtags
sont très peu nombreux dans les Tweets utilisés pour l’évaluation, ce qui peut expli-
quer ce comportement aléatoire. Enfin, seule la similarité cosine entre une phrase et le
contenu d’une page web semble être faiblement significative.
Globalement, une phrase apporte des informations contextuelles par rapport à un
Tweet si elle contient les mêmes mots que celui-ci, si elle apparaît dans un document
pertinent, et si elle fait partie des phrases les plus importantes de ce dernier.
A.6 Conclusion
Nous avons présenté dans cette annexe une première approche pour la contextua-
lisation de messages courts. Celle-ci se fait dans le cadre de la tâche Tweet Contextua-
lization d’INEX et utilise Wikipédia comme corpus de référence pour la constitution
120
A.6. Conclusion
des contextes. Les résultats de nos expériences suggèrent que l’utilisation des hashtags
présents dans les Tweets aide à la recherche d’articles Wikipédia qui contiennent des
phrases apportant des informations contextuelles. Nous avons également examiné l’in-
fluence de différentes caractéristiques calculées sur les phrases candidates ainsi que
leur importance. Il apparaît que pour constituer un contexte, il est préférable de choisir
les phrases les plus importantes des articles Wikipédia extraits. Les mesures de simila-
rité entre les phrases et les Tweets sont également des indicateurs fiables, tandis que les
hashtags semblent ici n’avoir qu’une influence aléatoire.
Une des limitations de notre approche est que le nombre d’articles Wikipédia uti-
lisés pour extraire les phrases candidates est fixé manuellement. Idéalement, une mé-
thode déterminant automatiquement ce nombre en fonction du Tweet permettrait de
réduire le bruit et augmenterait indirectement la qualité des contextes générés. Même
si l’utilisation du score du document permet de réduire l’effet de cette limitation, nous
laissons cette amélioration pour des travaux futurs.
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