The mechanism underlying the reaction time (RT2) slowing to the 2nd of 2 successively presented stimuli (S1 and S2) in the psychological refractory period paradigm was investigated. Stimulus onset synchrony (SOA) between S1 and S2, contrast of S2, and Task 2 set-level compatibility was manipulated. Specifically, the authors used a psychophysiological approach to examine RT2 slowing in trials in which the reaction time to S1 (RT1) was shorter than the SOA. For trials with RT1 Ͻ SOA, the clear decrease in RT2 with increasing SOA was underadditive with the S2 contrast effect, but additive with compatibility. Electrophysiological measures revealed an exclusively premotoric locus of RT2 slowing. These findings indicate that a central bottleneck stage is occupied for some period after response to S1 execution, consistent with an extended response selection bottleneck account.
When people perform two tasks simultaneously, they often encounter severe processing limitations compared with when they perform these tasks in isolation. Researchers have investigated dual-task interference for a long time (e.g., Telford, 1931 ), yet the nature of the mechanisms limiting speeded performance and their locus within information processing are still a matter of debate (cf. Navon & Miller, 2002; Pashler, 1994a) . A common paradigm to study the mechanisms underlying such dual-task limitations is the psychological refractory period (PRP) paradigm. In this paradigm, participants perform two separate reaction time (RT) tasks in close temporal succession. Specifically, the onset of the Task 2 stimulus (S2) follows the onset of the Task 1 stimulus (S1) by a variable interval, the stimulus onset asynchrony (SOA), with S1 and S2 demanding distinct responses, R1 and R2. Typically, whereas RT to S1 (RT1) is unaffected by SOA, RT to S2 (RT2) increases with decreasing SOA. This RT2 slowing is known as the PRP effect (Telford, 1931) .
In his seminal review on the PRP effect, Pashler (1994a, p. 220 ) argued that two factors jointly produce RT2 slowing in the PRP paradigm, namely, a central stage of limited processing capacity and Task 2 preparation limitations. Most contemporary accounts of the PRP effect primarily are concerned with the nature of the central bottleneck stage during temporally overlapping Task 1 and Task 2 processing, paying little attention to other Task 2 processing limitations. This is surprising given the fact that even when S2 is presented after R1 execution and, hence, Task 1 and Task 2 do not overlap in time, RT2 still decreases with increasing SOA (e.g., Pashler, 1994a Pashler, , 1994b Welford, 1980) . We will refer to this portion of RT2 slowing where RT1 Ͻ SOA as the residual PRP effect.
Clearly, in order to have a comprehensive understanding of the mechanisms underlying the overall PRP effect, it is important for us to reveal also the nature of those processing limitations in the PRP paradigm that produce RT costs following R1 execution. As we will outline below, preparatory limitations (cf. Pashler, 1994a) are just one among other possibilities to account for the residual PRP effect. Moreover, contemporary dual-task accounts cannot accommodate the residual PRP effect; hence, to elaborate on these models, we will attempt to explain the mechanism underlying this effect and its locus within information processing (cf. Pashler, 1994a Pashler, , 1994b Pashler, , 1994c . Therefore, the present study specifically aimed at identifying the mechanisms underlying the residual PRP effect by using a novel RT separation approach. In addition, we supplemented this approach by the recording of electrophysiological measures.
Various models have been proposed to explain the nature of processing limitations in the PRP paradigm in terms of queuing for a structural single (e.g., Keele, 1973; Pashler & Johnston, 1989; Welford, 1952) or multiple bottleneck stages (e.g., De Jong, 1993) . Other researchers assume that processing resources are limited in capacity and can be strategically allocated to the two tasks (e.g., Logan & Gordon, 2001; Meyer & Kieras, 1997; Navon & Miller, 2002; Tombu & Jolicoeur, 2003) . In fact, serial processing may even emerge from performance optimization within capacitysharing models rather than from a bottleneck (Miller, Ulrich, & Rolke, in press ). The most influential account of the PRP effect is certainly the response selection bottleneck (RSB) hypothesis (Pashler & Johnston, 1989; Welford, 1980) . According to the RSB hypothesis, a central decision stage can only process one task at a time. As a result, Task 2 has to wait for access to this central bottleneck stage as long as it is processing Task 1, whereas perceptual and motor processes can be carried out parallel to bottleneck processing. In contrast, resource models allow for concurrent processing of Task 1 and Task 2, depending on the strategic allocation of resources to the different tasks (Kahneman, 1973; McLeod, 1977; Meyer & Kieras, 1997; Navon & Miller, 2002; Tombu & Jolicoeur, 2003) .
Despite the ongoing dispute about the specific mechanisms underlying the PRP effect, it is important to bear in mind that many models of dual-task interference focus on processing limitations that are effective only if Task 1 and Task 2 temporally overlap, that is, when S2 is presented before R1 has been executed. Moreover, it is commonly assumed that the PRP effect arises mainly from processing limitations at central decision stages rather than at perceptual or motoric processing stages (e.g., Lien & Proctor, 2002; Pashler & Johnston, 1989; Ruthruff, Pashler, & Hazeltine, 2003; Welford, 1980 ; but see De Jong, 1993) . Particularly strong evidence for a central locus of the PRP effect comes from experiments applying the socalled locus-of-slack logic (cf. Miller & Reynolds, 2003; Pashler & Johnston, 1998; Schweickert, 1980) . As explained before, the RSB model assumes that Task 2 can access the bottleneck stage only after Task 1 processing at this stage has finished, resulting in a slack time between perceptual and central processing of Task 2. As a consequence, because perceptual processing of S2 can proceed in parallel with Task 1 bottleneck processing, the effect of variables that prolong the duration of S2 perception will be absorbed into the slack interval for short SOAs. In other words, experimental variables influencing Task 2 stage durations before the bottleneck (e.g., S2 contrast) produce underadditive effects with SOA on RT2. This predicted interaction of a perceptual Task 2 variable with SOA has been repeatedly confirmed (e.g., Pashler & Johnston, 1989; Van Selst, Ruthruff, & Johnston, 1999) . Moreover, the RSB model predicts that experimental variables influencing the duration of Task 2 processing at the bottleneck stage or at later stages produce additive effects with SOA. This specific prediction also was supported in several PRP studies (e.g., McCann & Johnston, 1992; Pashler & Johnston, 1989) , although evidence for a bottleneck at the level of response initiation or response programming occasionally has been reported (e.g., De Jong, 1993; Netick & Klapp, 1994) .
To recapitulate, current PRP models often assume dual-task interference to arise from processing limitations at central levels of information processing. Critically, as we have shown above, both RSB and resource models focus on processing limitations that are effective if Task 1 and Task 2 temporally overlap, while ignoring the substantial SOA-dependent slowing in RT2 when S2 arrives after R1 onset. Thus, current dual-task accounts do not contribute to a functional understanding of the residual PRP effect. Hence, the present study addressed this question: What kind of mechanism accounts for the SOA-dependent slowing in RT2 when Task 1 and Task 2 do not overlap in time? We considered three different mechanisms to explain the residual PRP effect in terms of the extended selection bottleneck hypothesis, the preparation hypothesis, and the motor bottleneck hypothesis.
One of the first reports of such slowing can be found in Telford's (1931) study in which participants had to perform a simple keypress response to an auditory stimulus. The stimuli were continuously presented at 0.5-, 1-, 2-, or 4-s intervals according to a prearranged chance order. Telford found a dramatic increase of response times for the 0.5-s interstimulus interval (335 ms) compared with the longer intervals (241, 245, and 276 ms) . From these findings, he proposed the existence of a refractory period after one has responded to a specific event during which no further action can be taken, similar to the refractory period found in single neurons. For example, after one responds to a stimulus, there is a period of intrinsic unreadiness to emit a response, as suggested by an increase in RT to stimuli presented at short compared with longer intervals. This seminal work by Telford led to the introduction of the term PRP.
Building on this idea, Welford (e.g., 1952 Welford (e.g., , 1959 Welford (e.g., , 1980 ) suggested a more specific mechanism for such residual PRP effects. He proposed that central processing stages might be occupied for a period longer than the one required for Task 1 response selection, possibly for several hundreds of milliseconds after the beginning or end of R1 execution. He hypothesized this extended bottleneck period to be caused by the fact that monitoring of R1 requires a fresh retrieval of S1 and R1 codes within the response selection stage. As illustrated in Figure 1 (middle), if the response selection stage is still occupied by Task 1 at the time this stage is required for processing Task 2, response selection for Task 2 has to be postponed. This causes a slack period during which S2 perception can occur parallel to Task 1 bottleneck processing. We refer to this suggestion as the extended selection bottleneck hypothesis.
Other researchers have questioned Welford's (e.g., 1952 Welford's (e.g., , 1959 Welford's (e.g., , 1980 monitoring mechanism and have put forward alternative accounts to explain the residual PRP effect. Thus, it has been proposed that an insufficient amount of time to maximize preparation for Task 2 produces this portion of the PRP effect (Kafry & Kahneman, 1977; Nickerson, 1965; Rabbitt, 1980) . For example, Gottsdanker (1980) proposed that people might be restricted in their ability to prepare stimulus-response (S-R) links for multiple tasks at a time, and Pashler (1994a) more specifically suggested that people might not be able to fully prepare different response selection links simultaneously. As priority in the PRP paradigm is usually given to Task 1, the response selection links for Task 2 might be in a lower preparatory state. Assuming that preparation of S-R links takes a certain amount of time, slowing of Task 2 responses will depend on SOA. Whereas this suggestion appears to imply a response selection locus of preparatory limitations, Pashler (1994a) actually left open which processing stages are affected in their duration by insufficient preparation. According to the preparation hypothesis, then, all processing stages from early perceptual to late motoric stages might potentially contribute to the residual PRP effect (cf. Pashler, 1994b, p. 232) . As illustrated in Figure 1 (top), a perceptual preparation hypothesis predicts slower processing in perceptual stages, a central preparation hypothesis predicts a longer duration of response selection stages, and a motor preparation hypothesis predicts impairments in motor processing. Following Pashler's (1994a Pashler's ( , 1994b ) suggestion, we assume furthermore that insufficient preparation does not introduce a pro-cessing bottleneck but merely prolongs the duration of processing in a stage. 1 Finally, the residual PRP effect could be related to impairments at the level of motor processing. That is, after one initiates R1, a minimum of time (refractory phase) might be needed to start programming and/or executing of R2 (e.g., Keele, 1973; Ninio, 1975) . This motor bottleneck hypothesis hence assumes a delay at the level of motor processing (cf. Figure 1, bottom) . A similar delay after response initiation that can outlast response execution was incorporated in De Jong's (1993) hybrid bottleneck model. This hybrid model includes both a response selection and a response initiation bottleneck. Important for present purposes, De Jong (1993) assumed that delays in R2 performance occur mainly when the interresponse interval is shorter than 200 ms (e.g., Logan & Burkell, 1986) . Hence, a motor initiation bottleneck might account for the residual PRP effect only when the interresponse interval is short.
It is evident that the preparation, the selection bottleneck, and the motor bottleneck hypotheses differ with respect to the presumed locus of the residual PRP effect within information processing (cf. Figure 1) . In sum, then, the preparation hypothesis predicts slower processing and therefore an increased duration of perceptual, decision, or motor stages as indicated in Figure 1 (top) by the shaded portion of Task 2 stages. Second, the selection bottleneck hypothesis (see Figure 1 , middle) suggests that central Task 2 processing is postponed until the central stage is no longer required by Task 1. Critically, perception of S2 should not be delayed and, hence, effects of variables that influence perceptual processing time should be absorbed into the slack. Finally, the motor bottleneck hypothesis (see Figure 1 , bottom) suggests a bottleneck at the level of motor programming, response initiation, or response execution. That is, whereas Task 2 premotoric stages are not influenced, motor processing is postponed because of the motor bottleneck. Thus, an experimental manipulation that prolongs perceptual or central processing time should be absorbed into the cognitive slack created by the motor bottleneck.
THE PRESENT STUDY
The major aim of the present study was to investigate (a) the locus of the residual PRP effect within the chain of S-R information-processing stages and (b) the mechanism underlying this kind of RT2 slowing. To this end, we manipulated variables that influence perceptual (Experiments 1 and 2) and central (Experiment 3) Task 2 processing time. We investigated specifically Task 2 performance in trials that met the criterion that R1 onset 1 However, recent reports on preparatory limitations in task-switching situations discuss the possibility of a central reconfiguration bottleneck (see Oriet & Jolicoeur, 2003) . That is, in tasks requiring a shift from one to another task set, a resource intensive reconfiguration process will postpone central stages, creating a cognitive slack. Because most dual-task paradigms require, on each trial, the shift from one task set (e.g., Auditory Task 1) to another task set (e.g., Visual Task 2), such a mechanism could potentially explain the residual PRP effect. We will discuss this possibility in detail in the General Discussion. occurs prior to S2 presentation (RT1 Ͻ SOA). This RT split approach is outlined next. In addition, we performed a standard PRP analysis to facilitate comparison with other PRP studies.
We analyzed the RT2-SOA function conditionalized on the speed of R1, considering only trials in which RT1 Ͻ SOA (i.e., S2 follows the Task 1 response). Let E(RT2|RT1 Ͻ SOA) be the expected mean RT2 under the condition that R1 occurred before the onset of S2. Intuitively, E(RT2|RT1 Ͻ SOA) should not vary with SOA if the system can take up processing Task 2 without any delay after having completed Task 1 processing. As a result, the presence of an SOA-dependent RT2 slowing would demonstrate the existence of an additional contribution to the overall PRP effect, as mentioned in previous work (cf . Pashler, 1994a; Welford, 1980) . More important, applying the locus of slack procedure in combination with the proposed RT split method and the additional analysis of event-related brain potentials (ERPs) enables a powerful test to discriminate among the three possible accounts for the residual PRP effect. The specific predictions made by the various accounts of the residual PRP effect will be described when introducing Experiments 2 and 3 (cf. Table 1 ). In the following discussion, we will explain our RT separation approach in more detail, using the extended selection bottleneck hypothesis and a manipulation of S2 contrast as an exemplary case (see Figure 2) .
The aim of the separation approach was to identify and analyze only trials in which R1 had already been performed by the time S2 arrived. This procedure enables studying the contribution of the residual PRP effect in a standard PRP paradigm. Two principled ways of RT separation can be used depending on the SOA conditions used. In Experiments 2 and 3, we chose the specific SOA values on the basis of information about the RT1 distribution determined in a separate Experiment 1; these SOA values of 400 and 600 ms are used in the following description for the sake of simplicity. A first data split dependent on RT1 can be performed for all trials in which Task 1 responses are faster than the shorter of the two SOAs. Because we used SOAs of 400 and 600 ms, as illustrated in Figure 2 , from the RT1 distribution, only trials with RT1 Ͻ 400 ms were selected and the effects of SOA on RT2 for these trials were analyzed. That is, all selected RT2 trials were supposed to be equivalent with respect to Task 1 processing. Hence, any resulting differences in RT2 can be attributed to differences in SOA (i.e., the fact that more time is available following R1 when SOA is 600 ms rather than 400 ms long; cf. Figure 2 ). Now assume that stimulus contrast is manipulated to vary perceptual processing time (e.g., Pashler & Johnston, 1989) . As shown in Figure 2 , according to the extended selection bottleneck hypothesis, the contrast effect should be absorbed to a larger extent when the waiting time for accessing the central bottleneck stage is long as for SOA 400 ms (top) rather than short as for SOA 600 ms (bottom). That is, the selection bottleneck hypothesis predicts an underadditive effect between S2 contrast and SOA on RT2.
In addition, it is possible to perform the conditionalized RT analysis by splitting RT1 at a given SOA into several bins, again with all trials meeting the criterion RT1 Ͻ SOA. For the SOAs used in our experiment, this split type was only possible for the longer of the two SOAs (i.e., SOA 600 ms). Three split conditions will be defined as follows: RT1 Ͻ 400 ms, 400 ms Ͻ RT1 Ͻ 500 ms, and 500 ms Ͻ RT1 Ͻ 600 ms. The main difference among these split conditions is the time available from R1 until S2 onset. In contrast to the earlier introduced RT1 split, here fluctuations in the duration of Task 1 processing are responsible for changes in the length of the R1-S2 interval. Because of the associated differences of the slack period, the selection bottleneck hypothesis predicts again an underadditive interaction between S2 contrast and split condition. That is, we expected that slow RT1 (500 ms Ͻ RT1 Ͻ 600 ms) trials would show the smallest contrast effect in RT2, because here the time interval between R1 and the onset of S2 is smallest and therefore the slack concealing the contrast effect is greatest. On the other hand, for fast RT1 trials (RT1 Ͻ 400 ms), a larger contrast effect should be observed on RT2, because the interval between R1 and S2 is much longer.
Three experiments will be reported here. In order to be able to perform our analysis of conditionalized RT2, we first have to identify SOA values that result in a sufficient number of trials with RT1 Ͻ SOA. Therefore, Experiment 1 aimed at identifying suitable SOAs by performing an analysis of the RT1 distribution using Note. RT2 ϭ reaction time to Stimulus 2; ERP ϭ event-related brain potential; RT1 ϭ reaction time to Stimulus 1; S2 ϭ Stimulus 2; SOA ϭ stimulus onset asynchrony; R2 ϭ response to Stimulus 2; S-LRP ϭ stimulus-synchronized lateralized readiness potential; LRP-R ϭ response-synchronized lateralized readiness potential; P1 and N1 ϭ early visual ERP components. a Predictions depend on whether selective hand activation starts immediately after response selection or only after processing of response to Stimulus 1 once the motor bottleneck stage has finished. a range of SOAs. The RT separation approach was then applied in Experiments 2 and 3 using two SOA conditions, as identified in Experiment 1, that were suitable for producing a sufficient number of trials that met the criterion RT1 Ͻ SOA for both types of RT1 split. S2 contrast was manipulated in Experiment 2, and S2-R2 compatibility was manipulated in Experiment 3 to test the different accounts of the residual PRP effect.
EXPERIMENT 1
Experiment 1 used a standard PRP design (e.g., Pashler & Johnston, 1989 ) using an auditory two-choice Task 1 and a visual two-choice Task 2. Contrast of S2 letter stimuli and SOA (100, 400, and 800 ms) was manipulated.
Method

Participants
Twenty-four participants (M ϭ 23.3, SD ϭ 5.2 years; 13 women) were tested in a single session lasting about 60 min. All participants gave informed consent and received payment of £5 ($9.83).
Stimuli and Apparatus
Visual stimuli were presented on an Envy 17TS 17-in. monitor controlled by a Pentium PC at a viewing distance of 100 cm. Auditory stimuli were 55-dB sinusoidal tones of 1000 and 1075 Hz and 60-ms duration, generated by a soundblaster card and presented via loudspeakers in front of the participant. Visual stimuli were the letters X and O (0.4°visual angle), shown randomly in either low or high contrast at the center of the monitor for 200 ms. Low-contrast stimuli were presented in gray (52.3 cd/m 2 ), and high-contrast stimuli were presented in black (0.6 cd/m 2 ) on a light gray background (59.5 cd/m 2 ). The fixation cross (visual angle of 0.2°) was presented in black. Responses were recorded with four adjacent response keys, operated by the index and middle fingers of the left and right hand.
Design and Procedure
At the beginning of the experiment, participants performed a practice block in order to familiarize themselves with the S-R mapping (see next paragraph). In this single-task block, consisting of 40 trials, the four stimuli (high tone, low tone, X, O) were presented sequentially and in random order. Participants were asked to respond as fast and as accurately as possible.
After this single-task practice block, we introduced the dual-task paradigm. Each trial began with the presentation of a fixation cross, followed after 500 ms by one of the tones (S1). After a randomly chosen SOA of either 100, 400, or 800 ms, one of the letters (S2) was presented in the center of the screen, replacing the fixation cross. After the response, a blank interval with a duration randomly chosen between 1,000 and 1,250 ms followed before the next trial started. The two-choice responses to the tones (S1-R1) were performed with the index and middle fingers of the left hand. In the two-choice response condition for S2-R2, the two letters required choice responses with the index and middle fingers of the right hand. For example, if tones required choice responses with the index finger (high tone) and the middle finger (low tone) of the left hand, letters were to be responded with the index finger (X) and middle finger (O) of the right hand. Mapping of the two-choice alternatives to fingers and of hand to Task 1 and Task 2 was counterbalanced across participants.
Participants were given written as well as verbal instruction describing the PRP task. They received one dual-task practice block of 48 trials, followed by 19 experimental blocks containing 48 trials each. The blocks were separated by short rests in which participants were provided with written feedback about mean RT and error rate of the previous block. They were asked to respond as fast as possible to each of the two stimuli in the order they were presented but to give priority to S1 and to keep the error rate below 10%. 
Data Analysis
All trials with incorrect responses to S1 (2.5%) or S2 (5.0%), with RT Ͻ 100 ms or RT Ͼ 2,500 ms (Ͻ1%), or trials in which participants grouped R1 and R2 as indicated by an interresponse interval Ͻ 150 ms (Ͻ1%) were excluded from analysis of mean RT. An analysis of variance (ANOVA), with repeated measures on SOA (100, 400, and 800 ms) and S2 contrast (low vs. high), was performed on RT1 and RT2. Conservative Huynh-Feldt F tests were used throughout. For post hoc comparisons, we applied Bonferroni tests. In addition, the cumulative probability distribution function of RT1 was calculated using Vincentized averaging (Ratcliff, 1979) in order to estimate the RT1 values where 40% and 80% of R1 responses had occurred.
Results
Figure 3 (top) displays effects of experimental variables on RT1 and RT2. Analysis of RT1 did not reveal any significant effects (Fs Ͻ 1.1). As expected, a clear PRP effect showed up in RT2, indicated by a significant decrease in RT2 with increasing SOA (means for 100, 400, and 800 ms, respectively ϭ 737, 525, and 444 ms), F(2, 46) ϭ 203.2, p Ͻ .001, ε ϭ .57. Responses were slower to low-contrast letters (574 ms) than to high-contrast letters (556 ms), F(1, 23) ϭ 39.6, p Ͻ .001. As can be seen in the top of Figure 3 , the contrast effect decreased with decreasing SOA, resulting in an underadditive interaction of S2 contrast with SOA,
The bottom of Figure 3 shows the cumulative probability distribution function for RT1. As indicated by the gridlines in the figure, the RT1 distribution revealed that on 40% of the trials, the Task 1 response was faster than 403 ms, and on 80% of the trials, it was faster than 566 ms.
Discussion
In this experiment, clear effects of SOA and S2 contrast on RT2 were obtained, whereas RT1 was unaffected by these variables. More important, an underadditive effect of S2 contrast with SOA was present in RT2, in accord with reports of such an effect in previous PRP studies (e.g., Pashler & Johnston, 1989) . The strong contrast effect for the longest SOA and its complete absence for the 100-ms SOA can be explained by absorption of perceptual processing time into the slack period. Thus, our specific procedures and paradigm seem to produce the normal PRP effect pattern, reassuring us that it can be used for present purposes. In addition, Experiment 1 allowed us to determine the optimal SOA conditions for conditionalizing RT2 as a function of RT1 in such a way that a large portion of trials would meet the criterion RT1 Ͻ SOA. It appeared that SOA conditions of 400 and 600 ms were especially suited for performing an analysis on conditionalized RT2.
EXPERIMENT 2
Having established the suitability of the present PRP paradigm to produce underadditive RT2 effects between SOA and S2 contrast and having selected the optimal SOA conditions for performing an analysis on conditionalized RT2, we then more specifically investigated the nature of the residual PRP effect. Table 1 summarizes the specific predictions of the preparation hypothesis, the extended selection bottleneck hypothesis, and the motor bottleneck hypothesis. Under the assumption that insufficient preparation does not introduce a processing bottleneck but merely prolongs the duration of processing in a stage, the preparation hypothesis predicts either an additive or an overadditive effect of SOA, with S2 contrast on RT2 depending on what stages of Task 2 are prolonged because of insufficient preparation. An overadditive effect could occur if preparatory limitations affect the same processing stage as S2 contrast (Sternberg, 1969 ). In contrast, both the selection and the motor bottleneck hypothesis predict an underadditive effect between S2 contrast and SOA, because they assume the existence of a bottleneck stage, the only difference being its locus at a central versus a motoric processing stage, respectively.
We also recorded psychophysiological measures in order to more specifically identify the locus or loci of the residual PRP effect. First, we used the lateralized readiness potential (LRP) to distinguish between experimental effects on stages before and after the onset of the LRP. The LRP is an electrophysiological correlate of selective response activation (Coles, Gratton, & Donchin, 1988; De Jong, Wierda, Mulder, & Mulder, 1988) . Most important, a premotoric versus motoric locus of an experimental effect within information processing can be inferred by analyzing the LRP onset in waveforms time locked to either the stimulus or the response onset (Leuthold, Sommer, & Ulrich, 1996; Osman & Moore, 1993; Osman, Moore, & Ulrich, 1995) . That is, the interval from stimulus onset to the onset of the stimulus-synchronized LRP (S-LRP) is considered a relative measure of premotoric processing time, whereas the interval between the onset of the response-synchronized LRP and the response onset (LRP-R) is viewed a relative measure for the duration of motor processing time. Osman and Moore (1993) demonstrated the feasibility of this approach in a standard PRP task. They showed that the S2-LRP interval decreased with increasing SOA, whereas the LRP-R2 interval was unaffected by SOA, supporting the idea of a premotoric locus of dual-task interference (see also Sommer, Leuthold, & Schubert, 2001) .
Given these characteristics of the LRP, it is possible to distinguish among the various accounts of the residual PRP effect (see also Table 1 ). Thus, if SOA or RT1 bin (R1-S2 interval) only affect the S2-LRP interval (premotoric processing time) but not the LRP-R2 interval, the extended selection bottleneck as well as the perceptual or central preparation hypothesis would be supported. However, this pattern might also be predicted by the motor bottleneck hypothesis, if one assumes that the residual PRP effect results from a motor bottleneck that precludes parallel handspecific motor activation once response selection is completed. Accordingly, the LRP would onset only after the motor bottleneck stage has finished processing of R1, leading to an increased S2-LRP interval. On the other hand, if SOA or RT1 bin influence the LRP-R2 interval but not the S2-LRP interval, such a finding would support the motoric version of the preparation hypothesis but potentially also the motor bottleneck hypothesis, if one assumes the LRP to arise before the motor bottleneck stage. Finally, we also measured the latencies of early visual potentials (P1, N1) to sensitively reveal effects of the S2 contrast manipulation (e.g., Jaskowski, Pruszewicz, & Swidzinski, 1990; Vaughan, Costa, & Gilden, 1966) . Only the perceptual preparation hypothesis predicts a delay in P1-N1 peak latency.
Method
Participants
A total of 21 participants was tested. The number of trials contributing to each analysis cell could be very low because the residual PRP effect was analyzed in data conditionalized to R1 speed. If participants' R1 speed was too fast or too slow, insufficient number of trials could result (see also Figure 2 ). As a sufficient number of trials was required in each split condition, participants were only included in the analyses if they produced a minimum of eight correct trials in each cell of the factorial design. Sixteen out of 21 participants fulfilled this criterion and were hence included in the analyses (M ϭ 27.7, SD ϭ 6.8 years; 10 women). All participants gave informed consent, were tested in a single session lasting about 2 hr, and received payment of £10 ($19.66) for participation.
Design and Procedure
The same methodology as in Experiment 1 was used except for the following changes. ERPs were recorded in addition to the behavioral measures and only two SOA conditions were used (400 and 600 ms). Also, in order to be able to calculate the LRP, we required participants to make both S1 and S2 choice responses with the left and right hands. For example, high and low tones were mapped to left and right index fingers, respectively, whereas the letters X and O were assigned to left and right middle finger responses. Half of the participants responded with the middle fingers to the S1 tones and with the index fingers to the S2 letters. For the other half, the mapping was reversed. Also, the mapping of the two tones and the two letters to left and right keypresses was balanced across participants. Participants received one practice block of 64 trials, followed by 20 experimental blocks of 64 trials each.
Electrophysiological Recordings
Using a BIOSEMI Active-Two amplifier system electroencephalographic (EEG), we continuously recorded activity from 70 Ag/AgCl electrodes including C3, C4, PO7, and PO8 electrode sites. Horizontal and vertical electro-oculograms were recorded from F9, F10, IO1, IO2, FP1, and FP2 electrodes. Two additional electrodes (Common Mode Sense active electrode and Driven Right Leg passive electrode) were used as reference and ground electrodes, respectively (cf. www.biosemi/faq/cms&drl.htm). EEG and electro-oculogram recordings were sampled at 256 Hz. Trials containing blinks were corrected offline using a dipole approach (MEGIS Software, 2000) , and EEG activity was re-referenced to average reference. Trials with any EEG artifacts (Ͼ100 V) were removed from analysis. The analysis epoch of the S2-locked ERPs started 200 ms prior to S2 onset and lasted for a total duration of 1,500 ms. For the R2-locked ERPs, the epoch started 1,000 ms before R2 onset and lasted for a total duration of 1,500 ms. EEG and electro-oculogram activity was filtered (bandpass ϭ 0.01-10 Hz, 6 dB/oct), and averaged time locked to S2 onset (S2-locked ERPs) or to R2 onset (R2-locked ERPs).
In addition, for each participant and experimental condition, the LRP was calculated by subtracting the activity over the primary motor cortex ipsilateral to the response hand from the ERP at homologous contralateral recording sites using the C3 and C4 electrodes. The resulting difference waveforms were averaged across hands to eliminate any ERP activity unrelated to handspecific motor activation (cf. Coles, 1989) , resulting in the LRP. Peak latency of early visual components was measured on waveforms averaged over PO7 and PO8 electrode sites.
Data Analysis
All trials with incorrect responses to S1 (2.6%) or S2 (4.7%), RT Ͻ 100 ms or RT Ͼ 2,500 ms (Ͻ1%), or trials in which participants grouped R1 and R2 with an interresponse interval Ͻ 150 ms (Ͻ1%) were excluded from RT analysis.
LRP onsets and P1 and N1 peak latencies were measured and analyzed by applying the jackknife-based procedure suggested by Miller, Patterson, and Ulrich (1998) and by Ulrich and Miller (2001) . That is, 16 different grand average LRPs or ERPs for each of the experimental conditions were computed by omitting from each grand average the data of a different participant. LRP onsets and P1 and N1 peak latencies were determined in the waveform of each grand average. S2-LRP onsets were measured relative to a 100-ms baseline starting 100 ms before S2 onset, at the point in time when LRP amplitude reached 50% maximal LRP amplitude in that specific condition. Onsets in the LRP-R2 waveforms were obtained using a relative LRP amplitude criterion (30%), with waveforms referred to a 100-ms baseline starting 300 ms before the response. Peak latencies of P1 and N1 were measured using automatic peak detection software (Berg, 1999) . LRP onset and ERP peak latency measures were submitted to separate ANOVAs with F values corrected as follows:
2 , where F C denotes the corrected F value and N denotes the number of participants (cf. Ulrich & Miller, 2001 ). An ANOVA, with repeated measures of SOA (400 vs. 600 ms) and S2 contrast (low vs. high), was performed on behavioral (RT1 and RT2) and standard (S-LRP and LRP-R intervals, P1 and N1 peak latencies) ERP data. However, for the analysis of the ERP data conditionalized to R1 speed, we had to pool ERP waveforms over contrast (and consequently this factor was removed from the ANOVA) to obtain a sufficient number of trials for averaging of ERPs. Conservative Huynh-Feldt F tests were used throughout. For all post hoc comparisons, the level of significance was Bonferroni adjusted.
Results
The following results section is organized in two parts. In the first part, results of the standard PRP analysis of behavioral and electrophysiological data are reported. In the second part, only analysis of behavioral and electrophysiological data are reported for trials that met the criterion RT1 Ͻ SOA (data conditionalized on R1 speed).
Standard PRP Analysis
An ANOVA, with repeated measures on SOA (400 vs. 600 ms) and S2 contrast (low vs. high), was performed on behavioral (RT1 and RT2) and ERP data (S-LRP and LRP-R intervals, P1 and N1 peak latencies).
Behavioral Measures
Analysis of RT1 indicated the presence of a small 9-ms increase of RT1 with SOA (M ϭ 463 vs. 472 ms), F(1, 15) ϭ 6.4, p Ͻ .05. No other effects were significant in RT1 (all Fs Ͻ 1). As shown in Figure 4 , a clear PRP effect showed up in RT2 because of a significant decrease in RT2 with increasing SOA (mean for 400 vs. 600 ϭ 508 vs. 438 ms), F(1, 15) ϭ 129.6, p Ͻ .001. Responses to S2 were slower to low-contrast letters (486 ms) than to highcontrast letters (460 ms), F(1, 15) ϭ 272.5, p Ͻ .001. SOA tended to interact with contrast, F(1, 15) ϭ 3.3, p ϭ .09, because of a smaller contrast effect in the short than in the long SOA condition.
Electrophysiological Measures
The stimulus-and response-synchronized LRP waveforms are depicted in Figure 5 . As can be seen in S2-locked LRPs (top), the S2-LRP interval was shorter when S2 contrast was high (258 ms) than low (297 ms), F C (1, 15) ϭ 38.0, p Ͻ .001, and for the long SOA condition (258 ms) than for the short SOA condition (296 ms), F C (1, 15) ϭ 37.3, p Ͻ .001. These two variables did not interact (F C Ͻ 1). In contrast to the S2-LRP interval, there were no significant effects in the LRP-R2 interval (all F C s Ͻ 1; cf. Figure 5, bottom) .
The visual ERP waveforms over parieto-occipital scalp sites are depicted in Figure 6 . Early visual potentials were characterized by an initial positive deflection at about 130 ms (P1) followed by a negative deflection at about 200 ms (N1). As can be clearly seen in Figure 6 , latencies of both P1 and N1 were influenced by S2 contrast but not by SOA. This impression was corroborated by statistical analysis, which showed that P1 and N1 peak latencies were both affected by S2 contrast, all F C s(1, 15) Ͼ 52.4, ps Ͻ .001, peaking earlier for high-than for low-contrast stimuli (P1: 115 vs. 140 ms; N1: 185 vs. 218 ms). No other effects in P1 and N1 latency were significant (all F C s Ͻ 1).
Together, it can be summarized that SOA influenced exclusively the duration of the S2-LRP interval like in the study of Osman and Moore (1993) . Thus, present electrophysiological results indicate that the PRP effect is located on stages after perceptual but before motoric processing stages, providing further support for the idea of a central RSB in the PRP paradigm. 
Data Conditionalized to R1 Speed
In the following analyses, trials were split according to the speed of R1 (see also introduction). In order to investigate only trials in which participants had already responded to S1 by the time S2 arrived (RT1 Ͻ SOA), we performed two separate splits depending on RT1. (a) For both SOA conditions, only trials were considered in which R1 was faster than 400 ms. Then, mean RT1 and mean RT2 of these trials were subjected to a repeated measures ANOVA, with within-subject factors SOA (400 vs. 600 ms) and S2 contrast (low vs. high). (b) Only the long SOA condition (600 ms) was considered and data were split into three bins as defined by the speed of R1: fast (RT1 Ͻ 400 ms), medium (400 ms Ͻ RT1 Ͻ 500 ms), and slow (500 ms Ͻ RT1 Ͻ 600 ms). It is important to remember that variations in RT1 were associated with variations in the R1-S2 interval. More specifically, the R1-S2 interval increased with decreasing RT1, that is, it was shortest for the slow RT1 bin (500 ms Ͻ RT1 Ͻ 600 ms) and longest for the fast RT1 bin (RT1 Ͻ 400 ms). Interresponse intervals can be calculated from RT1 and RT2 (RT2 ϩ SOA-RT1) and are therefore not reported here. Mean RT1 and RT2 were subjected to repeated measures ANOVAs, with within-subject factors bin (slow vs. medium vs. fast) and S2 contrast (low vs. high). Figure 7 depicts the contrast effect on RT2 for the RT1 Ͻ 400 ms split as a function of SOA (left) and for the SOA 600 ms condition as a function of RT1 bin (right).
Behavioral Measures
RT1 Ͻ 400 ms split. RT1 (M ϭ 338 ms) was not affected by SOA or S2 contrast (all Fs Ͻ 1). The analysis of RT2 showed a main effect of SOA, F(1, 15) ϭ 56.9, p Ͻ .001, because of slower responses for the short SOA condition (429 ms) compared with the long SOA condition (390 ms). This particular finding reveals the residual PRP effect. S2 contrast produced a reliable RT2 effect, F(1, 15) ϭ 58.4, p Ͻ .001. Most important, the contrast effect was smaller for the short (25-ms) than for the long (41-ms) SOA condition, giving rise to an underadditive interaction between contrast and SOA, F(1, 15) ϭ 4.4, p ϭ .05 (cf. Figure 7, left) .
SOA 600 ms condition. Analysis of RT1 revealed a main effect of RT1 bin, F(2, 30) ϭ 1,137.8, p Ͻ .001, ε ϭ .53, due to the following ordering of RT1: (fast mean ϭ 337 ms) Ͻ (medium mean ϭ 447 ms) Ͻ (slow mean ϭ 542 ms). Also the analysis of RT2 revealed a main effect of RT1 bin, F(2, 30) ϭ 43.7, p Ͻ .001, ε ϭ .85, indicating increasingly faster responses to S2 with increasing R1 speed: (fast mean ϭ 390 ms) Ͻ (medium mean ϭ 409 ms) Ͻ (slow mean ϭ 440 ms). Moreover, RT2 was faster for high-contrast (398 ms) than for low-contrast (428 ms) stimuli, F(1, 15) ϭ 46.8, p Ͻ .001. Most important, this S2 contrast effect was significantly modulated by RT1 bin, F(2, 30) ϭ 4.7, p Ͻ .05, ε ϭ .71, due to a decrease of the contrast effect with increasing RT1 (fast, medium, and slow means, respectively ϭ 41, 28, and 19 ms; cf. Figure 7 , right).
Electrophysiological Measures
For the analysis of ERPs, the conditionalized waveforms were pooled over contrast (and consequently this factor was removed from the ANOVA) to obtain a sufficient number of trials for averaging of ERPs.
RT1 Ͻ 400 ms split. Separate one-way ANOVAs, with the within-subject factor SOA (400 vs. 600 ms), were performed for S2-LRP and LRP-R2 intervals and the peak latency of P1 and N1. These analyses revealed a reliably shorter S2-LRP interval in the long SOA condition (243-ms) than in the short (278-ms) SOA condition, F C (1, 15) ϭ 12.3, p Ͻ .01 (cf. Figure 8, left) , whereas the LRP-R2 interval and the P1-N1 peak latencies were not significantly influenced by SOA (all F C s Ͻ 1.3; cf. Figure 8 , bottom, and Figure 9) .
SOA 600 ms condition. Separate one-way ANOVAs, with within-subject factors RT1 bin (fast, medium, slow), were performed for S2-LRP and LRP-R2 intervals and the peak latency of P1 and N1. The analysis of the S2-LRP interval revealed a main effect of RT1 bin, F C (2, 30) ϭ 5.4, p Ͻ .01, ε ϭ 1.0, due to an increase of the S2-LRP interval with increasing RT1 (fast, medium, and slow means, respectively ϭ 243, 257, and 278 ms; cf. 
Discussion
To summarize, the results of the conditionalized analyses of RT2 revealed in both types of analyses (RT1 Ͻ 400 ms split; SOA 600 ms condition) a clear decrease in RT2 with increasing time between R1 and the onset of S2, that is, a residual PRP effect. This effect accounted for about 50% of the overall PRP effect in Experiment 2, with RT2 being almost 40 ms slower in the short compared with the long SOA condition, and 35 ms slower for slow than fast RT1 bins. Of note, the effect of S2 contrast increased with increasing interval between R1 and S2 onsets, resulting in an underadditive interaction between residual PRP effect and S2 contrast. Both the extended selection and the motor bottleneck hypothesis can accommodate this finding, whereas the different versions of the preparation hypothesis are inconsistent with this result (see Table 1 ). Crucially, analysis of LRP onsets suggests a clear and exclusive premotoric locus of the residual PRP effect, ruling out the motor version of the preparation hypothesis as well as a version of the motor bottleneck hypothesis that suggests a bottleneck after LRP onset, as a viable account. Also the idea of a perceptual contribution of the residual PRP effect found no support in the analysis of P1 and N1 latencies. Stimulus-locked lateralized readiness potential (S-LRP) waveforms (top) and response-locked lateralized readiness potentials (LRP-Rs; bottom) for trials with RT1 Ͻ SOA. Left: Trials that met the criterion RT1 Ͻ 400 ms. The effect of SOA onto S-LRP and LRP-R onset is plotted. Right: Trials for the 600-ms SOA condition only. Again, all of these trials met the criterion RT1 Ͻ SOA; only the interval between the response to Stimulus 1 and Stimulus 2 was different for the different data points, being longest in the condition for RT1 Ͻ 400 ms and shortest in the condition for 500 Ͻ RT1 Ͻ 600 ms. RT1 ϭ reaction time to Stimulus 1; SOA ϭ stimulus onset asynchrony.
As suggested by Table 1 , the bottleneck hypotheses (central or motoric) cannot be clearly discriminated by the results of Experiment 2. That is, if one assumes a motor bottleneck that precludes selective hand activation, as indicated by the LRP, to start immediately after response selection, the exclusive locus of the residual PRP effect within the S2-LRP interval can potentially be accommodated by such an account. Therefore, in the next experiment, we manipulated a variable supposed to influence central processing time, namely, S2-R2 set-level compatibility to discriminate between the central and the motor bottleneck hypothesis. Set-level compatibility refers to the amount of representational overlap of the stimulus set with the response set (Fitts & Seeger, 1953; Kornblum, Hasbroucq, & Osman, 1990) . That is, some S-R arrangements are more natural and are responded to faster than others. There is general agreement that compatibility effects at the set level influence the duration of response selection (cf. Kornblum, 1992) . McCann and Johnston (1992) have shown that manipulation of set-level compatibility produces additive effects with SOA in dual-task paradigms, supporting the RSB hypothesis. Here we used a manipulation of set-level compatibility similar to the one applied by McCann and Johnston (1992) by presenting letter and arrow stimuli. The pointing direction of the arrows was compatibly mapped to left-and right-hand responses, that is, leftward pointing arrows indicated a left-hand response and rightward pointing arrows indicated a right-hand response. Relative to such a direct arrow-response mapping, the assignment of letters to leftand right-hand responses is arbitrary (noncompatible) and thought to require more S-R translation steps. As suggested by Table 1 (see also Figure 1 ), the compatibility manipulation can discriminate between the different bottleneck hypotheses. That is, the extended selection bottleneck hypothesis would predict additivity between S2-R2 compatibility and the residual PRP effect because compatibility is supposed to influence the duration of central processing stages (e.g., McCann & Johnston, 1992) . In contrast, the motor bottleneck hypothesis would predict an underadditive effect, because variations in central processing time can be absorbed into the cognitive slack produced by the motor bottleneck.
Method
Participants
A total of 20 participants was tested. Because a sufficient number of trials was required in each split condition, participants were only included in the analyses if they produced a minimum of seven correct trials in each cell of the factorial design. Sixteen of the 20 participants fulfilled this criterion and were hence included in the analyses (M ϭ 28.1, SD ϭ 7.3 years; 10 women). All participants gave informed consent, were tested in a single session lasting about 80 min, and received payment of £7 ($13.76) for participation.
Design and Procedure
Experiment 3 was identical to Experiment 2 except for the following changes. Task 2 used as visual stimuli two arrows pointing to the left or right (0.5°ϫ 0.2°visual angle) and the letters X and O. Stimuli were all presented in high contrast (see Experiment 1 for details). All of these S2 stimuli were randomly presented in each block. S1 tones were identical to Experiments 1 and 2. Thus, high and low tones were mapped to left and right index fingers, respectively, whereas the letter X and the leftpointing arrow were assigned to the left middle finger, and the letter O and the right-pointing arrow were assigned to the right middle finger. The mapping of the choice alternatives to hand and of fingers to Task 1 and Task 2 was counterbalanced across participants. Pointing direction of the arrows was always compatible with response side. No ERPs were recorded in this experiment. 
Data Analysis
All trials with incorrect responses to S1 (2.1%) or S2 (3.8%), RT Ͻ 100 ms or RT Ͼ 2,500 ms (Ͻ1%), or trials in which participants grouped R1 and R2 with an interresponse interval Ͻ 150 ms (Ͻ 1%) were excluded from RT analysis. Conservative Huynh-Feldt F tests were used throughout. For all post hoc comparisons, the level of significance was Bonferroni adjusted.
Results
The following results section is again organized in two parts. In the first part, results of the standard PRP data analysis are reported. In the second part, the analysis includes only trials that met the criterion RT1 Ͻ SOA, as done for Experiment 2.
Standard PRP Analysis
An ANOVA, with repeated measures on SOA (400 vs. 600 ms) and S2-R2 compatibility (letter vs. arrow), was performed on mean RT data (RT1 and RT2). Analysis of RT1 indicated the presence of a small increase of RT1 with SOA (M ϭ 492 vs. 513 ms), F(1, 15) ϭ 6.0, p Ͻ .05. No other effects were significant in RT1 (all Fs Ͻ 1). As shown in Figure 10 , a clear PRP effect showed up in RT2 due to a significant decrease in RT2 with increasing SOA (mean for 400 vs. 600 ϭ 529 vs. 472 ms), F(1, 15) ϭ 73.3, p Ͻ .001. As expected, responses to S2 were slower for letters (537 ms) than to arrows (464 ms), resulting in a significant main effect of compatibility, F(1, 15) ϭ 44.2, p Ͻ .001. Also as expected, there was no interaction between SOA and compatibility, F(1, 15) ϭ 0.4. Figure 11 depicts the compatibility effect on RT2 as a function of SOA for the RT1 Ͻ 400 ms split (left) and for the SOA 600 ms condition as a function of RT1 speed (right).
Data Conditionalized to R1 Speed
RT1 Ͻ 400 ms Split
RT1 (M ϭ 335 ms) was not significantly affected by SOA or S2 compatibility (all Fs Ͻ 1.4). The analysis of RT2 showed a main effect of SOA, F(1, 15) ϭ 17.5, p Ͻ .001, due to slower responses for the short SOA condition (436 ms) than the long SOA condition (411 ms), indicating the presence of a residual PRP effect. S2-R2 compatibility produced a reliable RT2 effect, F(1, 15) ϭ 51.7, p Ͻ .001, due to faster responses for arrows (387 ms) than letters (460 ms). Most important, no interaction between SOA and compatibility was found, F(1, 15) ϭ 0.4 (cf. Figure 11 , left).
SOA 600 ms Condition
Analysis of RT1 revealed a main effect of RT1 bin, F(2, 30) ϭ 2,857.2, p Ͻ .001, ε ϭ .61, due to the following ordering of RT1: (fast mean ϭ 336 ms) Ͻ (medium mean ϭ 444 ms) Ͻ (slow mean ϭ 542 ms). Also the analysis of RT2 revealed a main effect of RT1 bin, F(2, 30) ϭ 11.6, p Ͻ .001, ε ϭ .59, indicating increasingly slower responses to S2 with decreasing R1 speed, that is, with shorter temporal distance between R1 and S2 onset: (fast mean ϭ 411 ms) Ͻ (medium mean ϭ 431 ms) Ͻ (slow mean ϭ 447 ms). Moreover, RT2 was faster for arrow (390 ms) than letter (470 ms) stimuli, F(1, 15) ϭ 36.9, p Ͻ .001. Most important, again no interaction between compatibility and RT1 bin was revealed, F(2, 30) ϭ 0.5.
Discussion
In Experiment 3, S2-R2 set-level compatibility was manipulated in order to differentiate between the central and the motor bottleneck hypothesis. Clear main effects of compatibility and SOA were found. Analysis of RT data conditionalized to R1 speed revealed a residual PRP effect that was additive to the effect of S2-R2 compatibility. This finding clearly disconfirms the motor bottleneck hypothesis but can be accommodated by the extended selection bottleneck account.
GENERAL DISCUSSION
The aim of this study was to investigate PRP effects in situations in which RT1 was shorter than SOA and to test different accounts for explaining the residual PRP effect. Of note, although it has been known for a long time that such an effect exists (e.g., Welford, 1959 Welford, , 1980 , recent models of dual-task interference have not addressed this effect. In the present study, we demonstrated that substantial PRP effects are still present when RT1 Ͻ SOA. That is, when only trials with RT1 Ͻ 400 ms were considered, RT2 decreased by 38 ms (Experiment 2) and 25 ms (Experiment 3) from SOA 400 ms to SOA 600 ms, accounting for 40%-50% of the overall PRP effect in both experiments. This finding suggests that even when processing of Task 1 and Task 2 does not temporally overlap anymore, the time available between R1 onset and S2 onset has a strong influence on Task 2 performance. A combined analysis of behavioral and electrophysiological data aimed at distinguishing between possible mechanisms underlying this residual PRP effect in terms of extended selection bottleneck, Task 2 preparation deficits, and motor bottleneck (see introduction and Figure 1) . In order to test these hypotheses by means of identifying the locus of the delay within information processing, we manipulated SOA and S2 contrast (Experiment 2) and SOA and S2-R2 compatibility (Experiment 3). In both experiments, conditionalized RT2 means were analyzed that only included trials with RT1 Ͻ SOA.
In Experiment 2, an underadditive effect of S2 contrast with SOA and RT1 bin was observed, disconfirming the different versions of the preparation hypothesis that would have predicted an additive or overadditive effect of contrast manipulation (see Table 1 ). In contrast, both the extended selection and the motor bottleneck hypothesis can accommodate this finding. In addition, peak latencies of early visual ERP components were affected only by S2 contrast, but not by SOA or RT1 bin. These findings do not support the idea that the residual PRP effect is due to a delay of early perceptual Task 2 processing, disconfirming the perceptual variant of the preparation hypothesis.
Further electrophysiological time markers of information processing were analyzed in order to more directly investigate the locus of the residual PRP effect. Of note, S-LRP but not LRP-R onset of Task 2 was affected by SOA and RT1 bin, suggesting that the residual PRP effect occurs before the LRP onset. This finding is clearly at variance with the motoric version of the preparation hypothesis, which predicted a shortening of the LRP-R2 interval with increasing preparatory time available between R1 and S2 onset. It also speaks against the idea that the residual PRP effect is produced by a motor bottleneck located after the LRP onset. However, if a motor bottleneck precludes hand-specific motor activation, no shortening of the LRP-R2 interval would have been predicted by such an account. Thus, the findings of Experiment 2 cannot distinguish between this version of the motor bottleneck hypothesis and the extended selection bottleneck hypothesis. Therefore, another experiment was conducted in which S2-R2 set-level compatibility was manipulated. Experiment 3 revealed no Figure 11 . Experiment 3: Mean reaction time to Stimulus 2 (RT2) for the proportion of trials that met the criterion RT1 Ͻ SOA. Left: Trials that met the criterion RT1 Ͻ 400 ms; the effect of SOA onto RT2 is plotted in this panel. Right: Trials for the 600-ms SOA condition only. Again, all of these trials meet the criterion RT1 Ͻ SOA; only the interval between the response to Stimulus 1 and Stimulus 2 was different for the different data points, being longest in the condition for RT1 Ͻ 400 ms and shortest in the condition for 500 Ͻ RT1 Ͻ 600 ms. The two compatibility conditions (arrows vs. letters) are superimposed. The values in parentheses indicate the mean proportion of trials (in percentages) contributing to each data point. RT1 ϭ reaction time to Stimulus 1; SOA ϭ stimulus onset asynchrony. modulation of the residual PRP effect by compatibility, that is, an additive effect was observed. This result does not confirm the motor bottleneck hypothesis. That is, because variations in central processing time should be absorbed into the cognitive slack produced by the motor bottleneck, an underadditive effect of compatibility manipulation and residual PRP effect would have been predicted. In contrast, the findings of Experiment 3 support the extended selection bottleneck hypothesis, because compatibility is supposed to influence the duration of the RSB stage itself (e.g., Kornblum, 1992; McCann & Johnston, 1992) .
Together, the present behavioral and electrophysiological results strongly suggest that the residual PRP effect is caused by a central bottleneck stage that is still occupied for some time period after R1 execution. This finding supports the initial version of the central bottleneck model of Welford (1980) that included an additional post-R2 slack period. During this time period, Task 2 has to wait for access to the central bottleneck stage until ongoing monitoring of R1 has finished. Welford (1980) suggested that during this monitoring period, data are fed back from the beginning and/or end of the response in order to evaluate the correctness or the completion of the response.
Preparatory Limitations and Task Switching
Although the present results can be well-accommodated by the extended selection bottleneck account, the idea of insufficient preparation should not be ruled out too hastily. Preparatory limitations play a vital role in other tasks that assume resource limited processing. For example, from the literature on task switching (for a review, see Monsell, 2003) , it is known that parts of the task switch costs can be reduced by increasing the response-stimulus interval (RSI) between subsequent tasks (e.g., De Jong, 2000; Rogers & Monsell, 1995) . That is, when one switches from one task to another, RT is largely increased compared with task repetitions, and more so for short than long RSIs. This finding is usually explained by limitations of a controlled process that switches from one task to another, an endogenous component of task set reconfiguration (Rogers & Monsell, 1995) . Important for present purposes, different suggestions have been proposed as to which stages are affected or disadvantaged by reconfiguration processes.
For example, it might be possible that response selection is delayed because the rule for the new S-R relation needs to be activated (e.g., Rubinstein, Meyer, & Evans, 2001) . That is, according to Rubinstein et al. (2001) , response selection in the switch trial can only start after the appropriate rule has been activated. This idea implies that early stimulus processing stages could potentially be carried out in parallel with task set reconfiguration (e.g., Rogers & Monsell, 1995) , predicting an underadditive effect between RSI and perceptual difficulty for switch trials. Thus, there is at least some agreement in the task-switching literature that preparatory limitations contribute to switch costs by delaying central processing stages. Therefore, the finding that the residual PRP effect results from a central bottleneck being occupied for some period after response execution could be explained in the framework of preparatory limitations in task switching.
However, for several reasons, we view the idea that such preparatory limitations contribute to the residual PRP effect as unlikely. That is, although most PRP paradigms require, on each trial, the shift from one task set (e.g., Auditory Task 1) to another task set (e.g., Visual Task 2), univalent rather than bivalent stimuli are used. That is, S1 and S2 stimuli do not share a common dimension, and each stimulus is mapped to a different response alternative. As suggested by task-switching studies, univalent stimuli produce only very small switch costs (e.g., Meiran, 2000; Rogers & Monsell, 1995; Ruthruff, Remington, & Johnston, 2001) . It is therefore unlikely that the transition from Task 1 to Task 2 in the present paradigm required time-consuming rule activation processes.
More important, recent evidence by Oriet and Jolicoeur (2003) appears also inconsistent with the view that preparatory limitations in task switching contribute to the residual PRP effect. Thus, this view would predict for task switch compared with task repetition trials an underadditive effect between RSI and factors influencing the duration of a prebottleneck stage (e.g., stimulus contrast). To test this assumption, Oriet and Jolicoeur manipulated stimulus contrast and RSI using bivalent S-R conditions in a task-switching paradigm (i.e., digit size and digit parity judgments were mapped to the same response keys). The results show an additive rather than an underadditive effect between RSI and stimulus contrast in switch trials, which led the authors to assume that early processes cannot be carried out in parallel with task-set reconfiguration. That is, task switching might delay even very early stimulus processing stages. Therefore, the present finding of underadditivity between S2 contrast and the time available after R1 until S2 onset makes it unlikely to account for the residual PRP effect by means of preparatory limitations resulting from task-set reconfiguration.
Still, the generality of Oriet and Jolicoeur's (2003) findings might be questioned. For example, a replication study by MacKenzie and Leuthold (2005) found indeed an underadditive interaction between RSI and stimulus contrast. Critically, however, RT underadditivity was of similar magnitude for both task switch and task repetition trials. This finding contradicts the predictions of the task preparation account, whereas it nicely fits our assumption of an extended RSB following response execution. Nevertheless, given the fact that task-switching studies provide only indirect evidence for the role of task preparation processes in the PRP paradigm, it is certainly warranted to systematically examine their potential contribution in future studies concerned with the residual PRP effect.
Locus of the PRP Effect
In addition to the investigation of the mechanisms underlying residual PRP effects, we were also interested in the locus of the overall PRP effect. Replicating the results of Osman and Moore (1993) , we found that the PRP effect exclusively affected the duration of the S2-LRP interval, whereas no indication for a variation in motoric processing time was revealed. In addition, the latency of early visual ERP components was not influenced by SOA, supporting the idea of a postperceptual locus of the PRP effect. This conclusion is in line with findings of a study by Luck (1998) . He investigated the influence of PRP effects on the latency of the P300, a component whose latency is sensitive to identification and categorization difficulty of stimuli. P300 was not substantially delayed in short SOA conditions, supporting the idea that the PRP effect arises at stages after S2 has been perceived and categorized. Together, these earlier results as well as our results suggest that the PRP effect arises from processing limitations at postperceptual but premotoric stages, most likely response selection.
The suggestion of an extended RSB might also account for most recent findings of Ulrich et al. (2006) , who reported Task 1 response execution demands to affect Task 2 processing. This study manipulated the processing demands for executing the first response by requiring a guided ballistic manual movement along a track of either a short or long distance. Contrary to the assumption of the RSB model, this manipulation affected the RT for Task 2. Specifically, RT2 increased with the time demand for executing Task 1. We took this result as evidence for the notion that response execution might be part of the processing bottleneck. However, given the electrophysiological findings discussed in the previous paragraph, it seems unlikely that motoric processing stages substantially contribute to the PRP effect. Of note, however, the notion of an extended selection bottleneck caused by response monitoring, as suggested by Welford (1980) can easily accommodate the RT findings of Ulrich et al. (2006) . That is, if one assumes that a long-distance R1 movement increases the slack period caused by this monitoring process, the propagation of the effect of such Task 1 manipulation onto Task 2 performance would be predicted by the extended selection bottleneck hypothesis.
In conclusion, the present study examined PRP effects in situations in which the response to Task 1 had already be performed by the time S2 arrives, that is, RT1 Ͻ SOA. A clear residual PRP effect was found in these trials. This effect was underadditive with S2 contrast, additive with S2-R2 compatibility manipulation, and affected only the duration of processes before the LRP onset. Thus, the present study provides strong evidence for the claim that central processing stages are occupied for a longer period than suggested by most PRP models, resulting in PRP effects even when there is no temporal overlap between Task 1 and Task 2 (Welford, 1980) . This is an important finding, suggesting that residual PRP effects should be incorporated in future models of dual-task interference, at least when considering situations in which Task 1 and Task 2 involve the same effector system. Future theories should explicitly consider the possibility of an extended RSB in order to provide a comprehensive understanding of the overall PRP effect.
