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ABSTRACT 
Increasing interest in asteroid mining and in-situ resource utilization will lead to an increase in 
asteroid surface operations. The composition of asteroids is often unknown and potentially 
unstable, many of which are bound together predominantly by gravitational forces. Surface 
operations such as mining may significantly alter the asteroid’s structure or, in the case of contact 
binary asteroids, cause the asteroid to split. Conditions on the evolution of the contact binary 
system after splitting are derived. Observability issues causing inconclusive results in the previous 
work were addressed here by identifying an observable set of constant parameters which describes 
the splitting system. The coupled problem of estimating unknown parameters of a newly-formed 
binary system and controlling a spacecraft’s trajectory in the system’s vicinity is investigated. An 
indirect adaptive control scheme is utilized to simultaneously and accurately meet both objectives. 
Finally, a simpler control scheme, based only on 2-body dynamics is derived to show significant 
improvement in performance when using the proposed adaptive control scheme over using the 
simple 2-body controller. For larger contact binary asteroids, the adaptive control scheme has 
shown up to a 20% reduction in control cost over the 2-body controller. 
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1. INTRODUCTION 
1.1 Motivation 
Interest in missions to asteroids is becoming more prominent. Missions that target collecting 
asteroids materials for scientific research have been successfully conducted and a few are currently 
underway. The Japan Aerospace Exploration Agency (JAXA) has successfully explored the Near 
Earth Asteroid (NEA) Itokawa, collected a sample of the asteroid, and returned the sample to Earth 
[1]. JAXA’s Hayabusa2 [2] and NASA’s OSIRIS-REx [3, 4] are missions to the asteroids (162183) 
Ryugu and (101955) Bennu, respectively. Hayabusa2 has rendezvoused with the NEA Ryugu on 
June 27th 2018. The spacecraft will begin surveying and collecting samples as early as October 
2019 [5]. To sample materials, the Hayabusa2 spacecraft will land on the asteroid’s surface, ignite 
a high-speed projectile, and collect fragmented materials inside a sampler horn [2]. Using exerted 
gas pressure, the OSIRIS-Rex spacecraft will force surface materials into the sampling system [4]. 
Other small solar system bodies such as comets have attracted attention as targets for sample return 
missions as well. The proposed mission CAESAR, a NASA/New Frontiers-level mission, is to 
explore the comet 67P/Churyumov-Gerasimenko and return a sample to the Earth [6]. 
Small sample return missions are merely a subset of the expanding interest in missions 
requiring asteroid surface operations. Mission concepts include direct interactions with asteroid 
surfaces and structural analysis in response to controlled explosions [7, 8]. Interest regarding the 
economic potential of asteroid missions is growing as countries such as the US and Luxembourg 
develop legal framework for the industry [9, 10].  Finally, deflecting or redirecting potential 
hazardous asteroids provides another practical application requiring surface operations. NASA’s 
Double Asteroid Redirect Test (DART) is a mission to impact the binary NEA system (65803) 
Didymos. Part of the DART mission involves releasing a CubeSat before the impact, making the 
dynamic gravity field an important consideration for the mission [11]. 
Asteroid type must be considered when discussing asteroid missions, regardless of the 
mission’s purpose. Different asteroid compositions, sizes, and shapes lead to different scientific 
objectives and engineering considerations. Composition plays an important role; many observed 
asteroids are thought to be gravitational aggregates of small boulders, rocks, and regolith, or rubble 
piles [12]. For example, due to the observed density and surface morphology of Itokawa, the 
asteroid is believed to have this aggregate composition [1]. This composition makes for an asteroid 
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with only relatively weak cohesive forces that keep it from shedding mass or failing structurally 
[12, 13]. With such weak cohesive forces, deformations and structural failure can occur. The main 
belt asteroid P/2013 R3 has been observed breaking into multiple distinct parts due to structural 
failure [14]. Hypotheses for this type of deformation or failure include fast rotation rate and tidal 
effects. Shape is a critical asteroid feature affecting the potential deformation modes for the 
asteroid [13]. Asteroids are categorized into four shapes: spheroidal, elongated, contact binary, and 
non-classified shapes [15].  
 
Figure 1. Contact binary examples. Shape of (a) Kleopatra [16], shape of (b) Castalia [17], (c) image of Ultima Thule [18]. 
 A contact binary asteroid is an asteroid that is comprised of two large lobes weakly 
connected to each other. Contact binaries are thought to be formed by a collision of two asteroids 
resulting in a potentially weakly bound single body [19]. Recent observations have shown that a 
contact binary configurations are common in the solar system. Ground observations have shown 
that up to 10-20% of observed asteroids exhibit features of contact binaries [15]. Examples of 
contact binaries include Castalia, Itokawa, and Toutatis in the NEAs, Kleopatra and 1996 HW1 in 
the main belt asteroids, and Ultima Thule in the Kuiper belt (see Figure 1 for a few of the 
mentioned examples) [1, 20, 21]. For cometary nuclei, observations have revealed that up to 70% 
of the observed objects at high resolution are contact binaries. For instance, the comet 
67P/Churyumov-Gerasimenko has a contact binary nucleus [22]. 
The weak cohesive forces of asteroids coupled with an increase in asteroid surface 
operations may lead to more induced failures or deformations. Small inputs from surface 
operations may trigger large deformation [13]. In this work, a hypothetical situation is considered 
in which our spacecraft is in close proximity to a contact binary asteroid that undergoes 
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deformation. A catastrophic disruption (either natural or induced by surface operations) causes the 
two lobes of the asteroid to split. A simple model is introduced in which a contact binary is 
assumed to be comprised of two massive bodies, each with a point-mass gravitational field. The 
contributions of this work is threefold. First, conditions for a bounded, splitting contact binary 
system were derived. Second, an observable set of parameters that characterize the splitting binary 
system were identified. Third, a control and estimation technique for robustly achieving a desired 
trajectory and estimating the split-characterization parameters after the two bodies are no longer 
in contact was developed. Finally, the importance of including the splitting characterization in the 
controller is demonstrated. Integral trajectory error and total impulse required for stabilization are 
used as performance metrics (or cost functions) for comparison. Preliminary analysis has shown 
that using the asteroid parameter estimates in the controller can result in up to about a 20% savings 
in the cost for larger asteroid systems.  
Assumptions were made in the modeling process. Gaussian noise is assumed for the process 
noise and the measurement noise. In addition, each contact binary asteroid lobe is modeled using 
the point-mass gravitational field assumption. The spacecraft is assumed to possess the required 
sensors and/or information to obtain noisy measures of its relative distance and velocity with 
respect to each lobe of the asteroid in the inertial frame. 
 
1.2 Previous Work 
This work is a continuation of the work presented initially in Jean-Baptiste Bouvier’s Master’s 
thesis [23]. In this work, Bouvier presents the problem of a splitting contact binary asteroid, 
introduces a model for the situation, determines a set of parameters which characterize the splitting 
scenario, and derives a controller to stabilize its position about a prescribed path. Limitations of 
the original work include the assumption that the rotation plane of the asteroids is aligned with the 
plane of the desired trajectory, inconclusive parameter convergence to true values, and a weaker 
control objective (path-following). Additionally, only the case where the two asteroids separate 
and escape from one another is considered in [23]. 
The proposed indirect adaptive control method used in this work was initially introduced in 
[24]. However, application to the problem of controlling a spacecraft in the vicinity of a splitting 
binary system was only recently explored in [23].  
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2. PRELIMINARIES 
2.1 Orbital Mechanics 
2.1.1 Two-Body Problem 
To model the deforming binary asteroid system, the dynamics of the two lobes of the 
asteroid is described by the 2-body problem using each lobe as a primary. As in [23], 𝑑𝑑 is the 
splitting distance between the center of mass of the two primary bodies, 𝑚𝑚1 and 𝑚𝑚2 are the masses 
of the two primaries, 𝜃𝜃 is the angle relating the frame that rotates along with the asteroid primaries 
and the inertially fixed frame, and Ω is the time derivative of 𝜃𝜃. See Figure 2 for a depiction of the 
asteroid system’s evolution. Now, the equation of motion used is the same as in [23]: 
 ?̈?𝑑 = Ω2𝑑𝑑 − 𝐺𝐺(𝑚𝑚1 + 𝑚𝑚2)
𝑑𝑑2
 (1) 
 
Figure 2. Evolution of the Binary Asteroid System. 
Where 𝐺𝐺 is the gravitational constant (𝐺𝐺 = 6.67408 × 10−20 𝑘𝑘𝑚𝑚3𝑘𝑘𝑔𝑔−1𝑠𝑠−2). The 
equations of motion can be written further in terms of constant parameters derived in [23], which 
will be used as unknown parameters in subsequent sections. The first is a dimensionless mass 
parameter:  𝜇𝜇 ≔ 𝑚𝑚2
𝑚𝑚1+𝑚𝑚2
, where 𝑚𝑚2 ≤ 𝑚𝑚1. The second is the initial angular velocity of the asteroid 
(at the instant that the two lobes split): Ω0. Similarly, the initial separation between the center of 
mass of the two lobes is used: 𝑑𝑑0. Finally, a normalized inertia parameter is introduced: 𝐼𝐼𝑛𝑛. 
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Assuming that each lobe has the moment of inertia of a sphere and using the dimensionless mass 
parameter, 𝐼𝐼𝑛𝑛 is given by the following: 
 𝐼𝐼𝑛𝑛 = 25 (𝑚𝑚1𝑟𝑟12 + 𝑚𝑚2𝑟𝑟22)(𝑚𝑚1 + 𝑚𝑚2) = 25 �(1 − 𝜇𝜇)𝑟𝑟12 + 𝜇𝜇𝑟𝑟22� (2) 
 Where 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡, 𝑟𝑟1, and 𝑟𝑟2 are the total mass of the asteroid system and the radii of the first 
and second primaries, respectively. Using the principal of conservation of angular momentum, the 
angular rate Ω can be expressed in terms of the splitting distance (𝑑𝑑), the initial splitting distance (𝑑𝑑0), the initial angular rate Ω0, and parameters related to the masses in the system [23]: 
 Ω = Ω0 �𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2� (3) 
 Now, the equations of motion in 1 can be expressed in terms of the constant asteroid 
parameters using the relationship in Equation 3. The new differential equation, a function only of 
the splitting distance, is given in Equation 4, below [23].  
 ?̈?𝑑 = Ω02𝑑𝑑 �𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2�2 − 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑2  (4) 
 The dynamics of the separation distance between the two asteroid lobes depends heavily 
on the initial conditions of the binary system, specifically the initial angular velocity Ω0 and the 
initial separation distance 𝑑𝑑0.  Previous work defined two regimes for the evolution of the 
separation distance, dependent on (Ω0,𝑑𝑑0). The first is the scenario where the initial angular 
velocity is not large enough to cause separation. The second is the scenario where the initial 
angular velocity causes the two asteroid lobes to overcome the potential energy barrier and the 
separation distance grows to infinity; essentially, this is the escape condition for the system [23]. 
While both of these regimes exist, the conditions derived in [23] for the escape condition are 
incorrect and there in fact exists a third regime that describes the scenario where the two lobes 
have sufficient energy to separate, but insufficient energy to overcome the gravitational potential. 
This causes the system to have a periodic steady-state oscillation about the system’s equilibrium. 
The conditions on Ω0 and 𝑑𝑑0 for the three described regimes are given in Equation 5. Regime I, II, 
and II represent the scenarios of no separation, separation/periodic orbit, and separation/escape, 
respectively. 
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(I)          0 ≤ Ω02 ≤ 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑03(II)          𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑0
3 < Ω02 < 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑0 ∙ 2𝜇𝜇(1 − 𝜇𝜇)𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02(III)          𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑0
∙
2𝜇𝜇(1 − 𝜇𝜇)
𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02 ≤ Ω02 < ∞
 (5) 
 Conservation of energy is used to prove the conditions in Equation 5. The total energy of 
the system at a separation distance 𝑑𝑑 is the sum of the rotational, kinetic, and potential energy of 
the asteroid lobes, given here as Equation 6: 
 
𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡(𝑑𝑑) = 12𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡Ω02 ∙ (𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)2𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2 + 12𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝜇𝜇(1 − 𝜇𝜇)?̇?𝑑2���������������������������������
Kinetic (Rotational and Translational)
−
𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
2 𝜇𝜇(1 − 𝜇𝜇)
𝑑𝑑�����������
Potential
 
(6) 
 The velocity in the kinetic term can be solved for using conservation of energy, using the 
energy of the known, initial offset 𝑑𝑑0. The energy balance is given below, assuming that the two 
lobes are initially at rest with respect to each other: 
 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡(𝑑𝑑) = 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡(𝑑𝑑0) = 12𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡Ω02(𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)�������������������
Kinetic
−
𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
2 𝜇𝜇(1 − 𝜇𝜇)
𝑑𝑑0�����������
Potential
 (7) 
 If the kinetic energy portion of the total energy is greater than the potential energy, then 
the conditions for case III are recovered. If the two lobes are still connected as in case I, then their 
separation distance is constrained to be 𝑑𝑑0. The upper bound for this case is given by the conditions 
(Ω0,𝑑𝑑0) where the gravitational force is exactly equal to the centrifugal force. Setting ?̈?𝑑 = 0 in 
Equation 4 and evaluating the expression at the initial time for the angular velocity, the following 
condition is derived: 
 Ω0 = �𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑03  (8) 
 If the gravitational force exceeds the centrifugal force, but does the system does not have 
sufficient kinetic energy to overcome the gravitational potential, then the system is in regime II. 
For a given 𝑑𝑑0, feasible angular velocities for this regime are bounded below by Equation 8 and 
above by the angular velocity given by setting 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡 = 0 in Equation 7 and solving for Ω0.  
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 There are a class of asteroids which cannot evolve in regime II and can only stay together 
or reach escape after splitting. This occurs when the condition given in Equation 9 is met. This 
means the condition on the angular velocity for separation is greater than or equal to the condition 
for escape. Since 𝑑𝑑0 > 0, 𝐼𝐼𝑛𝑛 > 0, and 𝜇𝜇(1 − 𝜇𝜇) > 0, a simpler expression for asteroids in this 
category is given in Equation 10.  
 
𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑0
3 ≥
𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑0
∙
2𝜇𝜇(1 − 𝜇𝜇)
𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02 (9) 
  𝐼𝐼𝑛𝑛 ≥ 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02 (10) 
For systems in regime II, the steady-state behavior of the system is non-harmonic 
oscillation about an equilibrium separation distance 𝑑𝑑𝑒𝑒𝑒𝑒. This equilibrium distance can be derived 
similarly to the derivation of the Lagrange points used in the analysis of the Restricted Three Body 
Problem (RTBP). However, in this case, the solution is one of the roots of a quartic equation, rather 
than the positive-real root of the quintic polynomial [25]. Start by setting ?̈?𝑑 = 0 in Equation 4. The 
result is given below and can be represented as the fourth order polynomial with coefficients given 
in Equation 12: 
  Ω02𝑑𝑑𝑒𝑒𝑒𝑒 �
𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02
𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑𝑒𝑒𝑒𝑒2 �2 = 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑒𝑒𝑒𝑒2  (11) 
 
𝑎𝑎0 + 𝑎𝑎1𝑑𝑑𝑒𝑒𝑒𝑒 + 𝑎𝑎2𝑑𝑑𝑒𝑒𝑒𝑒2 + 𝑎𝑎3𝑑𝑑𝑒𝑒𝑒𝑒3 + 𝑎𝑎4𝑑𝑑𝑒𝑒𝑒𝑒4 = 0
𝑎𝑎0 = 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝐼𝐼𝑛𝑛2Ω02(𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)2
𝑎𝑎1 = 0
𝑎𝑎2 = 2𝜇𝜇(1 − 𝜇𝜇)𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝐼𝐼𝑛𝑛Ω02(𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)2
𝑐𝑐3 = 1
𝑎𝑎4 = 𝜇𝜇2(1 − 𝜇𝜇)2𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡Ω02(𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)2 ≠ 0
 (12) 
 Fortunately, there is an analytic solution for the roots of a fourth order polynomial, derived 
in 1545 by Ferrari in Cardano’s Ars Magna. The roots used were generated using Mathematica 
[26]. The analytic formulae are included in Appendix A, but are not included here since they are 
fairly long. Using this to solve Equation 12 for the equilibrium separation distance gives four roots: 
two complex and two positive and real. Physically, only the real-valued roots have significance. 
Further, one of the real-valued roots lies within the asteroid (i.e. 𝑑𝑑𝑒𝑒𝑒𝑒 < 𝑑𝑑0), which is not physical 
either. Therefore there is only one physically viable root which represents the equilibrium 
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separation distance. The three different regimes can be seen in Figure 3, using a simulation based 
on the Castalia asteroid parameters found later in Section 4.3. 
 
Figure 3. Regimes I (top), II (middle), and III (bottom) for evolution of two-body problem. Castalia parameters were used for 
inertia and mass ratio. Units for d in km and t in seconds. 
 
2.1.2 Kepler’s Equation 
In the case where one mass in the two body problem is significantly larger than the other, 
the smaller mass will follow a conic orbit. Specifically, most natural and artificial satellites in the 
solar system follow elliptic orbits [25]. However, there are no explicit expressions for the position 
and velocity at a given instance in time for a satellite in an elliptic orbit. Implicit methods, however, 
are well established and give approximate solutions to the problem. The eccentric anomaly (𝐸𝐸) is 
an angle representing the position of the satellite in an elliptic orbit, not to be confused with 𝑓𝑓, the 
true anomaly. Figure 4 depicts the two angles for an elliptic orbit with semi-major axis 𝑎𝑎, 
eccentricity 𝑒𝑒, expressed in an inertial orbit plane given by the axes 𝑋𝑋(0) and 𝑌𝑌(0). 
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Figure 4. Definition of Eccentric Anomaly. Based on Figure 2.1 in [25]. 
The mean anomaly (𝑀𝑀) is a time-dependent quantity representing the displacement angle 
of a satellite given the average angular rate of the elliptic orbit. If 𝑡𝑡 is the time in-orbit, 𝜏𝜏 is the 
time since periapsis passage of the satellite, and 𝑇𝑇 is the orbital period of the satellite, then the 
mean anomaly can be expressed as in Equation 13. The relationship between the eccentric anomaly 
and the mean anomaly is knowns as Kepler’s equation and it is given in Equation 14 [25]. 
 𝑀𝑀(𝑡𝑡) = 2𝜋𝜋
𝑇𝑇
∙ (𝑡𝑡 − 𝜏𝜏) (13) 
 𝑀𝑀(𝑡𝑡) = 𝐸𝐸(𝑡𝑡) − 𝑒𝑒 sin𝐸𝐸(𝑡𝑡)  (14) 
 For a specific point in time, 𝑡𝑡, Kepler’s equation must be solved implicitly for 𝐸𝐸(𝑡𝑡). Since 
there is only one unknown variable in this equation, approximate solutions are not computationally 
expensive to generate, however to guarantee convergence of the solution, a good initial guess of 
the solution (𝐸𝐸𝑔𝑔(𝑡𝑡)) is required in general. A suggestion for this guess is given in [25] and is given 
again below: 
 𝐸𝐸𝑔𝑔(𝑡𝑡) = 𝑀𝑀(𝑡𝑡)(1 − sin(𝑀𝑀(𝑡𝑡) + 𝑒𝑒)) + (𝑀𝑀(𝑡𝑡) + 𝑒𝑒) sin�𝑀𝑀(𝑡𝑡)�1 + sin�𝑀𝑀(𝑡𝑡)� − sin(𝑀𝑀(𝑡𝑡) + 𝑒𝑒)   (15) 
 Now if the position and velocity of a satellite are known at an epoch time 𝑡𝑡0 and Kepler’s 
equation is solved for the eccentric anomaly at an orbit time of interest 𝑡𝑡, then using the ℱ and 𝒢𝒢 
functions developed in [25], the position and velocity of the satellite at a given time 𝑡𝑡 can be 
expressed. Let 𝑥𝑥0
(0) and 𝑦𝑦0(0) denote the Cartesian coordinates of the satellite at the epoch time 𝑡𝑡0 
in the inertial plane shown in Figure 4 and 𝑟𝑟0 be the magnitude of the corresponding position 
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vector. The first step is to find the eccentric anomaly at the epoch time, which is given in Equation 
16 below: 
 𝐸𝐸0 = cos−1 �1𝑒𝑒 − 𝑟𝑟0𝑎𝑎𝑒𝑒� (16) 
Now, recalling the definition of the mean anomaly given in Equation 13 , Kepler’s equation 
at the epoch time is given in Equation 17. Since the eccentric anomaly 𝐸𝐸0 is known, the time since 
periapsis passage 𝜏𝜏 can be solved for. 
 2𝜋𝜋
𝑇𝑇
∙ 𝜏𝜏 = 𝐸𝐸0 − 𝑒𝑒 sin(𝐸𝐸0) (17) 
The ℱ and 𝒢𝒢 functions given in [25] are reproduced below as Equations 18 and 19, 
respectively. In addition to the semi-major axis, eccentricity, and eccentric anomaly, these 
equations depend on a gravitational parameter 𝜈𝜈 ≔ 𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡, where 𝐺𝐺 is the gravitational constant 
and 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 is the mass of the central body. Typically the symbol 𝜇𝜇 is used for this parameter, 
however 𝜈𝜈 is used here to avoid confusion with a similar, however distinct 𝜇𝜇 used in previous and 
subsequent sections. 
 ℱ(t) = 1 − 𝑎𝑎𝑟𝑟0 [1 − cos(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0)] (18) 
 𝒢𝒢(t) = (𝑡𝑡 − 2𝜏𝜏) − �𝑎𝑎3
𝜈𝜈
� [(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) − sin(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) (19) 
The time derivatives of the ℱ and 𝒢𝒢 functions are given in Equations 21 and 22. These 
equations depend on the magnitude of the position of the satellite in orbit at time 𝑡𝑡, 𝑟𝑟(𝑡𝑡). 
Fortunately, Equation 2.12 in [25] gives a formula relating 𝑟𝑟 and 𝐸𝐸 for all times in an eccentric 
orbit, see Equation 20.  
 𝑟𝑟(𝑡𝑡) = 𝑎𝑎�1 − 𝑒𝑒 cos�𝐸𝐸(𝑡𝑡)�� (20) 
 ℱ̇(𝑡𝑡) = − √𝜈𝜈𝑎𝑎
𝑟𝑟(𝑡𝑡)𝑟𝑟0 sin(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) (21) 
 ?̇?𝒢(𝑡𝑡) = 1 − 𝑎𝑎
𝑟𝑟(𝑡𝑡) [1 − cos(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0)] (22) 
Finally, the second derivatives with respect to time are given as Equations 25 and 26. These 
depend on the time derivative of the position magnitude and the time derivative of the eccentric 
anomaly. For the latter, Equation 2.22 in [25] gives a formula (Equation 23). For the former, the 
time derivative is applied to both sides of Equation 20 to give the desired result in Equation 24. 
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 ?̇?𝐸(𝑡𝑡) = �𝜈𝜈 𝑎𝑎⁄
𝑟𝑟(𝑡𝑡)  (23) 
 ?̇?𝑟(𝑡𝑡) = 𝑎𝑎𝑒𝑒 sin�𝐸𝐸(𝑡𝑡)� ?̇?𝐸(𝑡𝑡) (24) 
 ℱ̈(𝑡𝑡) = √𝜈𝜈𝑎𝑎
𝑟𝑟2(𝑡𝑡)𝑟𝑟0 ?̇?𝑟(𝑡𝑡) sin(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) − √𝜈𝜈𝑎𝑎𝑟𝑟(𝑡𝑡)𝑟𝑟0 ?̇?𝐸(𝑡𝑡) cos(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) (25) 
 ?̈?𝒢(𝑡𝑡) = 𝑎𝑎
𝑟𝑟2(𝑡𝑡) ?̇?𝑟(𝑡𝑡)(1 − cos(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0)) − 𝑎𝑎𝑟𝑟(𝑡𝑡) ?̇?𝐸(𝑡𝑡) sin(𝐸𝐸(𝑡𝑡) − 𝐸𝐸0) (26) 
 After implicitly solving Kepler’s equation for the eccentric anomaly at time 𝑡𝑡, the ℱ and 𝒢𝒢 
functions and their time derivatives are known and given explicitly above. Now the position, 
velocity, and acceleration of a satellite in an elliptic orbit in the 𝑋𝑋(0)-𝑌𝑌(0) plane at time 𝑡𝑡 in 
Cartesian coordinates is given in Equations 27, 28, and 29, respectively. 
 �
𝑥𝑥(0)(𝑡𝑡)
𝑦𝑦(0)(𝑡𝑡)
𝑧𝑧(0)(𝑡𝑡)� = ℱ(t) �𝑥𝑥0
(0)
𝑦𝑦0
(0)0 � + 𝒢𝒢(t) �
?̇?𝑥0
(0)
?̇?𝑦0
(0)0 � (27) 
 �
?̇?𝑥(0)(𝑡𝑡)
?̇?𝑦(0)(𝑡𝑡)
?̇?𝑧(0)(𝑡𝑡)� = ℱ̇(t) �𝑥𝑥0
(0)
𝑦𝑦0
(0)0 � + ?̇?𝒢(t) �
?̇?𝑥0
(0)
?̇?𝑦0
(0)0 � (28) 
 �
?̈?𝑥(0)(𝑡𝑡)
?̈?𝑦(0)(𝑡𝑡)
?̈?𝑧(0)(𝑡𝑡)� = ℱ̈(t) �𝑥𝑥0
(0)
𝑦𝑦0
(0)0 � + ?̈?𝒢(t) �
?̇?𝑥0
(0)
?̇?𝑦0
(0)0 � (29) 
 The position, velocity, and acceleration for a satellite in an acentric orbit is plotted for three 
different eccentricities in Figure 5, Figure 6, and Figure 7, respectively. These figures were 
produced using the algorithm laid out above. For every time sampled in an orbit period, Kepler’s 
equation was solved for the eccentric anomaly using MATLAB’s fzero() function which, by 
default, uses a bisection method to find the root of a nonlinear equation in one variable. Then, the 
position, velocity, and acceleration for that time were determined using the ℱ and 𝒢𝒢 functions. 
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Figure 5. Satellite position through one period of elliptic orbit for three eccentricities: (𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3) = (0.25, 0.50, 0.75). 
 
Figure 6. Satellite velocity through one period of elliptic orbit for three eccentricities: (𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3) = (0.25, 0.50, 0.75). 
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Figure 7. Satellite acceleration through one period of elliptic orbit for three eccentricities: (𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3) = (0.25, 0.50, 0.75). 
 
2.1.3 Three-Body Problem 
Now that the evolution of the splitting asteroid system has been discussed (Section 2.1.1), 
the evolution of a satellite in that binary system needs to be modeled. When the two lobes of the 
asteroid are still in contact, the two-body problem can be used to model the dynamics of a relatively 
low-mass satellite in the vicinity of the asteroid system. If the perturbations from external bodies, 
the mass of the satellite, and non-gravitational forces are small, a conic orbit (discussed in 2.1.2) 
is a good approximation for the satellite’s trajectory. Once the two lobes begin to split however, 
the 3-body problem must be used instead to govern the motion of the satellite. The equations of 
motion for the 3-body problem are derived using force balance.  
First, fix a frame (defined frame 3) to rotate along with the asteroids such that the 𝑋𝑋(3) axis 
is aligned with the direction of the separation distance of the two primaries 𝑑𝑑 and the origin of the 
frame is at the center of mass of the two primaries. Now, let 𝑞𝑞(3) be the (𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑇𝑇 position vector 
of the satellite in frame 3 (see Figure 8).  
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Figure 8. Definition of rotating asteroid frame (frame 3) and spacecraft position vector 𝑞𝑞. 
 It’s simple to write out the equations of motion in the rotating frame (frame 3), but since 
the frame is rotating, one must take into account the fictitious forces acting on the satellite. 
Summing the gravitational and fictitious forces (Coriolis, centrifugal, and Euler forces), the 
Newtonian force balance becomes the following (Equation 12 in [23]): 
 
𝑚𝑚𝑠𝑠𝑠𝑠?̈?𝑞
(3) = 𝑓𝑓𝑔𝑔1�𝑞𝑞(3)� + 𝑓𝑓𝑔𝑔2�𝑞𝑞(3)��������������
Gravitational
− 2𝑚𝑚𝑠𝑠𝑠𝑠Ω��⃗ × ?̇?𝑞(3)���������
Coriolis
− 𝑚𝑚𝑠𝑠𝑠𝑠Ω��⃗ × �Ω��⃗ × 𝑞𝑞(3)������� ������
Centrifugal
− 𝑚𝑚𝑠𝑠𝑠𝑠Ω��⃗
̇ × 𝑞𝑞(3)���������
Euler
 
(30) 
Here, 𝑚𝑚𝑠𝑠𝑠𝑠 is the mass of the satellite, 𝑓𝑓𝑔𝑔1 and 𝑓𝑓𝑔𝑔2 are the gravitational forces from both 
primaries (see Equations 31 and 32), and Ω��⃗  is a vector given in inertial coordinates that describes 
the rotation rate of the binary system. Recall that the magnitude of this vector is given in Equation 
3 and is a function only of the separation distance, 𝑑𝑑.  
 𝑓𝑓𝑔𝑔1�𝑞𝑞(3)� = −𝐺𝐺𝑚𝑚1𝑚𝑚𝑠𝑠𝑠𝑠𝑟𝑟13 �𝑞𝑞(3) + �𝜇𝜇𝑑𝑑00 �� (31) 
  𝑓𝑓𝑔𝑔2�𝑞𝑞(3)� = −𝐺𝐺𝑚𝑚2𝑚𝑚𝑠𝑠𝑠𝑠𝑟𝑟23 �𝑞𝑞(3) − �(1 − 𝜇𝜇)𝑑𝑑00 �� (32) 
 𝑟𝑟1 = �𝑞𝑞(3) + �𝜇𝜇𝑑𝑑00 �� (33) 
 𝑟𝑟1 = �𝑞𝑞(3) − �(1 − 𝜇𝜇)𝑑𝑑00 �� (34) 
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Equation 30 can be simplified to give the traditional equations of motion for the 3-body 
problem, without control. These are given in terms of the rotating coordinates 𝑥𝑥(3), 𝑦𝑦(3), and 𝑧𝑧(3) 
below in Equations 35-37. The Euler force depends on the time derivative of the angular rate. 
Since the angular rate is a function of only one time-dependent quantity (𝑑𝑑), using the chain-rule 
the angular acceleration Ω̇ is given below as Equation 38. 
 
?̈?𝑥(3) = 2Ω?̇?𝑦(3) + Ω2𝑥𝑥(3) + 𝑦𝑦(3)Ω̇ − 𝐺𝐺𝑚𝑚1�𝑥𝑥(3) + 𝜇𝜇𝑑𝑑�
𝑟𝑟1
3
−
𝐺𝐺𝑚𝑚2�𝑥𝑥
(3) − (1 − 𝜇𝜇)𝑑𝑑�
𝑟𝑟2
3  
(35) 
 ?̈?𝑦(3) = −2Ω?̇?𝑥(3) + Ω2𝑦𝑦(3) − 𝑥𝑥(3)Ω̇ − 𝐺𝐺𝑚𝑚1𝑦𝑦(3)
𝑟𝑟1
3 −
𝐺𝐺𝑚𝑚2𝑦𝑦
(3)
𝑟𝑟2
3  (36) 
 ?̈?𝑧(3) = −𝐺𝐺𝑚𝑚1𝑧𝑧(3)
𝑟𝑟1
3 −
𝐺𝐺𝑚𝑚2𝑧𝑧
(3)
𝑟𝑟2
3  (37) 
 Ω̇ = 𝜕𝜕Ω
𝜕𝜕𝑑𝑑
?̇?𝑑 = �−2𝜇𝜇𝑑𝑑(1 − 𝜇𝜇)Ω0 (𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02)(𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2)2� ?̇?𝑑 (38) 
 
2.1.4 Inertial Frame of Reference 
The traditional equations of motion for the 3-body problem (Equations 35-37) and for the 
two-body problem (Equation 4) discussed in previous sections are given in the coordinates of the 
rotating frame of the asteroids. It is important, however, to be able to transform from this rotating 
plane to an arbitrary, fixed inertial frame that shares the same origin. This allows measurements 
taken in the inertial frame to be used to give state estimates and it allows desired trajectories, 
derived in inertial coordinates (see Equations 27-29), to be transformed into the rotating frame. To 
get the equations of motion in the inertial frame (frame 0), a few steps are required. The rotating 
frame’s orientation is misaligned with the spacecraft’s inertial frame by three degrees of freedom. 
In order to model this, a series of Euler angles are used. Specifically, an XYZ Euler angle sequence 
is constructed using the angle of inertial rotation between the two asteroid primaries (𝜃𝜃) and two 
additional angles 𝛾𝛾1 and 𝛾𝛾2. These unknown angles are used to relate the rotating frame (frame 3) 
to an intermediate frame (frame 2), frame 2 to another intermediate frame (frame 1), and finally 
frame 1 to the inertial frame (frame 0). The relationship between each of the 4 frames is illustrated 
in Figure 9 below: 
16 
 
 
Figure 9. Inertial frame to rotating frame definitions. Superscripts denote the respective frame to which each axis shown belongs. 
 Orthonormal rotation matrices that express the coordinates of a vector in frame 𝑖𝑖 (𝑣𝑣(𝑖𝑖)) in 
the coordinates of the same vector in frame 𝑗𝑗 (𝑣𝑣(𝑗𝑗)) are denoted as 𝑅𝑅𝑖𝑖𝑗𝑗 such that the following two 
expressions hold: 
 𝑣𝑣(𝑗𝑗) = 𝑅𝑅𝑖𝑖𝑗𝑗 ∙ 𝑣𝑣(𝑖𝑖),        𝑅𝑅𝑖𝑖𝑗𝑗 = 𝑅𝑅𝑘𝑘𝑗𝑗 ∙ 𝑅𝑅𝑖𝑖𝑘𝑘 (39) 
 Following this convention, the 3 rotation matrices relating the 4 frames of interest are 
written the following way: 
 𝑅𝑅10 = �1 0 00 cos(𝛾𝛾1) − sin(𝛾𝛾1)0 sin(𝛾𝛾1) cos(𝛾𝛾1) � (40) 
 𝑅𝑅21 = � cos(𝛾𝛾2) 0 sin(𝛾𝛾2)0 1 0
− sin(𝛾𝛾2) 0 cos(𝛾𝛾2)� (41) 
 𝑅𝑅32 = �cos(𝜃𝜃) − sin(𝜃𝜃) 0sin(𝜃𝜃) cos(𝜃𝜃) 00 0 1� (42) 
 Finally, the rotation matrix relating the inertial frame to the asteroid rotating frame is 
obtained via an application of the second expression in Equation 39: 
 𝑅𝑅30 = 𝑅𝑅10𝑅𝑅21𝑅𝑅32 (43) 
 Explicitly, this rotation matrix can be written using the shorthand where for some angle 𝛿𝛿, 
𝑐𝑐𝛿𝛿 = cos(𝛿𝛿) and 𝑠𝑠𝛿𝛿 = sin(𝛿𝛿). As a check, 𝑅𝑅30 in Equation 44 coincides with the transpose of the 
(3,2,1) Euler Angle Sequence in [27]. 
 𝑅𝑅30 = � 𝑐𝑐𝛾𝛾2𝑐𝑐𝜃𝜃 −𝑐𝑐𝛾𝛾2𝑠𝑠𝜃𝜃 𝑠𝑠𝛾𝛾2𝑐𝑐𝛾𝛾1𝑠𝑠𝜃𝜃 + 𝑐𝑐𝜃𝜃𝑠𝑠𝛾𝛾1𝑠𝑠𝛾𝛾2 𝑐𝑐𝛾𝛾1𝑐𝑐𝜃𝜃 − 𝑠𝑠𝛾𝛾1𝑠𝑠𝛾𝛾2𝑠𝑠𝜃𝜃 −𝑐𝑐𝛾𝛾2𝑠𝑠𝛾𝛾1
𝑠𝑠𝛾𝛾1𝑠𝑠𝜃𝜃 − 𝑐𝑐𝛾𝛾1𝑐𝑐𝜃𝜃𝑠𝑠𝛾𝛾2 𝑐𝑐𝜃𝜃𝑠𝑠𝛾𝛾1 + 𝑐𝑐𝛾𝛾1𝑠𝑠𝛾𝛾2𝑠𝑠𝜃𝜃 𝑐𝑐𝛾𝛾1𝑐𝑐𝛾𝛾2 � (44) 
Define a position vector 𝑞𝑞 = [𝑥𝑥,𝑦𝑦, 𝑧𝑧]𝑇𝑇. The position vector can be expressed in either 
inertial or rotating coordinates and the relationship between them is governed by Equation 39. The 
transformation for the velocity of a position vector follows from the product rule. For Euler angles 
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sequences, the time derivative of the rotation matrix 𝑅𝑅30 can be expressed in terms of a skew-
symmetric matrix of the angular rates of each Euler angle multiplied by the original rotation matrix 
[28, 27]. So if Γ1 is defined as the angular rate for 𝛾𝛾1, Γ2 is defined as the angular rate for 𝛾𝛾2, and 
we have Ω defined as the angular rate for 𝜃𝜃, then this skew-symmetric matrix and the time 
derivative of rotation are written in Equation 45. Transformation from frame 3 (rotating frame) to 
frame 0 (inertial frame) of the position vector, velocity vector, and acceleration vector are given 
in Equations 46, 47, and 48, respectively.  
 𝜔𝜔� ≔ �
0 −Ω Γ2
Ω 0 −Γ1
−Γ2 Γ1 0 � ,     ?̇?𝑅30 = 𝜔𝜔� ∙ 𝑅𝑅30 (45) 
 𝑞𝑞(0) = 𝑅𝑅30 ∙ 𝑞𝑞𝑑𝑑(3) (46) 
 ?̇?𝑞(0) = 𝜔𝜔�𝑅𝑅30𝑞𝑞(3) + 𝑅𝑅30?̇?𝑞(3) (47) 
 ?̈?𝑞(0) = �𝜔𝜔�̇ + 𝜔𝜔�2�𝑅𝑅30𝑞𝑞(3) + 2𝜔𝜔�𝑅𝑅30?̇?𝑞(3) + 𝑅𝑅30?̈?𝑞(3) (48) 
 Here, 𝜔𝜔�̇ is the time derivative of the skew-symmetric matric 𝜔𝜔� which can be written by 
simply replacing Ω, Γ1, and Γ2 in Equation 45 with Ω̇, Γ̇1, and Γ̇1, respectively. Now, the 
transformation from inertial to rotating coordinates (and vice versa) of the equations of motion for 
the 3-body problem is a function of the three Euler angles (γ1, γ2, θ), their angular velocities, (Γ1, Γ2,Ω), and their angular accelerations (Γ̇1, Γ̇2, Ω̇). However, a good assumption is that the 
rotating frame of the asteroids is fixed with respect to the inertial frame. Physically, this means 
that the asteroid rotation plane does not change significantly in time and the angular rates Γ1 and 
Γ2 are both identically zero. The transformation is a function only of γ1, γ2, θ, and Ω. This 
assumption will be used in later sections. It may be useful to transform coordinates from frame 0 
to frame 3. The inverse transformations of Equations 46, 47, and 48 are given below: 
 𝑞𝑞(3) = (𝑅𝑅30)𝑇𝑇𝑞𝑞(0) (49) 
 ?̇?𝑞(3) = (𝑅𝑅30)𝑇𝑇?̇?𝑞(0) − (𝑅𝑅30)𝑇𝑇𝜔𝜔�𝑞𝑞(0) (50) 
 ?̈?𝑞(3) = (𝑅𝑅30)𝑇𝑇�𝜔𝜔�2 − 𝜔𝜔�̇�𝑞𝑞(0) − 2(𝑅𝑅30)𝑇𝑇𝜔𝜔�?̇?𝑞(0) + (𝑅𝑅30)𝑇𝑇?̈?𝑞(0) (51) 
 Now, using the transformations in this section, the equations of motion for the 3-body 
problem can be written in inertial coordinates. Let the vector 𝑞𝑞(3) = �𝑥𝑥(3), 𝑦𝑦(3), 𝑧𝑧(3)�𝑇𝑇 be the 
coordinates of a spacecraft in the rotating frame of the asteroid system and 𝑞𝑞(0) = �𝑥𝑥(0),𝑦𝑦(0), 𝑧𝑧(0)�𝑇𝑇 
be the coordinates of the spacecraft in the inertial frame. Then Equations 35-37 in vector form 
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represent the three components of ?̈?𝑞(3). To get ?̈?𝑞(0) in terms of 𝑞𝑞(0) and ?̇?𝑞(0), convert all 𝑞𝑞(3) =
�𝑥𝑥(3),𝑦𝑦(3), 𝑧𝑧(3)�𝑇𝑇 and ?̇?𝑞(3) = �?̇?𝑥(3), ?̇?𝑦(3), ?̇?𝑧(3)�𝑇𝑇 into inertial coordinates in Equations 35-37 so that 
?̈?𝑞(3) is expressed as a function of position and velocity vectors in the inertial frame. Then use 
Equations 46, 47, and 48 to express ?̈?𝑞(0) as a function of 𝑞𝑞(0), ?̇?𝑞(0), and ?̈?𝑞(3). Plug the expression 
for ?̈?𝑞(3) into Equation 52 below to get the equations of motion for the 3-body problem in inertial 
coordinates: 
 ?̈?𝑞(0) = �𝜔𝜔�̇ − 𝜔𝜔�2�𝑞𝑞(0) + 2𝜔𝜔�?̇?𝑞(0) + 𝑅𝑅30?̈?𝑞(3) + 𝑢𝑢𝑚𝑚𝑠𝑠𝑠𝑠 (52) 
 A control term 𝑢𝑢 ∈ ℝ3 is added to the spacecraft’s acceleration and 𝑚𝑚𝑠𝑠𝑠𝑠 is the spacecraft’s 
mass. The assumption is that the spacecraft has control via a thruster force, which by Newton’s 
second law affects the acceleration directly. To rearrange these equations into state-space form, 
consider the new state 𝑠𝑠 ≔ �𝑥𝑥(0),𝑦𝑦(0), 𝑧𝑧(0), ?̇?𝑥(0), ?̇?𝑦(0), ?̇?𝑧(0)�𝑇𝑇. Then, define the vector field 𝑓𝑓 ∈ ℝ6 
and the constant matrix 𝑔𝑔 ∈ ℝ6×3 such that the equations of motion for the 3-body problem are 
represented as a state-space system, affine in control: 
 ?̇?𝑠 = 𝑓𝑓(𝑠𝑠) + 𝑔𝑔𝑢𝑢 (53) 
 𝑓𝑓 =
⎣
⎢
⎢
⎢
⎢
⎡
𝑠𝑠4
𝑠𝑠5
𝑠𝑠6
⋮
?̈?𝑞(0)
⋮ ⎦
⎥
⎥
⎥
⎥
⎤ , 𝑔𝑔 = 1
𝑚𝑚𝑠𝑠𝑠𝑠
⎣
⎢
⎢
⎢
⎢
⎡
000100
000010
000001⎦⎥⎥
⎥
⎥
⎤
 (54) 
 
2.2 Nonlinear Control 
2.2.1 Trajectory Tracking 
Trajectory tracking is a control objective comprised of matching the state of a desired 
signal and that desired state’s derivatives for a given system. Denote the desired state of the system 
as 𝜉𝜉𝑑𝑑(𝑡𝑡) ∈ ℝn and the state of the system as 𝜉𝜉 ∈ ℝn. Consider the system affine in control given 
below with control 𝑢𝑢 ∈ 𝒰𝒰 ⊆ ℝm and vector fields 𝑓𝑓𝜉𝜉 ∈ ℝn and 𝑔𝑔𝜉𝜉 ∈ ℝn×m. 
 ?̇?𝜉 = 𝑓𝑓𝜉𝜉(𝜉𝜉, 𝑡𝑡) + 𝑔𝑔𝜉𝜉(𝜉𝜉, 𝑡𝑡)𝑢𝑢 (55) 
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The first step is to convert the trajectory tracking problem into a stabilization problem. To 
do this, a new error-state variable is defined in Equation 56. The same dynamics in Equation 55 
can be expressed, now in terms of the error state (see Equation 57). 
 𝑒𝑒 ≔ 𝜉𝜉 − 𝜉𝜉𝑑𝑑 (56) 
 ?̇?𝑒 = ?̇?𝜉 − ?̇?𝜉𝑑𝑑 = 𝑓𝑓𝜉𝜉(𝑒𝑒 + 𝜉𝜉𝑑𝑑 , 𝑡𝑡) − ?̇?𝜉𝑑𝑑�����������
𝑓𝑓𝑒𝑒(𝑒𝑒,𝑡𝑡) + 𝑔𝑔𝜉𝜉(𝑒𝑒 + 𝜉𝜉𝑑𝑑 , 𝑡𝑡)���������𝑔𝑔𝑒𝑒(𝑒𝑒,𝑡𝑡) 𝑢𝑢 = 𝑓𝑓𝑒𝑒(𝑒𝑒, 𝑡𝑡) + 𝑔𝑔𝑒𝑒(𝑒𝑒, 𝑡𝑡)𝑢𝑢 (57) 
 The system in Equation 57 is still affine in control, however, control methods which drive 
the state to zero can now be used to achieve the trajectory tracking control objective. Note that in 
general, the origin is not an equilibrium point for Equation 57. The assumption here is that the 
acceleration error is sufficiently small so that the following is approximately true: 
 ?̇?𝑒(𝑒𝑒 = 0,𝑢𝑢 = 0, 𝑡𝑡) = 𝑓𝑓𝑒𝑒(0, 𝑡𝑡) = 𝑓𝑓𝜉𝜉�𝜉𝜉𝑑𝑑(𝑡𝑡)� − ?̇?𝜉𝑑𝑑(𝑡𝑡) ≈ 0 (58) 
The method discussed in the subsequent sections include a controller for a system 
linearized in trajectory error controller using time-varying regulator. Obviously, the system must 
be controllable in order to achieve trajectory tracking. The control applied is applied to the velocity 
terms in the trajectory (see Equation 54). Since the input can be used to directly steer the 
derivatives of the position terms, the 6-component system (position and velocity) is controllable. 
2.2.2 Controllability 
Controllability is required for the system in order to achieve most control objectives. A 
system is controllable if by using admissible inputs, any point in the phase space can be achieved 
given any initial point in the phase space. For linear time-invariant (LTI) systems, checking 
controllability requires checking a rank condition on a matrix. Checking controllability for 
nonlinear systems are more complicated in general. One method, developed in [29], for checking 
controllability for control-affine systems (i.e. systems of the form given in Equation 59) is by using 
recursive Lie brackets. This method extends the notion of a rank condition check for controllability 
to nonlinear control-affine systems. A controllability matrix is constructed using the Lie brackets 
𝜓𝜓𝑖𝑖 which are determined through the recursive relationship given in Equation 60. Note that the 
zeroth order Lie bracket is the vector field 𝑔𝑔𝜉𝜉 . 
 ?̇?𝜉 = 𝑓𝑓𝜉𝜉(𝜉𝜉) + 𝑔𝑔𝜉𝜉(𝜉𝜉)𝑢𝑢,   𝜉𝜉 ∈ ℝn,𝑢𝑢 ∈ ℝm (59) 
 
 𝜓𝜓0 = 𝑔𝑔𝜉𝜉 (60) 
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𝜓𝜓𝑖𝑖 = 𝜕𝜕𝜓𝜓𝑖𝑖−1𝜕𝜕𝜉𝜉 𝑓𝑓𝜉𝜉 − 𝜕𝜕𝜓𝜓𝑖𝑖−1𝜕𝜕𝜉𝜉 𝑔𝑔𝜉𝜉 , 𝑖𝑖 = 1, … ,𝑛𝑛 − 1 
 Each 𝜓𝜓𝑖𝑖 contributes m columns to the controllability matrix (see Equation 61). Similarly 
to the LTI case, the rank of the controllability matrix is used to check whether the system is 
controllable; if controllability matrix is full rank, then the system is controllable. Unlike the LTI 
case, this matrix is a function of the state. Fortunately, the rank can be checked analytically using 
symbolic toolboxes in either MATLAB and/or Mathematica. Equation 61 gives the controllability 
matrix Ψ and the sufficient rank condition on this matrix for a controllable system. 
 Ψ = [𝜓𝜓0,𝜓𝜓1, … ,𝜓𝜓𝑛𝑛−1]rank{Ψ} = 𝑛𝑛  (61) 
 
2.2.3 LQR Control 
A straight-forward method for controller design for nonlinear systems is to use well-
established linear control techniques on dynamics that are linearized about a nominally small state. 
A commonly used method for linear control is the Linear Quadratic Regulator (LQR). The 
controller derived for this method is derived from the solution to an optimization problem for 
which the objective function is quadratic in control and in the error-state. A comprehensive review 
of LQR control for trajectory tracking is given in [30]. Relevant portions are summarized in this 
section. Consider the linear time varying (LTV) system given below where the state 𝜉𝜉 ∈ ℝn, 
𝑢𝑢 ∈ ℝm: 
 ?̇?𝜉 = 𝐴𝐴𝜉𝜉(𝑡𝑡) + 𝐵𝐵𝜉𝜉(𝑡𝑡)𝑢𝑢 (62) 
 The LQR controller for system 62 is derived as the minimizer of the finite-horizon 
quadratic objective function given in Equation 63, below. The tunable matrix 𝐹𝐹 ∈ ℝn×n, represents 
the final state cost. 𝑄𝑄 ∈ ℝn×n, 𝑅𝑅 ∈ ℝm×m, and 𝑁𝑁 ∈ ℝn×m are tunable parameters which adjust the 
integral state cost and control costs. These matrices must be symmetric and positive semi-definite 
(𝑅𝑅 must be positive definite). 
 𝐽𝐽 = 𝜉𝜉𝑇𝑇�𝑡𝑡𝑓𝑓�𝐹𝐹𝜉𝜉�𝑡𝑡𝑓𝑓� + � (𝜉𝜉𝑇𝑇𝑄𝑄𝜉𝜉 + 𝑢𝑢𝑇𝑇𝑅𝑅𝑢𝑢 + 2𝜉𝜉𝑇𝑇𝑁𝑁𝑢𝑢)𝑑𝑑𝜏𝜏𝑡𝑡𝑓𝑓
𝑡𝑡0
  (63) 
 The solution to the quadratic optimization problem relies on the solution to an 
accompanying differential equation. To summarize, a linear feedback form dependent on a time-
varying matrix 𝑃𝑃(𝑡𝑡) for the control is assumed, then the result is an ordinary differential equation 
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(ODE), dependent on the tunable parameters in the cost function and on 𝐴𝐴𝜉𝜉 and 𝐵𝐵𝜉𝜉  in 62. The ODE 
is called the Differential Ricatti Equation (DRE) which is given below along with the final 
conditions in Equation 64. To get 𝑃𝑃(𝑡𝑡), the DRE must be solved backwards in time from the final 
condition. The optimal controller takes the form of a time-varying linear feedback controller given 
in Equation 65. 
 
−?̇?𝑃 = 𝑃𝑃𝐴𝐴𝜉𝜉 + 𝐴𝐴𝜉𝜉𝑇𝑇𝑃𝑃 − �𝑃𝑃𝐵𝐵𝜉𝜉 + 𝑁𝑁�𝑅𝑅−1�𝐵𝐵𝜉𝜉𝑇𝑇𝑃𝑃 + 𝑁𝑁𝑇𝑇� + 𝑄𝑄
𝑃𝑃�𝑡𝑡𝑓𝑓� = 𝐹𝐹  (64) 
 
𝑢𝑢(𝜉𝜉, 𝑡𝑡) = −𝐾𝐾(𝑡𝑡)𝜉𝜉
𝐾𝐾(𝑡𝑡) = 𝑅𝑅−1�𝐵𝐵𝜉𝜉𝑇𝑇𝑃𝑃(𝑡𝑡) + 𝑁𝑁𝑇𝑇� (65) 
 In the limit that 𝑡𝑡𝑓𝑓 − 𝑡𝑡0 → ∞ and the system does not vary in time, there should be no 
change between subsequent prediction error matrices (i.e. ?̇?𝑃 = 0 in Equation 64). The resulting 
algebraic equation is called the Algebraic Ricatti Equation (ARE). Roots for the ARE can be solved 
numerically to obtain the prediction error matrix 𝑃𝑃.  
Consider the system given in Equation 57. If the error state 𝑒𝑒 is relatively small, then the 
field 𝑓𝑓𝑒𝑒 can be linearized using a first order Taylor expansion. By similar logic, for any time 𝑡𝑡, the 
zero-error dynamics should be small and will be assumed to be zero: 
 𝑓𝑓𝑒𝑒(𝑒𝑒, 𝑡𝑡) ≈ 𝑓𝑓𝑒𝑒(0, 𝑡𝑡) + 𝜕𝜕𝑓𝑓𝑒𝑒𝜕𝜕𝑒𝑒 (0, 𝑡𝑡) ∙ 𝑒𝑒 ≈ 𝜕𝜕𝑓𝑓𝑒𝑒𝜕𝜕𝑒𝑒 (0, 𝑡𝑡) ∙ 𝑒𝑒  (66) 
 The second requirement is that 𝑔𝑔𝑒𝑒(𝑒𝑒, 𝑡𝑡) is a matrix that depends only on time, not the error 
state. If this is true and the error is small, then error dynamics approximately takes the form of an 
LTV system given below, which matches the required form for the LQR controller in Equations 
64 and 65. To obtain the control, replace 𝐴𝐴𝜉𝜉 and 𝐵𝐵𝜉𝜉  with 𝐴𝐴𝑒𝑒 and 𝐵𝐵𝑒𝑒, respectively. 
 ?̇?𝑒 = 𝐴𝐴𝑒𝑒(𝑡𝑡)𝑒𝑒 + 𝐵𝐵𝑒𝑒(𝑡𝑡)𝑢𝑢 (67) 
 While this linearized method with LQR control is simple and easy to implement, there are 
a few drawbacks. The assumption that the error and the zero-error dynamics are small is limiting. 
If the initial error is large, there is no guarantee that the system will converge to zero error. 
Additionally, the matrices 𝑄𝑄,𝑅𝑅,𝑁𝑁, and 𝐹𝐹 can be somewhat arbitrary and poor choices for these 
can lead to poor controller performance. Explicit dependence on system parameters in the gain 
matrix 𝐾𝐾(𝑡𝑡) is difficult to obtain, which may be necessary for parameter estimation (Jacobians in 
the EKF depend on the closed loop dynamics). Finally, the controller is inherently unbounded. 
While 𝑄𝑄, 𝑅𝑅, and 𝑁𝑁 can be tuned to keep 𝑢𝑢 within the desired limits, there is no way to tune these 
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matrices apriori such that 𝑢𝑢 is bounded using the time-varying version for the LQR controller. If 
the system is time invariant, however, it is possible to impose bounds on the control via eigenvalue 
placement [31]. 
 
2.2.4 Control Saturation 
One drawback of using LQR control, as mentioned before is that the control input 
unbounded. In reality, the control is bounded by the physical limitations of the thruster. One option 
is to saturate the controller when it reaches these limitations. This means that the derived control 
is used when it is within the bounds and if the derived control is not within the bounds, it takes a 
value on the boundary. Consider the 𝑖𝑖𝑡𝑡ℎ component of the control input 𝑢𝑢 and the 𝑖𝑖𝑡𝑡ℎ component 
of a derived control 𝑤𝑤. Using saturation bounds, Equation 68 gives each component of the control 
for the lower and upper control limits 𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 and 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠, respectively: 
 𝑢𝑢𝑖𝑖 = � 𝑤𝑤𝑖𝑖 𝑤𝑤𝑖𝑖 ∈ �𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓,𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠�𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 𝑤𝑤𝑖𝑖 < 𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓
𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠 𝑤𝑤𝑖𝑖 > 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠  (68) 
 
2.3 Filtering and Estimation 
2.3.1 Continuous-Discrete Kalman Filters 
A common method for state estimation in the presence of noisy state observation and un-
modeled dynamics is by using a Kalman Filter. Traditional Kalman formulation gives state 
estimates for discrete-time linear dynamical systems with discrete-time observation [32]. 
Expansions of the traditional framework allow for continuous-time models, nonlinear models and 
nonlinear observations to be used, making the Kalman filter an attractive tool for the application 
described in this work [33]. 
The dynamical systems of interest for this work are modeled in continuous time. However, 
measurements made by real-world sensors, such as the sensors used for state estimation on 
spacecraft, are made in discrete time. The continuous-discrete Kalman filter is a variant of the 
traditional Kalman filter that uses a continuous-time model of the dynamics to make state 
predicitons, which are updated with discrete-time observations made by sensors. This version of 
the Kalman filter will be used in subsequent sections. There are two main steps in the continuous-
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discrete Kalman filter: predict and update. The predict and update steps for two types of nonlinear 
Kalman filters are given in the next two section. Detailed derivation of the equations of each can 
be found in the cited references  
In order to use a Kalman filter to generate state estimates, the system of interest must be 
observable. Without the ability to observe all states of the system, any estimated state that is 
unobservable will not converge to a meaningful solution [34]. 
 
2.3.2 Extended Kalman Filter 
One method to apply the Kalman filtering framework to nonlinear systems is through the 
use of the Extended Kalman Filter (EKF). The continuous-discrete version of the EKF is derived 
using a truncated Taylor series expansion of the dynamics about the current mean and covariance 
to linearize the system. Then, the linear Kalman filter is applied to this new, linearized system 
[35]. The Extended Kalman filter is widely used given the inherent nonlinearities associated with 
real-world applications [36]. The model, prediction, and update steps for the continuous-discrete 
EKF are given in this section. Notation was chosen to remain consistent with the notation used in 
[23] and with the notation used to describe the application of the EKF in subsequent sections. The 
model is comprised of the true state vector (𝑌𝑌 ∈ ℝn), the process noise (𝐵𝐵 ∈ ℝn),  the control input 
(𝑢𝑢 ∈ ℝ3), the measured observation vector (𝑍𝑍 ∈ ℝm), and the measurement noise (𝑉𝑉 ∈ ℝm). 𝑓𝑓 is 
the nonlinear function relating the state and its time derivative and ℎ is a nonlinear observation 
function. The estimated state is 𝑋𝑋 ∈ ℝn. The model equations used are given in Equation 1 below: 
 
?̇?𝑌(𝑡𝑡) = 𝑓𝑓�𝑌𝑌(𝑡𝑡),𝑢𝑢(𝑡𝑡)� + 𝐵𝐵(𝑡𝑡)
𝑍𝑍(𝑡𝑡) = ℎ�𝑌𝑌(𝑡𝑡)� + 𝑉𝑉(𝑡𝑡)  (69) 
At the prediction step, the EKF requires the use of the estimated Jacobian of the function 
𝑓𝑓(𝑋𝑋), defined in Equation 70 as 𝐹𝐹. This matrix is used to predict the state between discrete-time 
observations made by sensors. Measurements are made at an interval  , so define time in-between 
measurement 𝑘𝑘 − 1 and measurement 𝑘𝑘 as 𝑡𝑡 ∈ [𝑡𝑡𝑘𝑘−1, 𝑡𝑡𝑘𝑘]. The Equations given in 71 are then 
integrated together using the state estimate 𝑋𝑋(𝑡𝑡𝑘𝑘−1) as the initial condition and are integrated to 
time 𝑡𝑡𝑘𝑘. In these equations, 𝑃𝑃 is the prediction error matrix and 𝑄𝑄 is the covariance matrix of the 
process noise (𝐵𝐵).  
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 𝐹𝐹(𝑡𝑡) = 𝜕𝜕𝑓𝑓
𝜕𝜕𝑋𝑋
�𝑋𝑋(𝑡𝑡)� (70) 
 
?̇?𝑋(𝑡𝑡) = 𝑓𝑓�𝑋𝑋(𝑡𝑡),𝑢𝑢(𝑡𝑡)�
?̇?𝑃(𝑡𝑡) = 𝐹𝐹(𝑡𝑡)𝑃𝑃(𝑡𝑡) + 𝑃𝑃(𝑡𝑡)𝐹𝐹𝑇𝑇(𝑡𝑡) + 𝑄𝑄 (71) 
 The next step, is to update the prediction of the estimated state and the estimated prediction 
error made at time 𝑡𝑡𝑘𝑘 using the observations gathered at time 𝑡𝑡𝑘𝑘. In order to do this, the observation 
must be linearized about the current estimate, shown in Equation 72. Then after computing 
intermediate quantities in Equations 73 and 74, the prediction error matrix and state estimate are 
updated in Equations 75 and 76, respectively. In these equations, 𝑋𝑋− ≔ 𝑋𝑋(𝑡𝑡𝑘𝑘) and 𝑃𝑃− ≔ 𝑃𝑃(𝑡𝑡𝑘𝑘). 
 𝐻𝐻 = 𝜕𝜕ℎ
𝜕𝜕𝑋𝑋
(𝑋𝑋−) (72) 
 𝑆𝑆 = 𝐻𝐻𝑃𝑃−𝐻𝐻𝑇𝑇 + 𝑅𝑅 (73) 
 𝐾𝐾 = 𝑃𝑃−𝐻𝐻𝑇𝑇𝑆𝑆−1 (74) 
 𝑃𝑃 = (𝐼𝐼 − 𝐾𝐾𝐻𝐻)𝑃𝑃−(𝐼𝐼 − 𝐾𝐾𝐻𝐻)𝑇𝑇 + 𝐾𝐾𝑅𝑅𝐾𝐾𝑇𝑇 (75) 
 𝑋𝑋 = 𝑋𝑋− + 𝐾𝐾�𝑍𝑍 − ℎ(𝑋𝑋−)� (76) 
 
2.3.3 Unscented Kalman Filter 
The issue with using the EKF lies with the use of linearization about the current mean (state 
estimate). While the EKF extends the Kalman framework to be applicable to nonlinear systems, 
implementation, tuning, and the questionable reliability of the EKF are cited as drawbacks of that 
method [36]. One intuitive solution to increase the reliability and/or performance of the nonlinear 
filtering method is to use more points than simply the current mean to gauge the nonlinearity of 
the functions used in the model. The Unscented Kalman Filter (UKF) employs this idea by using 
the mean and a set of points, called sigma points, to determine the new mean and prediction error 
[37]. The discrete-time version of the UKF was introduced in [38] as a response to the 
aforementioned limitations of the EKF. This filter is desirable also, since for the same order of 
calculation as the linearization method used in the EKF, it provides more accurate state estimates 
for many nonlinear systems [36].  
For the continuous-discrete case, the UKF equations are derived in [33] as Algorithm 4.6. 
These equations, now formulated in matrix notation and consistent with the notation used for the 
EKF equations, are summarized below. 𝑿𝑿 (in bold) is a matrix representing the appended state: the 
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mean concatenated with the sigma points. 𝑋𝑋 (un-bolded) remains the state estimate. Similarly, 𝒁𝒁 
represents a matrix which transforms the mean and sigma points into the observation (not to be 
confused with the observation vector 𝑍𝑍). There are a few tunable parameters unique to the UKF. 
Namely, the parameters 𝛼𝛼, 𝛽𝛽, and 𝜅𝜅. For Gaussian noise, it is suggested in [39] that 𝜅𝜅 = 0, and 
𝛽𝛽 = 2 works well. 𝛼𝛼 is a positive constant, often chosen to lie between 1e-4 and 1 [40]. Now, after 
multiple intermediate steps, the prediction step is given in Equation 19 and the update step is given 
in Equation 90. 
 𝑤𝑤𝑚𝑚 ≔ �𝑊𝑊𝑚𝑚
(0), …  ,𝑊𝑊𝑚𝑚(2𝑛𝑛)�𝑇𝑇 (77) 
 
𝑊𝑊𝑚𝑚
(0) = 𝜆𝜆
𝑛𝑛 + 𝜆𝜆
𝑊𝑊𝑚𝑚
(𝑖𝑖) = 12(𝑛𝑛 + 𝜆𝜆)      𝑖𝑖 = 1, … ,2𝑛𝑛 (78) 
 
𝑊𝑊𝑠𝑠
(0) = 𝜆𝜆
𝑛𝑛 + 𝜆𝜆 + (1 − 𝛼𝛼2 + 𝛽𝛽)
𝑊𝑊𝑠𝑠
(𝑖𝑖) = 12(𝑛𝑛 + 𝜆𝜆)      𝑖𝑖 = 1, … ,2𝑛𝑛 (79) 
 
𝑊𝑊 = (𝐼𝐼 − [𝑤𝑤𝑚𝑚 …𝑤𝑤𝑚𝑚]) ∙ 𝑑𝑑𝑖𝑖𝑎𝑎𝑔𝑔�𝑊𝑊𝑠𝑠(0) …𝑊𝑊𝑠𝑠(2𝑛𝑛)� ∙ (𝐼𝐼 − [𝑤𝑤𝑚𝑚 …𝑤𝑤𝑚𝑚])𝑇𝑇
𝑑𝑑𝑖𝑖𝑎𝑎𝑔𝑔�𝑊𝑊𝑠𝑠
(0) …𝑊𝑊𝑠𝑠(2𝑛𝑛)� ≔
⎣
⎢
⎢
⎢
⎡𝑊𝑊𝑠𝑠
(0) 00 𝑊𝑊𝑠𝑠(1) … 00 ⋮ 
⋮     00 … ⋱ 00 𝑊𝑊𝑠𝑠(2𝑛𝑛)⎦⎥⎥
⎥
⎤  (80) 
 𝑐𝑐 ≔ 𝛼𝛼2(𝑛𝑛 + 𝜅𝜅),    𝜆𝜆 ≔ 𝛼𝛼2(𝑛𝑛 + 𝜅𝜅) − 𝑛𝑛 (81) 
 𝑿𝑿(𝑡𝑡) ≔ [𝑋𝑋(𝑡𝑡) …  𝑋𝑋(𝑡𝑡)] + √𝑐𝑐 � 0 , �𝑃𝑃(𝑡𝑡), −�𝑃𝑃(𝑡𝑡)� (82) 
 
�𝑓𝑓𝑀𝑀(𝑿𝑿)�𝑖𝑖 ≔ 𝑓𝑓(𝑿𝑿𝑖𝑖)
�ℎ𝑀𝑀(𝑿𝑿)�𝑖𝑖 ≔ ℎ(𝑿𝑿𝑖𝑖) (83) 
 ?̇?𝑋
(𝑡𝑡) = 𝑓𝑓𝑀𝑀(𝑿𝑿(𝑡𝑡),𝑢𝑢(𝑡𝑡), 𝑡𝑡)𝑤𝑤𝑚𝑚
?̇?𝑃(𝑡𝑡) = 𝑿𝑿(𝑡𝑡)𝑊𝑊𝑓𝑓𝑀𝑀𝑇𝑇(𝑿𝑿(𝑡𝑡),𝑢𝑢(𝑡𝑡), 𝑡𝑡) + 𝑓𝑓𝑀𝑀(𝑿𝑿(𝑡𝑡),𝑢𝑢(𝑡𝑡), 𝑡𝑡)𝑊𝑊𝑿𝑿𝑇𝑇(𝑡𝑡) + 𝑄𝑄 (84) 
 𝑿𝑿− = [𝑋𝑋− … 𝑋𝑋−] + √𝑐𝑐� 0 , √𝑃𝑃−, −√𝑃𝑃−� (85) 
 𝒁𝒁− = ℎ𝑀𝑀(𝑿𝑿−) (86) 
 𝑆𝑆 = 𝒁𝒁−𝑊𝑊(𝒁𝒁−)𝑇𝑇 + 𝑅𝑅 (87) 
 𝐶𝐶 = 𝑿𝑿−𝑊𝑊(𝒁𝒁−)𝑇𝑇 (88) 
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 𝐾𝐾 = 𝐶𝐶𝑆𝑆−1 (89) 
 𝑋𝑋 = 𝑋𝑋− + 𝐾𝐾[𝑍𝑍 − 𝒁𝒁− ∙ 𝑤𝑤𝑚𝑚]
𝑃𝑃 = 𝑃𝑃− − 𝐾𝐾𝑆𝑆𝐾𝐾𝑇𝑇  (90) 
 When defining the appended state estimate matrix 𝑿𝑿, a matrix square root is used on the 
prediction error matrix 𝑃𝑃 at each time step used for numerical integration. While these update 
equations are correct in theory, there is a numerical stability issue associated with continuously 
computing the matrix square root. Fortunately, the CD-UKF equations can be formulated in terms 
of the matrix square root. The prediction step is derived in [33] and is given below as Equation. 
The update step, however, is taken from [40]. These update equations are cited to guarantee 
numerical stability.  
 
2.3.4 Process Noise and Filter Tuning 
A drawback of the Kalman Filtering method is the uncertainty associated with assigning 
covariance values to the process noise, 𝐵𝐵. Since the process noise represents unmodeled dynamics, 
it is not known and it is difficult to deduce meaningful values to use for its covariance based on 
information available to the designer (i.e. sensor noise characteristics) [41]. However, the stability 
of the filter depends on what is chosen for these values. Tuning the covariance values is often done 
by a tedious trial-and-error process or requires extensive Monte Carlo (MC) simulations and/or 
nonlinear optimization techniques [42]. 
 
2.3.5 Observability Requirement 
As previously discussed, in order to estimate the state of a system from an observation, the 
system must be observable. This means that all states of the system on an interval can be observed 
using the information available, i.e. the observation. For LTI systems, checking whether a system 
is observable is a matter of checking that the rank of a numerical matrix is the same as the 
dimension of the state [29]. For nonlinear systems, the criterion for observability is more 
complicated in general. For this section, consider the general nonlinear system given below in 
Equation 91. The observation is achieved through the mapping ℎ𝜉𝜉. The flow of the system is given 
by the field 𝑓𝑓𝜉𝜉 for the state 𝜉𝜉: 
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?̇?𝜉 = 𝑓𝑓𝜉𝜉(𝜉𝜉),    𝜉𝜉 ∈ ℝn  
𝜂𝜂 = ℎ𝜉𝜉(𝜉𝜉),   𝜂𝜂 ∈ ℝm (91) 
One strategy for checking observability, developed in [43] for discrete-time nonlinear 
systems is by using a local asymptotic observer. This method was expanded in [23] to include 
continuous-time systems via linearization about each discrete-time observation. In summary, to 
determine the weak observability (only in the neighborhood of the linearized system) of the 
system, the rank of a matrix 𝑂𝑂𝐶𝐶 must be assessed. The matrix 𝑂𝑂𝐶𝐶 is constructed using the Jacobians 
of the nonlinear observation function and the Jacobian of the nonlinear function 𝑓𝑓𝜉𝜉: 𝜕𝜕𝜉𝜉ℎ𝜉𝜉  and 𝜕𝜕𝜉𝜉𝑓𝑓𝜉𝜉, 
respectively. The state predictions from the Kalman filter (𝜉𝜉−), before updating, are required from 
the previous 𝑛𝑛 − 1 steps. Using 𝐼𝐼 as the 𝑛𝑛 × 𝑛𝑛 identity matrix, the observer 𝑂𝑂𝐶𝐶 for a time 𝑡𝑡 is given 
in Equation 92 below [23]. 
 𝑂𝑂𝐶𝐶 =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜕𝜕ℎ𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉−(𝑡𝑡 − 𝑛𝑛𝛿𝛿𝑡𝑡 + 𝛿𝛿𝑡𝑡)�
𝜕𝜕ℎ𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉 −(𝑡𝑡 − 𝑛𝑛𝛿𝛿𝑡𝑡 + 2𝛿𝛿𝑡𝑡)� ∙ �𝐼𝐼 + 𝜕𝜕𝑓𝑓𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉−(𝑡𝑡 − 𝑛𝑛𝛿𝛿𝑡𝑡 + 𝛿𝛿𝑡𝑡)�𝑑𝑑𝑡𝑡�
⋮
𝜕𝜕ℎ𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉−(𝑡𝑡)� �𝐼𝐼 + 𝜕𝜕𝑓𝑓𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉−(𝑡𝑡)�𝑑𝑑𝑡𝑡�… �𝐼𝐼 + 𝜕𝜕𝑓𝑓𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉−(𝑡𝑡 − 𝑛𝑛𝛿𝛿𝑡𝑡 + 𝛿𝛿𝑡𝑡)�𝑑𝑑𝑡𝑡�
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 (92) 
  
Stronger observability conditions have also been developed in the literature. Tools for analysis 
of linear systems such as the notion of the observability rank condition, the observability Gramian, 
and the Popov-Belevitch-Hautus (PBH) test, and transformations to canonical observable forms 
test have been extended for the analysis of nonlinear systems [44, 45]. Some of these methods, 
however restrict the class of nonlinear systems that can be analyzed. For instance, the analysis in 
[44] applies only to systems with scalar outputs. While the analysis in [45] applies to multi-output 
systems, the components of the output must be independent from each other. More general 
nonlinear observability analysis is introduced in [46] and later in [29]. In the former, sufficient 
conditions for global observability of nonlinear, multi-output, closed-loop systems are established 
via the use of a ratio condition, which is fairly difficult to satisfy in general. In the latter, nonlinear 
observability conclusions are drawn from the duality of the concepts of controllability and 
observability. To summarize, [29] shows that the notion of a matrix rank condition being an 
indicator of a system’s observability can be extended to nonlinear systems. The matrix is made up 
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of successive Lie derivatives of the observation with respect to the flow of the system. A Lie 
derivative is an operator which determines the change in a vector field along the flow of the field 
𝑓𝑓𝜉𝜉(𝜉𝜉) of the system. These Lie derivative fields are concatenated into a vector, then the Jacobian 
of that vector with respect to the extended state of the system gives the nonlinear version of the 
observability matrix. The successive Lie derivatives are given below in Equation 93. Note that the 
zeroth order Lie derivative is taken to be the observation mapping. 
 
𝐿𝐿𝑓𝑓𝜙𝜙𝑖𝑖 = 𝜕𝜕𝜙𝜙𝑖𝑖𝜕𝜕𝜉𝜉 𝑓𝑓𝜉𝜉(𝜉𝜉) 
𝜙𝜙0 = ℎ𝜉𝜉(𝜉𝜉) 
𝜙𝜙𝑖𝑖 = 𝐿𝐿𝑓𝑓𝜙𝜙𝑖𝑖−1,   𝑖𝑖 = 1, … ,𝑛𝑛 − 1 (93) 
Now, consider the mapping Φ:  ℝm → ℝn from the observation 𝜂𝜂 to the state 𝜉𝜉. This 
mapping is comprised of Lie derivatives up to order 𝑛𝑛 − 1. The mapping is given below in 
Equation 94. It was shown in [29], that if the Jacobian of this mapping is nonsingular and one-to-
one for all 𝜉𝜉, then the system satisfies the observability rank condition for nonlinear systems. 
Specifically, if the condition in Equation 95 is true, then the system is locally observable: 
 Φ = [𝜙𝜙0𝑇𝑇 ,𝜙𝜙1𝑇𝑇 , … ,𝜙𝜙𝑛𝑛−1𝑇𝑇 ]𝑇𝑇 (94) 
 rank�𝜕𝜕𝜉𝜉Φ� = 𝑛𝑛 (95) 
 Practically, computing the Lie derivatives for complex system is difficult. Symbolic math 
software is used, however every derivative requires an exponentially increasing amount of 
computation time to determine symbolically due to the recursion. Since this can exceed the 
computational power available, one does not need to determine Lie derivatives of all orders up to 
order 𝑛𝑛 − 1. Instead, the rank condition can be checked after the 𝑘𝑘𝑡𝑡ℎ − 1 order Lie derivative, so 
long as 𝑘𝑘𝑚𝑚 ≥ 𝑛𝑛. This is true because each Lie derivative adds rows to 𝜕𝜕𝜉𝜉Φ, but if there are already 
𝑛𝑛 linearly independent rows in the first 𝑘𝑘𝑚𝑚 rows, then 𝜕𝜕𝜉𝜉Φ is rank 𝑛𝑛. Therefore the following 
provides a sufficient condition for observability for 𝑘𝑘𝑚𝑚 ≥ 𝑛𝑛: 
 rank�𝜕𝜕𝜉𝜉[𝜙𝜙0𝑇𝑇,𝜙𝜙1𝑇𝑇 , … ,𝜙𝜙𝑘𝑘𝑇𝑇]𝑇𝑇� = 𝑛𝑛 → rank�∂ξΦ� = 𝑛𝑛 (96) 
 If a control input 𝑢𝑢(𝑡𝑡) is added to the nonlinear system given in Equation 91, then the Lie 
derivative matrix rank condition changes slightly, however the same concept applied to controlled 
systems [47]. Consider that now the flow of the system becomes ?̇?𝜉 = 𝑓𝑓𝜉𝜉(𝜉𝜉,𝑢𝑢). First, the Lie 
derivative is appended to include the control (see Equation 97). Let superscripts denote time-
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derivatives. Then, the matrix 𝜕𝜕𝜉𝜉Φ is a function of 𝜉𝜉, 𝑢𝑢, and time-derivatives of 𝑢𝑢. If this matrix 
has rank 𝑛𝑛, then the system is locally observable. Note that the zeroth order Lie derivative is still 
taken to be the observation mapping.  
 𝜙𝜙𝑖𝑖 = 𝐿𝐿𝑓𝑓𝜙𝜙𝑖𝑖−1 = 𝜕𝜕𝜙𝜙𝑖𝑖−1𝜕𝜕𝜉𝜉 𝑓𝑓(𝜉𝜉,𝑢𝑢) + �𝜕𝜕𝜙𝜙𝑖𝑖−1𝜕𝜕𝑢𝑢(𝑘𝑘) 𝑢𝑢(𝑘𝑘+1)𝑖𝑖−1
𝑘𝑘=0
 (97) 
 The rank condition test for observability is binary, meaning that a system that is only very 
weakly observable may pass the rank condition. It is useful however, to be able to quantify levels 
of observability through observability measures. There are multiple types of observability 
measures including the observability index (OI) and the condition number [48], and the global 
observability measure presented in [49]. These measures provide a means to compare estimation 
methods, specifically filter types [50]. Each of these measures is derived from the local 
observability gramian. The equation for the local observability gramian is given below in 98 [48]: 
 𝑊𝑊𝐶𝐶�𝜉𝜉0, 𝑡𝑡0, 𝑡𝑡𝑓𝑓� = � �𝜕𝜕𝜂𝜂𝜕𝜕𝜉𝜉0 (𝜏𝜏)�𝑇𝑇 � 𝜕𝜕𝜂𝜂𝜕𝜕𝜉𝜉0 (𝜏𝜏)�𝑑𝑑𝜏𝜏𝑡𝑡𝑓𝑓𝑡𝑡0  (98) 
 The gramian is derived assuming small changes from the initial state 𝜉𝜉0 and the effect on 
the observation 𝜂𝜂. Therefore, a linear approximation of the initial state and observation 𝜂𝜂0 leads to 
the formulation in Equation 99 for the state’s and observation’s dependence on the initial state 
[48]. Here, Φ𝑠𝑠𝑡𝑡𝑚𝑚(𝑡𝑡, 𝑡𝑡0) is the state transition matrix that can be calculated from the differential 
equation given in Equation 100. 
 
𝜉𝜉(𝑡𝑡) = Φstm(𝑡𝑡, 𝑡𝑡0)𝜉𝜉0 
𝜕𝜕𝜂𝜂
𝜕𝜕𝜉𝜉0
= 𝜕𝜕ℎ𝜉𝜉
𝜕𝜕𝜉𝜉
�𝜉𝜉(𝑡𝑡)� ∙ Φstm(𝑡𝑡, 𝑡𝑡0) (99) 
 Φ̇stm(𝑡𝑡, 𝑡𝑡0) = 𝜕𝜕𝑓𝑓𝜉𝜉𝜕𝜕𝜉𝜉 (𝜉𝜉(𝑡𝑡), 𝑡𝑡) ∙ Φstm(𝑡𝑡, 𝑡𝑡0),    Φstm(𝑡𝑡0, 𝑡𝑡0) = 𝐼𝐼 (100) 
Using this approximation, the gramian can be rewritten in terms of the observation 
Jacobian and the state transition matrix given in Equation 99 (see Equation 101) [48]. Performing 
this integral along with the integrating the ODE in Equation 100, the prediction error ODE for the 
filter, and the ODE for the state dynamics, will give an approximate gramian matrix from which 
the aforementioned measures can be calculated. 
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 𝑊𝑊𝐶𝐶�𝜉𝜉0, 𝑡𝑡0, 𝑡𝑡𝑓𝑓� = � Φstm𝑇𝑇 (𝜏𝜏, 𝑡𝑡0) 𝜕𝜕ℎ𝜉𝜉𝜕𝜕𝜉𝜉 𝑇𝑇 �𝜉𝜉(𝜏𝜏)� 𝜕𝜕ℎ𝜉𝜉𝜕𝜕𝜉𝜉 �𝜉𝜉(𝜏𝜏)�Φstm(𝜏𝜏, 𝑡𝑡0)𝑑𝑑𝜏𝜏𝑡𝑡𝑓𝑓𝑡𝑡0  (101) 
 
2.3.6 Parameter Estimation Method 
Nonlinear filters such as the EKF and the UKF can be used to give parameter estimates in 
addition to state estimates. This dual estimation problem is composed of using an extended state, 
the concatenation of the state and the set of unknown parameters, in the nonlinear filter [51]. Again, 
as discussed in the previous section, the system must be observable for this method to be 
applicable.  
In the case that one is interested in both estimating the system’s state and meeting some control 
objective, the control design should be based on the state estimates. Therefore this method relies 
on the certainty equivalence principle (CEP). The CEP is the act of using plant model parameter 
estimates as if they were the true values in order to inform the control. In an adaptive control 
context, this method is considered to be indirect adaptive control since the control design and the 
estimation occurs in two stages [52]. For instance, if trajectory tracking is the control objective, 
then using any of the methods in Section 2.2, which rely on unknown parameters (𝜇𝜇, 𝛾𝛾1, 𝛾𝛾2, etc…), 
takes care of the control determination. Then the estimation occurs separately via one of the 
nonlinear filters. This indirect parameter estimation and adaptive control method is discussed in 
[24] and illustrated below in Figure 10 for some reference input (reference trajectory) 𝑟𝑟 and 
parameter estimates 𝜃𝜃�.  
 
Figure 10. Indirect Adaptive Control Scheme [24]. 
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3. METHODOLOGY 
3.1 Existing Algorithm 
Since this work is a continuation of what is developed in [23], it is important to summarize 
the methods used and highlight the assumptions that have been relaxed since. The core algorithm 
is the same: joint state and parameter estimation using a Kalman filter while using the estimates 
for a feedback controller. However with an improved model if the asteroid dynamics (see Section 
2.1.1), a different control objective (see Section 2.2.1), and an observable set of parameters, many 
improvements to the method have been made. 
 
3.1.1 Original Splitting Parameter Set 
The original set of constant parameters that characterized the splitting asteroid system was 
introduced in [23]. These parameters consisted of the asteroid mass ratio 𝜇𝜇, the initial asteroid 
angular velocity Ω0, the initial asteroid separation distance 𝑑𝑑0, and the normalized sum of the 
asteroids’ center of mass moment of inertia 𝐼𝐼𝑛𝑛. 𝛾𝛾1 and 𝛾𝛾2 are not included since the asteroid rotation 
plane was assumed to be aligned with the orbit plane of the spacecraft (i.e. 𝛾𝛾1 ≡ 0, 𝛾𝛾2 ≡ 0). The 
state used for dual estimation in [23] is given in Equation 102 below: 
 𝑋𝑋 ≔ �𝑥𝑥,𝑦𝑦, 𝑧𝑧,𝑑𝑑, ?̇?𝑥, ?̇?𝑦, ?̇?𝑧, ?̇?𝑑,𝜃𝜃, 𝜇𝜇,Ω0,𝑑𝑑0, 𝐼𝐼𝑛𝑛�𝑇𝑇 (102) 
While the dynamics components of the state appeared to converge to their true values, the 
convergence of the unknown parameters was inconclusive for a few reasons. First, it was unclear 
whether the parameters would converge in the limited time frame considered in the simulations in 
[23]. Only the case of the asteroids escaping from one another was considered in the original work, 
meaning that both asteroid primaries would reach and pass the path of the spacecraft in a relatively 
short timeframe (a few hours). The second reason is that the set of parameters is not observable 
using the observation mapping (see next sections). 
Figure 11 (Figure 29 in  [23]) shows the parameter estimation using the original algorithm 
for 𝜇𝜇. While the estimate is closer to the true value towards the end of the simulation, it’s unclear 
whether the estimate will continue to approach the true value. This is true for all of the parameter 
estimates (see Figures 29 – 32 in [23]). 
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Figure 11. Parameter estimation for 𝜇𝜇.Taken from Figure 29 in [23]. Simulated time is ~4.5 hours. 
 
3.1.2 Original Observation Mapping 
The existing algorithm uses an EKF to convert noisy observations from the spacecraft to 
state and parameter estimates (see Section 2.3.6) used to compute the control input [23]. The 
observation vector can be constructed using the position vector from each primary to the spacecraft 
(𝑑𝑑1 and 𝑑𝑑2) and the velocity vector of each as well (𝑑𝑑1̇ and 𝑑𝑑2̇). See a schematic of how the 
observation is taken in Figure 12 below.  
 
Figure 12. Relative position vectors 𝑑𝑑1 and 𝑑𝑑2 from each asteroid lobe to the spacecraft used for observation mapping in the 
Kalman filter. 
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The inertially fixed frame is assumed to share its Z-axis and its origin with the asteroid 
rotation frame such that a rotation through the angle 𝜃𝜃 transforms positions and velocities from 
one frame to the other. If the rotating frame is labeled as frame 3 and the inertial frame is frame 0. 
The measurement components, initially derived in the rotating frame of the asteroids for simplicity, 
is given below in Equations 103 and 104. Measurements used in the observation vector are taken 
in the inertial frame, so a transformation is required given the simple equations for the relative 
position and velocity of the spacecraft. Applying the simple transformation given in Section 2.1.4 
with 𝛾𝛾1 ≡ 0 and 𝛾𝛾2 ≡ 0 gives the original observation mapping in Equation 105 [23]. 
 𝑑𝑑1
(3) = �𝑥𝑥(3) + 𝜇𝜇𝑑𝑑𝑦𝑦(3)
𝑧𝑧(3) � ,     𝑑𝑑2(3) = �
𝑥𝑥(3) − (1 − 𝜇𝜇)𝑑𝑑
𝑦𝑦(3)
𝑧𝑧(3) � (103) 
 ?̇?𝑑1
(3) = �?̇?𝑥(3) + 𝜇𝜇?̇?𝑑?̇?𝑦(3)
?̇?𝑧(3) � ,     ?̇?𝑑2(3) = �
?̇?𝑥(3) − (1 − 𝜇𝜇)?̇?𝑑
?̇?𝑦(3)
?̇?𝑧(3) � (104) 
 ℎ =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑐𝑐𝜃𝜃�𝑥𝑥
(3) + 𝜇𝜇𝑑𝑑� − 𝑠𝑠𝜃𝜃𝑦𝑦(3)
𝑠𝑠𝜃𝜃�𝑥𝑥(3) + 𝜇𝜇𝑑𝑑� + 𝑐𝑐𝜃𝜃𝑦𝑦(3)
𝑧𝑧(3)
−Ω�𝑠𝑠𝜃𝜃�𝑥𝑥(3) + 𝜇𝜇𝑑𝑑� + 𝑐𝑐𝜃𝜃𝑦𝑦(3)� + 𝑐𝑐𝜃𝜃�?̇?𝑥(3) + 𝜇𝜇?̇?𝑑� − 𝑠𝑠𝜃𝜃?̇?𝑦(3)
Ω�𝑐𝑐𝜃𝜃�𝑥𝑥(3) + 𝜇𝜇𝑑𝑑� − 𝑠𝑠𝜃𝜃𝑦𝑦(3)� + 𝑠𝑠𝜃𝜃�?̇?𝑥(3) + 𝜇𝜇?̇?𝑑� + 𝑐𝑐𝜃𝜃?̇?𝑦(3)
?̇?𝑧(3)
𝑐𝑐𝜃𝜃�𝑥𝑥(3) − (1 − 𝜇𝜇)𝑑𝑑� − 𝑠𝑠𝜃𝜃𝑦𝑦(3)
𝑠𝑠𝜃𝜃�𝑥𝑥(3) − (1 − 𝜇𝜇)𝑑𝑑� + 𝑐𝑐𝜃𝜃𝑦𝑦(3)
𝑧𝑧(3)
−Ω�𝑠𝑠𝜃𝜃�𝑥𝑥(3) − (1 − 𝜇𝜇)𝑑𝑑� + 𝑐𝑐𝜃𝜃𝑦𝑦(3)� + 𝑐𝑐𝜃𝜃�?̇?𝑥(3) − (1 − 𝜇𝜇)?̇?𝑑� − 𝑠𝑠𝜃𝜃?̇?𝑦(3)
Ω�𝑐𝑐𝜃𝜃�𝑥𝑥(3) − (1 − 𝜇𝜇)𝑑𝑑� − 𝑠𝑠𝜃𝜃𝑦𝑦(3)� + 𝑠𝑠𝜃𝜃�?̇?𝑥(3) − (1 − 𝜇𝜇)?̇?𝑑� + 𝑐𝑐𝜃𝜃?̇?𝑦(3)
?̇?𝑧(3) ⎦⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 (105) 
 
3.1.3 Nonlinear Observability 
To reiterate, the dual parameter estimation method in Section 2.3.6 works only if the system is 
observable. This means that for the dynamics in Equations 35 – 38 with 𝛾𝛾1 ≡ 0 and 𝛾𝛾2 ≡ 0, the 
state in Equation 102, and the observation mapping in Equation 105, the system must be 
observable. To verify this requirement, Bouvier used a local asymptotic observer and checked the 
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rank of the matrix in Equation 92 each time a new measurement was taken (after the first 13 time 
steps). For the simulations conducted, this gave a rank of 13 at each subsequent step, which is full-
rank for the state used. However, it’s likely that the noise of the system interfered with the rank 
condition since the system is considered to not be observable. 
The Lie derivate method for observability of nonlinear systems was used to verify the 
observability of the original system (see Section 2.3.5). The rank given for the Jacobian matrix 
comprised of consecutive Lie derivatives is 13 (not full-rank), calculated using MATLAB’s 
symbolic toolbox and Mathematica. While the Lie derivative method provides only a sufficient 
condition for observability, this gave an indication that the system may not be observable. In fact, 
it is impossible to independently estimate Ω0 and 𝑑𝑑0 since they always appear in the EOMs and 
the observation mapping coupled. Namely, they appear only when Ω or Ω̇ appear in the EOMs (see 
Equation 3). Therefore, since both Ω0 and 𝑑𝑑0 are components of the state used for estimation and 
they cannot be observed independently, the original system is not observable. This lends to the 
poor parameter convergence seen in [23]. 
 
3.1.4 Path-Following Controller 
In the previous work, the thrust input was implemented using a rolling horizon method. In 
this method, there are four different time scales of interest: the Scheduling Horizon (SH), the 
Prediction Horizon (PH), the Control Horizon (CH), and finally the time step (𝛿𝛿𝑡𝑡) which is 
representative of the frequency of measurements used to update the Kalman filter. Figure 13 shows 
these different time scales below: 
 
Figure 13. Time scales used in path-following controller. Figure taken from [23]. 
The SH represents the duration of the mission. The input is calculated by minimizing the 
integral error in the estimated position of the spacecraft with respect to the estimated reference 
path over the PH. Each PH is split into N CHs, each with a unique input. Namely, in the previous 
implementation, the input was taken to be constant over this horizon for the purposed of estimating 
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the effect of the input over a longer time scale. In reality, a new control input is selected at every 
time step 𝛿𝛿𝑡𝑡 [23]. Using 𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 and 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠 as the minimum and maximum available control inputs, 
the program for the control input over one time step starting at time 𝑡𝑡0 (𝑡𝑡 ∈ [𝑡𝑡0, 𝑡𝑡0 + 𝛿𝛿𝑡𝑡]) is the 
following: 
 
𝑢𝑢(𝑡𝑡) = argmin ��� � �𝑋𝑋1�𝑡𝑡,𝑢𝑢(𝑘𝑘)�𝑋𝑋2�𝑡𝑡,𝑢𝑢(𝑘𝑘)�
𝑋𝑋3�𝑡𝑡,𝑢𝑢(𝑘𝑘)�� − �
𝑥𝑥𝑟𝑟𝑒𝑒𝑓𝑓(𝑡𝑡)
𝑦𝑦𝑟𝑟𝑒𝑒𝑓𝑓(𝑡𝑡)
𝑧𝑧𝑟𝑟𝑒𝑒𝑓𝑓(𝑡𝑡)� �𝑡𝑡0+𝑘𝑘𝑇𝑇𝑡𝑡0+(𝑘𝑘−1)𝑇𝑇 𝑑𝑑𝑡𝑡
𝑁𝑁
𝑘𝑘=1
�  𝑠𝑠. 𝑡𝑡.
𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 ≤ 𝑢𝑢
(1) ≤ 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠
𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 ≤ 𝑢𝑢
(2) ≤ 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠
⋮
𝑢𝑢𝑖𝑖𝑛𝑛𝑓𝑓 ≤ 𝑢𝑢
(𝑁𝑁) ≤ 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠
 (106) 
 Since the input is constant over each time step, the input signal is discontinuous. Each time 
that a new input is calculated, the signal jumps to the optimal value determined for the next CH. 
Since each time step has a duration 𝛿𝛿𝑡𝑡, the input signal is discontinuous and not differentiable with 
period 𝛿𝛿𝑡𝑡. The derivative if the input with respect to time is zero everywhere except for the 
discontinuity, where the derivative is an impulse function. An example input signal for two CHs 
is shown in Figure 14.  
 
Figure 14. Discontinuous path-following control input based on rolling horizon optimal control. 
 While this control method works fairly well for both estimating the trajectory components 
of the state ([𝑥𝑥,𝑦𝑦, 𝑧𝑧, ?̇?𝑥, ?̇?𝑦, ?̇?𝑧]𝑇𝑇) and for following an elliptic path, it is difficult to accurately capture 
the dependence of the full state used for state and parameter estimation in the control directly. This 
is important since the EKF requires the Jacobian of the closed-loop dynamics for the prediction 
step (see Section 2.3.2). It is not clear how the controller depends on either the state or the unknown 
splitting parameters. 
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3.2 Updated Algorithm 
In light of the discussion in Section 3.1, a new parameter set is identified and proven to be 
observable. Assumptions made in the original work are relaxed and the method is made more 
general. A stronger control objective, trajectory tracking, is considered and implemented. New 
covariance values were chosen for the estimation process.  
 
3.2.1 Updated Splitting Parameter Set 
The more general case where the asteroid rotation plane and the spacecraft’s orbit plane 
are misaligned via two angles 𝛾𝛾1 and 𝛾𝛾2. Now that the inertial frame is separated by three degrees 
of freedom (𝛾𝛾1, 𝛾𝛾2, 𝜃𝜃) from the rotating frame of the asteroids, the additional two Euler angles 
cannot be taken as known quantities. What this means physically is that the rotation plane of the 
asteroids is not known by the spacecraft and 𝛾𝛾1 and 𝛾𝛾2 must be estimated along with the other 
unknown quantities in the state. As discussed before, for the sake of observability, 𝑑𝑑0 and Ω0 in 
the state given in [23] must be replaced with a single term which replaces both of these in the 
EOMs and the observation mapping. The obvious candidate is the initial angular momentum 
divided by the total mass 𝐿𝐿𝑛𝑛0 (see Equation 113 for the relationship between Ω0, 𝑑𝑑0, and 𝐿𝐿𝑛𝑛0). The 
updated appended 14-component state vector is given below in Equation 107. 
 𝑋𝑋 ≔ �𝑥𝑥,𝑦𝑦, 𝑧𝑧,𝑑𝑑, ?̇?𝑥, ?̇?𝑦, ?̇?𝑧, ?̇?𝑑, 𝜃𝜃, 𝜇𝜇, 𝐿𝐿𝑛𝑛0, 𝐼𝐼𝑛𝑛, 𝛾𝛾1, 𝛾𝛾2�𝑇𝑇 (107) 
 
3.2.2 Updated Observation Mapping 
Again, the observation vector used for the Kalman Filter is the estimated position and 
velocity of the spacecraft with respect to each asteroid primary (a total of 12 components). Any 
observation made by the spacecraft sensors will be taken in the inertial frame of reference for the 
spacecraft. The inertial frame is built by using the relatively fixed position of stars and of other 
‘fixed’ points of reference. This means that in order to build the observation vector for the Kalman 
Filter, the measurements must be transformed from the inertial frame to the rotating frame. Earlier 
work set the asteroid rotation frame to be aligned with the inertial frame through the angle of 
rotation 𝜃𝜃 only [23]. Section 2.1.4 introduces two additional Euler angles, 𝛾𝛾1 and 𝛾𝛾2, through which 
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a more general description of the asteroid’s rotation is obtained. In other words, the plane of 
rotation of the asteroids is not necessarily the same as the 𝑋𝑋𝑌𝑌 plane of the inertial frame. 
Since the observation of interest is in the inertial coordinates, a transformation is required. 
For the position vector and velocity vectors, using Equations 46 and 47 derived in Section 2.1.4, 
the transformation for each vector is the following: 
 𝑑𝑑1
(0) = 𝑅𝑅30 ∙ 𝑑𝑑1(3),     𝑑𝑑2(0) = 𝑅𝑅30 ∙ 𝑑𝑑2(3) (108) 
 ?̇?𝑑1
(0) = 𝑅𝑅30 ∙ ?̇?𝑑1(3) + 𝜔𝜔� ∙ 𝑅𝑅30 ∙ 𝑑𝑑1(3),     ?̇?𝑑2(0) = 𝑅𝑅30 ∙ ?̇?𝑑2(3) + 𝜔𝜔� ∙ 𝑅𝑅30 ∙ 𝑑𝑑2(3) (109) 
The observation vector (ℎ) is then the concatenation of 𝑑𝑑1(0), ?̇?𝑑1(0), 𝑑𝑑2(0), and ?̇?𝑑2(0), 
respectively. For the sake of clarity, this vector is not given explicitly, but is given here in terms 
of coordinates expressed in frame 3 for completeness: 
 ℎ =
⎣
⎢
⎢
⎢
⎢
⎡ 𝑅𝑅3
0 ∙ 𝑑𝑑1
(3)
𝑅𝑅3
0 ∙ ?̇?𝑑1
(3) + 𝜔𝜔� ∙ 𝑅𝑅30 ∙ 𝑑𝑑1(3)
−−−−−−−−−−−
𝑅𝑅3
0 ∙ 𝑑𝑑2
(3)
𝑅𝑅3
0 ∙ ?̇?𝑑2
(3) + 𝜔𝜔� ∙ 𝑅𝑅30 ∙ 𝑑𝑑2(3) ⎦⎥⎥
⎥
⎥
⎤
 (110) 
 If the state trajectory components [𝑥𝑥, 𝑦𝑦, 𝑧𝑧, ?̇?𝑥, ?̇?𝑦, ?̇?𝑧] are taken to be in inertial frame (frame 
0), the trajectory components must be transformed accordingly and substituted into the observation 
vector given in the rotating coordinates in Equation 110. The required transformations are given 
in Equations 111 and 112. 
 �
𝑥𝑥(3)
𝑦𝑦(3)
𝑧𝑧(3)� = (𝑅𝑅30)𝑇𝑇 �𝑥𝑥
(0)
𝑦𝑦(0)
𝑧𝑧(0)� (111) 
 �
?̇?𝑥(3)
?̇?𝑦(3)
?̇?𝑧(3)� = (𝑅𝑅30)𝑇𝑇 �?̇?𝑥
(0)
?̇?𝑦(0)
?̇?𝑧(0)� − (𝑅𝑅30)𝑇𝑇 𝜔𝜔�  �𝑥𝑥
(0)
𝑦𝑦(0)
𝑧𝑧(0)� (112) 
Since the estimated state is given in terms of the initial angular momentum 𝐿𝐿𝑛𝑛0 and not Ω, 
one final substitution is required to have the observation vector in terms of variables of estimated 
state and the new Euler angles and angular rates. This comes from the conservation of angular 
momentum of the two body problem discussed earlier: 
 Ω = Ω0 ∙ 𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑02𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2 = 𝐿𝐿𝑛𝑛0𝐼𝐼𝑛𝑛 + 𝜇𝜇(1 − 𝜇𝜇)𝑑𝑑2 (113) 
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In addition to the observation vector, the EKF algorithm also requires the Jacobian of the 
observation vector with respect to the state, 𝐻𝐻 [35]. The estimated state 𝑋𝑋 now has 2 components 
(𝛾𝛾1 and 𝛾𝛾2) in addition to the components in the estimated state used originally in [23]. The 
Jacobian 𝐻𝐻 is calculated using Equation 114. 
 𝐻𝐻 ≔
𝜕𝜕ℎ
𝜕𝜕𝑋𝑋
 (114) 
 
3.2.3 Nonlinear Observability and Controllability 
Observability of the system given the updated observation mapping in Equation 110, the 
EOMs in Equations 35 – 38, and the updated state vector in Equation 107 is checked using the Lie 
derivatives method (see Section 2.3.5). Since the system is complex and there are many 
components in the state and observation mapping, determining the full matrix of Lie derivatives 
becomes extremely computationally intensive using symbolic math software. For this system, only 
two Lie derivatives are required to prove observability since the observation mapping has 12 
components and the state has 14 components. Using the sufficient condition in Equation 115 with 
𝑘𝑘 = 2, the Jacobian of the first two Lie derivatives has rank 14 and therefore the uncontrolled 
system is observable. The controlled system is then observable also since each input (assuming 
LQR) does not affect the linear independence of the first 14 rows of the matrix 𝜕𝜕𝑋𝑋Φ (see Equation 
97). This is verified in the results. 
By the CEP, the parameter estimates are used as true values for the control. For a given 
time, the dynamic components over which the spacecraft has no control are presumably known. 
Using the Lie bracket method (see Section 2.2.2) for a given time, the state-dependent 
controllability matrix has full rank (rank 6). Therefore the condition for controllability in Equation 
61 are satisfied and the system is controllable. Both the controllability rank condition and the 
observability rank condition were checked using analytic rank checks on matrices in both 
Mathematic and MATLAB’s syms toolbox. 
  
3.2.4 Trajectory Tracking Controller 
A stronger controller objective is considered over the path-following objective in [23]. 
Trajectory tracking is essentially path-following, but with timing. Path-following allows the 
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spacecraft to have any velocity, as long as the position error from the path is minimized. Trajectory 
tracking matches both position and velocity of a desired signal. The indirect adaptive control 
technique is general, so that any given trajectory (position and velocity pair as a function of time) 
can be followed using this method. To lower the propellant required however, Keplerian 
trajectories are used as the reference input for this work (see Section 2.1.2). These trajectories are 
based on the natural dynamics of the two-body problem in the limit that the satellite has negligible 
mass compared to the asteroid. Since the two asteroids in the system are originally in close 
proximity to one another, using a Keplerian trajectory requires only station keeping due to the 
three-body effects.  
To match the spacecraft’s trajectory to the Keplerian trajectory, an error state is established 
as in Equation 56 and 57 in Section 2.2.1. Then, an LQR controller (see Section 2.2.3) with control 
saturation (see Section 2.2.4) is implemented to stabilize the error state. This controller depends 
on the splitting parameters of the system, for which the true values are unknown. Using the CEP, 
the parameter estimated from the Kalman filter are used as the true values for the purpose of 
determining the appropriate control. 
 
3.3 Computational Methods 
Several computational methods for performing matric operations, approximating ODE 
integration, and finding roots, both symbolically and numerically were used to aid with this work 
and provide results for simulations. Key toolboxes and functions that were used are included in 
this section for completeness. 
 
3.3.1 Symbolic Toolboxes 
Symbolic math software was used for intensive and/or complex calculations and for 
determining analytic matrix rank conditions. The MATLAB syms toolbox was used to compute 
the Jacobians (𝐹𝐹 and 𝐻𝐻) required for the EKF and the Jacobian 𝐴𝐴𝑒𝑒 required for the nonlinear LQR 
controller. MATLAB syms was used also for computing Lie derivatives for the observability 
check. The observability matrix as a function of the state was constructed, and the Jacobian of this 
matrix was determined. The analytic rank of this state-dependent matrix was computed and 
determined to be full for the updated observation mapping, EOMs, and the updated state vector. 
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Wolfram Mathematica was also used to verify this observability matrix rank condition. Finally, 
Mathematica provided the analytic solution for the roots of the quartic polynomial discussed in 
Section 2.1.1 in plaintext.  
 
3.3.2 Numerical Integration and Methods 
Several functions built-in MATLAB function were used for numerical integration, matrix 
operations, and root-finding problems. For all simulations, the built-in function ode45() was used 
to integrate the state and prediction error matrix for the prediction step. This function uses a Runge-
Kutta (4,5) numerical integration scheme with an adaptive time step [53].  
 A few root solving functions, native to MATLAB, are used in generating the reference 
trajectory and determining the control. To solve Kepler’s Equation implicitly at every time step 
that the integrator requires control, the built-in function fzero() was used. The algorithm for fzero 
uses a combination of bisection, secant, and inverse quadratic interpolation methods [54]. The 
function lqr() is used to first solve the ARE, then give the optimal feedback control gain for the 
LQR controller (see Section 2.2.3) [55]. 
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4. RESULTS 
4.1 No-Control Case 
The case of no control is considered when propagating the state in the 3-body problem. 
Figure 15 depicts a scenario where no control is applied, the asteroid Castalia splits in a plane not 
parallel to the spacecraft’s desired trajectory plane, and the state is propagated for one day. Clearly, 
the spacecraft rapidly deviates from the ~9 km semi-major axis Keplerian reference trajectory, 
even with the proper initial conditions for the reference orbit. 
 
Figure 15. 1-day trajectory of spacecraft with no control. Open circle indicates the initial state. 
 
4.2 2-Body and Ideal 3-Body Controller Comparison 
Consider the case of an LQR controller based on the dynamics of the 2-body problem, 
instead of the controller derived previously which is based on the 3-body dynamics. For clarity, 
superscripts indicating the frame of reference of the coordinates are dropped in the equations 
below. All coordinates are taken to be in the inertial frame (frame 0). The vector fields describing 
the two body dynamics are given explicitly below in Equation 116.  
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 𝑓𝑓2𝑏𝑏 =
⎣
⎢
⎢
⎢
⎢
⎢
⎡
?̇?𝑥
?̇?𝑦
?̇?𝑧
−𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑥𝑥(𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2)−3/2
−𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑦𝑦(𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2)−3/2
−𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑧𝑧(𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2)−3/2⎦⎥⎥
⎥
⎥
⎥
⎤ ,    𝑔𝑔2𝑏𝑏 = 1𝑚𝑚𝑠𝑠𝑠𝑠
⎣
⎢
⎢
⎢
⎢
⎡
000100
000010
000001⎦⎥⎥
⎥
⎥
⎤
 (116) 
The controllable state of the two body problem (𝑠𝑠2𝑏𝑏) is the same as the controllable state used 
in the LQR controller, 𝑠𝑠 (see Equation 53). However, the flow of the system does not depend on 
the splitting parameters. The state is reproduced below in Equation 117 and the dynamics of the 
two body problem, in state-space form, are given in Equation 118. 
 𝑠𝑠2𝑏𝑏 = �𝑥𝑥(0),𝑦𝑦(0), 𝑧𝑧(0), ?̇?𝑥(0), ?̇?𝑦(0), ?̇?𝑧(0)�𝑇𝑇 (117) 
 ?̇?𝑠2𝑏𝑏 = 𝑓𝑓2𝑏𝑏(𝑠𝑠2𝑏𝑏) + 𝑔𝑔2𝑏𝑏𝑢𝑢 (118) 
A nonlinear LQR controller based on the two body problem is constructed following the 
procedure for changing coordinates into an error system and determining the LQR control for the 
error-state system given in Section 2.2.3.  This controller will give an indication of the benefit of 
knowing the parameter estimates for the purpose of controlling the spacecraft. In the ideal case, 
the asteroid splitting parameters are taken to be known for the three-body controller. Also, for the 
ideal case, state is known (not estimated) and there is no process noise. For comparison, the same 
LQR parameters will be used in both the two-body and three-body controllers.  
Given full knowledge of the splitting parameters, for the case study considered, the 3-body 
controller always outperforms the 2-body controller when simulating the asteroid system splitting. 
The performance metrics are the LQR cost 𝐽𝐽 (see Equation 63) and the total impulse 𝐽𝐽𝑠𝑠, which can 
be calculated using the following equation: 
 𝐽𝐽𝑠𝑠 = � �𝑢𝑢𝑇𝑇(𝜏𝜏)𝑢𝑢(𝜏𝜏)𝑑𝑑𝜏𝜏𝑡𝑡𝑓𝑓
𝑡𝑡0
  (119) 
 The performance increase depends on the conditions of the splitting asteroid and its mass 
properties. Simulations indicate that the performance relies heavily on the angles 𝛾𝛾1 and 𝛾𝛾2 and 
also on the density of the asteroid. For the asteroid Castalia, in varying only these angles, one can 
see an increase in LQR cost performance of about 10% (see Figure 16). The minimum on this 
figure is near-zero, however positive. For all simulations run, there was never a case where the 
two-body LQR controller performed better in either LQR cost or fuel cost than the three-body 
controller. 
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Figure 16. LQR cost savings (%) as a function of splitting angles 𝛾𝛾1 and 𝛾𝛾2 using the ideal 3-body controller. Parameters used 
for simulations were based on the asteroid Castalia, simulation 3 (see next section). 
 
4.3 2-Body and Adaptive 3-Body Controller Comparison 
Realistically, the spacecraft has no prior knowledge of the asteroid split parameters. These 
must be estimated online using the Kalman filter. Since there will be some error in the estimation, 
especially at the beginning of the simulation, the 3-body controller using these estimates will not 
perform as well as the 3-body controller with perfect knowledge of the parameters. Three cases 
are presented in this section. The cases represent scenarios of a spacecraft orbiting an asteroid, 
each with different mass properties. The three asteroids considered are the contact binaries 
Castalia, Kleopatra, and Ultima-Thule. Simulations are conducted to gauge the performance of the 
adaptive controller technique applied to this problem. Since, the parameter estimates 
asymptotically converge to their true values (see Section 4.4), the performance benefit for the 
adaptive 3-body controller will be the same as the ideal case in the previous section. Therefore, it 
is important to determine whether or not the adaptive controller is beneficial in the transient regime 
(i.e. before the parameters converge to their true values). Each simulation in this section is taken 
to be in the transient portion of the estimation process. 
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The parameters used to model each asteroid are given in Table 1. 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 is the mass of the 
asteroid (both lobes), 𝑑𝑑0 is the initial separation distance between the two lobes of the contact 
binary, 𝜇𝜇 is the mass ratio between the two lobes of the asteroid, and 𝐼𝐼𝑛𝑛 is the sum of the moment 
of inertia of each asteroid lobe about its center of mass divided by the total mass. The moment of 
inertia of a sphere was used for each lobe, however moments for more representative shapes for 
the asteroids could be used instead. 
Table 1. Asteroid parameter true values used for simulations 
Asteroid 𝒎𝒎𝒕𝒕𝒕𝒕𝒕𝒕 𝒅𝒅𝟎𝟎 𝝁𝝁 𝑰𝑰𝒏𝒏 
Castalia 1.4192e12 kg 0.860 km 0.3967 0.0765 km2 
Ultima-Thule  See Table 9 16.9 km 0.4046 30.703 km2 
Kleopatra 4.6369e18 kg 179 km 0.4845 941.60 km2 
 
 An initial error is added to the transient simulation to show that the controller can regulate 
the system to zero error in the presence of uncertain parameters and an estimated dynamic state. 
The error chosen for each asteroid was determined according to the order of the reference 
trajectory’s position and velocity over time. These initial conditions on the error state are given in 
Table 2 below. 
Table 2. Initial error used for simulations 
Asteroid 𝒆𝒆𝒑𝒑𝒕𝒕𝒑𝒑 𝒆𝒆𝒗𝒗𝒆𝒆𝒗𝒗 
Castalia 1 km 1e-4 kms−1 
Ultima-Thule 10 km 1e-3 kms−1 
Kleopatra 100 km 1e-2 kms−1 
 
 Table 3 gives the Keplerian reference trajectory parameters used for each simulation. The 
elliptic trajectories are specified by their semi-major axis 𝑎𝑎, their eccentricity 𝑒𝑒, and the magnitude 
of their initial position in orbit 𝑟𝑟0. The magnitude of the initial velocity 𝑣𝑣0 is also given in the table 
for reference. In all cases the elliptic reference trajectory is taken to be in the XY plane of the 
inertial frame (frame 0). Notice that 𝑟𝑟0 and 𝑣𝑣0 put the starting position of each elliptic orbit at 
periapsis. 
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Table 3. Reference trajectory conditions used for simulations 
Asteroid 𝒂𝒂 𝒆𝒆 𝒓𝒓𝟎𝟎 𝒗𝒗𝟎𝟎 
Castalia 8.6 km 0.5 (1 − 𝑒𝑒)𝑎𝑎 
�
(1 + 𝑒𝑒)𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡(1 − 𝑒𝑒)𝑎𝑎  
Ultima-Thule 168.65 km 0.1 (1 − 𝑒𝑒)𝑎𝑎 
�
(1 + 𝑒𝑒)𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡(1 − 𝑒𝑒)𝑎𝑎  
Kleopatra 1790 km 0.25 (1 − 𝑒𝑒)𝑎𝑎 
�
(1 + 𝑒𝑒)𝐺𝐺𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡(1 − 𝑒𝑒)𝑎𝑎  
 
 Tunable parameters in the LQR controller include the matrices 𝑄𝑄, 𝑅𝑅, 𝐹𝐹, and 𝑁𝑁. 𝐹𝐹 and 𝑁𝑁 
were taken to be 0 in all simulations, meaning that there was no final state cost and no state-control 
coupling in the cost function (see Equation 63). 𝑄𝑄 and 𝑅𝑅 were chosen to reflect the relative order 
of the position and velocity and to keep the control within reasonable limits. 𝜏𝜏 ≔ 𝑡𝑡𝑓𝑓 − 𝑡𝑡0 is defined 
as the CH used for solving the DRE (see Equations 63 and 64). In the case that 𝜏𝜏 = ∞, the ARE is 
solved to save on computation time for MC simulations. 
Table 4. LQR controller parameters used for simulations 
Asteroid 𝑸𝑸 𝑹𝑹 𝑭𝑭 𝑵𝑵 𝝉𝝉 
Castalia � 𝐼𝐼3×3 03×303×3 1𝑒𝑒4 ∙ 𝐼𝐼3×3� 750 ∙ 𝐼𝐼3×3 06×6 06×3 ∞ 
Ultima-Thule � 𝐼𝐼3×3 03×303×3 1𝑒𝑒4 ∙ 𝐼𝐼3×3� 750 ∙ 𝐼𝐼3×3 06×6 06×3 ∞ 
Kleopatra � 𝐼𝐼3×3 03×303×3 1𝑒𝑒4 ∙ 𝐼𝐼3×3� 1𝑒𝑒4 ∙ 𝐼𝐼3×3 06×6 06×3 ∞ 
 
 The Kalman filter covariance values were tuned for each different asteroid. As mentioned 
before in Section 2.3.4, the stability of the filter relies on properly sized covariance values for the 
measurement and process noise. Stable values for each asteroid were discovered using a trial-and-
error process. First, the splitting parameters were assumed to be known perfectly and appropriate 
covariance values for the position, velocity, separation distance, separation velocity, and the angle 
of the asteroid’s rotation were selected for stability. Next, the splitting parameters were added to 
the filtering process one-by-one so that the covariance values could be properly sized and poor 
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choices for covariance values which led to filter instability could be easily identified. The process 
noise covariance values used for each asteroid can be found in Table 5, continued in Table 6. To 
construct the covariance matrix, each value is placed on the diagonal. The measurement noise 
covariance values can be found in Table 7. Note that the 𝜎𝜎𝑠𝑠𝑡𝑡𝑠𝑠2  in Table 7 is the covariance of the 
relative position measurements that make up the observation and 𝜎𝜎𝑣𝑣𝑒𝑒𝑣𝑣2  is the covariance for the 
relative velocity measurements that make up the observation. Another parameter required by the 
Kalman filter is the initial prediction error matrix 𝑃𝑃0. In all simulations, this matrix is taken to be 
the identity with the appropriate units. Finally, the measurement frequency is another parameter 
for the Kalman filter. ∆t denotes the amount of time in-between measurements made by the 
spacecraft used to update the error and state estimates. 
Table 5. Kalman filter process noise covariance values for dynamic state used for simulations 
Asteroid 𝛔𝛔𝐩𝐩𝐩𝐩𝐩𝐩𝟐𝟐  (𝐤𝐤𝐦𝐦𝟐𝟐) 𝛔𝛔𝐯𝐯𝐯𝐯𝐯𝐯𝟐𝟐  (𝐤𝐤𝐦𝐦𝟐𝟐𝐩𝐩−𝟐𝟐) 𝛔𝛔𝐝𝐝𝟐𝟐 (𝐤𝐤𝐦𝐦𝟐𝟐) 𝛔𝛔?̇?𝐝𝟐𝟐 (𝐤𝐤𝐦𝐦𝟐𝟐𝐩𝐩−𝟐𝟐) 𝛔𝛔𝛉𝛉𝟐𝟐 (𝐫𝐫𝐫𝐫𝐝𝐝𝟐𝟐) 
Castalia 1e-10 1e-20 1e-10 1e-20 1e-8 
Ultima-Thule 1e-10 1e-20 1e-10 1e-20 1e-8 
Kleopatra 1e-10 1e-20 1e-10 1e-20 1e-8 
 
Table 6. Kalman filter process noise covariance values for splitting parameters used for simulations 
Asteroid 𝛔𝛔𝛍𝛍𝟐𝟐 
 
𝛔𝛔𝐋𝐋𝐧𝐧𝟎𝟎
𝟐𝟐  (𝐤𝐤𝐦𝐦𝟒𝟒𝐩𝐩−𝟐𝟐) 𝛔𝛔𝐈𝐈𝐧𝐧𝟐𝟐  (𝐤𝐤𝐦𝐦𝟒𝟒) 𝛔𝛔𝛄𝛄𝟏𝟏𝟐𝟐  (𝐫𝐫𝐫𝐫𝐝𝐝𝟐𝟐) 𝛔𝛔𝛄𝛄𝟐𝟐𝟐𝟐  (𝐫𝐫𝐫𝐫𝐝𝐝𝟐𝟐) 
Castalia 1e-17 1e-19 1e-20 1e-20 1e-20 
Ultima-Thule 1e-17 1e-19 1e-14 1e-20 1e-20 
Kleopatra 1e-17 1e-18 1e-10 1e-20 1e-20 
 
Table 7. Kalman filter measurement noise covariance, initial prediction error, and measurement frequency used for simulations 
Asteroid 𝛔𝛔𝐩𝐩𝐩𝐩𝐩𝐩𝟐𝟐  (𝐤𝐤𝐦𝐦𝟐𝟐) 𝛔𝛔𝐯𝐯𝐯𝐯𝐯𝐯𝟐𝟐  (𝐤𝐤𝐦𝐦𝟐𝟐𝐩𝐩−𝟐𝟐) 𝐏𝐏𝟎𝟎 𝚫𝚫𝚫𝚫 (𝐩𝐩) 
Castalia 1e-2 1e-10 𝐼𝐼𝑛𝑛×𝑛𝑛 10 𝑠𝑠 
Ultima-Thule 1e-2 1e-10 𝐼𝐼𝑛𝑛×𝑛𝑛 50 𝑠𝑠 
Kleopatra 1e-2 1e-10 𝐼𝐼𝑛𝑛×𝑛𝑛 50 𝑠𝑠 
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The stochastic nature of the process noise and estimation noise used during simulation calls 
for MC simulations to gauge the performance of each controller. After 100 simulations were 
conducted for each different set of splitting parameters, the average cost savings for using the 3-
body controller over the 2-body controller was determined. Savings in both J and Ju are tabulated. 
Table 8, Table 9, and Table 10 show the percent savings for the simulated cases of Castalia, 
Ultima-Thule, and Kleopatra respectively. In each table 𝐿𝐿𝑛𝑛0 is varied to characterize the amount 
of savings for different splitting scenarios. Values for 𝐿𝐿𝑛𝑛0 are chosen such that for a fixed 𝑑𝑑0, the 
asteroid systems evolves in Regime II (see Section 2.1.1) and the maximum radius achieved by 
either lobe remains smaller than the semi-minor axis of the reference trajectory. Each simulation 
number corresponds to 100 simulations for each different set of parameters. For Ultima-Thule, 50 
simulations were conducted for each set of parameters since there are significantly more cases to 
consider. Tabulated cost savings are average values over the repeated simulations. 
Recall that 𝛾𝛾1 and 𝛾𝛾2 have a significant effect on the cost savings. All completed simulations 
for angles resulting in low performance increase (see Figure 16) still showed an increase in 
performance using the adaptive 3-body controller. For the results shown here, (𝛾𝛾1, 𝛾𝛾2) =(200°, 0°) was used since these values give a significant performance increase for the ideal case. 
The values in the tables below give the highest cost savings seen for each set of parameters. In 
general, the cost savings increase as the initial angular momentum increases. A higher initial 
angular momentum will place the asteroids closer to the reference trajectory for the spacecraft 
causing more disturbances due to 3-body effects. Higher asteroid mass also seems to lead to an 
increased performance in the controller. Specifically, the same orbit (semi-major axis and 
eccentricity) about higher-density asteroids will see a greater performance increase using the 3-
body adaptive controller. To demonstrate this and motivated by the fact that Ultima-Thule’s 
density is unknown, the density was varied along with the initial angular momentum in Table 9. 
The lower bound density of 200 kg ∙ m−3 was taken from [21]. The approximate density of ice 
was used next (1000 kg ∙ m−3), then the three bulk density estimates for different asteroid classes 
found in [56] were used.  
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Table 8. Adaptive controller performance increase for Castalia simulations 
Simulation 
No. 
�𝟏𝟏 −
𝑱𝑱𝟑𝟑
𝑱𝑱𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎  �𝟏𝟏 − 𝑱𝑱𝒖𝒖𝟑𝟑
𝑱𝑱𝒖𝒖𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎 𝑳𝑳𝒏𝒏𝟎𝟎 (𝐦𝐦𝟐𝟐𝐩𝐩−𝟏𝟏) 
1 3.42% 1.41% 99.30 
2 5.78% 3.09% 106.1 
3 10.4% 4.60% 111.1 
 
 
Table 9. Adaptive controller performance increase for Ultima-Thule simulations 
Simulation 
No. 
�𝟏𝟏 −
𝑱𝑱𝟑𝟑
𝑱𝑱𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎  �𝟏𝟏 − 𝑱𝑱𝒖𝒖𝟑𝟑
𝑱𝑱𝒖𝒖𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎 𝑳𝑳𝒏𝒏𝟎𝟎 (𝐤𝐤𝐦𝐦𝟐𝟐𝐩𝐩−𝟏𝟏) 𝝆𝝆 (𝐤𝐤𝐤𝐤 ∙ 𝐦𝐦−𝟑𝟑) 𝒎𝒎𝒕𝒕𝒕𝒕𝒕𝒕 (𝐤𝐤𝐤𝐤) 
1 0.2073 0.0400 0.0084 
200 4.7916e14 2 0.5684 0.0699 0.0090 
3 0.7586 0.2783 0.0093 
4 2.3800 0.3713 0.0189 
1000 2.3958e15 5 2.8993 0.6693 0.0201 
6 3.5447 0.8040 0.0208 
7 2.3153 0.4740 0.0222 
1380 3.3062e15 8 4.1396 0.8290 0.0237 
9 4.2681 0.9736 0.0244 
10 5.1441 0.5896 0.0311 
2710 6.4926e15 11 6.2447 1.0279 0.0332 
12 7.4140 1.2271 0.0342 
13 7.7354 0.7990 0.0435 
5320 1.2746e16 14 11.5296 1.5377 0.0465 
15 12.8890 1.8896 0.0480 
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Table 10. Adaptive controller performance increase for Kleopatra simulations 
Simulation 
No. 
�𝟏𝟏 −
𝑱𝑱𝟑𝟑
𝑱𝑱𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎  �𝟏𝟏 − 𝑱𝑱𝒖𝒖𝟑𝟑
𝑱𝑱𝒖𝒖𝟐𝟐
� ∙ 𝟏𝟏𝟎𝟎𝟎𝟎 𝑳𝑳𝒏𝒏𝟎𝟎 (𝐤𝐤𝐦𝐦𝟐𝟐𝐩𝐩−𝟏𝟏) 
1 14.7% 2.28% 2.358  
2 18.9% 3.57% 2.581 
3 20.7% 4.18% 2.693 
 
 Density and initial angular momentum have a large impact on the performance increase in 
using the adaptive 3-body controller. For the same reference trajectory about Ultima-Thule, Figure 
17 shows the percent savings for both LQR and fuel cost as a function of increasing initial angular 
momentum for the asteroids. Figure 18 shows the LQR cost savings as a function of increasing 
asteroid density for three different splitting scenarios. On the figure, proximity indicates how close 
the maximum radius of the smaller primary gets to the semi-minor axis of the reference trajectory. 
Close, medium, and far correspond to a maximum radius of 90%, 60%, and 30% of the reference 
trajectory’s semi-minor axis, respectively. As the asteroids get closer to the reference trajectory, 
increasing 3-body perturbations cause the 3-body controller to outperform the 2-body controller 
to a greater extent. 
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Figure 17. LQR and fuel cost savings as a function of initial angular momentum for the Ultima-Thule case study. 
 
Figure 18. LQR cost savings as a function of asteroid bulk density for the Ultima-Thule case study. Proximity indicates how close 
the asteroid’s orbit gets to the reference trajectory of the spacecraft. 
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4.4 Error Stabilization, Control, and Parameter Estimation 
In this section, the trajectory of the spacecraft about the three asteroids considered is plotted 
for one reference trajectory orbital period using the 3-body adaptive controller. The error 
stabilization of the estimated state and the true state are plotted as a function of time for each 
asteroid. The dynamic components 𝑑𝑑(𝑡𝑡), ?̇?𝑑(𝑡𝑡), and 𝜃𝜃(𝑡𝑡) are plotted as a function of time over one 
orbital period. Finally, the parameter estimates are plotted until convergence to the true values 
occurs. In all plots, the dotted lines represent the true value and the solid line represents the 
estimated value. Figure 19 through Figure 28 shows these results for Castalia simulation 1. Figure 
29 through Figure 38 show the results for the asteroid Kleopatra simulation 3, and Figure 39 
through Figure 48 show results for Ultima-Thule. Again, LQR weights for control use and state 
error were selected to yield a realistic level of control. For some simulations, the trajectory error 
is somewhat large (see Figure 29 and Figure 39), but the control used remains small. Ultimately, 
the weighting for the controller would be tailored to the specific mission. Given enough control, 
the trajectory error for any mission will stay within a suitable margin. 
 
Figure 19. 1-orbit trajectory for Castalia simulation 1. Open circle indicates initial position. 
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Figure 20. Position error stabilization for Castalia simulation 1 
 
Figure 21. Velocity error stabilization for Castalia simulation 1 
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Figure 22. 1-orbit separation distance and velocity for Castalia simulation 1 
 
Figure 23. 1-orbit rotation angle 𝜃𝜃(𝑡𝑡) for Castalia simulation 1 
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Figure 24. Control input components for Castalia simulation 1 
 
Figure 25. Parameter estimation for 𝜇𝜇 for Castalia simulation 1 
 
Figure 26. Parameter estimation for 𝐿𝐿𝑛𝑛0 for Castalia simulation 1 
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Figure 27. Parameter estimation for 𝐼𝐼𝑛𝑛 for Castalia simulation 1 
 
Figure 28. Parameter estimation for 𝛾𝛾1 and 𝛾𝛾2  for Castalia simulation 1 
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Figure 29. 1-orbit trajectory for Kleopatra simulation 3. Open circle indicates starting position. Darker line indicates true state. 
Lighter line indicates desired elliptic trajectory. 
 
Figure 30. Position error stabilization for Kleopatra simulation 3. 
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Figure 31. Velocity error stabilization for Kleopatra simulation 3. 
 
Figure 32. 1-orbit separation distance and velocity for Kleopatra simulation 3 
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Figure 33. 1-orbit rotation angle 𝜃𝜃(𝑡𝑡) for Kleopatra simulation 3 
 
Figure 34. Control input components for Kleopatra simulation 3 
 
Figure 35. Parameter estimation for 𝜇𝜇 for Kleopatra simulation 3 
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Figure 36. Parameter estimation for 𝐿𝐿𝑛𝑛0 for Kleopatra simulation 3 
 
Figure 37. Parameter estimation for 𝐼𝐼𝑛𝑛 for Kleopatra simulation 3 
 
Figure 38. Parameter estimation for 𝛾𝛾1 and 𝛾𝛾2  for Kleopatra simulation 3 
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Figure 39. 1-orbit trajectory for Ultima-Thule simulation 15. Open circle indicates initial position. 
 
Figure 40. Position error stabilization for Ultima-Thule simulation 15 
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Figure 41. Velocity error stabilization for Ultima-Thule simulation 15 
 
Figure 42. 1-orbit separation distance and velocity for Ultima-Thule simulation 15 
-4
-2
0
2
10 -3
-10
-5
0
5
10 -3
0 20 40 60 80 100 120
-0.02
-0.01
0
0.01
0 20 40 60 80 100 120
0
50
100
150
200
250
0 20 40 60 80 100 120
-4
-2
0
2
4
10 -3
62 
 
 
Figure 43. 1-orbit rotation angle 𝜃𝜃(𝑡𝑡) for Ultima-Thule simulation 15 
 
Figure 44. Control input components for Ultima-Thule simulation 15 
 
Figure 45. Parameter estimation for 𝜇𝜇 for Ultima-Thule simulation 15 
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Figure 46. Parameter estimation for 𝐿𝐿𝑛𝑛0 for Ultima-Thule simulation 15 
 
Figure 47. Parameter estimation for 𝐼𝐼𝑛𝑛 for Ultima-Thule simulation 15 
 
Figure 48. Parameter estimation for 𝛾𝛾1 and 𝛾𝛾2  for Ultima-Thule simulation 15 
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5. CONCLUSION 
The problem of controlling a spacecraft’s trajectory in the vicinity of a newly-formed binary 
asteroid system with unknown features was studied. The indirect adaptive control scheme 
proposed has yielded promising results; it has simultaneously estimated the unknown asteroid 
system parameters and stabilized the spacecraft’s trajectory error. The adaptive 3-body controller 
was compared to a simpler 2-body controller and proven to be beneficial even in the presence of 
noisy initial estimates. Sweeping parameters for the Ultima-Thule case study has shown that the 
performance increase of the adaptive controller over the 2-body controller are dependent strongly 
on the bulk-density of asteroids, the initial angular momentum of the asteroids, and the plane of 
rotation of the newly formed binary system. For the larger class of contact binary asteroids, this 
adaptive control method has shown a cost reduction of up to about 20% (see Section 4.3). While 
the results are promising, improvements to the algorithm in performance, robustness, and realism 
are on-going. 
 The EKF provided fairly accurate estimates of both the dynamic state and the parameter 
set in light of the relatively high level of measurement noise (see results in Section 4). An 
alternative filter for nonlinear systems is currently being considered also. Namely, the Unscented 
Kalman Filter (UKF) which is cited to give better state estimates than the EKF for many highly 
nonlinear systems [36]. Measures of observability such as the observability index proposed in [48] 
will be used to provide a comparison tool that may help to explain differences in the performance 
using each filter. For more detail on the UKF and the measures of observability, refer to Sections 
2.3.3 and 2.3.5, respectively. This additional analysis will be included in a conference publication 
that will summarize the work in this thesis and in [23], pending abstract approval [57]. 
 The controller proposed in Section 2.2.3 works well to stabilize the spacecraft, however 
efforts to implement a bounded controller are underway. While saturation provides a simple 
solution that works for the cases considered, more rigorous methods for applying bounded control 
for the LQR framework are being considered [31]. Alternative controllers based on Lyapunov 
control design are being considered in parallel. The difficulty with these controllers is finding a 
suitable control Lyapunov function (CLF) for the system. However, once a CLF is determined, 
bounded globally stabilizing feedback controllers based on Sontag’s universal formula (see [58], 
[59], and [60]) can be implemented to add robustness to large errors in the control and a more 
realistic level of control for the spacecraft.  
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This work focuses on trajectory control and parameter estimation of newly-formed binary 
systems, however the same problem formulation could be applied to existing binary asteroid 
systems with unknown or uncertain asteroid parameters. Additionally, improved models and 
observations can be added to lend more fidelity to the method and to capture more realistic 
information about the binary system. Therefore, to improve the fidelity of the model used in this 
work, a simple SRP model could be added. Improved asteroid models would also improve the 
realism of the model and the applicability of the control method. This includes the shape models, 
tidal effects, and considering the case of internal structural deformation that alters the asteroid’s 
gravity field.  
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APPENDIX A: ROOTS TO QUARTIC POLYNOMIAL 
 
𝑎𝑎0 + 𝑎𝑎2𝑑𝑑𝑒𝑒𝑒𝑒2 + 𝑎𝑎3𝑑𝑑𝑒𝑒𝑒𝑒3 + 𝑎𝑎4𝑑𝑑𝑒𝑒𝑒𝑒4 = 0 
Mathematica was used to solve for the roots 𝑑𝑑𝑒𝑒𝑒𝑒 of the above equation. The four roots are 
labeled d1, d2 , d3, and d4. The roots are given in plaintext, readable in MATLAB as a 
function of the coefficients 𝑎𝑎0, 𝑎𝑎2, 𝑎𝑎3, and 𝑎𝑎4 below:  
d1 = -1/2*sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+... 
     a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^... 
     (1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
     3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-... 
     (2*a2)/(3*a4)+a3^2/(4*a4^2))-1/2*sqrt(-(sqrt((-72*a0*a2*a4+27*a0*... 
     a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^... 
     (1/3)/(3*2^(1/3)*a4)-(2^(1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*... 
     a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*... 
     a0*a3^2+2*a2^3)^(1/3))-((4*a2*a3)/a4^2-a3^3/a4^3)/(4*sqrt((sqrt((-... 
     72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+... 
     27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^(1/3)*(12*a0*a4+a2^2))/... 
     (3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^... 
     3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-(2*a2)/(3*a4)+a3^2/(4*a4^... 
     2)))-(4*a2)/(3*a4)+a3^2/(2*a4^2))-a3/(4*a4); 
 
d2 = -1/2*sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+... 
      a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^... 
      (1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-... 
      (2*a2)/(3*a4)+a3^2/(4*a4^2))+1/2*sqrt(-(sqrt((-72*a0*a2*a4+27*a0*... 
      a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^... 
      (1/3)/(3*2^(1/3)*a4)-(2^(1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*... 
      a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*... 
      a3^2+2*a2^3)^(1/3))-((4*a2*a3)/a4^2-a3^3/a4^3)/(4*sqrt((sqrt((-72*... 
      a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*... 
      a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^(1/3)*(12*a0*a4+a2^2))/... 
      (3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^... 
      3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-(2*a2)/(3*a4)+a3^2/... 
      (4*a4^2)))-(4*a2)/(3*a4)+a3^2/(2*a4^2))-a3/(4*a4); 
 
  d3 = 1/2*sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+... 
      a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^... 
      (1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-... 
      (2*a2)/(3*a4)+a3^2/(4*a4^2))-1/2*sqrt(-(sqrt((-72*a0*a2*a4+27*a0*... 
      a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^(1/3)/(3*2^(1/3)*a4)-(2^(1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-... 
      72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+... 
      27*a0*a3^2+2*a2^3)^(1/3))+((4*a2*a3)/a4^2-a3^3/a4^3)/(4*... 
      sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^... 
      3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^(1/3)*... 
      (12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-... 
      4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-(2*a2)/... 
      (3*a4)+a3^2/(4*a4^2)))-(4*a2)/(3*a4)+a3^2/(2*a4^2))-a3/(4*a4); 
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  d4 = 1/2*sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+... 
      a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^... 
      (1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-... 
      (2*a2)/(3*a4)+a3^2/(4*a4^2))+1/2*sqrt(-(sqrt((-72*a0*a2*a4+27*a0*... 
      a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^(1/3)/(3*2^(1/3)*a4)-(2^(1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-... 
      72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*... 
      a4+27*a0*a3^2+2*a2^3)^(1/3))+((4*a2*a3)/a4^2-a3^3/a4^3)/(4*... 
      sqrt((sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^2-4*(12*a0*a4+a2^... 
      2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3)/(3*2^(1/3)*a4)+(2^... 
      (1/3)*(12*a0*a4+a2^2))/(3*a4*(sqrt((-72*a0*a2*a4+27*a0*a3^2+2*a2^... 
      3)^2-4*(12*a0*a4+a2^2)^3)-72*a0*a2*a4+27*a0*a3^2+2*a2^3)^(1/3))-... 
      (2*a2)/(3*a4)+a3^2/(4*a4^2)))-(4*a2)/(3*a4)+a3^2/(2*a4^2))-a3/(4*a4); 
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APPENDIX B: LIST OF ACRONYMS 
AAS – American Astrological Society 
AIAA – American Institute of Aeronautics and Astronautics 
SSOL – Space Systems Optimization Laboratory 
UIUC – University of Illinois at Urbana-Champaign 
ISGC – Illinois Space Grant Consortium  
ARE – Algebraic Ricatti Equation 
CAESAR – Comet Astrobiology Exploration SAmple Return 
CD-EKF – Continuous-Discrete Extended Kalman Filter 
CD-UKF – Continuous-Discrete Unscented Kalman Filter 
CEP – Certainty Equivalence Principle 
CH – Control Horizon 
CLF – Control Lyapunov Function 
DART – Double Asteroid Redirect Test 
DRE – Differential Ricatti Equation  
EKF – Extended Kalman Filter 
EOM – Equation of Motion 
JAXA – Japanese Aerospace Exploration Agency 
LQR – Linear Quadratic Regulator 
LTI – Linear Time-Invariant 
LTV – Linear Time-Varying 
MC – Monte Carlo 
NASA – National Aeronautics and Space Administration 
NEA – Near Earth Asteroid 
ODE – Ordinary Differential Equation 
OSIRIS-Rex – Origins Spectral Interpretation Resource Identification Security-Regolith Explorer 
PBH – Popov-Belevitch-Hautus 
PH – Prediction Horizon 
RTBP – Restricted Three-Body Problem 
SCP – Small Control Property 
SH – Scheduling Horizon 
SRP – Solar Radiation Pressure 
UKF – Unscented Kalman Filter 
 
