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02. THE PROMISE OF ONLINE PLATFORMS 	As	nuclear	controversies	have	largely	disappeared	from	the	front-pages	and	the	official																																									 																					15	I	will	also	in	the	empirical	chapters	attempt	to	specify	particular	media	outlets	rather	than	refer	to	the	media	in	this	way	as	a	monolithic	whole.	
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participatory	process,	in	the	UK	at	least,	has	been	dismantled,	other	avenues	of	participation	have	multiplied	on	the	internet.	In	this	section,	I	want	to	raise	the	possibility	that	new	online	platforms	may	offer	new	settings	or	avenues	for	so-called	‘lay	actors’	to	intervene	in	public	science	controversies,	first	through	the	emerging	literature	and	then	through	the	specific	example	of	the	Fukushima	disaster.		


























II. CONTROVERSY ANALYSIS AND MEDIA: 
















Mapping Controversies 	Latour	and	other	advocates	of	ANT	have	more	recently	turned	their	attention	to	analysing	controversies	digitally.	Mapping	Controversies	is	an	inter-disciplinary	research	program,	which	provides	tools	to	explore	and	visualise	the	complexities	of	‘scientific	and	technical	debates’.	This	program,	first	of	all,	takes	the	form	of	a	general	methodology	for	analysing	controversies.	One	influential	formulation	of	this,	which	I	will	focus	on,	comes	from	Venturini	(2010b)	who	describes	the	initial	observation	process	as	starting,	as	is	often	necessary,	from	a	mass	of	competing	statements,	through	which	one	can	discover	relevant	literatures.	From	these	bodies	of	references	one	can	find	human	and	non-human	actors	and	then	situate	them	in	networks	of	actors.	These																																									 																					23	When	I	refer	to	publics,	I	mean	publics	in	this	elusive,	plural	and	materially	entangled	sense	in	contrast	to	‘the	public’	as	in	the	abstract	object	of	political	theory.	24	The	Lippmann	/	Dewey	debate,	interestingly,	can	be	traced	back	to	Lippmann’s	Liberty	and	
the	News	(Lippmann,	1920)	which	described	the	inability	of	the	public	to	process	and	make	informed	decisions	about	issues	in	a	technical	society	based	on	the	information	made	available	by	the	news	media.	So	the	media	and	publicity	was	always	at	the	heart	of	this	question.	
	 37 
networks	can	then	be	consolidated	into	ideological	camps	or	cosmos,	the	trajectory	of	which	over	time	can	be	analysed	as	cosmopolitics,	referencing	the	work	of	Isabelle	Stengers	(2010).25	The	end-result	of	these	analyses	are	a	series	of	interactive	data	visualisations,	often	but	not	exclusively	networks,	embedded	in	interactive	websites	with	accompanying	texts.		Venturini	describes	Mapping	Controversies	as	ANT	freed	from	certain	‘conceptual	complications’	(Venturini,	2010b:	1	note	8).	One	of	these	I	would	argue	is	the	provenance	of	their	data.	Researchers	gather	statements	and	literatures	through	search	engines,	websites,	social	media	but	also	scientific	citations	or	offline	books	or	archives.	As	I	just	explained,	classic	ANT	studies	would	need	to	consider	the	ways	in	which	these	materials	mediate	the	controversy:	for	example	how	search	engines	rank	the	actors,	or	journalists	represent	key	positions,	but	while	these	effects	are	acknowledged	they	are	largely	absent	from	the	maps	created	within	the	Mapping	Controversies	rubric.26	These	media	are	mostly	used	instrumentally	to	disclose	lists	of	actors	and	networks	associated	with	the	controversy,	without	their	networks	and	chains	of	mediations	being	interrogated,	or	at	least	not	as	a	central	part	of	the	methodology.			For	Venturini,	this	streamlining	is	necessary	because	Mapping	Controversies	is	first	and	foremost	a	pedagogical	instrument	designed	for	masters	students	across	disciplines,	and	as	a	means	of	communicating	findings	to	stakeholders	and	participants	in	controversies	(Venturini,	2010a).	While	these	cartographers	of	controversy	do	not	claim	to	intervene	as	such	(Venturini	et	al.,	2015),	these	maps	are	intended	to	help	participants	and	novices	navigate	these	controversial	landscapes.27	Because	of	the	communications	requirements	and	the	fact	that	the	end	results	are	graphic																																									 																					25 In	one	case	study,	for	example,	researchers	mapped	the	controversies	over	the	design	of	the	2012	London	Olympic	stadium,	which	including	an	interactive	timeline,	a	networked	map	of	the	key	actors	scaled	by	their	media	attention	over	time	and	an	interactive	visualisation	of	different	parties	attachments	to	different	aspects	of	the	controversy:	budget,	legacy	etc.	(see	also	Yaneva,	2013). 26 Venturini,	for	example,	discusses	the	difference	between	search	engines	and	the	web,	the	web	and	the	internet,	the	internet	and	the	digital	etc.	(Venturini,	2010a)	and	how	different	digital	monitoring	devices	may	slant	the	study.	His	solution	seems	to	be	to	multiply	the	monitoring	devices	and	perspectives	with	multiple	maps,	as	opposed	to	studying	the	monitoring	devices	themselves.	27	The	authors	do	however	acknowledge	that	the	act	of	describing	is	always	in	some	sense	also	intervening	(Hilgartner,	2000)	but	only	to	the	extent	that	representations	are	taken	up	and	implemented	by	actors	subsequently.	In	contrast	to	academic	studies	of	science	controversies,	Mapping	Controversies	is	explicitly	concerned	with	disseminating	their	work	outside	of	the	academy.	
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visualisations,	the	presentation	of	the	controversy	necessarily	abstracts	it	from	the	various	media	or	materials	through	which	it	was	apprehended.			While	this	thesis	builds	on	the	work	of	Venturini	and	colleagues,	it	also	seeks	to	extend	and	elaborate	it	by	addressing	a	particular	challenge:	to	map	controversies	while	adding	in	some	of	the	conceptual	and	methodological	complications	raised	by	the	use	of	online	platforms,	and	to	develop	some	techniques	to	address	these	complications.	As	I	argued	in	the	previous	chapter,	online	platforms	not	only	mediate	access	to	controversies,	platforms	may	intervene	in	controversies	as	well.	It	is	therefore	important	that	we	not	only	make	use	of	the	‘ready-made’	products	and	traces	of	media	disclosed	by	platforms	to	analyse	the	controversy.	We	must	also	consider	how	they	are	produced	‘in	action’	to	invoke	Latour’s	phrase.	While	acknowledging	that	there	may	be	limits	to	the	small-scale	technique	of	ANT	for	studying	matters	of	concern,	my	gambit	is	that	an	ANT	sensibility	may	help	supplement	the	important	work	of	mapping	controversies	with	a	richer	understanding	of	the	various	technologies	and	media	which	stand	between	controversies	and	observers.			But	before	jumping	to	online	platforms,	I	think	a	brief	detour	is	necessary.	Long	before	controversies	went	digital,	one	of	the	most	important	mediators	of	controversies	has	been	the	mainstream	news	media.	Yet	the	media	have	been	under	studied	and	under-theorised	from	an	ANT	perspective.	ANT	specialised	in	representations	and	their	circulation	between	‘centres	of	calculation’	(Latour,	1987)	but	modes	of	representation	outside	of	science	seem	to	create	conceptual	difficulties.	The	reason	it	is	important	to	consider	these	complications	arising	from	the	media	is	that	many	studies	of	online	platforms,	which	adopt	this	analytic	frame,	seem	to	also	inherit	some	of	conceptual	baggage	which	comes	with	it.			



































03. DEVICE OR CONTROVERSY? 	In	this	final	section,	I	am	going	to	attempt	to	show	that	when	researchers	consider	not	just	materiality	or	co-production	but	some	of	the	other	equipment	of	ANT-inspired	controversy	analysis,	namely	the	concepts	of	‘devices’	and	‘matters	of	concern’,	these	conceptual	divides	(content	/	materiality	and	production	/	reception)	become	less	troubling.	For	the	time	being	I	will	address	‘content’	as	mostly	discursive,	textual	products	of	media,	which	is	often	what	is	meant	within	media	debates,	but	then	I	will	consider	another	understanding	of	content	as	‘substantive	topic’	being	discussed.		First	I	will	discuss	the	STS	concept	of	devices,	which	has	been	successfully	deployed	by	Digital	Methods,	among	others,	in	relation	to	platforms,	but	then	I	will	propose	that	such	an	approach	to	platforms	could	be	contrasted	with	approach,	centred	on	controversies.			








	This	raises	the	following	question:	in	following	Gillespe,	trying	to	attend	to	the	‘politics	of	platforms’,	does	this	involve	tracing	platforms	back	to	content	producers	in	offices	or	users	and	active	audience	members	perched	at	their	laptops?	Another	advantage	of	studying	platforms	as	devices	is	that	we	can	to	some	extent	empiricise	the	producer	/	audience	distinction.	Recent	work	on	‘devices	of	the	public’	or	‘participatory	devices’	(Marres,	2012a;	Marres	and	Lezaun,	2011),	deals	with	the	role	of	objects,	technologies	and	settings	in	materialising	or	making	visible	publics	and	participation.51	For	Lezaun,	a	focus	group	is	enabled	by	a	specific	material	setting	–	a	sterile	white	room	with	a	two	way	mirror	(Lezaun,	2007)	which	produces	novel	forms	of	behaviour	in	its	subjects.	Such	devices	and	settings	also	enact	particular	forms	of	inclusion	and	exclusion.	One	could	make	an,	albeit	clumsy,	analogy	between	particular	venues	of	social	media	platforms	and	a	circumscribed	setting	like	a	consensus	conference,	forum	or	a	focus	group	and	describe	how	audiences,	publics	or	more	specifically	participation	is	counted	and	materialised	through	platforms.	Just	as	public	hearings	set	the	terms	on	which	participation	could	happen,	the	architecture	of	online	platforms	favour	certain	types	of	actors,	types	of	evidence	and	practices	at	the	expense	of	others.	For	example:	rankings	and	search	results	may	privilege	more	popular	or	networked	users;	forms	of	automated	moderating	may	censor	certain	kinds	of	speech;	or	routines	and	customs	may	benefit	more	experienced	actors.	Platforms	can	thus	be	evaluated	in	terms	of	what	modes	of	participation	they	enable.52		So	rather	than	start	from	audiences	or	content	producers	as	an	object,	one	may	instead	follow	the	device	and	ask	how	actors,	participants,	publics	or	audiences	are	made	visible	as	such	by	these	means.	This	would	be	to	build	on	studies,	of	television	for	example,	that	look	at	audiences	as	rhetorically	and	materially	constructed	through	various	technologies	such	as	set	monitors	and	home	diaries	(Ang,	1992).53	But,	as																																									 																					51	This	work	challenges	past	models	of	participation	from	political	theory	which	are	premised	on	normative	models	of	public	deliberation	as	primarily	discursive	but	also	post-Foucaultian	approaches	to	politics	which	study	the	material	aspects	of	governance	but	which	also	see	the	material	as	‘under-articulated’	or	even	purposefully	obscured	from	view.	In	trying	to	bring	texts	or	content	back	into	the	picture	I	do	not	want	to	reproduce	a	discursive	or	dialogic	idea	of	politics	but	analyse	the	work	of	texts	as	material	and	in	relation	to	the	material.			52 Studies	of	participatory	devices	do	not	make	assumptions	about	the	form	that	participations	or	materialised	publics	take,	this	is	an	effect	of	the	device.	This	is	perfect	for	social	media	in	which	publics	may	not	be,	in	the	classic	Deweyan	sense,	as	materially	implicated	in	the	controversy,	but	may	be	hobbyists	or	conspiracy	theorists,	with	only	a	passing	interest	but	‘enrolled’	through	the	device. 53 It	has	been	convincingly	argued	in	media	sociology	that	studies	which	look	at	the	discursive	construction	of	the	audience	should	also	mobilise	ethnographic	approaches	(Ang,	1991)	or	
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	Questioning	relationships	between	types	of	media	and	also	sender-receiver,	or	circuit,	models	of	communication	is	especially	important	in	relation	to	online	platforms.	As	Van	Dijck	makes	clear	in	her	overview	of	social	media	(2013),	these	platforms	are	particularly	closely	intertwined,	in	terms	of	algorithms	and	business	models	and	cultures	but	also	in	terms	of	content	–	that	is	media	content	passes	between	them,	and	I	would	argue,	passes	between	them	and	other	entities	like	the	‘mainstream’	news.		Another	example	of	a	controversy-centred	study,	involving	the	media,	would	be	Andrew	Barry’s	account	of	a	protest	over	a	road	construction	cutting	through	a	nature	reserve	(Barry,	2001).60	In	contrast	to	many	PUS	studies,	Barry	addresses	the	role	of	the	media	directly,	explicitly	making	the	link	between	science	and	news	media	as	fact	building	endeavours.	He	discusses	how	the	‘reality’	of	what	happened	during	the	protest	was	a	strategic	negotiation	between	activists,	journalists	and	larger	organisations	like	Friends	of	the	Earth.	Barry	forcefully	argues	that	their	contributions	are	not	reducible,	as	critical	media	studies	account	would	have	it,	to	either	ideology	or	representations	of	external	truth.																																											 																					58	But	Gregory	and	Miller	argue	that	it	is	important	to	take	the	media’s	role	seriously	because	sometimes	the	media	sets	an	agenda	for	the	scientific	community	as	a	whole	(Gregory	and	Miller,	1998).	It	is	also	important	to	note,	as	Gregory	and	Miller	do,	that	not	all	scientific	controversies	appear	in	the	artificially	circumscribed	‘science	section’	of	newspapers. 59	This	study	would	also	be	an	example	of	how	the	impact	of	the	media	could	be	demonstrated	without	citing	particular	media	frames	and	‘presuming	effects’.	The	effects	are	here	judged	by	the	scientists	actions	in	response,	rather	than	presumed	shifts	in	opinion.		60	Barry makes the point that some STS and post-Foucaultian accounts want to see politics 
everywhere but actually political action is rather confined and localised. It in fact takes much work for 















III. PLATFORMS AND DIGITAL METHODS: 
REDESTRIBUTING QUANT AND QUAL  				Recent	developments	in	online	media	are	not	only	said	to	increase	participation	in	democracy	or	the	media	landscape,	they	are	also	believed	to	make	possible	new	modes	of	research.	The	internet	and	particularly,	online	platforms	generate	mountains	of	digital	data	and	may	allow	researchers	to	analyse	social	life	at	an	unprecedented	scale	and	granularity	of	detail	(Manovich,	2012).	This	inundation	of	data	enables	(and	might	require)	the	use	of	large-scale	quantitative	mapping	and	analysis	techniques	to	make	sense	of	things,	but	the	techniques	and	platforms	which	enable	these	new	methodologies	present	challenges	as	well.		In	the	previous	chapter	I	argued	that	in	order	to	study	the	role	of	online	platforms	in	controversies,	researchers	should	maintain	a	tension	between	studying	controversies	and	studying	devices:	leaving	open	the	question	of	which	devices	are	most	central	to	the	controversies,	and	also	which	sorts	of	media	effects	and	processes	are	most	relevant	to	its	development.	In	other	words,	I	endorsed	the	argument	for	a	certain	freedom	of	movement,	which	has	long	been	insisted	on	in	the	ANT-strain	of	controversy	analysis.	Yet	this	freedom	of	movement	is	both	further	enabled	and	complicated	by	the	rise	of	online	platforms.	While	they	make	available	more	formatted	data	than	the	Web	in	and	of	itself,	they	also,	arguably,	exert	more	influence	on	online	research:	platforms	may	over-determine	the	boundaries	of	the	study;	they	are	infused	with	metrics	and	representations	which	may	incline	us	to	accept	their	definition	of	what	is	important;	finally	they	may,	as	I	described	in	the	last	chapter,	enforce	the	analytical	separation	of	content	and	materiality:	what	travels	and	the	infrastructure	and	arrangements	through	which	it	travels	(Star,	1999).			In	this	chapter	I	will	evaluate	and	discuss	both	qualitative	and	quantitative	techniques	for	researching	controversies	with	online	platforms.	I	want	to	stress	that	what	I	am	proposing	is	not	a	balancing	act	between	quantitative	and	qualitative	or	another	call	for	mixed	methods.	I	will	not	phrase	my	contribution	in	terms	of	the	extensive	debates	about	‘quant’	and	‘qual‘	(Fielding	and	Fielding,	2008;	Hammersley,	1992)	
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or	possible	bridges	between	the	two	(Glaser	and	Strauss,	1967).	STS	thinkers,	have	a	unique	take	on	methods,	drawing	on	their	understanding	of	scientific	practice,	which	transcend	these	classic	divisions.	Also,	in	the	empirical	chapters	that	follow,	the	lines	separating	automated	tools	and	manual	analysis	will	become	blurred	in	practice.	However,	many	debates	about	online	platforms	or	big	data	currently	fall	along	inherited	‘quant’	and	‘qual’	lines,	which	obscures	some	of	the	more	subtle	tensions	at	work.	In	the	first	section	I	will	start	with	a	discussion	of	debates	around	digital	data	and	discuss	the	claim	that	the	new	data	sources	offer	an	occasion	to	rethink	inherited	and	entrenched	divisions	between	quantitative	and	qualitative	methods	and	micro	and	macro	scales	of	analysis	(Venturini	and	Latour,	2010).		Next,	I	will	show	how	such	a	proposal	would	work	with	web	data	–	static	webpages	and	hyperlinks	–	and	how	virtual	ethnography	and	hyperlink	analysis	allowed	for	both	the	charting	of	controversies	and	studying	devices.	But	the	emergence	of	larger	online	platforms,	as	opposed	to	discreet	websites,	I	argue,	complicates	this	work.	Digital	Methods	techniques	offer	some	help	in	this	area	because	they	make	the	formatting	work	of	devices	central	to	the	analysis	but	in	the	same	way	as	in	other	STS	accounts	of	the	role	of	media	in	controversies,	there	is	an	on-going	tension	between	instrumentalising	platforms	to	study	controversies	and	using	controversies	to	study	platforms.	Also	Digital	Methods	does	not	clearly	articulate	a	program	of	textual	analysis	or	observation,	so	I	will	offer	some	techniques	borrowed	from	past	work	in	STS	to	better	flesh	out	the	‘in	action’	approach.			Although	this	survey	of	existing	approaches	is	necessary	to	ground	the	empirical	studies,	the	central	argument	of	this	chapter	is	that	if	the	object	of	study	is	decentred	by	controversies,	in	addition	to	Digital	Methods	and	device-centred	techniques,	it	may	also	be	necessary	to	decouple	our	methods	from	these	devices,	partly	with	a	renewed	focus	on	qualitative	techniques	and	secondly	with	different	types	of	data	visualisations	which	emerge	from	some	of	the	less	obvious	and	accessible	devices	and	technologies	which	constitute	these	platforms.	What	I	mean	by	this	will	be	progressively	elaborated	over	the	course	of	the	empirical	chapters	but	for	now	the	relatively	simple	point	I	want	to	make,	using	the	work	of	Gabrielle	Tarde,	is	that	it	is	important	to	distinguish	between	what	is	important	to	analyse	from	what	is	easy	to	analyse.				







																																								 																																								 																																								 																																								 												Observation	project	to	focus	groups	and	opinion	polls.	What	is	actually	significant	about	big	data	is	that	it	redistributes	the	capacities	of	those	involved	in	the	research:	potentially	giving	partial	control	of	the	interpretation	of	data	to	technologies	or	even	the	research	subjects	themselves	who	may	define	what	is	relevant	to	the	study	in	new	ways.		63	While	concerns	about	social	media	bias	are	very	real,	some	of	the	language	of	validity	and	sampling	is	more	relevant	to	research	which	seeks	to	use	digital	data	to	make	statistical	claims	beyond	the	data:	for	example	about	the	demographic	characteristics	of	Twitter	users,	or	deploy	samples	of	Twitter	data	to	make	claims	about	a	population.		
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way	in	the	service	of	creating	descriptions	as	opposed	to	demonstrating	causality	(Latour,	2005).		










02. VIRTUAL METHODS AND HYPERLINK ANALYSIS  
 While	some	of	the	earliest	studies	of	the	web	concerned	relatively	cohesive	‘virtual	communities’	(Rheingold,	1993)	focused	around	topics	of	interest	on	Usenet	forums	or	MUDs	(boyd,	2009)	the	development	of	the	world	wide	web	and	user-created	web	pages	fragmented	and	distributed	this	stable	object.	Virtual	Ethnography,	proposed	by	Christine	Hine	(2000)	was	introduced	as	a	reflexive	answer	to	this	problem.69	This	became	part	of	what	is	known	as	the	Virtual	Methods	approach	(Hine,	2005)	which	adapts	existing	social	science	methods	(survey,	interview,	social	network	analysis)	to	the	web,	capitalising	on	opportunities	while	minimising	constraints.	Virtual	ethnography	problematized	the	traditional	object	of	‘communities’	and	the	extent	to	which	individual	websites	can	ever	be	the	appropriate	delimiter	of	a	study	(Guimaraes,	2005;	Hine,	2005).70	Hine	instead	recommends	a	focus	on	‘topics’:	in	her	study,	she																																									 																					69	I	will	focus	on	Virtual	Ethnography	in	this	chapter	as	opposed	to	Digital	Ethnography	(see	Murthy,	2008)	which	normally	explores	the	relation	between	online	and	offline	work,	facilitated	by	digital	media	including	offline	analysis	packages	such	as	NUD*IST	and	Nvivo.	Virtual	Ethnography	is	perhaps	more	questioning	of	the	status	of	digital	data	and	it	also	has	been	applied	to	the	study	of	public	controversies	or	‘media	events’  70	Virtual	ethnography	approximates	an	ethnographic	approach	by	observing	live	interactions,	studying	webpages	as	both	a	‘cultural	artefact’	and	as	a	‘space	of	interaction’.	Although	this	does	
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investigates	a	media	event	regarding	the	trial	of	Louise	Woodward	and	studies	the	proliferation	of	websites	and	internet	forums	which	are	devoted	to	covering	the	trial.71	Topics	in	this	usage	do	not	entail	the	constitutive	uncertainty	of	issues	or	the	knowledge	content	of	controversies	but	they	do	define	the	object	as	separate	from	but	mediated	by	online	media.		Yet	whether	defining	the	object	as	topics,	issues	or	controversies	locating	the	object	is	a	central	problem	which	is	contingent	on	the	very	devices	being	studied.	For	example	Hine	starts	her	analysis	with	a	search	engine	to	locate	relevant	pages	through	search	terms.	She	acknowledges	the	potential	role	of	actor's	search	engine	optimisation	(strategically	attempting	to	improve	one’s	rankings)	in	possibly	skewing	her	ethnography	–	that	she	may	not	see	the	less	professional	or	Google-friendly	sites.	If	a	study	starts	with	search	engines	or	alternatively	social	media	sites	to	gather	starting	points,	then	it	becomes	shaped	by	how	the	device,	including	technologies,	algorithms	and	the	input	of	users	of	the	device	formats	the	controversy	and	defines	what	is	relevant	or	popular.72			Understandably,	the	second	section	of	Hine’s	edited	volume	Virtual	Methods	(2005)	is	devoted	to	the	problem	of	locating	studies.	Dodge’s	(2005)	contribution	for	example	proposes	that	various	quantitative	‘mapping’	techniques,	which	can	include	a	number	of	ways	of	representing	information	visually,	can	offer	strategies	for	qualitative	researchers	to	grasp	larger	patterns,	spot	holes	in	the	data	and	make	sense	of	formations	not	visible	through	individual	postings	or	pages.	One	of	the	most	common	mapping	techniques	for	assisting	ethnography	has	been	hyperlink	analysis.	Beaulieu	(2005)	suggests	that	hyperlink	analysis	allows	ethnography	to	scale	up	to	extend	the	process	of	tracing	links	which	it	performs	already.	The	two	methods	actually	parallel	each	other.	This	can	take	one	of	two	forms:	either	data	is	gathered	ethnographically	by	








																																								 																					76	Digital Methods researchers have themselves asked the question Is Issue Crawler Web 1.0? 














03. DIGITAL METHODS 	One	way	of	attending	to	this	proliferation	of	platforms	and	their	different	logics	for	organising	and	structuring	data	is	to	focus	on	the	relevance	defining	of	the	platforms	themselves.	Digital	Methods	(Rogers,	2009	and	2013)	introduced	in	the	last	chapter	is	a	research	programme	which	claims	to	‘repurpose’	the	‘dominant	devices’	of	the	web,	to	study	social	life.81	Researchers	at	the	Digital	Methods	Initiative	(DMI)	in	Amsterdam	have	developed	an	arsenal	of	platform-specific	tools,	available	in	browser-based	interfaces	which	‘follow	the	medium’	or	the	‘methods’	built	into	the	medium.82		Digital	Methods	often	use	‘platform’,	‘device’	and	‘medium’	interchangeably	because	their	approach	sits	between	media	studies	and	STS.	Digital	Methods	are	not	completely	dissimilar	from	computationally	advanced	or	big	data	approaches,	but	there	are	two	key	differences.	First,	they	employ	relatively	simple	techniques	(word	frequency,	co-occurrence)	and	simple	visualisations	(word	clouds,	bar	chats,	pie	chats,	network	visualisations)	as	opposed	to	advanced	statistical	measures	such	as	regression	analysis.	This	allows	researchers	to	easily	trace	results	back	to	the	devices	and	issues	being	studied.	Second,	while	Digital	Methods	tools	normally	start	with	an	expert-generated	list	of	sites,	actors	or	search	terms,	DMI	researchers	never	curtail	or	alter	the	data	after	the	fact,	removing	‘outliers’	or	accidents	of	the	process,	because	these	artefacts	may	become	findings	themselves	(Rogers,	2013b).83	One	of	the	goals	of	Digital	Methods	is	thus	studying	the	‘bias’	of	the	medium,	rather	than	taking	bias	as	something	to	be	weeded	out.	




















































IV. BOUNDARY WORK: WIKIPEDIA AND 
INDETERMINATE SETTINGS  					It	has	long	been	accepted	within	STS	that	domains	of	social	life	have	indeterminate	boundaries.	Taken	for	granted	divisions,	such	as	those	between	science	and	media	or	experts	and	laypeople	are	not	given	but	an	accomplishment	of	social	and	technical	arrangements.	Methodologically	this	means	‘following	the	actors’,	or	‘tracing	the	overspills’,	which	constantly	criss-cross	these	institutional	and	conceptual	domains,	while	analysing	the	on-going	maintenance	of	boundaries	as	a	topic.			This	first	empirical	chapter	starts	from	the	observation	that	online	platforms,	when	understood	as	socio-technical	devices,	are	no	different:	information,	actors	and	infrastructure	all	pass	between	these	websites.	However	platforms	also	feature	boundaries	of	a	more	practical	sort,	enforced	through	the	structuring	and	availability	of	various	data,	which	restrict	the	mobility	of	either	qualitative	or	quantitative	analysis.	Yet	these	more	technical	boundaries	such	as	the	walls	separating	online	platforms	or	standing	between	front	and	backstage	areas	and	different	data	formats,	are	just	as	permeable	and	socio-technically	constituted	–	research	subjects	and	devices	cross	them	in	practice	all	the	time.	The	argument	of	this	chapter	is	that	sometimes	these	practical	/	technical	boundaries	must	be	questioned	in	order	to	question	the	conceptual	ones.		One	supposed	promise	of	new	online	platforms	is	that	they	can	upset	the	normal	hierarchy	of	information	flows	between	science,	media	and	audiences.	This	is	supposedly	due	to	the	value	of		‘openness’	–	the	idea	that	the	transparency	of	information	will	allow	for	a	marketplace	of	ideas	–	and	the	best	ideas	will	rise	to	the	top	(Tkacz,	2014).	Knowledge	can	be	organised	(seemingly)	without	recourse	to	credentials	or	hierarchy.	This	is	at	least	one	of	the	premises	of	one	of	the	quintessential	Web	2.0	platforms,	Wikipedia,	a	collaboratively	written	encyclopedia	which	can	be	edited	by	anyone.	Wikipedia’s	‘Wiki’	software	makes	available	every	version	of	every	article	along	with	comments	and	extensive	forum-style	discussions.		
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Open	platforms	present	researchers	with	a	methodological	problem:	the	amount	of	data	produced	is	staggering,	too	much	to	process	by	normal	methods	and	both	researchers	and	platform	participants	must	be	technologically	equipped	to	make	sense	of	it.	Yet,	remembering	Venturini’s		(Venturini	et	al.,	2014)	distinction	between	digital	traces	(anything	stored	digitally)	and	digital	data	(pre-formatted	for	analysis)	–	this	means	that	certain	phenomena	will	be	harder	to	access	and	analyze	than	others.	However,	following	controversies,	and	not	just	platforms,	demands	that	one	must	analyze	what	is	most	consequential	for	the	controversy,	not	just	what	is	easiest	to	capture.		This	chapter	analyses	coverage	of	the	Fukushima	disaster	through	the	English-language	version	of	Wikipedia.	From	the	first	suggestion	of	a	nuclear	incident,	a	largely	anonymous	collection	of	editors	wrote	an	extensive	article	as	the	situation	unfolded	with	up-to-the-minute	information	on	this	far-flung	event	culled	from	media	reports.	What	is	interesting	about	this	incident	is	that	it	undermines	the	presumed	flow	in	disasters	from	science	(or	experts)	to	journalists	to	audiences.	Anonymous	editors	on	Wikipedia,	who	may	themselves	be	journalists,	affected	citizens	or	nuclear	scientists,	bypassed	the	normal	channels	to	obtain	primary	information	and	question	mainstream	media	accounts.	Yet	in	order	to	describe	this	crossing	of	domains	requires	cutting	across	different	types	of	data	structures	with	different	analytic	capacities.		Before	confronting	these	methodological	challenges,	I	will	start	by	discussing	literature	on	what	has	been	called	‘boundary	work’	(Gieryn,	1983,	1999)	between	science	and	media	and	why	online	platforms	may	redistribute	these	relationships.	I	will	then	analyse	the	Wikipedia	article	and	talk	about	Wikipedia	as	a	socio-technical	device	before	diving	into	a	more	detailed	analyses	of	this	particular	controversy	on	Wikipedia,			



















02. CONTROVERSY AND DEVICES  	One	way	of	unthinking	the	dominant	model	of	science-media-audience	relations	is	to	approach	these	types	of	cases	through	a	particular	controversy	(see	for	example	Lewenstein,	1995a)	which	means	maintaining	uncertainty	with	respect	to	the	object	of	study,	not	deciding	in	advance	what	the	controversy	is,	but	instead	following	various	actors	attempts	to	settle	it.	This	also	means	not	deciding	in	advance	if	experts,	media	actors,	platform	technologies	or	lay-publics	are	most	consequential	for	defining	the	outcome:	these	identities,	who	counts	as	an	expert	are	also	at	stake	in	the	controversy.	Since	this	is	the	first	empirical	chapter	I	will	take	the	reader	successively	through	the																																									 																					98 According	to	Asahi.com	http://ajw.asahi.com/article/0311disaster/fukushima/AJ201211200029	(Accessed	12	August	2015). 	
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process	of	identifying	the	controversy	through	online	mediations	of	it	and	then	studying	the	production	of	these	particular	articulations	through	socio-technical	devices.		


























5 July 2015) 111Another	set	of	metrics	for	monitoring	Wikipedia	pages:	http://tools.wmflabs.org/xtools/articleinfo/index.php?article=Fukushima_Daiichi_nuclear_disaster&lang=en&wiki=wikipedia	(Accessed	5	July	2015) 	
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of	the	dispositif’s	described	by	Michel	Foucault,	than	the	devices	of	Callon,	and	yet,	examined	through	a	contingent	controversy,	cracks	start	to	appear	in	these	imposing	arrangements:	opening	up	tensions	between	Wikipedia	as	a	carefully	constructed	encyclopaedia	and	Wikipedia	as	a	real-time	web	platform	giving	up-to-the-minute-information.				


















































04. JUSTIFYING THE SOURCES: TALK PAGE  	While	it	is	important	to	note	these	asymmetries	in	Wikipedia’s	references	from	the	very	early	stages	of	the	article,	this	must	be	supplemented	with	an	understanding	of	the	process	through	which	sources	are	selected.	For	this	I	will	now	turn	to	the	other	tab	on	Wikipedia,	the	‘Talk’	page,	which	is	where	problems,	which	could	not	be	resolved	in	the	edit	page,	are	discussed	in	more	detail.	The	discussion	section	is	arranged	in	headings	with	posts	under	them,	which	are	time	stamped	and	‘signed’	by	a	user	or	an	anonymous	account	(identified	by	an	IP	address).	Replies	are	denoted	by	an	indentation	under	a	comment.	The	talk	page,	like	the	references	is	a	textual	artefact,	which	is	not	as	easily	scraped.	Laniado	and	his	co-authors,	mentioned	earlier,	analysed	the	talk	page	in	terms	of	the	depth	of	indentations	–	the	number	of	nested	replies	–	as	a	way	of	locating	controversy.	This	is	a	helpful	visual	guide	when	scanning	the	page,	but	in	this	section	I	will	resign	myself	to	qualitative	textual	analysis.	Due	to	the	formatting	differences	between	these	areas	of	Wikipedia,	it	is	difficult	to	link	up	particular	article	versions	or	particular	edits	to	discussions	on	the	Talk	page	and	this	requires	patience	and	methodical	qualitative	tracing.	
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	I	thought	of	this	analysis	in	in	relation	to	White’s	‘gatekeeper’	(1951)	study.	White	asked	a	wire	editor,	sifting	through	a	feed	of	possible	stories,	what	his	reasons	were	for	accepting	or	rejecting	them.	Most	of	his	decisions	were	practical	or	stylistic	but	some	reflected	‘ideological’	or	cultural	‘biases’	–	the	latter	of	which	became	overstated	in	the	scholarship	that	followed	(Reese	and	Ballinger,	2001).	So	in	the	case	of	collectively	‘gatewatching’	(Bruns	2005)	with	online	media,	what	justifications	or	rhetorical	strategies	do	Wikipedia	editors	give	for	erecting	boundaries	between	fact	and	fiction	or	reliable	from	unreliable	and,	diverging	from	White’s	study,	what	non-human	technologies	participate	in	this	process?		As	I	will	show	in	this	section,	the	Wikipedia	editors	exercised	some	autonomy	in	their	source	selection,	negotiated	within	parameters	set	by	both	policy	requirements	and	the	technical	affordances	of	certain	webpages.	I	will	focus,	again	on	the	very	beginning	of	the	discussion	to	understand	how	the	editors	negotiate	the	uncertainty	and	because	this	segment	of	time	contains	many	of	the	types	of	strategies	present	in	the	later	stages.	I	will	quote	these	discussions	at	length	because	the	editors	are	actually	quite	articulate	at	explaining	their	reasons	for	selecting	sources	over	others.		














Accounting Practices 	However,	while	expertise	has	been	problematized,	Wikipedia	has	other	socio-technical	boundaries,	such	as	between	backstage	discussions	on	the	talk	page	and	the	audience-friendly	article	itself.		While	the	‘Talk’	page	is	full	of	transgressions	between	news	and	scientific	norms	and	expert	and	journalistic	roles,	these	messy	exchanges,	much	like	scientific	‘shop	talk’	must	be	somewhat	sanitized	before	crossing	over	to	the	‘Edit	History’	page	and	affecting	the	article	itself,	under	the	watchful	eye	of	bots	and	other	monitoring	devices.	While	the	editors	may	select	references	based	on	expertise,	they	must	account	for	their	choices	through	conventions,	policy	and	technologies	which	sometimes	re-assert	boundaries	between	different	types	of	media.		This	most	obviously	involves	the	policy	of	Reliable	Sources,	discussed	earlier,	and	the	preference	for	books	and	scientific	journals	over	blogs,	but	also	this	involves	the	policy	of	Verifiability.	Sources	must	be	in	English	so	they	can	be	confirmed	by	the	average	editor,	which	in	this	case	necessarily	excludes	some	local	Japanese	news	sources,	but	not,	interestingly,	TEPCO’s	press	releases.	So	these	conventions	are	somewhat	malleable,	at	least	in	unfolding	events.		However,	some	of	the	most	consequential	reasons	for	citing	or	challenging	a	source	have	to	do	with	their	technical	features.		 I	removed	a	reference	to	the	BBC	‘live	blog’,	since	I	think	it's	unverifiable.	I	notive	[sic]	5	more	references	to	it.	Thoughts?	220.100.15.15	(talk)	02:47,	13	March	2011	(UTC)	BBC	is	always	reliable	—Preceding	unsigned	comment	added	by	24.18.132.80	(talk)	04:33,	13	March	2011	(UTC)	Unverifiable	is	different	from	unreliable.	That	link	is	unverifiable,	because	it	is	dynamically	updated.	113.197.242.129	(talk)	05:25,	13	March	2011	(UTC)		Despite	the	fact	that	the	BBC	are	one	of	the	most	vetted	sources,	as	the	IP	address	alludes,	live	blogs	are	frowned	on	because	their	content	is	dynamically	updated	and	
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may	not	always	contain	the	referenced	information	—	or	that	information	will	become	hard	to	find,	buried	in	new	material.			This	means	that	the	technical	affordances	of	Wikipedia	and	other	platforms	impact	source	selection.	For	example,	websites	that	use	permalinks	for	articles	are	always	preferred	to	sites	where	the	content	is	liable	to	change.	There	are	also	numerous	bots,	scripts,	templates	and	tools	for	formatting	and	locating	sources,	some	of	which	may	incline	editors	toward	certain	common	source	types. ⁠		One	of	the	most	important	tools	for	sources	is	perhaps	Google.		









V. WHAT ‘COUNTS’ AS PARTICIPATION: DIGITAL 








to	the	literature	at	least,	may	entail	even	more	ambiguous	levels	of	involvement.		One	positive	way	of	defining	these	ambivalent	attachments	is	advanced	in	Bennett	and	Segerberg’s	The	Logic	of	Connective	Action	(Bennett	and	Segerberg,	2012).	The	authors	propose	that	recent	protest	movements	from	the	Arab	Spring	to	los	Indignados	to	Occupy	Wall	Street	are	unique	in	the	history	of	social	movements	because	instead	of	being	brokered	by	‘brick-and-mortar	organisations’	with	membership	lists	promoting	a	shared	identity	or	a	‘collective	action	frame’	–	partially	agreed	objectives	for	the	movement	(see	Benford	and	Snow,	2000)123	–	social	media	such	as	Twitter	allow	the	participants	to	share	their	often	contradictory	personal	demands	which	are	then	aggregated,	ratified	or	ignored,	rather	than	synthesized	collectively	through	either	consensus	or	another	organised	process.124			They	call	this	logic	in	which	the	medium,	rather	than	any	particular	message,	shared	identity	or	goal	provides	the	cohesion	‘connective	action’	in	contrast	to	traditional	‘collective	action’.125	The	lynchpin	of	connective	action	is	the	participatory	sharing	of	content,	which	emerges	out	of	online	peer	production	and	open	source	software	communities	(Beer,	2009;	Benkler,	2006;	Kelty,	2005;	Reagle	Jr,	2010).	Bennett	and	Segerberg	have	recently	built	on	their	argument	thorough	a	quantitative	analysis	of	20	million	#Occupy	Tweets	(Bennett	et	al.,	2014).	The	authors	discover	a	kind	of	division	of	labour	between	various	content	sharing	practices	(linking,	retweeting	and	hashtagging)	which	are	seen	as	evidence	of	distributed	organisational	capacity	amongst	the	cacophony	of	voices.126	But,	in	contrast,	one	of	the	article’s	respondents	(Gerbaudo,	2014)	questions	the	relevance	of	studying	these	micro-practices	on	group	cohesion,	when	the	group	is	clearly	‘…more	than	the	sum	of	its	parts’.	He	argues	that	researchers	must	take	into	account	the	group’s	‘identity	and	intentionality’	and	the	larger	culture	that	shapes	individuals.127	Although	I	do	not	have	any	particular																																									 																					123	Out	of	these	terms,	I	prefer	the	use	of	collective	action	frames	because	this,	at	least	in	some	uses,	comes	from	a	social	constructivist	perspective:	frames	are	strategically	engineered.	But	I	prefer	to	simply	locate	framing	practices	in	individual	utterances	rather	than	assuming	they	are	collectively	held	or	generated.	124	These	sorts	of	claims	may	hinge	on	the	distinction	between	the	broader	social	movements	(SM)	or	perhaps	issue-publics	and	social	movement	organisations	(SMOs)	which	may	be	more	clearly	defined.	In	this	chapter	I	am	concerned	with	SMOs. 125	This	sentiment	is	echoed	by	Gladwell,	but	in	a	negative	light:	’Where	activists	were	once	defined	by	their	causes,	they	are	now	defined	by	their	tools.’	(Gladwell,	2010) 126	Connective	action	is	theorized	in	relation	to	Twitter	but	the	implication	is	that	it	applies	to	other	social	media	as	well.	127	This	amounts	to	a	Web	2.0	rehearsing	of	one	of	the	classic	debates	in	social	movement	studies:	between	‘collective	action’	(Olson,	1965)	and	‘resource	mobilisation’	(McCarthy	and	
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investment	in	these	debates	within	social	movement	studies,	what	these	conflicts	highlight	is	that	studying	online	modes	of	assembly	cuts	across	dichotomies	between	micro	and	macro,	and	I	will	argue,	quantitative	and	qualitative	approaches,	and	this	makes	them	particularly	difficult	to	study.		
Social Movements as Relational 

















02. HOW ACTIVISTS USE ONLINE MEDIA  	In	March	2013	on	the	two	year	anniversary	of	Fukushima,	I	attended	a	protest	in	Parliament	Square,	London	which	brought	together	groups	from	across	the	UK	and	
																																								 																					134	Interestingly,	there	is	an	extreme	discrepancy	between	the	number	of	pages	that	a	page	likes	and	how	many	users	like	the	page.	There	is	an	almost	inverse	law:	pages	with	a	lot	of	likes,	the	more	corporate	or	professional	pages	do	not	like	many	pages	while	the	smallest	group	in	terms	of	in-links	Jan	UK	is	the	most	aggressive	liker.  135	As	discussed	earlier	liking	on	Facebook	has	two	purposes	1)	it	allows	users	to	follow	the	updates	on	pages	they	like,	which	show	up	in	their	news	feed	–	allowing	them	to	monitor	the	page	for	new	content	and	2)	the	page	shows	up	as	one	of	their	interests	on	their	profile	page,	allowing	other	users	to	discover	pages	relevant	to	them.	136	Gerlitz	and	Helmond	(2013)	have	previously	compared	the	politics	of	liking	to	previous	internet	metrics	such	as	hits	and	links	(Rogers,	2004)	which	were	used	to	determine	the	importance	or	authority	of	webpages.	
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prominently	featured	JANUK	(Japanese	Against	Nuclear	UK)	and	Stop	Hinkley.	This	annual	event	as	well	as	other	protests	accounted	for	many	surges	of	activity	on	various	platforms	I	had	been	monitoring.	Through	chatting	to	attendees	and	signing	up	for	mailing	lists,	I	gathered	a	tentative	list	of	groups,	web	presences,	flyers,	important	actors	and	events.	These	starting	points	(anti-nuclear	groups	and	platforms)	allowed	me	to	then	look	back	towards	previous	controversies	and	events	and	track	future	ones.	Looking	at	specific	interventions	also	allowed	me	to	raise	the	question	of	which	participatory	media	were	most	consequential.			I	perhaps	naively	expected	to	find	anti-nuclear	protestors	with	a	huge	presence	on	social	media,	more	or	less	consistently	active,	but	instead	found	that	the	primary	online	presence	of	many	UK	based	anti-nuclear	groups	was	on	ad	hoc	blogs,	some	made	through	Wordpress	templates,	static	web	pages	and	most	importantly	email	lists.	Although	Facebook	holds	more	interest	for	its	novelty	and	increasing	popularity,	I	will	briefly	discuss	a	key	email	list	because	it	was	central	to	organising	many	of	the	protests	in	question,	particularly	for	an	older	perhaps	less	tech	savvy	generation	of	activists.	There	is	a	danger	in	any	study	focused	on	new	participatory	media	technologies	that	one	becomes	blind	to	less	trendy	and	less	traceable	online	settings.	Following	controversies	means	taking	seriously	whichever	technologies	they	relate	to.	Also	email	lists	provide	a	good	comparison	with	Facebook	pages	and	prompt	similar	methodological	considerations.	However,	while	I	was	able	to	scrape	and	analyse	this	platform,	I	will	only	be	speaking	about	the	list	in	aggregate	form	and	not	in	very	much	detail,	not	because	of	technical	constraints	but	rather	ethical	ones.	The	list	is	private	–	it	requires	authorization	by	an	admin	to	view	–	and	while	I	have	spoken	to	participants,	I	am	not	practically	able	to	negotiate	access	with	each	of	the	many	users	of	the	list.137	This	is	not	to	say	that	data	visualisations	do	not	have	ethical	implications	nor	that	the	private	distinction	neatly	captures	many	of	the	more	public	facing	activities	of	this	list	–	like	many	aspects	of	this	project,	I	think	ethical	protocols	need	to	emerge	from	a	sensitivity	to	particular	technologies	and	contingent	cases	(Rieder,	2013).		
































































































































































































































































































































































































































































































































































































































































































































































































































http:  t.co 6hjyz4mt







































The Quantification of Participation 	Taina	Bucher	(2012)	claims	that	Facebook	produces	a	regime	of	visibility	/	invisibility.149	She	has	in	mind	here	older	broadcast	media	which,	through	framing,	
																																								 																					148	There	was	a	similar	controversy,	described	by	Collins	(1985)	over	an	event	organised	by	the	nuclear	industry	where	a	spent	fuel	flask,	normally	transported	on	trains,	was	subjected	to	a	‘worse	case	scenario’	train	crash,	which	it	survived.	Of	course	Greenpeace	an	other	organisations	critiqued	the	conditions	of	the	experiment,	which	assumed	crashes	would	happen	in	certain	ways.	The	action	was	seen	as	definitive	without	it	being	repeated	or	other	possible	crash	scenarios	being	explored.	Collins	makes	an	analytic	distinction	between	‘experiments’	by	a	core	set	of	scientists	and	‘demonstrations’	or	shows	of	virtuosity	aimed	at	the	public	and	showed	how	the	nuclear	train	performance	confused	the	two.	Rather	than	maintain	these	distinctions	which	have	to	do	with	inside	and	outside	of	science,	it	is	I	think	preferable	to	recognise	that	the	way	these	interventions	are	evaluated	is	at	stake	in	the	particular	intervention.	149	Bucher	reverses	Foucault’s	panopticon	concept,	in	which	subjects	are	attempting	to	hide	from	an	all	seeing	gaze,	in	Facebook	they	are	actively	courting	their	own	surveillance,	in	
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gatekeeping	and	agenda	setting,	set	the	conditions	and	the	terms	on	which	information	became	available:	‘…becoming	visible,	or	being	granted	visibility	is	a	highly	contested	game	of	power	in	which	the	media	play	a	crucial	role.’	(Bucher,	2012:	1165)	But	as	discussed	in	Chapter	II,	now	these	processes	are	also	governed	by	algorithms	as	part	of	socio-technical	assemblages	(Gillespie,	2014).			Each	item	on	Facebook	–	a	post,	an	image,	etc.	are	considered	‘objects’	and	interactions	with	objects	(comments,	shares	or	likes)	are	‘edges’	in	the	lingo	of	network	analysis.	Facebook’s	Edge	Rank	algorithm	determines	which	objects	should	appear	in	others	user’s	news	feeds	by	ranking	interactions	by	1)	affinity	with	other	users	2)	weight	of	the	edge	(number	of	comments	etc.)	and	3)	time	decay.150	These	enshrine	Facebook’s	assumptions	about	what	is	relevant	to	users	and	creates	a	popularity	game	(which	has	spawned	a	whole	new	industry	of	‘News	Feed	Optimization’,	like	Search	Engine	Optimization),	a	game	which	is	increasingly	quantitative	or	calculative.		As	Gerlitz	and	Helmond	(2013)	describe	in	a	related	paper	about	the	proliferation	of	Facebook’s	like	buttons,	‘In	this	Like	economy,	the	social	is	collapsed	with	the	traceable,	as	user	affects	and	interactions	are	instantly	measured	for	data	mining	purposes	and	multiplied	in	order	to	generate	more	traffic	and	engagement’	(2013:	4).	Although	it	may	be	an	obvious	point,	clicking	like	overwrites	a	variety	of	responses	including	excitement,	agreement,	tacit	approval	and	even	sarcasm.		And	yet,	‘likes’	cannot	simply	be	disregard	as	‘false’,	failing	to	capture	the	richness	of	social	actions	because	as	Gerlitz	notes	elsewhere	(Gerlitz	and	Lury,	2014)	these	rankings	format	behavior,	orienting	users	towards	future	forecasting	and	even	influence	the	temporalities	of	online	activity.	As	they	put	it,	rankings	on	social	media	are	not	a	measure	of	participation,	they	are	a	‘participatory	measure’	(they	elicit	participation).	They	are	part	of	the	empirical	reality	being	studied	not	sitting	outside	of	it.		Helen	Verran	(2012)	who	studies	the	performative	effects	of	numbers	as	semiotic-material	objects,	distinguishes	between	uses	of	numbers	as	iconic,	symbolic	and	indexical,	following	Pierce’s	semiotic	typology.	Iconic	numbers	come	to	name																																									 																																								 																																								 																																								 												contrast	to	the	Foucaultian	analysis	of	surveillance,	in	which	the	constant	possibility	(but	not	reality)	of	being	watched	creates	conformity.	150	In	which	case	‘liveness’	and	‘realtime’	are	privileged	(Marres	and	Weltevrede,	2013).	
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something	and	symbolic	numbers	imbue	what	they	name	with	value,	which	is	one	way	of	understanding	what	accumulated	likes	and	rankings	do	to	social	life.	But	she	continues:		 ‘Engaging	with	numbers	indexically	involves	explicitly	working	with	what	using	them	as	icons	blithely	takes	for	granted,	and	using	them	as	symbols	insistently	denies:	the	need	to	wrestle	with	the	always	and	already	over-whelming,	blooming,	buzzing	real.’(Verran,	2012:	120)				In	the	next	section	I	will	make	a	modest	attempt	to	re-embed	these	quantitative	traces	by	placing	them	in	dialogue	with	more	qualitative	data.		






















































VI. NO AMPLIFICATION WITHOUT 
MODULATION: INFORMATION DIFFUSION ON 





01. TWITTER AND CONTROVERSIES  	Despite	the	deep	integration	of	Twitter	into	journalism	and	political	life	(Bruns	and	Burgess,	2012),	it	is	by	no	means	self-evident	that	Twitter	is	an	appropriate	platform	through	which	to	study	the	unfolding	of	socio-technical	controversies.	While	Wikipedia	allows	users	to	potentially	contest	and	parse	available	expert	accounts,	and	Facebook	can	organise	protests	in	offline	and	online	space,	it	is	not	immediately	clear,	based	on	the	past	literature,	how	Twitter	may	contribute.		










Between Content and Infrastructure 	So	perhaps	what	is	distinctive	about	Twitter	in	these	sorts	of	media	events	is	its	capacity	to	distribute	external	content	and	(re)frame	it.	This	problem	takes	us	further	away	from	classic	public	science	controversies	over	knowledge	claims	to	confront	questions	more	specific	to	media.	In	his	study	of	a	sample	of	French	Twitter	users,	Bernhard	Rieder	(2012)	suggests	that	the	advancing	of	claims	or	facts,	may	actually	be	quite	rare,	and	specific	to	disasters.	Instead	he	argues	that	Twitter	users	are	more	likely	to	add	a	bit	of	‘spin’	or	‘twist’	to	external	content	using	hashtags	or	discursive	commentary,	which	he	calls	‘refraction’.	This	‘refraction’	could	be	important	way	of	describing	how	social	media	users	can	contest	mainstream	media	articulations	or	narratives	of	controversial	issues,	on	an	everyday	basis.			What	Rieder	is	challenging	with	this	observation	is	what	he	sees	as	the	dominant	paradigm	of	current	Twitter	research:	‘information	diffusion’.	This	constitutes	a	range	of	approaches	from	cultural	memetics160	(Blackmore,	2000)	to	theories	of	contagion																																									 																					160	‘Memetics’,	builds	on	Richard	Dawkin’s	concept	of	the	‘meme’,	modelled	after	the	biological	gene	which	is	transmitted	though	successful	procreation,	but	applied	to	the	study	of	culture.	In	
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drawing	on	the	work	of	Gabriel	Tarde	(Kullenberg	and	Palmaas,	2009).	There	is	not	space	to	discuss	this	broad	literature	here,	but	what	I	want	to	highlight	is	that	these	approaches	often,	but	not	always,	associate	the	spread	of	information	with	networks	(in	particular	of	the	digital	variety).161	The	key	problem	for	Rieder,	however,	is	that	these	approaches	tend	to	separate	out	the	infrastructure	or	medium	through	which	information	spreads	and	the	information	or	content	itself.		Now,	sharing	could	be	studied	in	a	variety	of	ways.	It	is	possible	to	look	at	the	proportion	of	coverage	quantitatively,	the	equivalent	in	media	studies	of	looking	at	‘column	inches’	devoted	to	a	topic.	Murthy	and	Longwell	for	example	find	that,	even	in	the	case	of	disasters,	Twitter	users	share	far	more	links	to	mainstream	media	sources	than	to	alternative	ones,	which	raises	doubts	about	the	extent	to	which	Twitter	can	offer	so	called	alternative	messages	(2013).	In	a	more	media-specific	way,	one	could	study	Twitter’s	metrics	of	‘trending’	–	which	content	is	picked	up	by	various	algorithms	as	being	popular	that	day.	It	is	crucial	to	understand	the	reflexivity	of	actors	who	attempt	to	game	these	algorithms	(Gillespie,	2014)	but	studying	the	process	of	trending	empirically	is	difficult	because	the	algorithms	themselves	are	proprietary	and	they	speak	to	what	is,	crudely,	popular	in	terms	of	volume,	which	might	direct	the	researcher	towards	advertising,	spam	and	celebrity	content.	Also,	such	an	approach	places	the	focus	on	Twitter	itself,	rather	than	how	Twitter	is	involved	in	the	articulation	of	specific	issues.		There	is	also	a	tendency	when	focusing	on	the	quantitative	volume	or	popularity	of	content	to	smooth	out	the	divergent	ways	that	information	spreads,	attributing	explanatory	power	to	algorithmic	logics	or	network	structure.	I	will	propose,	following	Rieder,	to	study	the	dynamics	of	how	content	travels:	what	devices,	technologies	or	resources	are	employed	and	which	of	these	strategies	seem	to	be	the	most	effective	in																																									 																																								 																																								 																																								 												common	parlance,	the	‘meme’	has	come	to	mean	mass	repetitions	of	jokes,	images	or	concepts	in	platforms	like	Youtube,	Reddit	and	Twitter.	161	Although	Gabriel	Tarde’s	work	on	imitation	and	innovation	has	inspired	strands	of	this	social	theory,	more	sensitive	readings	of	his	work,	such	as	Sampson’s	(2012)	would	in	contrast	show	spreading	necessitates	changes	in	that	which	spreads;	no	two	imitations	are	the	same.	As	alluded	to	earlier:	while	for	Tarde,	beliefs	and	desires	are	transmitted,	individual	instantiations	of	them	in	acts	of	imitation	are	unique	due	to	individual	sensations.	Recently,	Tarde’s	work	has	been	commonly	associated	with	networks	largely	due	to	the	work	of	Bruno	Latour	(Latour,	2010;	Latour	et	al.,	2012).	But	it	is	important	to	remember	that	Tarde’s	idea	of	society	is	always	emergent,	that	is,	networks	are	not	merely	a	cause	but	a	consequence	of	contagion-events.	Although	Tarde’s	contagion,	which	is	a	psychological	process,	is	difficult	to	study	empirically,	the	approach	proposed	in	this	chapter	could	be	seen	as	building	on	Tardean	statistics,	which	map	variations	in	repeated	phenomena	over	time	(Barry,	2010;	Didier,	2010).	
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causing	content	to	be	taken	up	by	others	–	is	it	the	discursive	content,	the	follower	networks	or	the	deployment	of	bots	and	scripts?	I	will	not,	however,	be	able	to	answer	this	question	definitively	based	on	this	small	case,	but	in	the	next	section	I	will	briefly	explain	several	different	mechanisms	through	which	Tweets	can	be	generated	and	made	available	to	other	users.		
02. TECHNOLOGIES OF DIFFUSION 		It	is	important	to	appreciate	the	diversity	of	practices	on	Twitter,	which	are	deployed	differently	by	different	types	of	users	at	different	times,	because	scraping	and	analysing	Twitter	often	necessitates	privileging	certain	behaviours	and	digital	traces	at	the	expense	of	others	(Marres	and	Weltevrede,	2013).	Both	quantitative	and	qualitative	researchers	must	ultimately	circumscribe	their	data	by,	for	example,	a	networked	group	of	users;	a	hashtag	or	keywords;	identical	retweets	etc.	When	this	is	performed	uncritically	it	can	present	particular	practices	and	features	of	Twitter	as	central	explanations	of	information	spread,	when	this	centrality	is	precisely	what	needs	to	be	explained.	This	is	yet	another	way	that	the	particular	affordances	and	data	structures	of	a	platforms	directs	how	it	is	studied.	In	this	section	I	will,	using	recent	literature	about	Twitter,	detail	several	of	the	interlocking	devices	through	which	information	might	pass	from	one	user	to	another	before	attending	to	how	information	spreads	‘in	action’.		
Networks 	One	of	the	key	ways	users	can	receive	information	is	to	‘follow’	the	tweets	of	other	users,	so	that	their	messages	will	show	up	in	their	‘feed’	(a	stream	of	incoming	Tweets).	This	networked	way	of	receiving	information	makes	Twitter	similar	to	sites	like	Facebook,	with	the	key	difference	that	following	need	not	be	reciprocated:	it	can	be	asymmetrical.	But	even	more	so	than	Facebook,	it	is	important	to	be	critical	about	the	status	of	these	associations	between	users.		The	number	of	followers,	much	like	the	number	of	friends	on	Facebook,	likes	or	counts	of	unique	users,	represents	a	metric	which	can	be	leveraged	for	advertising	revenue	or	financial	gain,	much	like	television	viewing	figures.	So	it	is	important	to	realise	that	following	can	and	will	be	‘gamed’	for	commercial	/	personal	advantage:	for	example	many	inactive	accounts	in	follower	networks	may	be	‘fake’	users	which	can	be	
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purchased	by	the	thousands	to	boost	followers	(Vis,	2013a).	There	are	also	a	range	of	potential	uses	for	following	from	friendship	to	‘subscribing	to’	even	‘monitoring’	or	‘stalking.’	Currently	however,	the	Twitter	API	does	not	allow	for	the	possibility	of	visualising	these	ever	shifting	networks	of	users	and	followers.		A	related	way	of	studying	information	diffusion	on	Twitter	is	through	‘mentions’.	Twitter	has	over	time	developed	several	Tweeting	conventions,	most	notably	the	use	of	an	@	symbol	to	denote	a	user	–	e.g.	@davidjmoats.	Whenever	a	users	‘mentions’	another	user	in	this	way,	the	recipient	is	notified	of	this	through	the	interface.	Mentions	can	take	many	forms,	from	a	conversational	question	or	a	prompt	in	order	to	illicit	a	response,	a	tacit	thank	you	or	a	show	of	appreciation:			 @roilogolez	Sir	your	info	was	wrong	yesterday.	China	has	28	nuclear	reactors	under	active	construction	not	just	one.	[URL]		The	above	Tweet	is	engaging	the	user	@rollogolez	in	conversation,	hailing	them	effectively,	but	there	are	other	uses	for	@	mentions	such	as	giving	credit,	in	the	case	of	a	‘retweet’.	Retweeting	is	when	all	or	part	of	a	Tweet	is	reproduced	and	credit	is	given	to	the	originator	of	a	message:			 	RT	@HuffingtonPost:	Nuclear	power:	Damned	if	you	do	damned	if	you	don't?		Most	frequently	this	is	written	as	‘RT	@username’	but	also	‘rt	@’	or	‘retweet	@’	followed	by	the	contents	of	the	original	tweet,	often	truncated	to	accommodate	the	extra	characters	needed	for	the	user	name	‘…’.	‘Via	@username’	often	denotes	that	the	content	has	been	paraphrased.	Users	may	also	place	the	RT	at	the	end	of	the	Tweet	or	combine	a	retweet	with	a	mention	to	share	with	users	who	might	not	already	have	seen	the	content.	dannah	boyd	et	al	point	out	that	retweets	are	also	a	strategic	way	of	alerting	another	user	to	one’s	presence	and	gaining	a	potential	follower	(boyd	et	al.,	2010).162	From	now	on	I	will	refer	to	uses	of	@	generally	as	‘@	mentions’.	What	@	mentions	do	is	to	alter	what	Murthy	refers	to	as	the	‘participation	framework’.163	This																																									 																					162	These	textual	conventions	have	become	so	popular	that	a	‘Retweet’	and	‘Mention’	button	have	been	added	to	the	Twitter	interface	to,	for	example,	automatically	retweet	a	particular	tweet	in	the	format	‘RT	@username	original	message.’	163	Murthy	is	referencing	Karen	Knorr-Cetina	(2009)	who	attempts	to	update	Goffman’s	interactionist	‘situation’,	a	face-to-face	interaction	in	which	two	or	more	parties	are	physically	present,	to	mediated	interactions,	such	as	between	two	stock	traders,	by	adding	the	word	‘synthetic’.	In synthetic situations, parties	may	be	present	in	time	but	not	in	location	although	
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draws	on	the	micro-sociological	theory	of	Goffman	(1981)	and	describes	how	utterances	(in	this	case	Tweets)	imply	a	particular	perceptual	range	–	who	can	take	in	the	utterance.	Those	within	the	perceptual	range	have	a	‘participation	status’	relative	to	the	utterance	–	are	they	commanded	or	invited	to	respond	or	merely	to	listen?164		So	sharing	not	only	happens	through	a	network,	it	also	may	grow	the	network.			@	mentions	are	often	visualised	as	directed	networks	of	users	connected	by	mentioning	each	other,	as	a	way	of	representing	the	flow	of	information.	This	is	based	on	the	assumption	that	users	will	normally	acknowledge	the	original	source	of	a	tweet,	making	visible	the	routes	through	which	information	flows.	Meraz	and	Papacharissi	(2013),	who	use	Twitter	to	study	the	Egyptian	revolution,	assume	from	existing	literature	on	social	networks	that	the	most	‘mentioned’	accounts	(the	highest	in-degree	count)	will	be	the	most	important	in	driving	information	flows.	So	they	reduce	the	dataset	to	a	corpus	of	users	with	the	highest	@	mentions.	Through	formal	properties	of	networks	they	make	claims	about	the	centrality	of	certain	users	in	information	flows.	But	this	approach	automatically	excludes	the	contributions	of	users	who	chose	to	not	acknowledge	their	sources	or	who	receive	information	in	different	ways.	If	one	scrapes	for	conversational	elements	like	@,	then	one	gets	only	conversations.165				So	there	are	some	limitations	to	using	networks	of	@	mentions	to	study	information	diffusion:	firstly	@	mentions	have	many	uses	other	than	simple	attribution	of	where	content	originated;	secondly,	@	mentions	do	not	necessarily	map	the	network	through	which	content	spread	but	may	reveal	a	network	being	built	as	a	consequence	of	the	content	spreading;	thirdly,	there	are	other	ways	that	content	can	spread	which	do	not	leave	visible	traces	such	as	@	mentions.166	In	what	follows	I	will	argue	that	shifting	the	participation	framework	can	occur	in	less	obvious	or	traceable	ways.		
																																								 																																								 																																								 																																								 												sometimes	interactions	can	be	deferred	over	a	long	space	of	time.	They	are	also	mediated	by	and	equipped	with	scoping	‘technology’.	But	as	I	will	argue	due	to	bots,	perhaps	the	synthetic	situation	is	not	synthetic	enough!	Why	does	it	make	sense	to	start	with	human-human	interactions	when	so	many	interactions	are	bot-bot?	164	So	if	user	A	produces	a	message	and	another	user	B	retweets	it,	prefaced	with	an	‘RT@user_A…’	a	third	user	C	may	retweet	but	attribute	the	message	to	@user_B	meaning	the	source	is	disguised.	Users	cannot	see	the	whole	chain	of	retweets,	only	people	they	follow,	which	means	messages	can	transform	over	time	through	these	friendship	networks.	165	Add	to	this	that	@	mentions	can	denote	a	variety	of	behaviors	(Boyd	et	al.,	2010).	An	@	can	be	used	to	attribute	content	to	someone	or	solicit	a	response	(@	mentions	register	as	notifications	on	the	user’s	interface).	Some	users	retweet	only	the	user	they	received	the	tweet	from	while	others	acknowledge	the	originator	of	the	message	or	the	full	chain	of	users.	166	This	is	not	to	say	that	@	networks	are	invalid	–	they	are	highly	appropriate	for	analysing	modes	of	sharing	in	which	making	/	maintaining	social	connections	is	important.	But	there	are	
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Bots and RSS 	In	recent	years,	Twitter	has	become	completely	inundated	with	bots	and	scripts	which	tweet	automatically	based	on	certain	triggers	or	criteria.167	The	most	common	are	what	I	will	call	‘forwarding	services’.	These	include	websites	and	apps	like	Twitterfeed,	dlvr.it,	IFTTT	and	Hootsuite	which	are	based	on	RSS	technology	and	are	set	up	to	Tweet	a	message	whenever	an	article	on	a	website	is	published	or	updated,	whether	or	not	the	owner	of	the	account	is	even	awake.168		Users	of	Twitterfeed	(twitterfeed.com)	for	example	can	link	up	to	highly	specific	feeds	based	on	metatags	for	the	article	category	(business,	entertainment,	technology	etc)	and	customise	their	tweet	with	a	personal	message	including	hashtags	or	@	mentions	to	tailor	it	to	these	feeds.	Other	services	like	IFTTT	(If	This	Then	That:	ifttt.com)	can	also	be	triggered	by	events	on	Facebook	or	LinkedIn	and	a	programmer	could	design	a	bot	to	Tweet	a	message	based	on	what	is	‘trending’	that	day.169	The	point	being	that	tweets	may	arise	from	completely	backchannel	sources	like	RSS,	which	may	themselves	generate	@	mentions	or	illicit	followers	but	do	not	originate	as	a	result	of	direct	mentions	or	following	someone.170			However,	Wilkie,	Michael	and	Plummer-Fernandez	(2014)	make	the	key	point	that	distinguishing	between	human	and	bot	is	difficult	because,	while	humans	may	set	up	robots	to	do	their	bidding,	other	technologies,	such	as	the	semi-automated	Tweet	Button,	embedded	underneath	many	news	articles,	prompt	human	users	to	act	very	









































































Treehugger – Radioactive Fish  	Several	sites	picked	up	on	an	announcement	made	by	TEPCO,	the	energy	company	in	charge	of	the	Fukushima	plant,	that	a	fish	had	been	captured	in	their	nets	with	
																																								 																					182	URLs	in	the	Tweets	were	converted	into	the	text	‘[URL]’	so	that	the	graphs	could	treat	alternative	truncations	as	the	same.	A	column	from	the	DMI	TCAT	data	set	called	‘source’	allowed	me	to	view	which	device	the	Tweet	originated	from.	Twitterfeed	and	delivr.it	for	example	are	known	bots	but	there	are	too	many	others	to	count.	
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After	Fukushima,	still	don't	understand	why	a	nuclear	power	plant	approved	in	the	UK	[URL]	Fuck	French	polluter	@edf		Tweetstrike		5:07:02	PM		 Fukushima	spent	fuel	ponds	in	danger	of	boiling	dry	and	UK	announces	go	ahead	for	Hinkley	C	[URL]	Not	ideal	timing	I	think	TonyJuniper	7:04:32	PM		These	tweets	are	strategically	making	connections	between	disparate	controversies	around	the	world,	in	the	sense	described	by	Andrew	Barry	in	his	concept	of	political	situations	(2012).	The	first	finds	the	possibility	of	new	nuclear	inconceivable	after	Fukushima	while	the	later,	which	was	retweeted	15	times	that	evening,	emphasizes	the	on-going	nature	of	the	crisis.	These	tweets	which	spin	the	link	often	receive	small	but	quick	bursts	of	re-tweets,	in	some	cases	this	may	be	due	to	the	celebrity	of	the	Tweeter	–	Dr.	Helen	Caldicott’s	minimal	message	is	retweeted	32	times	–	or	in	other	cases	due	to	the	perceived	cleverness	or	substance	of	the	commentary.		There	are	also	plenty	of	tweets	which	celebrate	the	announcement	of	the	plant	but	less	frequently,	and	usually	positioning	themselves	as	adopting	nuclear,	perhaps	reluctantly,	as	the	pragmatic	option.		 New	nuclear	power	plant	at	Hinkley	Point	C	is	approved	[URL]	At	least	the	British	are	being	realistic	for	Energy	sources.		MaxwellMarshal	9:56:50	PM	 		BBC	News	-	Hinkley	nuclear	plant	set	to	get	go-ahead	[URL]	<	25k	construction	jobs	clean	reliable	elec	for	5million	homes				 	 Kirstygogan	8:50:06	AM		@Kirstygogan’s	profile	reads	‘Climate,	energy,	politics,	science.	Communications	director	in	UK	low	carbon	electricity	sector.	Mama.	Feminist.	Views	mine.	London	·	uknuclear.wordpress.com’	Although	this	user	is	tweeting	in	her	capacity	as	a	private	citizen,	with	the	common	caveat	‘views	mine’	the	blog	link	reveals	that	she	is	a	press	officer	for	a	nuclear	lobby	group,	which	she	positions	as	a	‘low	carbon’	energy	source.193																																										 																					193	Just	as	with	other	technologies	of	elicitation	(Lezaun	and	Soneryd,	2007),	there	is	a	certain	extent	to	which	Twitter	performs	the	‘citizenness’	of	the	users	commenting.	
	 203 
	With	this	URL,	there	is	much	more	of	an	attempt	to	contest	or	modulate	the	substance	of	the	article,	rather	than	simply	disseminating	it,	because	it	will	be	seen	by	a	wide	variety	of	actors,	rather	than	a	specialist	audience.	It	is	perhaps	because	of	the	trending	potential	of	a	BBC	URL	that	users	reflexively	decide	to	engage	on	this	register.	But	despite	the	creative	use	of	hashtags	and	commentary,	still	the	majority	of	the	messages	disseminate	the	article	in	a	bot-like	way	(whether	they	are	bots	or	not).	This	allows	the	BBC	journalists	to	change	the	content	of	the	story,	including	the	title	while	maintaining	a	unique	link.	So	even	though	this	article	was	changed,	it	is	counted	as	one	article	of	1500	shares,	not	two	articles	of	750	shares	each	in	the	metrics	of	any	trending	algorithms.	Constant	updating	allows	them	to	trigger	RSS	based	bots	to	potentially	tweet	the	story	twice.		As	I	argued	in	the	last	chapter,	while	the	quantitative	accumulation	of	materials	is	a	legitimate	form	of	action,	if	we	only	evaluate	the	contributions	of	participatory	media	users	in	quantitative	terms	than	we	may	miss	the	role	of	discursive	commentary	in	not	just	making	controversies	visible,	but	making	them	visible	in	certain	ways	and	to	certain	audiences.			
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03. THE SOCIAL LIFE OF QUALI-QUANTI METHODS 
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	Perhaps	the	most	general	contribution	of	this	thesis,	though	somewhat	incidental	to	the	starting	premise,	was	toward	the	development	of	broadly	quali-quantitative	approaches.	This	project	has	affirmed	that	digital	data	may	in	some	ways	make	this	project	feasible.	I	have	also	widened	the	available	arsenal	of	visualisations	techniques	beyond	the	trusted	network	diagram.	Networks	have	worked	so	well	in	the	past	because	of	the	way	they	map	on	to	the	object	being	studied:	hyperlinks,	online	profiles	and	new	forms	of	association	in	social	media.	The	move	of	this	thesis	has	been	to	shift	the	object	away	from	these	dominant	devices,	using	particular	controversies,	and	I	showed	that	quali-quantitative	methods	are	still	feasible	even	with	less	formatted	and	structured	data.		In	this	section	I	want	to	talk	more	specifically	about	the	data	visualisations	I	presented	in	this	dissertation	and	how	they	could	be	pushed	further,	but	also	dwell	on	some	of	their	politics	and	limitations.	I	first	however	want	to	talk	about	their	‘	double	social	life’	(Law,	et	al	2011),	in	the	sense	of	their	relationship	to	existing	techniques	and	approaches	and	their	entanglements	with	platforms	themselves.		As	I	explained,	the	Digital	Methods	approach	is	to	stick	closely	to	objects	and	methods	already	in	the	platforms,	so	that	they	can	themselves	be	analysed	as	topics.	However,	they	do	also	add	something	to	existing	traces	through	the	imposition	of	(uncanny)	social	science	methods	like	citation	analysis	and	co-word	(Marres	and	Gerlitz,	2015).	The	point	I	made	in	the	methodology	chapter,	drawing	on	STS	studies	of	representational	practices	in	natural	science,	is	that	we	might	actually	benefit	from	manipulating	them	more,	instead	of	less,	making	less	formatted	data	available	for	analysis	and	juxtaposing	and	combining	data	in	new	ways	(Guggenheim,	2015).	I	scraped	text	using	ad	hoc	scrapers,	parsed	it	with	Excel,	squeezed	text	into	spreadsheets	and	then	back	into	text	files.			However,	these	manipulations	involve	some	violence	to	the	original	data	which	has	costs	and	consequences	in	terms	of	what	details	or	context	may	be	lost	or	downplayed	in	the	study.	So	I	also	want	to	contrast	my	practice	of	transformation	and	abstraction	from	that	practiced	in	natural	science	and	others	in	social	science.	I	will	do	so	with	some	ex	post	facto	observations	about	what	the	visualisations	have	in	common.		








Revealing the Conditions of Production 	The	third	way	in	which	my	graphs	are	different	from	other	types	of	related	representations	is	the	way	they	actively	display	rather	than	conceal	artefacts	of	their	production.	Earlier	I	used	Helen	Verran’s	work	(2012)	to	talk	about	the	performative	effects	of	numbers	and	the	importance	of	understanding	their	indexicality,	or	relations	with	the	wider	world.	In	one	sense,	revealing	the	conditions	of	production	is	a	way	of	keeping	the	numbers	relation	to	the	entanglements	they	are	necessarily	extracted	from,	including	their	categorical	and	value	laden	production.	In	other	words,	they	can	be	made	somewhat	reversible.	The	same	could	be	said	however	of	other	sorts	of	discreet	data	points	and	their	embedding	in	larger	socio-technical	devices.		In	the	Wikipedia	graph,	this	is	mainly	in	relation	to	the	‘No	Link’	strip.	As	mentioned	earlier,	my	rudimentary	scraper	worked	to	varying	degrees	because	some	of	the	reference	links	were	placeholders,	made	by	bots,	mistakes	or	deployed	casually	without	a	thought	of	other	users	(or	social	scientists).	So	in	order	to	draw	attention	to	this	I	provided	a	category	called	‘No	Link’	in	the	diagram,	which	eluded	to	numbered	references	without	hyperlinks.	This	keeps	in	the	picture	both	deviations	in	the	users	behaviour	in	relation	to	references	and	deviations	in	the	scraper’s	ability	to	capture	
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data.	In	relation	to	Facebook,	rather	than	abstracting	social	relationships	or	semantic	clusters	from	interactions	on	a	page	I	decided	to	keep	the	posts,	the	original	source	in	the	diagram	through	bi-partite	graphs.	The	users	were	not	deleted	or	changed	but	the	words	(again	unformatted	and	harder	to	grasp)	were	again	transformed	through	the	Alchemy	database	of	proper	names.	However,	in	the	ANTA	interface,	I	avoided	removing	any	further	words	so	that	certain	accidents	of	the	selection	process	such	as	the	appearance	of	posts	like	‘Daily	Nuclear	Update’	could	become	visible.	On	Twitter,	when	the	different	shares	of	the	URL	were	parsed	into	several	basic	types,	the	original	tweets	were	kept	on	the	left	hand	of	the	graph	so	that	errors	in	the	process	could	be	easily	detected	(when	two	unrelated	tweets	were	deemed	to	be	identical	or	when	identical	tweets	were	misrecognized).			Retaining	some	of	the	traces	of	the	maps’	production	in	the	visualisation,	aside	from	checks	and	balances	in	the	research	process,	is	one	of	the	ways	that	data	visualisations	can	interface	better	with	qualitative	techniques	by	giving	researchers	threads	to	follow.	These	accidents	of	the	process	interrupt	the	smooth	reading	of	graphs	and	force	the	analyst	to	read	the	graphs	as	constructed	and	opaque	data	rather	than	transparent	sources	of	information.			
Claims and Automation 	I	have	proposed	that	in	situations	of	data	deluge	and	radical	uncertainty,	it	may	make	sense	to	use	data	visualisations	as	interpretive	tools	for	producing	textual	accounts,	rather	than	as	end	products	in	themselves	–	either	for	generating	more	numbers	like	p-values	and	odds	ratios	or	for	communicating	findings.	However,	there	is	nothing	inherent	in	these	approaches,	which	precludes	the	development	of	generalisations	or	normative	claims	or	push	button	analyses	at	a	later	stage.		Especially	in	the	previous	chapter,	I	started	making	some	normative	claims	about	‘grassroots’,	‘broadcast’	and	‘spin’	styles	of	link	sharing.	I	hesitated	to	do	so,	being	aware	that	the	standard	practice	in	ANT	is	to	provide	a	minimal	‘infralanguage’	and	otherwise	stick	as	closely	as	possible	to	the	terminology	actors	themselves	use	to	make	sense	of	the	world.	Twitter	does	not	yet	have	terms	for	these	behaviours	but	these	categories	follow	closely	concrete	practices	(using	@’s,	deploying	RSS	bots,	discursive	texts),	which	could	be	easily	operationalized.	These	could	be	used	as	metrics	to	roughly	understand	or	profile	how	links	are	being	shared.	Similarly,	claims	could	be	made	
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about	the	relative	heterogeneity	or	stability	of	Wikipedia	references	over	time	as	an	indicator	of	controversy,	possibly	as	a	supplement	to	analyses	like	Contropedia	(Borra	et	al.,	2014).			These	are	all	interesting	possibilities,	which	might	make	these	STS	studies	more	relevant	to	more	traditional	sociological,	and	media	studies	audiences	or	even	participants	and	stakeholders	(see	below).	The	challenge	however,	is	to	not	build	on	top	of	these	observations	further	and	further	layers	of	mathematical	operations:	black	boxing	the	original	assumptions	or	empirical	details	they	emerge	out	of.	One	would	always	need	to	be	able	to	re-open	push	button	tools	in	the	light	of	unstable	events	and	controversies.			
The Politics of Decentring Devices 	But	why	is	it	important	that	we	search	out	and	analyse	less	obvious,	less	readily	formatted	data	–	such	as	Wikipedia’s	references,	unformatted	text,	email	lists,	or	truncated	URLs?	On	one	hand	there	is	perhaps	a	danger	that	we	limit	ourselves	to	the	most	popular	or	successful	content,	or	adopt	a	view	of	the	platform	favoured	by	its	architects	or	dominant	users.	This	is	fine	so	long	as	the	design	and	systems	of	rankings	themselves	becomes	the	object	of	research,	in	the	sense	proposed	by	Digital	Methods.	But	this	might	still	be	subject	to	the	common	criticism	of	ANT-inspired	approaches,	articulated	best	by	Susan	Leigh	Star	(Star,	1990)	that	ANT-researchers	often	study	the	networks	of	powerful	scientists	at	the	expense	of	marginalized	actors	who	necessarily	fall	outside	these	networks	(invisible	labour	etc.):			
..the political order described in actor network theory, or in descriptions of the creation of 
scientific facts, they describe an order which is warlike, competitive, and biased toward the 
























































































































































































01. LIKE NETWORK  	This	visualisation	was	produced	with	the	tool	Netvizz	(https://apps.facebook.com/netvizz/),	developed	by	Bernhard	Rieder.	I	first	created	a	new	Facebook	identity	(which	identified	myself	as	a	researcher	at	Goldsmiths)	and	‘liked’	the	following	pages	related	to	the	topic	of	nuclear	power,	mainly	in	the	UK.			 Boycott	EDF,		CNDUK,		JANUK,		South	West	Against	Nuclear,		Stop	Hinkley,		EDF	Energy,		Pandora’s	Promise		These	were	determined	partially	by	searching	‘nuclear	power’	through	the	Facebook	search	–	which,	based	on	my	location	is	geographically	biased	toward	the	UK	–	and	specific	organisations	which	came	up	in	field	notes,	flyers	and	other	websites.	I	also	purposely	added	EDF	Energy	and	Pandora’s	Promise	as	representatives	of	the	nuclear	industry	and	pro-nuclear	environmental	position	respectively,	in	order	to	see	how	these	positions	would	connect	or	not	with	anti-nuclear	and	environmental	groups.		For	each	of	these	pages,	I	used	the	Netvizz	interface	to	obtain	a	‘like’	network	in	.gdf	format	with	a	depth	of	2	–	a	list	of	pages	which	are	liked	by	the	starting	page	and	a	list	of	pages	liked	by	those	pages	and	the	connections	between	them.		In	network	analysis	tool	Gephi	(http://gephi.github.io/)	I	used	the	‘append	graph’	function	to	join	the	separate	like	networks	together	–	nodes	with	the	same	identity	are	
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merged,	pooling	their	connections.	I	set	the	minimum	degree	threshold	at	2	to	include	only	those	pages	‘liked’	or	‘liked	by’	2	pages.	Note	that	this	is	a	simpler	method	than	co-link	below	as	it	does	not	distinguish	the	directionality	of	links	as	a	marker	of	authority.	This	allowed	me	to	keep	the	starting	points	in	the	picture	and	allowed	me	to	explore	variability	in	the	uses	of	liking.	In	larger	like	networks	it	might	be	necessary	to	reduce	by	‘in	degree’	to	retained	only	pages	repeatedly	linked	to.			The	graph	was	spatialised	using	Force	Atlas	2	(settings:	default	but	with	‘lin	long	mode’	and	‘prevent	overlap’	checked).	I	then	used	the	‘modularity’	script	in	the	statistics	panel	(default	settings)	to	identify	‘communities’	of	nodes	and	used	these	grouping	to	assign	colour	codings	in	the	partition	panel.	Nodes	were	sized	by	degree,	simply	the	number	of	edges.			







03. EDITS VERSUS SIZE 	This	graph	was	produced	using	the	DMI’s	Wikipedia	Edits	Scraper	and	IP	Localizer	Tool:	(wiki.digitalmethods.net/Dmi/ToolWikipediaEditsScraperAndIPLocalizer)	which	downloads	the	entire	edit	history	page	of	a	given	Wikipedia	article,	including	the	unique	version	id,	timestamp,	user,	total	size	of	file,	user	name,	user	page,	comments	accompanying	edit,	IP	address	of	user.	To	this	file	I	added	a	column	called	‘edit	number’	which	assigned	numbers	to	edits	from	earliest	to	latest.		With	this	data	I	produced	two	different	graphs	using	Excel’s	standard	chart	interface,	which	I	then	overlaid.	The	first	charted	number	of	edits	over	time	in	which	the	x-axis	was	time	and	the	y-axis	represented	the	cumulative	number	of	edits	at	a	particular	time.	The	second	chart	showed	the	total	size	over	time	where	time	was	on	the	x-axis	and	size	(in	bytes)	was	on	the	y-axis.	Please	note	that	while	the	number	of	edits	only	goes	up,	the	cumulative	size	of	the	article	can	either	go	up	or	down	–	one	graph	is	cumulative	and	the	other	a	total	snapshot.	Also	note	that	while	the	two	x-axes	correspond	exactly,	the	two	y-axes	on	the	left	and	the	right	were	adjusted	to	fix	on	the	same	graph	–	so	they	are	relative	to	each	other.	The	overall	fit	of	the	two	lines	demonstrates	that	most	of	the	activity	in	the	first	week	led	to	the	expansion	of	the	article,	which	largely	did	not	contract	over	time.		
04. WIKIPEDIA REFERENCES 	
First 4 Days 	For	this	visualisation	I	first	started	with	the	same	Wikipedia	Edits	Scraper	.csv	as	above	for	both	the	page	‘Fukushima	Daiichi	Nuclear	Disaster	and	‘Fukushima	Daiichi	Nuclear	Plant’		




2. Scraping versions for references 	I	opened	this	.html	as	a	local	file	in	the	program	Outwit	Hub	which	is	used	for	scraping	data	from	websites.	I	selected	the	column	that	contained	the	list	of	links	to	individual	versions	of	the	article	corresponding	to	the	edit	number.		e.g.	–	
http://en.wikipedia.org/w/index.php?title=Fukushima_Daiichi_nuclear_disaster&oldid=418
588421		For	each	of	these	links	I	ran	a	scraper	with	Outwit	Hub	which	cycled	through	the	code	to	obtain	citation	number	and	corresponding	hyperlinks	based	on	their	location	in	the	source	code.	I	used	the	settings			Table	Tab>	Autoexplore	Pages>	Fast	scraper>Use		 Scraper:	Apply	if	page	URL	contains	http://en.wikipedia.org/w/index.php?			 Name	 Marker	Before	 Marker	After		 	 	 	true	 ID	 <li	Id="cite_note-	 "><	 	 	 	 	true	 Link	 class="external	text"	href="	 ">	 	 	 	 		This	was	based	on	the	assumption	that	recurring	textual	elements	(underlined)	will	surround	the	two	bits	of	data	I	needed	(in	bold).	For	example:	
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<li id="cite_note-WNN-6"><span class="mw-cite-backlink">^ <a 
href="#cite_ref-WNN_6-0"><sup><i><b>a</b></i></sup></a> <a 
href="#cite_ref-WNN_6-1"><sup><i><b>b</b></i></sup></a></span> <span 
class="reference-text"><a rel="nofollow" class="external text" 
href="http://www.world-nuclear-
news.org/RS_Massive_earthquake_hits_Japan_1103111.html">Massive 
earthquake hits Japan</a> World Nuclear News, March 11, 2011 2148h 
GMT (update 8)</span></li>		Note	that	this	scraper	does	not	take	into	account	multiple	uses	of	the	same	exact	reference.	Many	links	with	have	the	following	format	1^abcdefg	to	signify	different	references.	This	could	be	incorporated	into	further	analyses	but	I	am	focusing	here	on	the	decision	to	include	the	reference	or	not,	which	is	different	from	the	amount	of	mileage	the	editors	get	out	of	the	same	reference.			I	specifically	included	the	citation	ID	to	tell	me	when	a	reference	in	the	page	did	not	contain	a	link.	The	resulting	file	was	exported	as	another	.csv	which	contained	a	row	for	every	reference	in	every	page	scraped,	including	reference	number,	hyperlink,	unique	edit	URL,	version,	date	and	time.			
3. Preparing the scraped references 	To	this	file	I	added	several	columns:	A)	The	column	“domain”	to	extract	the	host	domain	from	the	specific	URL	of	the	reference	using	the	following	formula:			 =IF(ISERROR(FIND("http://",C2)),MID(C2,FIND("http://",C2)+4,FIND("/",C2,9)-FIND("http://",C2)-4),MID(C2,FIND("//",C2)+2,FIND("/",C2,9)-FIND("//",C2)-2))		 Where	C2	=	Original	URL.	So	‘http://www.bbc.co.uk/news/uk-politics-33604287’	--!	‘www.bbc.co.uk’		References	without	scrapable	URLs	were	returned	as	‘#VALUE!’,	which	I	renamed	as	‘NO	LINK’	to	draw	attention	to	either	the	lack	of	link	or	failure	of	the	simple	scraper	to	obtain	it.		B)	I	also	added	a	column	to	group	the	references	by	edit	number	(identifying	the	version	of	the	article	from	which	they	were	extracted).	
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	 =IF(C3=C2,D2,D2+1)		Where	C	=	Edit	URL	and	D=edit	number		C)	I	also	created	a	value	for	time	expressed	as	a	number.	I	first	converted	the	column	Version	Time	and	Version	Date	retained	from	the	original	Wikipedia	Scraper	output	to	a	number	using	Format>Cells>Number,	allowing	2	decimal	places,	which	converts	the	dates	to	Unix	time,	calculated	as	number	of	seconds	elapsed	since	1	January	1970	UTC.	I	added	the	columns	together	and	then	subtracted	the	number	of	the	earliest	edit,	in	this	case	39153.38	to	give	a	more	manageable	measure	of	time	relative	to	the	first	edit.		D)	Finally	I	added	a	column	for	‘Totals’,	in	which	simply	put	the	value	1	next	to	each	reference	so	that	multiple	instances	of	a	domain	(bbc.co.uk)	in	a	particular	version	would	be	added	together	in	the	next	step.		
4. Visualising with RAW 	In	visualisation	programme	RAW	by	Density	Design	(http://raw.densitydesign.org/)	I	uploaded	the	modified	csv	and	selected	the	‘Stream	Graph’	visualization	which,	is	essentially	an	area	graph,	and	assigned	the	following	columns	to	the	inputs.	For	the	field	‘Group’,	I	selected	the	column	‘Domain’,	for	‘Date’	I	entered	‘Relative	Unix’	Time	and	for	‘Size’	I	entered	‘Totals’	(the	column	containing	a	1	for	each	instance	of	a	URL).	I	chose	‘Zero’	as	the	most	legible	‘Offset’	for	the	graph	and	visualised	it	at	2000	x	1500.		At	each	given	time	slice	(in	this	case	the	time	stamp	of	the	edit)	the	total	number	of	instances	of	each	domain	are	represented	as	bars	of	colour	with	connecting	lines.	The	vertical	order	is	based	on	the	order	of	the	first	time	slice	with	new	domains	being	added	on	top.	The	total	height	of	the	graph	is	thus	absolute.		The	same	procedure	was	used	for	the	graph	of	the	total	year,	except	that	I	used	the	following	formula	to	obtain	every	100	edits	–	placing	a	one	next	to	every	edit	ending	in	11	(11,	111,	211	…etc.)	“=IF(RIGHT(A2)="11",1,0)”		
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There	was	an	error	which	only	manifested	itself	in	the	year	long	span	which	was	that	when	the	user	page	could	not	be	found	by	the	Wikipedia	Edit	Scraper	(if	they	had	been	banned	from	Wikipedia	for	example)	and	there	was	no	value	in	this	field	then	the	scraper	failed	to	return	references	for	the	edits	before	and	after.	This	only	impacted	5	edits	over	the	course	of	the	year	(2611	,	4511,	5311,	and	5711)	which	were	manually	removed.	So	the	graph	merely	skips	these	edits	appearing	to	jump	ahead	slightly.	However	the	Raw	Stream	graph	positions	the	lines	in	real	time	so	this	only	affects	the	granularity	not	the	rhythm	of	the	data.	This	can	hopefully	be	corrected	in	future	versions.		
05. BI-PARTITE NETWORKS 	*See	earlier	in	the	appendix	for	description	of	like	network,	also	featured	in	this	chapter.		
1. Email List Scraping 	A)	To	scrape	data	from	the	RiseUp	Email	List	I	used	a	chrome	extension	called	Scraper	(search	‘scraper’	in	Chrome	Web	Store).	I	first	selected	the	tab	on	the	email	list	interface	to	sort	posts	‘chronologically’	rather	than	‘threaded’	which	became	easier	to	scrape.	On	the	first	page	(which	represents	all	the	messages	for	a	month)	starting	from	the	date	of	the	Fukushima	Disaster,	I	right	clicked	on	one	of	the	posts	and	selected	“scrape	similar”	starting	the	Scraper	application.		The	scraper	identified	the	location	of	the	posts	in	the	source	code	(in	XPath	markup)	as:		 //div[4]/div/div/ul/li/ul/li		Starting	from	this	location	I	further	specified	the	following	items	within	the	“li”	tag	also	expressed	in	X	Path			 ./b/a	 	 	 Post	Title		 ./em	 	 	 User		 ./b/a/@name	 	 Message	Number		 ./b/a/@href	 	 Message	URL	
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	 ../../strong	 	 Message	Date			This	gave	me	a	.csv	file	for	the	current	page	and	I	manually	repeated	this	process	for	each	month	of	the	year	following	the	Fukushima	disaster	March	2011	–	April	2012	and	I	then	cut	and	paste	the	.csvs	into	one	file.		I	first	removed	the	ubiquitous	text	‘[KickNuke]’	from	the	posts:			 =IF(ISNUMBER(SEARCH("[KickNuke]",A2)),	REPLACE(A2,	H2,	11,	""),	"?")	Where	A	is	the	column	with	the	original	post	title		Then	I	separately	determined	if	the	post	was	a	reply	or	not	by	asking	if	the	post	started	with	“re:”:		 =IF(ISNUMBER(SEARCH("re:",I2,1)),	SEARCH("re:",I2,1),	"notreply")	Where	I	is	the	Column	with	the	post	–	[kicknuke]		If	it	was	a	reply	I	deleted	the	“re:	”	at	the	beginning	of	posts	in	order	to	make	the	text	of	originals	and	replies	comparable.		 =IF(ISNUMBER(J2),	REPLACE(I2,	J2,	4,	""),	I2)	Where	J	is	the	answer	“noreply”	or	“1”	for	a	reply			
2. User-Post Bi-Partite 	Using	this	CSV	I	used	Table	2	Net	to	create	a	bi-partite	network	(http://tools.medialab.sciences-po.fr/table2net/index.php).		I	uploaded	the	.csv	from	the	previous	step	and	selected	bi-partite	as	the	type	of	network	(two	types	of	nodes).	The	first	type	of	nodes	I	defined	as	Text,	that	is	the	title	of	the	post	and	for	the	second	type	of	nodes	I	defined	as	User.			I	exported	the	file	to	Gephi,	spatialised	it	using	Force	Atlas	2	(again,	lin	long	mode,	prevent	overlap	checked).	Nodes	were	coloured	by	type	(user	or	post)	and	sized	by	degree	(number	of	connections).	
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06. TRI-PARTITE NETWORKS 
 
1. Formatting the User-Post Graph 	The	tri-partite	networks	are	simply	a	combination	of	the	above	two	bi-partite	graphs,	joined	at	the	posts.	The	trick	is	to	add	in	time.	Fortunately	the	bi-partite	User-Post	graph	supplied	by	Netvizz	already	contains	a	column	called	Unix	Time	which	can	be	used	for	this	purpose.	Unix	gives	a	numeric	value	for	dates	–	the	number	of	seconds	elapsed	since	1	Jan	1970.	To	this	I	added	a	column	called	‘Axis’	in	which	I	assigned	1	to	all	user	nodes	and	2	to	all	word	nodes.		To	visualise	the	time	dimension,	in	Gephi	I	used	the	‘Spatial	Layout’	plugin	(search	within	the	interface	for	plugins).	In	the	Rank	panel,	clicking	the	Spatial	Layout	logo,	I	selected	the	y-axis	and	assigned	the	column	Unix	Time	between	0	–	3000	and	for	the	x-axis	by	Axis	between	0	and	500.	This	placed	all	of	the	posts	in	one	column	and	all	of	the	words	in	a	separate	column	and	sorts	all	of	the	posts	by	their	unix	time.	Since	space	in	
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Gephi	is	entirely	relative	it	these	numbers	are	in	relation	to	each	other.	I	sized	the	nodes	by	degree	and	coloured	them	by	type	of	node	(user,	post	by	user,	post	by	page).		In	order	to	better	position	the	user	nodes,	which	of	course	do	not	have	a	time	dimension,	I	first	selected	the	posts,	now	forming	a	vertical	line	down	the	middle	and	from	the	right	click	menue	chose	‘settle’.	This	locks	the	nodes	into	place.	I	then	ran	Force	Atlas	2	which	allowed	the	user	nodes	to	flow	freely	around	the	fixed	posts	–	gradually	drifting	towards	posts	they	commented	on	more.		Although	this	arrangement	is	somewhat	arbitrary	and	more	of	a	visual	aide,	the	problem	is	that	users	who	engage	with	a	large	number	of	posts,	rather	than	a	few	posts	intensely,	will	be	drawn	to	the	middle	of	the	graph.	To	combat	this	I	returned	to	the	rank	panel	and	this	time	assigned	the	x-axis	to	Out-degree	or	the	number	of	times	a	node	connects	to	something	else.	This	meant	that	the	users	who	engage	with	more	posts	are	pushed	away	from	the	graph.	The	posts	remain	in	a	line	because	their	out	degree	value	is	by	definition	0.		
2. Formatting the Word-Post Graph 	First	in	Gephi	with	the	Word-Post	graph	open	I	clicked	the	tab	for	Data	Table	and	clicked	Nodes	and	Export	as	.csv.	This	produced	a	list	of	all	the	nodes	in	the	Gephi	File	as	a	csv	table.	I	first	created	an	extra	column	which	extracted	the	unique	identifier	of	the	posts	from	the	ANTA	created	filename:	40-47207552617990.txt	!	281732915171_47207552617990	47207552617990		Then	I	sorted	the	nodes	by	type	and	unique	identifier	and	manually	pasted	in	the	extra	columns	from	the	Netvizz	tab	file	(engagement,	unix	time,	user	etc).	I	also	added	a	column	called	Axis	and	gave	every	post	a	value	of	1	and	every	term	a	value	of	2.	Then	in	Gephi	I	imported	the	modified	file,	ensuring	that	I	checked	all	the	boxes	of	the	new	columns	I	had	added	and	selected	‘string’	for	text	fields	and	‘float’	or	‘integer’	for	numbers.	Sometimes	these	properties	were	not	recognized	on	import	but	this	could	be	fixed	by	making	a	duplicate	of	the	column	and	re-specifying	integer	or	float.		
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Again	in	the	Rank	Panel	I	assigned	y-axis	to	Unix	Time	between	0	–	3000.	I	again	sized	nodes	by	degree	and	coloured	by	type.	I	also	applied	the	out-degree	ranking	as	with	the	previous	map	but,	reversed	the	order	500	and	0		
3. Combining the two graphs 	Finally	the	two	graphs	were	brought	into	Adobe	Illustrator	and	manually	overlaid	at	the	posts	which	were,	in	theory,	in	exactly	the	same	place.				
07. SOCIO-TECHNICAL GRAPHS 	
1. The data set 	The	staff	at	the	Digital	Methods	Initiative	were	kind	enough	to	give	me	a	query	bin	for	my	project	which	from	9	March	2013	onwards	collected	tweets	containing	the	terms:	Fukushima,	nuclear,	nuke,	Hinkley,	EDF.	The	terms	nuclear	and	nuke	were	general	enough	that	they	contained	many	other	controversies	over	nuclear	weapons,	nuclear	power	plant	proposals	in	other	parts	of	the	(English	speaking)	world	and	even	jokes	involving	someone	‘going	nuclear’.	Hinkley	and	EDF	were	far	more	issue-specific,	though	there	were	still	Tweets	about	Hinkley	the	place	generally	and	similar	acronyms	to	EDF.		As	well	as	offering	statistics	on	top	users,	top	hashtags	and	top	URLs,	and	of	course	the	facility	to	download	collections	of	Tweets	based	on	sub-queries	and	time	frames,	the	interface	also	gives	volume	over	time	with	which	I	was	able	to	determine	various	spikes	in	activity,	keeping	in	mind	that	some	of	these	spikes	pertained	to	non	topic	specific	discussions,	as	noted	earlier.	These	needed	to	be	investigated	manually	as	discussed	in	the	chapter		




4. Colour Coding 	The	first	step	in	producing	the	coloured	strips	was	to	first	remove	the	URL	from	the	text	of	the	tweet	–	with	truncations	the	URL	would	vary	considerably	and	I	was	specifically	interested	in	what	else	would	change.	This	could	be	accomplished	by	the	following	formulas	to	identify	the	character	position	of	‘http:’	and	the	next	available	blank	space	after	and	thus	the	length	of	the	URL		
=FIND("http",AE2,1) 









08. URL SEQUENCER 	
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The	URL	Sequencer	tool	is	currently	being	developed	with	the	help	of	Erik	Borra	at	the	DMI.	The	current	incarnation	builds	on	the	approach	used	above	but	rather	than	simply	identifying	original	or	repeated	Tweets,	distinguishes	typologies	of	tweets.		This	works	by	stripping	away	some	of	the	incidental	formatting	to	indentify	the	base	text.	This	includes	removing	‘RT	@_______	‘	‘via	@_______’	‘@_______’	or	‘@______’,	lower	case	the	full	tweet;	replace	the	following	with	a	space:	{:,	cc:,",',...,-};	remove	trailing	spaces;	replace	all	sequences	of	spaces	by	a	single	space.		Given	a	column	of	all	the	tweets	in	time	order,	the	remaining	base	text	is	then	assigned	unique	colours	when	it	is	repeated.	Perfectly	unique	tweets	remain	on	a	white	background	without	formatting	for	easy	identification.			The	tool	then	assigns	a	unique	column	to	each	tweet	typology	from	left	to	right	in	the	order	in	which	they	first	appear.	Although	this	does	not	give	a	sense	of	time,	it	very	quickly	gives	the	researchers	a	sense	of	the	order	of	major	events	and	the	extent	to	which	a	particular	URL	is	relatively	homogenous	or	heterogeneous	in	its	output.		Although	this	is	still	under	prototype	the	other	function	of	the	tool	will	be	to	identify	variations	within	the	base	tweet	–	if	a	hashtag	or	@	mention	is	added	to	the	text	for	example.	This	would	require	setting	a	threshold	of	how	many	characters	or	words	would	constitute	a	modification,	but	not	a	brand	new	tweet.	Within	this	threshold	a	script	similar	to	the	diff	function	(https://en.wikipedia.org/wiki/Help:Diff	)	used	in	Wikipedia	would	highlight	in	green	words	that	are	added	and	highlight	in	red	words	that	are	removed.		This	tool	will	be	detailed	in	a	forthcoming	joint	paper	with	Erik	Borra.		
 	
