A super resolution measurement technique is proposed to improve the accuracy of the automated stereovision measurement systems. Image super resolution is useful to reconstruct a visually enhanced high resolution image from a set of low resolution images. Due to the ill conditioning problem of the super resolution model, a-priori information is augmented into the model. We examined different a-priori and concluded that the Solution norm is the most suitable apriori to be used with the optimization technique described. Experiment also showed that the super resolution technique could perform measurement on small images, which are not possible without the technique. An increase in measurement accuracy from 99.73% to 99.91% is obtained.
Introduction
Measurements have played significant role in an automated manufacturing environment. Their applications have been seen in various manufacturing processes such as inspection, assembly, quality assurance, and robot guidance. One of the most desirable measurement tools is image-based measurement system. Rapid advancement in various emerging fields has encouraged the development of image-based measurement systems as high accuracy non-contact three-dimensional measurement tools. The main advantages of employing such systems over other approaches in automated manufacturing environment include lower cost, higher speed, improved product quality, improved accuracy and consistency as well as improved worker safety [1] .
At the Centre for Advanced Manufacturing Research, research has been carried out to improve the large object automated measurement system. An example of such measurement is the dimensional measurement of car bodies in car manufacturing plant. The measurement can be carried inline or offline and both approaches serve to ensure the quality control of the manufacturing processes. This project proposes a new direction to improve the accuracy of image-based measurement system. Considering measuring multiple parts on the car bodies moving on the production line, traditional method of using vision systems is to either place multiple stereovision on each parts or using a moving mechanism to move the stereovision. For the first method, using multiple stereovision means higher cost and more maintenance work. Furthermore, those who had experience in placing a stereovision in a manufacturing environment will know that searching for a good location itself is a challenging task. Much consideration such as vibration-free, safety, dust free, etc needs to be taken into account. Thus, lesser number of stereovision systems is preferred. As for the second method using a moving mechanism, such approach also incurs higher cost and more maintenance work. Accurate mechanism, which is expensive and need to be maintained, is required to move the stereovision around. In addition, having moving parts is generally not desirable considering the safety issue. Another alternative which is not normally considered is to place the stereovision in a way that all the parts can be captured in a single image. Such configuration normally results in the individual parts covering only a small portion of the images. The measurement obtained is generally poor in accuracy. In certain cases, the image is useless for any measurement purpose. This paper intends to provide a remedy to such problem.
The new approach is to pre-process the observed frames captured from the vision systems using an image super-resolution technique. Image super-resolution is an image processing technique to reconstruct a visually enhanced higher-resolution image from multiple images. The idea is to improve the quality and resolution of the image which subsequently improve the attainable accuracy. Conventionally, improving the resolution is possible by replacing the sensor with a higher-resolution sensor. However, when this is not possible due to either cost or hardware physical limitation, this can be resolved using image super-resolution technique. Even though when superior equipment is available, image super-resolution is always a convenient alternative.
This paper presents the model of image super-resolution and shows that the model is an illposed problem. In order to deal with the ill-posed problem, regularization using a-priori information is implemented. Different a-priori is examined and the best a-priori information for the measurement application is revealed. A simulation result is also furbished to prove the approach proposed here.
Image Super-Resolution Reconstruction
The degradation or forward process of a single high resolution image to multiple low-resolution images can be modeled using the matrix vector notation as
where
is the ideal super-resolution image, is the down-sampling operator,
is the k th blur operator, and
is the k th motion operator, K is the number of images, and
denotes the number of pixels in x and y axes for both low-resolution and super-resolution images respectively.
Note that the super-resolution image, the observed frames and the unknown error are arranged in lexicography format. According to the model, each low-resolution frame is a different representation of the super-resolution image. Rewriting the model in a simpler form as
is the kernel operator. By setting the equation for each observed frame, the equations are stacked vertically to form a system of linear equations as
The super-resolution problem is the inverse process of the model denoted by Eq. (4) where the super-resolution image z is unknown and the kernel H is estimated from the observed frames . However, the kernel is a compact operator thus the super-resolution model is ill-posed. This implies that the direct inverse approach will fail and special consideration needs to be taken in order to obtain a meaningful solution. For this reason, regularization approach using a-priori information is utilized to deal with the ill-posed problem.
Regularization Using A-Priori
To regularize the wild-oscillation in the solution, different a-priori is examined for their suitability with application to measurement. In order for the images to be useful for measurement, the basis requirement is that the images need to have distinctive edges and not severely corrupted by noise. Thus, the a-priori information augmented to the super-resolution model must be capable of preserving the edges and other discontinuity in the image and the optimization technique must be robust to noise. Four a-priori are examined, namely the Solution norm 
where α is the threshold parameter separating region with and without edges. To augment the apriori into the super-resolution model, the following constrained formulation is considered. 
where ( ) z J is the a-priori information. Note that in the constrained formulation, noise variance 2 σ is included. The purpose of noise variance is to improve the robustness of the formulation toward noise. We remark that the super-resolution problem with HMRF norm is solved using the popular Conjugate Gradient method. As for the rest of the a-priori, the following optimization is adopted. Using the Lagrangian, the following unconstrained formulation is obtained for Eq. (6).
where λ is the Lagrange multiplier which determines the fidelity of the solution toward the a-priori or toward the super-resolution model. As can be seen in Eq. (7), the unconstrained formulation is a nonlinear equation. To simplify the optimization, Karush-Kuhn-Tucker conditions for Eq. (7) are defined and Newton's method is used to linearize Eq. 
Simplifying the notation gives
where K is the Hessian matrix, U is the iterative step for the Newton's method and G is the Karush-Kuhn-Tucker conditions. Vector U is obtained using the Minimal-Residual non-stationary iterative method due to that the Hessian matrix is large, sparse, symmetry and not positive definite. When vector U is obtained, the outer iterative step for the Newton's method is updated as
Note that λ is also optimized in the method and thus ensuring a good quality super-resolution image. The effect of λ over the super-resolution problem is discussed in the next section.
Simulation Results and Discussion
To illustrate the effectiveness of the different a-priori, an image with black and white checkerboard is used. The original image is 100 × 100 pixels and passed through the forward degradation model, Eq. (4) to form the low-resolution images 25 × 25 pixels, sixteen times lesser number of pixels, which are used as the observed frames input into the constrained formulation, Eq. (6) to obtain the super-resolution image. As in the actual situation, the observed images considered are not blurred and the motion model is known in the simulation. The observed frames are also considered to be corrupted by the Gaussian white noise measured 55dB, which is the common noise level for the general CCD cameras. Even when these models are unknown, there exist many techniques to estimate them.
The observed frames and the initial solution obtained using the Bi-cubic interpolation method are shown in Fig. 1 . Using the super-resolution technique with different a-priori, the super- Fig. 2 . In order to examine the suitability of the image for measurement application, two attributes of the images are looked into. The first attribute is to examine whether the edges in the reconstructed images are penalized and the second attribute is to examine the noise level. Examining the first attribute, the edges in all the super-resolved images are well preserved. For the GMRF and the solution norm, these a-priori normally tend to smooth the pixel intensity with its adjacent pixels. However, the simulation results, Fig. 2a and Fig. 2b , show super-resolution image with distinctive edges. This is due to the robustness of the optimization technique described in the preceding section and the two favorable criteria when considering measurement, i.e. the images are generally not blurred and the motion model is known accurate to a certainty. As noted in Eq. 9, the optimization technique optimizes the minimization of the z and the λ . The λ has a dominant effect of the quality of the super-resolution image. When considering the GMRF norm and the Solution norm, if the λ chosen is too large, then the solution obtained is overly smoothed. On the other hand, if the λ chosen is too small, then the solution is dominated by noise. Therefore, an optimized λ is important and can be obtained using the optimization technique described earlier.
As for HMRF and Total-Variation, both methods are known to be edge-preserving as shown in the Fig. 2c and Fig. 2d , however, this comes at a cost of higher computational complexity. The HMRF norm has a dynamically changing objective function which is difficult to be optimized. The Total-Variation norm has a gradient that may be divided by zero but this can be solved by slightly perturbs the norm with a small value. The second attribute of the images to be examined is the noise level. This is done by evaluating the root mean square signal-to-noise, SNR rms , of the super-resolution image using 
Conclusions
In conclusion, the contributions of the paper are twofold: Firstly, super-resolution technique is proposed to increase the accuracy of the measurement systems. The results show that the superresolution acts similarly as to the increase of the camera lens focal length. The experiment showed an increase of average accuracy from 99.73% to 99.91% and capable to perform measurement on smaller images which is previously not possible. Secondly, different a-priori is examined with interest to the measurement application. The Solution norm is identified as the best a-priori in terms of speed and image quality for measurement with the optimization technique proposed.
