In this paper we introduce the first spatial-temporal-textual framework that can facilitate the validation and optimization of indoor navigation systems using trial participants continuously recorded feedback. The proposed framework enables us to pinpoint specific areas of improvement such as which part of the user interface requires changes, what areas in the environment necessitate modifications in the localization algorithm, and/or which instructions should be improved. Conventional evaluation of such systems is based on collecting users' feedback after the trials in the form of interviews and/or questionnaires. This form of evaluation while necessary and important, it provides a summary of the users' view of the system. In contrast, the proposed framework provides a significant improvement by refining the user feedback resolution by continuously collecting the following information in a spatial-temporal context during the trials: user comments, user interface interactions, and navigation instructions. The framework includes the following four main components: 1) trial data preprocessing; 2) comments textual analysis; 3) spatial/temporal/instructions analysis, and 4) results visualization. We introduce a case study that illustrates the use of the framework using PERCEPT indoor navigation system for blind and visually impaired users.
I. INTRODUCTION
Independent navigation through unfamiliar indoor environments is one of the most basic and challenging daily tasks for some travelers, especially if they have visual impairment. A number of research projects aim to help users navigate in unfamiliar indoor environments [1] - [19] . Conventional evaluation of such systems is based on collecting users' feedback after the trials in the form of interviews and/or questionnaires. This form of evaluation while necessary and important, it provides a summary of the users' view of the system.
In this paper we introduce the first spatial-temporal-textual framework that can facilitate the validation and optimization of indoor navigation systems using trial participants continuously recorded feedback. In our literature survey we only include indoor navigation systems that have been evaluated The associate editor coordinating the review of this manuscript and approving it for publication was Derek Abbott . using human subjects since our proposed framework relates to human subjects feedback analysis. These systems differ in their localization technology (e.g., Bluetooth Low Energy (BLE) sensors) and the way the navigation instructions are generated (e.g., using a navigation instructions algorithm). Blind MuseumTourer [1] is an indoor navigation system that provides self-guided tours in museums for Blind and Visually Impaired (BVI) users. The system was evaluated using post-trial questionnaires that include the users' feedback regarding the system reliability, instructions efficiency, and ease of use. Nair et al. [2] introduced an indoor navigation system for BVI using BLE beacons and Google Tango as the user device, evaluated the system by asking users to answer a set of interview questions. ASSIST [3] is an indoor positioning and navigation system for BVI users and Autism Spectrum Disorder users. The authors evaluated the system by administering a post-experiment survey which assessed subjects' impressions of the application and its VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ various components. ANSVIP [4] indoor navigation system that uses computer vision-based localization and haptic interfaces was also evaluated using post-trial surveys. Guide-Beacon [5] indoor navigation system was evaluated using post-trial questions that asked BVI participants to rate (on a scale from 1 to 10) the user interface, ease of navigation, and the participant's adoption likelihood. Zhang and Ye [6] presented an indoor wayfinding system for BVI users based on geometric features aided graph. To evaluate the system, trial subjects were surveyed after the experiments by providing ratings on various aspects of the system with a 1 to 5 scale. Ko and Kim [7] introduced a vision-based wayfinding system, which is evaluated by interviewing the users in order to determine their satisfaction. NavCog3 [8] is a smartphonebased indoor navigation assistant for BVI users which provides information on landmarks (e.g., tactile paving) and points of interests nearby in addition to turn-by-turn instructions. To evaluate the system, at the end of the experiments, the authors gave short questionnaires and had wrap-up interviews with the participants. Asakawa et al. [9] introduced a solution to support an independent, interactive museum experience that uses the continuous tracking of the user's location and orientation to enable a seamless interaction between Navigation and Art Appreciation. In order to evaluate the experiences of the users, a questionnaire using bipolar Likerttype five-point scales was filled out by each subject after the experiments. Oh et al. [10] presented a navigation system for BVI without indoor positioning techniques. In order to evaluate the feasibility and usefulness of the system, the authors received user feedback regarding their perceived usefulness and ease of use of the system. TrailCare [11] is a computational system to assist wheelchair users, improving accessibility through ubiquitous computing technologies. Ten wheelchair users tried the system and filled out a questionnaire to evaluate a perspective of the benefits and limitations of the TrailCare in real-world situations. Torrado et al. [12] introduced a smartphone application that helps people with cognitive disabilities to get from one place to any other in a modeled environment, following a trail of clues. To validate the system, standard questionnaires were given after the authors conducted an experiment on 14 users with several cognitive disabilities in an unfamiliar environment. Kim [13] presented an intelligent wheelchair (IW) system, which is developed in order to support safe mobility for disabled or elderly people with various impairments. After finishing the field test using the proposed system, the participants were interviewed to investigate their level of satisfaction with a questionnaire.
To the best of our knowledge PERCEPT system [14] - [19] , is the first indoor navigation system that includes an algorithm that generates detailed landmark based navigation instructions. As the first generation affordable and accurate indoor navigation system, it was developed at the University of Massachusetts 5G Mobile Evolution Lab in cooperation with Massachusetts Commission for the Blind. PERCEPT system was validated using human trials and post-trial questionnaires using Likert scale [19] . As described in [20] , we generate instructions between any source and destination in the indoor venue leading to a very large number of instructions. For example, PERCEPT system deployed at UMASS Amherst administration building has over 10,000 instructions and in North Station subway, and commuter rail station in Boston, there are over 6000 instructions. In [21] , we introduced a validation framework for indoor landmarkbased navigation instructions for BVI users which allows the developers to test if the instructions accurately describe the environment and/or the instructions can be accessed. However, this framework is limited to validating only the navigation instructions and not the entire indoor navigation system.
As detailed in the above paragraphs, the indoor navigation systems were validated and optimized using interviews and/or post-trial questionnaires. This form of evaluation while necessary and important, it does not provide sufficient information regarding the users' satisfaction with specific instructions/localization/user interface as well as specific areas in the environment where these comments occurred. Such information is required to expedite the system validation and optimization.
In this paper, we introduce a framework that complements the current methods. It captures the users' feedback in a much finer resolution in spatial-temporal context. Throughout the trials, user comments are recorded in audio format along with other relevant information such as real-time localization results generated by our localization algorithm and smartphone user interface operation logs. Since the data is massive in quantity and complex in semantics, we introduce a framework that consists of tools which can process, analyze, classify, and visualize the user comments. The systems published in [22] - [25] use user written comments to help improve and debug an application. However, to the best of our knowledge, there is no prior published work that records user comments in a spatial and temporal context and analyzes them to facilitate system debugging an optimization.
The detailed spatial-temporal-textual visualization enables the developers to easily pinpoint the system bugs and/or required improvements in specific parts of the indoor navigation system which include the system localization algorithm, navigation instructions and user interface.
The proposed framework, which is depicted in Fig. 1 includes the following four modules: 1) Trial data preprocessing module (Section II): a. Input: audio recording of user comments along with spatial and temporal meta information b. Processing: raw transcripts are processed including punctuations restoration, sentences splitting and temporal and spatial information associations c. Output: processed textual transcripts 2) Comments textual analysis module(Section III): a. Input: processed textual transcripts (provided by the previous module) We would like to emphasize that our contribution in this paper is the proposed framework which is the first of its kind, rather than its individual modules.
The paper is organized as follows. Section II describes trial data preprocessing, and Section III describes the comments textual analysis. Section IV describes spatial/ temporal/ related instructions analysis, Section V introduces results visualization, and Section VI describes the framework evaluation. A case study of PERCEPT system validation is introduced in Section VII, and Section VIII concludes the paper.
II. TRIAL DATA PREPROCESSING
In this section, we describe the preprocessing steps (see Fig. 2 ) of the audio recordings of users' feedback throughout the trial. The steps are described in the following subsections. 
A. TRANSCRIBE AUDIO COMMENTS
We use an automatic speech recognition system -Google Cloud Speech [26] to convert recorded user comments from audio to text. The audio recording files are sent to Speech API as queries and transcription results are sent back. Each word in the results file is marked with a confidence level and timestamp. We choose the candidate outcomes with the highest confidence as our raw transcripts. Using the timestamp, we pair each comment with other events such as UI logs, and localization results. 
B. PUNCTUATE TRANSCRIPTIONS
Automatic speech recognition systems such as Google Cloud Speech generally produce unpunctuated texts which are difficult to read for humans and also degrades the performance of downstream analysis algorithms such as topic classification, sentiment analysis, syntactic parsing, and information extraction.
Therefore, automatic punctuations become necessary. To achieve this goal, we adopt a pre-trained bidirectional recurrent neural network model with attention mechanism for punctuation restoration in the unsegmented text as introduced in [27] . The output of this step is punctuated transcription text.
C. COMMENT PREPROCESSING AND SENTENCE SPLITTING
To build a textual corpus, we use all the terms contained in user reviews by applying stop-word removal which uses the list of standard stop words in English and stemming which uses English Snowball Stemmer as preprocessing steps. These steps aim to reduce the number of text features while still preserving useful information contained in the comments for the following analytical tasks.
Analyzing comments at the sentence-level granularity is a natural choice for us since only a subset of sentences within users' feedbacks are relevant to system validation and optimization.
To split raw comment into sentences, the first step is text tokenization, the process of dividing the text into a series of tokens, which roughly correspond to ''words'' in English. We adopt the Stanford Tokenizer in Stanford CoreNLP library [28] . It provides a class suitable for tokenization of English, called PTBTokenizer.
As a deterministic consequence of tokenization, sentence splitting in PTBTokenizer determines whether a sentence ends by checking if a sentence-ending character (.,! or ?) is found while at the same time not grouped with other characters into a token, e.g., an abbreviation. Although, in some cases such as brackets, tokens after a sentence ending character can also be considered as part of the same sentence.
The output of this module is processed transcript sentences.
III. COMMENTS TEXTUAL ANALYSIS
In this section, we discuss how our framework understands the textual information in comments through a series of Natural Language Processing (NLP) tasks like sentiment analysis, intention classification, topic classification, clustering, scoring, and ranking. The overall architecture is illustrated in Fig. 3 . The NLP models that we have chosen for the proposed framework should: 1) Work with relatively small datasets. In the early stages of the indoor navigation system development we collect relatively few sample points. Models that assume large datasets are reported in [29] - [31] . 2) Do not require specialized computing resources such as models introduced [29] - [31] . Therefore, the framework will be affordable to developers.
In summary, the NLP models we choose meet the real-world constraints (small datasets) and the requirements of computation cost.
A. COMMENT SENTIMENT ANALYSIS
Sentiment analysis is the process of computationally identifying and categorizing users' opinions expressed in their comments. It's a very important instrument to understand what users' attitudes are towards indoor navigation systems for the purpose of validation and optimization. Usually carried out as a supervised machine learning based text classification task, sentiment analysis assigns predefined categories to user comments according to their contents. In our case, the categories are defined as three different levels of sentiments: negative, neutral and positive.
Previous techniques applied to this task are either generative or discriminative supervised methods, e.g., Naïve Bayes, logistic regression, SVM. These classification techniques commonly rely on the so-called ''bag-of-words'' (BoW) representation that maps text articles of variable lengths into a fixed-dimensional vector space, parameterized by a finite vocabulary. Some classification attempts have employed short phrases as being more effective than single words (unigrams) for the task, such as extending the ''bagof-unigrams'' model by incorporating n-grams (a contiguous sequence of n words in the vector space representation of the text). However, the complexity of modeling n-grams grows exponentially with the dictionary size.
To address these problems, we adopt Recursive Neural Tensor Network introduced by Stanford NLP. When trained on the Stanford Sentiment Treebank [32] , which includes fine-grained sentiment labels for phrases in the parsing trees of 11,855, this model outperforms all previous methods on several metrics. It advanced state of the art in single sentence positive/negative classification from 80% up to 85.4%. The accuracy of predicting fine-grained sentiment labels for all phrases reaches 80.7%, an improvement of 9.7% over the bag of features baselines. Moreover, it is the only model that can accurately capture the effect of negation and its scope at different tree levels in terms of both positive and negative phrases as well as contrastive conjunctions.
B. COMMENTS INTENTION CLASSIFICATION
In this section, we reveal the trial subjects' intentions related to specific topics. For example, we consider the following two review sentences from users: 1) ''I felt frustrated because the instructions to the elevator were really confusing and hard to follow.'' 2) ''It would be better to have more environment description in the instructions to the elevator.'' Topic analysis will reveal that these two reviews are likely to discuss the same topic: ''instructions to elevator''. However, these comments have different intentions: in review (1) the user has exposed a problem related to following the instructions, while in review (2) the author asks for additional information in the instructions.
This example illustrates that understanding the intention in user comments could provide valuable insights for accomplishing system validation and optimization tasks. We frame this intention identification as another text classification task where each sentence in user comments is predicted to be associated with a specific topic by machine learning models.
To achieve this goal, we adopt the intentions categories introduced in SURF (Summarizer of User Reviews Feedback) framework [22] - [25] :
• Information Giving: Sentences that inform developers about some aspect of the navigation system.
• Information Seeking: Sentences that describe attempts to obtain information or help.
• Feature Request: Sentences that express ideas, suggestions or needs to enhance the navigation system. • Problem Discovery: Sentences that report unexpected behavior or issues.
• Other: Sentences that do not belong to any of the above categories.
To classify intentions of user sentences, we adopted Fast-Text model introduced in [33] . FastText has far fewer parameters required for the learning process and can be trained asynchronously on multiple CPUs using stochastic gradient descent with a linearly decaying learning rate. According to a recent study [34] , FastText can achieve good classification accuracy compared with complex neural networks, especially with relatively small training datasets.
The algorithm we implemented is detailed below using notations reported in Table 1 .
Suppose we have a sentence, which has n tokens, represented as a sequence of words S = {w 1 , w 2 , . . . , w n }. With a word embedding layer, we can convert S into a sequence of word embeddings: E = {e 1 , e 2 , . . . , e n }. Here e i is a vector standing for a d dimensional word embedding for the i-th word in the sentence. To get the word embedding representation E, we first look up the embedding matrix W wrd ∈ R d emb |V | where V is a fixed-sized vocabulary, and d emb is the size of the word embedding. The matrix W wrd includes the parameters to be learned in the model, and d emb is a hyper-parameter to be chosen by the user. We transform a word w i into its word embedding e i by using matrix-vector product: e i = W wrd v i , where v i is a vector of word w i index in V . Averaging the embeddings in the sentence by each sentence's length, we get the hidden representation of size t-by-d, H . H is fed into a fully connected layer followed by a softmax layer. Softmax layer produces prediction by selecting the label achieving the highest probability.
In this setting, we use a softmax classifier to predictŷ label from a discrete class Y for a sentence S, as shown in (1), (2) . The classifier takes the word embeddings E as input:
We used pre-trained word embeddings from 'GloVe' embeddings, which were trained on a corpus of 840 billion tokens using a Web crawler [35] . We use the categorical cross entropy loss function and the Adam optimizer [36] to train the models, as the first is empirically found to be more effective on classification tasks than other commonly used loss functions including classification error and mean squared error and the second is designed to improve the classic stochastic gradient descent (SGD) optimizer.
C. COMMENT TOPIC CLASSIFICATION
To identify which component of the navigation system was the user's comment referring to, we need to understand the specific topics as follows:
• Accessible UI: sentences related to the smartphonebased accessible user interface.
• Navigation Instructions: sentences related to the provided navigation instructions.
• Localization Techniques: sentences related to the localization capabilities of the system.
• Other Feature or Functionality: sentences related to other topics.
These topics are chosen because they are common and essential components of any indoor navigation system as reported in [1] - [19] . Each sentence of a review is passed to an automated topics classifier introduced in [22]- [25] . Specifically, for each of the topics in the above list, we define a list of n-gram keywords that could be clues for the assignment of a sentence to a specific topic. Both the model and the keywords list have been defined through manual analysis of reviews selected from datasets collected during trials introduced in [18] . An NLP classifier was built on top of these topic-related dictionaries to assign a topic to each sentence based on their semantic contents.
We aim to group sentences involving similar review topics together with our framework. There are three steps in the process as detailed below:
First, we label each of the sentences in the training dataset with keywords that, in our opinion, lead to the assignment of a sentence to a topic. For example, the keywords ''layout'' and ''button'' can indicate that the sentence deals with the application's UI. With such a labeled dataset, defining an NLP classifier that's able to determine the affiliation of a user comment to specific topics becomes feasible.
Afterward, we created a final collection of keywords (and n-grams) for each topic. As a common bootstrapping approach in NLP to make the dictionaries more exhaustive, we used Word-Net to generate synonyms for all the keywords. However, in order to obtain dictionaries with a good balance between exhaustiveness and coherency, only synonyms that are, according to the Wu & Palmer [37] semantic relatedness (WUP), at least 50% equal to the original set of keywords were added to the dictionaries.
Finally, a keyword-based NLP classifier was built for topic-related dictionaries introduced in the previous step. We generate the predicted probabilities of each sentence that belongs to each topic in the predefined list using (3) (see Table 2 for notations):
Moreover, S belongs to topicĈ if and only if P (S,Ĉ) is highest among all topics [25] as stated in (4): 
D. COMMENTS CLUSTERING
We want to prioritize the tasks for developers by enabling them to determine which opinions are shared by more users.
To achieve this goal, we need to cluster the comments with similar meaning so that we can understand their popularity. We first measure the semantic similarity between comments sentences. Generally, the problem of semantic similarity between two sentences, denoted sentence A and sentence B, is defined as quantifying and identifying the presence of semantic relations between the two sentences, that is, to what extent sentence A has the same meaning as or is a paraphrase of sentence B.
To achieve this goal, we adopt an unsupervised algorithm Latent Dirichlet Allocation (LDA) introduced in [38] . As a three-level hierarchical Bayesian model, LDA is a generative probabilistic model for collections of discrete data such as users' comments sentences in our case. Each item of a collection is modeled as a finite mixture over an underlying set of topics. We use an infinite mixture over an underlying set of topic probabilities to model each topic. In the context of text modeling, an explicit representation of a piece of text is provided by the topic probabilities.
In LDA, sentences are viewed as distributions over a set of topics, for example, θ d , i.e., text d's distribution over topics and topics are distributions over words, for example, ϕ t , i.e., topic t's distribution over words. That is, each word in a sentence is generated from a distribution over words that is specific to each topic.
An LDA-based semantic similarity measure among words would then be defined as a dot-product between the corresponding vectors representing the contributions of each word to a topic. We should note that the contributions of each word to the topics does not constitute a distribution, which means that the sum of all contributions does not equal to 1.
Assuming the number of topics is T , then a word-to-word measure is defined by (5) (see notations in Table 3) :
Since a sentence is represented as a distribution over topics in LDA, the similarity of two sentences needs to be computed in terms of similarity of distributions. To this end, we use the Kullback-Leibler (KL) [39] divergence to measure the distance between two sentences using the notations introduced in Table 4 .
The distance between sentences c and d is given by (6):
If KL(c, d) is smaller than or equal to a certain threshold (a hyperparameter can be set arbitrary), we deem c and d are semantic similar and are clustered together.
We use LDA's implementation in SEMILAR: The Semantic Similarity Toolkit library introduced in [40] , which provides a large collection of algorithms designed to assess the semantic similarity between two texts. We use it in the form of a Java library.
E. COMMENT SCORING AND RANKING
After analyzing and clustering, the comments sentences should be scored based on their importance and ranked given their associated priorities. We adopted and modified the scoring algorithm introduced in SURF [24] . SURF uses a sentence selection and scoring mechanism to generate the summaries which are based on the following observations: a. Maintenance feedback first: comments that discuss bug reports and feature requests are more important for developers than all others review types.
b. Review length: longer sentences usually contain more information than shorter ones. c. Popularity: features frequently discussed may attract more attention than features rarely mentioned.
We extend the approach detailed in SURF model for sentence scoring. We assign a global score GS (S,C) to each sentence S with respect to a topic C using (7) (see notations in Table 5 ): GS (S,C) = IRS s P (S,C) L s 1 + MFWR (S,C)
(1 + RSS (S,C) ) (7)
The first partial score IRS s assigns to S an initial score based on its intention category assigned in the intention classification step as detailed in [24] . Intentions that have higher priorities, e.g., bugs have a higher score than other intention categories.
The scoring function allows us to highlight sentences that 1) require immediate attention from developers; 2) are likely related to the assigned topic; 3) are longer in length, which usually indicates that they are more informative; 4) contain popular keywords in the assigned topic; 5) contain opinions shared by more users. We ranked the sentences in each topic based on the scores assigned from higher to lower.
IV. SPATIAL / TEMPORAL / RELATED INSTRUCTIONS ANALYSIS
In this section, we discuss the following topics: 1) understand comments' spatial and temporal context (subsection IV.A), and 2) related instructions matching (section IV.B.). The overall architecture is illustrated in Fig. 4 .
A. SPATIAL-TEMPORAL CONTEXT UNDERSTANDING
It's crucial to understand the spatial and temporal context of given comments since it will complement the information contained in the text. The context will provide useful information such as where and when was the comment was given, current navigation task and route at the time, and what is displayed on the UI. Spatial/temporal/instruction context will enable the framework to predict the sources of the bugs and therefore expedite the process of fixing and upgrading the system.
It is important to understand the temporal aspect of the comments. Consider the scenarios where some features of the navigation system could only be important in a certain period of time during each day. As an example, subways are usually more crowded during peak hours. Instructions should address this by providing additional details about the crowds. However, this additional feature is not needed and is potentially inaccurate if provided during non-peak times. Upon examining the comments, we might find that only the comments that were collected during peak-hours request this feature. If we disregard the temporal aspect of the comments, we are likely to reach incomplete and sometimes misleading analytical conclusions. For example, if a comment ''the buttons are very confusing'' was given during the trial, it's impossible to understand just from the text itself which buttons the user is referring to. However, given the fact that the comment is timestamped, and we have the associated logged UI events, we will be able to identify the specific buttons in the UI.
Understanding problematic areas is extremely helpful for developers to debug and fix the system. To achieve this goal, we perform our analysis on an area level basis. One of the reasons that we perform analysis on the area level is that there might be localization inaccuracy. Defining localization results at a lower resolution, i.e., areas, helps solve this problem. Moreover, looking at area localization provides sufficient information to enable users to navigate in large indoor venues independently. This conclusion aligns with Nobel Prize winning findings that confirm the spatial nature of the entorhinal-hippocampal system and the existence of a positioning system in the brain as described in [41] .
The spatial-temporal context analyses are demonstrated in Section V.
B. RELATED INSTRUCTIONS MATCHING
For the comments related to navigation instructions, it will be helpful to identify the specific set of instruction involved so that the developers can quickly locate the bugs or issues in the navigation instructions generation algorithm.
To achieve this goal, we follow three steps as introduced in [21]:
Step 1: We use Stanford NLP parser [42] to extract both comment sentences and instructions into parse trees. A sentence (S) is represented by the parser as a tree having three children: a noun phrase (NP), a verb phrase (VP) and the full stop (.). The root of the tree will be S. Examples of parse trees are shown in Fig. 5 (see notations in Table 6 ).
Step 2: We extract the predicate-object tuples in the parse trees. Using the algorithm introduced in [43] we extract sets of the form {predicate, object} out of syntactically parsed sentences. To determine the predicate of the sentence, a search will be performed in the VP subtree. The deepest verb descendent of the verb phrase will give the second element of the triplet. Verbs are found in subtrees as depicted in Table 7 .
We then proceed by looking for the objects in a sentence. The objects can be found in all uncle subtrees (PP and NP) of the predicate in the VP subtree. In particular, we search for the noun in these subtrees.
Moreover, for each element composing the tuple, we find its attributes (modifiers). For example, the attributes of a noun are mainly adjectives; the attributes of a verb are adverbs.
Step 3: We search for matched instructions for each comment sentence with the matched predicate and object tuple and associated attributes in the instructions database. The found instructions will be aggregated together with the associated comments.
V. RESULTS VISUALIZATION
We visualize the results in two different views introduced below. Examples will be introduced in the detailed case study presented in Section VII.
A. WEB PAGE BASED VISUALIZATION
Comments are grouped to display by their topics, i.e., Instructions, UI, Localization and colored by their intentions, i.e., red indicates bugs, yellow indicates feature requests, green indicates information requests, blue indicates questions and gray indicates other (miscellaneous). The overview web page view introduced in [24] is shown in Fig. 6 . Clicking on each topic in Fig. 6 we get a list of comments that belong to the topic (see Fig. 7 ). Clicking on the individual comment, it will expand and display detailed information. As shown in Fig. 8, 1) we use stars to represent the predicted sentiment of the comment as detailed in Section III.A, i.e., one star represents negative sentiment, two stars represent neutral sentiment, three stars represent positive sentiment; 2) ''Related Instructions'' show navigation instructions related to this comment if available as detailed in Section IV.B; 3) Related Comments show other comments with similar semantic meaning as detailed in Section III.D.
B. GEO-MAP BASED VISUALIZATION
We visualize the comments results with spatial-temporal information in a map view. Comments are displayed at the locations they were collected. If developers want to identify areas that need more attention, click ''Show Problematic Regions''. As shown in Fig. 9 we display regions with the largest numbers of comments, which are assigned with ''reporting bugs'' intentions.
Timestamps can also be viewed as additional information. Developers can use this map view to easily identify problematic areas or routes at any given time period. If developers are interested in any specific region, by clicking on the region, comments associated with this region with various assigned intentions will be displayed using the same color schemes as detailed in Section V.A as shown in Fig. 10 .
VI. FRAMEWORK EVALUATION
We evaluate the proposed framework using similar performance metrics introduced for the evaluation of each module [22] - [25] . The performance metrics include precision, recall and count as metrics for classification tasks, Silhouette Analysis for clustering tasks, and precision@k, recall@k for ranking tasks (see Table 8 ).
Our test dataset includes approximately 12 hours of user comments collected during the trials of multiple BVI participants [19] . The trials were conducted at North Station Subway and Commuter Rail in Boston. All participants were required to wear audio recording device at all times during the trials. The ground truth labels are generated by one of PER-CEPT developers. Training, development, test datasets are split randomly for each task by the ratio of 8:1:1, respectively.
A. RESULTS REPORT Sentiment Analysis Task: Using the algorithm described in Section III.A, the sentiment analysis performance in the test set is provided in Table 9 . Intention Classification Task: Using the algorithm described in Section III. B for intention classification, its performance in the test set is detailed in Table 10 .
Topic Classification Task: Using the algorithm described in Section III. C for topic classification, its performance in the test set is reported in Table 11 .
Similarity Clustering Task: Using the algorithm described in Section III. D for comments clustering, the average Silhouette Analysis [44] value of all clusters is given in Table 12 . Comments Ranking Task: Using the algorithm described in Section III. E for comments scoring and ranking, we obtain Precision@500, Recall@500 as shown in Table 13 .
Related Navigation Instructions Extraction Task: Using the algorithm described in Section IV. B for related instructions matching, we obtain the Precision, Recall as reported in Table 14 .
B. RESULTS ANALYSIS
We note that the classification tasks (sentiment analysis and topic classification) generally perform better than similarity clustering and comments ranking tasks. As demonstrated in [45] , [46] , supervised signals improve the performance of these classification tasks.
To improve the performance of similarity clustering and comments ranking tasks, further experiments and improvements can be done such as: 1) introducing more advanced NLP models with supervised signals, 2) experimenting with larger datasets, 3) explore multi-task training strategy where we can leverage the knowledge we learnt from the classification tasks for unsupervised tasks.
VII. CASE STUDY
We apply the validation framework to PERCEPT indoor navigation system that we developed [14] - [19] . PERCEPT system overview is introduced in Section VII-A. In Section VII-B, we demonstrate the use of the validation framework for a specific physical environment.
A. PERCEPT SYSTEM OVERVIEW
For paper completeness, we briefly introduce PERCEPT system and the navigation instruction generation algorithm as reported in [20] . In PERCEPT system the user carries a Smartphone (Android or iPhone) that runs PERCEPT application that provides landmark-based navigation instructions helping the user navigate through indoor spaces to a chosen destination. PERCEPT includes three main modules: a vision free user interface using Android or iPhone accessibility features, a localization algorithm and a navigation instructions algorithm. The user downloads the application from PERCEPT server prior to his/her arrival to the indoor environment. The application flow includes the following steps: 1) start the application, 2) current location is automatically detected, or the user manually selects his/her current location, 3) select the destination using the accessible ''vision VOLUME 7, 2019 free'' interface, and 4) receive audible detailed navigation instructions (algorithm presented below).
1) PERCEPT NAVIGATION INSTRUCTION GENERATION ALGORITHM
The input to the navigation instruction generation algorithm includes the blueprint and the landmarks, e.g., doors, elevators, stairs. The output of the algorithm contains the navigation instructions.
The algorithm includes the following stages: 1. Generation of a directed graph in which the nodes represent the landmarks. Each edge has a weight that is proportional to the physical distance between the two nodes. However, if there is an obstacle between the nodes (landmarks) and/or its unsafe to traverse this edge, the weight of the edge is adjusted to a higher value.
2. Generate navigation routes (shortest paths) between the source and destination landmarks running Dijkstra's algorithm on the directed graph generated in Stage 1. Obstacles will be avoided when generating routes automatically since total weights of the routes involving obstacles are higher than the rest. Using the same logic, floor crossing preference, i.e. stairs, elevator, escalator, set by users can also be accommodated by adjusting the weights of associated links.
3. Generate navigation instructions using the navigation routes generated in Stage 2. In collaboration with Orientation and Mobility instructors from Massachusetts Commission for the Blind, we developed the navigation instructions.
An example of the navigation instructions is provided below.
The blueprint of North Station Commuter Rail is presented in Fig. 11 .
PERCEPT instructions are presented to the user in multiple chunks. We assume that the source of the current navigation instruction is the East entrance and the destination is the Commuter Rail Help Desk (see Fig. 11 ). This navigation instruction includes four chunks of instructions as follows:
Instructions The visually impaired user interacts with the Smartphone using vision free accessibility features provided by the Smartphone operating system. On Android, this accessibility features is called ''Talkback'' and on iOS ''Voiceover''. PERCEPT app is tightly integrated with these services to provide an accessible user experience. On both platforms, the user can navigate the device through gestures on the screen. Using this accessibility service the users can immediately interact with this application as they would with other common applications, e.g., Calendar, Mail, Messaging.
Y. Tao, A. Ganz: Validation and Optimization Framework for Indoor Navigation Systems Using User Comments An example of the user interface is provided in Fig. 12 . In addition to vision free interface PERCEPT also is integrated with large font accessibility features for low vision users. This provides the user with consistent, accessible font size across all applications that support this feature.
3) LOCALIZATION
The user is localized in specific zones, e.g., entrances, platforms, in the venue using the received signal strength indicator from multiple Bluetooth Low Energy (BLE) tags which are deployed in the venue. We developed an optimal BLE tag deployment scheme which minimizes the number of tags while ensuring that every zone in the venue is covered by at least three tags. This deployment algorithm along with the real-time localization algorithm is reported in [41] .
B. TRIALS
We have conducted a total of 6 trials in North Station subway and commuter rails. North Station is one of the main transportation hubs in Boston for the commuter rail, and at peak time crowds are filling the platform. The trial procedures which were reported in [19] include the following parts:
Part I: Hands-on Orientation The hands-on orientation includes sit down orientation and on-site experimentation: • Sit down orientation: The instructor goes over PERCEPT app functionality and answers any questions the participant has. When the participant is comfortable, they proceed to onsite experimentation.
• On-site experimentation: the participant uses PERCEPT App in North Station subway along routes that will not be included in the actual trial. This allows the participant to become familiar with the use of PERCEPT in the environment without compromising the trials. The Instructor answers any questions the participant has, and when the participant is comfortable, they move to Part II described below.
Part II: PERCEPT Trial
We asked the participant to accomplish the four navigation tasks that include two entrances (to/from) and two subway platforms inbound/outbound (to/from).
During the trial, the participant is asked to complete these tasks relying only on their mobility skills and PERCEPT App. The Instructor accompanies the participant at all times but will no longer answer any questions. For each navigation task, each participant was brought to a specific starting location in the venue and was told to navigate to a specific destination. Once the study participant had confidence that they reached the destination, they were required to indicate to the instructor that they had reached the destination. In the circumstance that they had indeed reached the destination, the instructor would bring the participant to the next starting point to begin the next navigation task. If the participant was not at the location, they would be informed by the instructor and asked to continue to the destination. In case the participant cannot proceed without assistance we determine the navigation task as unsuccessful. The trial ends either when all tasks are completed, or the participant decides to stop.
Part III: Post Trial Questionnaire After the trials, we collected the participants' feedback and experience using a qualitative questionnaire.
We recorded all six subjects' comments during trials by asking them to wear an audio-recording device with their permission. We also recorded the real-time localization results and UI operations logs during the trials.
C. PERCEPT VALIDATION
We now use PERCEPT system introduced above to demonstrate how developers can use our framework for debugging and optimization purpose. The debugging process can start with problematic geo-regions detection, followed by filtering comments by their various spatial, temporal, semantic aspects such as location, time window, assigned topic. Details associated with each comment will be displayed in web-page view if necessary.
The input to our framework contains the timestamped information mentioned in the previous subsection: user comments along with the UI logs and localization results.
The results visualization module of the framework was introduced in Section V.
By choosing ''Show Problematic Regions'' during the day, the problematic regions will be highlighted in red boxes in North Station TD Garden map as shown in Fig. 13 . From this visualization, developers can conclude that they need to focus on ''Help Desk'' and ''Restroom'' areas.
As introduced in Section V, developers can specify the time interval for data visualization. As an example, in Fig. 14 below, the time interval was specified between 16:00 to 18:00, which are considered peak hours in the Commuter Rail. As shown in Fig. 14, one of the comments in this time windows mentions ''temporary tickets lines''. In this case, one of the future improvement for developers is adding this information in the navigation instructions during peak hours. As an alternative, developers can also choose to view comments in off-peak hours or at any time.
The comment text contains a hyperlink to the corresponding web page. By clicking on the comments displayed in Fig. 14, the web page view will automatically be opened in the browser and display more details on each specific comment (see Fig. 15 ).
By understanding the geo area of the comment, developers can now look into related system components, i.e., instructions, in this case, to address this issue promptly. This process of debugging is similar to modern compilers process, where traces of bug sources are unfolded to developers to expedite the debugging process.
VIII. CONCLUSION
In this paper, we introduced a validation and optimization framework for indoor navigation systems for users using user comments in a spatial-temporal context. To the best of our knowledge, this is the first framework of its kind and can significantly accelerate the development of indoor navigation systems for users. We have shown how the framework was used to optimize PERCEPT indoor navigation system for BVI which includes detailed navigation instructions which are automatically generated. The framework detailed results helped us understand which navigation instructions and user interface screens should be improved. It is important to note that the proposed framework can be used to facilitate the validation and optimization of any indoor navigation system in which we can record the user comments during trials in a spatial-temporal context.
