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ABSTRACT
We develop fast approximations for several LP relaxations that arise in discrete and com-
binatorial optimization. New results include improved running times for explicit mixed pack-
ing and covering problems, nearly linear time approximations for tree packings, nearly linear







approximation for metric TSP), faster approximations for covering LPs with knapsack cov-
ering constraints (the bottleneck for covering integer programs), and nearly linear time
(2 + ε)-approximations for k-cut via the LP. Along the way we develop new techniques for
the MWU framework and put forth two frameworks, “lazy MWU” for deterministic algo-
rithms and “randomized MWU” for randomized algorithms, that algorithm designers can
use to obtain nearly linear running times for their own problems of interest.
This thesis has been organized as a user friendly guide, where we include basic background
and analysis of the MWU framework, establish clean interfaces for the two frameworks, and
use the applications as examples of the frameworks.
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CHAPTER 1: INTRODUCTION
The wide chasm of P versus NP has split discrete optimization into a few problems that
are polynomial time solvable and the remaining many that are NP-Hard, and unlikely to
be solved exactly in polynomial time. Fortunately, among the polynomial time problems
is linear programming (LPs). Thus we can still compute the solution to an LP relaxation
of an NP-hard problem, and use it to guide us towards reasonably good solutions of the
NP-hard problem. Many approximation algorithms are based on solving and then rounding
the underlying LP. Besides P vs NP , continuous problems are computationally easier than
discrete problems in general. One might as well consider using linear programs to accelerate
polynomial time problems as well.
Here we are principally concerned with the following three basic linear programs that are
fundamental to combinatorial optimization. First we have packing problems (P),
max 〈v, x〉 over x ∈ Rn≥0 s.t. Ax ≤ b, (1.1)
where∗ A ∈ Rm×n≥0 , b ∈ Rn>0, and v ∈ Rn≥0. Each individual row, (Ax)i ≤ bi, is called a
packing constraint. Next we have covering problems (C),
min 〈v, x〉 over x ∈ Rn≥0 s.t. Cx ≥ d, (1.2)
where C ∈ Rm×n≥0 , d ∈ Rm>0, and v ∈ Rm>0. Each row of Cx ≥ d is called a covering
constraint. Finally, we have mixed packing and covering problems (PC),
find x ∈ Rn≥0 s.t. Ax ≤ b and Cx ≥ d, (1.3)
where A ∈ Rmp×n≥0 , b ∈ R
mp
>0 , C ∈ Rmc×n≥0 , and d ∈ Rmc>0 . We collectively call problems of the
form (P), (C), and (PC) positive LPs, since they are characterized by having all constraints
and variables being nonnegative. These algorithms may be presented explicitly, as matrices
with input size proportional to the total number of nonzeroes in A and C, or implicitly,
induced by some combinatorial input that may be much smaller than if the LP had been
written out explicitly.




>0) denotes the n-dimensional vectors with nonnegative (resp. positive) coordinates. Similar
Rm×n≥0 denotes a nonnegative matrix with input dimension n and output dimension m. 〈a, b〉 denotes the
inner product between two vectors.
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Linear programs positive or not, can be solved in polynomial time [13], [20], but the poly-
nomial running times are large. Instead we are interested in fast, relative approximations
to positive linear programs. Relative approximations are defined for each of the above prob-
lems as follows. Let ε > 0 be a fixed error parameter. An (1− ε)-approximation to (P)
is a nonnegative point x s.t. Ax ≤ b and 〈v, x〉 ≥ (1− ε) OPT, where OPT denotes the
optimal value of the LP. An (1 + ε)-approximation to (C) is a point x ∈ Rn≥0 s.t. Cx ≥ d and
〈v, x〉 ≤ (1 + ε) OPT . An (1± ε)-approximation to (PC) is a point x ∈ Rn≥0 st. Ax ≤ (1 + ε)b
and Cx ≥ (1− ε)d.
This thesis is about a well-established framework for approximating positive linear pro-
grams, popularly known as the multiplicative weight update framework, or the MWU
framework for short. The MWU framework produces (1± ε)-relative approximations to




, where the poly-
nomial in m and n is typically much smaller than for interior point algorithms. The cost of
a better dependence on m and n is a polynomial dependence on ε−1 – typically 1/ε2 – that
is not incurred by exact algorithms. As we see it, the input size of real-world problems is
growing larger while the general tolerance for error remains the same, which trends in favor
of the MWU framework.
We assume throughout that ε ≥ 1/ poly(m,n), since beyond this point one can apply
exact algorithms in 1/ε time.
We briefly go over the history and development of the MWU framework, particularly as it
concerns linear programming. The basic idea goes at least as far back as Neumann [1] in an
algorithmic version of his minimax theorem for games (as described in [3]). An important
motivating problem for the TCS community was multicommodity flow problems for large
networks [27], [38], [41], [46], [47], [51], [64], [71], [82]. These MWU based algorithms took a
path packing approach, solving a packing problem (P) where paths in a network are packed
into capacitated edges. Although this LP is exponentially large (with a variable for every
possible path), it can be approximated implicitly by the MWU framework, which reduces
the LP to solving a series of shortest path problems. Plotkin, Shmoys, and Tardos [47]
expanded the framework to a broad family of packing and covering problems, including the
Held-Karp relaxation for metric TSP (Chapter 7). Young [49] rederived the MWU framework
from the perspective of oblivious rounding to obtain fast and deterministic alternatives to
the standard LP-rounding approach for packing and covering problems. Running times
for these early algorithms depended on a certain parameter called the width, which could
in special cases be managed by carefully preprocessing the input. This parameter was
eliminated for multicommodity flow by Garg and Könemann [59], [82], who introduced a
width independent step size (discussed in Section 2.3) that gives a clean poly(m,n, 1/ε)
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running time for multicommodity flow. Fleischer [64] improved on [82] by introducing a
thresholding technique (discussed in Section 2.7) to solve the many shortest path problems
(induced by the MWU framework) more efficiently in the aggregate, an approach leading to
further improvements in [85], [92]. The combination of width independent step sizes and
thresholding was brought to bear on positive LPs by Young [70] and applied to various
implicit problems by Garg and Khandekar [72], [76]. [102] introduced randomization for
packing problems (P) and covering problems (C) to obtain remarkably fast nearly linear
running times, which inspires the ideas in Chapter 4. There are also parallel algorithms based
on MWU [34], [70], [115]; [34] also gives the nearly-linear time algorithm for (pure) packing
(P) and (pure) covering (C). MWU has also been applied to construct metric embeddings and
oblivious routing schemes which lead to many improvements in approximation algorithms
[54], [86], [91]. We refer the reader to the survey [97] for further background and connections
to other areas such as learning theory.
We are most directly inspired by recent developments by Young [105] and Chekuri, Jayram,
and Vondrák [108]. [105] established the first nearly linear running times for approximating
mixed packing and covering LPs. The techniques are discussed in greater detail in Chapter
3. To reach nearly linear time, [105] identified the multiplicative weight updates - which his-
torically had been taken for granted - as a bottleneck, and developed subroutines specifically
to manage them more efficiently. This is a very valuable perspective that we will always keep
in mind. [108], inspired by the recent development of continuous algorithms in submodu-
lar maximization [94], took a continuous perspective on MWU. The continuous perspective
cleanly separates the basic mathematical dynamics (which determine the approximation
factor) from messier implementation details (that determine the running time). Once the
fundamentals of the continuous analysis are established, there is tremendous freedom in how
to discretize the continuous algorithm while preserving the approximation factor, allowing
for a diverse suite of algorithms customized for different problems. We adopt the continuous
perspective here as well.
This thesis tries to push the frontiers of the MWU framework. We consider a handful of
applications of central importance to combinatorial optimization, and obtain faster approxi-
mation algorithms via the MWU framework. In many cases we obtain the first running times
that are nearly linear in the input size, while in other applications we are still able to obtain





where N represents to the total size of the input, and Õ(· · ·) hides polylogarithmic terms.
For explicit LPs, N is the total number of nonzeroes. In other cases, we consider LPs im-
plicitly induced by some combinatorial object such as a graph. For a graph, the input size
is usually the number of edges, even though the LP (when written out explicitly) may have
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exponentially many nonzeroes.
Applications. The applications given in this thesis are as follows. Here we limit ourselves
to a brief description, and defer further discussion (including more detailed discussion of
related work) to the pertaining chapters.
1. Explicit positive LPs (Chapter 5). Explicit packing problems (P) and cover-




randomized time [102], [117], [131], while explicit mixed packing and covering prob-




deterministic time to approximate [105]. [105] asked
whether the ε2-dependence on N could be improved to Õ(N/ε) or even Õ(N), and
perhaps shifted to lower order terms like m or n. We give a randomized algorithm that





2. Tree packings and extensions to matroids (Chapter 6). Tree packings are a
packing problem (P) where we pack spanning trees into a capacitated graph, where the
total amount of spanning trees using an edge cannot exceed the capacity of that edge.
Tree packings measure of the strength of a network, and have important applications
across combinatorics including connections to cuts by the Tutte–Nash-Williams mini-

















deterministic time [120]. We extend the techniques to matroids,
obtaining improved running times for approximately packing bases of a matroid.
3. Metric TSP (Chapter 7). The metric traveling salesman problem, where the goal is
to tour every point in a metric with minimum total distance, is a well-known and central
problem in combinatorial optimization that has historically inspired many techniques.
A certain LP called the “Held-Karp relaxation” [7] has a 3/2 integrality gap (and is
conjectured to be lower), and the well-known heuristic by Christofides [10] obtains









time when the metric








time when the metric is given
implicitly as the shortest path metric of a weighted graph. We give an approximation




randomized time [119]. The LP solution
from this algorithm can be used to accelerate Christofides’ heuristic and obtain a




time [125]. The latter is a nearly linear
running time when the metric is given explicitly.
4
4. Covering integer programs and knapsack covering constraints (Chapter 8).
Covering integer programs, which generalize set cover, are a basic problem in combina-
torial optimization. One can extend the basic LP with exponentially many knapsack
covering constraints and obtain improved approximation factors [63], [78]. [63] showed
how to approximate the extended LP in Õ(nN poly(1/ε)) time (assuming polynomial
bounded coefficients for simplicity). Kolliopoulos and Young [78] explicitly raised the
question of a faster approximation for this LP. We give a deterministic approximation
algorithm that runs in Õ(N poly(1/ε)) time (for polynomially bounded coefficients)
[133]. Combined with derandomized rounding schemes in [133], we obtain fast and
deterministic approximation algorithms for covering integer programs in general.
5. k-cut (Chapter 9). The minimum k-cut problem asks for a minimum cost set of
edges that separates a given capacitated graph into at least k connected components.
Here we treat k as part of the input and are interested in algorithms that run in
time polynomial in m,n, k. Whereas minimum cut (i.e., k = 2) can be solved in
polynomial (and even nearly linear) time, k-cut is NP-Hard [37], and under the small
set expansion hypothesis, it is NP-Hard to do better than a 2-approximation [123]. A
2-approximate minimum k-cut can be computed in Õ(mn) deterministic time [83] or in
Õ(mk) randomized time. These are both slower than the nearly linear randomized time





deterministic time, via a (1 + ε)-approximation for an LP relaxation
of k-cut [130].
Frameworks. In the course of the above applications, we developed new techniques that
improve the MWU framework. We have assembled two broad and different approaches to
the MWU framework, that help facilitate the design of nearly-linear time approximation
schemes. All of the applications above combine one of the two frameworks with additional
problem specific techniques. We present the frameworks separately and before any of the
applications, and present (relatively) simple interfaces that other algorithm designers could
use too.
1. Lazy MWU. (Chapter 3) Recall that [105] obtained a nearly linear deterministic
running time for mixed packing and covering that in particular overcame a quadratic
bottleneck from updating weights. An important idea from this algorithm is a lazy
approach to weight updates, that limits the amount of work required to manage the
weights. Here we extract the main ideas out of [105] and present a flexible data
structure that allows users to apply the lazy weight update technique to other implicit
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problems of interest [120]. This data structure is applied to packing spanning trees
and matroid bases in Chapter 6 and packing knapsack covering constraints for covering
integer programs in Chapter 8. The algorithm was also used in an earlier version of
the approximation algorithm for metric TSP [119].
2. Randomized MWU. (Chapter 4) This framework takes a randomized approach
to the quadratic time bottleneck from updating weights [126]. Inspired by ideas in
[102], we apply importance sampling to the weight updates. While the probabilistic
analysis is technical and lengthy, the algorithm (which only relies on sampling) is
very simple. The result is a simple framework that can be easily applied to any
positive LP. In this thesis, the randomized MWU framework is applied to explicit
mixed packing and covering problems (Chapter 5) and metric TSP (Chapter 7). It has
also been applied elsewhere to obtain nearly linear time approximation algorithms for
geometrically induced linear programs [132].
My goal for this document is to be (or be the foundation of) a user friendly guide to the
MWU framework for positive LPs. Chapter 2 gives an introduction to the MWU framework,
and is largely a compilation of helpful techniques introduced by the previous literature. We
take a slightly different perspective based on the partition function, and we bookend the
chapter with a simple, nearly linear time algorithm for explicit positive LPs that combines
many of the ideas in that chapter. The next two chapters discuss the two frameworks. For
each we try to establish a clean interface that can be easily applied to other problems that
might arise. These three chapters constitute Part I. The remainder of the thesis, Part II, has
a chapter for each of the applications listed above. There we have more detailed discussion
on related work, and present each algorithm in the context of the frameworks developed in




3. Lazy MWU 4. Randomized MWU




7. Metric TSP8. Knapsack covering constraints
Part II: Applications
Part I: Frameworks
Figure 1.1: Diagram of relations across chapters. x → y indicates that y
depends on ideas from x. x 99K y indicates that y loosely benefits from ideas
x.
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CHAPTER 2: MATHEMATICAL ANALYSIS OF MWU
Where we describe and analyze the underlying mathematical framework, isolate
the sufficient conditions to implement it, and discuss useful properties that can
be leveraged algorithmically.
In this chapter, we lay the foundations for the MWU framework, collecting ideas from the
large body of previous work discussed in Chapter 1. Our perspective (unlike previous work)
is explicitly based on the partition function (Section 2.1). We first design and analyze algo-
rithms from a continuous perspective in Section 2.2, and then discretize them in Section 2.3,
similarly to [108]. We introduce the notion of “weights” in Section 2.5 as a by-product of
the partition function, and reinterpret our algorithms from the perspective of weights. Sec-
tion 2.6 and Section 2.7 focus on strategies for an important subroutine that requires solving
Lagrangian relaxations of the original LP, including the greedy single-coordinate strategy
(that, for example, reduced flow to shortest paths in Chapter 1), and the thresholding tech-
nique [64], [70] that solves the many Lagrangian relaxations more efficiently in the aggregate.
We discuss how these strategies already lead to a nearly linear running time except for the
time spent update weights each iteration. The latter is called the “MWU bottleneck”. We
also observe that in some important special cases (such as binary constraints or pure pack-
ing problems (P)), nearly linear running times come for free. Finally, in Section 2.8, we add
one more technical ingredient (a coordinate-wise line search) to obtain nearly linear running
times for any (explicit) positive LP. The running time is not new (cf. [105]) but the algorithm
is simple and exercises the variety of techniques developed over the course of this chapter.
2.1 THE PARTITION FUNCTION
We first introduce a fundamental function whose characteristics drive the basic behavior











xi ≤ π(x) ≤ max
i
xi + log n. (2.2)
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The additive error can be decreased to any desired ε > 0 by considering rescalings of the








xi + ε. (2.3)
The following facts about π are well-known.
Lemma 2.1. (i) π is convex over Rn.




. In particular, π′(x) ≥ 0 and
〈π′(x), 1〉 = 1.
(iii) The derivative of π is 1-Lipschitz w/r/t the L∞-norm: for all x and y,
‖π′(x)− π′(y)‖1 ≤ ‖x− y‖∞. (2.4)
We note in passing that the partition function is fundamental across the mathematical
sciences, beyond its applications here. An important connection is that the Fenchel conjugate
(a notion of duality in convex analysis) of the partition function is the entropy function.
2.2 CONTINUOUS GREEDY ALGORITHMS
We unfurl the MWU framework in two stages. This section is the first stage, where we
derive idealized, continuous algorithms for positive linear programs (P), (C), (PC). The
continuous perspective allows us to omit certain tedious calculations and understand the
framework clearly at a high level. We will discretize these algorithms in the second stage in
Section 2.3, in a fairly straightforward manner.
2.2.1 Packing
We first consider packing problems (P). To simplify the discussion, and without loss of
generality, we analyze normalized packing problems (P1) of the form
max 〈1, x〉 where Ax ≤ 1, (2.5)
where A ∈ Rm×n≥0 is as in (P). For the normalized form (P1), the goal is to maximize the total
amount over each coordinate, while satisfying all the packing constraints simultaneously. The
packing constraints may vary in importance. Some packing constraints (e.g., with many and
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large coefficients) may be particularly restrictive and essentially determine the value of the
LP, while other packing constraints (e.g., with few or small coefficients) may be superfluous.
To solve (P1) is at some level to separate the important, tight constraints from the looser,
negligible constraints.
The algorithm continuous-greedy-cover continously adds to a solution x along a greedy
heuristic that uses the partition function π to dynamically balance considerations over the









f ′(x) = ATπ′(ηAx) ∈ Rn≥0, (2.7)
is a proxy for the rate of change of max
i
(Ax)i. A local greedy heuristic is to choose the rate
of change dx/dt to maximize the ratio of the rate of increase in the objective, 〈1, dx/dt〉, to
(essentially) the increase in the maximum packing load, 〈π′(ηAx), dx/dt〉.
Recall that π′(ηAx) is a probability distribution over [m] (Lemma 2.1.(ii)). Then we can
interpret f ′(x) as a convex combination of the packing constraints of A, where the tighter
constraints (where (Ax)i is large) are more important than the loose constraints (where
(Ax)i is small). One can solve the following Lagrangian relaxation (RP1) of (P1),
maximize 〈y, x〉 over x ∈ Rn≥0 s.t. 〈π′(ηAx), Ay〉 ≤ 1, (2.8)
and set dx/dt to be an (exact or approximate) solution y. Here we note that
〈π′(ηAx), Ay〉 = 〈f ′(x), y〉, so the Lagrangian approach is equivalent to maximizing the
ratio 〈1, dx/dt〉/〈f ′(x), y〉.
This is the approach taken by the algorithm continuous-greedy-pack. The algorithm
starts with an initial solution x = 0, and increases x along approximate solutions to the
relaxation (RP1). (Here we assume access to some oracle to approximate (RP1). More
concrete strategies to do this will be discussed later.) As the Lagrangian relaxation encodes
the rate of increase in max
i
(Ax)i, the objective 〈1, x〉 increases towards OPT at least as
fast as any packing constraint (Ax)i approaches 1. We track this progress via a continuous
parameter t, interpreted as time. The time parameter t starts at 0, and the algorithm
terminates at t = 1.
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continuous-greedy-pack(A ∈ Rm×n,ε)
1. x← 0n, η ← log(m)/ε
2. continuously from t = 0 to 1





≤ 1 + ε














Figure 2.1: The algorithm continuous-greedy-pack.
Lemma 2.2. Consider the point x in continuous-greedy-pack. At time t, we have
〈1, x〉 ≥ (1− ε)tOPT and Ax ≤ ((1 + ε)t+ ε)1.












≥ (1− ε)tOPT, (2.9)
































≤ (1 + ε)t+ ε (2.10)




/η = π(0)/η = ε), and (e)
choice of y in (2.A.1). qed
By Lemma 2.2, continuous-greedy-pack outputs a point x with 〈y, x〉 ≥ (1− ε) OPT




We now extend the principles developed for packing problems (P) to covering problems
(C). We focus on the normalized form (C1),
minimize 〈1, x〉 over x ∈ Rn≥0 s.t. Cx ≥ 1, (2.11)
without loss of generality, where C ∈ Rm×n≥0 is as in (C). The goal is to satisfy all of the
covering constraints using as little sum of coordinates as possible. As we build up a solution
x, we use the partition function to help decide which covering constraints are important








f ′(x) = CTπ′(−ηCx) ∈ Rn≥0, (2.13)
is a proxy to the rate of change of min
i
(Cx)i. The local greedy heuristic analogous to that
of packing is to choose the rate of change dx/dt that maximizes the ratio of the rate of




(Cx)i, to the rate of increase in
the objective, 〈1, dx/dt〉.
By Lemma 2.1.(ii), π′(−ηCx) is a probability distribution over [m] where the probability
mass is concentrated on constraints i ∈ [m] with the least coverage (Cx)i. One can use the
distribution to design the following Lagrangian relaxation (RC1) of (C1),
minimize 〈1, y〉 over y ∈ Rn≥0 s.t. 〈π′(−ηCx), Cy〉 ≥ 1. (2.14)
(RC1) has a single covering constraint and is easier to solve than (C1). Since
〈π′(−ηCx), Cy〉 = 〈f ′(x), y〉, setting dx/dt to a (exact or approximately optimal) so-
lution y to (RC1) is equivalent to (exactly or approximating) maximizing the ratio of
(df/dt)/〈1, dx/dt〉.
This approach based on Lagrangian relaxations induced by the partition function is cap-
tured by continuous-greedy-cover. The algorithm starts with an empty solution x = 0
and grows x along approximation solutions to the relaxation (RC1). (As with packing, we
assume oracle access to these approximations to (RC1).) The Lagrangian encodes the rate
12
continuous-greedy-cover(C ∈ Rm×n≥0 ,ε > 0)
1. x← 0n, η ← log(m)/ε
2. continuously from t = 0 to 1




















Figure 2.2: The algorithm continuous-greedy-cover.
of increase in min
i
(Cx)i and ensures that each coverage (Cx)i approaches 1 at least as fast
as 〈1, x〉 approaches OPT. We track this progress with a time parameter t, which starts at
0 and ends at 1.
Lemma 2.3. At time t, we have 〈1, x〉 ≤ (1 + ε)tOPT and Cx ≥ ((1− ε)t− ε)1.















OPT(C1) ds = tOPT, (2.15)




= 〈1, 0〉 = 0) and (b) is by choice of dx/dt in




























≥ (1− ε)t− ε, (2.17)
where (c) is by (2.3), (d) is calculus (noting that f(0) = π(0)/η = ε), and (e) is by choice of
dx(s)/ds in (2.A.1). qed
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continuous-greedy-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε > 0)
1. x← 0n, η ← log(m)/ε
2. continuously from t = 0 to 1

















Figure 2.3: The algorithm continuous-greedy-pc.
2.2.3 Mixed packing and covering
Lastly, we derive continuous algorithms for mixed packing and problems (PC). Here we
consider the normalized form (PC1),
find x ∈ Rn≥0 s.t. Ax ≤ 1 and Cx ≥ 1, (2.18)
without loss of generality, where A ∈ Rmp×n≥0 and C ∈ Rmc×n≥0 are as in (PC). To obtain
a continuous approximation algorithm for (PC1), we combine ideas from the continuous
algorithms from continuous-greedy-cover and continuous-greedy-pack as follows.
Recall that for the separate cases of packing (P1) and covering (C1), we had two separate











In both of the continuous algorithms, we chose a path x(t) such that the potential increases


















in continuous-greedy-pack and continuous-greedy-cover, respectively. (20) ensured
that all constraints are approximately satisfied at t = 1.
We follow the same principle in a continuous algorithm for (PC1), continuous-greedy-
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pc. At each timestep t, we choose a direction dx/dt that obeys (2.20). At t = 1, then, we will
approximately satisfy both the packing and the covering constraints at once. Note that, by
the related discussions for continuous-greedy-pack and continuous-greedy-cover, the
choice of direction per (2.20) can be interpreted as an approximate solution for a Lagrangian
relaxation of (PC1). Here, the Lagrangian relaxation (RPC1) induced by the derivatives
π′(ηAx) and π′(−ηCx) is
find y ∈ Rn≥0 s.t. 〈π′(ηAx), Ay〉 ≤ 1 and 〈π′(−ηCx), Cy〉 ≥ 1. (2.21)
In particular, the relaxation (RPC1) is feasible if (PC1) is.








satisfies the same invariant as in continuous-greedy-






satisfies the same invariants as continuous-greedy-cover, so Cx(t) ≥ (1− ε)t − ε follows
from Lemma 2.3. qed
Remark 2.1. Although our algorithms are minimizing convex potential functions, they
do not really fall within the standard convex minimization framework, as they does not
share many of the most basic tenants. For one, we do not use the derivative to certify
(approximate) optimality. Second, our solution x(t) follows a monotonically increasing path,
whereas gradient descent type algorithms have coordinates go both up and down as the
gradient dictates. In fact, our continuous analysis does not explicitly require π to be convex.
2.3 DISCRETIZING THE CONTINUOUS ALGORITHMS
Having discussed the MWU framework from a continuous perspective, we now turn to
discretizing the continuous algorithms. This will allow us to derive more concrete properties,
such as the number of iterations.
2.3.1 Packing
Recall that the continuous algorithm continuous-greedy-pack would continuously set
dx/dt to an approximate solution of the Lagrangian relaxation (RP1) of (P1). Observe that
the (RP1) varies continuously with the derivative π′(ηAx), and in particular, an approximate
15
greedy-pack(A ∈ Rm×n≥0 ,ε)
1. x← 0n, η ← log(m)/ε, t← 0
2. while t < 1





≤ 1 + ε







≤ 1 + ε
}
B. choose max δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i
2. t+ δ ≤ 1
C. x← x+ δy, t← t+ δ
3. return x
Figure 2.4: The algorithm greedy-pack.
solution at a fixed moment of time remains approximately good as long as the gradient does
not change significantly.
To discretize the continuous algorithm, then, we simply stick to the same solution y for
a fixed interval of time in which we can demonstrate that the solution is still good. The
approach is implemented in greedy-pack. Rather than being continuous, greedy-pack
proceeds in discrete iterations, where in each iteration we approximately solve a relaxation
(RP1) induced by π′(ηAx), and add a scalar multiple of the solution to x. In particular,
after solving (RP1) to obtain a direction y, we add δy to x for δ > 0 as large as possible
such that the load (Ax)i of any constraint i changes by at most ε/η. That is, we constraint
the `-infinity distance between Ax and A(x+ δy). Since π has Lipschitz-smooth derivatives,
this ensures the derivative does not change too much, and the choice of y is still good from
a continuous perspective over δ units at a time. On the other hand, maximality of δ ensures
that the packing load (Ax)i of some constraint i goes up by ε/η, which can happen only a
limited number of times as long as (Ax)i ≤ 1 and thereby implies an upper bound on the
total number of iterations.
This maximal choice of δ was introduced first in [82] for multicommodity flow problems
and generalized in [70] to positive LPs. Previous algorithms using fixed step sizes were forced
to take much smaller steps, and incur a running time overhead based on the “width” of the
input matrix, which is a function of the relative difference between the nonzero coefficients of
the input. For this reason the choice of δ per (2.B.1) has been called the “width-independent
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step size”.
Lemma 2.5. greedy-pack(A,ε) is an instance of continuous-greedy-pack(A,2ε).
Proof. Let x(t) interpolate the path of x over time, as follows. Let L be the total number of
iterations. Let t0 = 0, and for ` ∈ [L], let t` be the value of t at the end of the `th iteration.
For ` ∈ [L], let x(t`) be the value of x at the end of the `th, iteration, and let x(0) = 0 be the
initial value. We interpolate x(t) linearly between these discrete points. To prove the claim,
we need to show that all times t ∈ [0, 1], 〈π′(ηAx), A(dx/dt)〉 ≤ 1 + 2ε.
Fix an iteration `. We prove the claim for all t ∈ [t`−1, t`]. Suppose we choose a direction y`





































≤ 1 + ε+ η
∥∥A(x(t`) − x(t`−1))∥∥∞∥∥Ay`∥∥∞ (2.24)
(d)
≤ 1 + ε+ (t− t`−1)η
∥∥Ay`∥∥2∞ (e)≤ 1 + ε+ δ`η∥∥Ay`∥∥2∞ (f)≤ 1 + 2ε, (2.25)
where (a) is by choice of y` in (2.A), (b) is by Hölder’s inequality, (c) is because π′ is 1-
Lipschitz continuous w/r/t L1 and L∞ (Lemma 2.1.(iii)), (d) is because xt = (t − t`−1)y`,
(e) is because t− t`−1 ≤ t` − t`−1 = δ`, and (f) is by choice of δ` in (2.B). qed
Lemma 2.6. greedy-pack(A,ε) terminates in at most (1 + 2ε) log(m)/ε2 iterations.
Proof. In each iteration except possibly the last, by choice of δ in (2.B), (Ax)i in-
creases by ε/η = ε2/ log(m) for some i. Since all other coordinates are nondecreasing,
〈Ax, 1〉 increases by at least ε2/ log(m). On the other hand, x follows the framework
of greedy-pack(A,2ε) (Lemma 2.5), so by Lemma 2.2, we have Ax ≤ (1 + 2ε)1 at the
end of the algorithm. That is, 〈Ax, 1〉 ≤ (1 + 2ε)m always. Thus there are at most





iterations, greedy-pack(A,ε) returns a point x with 〈1, x〉 ≥
OPT and Ax ≤ (1 +O(ε))1. This can be made a proper approximation to (P1) by scaling
down x.
2.3.2 Covering
The next task is to discretize the continuous greedy algorithm for covering, continuous-
greedy-cover. Here, the continuous algorithm would continuously set dx/dt to an approx-
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greedy-cover(C ∈ Rmp×n≥0 ,ε)
1. x← 0n, η ← log(m)/ε, t← 0
2. until Cx ≥ 1 or t ≥ 1
A. Q ← {i ∈ [m] : Cx < 1}





Q ≥ 1− ε









C. choose max δ > 0 s.t.
1. δη(Cy)i ≤ ε for all i ∈ Q
2. t+ δ ≤ 1
D. x← x+ δy, t← t+ δ
3. return x
Figure 2.5: The algorithm greedy-cover.
imate solution of the Lagrangian relaxation (RC1) of (C1). Since (RC1) varies continuously
with the derivative π′(−ηCx), an approximate solution to (RC1) in one moment remains
approximately good until π′(−ηCx) changes substantially. This is the approach taken by
the discrete algorithm, greedy-cover.
As with packing, we discretize the covering algorithm by sticking the same solution y for
some span of time. The span of time δ is to be chosen as large as possible so that no coverage
(Cx)i changes by more than ε/η. By choice of δ, the derivative changes by so little that y is
continuously an approximate solution for the Lagrangian relaxations as x goes to x+ δy.
There is one key difference to the covering setting. When a coverage constraint i is met
(i.e., (Cx)i ≥ 1), we drop constraint i from the algorithm [59]. The set of active constraints




inner product restricted to coordinates in Q.
We drop constraints for the sake of bounding the number of iterations. When satisfied
constraints are left in, then they may continue to limit the choice of δ, but the iteration
cannot be charged to anything meaningful because that constraint is already satisfied. By
removing the constraints as they are met, we can keep charging iterations towards some
unmet constraint gaining a substantial amount of coverage.
Lemma 2.7. At time t, we have 〈1, x〉 ≤ (1 + ε)tOPT and Cx ≥ (1− ε)t1− ε.
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Proof. The discrete counterpart greedy-cover does not directly reduce to continuous-
greedy-cover, because we restrict ourselves in each iteration to the constraints Q that have
not yet been covered. Still we will see that the proof techniques of Lemma 2.3 essentially
remain intact.
Let x(t) interpolate the path of x over time, in the same way as in the proof of Lemma 2.5,
with L the total number of iterations. If tL < 1, then we must have Cx ≥ 1. Suppose
otherwise that tL = 1.
For each iteration `, let Q` be the value of Q during the `th iteration. Now fix an iteration
`. By the same proof as in Lemma 2.5 (boiling down to the choice of δ per (2.C) and the








Q` ≥ 1− 2ε (2.26)






















since the RHS does not account for the decrease of coordinates i /∈ Q. Now the results






























≥ (1− ε)t− ε, (2.29)
where (a) is by (29), and all other relations are by the same reasoning as in the proof of
Lemma 2.3.
qed
Lemma 2.8. greedy-cover(C,ε) terminates in at most m log(m)/ε2 iterations.
Proof. In each iteration except possibly the last, by choice of δ in (2.C.1), (Cx)i increases
by ε2/ log(m) for some i ∈ Q. Each i ∈ [m] can be increased by ε2/ log(m) at most log(m)/ε2
times before i drops out of Q. The algorithm terminates when Q is empty. qed
2.3.3 Mixed packing and covering
The last task is to discretize the continuous greedy algorithm for mixed packing and cov-
ering problems, continuous-greedy-pc. This is done by combining the ideas from packing
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greedy-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε > 0)
1. x← 0n, η ← log(m)/ε
2. until Cx ≥ 1 or t ≥ 1
A. Q ← {i ∈ [m] : Cx < 1}










Q ≥ 1− ε
/* if no such y exists, then (PC1) is
infeasible. */
C. choose max δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i ∈ [mp]
2. δη(Cy)i ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
D. x← x+ δy, t← t+ δ
3. return x
Figure 2.6: The algorithm greedy-pc.
and from covering in the algorithm greedy-pc. Briefly, we recognize that the Lagrangian
relaxation (PC1) variously continuously in x, and in particular an approximation solution to
(PC1) remains approximately good until either π′(ηAx) or π′(−ηCx) changes substantially.
The length of time that we continue to use a single solution is δ, and we choose δ as large as
possible subject to the above considerations. As with greedy-cover, we maintain the subset
of covering constraints that have yet to be satisfied in a set Q, and restrict the algorithm to
consider only these covering constraints in each iteration.
Lemma 2.9. If (PC1) is feasible, then greedy-pc(A,C,ε) returns a point x such that












satisfies the same invariants w/r/t
as in greedy-pack, so Ax ≤ 1 + 2ε follows from Lemma 2.5 and Lemma 2.4. By choice







satisfies the same invariants as in greedy-cover, so the
claim that the Cx ≥ 1 − 2ε follows from Lemma 2.7. Each iteration can be charged off
to either increasing some packing weight v(i) by an eε-multiplicative factor or decreasing







2.4 EXTRACTING THE DUAL
The greedy algorithms above also give relative approximations to the dual. For example,
the dual of (P1), (DP1), is given by
minimize 〈1, y〉 over y ∈ Rn≥0 s.t. ATy ≥ 1. (2.30)
By LP duality, its optimal value coincides with the optimal value of (P1). We claim that
greedy-pack implicitly gives an (1− ε)-approximate solution to (DP1). The basic idea is
that most of the time, the derivative π′(ηAx) should induce a Lagrangian relaxation whose
value is not much greater than OPT. Otherwise, since we compile an average of nearly-
optimal solutions to relaxations, the output would be too good of a solution to be true.
From a dual perspective, this is saying that π′(ηAx) (up to scaling) must usually be a good
solution to the dual problem (DP1).






to (DP1) (up to scaling).
Proof. For ` ∈ Z≥0, let x` be the value of x at the end of the `th iteration. Let OPT denote
the common optimal value of (P1) and its dual, (DP1). Let x̂ denote the value of x at the
end of the algorithm.
Suppose by contradiction that for each iteration `,
(
























OPT . Observe z` =
1〈
π′(ηAx`), Aej`
〉 is a feasible solution to














> (1 + 2ε) OPT
∑
`
δ` = (1 + 2ε) OPT
(2.31)
where (a) is by (2.A.2) and (b) is by choice of j`. On the other hand, we have Ax̂ ≤ (1 + 2ε)1
by Lemma 2.5. Then x′ = x̂/(1 + 2ε) is a feasible solution to (P1) with value greater than
OPT, a contradiction. qed
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Remark 2.2. In fact, the proof of Lemma 2.10 can be adjusted to show that most of the
time (w/r/t t) f ′p(x) encodes a (1−O(ε))-approximation solution to the dual (DP1).
Something similar can be said about covering problems. The dual of (C1) is the following
packing problem (DC1).
max 〈1, x〉 over x ∈ Rn≥0 s.t. CTx ≤ 1. (2.32)
We claim that in greedy-cover, there is some iteration where π′(−ηCx) encodes an ap-
proximate solution to (DC1). To this end, we introduce the following notation. Within the
context of greedy cover, let π′(−ηCx)Q denote the vector setting all coordinates outside i
to 0; that is,
π′(−ηCx | Q)i =
π′(−ηCx)i if i ∈ Q,0 otherwise. (2.33)






-approximation to (DC1) (up to scaling).
Lemma 2.11 can be proven in essentially the same as in Lemma 2.10.
2.5 MULTIPLICATIVE WEIGHTS
We have derived algorithms for positive linear programs strictly in terms of π, with no
mention of the so-called “weights” or “multiplicative weight updates”. The weights arise from






Each exponential term exi can be understood as a positive weight, and π′i(x) a ratio of the
ith weight over the total weight.
For example, consider the packing problem in Section 2.2.1 and Section 2.3.1, where we




Then we can rewrite the derivative as
π′i(ηAx) =
wi(x)
〈w, 1〉 . (2.36)
The algorithm mwu-pack modifies Section 2.3.1 by making the weights explicit by substitut-
ing in (2.36). Here, instead of recomputing the derivative explicitly, we update the packing
weights w at the end of each iteration (step (2.D)) to reflect (2.35). The weights wi are
updated multiplicatively w/r/t the packing loads (Ax)i, hence the name multiplicative
weight updates (or MWU for short).
Lemma 2.12. mwu-pack(A,y,ε) returns a point x such that 〈1, x〉 ≥ OPT(P1) and Ax ≤




iterations of the loop in (2). The weight
vector w has the following properties. Each coordinate is initially 1, and bounded above by
mO(1/ε). Each iteration, some weight is increased by an eε-multiplicative factor.
We make the same adjustments for covering problems (C) and mixed packing and covering
problems (PC) in mwu-cover and mwu-pc, respectively, for which we have the following.
Lemma 2.13. mwu-cover(C,ε) returns a point x such that 〈1, x〉 ≤ (1 + ε) OPT(C1) and




iterations of the loop in (2). The
weight vector w has the following properties. Each coordinate is initially 1, and bounded
below by m−O(1/ε). Each iteration, some weight is decreased by an e−ε-multiplicative factor.
Lemma 2.14. If (PC1) is feasible, then mwu-pc(A,C,ε) returns a point x such that Ax ≤




iterations of the loop
in (2). The weight vectors v and w has the following properties. Each coordinate of v is
initially 1, and bounded above by mO(1/ε). Each coordinate of w is initially 1, and bounded
below by m−O(1/ε). Each iteration, either some coordinate of v is increase by a eε factor or
some coordinate of w is decreased by an e−ε-multiplicative factor.
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mwu-pack(A,ε)
1. x← 0n, w ← 1m, η ← log(m)/ε, t← 0
2. while t < 1
A. choose y ∈ Rn≥0 s.t.
1. 〈w,Ay〉 ≤ (1 + ε)〈w,1〉
2. 〈1, y〉 ≥ (1− ε) max
y∈Rn≥0
{〈1, y〉 : 〈w,Ax〉 ≤ 〈w,1〉}
B. choose max δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i
2. t+ δ ≤ 1
C. x← x+ δy, t← t+ δ
D. for i ∈ [m]
1. wi ← eδη(Ay)iwi
3. return x
Figure 2.7: The algorithm mwu-pack.
mwu-cover(C ∈ Rm×n≥0 ,ε)
1. x← 0n, η ← log(m)/ε, t← 0
2. until t = 1 or Cx ≥ 1
A. Q ← {i ∈ [m] : Cx < 1}
B. let y ∈ Rn≥0 s.t.
1. 〈w,Cy〉Q ≥ (1− ε)〈w,1〉Q
2. 〈1, y〉 ≤ (1 + ε) max
y∈Rn≥0
{
〈1, y〉 : 〈w,Cy〉Q ≥ 〈w,1〉Q
}
C. choose max δ > 0 s.t.
1. δη(Cy)i ≤ ε for all i ∈ Q
2. t+ δ ≤ 1
D. x← x+ δy, t← t+ δ
E. for i ∈ Q
1. wi ← e−δη(Cy)iwi
3. return x
Figure 2.8: The algorithm mwu-cover.
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mwu-pc(A ∈ Rmp×n≥0 ,C ∈ Rm×n≥0 ,ε)
1. x← 0n, v ← 1mp, w ← 1mc, η ← log(m)/ε, t← 0
2. until t = 1 or Cx ≥ 1
A. Q ← {i ∈ [m] : Cx < 1}
B. let y ∈ Rn≥0 s.t.
1. 〈v,Ay〉 ≤ (1 + ε)〈v,1〉
2. 〈w,Cy〉Q ≥ (1− ε)〈w,1〉Q
C. choose max δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i ∈ [mp]
2. δη(Cy)i ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
D. x← x+ δy, t← t+ δ
E. for i ∈ [mp]
1. vi ← eδη(Ay)ivi
F. for i ∈ Q
1. wi ← e−δη(Cy)iwi
3. return x
Figure 2.9: The algorithm mwu-pc.
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2.6 GREEDY COORDINATES
In this section, we take a closer look at the Lagrangian relaxations (RP1), (RC1), and
(RPC1) solved by the algorithms in Section 2.5, and show they each have simple, single
coordinate solutions.
Consider first the packing algorithm mwu-pack. In each iteration of (2.A), we have to
find a point y that approximately solves the Lagrangian relaxation relaxation (RP1). (RP1)
is also a packing problem, but compared to the original problem (P1), there is only a single
packing constraint. We can interpret (RP1) as a knapsack problem, where the cost of each
coordinate j is given by 〈w,Aej〉, and the budget we have to spend is 〈w, 1〉. Such a knapsack
problem is easy to solve: identify the coordinate j with minimum cost, arg min
j
〈w,Aej〉, and
take as much of this coordinate as fits in the budget, 〈w, 1〉/〈w,Aej〉. This is the approach
taken in mwu-coordinate-pack.
Lemma 2.15. mwu-coordinate-pack(A,ε) is an instance of mwu-pack(A,ε). In particu-
lar, it returns a point x ∈ Rn≥0 such that Ax ≤ (1 + ε)1 and 〈1, x〉 ≥ (1− ε) OPT.
Proof. The single coordinate solution y = βej in (2.A) solves the relaxation (RP1) optimally,
and in particular satisfies the (relaxed) criteria of line (2.A) in mwu-pack. qed
The single coordinate solution is very important algorithmically. It allows us to implicitly
handle exponentially many columns, so long as we can identify the cheapest cost (induced by
w) in each iteration. This occurs for many combinatorial problems of interest. For example,
for multicommodity flow, one can design a packing problem where one is packing paths in
the capacitated edges of a graph. There is one column for every path we might pack, and a
constraint for every edge. When solving the Lagrangian relaxation, the cost of a path is the
length of the path w/r/t the edge weights, and the total budget is the sum of weights of all the
edges. Thus we can solve the relaxation (RP1) even though there is implicitly exponentially
many variables. Other examples that will appear later include packing spanning trees via
minimum spanning trees (Chapter 6) and packing cuts via minimum cuts (Chapter 7).
For covering problems, the relaxation (RC1) is a knapsack cover problem, where each
coordinate is an item, the profit of a coordinate j is 〈w,Cej〉Q, and the demand is 〈1, w1〉.
All items have cost 1 and we want to meet the coverage demand with minimum total cost.
This too permits a simple greedy solution: identify the coordinate j with the most profit,
arg max
j
〈w,Cej〉Q, and take as little of it as possible to meet the demand, 〈w, 1〉Q/〈w,Cej〉Q.
This approach is implemented in mwu-coordinate-cover. As with mwu-coordinate-cover,
the simple greedy coordinate solution allows it be applied to large, combinatorially LPs.
Lemma 2.16. mwu-coordinate-cover(C,ε) is an instance of mwu-cover(C,ε).
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coordinate-mwu-pack(A,ε)
1. x← 0n, w ← 1m, η ← log(m)/ε, t← 0
2. while t < 1





B. choose max δ > 0 s.t.
1. δηβAij ≤ ε for all i
2. t+ δ ≤ 1
C. xj ← xj + δβ, t← t+ δ
D. for i ∈ [m]
1. wi ← eδηβAijwi
3. return x
Figure 2.10: The algorithm coordinate-mwu-pack.
Proof. The single coordinate solution y = βej in (2.B) solves the relaxation (RP1) optimally,
and in particular satisfies the (relaxed) criteria of line (2.A) in mwu-cover. qed
Finally, for mixed packing and covering, the relaxation (RPC1) consists of one pack-
ing constraint and one coverage constraint, and we want to satisfy both. We think of
each coordinate j as having a cost 〈v, Aej〉 and profit 〈w,Cej〉Q. We think of the ratio
〈w,Cej〉Q/〈v, Aej〉 as a “bang-for-buck” ratio of coordinate j. If the relaxation (RPC1) is fea-
sible, then it can be attained by taking the coordinate j with maximum bang-for-buck ratio,
arg max
j
〈w,Cej〉Q/〈v, Aej〉, and taking as much as allowed for in our budget, 〈v, 1〉/〈v, Aej〉.
(Alternatively one can take as little of j as possible to meet the demand, 〈w, 1〉Q/〈w,Cej〉Q).
The algorithm coordinate-mwu-pc implements this strategy.
Lemma 2.17. mwu-coordinate-pc(A,C,ε) is an instance of mwu-pc(A,C,ε).
Proof. The single coordinate solution y in (2.B) solves the relaxation (RP1) optimally, and
in particular satisfies the (relaxed) criteria of line (2.B) in mwu-pc. qed
Some aspects of the algorithm become simpler when we apply the single-coordinate strat-
egy. For example, the weight update step is more transparent. Looking, for example, at the
choice of δ in (2.C), we see that δ is inversely proportional to the largest coefficient Aij or
the largest coefficient Cij (over i ∈ Q). For a coordinate j, we refer to the constraint i whose
coefficient (Aij or Cij) that limits δ, as the bottleneck constraint.
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coordinate-mwu-cover(C ∈ Rm×n≥0 ,ε)
1. x← 0n, w ← 1m, η ← log(m)/ε, t← 0
2. until t = 1 or Cx ≥ 1
A. Q ← {i ∈ [mc] : (Cx)i < 1}





C. choose max δ > 0 s.t.
1. δηβCij ≤ ε for all i ∈ Q
2. t+ δ ≤ 1
D. xj ← xj + δβ, t← t+ δ
E. for i ∈ Q
1. wi ← e−η(Cy)iwi
3. return x
Figure 2.11: The algorithm coordinate-mwu-cover.





. Each iteration we need N time to solve the relaxation, and by





2.7 THRESHOLDS AND THE MWU BOTTLENECK
In this section, we will incorporate the standard technique of thresholding, first intro-
duced in the MWU setting by [64]. We limit ourselves to packing problem as it suffices to
demonstrate the main ideas and the extensions to other types of positive LPs is not difficult.
Theorem 2.1 ([64], [70]). Given a positive linear program problem with m total constraints,









time updating weights (line
(2.B.1.d) in threshold-pack, threshold-cover, and threshold-pc and line (2.B.2.e)




total time for all other computa-
tion.
Proof. We give the proof for packing problems (P1), which suffices to illustrate the main
ideas. At the end we will briefly discuss how to extend the thresolding idea to covering
problems and mixed packing and covering problems.
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coordinate-mwu-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε)
1. x← 0n, v ← 1mp, w ← 1mc, η ← log(m)/ε, t← 0
2. until t = 1 or Cx ≥ 1
A. Q ← {i ∈ [mc] : (Cx)i < 1}




, β ← 〈v,1〉〈v,Aej〉
C. choose max δ > 0 s.t.
1. δηβAij ≤ ε for all i ∈ [mp]
2. δηβCij ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
D. xj ← xj + δβ, t← t+ δ
E. for i ∈ [mp]
1. vi ← eδηβAijvi
F. for i ∈ Q
1. wi ← e−δηβCijwi
3. return x
Figure 2.12: The algorithm coordinate-mwu-pc.
Consider the algorithm mwu-threshold-pack(A,ε). mwu-threshold-pack incorporates
a threshold λ, that is always a lower bound on 〈w,Aej〉 for any coordinate j. In turn,
〈w, 1〉/λ is always an upper bound on the objective value achievable in the Lagrangian
relaxation (RP1). The algorithm processes the coordinates in round robin fashion, looking
for any coordinate j with weight 〈w,Aej〉 ≤ (1 + ε)λ.For such a coordinate j, the vector
βej, where β = 〈w, 1〉/〈w,Aej〉, is a 1/(1 + ε)-approximation of (RP1). The algorithm then
adds δβej, where δ is chosen just as in mwu-pack. That is, mwu-threshold-pack(A,ε) is
an instance of mwu-pack, hence the approximation criteria on the output x.
For the running time, we observe that we process a coordinate once per threshold value λ.
To bound the number of distinct values of λ, observe that λ always increases by at least a
(1 + ε)-multiplicative factor. Moreover, the final value of λ is at most amO(1/ε)-multiplicative
factor larger than the initial value, because by Lemma 2.12 each coordinate of w increases









Each time we process a coordinate j, we compare 〈w,Aej〉 with λ, and repeatedly take
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threshold-pack(A,ε)
1. x← 0n, w ← 1, t← 0, η ← log(m)
ε2
2. while t < 1
A. λ← arg min
̂
{〈w,Ae̂〉}
B. for j ∈ [n] unless t ≥ 1
1. while 〈w,Aej〉 ≤ (1 + ε)λ
a. β ← 〈w,1〉〈w,Aei〉
b. choose max δ > 0 s.t.
1. δηβAij ≤ ε for all
i ∈ [m]
2. t+ δ ≤ 1
c. xj ← xj + δβ, t← t+ δ
d. for each i ∈ [m]
1. w(i)← eηβAijw(i)
3. return x
Figure 2.13: The algorithm threshold-pack.
coordinate j (as directed by Lemma 2.12). Let Nj be the total number of nonzeroes incident
to coordinate j. It takes Nj time to compute 〈w,Aej〉 initially. Each time we take coor-
dinate j, it takes Nj time to update the incident weights and Nj time to then recompute
〈w,Aej〉. We charge off the time spent recomputing 〈w,Aej〉 to the time spent updating the
weights. Thus, processing coordinate j takes time proportional to Nj plus the time spent





times overall. Excluding the time spent (and charged to) updating











Each time we take a coordinate, we update at most m weights. By Lemma 2.12, we take









weights, which dominates the overall running time.
For other types of positive linear programs, we adapt the thresholding technique as follows.
For covering problems (C1), we set λ to be an upper bound on 〈w,Cej〉Q for any coordinate
j, and take any coordinate j with 〈w,Cej〉Q ≥ (1− ε)λ (appropriately scaled up). For
mixed packing and covering problems (PC1), we set λ to be an upper bound on the ratio
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threshold-cover(C,ε)
1. x← 0n, w ← 1m, t← 0, η ← logm
ε2
2. until t ≥ 1 or Cx ≥ 1





B. for j ∈ [n] unless t ≥ 1 or Cx ≥ 1
1. Q ← {i ∈ [m] : (Cx)i < 1}
2. while 〈w,Cej〉Q ≥ (1− ε)λ
a. β ← 〈w,1〉〈w,Cej〉Q
b. choose max δ > 0 s.t.
1. δηβCij ≤ ε for all i ∈ Q
2. t+ δ ≤ 1
c. xj ← xj + δβ, t← t+ δ
d. for each i ∈ [m]
1. w(i)← e−ηβCijw(i)
3. return x
Figure 2.14: The algorithm threshold-cover.
〈w,Cej〉Q/〈v,Aej〉, and take any coordinate j whose ratio is at least (1− ε)λ. As with




distinct values, and the same argument as in packing
obtains the desired running time. qed
In the analysis of mwu-threshold-pack, we observed that the total time spent solving the




, where N is the total number of nonzeroes
in A. The running time bottleneck is updating the weights after each iteration. In the worst
case, we may increase x along the dense columns, and be forced to update Ω(m) individual




iterations, leading to a quadratic running time even for sparse
instances. We call this the MWU bottleneck.
A running theme is overcoming the MWU bottleneck to achieve nearly linear running time
with respect to the input size. For explicitly given LPs, this is the total number of nonzeroes
in A and B, denoted N . A nearly linear running time for explicit LPs was first achieved
in [105], and will be discussed in the next chapter. For implicitly given LPs, the number of
nonzeroes may be exponential in the actual input size. In Part II we obtain a number nearly
linear approximation schemes for both implicit and explicit linear programs.
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threshold-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε)
1. x← 0n, v ← 1mp, w ← 1mc, t← 0, η ← logm
ε2
2. until t ≥ 1 or Cx ≥ 1





B. for j ∈ [n] unless t ≥ 1 or Cx ≥ 1
1. Q ← {i ∈ [m] : (Cx)i < 1}
2. while 〈w,Cej〉Q/〈v,Aej〉 ≥ (1− ε)λ
a. β ← 〈v,1〉〈v,Aej〉
b. choose max δ > 0 s.t.
1. δηβAij ≤ ε for all i ∈ Q
2. δηβCij ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
c. xj ← xj + δβ, t← t+ δ
d. for each i ∈ [mp]
1. v(i)← eηβAijv(i)
e. for each i ∈ Q
1. w(i)← e−ηβCijw(i)
3. return x
Figure 2.15: The algorithm threshold-pc.
As an introduction to this perspective, let us consider (a slight relaxation of) the special
case where the packing and covering matrices are binary; i.e., the cofficients are either 0
or 1. This special case arises for many basic applications in optimization. In this setting,
a refined analysis of the thresholding MWU algorithms shows that they already achieve a
nearly linear running time, as follows.
Theorem 2.2. Let α, β ∈ [0, 1] be fixed. Given a positive linear program of the normalized
forms (P1), (C1), or (PC1), suppose that for any coordinate j, α-fraction of the nonzeroes in
the jth columns of A or B are at least a β-fraction of the largest coefficient in that column.





time, where N is the total number of nonzeroes in the input matrices.
Proof. For simplicity, we analyze the packing algorithm threshold-pack. It is easy to see
that the observations extend to covering and mixed packing and covering too. For each
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column j, let mj be the number of nonzeroes in the jth column. Recall that the running




weights. Now, each time we increase x along a coordinate j, we update the mj weights cor-
responding to the nonzeroes of the jth column. By assumption, we increase αmj weights by





times. By amortizing the mj time spend updating weights along the jth col-




time updating weights overall. qed
Next we consider the specific case of packing problems. We observe that threshold-pack
already achieves a nearly linear running time, just by accounting for the weight updates by
column rather than by row.





time, where N is the total number of nonzeroes in A.




, plus the time spent updat-
ing weights. Here we give a refined analysis of the number of weight updates.
In particular, recall from the discussion of greedy-coordinate-pack that we increase




times. Each such time, we update
all of the weights corresponding to the nonzeroes in the jth column of A. Charging each





2.8 NEARLY LINEAR TIME BY BINARY SEARCH
We conclude this chapter with one more simple technique that achieves nearly linear
running times for explicit positive LPs. Note that the nearly linear running time is already
achieved by a different algorithm by Young [105], which we discuss in the next chapter.
We describe the algorithm coordinate-search-pc for mixed packing and covering be-
cause it is the most general. We start from the thresholding approach. We maintain an
upper bound λ on the ratio∗ 〈w(x), Cej〉/〈v(x), Aej〉 for any coordinate j, and scan for any
coordinate whose ratio is at least (1− ε)λ. As discussed above, for such a coordinate j, a
scalar multiple of ej is an approximate solution to the Lagrangian relaxation (RPC1) induced
by v(x) and w(x). Before, in threshold-pc, we would take then take the largest possible
∗Here we write the weights v(x) and w(x) as a function of x. In fact these algorithms do no require
weights to be handled explicitly, and can simply recompute the weights as needed. We also do not restrict
ourselves to the set Q of uncovered constraints.
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coordinate-search-pack(A ∈ Rm×n≥0 ,ε)
1. x← 0n, t← 0, η ← logm
ε2
/* let wi(x) = eη(Ax)i */
2. while Ax ≤ (1 + ε)1
A. λ← arg min
̂
〈w(x), Ae̂〉
B. for j ∈ [n] unless Cx ≥ 1
1. if 〈w(x), Aej〉 ≤ (1 + ε)λ
a. choose max δ > 0 s.t.
1. 〈w(x+ δej), Aej〉 ≤ (1 + ε)λ
2. Ax ≤ (1 + ε)1
b. xj ← xj + δ
3. return x
Figure 2.16: The algorithm coordinate-search-pack.
step size such that no weight changes by more than an eε-multiplicative factor. From a con-
tinuous perspective, this insures that (the scalar multiple of) ej is an approximate solution
to (RPC1) for the timespan of the step. In coordinate-search-pc, we cut to the chase and
choose our step size more aggressively. We increase xj by δ for δ chosen as large as possible
such that the ratio of j w/r/t x+δej is still at least (1− ε)λ. From a continuous perspective,
we are still continuously growing x along approximate solutions to (RPC1), and implicitly, we
are still within continuous-greedy-pc framework. (Although we are not explicitly tracking
a time variable t, t only exists to facilitate the analysis anyway, and an implicit time variable
can be derived in hindsight.)
The advantage of this approach is in the running time. Let Nj be the number of nonzeroes
incident to coordinate j. We process a coordinate j once per λ, and at the end of processing
j the ratio of j is, by choice of δ, at most (1− ε)λ. For fixed j and any δ we can compute
the quantities 〈w(x), Cej〉 and 〈v(x), Aej〉 in time proportional to Nj (with Ax and Cx
precomputed, which is easy to maintain.) The search only requires a small number of
rounds (particularly because we can approximate the choice of δ), and each round takes
time proportional to Nj. Thus the time spent processing j in a fixed iteration is nearly




times due to the thresholding.
Theorem 2.4. Given a positive linear program, coordinate-search-* (where
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coordinate-search-cover(C ∈ Rm×n≥0 ,ε)
1. x← 0n, t← 0, η ← logm
ε2
/* let wi(x) = e−η(Cx)i */
2. until Cx ≥ 1
A. λ← arg max
̂
〈w(x), Ce̂〉
B. for j ∈ [n] unless Cx ≥ 1
1. if 〈w(x), Cej〉 ≥ (1− ε)λ
a. choose max δ > 0 s.t.
1. 〈w(x+ δej), Cej〉 ≥ (1− ε)λ
2. C(x+ δej) 6≥ 1
b. xj ← xj + δ
3. return x
Figure 2.17: The algorithm coordinate-search-cover.






Pseudocode for coordinate-search-pack and coordinate-search-cover are given as
well. For ease of exposition, we only prove Theorem 2.4 for coordinate-search-pc. Since
mixed packing and covering problems generalize both packing problems and covering prob-
lems, it is easy to see how the arguments would apply to coordinate-search-pack and
coordinate-search-cover.
We prove Theorem 2.4 for coordinate-search-pc in two parts. First, we show that
coordinate-search-pc is actually an instance of continuous-greedy-pc, from early on in
Section 2.2.3. This implies the approximation factor. Second, we show that continuous-





Lemma 2.18. coordinate-search-pc(A,C,ε) is an instance of continuous-greedy-pc.
In particular, if (PC1) is feasible, then it outputs a vector x such that Ax ≤ (1 + ε)1 and
Bx ≥ (1− ε)1.
Proof. For ease of notation, let fp(x) = fp(x) and fc(x) =
1
η
π(−ηCx). Over the course of
the algorithm, let s = 〈x, 1〉 track the sum of coordinates in x. Let x(s) denote the value of x
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coordinate-search-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε)
1. x← 0n, t← 0, η ← logm
ε2
/* let vi(x) = eη(Ax)i and wi(x) = e−η(Cx)i */
2. until Cx ≥ 1














2. Cx 6≥ 1
b. xj ← xj + δ
3. return x
Figure 2.18: The algorithm coordinate-search-pc.
when 〈x, 1〉. Let j(s) denote the increasing coordinate of x(s) index by s (which is well-defined
almost everywhere). Define a time variable t(s) by



























































































≥ 1− ε. (2.40)
36
where (c) is the chain rule, (d) is by the claim (2.39) above, (e) is the chain rule, and (f) is
by (2.38) above.
To prove (2.39), we first not that since the LP is feasible, for any nonnegative weight
vectors v and w, there is a coordinate j such that
〈w,Cej〉
〈v, Aej〉
≥ 〈w, 1〉〈v, 1〉 . (2.41)

















































as desired. Here (g) is the chain rule, (h) is choice of j(s) (initially by line (2.B.1) and then
by choice of δ in line (2.B.1.a)), (i) is by choice of λ, and (j) is the chain rule again. qed










where r is the number of rounds required in a binary search for δ. To determine r we make
to observations. First, by standard techniques (see for example Lemma 5.4 in Chapter 5)
we can assume that all the nonzero coefficients within a column of A, or within a column
of C, are within a poly(n) multiplicative factor. For ease of exposition (and without loss of
generality) we may assume that the nonzero coefficients incident to j range from 1/ poly(n)
to 1. This implies that the choice of δ is bounded above by poly(n) and bounded below by
Ω(ε). Second, we can afford to estimate δ up to an additive factor of (some small constant
times) ε and the analysis still goes through. Thus we need r = log(poly(n/ε)) = O(log n)
rounds to identify a (sufficiently good) δ. qed
Remark 2.3. One should be able to improve the logarithmic factor in the binary search by
slightly more involved arguments.
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CHAPTER 3: LAZY MWU
3.1 A DATA STRUCTURE FOR LAZY WEIGHT INCREMENTS.
In Section 2.7, we discussed an implementation of MWU that applied thresholds to more





. We observed that the bottleneck arose not from solving the Lagrangian
relaxations, but simply from updating the weights after each iteration. Without the weight




, where N is the total number
of nonzeroes. In this section, we address this bottleneck with a deterministic data structure
called lazy-incs. The goal of lazy-incs is to efficiently simulate the weight updates so
that we do work at a weight wi when it increases by a (1 + ε)-multiplicative factor. The
basic idea of lazy weight updates appears in the algorithm [105] in order to obtain (the




deterministic running time for mixed packing and covering LPs.
Here we package the techniques in a standalone data structure with a clean interface that
can be applied in a variety of different settings in subsequent chapters. We also sketch out
the algorithm in [105] as a simple demonstration of lazy-incs.
The basic problem is that we have a vector of weights w, where each coordinate is updating
at different rates. For simplicity, let us consider packing problems, for wi = eη(Ax)i is
exponentially increasing as the ith load (Ax)i is increasing. Each iteration, we increase x
slightly, and all the weights should be updated accordingly. There is always at least one
weight that goes up by an eε factor, which is large enough to amortize against the total
growth of the weight, which is bounded. The trouble is that there may also be many small
weight updates, which cannot be amortized against the MWU framework. We would prefer
ignore the small weight updates for an individual weights until they add up to a larger
update on the order of eε. That said, we still need some kind of bookkeeping to implicitly
track how much a weight should have gone up, to notify us when this amount as become
significant. This is where lazy-incs comes in.
In particular, consider the logarithm of the weights, ln(wi) = η(Ax)i. It suffices to maintain
a O(ε) additive approximation of this number, or rather, a constant additive factor approxi-
mation of ln(wi)/ε. Now, depending on the values of the coefficients, each ln(wi)/ε increases
at a different rate. Recall that in the thresholding technique, we process one column j at a
time, and repeatedly increase the jth coordinate as long as that coordinate remains “good”.
Since we only visit a coordinate j a small number of times, we can afford to linear work in
The results in this chapter are from [120].
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Lazy Increments: Interface
• lazy-incs(ζ): Initializes the lazy-incs data structure with error parameter ζ ∈
(0, 1).
• insert(i,ρ): Given an integer i ∈ N identifying a weight and a positive rate ρ ∈ R>0,
begins tracking increments to the weight i at the rate ρ.
• delete(i): Given an identifying integer i ∈ N, stops tracking increases to weight i.
Returns a left over increment δ ∈ R≥0 to be committed to weight i.
• inc(ρ): Given a value ρ, simulates an increase at the rate of the fastest weight being
tracked. Returns a list of couples (i, δ), where i ∈ N identifies a weight and δ > 0 is
an positive increment to commit to weight i.
Figure 3.1: The interface for the lazy-incs data structures, which simulates a weight
update along a single column and ensures the weights are maintained accurately up to a
small constant factor.
the number of nonzeroes in the jth column each time we begin to process j. The problem is
when we repeatedly take j, and scan all of its nonzeroes again and again to update all the
incident weights. Within this choice of j, we know that each ln(wi) grows proportionately
to Aij.∗ That is, the relative rates are fixed. As a thought experiment, imagine a number
of counters that count at different rates through time. Each quantity ln(wi)/ε is a counter,
and each “count” corresponds to ln(wi)/ε increase to the next whole number. Our goal is to
implicitly advance these counters over time, only doing work explicitly for a counter when
it advances by a full count. Then we would only touch a weight when it increases by an
(1 + ε) multiplicative factor, which can happen only a limited number of times.
The lazy-incs data structure approximates a dynamic set of counters that increment
concurrently at different rates. The interface for lazy-incs is given above. We use lazy-
incs to track the “additive part” vi =
1
ε
ln(w(i)) for each constraint i. The rate of each
counter i is stored as rate(i). There are three main functions for lazy-inc. The primary
operation of lazy-incs is inc(ρ), which simulates the increments for one increment at the
rate ρ. For each i tracked by the data structure, inc(ρ) (approximately) adds rate(i)/ρ
to the counter for i†. The salient point of lazy-incs is that it makes the increments in
∗At this point one could do a binary search to identify how long column j remains good (see Section 2.8),
but that is besides the point of motivating lazy-incs.
†Technically, inc(ρ) tries to increase counter i only if dlog rate(i)e ≤ dlog ρe. In all applications in this
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an amortized fashion, where the total work is proportional to the sum of all increments.
In exchange for better amortized efficiency, the counters are approximated to a constant
additive factor of their true values. Note that if we can estimate vi = ln(w(i))/ε to an
additive factor of O(1), then we can estimate w(i) = exp(εvi) to a (1±O(ε))-multiplicative
factor, which suffices for our applications. lazy-inc also supports inserting a new counter
i with some rate rate via the function insert, and deleting a counter from the set via the
function delete. delete(i) also returns the “leftover” increase not yet accounted for in
previous outputs of inc.
Theorem 3.1. Consider an instance of lazy-incs(ζ) over a sequence calls to inc, insert,
and delete. Let
(a) M ∈ N be the total number of calls to inc,
(b) I ∈ N be the number of calls to insert, and
(c) D ∈ N the total number calls to delete.
For each constraint i, let
(a) ṽi be the sum of increments for constraint i confirmed in the return values of calls to
inc.
(b) Di be the number of times the constraint is deleted.
Then lazy-incs(ζ) maintains ṽi to within a O(1 +Diζ) additive factor of the true number
of increments for constraint i. The total time over all operations is
O
(






3.2 USING LAZY-INCS IN EXPLICIT PACKING LPS





running times for explicit instances of packing problems (P1), where N is the total number
of nonzeroes in the input matrix. The result is really due to [105], who proved it for more
general mixed packing and covering problems (without an extra log(m) factor). We restrict
ourselves to pure packing problems because they suffice to demonstrate the use of lazy-
incs, and covering constraints are handled similarly anyway. After the proof we briefly




running time of [105].
paper, ρ is always greater than or equal to rate(i) for any constraint i being tracked.
40
lazy-pack(A,ε)
1. x← 0, w ← 1m, η ← log(m)/ε




B. for j ∈ [n]
1. initialize an instance of lazy-incs(poly(1/m))
2. for each i s.t. Aij > 0
a. lazy-incs.insert(i,Aij)
3. δ ← ε
ηmaxiAij
4. while 〈w,Aej〉 ≤ (1 + ε)λ
a. γ ← 〈w,1〉〈w,Aej〉
, xj ← xj + δγ, t← t+ δ
b. lazy-incs.increment(Aij)
c. for each increment (i, ξ) returned in (2.B.4.b)
1. w(i)← eεξw(i)
5. for each i s.t. Aij > 0
a. ξ ← lazy-incs.delete(i)
b. w(i)← eεξw(i)
3. return x




time approximation algorithm for packing problems





algorithm for mixed packing and covering problems.





deterministic time, lazy-pack(A,x,ε) returns a point x ∈ Rn≥0 such that
〈1, x〉 = 1 and Ax ≤ (1 +O(ε))1.




algorithm Chapter 2 arose from










running time in Chapter 2, except rather than update each weight in each
iteration, we let the lazy-incs data structure manage the weight updates.
At any point in the algorithm, ŵ = η−1π(ηAx) denote the “correct weight” as if we were
following mwu-pack exactly, and let w denote the actual vector held by the algorithm. We
use lazy-incs to manage w and keep each coordinate within an (1 +O(ε))-multiplicative
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factor of ŵ. In particular, we use lazy-incs to manage the exponents ln(wi) ≈ η(Ax)i up
to a O(ε) additive factor. In turn we have wi ≤ ŵi ≤ (1 +O(ε))wi at all times.
Now, lazy-pack runs the thresholding algorithm (threshold-pack, Theorem 2.1, Sec-
tion 2.7) except w/r/t the approximate weights w rather than the appropriate weights ŵ.
Because w is an (1 +O(ε))-relative approximation of ŵ, the proof of Theorem 2.1 goes
through, except increase ε by a constant factor. In particular, lazy-pack computes a
(1−O(ε))-approximation to (P) (up to scaling).
The more interesting discussion regards the running time. By the proof of Theorem 2.1,




plus the total time spent updating weights;
that is, the time spent by lazy-incs. To apply Theorem 3.1, we need to count the number
of times we call insert, inc, and delete; and the total number of weight updates returned
by inc. insert and delete is called on a coordinate Aij once for every iteration of the
loop in steps (2.*), when coordinate j is being processed. We know from the discussion in




values of λ total.








times overall. The overhead for each insert and delete, for ζ = poly(m, 1/ε), is O(log(m)).
Each call to increment corresponds to an iteration from the perspective of greedy-pack,




such iterations. The sum of increments for




because each unit increase for a
constraint corresponds to an eε multiplicative increase in the corresponding weight, and the











Remark 3.1. The running above is slower than [105] by a log(log(m)/ε) because of the
small overhead incurred by insert and delete. The overhead comes from approximating
the remaining error. insert and delete allows us to dynamically insert and delete counters,
but here we only need to manage a static set. The “remaining error” is 0 at the beginning of
a new instance of lazy-incs, and the “remaining error” can be computed explicitly at the
end of processing a coordinate j, based on how much of coordinate j we took during this
phase, and how many increments were made to the bottleneck constraint. Alternatively, we
can just “fix” all the weights incident to coordinate j exactly at the end of processing j, in
O(1) time per weight. (Here we can write down the (correct) weight values before processing
j, and use these compute the correct weight values after processing j, based on the amount
of j taken in that phase.) A third approach, is to read off the remaining amount based
on the nonzero entries in rem. (The time spent inspecting the nonzeroes can be charged
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to setting them to be nonzero previously.) Thus, for this particular setting, the overhead
of insert is really O(1), and delete can be replaced by an O(1) time calculation of the




running time of [105]. We give a slightly
slower implementation for the sake of demonstrating the interface to lazy-incs.
3.3 DESIGN AND ANALYSIS OF LAZY-INCS
In this section, we give implementation details for the lazy-incs data structure and
prove the bounds of Theorem 3.1. The data structure is based on the deterministic update
scheme of Young [105]. In particular, we implement a clean and isolated interface that
allows for more dynamic settings and simplifies the reasoning when used in more complex
combinations, such as in packing spanning trees in Chapter 6, the augmented range tree
data structure used for packing intervals in [120].
While the details are tedious, the basic idea is straight forward. At a high level, lazy-
incs buckets the counters by rounding up each rate to the nearest power of 2. For each
power of 2, we create an auxiliary counter at the rate is maintained. The auxiliary counters
can be maintained in constant amortized time the exact same way a binary number can
be incremented in constant amortized time. Whenever an auxiliary counter increases by a
whole counter, all the tracked counters whose rates round up to that value of 2 is increased
proportionately. Up to accounting details, this tracks the increments to each counter to
within a constant additive factor at all times.
The careful reader might notice that two functions, full-rem(`) and full-incs(`), are
not needed to implement the API. full-rem(`) gives an exact account of the total number
of fractional increments for level `, where a fractional increment in the larger level ` + 1
contributes half of a fractional increment to the total for level `, and so on. full-incs(`)
then counts the exact total number of increments to level ` by adding incs(`) to full-
rem(`). The values of full-incs(`) and full-rem(`) are relatively stable and easy to
analyze. The actual operations are then analyzed relative to these values.
The first lemma untangles flush by showing that it preserves full-incs(`) for all `.
Lemma 3.1. For any two levels `1, `2 ∈ Z, flush(`1) does not change the value of full-
incs(`2).
Proof. flush(`1) only modifies rem(λ) and incs(λ) for λ ≤ `1, and full-incs(`2) is a
function of rem(λ) and incs(λ) for λ ≥ `2. If `2 > `1, then these sets of values are disjoint,
and the claim holds.
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Suppose `1 ≥ `2. If incs(`1) ≥ 1, then flush(`1) transfers some δ > 0 from rem(`1)
to incs(`2), adds half of δ to rem(`1 − 1), and then recursively calls flush(`1 − 1). By
induction on `1 − `2, the recursive call to flush(`1 − 1) preserves full-incs(`2), and it
suffices to analyze the changes before the recursive call.
Let incs′ and rem′ fix the values of incs and rem before the transfer of δ, and let incs′′
and rem′′ fix the values of incs and rem after the transfer. incs′ and rem′ equal incs′′
and rem′′ almost everywhere, except incs′′(`1) = incs′(`1) + δ, rem′′(`1) = rem′(`1)− δ, and
rem′′(`− 1) = rem′(`− 1) + δ/2. If `1 = `2, then before the transfer full-incs(`2) equals
incs′(`2) + rem′(`2) +
∑
λ>`2









which equals full-incs(`2) after the transfer of δ, as desired. If `1 > `2, then before the
transfer, we have,



























which equals full-incs(`2) after the transfer, as desired. qed
The next lemma shows that inc increases full-incs(`) by the correct amount if full-
incs(`) counted the number of increments to a weight that incremented at the rate 2`.
Lemma 3.2. Let ρ > 0 and ` = dlog ρe. For all levels λ ≤ `, inc(ρ) increases full-
incs(λ) by 2λ/ρ.
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Proof. inc(ρ) increases rem(`) by ρ/2` and then calls flush(`). By Lemma 3.1, flush(`)
does not affect full-incs(λ), so it suffices to consider the increment to rem(`). Let rem′
denote the value of rem before the increase and let rem′′ denote the value of rem after. Before
the increment, we have























which is the value of full-incs(λ) after the update minus the claimed difference 2λ/ρ.
qed
The previous lemma shows that inc increments each full-incs(`) by exactly the right
amount. The following lemma argues that we approximately track the number of increments
for each weight i, by arguing that the committed increments to weight i are closely coupled
with the increments to full-incs(dlog rate(i)e).
Lemma 3.3. Let weight i be tracked continuously by the data structure in level ` =
dlog rate(i)e without being deleted. Consider the sum Φ + V , where V is the total num-
ber of increments committed by the data structure to i (communicated in the return values
of inc), and Φ is defined to be
Φ
def




(i) For any level `′, flush(`′) does not change the sum V + Φ.
(ii) A call to inc(ρ) for ρ ≥ rate(i) increases the sum V + Φ by rate(i)
ρ
.
(iii) When i is inserted, we have Φ ≤ ζ. After each inc, Φ ≤ 3. In particular, after a
sequence of K increments at rates of ρ1, . . . , ρK ≥ rate(i), V is within an additive





(iv) Suppose i is deleted after a sequence of K increments at rates of ρ1, . . . , ρK with
dlog ρke ≥ dlog rate(i)e for each k, and the call to delete(i) returns an increment of




Proof. (a) Consider the “immediate” part of flush(`′) executed before the recursive call to
flush(` − 1) (if any). It suffices to show that the immediate parts of each flush do not
change the sum V + Φ. If `′ < `, then this work does not change commit any weight to i,
and any change to rem(`′) is not included in the computation to full-rem(`). Thus, the
immediate part of flush(`′) has no impact on V + Φ for all `′ < `.
If ` = `′, then flush(`′) may delete δ > 0 weight from rem(`), hence decrease full-
rem(`) by δ. The same quantity δ is added to frac-incs(i). Then flush(`′) may decrease
frac-incs(i) by a second quantity δ′ > 0, and in turn δ′ · rate(i)/2` is added to V . Thus,
full-rem(`) decreases by δ, frac-incs(i) increases by δ−δ′, and V increases by rate(i)/2`.
Altogether, some value may shift from Φ to V , but the sum Φ + V remains fixed.
Finally, if `′ > `, then the immediate part of flush(`′) may decrease rem(`′) by some
δ > 0, but then it increases rem(`′ − 1) by δ/2. Since `′ − 1 ≥ `, this results in no change in
full-rem(`), hence no change in the sum Φ + V .
(b) Let `′ = dlog ρe. inc increases rem(`′) by ρ/2`′ and then calls flush(`′). The addition













= rate(i)/2`. By part (a), the remaining call to flush(`′) does not
affect the sum Φ + V . Thus, the total increase in Φ + V is rate(i)/2`, as desired.
(c) Since apx-rem(`) ≤ full-rem(`) ≤ apx-rem(`) + ζ, and frac-incs(i) is initialized to
−apx-rem(`), we have Φ ∈ [0, ζ] when i is inserted. By design, the data structure keeps
rem(`′) ∈ [0, 1] for all levels `′, which implies that full-rem(`′) ∈ [0, 2) for all levels `′ as well.
The data structure also keeps frac-incs(i) in the range −full-rem(`′) ≤ −apx-rem(`′) ≤





(d) Fix V and Φ to just before the call to delete(i). By (b), we have V + Φ =
K∑
k=1
rate(i)/ρk + η for some η ∈ [0, ζ]. Furthermore,
Φ− δ = (full-rem(`)− apx-rem(`)) · rate(i)
2`
∈ [0, ζ]. (3.11)
Thus, V + δ = (V + Φ) + (δ − Φ) =
K∑
k=1
rate(i)/ρk + η′, for some η′ ∈ [−ζ, ζ], as desired.
qed
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In the final stage of our analysis, we bound the running time of the functions of the lazy-
incs data structure. At the essence of the running times is that the increments for the
levels can be maintained essentially for free, for the same reason that a binary number can
be incremented in constant amortized.
Lemma 3.4. For a fixed instance of lazy-incs(ζ), let
• M ∈ N be the number of calls to inc,
• I the number of calls to insert, and
• D the number of calls to delete, and
• for each constraint i, let Vi be the sum of increments for constraint i confirmed in the
return values of calls to inc and delete.
Then lazy-incs executes all M calls to inc, I calls to insert, and D calls to delete in
total running time O
(






Proof. It is easy to see that each insert and delete take O(1) time (with appropriate
standard data structures). The work of each call to inc can be divided into updating
counters for levels (incs and rem) and for the tracked weights (frac-incs). The work
to maintain incs and rem take O(1) amortized time per inc for the same reason that
incrementing a binary integer takes constant amortized time: when we call inc(ρ) with
` = dlog ρe, we put 1 credit on level `, half a credit on level `+1, one fourth a credit on level
` + 2, and so on. These credits, for each `, are at least as much as the increase to full-
incs(`), and the total number of credits dispersed is 2. Since we only execute the body of
a flush(`) when rem(`) ≥ 1/2, and incs(`) + rem(`) is always with 1 of full-incs(`),
the number of times flush(`) is executed is proportional to the increase in full-incs(`),
which in turn can be paid for by accrued tokens. As per maintaining frac-incs(i), for each
constraint i, frac-incs(i) is increased by at least 1 whenever it is touched by flush(`)
for ` = dlog rate(i)e. Every time frac-incs(i) exceeds 1, at least one unit of weight is
committed by the data structure and added to Vi. Since frac-incs(i) ≥ −2 at all times,
flush(`) touches frac-incs(i) at most a constant number of times before we either increase
Vi by at least one or i is deleted. Thus, the work corresponding to maintaining frac-incs(i)
can be charged to Vi plus any calls to delete(i). qed
This concludes the proof of Theorem 3.1.
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lazy-incs(ζ)
1. incs← 0Z (allocated lazily)
2. rem← 0Z (allocated lazily)
3. h← dlog 1/ζe
insert(i,ρ)
1. rate(i)← ρ
2. `← dlog ρe
3. W (`)←W (`) ∪ {i}
4. frac-incs(i)← −apx-rem(`)
delete(i)
1. `← dlog rate(i)e
2. δ ←
(frac-incs(i) + apx-rem(`)) · rate(i)
2`
3. rate(i)← 0
4. W (`)←W \ {i}
5. return δ
inc(ρ)
1. `← dlog ρe










2. if rem(`) ≥ 1
A. δ ← brem(`)c
B. rem(`)← rem(`)− δ
C. incs(`)← incs(`) + δ
D. for i ∈W (`)
1. frac-incs(i)← frac-incs(i) + δ
2. if frac-incs(i) ≥ 1
a. δ′ ← bfrac-incs(i)c
b. frac-incs(i)←
frac-incs(i)− δ′
c. ∆← ∆ ∪
{(
i, δ′ · rate(i)
2`
)}
E. rem(`− 1)← rem(`− 1) + δ
2








1. return incs(`) + full-rem(`)
Figure 3.3: The data structure lazy-incs.
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CHAPTER 4: RANDOMIZED MWU
4.1 INTRODUCTION
In this chapter, we take a randomized approach towards overcoming the MWU bottleneck.
The introduction of randomization is inspired by the randomized algorithm of [102] for pure
packing and covering. Recall that the MWU bottleneck arises from having to update the
weights after each iteration. In particular, the weights arise from the unevenness of the
weight updates. While the maximal choice of step size δ ensures that some weight increases
by an eε-multiplicative factor, we might also have to update many weights that increase
by a relatively miniscule amount. By contrast, we also observed in Theorem 2.2 that in a
certain homogeneous setting, where most of the weight updates are by the same amount,
the MWU bottleneck vanishes. Thus the difficulty in the general setting arises from many
miniscule updates that morally are not very important. We should in principle be able to





iterations. In this section, we sparsify the weight updates by importance sampling
the updates. More precisely, we randomly update each weight by a full eε-multiplicative
factor with the appropriate probability such that the exponents of the weights follow the
MWU framework in expectation. Thus, weights that should be updated by a very small
factor are instead updated by a larger eε multiplicative factor very rarely. This allows the
algorithm to follow the MWU framework in the aggregate with much less computational
effort, and the algorithm is very simple to implement. Most of the effort is in the analysis,
where we analyze the path of the solution x and the weights w as a multiplicative martingale
processes, and show that it is concentrated via an extension of the Chernoff inequality that
we call the “online Chernoff inequality”. The result is a framework that removes the MWU
bottleneck without the use of data structures and is particularly easy to instrument for both
explicit and implicit positive linear programs.
We first describe and formally state the randomized MWU framework and interface for
each type of positive linear program. Afterwards, we will analyze the algorithms and prove
theorems for each type of positive linear program.
The results of this chapter are from [126].
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random-mwu-pack(A ∈ Rm×n≥0 ,z ∈ Rn≥0,ε)
1. v ← 1m, η ← ln(m)/ε, t← 0
2. while t ≤ 1
A. choose y ∈ Rn≥0 s.t.
1. 〈v,Ay〉 ≤ (1 + ε)〈v,1〉
2. 〈z, y〉 ≥ (1− ε) max
y∈Rn≥0
{〈z, y〉 : 〈v,Ay〉 ≤ 〈v,1〉}
B. δ ← max value δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i ∈ [m]
2. t+ δ ≤ 1
C. x← x+ δy, t← t+ δ
D. for each i ∈ [m] with probability δη(Ay)i/ε
1. v(i)← eεv(i)
3. return x
Figure 4.1: The algorithm random-mwu-pack.
4.1.1 The randomized packing framework
We first consider packing problems, (P), of the form
maximize 〈z, x〉 s.t. Ax ≤ 1 (4.1)
where A ∈ Rm×n≥0 and z ∈ Rm>0. Recall from Chapter 2 that we want to maintain weights
v ∈ Rm>0 as a function of our solution x such that for each i, vi = eη(Ax)i .
Consider the algorithm random-mwu-pack. The algorithm is nearly identical to mwu-
pack, differing only in the weight update step (2.D). Rather than increment each weight vi
deterministically, random-mwu-pack sample each weight i ∈ [m] with probability δη(Ay)i/ε.
Here y is the current direction of x and δ is the step size, and δ(Ay)i represents the increases
to (Ax)i in one iteration. For each weight we sample, we increase the weight by an eε
multiplicative factor. The probability is chosen so that we are increasing ln(vi) by the right
amount in expectation. The analysis below shows that these weights, although randomized,
are concentrated around the true path and will satisfy the same invariants of mwu-pack
(Lemma 2.12) with high probability. For example, each weight is still upper bounded by





. The result is a framework for packing programs with a similar interface
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as mwu-pack, while lifting the MWU bottleneck by randomly sparsifying the weight updates.
We note that the weights do not need to be sampled independently, which makes the
sampling particularly easy to implement. For example, one can pick a threshold θ ∈ [0, 1]
uniformly at random, and then increase all weights vi where δη(Ax)i/ε ≥ θ. In this scheme,
the weight updates are highly dependent, but the framework still holds.
The following theorem isolates a black box interface for instrumenting random-mwu-pack
for particular explicit or implicit instances of packing problems (P).
Theorem 4.1. Consider an instance of (P) defined by A ∈ Rm×n≥0 and z ∈ Rn≥0. Let ε > 0
be sufficiently small. Then with high probability, random-mwu-pack(A,z,ε) returns a vector
x ∈ Rn≥0 such that
〈z, x〉 ≥ (1− ε) OPT and Ax ≤ (1 +O(ε))1. (4.2)





the time spent on solving the relaxation in (2.A.*), constraining δ in (2.B.1), and sampling




time. With high probability,




times, and each weight v(i) is monotonically
nondecreasing from 1 to mO(1/ε) along integral powers of eε.
4.1.2 Covering
We now turn to covering problems (C) of the form
minimize 〈z, x〉 over x ∈ Rn≥0 s.t. Cx ≥ 1, (4.3)
where v ∈ Rn≥0 and C ∈ Rm×n≥0 . Here in the MWU framework we want to maintain weights
w ∈ Rm>0 such that for each i, wi = e−(Cx)i .
Consider the algorithm random-mwu-cover, which is to mwu-cover as random-mwu-pack
is to mwu-pack. The main difference between random-mwu-cover and mwu-cover is in the
weight updates in (2.D). We randomly sample the weights and decrease each sampled weight
by an e−ε multiplicative factor, where the probability of sampling a weight wi is calibrated
so that ln(wi) follows the MWU framework in expectation. A second difference is that
the set of active constraints Q is now based on the weight of each constraint, rather than
the coverage. Since weights are already handled explicitly, this approach to managing Q is
easier to implement. The analysis below shows that these random weights are concentrated
around the path that would be taken by a deterministic implementation, and satisfies the
51
random-mwu-cover(C ∈ Rm×n≥0 ,z ∈ Rn≥0,ε)
1. w ← 1m, η ← ln(m)/ε, t← 0
2. until t ≥ 1 or Cx ≥ 1
A. Q ←
{
i ∈ [m] : w(i) > e−η
}
B. choose y ∈ Rn≥0 s.t.
1. 〈w,Cy〉Q ≥ (1− ε)〈w,1〉Q
2. 〈z, y〉 ≤ (1 + ε) min
y∈Rn≥0
{
〈z, y〉 : 〈w,Cy〉Q ≤ 〈w,1〉Q
}
C. δ ← max value δ > 0 s.t.
1. δη(Cy)i ≤ ε for all i ∈ Q
2. t+ δ ≤ 1
D. for each i ∈ Q with probability δη(Cy)i/ε
1. w(i)← e−εw(i)
3. return x
Figure 4.2: The algorithm random-mwu-cover.
same invariants as mwu-cover (Lemma 2.13) with high probability. Moreover, since weights
start at 1 and are removed when they fall below e−η = m−O(1/ε), and are decreasing in units





random-mwu-pack, the sampling does not need to be independent across weights. These
modifications culminate in the following theorem, which gives a black box interface for
instrumenting random-mwu-cover for particular explicit or implicit instances of covering
problems (C)
Theorem 4.2. Consider an instance of (C) defined by C ∈ Rm×n≥0 and v ∈ Rn≥0. Let ε > 0 be
sufficiently small. Then with high probability, random-mwu-cover(C,v,ε) returns a vector
x ∈ Rn≥0 such that
〈z, x〉 ≤ (1 + ε) OPT and Cx ≤ (1−O(ε))1. (4.4)





the time spent on solving the relaxation in (2.B.*), constraining δ in (2.C.1), and sampling




time. With high probability,




times, and each weight w(i) is monotonically
nonincreasing from 1 to m−O(1/ε) along integral powers of eε.
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random-mwu-pc(A ∈ Rmp×n≥0 ,C ∈ Rmc×n≥0 ,ε)
1. v ← 1mp, w ← 1mc, η ← ln(m)/ε, t← 0
2. until t ≥ 1 or Cx ≥ 1
A. Q ←
{
i ∈ [m] : w(i) > e−η
}
B. choose y ∈ Rn≥0 s.t.
1. 〈v,Ay〉 ≤ (1 + ε)〈v,1〉
2. 〈w,Cy〉Q ≥ (1− ε)〈w,1〉Q
C. δ ← max value δ > 0 s.t.
1. δη(Ay)i ≤ ε for all i ∈ [mp]
2. δη(Cy)i ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
D. x← x+ δy, t← t+ δ
E. for each i ∈ [mp] with probability δη(Ay)i/ε
1. vi ← eεvi
F. for each i ∈ Q with probability δη(Cy)i/ε
1. wi ← e−εwi
3. return x
Figure 4.3: The algorithm random-mwu-pc.
4.1.3 Mixed packing and covering
The last positive LP to consider is mixed packing and covering. Here we consider mixed
packing and covering problems (PC) of the form
find x ∈ Rn≥0 s.t Ax ≤ 1 and Cx ≥ 1, (4.5)
where A ∈ Rmp×n≥0 and C ∈ Rmc×n≥0 . Here we need to maintain two sets of weights, v for
packing constraints, and w for covering constraints.
Consider the algorithm randomized-mwu-pc, which combines the ideas from random-
mwu-pack and random-mwu-cover. In particular, we randomly sample each packing con-
straint and each covering constraint with the same probabilities as in random-mwu-pack and
random-mwu-cover, so that the change to the exponent of each weight is correct in expec-
tation. The following theorem for randomized-mwu-pc is roughly the union of Theorem 4.1
and Theorem 4.2 for packing and covering, respectively.
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Theorem 4.3. Consider a feasible instance of (PC) defined by A ∈ Rmp×n≥0 and C ∈ Rmc×n≥0 .
Let m = mp = mc. Let ε > 0 be sufficiently small. Then with high probability we have all of
the following. random-mwu-pc(A,C,ε) returns a vector x ∈ Rn≥0 such that
Ax ≤ (1 +O(ε))1 and Cx ≥ (1−O(ε))1. (4.6)




iterations. Excluding the time spent solving
(2.B), constraining δ in (2.C.1) and (2.C.2), and sampling constraints in (3.A.2.e)









, and the packing weights v (resp. the covering weights) are each









integral powers of eε.
4.2 PRELIMINARIES TO THE ANALYSIS
4.2.1 Notation
For each iteration ` ∈ N, let v`, w`, and t` denote the values of v, w, t at the beginning
of the `th iteration. We let y` and δ` denote the values of y and δ computed during the
`th iteration. We let ˆ̀∈ N denote the total number of iterations (when it terminates), and
denote v̂ = lim
`→∞
v`, ŵ = lim
`→∞
w`, and t̂ = lim
`→∞
t` denote the values of v, w, and t at the end
of the algorithm (or the possibly unbounded limit if it does not terminate). For ` ∈ N, we
let Q` denote the value of Q at the beginning of the `th iteration if the algorithm has not
yet terminated, or to Qˆ̀ if the algorithm has terminated and ` > ˆ̀.
4.2.2 Online Chernoff
Here we make heavy use of the following extension of the multiplicative Chernoff bound,
which we call the online Chernoff bound. The online Chernoff bound (in a slightly
different form) was proven in [102], extending ideas in [67]. A different, short proof is given
in Section 4.7.1.
Lemma 4.1. Let X1, X2, · · · ≥ 0 and Y1, Y2, · · · ≥ 0 such that for each i, conditional on
X1, . . . , Xi−1, Y1, . . . , Yi−1, either Xi is a constant or Xi ≤ 1 deterministically.













(ii) If E[Xi |X1, . . . , Xi−1, Y1, . . . , Yi−1] ≥ Yi for all i, then for sufficiently small ε > 0 and











In addition to the online Chernoff inequalities, we will also use Jensen’s inequality, which
is given for convenience in Section 4.7.2.
4.2.3 Organization of the analysis
We have divided the analysis in to 4 parts, where the last part ties the first 3 parts
together.
1. In Section 4.3, we analyze the packing weights, showing in Lemma 4.6 that AxL+1 ≤
(1 +O(ε))1 with high probability for any fixed L ∈ N.
2. In Section 4.4, we analyze the covering weights, showing in Lemma 4.12 that CxL+1 ≥
(1−O(ε))tL+1 −O(ε) with high probability.
3. In Section 4.5, we analyze the iteration count and total number of weight updates.
4. In Section 4.6, we combine the first three parts to prove Theorem 4.1, Theorem 4.2,
and Theorem 4.3.
To aid the analysis, we will often refer explicitly to steps in the pseudocode. While we are
analyzing all three algorithms jointly, for ease of notation, we only explicitly reference lines
in the pseudocode for random-mwu-pc unless otherwise made clear. It is straightforward to
identify the corresponding lines in random-mwu-pack and random-mwu-cover.
4.3 PACKING CONSTRAINTS AND WEIGHTS
We first analyze randomized weight update for packing constraints, showing that it is
concentrated around the path taken by the deterministic MWU framework and satisfies the
familiar invariants with high probability. There are four lemmas in this section, as follows.
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1. In Lemma 4.2, we analyze a single packing weight vi, showing in particular that the
exponent in vi corresponds to the packing load (Ax)i in expectation, which essentially
matches the deterministic MWU framework.
2. In Lemma 4.3, we analyze the sum of packing weights, 〈1, v〉. We show that the
expected value of the sum is at most e(1+O(ε))tm at time t. This also matches the
deterministic MWU framework.
3. In Lemma 4.4, we apply the online Chernoff inequality to each individual weight vi
analyzed in Lemma 4.2, showing that the exponent in vi never deviates substantially
from (Ax)i with high probability.
4. In Lemma 4.5, we apply the online Chernoff inequality to the sum of weights analyzed
in Lemma 4.3. We show that the sum of weights never deviate substantially from eηtm
with high probability.
Intuitively, Lemma 4.4 and Lemma 4.5 combine to show that no packing constraint is violated
by more than an (1 +O(ε))-multiplicative factor with high probability. We delay this final
analytical step to Section 4.6 when we complete the proofs of Theorem 4.1 and Theorem 4.3.
Lemma 4.2. For each iteration `, with the outcomes of iterations 1 through `− 1 fixed, and










































































where (a) is by (12), (b) is because exp(ε) ≤ 1 + ε + ε2 for ε sufficiently small, and (c) is
because 1 + z ≤ exp(z) for all z. qed
























































































where (a) is by linearity of expectation and Lemma 4.2, (b) is by the inequality ex ≤ 1+x+x2





≤ ε by choice of δ` in (2.C.1), (d) is by
choice of y` per (2.B.1), and (e) is by the inequality 1 + x ≤ ex for all x. Note that steps
(b) through (e) are standard. qed


















where (a) is by Jensen’s inequality, and (b) is by part (i). qed














≤ (1− ε)ζ/ε. (4.19)






































≤ e−ζ . (4.20)
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by (a) telescoping series and (b) the online Chernoff inequality (Lemma 4.1.(ii)). qed
The next lemma shows that logarithm of the total sum of packing weights closely tracks
the time with appropriate normalization.







≥ ln(m) + (1 +O(ε))ηtL+1 + ζ
]
≤ e−ζ . (4.21)














X` = Y` = 0 for indices ` > ˆ̀ after the algorithm has ended. For each index `, we have
























by (a) telescoping sums and (b) the online Chernoff inequality (Lemma 4.1.(i)). qed






























≤ ln(m) + ηtL+1 + 2ζ
(d)
≤ ln(m) + η + 2ζ (4.26)
with total probability of failure, by the union bound, of at most 2e−ζ . Here (a) is by
Lemma 4.4, (b) is because v̂ ≥ 1,, (c) is by Lemma 4.5, and (d) is because tL+1 ≤ 1. For
ζ = O(ln(m)), the claim follows. qed
4.4 COVERING CONSTRAINTS
We now analyzed the randomized weight updates for covering constraints. As with pack-
ing, we will recover the main invariants of the deterministic MWU framework with high
probability. Most of the action is in the following five lemmas. The proof is slightly more
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involved then the packing setting because of the added complexity of dropping covered con-
straints with Q.
1. Lemma 4.7 analyzes a single weight w(i), and that ln(w(i)) follows (Cx)i in expecta-
tion. This matches the deterministic MWU framework.
2. Lemma 4.8 analyzes the sum of weights 〈w,Q〉Q, observing that it essentially follows
e−ηt at time t in expectation. This is similar to the deterministic MWU framework.
3. Lemma 4.9 analyzes the w(i) as a multiplicative martingale process. It proves that
w(i) is essentially ≥ e−η(Cx)i with high probability at all times.
4. Lemma 4.10 analyzes the sum of weights 〈w, 1〉Q, and shows that it is essentially upper
bounded by e−ηt with high probability.
5. Lemma 4.12 combines Lemma 4.9 and Lemma 4.10 to show that with high probability,
each coverage constraint gets coverage (roughly) at least the value of t at the end of
the algorithm.
In the next section, we will show that t ≈ 1 with high probability, whence Lemma 4.12
implies that we approximately satisfy all covering constraints with high probability.
Lemma 4.7. Let ` ∈ N be an iteration and let the outcomes of iterations 1 through `− 1 be




























Proof. By design of the randomized step (3.A.2.f), we have
wi+1 =
e−εwi with probability δ`η〈ei, Cy〉/ε,wi otherwise (4.27)












































where (a) is by (30), (b) is by the inequality exp(−ε) ≤ 1−ε+ε2 for ε > 0, and (c) is because
1− x ≤ exp(−z) for all x. qed









































































































where (a) is by linearity of expectation and Lemma 4.7.(ii), (b) is by the inequality e−x ≤
1 − x + x
2
2
for x ≤ 0, (c) by choice of δ` per (2.C.2), (d) is by choice of y` per (2.B.2),
and (e) is by the inequality 1 + x ≤ ex for all x. Note that steps (b) to (e) are standard.
qed














≤ e−ζ . (4.36)











X` = Y` = 0 for indices ` > ˆ̀ after the algorithm terminates. We have X` ∈ [0, 1] for each
iteration ` by (2.F.1). For each iteration `, we have E[X` |X1, . . . , X`−1, Y1, . . . , Y`] = Y`
by Lemma 4.7.(i). Thus













by (a) telescoping sums and (b) the online Chernoff inequality (Lemma 4.1.(i)). qed
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≥ ln(m)− (1−O(ε))ηtL+1 + ζ
]
≤ e−ζ (4.38)



















each variable takes value 0 on indices ` > ˆ̀after the algorithm terminates. For each iteration




































by (a) telscoping series and (b) the online Chernoff inequality (Lemma 4.1.(ii)). qed
Before proving Lemma 4.12, we require the following simple observation.


















≥ −(1 + ε)η. (4.42)
If i /∈ Q̂, then wL+1i ≤ exp(−η) because i is made inactive only if wi drops below exp(−η).
Therefore,




























































≥ (1−O(ε))(η + lnm)tL+1 − 2ζ (4.47)
with total probability of failure ≤ 2e−ζ by the union bound. Here (a) is by Lemma 4.9 and
(b) is by Lemma 4.11, and (c) is by Lemma 4.10. For ζ = O(lnm), we have ζ/η = O(ε) and
(1− ε)ζ/ε + (1 + ε)−zη/ε = 1/ poly(m), as desired. qed
4.5 ITERATIONS
In this section, we analyze the number of iterations taken by random-mwu, which we have
yet to even show is finite.
Lemma 4.13. With probability 1−1/ poly(m), random-mwu-pack, random-mwu-cover, and










Proof. Being the most general, we prove the claim for random-mwu-pc. It is easy to see how
to restrict the arguments for random-mwu-pack and random-mwu-cover.
Consider the first L iterations, where L ∈ N is chosen to be sufficiently large as specified
in the statement. We will argue that the algorithm will terminate with high probability in
less than L iterations.
Every iteration ` ∈ [L], by choice of δ` in line (2.C), there exists either a packing constraint














This constraint has its weight updated by a multiplicative factor of exp(ε) deterministically.
That is, every iteration updates at least one weight deterministically.
Since the algorithm terminates once w ≤ exp(−η)1, each covering constraint w(i) is




times before before i is re-






. Now we consider weight updates to packing constraints. With high probabil-




≤ mO(1/ε). In particular, we have vL+1i ≤ mO(1/ε) with
high probability for each packing constraint i ∈ P . In such an event, a packing constraint








before v(i) ≥ mO(1/ε).










. If we charge each iteration to a constraint updated by a factor of exp(ε),










Lemma 4.14. If each solution y in (2.A) of mwu-pack (resp. (2.B) of random-mwu-
pc) is supported by a single coordinate (i.e., y = γej for some j ∈ [n]), then the







(mc + min{mp, n}) ln(m)/ε2
)
).
Proof. We obtain a refined bound as follows. Suppose that each iteration ` picks a solution y`
which has a single non-zero coordinate j ∈ [n]. Every time we select j, we either decreases
a covering weight by a (1 + ε)-multiplicative factor, or increase the same packing weight
by a (1 + ε) multiplicative-factor; this packing constraint corresponds to the bottleneck
packing constraint for j (the row with the largest coefficient in j’s column). If a packing





times before this particular packing weight hits the upper bound. Thus,
charging each iteration to either a covering weight decreasing by a (1 + ε)-multiplicative
factor, or increase the same packing weight per coordinate by a (1 + ε)-multiplicative factor,
there are at most O
(
(mc + n) ln(m)/ε
2
)
iterations. Taking the minimum of the two upper
bounds gives the upper bound we seek. qed
Remark 4.1. The two types of concentration bounds – Lemma 4.6 and Lemma 4.12 ensuring
correctness, and Lemma 4.13 characterizing the running time – are obtained not separately
but jointly: bottleneck operations are amortized against the same invariants of the framework
that ensure the correctness of the output.
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4.6 TYING IT ALL TOGETHER
4.6.1 Packing
Theorem 4.1. Consider an instance of (P) defined by A ∈ Rm×n≥0 and z ∈ Rn≥0. Let ε > 0
be sufficiently small. Then with high probability, random-mwu-pack(A,z,ε) returns a vector
x ∈ Rn≥0 such that
〈z, x〉 ≥ (1− ε) OPT and Ax ≤ (1 +O(ε))1. (4.2)





the time spent on solving the relaxation in (2.A.*), constraining δ in (2.B.1), and sampling




time. With high probability,




times, and each weight v(i) is monotonically
nondecreasing from 1 to mO(1/ε) along integral powers of eε.
Proof. The number of iterations and weight updates follow from Lemma 4.13, and it remains
to show the approximation bounds.
Let L = Θ(m ln(m)/ε2) (or the refined bound in Lemma 4.14) be a sufficiently large
but fixed number. Lemma 4.13 shows that with probability 1 − 1/ poly(m) the algorithm
terminates in less than L iterations. Let E be the event that the algorithm terminates before
L iterations. Conditioning on E , there is a finite and well-defined total number of iterations,
ˆ̀≤ L, and output x̂ = x`+1[ˆ̀]. Note that the algorithm terminates at t = 1.
By Lemma 4.6, we have Ax ≤ (1 +O(ε))1 with high probability at iteration L. Given also
event E , Lemma 4.6 implies that the inequality holds for the last iteration ˆ̀< L since all the
variables are frozen after the algorithm terminates. Thus Ax̂ ≤ (1 +O(ε)) with probability
1 − 1/ poly(m). We also have 〈z, x〉 ≥ 1 − ε by choice of y per (2.A.2) in each iteration.
qed
4.6.2 Covering
Theorem 4.2. Consider an instance of (C) defined by C ∈ Rm×n≥0 and v ∈ Rn≥0. Let ε > 0 be
sufficiently small. Then with high probability, random-mwu-cover(C,v,ε) returns a vector
x ∈ Rn≥0 such that
〈z, x〉 ≤ (1 + ε) OPT and Cx ≤ (1−O(ε))1. (4.4)
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the time spent on solving the relaxation in (2.B.*), constraining δ in (2.C.1), and sampling




time. With high probability,




times, and each weight w(i) is monotonically
nonincreasing from 1 to m−O(1/ε) along integral powers of eε.




be a sufficiently large but fixed number of iterations. By
Lemma 4.13, with probability 1 − 1/ poly(m), the algorithm terminates in at most L iter-
ations. Let E denote this good event. Conditioning on E , there is a finite and well-defined
total number of iterations, ˆ̀≤ L, a final time, t̂ = tˆ̀+1, and output x̂ = x`+1[ˆ̀]. Note that
the algorithm terminates only if the time variable reaches 1 or if Q is empty. Hence t̂ = 1
or Qˆ̀ = ∅.
By Lemma 4.12, with probability 1 − 1/ poly(m), we have Cx ≥ (1−O(ε))tL+1 − O(ε).
Conditioning on both this event and the event E above, we have Ax ≤ (1 +O(ε)) and
Cx ≥ (1−O(ε))t̂ − O(ε). Since either t̂ = 1 or Qˆ̀ = ∅, we then have Cx ≥ (1−O(ε))1.
So by the union bound we have Cx ≥ (1−O(ε))1 with probability 1− 1/ poly(m). We also
have 〈z, x〉 ≤ 1 + ε by choice of each y in (2.B.2). qed
4.6.3 Mixed packing and covering
Finally we prove Theorem 4.3. The proof combines the proofs of Theorem 4.1 and Theo-
rem 4.2.
Theorem 4.3. Consider a feasible instance of (PC) defined by A ∈ Rmp×n≥0 and C ∈ Rmc×n≥0 .
Let m = mp = mc. Let ε > 0 be sufficiently small. Then with high probability we have all of
the following. random-mwu-pc(A,C,ε) returns a vector x ∈ Rn≥0 such that
Ax ≤ (1 +O(ε))1 and Cx ≥ (1−O(ε))1. (4.6)




iterations. Excluding the time spent solving
(2.B), constraining δ in (2.C.1) and (2.C.2), and sampling constraints in (3.A.2.e)









, and the packing weights v (resp. the covering weights) are each









integral powers of eε.




(or the refined bound in Lemma 4.14) be a sufficiently
large but fixed number of iterations. By Lemma 4.13, with probability 1− 1/ poly(m), the
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algorithm terminates in at most L iterations. Let E denote this good event. Conditioning on
E , there is a finite and well-defined total number of iterations, ˆ̀≤ L, a final time, t̂ = tˆ̀+1,
and output x̂ = x`+1[ˆ̀]. Note that the algorithm terminates only if the time variable reaches
1 or if Q is empty. Hence t̂ = 1 or Qˆ̀ = ∅.
By Lemma 4.6 and Lemma 4.12, with probability 1 − 1/ poly(m), we have AxL+1 ≤
(1 +O(ε))1 and Cx̂L ≥ (1−O(ε))tL+1−O(ε). Conditioning on both this event and the event
E above, we have xL+1 = x̂ and tL+1 = t̂, hence Ax̂ ≤ (1 +O(ε)) and Cx̂ ≥ (1−O(ε))t̂ −
O(ε). Since either t̂ = 1 or Qˆ̀ = ∅, we then have Cx̂ ≥ (1−O(ε))1. So by the union bound
we have Ax̂ ≤ (1 +O(ε))1 and Cx ≥ (1−O(ε))1 with probability 1− 1/ poly(m). qed
Remark 4.2. As stated, the iteration account is assured with high probability (and can
be shown to be finite with probability 1), but technically speaking is unbounded. random-




iterations (excluding calls to the oracle) by killing the algorithm if it runs for too long.
4.7 PROBABILISTIC INEQUALITIES
4.7.1 Proof of the online Chernoff inequalities
Lemma 4.1. Let X1, X2, · · · ≥ 0 and Y1, Y2, · · · ≥ 0 such that for each i, conditional on
X1, . . . , Xi−1, Y1, . . . , Yi−1, either Xi is a constant or Xi ≤ 1 deterministically.












(ii) If E[Xi |X1, . . . , Xi−1, Y1, . . . , Yi−1] ≥ Yi for all i, then for sufficiently small ε > 0 and











Proof. The proof is the same as the standard Chernoff inequalities with some additional
care with conditional expectations. We prove the first inequality, as the second inequality
follows similarly. For ease of notation, let Xk =
k∑
i=1
Xi and Y k =
k∑
i=1
Yi. Let Ek[· · ·] =
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E[· · · |X1, . . . , Xk−1, Y1, . . . , Yk]. We claim that for each i, given X1, . . . , Xi−1, Y1, . . . , Yi, we
have Ei[eε] ≤ e(1+ε) Ei[Xi]. By assumption, either Xi is constant, in which case the claim is









≤ e(1+ε) Ei[Xi]. (4.50)
Here (a) is by convexity of x 7→ eεx, (b) is by the inequality 1 + x ≤ ex, and (c) is by the
inequality eε ≤ 1 + ε+ ε2 for ε sufficiently small. Now, we have
P
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≤ 1 by induc-























where (f) is by iterated expecations, (g) is by inequality (4.50), (h) is by assumption that
En[Xn] ≤ Yn, and (i) is by induction on n. qed
4.7.2 Jensen’s inequality
The following inequality is well known.
Lemma 4.15 (Jensen’s inequality). Let X ∈ R be a random variable and f : R → R a
function.
(i) If f is convex, then f(E[X]) ≤ E[f(X)].
(ii) If f is concave, then f(E[X]) ≥ E[f(X)].
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CHAPTER 5: EXPLICIT POSITIVE LPS
5.1 INTRODUCTION
In this chapter, we consider mixed packing covering problems (PC) of the form
find x ∈ Rn≥0 s.t Ax ≤ 1 and Cx ≥ 1, (5.1)
where A ∈ Rmp×n≥0 and C ∈ Rmc×n≥0 . We assume that A and C are given to us as explicit (and
possibly sparse) matrices with N total nonzeroes.
Recall that the deterministic algorithm of Young [105], sketched in Section 3.2, computes




time, using the thresholding technique
for the Lagrangian oracle, and using the lazy-inc data structure to efficiently manage
weights. This running time is a large improvement over previous work, but is also not as
good as the best randomized running times for pure packing and pure covering. [102] (which,
we recall, inspired the randomized MWU framework) obtained a randomized running time




, and [131] obtained a randomized running time of Õ(N/ε). Thus
a natural question is whether one can improve the ε-dependence on N for mixed packing
and covering to be more competitive with the state of the art algorithms for pure packing
and pure covering [102], [131].
In this section, we apply the randomized MWU framework to (PC). By Theorem 4.3,





total time. Implementing the sampling is relatively easy. To implement the La-
grangian oracle, we first incorporate the thresholding technique, which reduces the problem
to maintaining an (1±O(ε))-multiplicative approximation to the ratio 〈w,Cej〉Q/〈v, Aej〉
for each coordinate j. Let wQ be the vector obtained from w by setting wi to 0 when-
ever i /∈ Q. We employ a new data structure that efficiently maintains approximations for
ATv and CTwQ as the weights v and w are updated by the randomized MWU framework.
The data structure is called apx-matrix and it too is randomized, roughly applying impor-
tance sampling to updates in ATv and CTwQ. The resulting randomized algorithm is called





time (with high probability).
The main new ingredient is the apx-matrix data structure. apx-matrix is a data struc-
ture for efficiently simulating a nonnegative matrix up to small relative approximations.
The results in this chapter are from [126].
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random-mwu-explicit-pc(A ∈ Rmp×n≥0 , C ∈ Rmc×n≥0 , ε)















3. until t ≥ 1 or Cx ≥ 1
A. for each j ∈ [n] unless t ≥ 1 or Cx ≥ 1
1. Q ←
{






a. γ ← 〈ã,1〉
ãj
b. δ ← max value δ > 0 s.t.
1. δηγAij ≤ ε for all i ∈ [mp]
2. δηγCij ≤ ε for all i ∈ Q
3. t+ δ ≤ 1
c. xj ← xj + δγ, t← t+ δ
d. sample θ ∈ [0, 1] uniformly at random
e. for each i ∈ [mp] with δη(Ay)i/ε ≥ θ
1. vi ← eεvi, ã.inc(i,(eε − 1)vi)
f. for each i ∈ Q with δη(Cy)i/ε ≥ θ





2. if wi ≤ e−ε
A. Q ← Q− i, c̃.inc(i,−wi)
B. λ← (1− ε)λ
4. return x
Figure 5.1: The algorithm random-mwu-explicit-pc.
apx-matrix takes as input a nonnegative matrix A ∈ Rm×n≥0 maintains a coordinatewise ap-
proximation to Ax, where x is initially 1 and is updated online by an adversarially. (We
apply apx-matrix to AT and v, and to CT and w. In this case.) We restrict the updates to
x to be monotonic - either always increasing or always decreasing. Because the full theorem
is a bit technical, we first give an informal version of the bounds for apx-matrix.
The full theorem statement of Theorem 5.1 is fairly technical and obscures the simple
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interface to the matrix. We first state an informal version of the theorem.
Theorem 5.1, informally: Let A ∈ Rm×n≥0 and let x ∈ Rn≥0 be a nonnegative vector updated
coordinatewise by an adversary at most L times such that either all updates are increasing or
all updates are decreasing. Let β be an upper bound on the magnitude multiplicative change of
any nonzero coordinate of Ax. Then with high probability 1−1/ poly(L,m), one can maintain
a coordinatewise (1± ε)-relative approximation of Ax in Õ
(
N log β + L+m log(β)/ε2
)
total
time (where Õ hides up to a single factor of logm+ logL+ log log β).
The algorithm random-mwu-explicit-pc maintains two instances of apx-matrix. One is
for ATv, and the other is for CTwQ. Our bound for β is based on the magnitude of change
in the weights. Each packing weight increases by at most a mO(1/ε) multiplicative factor,
and each covering weight decreases by at most a m−O(1/ε) factor, which leads to a bound of
(roughly) β = mO(1/ε). Because the randomized MWU framework (Theorem 4.3) sparsifies




. Plugging into the running time above
(and noting that m and n are reversed since we are working with the transpose of A and






Now the full version of the theorem is as follows.
Theorem 5.1. Let ε, δ > 0 be sufficiently. Let A ∈ Rm×n≥0 be a nonnegative matrix with N
nonzeroes, and let x ∈ Rn≥0 be a nonnegative vector, initialized to 1n and updated coordinate-
wise adversarially such that the updates are either all increase or all decreasing. Let L be an
upper bound on the total number of coordinatewise updates, and let β > 1 be an upper bound
on the multiplicative change of any positive coordinate of Ax: for all i, either (Ax)i = 0
or β−1(Ax)i ≤ (A1)i ≤ β(Ax)i. We assume L and β are both known a priori. Consider an
instance of apx-matrix, initialized by init(A,ε,δ) for δ = 1/ poly(m,L), which maintains
an estimate y of Ax as x is updated. Then with probability 1 − 1/ poly(m,L), apx-matrix
maintains y ∈ (1±O(ε))Ax in
O
(




We prove Theorem 5.1 later in Section 5.2. First, we use Theorem 5.1 and formally prove
bounds for random-mwu-explicit-pc.
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Theorem 5.2. Given an instance of (PC), let ε > 0 be sufficiently small. Then random-
























time with probability 1− 1/ poly(m).
Proof. We assume without loss of generality that the coefficients within any column of A or
B is within a poly(n) (see Lemma 5.4 in the appendix).
By Theorem 4.3, we need only bound the time spent sampling weights, and the overall
time spent approximately solving the Lagrangian relaxations in via the thresholding scheme.
For sampling weights, in (3.A.2.d), we select a threshold θ ∈ [0, 1] uniformly at random,
and take all weights whose appropriate sampling probabilities are at least θ. By sorting each
column in decreasing order of sampling probability in a preprocessing step (in O(N logm)
time total), we can list all the sampled weights in O(1) per weight. By Theorem 4.3, with




individual weights are sampled (with repetition), so
that is the total time spent sampling weights.
To address the relaxation, we apply the thresholding strategy introduced in Section 2.7.
Recall from the discussion there that the relaxation can be solved identifying the coordinate
j with maximum ratio of 〈w,C〉Qej/〈A, vej〉, and return y = γej for γ = 〈v, 1〉/〈A, vej〉. We
can approximate this strategy more efficiently by maintaining an upper bound λ on the ratio
for any j, and then appropriate scaling any coordinate j whose ratio is at least (1− ε)λ. We
process each coordinate in round robin fashion until no such coordinate exists, in which case
we lower λ by an (1− ε)-multiplicative factor.
Here, we do something similar, except we apply apx-matrix to more efficiently maintain
ATv and CTwQ up to an (1± ε)-multiplicative factor, and use these estimated values instead.
Let ã ≈ ATv and c̃ ≈ CTwQ be the approximations generated by apx-matrix. By Theo-
rem 5.1, with high probability, we have ã ∈ (1± ε)ATv and c̃ ∈ (1± ε)CTwQ at all times.
Running the thresholding strategy w/r/t ã and c̃ leads to an (1±O(ε))-multiplicative ap-
proximation of the true Lagrangian relaxation. Thus by the randomized MWU framework,
we output an (1±O(ε))-approximation with high probability.





plus the total time spent by apx-matrix. To apply Theorem 5.1, we




by Theorem 4.3. For approximating
ATv, we have β mO(1/ε) because v ≤ mO(1/ε)1 by Theorem 4.3. For approximating BTw we
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{Bij : Bij > 0}
(b)
≥ poly(ε, n) (5.4)










into the bound of Theorem 5.1, we see that we spend
O
(
N logm(log n+ log logm)
ε
+
m logm(log n+ log logm)
ε2
+




over the two instances of apx-matrix. This dominates our overall running time. qed
5.2 APPROXIMATING A NONNEGATIVE MATRIX
The data structure has two main routines. init takes as input a nonnegative matrix
A ∈ Rm×n≥0 , error tolerance ε, and δ which controls the failure probability. inc takes two
inputs, a real value α and a coordinate j ∈ [n] to which the increment of α is to be applied.
The data structure maintains at all times maintains an estimate y of Ax which can be
directly accessed. Here we state the setting with additional details that will be useful in our
application.
Setting 5.1. Let ε, δ > 0 with ε sufficiently small. Let A ∈ Rm×n≥0 be a nonnegative matrix
with N nonzeroes. Consider an instance of apx-matrix initialized by init(A,ε,δ). Let L
be a fixed parameter, and let inc(α1, j1), . . . , inc(αL, jL) be a sequence of calls to inc
delivered online. For ` = 0, . . . , L, let x` = 1 +
∑̀
k=1
αkejk . The online sequence is constrained
in two ways.
(a) Every αi has the same sign; i.e., x` is either monotonically increasing or monotonically
decreasing.
(b) For a fixed parameter β > 0, for every i ∈ [m] and ` ∈ [L], we have
(Ax)i = 0 or
1
β
(Ax)i ≤ (A1)i ≤ β(Ax)i. (5.6)
apx-matrix maintains an estimate y of Ax. For ` ∈ [L], let y` be the value of y after the










inc(α ∈ R,j ∈ [n])
1. xj ← xj + α
2. sample π ∈ [0, 1] uniformly





yi + sign(α)Aij max{θij , |α|}







2. ỹi ← yi






Figure 5.2: apx-matrix is a randomized data structure that, given a nonnegative matrix
A ∈ Rm×n≥0 , efficiently maintains a relative and uniform approximation for Ax over the lifetime
of a nonnegative vector x ∈ Rn≥0 initialized to 1 and monotonically either increasing or
decreasing (see Theorem 5.1).
High-level idea: The data structure is based in a simple idea related to online randomized
maintenance of counters [11], [22]. Consider the online maintenance of a single number x
(the one dimensional case) as we provide increments α1, . . . , αk. We maintain an estimate
y. If the current increment αi is small relative to the current estimate y we update y
probabilistically; the cost here is to actually add to y while we ignore the time to check
αi/y. On the other hand if αi is large we update y deterministically for otherwise we would
incur too much variance. The key is take this idea to higher-dimensional setting where y is a
vector and each output coordinate is influenced by multiple coordinates of A. To handle this
we maintain the relative importance of each coordinate with respect to the current estimate
y (these are the values θij) and periodically reset and rescale when the estimate y changes
significantly (by a constant multiplicative factor) in any coordinate. Given increment α to
coordinate j we cannot afford to evaluate all the nonzero coordinates in row i for that would
defeat the purpose of improving the run-time. The same idea of correlated random choice
for weight updates is again used here.
Now we formally prove that our scheme maintains the estimate y correctly with high
probability when parameters are set appropriately. We will subsequently analyze the running
time.
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Lemma 5.1. Assuming Setting 5.1,
P
[
y` /∈ (1±O(ε))Ax` for any ` ∈ L
]
≤ L2m · poly(δ). (5.7)
Proof. Fix a row i ∈ [m]. We analyze the probability that yi ≈ 〈ei, Ax〉 after each
increment, and then take a union bound over all the rows at the end.
Let a “phase” be the sequence of calls to inc between consecutive calls to reset(i)
(including the last inc that triggers reset(i)). The last phase does not necessarily end
with a reset. At the beginning of a phase, yi is recomputed exactly in line (1). We argue
that, for a fixed phase, apx-matrix maintains yi close to 〈ei, Axi〉 throughout the phase with
high probability; we then take a union bound over all the phases.
Fix a phase. Let x̄0 be the value of x at the beginning of the phase, and let ȳ0i = Ax̄
0
mark the (recomputed) value of yi at the beginning of the phase. Let α1ej1 , α2ej2 , . . . be the
increments during the phase. By assumption, there are at most L increments in a phase,
and padding the end of the sequence with “zero” increments, we simply assume there are





i the value of yi after








are monotonic sequences in the same




i ], the phase ends
and all the increments thereafter are zero. We want to show that ȳ`i ≈ x̄` for every ` ∈ [L]
with high probability.









monotonically increasing, and the phase ends when ȳ`i ≥ 2ȳ0i . Noting that γ = 1/δ, we










. If α` 6= 0, then y`i ≤ 2ȳ0i . By choice of the importance sampling

















































≤ ε− ln(γ) = poly(δ) (5.11)
by (a) online Chernoff (Lemma 4.1.(i)). We also have
P
[







































≤ e− ln(γ) = poly(δ), (5.15)
where (b) is again by online Chernoff (Lemma 4.1.(ii)). There are at most L increments in
the phase. By the union bound, we have
P
[





for any ` ∈ [L]
]
≤ 2L poly(δ). (5.16)
There are also at most L phases. By the union bound, all increments in all phases are
accurate in the sense of (5.16) with probability of failure L·2L poly(δ) = 2L2 poly(δ). Finally,
we take a union bound over all coordinates i ∈ [m], and conclude that the probability of any
coordinate failing is at most L2m poly(δ).
The decreasing case, where α` ≤ 0 for each `, is somewhat symmetric, with additional care







are monotonically decreasing, and freeze when ȳ`i ≤ ȳ0i /2. We define Z1, Z2, · · · ≥ 0 by






















































































≤ e− ln(γ) = poly(δ). (5.22)
If ȳ`i < ȳ
0
i /2, then apx-matrix will recompute ȳ
`
i and ensure exact accuracy. If ȳ
`












+ εȳ0i , and











as desired. As in the increasing case, via the union bound, the above holds for all L incre-
ments of all L phases and over all coordinates i ∈ [m] with probability L2m poly(δ). (5.7)
then follows. qed
Now we analyze the running time of the data structure for a sequence of L increments.
Note that the parameter β does not play a role in the correctness but it does play a role in
the running time. This is natural for the following reason. Imagine a setting in which all
increments are double the current sum. Then the algorithm will be forced to deterministically
compute the exact sum in each step to be accurate. The lemma below bounds the number
of times that reset is called for each row i ∈ [m].
Lemma 5.2. Assuming Setting 5.1, with probability 1 − poly(m,L, δ), reset(i) is called
O(log β) times for each row i ∈ [m].
Proof. With probability 1−poly(m,L) poly(δ), we have y ∈ (1± ε)Ax at all times. Assume
this is the case, and fix i ∈ [m].
In the increasing case, where α` ≥ 0 for all `, we have 〈ei, A1〉 ≤ 〈ei, Ax〉 ≤ β〈ei, A1〉 for
any constraint i. reset(i) is invoked only when yi > 2ỹi, where ỹi was the exact value of
〈ei, Ax〉 earlier in the process, and then both yi and ỹi are reset to the current, exact value
of 〈ei, Ax〉. Consider a call to inc(α,j) that triggers a reset(i). Let y′i and x′ denote the
values of yi and x before the call, and let y′′i and x
′′ denote the values of yi and x after line




〈ei, Ax′′〉 ≥ 〈ei, Ax′〉 ≥ (1− ε)y′i ≥ (1−O(ε))y′′i ≥ 2(1−O(ε))ỹi, (5.23)
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hence 〈ei, Ax〉 has increased by a (constant) multiplicative factor of (1−O(ε))2. If y′′i −y′i ≥
2ε2
δ
y′i, then α > θij and y
′′
i − y′i = αAij, hence
〈ei, Ax′′〉 = 〈ei, Ax′〉+ y′′i − y′i ≥ (1−O(ε))y′i + 2ỹi − y′i ≥ 2(1−O(ε))ỹi, (5.24)
so again 〈ei, Ax〉 has increased by a multiplicative factor of 2(1−O(ε)). It follows that




= O(log β) times.
In the decreasing case, where α` ≥ 0 for all `, we have
1
β
〈ei, Ax〉 ≤ 〈ei, Ax〉 ≤ 〈ei, Ax〉
for any constraint i. We claim that each time we call reset(i), 〈ei, Ax〉 has decreased
by a (1±O(ε))2 multiplicative factor. Indeed, consider a call to inc(α,ej) that triggers a
reset(i). Let y′i and x
′ denote the values of yi and x before the call, and let y′′i and x
′′ denote









so 〈ei, Ax′′〉 has dropped by a (constant) multiplicative factor of (1−O(ε))2. If y′i − y′′i ≥
2ε2
δ
y′i, then α > θij and y
′
i − y′′i = αAij, so







so 〈ei, Ax′′〉 is a constant multiple of (1−O(ε))2 smaller than ỹi. Since 〈ei, Ax〉 lies in a range





O(log(β)) times. We note that in the decremental case, if yi equals 0, then xj = 0 for all
nonzero coefficients Aij 6= 0. Since x is constrained to be nonnegative and nonincreasing,
yi is henceforth fixed to 0 and reset(i) will never be called again. The extra instance of
reset(i) invoked when ỹi became 0 is absorbed in the O(β). qed
The final step in the analysis is to specify how the loop in line (3) is implemented.
Lemma 5.3. Fix j ∈ [n]. One can organize the thresholds {θij : Aij 6= 0} such that for a
call inc(α,j), all coordinates i satisfying line (3) can be listed in O(logm) time plus O(1)
per satisfying coordinate. The total time to initialize and maintain the data structure is
O(N log(β) log(m)).
Proof. Setting 5.1 implies that each coordinate of Ax that is still subject to change lies
within a β-multiplicative factor of its initial value in A1. For each column j, we build a
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balanced binary tree over the nonzeroes Aij 6= 0 keyed by θij. All the trees can be built in
O(N logm) time total. For a call inc(α,j), the first coordinate i satisfying line (3) can be
found in log(m) time in the tree; each subsequent coordinate takes O(1) time per coordinate.
Whenever a threshold θij changes, the corresponding tree can be updating in O(logm) time.
Each θij is updated at most log β times. The running time follows. qed
We close the section by putting together the above pieces and proving Theorem 5.1, which
we restate for convenience.
Theorem 5.1. Let ε, δ > 0 be sufficiently. Let A ∈ Rm×n≥0 be a nonnegative matrix with N
nonzeroes, and let x ∈ Rn≥0 be a nonnegative vector, initialized to 1n and updated coordinate-
wise adversarially such that the updates are either all increase or all decreasing. Let L be an
upper bound on the total number of coordinatewise updates, and let β > 1 be an upper bound
on the multiplicative change of any positive coordinate of Ax: for all i, either (Ax)i = 0
or β−1(Ax)i ≤ (A1)i ≤ β(Ax)i. We assume L and β are both known a priori. Consider an
instance of apx-matrix, initialized by init(A,ε,δ) for δ = 1/ poly(m,L), which maintains
an estimate y of Ax as x is updated. Then with probability 1 − 1/ poly(m,L), apx-matrix
maintains y ∈ (1±O(ε))Ax in
O
(




Proof. We have that y ∈ (1 +O(ε))Ax at all times is by Lemma 5.1. For the running time, we
first have that init takes O(1) time excluding calls to reset(i), which we handle separately.
By Lemma 5.3, inc takes O(logm) time excluding O(1) time per update to a coordinate ỹi
and excluding calls to reset. Each call to reset(i) takes time proportional to the number
of nonzeroes in the ith row of i. By Lemma 5.2, reset(i) is called at most O(log β) times for
each i. Thus we spend a total of N log β time calling reset. Between two resets, a coordinate









total updating the coordinates of ỹi. qed
5.3 ON POLYNOMIALLY BOUNDED COEFFICIENTS
Lemma 5.4. Without loss of generality, for each j ∈ [n],
maxiAij
mini{Aij : Aij 6= 0}
= O(poly(n, 1/ε)), and
maxi{Cij}
mini{Cij : Cij 6= 0}
= O(poly(n, 1/ε)). (5.28)
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Proof. For each j, let αj = max
i
Aij. Then x ≤ 1/α for any feasible solution x to (PC), and
x ≤ (1 +O(ε))/α for any (1±O(ε))-feasible solution.
Let A′ ∈ Rmp×n≥0 be defined by
A′ij =






Any x satisfying A′x ≤ (1 +O(ε))1 must satisfy x ≤ (1 +O(ε))α. Moreover, since 0 ≤
Aij − A′ij ≤ αj/ poly(n, 1/ε), for any x with A′x ≤ (1 +O(ε)), we have
Ax = A′x+ (A− A′)x ≤ A′x+ 1
poly(n, 1/ε)
1 ≤ (1 +O(ε))1. (5.30)
Replacing A with A′, it suffices to assume that αjAij ≥ αj/ poly(n, 1/ε) for every nonzero
Aij.
As for C, we first observe that Cij ≥ poly(n, 1/ε)α, then adding (1/ poly(n, 1/ε)α)ej meets
the covering constraint for row i, while Aej/α poly(n, 1/ε) ≤ ε/n has negligible effect on the
packing constraints. Removing any row i with such a large Cij and rewriting the system
as though we have taken (1/ poly(n, 1/ε)α)ej can be done in linear time, and allows us to
assume that Cij ≤ poly(n, 1/ε)αj for all i, j. Finally, define C ′ ≤ C by
C ′ij =
Cij if C ′ij ≥ α/ poly(n, 1/ε),0 otherwise. (5.31)
Clearly, Cx ≥ (1−O(ε)) only if C ′x ≥ 1 − O(ε). On the flip side, if Ax ≤ 1 + O(ε) but
〈ei, C ′x〉 ≤ 1 +O(ε) for some i, then x ≤ (1 +O(ε))/α,
〈ei, Cx〉 ≤ 〈ei, C ′x〉+ α〈ei, (C − C ′)1〉 ≤ 1−O(ε) + poly(ε/n) ≤ (1−O(ε)). (5.32)
Thus we may work with C ′ instead of C without loss of generality. qed
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CHAPTER 6: PACKING SPANNING TREES AND BASES OF A MATROID
6.1 INTRODUCTION
Packing spanning trees. Let G = (V,E) be an undirected graph with non-negative edge
capacities c : E → R≥0. We consider the problem of computing a maximum fractional
packing of spanning trees of G. Letting T be the family of spanning trees of G, we can
express this as maximizing
∑
T∈T
xT subject to xT ≥ 0 for all T ∈ T and
∑
T3e
xT ≤ ce for
all edges e ∈ E. By a classical theorem of Tutte [5] and Nash-Williams [4], the fractional




where π(E ′) is the number of connected components in G−E ′. Network strength has several
applications and efficient algorithms for it have been well studied [21], [36], [42], [56]. In this
paper, we give the following nearly-linear time approximation scheme.




-time alogrithm that gives a (1− ε)-
approximation for fractional packing of spanning trees in a capacitated undirected graph
with m edges (and hence also to network strength). This implies that a (1− ε)-approximate





The best exact algorithm for fractionally packing spanning trees comes from Gabow’s
work [56] via his algorithm for packing arboresences, and runs in O(n3m log(n2/m)) time.
As far as we are aware, the best previously known running time for a (1− ε)-approximation
in the capacitated setting is Õ(mn/ε2). For uncapacitated graphs a (1− ε)-approximation in
Õ(m/ε2) time was known [84]∗. Similar running times to Theorem 6.1 (for integer weights,
with an extra logarithmic dependence on the maximum weight) were obtained independently
in [127]. Easy examples show that, even for a (1− ε)-approximation, an explicit listing of
the spanning trees in the decomposition requires Ω(n2) space for a graph with O(n) edges.
Hence an implicit representation is necessary to obtain a near-linear running time. Using
cut-preserving sampling techniques [107], we can further improve the dependence of the
running time on m while worsening the dependence on ε if we only want an estimate of the
fractional spanning tree number.
Corollary 6.1. There is a randomized Õ(m + n/ε4)-time algorithm that outputs a (1− ε)-
approximation to the fractional packing number (and network strength) with high probability.
The results of this chapter are from [120].
∗We were unaware of the results of [84] at the time of this work
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Previously, Karger [58] showed that network strength can be estimated in Õ(m+n3/2/ε4)-
time.
Given an undirected graph G = (V,E), the spanning tree polytope is the convex hull of
the characteristic vectors of the spanning trees of G in the hypercube [0, 1]E. The pack-
ing algorithm for spanning tree implies the following approximate separation oracle for the
dominant of the spanning tree polytope.
Corollary 6.2. Given a graph G = (V,E) with spanning tree polytope PT , and a vector




-time algorithm that either correctly outputs that z /∈ PT , or
outputs a packing of spanning trees into z of value between (1− ε) and 1.
Algorithms for decomposing a point in the spanning tree polytope into a convex com-
bination of spanning trees have been used in algorithms for approximating TSP in both
undirected and directed graphs [95], [118] (and several subsequent papers).
Connections to computing minimum cuts: The first step in the near-linear-time ran-




ning tree packing with O(log n) trees in the packing. This step is the only randomized aspect
in his algorithm. We obtain a deterministic near-linear-time (1− ε)-approximate packing,
however the number of trees in our decomposition can be large even though the overall rep-
resentation size is Õ(m/ε2). It may be possible to use some data structures to build upon
our results to obtain a fast deterministic linear-time algorithm for minimum cuts. We also
mention that our result yields a deterministic near-linear time (2 + ε)-approximation for
estimating the minimum cut of a graph. There is already such an algorithm due to Matula
[35] which is simpler and has a better running time; however, our algorithm is conceptually
very different.
The spanning tree packing problem is a special case of the more general problem of packing
bases in a matroid. We obtain the following approximation algorithms for packing bases in
uncapacitated and capacitated matroids in the oracle model.
Theorem 6.2. Let M = (N , I) be a matroid with n elements and rank k, accessed by
an independence oracle that runs in time Q. There is an algorithm that outputs a (1− ε)-











Karger [58] considered (1− ε)-approximate packings of bases in matroids. He obtained
running times of the form Õ((n+ k3/ε5)Q) for estimating the value of the packing.
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lazy-tree-packing(G = (V,E),c ∈ RE>0,ε)
1. x← 0T , w ← 1E, η ← log(m)/ε
2. T ← dynamic MST w/r/t w
3. initialize lazy-incs(poly(ε, 1/m))
4. for each edge e ∈ T
A. lazy-inc.insert(e,1/ce)
5. while t < 1
A. γ ← w(B)









C. for each increment (e, ξ) returned in (5.B)
1. w(e)← eεξw(e)
2. if T replaces edge e with an edge f




Figure 6.1: The algorithm lazy-tree-packing.
6.2 PACKING SPANNING TREES
Let G = (V,E) be a capacitated graph with m edges and n nodes. Let ce > 0 denote the
capacity of an edge e. Let T be the set of spanning trees of G. As a linear program, the
capacitated tree packing problem can be expressed as the following LP, (TP)
maximize 〈1, x〉 over x ∈ RT≥0 where
∑
t3e
xt ≤ ce for all e ∈ N . (6.1)
This is a packing LP where A is a {0, 1} matrix and the number of variables |T | may be
exponential.




deterministic time, lazy-tree-packing returns a
(1− ε)-approximate tree packing.
Proof. We first prove the approximation factor, and then the running time.
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Let ŵ(x) = η−1π(ηAx) be the “true weight” corresponding to x if we were following mwu-
pack precisely. The algorithms weights, w, uses lazy-inc to track ln(ŵe(x))/ε for each edge
e. By Theorem 3.1, we maintain ln(we)/ε to within a constant additive factor of ln(ŵe(x))/ε
for each edge e, which implies we maintain w(e) within an (1±O(ε))-multiplicative fac-
tor of ŵ(e) for each e. T is always the minimum spanning tree w/r/t w, which is an
(1±O(ε))-multiplicative factor of the MST w/r/t ŵ. Thus we are stay within the frame-
work of mwu-pack with error parameter O(ε), hence the approximation factor follows from
Lemma 2.12.
For the running time, we have two bottlenecks. The first arises from maintaining the
MST in the face of changing weights. The second arises from update the edge weights. The





We first address the latter. We update we only when an increment is returned by lazy-
incs.increment, or when it is removed from the tree and we receive an additional increment
from lazy-incs.delete. The deletions always follow updates from increment, so it suffices
to count the number of times a weight we is increased. Every time a weight is increases,










It remains bound the amount of time spent updating an MST. We first note that the fully













time over all. On the other hand, we
observe that the weights are strictly increasing, and we only have to maintain edge weights
in the data structure up to a (1 + ε)-multiplicative factor. This allows us to use the simpler
decremental version of [68], as follows. Initially, for each edge e, we make one weighted copy





total edges. We apply the decremental version of [68] to these edges.
Every time w(e) increases for an edge e, we delete from the data structure any weighted









total time over the course of the
algorithm. qed
6.3 PACKING BASES OF A MATROID
We consider the problem of packing bases in a matroid M defined over a ground set
N with n elements. Let B be the set of bases of M and k the rank of M. Each base
b ∈ B has cardinality k. In the disjoint base packing problem, we want to find the
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Dynamic Minimum Weight Base
• dynamic-min-base(M,w): Given a matroidM = (N , I) with n elements and rank
k, and an initial set of weights w : N → R over the groundset, initializes the data
structure and computes the initial minimum weight base. Takes O(n log n + nkQ)
amortized time.
• min-base(): Returns the minimum weight base. O(1) time.
• inc(e,δ): For an element e ∈ N and positive value δ > 0, increases the weight w(e)
by δ, in O(kQ) amortized time. If e is already in the minimum weight base, then this
may cause the minimum weight base to replace e with another element f , which is
then returned. Otherwise the minimum weight base stays the same and nothing is
returned.
Figure 6.2: The interface of the dynamic-min-base data structure.
largest subcollection S ⊆ B of pairwise disjoint bases. In the capacitated base packing
problem, we equip the ground set N with positive capacities c : N → R>0, and want to
find the largest collection b1, . . . , bM ∈ B of bases, possibly repeating, such that each element
e ∈ N is contained in at most ce of the bases.
In this section, we consider linear relaxations of packing bases. As a linear program, the
capacitated base packing problem can be expressed as the following LP, (BP):
maximize 〈1, x〉 over x ∈ RB≥0 s.t.
∑
b:e∈b
xb ≤ ce for all e ∈ N . (6.2)
This is a packing LP where A is a 0, 1 matrix and the number of variables |B| may be
exponential. It is well-known that the above LP can be solved exactly in polynomial time.
One way to see this is via the ellipsoid method, by observing that the separation oracle
for the dual LP is the problem of finding a minimum weight base in M, which admits a
polynomial time algorithm. Strongly polynomial-time combinatorial algorithms are known
for both fractional and integer packing of bases as well [74]. However, the running times of
these algorithms are rather high.
We approach (BP) in the same fashion as (TP) and Section 6.2. We apply the MWU
framework to (BP), which requires us to maintain a (1 +O(ε))-approximately minimum
weight base w/r/t to exponentially growing weights. Recall that we obtained a nearly linear
running time for (TP) via two data structures: one for maintaining the MST, and the lazy-
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inc data structure for simulating the weight updates in a lazy fashion and simultaneously
sparsifying the updates that the MST needed to respond to. For base packing, we can still
apply lazy-inc, but there is no known data structure for dynamically maintaining the min-
imum weight base. To this end we devise our own, called dynamic-min-base. A functional
interface is given in Figure 6.2, and the full pseudocode is given later in Section 6.3.1. The
data structure maintains a minimum weight base over a weighted matroid where the weights
are being increased adversarially. It is able to respond to each individual weight increase in
O(kQ) amortized time, where k is the rank of the matroid, and Q represents the time of a
query to an independence oracle for the matroid. The performance of the data structure is
formalized as follows.
Theorem 6.4. Given a matroidM = (N , I) with weights w ∈ RN increased online. Let n
be the total number of elements in the matroid, let k be the rank of the matroid, and let Q
denote the time of a call to an independence oracle. The data structure dynamic-min-base
maintains a minimum weight base w/r/t w. dynamic-min-base takes O(n log n+ nkQ)
amortized time to initialize, and O(kQ) amortized time per single coordinate increase to w.
We prove Theorem 6.4 below in Section 6.3.1. A functional interface for dynamic-min-
base is given in Figure 6.2, while the implementation details are deferred along with the
proof to Section 6.3.1. First, we will use dynamic-min-base to derive faster algorithms for
packing bases.
Theorem 6.5. Let M = (N , I) be a matroid with n elements, rank k, and capacities
c ∈ RN>0. Let Q denote the time of an independence oracle. Then one can compute a (1− ε)-





Proof. The algorithm is structurally the same as lazy-tree-packing, except now we rely
on the dynamic-min-base to maintain the minimum weight base w/r/t w rather than dy-
namic data structures for MST. As such the approximation factor is immediate, and we need
only account for the difference in the running time between maintaining the MST and main-
taining the minimum weight base. Here, we pay O(nKQ) time initially, and then O(kQ)
amortized time every time an element has its weight incremented. As argued in the proof














maintaining the minimum weight base. qed
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lazy-base-packing(M = (N , I),c ∈ RN>0,ε)
1. x← 0B, w ← 1E, η ← log(m)/ε
2. initialize lazy-incs(poly(ε, 1/m))
3. B ← dynamic-min-base(M,w)
4. for each element e ∈ B
A. lazy-inc.insert(e,1/ce)
5. while t < 1
A. γ ← w(B)









C. for each increment (e, ξ) returned in (5.B)
1. w(e)← eεξw(e), B.inc(e,ξ)
2. if B replaces e with an element f
a. ξ′ ← lazy-incs.delete(e)
b. w(e)← eεξ′, B.inc(e,ξ)
c. lazy-incs.insert(f,1/cf)
6. return x
Figure 6.3: The algorithm lazy-base-packing.
6.3.1 Dynamic maintenance of the minimum weight base
The data structure dynamic-min-base is initialized by a matroid M = (N , I) and an
initial set of weights w : N → R and supports two operations. The first, min-base, returns
the minimum weight base. The second, inc(e,δ), takes an element e ∈ N and a positive
increment δ > 0, and increases the weight w(e) by δ, adjusting the minimum weight base
as needed. Internally, dynamic-min-base maintains the ground set N in a list L sorted in
nondecreasing order. The minimum weight independent set can always be computed from
one pass of L by starting with an empty independent set I = ∅ and processing the elements
in nondecreasing order of weight, adding any element e to I such that I + e ∈ I. Of course,
reading all of N takes O(n) time. To reduce the running time, we avoid rebuilding the
minimum weight independent set from scratch. When the weight of an element e ∈ I is
incremented, we remove e from I and move e down L to reflect its new weight. Then,
starting from the former position of e in L rather than the beginning, we replace e by f by
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taking the first element such that I + f ∈ I.
Lemma 6.1. The dynamic data structure dynamic-min-base maintains the minimum
weight independent set.
Proof. Let L list the elements of N in nondecreasing order of weight. For each element
e ∈ N , let Le be the prefix of L up to and including e, and let Ie = I ∩ Le. For I ∈ I to
be the minimum weight independent set, it suffices to show that for every element e ∈ N ,
Ie is a base in Le. Certainly, this holds for our the initial independent set by construction.
It remains that the subroutine inc preserves this invariant.
Suppose we increment the weight of an element e. If e /∈ I, or the position of e does not
change, then the claim is immediate. Suppose e ∈ I and the weight increment demotes e to
a new position further down the list L. Breaking the weight increment into a sequence of
small weight increments that push e down just one spot at a time, it suffices to assume e
moves back one slot in L.
Let d be the element immediately preceding e and f the element immediately after e just
before the increment. Let L′ and I ′ fix the value of L and I before the subroutine and let
and L′′ and I ′′ be the value of L and I after. L′ lists d, e, f in consecutive order and L′′ lists
d, f, e in consecutive order. Since no elements in Ld change position or w/r/t membership
in I (i.e., I ′d = I
′′









The subroutine first considers f . In the simplest case, we have f ∈ I ′ already. Here
the subroutine leaves f in I and then adds e back in before exiting, resulting in the same
independent set as we started with (that is, I ′ = I ′′). However, the invariants (that I ′′e is a
base in L′′e for all e) may be broken because L′′ is different. To this end, we observe that
|I ′′d | = rank(L′′d) because I ′′d is a base in L′′d, so∣∣I ′′f ∣∣ = |I ′′d |+ 1 = rank(L′′d) + 1 ≥ rank(L′′d + f) = rank(L′′f), (6.3)
and






Suppose f /∈ I ′, and I ′′d spans f (i.e., I ′′d + f /∈ I). Then the subroutine does not add f to




L′′d and L′′f = L′′d + c, we have that I ′′f is a base in L′′f . Since I ′′e = I ′′f + e, L′′e = L′′f + e, and
I ′′f spans L′′f , we have that I ′′e spans L′′e , as desired.
In the final case, I ′d does not span f , so f is added to I
′
d and the routine terminates. That
is, I ′′ = I ′ − e+ f . I ′′f is a base in L′′f because∣∣I ′′f ∣∣ = |I ′′e + f | = |I ′′e |+ 1 = rank(L′′d) + 1 ≥ rank(L′′d + f) = rank(L′′f). (6.5)
I ′′e is a base in L′′e because |I ′′e | =
∣∣I ′f ∣∣ = rank(L′f) = rank(L′′e).
For any remaining element g that comes after f in L′′, since we deleted exactly one element
and added exactly one element, we have
∣∣I ′g∣∣ = |I ′′D|, hence∣∣I ′′g ∣∣ = ∣∣I ′g∣∣ = rank(L′g) = rank(L′′g), (6.6)
and I ′′g is a base in L′′g , as desired. qed
Lemma 6.2. Initialization runs in O(n log n) time plus O(nkQ) amortized time, and each
increment inc(e,δ) runs in O(log n + kQ) amortized time, where k is the rank of the
matroid and Q is the running time of a call to the independence oracle. Furthermore, `
consecutive calls inc(e,δ1), . . . , inc(e,δ`) to inc with the same element e takes O(` log n+
kQ) amortized time.
Proof. Besides sorting and reinserting the elements by weight, the work is proportional to
the number of calls to an independence oracle. Let us bound the number of independence
calls for a fixed element e ∈ N .
Suppose we test if I + e ∈ I and indeed I + e is independent. Then e is added to our
independent set, and we can charge the oracle call to the last time e was either ejected from
I by a weight increment inc(e,δ), or if this has never happened, when it was rejected by
the initialization.
Otherwise, I + e is dependent, and we do not add e to I. This only happens during the
initialization phase or when an element d that was before e in L has its weight incremented
so much that d now comes after e in L. In this case, even though e is not added to I, the
rank of Le has decreased by 1 because Ie is a base in Le and the cardinality of Ie decreased
by exactly 1 with the removal of d. In a sequence of independence queries for e without
any calls to inc(e,δ), each time we call I + e and e is not added to I, the rank of Le has
decreased by 1. In particular, we can only test if I + e is independent at most k = rank(M)
times before e is either added to I or its weight is increased by a call to inc(e,δ).
Note that when an element e is incremented several times consecutively, we do not need to
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test if I + e is independent in between these increments. Thus, for ` consecutive increments
to e, we only pay kQ once, and otherwise pay for each binary search to reinsert e. qed
6.4 PACKING BASES IN THE UNCAPACITATED SETTING
The MWU algorithm simplifies considerably in the uncapacitated case, giving a much
improved running time for the case of matroids. The direct implementation of the algo-
rithm, given as disjoint-bases’, is essentially the same as the one for the capacitated
setting, except all weights update at the same rate because all capacities are uniformly 1.









increases k weights by the full exp(ε)-factor. If each minimum weight base in disjoint-
bases’ computed by the greedy algorithm, then each iteration is bounded by O(n) calls to





independence oracle. However, the combination of a simple weight update and the simplic-





predictable enough to precompute the entire sequence and make the final algorithm nearly
linear in n.
Each iteration of disjoint-bases’ computes the minimum cost base w/r/t the current
weights w (initialized to 1), and increases the weight of each element in the base by an
exp(ε)-factor. Every element e ∈ N has its weight that grow along the same sequence of 1,
exp(ε), exp(2ε), . . . , with a uniform upper bound of exp(ε+ (1 + ε)η + lnn) for all weights.
Let Z = b(ε+ (1 + ε)η + lnn)/εc denote the maximum number of times an element e can
be selected and have its weight increased.
Consider the enlarged groundset N ′ = N × [Z], where we make Z copies of each element,
and define the matroidM′ = (N ′, I ′) by letting a set S ⊆ N ′ be independent iff it contains
no two copies of the same element in N and the underlying elements are independent inM.
Define a set of weights v : N ′ → R>0 by v(e, i) = exp(εi). If we repeatedly find a minimum
cost base b′ inM′ w/r/t v and remove all the elements of b′ from N ′, then the underlying
elements of the sequence of bases generated by this procedure is a possible sequence of bases
enumerated by disjoint-bases’.
In the algorithm disjoint-bases, we precompute these bases ahead of time. We start
with bnZ/kc independent sets b1, b2, . . . , each intialized to the empty set ∅. We implicitly
process each element of N ′ in increasing order of weight, and use binary search to find the
first independent set where the element can be inserted without breaking independence. It
is easy to see that this simulates iteratively calling the greedy algorithm on M = (N , I)
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with weights initialized to 1 and scaling up the weight of each selected element by exp(ε)
each time an element is selected. However, by using binary search over the bnZ/kc sets, the
number of independence oracle calls is cut down logarithmically, to log(nZ/k) = Õ(1) per
element.
Theorem 6.6. Let M = (N , I) be a matroid with n elements and rank k, and let
Q denote the cost of a call to an independence oracle for I. Then disjoint-bases






Returning to packing spanning trees, in the uncapacitated setting, we can improve on
the log factors of Theorem 6.1 by observing that only a disjoint set union data structure is
required to implement the independence oracle. (This was already known up to logarithmic
factors in [84].)
Theorem 6.7. Let G = (V,E) be an undirected graph with m edges and n vertices. Then a




time, where α(n) is the inverse Ackerman function.
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dynamic-min-base(M = (N , I),w : N → R)
1. L← sorted list of N increasing in w
2. I ← ∅
3. for e ∈ L in order




1. w(e)← w(e) + δ
2. let e′ be the element after e in L (if any)
3. reinsert e into L w/r/t w(e)
4. if e ∈ I and the position of e in L changed
A. I ← I − e
B. for f ∈ L in order starting from e′
1. if f /∈ I and I + f ∈ I
a. I ← I + f
b. return f
Figure 6.4: The dynamic-min-base data structure.
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disjoint-bases’(N,B,ε,η)
1. w ← 1, x← 0, t← 0
2. while t < 1
A. b← arg min{w(b) : b ∈ B},
B. β ← w(N )
w(b)
, δ ← ε
ηβ
, x← x+ δβb
C. for all e ∈ b
1. w(e)← exp(ε)w(e)
D. t← t+ δ
3. return x
Figure 6.5: The algorithm disjoint-bases’.
disjoint-bases(N,B,ε,η)
/* let Z =
⌊




1. b` ← ∅ for ` = 1, . . . , bnZ/kc
2. repeat bZc times
A. for e ∈ N
1. b` ← b` + e for first ` s.t.
a. e /∈ b`
b. b` + e ∈ I
3. w ← 1, x← 0, t← 0, `← 1
4. for ` = 1, 2, . . . until t ≥ 1
A. β ← w(N )
w(b`)
, δ ← ε
ηβ
, x← x+ δβb`, t← t+ δ
5. return x
Figure 6.6: The algorithm disjoint-bases.
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CHAPTER 7: METRIC TSP
7.1 INTRODUCTION
The Traveling Salesman Problem (TSP) is a central problem in discrete and combina-
torial optimization, and has inspired fundamental advances in optimization, mathematical
programming and theoretical computer science. Cook’s recent book [101] gives an intro-
duction to the problem, its history, and general appeal. See also Gutin and Punnen [80],
Applegate, Bixby, Chvatal, and Cook [93], and Lawler, Lenstra, Rinnooy-Kan, and Shmoys
[23] for book-length treatments of TSP and its variants.
Formally, the input to TSP is a graph G = (V,E) equipped with positive edge costs
c : E → R>0. The goal is to find a minimum cost Hamiltonian cycle in G. In this chapter we
focus on TSP in undirected graphs. Checking whether a given graph has a Hamiltonian cycle
is a classical NP-Complete decision problem, and hence TSP is not only NP-Hard but also
inapproximable. For this theoretical reason, as well as many practical applications, a special
case of TSP called Metric-TSP is extensively studied. In Metric-TSP, G is a complete graph
Kn and c obeys the triangle inequality cuv ≤ cuw + cwv for all u, v, w ∈ V . An alternative
interpretation of Metric-TSP is to find a minimum-cost tour of an edge-weighted graph G;
where a tour is a closed walk that visits all the vertices. In other words, Metric-TSP is a
relaxation of TSP in which a vertex can be visited more than once. The graph-based view
of Metric-TSP allows one to specify the metric on V implicitly and sparsely.
Unlike TSP, which is inapproximable, Metric-TSP admits a constant factor approxima-
tion. The classical algorithm of Christofides [10] yields a 3/2-approximation and this
is still the best known approximation factor. Christofides’s algorithm requires the com-
putation of a minimum-cost perfect matching (see Section 7.4.1 for more details). The









time when it is given implicitly as a weighted graph [30], [60].




-approximation unless P = NP ). An outstanding open problem is to improve
the bound of 3/2. A well-known conjecture states that the worst-case integrality gap of the
Subtour-Elimination LP (SE) formulated by Dantzig, Fulkerson, and Johnson [2] is 4/3
(see [44]). There has been exciting recent progress on this conjecture and several related
problems; we refer the reader to an excellent survey by Vygen [99]. The Subtour Elimination
LP for TSP, (SE), is described below and models the choice to take an edge e ∈ E with a
The results in this chapter are from [119], [125].
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variable ye ∈ [0, 1]. In the following, let C(U) (resp. C(v)) denotes the set of edges crossing
the set of vertices U ⊆ V (resp. the vertex v ∈ V ).








ye ≥ 2 for all ∅ ( U ( V
(7.1)
The first set of constraints require each vertex to be incident to exactly two edges (in the
integral setting); these are referred to as degree constraints. The second set of constraints
force connectivity, hence the name “subtour elimination”. The LP provides a lower bound
for TSP, and in order to apply it to an instance of Metric-TSP defined by G, one needs to
apply it to the metric completion of G.
A problem closely related to Metric-TSP is the 2-edge-connected spanning subgraph problem
(2ECSS). In 2ECSS the input is an edge-weighted graph (G = (V,E), c), and the goal is to
find a minimum cost subgraph of G that is 2-edge-connected. We focus on the simpler version
where an edge is allowed to be used more than once. A natural LP relaxation for 2ECSS
is described below on the left. We have a variable ye for each edge e ∈ E, and constraints
which ensure that each cut has at least two edges crossing it. We also describe the dual LP
on the right which corresponds to a maximum packing of cuts into the edge costs. In the
following, let C ⊆ 2E denote the family of all cuts in G. (For technical reasons, we prefer to
treat cuts as sets of edges.)




ye ≥ 2 ∀C ∈ C (7.3)
and ye ≥ 0 ∀e ∈ E (7.4)




xC ≤ ce ∀e ∈ E (7.6)
and xC ≥ 0 ∀C ∈ C (7.7)
Cunningham (see [25]) and Goemans and Bertsimas [33] observed that for any edge-
weighted graph (G, c), the optimum value of the Subtour Elimination LP for the metric
completion of (G, c) coincides with the optimum value of the 2ECSS LP for (G, c). The
advantage of this connection is twofold. First, the 2ECSS relaxation is a pure covering LP,
and its dual is a pure packing LP. Second, the 2ECSS formulation works directly with the
underlying graph (G, c) instead of the metric completion.
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On the importance of solving the Subtour-LP: The subtour elimination LP is ex-
tensively studied in mathematical programming both for its application to TSP as well as
the many techniques its study has spawned. It is a canonical example in many books and
courses on linear and integer programming. The seminal paper of Dantzig, Fulkerson and
Johnson proposed the cutting plane method based on this LP as a way to solve TSP exactly.
Applegate, Bixby, Chvátal, and Cook [73] demonstrated the power of this methodology by
solving TSP on extremely large real world instances; the resulting code named Concorde is
well-known [93]. The importance of solving the subtour elimination LP to optimality has
been recognized since the early days of computing. The Ellipsoid method can be used to
solve the LP in polynomial time since the separation oracle required is the global mincut
problem. However, it is not practical. One can also write polynomial-sized extended formu-
lations using flow variables, but the number of variables and constraints is cubic in n and
this too leads to an impractical algorithm. Held and Karp [7] provided an alternative lower
bound for TSP via the notion of one-trees. They showed, via Lagrangian duality, that their
lower bound coincides with the one given by SE(G, c). The advantage of the Held-Karp
bound is that it can be computed via a simple iterative procedure relying on minimum span-
ning tree computations. In practice, this iterative procedure provides good estimates for the
lower bound. However, there is no known polynomial-time implementation with guarantees
on the convergence rate to the optimal value.
In the rest of the chapter we focus on Metric-TSP. For the sake of brevity, we refer to
the Held-Karp bound for the metric completion of (G, c) as simply the Held-Karp bound
for (G, c). How fast can one compute the Held-Karp bound for a given instance? Is there
a strongly polynomial-time or a combinatorial algorithm for this problem? These questions
have been raised implicitly and are also explicitly pointed out, for instance, in [28] and [33].
A fast algorithm has several applications ranging from approximation algorithms to exact
algorithms for TSP.
Plotkin, Shmoys, and Tardos [47], in their influential paper on fast approximation schemes
for packing and covering LPs via Lagrangian relaxation methods, showed that a (1 + ε)-




randomized time. They relied on an algorithm for computing the global minimum cut∗.
Subsequently, Garg and Khandekar obtained a (1 + ε)-approximation in O(m2 log2m/ε2)
time and they relied on algorithms for minimum-cost branchings (see [76]).
The first result in this chapter we obtain a near-linear running time for a (1 + ε)-
approximation, substantially improving the best previously known running time bound.
∗Their scheme can in fact be implemented in randomized O(m2 log4m/ε2) time using subsequent devel-
opments in minimum cut algorithms and width reduction techniques.
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Theorem 7.1. Let G = (V,E) be an undirected graph with |E| = m edges and |V | =
n vertices, and positive edge weights c : E → R>0. For any fixed ε > 0, there exists a
randomized algorithm that computes a (1 + ε)-approximation to the Held-Karp lower bound
for the Metric-TSP instance on (G, c) in O(m log4 n/ε2) time. The algorithm succeeds with
high probability.
The algorithm in the preceding theorem can be modified to return a (1 + ε)-approximate
solution to the 2ECSS LP within the same asymptotic time bound. For fixed ε, the running
time we achieve is asymptotically faster than the time to compute or even write down the
metric completion of (G, c). Our algorithm can be applied low-dimensional geometric point
sets to obtain a running-time that is near-linearly in the number of points.
Next, we turn our attention towards improving the large polynomial running time of
Christofides’ 3/2-fast approximation. In typical approximation algorithms that rely on
mathematical programming relaxations, the bottleneck for the running time is solving the
relaxation. Surprisingly, by Theorem 7.1, the running time to solve the LP is significantly
faster than the time to implement Christofides’s heuristic. This disparity raises the question




The second part of this chapter makes progress on this question. Our first result shows
that the LP solution can be sparsified as follows.
Theorem 7.2. There is a randomized algorithm that given a feasible solution x ∈ RE for
(2ECSS) and ε > 0, outputs, with high probability, another feasible solution x′ such that (i)
support of x′ is O(n log n/ε2) and (ii) the objective value of x′ is close to that of x, that is,∑
e∈E




Combining the two preceding theorems yields a randomized algorithm that, in nearly
linear time, sparsifies a given graph G on n nodes and m edges to a subgraph H with
O(n log n/ε2) edges such that the LP value on H is within a (1 + ε)-factor of the LP value
on G. This sparsification can generically help any approximation algorithm that relies on
the LP solution either directly or indirectly. We use cut sparsification techniques for the
above. The primary technical novelty is that, unlike most applications that we are aware of,
we also need to preserve the cost of the sparsifier. To this end, we observe that importance
sampling (which is the basis for a class of cut sparsifiers [107], [135]) is suitable for this
purpose. Stronger sparsification results such as the one of [98] do not appear to preserve the
cost.
We utilize the two preceding theorems and the analysis by [14] of Christofides’ heuristic














































Table 7.1: Running times for approximating metric
TSP. The running times for computing an (3/2 + ε)-
approximation are new, and the algorithms are randomized
and work with high probability.
is called apx-Christofides and is given later on in Figure 7.9.








time, with probability at least 1 − 1
poly(m)
, apx-







The existing running times for a 3/2-approximation are compared with new running times
for a 3/2 + ε-approximation in Table 7.1. If the metric space is given explicitly, then the
overall run time is Õ(n2/ε2) and near-linear in the input size.
We mention that the recent approaches towards the 4/3 conjecture for Metric-TSP are
based on variations of the classical Christofides heuristic (see [99]). The starting point is a
near-optimal feasible solution x to the 2ECSS LP on (G, c). Using a well-known fact that
a scaled version of x lies in the spanning tree polytope of G, one generates one or more
(random) spanning trees T of G. The tree T is then augmented to a tour via a min-cost
matching M on its odd degree nodes. Genova and Williamson [121] recently evaluated some
of these Best-of-Many Christofides’ algorithms and demonstrated their effectiveness. These
heuristics are based on choosing a random spanning tree T from an appropriate distribution
that is based on an LP solution x, and then using that tree in the Christofides’s heuristic.
One of these heuristics is to decompose a scaled version of the LP solution x into a convex
combination of trees, and use the technique of swap-rounding [90] to generate a random
spanning tree from the convex combination. The tree packing algorithm in Chapter 6 can
be used to decompose x into a (1 − ε)-approximate convex combination of spanning trees.
The particular structure of the decomposition, we believe, should allow one to implement
swap-rounding step also in near linear time. This would lead to an implementation whose
running time is similar to the one we have in this paper for the basic Christofides heuristic.
A key step in this scheme, apart from solving the LP, is to decompose a given point y
in the spanning tree polytope of G into a convex combination of spanning trees. The tree
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packing algorithm in Chapter 6 shows how to achieve a (1− ε)-approximation for this task
in near-linear time; the algorithm implicitly stores the decomposition in near-linear space.
One remaining bottleneck to achieve an overall near-linear running time is to compute an
approximate min-cost perfect matching on the odd-degree nodes of a given spanning tree
T . In recent work [125], we have been able to overcome this bottleneck in one way. We
obtain a randomized algorithm which uses a feasible solution x to 2ECSS LP as input, and
outputs a perfect matching M on the odd-degree nodes of T whose expected cost is at most
(1/2 + ε) times the cost of x. Combined with our algorithm in Theorem 7.1, this leads to a
(3/2 + ε)-approximation for Metric-TSP in Õ(m/ε2+n1.5/ε3) time. Previous implementations
of Christofides’ algorithm required Ω(n2.5 log(1/ε)) time to obtain a (3/2 + ε)-approximation
even when the metric space is given explicitly.
We also believe that the ideas in [119], and the ones here, will extend to develop faster
approximation algorithms for the s-t-path TSP problem† that has received substantial at-
tention recently; we refer the reader to [99], [106], [116].
7.2 PACKING CUTS IN NEARLY LINEAR TIME
We focus on the following cut packing LP (CP), which is equivalent to 2ECSSD.
maximize 〈1, x〉 over x ∈ RC≥0 s.t.
∑
C∈e
xC ≤ ce, (7.8)
where C is the family of all cuts in G, treated as edge sets. (CP) is similar to the tree
packing LP (TP) in Chapter 6: (CP) is a packing LP ((P) in Chapter 2), albeit one with
exponentially many variables corresponding to C. We will apply the MWU framework to
(CP) an (1− ε)-relative approximation. Analogous to minimum spanning trees in Chapter
6, the weights w ∈ RE>0 can be interpreted as edge weights in a graph, and the Lagrangian
oracle for (CP) reduces to computing the minimum cost cut w/r/t E.
Here we apply the randomized MWU framework random-mwu-pack rather than the deter-
ministic when, because our subroutines to solve the Lagrangian oracle will be randomized
anyway, and the randomized approach has a simpler interface.‡ In Figure 7.1, we give a high
level description of random-mwu-pack for (CP). By Theorem 4.1, we need to implement two
steps efficient. First, in (2.A), we need to produce an (1 + ε)-approximately minimum cut
†This algorithm was recently presented in the workshop on “The Traveling Salesman Problem: Algorithms
& Optimization” at the Banff International Research Station, 2018.
‡In the original version [119], we used the deterministic MWU framework and used lazy-incs to manage
the weight updates. The overall algorithm was still randomized.
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random-mwu-pack[CP](G = (V,E),c ∈ RE>0,ε)
1. x← 0C, w ← 1E, η ← log(m)/ε, t← 0
2. while t < 1
A. let C be a (1 + ε)-APX min cut w/r/t w
B. γ ← w(C)
w(E)




ce, xC ← xC + γδ, t← t+ δ




Figure 7.1: random-mwu-pack for (CP)
w/r/t the edge weights w. Second, in (2.C), we need to be able to sample edges out of the
cut produced in (2.A) in proportion to the capacity of each edged.
The fastest running time for computing a minimum cut is nearly-linear [65], and moreover
we have to sample from as many as m edges in each iteration. This implies a quadratic
running time. To obtain nearly linear running times, we treat these subroutines as a dynamic
data structure problem. This dynamic data structure problem is more challenging than for
packing trees in Chapter 6. Unlike spanning trees, no suitable data structure for dynamically
maintaining minimum cuts exists in the literature. Moreover, our method for producing cuts
needs to be amenable to sampling edges from the approximate minimum cuts in Õ(1) time
per sampled edge. For spanning trees, (because trees are bases of a matroid,) the dynamic
data structure of [68] had the additional property that only one edge is replaced in the MST
when a single edge weight increases. This allows us to update an instance of lazy-inc
in correspondence with the MST and stay prepared to simulate weight updates along the
minimum spanning tree. We should not expect consecutive approximate minimum cuts to
have similar edge sets.
We address the bottlenecks with a new data structure called dynamic-apx-min-cut, whose
interface is given in Figure 7.2 above. It is initialized by a weighted graph and two error
parameters ε and Λ. ε determines the relative approximation ratio of the minimum cuts,
and Λ is a predetermined upper bound on the weight of any minimum cut (as the weights
increase) It has three main functions. The first function apx-min-cut returns an (1 + ε)-
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dynamic-min-cut
• init(G = (V,E),w,ε,Λ) initializes the dynamic minimum cut data structure with
initial weights w and error parameter ε > 0.
• apx-min-cut(): return (an implicit representation of) a (1 + ε)-approximately mini-
mum cut, as well as its value.
• sample-min-cut(): if C is the approximate min-cut returned in apx-min-cut, then




• inc(e,δ): increase the weight of an edge e by δ > 0.
Figure 7.2: Interface for the dynamic-min-cut data structure.
approximate minimum cut (implicitly in compact form) as well as the value of the cut.
The second function, sample-min-cut, samples edges from the approximate minimum cut
returned by apx-min-cut in proportion to their capacities. (The edges are not sampled
independently, which is fine for the randomized MWU framework.) The third function, inc,
allows us to update the graph. It takes an edge and a positive value, and increases the edge
by the positive amount. This increment influences the next approximate minimum cut. The
total running time of the data structure, for polynomially bounded Λ, consists of nearly
linear time overhead, plus nearly constant time for each cut produced, each edge sampled,
and each weight update. More precisely the bounds are as follows.
Theorem 7.4. Let G = (V,E) be a undirected graph with edge weights w ∈ R>0 in-
cremented adversarially. Let Λ ≥ 1 be an upper bound on the ratio of the final mini-
mum cut value to the initial minimum cut value over the lifetime of the data structure.
Then there is a data structure, dynamic-apx-min-cut, that dynamically maintains an
(1 + ε)-approximate minimum cut via the interface in Figure 7.2. The data structure takes
O
(
m log2(n) log(Λ) log(n log(Λ))/ε
)
total time plus O(log n) amortized time per call to inc,




time per call to sample,
where k is the number of elements returned in a sample.
First we will apply Theorem 7.4 to obtain a nearly linear time approximation for (CP).
We will prove Theorem 7.4 later in Section 7.3. We note for now that the data structure is
based on Karger’s nearly linear time algorithm for minimum cuts, which efficiently searches
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for cuts induced by a limited number of spanning trees. It is one thing to make this into a
dynamic data structure for approximate minimum cuts, but the details are even more subtle,
as the particular way in which the cuts are related to spanning trees allows us to also sample
edges from the cuts very efficiently. We discuss these subtleties later in Section 7.3. We now
derive the nearly linear running time for (CP).
Theorem 7.5. One can compute (1± ε)-multiplicative approximations to 2ECSS and 2EC-





Proof. We apply the randomized-mwu framework to the cut packing LP (CP), which directly
produces an (1− ε)-approximation to 2ECSSD. An (1 + ε)-approximation to 2ECSS can be
extracted from the weights per the discussion in Section 2.4.
To apply Theorem 4.1, we need to implement the following three steps: find an approx-
imate min-cut in (2.A), know the value of the approximate min-cut when choosing β in
(2.C.1), and sample edges from the returned approximate min-cut in proportion to their
capacities in (2.C). (The sample does not have to be independent.) We delegate these
steps to the dynamic-apx-min-cut data structure. We register weight updates from the
framework with inc, get an approximate minimum cut with apx-min-cut, get the value of
the approximate minimum cut with apx-min-cut, and sample the edges in the approximate
minimum cut with sample. With high probability, apx-min-cut always returns an (1 + ε)-
approximate minimum cut w/r/t w. By Theorem 4.1, we obtain an (1−O(ε))-multiplicative
approximation to (CP) with high probability.





from the randomized MWU framework plus the time taken by dynamic-apx-min-cut. For














times. The total number





. The first minimum cut has value at least 1, and the last
minimum cut has value at most mO(1/ε) because that is the total sum of weights (with high





, as desired. qed
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7.3 DYNAMIC MAINTENANCE OF APPROXIMATE MINIMUM CUTS
7.3.1 Incremental tree packings
Our dynamic data structure for approximate minimum cuts is an adaptation of the nearly
linear time minimum cut algorithm of [65]. Karger [65] departs from previous algorithms
for minimum cut with an approach based on packing spanning trees. Tree packings were
discussed extensively in Chapter 6 but here we briefly review the main points. LetG = (V,E)
be an undirected graph with positive edge weights w : E → R>0, and let T ⊆ 2E denote
the family of spanning trees in G. A tree packing is a nonnegatively weighted collection of
spanning trees, p : T → R≥0, such that for any edge e, the total weight of trees containing
e is at most ce (i.e.,
∑
T3e
p(T ) ≤ ce). Classical work of Tutte [5] and Nash-Williams [4] gives
an exact characterization for the value of a maximum tree packing in a graph, which as an
easy corollary implies it is at least half of the value of a mincut. If C ∈ C is a minimum
cut and p is a maximum packing, then a tree T ∈ T selected randomly in proportion to its
weight in the packing will share ≤ 2 edges with C in expectation. By Markov’s inequality,
T has strictly less than 3 edges in C with constant probability.
For a fixed spanning tree T , a one-cut in G induced by an edge e ∈ T is the cut C(X)
where X is the vertex set of one of the components of T − e. A two-cut induced by two
edges e1, e2 ∈ T is the following. Let X, Y, Z be the vertex sets of the three components of
T − {e1, e2} where X is only incident to e1 and Z is only incident to e2 and Y is incident
to both e1, e2. Then the two-cut induced by e1, e2 is C(Y ) = C(X ∪ Z). Thus, if T is a
spanning tree sampled from a maximum tree packing, and C is a minimum cut, then C is
either a one-cut or a two-cut with constant probability.
The probabilistic argument extends immediately to approximations. Let ζ ∈ (0, 1) be
sufficiently small. If C is an approximately minimum cut with w(C) ≤ (1 + ζ)κ, and p is a
tree packing of total weight ≥ (1−ζ)κ/2, then a random tree T sampled from p has 2+O(ζ)
edges from C in expectation, and strictly less than three edges in T with constant probability.
Sampling O(log(1/δ)) trees from a tree packing amplifies the probability of a tree containing
≤ 2 edges of C from a constant to ≥ 1 − δ. For constant ζ > 0, a (1 − ζ)-approximate
tree-packing can be computed in Õ(m) time, either by applying Õ(κm)-time tree packing
algorithms [43], [47] to a randomly sparsified graph [58], or directly and deterministically in
Õ(m) time by Theorem 6.1.
Another consequence of Karger [65] is that for ζ < 1/2, the number of (1+ζ)-approximate
minimum cuts is at most n2. By the union bound, if we select O(log n) trees at random
from an approximately maximum tree packing, then with high probability every (1 + ζ)-
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approximate minimum cut is induced by one or two edges in one of the selected trees. In
summary, we have the following.
Lemma 7.1 ([65]). Let G = (V,E) be an undirected graph with edge capacities c : E →
R>0, let δ ∈ (0, 1), and let ε ∈ (0, 1/2). One can generate, in O
(
m+ n log3 n
)
time, h =
O(log(n/δ)) spanning trees T1, T2, . . . , Th such that with probability ≥ 1 − δ, every (1 + ε)-
approximate minimum cut C has |C ∩ Ti| ≤ 2 for some tree Ti.
Karger [65] finds the minimum cut by checking, for each tree Ti, the minimum cut in G
obtained by removing one or two edges from Ti in Õ(m) time. (The details of this subroutine
are reviewed in the following section.) Since there are O(log n) trees, this amounts to a near-
linear-time algorithm. Whereas Karger’s algorithm finds one minimum cut, we need to find
many minimum cuts. Moreover, each time we find one minimum cut, the edge weights on





cuts from a dynamically changing graph that in particular adapts to
each cut output, all in roughly the same amount of time as a single execution of Karger’s
algorithm. We also need to be able to
The first step towards generating all the cuts dynamically is to be able to repeatedly
output approximately minimum {1, 2}-cuts induced by a single tree T . We also need to be
able to sample from the {1, 2}-cuts induced by T . To this end we build a data structure for
each task. We prove the following two lemmas in Section 7.3.2 and Section 7.3.6, respectively.
Lemma 7.2. Let G = (V,E) be an undirected graph with edge weights c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree and let CT be the {1, 2}-cuts induced by T in G.




amortized time, one can construct a
deterministic data structure with the following methods.
• next() returns a {1, 2}-cut C ∈ CT with weight ≤ λ, along with the weight of C in
O(1) amortized time, unless no such cut exists.
• inc(e,δ) increases the weight of an edge e by δ in O(log n) amortized time.
Lemma 7.3. Let G = (V,E) be an undirected graph with capacities c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree and let CT be the 1-cuts and 2-cuts induced




time, one can compute a data structure that, given a {1, 2}-cut
C ∈ CT specified by 1 or 2 roots of subtrees, returns a randomized subset S ∈ C such that








Before proving the above two lemmas for a single tree, let us show how to use it to build the
dynamic-apx-min-cut data structure and prove Theorem 7.4. We first restate Theorem 7.4
for convenience.
Theorem 7.4. Let G = (V,E) be a undirected graph with edge weights w ∈ R>0 in-
cremented adversarially. Let Λ ≥ 1 be an upper bound on the ratio of the final mini-
mum cut value to the initial minimum cut value over the lifetime of the data structure.
Then there is a data structure, dynamic-apx-min-cut, that dynamically maintains an
(1 + ε)-approximate minimum cut via the interface in Figure 7.2. The data structure takes
O
(
m log2(n) log(Λ) log(n log(Λ))/ε
)
total time plus O(log n) amortized time per call to inc,




time per call to sample,
where k is the number of elements returned in a sample.
Proof. The proof applies the thresholding idea (seen before in Section 2.7) to the minimum
cut value. We maintain a value λ > 0 that is a lower bound on the value of any minimum





randomized time minimum cut algorithm of [65], which succeeds with high
probability. We keep the same value of λ until we have certified (with high probability)
that the minimum value cut is at least (1 + ε)λ, in which case we replace λ with (1 + ε)λ.
Observe that λ increases by a (1 + ε)-multiplicative factor at most O(log(Λ)/ε) times over
the lifetime of the data structure.
Let δ > 0 be a parameter to be fixed later. Each time λ is reset, we invoke Lemma 7.1,
and in O
(
m+ n log3 n
)
time with probability of error ≤ δ, we randomly sample O(log(n/δ))
trees whose combined family of {1, 2}-cuts contains (1 + ε)-approximately minimum cut. In
particular, since λ is a lower bound on the minimum cut value, the O(log(n/δ)) sampled
trees contains every cut of value ≤ (1 + ε)λ. Note that any cut of value ≤ (1 + ε)λ in the
future, against an adversarial sequence of weight increments, is captured by these trees, since
the cut values are nondecreasing.
Thus, for a fixed value of λ, we have O(log n/δ) trees whose {1, 2}-cuts include every cut
(now and in the future) of value ≤ (1 + ε)λ. For each tree, processed one at a time, we apply
Lemma 7.2 and Lemma 7.3. We serve apx-min-cut, apx-min-cut-value, and inc queries
via Lemma 7.2. We sample from the output cuts via Lemma 7.3.
We choose δ = poly(n) log(Λ)/ε. Then with high probability, every tree packing
captures every approximate minimum cut. Over O(log(Λ)/ε) different choices of λ,
and O(log(n log(Λ)/ε)) = O(log(n log(Λ))) trees per choice of λ, we have a total of





overhead. Thus the total overhead is O
(




amortized running of each operation follows from Lemma 7.2 and Lemma 7.3. qed
7.3.2 Searching for cuts in a tree
We now turn to proving Lemma 7.2, which we restate for convenience.
Lemma 7.2. Let G = (V,E) be an undirected graph with edge weights c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree and let CT be the {1, 2}-cuts induced by T in G.




amortized time, one can construct a
deterministic data structure with the following methods.
• next() returns a {1, 2}-cut C ∈ CT with weight ≤ λ, along with the weight of C in
O(1) amortized time, unless no such cut exists.
• inc(e,δ) increases the weight of an edge e by δ in O(log n) amortized time.
We first set up some notation. Fixing a rooted spanning tree T induces a partial order
on the vertices V . For two vertices u and v, we write u ≤ v if u is a descendant of v. Two
vertices u and v are incomparable, written u ‖ v, if neither descends from the other. For
each vertex v ∈ V , let Tv be the subtree of T rooted at v. Let D(v) def= V (Tv) = {u : u ≤ v}
be the down set of all descendants of v in T (including v). We work on a graph with edge
weights given by a vector w : E → R>0. For a set of vertices S ⊂ V , we let C(S) def=




denote the weight of the cut induced by S. For two disjoint sets of vertices S, T ⊆ V ,
we let C(S, T ) = {e = (a, b) ∈ E : a ∈ S, b ∈ T} be the edges crossing from S to T , and let
C(S, T ) = w(C(S, T )) be their sum weight.
Per Karger [65], we divide the 1-cuts and 2-cuts into three distinct types, drawn in Figure
7.3. First there are the 1-cuts of T of the form C(D(s)). Then we have 2-cuts C(D(s) ∪D(t))
where s and t are incomparable (i.e., s ‖ t). We call these incomparable 2-cuts. Lastly, we
have 2-cuts C(D(t) \D(s)) where s is a descendant of t (i.e., s < t). We call these nested
2-cuts. For a fixed tree, we process all 1-cuts, incomparable 2-cuts, and then nested 2-cuts,
in this order. For each of these three cases we prove a lemma similar to Lemma 7.2 but
restricted to the particular type of cut.
Standard data structures. Following Karger [65], we rely on the dynamic tree data
structure, link-cut trees, of Sleator and Tarjan [18]. Link-cut trees store real values at the










Figure 7.3: 3 types of tree-cuts
logarithmic time. We employ two operations in particular. First, given a node v and a value
α ∈ R, we can add α to the value of every node on the v-to-root path (i.e., every node u such
that u ≥ v) in O(log n) amortized time. Second, given a node v, we can find the minimum
value of any node on the v-to-root path in O(log n) amortized time.
We also need to compute least common ancestors (lca) in T for pairs of nodes. Harel and
Tarjan [19] showed how to preprocess T in linear time and answer lca queries in constant
time.
7.3.3 1-cuts
Let e = (t, s) ∈ T be a tree edge with t a parent of s. Then T − e consists of two
components: the subtree Ts rooted at s, and the remaining tree T \ Ts. The cut C(D(s)) in
the underlying graph G induced by the subtree Ts is a “1-cut” of T . In this section, we want
to output a sequence of 1-cuts C ∈ CT in T with w(C) ≤ (1 +O(ε))λ, repeating if necessary,
while incorporating weight updates online, until we’ve determined that there are no 1-cuts
C with weight w(C) ≤ (1 + ε)λ.
Computing and maintaining the 1-cut values. To find the minimum 1-cut induced













C(x) over v ∈ V are just tree sums over the weighted degrees, and
Karger [65] computes them once for all v in O(m) total time by a depth-first traversal. In
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the dynamic setting, we can compute and maintain the tree sums in O(log n) time per edge
update in a link-cut tree. Each time we increment the value of an edge e = (u, v) ∈ E by
some δ > 0, we add δ to the value of every node on the paths to the root from u and v.
The sum w(E[D(v)]) def=
∑
e∈E[D(v)]
w(e) over edges with both endpoints in D(v) is just the
sum of weights of all edges e = (x, y) for which the least common ancestor lca of x and y
is in D(v); i.e., w(E[D(v)]) =
∑
e:lca∈D(v)
w(e). By [19], we can compute lca for every edge
e ∈ E in linear time. We then compute for each vertex v the sum
∑
lca=v
w(e) of all weights of
edges whose least common ancestor is v. The quantities w(E[(D(v))]) can then be computed
as tree-sums by depth-first search, and updated dynamically with link-cut trees, similar to
before.
The preceding discussion shows that the sums C(D(v)) for each v can be maintained
dynamically in logarithmic time using link-cut trees. This is summarized in the lemma
below.
Lemma 7.4. Given edge-weighted graph G = (V,E) and a rooted spanning tree T , there
is a data structure to maintain C(D(v)) for all v ∈ V as edge-weights are changed. The
initialization cost is O(m), updates and queries take O(log n) amortized time.
Processing all 1-cuts. The weight of all 1-cuts can be computed in O(m) time statically
and O(log n)-time per edge update. To process all 1-cuts of the tree, we consider all downsets
D(v) in any order. For each vertex v, we check if C(D(v)) ≤ λ in O(log n) amortized time. If
not, then we move on to the next vertex. Since the edge weights are monotonically increasing,
C(D(v)) will never be ≤ λ again, so we do not revisit v. Otherwise, if C(D(v)) is good, we
return the cut. Each update can be incorporated into the link-cut tree in logarithmic time
by Lemma 7.4. After processing the edge increments returned by inc-cut, we continue the
process starting D(v) and will output C(D(v)) until C(D(v)) is no longer a good cut. The
total running time to process all 1-cuts is O(m) plus O(1) per cut output and O(log n) per
edge weight increment returned by inc-cut.
Lemma 7.5. Let G = (V,E) be an undirected graph with edge weights c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree with vertex set V . Let λ > 0 be a fixed target




amortized time, one can construct a deterministic data structure
with the following methods.
• next() returns a 1-cut C induced by T with weight ≤ λ, along with the weight of C,









Fixed leaf Fixed path to a
leaf
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Figure 7.4: 3 cases for incomparable 2-cuts
• inc(e,δ) increases the weight of an edge e by δ in O(log n) amortized time.
7.3.4 2-cuts on incomparable vertices
In this section, we consider incomparable 2-cuts of the form C(D(s) ∪D(t)), where s ‖ t.
We first consider the case where s is a fixed leaf, and t ranges over all vertices incomparable
to s. We then extend the leaf case to consider the case where s ranges over a path in the
tree down to a leaf, and t ranges over all incomparable vertices to the path. We then apply
an induction step that reduces processing the whole tree to a logarithmic number of rounds
where in each round we process all the paths to leaves. See Figure 7.4.
Incomparable 2-cuts with a leaf. We first fix s to be a leaf in T , and consider all
incomparable 2-cuts with one side fixed to be {s}. Karger observes that the weight of the
cut induced by D(t) + s, for t ‖ s, can be written as
C(D(t) + s) = C(s) + C(D(t))− 2C(D(t), s) (7.10)
where C(D(t), s) is the weight of edges with one endpoint s and the other in D(t). We only
need to consider down sets D(t) for which s and D(t) are connected by some edge, since
otherwise either {s} or D(t) induce a smaller cut, and after processing all 1-cuts, neither
{s} or D(t) induce small enough cuts.
For fixed s and ranging t over all t ‖ s, Karger finds the weight of the best incomparable
D(t)+s cut statically as follows. As C(s) is fixed, the t’s are differentiated only by the values
C(D(t))− 2C(D(t), s). Karger’s algorithm creates a dynamic tree over T with each vertex t
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initialized with the value C(D(t)). (This initial tree only needs to be constructed once, and
immutably reused for other s’s). Karger’s algorithm immediately adds +∞ to the value of
every vertex on the s-to-root path to eliminate all comparable vertices from consideration.
For each edge e = (s, v) with endpoint s, Karger’s algorithm subtracts 2w(e) from every
vertex on the v-to-root path, to incorporate the second term −2C(D(t), s). Then, for each
edge e = (s, v) adjacent to s, Karger’s algorithm finds the minimum value vertex on the v
to root path. The minimum value vertex z over all such queries gives the best s + D(z)
cut subject to s ‖ z, as desired. The running time to process the leaf s, excluding the
construction of the initial tree, is bounded by the time spent subtracting edge weights and
taking minimums over the v-to-root path for each edge (s, v) incident to s. With dynamic
trees, subtracting and finding the minimum along a vertex-to-root path each take O(log n)
amortized time. Thus, up to a logarithmic factor, the time spent processing all incomparable
2-cuts with one side a fixed leaf s is proportional to the number of edges incident to s.
In the dynamic setting, we do the following. We first compute the sum C(D(t)) −
2C(D(t), s) for all incomparable t : t ‖ s, as above. We then run through the edges (s, v)
incident to s in any fixed order, checking for s + D(t) cuts with t ≥ v that have value ≤ λ
and updating edge weights along good cuts on the fly, as follows.
Fix an edge e = (s, v) incident to s. We process e until we know that there is no good
(D(t) + s)-cut for any ancestor t of v. We first find the minimum value vertex on the v-to-
root path in O(log n) amortized time. If the minimum value is > λ−C(D(s)), then we move
onto the next edge incident to s. Otherwise, let t be an ancestor of v such that s + D(t)
induces a good cut. We return the cut C(s+D(t)) in terms of the roots of s and t.
For each such edge e = (x, y) whose weight is increased by some δ > 0, we add δ to every
vertex on the x-to-root and y-to-root paths. We then subtract 2δ from the lca-to-root path.
These additions and subtraction account for the first term, C(D(t)). If x = s, then we also
subtract 2δ from the y-to-root path for the sake of the second term, −2C(D(t), s). After
all official weight increments returned by inc-cut have been incoporated into the dynamic
tree, we continue to process the same edge e = (s, v). Once all edges e = (s, v) incident
to s have been processed, we have certified that all 2-cuts with one side fixed to the leaf s





time for every cut output and O(log n) for every increment returned by inc-cut.
Leaf-paths. The approach outlined above for processing leaves extends to processing
paths. Let a leaf-path be a maximal subtree that is a path. Let p = s1, s2, . . . , s` be a
leaf path, where s1 is a leaf, s2 is its parent, and so forth. We want to process all 1-cuts of
the form D(si) ∪D(t), where t is incomparable to any and all of the si’s on the path.
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For each i, we have
C(D(si) ∪D(t)) = C(D(si)) + C(D(t))− 2C(D(si), D(t)), (7.11)
where C(D(si), D(t)) is the weight of all edges between D(si) and D(t). The values C(D(t))
for t ‖ s1, . . . , s` and C(D(si)) for each i are easy to compute initially and maintain dy-
namically, per the earlier discussion about 1-cuts in Section 7.3.3. For fixed i, the in-
comparable t are differentiated by the value C(D(t)) − 2C(D(si), D(t)). The basic idea
here is that C(D(si+1), D(t)) can be written in terms of the preceding cut in the form
C(D(si+1), D(t)) = C(D(si), D(t)) + C(si+1, D(t)). That is, after computing C(D(si), D(t))
for all incomparable t, we can keep these values and just incorporate the weights of edges
incident to si+1 to get the values C(D(si), D(t)) for all incomparable t.
We first review the static case, where we want to find the minimum such cut. Karger’s
algorithm first processes the leaf s1 as a leaf, as outlined above, and takes note of the
minimum s1 + D(t) cut. It then processes s2 in the same fashion, except it continues
the aggregate data built when processing s1 rather than starting fresh. By subtracting
the weights of all edges incident s2 from the values of the various incomparable downsets,
and having already subtracted the weights of edges incident to s1, we will have subtracted
the weight of all edges incident to D(s2) = {s1, s2}, and so we have computed C(D(t)) −
2C(D(s2), D(t)) for all t ‖ s2. In this fashion, Karger’s algorithm marches up the path doing
essentially the same work for each vertex as for a fixed leaf, except continuing the same
link-cut tree from one si to the next. The total work processing the entire leaf-path is, up
to a logarithmic factor, proportional to the total number of edges incident to any node si on
the path.
The analogous adjustments are made in the dynamic setting. That is, we process s1 as a
leaf, passing good cuts to inc-cut and incorporating the returned edge increments on the
fly. After processing s1, we keep the accumulated aggregate values, and start processing s2
likewise. Marching up the leaf-path one vertex at a time. In this manner, we are able to
process 2-cuts of the form D(si) + D(t) over each si along the leaf-path s1, . . . , s` (subject
to t ‖ s1, . . . , s`) and at the end certify there are no such cuts of weight < λ. The total





each good cut output, and O(log n) for each weight increment returned from the subroutine
inc-cut.
All incomparable 2-cuts. Karger [65] showed that an efficient subroutine for processing
all incomparable 2-cuts on a single leaf-path leads to an efficient algorithm for processing all
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incomparable 2-cuts in the entire tree as follows. The overall algorithm processes the 2-cuts
of a tree in phases. Each phase processes all the leaf-paths of the current tree, and then
contracts the leaf-paths into their parents and recurses on the new tree in a new phase. Each
leaf in the contracted graph had at least two children in the previous phase, so the number
of nodes has halved. After at most O(log n) phases, we have processed all the incomparable
2-cuts in the tree. Excluding the work for selecting a cut and incrementing edge weights,
processing a leaf-path takes time proportional to the number of edges incident to the leaf-
path. Each edge is incident to at most 2 leaf-paths. Thus, a single phase takes O(m log n)




time for every cut output and O(log n) amortized time for
every edge weight increment returned by the lazy-inc-cuts data structure. In conclusion,
we have shown the following.
Lemma 7.6. Let G = (V,E) be an undirected graph with edge weights c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree with vertex set V and let λ > 0 be a fixed target




amortized time, one can construct a deterministic data structure
with the following methods.
• next() returns an incomparable 2-cut C ∈ CT induced by T with weight ≤ λ, along
with the weight of C in O(1) amortized time, unless no such cut exists.
• inc(e,δ) increases the weight of an edge e by δ in O(log n) amortized time.
7.3.5 Nested 2-cuts
The other type of 2-cuts is of the form D(t) \D(s), where t is an ancestor of s. We call
these cuts nested 2-cuts. As in the case of incomparable 2-cuts, we first consider the case
where s is fixed to be a leaf, then the case where s is on a leaf-path, and then finally an
induction step that processes all leaf-paths in each pass.
Nested 2-cuts with a leaf. We take the same approach as with incomparable 2-cuts,
and start with the case where s is a fixed leaf. Karger observed that the weight of the cut
induced by D(t)− s can be written as
C(D(t)− s) = C(D(t)) + 2C(s,D(t))− C(s), (7.12)
where C(s,D(t)) is the sum weight of the edges between s and D(t). We start with a link-
cut tree over T where each node v is initialized with C(D(v)). For each edge e = (s, u)
incident to s, we find the least common ancestor t = lca, and add 2w(e) to every node on
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the u-to-root path in O(log n) time. We also subtract w(e) from the value of every node on
the s-to-root path. The first set of updates along the t-to-root path is for the second term
of (7.12), and the second set along the s-to-root path is for the third term.
Karger’s algorithm finds the minimum value on the s-to-root path to get the value of
the minimum (D(t) − s)-cut over all t > s. In the dynamic setting, we repeatedly find the
minimum value on the s-to-root path as long as this value is below the threshold λ. When
we find a good cut C(D(t)− s), we return it, compactly represented by s and t. For each
edge weight increment (e = (x, y), δ) we do the following. Let t = lca(x, y) be the least
common ancestor. First, we add δ to every the value of every vertex on the x-to-root and
y-to-root paths and subtract 2δ from every value of every vertex on the t-to-root-path in
O(log n) time, to account for the first term C(D(t)) (see Section 7.3.3). If e is also incident
to s, then we add 2δ to the value of every vertex on the t-to-root path (for the second term
of (7.12)), and subtract δ from the value of every vertex on the s-to-root path (for the third
term). Thus, incorporating an edge increment (e, δ) consists of a constant number of updates
along node-to-root paths and takes O(log n) amortized time.
The total amortized running time for processing all nested 2-cuts of the form D(t) − s





every cut output and O(log n) for every edge weight increment returned by the inc-cut
subroutine.
Nested 2-cuts along a leaf-path. We extend the leaf case to a leaf path s1, . . . , s`, where
s1 is a leaf and each si with i > 1 has exactly one child, and consider all cuts of the form
D(t) \D(si) over all si in the leaf path and all ancestors t of si. For each i, we have
C(D(t) \D(si)) = C(D(t)) + 2C(D(si), D(t))− C(D(si)). (7.13)
When i = 1, this is the same as equation (7.12) obtained for the leaf case. For i = 1, . . . , `−1,
the difference in (7.13) between consecutive vertices si and si+1 is
C(D(t) \D(si+1))− C(D(t) \D(si)) (7.14)
= 2
[









= 2C(si+1, D(t)) + C(si+1)− 2C(si+1, D(si)). (7.16)
These observations lead to the following bottom-up approach. We first process s1 as though
it were a leaf, as described above. For i = 1, . . . , ` − 1, once we have certified that are no
nested D(t)− si cuts of value < λ, we begin to process si+1, continuing the aggregate values
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computed when processing si instead of starting over. For each edge e = (si+1, x) incident
to si+1, we update the values along paths up the tree per (7.16) as follows. For the first
term, 2C(si+1, D(t)), we find the least common ancestor t = lca, and add 2we to every
vertex on the t-to-root path. For the second term, C(si+1), we add w(e) to every vertex on
the si+1-to-root path. For the third term, 2C(si+1, D(Si)), if x = sj for some j < i, then
we subtract 2w(e) from every vertex on the si+1-to-root path. After processing the edges
incident to si+1, we repeatedly find the minimum value in the si+1-to-root path so long as
the minimum value is less than the threshold λ. Each time the minimum value is below
the threshold, we update weights along the edges of the corresponding cut via inc-cut, and
propagate any increments returned by inc-cut (as before) to restore (7.13) before querying
for the next minimum value.
To process all the nested 2-cuts along the leaf-path, as with incomparable 2-cuts along
leaf-paths, the total amortized running time is O(log n) times the number of edges incident
to s1, . . . , s`, plus O(1) work for each cut output and O(log n) work for each edge increment
returned by inc-cut.
All nested 2-cuts. By the same induction step as for incomparable 2-cuts, efficiently
processing leaf-paths leads to a procedure for efficiently processing the whole tree. The
processing is broken into phases. Each phase processes all the leaf-paths of the current
tree, and then contracts the leaf-paths into their parents. Each leaf in the contracted tree
had at least two children previously, so the number of nodes has at least halved. After
O(log n) phases, we have processed the entire tree. Modulo O(1) work for each cut output
and O(log n) work for each edge increment returned by inc-cut, processing a leaf path
takes O(log n) time for each edge incident to any node on the path, and conversely each
edge is incident to at most 2 leaf paths. Thus, excluding the time spent outputting cuts and
incrementing edge weights along the cuts, each phase takes O(m log n) to complete.
Lemma 7.7. Let G = (V,E) be an undirected graph with edge weights c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree with vertex set V and let λ > 0 be a fixed target




amortized time, one can construct a deterministic data structure
with the following methods.
• next() returns a nested 2-cut C ∈ CT induced by T with weight ≤ λ, along with the
weight of C in O(1) amortized time, unless no such cut exists.
• inc(e,δ) increases the weight of an edge e by δ in O(log n) amortized time.
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7.3.6 Sampling from a cut in a tree
If we were using the standard deterministic approach, such a coordinate-pack-mwu in
Section 2.6, then each iteration would take a cut C ∈ C, identify the smallest capacity
γ = arg min
e∈C
ce in the cut, and increase the weight of each cut-edge e ∈ C by a multiplicative
factor of exp(εγ/ce). A subtle advantage to the techniques of Section 7.3.2 is that they
identify approximate min-cuts without explicitly listing the edges in the cut. A 1-cut C(D(s))
is simply identified by the root s of the down-set D(s), and likewise 2-cuts of the form
C(D(s) ∪D(t)) (when s ‖ t) and C(D(t) \D(s)) (when s < t) can be described by the two
nodes s and t. In particular, an approximately minimum cut C is identified without paying
for the number of edges O(|C|) in C in the running time. When it comes to updating the
edge weights, the natural approach of visiting each edge e ∈ C becomes the bottleneck.
Even the task of identifying listing the edges in C in time proportional to |C| (rather than
checking all the edges) is not obvious.
While the general task of increase all the edge weights in a cut would be difficult to
execute both quickly and exactly, we have already massaged the setting to be substantially
easier. First, we can afford to sample the weight updates in proportion to the capacities
of the corresponding edges. This means, for example, that a cut edge e ∈ C with very
large capacity ce  γ can to some extent be ignored. Second, we are not incrementing
weights along any cut, but just the 1-cuts and 2-cuts of a fixed rooted spanning tree T .
We have already seen in Section 7.3.2 that restricting ourselves to 1-cuts and 2-cuts allows
us to (basically) apply dynamic programming to find small cuts, and also allows us to use
dynamic trees to efficiently update and scan various values in the aggregate. Here too we
observe that 1-cuts and 2-cuts are simple enough to be represented efficiently by standard
data structures. In the following, we use the term “cuts” liberally as the set of edges with
endpoints in each of two sets of vertices; in particular, the two sets of vertices may not be
disjoint.
Lemma 7.8. Let G = (V,E) be an undirected graph with capacities c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree and let CT be the 1-cuts and 2-cuts induced by T




time, one can construct a collection of nonempty cuts DT ⊆ 2E such
that
(a) every edge e ∈ E appears in at most O(log2 n) cuts D ∈ DT , and
(b) every 1-cut or 2-cut C ∈ CT (described succinctly by at most 2 roots of subtrees)
can be decomposed into the disjoint union C = D1 t · · · t D` of ` = O(log2 n) cuts
D1, . . . , D` ∈ DT in O(log2 n) time.
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(c) Each cut D ∈ DT is stored as a list in increasing order of capacity.
By building the collection D ∈ DT once for a tree T , Lemma 7.8 reduces the problem
of incrementing along any 1-cut or 2-cut C ∈ CT to incrementing along a “canonical” cut
D ∈ DT known a priori. This is important because it is easy to preprocess a static set to






, as this sum factors directly into the running time guarantees.
For the moment, let us take Lemma 7.8 as proven and complete the construction of a data
structure for sampling in Lemma 7.3. Lemma 7.8 will be proven below in Section 7.3.7. We
restate Lemma 7.3 for convenience.
Lemma 7.3. Let G = (V,E) be an undirected graph with capacities c with |E| = m edges
and |V | = n vertices. Let T be a rooted tree and let CT be the 1-cuts and 2-cuts induced




time, one can compute a data structure that, given a {1, 2}-cut
C ∈ CT specified by 1 or 2 roots of subtrees, returns a randomized subset S ∈ C such that
















time. Given a 1-cut or 2-cut C, by Lemma 7.8.(b), we can decompose C into




cuts D1, . . . , D` ∈ DT in O(log2 n) time. Each canonical
cut Di as a list of edges in increasing order of capacity. The minimum weight edge over all
log2 n cuts gives the minimum capacity γ = min
d∈C
cd. We now choose θ ∈ [0, 1] uniformly at
random, and for each Di, list the edges with capacity ≤ γ/θ. qed
7.3.7 Canonical cuts




Figure 7.5: An Euler tour inducing the ordering r− < a− < a+ < b− < c− < c+ < d− <
d+ < b+ < r+.
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Euler tours and orderings. Let T be a fixed and rooted tree on n vertices V , and fix an
Euler tour on a bidirected copy of T that replaces each edge of T with arcs in both directions,
starting from the root. For each vertex v, we create two symbols: v− means we enter the
subtree Tv rooted at v, and v+ means we leave the subtree v. Let V ± =
{
v−, v+ : v ∈ V (T )
}
denote the whole collection of these 2n symbols. The Euler tour enters and leaves each
subtree exactly once in a fixed order. Tracing the Euler tree induces a unique total ordering
on V ± (see the picture on the right).
This ordering has a couple of interesting properties. For every vertex v ∈ V (T ), we have
v− < v+. Letting r denote the root of T , r− is the first element in the ordering and r+ is
the last element in the ordering. More generally, for a vertex v and a vertex w ∈ D(v) in the
subtree rooted at v, we have v− ≤ w− < w+ ≤ v+, with all inequalities strict if v 6= w. That
is, the ranges
{
[v−, v+] : v ∈ V (T )
}
between entering and leaving a subtree form a laminar
set.
The Euler order on the vertices endows a sort of geometry to the edges. Each edge
e = (u, v) (with u− < v−) can be thought of as an interval [u−, v−]. A downset D(s)
cuts e iff u− ≤ s− ≤ v− ≤ s+ or s− ≤ u− ≤ s+ ≤ v− (see Figure 7.6); that is, iff∣∣{u−, v−} ∩ [s−, s+]∣∣ = 1. Alternatively, D(s) cuts e iff ∣∣[u−, v−] ∩ {s−, s+}∣∣ = 1. These
observations suggest that this is not a problem about graphs, but about intervals, and









s   u   s+  v 
Figure 7.6: An edge cut e by a subtree Ts, and two possible inequalities in the Euler order.
Range trees on the Euler order. Let R be a balanced range tree with V ± at its leaves.
As a balanced tree with 2n leaves, R has O(n) nodes and height O(log n). Each range-node
a ∈ V (R) induces an interval Ia on V ±, consisting of all the elements of V ± at the leaves of
the subtree Ra rooted at a. We call Ia a canonical interval of V ± (induced by a), and let
I = {Ia : a ∈ V (R)} denote the collection of all O(n) canonical intervals.
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J
Figure 7.7: Decomposing an interval into canonical intervals.
Each element in V ± appears in O(log n) canonical intervals because the height of R is
O(log n). Moreover, every interval J on V ± decomposes into the disjoint union of O(log n)
canonical intervals. The decomposition can be obtained in O(log n) time by tracing the
two paths from the root of R to the endpoints of J and taking the canonical intervals
corresponding to the O(log n) maximal subtrees between the paths (see the picture on the
right). Similarly, the union of a constant number of intervals or the complement of the union
of a constant number of intervals decomposes to O(log n) canonical intervals in O(log n) time.
The canonical intervals I relate to the 1-cuts and 2-cuts CT induced by T as follows. For
any pair of disjoint canonical intervals I1, I2 ∈ I, let C(I1, I2) = {(u, v) ∈ E : u ∈ I1, v ∈ I2}
be the set of edges with one endpoint in I1 and the other in I2. We call C(I1, I2) a canonical
cut induced by I1 and I2. We claim that any 1-cut or 2-cut C ∈ CT decomposes into the




Figure 7.8: Decomposing cuts.
For starters, let C = C(D(s)) be the 1-cut induced by the downset of a vertex s. The
1-cut C(D(s)) consists of all edges (u, v) with one (tagged) endpoint u− in the interval
[s−, s+] and the other endpoint v− outside [s−, s+]. The interval [s−, s+] decomposes to the
disjoint union [s−, s+] =
⊔
I1∈I1
I1 of O(log n) canonical intervals I1 ⊆ I, and the complement
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C(I1, I2) of canonical cuts over the cross product (I1, I2) ∈ I1×I2
decomposes the 1-cut C(D(s)) into |I1| × |I2| = O(log2 n) canonical cuts. Moreover, both
decompositions I1 and I2 can be obtained in O(log n) time.
Any 2-cut decomposes similarly. If s ‖ t are incomparable, with (say) s− < s+ < t− < t+,
then the incomparable 2-cut C = C(D(s) ∪D(t)) is the set of edges with one endpoint
in [s−, s+] ∪ [t−, t+] and other endpoint in the complement, [r−, s−) ∪ (s+, t−) ∪ (t+, r+].
Both of these sets are the disjoint union of two or three intervals, and they each decompose
into O(log n) canonical intervals. The cross-product of the two decompositions decomposes





If s < t are two comparable vertices, then t− < s− < s+ < t+ and the nested 2-
cut C(D(t) \D(s)) is the set of edges with one endpoint in [t−, s−) ∪ (s+, t+] and the
other endpoint in the complement [r−, t−) ∪ [s−, s+] ∪ [t+, r+] and the cross-product breaks





Thus, any 1-cut or 2-cut C ∈ CT breaks down into to the disjoint union of O(log2 n)
canonical cuts. An edge e = (u, v) appears in a canonical cut C(I1, I2) iff u ∈ I1 and v ∈ I2.
As either end point u or v appears in O(log n) canonical intervals, e appears in at most
O(log2 n) canonical cuts. In turn, there are at most O(m log2 n) nonempty canonical cuts.
The nonempty canonical cuts are easily constructed in O(m log2 n) time by adding each




canonical cuts containing it. We can maintain each canonical cut in a
sorted list by sorted the edges initially and appending edges in increasing order of capacity.
Taking DT to be this set of nonempty canonical cuts gives Lemma 7.8.
7.4 ACCELERATING CHRISTOFIDES’ HEURISTIC
We now turn to the second result, Theorem 7.3, which obtains a randomized (3/2 + ε)-





In this section, we review the approximation algorithm of Christofides [10] for Metric-TSP.
Definition 7.1. Let G = (V,E) be a graph and let T ⊆ V . A set of edges J ⊆ E is called a
T -join if T is equal to the set of vertices of off degree in (V, J). Given edge costs c ∈ RE≥0,
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T -joins and polynomial-time algorithms for computing minimum T -joins are discussed
later in Section 7.4.3. Christofides’ algorithm combines a minimum spanning tree over a
T -join between the odd degree vertices of the tree to obtain an Eulerian multigraph.
Christofides [10]
1. Compute the minimum spanning tree M of G.
2. Compute the minimum cost T-join H of G,
where T is the set of odd-degree vertices
in M.
3. The multiset M +H is an Eulerian graph.
Return an Eulerian tour of M +H.





Proof sketch. As the minimum cost connected subgraph of G the minimum spanning tree
has cost at most (1− 1/n) OPT. The minimum cost T -join has cost at most 1/2 times OPT,
which can be seen as follows. Break the optimal tour into paths between vertices in T . There
is an even number of these paths, and taking every other path induces a T -join. That is,
the optimal tour can be divided into 2 T -joins. The smaller of the two T -joins has cost at
most half of the optimal tour. qed
7.4.2 LP Relaxations for Metric TSP
Recall the subtour elimination LP (SE) from Section 7.1.[14] showed that the integrality
gap is at most
3
2
by analyzing Christofides’s algorithm via the LP.
Fact 7.1 (Wolsey [14]). Christofides’ algorithm returns a tour of cost ≤ 3
2
times the cost of




As discussed above, to apply the lower bound to an implicit instance of Metric-TSP defined
by G, one needs to apply it to the metric completion of G. Instead one can use the LP
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(2ECSS) obtained by dropping the degree constraints and the upper bound constraints in
(SE).
Fact 7.2 (Cunningham [via [25]], [33]). The optimum value of subtour elimination LP (SE)
for the metric completion of G coincides with the optimum value of the 2-edge connected
spanning subgraph LP (2ECSS).
7.4.3 Perfect matchings and T -joins
Before addressing T -joins in general, we first review the following special case where
T = V .
Definition 7.2. A matching in G is a set of edges M ⊆ E such that each vertex is incident
to at most one edge in M . A perfect matching is a set of edges M ⊆ E such that each vertex




Problem 7.1 (Minimum cost perfect matching). Assuming G contains a perfect matching,
compute the minimum cost perfect matching.
The following running times are known for computing minimum cost perfect matchings.
Fact 7.3 ([30]). If the edge costs are integers between −W and W , the minimum cost perfect






time. For general edge weights and any ε > 0,









Clearly, computing the minimum weight perfect matching reduces to computing the min-
imum cost T -join for T = V . Conversely, we have the following.
Fact 7.4 ([6]). If all edge weights are non-negative, then the minimum cost T -join equals
the minimum weight perfect matching on the clique with vertex set T , where the weight of
an edge (s, t) ∈ T × T is the length of the shortest path from s to t in G.
Fact 7.5 ([30]). A minimum cost T -join can be computed in Õ
(




|T |m+ |T |2.5 logW
)
time; an (1 + ε)-minimum T -join can be computed in
Õ
(




Proof sketch. For non-negative edge costs, all shortest paths between vertices in T can be
found in Õ(|T |m) time with Dijkstra’s shortest path algorithms. Submitting these lengths
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to the matching algorithms of Gabow and Tarjan [30] (Fact 7.3) gives the desired running
times. qed
A different reduction from T -joins to perfect matching, better suited for sparse graphs
and |T | large, is the following.
Fact 7.6 ([60, Theorem 3]). The minimum cost T -join in a given graph G can be reduced to
the minimum cost perfect matching of an auxiliary graph with O(m) nodes and O(m) edges.
The auxiliary graph can be computed in O(m) time.




time if the edge costs are







Proof sketch. Here we combine Fact 7.6 with the min-cost perfect matching algorithm of
Gabow and Tarjan [30] to obtain the desired running time. qed
Remark 7.1. The bottleneck of Christofides’ algorithm is computing a T -join, where T can
have size |T | = Ω(n). Moreover, it suffices to compute an (1 + ε)-approximate minimum
T -join for ε =
2
n





-fraction of the minimum cost
tour. Combining the (1 + ε)-approximation algorithm Fact 7.3 with alternatively the reduc-










The T -join polytope:
Definition 7.3. The dominant of a polytope P is the set {P + x : x ≥ 0}.
Fact 7.8 ([8]). The dominant of the T -join polytope, (JD), is the set of vectors x ∈ RE such
that
x ≥ 0 and
∑
e∈δ(S)
xe ≥ 1 for each S ⊆ V with |S ∩ T | odd. (7.17)
Observation 7.1 ([14]). Suppose x ∈ Rn is feasible for the LP (2ECSS), then x
2
is in the
dominant of the T -join polytope for any even T ⊆ V .
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7.4.4 Sparsifying solutions to (2ECSS)
In this section we prove Theorem 7.2. The idea is straight forward in retrospect. Let x be
a feasible solution to (2ECSS). We can view x as capacities on the edges w/r/t which G is 2-
edge-connected. and apply cut sparsification techniques to obtain another solution x′ where
x′ is sparse. Cut sparsification is a standard technique with many applications. Here we also
have an objective function that needs to be preserved, and a black box sparsification does
not suffice. We observe that random sampling based cut sparsification techniques [107], [135]
are based on importance sampling and can be adjusted to preserve the cost of the objective
function. We first give the high-level details of the scheme from [107] and then build upon
it to derive our result.
Setting 7.1. Let G = (V,E,w) be a weighted undirected graph.
Definition 7.4. G is k-connected if the value of each cut in G is at least k.
Definition 7.5. A k-strong component is a maximal k-connected vertex-induced subgraph
of G.
Definition 7.6. The strong connectivity or strength of an edge e, denoted by κe, is the
maximum value of k such that a k-strong component contains (both endpoints of) e.






Fact 7.10 ([107, Compression Theorem 6.2]). Let p : E → [0, 1] be a set of probabilities on
the edges of G. Let H = (V,E ′, w′) be a random weighted graph where for each edge e ∈ E,
E ′ independently samples e with weight w(e)′ =
w(e)
pe
with probability pe, and e /∈ E with













, every cut in H has value between (1− ε) and (1 + ε) times its value in
G.




time, one can compute values κ̃e ≥ 0 for






Lemma 7.9. Given a feasible solution x to (2ECSS), and a non-negative cost function





with probability at least (1 − 1/n2), outputs another feasible point y for (2ECSS) such that







Proof. For each edge e ∈ E, let κe be the strength of edge e w/r/t the weighted graph (G, x).











time. Let δ = d log n where d is a sufficiently large constant. For









































H = (V ′, E ′, x′) be the random weighted graph where each edge e ∈ E is independently
sampled with weight x′e = xe/re with probability re. By Fact 7.10 and the assumption that
x ∈ (2ECSS), with probability 1− exp(−Ω(δ)), we have∑
e∈δ(S)
x′e ∈ (1± ε)
∑
e∈δ(S)
xe ≥ (1− ε)2 (7.18)











≤ exp(−Ω(δ)), and P
[










By the union bound, we have
∑
e∈δ(S)











e ≤ (1 + ε)
∑
e∈E
cexe with probability of ≥ 1− exp(−Ω(δ)). Then y = (1 + ε)x′ is





nonzeroes, and has cost
∑
e∈E




We obtain the desired statement by choosing d sufficiently large to ensure that the success
probability is at least (1− 1/n2) and by choosing a smaller ε′ in the above analysis so that
(1 + ε′)2 ≤ (1 + ε). qed
Theorem 7.2 is an easy consequence of Lemma 7.9 applied to Theorem 7.5.
7.4.5 Approximation schemes for Christofides’ algorithm






-approximation factor claimed in Theo-







for Metric-TSP via the LP solution followed by sparsification. It basically implements
Christofides’s algorithm on the sparsified graph. We first restate Theorem 7.3 for the sake
of convenience.
123
apx-Christofides(G = (V,E, c),ε)
1. Compute the minimum spanning tree S in Õ(m) time. Let T be the set of
odd-degree vertices in S.





with probability 1− 1/ poly(m).




and with probability 1− 1
poly(m)
, compute a













Note that y/2 lies in the dominant of the T-join polytope, (JD).
4. Let H = (V, support(y), c) be the subgraph of edges with nonzero values in y.





5. Compute, shortcut, and return an Euler tour on the multigraph S ∪ J.
Figure 7.9: Pseudocode for a randomized (1 +O(ε))
3
2
-approximation algorithm to Metric
TSP w/r/t the shortest path metric of a weighted undirected graph (see Theorem 7.3).








time, with probability at least 1 − 1
poly(m)
, apx-







Proof. With probability 1− 1/ poly(m), apx-Christofides computes a minimum spanning
tree S and the minimum cost T -join on the odd degree vertices of S within a subgraph H
of G. Since every vertex in the multigraph S ∪ T has even degree, it has an Eulerian tour,
which can be shortcut can returned.









-fraction of any feasible





To bound the cost of the T -join J , we first observe that by Fact 7.2 and Theorem 7.5,∑
e∈E





output a vector y that also lies in (2ECSS), has cost
∑
e
c(e)ye ≤ (1 + ε)2 OPT(SE), and has




. Since y/2 lies in the dominant of the T -join polytope,







Thus, the cost of a (1 + ε)-approximate T -join is (1 +O(ε)) OPT(SE).
To bound the running time, consider the steps as enumerated in Figure 7.9. Step 1,
computing the minimum spanning tree, takes Õ(m) time. Step 2 computes an approximate










time. Step 4 applies a
(1+1/n)-approximate T -join algorithm from Fact 7.7 to the subgraph induced by the support









-time w/r/t the input graph G. The











CHAPTER 8: KNAPSACK COVERING INEQUALTIES
8.1 INTRODUCTION
Set Cover is a fundamental problem in discrete optimization with many applications and
connections to other problems. A number of variants and generalization of Set Cover have
been studied over the years. In this chapter we consider a general problem that captures
many of these as special cases. This is the minimum cost covering integer program problem
(CIP for short). It is a class of integer programs, (CIP), of the form
minimize 〈c, x〉 over x ∈ Zn≥0 s.t. Ax ≥ b and x ≤ d, (8.1)
where A ∈ Rm×n≥0 , b ∈ Rm≥0, and c, d ∈ Rn≥0 all have nonnegative coefficients. We let N =
‖A‖0 + ‖b‖0 + ‖c‖0 + ‖d‖0 > m+ n denote the total number of nonzeroes in the input. Let
C ≥ 1 be such that Ai,j ∈ {0} ∪ [1/C,C] for all i and j; logC reflects the number of bits
required to write down a coefficient of Ai,j. Since we are interested in integer solutions we
can assume, without loss of generality, that d ∈ Zn and Ai,j ≤ bi for all i, j. An important
special case of CIP is when there are no multiplicity constraints, in other words, dj =∞ for
all j. We refer to this problem as CIP∞.
CIP and CIP∞ can be understood combinatorially as multiset multicover problems, par-
ticularly if we assume for convenience that A and b have integer entries. The elements that
need to be covered correspond to the rows of A, (say) the element ei for row i, for a total
of m elements. For each element ei, bi is the requirement on the number of times ei needs
to be covered. Each column j of A correspond to a multiset Sj. For each element ei and
multiset Sj, Ai,j is the number of times Sj covers ei. Multiplicity constraints are specified
by d; dj is the maximum number of copies of Sj that can be chosen. The cost of one copy
of Sj is cj. The goal is to pick a minimum cost collection of multisets (with copies allowed)
that together cover all the requirements of the elements, while respecting the multiplicity
bounds on the sets.
Set Cover is a special case of CIP∞ where A is a {0, 1}-matrix and b = 1; Ai,j = 1 implies
that element ei is in set Sj. In this setting the multiplicity bounds are irrelevant since
at most one copy of a set is ever needed. Set Cover is NP-Hard and its approximability
has been extensively studied. A simple greedy algorithm achieves an approximation of
Hk ≤ (1 + ln k) ≤ (1 + lnm) where k = max
i
|Si| is the maximum set size [96], [100];
The results in this chapter are from [133].
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here Hk = 1 + 1/2 + . . . + 1/k is the k’th harmonic number∗. Unless P = NP there is no
(1−δ) lnm approximation for any fixed δ > 0 [55], [110] where m is the number of elements†.
Another approximation bound for Set Cover is f where f is the maximum frequency [16];
the frequency of an element is the number of sets that contain it. This bound is achieved via
the natural LP relaxation. For any fixed f , Set Cover instances with maximum frequency f
are hard to approximate to within a f − ε factor under UGC [89], and to within f − 1 − ε
under P 6= NP [77].
The greedy algorithm for Set Cover can be easily generalized to CIP. Dobson [15] analyzed
this extension and showed that, when all entries of A, b are integers, it has an approximation




Ai,j ≥ C is the maximum column sum‡. The analysis for
the greedy bound is tight, and the dependency on the maximum coordinate C is undesirable
for several reasons. In particular, the entries in A and b can be rational, and the greedy
algorithm’s approximation ratio can be as large as m [15] §. The question of obtaining an
improved approximation ratio that did not depend on C was raised in [15].
For CIP∞ (which has no multiplicity constraints), used the LP relaxation of (CIP) (which
replaces the integer domain x ∈ Zn≥0 with the continuous domain x ∈ Rn≥0) to obtain an
O(logm) approximation [24]. We refer to this LP as Basic-LP, to differentiate from a stronger
LP (C) introduced below. Subsequent work has refined and improved these bounds, most
recently in [113], [133]. For CIP∞, the latest bounds in [133] give (ln ∆1 + ln ln ∆1 +O(1))-
approximation via the Basic-LP, where ∆1 is the maximum sum of any column, after A
is normalized to have maximum entry 1. A (ln ∆0 + ln ln ∆0 +O(1))-approximation for
CIP can be obtained by rounding the stronger LP (C), where ∆0 is the maximum number















OPT and violating the multiplicity constraints by
a (1 + ε)-multiplicative factor, again via (C). Moreover, all of these rounding schemes (in
[133]) are simple enough to be derandomized.
∗We will be concerned with the setting of arbitrary costs for the sets. Unit-cost Set Cover admits some
improved bounds and those will not be the focus here.
†It is common to use n for the number of elements and m for the number of sets. However, in the setting
of covering integer programs, it is natural to use our notation in accordance with the usual notation for
optimization where n is the number of decision variables and m is the number of constraints. See [78] among
others.
‡Wolsey’s analysis [17] for the Submodular Set Cover problem further generalizes Dobson’s result.






Ai,j); dj is the number of non-zeroes in column j and the entries of A are assumed to be scaled such
that the minimum non-zero entry of each row is at least 1.
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A stronger LP Relaxation: In the presence of multiplicity constraints, Basic-LP has
an unbounded integrality gap even when m = 1, which corresponds to the Knapsack Cover
problem. The input to this problem consists of n items with item i having cost ci and size
ai, and the goal is to find a minimum cost subset of the items whose total size is at least a
given quantity b. To illustrate the integrality gap of the LP relaxation consider the following
simple example from [63].
minx1 over x1, x2 ≥ 0 s.t. Bx1 + (B − 1)x2 ≥ B and x1, x2 ≤ 1. (8.2)
It is easy to see that the optimum integer solution has value 1 while the LP relaxation has
value 1/B, leading to an integrality gap of B. The example shows that the integrality gap
is large even when d = 1, a natural and important setting.
To overcome this gap, Carr et al. [63] suggested the use of knapsack cover (KC) inequalities
to strengthen the LP. We describe the idea. For each S ⊆ [n], one can consider the residual
covering constraints if we force xi = di for all i ∈ S. The residual system is called the








, and for j ∈ [m], AS,i,j is defined by
AS,i,j =
0 if j ∈ S,min{Ai,j, bS,i} otherwise. (8.3)
That is, for S ⊆ [n], we compute the residual demand bS, zero the coefficients in A of any
contracted coordinate j ∈ S, and reduce each remaining coefficient in A to be at most the
residual covering demand.
A feasible integral solution x to (CIP) satisfies ASx ≥ bS for all S ⊆ [n]. The following LP
(KC-LP), then, is a valid linear relaxation of the integer program (CIP).
minimize 〈c, x〉 over x ∈ Rn≥0 s.t. x ≤ d and ASx ≥ bS for all S ⊆ [n]. (8.4)
Note that the knapsack cover constraints made the packing constraints x ≤ d redundant
and expendable; (C) is a pure covering problem. Given a feasible solution x to (C), one can
(randomly) round x to a feasible integer solution y to (CIP). Kolliopoulos and Young [78]
obtain an O(log ∆0) approximation via (C) where ∆0 is the maximum number of non-zeroes
in any column of A; note that ∆0 ≤ m.
Here we focus on the efficiency of approximating CIP. A (1− ε)-approximation for the
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domized time (Chapter 5), and more efficiently if there are no multiplicity constraints [102],
[117]. On the other hand, (C) is not as simple to solve because of the exponential number of
implicit constraints. Carr et al. [63] describe two methods to solve (C). The first is to use the
Ellipsoid method via an approximate separation oracle¶. The other is to use a Lagrangian re-









for a (1 + ε)-approximate solution. Kolliopoulos and Young [78] explicitly raise the question
of a fast approximation algorithm for CIP. Recent work [113], [133] discussed above shows
that a randomized rounding techniques yield near-optimal approximations,and run in near-
linear time (for [113], near-linear time in expectation). This is in contrast to some previous
rounding algorithms [61], [81] that were rather complex and slow. The approach in [133] can
also be derandomized in nearly linear time. Hence the bottleneck for CIP is solving the LP
relaxation (C).
The basic result in this chapter is a fast approximation scheme for solving (C), improving
upon the previous bound in [63] by a factor of n. For polynomially-bounded C (which is a
reasonable assumption in many settings) the running time is near-linear for any fixed ε. The
precise result is stated in the theorem below. To achieve the result we develop an incremental
dynamic data structure for the Knapsack Cover problem and combine it with the lazy-incs
data structure of Chapter 3 to efficient (and deterministically) manage the weight updates.
Theorem 8.1. Let ε > 0 be fixed, and consider an instance of (C) and let OPT









time outputs x ∈ Rn such that 〈c, x〉 ≤ OPT, x ≤ d, and
for all S ⊆ [n], ASx ≥ (1− ε)bS.
Jointly with optimal and deterministic rounding techniques in [133], our results yield
deterministic and fast approximation algorithms for CIP and CIP∞ that are near-optimal
in a wide range of parameter settings.
We note that Theorem 8.1 has also been applied to obtain faster approximations for
geometric set multicover problems [132].
8.2 REVIEWING THE MWU FRAMEWORK AND ITS BOTTLENECKS
In this section, we give a brief overview of the application of the mwu-pack framework
applied to the dual of (C). Along the way, we review the techniques of Carr et al. [63] and
¶The LP is not solved exactly but the fractional solution output by the algorithm provides a lower bound
and suffices for the current randomized rounding algorithms.
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recover their running time. With some standard techniques, we improve the running time
to nearly quadratic, and we identify two bottlenecks that we need to overcome to remove
the quadratic factor.
Following Carr et al. [63], we first apply the mwu-pack framework to the dual of the LP










AS,i,jyS,i ≤ c(j) for all j ∈ [n]
(8.5)
Here 2[n] = {S : S ⊆ [n]} denotes the power set of [n]. The preceding LP has one variable
for every constraint i and every set S ⊆ [n], and corresponds to a single knapsack covering
constraint in the primal LP (C). The LP (D) can be interpreted as packing knapsack covering
constraints into the variables of (C).
The MWU framework starts with an empty solution y = 0 to the LP (D) and increases y
along a sequence of Lagrangian relaxations to (D). Each Lagrangian relaxation is designed
to steer y away from items j for which the packing constraint is tight. For each item j, the
framework maintains a weight w(j) that (approximately) exponentiates the load of the jth
constraint with the current solution y; i.e.,









for each j ∈ [n].‖ Initially, we have w(j) = 1
c(j)
for each j. Each iteration, the framework


















The above relaxation biases the solution z away from items j with large weight w(j), which
are the items j for which the packing constraint w/r/t y is tight. Given an approximate solu-
tion z to the above, we add δz to y for the width independent step size δ (see Section 2.3). At
the end of the algorithm, by Lemma 2.12, the vector y satisfies 〈b, y〉 ≥ (1−O(ε)) OPT and
‖Each cjwj corresponds to wj in mwu-pack in Section 2.5.
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that (1−O(ε))y satisfies all the packing constraints (see for example [105], [108]). The error
can be made one-sided by scaling y up or down. Moreover, a (1± ε)-relative approximation
to the original LP can be easily extracted by rescaling w at some point in the algorithm,
per the discussion in Section 2.4. Thus, while the remainder of this chapter is primarily
concerned with solving the dual packing LP (D), we are approximating the desired LP (C)
as well.
8.2.1 Reduction to knapsack cover
By Section 2.6, to approximate (R), it suffices to approximately identify the best bang-





and setting z = γeS,i for γ as large as possible within the single packing constraint. Carr et
al. [63] calls this choice of S and i the “most violated inequality”.
Carr et al. [63] reduces the above search problem to a family of knapsack cover problems
as follows. Fix i ∈ [m]. Expanding out the definitions of bS,i and AS,i,j, finding the set S






w(j) min{Ai,j, α} over α > 0 and S ⊆ [n] s.t.
∑
j∈S
Ai,jdj ≤ bi − α. (8.9)
If we let b̂i =
n∑
j=1
Ai,jdj − bi denote the total “excess” for the ith covering constraint, then






w(j) min{Ai,j, α} over α > 0 and S ⊆ [n] s.t.
∑
j∈S
Ai,jdj ≥ b̂i + α. (8.10)
For fixed i and α > 0, (KC) is a knapsack covering problem. For the sake of a (1 +O(ε))-
multiplicative approximation to (R), we can approximate the objective by a (1 +O(ε))-
multiplicative factor, but we must satisfy the covering constraint exactly.
A few basic observations by Carr et al. [63] allow us to guess α by exhaustive search. To
obtain a (1 + ε)-multiplicative approximation to (R), we can afford to round α up to the
next integer power of (1 + ε). Since the nonzero coefficients Ai,j all lie in the range [1/C,C],
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it suffices to check α for just log(1+ε)C = O(log(C)/ε) powers of (1 + ε). We let A denote





values of α of interest.
A constant factor approximation to (KC) can be obtained in O(ni log ni) time [29], and
there are approximation schemes (discussed in greater detail in Section 8.3) with running
times on the order of Õ(ni + poly(1/ε)), where ni is the number of nonzeroes in the ith
row of A. Carr et al. [63] solves the relaxation (R) by applying a FPTAS for knapsack
cover to each choice of i and α. For larger values of m, by multiplying the running time
of the FPTAS with the number of choices of α per i, and summing over i ∈ [m], each








time to approximate. In a straight forward
implementation of the MWU framework, each iteration also requires O(n) time to adjust













. This gives the running time described in Carr et al. [63].
8.2.2 Thresholding
We now apply the threshold technique of threshold-pack from Section 2.7. We maintain
a threshold λ > 0 such that λ is less than the optimal value of (KC) for all i ∈ [m] and α ∈ A.
The first value of λ is obtained by applying a constant factor approximation algorithm to
(KC) for each i ∈ [m] and α ∈ A and setting λ to be a constant factor less than the minimum
cost over all i ∈ [m] and α ∈ A. We solve each i ∈ [m] and α ∈ A in round-robin fashion,
taking any (1 + ε)-approximation S with value ≤ (1 +O(ε))λ, or continuing to the next
choice of i and α if the returned approximation has value ≥ (1 +O(ε))λ. If all i ∈ [m] and
α ∈ A generate approximations of value ≥ (1 +O(ε))λ, then we can safely increase λ to










Each time we approximate an instance of (C) for i ∈ [m] and α ∈ A, we either (a)
find a good approximation to the relaxation (R), or (b) declare that no solution has value
≤ (1 + ε)λ for this choice of i and α and put the choice of i and α aside until the next value of
λ. That is, each approximated knapsack cover problem can by charged to either an iteration





, or a new threshold for this choice of i and




















+ (m+ n) poly(1/ε)
)
. (8.11)











iterations, and each iteration requires a solution z to the relaxation (R). Here
z is a vector indexed by [m] and the power set of [n] — an m2n-dimensional space. Even
the index of a nonempty coordinate (S, i) ∈ support(z) requires Ω(log(m2n)) ≥ Ω(n) bits
to write down. Thus writing out explicitly a solution to (R) in each iteration – let alone





lower bound. Stepping out of the MWU framework,
LP duality tells us that (D) can be minimized by a vector y with support |support(y)| ≤ n.





list the supporting indices. Thus the descriptive complexity of optimal solutions to (D) is




. A second bottleneck arises from the weight updates. By the
formula (8.6), the logs of the weights should track the loads of each packing constraint.
However, each iteration may increase the load of every packing constraint, so updating each
weight explicitly can require Ω(n) time per iteration. To get faster running times, we will
need to integrate more sophisticated techniques to mange the weights, such as lazy-incs.
8.3 APPROXIMATION SCHEMES FOR KNAPSACK COVER
In this section, we review a classical FPTAS for knapsack cover and set the stage for a more
sophisticated integration with the MWU framework. In the knapsack cover problem, we are
given positive costs and sizes for n items and a positive real-valued size b of a knapsack;
we want to find the minimum (sum) cost subset of items whose sizes sum to at least the
size of the knapsack. In our setting, we have a sequence of such problems, and the costs
and sizes are dictated via the MWU framework per equation (KC) for fixed i ∈ [m] and
α > 0. The cost of an item j is cost(j) def=
w(j)
α
min{Ai,j, α}, and the size of an item j is
size(j) = Ai,jdj. For each j, cost(j) depends linearly on the weight w(j) and size(j) is held
constant throughout the algorithm. We want to update our solution quickly when a weight
wj is increased by the framework. We are allowed to output solutions that are within a
(1 +O(ε))-multiplicative factor greater than the optimal objective, but insist on filling the
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DP+greedy(cost(1), . . . , cost(n); size(1), . . . , size(n); b, β)
// we assume without loss of generality that each item has size size(j) ≤ b, and that β is a
constant factor approximation for OPT.





pareto optimal sets S over the expensive






2. For each pareto-optimal set S ∈ S, greedily add cheap items (with cost
cost(j) < εβ) to S in increasing order of cost-to-size ratio until S fills
the knapsack.
3. Return the best solution S ∈ S
Figure 8.1: High-level sketch of the algorithm by Lawler [12] for approximating knapsack
cover problems.
knapsack completely.
Fix i ∈ [m] and α > 0 and consider equation (KC). We let ni denote the number of
nonzeroes in the row Ai,j. Ignoring j ∈ [n] such that Ai,j = 0, ni is the effective number of
items in the current knapsack cover problem.
There are several known approximation schemes for knapsack cover that run in time
Õ(ni + poly(1/ε)). Here we focus on the similar approaches of Ibarra and Kim [9] and
Lawler [12].∗∗ A sketch of the algorithm (following [12] in particular) is given in Figure
8.1. The algorithm combines two basic ideas. First, a greedy heuristic can work fairly
well. If every item has small cost relative to the optimum value, then the greedy algorithm
repeatedly taking the item with minimum cost-to-size ratio until the knapsack is filled is a
good approximation. When costs are large, the greedy heuristic can be modified to provide a
constant factor approximation within the same O(n log n) running time [29]. For expensive
items (relative to the optimum value), one can take advantage of the fact that (a) only
a few expensive items can fit in any optimum solution, and that (b) expensive items can
have their costs discretized while changing their costs by only a small relative factor. After
discretization, the expensive items in the optimum solution can be efficiently guessed by
∗∗[9], [12] actually consider the more common maximum knapsack problem, where the goal is to take the
maximum sum cost of items that fit within the knapsack. Their ideas extend here by using the modified
greedy algorithm of [29] to obtain a constant factor approximation. Faster or incomparable running times for
maximum knapsack have been achieved since by more sophisticated techniques [75], [112], [124]; we follow
[9], [12] for the sake of simplicity.
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dynamic programming, and the discretization only introduces a small relative error.
We require the following facts about the algorithm DP+greedy. We state the running time
w/r/t the total number of items in a generic problem, denoted by n, which would be replaced
by ni in our particular setting.
Lemma 8.1 ([9], [12]). 1. If β is a constant factor approximation of the optimum value,
then DP+greedy returns a (1 +O(ε))-multiplicative approximation to the minimum
cost knapsack cover.
2. If the items are sorted in increasing order of cost-to-size ratio, and the prefix sums
over the sorted list w/r/t size are precomputed, the greedy algorithm can be simulated
in O(log n) time. After preprocessing all the cheap items (with cost cost(j) < εβ) in
this way, the greedy augmentation in line 3 can be implemented in O(log n) time for
each set S ∈ S.
3. If, for each k ∈ N, the expensive items of truncated cost c̃ost(j) = kε2β are sorted in













time per iteration has
two components. First, we want to make DP+greedy partially dynamic as the costs cost(j)
are increased via increments to weights w(j). Second, after computing a good solution, we








time. There are basic reasons (discussed earlier in Section 9.2.3) why neither component
should be feasible.
8.4 DYNAMICALLY UPDATING THE MINIMUM COST KNAPSACK
The first goal is to be able to respond to weight updates and generate the solution to
the next knapsack cover problem quickly. By Lemma 8.1, this boils down to two basic
data structures. First, we need to be able to maintain items in increasing order of cost-to-
size ratio along with the prefix sums w/r/t size in order to reduce the greedy algorithm to a
binary search. This allows us to greedily augment each candidate set S ∈ S with inexpensive
items in line 3 in O(log n) time per set. Second, we need to maintain, for each expensive
item, all the expensive items with the same truncated cost in descending order of size. Note
that a constant factor approximation β is provided by the threshold λ from the lazy greedy
thresholding scheme of Section 8.2.2. Since only a constant factor is required, we actually
set and maintain β to be the next power of 2 of λ, β = 2dlog λe.
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We address the second point first, because it is much simpler. We need to maintain,
for each k ∈ N, the set of items with truncated cost c̃ost(j) = kε2β sorted in descending
order of size. This is very easy — when an item’s cost increases, we reinsert it into the
appropriate sorted list in O(ni) time; when β increases, we rebuild all the lists, from scratch,
in O(ni log n) time.
Lemma 8.2. In O(log n) time per weight update, and O(ni log n) time per update to β, one
can maintain, for each k ∈ N, the expensive items of truncated cost c̃ost(j) = kε2β sorted in
descending order of size.
The next step is a data structure to facilitate the greedy algorithm in lines 1 and 3. If the
items are sorted in ascending order or cost-to-size ratio, and the prefix sums w/r/t size are
precomputed, then the greedy algorithm can be implemented by a binary search. In the face
of dynamically changing costs, we can maintain both these values with dynamic tree data
structures. Our setting is simpler because the range of possible costs of a particular item is
known in advance, as follows.





min{Ai,j, α} : k ∈
{






Then cost(j) ∈ Cj.
For j ∈ [n] with Ai,j 6= 0, let Rj = {α/ size(j) : α ∈ Cj} be the set of possible cost-to-size






Knowing all the possible ratios in advance allows for a simpler data structure. We will
benefit from the simplicitly later when we need to incorporate efficient weight updates.
Consider the set L = {(j, α) : Ai,j 6= 0 and α ∈ Rj}. L consists of all possible assignments





and consider L as a sorted set based on the
ratio, breaking ties arbitrarily.
We build a balanced binary tree over L. We mark a leaf (j, α) as occupied iff cost(j) ≤ εβ
and cost(j)/ size(j) = α. For each internal node, we track the sum size of all items in leaves
marked as occupied. The tree has depth O(log n), and in particular we can update the tree
in O(log n) time when an item’s weight increases. The tree can be rebuilt O(ni log n) time
per update to β.
As the leaves are in ascending order of cost-to-size ratio, any set of items considered by
the greedy algorithm corresponds to the occupied leaves of an interval in the range tree. The
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total size of a greedy set is the total size of occupied leaves in the corresponding interval. To
compute the sum size of a set of greedily selected items, we first decompose the corresponding
interval in the range tree to the disjoint union of O(log n) subtrees. For each subtree, the
root is labeled with the sum size of all occupied leaves in the subtree. Summing together
these O(log n) values gives us the total size of the greedy sequence.
With this data structure, we can simulate the greedy algorithm in O(log n) time by running
a binary search for the shortest prefix that fills the knapsack. To summarize our description,
we have the following.





time initially, O(log n) time per weight update, and O(ni log n)
time per update to β, one can maintain a data structure that simulates the greedy algorithm
over the cheap items (with cost cost(j) < εβ) in O(log n) time.
8.5 UPDATING WEIGHTS ALONG A KNAPSACK COVER SOLUTION
In Section 8.4, we showed how to modify known FPTAS’s for knapsack cover so that it can
respond to increases in costs quickly without redoing everything from scratch. This removes
one bottleneck from the overall MWU framework, in that the Lagrangian relaxations can
now be solved in Õ(poly(1/ε)) amortized time per weight update.
There is still another bottleneck just as important as computing a approximation S to
the knapsack cover problem, the MWU bottleneck (Section 2.7); i.e., simulating a weight
update w/r/t the solution S. Let S be a solution to (KC) for fixed i and α. The MWU










wj if j ∈ S.
(8.13)
The basic problem is as follows. By the above formula, every coordinate j ∈ S has its weight
adjusted. Updating these weights directly requires O(|S|) time to visit each item. Since |S|










. With no assumptions on S, this is seemingly the best that one can
expect.
We circumvent this lower bound by taking advantage of the structure of our solution S. A


















time to update each of them individually. By contrast, there is
no upper bound on the number of cheap items in our solution.
Recall the data structure by which we simulate the greedy algorithm in the previous
section. The items are maintained in greedy order in a balanced binary tree so that any
subsequence of this order decomposes into the leaf sets of O(log n) disjoint subtrees. The
subtrees implicitly define canonical intervals such that






2. Any item appears in at most O(log n) canonical intervals.
3. Any greedy sequence decomposes into O(log n) canonical intervals.
This is essentially the same setup as in [120], where intervals are fractionally packed into
capacitated points on the real line. Similar techniques are also employed in [119]. We briefly
discuss the high-level ideas and refer to previous work [119], [120] for complete details. There
is a small technical adjustment required that is discussed at the end.
Decomposing the solution into a small number of known static sets is important because
weight updates can be simulated over a fixed set efficiently. More precisely, the data structure
lazy-inc from Chapter 3 simulates a weight update over a fixed set of weights in such a way
that the time can be amortized against the logarithm of the increase in each of the weights.
lazy-inc is dynamic, allowing insertion and deletion into the underlying set, in O(log n)
time per insertion or deletion.
We define an instance of lazy-inc at each node in the balanced binary tree over cheap
items as defined above. Whenever a leaf is marked as occupied, it is inserted into each
of O(log n) instances of lazy-inc at the ancestors of the leaf; when a leaf is marked as
unoccupied, it is removed from each of these instances as well. Each instance of lazy-inc
can then simulate a weight update over the marked leaves at its nodes in O(log n) amortized
time.
Given a greedy sequence of cheap items, we divide the sequence into the disjoint union of
the marked leaves of O(log n) subtrees as discussed above. For each subtree, we simulate a
weight update over the leaves via the instance of lazy-inc at the root of the subtree.
One final technical modification is required to make the algorithm sound. Each instance
of lazy-inc accrues a small amount of error. Within a fixed choice of i and α, the sum of
errors for a single weight is small because an item is tracked by only O(log n) instances of
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lazy-inc. Across all the choices of i and α, however, a single weight may be managed by
O(m log(C) log(n)/ε) instances of lazy-inc. A similar accrual of error across instances of
lazy-inc also arises in [119].
A final added feature to the lazy-inc data structure, as discussed in Remark 3.1, is that
one can “flush” the remaining error of an instance in O(1) time per tracked item. We use this
feature within the context of the overall lazy greedy algorithm. Recall that by thresholding
the optimum value and trying choices of i and α in round robin fashion, we move on from
a fixed choice of i and α iff the optimum value for these parameters have gone up by a full




times. Thus, whenever we move on from a fixed choice of i and α, we “flush” all the lazy-inc
data structures for this choice of i and α in O(ni log n) time, so that no error is carried across
different values of i and α.
Lemma 8.4. One can extend the data structures of Lemma 8.3 such that, given a solution
S generated by Lemma 8.2 and Lemma 8.3 to an instance of (KC) for i ∈ [m] and α > 0,
one can simulate a weight update over (i, S) in O(log n) amortized time per iteration. The




per weight update, O(ni log n) per (1 + ε)-factor





per constant factor increase to λ.
8.6 PUTTING IT ALL TOGETHER
In this section, we summarize the main points of the algorithm and account for the running
time claimed in Theorem 8.1. We restate the theorem for convenience.
Theorem 8.1. Let ε > 0 be fixed, and consider an instance of (C) and let OPT









time outputs x ∈ Rn such that 〈c, x〉 ≤ OPT, x ≤ d, and
for all S ⊆ [n], ASx ≥ (1− ε)bS.
Proof. By known analyses (e.g., [120, Theorem 2.1]), the MWU framework returns a
(1−O(ε))-multiplicative approximation to the packing LP (D) as long as we can approx-




iterations. Moreover, each weight w(j)
increases by at most a mO(
1
ε )-multiplicative factor, and we can afford to approximate w(j)
by a multiplicative (1±O(ε))-multiplicative factor and to obtain (1±O(ε))-multiplicative
approximation to each relaxation. Thus, if we only propagate a change to w(j) when it
increases by a (1 + ε)-multiplicative factor, correctness still holds, and we can assume that






In Section 8.2.1, solving (R) is reduced to O(m log(C)/ε) instances of minimum knapsack
cover. The instances of minimum knapsack cover are visited in a round robin fashion,
where an instance is given a value λ > 0 and only needs to output a set S with ratio
≤ (1 +O(ε))λ if there exists a set with ratio ≤ (1 + ε)λ. For each instance of knapsack
cover, we maintain an (1 + ε)-approximate solution that outputs an approximate solution





time. By Lemma 8.1, Lemma 8.3, and Lemma 8.4,






time to update every time λ increases by a power of 2, and O(ni log n) time
every time λ increases by a (1 + ε)-multiplicative factor. Moreover, if an instance returns a
solution within an (1 +O(ε))-multiplicative factor of the threshold S, then it can simulate a
weight update along the corresponding knapsack cover constraint (S, i) in O(log) amortized
time (per iteration).





times. The total time spent updating the data structure
for a single instance of knapsack cover for the ith constraint is O
(
ni log




The total time over all instances is thus O
(
N log3(n) log(C)/ε2 +N log2(n) log(C)/ε3
)
.




time, can be charged to either an iteration of the MWU
























Let G = (V,E) be an undirected graph with m edges and n vertices, with positive edge
capacities given by c : E → R>0. A cut is a set of edges C ⊆ E whose removal leaves G
disconnected. For k ∈ N, a k-cut is a set of edges C ⊆ E whose removal leavesG disconnected




edges in the cut. The minimum k-cut problem is to find a k-cut C of minimum capacity
c(C).
The special case k = 2, which is to find the minimum cut, is particularly well-studied. The
minimum cut can be computed in polynomial time by fixing a source s and computing the
minimum s-t cut (via s-t max-flow) for all choices of t. Nagamochi and Ibaraki [26], [31], [32]
and Hao and Orlin [39] improved the running time to Õ(mn) which, at the time, was as fast
as computing a single maximum flow. A randomized edge contraction algorithm by Karger





is now a staple of graduate level courses on randomized algorithms. Karger [65] gave a
randomized algorithm based on the Tutte–Nash-Williams theorem [4], [5] that computes the
minimum weight cut with high probability in Õ(m) time. The best deterministic running
time for minimum cut is currently O
(
mn+ n2 log n
)
, by Stoer and Wagner [53]. Computing
the minimum capacity cut deterministically in nearly linear time is a major open problem.
Recently, Kawarabayashi and Thorup [109] made substantial progress on this problem with a
deterministic nearly linear time algorithm for computing the minimum cardinality cut in an
unweighted simple graph. This algorithm was simplified by Lo, Schmidt, and Thorup [129],
and a faster algorithm was obtained by Henzinger, Rao, and Wang [122]. For capacitated
graphs, a (2 + ε)-approximate minimum cut can be computed in O
((




deterministic time by an algorithm of Matula [35] (as observed by Karger [40]).
The general case k > 2 is more peculiar. Goldschmidt and Hochbaum [37] showed that for
any fixed k, finding the minimum k-cut is polynomial time solvable, but when k is part of the
input, the problem is NP-Hard. The aforementioned randomized contraction algorithm of





Thorup [88] gave a deterministic algorithm that also leverages the Tutte–Nash-Williams




time; this approach was recently refined to improve









The results in this chapter are from [130].
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time [136] (where the o(1) goes to zero as k increases). There are slightly faster algorithms
for particularly small values of k [66] and when the graph is unweighted [128]. As far as
algorithms with running times that are polynomial in k are concerned, Saran and Vazirani





-approximate k-cut can be obtained by O(k) minimum cut com-
putations. By the aforementioned min-cut algorithms, this approach can be implemented in
Õ(km) randomized time, Õ(kmn) time deterministically, and Õ(km) time deterministically
in unweighted graphs. Alternatively, Saran and Vazirani [48] showed that the same approx-
imation factor can be obtained by computing a Gomory-Hu tree and taking the k lightest
cuts. The Gomory-Hu tree can be computed in n maximum flow computations, and the


















ministic time (2− 2/k)-approximation for minimum k-cut, which is faster than Õ(kmn) for
sufficiently large k. (There are faster randomized algorithms for maximum flow [104], [114],
but these still lead to slower randomized running times than Õ(km) for k-cut.) An LP based
2-approximation was derived by Naor and Rabani [69], and a combinatorial 2-approximation
was given by Ravi and Sinha [87] (see also [62]), but the running times are worse than those
implied by Saran and Vazirani [48]. The best deterministic algorithm in the poly(m,n, k)






mum k-cuts in O
(
mn+ n2 log n
)
deterministic time. The constant factor of 2 is believed to
be essentially the best possible. Manurangsi [123] showed that under the small set expan-
sion hypothesis, for any fixed ε > 0, one cannot compute a (2 − ε)-approximation for the
minimum k-cut in poly(k,m, n) time unless P = NP .
The state of affairs for computing 2-approximate minimum k-cuts in poly(m,n, k)-time
parallels the status of minimum cut. The fastest randomized algorithm is an order of magni-
tude faster than the fastest deterministic algorithm, while in the unweighted case the running
times are essentially equal. A basic question is whether there exists a deterministic algorithm
that computes a 2-approximation in Õ(km) time, matching the randomized running time.
As Saran and Vazirani’s algorithm reduces k-cut to k minimum cuts, the gap between the
deterministic and randomized running times for k-cut is not only similar to, but a reflection
of, the gap between the deterministic and randomized running times for minimum cut. An
Õ(m) deterministic algorithm for minimum cut would close the gap for 2-approximate k-cut
as well.
A second question asks if computing a 2-approximate k-cut is qualitatively harder than
computing the minimum cut. There is currently a large gap between the fastest algorithm
for minimum cut and the fastest algorithm for 2-approximate minimum k-cut. Can one
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compute 2-approximate minimum k-cuts as fast as minimum cuts – in Õ(m) randomized
time? Removing the linear dependence on k would show that computing 2-approximate
k-cuts is as easy as computing a minimum cut.
9.1.1 The main result
We make progress on both of these questions with a deterministic and nearly linear time
(2 + ε)-approximation scheme for minimum k-cuts. To state the result formally, we first








xe ≥ k − 1 for all spanning trees T,
0 ≤ xe ≤ 1 for all edges e.
(9.1)
The feasible integral solutions of the LP (L) are precisely the k-cuts in G. The main contri-
bution of this chapter is a nearly linear time approximation scheme for (L).




deterministic time, one can compute an (1 + ε)-
multiplicative approximation to (L).
The integrality gap of (L) is known to be (2− 2/n) [69], [79], [134]. Upon inspection,
the rounding algorithm can be implemented in O(m log n) time, giving the following nearly
linear time (2 + ε)-approximation scheme for k-cut.
Theorem 9.2. For sufficiently small ε > 0, there is a deterministic algorithm that computes





The algorithm should be compared with the aforementioned algorithms of Saran and





-approximation to the minimum k-cut in Õ(km)






-approximate minimum k-cut in O
(
mn+ n2 log n
)
deterministic time. At
the cost of a (1 + ε)-multiplicative factor, we obtain a deterministic algorithm with nearly
linear running time for all values of k. The approximation factor converges to 2, and we can-
not expect to beat 2 under the small set expansion hypothesis [123]. Thus, Theorem 9.2 gives
a tight, deterministic, and nearly linear time approximation scheme for k-cut. Theorem 9.2
143
leaves a little bit of room for improvement: the hope is for a deterministic algorithm that
computes (2− o(1))-approximate minimum k-cuts in Õ(m) time. Based on Theorem 9.2,
we conjecture that such an algorithm exists.
9.1.2 Overview of the algorithm
Here we give a brief sketch of the algorithm. A more complete description of the algorithm
begins in earnest in Section 9.2.
The algorithm consists of a nearly linear time approximation scheme for the LP (L), and a
nearly linear time rounding scheme. The approximation scheme for solving the LP extends
techniques from Chapter 6, applied to the dual of an indirect reformulation of (L). The
rounding scheme is a simplification of the rounding scheme by Chekuri, Guha, and Naor [79]
for the more general Steiner k-cut problem, which builds on the primal-dual framework of
Goemans and Williamson [45].
The first step is to obtain a (1 + ε)-multiplicative approximation to the LP (L). Here a
(1 + ε)-multiplicative approximation to the LP (L) is a feasible vector x of cost at most a
(1 + ε)-multiplicative factor greater than the optimum value.
The LP (L) can be solved exactly by the ellipsoid method, with the separation oracle
supplied by a minimum spanning tree (abbr. MST) computation, but the running time is a
larger polynomial than desired. From the perspective of fast approximations, the LP (L) is
difficult to handle because it is an exponentially large mixed packing and covering problem,
with exponentially many covering constraints alongside upper bounds on each edge. Fast
approximation algorithms for mixed packing and covering problems (e.g. [105], [126]) give
bicriteria approximations that meet either the covering constraints or the packing constraints
but not both. Even without consideration of the objective function, it is not known how to
find feasible points to general mixed packing and covering problems in time faster than via
exact LP solvers. Alternatively, one may consider the dual of (L), as follows. Let T denote
the family of spanning trees in G.










yT ≤ ce + ze for all edges e, (9.3)
yT ≥ 0 for all spanning trees T ∈ T , (9.4)
ze ≥ 0 for all edges e. (9.5)
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This program is not a positive linear program, and the edge potentials z ∈ RE≥0 are difficult
to handle by the techniques developed in Part I. It was not known, prior to this work, how
to obtain any approximation to (L) (better than its integrality gap) with running time faster
than the ellipsoid algorithm.
Critically, we consider the following larger LP (C) instead of (L). Let F denote the family








xe ≥ |F |+ k − n for all forests F ∈ F ,
xe ≥ 0 for all edges e ∈ E.
(9.6)
(C) is also an LP relaxation for k-cut. In fact, (C) is equivalent to (L), as one can verify
directly (see Lemma 9.1 below). (C) is obtained from (L) by adding all the knapsack covering
constraints [63], which we recall from Chapter 8 makes the packing constraints (xe ≤ 1 for
each edge e) redundant.
Although the LP (C) adds exponentially many constraints to the original LP (L), (C) has









yF ≤ ce for all edges e ∈ E,
yF ≥ 0 for all forests F ∈ F .
(9.7)
The above LP packs forests into the capacitated graph G where the value of a forest F
depends on the number of edges it contains, |F |. The objective value |F |+ k− n of a forest
F is a lower bound on the number of edges F contributes to any k-cut. Clearly, we need
only consider forests with at least n− k + 1 edges.
(P) is the dual of the knapsack covering LP (D) in Chapter 8, applied to k-cut. Our setting
here is implicit, whereas the Chapter 8 dealt with explicit LPs, so we leverage additional
structure from the combinatorial context to obtain the desired running time.
To approximate the desired LP (C), we apply the MWU framework to the above LP
(P), which generates (1± ε)-multiplicative approximations to both (P) and its dual, (C).
Implementing the MWU framework in nearly linear time is not immediate, despite precedent
for similar problems. In the special case where k = 2, the above LP (P) fractionally packs
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spanning trees into G. A nearly linear time approximation scheme for k = 2 is given in
Theorem 6.1. The general case with k > 2 is more difficult for two reasons. First, the family
of forests that we pack is larger than the family of spanning trees. Second, (P) is a weighted
packing problem, where the coefficients in the objective depends on the number of edges
in the forest. When k = 2, we need only consider spanning trees with n − 1 edges, so all
the coefficients are 1 and the packing problem is unweighted. The heterogeneous coefficients
in the objective create technical complications in the MWU framework, as the Lagrangian
relaxation generated by the framework is no longer solved by a MST. In Section 9.2, we give
an overview of the MWU framework and discuss the algorithmic complications in greater
depth. In Section 9.3 and Section 9.4, we show how to extend the techniques of Chapter 6
with some new observations to overcome these challenges and approximate the LP (P) in
nearly the same time as one can approximately pack spanning trees. Ultimately, we obtain
the following deterministic algorithm for approximating the LP (P).




deterministic time, one can compute (1± ε)-
multiplicative approximations to (P), (C) and (L).
The second step, after computing a fractional solution x to (L) with Theorem 9.3, is to
round x to a discrete k-cut. The rounding step is essentially that of Chekuri, Guha, and
Naor [79] for Steiner k-cuts. Their case is more general than ours; we simplify their rounding
scheme, and pay greater attention to the running time. The rounding scheme is based on
the elegant primal-dual MST algorithm of Goemans and Williamson [45].
Theorem 9.4. Given a feasible solution x to (C), one can compute a k-cut C with cost at
most 2(1− 1/n) times the cost of x in O(m log n) time.
Applying Theorem 9.4 to the output of Theorem 9.3 gives Theorem 9.2.
Computing the minimum k-cut via the LP (L) has additional benefits. First, computing
a minimum k-cut with an approximation factor relative to the LP may be much stronger
than the same approximation factor relative to the original problem, as LP’s perform well in
practice. Second, the solution to the LP gives a certificate of approximation ratio, as we can
compare the rounded k-cut to the LP solution to infer an upper bound on the approximation
ratio that may be smaller than 2.
9.2 REVIEWING THE MWU FRAMEWORK AND IDENTIFYING BOTTLENECKS
In this section, let ε > 0 be fixed. It suffices to assume that ε ≥ 1/ poly(n), since below this
point one can use the ellipsoid algorithm instead and still meet the desired running time.
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For ease of exposition, we seek only a (1 +O(ε))-multiplicative approximation; a (1 + ε)-
multiplicative approximation with the same asymptotic running time follows by decreasing
ε by a constant factor.
9.2.1 k-cuts as a (pure) covering problem
As discussed above, the first (and most decisive) step towards a fast, fractional approxi-
mation to k-cut is identifying the right LP. The standard LP (L) is difficult because it is a
mixed packing and covering problem, and fast approximation algorithms for mixed packing
and covering problems lead to bicriteria approximations that we do not know how to round.
On the other hand, extending (L) with all the knapsack cover constraints makes the packing
constraints xe ≤ 1 redundant (as shown below), leaving the pure covering problem, (C). The
LPs (L) and (C) have essentially equivalent solutions in the following sense.
Lemma 9.1. Any feasible solution x ∈ RE≥0 to (L) is a feasible solution to (C). For any
feasible solution x to (C), the truncation x′ ∈ Rn≥0 defined by x′e = max{xe, 1} is a feasible
solution to both (L) and (C).
Proof. Let x be a feasible solution to (L). We claim that x is feasible in (C). Indeed, let F








xe ≥ k − 1− |T \ F | = k − 1− (n− 1− |F |) = |F |+ k − n, (9.8)
as desired.
Conversely, let x ∈ RE≥0 be a feasible solution to (C), and let x′ be the coordinatewise
maximum of x and 1. Since x′ ≤ 1, and the covering constraints in (L) are a subset of the
covering constraints in (C), if x′ is feasible in (C) then it is also feasible in (L). To show
that x′ is feasible in (C), let F be a forest. Let F ′ = {e ∈ F : xe > 1} be the edges in F
truncated by x′ and let F ′′ = F \ F ′ be the remaining edges. Since (a) x′e = 1 for all e ∈ F ′















≥ |F ′|+ |F ′′|+ k − n = |F |+ k − n, (9.9)
as desired. qed
While having many more constraints than (L), (C) is a pure covering problem, for which
finding a feasible point (faster than an exact LP solver) is at least plausible. The dual of
(C) is the LP (P), which packs forests in the graph and weights each forest by the number
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of edges minus (n− k). The coefficient of a forest in the objective of (P) can be interpreted
as the number of edges that forest must contribute to any k-cut.
9.2.2 Applying MWU to (P)
We first apply the coordinate-mwu-pack framework introduced in Chapter 2, similar to
the application of packing spanning trees in Chapter 6. We briefly sketch how the framework
is applied to (P). The algorithm starts with an empty solution y = 0 to the LP (P) and
increases y along forests that solve certain Lagrangian relaxations to (P). Each Lagrangian
relaxation is designed to steer y away from packing forests that have edges that are already
tightly packed. For each edge e, the framework maintains a weight w(e) that (approximately)













of capacity used by the current packing y relative to the capacity of the edge e. We call∑
F3e yF
ce
the (relative) load on edge e and is ≤ 1 if y is a feasible packing. The weight w(e)








for each edge e.














Given a (1 +O(ε))-approximate solution z to the above, the framework adds δz to y where
δ is the maximal step size from Section 2.3. The next iteration encounters a different
relaxation, where the edge weights w(e) are increased to account for the loads increased by
adding δz.
By Lemma 2.12, fractional forest packing y has objective value (1−O(ε)) OPT, and that
(1−O(ε))y satisfies all of the packing constraints. The error can be made one-sided by
scaling y up or down. Moreover, per the discussion in Section 2.4, one can easily extract an
(1 +O(ε))-relative approximation for the desired LP (C).
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9.2.3 Two bottlenecks
The MWU framework alternates between (a) solving the relaxation (R) induced by edge
weights w(e) and (b) updating the weights w(e) for each edge in response to the solution to





iterations, both parts must be im-
plemented in polylogarithmic amortized time to reach the desired running time. A sublinear
per-iteration running time seems unlikely by the following simple observations.
Consider first the complexity of simply expressing a solution. Any solution z to (R)
is indexed by forests in G. A forest can have Ω(n) edges and requires Ω(n log n) bits to











time. The difficulty of even writing down a solution to (P) is not just a
feature of the MWU framework. In general, there exists an optimal solution to (P) that is
supported by at most m forests, as m is the rank of the implicit packing matrix. Writing
down m forests also requires Ω(mn log n) bits. Thus, either on a per-iteration basis in the
MWU framework or w/r/t to the entire LP, the complexity of the output suggests a quadratic
lower bound on the running time.
A second difficulty is the MWU bottleneck, introduced in Section 2.7. The weights w(e) for
each edge reflect the load induced by the packing y, per the formula (9.10). After computing
a solution z to the relaxation (R), and updating y ← y + δz, we need to update the weights
w(e) to reflect the increased load from δz. In the worst case, δz packs into every edge,
requiring us to update O(m) individual weights. At the very least, δz should pack into the







Even in hindsight, implementing either part – solving the relaxation or updating the
weights – in isolation in sublinear time remains difficult. Our algorithm carefully plays both
parts off each other, as co-routines, and amortizes against invariants revealed by the analysis
of the MWU framework. The seemingly necessary dependence between parts is an ongoing
theme throughout this thesis.





We now apply the single-coordinate techniques of coordinate-mwu-pack. As we know
from Section 2.6, for the relaxation (R), it suffices to (approximately) identify the best
bang-for-buck forest F and taking as much as can fit in the packing constraint. The “bang-
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for-buck” ratio of a forest F is the ratio
|F |+ k − n∑
e∈F w(e)
, (9.12)
where |F | is the number of edges in F . Given a forest F (approximately) maximizing the
above ratio, we set z = γeF for γ as large as possible as fits in the single packing constraint.
Note that, when k = 2, the optimal forest is the minimum weight spanning tree w/r/t w.
We first consider the simpler problem of maximizing the above ratio over forests F with
exactly |F | = ` edges, for some ` > n − k. Recall that the MST can be computed greedily
by repeatedly adding the minimum weight edge that does not induce a cycle. Optimality
of the greedy algorithm follows from the fact that spanning trees are the bases of a matroid
called the graphic matroid. The forests of exactly ` edges are also the bases of a matroid;
namely, the restriction of the graphic matroid to forests of at most ` edges. In particular,
the same greedy procedure computes the minimum weight forest of ` edges. Repeating the







Stepping back, we want to compute the minimum weight forest with ` edges for a range
of k − 1 values of `, and we can run the greedy algorithm for each choice of `. We observe
that the greedy algorithm is oblivious to the parameter `, except for deciding when to stop.
We can run the greedy algorithm once to build the MST, and then simulate the greedy
algorithm for any value of ` by taking the first ` edges added to the MST.
Lemma 9.2. Let T be the minimum weight spanning tree w/r/t w. For any ` ∈ [n− 1], the
minimum weight forest w/r/t w with ` edges consists of the first ` minimum weight edges of
T .












observed previously [88], [120], the minimum weight spanning tree does not have to be
rebuilt from scratch from one iteration to another, but rather adjusted dynamically as the
weights change.




amortized time per incre-
ment to w, one can maintain the MST w/r/t w.
The running time of Lemma 9.3 depends on the number of times the edge weights change,
so we want to limit the number of weight updates exposed to Lemma 9.3. It is easy to see
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that solving (R) w/r/t a second set of weights w̃ that is a (1± ε)-multiplicative factor coordi-
natewise approximation of w gives a solution that is a (1± ε)-multiplicative approximation
to (R) w/r/t w. We maintain the MST w/r/t an approximation w̃ of w, and only propagate
changes from w to w̃ when w is greater than w̃ by at least a (1 + ε)-multiplicative factor. As






times. Applying Lemma 9.3 to the discretized weights w̃ and amortizing against
the total growth of weights in the system gives us the following.





total time, one can maintain the MST w/r/t a set of weights







Given such an MST T as above, and ` ∈ {n− k + 1, . . . , n− 1} we need the ` minimum
(w̃-)weight edges to form an (approximately) minimum weight forest F of ` edges. However,
the data structure of Lemma 9.3 does not provide a list of edges in increasing order of
weight. We maintain the edges in sorted order separately, where each time the dynamic
MST replaces one edge with another, we make the same update in the sorted list. Clearly,
such a list can be maintained in O(log n) time per update by dynamic trees. Our setting is
simpler because the range of possible values of any weight w̃e is known in advance as follows.













Then w̃e ∈ We for all e ∈ E at all times. Define L = {(e, α) : α ∈ We}. The set L represents






. Let B be a balanced binary tree over L, where L is sorted by increasing
order of the second coordinate w̃e (and ties are broken arbitrarily). The tree B has height






We mark the leaves based on the edges in T . Every time the MST T adds an edge e of
weight w̃e, we mark the corresponding leaf (e, w̃e) as marked. When an edge e is deleted, we
unmark the corresponding leaf. Lastly, when an edge e ∈ T has its weight increased from α
to α′, we unmark the leaf (e, α) and mark the leaf (e, α′). Note that only edges in T have
their weight changed.
∗or even less time if we build B lazily, but constructing B is not a bottleneck
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For each subtree of T , we track aggregate information and maintain data structures over
the set of all marked leaves in the subtree. For a node b in B, let Lb be the set of marked
leaves in the subtree rooted at b. For each b ∈ B we maintain two quantities: (a) the number
of leaves marked in the subtree rooted at b, |Lb|; and (b) the sum of edges weights of leaves
marked in the subtree rooted at b, Wb =
∑
(e,α)∈Lb
α. Since the height of B is O(log n), both
of these quantities can be maintained in O(log n) time per weight update.




time initially and O(log n) time per weight update, one can
maintain a data structure that, given ` ∈ [n−1], returns in O(log n) time (a) the ` minimum
weight edges of the MST (implicitly), and (b) the total weight of the first ` edges of the MST.
With Lemma 9.3 and Lemma 9.5, we can now compute, for any ` ∈ [n − 1], a (1 + ε)-
approximation to the minimum weight forest of ` edges, along with the sum weight of the
forest, both in logarithmic time. To find the best forest, then, we need only query the data
structure for each of the k − 1 integer values from n − k + 1 to n − 1. That is, excluding
the time to maintain the data structures, we can now solve the relaxation (R) in O(k log n)
time per iteration.
At this point, we still require O(km log n) time just to solve the Lagrangian relaxations
(R) generated by the MWU framework. (There are other bottlenecks, such as updating the
weights at each iteration, that we have not yet addressed.) To remove the factor of k in
solving (R), we require one final observation.
Lemma 9.6. The minimum ratio subforest of T can be found by binary search.
Proof. Enumerate the MST edges e1, . . . , en−1 ∈ T in increasing order of weight. For ease of





For each i, f(i) is the ratio achieved by the first n− k + i edges of the MST. Our goal is to
maximize f(i) over i ∈ [k − 1]. For any i ∈ [k − 2], we have



































w̃j. If iw̃n−k+i+1 ≥
n−k+i∑
j=1
w̃j for all i ∈ [k − 2], then f(1) < f(2) < · · · <
f(k − 1), so f(i) is maximized by i = k − 1. Otherwise, let i0 ∈ [k − 2] be the first value of




w̃j − i1wn−k+i1+1 =
n−k+i0∑
j=1
w̃j − i0w̃n−k+i1+1 +
n−k+i1∑
j=n−k+i0+1









That is, f(i1 + 1) ≤ f(i1) for all i1 ≥ i0. Thus f consists of one increasing subsequence
followed by a decreasing subsequence, and its global maximum is the unique local maximum.
qed
By Lemma 9.6, the choice of ` can be found by calculating the ratio of O(log k) candidate
forests. By Lemma 9.5, the ratio of a candidate forest can be computed in O(log n) time.
Lemma 9.7. Given the data structure of Lemma 9.5, one can compute a (1 +O(ε))-
multiplicative approximation to (R) in O(log n log k) time.
The polylogarithmic running time in Lemma 9.7 is surprising when considering that solu-
tions to (R) should require at least a linear number of bits, as discussed earlier in Section 9.2.3.
In hindsight, a combination of additional structure provided by the MWU framework and
the LP (P) allows us to apply data structures that effectively compress the forests and output
each forest in polylogarithmic amortized time. Implicit compression of this sort also appears
in previous work [119], [120], [133].





In Section 9.3, we showed how to solve (R) in polylogarithmic time per iteration. In this
section, we address the second main bottleneck: updating the weights w after increasing
y to y + δz per the formula (9.10), where z is an approximate solution to the relaxation
(R) and δ > 0 is the largest possible value such that no weight increases by more than
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a (1 + ε)-multiplicative factor. As discussed in Section 9.2.3, this may be hard to do in
polylogarithmic time when many of the edges e ∈ E require updating.
A sublinear time weight update must depend heavily on the structure of the solutions
generated to (R). In our case, each solution z to a relaxation (R) is of the form γeF , where
eF is the indicator vector of a forest F and γ > 0 is a scalar as large as possible subject to
the packing constraint in (R). We need to update the weights to reflect the loads induced
by δz = δγeF , where δ is chosen large as possible so that no weight increases by more than
an exp(ε)-multiplicative factor. With this choice of δ, the weight update simplifies to the
following formula. Let w denote the set of weights before the updates and w′ denote the set
of weights after the updates. For a solution z = γeF , we have
w(e)′ =







if e ∈ F.
(9.19)
The weight update formula above can be interpreted as follows. Because our solution is
supported along a single forest F , the only edges whose loads are effected are those in the
forest F . As load is relative to the capacity of an edge e, the increase of the logarithm
the weight w(e) of an edge e ∈ F is inversely proportional to its capacity. By choice of δ,
the minimum capacity edge arg min
f∈F
cf has its weight increased by an exp(ε) multiplicative
factor. The remaining edges with larger capacity each have the logarithm of their weight
increased in proportion to the ratio of the bottleneck capacity to its own capacity.
Simplifying the weight update formula does not address the basic problem of updating
the weights of every edge in a forest F , without visiting every edge in F . Here we require
substantially more structure as to how the edges in F are selected. We observe that although
there may be Ω(n) edges in F , we can always decompose F into a logarithmic number of
“canonical subforests”, as follows.
Lemma 9.8. One can maintain, in O(log n) time per update to the MST T , a collection of
subforests CT ⊆ F such that:
(i) |CT | = O(n log n).
(ii) Each edge e ∈ T is contained in O(log n) forests.
(iii) For each ` ∈ [n − 1], the forest F consisting of the ` minimum weight edges in T de-
composes uniquely into the disjoint union of O(log n) forests in CT . The decomposition
can be computed in O(log n) time.
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In fact, the collection of subforests is already maintained implicitly in Lemma 9.5. Recall,
from Section 9.3, the balanced binary tree B over the leaf set L, which consists of all possible
discretized weight-to-edge assignments and is ordered in increasing order of weight. Leaves
are marked according to the edges in the MST T , and each node is identified with the forest
consisting of all marked leaves in the subtree rooted at the node. For each ` ∈ [n − 1], the
forest F` induced by the ` minimum weight edges in T is the set of marked leaves over an
interval of L. The interval decomposes into the disjoint union of leaves of O(log n) subtrees,
which corresponds to decomposing F` into the disjoint union of marked leaves of O(log n)
subtrees of B. That is, the forests of marked leaves induced by subtrees of B gives the
“canonical forests” CT that we seek.
Decomposing the solution into a small number of known static sets is important because
weight updates can be simulated over a fixed set efficiently. We define an instance of lazy-
inc at each node in the balanced binary tree B. Whenever a leaf is marked as occupied, the
corresponding edge is inserted into each of O(log n) instances of lazy-inc at the ancestors
of the leaf; when a leaf is marked as unoccupied, it is removed from each of these instances as
well. Each instance of lazy-inc can then simulate a weight update over the marked leaves
at its nodes in O(1) constant time per instance, plus a total O(log n) amortized time. More
precisely, the additional time is amortized against the sum of increases in the logarithms of





We also track, for each canonical forest, the minimum capacity of any edge in the forest.
The minimum capacity ultimately controls the rate at which all the other edges increase,
per (9.19).
Given a forest F induced by the ` minimum weight edges of T , we decompose F into the
disjoint union of O(log n) canonical subforests of T . For each subforest we have precomputed
the minimum capacity, and an instance of lazy-inc that simulates weight updates on all
edges in the subforest. The minimum capacity over edges in F determines the rate of
increase, and the increase is made to each instance of lazy-inc in O(1) time per instance
plus O(log n) amortized time over all instances.
Lemma 9.9. Given a forest F generated by Lemma 9.7, one can update the edge weights




amortized time per iteration.
Note that Lemma 9.9 holds only for the forests output by Lemma 9.7. We can not
decompose other forests in G, or even other subforests of T , into the disjoint union O(log n)
subforests. Lemma 9.8 holds specifically for the forests induced by the ` minimum weight
edges of T , for varying values of `. This limitation highlights the importance of coupling the
oracle and the weight update: the running time in Lemma 9.7 for solving (R) is amortized
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against the growth of the weights, and the weight updates in Lemma 9.9 leverage the specific
structure by which solutions to (R) are generated.
We note that we could have used the randomized-mwu framework instead of the lazy-
inc data structure. Here one still requires the decomposition into canonical subforests; an
efficient threshold-based sampling is then conducted at each subforest.
9.5 PUTTING THINGS TOGETHER
In this section, we summarize the main points of the algorithm and account for the running
time claimed in Theorem 9.3.
Proof of Theorem 9.3. By Lemma 2.15, the MWU framework returns a (1−O(ε))-
multiplicative approximation to the packing LP (P) as long as we can approximate the
relaxation (R) to within a (1−O(ε))-multiplicative factor. This slack allows us to maintain
the weight w(e) to within a (1±O(ε))-multiplicative factor of the “true weights” given (up to
a leading constant) by (9.10). In particular, we only propagate a change to w(e) when it has
increased by a (1 + ε)-multiplicative factor. Each weight w(e) is monotonically increasing
and its growth is bounded by a mO(
1
ε )-multiplicative factor, so each weight w(e) increases











the running time is amortized against the number of weight updates, as the solution can be




amortized time. By Lemma 9.9, the weight update w/r/t

















9.6 ROUNDING FRACTIONAL FOREST PACKINGS TO K-CUTS
In this section, we show how to round a fractional solution x to (L) to a k-cut of cost at
most twice the cost of x. The rounding scheme is due to Chekuri, Guha, and Naor [79] for
the more general problem of Steiner k-cuts. The rounding scheme extends the primal-dual
framework of Goemans and Williamson [45], [50]. In hindsight, we realized the primal-dual
framework is only required for the analysis, and that the algorithm itself is very simple.
We first give a conceptual description of the algorithm, called greedy-cuts. The concep-




1. let E′ =
{




, E ← E \ E′
2. if E′ is a k-cut then return E′
3. let F be a minimum weight spanning forest in E w/r/t x w/ ` components
4. return the union of E′ and the k − ` minimum weight greedy cuts of F
Figure 9.1: A conceptual sketch of a deterministic rounding algorithm for k-cut.
give implementation details and demonstrate that it can be executed in O(m log n) time.
To describe the algorithm, we first introduce the following definitions.
Definition 9.1. Let F be a minimum weight spanning forest in a weighted, undirected graph,
and order the edges of F in increasing order of weight (breaking ties arbitrarily). A greedy
component of F is a connected component induced by a prefix of F . A greedy cut is a cut
induced by a greedy component of F .
The rounding algorithm is conceptually very simple and a pseudocode sketch is given in
Figure 9.1. We first take all the edges with xe > 1/2 + o(1). If this is already a k-cut,
then it is a 2-approximation because the corresponding indicator vector is ≤ (2− o(1))x.
Otherwise, we compute the minimum spanning forest F in the remaining graph, where the
weight of an edge is given by x. Letting ` be number of components of F , we compute the
k− ` minimum weight greedy cuts w/r/t F . We output the union of E ′ and the k− ` greedy
cuts.
Chekuri, Guha, and Naor [79] implicitly showed that this algorithm has an approximation
factor of 2(1− 1/n). Their analysis is for the more general Steiner k-cut problem, where we
are given a set of terminal vertices T , and want to find the minimum weight set of edges
whose removal divides the graph into at least k components each containing a terminal
vertex t ∈ T . The algorithm and analysis is based on the primal-dual framework of Goemans
and Williamson [45], [50]. For the minimum weight Steiner tree problem, the primal-dual
framework returns a Steiner tree and a feasible fractional cut packing in the dual LP. The cost
of the Steiner cut packing is within a 2(1− o(1))-multiplicative factor of the corresponding
Steiner tree. Via LP duality, the Steiner tree and the cut packing mutually certify an
approximation ratio of 2(1 − o(1)). The cut packing certificate has other nice properties,
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and Chekuri, Guha, and Naor [79] show that the k − 1 minimum cuts in the support of the
fractional cut packing give a 2-approximate Steiner k-cut.
For the (non-Steiner) k-cut problem, we want minimum cuts in the support of the frac-
tional cut packing returned by the primal-dual framework applied to minimum spanning
forests. To shorten the algorithm, we observe that (a) the primal-dual framework returns
the minimum spanning forest, and (b) the cuts supported by the corresponding dual cer-
tificate are precisely the greedy cuts of the minimum spanning forest. Thus greedy-cuts
essentially refactors the algorithm analyzed by Chekuri, Guha, and Naor [79].






The connection to Chekuri, Guha, and Naor [79] is not explicitly clear because Chekuri,
Guha, and Naor rounded a slightly more complicated LP. The complication arises from
the difficulty of solving (L) directly for Steiner k-cut (which can be simplified by knapsack
covering constraints, in hindsight). Morally, however, their proof extends to our setting here.
For the sake of completeness, a proof of Lemma 9.10 is included in Appendix 9.6.1.
It remains to implement greedy-cuts in O(m log n) time. With the help of dynamic
trees [18], this can be done in a straightforward fashion. We briefly describe the full imple-
mentation; pseudocode is given in Figure 9.2. Recall from the conceptual sketch above that
greedy-cuts requires up to k−1 minimum greedy cuts of a minimum spanning forest w/r/t
x. To compute the value of these cuts, greedy-cuts first simulates the greedy algorithm by
processing the edges in the spanning forest in increasing order of x. The greedy algorithm
repeatedly adds an edge that bridges two greedy components. We assemble a auxiliary for-
est of dynamic trees where each leaf is a vertex, and each subtree corresponds to a greedy
component induced by the vertices at the leaves of the subtree.
After building this dynamic forest, we compute the number of edges in each cut. We
associate each node in the dynamic forest with the greedy component induced by its leaves,
and given each node an initial value of 0. We process edges one at a time and add its weight
to the value of every node corresponding to a greedy component cutting that edge. Now,
an edge in the original graph is cut by a greedy component iff the corresponding subtree in
the dynamic forest does not contain both its end points as leaves. We compute the least
common ancestor of the endpoints in the dynamic forest in O(log n) time [19], and add the
weight of edge to every node between the leaves and the common ancestor, excluding the
common ancestor. Adding the weight to every node on a node-to-root path takes O(log n)
time [18] in dynamic trees. After processing every edge, we simply read off the value of each
greedy cut as the value of the corresponding node in the forest. Thus we have the following.
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greedy-cuts(G = (V,E),c,x)
1. let E′ =
{




, E ← E \ E′
2. if E′ is a k-cut then return E′
3. let F be a minimum weight spanning forest in E w/r/t x w/ ` components
// Arrange the greedily induced components as subtrees of a dynamic forest
4. for each v ∈ V
A. make a singleton tree labeled by v
5. for each edge f = {u, v} ∈ F in increasing order of xf
A. let Tu and Tv be the rooted trees containing u and v, respectively.
B. make Tu and Tv children of a new vertex labeled by f
// Compute the weight of each cut induced by a greedy component.
6. let each node in the dynamic forest have value 0
7. for each edge e = {u, v} ∈ E
A. add xe to the value of every node on the u-to-root and v-to-root paths
B. let w be the least common ancestor u and v
C. subtract 2xe from the value of every node on the w to root paths
8. let v1, v2, . . . , vk−` be the k − ` minimum value nodes in the dynamic forest. For
i ∈ [k − `], let Ci be the components induced by the leaves in the subtree
rooted by vi.
9. return E′ ∪ ∂(C1) ∪ · · · ∪ ∂(Ck−`)
Figure 9.2: A detailed implementation of a deterministic rounding algorithm for k-cut.
Lemma 9.11. greedy-cuts can be implemented in O(m log n) time.
Together, Lemma 9.10 and Lemma 9.11 imply Theorem 9.4.
9.6.1 Proofs for Section 9.6
As mentioned above, Chekuri, Guha, and Naor [79] gave a rounding scheme for the more
general problem of Steiner k-cut and the analysis extends to the rounding schemes presented
159
here. In this section we provide a brief sketch for the sake of completeness as there are some
slight technical differences. The proof is simpler and more direct in our setting because we
have a direct fractional solution to (L), while Chekuri, Guha, and Naor [79] dealt with a
solution to a slightly more complicated LP. We take as a starting point the existence of a
dual certificate from the primal-dual framework.
Lemma 9.12 ([45], [50]). Let F be a minimum spanning forest in a undirected graph G =
(V,E) weighted by x ∈ RE′≥0. Let C be the family of greedy cuts induced by F . Then there
exists y ∈ RC≥0 satisfying the following properties. †

















We note that the dual variables y can be computed in O(n) time (after computing the
minimum spanning forest).






Proof sketch. Let y be as in Lemma 9.12. We first make two observations about y. First, since
xe ≤
n
2(n− 1) for all e ∈ E
′, we have (by property (a) of Lemma 9.12) that yC ≤
n
2(n− 1)
for all greedy cuts C. Second, by (a) property (c) of Lemma 9.12 and (b) the feasibility of













≥ k − 1. (9.20)
Let C1, . . . , Ck−1 be the k − 1 minimum greedy cuts. Now, by (c) rewriting the sum of the






y is a feasible solution to the minimization problem, (e) interchanging sums, and





= min{〈y′, c〉 : 0 ≤ y′ ≤ 1, support(y′) ⊆ support(y), and ‖y′‖1 ≥ k − 1} (9.21)
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