We present an algorithm which computes the D th term of a sequence satisfying a linear recurrence relation of order d over a field K in O(M(d) log(D) + M(d) log(d)) operations in K, whered  d is the degree of the squarefree part of the annihilating polynomial of the recurrence and M is the cost of polynomial multiplication in K. This is a refinement of the previously optimal result of O(M(d) log(D)) operations, due to Fiduccia.
Overview. Consider a sequence (a i ) i 0 with entries in a field K that is generated by the recurrence
for all i 0, where c 0 6 = 0. Given initial conditions a j , for 0  j  d 1, along with the annihilating polynomial P = x d P d 1 j=0 c j x j , we are interested in the complexity of computing one term a D of the sequence for some index D 0. A naive solution entails computing all terms a 0 , . . . , a D , but one can do much better. It has been known since at least Fiduccia's work [2] that computing a D can be reduced to multiplication modulo P . Explicitly, define A = K[x]/P , together with the K-linear form`: A ! K given by`(x i ) = a i for i = 0, . . . , d 1. Then, since the residue class of x in A is a root of P , its powers (x i ) in A satisfy (1), and so do the values (`(x i )) i 0 ; this implies that`(x i ) = a i holds for all values of i 0. In other words, to compute a D it is enough to compute R = x D mod P as
Letting M denote a function such that polynomials of degree n can be multiplied in M(n) operations (under the assumptions of [6, Chapter 8 
A new algorithm. In this note, we present an improvement over this previous result that is useful when P has multiple factors of high multiplicities.
First, we reduce to the case where P has the form P = Q m , for squarefree Q. To that end, let
be the squarefree factorization of P , with pairwise distinct m 1 , . . . , m s and Q i squarefree of degree f i for all i; note d = P i f i m i . We can compute x D mod P by applying the Chinese Remainder Theorem to the quantities x D mod Q m i i , giving the following algorithm.
Algorithm 1 Computing one element in a linear recurrent sequence Input:
• P : characteristic polynomial of the sequence
Output: D th element of the sequence (a i ) as in (1) 1. compute the squarefree factorization of
To compute the C i 's e ciently, we will use bivariate computations. Indeed, for i = 1, . . . , s define 
The following allows us to compute i e ciently. Define coe cients e 0 , . . . , e m i 1 by
and define
, where y is seen as an element of K[y]/Q i (y). Then
where we note y is invertible in K[y]/Q i (y) as c 0 6 = 0. Now,
In this algorithm, we first need to compute coe cients e 0 , . . . , e m i 1 ; assuming that 2, . . . , m i 1 are units in K, they can be obtained in O(log(D) + M(m i )) operations in K. The powers of y we need are computed modulo
As said above, we can deduce C i from i in Las Vegas time O(M(f i m i ) log(f i m i )). Taking all i's into account and using the super-linearity of M, the total time to compute C 1 , . . . , C s is thus Tangling and untangling. We conclude by sketching our new algorithm for tangling. van der Hoeven and Lecerf reduce the tangling operation to untangling by means of a divide-and-conquer process; we propose a direct reduction that uses transposition, inspired by an algorithm from [4] that applies in univariate situations.
In what follows we use the same notation as in the previous paragraphs, but we drop the subscript i for clarity. In particular, we write f = deg(Q) and n = fm for the degree of Q m , that is, the input and output size. Given in K[y, x]/hQ(y), (x y) m i, we want to find C = c 0 + · · · + c n 1 x n 1 such that ⇡(C) = ; this simply means that C mod hQ(y), (x y) m i = .
Choose a random linear form : K[y, x]/hQ(y), (x y) m i ! K. For j 0, multiply the former equality by x j and apply ; this gives c 0 (
Taking j = 0, . . . , n 1, we can collect these equalities in a linear system HA = L, with Once H and L are known, we can recover coe cients A in O(M(n) log(n)) operations in K, since the linear system is Hankel (for a generic choice of , matrix H has full rank n). Hence, the main question is the e cient computation of the entries of matrices H and L. Both are instances of the same problem: given a K-linear form over K[y, x]/hQ(y), (x y) m i, and in K[y, x]/hQ(y), (x y) m i, compute the values ( ), . . . , (x n 1 ). As already recognized by Shoup in the univariate case, this question is the transpose of the untangling map ⇡ 1 . As a result, using the so-called transposition principle [4, 3, 1] , we can deduce an algorithm of cost O(M(n) log(n)) = O(M(fm) log(fm)) for tangling, by transposition of van der Hoeven and Lecerf's untangling algorithm.
