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GLOBAL WELL-POSEDNESS FOR THE NONLINEAR WAVE
EQUATION IN ANALYTIC GEVREY SPACES
DANIEL OLIVEIRA DA SILVA AND ALEJANDRO J. CASTRO
Abstract. We obtain an asymptotic rate of decay for the radius of spatial analyticity
of solutions to the nonlinear wave equation with initial data in the analytic Gevrey
spaces.
1. Introduction
The nonlinear wave equation (NLW) is the equation
(1) utt ´∆u “ µ|u|p´1u.
Here, u : Rd`1 Ñ C, µ P t´1, 1u, and the exponent p satisfies 1 ă p ă 8. The
case µ “ ´1 is known as the defocusing case, while µ “ 1 is called the focusing case.
This equation has a long history and many results are known; see [24] for a detailed
exposition and references therein for details. With regards to the question of local well-
posedness in the homogeneous Sobolev spaces 9Hs, H. Lindblad and C. D. Sogge [20]
showed that the optimal regularity in dimension d “ 2 is given by
sppq :“
$’&’%
3
4
´ 1
p´ 1 , 3 ď p ď 5,
1´ 2
p´ 1 , p ě 5.
See also the refinements of M. Nakamura and T. Ozawa [21]. We remark that these
results are stated for the homogeneous Sobolev spaces 9Hs, but can be extended to the
inhomogeneous Sobolev spaces Hs by a simple integration in time argument.
In the present work, we will consider the Cauchy problem for (1) with initial which
belong to the Gevrey class Gσ,spRdq. These spaces first appeared in the work of Foias
and Temam [7] on the Navier-Stokes equation and are defined as the space of functions
for which the norm
}f}Gσ,spRdq :“
ˆż
Rd
e2σ|ξ|xξy2s| pfpξq|2 dξ˙1{2
is finite. Here, pf denotes the Fourier transformpfpξq :“ Fpfqpξq :“ ż
Rd
e´ix¨ξfpxq dx,
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and xzy :“ p1`|z|2q1{2. In the case s “ 0, we write Gσ,0 “ Gσ. Note also that G0,s “ Hs.
The interest in these spaces is due to the following theorem:
Paley-Wiener Theorem. Let σ ą 0 and f P L2pRq. Then the following are equiva-
lent:
(1) f P GσpRq;
(2) f is the restriction to R of a function F which is holomorphic in the strip
Sσ “ tx` iy P C : |y| ă σu,
and satisfies
sup
|y|ăσ
}F p¨ ` iyq}L2xpRq ă 8.
A proof of this result can be found on [18, p. 174]. We remark that the implication
p1q ñ p2q also holds in higher dimensions; the proof is a simple modification of the
original. Note that this result also holds with the spaces L2 replaced with Hs and Gσ
replaced with Gσ,s.
In recent years, many authors have considered the Cauchy problem for a variety of
equations with initial data in Gσ,s spaces; see, for example [1, 2, 3, 4, 5, 8, 9, 10, 12,
13, 14, 15, 16, 17, 19, 22, 23, 25] for some of the more recent works on this subject.
It should be noted that all of the works mentioned here are concerned with equations
which are first-order in time. The only result known to the authors involving second-
order equations is the result of Y. Guo and E. S. Titi [11], which deals with general
nonlinear wave equations in the periodic setting. With these facts in mind, we present
our main results, which are the content of the following theorems:
Theorem 1.1. Let p ą 1 be an odd integer. Then the Cauchy problem
(2)
$&% utt ´∆u` |u|
p´1u “ 0,
up¨, 0q “ u0 P Gσ,spRdq,
utp¨, 0q “ u1 P Gσ,s´1pRdq,
is unconditionally locally well-posed in Gσ,spRdq ˆGσ,s´1pRdq, provided that s ą d{2´1{p
and σ ą 0. That is, for each u0 P Gσ,spRdq and u1 P Gσ,s´1pRdq, there exists δ ą 0 such
that equation (2) has a unique solution
u P Cpr0, δq;Gσ,spRdqq X C1pr0, δq;Gσ,s´1pRdqq.
Moreover, the solution depends continuously on the initial data. Thus, the analyticity
of solutions persists for sufficiently small times.
Theorem 1.2. Let d “ 1 or 2, s as in Theorem 1.1, and let p ą 1 be an odd integer.
Suppose u is a smooth local solution to the problem in equation (2), and that u0 P
Gσ0,spRdq and u1 P Gσ0,s´1pRdq. Then, for any T ą 0,
(3) sup
tPr0,T s
}up¨, tq}GσpT q,spRdq ` sup
tPr0,T s
}utp¨, tq}GσpT q,s´1pRdq ă 8,
provided that,
σpT q “ min
!
σ0,
C
p1` T qpp`1q{2
)
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when d “ 1, and
σpT q “ min
!
σ0,
C
p1` T qpp`1´εq{p1´εq
)
when d “ 2, for any ε ą 0 and some constant C ą 0 which is independent of T . Thus,
solutions exist globally, and the radius of analyticity σ for u satisfies σ ě σpT q.
Theorem 1.1 will be proved in Section 3, and Theorem 1.2 will be proved in Section
4. Before we prove these results, we first state some preliminary material in Section 2.
Remark 1.3. Theorem 1.1 is by no means optimal. We expect that it is possible to
reduce s below d{2 ´ 1{p in dimensions d ě 2 by applying Strichartz-type estimates,
though this would then become a conditional well-posedness result. Moreover, since
our goal is to study the evolution of the analyticity of solutions, we will not pursue this
here.
2. Preliminaries
To set up the proofs of Theorems 1.1 and 1.2, let us first fix the notation to be used.
In addition to the Fourier transform F, let us denote the inverse Fourier transform by
qfpxq :“ F´1pfqpxq :“ 1p2piqd
ż
Rd
eix¨ξfpξq dξ.
For any s, σ P R, we define the pseudodifferential operators eσ|D|xDys and |∇|s by the
Fourier multipliers
eσ|D|xDysf :“ F´1
´
eσ|ξ|xξys pfpξq¯
and
|∇|sf :“ F´1
´
|ξ|s pfpξq¯ .
We will denote constants which can be determined by known parameters in a given
situation by C, but whose values are not crucial to the problem at hand and may differ
from line to line. We also write a . b as shorthand for a ď Cb and a „ b when a . b
and b . a.
Next, we state some estimates which will be useful throughout. The first is the
following embedding lemma:
Lemma 2.1. Let s, s1 P R, and 0 ď σ1 ă σ. Then
}f}Gσ1,s1 pRdq . }f}Gσ,spRdq,
and hence Gσ,spRdq ãÑ Gσ1,s1pRdq.
Proof. It is well-known that
xξys1´s . epσ´σ1q|ξ|
for σ ą σ1. Multiplying by xξyseσ1|ξ| we obtain
xξys1eσ1|ξ| . xξyseσ|ξ|,
and the desired result immediately follows. 
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Another very useful inequality is the following generalized Sobolev product estimate
from [6].
Lemma 2.2. Let d ě 1, f P Hs1pRdq and g P Hs2pRdq. Then, fg P H´s0pRdq and
(4) }fg}H´s0 pRdq . }f}Hs1 pRdq}g}Hs2 pRdq,
provided that
s0 ` s1 ` s2 ě maxts0, s1, s2u and s0 ` s1 ` s2 ě d
2
,
but the equality cannot hold in both relations at the same time.
As a consequence of Lemma 2.2 we obtain:
Lemma 2.3. Let d ě 1, σ ě 0, and let p ě 3 be an odd positive integer. Then, for
every f P Gσ,spRdq,
(5) }fp}Gσ,s´1pRdq . }f}pGσ,spRdq.
whenever
s ě max
"
d
2
´ 1
p
,
1
2
ˆ
1´ 1
p
˙*
.
Proof. By definition of the Gevrey spaces we have that
(6) }fp}Gσ,s´1pRdq “ }xξys´1eσ|ξ| pfppξq}L2ξpRdq.
On the other hand,
|eσ|ξ| pf 2pξq| “ |eσ|ξ| pf ˚ pfpξq| ď ż
Rd
eσ|η|| pfpηq|eσ|ξ´η|| pfpξ ´ ηq| dη
“
´
eσ|¨|| pf | ˚ eσ|¨|| pf |¯pξq “ ´Fpeσ|D|F´1p| pf |qq ˚ Fpeσ|D|F´1p| pf |qq¯pξq
“ F
´
peσ|D|F´1p| pf |qq2¯pξq.
Iterating this relation, we can control (6) by
}fp}Gσ,s´1pRdq ď }F p}Hs´1pRdq,
where
F pxq :“ eσ|D|F´1p| pf |qpxq.
Then, in order to justify the estimate (5) it is enough to see that
(7) }F p}Hs´1pRdq . }F }pHspRdq.
As for (7), it suffices to check that
(8) }F p´k}
H
s´1` kp pRdq . }F
p´k´1}
H
s´1` k`1p pRdq}F }HspRdq, k “ 0, . . . , p´ 1,
but this follows from the product estimate in Lemma 2.2 for s as in the statement of
the lemma. 
We conclude this section with a lemma which will be very helpful in Section 4 below.
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Lemma 2.4. Let σ ě 0, p ě 3 be an odd number and let L be the operator given by
Lf :“ |eσ|D|f |p´1eσ|D|f ´ eσ|D|p|f |p´1fq.
Then for d “ 1, we have the estimate
}Lf}L2pRq . σθ }f}
p`1´2θ
2
Gσ,0pRq }∇f}
p´1`2θ
2
Gσ,0pRq, 0 ď θ ď 1,
while for d “ 2,
}Lf}L2pR2q . σθ }f}p´1`θGσ,0pR2q }∇f}1´θGσ,0pR2q, 0 ă θ ă 1.
Proof. Let us introduce the notation
F pxq :“ eσ|D|fpxq
and
Gpxq :“ F´1p| pF |qpxq.
Following the proof of Lemma 7 in [25], we have that
xLfpξq “ ż
H
´
1´ e´σpřpk“1 |ηk|´|ξ|q¯ pF pη1qpF pη2q ˆ
ˆ pF pη3qpF pη4q ¨ ¨ ¨ pF pηp´2qpF pηp´1q pF pηpq dη1 ¨ ¨ ¨ dηp´1,
where H is the hyperplane ξ “ η1 ` ¨ ¨ ¨ ` ηp. Next, we observe that
1´ e´x ď 1 and 1´ e´x ď x.
Interpolating, we see that
1´ e´x ď xθ, 0 ď θ ď 1.
Hence,
1´ e´σpřpk“1 |ηk|´|ξ|q ď σθ´ pÿ
k“1
|ηk| ´ |ξ|
¯θ ď σθ pÿ
k“1
|ηk|θ.
Plancherel’s identity then yields
(9) }Lf}L2pRdq . σθ }p|∇|θGqGp´1}L2pRdq.
To proceed, we consider each dimension separately. For d “ 1, we estimate the term
on the right hand side of equation (9) by
(10) }p|∇|θGqGp´1}L2pRq . }|∇|θG}L2pRq }G}p´1L8pRq.
For the first norm above, we apply again Plancherel to see that
}|∇|θG}L2pRq “ }|ξ|θ pG}L2pRq “ }|ξ|θ| pF |}L2pRq “ }F } 9HθpRq.
Interpolating, we have that
}F } 9HθpRq ď }F }1´θL2pRq }∇F }θL2pRq,
for 0 ď θ ď 1. For the second term on the right hand side of equation (10), we apply
the Gagliardo-Nirenberg inequality to obtain
}G}L8pRq . }G}1{2L2pRq }G}1{29H1pRq “ }F }
1{2
L2pRq }∇F }1{2L2pRq.
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Combining previous estimates, we see that
}Lf}L2pRq . σθ }F }
p`1´2θ
2
L2pRq }∇F }
p´1`2θ
2
L2pRq ,
which leads to the desired result.
For the case of d “ 2, we cannot use the Gagliardo-Nirenberg inequality as before.
Instead, we begin by applying Ho¨lder’s inequality in (9) to obtain
(11) }p|∇|θGqGp´1}L2pR2q ď }|∇|θG}L2{θpR2q }G}p´1
L
2pp´1q
1´θ pR2q
.
By Sobolev embedding, we have that
}|∇|θG}L2{θpR2q . }|∇|θG} 9H1´θpR2q . }∇f}Gσ,0pR2q
and
}G}
L
2pp´1q
1´θ pR2q
. }G} 9HαpR2q
with α given by
α :“ p´ 2` θ
p´ 1 .
Observe that 0 ă α ă 1. Thus, we can interpolate again to obtain
}G} 9HαpR2q ď }G}1´αL2pR2q }∇G}αL2pR2q “ }f}1´αGσ,0pR2q }∇f}αGσ,0pR2q.
Substituting the above estimates into equation (11), we see that
}Lf}L2pR2q . σθ}∇f}p´1`θGσ,0pR2q}f}1´θGσ,0pR2q,
as claimed. 
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We proceed via a standard fixed-point argu-
ment, where the iteration takes place in the space
Cpr0, δq;Gσ,spRdqq X C1pr0, δq;Gσ,s´1pRdqq.
We start recalling the following result for inhomogeneous linear wave equations in
Sobolev spaces ([24, p. 79]).
Lemma 3.1. Let s P R, d ě 1, and assume that
F P L1pr0, T s;Hs´1pRdqq.
Suppose u is a solution to the Cauchy problem
(12)
$&% utt ´∆u “ F px, tq,up¨, 0q “ u0 P HspRdq,
utp¨, 0q “ u1 P Hs´1pRdq.
Then u satisfies the energy estimate
sup
tPr0,T s
}up¨, tq}HspRdq ` sup
tPr0,T s
}utp¨, tq}Hs´1pRdq
. xT y
ˆ
}u0}HspRdq ` }u1}Hs´1pRdq `
ż T
0
}F p¨, τq}Hs´1pRdq dτ
˙
.
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By applying the pseudodifferential operator eσ|D| to all expressions in equation (12),
we obtain the following corollary:
Corollary 3.2. Let s P R, σ ě 0, d ě 1, and assume that
F P L1pr0, T s;Gσ,s´1pRdqq.
Suppose u is a solution to the Cauchy problem (12) with u0 P Gσ,spRdq and u1 P
Gσ,s´1pRdq. Then u satisfies the modified energy estimate
(13)
sup
tPr0,T s
}up¨, tq}Gσ,spRdq ` sup
tPr0,T s
}utp¨, tq}Gσ,s´1pRdq
. xT y
ˆ
}u0}Gσ,spRdq ` }u1}Gσ,s´1pRdq `
ż T
0
}F p¨, τq}Gσ,s´1pRdq dτ
˙
.
Next, we recall that solutions to equation (12) can be written in the Duhamel form
upx, tq “ W 1ptq ˚ u0pxq `W ptq ˚ u1pxq `
ż t
0
W pt´ sq ˚ F ps, xq ds,
where W ptq is the operator with symbol
xW ptq “ sinpt|ξ|q|ξ| .
For fixed pu0, u1q P Gσ,spRdq ˆGσ,s´1pRdq, define the mapping Φ on the space
Cpr0, δq;Gσ,spRdqq X C1pr0, δq;Gσ,s´1pRdqq
by
Φpuqpx, tq :“ W 1ptq ˚ u0pxq `W ptq ˚ u1pxq `
ż t
0
W pt´ sq ˚
´
´ |upx, sq|p´1upx, sq
¯
ds.
To prove Theorem 1.1, it suffices to show that Φ has a fixed point. For this, observe
that Φpuq is a solution to the problem$&% pB
2
t ´∆qΦpuq ` |u|p´1u “ 0,
Φpuqp¨, 0q “ u0,
Φpuqtp¨, 0q “ u1.
Moreover, for any u, v in a ball of radius R centered at 0 in the solution space, the
difference Φpuq ´ Φpvq satisfies$&% pB
2
t ´∆qpΦpuq ´ Φpvqq “ |v|p´1v ´ |u|p´1u,pΦpuq ´ Φpvqqpx, 0q “ 0,
pΦpuq ´ Φpvqqtpx, 0q “ 0.
Applying the Gevrey energy estimate in equation (13), we see that
sup
tPr0,δq
}Φpuqp¨, tq ´ Φpvqp¨, tq}Gσ,spRdq ` sup
tPr0,δq
}Φpuqtp¨, tq ´ Φpvqtp¨, tq}Gσ,s´1pRdq
. xδy
ż δ
0
››|v|p´1vp¨, τq ´ |u|p´1up¨, τq››
Gσ,s´1 dτ.
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A simple computation and a modification of the proof of Lemma 2.3 show that››|v|p´1vp¨, τq ´ |u|p´1up¨, τq››
Gσ,s´1pRdq
.
´
}up¨, τq}p´1
Gσ,spRdq ` }vp¨, τq}p´1Gσ,spRdq
¯
}up¨, τq ´ vp¨, τq}Gσ,spRdq,
for s ě d{2´ 1{p. Hence, it follows that
sup
tPr0,δq
}Φpuqp¨, tq ´ Φpvqp¨, tq}Gσ,spRdq ` sup
tPr0,δq
}Φpuqtp¨, tq ´ Φpvqtp¨, tq}Gσ,s´1pRdq
. δxδy
´
sup
tPr0,δq
}up¨, tq}p´1
Gσ,spRdq ` sup
tPr0,δq
}vp¨, tq}p´1
Gσ,spRdq
¯
sup
tPr0,δq
}up¨, tq ´ vp¨, tq}Gσ,spRdq
. δxδyRp´1 sup
tPr0,δq
}up¨, tq ´ vp¨, tq}Gσ,spRdq.
If δ ą 0 is sufficiently small, we deduce that
sup
tPr0,δq
}Φpuqp¨, tq ´ Φpvqp¨, tq}Gσ,spRdq ` sup
tPr0,δq
}Φpuqtp¨, tq ´ Φpvqtp¨, tq}Gσ,s´1pRdq
ă sup
tPr0,δq
}up¨, tq ´ vp¨, tq}Gσ,s´1pRdq ` sup
tPr0,δq
}utp¨, tq ´ vtp¨, tq}Gσ,s´1pRdq,
so that Φ is a contraction. The existence of a unique fixed point follows from the Ba-
nach fixed point theorem.
By a similar argument, we can shows that solutions depend continuously on the
initial data. Thus, the Cauchy problem for the equation (2) is locally well-posed in
Gσ,spRdq ˆGσ,s´1pRdq.
4. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. We consider two cases.
4.1. Case 1: s “ 1. To begin, we first observe that
}up¨, tq}Gσ,1pRdq „ }up¨, tq}Gσ,0pRdq ` }∇up¨, tq}Gσ,0pRdq.
This follows from the analogous result for Sobolev spaces (see, for example, [24, Ap-
pendix A]). To estimate the first term, we apply a simple integration in time argument
to show that
}up¨, tq}Gσ,0pRdq ď }up¨, 0q}Gσ,0pRdq `
ż t
0
}utp¨, τq}Gσ,0pRdq dτ.
Next, we define the quantity
Eσptq :“ 1
2
}∇up¨, tq}2Gσ,0pRdq `
1
2
}utp¨, tq}2Gσ,0pRdq `
1
p` 1
››eσ|D|up¨, tq››p`1
Lp`1pRdq .
We remark that E0ptq is the conserved energy for the equation (1). It is then easy to
see that
(14) }up¨, tq}Gσ,0pRdq . }up¨, 0q}Gσ,0pRdq `
ż t
0
E1{2σ pτq dτ.
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Moreover, since
}utp¨, tq}Gσ,0pRdq . E1{2σ ptq
and
}∇up¨, tq}Gσ,0pRdq . E1{2σ ptq,
in order to conclude (3), it suffices to show that Eσptq remains bounded in the interval
r0, T s.
To show that this is the case, we will use a bootstrap argument, where the parameter
σ will play a crucial role in “closing the bootstrap”. For any t P r0, T s, let Hptq and
Cptq be the statements
‚ Hptq: Eσpτq ď 4Eσp0q for 0 ď τ ď t,
‚ Cptq: Eσpτq ď 2Eσp0q for 0 ď τ ď t.
To close the bootstrap, we must prove the following four statements:
aq Hptq ñ Cptq;
bq Cptq ñ Hpt1q for all t1 in a neighborhood of t;
cq If ttnunPN is a sequence in r0, T s such that tn Ñ t P r0, T s, with Cptnq true for
all tn, then Cptq is also true;
dq Hptq is true for at least one t P r0, T s.
Proof of aq. Fix t P r0, T s and assume that Hptq holds. Define
Upx, tq :“ eσ|D|upx, tq,
where u is the local solution of the Cauchy problem (2). It is clear that
(15) Utt ´∆U “ ´eσ|D|p|u|p´1uq.
Moreover, the modified energy Eσptq can be written as
Eσptq “ 1
2
}∇Up¨, tq}2L2pRdq `
1
2
}Utp¨, tq}2L2pRdq `
1
p` 1 }Up¨, tq}
p`1
Lp`1pRdq .
Then, for τ ď t, we use the Fundamental Theorem of Calculus, an integration by parts,
equation (15) and the Cauchy-Schwarz inequality to deduce
(16)
Eσpτq “ Eσp0q `
ż τ
0
dEσpτ 1q
dτ
dτ 1
“ Eσp0q `
ż τ
0
ż
Rd
Retr´∆U ` Utt ` |U |p´1U sU tupx, τ 1q dxdτ 1
“ Eσp0q `
ż τ
0
ż
Rd
Retr´eσ|D|p|u|p´1uq ` |U |p´1U sU tupx, τ 1q dxdτ 1
ď Eσp0q `
ż τ
0
}r|U |p´1U ´ eσ|D|p|u|p´1uqsp¨, τ 1q}L2pRdq }Utp¨, τ 1q}L2pRdq dτ 1.
Furthermore, applying Lemma 2.4 to the last line above, we obtain the estimates
(17) Eσpτq ď Eσp0q ` Cσθ
ż τ
0
}Up¨, τ 1q} p`1´2θ2L2pRq E
p`1`2θ
4
σ pτ 1q dτ 1, 0 ď θ ď 1,
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for d “ 1, and
(18) Eσpτq ď Eσp0q ` Cσθ
ż τ
0
}Up¨, τ 1q}p´1`θL2pR2qE
2´θ
2
σ pτ 1q dτ 1, 0 ă θ ă 1,
for d “ 2, where C ą 0 is a generic constant. Here, we have also used the fact that
}∇Up¨, τq}L2pRdq ď E1{2σ pτq and }Utp¨, τq}L2pRdq ď E1{2σ pτq.
We first treat the case d “ 1. Equation (14) and the hypothesis Hptq imply that, for
0 ď τ 1 ď τ ď t ď T ,
(19)
}Up¨, τ 1q}L2pRq ď }Up¨, 0q}L2pRq `
ż τ 1
0
E1{2σ pzq dz
ď }Up¨, 0q}L2pRq ` p4Eσp0qq1{2T
ď
´
}Up¨, 0q}L2pRq ` 2E1{2σ p0q
¯
p1` T q.
Inserting this into equation (17) and using again Hptq we get
(20)
Eσpτq ď Eσp0q ` C 1σθp1` T q p`1´2θ2 T
ď Eσp0q ` C 1σθp1` T q p`3´2θ2 ,
where
C 1 :“ C
´
}Up¨, 0q}L2pRq ` 2E1{2σ p0q
¯ p`1´2θ
2 p4Eσp0qq p`1`2θ4 .
It follows that
Eσpτq ď 2Eσp0q,
provided that
(21) C 1σθp1` T q p`3´2θ2 ď Eσp0q,
or, more simply,
(22) σ ď Cp1` T q´ p`3´2θ2θ ,
for some constant C ą 0. It is easy to see that the exponent in the expression on the
right-hand side is maximized when θ “ 1, which yields the desired result.
As for d “ 2, we start from (18) and proceed similarly to (19) and (20) to get
Eσpτq ď Eσp0q ` C2σθp1` T qp`θ,
where
C2 :“ `}Up¨, 0q}L2pR2q ` 2E1{2σ p0q˘p´1`θ p4Eσp0qq 2´θ2 .
As in the previous case, the conclusion Cptq follows if
C2σθp1` T qp`θ ď Eσp0q,
which holds if
σ ď Cp1` T q´ p`θθ
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for some constant C. As before, the exponent in this expression is maximum when
θ “ 1. Since we have the restriction 0 ă θ ă 1, we choose θ “ 1´ ε for any ε ą 0. The
desired result follows. 
Proof of bq. Fix t P r0, T s, and suppose that Eσpτq ď 2Eσp0q for 0 ď τ ď t. If t “ T ,
then Hpt1q holds for all t1 in any neighborhood of t, and there is nothing to prove. So
assume that 0 ď t ă T . Then for any δ ą 0 we have
sup
τPpt´δ,ts
Eσpτq ď 2Eσp0q.
Thus, Hpt1q holds for t1 P pt´δ, ts. It remains to check t1 P rt, t`δq. From the definition
of Eσ and from equation (14) we have that
}up¨, tq}Gσ,1pRdq ` }utp¨, tq}Gσ,0pRdq ă 8.
We may then apply the local existence theory from Section 3 to construct solutions
which exist on an interval rτ, τ ` δq Ă r0, T s for some small δ ą 0. In particular, we
can do this so that
sup
τ 1Prτ,τ`δq
Eσpτ 1q ď 4Eσp0q.
Thus, Hpt1q is true for all t1 P pt´ δ, t` δq. 
Proof of cq. Let ttnunPN be a sequence in r0, T s such that tn Ñ t P r0, T s. Suppose that
Cptnq holds for all n P N. Then Eσptnq ď 2Eσp0q, for every n P N. By construction, the
H1–norm of u and the L2–norm of ut are continuous functions in time. By the Sobolev
embedding H1 ãÑ Lp`1, we have that the Lp`1–norm of u is also continuous in time. It
follows that Eσptq is continuous, so that
Eσptq “ lim
nÑ8Eσptnq ď 2Eσp0q.
Consider now τ P r0, tq. Since tn Ñ t, there exists n0 P N so that 0 ď τ ď tn0 . It follows
that Eσpτq ď 2Eσp0q. Therefore, Cptq holds. 
Proof of dq. Hp0q is obviously true. 
Based on the above results, we may close the bootstrap, and it follows that Cptq
holds for all t P r0, T s. Thus, we have proven Theorem 1.2.
4.2. Case 2: s ‰ 1. To conclude the proof for the general case, we observe that by
Lemma 2.1, if pu0, u1q P Gσ0,s ˆGσ0,s´1, then pu0, u1q P Gσ0{2,1 ˆGσ0{2,0. Thus, we may
use the theory from the previous section to show that
u P Cpr0, T s;GσpT q,1q X C1pr0, T s;GσpT q,0q.
Applying Lemma 2.1 once more, we have that
u P Cpr0, T s;GσpT q{2,sq X C1pr0, T s;GσpT q{2,s´1q.
Thus, the desired result holds for general s.
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