Let q 1 , . . . , q n be some variables and set K := R[q 1 , . . . , q n ]/ q 1 . . . q n . We show that there exists a K-bilinear product ⋆ on H * (F n )⊗K which is uniquely determined by some quantum cohomology like properties (most importantly, a degree two relation involving the generators and an analogue of the flatness of the Dubrovin connection). Then we prove that ⋆ satisfies the Frobenius property with respect to the Poincaré pairing of H * (F n ); this leads immediately to the orthogonality of the corresponding Schubert type polynomials. We also note that if we pick k ∈ {1, . . . , n} and we formally replace q k by 0, the ring (H * (F n ) ⊗ K, ⋆) becomes isomorphic to the usual small quantum cohomology ring of F n , by an isomorphism which is described precisely.
Introduction
We consider the complex flag manifold F n = {V 1 ⊂ V 2 ⊂ . . . ⊂ V n−1 ⊂ C n | V k is a linear subspace of C n , dim V = k, k = 1, . . . , n−1}.
For every k ∈ {1, . . . , n − 1} we consider the tautological vector bundle V k over F n and the cohomology 1 class y k = −c 1 (det V k ) ∈ H 2 (F n ). It is known that the classes y 1 , . . . , y n−1 generate the ring H * (F n ). Moreover, let us set x k := y k − y k−1 , 1 ≤ k ≤ n (where we assign y 0 = y n := 0). If Y 1 , . . . , Y n−1 are some variables and we set X k := Y k − Y k−1 like before, then we have the Borel isomorphism (1) H * (F n ) ≃ R[Y 1 , . . . , Y n−1 ]/ nonconstant symmetric polynomials in X 1 , . . . , X n , which maps y i to the coset of Y i , for all i ∈ {1, . . . , n − 1}.
Let us also consider the variables q 1 , . . . , q n and set K := R[q 1 , . . . , q n ]/ q 1 . . . q n .
The main result of this paper is as follows.
Theorem 1.1. There exists a product ⋆ on H * (F n ) ⊗ K which is uniquely determined by the following properties:
(i) ⋆ is K-bilinear Date: April 7, 2008. 1 The coefficient ring for cohomology will be always R.
(ii) ⋆ preserves the grading induced by the usual grading of H * (F n ) combined with deg q j = 4, 1 ≤ j ≤ n (iii) ⋆ is a deformation of the usual product, in the sense that if we formally replace all q j by 0, we obtain the usual (cup-)product on H * (F n ) (iv) ⋆ is commutative (v) ⋆ is associative (vi) we have the relation 1≤l<ℓ≤n x k ⋆ x ℓ + n j=1 q j = 0 (vii) the coefficients (y i ⋆ a) d ∈ H * (F n ) of q d := q d 1 1 . . . q dn n in y i ⋆ a satisfy (d i − d n )(y j ⋆ a) d = (d j − d n )(y i ⋆ a) d , for any d = (d 1 , . . . , d n ) ≥ 0, a ∈ H * (F n ), and 1 ≤ i, j ≤ n − 1.
We will also prove some properties of the product ⋆. The first one involves the Poincaré pairing ( , ) on H * (F n ); we actually extend it to a K-bilinear form on H * (F n ) ⊗ K.
Theorem 1.2. The product ⋆ satisfies the following Frobenius type property:
In section 3 we will also give a presentation of the ring (H * (F n ) ⊗ K, ⋆) in terms of generators and relations. Theorem 1.2 will allow us to prove that representatives of Schubert classes in this quotient ring satisfy a certain orthogonality relation, similar to the one satisfied by the quantum Schubert polynomials of [Fo-Ge-Po] and [Ki-Ma].
Finally we will prove the following theorem. Theorem 1.3. For any fixed i ∈ {1, . . . , n}, one denotes by q i the ideal of H * (F n )⊗K generated by q i . Then the quotient ring (H * (F n ) ⊗ K, ⋆)/ q i is isomorphic to the actual (small) quantum cohomology ring of F n . The isomorphism is realized by the formal replacements
andq 1 := q i−1 ,q 2 := q i−2 , . . . ,q i−1 := q 1 ,q i := q n ,q i+1 := q n−1 , . . . ,q n−1 := q i+1 , if i = n; if i = n, the replacements arẽ y j := y j ,q j := q j , for all 1 ≤ j ≤ n − 1.
Remark. The product ⋆ considered above could be relevant in the context of the (small) quantum cohomology of the infinite dimensional flag manifold LSU(n)/T (cf. [Gu-Ot] ), where LSU(n) is the space of free loops in SU(n) and T ⊂ SU(n) is a maximal torus.
For instance, Theorem 1.3 is inspired by a property of the quantum cohomology ring of LSU(n)/T which was conjectured in [Gu-Ot] (see the remark (b) following Corollary 4.2). There exists so far no rigorous definition of the latter ring. In [Mar1] we considered a product • on H * (LSU(n)/T )⊗R[q 1 , . . . , q n ] which satisfies certain natural, quantum cohomology like, properties, similar to (i)-(vii) from above (see Theorem 1.1 of that paper). It is an open question whether such a product • exists.
The paper is organized as follows: first we prove Theorem 1.3 and the uniqueness part of Theorem 1.1. Then we prove the existence part of the latter theorem, which uses a presentation of the ring (H * (F n ) ⊗ K, ⋆) in terms of generators and relations. Finally we prove the Frobenius property and the orthogonality of the Schubert type polynomials.
Acknowledgements. I thank Martin Guest and Takashi Otofuji for discussions about the topics of the paper.
Uniqueness of the product ⋆
We will show that there exists at most one product ⋆ with the properties (i)-(vii) in Theorem 1.1. First we note that the ring (H * (F n ) ⊗ K, ⋆) is generated by y 1 , . . . , y n−1 , q 1 , . . . , q n . Consequently, as a K-module, it is generated by y 1 , . . . , y n−1 . Let us consider the Schubert basis {σ w | w ∈ S n } of H * (F n ), where S n is the symmetric group. We also consider the expansions
where ω vw i ∈ K. We will show that for each i, v and w, there exists at most one ω vw i such that conditions (i)-(vii) are satisfied.
If we make q n = 0 we obtain a product, call it •, on H * (F n ) ⊗ R[q 1 , . . . , q n−1 ]. The product is commutative, associativity, and it satisfies the obvious grading condition. Moreover, for any a ∈ H * (F n ) and any d = (d 1 , . . . , d n−1 , 0) ≥ 0 we have
for all i, j ∈ {1, . . . , n − 1} and all a ∈ H * (F n ). We also have the relation 1≤l<ℓ≤n
which follows from (vi). By Theorem 1.1 of [Mar2] , the ring (H * (F n ) ⊗ R[q 1 , . . . , q n−1 ], •) is isomorphic to the quantum cohomology ring of F n . Thus the expressions ω vw i | qn=0 are prescribed. Now let us make q 1 = 0, and denote again by • the induced product on H * (F n ) ⊗ R[q 2 , . . . , q n ]. One can easily deduce from (vii) that for any a ∈ H * (F n ) any any d = (0, d 2 , . . . , d n ) we have
as well as
as well asq
where, as usually, we have denotedx k =ỹ k −ỹ k−1ỹ0 =ỹ n := 0. Again by Theorem 1.1 of [Mar1] , the ring (H * (F n ) ⊗ R[q 2 , . . . , q n ], •) is isomorphic to the actual quantum cohomology ring of F n . Thus the expressions ω vw i | q 1 =0 are also prescribed. A similar reasoning can be made in the case when q i = 0, for an arbitrary i. It is obvious that for each i ∈ {1, . . . , n − 1} and any v, w ∈ S n , there exists at most one ω vw i ∈ K with all ω vw i | q 1 =0 , . . . , ω vw i | qn=0 prescribed. This proves the uniqueness part of Theorem 1.1. Theorem 1.3 follows also.
Construction of the product ⋆
The construction is related to the periodic Toda lattice of type A. The following determinant expansion arises when describing the conserved quantities of this integrable system 2 .
We consider the variables t 1 , . . . , t n−1 , q n and the differential operators
Then we consider the ring
, where h is a formal variable. This is a graded ring with respect to
In each R k we formally replace as follows:
The resulting element of D h will be denoted by D h k . We consider the quotient ring (2)
where the brackets denote the left ideal. It is worth mentioning that ∂ n i (e t 1 . . . e t n−1 q n ) = 0, ∀i ∈ {1, . . . , n − 1} thus e t 1 . . . e t n−1 q n is a central element of D h .
We will need the following theorem, which is a straightforward consequence of [Go-Wa, Lemma 3.5].
, induces the basis of the previously mentioned module which consists of the cosets of f w (h∂ 1 , . . . , h∂ n−1 ), w ∈ S n .
Let us fix a linear basis
is the transposition of i and i + 1 in S n (for instance, we can take the Schubert basis). We choose an ordering of S n (i.e. of the elements of the basis) such that if l(v) < l(w) then v comes before w. In this way, the basis {[f w ] : w ∈ S n } of H * (F n ) consists of s 0 = 1 elements of degree 0, followed by s 1 elements of degree 2, ..., followed by s m = 1 elements of degree 2m := dim F n . Linear endomorphisms of H * (F n ) can be identified with matrices of size n! × n!. Any such matrix appears as a block matrix of the type A = (A αβ ) 1≤α,β≤m . We will say that a block matrix A = (A αβ ) 1≤α,β≤m is r-triangular if A αβ = 0 for all α, β with β − α < r. We will also use the splitting of a block matrix A = (A αβ ) 1≤α,β≤m as
where each block matrix A [r] is r-diagonal.
We set P w := f w (h∂ n 1 , . . . , h∂ n n−1 ), where w ∈ S n . By Theorem 3.1, there exists uniquely determined polynomials (Ω h i ) vw ∈ R[e t 1 , . . . , e t n−1 , q n , h] such that (4)
for all 1 ≤ i ≤ n − 1 and all w ∈ S n . We note that each (Ω h i ) vw is a homogeneous polynomial with respect to the grading given by
We consider the matrices 
with the following properties (a) V 0 is a block matrix whose diagonal is I, such that V 0 −I is 2-triangular, and all entries of V 0 which are not on the diagonal are elements of R[t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n ] (1) of degree greater than 0 (b) for any 1 ≤ j ≤ m − 2, the block matrix V j is (j + 2)-triangular and its entries are elements of R[t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n ] (1) of degree greater than 0 (c) each entry U vw is a polynomial in t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n , h, homogeneous with respect to deg t i = 0, deg h = 2, deg e t i = deg q n = 4, such that
In the following we will show how to construct the product ⋆ by using this proposition (its proof will be done after that). Consider the elements of M h which are cosets of
whereŪ vw := U vw mod e t 1 . . . e t n−1 q n , which, due to Proposition 3.2, is actually in R[e t 1 , . . . , e t n−1 , q n , h] (i.e. it is free of t 1 , . . . , t n−1 ). Equation (4) implies that in M h we have
where we have denoted
. . e t n−1 q n . From equation (7) we deduce
where the matrixΩ h i := ((Ω h i ) vw ) v,w∈Sn is given by (9)Ω h i =Ū −1Ωh iŪ + hŪ −1 ∂ n i (Ū ). Here we have used the elementary fact that if f ∈ R[t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n ] then we have the equality
as differential operators. Now from equation (6) we deduce that
. . e t n−1 q n , andω i := ω i mod e t 1 . . . e t n−1 q n . Indeed, on the one hand, (6) implies that
where we have used the abbreviation mod := mod e t 1 . . . e t n−1 q n ; on the other hand, we have
Here we have denoted by [ ] q the cosets modulo R 1 , . . . , R n−1 , A n . Another basis is given by the cosets of
w ∈ S n (this follows from Proposition 3.2 (a)). The map
Proposition 3.3. The product ⋆ defined above satisfies the conditions (i)-(vii) of Theorem 1.1.
Proof. Only condition (vii) remains to be checked. First we note that a matrix of multiplication by Y i on the space (10) with respect to the basis ([f w (Y 1 , . . . , Y n−1 )] q ) w∈Sn iŝ Ω h i | e t 1 =q 1 ,...,e t n−1 =q n−1 (this follows from equation (11) and the fact that a matrix of multiplication by Y i with respect to the basis {[f w (Y 1 , . . . , Y n−1 )] q } w∈Sn isω i ). From equation (8), the identity ∂ n i ∂ n j = ∂ n j ∂ n i for all 1 ≤ i, j ≤ n − 1, and the fact thatΩ h i are independent of h, we deduce that each entry of the matrix ∂ n i (Ω h j ) − ∂ n j (Ω h i ) is a multiple of e t 1 . . . e t n−1 q n , thus it is equal to zero in K. This implies condition (vii). Now comes the postponed proof of Proposition 3.2.
Proof of Proposition 3.2. We go along the lines of Amarzaya and Guest section 2] . Namely, for each i ∈ {1, . . . , n − 1} we write
We have the following splittings (see (3)):
The main point is that there exists a total ordering on the matrices V [j] ℓ , j ≥ ℓ + 2 ≥ 2 in such a way that equation (6) is equivalent to the system
ℓ , ∀i ∈ {1, . . . , n − 1} for j ≥ ℓ + 2 ≥ 2. In this way we can determine all V
[j] ℓ inductively.
The system is compatible, the compatibility condition being
where 1 ≤ i, j ≤ n − 1, which in turn, follows easily from (4) and the fact that ∂ n i ∂ n j = ∂ n j ∂ n i . It is also important to note that the right hand side of equation (12) is a linear combination of θ (k) i and left or right side products of such matrices with one or two V [j ′ ] ℓ ′ (see the equation displayed before Definition 2.3 in [Am-Gu] ). By using this we show recursively that all V
[j] ℓ have entries in R[t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n ] (1) . The reason is that if t k 1 1 . . . t k n−1 n−1 e m 1 t 1 . . . e m n−1 t n−1 q mn n is not in R[t 1 , . . . , t n−1 , e t 1 , . . . , e t n−1 , q n ] (1) then there exists i ∈ {1, . . . , n − 1} such that
. . , t n−1 , e t 1 , . . . , e t n−1 , q n ] (1) .
The proposition follows in an elementary way.
Frobenius property and orthogonality
We first prove Theorem 1.2.
Proof of Theorem 1.2. We consider for each i ∈ {1, . . . , n − 1} the K-linear operator on H * (F n ) ⊗ K given by
for all a, b ∈ H * (F n ). Now let us consider the Schubert basis (σ w ) w∈Sn of H * (F n ). We know that it satisfies the condition
where w 0 is the longest element of S n . We deduce easily that the matrix of Y i on H * (F n )⊗K with respect to the basis (σ w 0 w ) w∈Sn is the transposed of the matrix of "y i ⋆" with respect to the basis (σ w ) w∈Sn . From this we deduce as follows:
1. for any i, j ∈ {1, . . . , n − 1}, the operators Y i and Y j commute with each other, 2. if a is a homogeneous element of H * (F n ), then deg Y i (a) = deg a+2 and Y i (a) modulo q 1 , . . . , q n is equal to y i a.
This allows us to define a product, denoted by •, on H * (F n ) ⊗ K, as follows. For any
where ".1" denotes evaluation on the element 1 of H * (F n ). This product satisfies the hypotheses (i)-(vii) of Theorem 1.1. The first non-obvious one is (vi). This follows from the fact that
for all a ∈ H * (F n ). We use that ⋆ is associative and it satisfies condition (vi). Now let's check condition (vii). We need the following claim. To prove this we assume that a is homogeneous and we use induction by deg a. If a has degree 0 or 2, the claim is obvious. At the induction step, we assume that the claim is true for any element of H * (F n ) of degree at most d and show that it is true for any y i a, where i ∈ {1, . . . , n − 1} and a ∈ H * (F n ) with deg a ≤ d. To this end, it is sufficient to note that y i a − Y i (a) is like in the claim (by the property 2 of Y i from above and the induction hypothesis).
Because Y i .1 = y i , from the claim we deduce that
for all i ∈ {1, . . . , n − 1} and all a ∈ H * (F n ). We use again the fact that the matrix of Y i on H * (F n ) ⊗ K with respect to the basis (σ w 0 w ) w∈Sn is the transposed of the matrix of "y i ⋆" with respect to the basis (σ w ) w∈Sn . Condition (vii) follows. From Theorem 1.1, we deduce that • is the same as ⋆.
Claim 2. We have
for all k ≥ 1 and all i 1 , . . . , i k ∈ {1, . . . , n − 1}.
We prove the claim by induction on k. For k = 1 the statement is clear. Assume that it is true for k. For any i 1 , . . . , i k+1 ∈ {1, . . . , n − 1} we have
where we have used the induction hypothesis and equation (14).
Since the ring (H * (F n ) ⊗ K, ⋆) is generated as a K-algebra by y 1 , . . . , y n−1 , the claim from above implies immediately that Y i (a) = y i ⋆ a for all i ∈ {1, . . . , n − 1} and all a ∈ H * (F n ). From the definition of Y i we deduce that for all a, b, c ∈ H * (F n ). Theorem 1.2 is now proved.
In the second part of this section we deal with the presentation of (H * (F n ) ⊗ K, ⋆) in terms of generators and relations as given in the previous section. We saw that there is a canonical ring isomorphism Φ : (H * (F n ) ⊗ K, ⋆) → R[Y 1 , . . . , Y n−1 , q 1 , . . . , q n ]/ R 1 , . . . , R n−1 , q 1 . . . q n .
For each w ∈ S n we pick a polynomial f w ∈ R[{Y i }, {q j }] such that
where [ ] q denotes cosets of polynomials modulo R 1 , . . . , R n−1 , q 1 . . . q n (like in the previous section). For any f ∈ R[{Y i }, {q j }] we consider the decomposition We will prove that the polynomials f w , w ∈ S n satisfy the following orthogonality relation, similar to the one satisfied by the quantum Schubert polynomials (see [Fo-Ge-Po], [Ki-Ma]).
Proposition 4.1. We have
