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We analyze the structure of ﬁxed points for the non-Abelian four-fermion interactions model in (3 + 1)
dimensions, which has SU(Nc) ⊗ SU(N f )L ⊗ SU(N f )R symmetry from the perturbative calculation of the
beta function of the reduced system. We treat the model as an effective theory valid in a scale of energy
on which p  M , where p are the external momenta and M is a massive parameter that characterizes
the coupling constants. Using the Zimmermann reduction mechanism, we show up to 1-loop order, that
beyond the infrared ﬁxed point at the origin there is a line of non-trivial ultraviolet ﬁxed points that
depend on Nc and N f .
© 2013 Elsevier B.V. All rights reserved.1. Introduction
Effective ﬁeld theories are a subject of great interest in many
areas of theoretical physics not only due to their potential applica-
tions but also because they provide new insight into the way we
look at ﬁeld theories [1,2]. In part this interest is due to the idea
that a physical phenomenon is valid on a certain energy scale, and
the theory is said to be effective in the sense of being applied
only in a region of low energies. In this context, general relativity
[3], quantum gravity [4–6], elementary particles [7] and condensed
matter physics [8] can be utilized in such a scheme.
In elementary particle physics, four-fermion models like Nambu–
Jona–Lasinio (NJL) models [9] have been used as the most effective
theories to describe some properties of quantum chromodynam-
ics (QCD) in the low-energy limit [10,11]. They can be obtained
heuristically from theories that describe the interaction between
fermions mediated by the exchange of one gauge ﬁeld. Indeed, af-
ter functional integration over the gauge ﬁeld has been achieved,
we can obtain a local theory which is described only in terms of
fermions variables [12].
The renormalization group ﬂow of four-fermion models and its
relation to chiral symmetry breaking have been studied exten-
sively in the literature. Usually these studies are performed using
non-perturbative methods, mainly because such models are pertur-
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http://dx.doi.org/10.1016/j.physleta.2013.09.033batively non-renormalizable in a space–time D > 2 [1,13]. On the
other hand, it is well known that by using 1/N expansion these
models become renormalizable in D = 3. In fact, the incorporation
of vacuum polarization effects improves the ultraviolet behavior of
the Green functions, making models like Gross–Neveu [14–16] or
Thirring [17] renormalizable in D = 3.
In D = 2 the Gross–Neveu model has the Gaussian ﬁxed point
which is ultraviolet attractive [15]. Whereas in fewer than four di-
mensions (2 < D < 4), in the 1/N expansion, it is demonstrated
that it has a non-trivial ultraviolet ﬁxed point for the renormal-
ized coupling through the studies of both the symmetric [15] and
broken phases of the symmetry [16]. Lattice simulations conﬁrm
the existence of such non-Gaussian ﬁxed points in D = 3 [18].
In D = 4 it is well known that four-Fermi models are related to
Yukawa models near the Gaussian ﬁxed point [19,20]. In this di-
mension the ﬁxed-point structure of the beta function has been
analyzed and discussed [21,22]. In Ref. [22] a massless NJL-type
model was investigated. The authors analyzed the phase structure
of many-ﬂavor QCD using the functional renormalization group.
They claimed that the initial condition for four-fermion coupling
has to be chosen such that it is bigger than its UV ﬁxed point, then
the four-fermion coupling increases rapidly indicating the onset of
chiral symmetry breaking at the infrared limit of the theory. How-
ever, if the initial condition for the four-fermion coupling has been
chosen such that it is smaller than its UV ﬁxed point value, then
the theory is governed by the Gaussian ﬁxed point in the infrared
limit and therefore chiral symmetry breaking remains unbroken.
However, perturbative aspects of these models in D = 4 have
been less investigated in the literature mainly due to the fact that
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interaction. δi jΓ j ⊗ Γ j , with j = 1,2,3,4, can be one of the four-fermion vertices.they are non-renormalizable in this space–time. On the other hand,
since renormalizability is not a fundamental physics principle [1],
non-renormalizable models may be treated as effective theories
valid in the low energy limit, and therefore, they could become
physically relevant on this scale [1,2]. At the energy interval where
this happens, the theory behaves as a usual renormalizable one.
In this Letter we study the perturbative behavior of the beta
function and analyze the structure of ﬁxed points in a non-Abelian
four-fermion model, which has SU(Nc)⊗ SU(N f )L ⊗ SU(N f )R sym-
metry. This issue is of some interest mainly because the ﬁxed point
of these theories, in a certain sense, is related to chiral symmetry
breaking and phase transition [22].
The present Letter is organized as follows. In Section 2 we
present the model and the Feynman rules. In Section 3 we show
the regularization scheme, the appropriate renormalization group
equation, which the effective theory must obey up to 1-loop order,
as well as the calculations of perturbative beta function obtained
through the use of dimensional regularization. In Section 4 we use
the reduction mechanism of the coupling constants, through which
we will determine the effective beta function of the system and we
will investigate the ﬁxed points of the model. In Section 5 we re-
sume the main results obtained in this Letter. In Appendix A we
provide some details of calculations of a divergent part of Green
functions required to obtain the beta function, while in Appendix B
we resolve a four-point diagram as an example to illustrate our
method. In Appendix C we present the structure of ﬁxed points
for each sector of the model, as well as a numerical study in the
reduced system.
2. The model and the Feynman rules
Let us start by considering the following Lagrangian [22],
L= ψ¯(i/∂ −m)ψ + G1[V1 + V2] + G2[V1 − V2]
+ G3[V3 − V4] + G4
[
2V5 + 2V6 + 1
Nc
V1 + 1
Nc
V2
]
, (1)
which has six types of interactions
V1 =
(
ψ¯γ μψ
)2
, V2 =
(
ψ¯γ 5γ μψ
)2
,
V3 =
(
ψ¯
f1
c ψ
f2
c
)2
, V4 =
(
ψ¯
f1
c γ
5ψ
f2
c
)2
,
V5 =
(
ψ¯γ μλaψ
)2
, V6 =
(
ψ¯γ 5γ μλaψ
)2
.
The Dirac ﬁeld ψ is a spinor of four components and has an in-
ternal symmetry SU(Nc) ⊗ SU(N f )L ⊗ SU(N f )R , where λa , with
a = 1, . . . ,N2c −1, are the generators of SU(Nc) color, satisfying the
Lie algebra [λa, λb] = i f abcλc , where f abc are the structure con-
stants. The model above represents the most general structure of
fermionic quartic interactions with SU(Nc) ⊗ SU(N f )L ⊗ SU(N f )R
symmetry [22]. From the Fierz identities one can show that any
other quartic interaction can be written as a linear combination of
the interactions contained in Eq. (1) [22,23].
We adopt the following condensed notation: ψ = ψα f c , where
α, f , and c indicate Lorentz and internal symmetries (ﬂavor andcolor) with 1 f  N f and 1 c  Nc . The Lagrangian interaction
of the model above is invariant under the chiral transformation
ψ → eiα(x)γ 5ψ , although the mass of the quarks breaks this sym-
metry down.
The Feynman rules for interaction vertices are presented in
Fig. 1, and the Γ j ⊗ Γ j ( j = 1, . . . ,4) represent the tensorial struc-
ture of the four-fermion vertex given by
Γ1 ⊗ Γ1 =
(
γ μ
)
α1α2
δ f1 f2δc1c2 ⊗ (γμ)α3α4δ f3 f4δc3c4
+ (γ 5γ μ)
α1α2
δ f1 f2δc1c2 ⊗ (γ5γμ)α3α4δ f3 f4δc3c4
− (γ μ)
α1α4
δ f1 f4δc1c4 ⊗ (γμ)α3α2δ f3 f2δc3c2
− (γ 5γ μ)
α1α4
δ f1 f4δc1c4 ⊗ (γ5γμ)α3α2δ f3 f2δc3c2 ,
Γ2 ⊗ Γ2 =
(
γ μ
)
α1α2
δ f1 f2δc1c2 ⊗ (γμ)α3α4δ f3 f4δc3c4
− (γ 5γ μ)
α1α2
δ f1 f2δc1c2 ⊗ (γ5γμ)α3α4δ f3 f4δc3c4
− (γ μ)
α1α4
δ f1 f4δc1c4 ⊗ (γμ)α3α2δ f3 f2δc3c2
+ (γ 5γ μ)
α1α4
δ f1 f4δc1c4 ⊗ (γ5γμ)α3α2δ f3 f2δc3c2 ,
Γ3 ⊗ Γ3 = (δ)α1α2δ f2 f3δc1c2 ⊗ (δ)α3α4δ f1 f4δc3c4
− (γ 5)
α1α2
δ f2 f3δc1c2 ⊗ (γ5)α3α4δ f1 f4δc3c4
− (δ)α1α4δ f4 f3δc1c4 ⊗ (δ)α3α2δ f1 f2δc3c2
+ (γ 5)
α1α4
δ f4 f3δc1c4 ⊗ (γ5)α3α2δ f1 f2δc3c2 ,
Γ4 ⊗ Γ4 = 1
Nc
Γ1 ⊗ Γ1
+ 2(γ μ)
α1α2
δ f1 f2
(
λa
)
c1c2
⊗ (γμ)α3α4δ f3 f4
(
λa
)
c3c4
+ 2(γ 5γ μ)
α1α2
δ f1 f2
(
λa
)
c1c2
⊗ (γ5γμ)α3α4δ f3 f4
(
λa
)
c3c4
− 2(γ μ)
α1α4
δ f1 f4
(
λa
)
c1c4
⊗ (γμ)α3α2δ f3 f2
(
λa
)
c3c2
− 2(γ 5γ μ)
α1α2
δ f1 f2
(
λa
)
c1c2
⊗ (γ5γμ)α3α4δ f3 f4
(
λa
)
c3c4
,
where the δ symbol indicates identity matrices, and the Greek and
Latin indices are, respectively, Lorentz and internal symmetry la-
bels. The fermion propagator is given by
S F (p) =
(
i
γ μpμ −m
)
α1α2
δ f1 f2δc1c2 . (2)
3. Effective beta function at one-loop order
In this study, we use the dimensional regularization [24] in a
D-dimensional space–time to get ﬁnite Feynman amplitudes. The
choice of this regularization scheme is particularly important be-
cause it ensures that higher order counter-terms can be effectively
neglected in the construction of the theory, as noted in [25]. In
this way we avoid the problem related to the ambiguity associated
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graphs [26].
For this purpose, it is convenient to introduce the dimensionless
four-fermion coupling constants gi , and a parameter of renormal-
ization μ through the following relation
Gi = gi μ
	
M2
, (3)
where 	 = 4 − D must be set to zero at the end of the calcula-
tion. A correspondence between 	 and a momentum cutoff Λ is
discussed in many references in the literature [27]. Therefore, gi
must be considered the new perturbative coupling constants. The
dimensional regularization used here does not require an extension
of the γ 5, the metric gμν , as well as the Levi-Civita tensor outside
3 + 1 dimensions. They obeys the following prescription: the al-
gebra of the matrix γ and the contractions with the Levi-Civita
symbol will be made in D = 4 using γ μγμ = 4, γ 5 = γ5 = γ †5 =
− i4!εμνρσ γ μγ νγ ργ σ , εμνρσ εαβμν = −2(gρα gσβ − gρβ gασ ), and
the traces of the Dirac matrices are calculated directly in D = 4. Af-
ter that, the integrals will be promoted to D dimensions using the
usual rule [28]. In other situations, where these extended objects
are studied, only ﬁnite terms in the calculation of the Feynman
diagrams in this model can be induced at 1-loop order. This pro-
cedure has been applied and tested in a variety of problems [29,
30].
For simplicity we denote by Γ (N)α1 f1c1,...,αN fN cN ({pi}) = Γ (N)(p)
the renormalized vertex function of N fermion ﬁelds with {pi} =
p1, . . . , pN being the external momenta. Up to 1-loop order two
and four-point Green functions have cubic and quadratic diver-
gence in the ultraviolet, respectively. Thus, the counter-terms (ct)
generated by the renormalization process in Γ (2) and Γ (4) , accord-
ing to Weinberg’s theorem [31], can be written generically as
Γ
(2)
ct (p) ∝
gi
M2
(
Am3 + Bm2γ μpμ
)
, (4)
and
Γ
(4)
ct (p) ∝
gi g j
M4
(
Dm2 + Emγ μpμ + F p2
)
, (5)
where A, . . . , F are dimensionless constants obtained directly from
Feynman diagrams. Using the dimensional regularization they are
proportional to 1/	 , since up to one-loop order there are only sim-
ple poles. Double poles will appear from two-loop order. Therefore,
the dimensional regularization described above is very convenient
for practical calculations and free of ambiguities for the divergent
parcel, at least until the order considered here.
The massive parameter M in Eq. (3) must be considered much
bigger than any typical external momenta. It sets the scale which
limits the region where our results are valid. In this way, we shall
treat our model as an effective theory, suppressing the high mo-
mentum contributions to the Feynman amplitudes [2,25]. Thus, if
we consider the situation where p  M the terms proportional
to coeﬃcients E and F in Γ (4)ct (p) will be strongly attenuated
and can be ignored. Thus, linear (∝ E) and quadratic (∝ F ) di-
vergences will not be considered in the construction of the effec-
tive theory and only logarithmic divergences will be important in
Γ
(4)
ct (p). Hence, just the coeﬃcients A, B and D will be relevant
in this approximation and represent the renormalization of mass,
wave function and coupling constant renormalization, respectively.
Thereby, for small enough moments (p  M), the Green functions
of the Lagrangian (1), by construction, still satisfy approximately
the ’t Hooft–Weinberg renormalization group equation [32][
M2
∂
∂M2
+ μ ∂
∂μ
+ δm ∂
∂m
+
4∑
βi
∂
∂ gi
− Nγ
]
Γ (N) ≈ 0, (6)i=1where the symbol ≈ means equality in the region where all
counter-terms different from those terms already present in Eq. (1)
can be neglected.
Note that up to the order considered here (order g and g2 in
the two and four-point Green functions, respectively), in Eq. (6)
there will be no mixing of higher order contribution to β with
those related to δ and γ , because M2 enters into the perturbative
expansion only in the combination gi/M2. Thus, if we ﬁx βi in the
lowest order as being equal to gi , we eliminate all contributions
of the term with derivative with respect to M2 in Eq. (6). In other
words, the beta function in Eq. (6) is obtained by formally comput-
ing the action of the differential operator only over the four-point
Green function. Note also that the B’s coeﬃcients, which are ob-
tained from the two-point Green functions, are identically zero
since no external moment enters the loop. Therefore, as the only
relevant counter-terms of this approach are those proportional
to m2, βi can be determined from the momenta-independent part
of the residues of the four-point functions. For this purpose, the
calculation will be done at zero external momenta.
Up to second order in coupling constants the renormalized
four-point Green functions can be written as
Γ (4)(0) =
4∑
k=1
i
gk
M2
μ	Γk ⊗ Γk −
4∑
i, j,k=1
gi g j
2	i j M4
× (1− T )μ2	 I(4)i jk Γk ⊗ Γk, (7)
where 	i j = 	 ji and 	i j = 0 for i = j or 	i j = 1 for i = j, I(4)i jk de-
notes the regularized Feynman amplitudes and 	 → 0 must be
understood. T is an operator used to remove the pole term in the
amplitudes; thus, if we observe that dependence on μ of the pole
part appears through the expansion μ2	 = 1+ 2	 lnμ+O(	2), in-
troduced in each loop of integration, we can write Eq. (7) as
Γ (4)(0) =
4∑
k=1
i
gk
M2
μ	Γk ⊗ Γk −
4∑
i, j,k=1
gi g j
2	i j M4
× [F (4)
(i j) + 2m2 lnμ
(
D(i j)k
)]
Γk ⊗ Γk, (8)
where the coeﬃcients D(i j)k (k = 1, . . . ,4) are the sum of the
residues (the coeﬃcient of the term 1/	) for each diagram in the
order gi g j and F
(4)
i j is the ﬁnite part of these diagrams.
Replacing the four-point functions (8) in the renormalization
group equation (6), we can show that the beta functions of the
model are given by
βn = gn − 2i m
2
M2
4∑
i, j,k=1
gi g j
2	i j
D(i j)k , (9)
where n = 1, . . . ,4. Thus, we have four beta functions associated
with the coupling constants. Details of the calculations of the co-
eﬃcients D(i j)k can be seen in Appendix A.
4. Reduction mechanism of the coupling constants
The structure of the beta functions for this model renders its
analysis suﬃciently complex, because we have four beta functions,
each with four coupling constants to be analyzed simultaneously.
Non-perturbative methods have been used to carry out this anal-
ysis using the functional renormalization group [21,22]. However,
due to the perturbative approach developed in this Letter, it is nat-
ural we use the Zimmermann procedure for reducing the coupling
constants [33] to analyze the ﬁxed points of the theory. Such a
scheme has been applied in a variety of situations, including the
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and also in massive theories [6,34].
The idea of this formalism is to reduce all the coupling con-
stants by a single, so-called effective coupling constant (or cou-
pling constant of the reduced system). The others couplings are
then ﬁxed so as to have just one beta function in the renormal-
ization group equation. Choosing g1 as the effective coupling con-
stant, we have that the other constants are written as
g2 = ρ1g1, (10)
g3 = ρ2g1, (11)
g4 = ρ3g1, (12)
where ρi are the coeﬃcients of proportionality of a power series in
g1 (we consider here in lowest order) that must be real. Using the
reduction method we have also that the beta functions are related
as
β2 = ρ1β1, (13)
β3 = ρ2β1, (14)
β4 = ρ3β1, (15)
where β1(g1) is our effective beta function.
Using the above relations together with Eq. (9) we ﬁnd a sys-
tem of equations for {ρ1; ρ2; ρ3} that provides several real and
complex solutions in which depend on N f and Nc through the co-
eﬃcients D(i j)k . The complex solutions will be dropped since the
beta function must be real.
Due to the large number of terms contained in its algebraic
structure, it becomes impractical to write down an analytical ex-
pression for these solutions. In any case, we can say that the qual-
itative behavior of beta function of the system reduced will take
the following form
β1(g1) = g1 + m
2
M2
Cr g
2
1, (16)
where
Cr = Cr
(
ρ1(N f ,Nc),ρ2(N f ,Nc),ρ3(N f ,Nc)
)
.
From this equation we can conclude that the origin g∗1I R = 0 is
an infrared ﬁxed point whereas
g∗1UV = −
M2
m2
1
Cr
, (17)
is an ultraviolet ﬁxed point since Cr < 0. In fact, we veriﬁed nu-
merically that in the range 1  Nc,N f  50 the value of Cr is
always negative, hence the nature of the ﬁxed point of the reduced
system does not change inside this interval. The numerical study
also reveals that in the asymptotic regime, when Nc,N f → ∞, the
set of triads are reduced to only one, which leads to a very small
ﬁxed point.
It is important to note that although we have chosen β1(g1) to
make the reduction of the system, there are other possibilities that
can be performed, such as β1(g2), β2(g2), etc. . . . However, the only
one which has the same qualitative behavior, independent of the
choice of the triad {ρ1, ρ2, ρ3} is the one we have made, which is
β1 = β1(g1). For further details see Appendix C.
5. Summary
Let us summarize our results. We have calculated pertur-
batively the effective beta function in the most general non-
Abelian four-fermion interaction model with internal symmetrySU(Nc) ⊗ SU(N f )L ⊗ SU(N f )R at 1-loop order. Although not per-
turbatively renormalizable, the model was treated as an effective
ﬁeld theory in the region of low momenta. In such a situa-
tion, to ensure that higher order counter-terms can be neglected
in the construction of the effective theory, we use a variant of
the dimensional regularization prescription. Thus, quadratic diver-
gences that appear in four-point Green functions were discarded
in the approximation p  M , and consequently, only the loga-
rithmic divergences have been effectively taken into considera-
tion.
Using Zimmermann reduction mechanism and adopting g1 as a
coupling constant of the reduced system, it was veriﬁed that the
beta function of the system (β1(g1)) has two ﬁxed points: the ori-
gin, which is infrared, and a line of non-trivial ﬁxed points, which
are ultraviolet independent of the choice of the triad {ρ1(Nc,N f ),
ρ2(Nc,N f ), ρ3(Nc,N f )}. As the non-Gaussian ﬁxed point has re-
mained stable under this choice of reduction, this could indicate
that a Thirring-interaction facilitates the presence of the UV ﬁxed
point and its stability. This was also observed in [20,21] where the
presence of the Thirring interaction implies the possible existence
of further UV ﬁxed points [35].
We also observed that the behavior of the effective coupling
constant decreases as N f or Nc grows. This result seems to be
ﬁctitious due to property re-scale of the ﬁxed points g∗ → g∗Nc
(or g∗N f ). Indeed, we note after an individual analysis of each
sector (see Appendix C) that this is indeed occurring for all cou-
plings found in (1), except for the sector G3. The property re-scale
in this sector occurs only for Nc because it is composed of a
non-trivial ﬂavor structure. Therefore, if we wish to make an ex-
pansion in 1/N in this theory, the correct parameter to be used
is the number of colors. The numerical value of the non-Gaussian
ﬁxed point shows us the non-universality of this quantity, in the
sense that it depends on the regularization scheme used. How-
ever, the existence of the UV ﬁxed point is a universal statement,
and indicate that in this effective theory approach we can also
visualize this non-Gaussian ﬁxed point in the model considered
here.
We note that in this approach the non-Gaussian ﬁxed point de-
pends on the energy scale through the ratio M2/m2. Accordingly,
when non-symmetrical phase (m = 0) is considered the ultraviolet
ﬁxed point can be changed by adjusting the value of M . There-
fore, on a small scale of energy this ultraviolet ﬁxed point can
come close to the Gaussian in the infrared limit. This, in turn, may
give some indication that in this approach the asymptotic safety
would be visualized for small M . A similar result was obtained
using non-perturbative method in Gross-Neveu mode [20]. In the
chiral limit (m → 0) there is no non-Gaussian ﬁxed point, and per-
turbation theory cannot be applied because this ﬁxed point grows
very quickly in this regime. In this situation, there is only the in-
frared ﬁxed point and the theory is trivial, i.e., noninteracting. This
is consistent with the fact that the chiral symmetry breaking is a
non-perturbative phenomenon.
Our results indicate that the scheme adopted here is an al-
ternative way to approach the study of quartic fermionic theo-
ries at a low momentum regime using a perturbative treatment
in the coupling constant. It is complete in the sense that they
exhibit all possible four-fermion terms compatible with the sym-
metry SU(Nc) ⊗ SU(N f )L ⊗ SU(N f )R . It should be emphasized that
our results are valid in the region where p  M . The effects of a
higher order would lead to the appearance of new interactions in
the Lagrangian (1).
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Appendix A. Divergent part of the four-point Green functions
The general structure of the divergent part of the four-point
diagrams are shown in Fig. A.1 and it can be represented by
T
∫
d4k
(2π)4
(A ⊗ B)C = (P1Γ1 ⊗ Γ1 + P2 Γ2 ⊗ Γ2
+ P3Γ3 ⊗ Γ3 + P4 Γ4 ⊗ Γ4)1
	
,
where A and B are basically the product of the propagators and
vertices of each diagram, C is the identity matrix for diagrams
without trace or represents a trace operation (in color, ﬂavor and
Dirac space) of products of propagators and vertices. The antisym-
metrized tensor product A ⊗ B is given by
A ⊗ B = Aα1α2 Bα3α4δa1a2δa3a4
(
λi
)
c1c2
(
λ j
)
c3c4
− Aα1α4 Bα3α2δa1a4δa3a2
(
λi
)
c1c4
(
λ j
)
c3c2
,
Pi (i = 1, . . . ,4) represents the residue of the diagram and we
can have λi = λa or λi = 1c . Taking the product of Eq. (A.1) by
(Γi ⊗ Γi)T with i = 1,2,3,4, where the symbol T means there is
a transposition in the Lorentz indices, we obtain the following sys-
tem for the Pi given by
I1 = k11P1 + k12P2 + k13P3 + k14P4, (A.1)
I2 = k21P1 + k22P2 + k23P3 + k24P4, (A.2)
I3 = k31P1 + k32P2 + k33P3 + k34P4, (A.3)
I4 = k41P1 + k42P2 + k43P3 + k44P4, (A.4)
where the coeﬃcients ki j are given by
k11 = (Γ1 ⊗ Γ1)(Γ1 ⊗ Γ1)T = 256NcN f (NcN f + 1),
k12 = (Γ2 ⊗ Γ2)(Γ1 ⊗ Γ1)T = k21 = 0,
k13 = (Γ3 ⊗ Γ3)(Γ1 ⊗ Γ1)T = k31 = 0,
k14 = (Γ4 ⊗ Γ4)(Γ1 ⊗ Γ1)T
= k41 = 256
[
Nc(4Nc + N f ) − 3
]
,
Fig. A.1. The general structure of the four-point diagrams for external momenta
equal to zero. The bold line represents any one of the vertices in the Eq. (1), in-
cluding all possible combinations among them, until the order G2. The diagrams
without the trace operation generate four different types of diagrams whereas
those with the trace operation represent only one. In ﬁgure (a) we identify A =
Γ i S(k)Γ j , B = Γi S(−k)Γ j , and C = 1. In ﬁgure (b) we have A = Γ i , B = Γ j , and
C = Tr(Γi S(k)Γ j S(k)).k22 = (Γ2 ⊗ Γ2)(Γ2 ⊗ Γ2)T = 256N2f N2c ,
k23 = (Γ3 ⊗ Γ3)(Γ2 ⊗ Γ2)T = k32 = 0,
k24 = (Γ4 ⊗ Γ4)(Γ2 ⊗ Γ2)T = k42 = 0,
k33 = (Γ3 ⊗ Γ3)(Γ3 ⊗ Γ3)T = 64N2f N2c ,
k34 = (Γ4 ⊗ Γ4)(Γ3 ⊗ Γ3)T = k43 = 0,
k44 = (Γ4 ⊗ Γ4)(Γ4 ⊗ Γ4)T = 256
[
16N2f Nc
(
N2c − 1
)
+ 16N f
Nc
(
N2c − 1
)2 + 8N f
Nc
(
N2c − 1
)+ N f
Nc
+ N2f
]
,
and the integrals Ii (i = 1...4) are given by
I1 = T
∫
d4k
(2π)4
(A ⊗ B)Γ1 ⊗ Γ1C,
I2 = T
∫
d4k
(2π)4
(A ⊗ B)Γ2 ⊗ Γ2C,
I3 = T
∫
d4k
(2π)4
(A ⊗ B)Γ3 ⊗ Γ3C,
I4 = T
∫
d4k
(2π)4
(A ⊗ B)Γ4 ⊗ Γ4C .
Calculating (A⊗ B)Γi ⊗Γi we have that the integral can be written
as
I1 = 16T
∫
d4k
(2π)4(k2 −m2)2
[
2N2f Tr
(
λi
)
Tr
(
λ j
)
× (T1 + T2) − 2N f Tr
(
λiλ j
)
(T3 + T4)
]
C, (A.5)
I2 = 16T
∫
d4k
(2π)4(k2 −m2)2
[
2N2f Tr
(
λi
)
Tr
(
λ j
)
× (T1 − T2) − 2N f Tr
(
λiλ j
)
(T3 − T4)
]
C, (A.6)
I3 = 16T
∫
d4k
(2π)4(k2 −m2)2
[
2N f Tr
(
λi
)
Tr
(
λ j
)
× (T5 + T6) − 2N2f Tr
(
λiλ j
)
(T7 − T8)
]
C, (A.7)
I4 = 16T
∫
d4k
(2π)4(k2 −m2)2
[
2N2f Tr
(
λi
)
Tr
(
λ j
)
×
(
− 3
Nc
T1 − 3
Nc
T2 − 4
N f
T3 − 4
N f
T4
)
+ 2N f
× Tr(λiλ j)(4N f T1 + 4N f T2 + 3Nc T3 +
3
Nc
T4
)]
C, (A.8)
where 16 is combinatorial factor. The traces Ti that appear in the
deﬁnitions above are given by
T1 = Tr
(
Aγ μ
)
Tr(Bγμ)C = a1k2 + b1m2,
T2 = Tr
(
Aγ μγ 5
)
Tr(Bγμγ5)C = a2k2 + b2m2,
T3 = Tr
(
Aγ μBγμ
)
C = a3k2 + b3m2,
T4 = Tr
(
Aγ μγ 5Bγμγ5
)
C = a4k2 + b4m2,
T5 = Tr(A)Tr(B)C = a5k2 + b5m2,
T6 = Tr
(
Aγ 5
)
Tr(Bγ5)C = a6k2 + b6m2,
T7 = Tr(AB)C = a7k2 + b7m2,
T8 = Tr
(
Aγ 5Bγ5
)
C = a8k2 + b8m2,
where the coeﬃcients a’s and b’s represent a factor proportional
to k2 and the factor proportional to m2, respectively, that arise
after the calculation of each trace. For the structures of the
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proportional to (ak2 + bm2)/(k2 −m2)2. Using this information in
Eqs. (A.5)–(A.8) and applying the dimensional regularization pro-
cedure [24] we have
I1 = 16
	
im2
8π2
[
2N2f Tr
(
λi
)
Tr
(
λ j
)
(2a1 + 2a2 + b1 + b2)
− 2N f Tr
(
λiλ j
)
(2a3 + 2a4 + b3 + b4)
]
, (A.9)
I2 = 16
	
im2
8π2
[
2N2f Tr
(
λi
)
Tr
(
λ j
)
(2a1 − 2a2 + b1 − b2)
− 2N f Tr
(
λiλ j
)
(2a3 − 2a4 + b3 − b4)
]
, (A.10)
I3 = 16
	
im2
8π2
[
2N f Tr
(
λi
)
Tr
(
λ j
)
(2a5 − 2a6 + b5 − b6)
− 2N2f Tr
(
λiλ j
)
(2a7 − 2a8 + b7 − b8)
]
, (A.11)
I4 = 16
	
im2
8π2
[
−2N2f Tr
(
λi
)
Tr
(
λ j
){ 3
Nc
(2a1 + 2a2 + b1
+ b2) + 4
N f
(2a3 + 2a4 + b3 + b4)
}
− 2N f Tr
(
λiλ j
)
×
{
3
Nc
(2a1 + 2a2 + b1 + b2)
+ 4
N f
(2a3 + 2a4 + b3 + b4)
}]
. (A.12)
Solving the system (A.1)–(A.4) we get
P1 = θ1 I1 + θ2 I4, (A.13)
P2 = I2
(256N2c N
2
f )
, (A.14)
P3 = I3
(64N2c N
2
f )
, (A.15)
P4 = θ3 I1 + θ4 I4, (A.16)
where
θ1 =
(
9N f − 24N2c N f + 16N4c N f + NcN2f + 16N2c N2f
− 32N4c N2f + 16N6c N2f
)
/
(
256Nc
(−9+ 24N2c − 16N4c
+ 6NcN f − 8N3c N f + 9N2f − 25N2c N2f + 16N4c N2f
+ 10NcN3f + 16N2c N3f − 24N3c N3f − 32N4c N3f
+ 16N5c N3f + 16N6c N3f + N2c N4f + 16N3c N4f
− 32N5c N4f + 16N7c N4f
))
,
θ2 =
(
3Nc − 4N3c − N2c N f
)
/
(
256Nc
(−9+ 24N2c − 16N4c
+ 6NcN f − 8N3c N f + 9N2f − 25N2c N2f + 16N4c N2f
+ 10NcN3f + 16N2c N3f − 24N3c N3f − 32N4c N3f
+ 16N5c N3f + 16N6c N3f + N2c N4f + 16N3c N4f
− 32N5c N4f + 16N7c N4f
))
,
θ3 =
(
3− 4N2c − NcN f
)
/
(
256
(−9+ 24N2c − 16N4c
+ 6NcN f − 8N3c N f + 9N2f − 25N2c N2f + 16N4c N2f
+ 10NcN3f + 16N2c N3f − 24N3c N3f − 32N4c N3f
+ 16N5c N3f + 16N6c N3f + N2c N4f + 16N3c N4f
− 32N5c N4 + 16N7c N4
))
,f fθ4 =
(
NcN f + N2c N2f
)
/
(
256
(−9+ 24N2c − 16N4c
+ 6NcN f − 8N3c N f + 9N2f − 25N2c N2f + 16N4c N2f
+ 10NcN3f + 16N2c N3f − 24N3c N3f − 32N4c N3f
+ 16N5c N3f + 16N6c N3f + N2c N4f + 16N3c N4f
− 32N5c N4f + 16N7c N4f
))
,
and the integrals Ii are given by Eqs. (A.9)–(A.12). The coeﬃcients
D(i j)k in Eq. (8) are given by the sum of residues Pi (i = 1, . . . ,4)
for each diagram in the order gi g j .
Appendix B. An example
As stated at the outset, we have six types of quartic interactions
that are represented by Vi with i = 1,2,3,4,5,6. In the case of
four-point diagrams these interactions are combined two by two,
generating 36 possible interactions. Considering diagrams with and
without the trace operation we have ﬁve types of diagrams, so we
have a total of 180 different diagrams to calculate.
As an illustration we will calculate the diagram shown in
Fig. B.1, where for this diagram we have λi = 1c in Eqs. (A.9),
(A.10), (A.11) and (A.12). First we need to identify A, B and C re-
lated to the propagators and vertices of the diagram. In this case,
we have
A = I i
/k −m γ
5,
B = −I i
/k +m γ
5,
C = 1.
Now, calculating the traces that are associated with the integrals
we have
T1 = Tr
(
Aγ μ
)
Tr(Bγμ)C = 0,
T2 = Tr
(
Aγ μγ 5
)
Tr(Bγμγ5)C = 16k2,
T3 = Tr
(
Aγ μBγμ
)
C = −8k2 + 16m2,
T4 = Tr
(
Aγ μγ 5Bγμγ5
)
C = −8k2 − 16m2,
T5 = Tr(A)Tr(B)C = 0,
T6 = Tr
(
Aγ 5
)
Tr(Bγ5)C = −16m2,
T7 = Tr(AB)C = −4k2 − 4m2,
T8 = Tr
(
Aγ 5Bγ5
)
C = 4k2 − 4m2.
Identifying the terms proportional to k2 (coeﬃcients a’s) and m2
(coeﬃcients b’s) found that a1 = 0, b1 = 0, a2 = 16, b2 = 0, a3 =
−8, b3 = 16, a4 = −8, b4 = −16, a5 = 0, b5 = 0, a6 = 0, b6 = −16,
a7 = −4, b7 = −4, a8 = 4 and b8 = −4. Then, the integrals are
given by
Fig. B.1. Diagram of four points with V3 V4 interactions.
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π2
im2NcN f (1+ NcN f ),
I2 = − 8
π2
im2NcN f (1+ NcN f ),
I3 = 4
π2
im2NcN f (Nc + N f ),
I4 = 8
π2
im2
(−3N f + 4N2c N f + Nc(4− 3N2f )),
while the same should be replaced in Eqs. (A.13)–(A.15) and (A.16)
to determine the residues. To express the values of the residues
more simply, consider Nc = N f = 3 so we have that
P1 = 35915im
2
1149056π2
,
P2 = − 5im
2
144π2
,
P3 = im
2
24π2
,
P4 = − 15im
2
1149056π2
.
Appendix C. Structure of the ﬁxed points of the individual
vertices
In this appendix we will consider the individual behavior of the
ﬁxed points of each vertex contained in the Lagrangian (1). Similar
to what we obtain for the reduced system, the beta function has
the following structure
βi = gi + m
2
M2
Cg2i , (C.1)
where i = 1,2,3,4 and C is a constant that depends on Nc and
N f , which can be positive or negative depending on the choice of
parameters. According to the structure of equation (C.1), the origin
will always be infrared and the non-Gaussian will be ultraviolet.
When we consider only the vertex G1 we ﬁnd that the beta
function for any values of Nc and N f will always have the behav-
ior shown in Fig. C.1(a) (C < 0). For the sector G2, the behavior
of the beta function is given by Fig. C.1(c) (C > 0), except when
Nc = N f = 1, which will behave like Fig. C.1(a) (C < 0). For the
sector G3, the beta function will always have the behavior shown
in Fig. C.1(c) (C > 0). Finally, for the sector G4, the beta function
changes its behavior between Fig. C.1(a) and Fig. C.1(c) according to
the values of Nc and N f . We believe that these alternations occur
because the vertex G4 contains the vertex G1.
The values for the non-Gaussian ﬁxed points are shown below:
g∗1UV =
M2
m2
Num1
Den1
, (C.2)
where
Num1 = π2
(−9+ 24N2c − 16N4c + 6NcN f − 8N3c N f + 9N2f
− 25N2c N2f + 16N4c N2f + 10NcN3f + 16N2c N3f
− 24N3c N3f − 32N4c N3f + 16N5c N3f + 16N6c N3f + N2c N4f
+ 16N3c N4f − 32N5c N4f + 16N7c N4f
)
,
and
Den1 = 4
(−12Nc + 16N3c + 36N f − 44N2c N f − 36N2f
− 39NcN2f + 96N2c N2f + 84N3c N2f − 64N4c N2f − 64N5c N2f
+ 23NcN3 − 91N2c N3 − 72N3c N3 + 160N4c N3f f f fFig. C.1. Possible behaviors of the beta function. The negative ﬁxed point is a fake,
resulting from the approximation used here.
+ 48N5c N3f − 64N6c N3f + 39N2c N4f + 60N3c N4f − 96N4c N4f
− 96N5c N4f + 64N6c N4f + 48N7c N4f + 4N3c N5f + 64N4c N5f
− 128N6c N5f + 64N8c N5f
)
.
g∗2UV = −
M2
m2
NcN f π2
4(4− 9NcN f + 4N2c N2f )
. (C.3)
g∗3UV = −
M2
m2
NcN f π2
8(−2Nc − N f + 4N2c N f )
. (C.4)
g∗4UV =
M2
m2
Num4
Den4
, (C.5)
where
Num4 = π2
(−9Nc + 24N3c − 16N5c + 6N2c N f − 8N4c N f
+ 9NcN2f − 25N3c N2f + 16N5c N2f + 10N2c N3f + 16N3c N3f
− 24N4c N3f − 32N5c N3f + 16N6c N3f + 16N7c N3f
+N3c N4f + 16N4c N4f − 32N6c N4f + 16N8c N4f
)
,
and
Den4 = 4N f
(
564+ 92Nc − 2064N2c − 224N3c + 2528N4c
+ 128N5c − 1024N6c + 12N f − 467NcN f − 36N2c N f
+ 1012N3c N f + 32N4c N f − 544N5c N f − 576N2f
+ 3NcN2f + 2089N2c N2f + 16N3c N2f − 2544N4c N2f
+ 1024N6c N2f − 640NcN3f − 1045N2c N3f + 2172N3c N3f
+ 3088N4c N3f − 2560N5c N3f − 3072N6c N3f + 1024N7c N3f
+ 1024N8c N3f − 64N2c N4f − 1036N3c N4f + 64N4c N4f
+ 3072N5c N4f − 3072N7c N4f + 1024N9c N4f
)
.
As we can see the non-Gaussian ﬁxed points have the following
behavior
gi ≈ 1
N
, (C.6)
where N is generically Nc or N f . However, this conclusion is not
true for g∗ case where it behaves like ≈ 1 with respect to N f .3UV
V.S. Alves et al. / Physics Letters A 377 (2013) 3084–3092 3091Fig. C.2. Numeric graphic of the UV ﬁxed point g1 × N f . We are setting Nc = 3 and
ranging N f from 1 to 50. The solid line represents the function, obtained numeri-
cally, that best adjusts to points {N f , g1}.
Fig. C.3. Numeric graphic of the UV ﬁxed point g1 × Nc . We are setting N f = 3 and
ranging Nc from 1 to 50. The solid line represents the function, obtained numeri-
cally, that best adjusts to points {Nc , g1}.
For the reduced system we choose β1(g1), due to it being the
only sector that individually has the same behavior for ﬁxed points
independent of the choice of Nc and N f .
A natural question that arises is whether this behavior could be
modiﬁed by the presence of other vertices. We observe that for the
other reductions we have all behaviors shown in Fig. C.1. Only the
reduction β1(g1) exhibits the behavior shown in Fig. C.1(a) for any
choice of {ρ1(Nc,N f );ρ2(Nc,N f );ρ3(Nc,N f )}, thus reproducing
the same qualitative result when we consider only the sector g1.
Due to the complexity of the reduction procedure it was not
possible to obtain the ρi analytically. However, numerically, for 1
Nc,N f  50 we can get a set of several triads for each value of
these parameters. In this way, we calculated the respective ﬁxed
points, which have the following general structure g1 = a/Nx + b,
where x ≈ 1 and a and b are a small number that decreases when
Nc (or N f ) increases, for all possible values of ρi(Nc,N f ) within
this range. It is worth mentioning that the parameter b decreases
faster than parameter a.
In Figs. C.2 and C.3 we have two examples of numerical plots
of the non-Gaussian ﬁxed points of the reduced system, the ﬁrst
one with respect to N f and the second one for Nc . The graphs are
shown for some values {N f , g1} and {Nc, g1} and for each pair a
given triad was chosen.References
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