The rebmix package provides R functions for random univariate and multivariate finite mixture model generation, estimation, clustering and classification. The paper is focused on multivariate normal mixture models with unrestricted variance-covariance matrices. The objective is to show how to generate datasets for a known number of components, numbers of observations and component parameters, how to estimate the number of components, component weights and component parameters and how to predict cluster and class membership based upon a model trained by the REBMIX algorithm. The accompanying plotting, bootstrapping and other features of the package are dealt with, too. For demonstration purpose a multivariate normal dataset with unrestricted variance-covariance matrices is studied.
Introduction
Mixture models are a commonly employed tool in statistical modeling. There are quite some packages in the R statistical environment enabling number of components, component weights and component parameter estimation, clustering, classification or all (Leisch and Grün, 2016; Scrucca et al., 2016) . The normal mixture models are implemented, e.g., in the following packages listed in the chronological order: mclust Raftery, 2002, 2007) , flexmix (Leisch, 2004; Leisch, 2007, 2008) , mixtools (Benaglia et al., 2009) , HDclassif (Bergé et al., 2012) , bgmm (Biecek et al., 2012) , EMCluster (Chen and Maitra, 2018) , Rmixmod (Lebret et al., 2015) , mixture (Browne and McNicholas, 2014) and GMCM (Bilgrau et al., 2016) . Some of them can also handle non-normal components and they all rely on the expectationmaximization (EM) algorithm or on one of its variants.
The paper aims to present the rebmix package. REBMIX stands for the Rough and Enhanced component parameter estimation that is followed by the Bayesian classification of the remaining observations for the finite MIXture estimation. REBMIX originating in (Nagode and Fajdiga, 1998 ) is an alternative algorithm to parameter estimation for finite mixture models. It is based on the hypothesis that the problem of finite mixture estimation can be broken into multiple problems of component parameter estimations for basic parametric family types.
Here the governing equations preexist and originate in the maximum likelihood. REBMIX thus estimates component weight and component parameters for each component individually as distinguished from EM where component weights and component parameters for all components are estimated simultaneously.
The rest of the paper is organized as follows. First, the REBMIX algorithm with its input and output arguments is presented. Second, the set of equations for multivariate normal mixture models with unrestricted variance-covariance matrices is derived. Next, a multivariate normal dataset is studied to demonstrate how the rebmix package can be applied in the area of finite mixture estimation, clustering and classification. The last section is the conclusion.
Algorithm
Let y 1 , . . . , y n be an observed d dimensional dataset of size n of continuous vector observations y j = (y 1j , . . . , y ij , . . . , y dj ) . Each observation is assumed to follow the predictive mixture density
with multivariate normal component densities
The objective is to obtain the number of components c, component weights w l summing to 1 and component parameters θ l = (µ l , Σ l ) . The REBMIX algorithm for conditionally independent normal, lognormal, Weibull, gamma, binomial, Poisson and Dirac component densities is explained in detail in Nagode and Fajdiga (2011a,b) ; Nagode (2015) . The paper is therefore focused on the mixtures of multivariate normal component densities with unrestricted variancecovariance matrices. The REBMIX algorithm implemented in R package rebmix is depicted in Fig. 1 . It may be affected by maximum fourteen input arguments. Depending on the parametric families, three or four of them are mandatory while the rest are optional. For mixtures of conditionally independent component densities, argument model can be omitted. If model="REBMVNORM", then arguments pdf and theta1 are superfluous and the output for mixtures of multivariate normal component densities with unrestricted variance-covariance matrices is returned.
Algorithm flow
Dataset is a list of data frames of size n × d containing d dimensional datasets. Each ofcriteria.
Preprocessing of observations
The observations have to be preprocessed initially. In other words, empirical densities have to be assigned to the observations. For this purpose the histogram, Parzen window or k nearest neighbour may be used. Here number of bins v or nearest neighbours k plays an important role. To find the number of bins or nearest neighbours resulting in the lowest value of the information criterion, the loop 4 in Fig. 1 runs for all K. Package KernSmooth may, e.g., be used to attain the optimal number of bins for d = 1.
Global mode detection
Fundamental assumption of the REBMIX algorithm is that at least one component of the mixture should appear at the vicinity of the global mode, where for the Parzen window and k nearest neighbour the global mode stands for the d dimensional observation y m with the highest empirical density. For the histogram the global mode corresponds to the mean of a binȳ m with the highest empirical density. Index m is used here to denote this particular value in the d dimensional space. The loops 3 and 2 in Fig. 1 are executed iteratively. The algorithm presumes only one component initially and calculates the information criterion for a mixture with that component. Onwards the number of components increases gradually and the information criterion is calculated for the corresponding mixtures. The loops 3 and 2 stop when number of components c ≥ c max or c ≥ v or c ≥ k.
Rough component parameter estimation
Rough multivariate normal component parameter estimation is based on the component conditional densities f (y i |yî, θ il ) = 1 √ 2πσ il exp − 1 2
If the equality of the predictive and empirical component conditional densities f (ŷ im |ŷî m , θ il ) = f i|î.lm (4) at the global modeŷ m is met, then
Indexî = 1, . . . , i − 1, i + 1, . . . , d. Observationŷ m equals the mean of a binȳ m for the histogram andŷ m = y m for the Parzen window and k nearest neighbour (Nagode, 2015) . For the histogram, the variance-covariance matrix is given by
where k lj denote frequencies and µ l = (µ 1l , . . . , µ dl ) . Number of bins v is replaced by n for the Parzen window or k nearest neighbour. Once the variance-covariance matrix is known, the correlation matrix cor l = diag(cov l )
and its inverse cor
are determined. It can be proved that
which yields
The idea is to prevent the component from flowing away from the global mode as at least one component is supposed to be in its vicinity. This yields f (y =ŷ m |θ l ) = 1
wherefrom
The lower limit of ε is set to 1 in order to prevent f (y =ŷ m |θ l ) to be less than the empirical density at the global mode f lm . This finally yields
The loose restraints are treated exactly the same way as in Nagode (2015) . The loop 1 in Fig. 1 splits the dataset into two clusters, the one corresponding to the currently observed component and the residue. The former is used to estimate the component weight and rough component parameters. The latter is split into two clusters repeatedly until c ≥ c max or c ≥ v or c ≥ k. When the total of positive relative deviations attains its minimum, the enhanced component parameters are estimated and the loop 1 stops.
Enhanced component parameter estimation
Maximum likelihood is employed to obtain enhanced component parameters. For the histogram, enhanced multivariate normal component parameters are given by
Index v is replaced by n for the Parzen window or k nearest neighbour.
First and second moment calculation
The first and second moment m l = µ l and
of the multivariate normal distribution are required for classification of the unassigned observations.
Bayes classification of the unassigned observations
When the weight of the unassigned observations w l ≤ D min (l − 1), then the assignment of new components stops. The constant 0 < D min ≤ 1 is optimized by one of the information criteria. Unassigned observations k lj are then assumed to belong to the existing classes. The classification of unassigned observations is accomplished by the Bayes decision rule Duda and Hart (1973) l = arg max l w l f (y j |θ l )
where k lj is added to the lth class and the component weight and both moments are recalculated Bishop (1995) . Once all v bin means or all n observations are processed, the predictive mixture parameters are gained by inverting Equation (15) . The overall optimal number of components, component weights and component parameters are those resulting in the lowest value of the information criterion.
The method returns an object of class "RNGMVNORM" containing Dataset.name, rseed, n, Theta, Dataset, Zt, w, Variables, ymin and ymax slots. Refer to help("RNGMIX-class") for details. Only three slots are shown if mvnorm is called
Finite mixture estimation
This section shows how normal finite mixture with unrestricted variance-covariance matrices is estimated given that the dataset from the previous section is known. By calling the REBMIX method, finite mixture for the data frame mvnorm\_1 stored in the list mvnorm@Dataset is estimated. From experience it is reasonable to set Preprocessing to "histogram" for n > 1000. Otherwise "Parzenwindow" or "k-nearestneighbour" may be preferable. The algorithm always searches the optimal number of components between 1 and c max . Maximum number of components c max is, as a rule, chosen to be larger than the maximum expected number of components. For the complete list of arguments refer to help("REBMIX-methods").

Object mvnormest of class "REBMVNORM" contains Dataset, Preprocessing, cmax, Criterion, Variables, pdf, theta1, theta2, K, y0, ymin, ymax, ar, Restraints, w, Theta, summary, pos, opt.c, opt.IC, opt.logL, opt.D, all.K and all.IC slots. Refer to help("REBMIX-class") for details. To produce object summaries, the summary method is called. In the particular case only one dataset is stored in mvnorm@Dataset. However, it is possible to store more than one dataset to mvnorm@Dataset. All datasets are then processed with the same arguments when the REBMIX method is called. Refer to the example section of help("RNGMIX-methods") for details. To print the coefficients, the coef method is called, where pos stands for the desired row number in mvnormest@summary to be printed or plotted. 
Bootstrapping
Bootstrapping is dealt with in this section. It is the practice of estimating standard errors and coefficients of variation by measuring those properties when sampling from approximating distribution stored in the mvnormest object. If Bootstrap="parametric", the bootstrap datasets are generated by executing the RNGMIX method within the boot method based on the component weights and component parameters of the mvnormest object. The number of bootstrap datasets is controlled by the B argument. If Bootstrap="nonparametric", the bootstrap datasets are generated directly from the mvnorm\_1 data frame by applying the sample.int built-in R method. The boot method mvnormboot <-boot(mvnormest, pos = 1, Bootstrap = "parametric", B = 10) returns object mvnormboot of class "REBMVNORM.boot". 
Clustering
Clustering is used here to group observations in such a way that those with similar features come together and the ones with dissimilar features go apart. It belongs to unsupervised learning. Clustering requires the mvnormest object and pos. It is supposed that components exactly match the clusters and that true cluster membership Zt is unknown. In the particular multivariate normal dataset Zt is known and therefore may enter the RCLRMIX method. mvnormclu <-RCLRMIX(model = "RCLRMVNORM", mvnormest, pos = 1, Zt = mvnorm@Zt) Object mvnormclu of class "RCLRMIX" is returned. It contains x, pos, Zt, Zp, c, prob, from, to, EN and ED slots. Refer to help("RCLRMIX-class") for details. Combining mixture components for clustering follows Baudry et al. (2010) . If Zt is known and enters the RCLRMIX method, then the probabilities of correct clustering mvnormclu@prob are calculated, which is convenient to test the package. The optimal number of clusters is given by copt <-which.max(mvnormclu@prob)) > copt [1] 16 and does not necessarily coincide with the true number of clusters. To plot the mvnormclu object in Fig 4 forThe probability of correct clustering for copt is then
The summary method returns entropy EN and entropy decrease ED (Baudry et al., 2010) for all possible numbers of clusters. The information on how the clusters are merged is also printed, e.g., if number of clusters equals 23, then cluster 12 is merged with cluster 10. 
Classification
Classification is a process of categorization where observations are recognized, differentiated and understood on the basis of a train subset. It belongs to supervised learning, where for the train subset the true class membership Zt is available. The simulated multivariate normal dataset mvnorm\_1 is first combined by columns with Zt from section Random dataset generation.
Dataset <-cbind(mvnorm@Zt, mvnorm@Dataset$mvnorm_1)
Next, Dataset is split into train 60% and test 40% datasets.
Mvnorm <-split(p = 0.6, Dataset = Dataset, class = 1)
The split method returns the object Mvnorm of class "RCLS.chunk". Argument class stands for the column number in Dataset containing the class membership information. Refer to help("split-methods") for details. By calling the REBMIX method, finite mixtures for the train subsets in the list Mvnorm@train are estimated. Maximum number of components cmax is set here to 5. 0  392  12  20  0  393  13  20  0  394  14  20  0  395  15  20  6  396  16  20  0  397  17  20  0  398  18  20  0  399  19  20  0  400 20 20 1484 Error = 0.0662.
Refer to help("RCLSMIX-class") for details. To plot the mvnormcla object in Fig 6,
Summary
The rebmix package is aimed to generate, estimate, cluster and classify finite mixture models. Variables can be continuous, discrete or mixed, independent or dependent and may follow normal, lognormal, Weibull, gamma, von Mises, binomial, Poisson or Dirac parametric families. The package has been compared recently with the well established flexmix package by Franko and Nagode (2015) . It has turned out that the rebmix package is especially favourable for large datasets in combination with the "histogram" preprocessing due to its numerical stability and computational speed. The preprocessing of observations is beneficial for large datasets. However, for small datasets it results in slightly poorer estimates as compared to the EM based packages. REBMIX can also be used to assess an initial set of unknown parameters and number of components, e.g., for the EM based packages. In this paper the features for multivariate normal mixture models with unrestricted variancecovariance matrices are presented. For non-normal mixtures readers may address Nagode and Fajdiga (2011a,b) ; Nagode (2015) where they can also find thorough theoretical backgrounds of the algorithm. New features for finite mixture modeling, bootstrapping, clustering and classification are presented. The example enables the study of a great variety of very different datasets by modifying d, n, c, the seed, mu and lambda. The number specifying the fraction of observations for training p may be changed as well. All this enables further evaluations of the package.
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