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Kernel density estimationThe effect of different factors (spawning biomass, environmental conditions) on recruitment is a subject of great
importance in the management of ﬁsheries, recovery plans and scenario exploration. In this study, recently pro-
posed supervised classiﬁcation techniques, tested by the machine-learning community, are applied to forecast
the recruitment of seven ﬁsh species of North East Atlantic (anchovy, sardine, mackerel, horse mackerel, hake,
blue whiting and albacore), using spawning, environmental and climatic data. In addition, the use of the proba-
bilisticﬂexible naive Bayes classiﬁer (FNBC) is proposed asmodelling approach in order to reduce uncertainty for
ﬁsheries management purposes. Those improvements aim is to improve probability estimations of each possible
outcome (low, medium and high recruitment) based in kernel density estimation, which is crucial for informed
management decision making with high uncertainty. Finally, a comparison between goodness-of-ﬁt and gener-
alization power is provided, in order to assess the reliability of theﬁnal forecastingmodels. It is found that inmost
cases the proposed methodology provides useful information for management whereas the case of horse mack-
erel is an example of the limitations of the approach. The proposed improvements allow for a better probabilistic
estimation of the different scenarios, i.e. to reduce the uncertainty in the provided forecasts.
© 2014 Elsevier B.V. All rights reserved.1. Introduction
Early on in ﬁsheries research, recruitment was identiﬁed as a key
element in management. As a result, recruitment and the factors deter-
mining it have been the subject of intense research (e.g. Cushing, 1971;
Myers et al., 1995; Ricker, 1954; Rothschild, 2000). Such research has
evolved from considering only the biomass of spawners, to including
also environmental factors that can modulate recruitment (e.g. Planque
and Buffaz, 2008; Schirripa and Colbert, 2006). The main limitation to
achieve good forecasts, from a data analysis perspective is the sparse
and ‘noisy’ nature of the available data (Fernandes et al., 2010; Francis,
2006).
A further problem is that data about some of the factors that can be
controlling recruitment directly (e.g. food availability, larval growth),
may be more laborious to obtain, than the recruitment estimate itself
(Irigoien et al., 2009; Zarauz et al., 2008, 2009). Based on a simpliﬁed
approach, ﬁsheries management has been moving towards the use ofy, PL1 3DH Plymouth, UK.environmental relationships using oceanographic data. These are col-
lected routinely, as proxies of recruitment conditions (Bartolino et al.,
2008; Borja et al., 2008; De Oliveira et al., 2005). Nevertheless, the prob-
lem remains difﬁcult because the mechanisms behind such relation-
ships are often poorly understood; this in turn, makes it difﬁcult to
determine the forecast estimation robustness, leading to the failure of
some proposed relationships, methods and performance estimations,
when new data became available (Myers et al., 1995). Such failures
may be related to new controls, which were not considered previously
(Myers et al., 1995; Planque and Buffaz, 2008), or to limitations in the
available data (Schirripa and Colbert, 2006).
Recruitment forecast is a problem of high uncertainty
(Mäntyniemi et al., in press). Machine-learning techniques have
been proposed as an appropriate approach with some desirable
properties to address such problems (Dreyfus-León and Chen,
2007; Dreyfus-León and Schweigert, 2008; Fernandes et al., 2010,
2013; Uusitalo, 2007). In this study, an update of a previously pro-
posed machine-learning based framework (Fernandes et al., 2010)
is applied to several North Atlantic species of commercial interest,
which share spawning and nursing environment in the shelf break
(Ibaibarriaga et al., 2007; Sagarminaga and Arrizabalaga, 2010).
The main properties of this methodology are: (i) forecasts with its
Table 1
Abbreviation and description of variables that appear through the text.
Variable abbreviation Variable description
EA East Atlantic pattern.
AA_Index Sun geomagnetic activity index.
AMO Atlantic Multidecadal Oscillation.
Central England temperature Hadley Centre Central England temperature (HadCET).
CLI1 First PCA component of climatic detrended indices.
CurlSurfaceWind_40N10W FNMOC Curl of surface wind stress (40°N, 10°W).
CurlSurfaceWind_45N2W FNMOC Curl of surface wind stress (45°N, 2°W).
CurlSurfaceWind_45N3W FNMOC Curl of surface wind stress (45°N, 3°W).
EkmanTransportNS_45N2W FNMOC North–south component of Ekman
Transport (45°N, 32°W).
E_W_Wind_45N3W FNMOC East–west wind (45°N, 3°W).
E_W_WindStress_43N11W FNMOC East–west wind stress (45°N, 11°W).
EP_NP Eastern Paciﬁc/North Paciﬁc Pattern.
Global_Tanom Hadley Centre global SST anomaly data set (HadSST2).
MMF_GSB_ 48.5 N9.5 W Meridional Momentum Flux at Great Sole Bank.
MMF_PB_ 52.5 N11.5 W Meridional Momentum Flux at Porcupine.
Natlantic.average North Atlantic SST average (NOAA ERSST V2 SST).
N_S_Wind_45N2W FNMOC North–south wind (45°N, 2°W).
N_S_WindStress_45N2W FNMOC North–south wind stress (45°N, 2°W).
N_S_Wind_45N3W FNMOC North–south wind (45°N, 3°W).
N_S_WindStress_45N3W FNMOC North–south wind stress (45°N, 3°W).
POL Polar/Eurasia Pattern
POLE Poleward index from geostrophic winds (43°N, 11°W).
SSB Spawning stock biomass.
SST_4311 Mean sea surface temperature (43°N,11°W; °C).
SSTP Mean sea surface temperature Portugal
(39.5°N, 9.5°W; °C).
SunSpot Number of sun spots.
TempAnom N Temperature anomaly for the area 55–60°N, 15–10°W.
UIBs_4502 Upwelling index Basque coast
(45°N, 2°W; March-July mean).
Uim_4311 Upwelling index from geostrophic winds
(43°N, 11°W).
36 J.A. Fernandes et al. / Ecological Informatics 25 (2015) 35–42uncertainty estimated; (ii) forecasts and scenarios easy to interpret;
(iii) recruitment and factors boundaries, that can be interpreted eas-
ily; (iv) high stability of selected factors, using a ‘leaving one out’
schema; (v) error balanced through all recruitment level; and (vi)
robust, as well as honest performance estimation.
Within this context, this work has three aims: to identify factors for
forecasting of North Atlantic species that share spawning and nursing
area; (ii) to propose a novel model to modify the previous framework
in order to produce more accurate probabilistic forecasts; and (iii) to
provide a comparison between goodness-of-ﬁt and generalization
power, in order to assess the reliability of the ﬁnal forecasting models.
This comparison is necessary since the used methods are non-
parametric and might over-ﬁt the data. The three objectives are crucial
to produce reliable forecasts that can be used for decision taking in
ﬁsheriesmanagement of those species that share spawning and nursing
area.
2. Methods
2.1. Target species
The species recruitment time series analysed for the North East
Atlantic that share the shelf break as spawning and nursing area are
summarized below: 1) The anchovy recruitment mixed time-series
(ARM) is a combination of two anchovy recruitment time-series; the
long anchovy recruitment index time-series (ARI; Borja et al., 1996)
established from the percentage of age 1 in the landings (40 years)
and the Anchovy Recruitment (AR; ICES, 2008a; 23 years). The resulting
time-series contains 45 years of data (1964–2008). The reason for
establishing this combined time-series is that data-mining or machine-
learning methods can beneﬁt from the availability of more data. 2) The
northern hake recruitment time-series (HR) covers a period of 29 years
of data (1978–2006; ICES, 2008b). 3) Sardine recruitment time-series
(SR) covers a period of 30 years (1978–2007; ICES, 2008c). 4) The
albacore recruitment time-series (ALR) covers a period of 56 years
(ICCAT, 2007). However, since most of the environmental variables
have only data available for the last 39 years, these years have been
used to learn the model (1967–2005). 5) The blue whiting recruitment
time-series (BWR) covers a period 27 years (1981–2007; 2007a). 6) The
northeast mackerel recruitment time-series (MR) covers a period of
36 years of data (1972–2007; ICES, 2008d). 7) The western horse
mackerel recruitment time-series (HMR) covers a period of 26 years
(1982–2007; ICES, 2008d).
2.2. Variables
The dataset of environmental variables used in this study has
been obtained from the 2007 Workshop on ‘Long-term Variability
in SW Europe’ (ICES, 2007); this consists mainly of northern hemi-
sphere atmospheric indexes. In addition, other environmental
indexes have been added, such as wind data for the area of the
North East Atlantic and temperature anomalies. The annual mean
of these variables has been used, except when the index has an asso-
ciated time period (e.g. Upwelling Index, along the French and
Spanish coasts from March to July). Finally, the spawning stock bio-
mass (SSB) of each species has also been considered as a variable
candidate for recruitment forecasting. A list of the indexes selected
by the methodology applied and their description is provided in
Table 1.
2.3. Supervised classiﬁcation based methodology
The methodology proposed in Fernandes et al. (2010) has been
applied, which consists of a sequential pipeline or group of state-of-art
supervised classiﬁcationmethods. A high dimensional dataset (hundreds
of factors) is provided as input and a model with a trade-off betweensimplicity andhigh forecast power is producedbymeans of strong valida-
tion. This ﬁnal model consists in a naive Bayes classiﬁer where a small
subset of factors as been selected and the factors as well as the recruit-
ment values are simpliﬁed in two or three categories (low, medium,
high). The establishment of the boundaries of these recruitment catego-
ries can be provided by experts or by the methodology itself.
The methodology is based in supervised classiﬁcation methods,
i.e. methods which consider an objective: in this study the forecasting
of three recruitment levels for each species (e.g. Fayyad and Irani's
method (1993) discretization method or Hall's CFS multivariate factors
subset selection method (2000)). Data re-sampling methods are used
during themodel building steps in order to ensuremore robust (stable)
recruitment levels bymeans of bootstrapping (Efron, 1979) and selected
factors (reduce spurious links) using leaving-one out (Francis, 2006;
Mosteller and Tukey, 1968). Finally, after factor discretization and selec-
tion a Bayesian network classiﬁer, probabilistic model, is learned such
the naive Bayes classiﬁer (NBC). In Fernandes et al. (2010) several clas-
siﬁcation model paradigms where compared without outperforming
the NBC for recruitment forecasting of two ﬁsh species.
Bayesian networks (BNs) are amodelling framework based on prob-
ability theory and graph theory (Buntine, 1991; Jordan, 1998), adequate
for domains of high uncertainty such as recruitment forecasting for ﬁsh-
eries management purposes. BNs provide a probability distribution of
the different recruitment levels instead of only a forecast of one level
or value as themost probable or the forecasted. This additional informa-
tion of the uncertainty associated to a forecast is crucial for decision
making. The naive Bayes classiﬁer (NBC; Duda and Hart, 1973; Langley
et al., 1992) is a BN model where independence between factors is
assumed and the recruitment is the parent of all the factors. These
assumptions allow building a model that needs few parameters (more
robust with few data) and a competitive performance.
The aim of this work is to extend previous work (Fernandes et al.,
2010) to more species that share spawning and nursing area. In
37J.A. Fernandes et al. / Ecological Informatics 25 (2015) 35–42addition, ﬂexible naive Bayes classiﬁer (FNBC) is used in order to improve
estimated probabilities of each possible outcome. Previously proposed
NBC is commonly applied by discretization of all the factors. The
use of discretized factors has the advantages that there is the proper-
ty of non-parametric assumptions as well as high comprehensibility
of the model. However, in some cases the discretization of variables
might lead to same information loss. This information loss can be
avoided without losing most of the advantages of a discretized NB
replacing it by a FNB, where the recruitment is discrete and predic-
tors continuous.
A ‘ﬂexible naive Bayes’ classiﬁer consists of the ‘multinomial naive
Bayes’ classiﬁer, supported by the ‘kernel-based Bayesian network’ para-
digm proposed in Pérez et al. (2009), which are based upon a non-
parametric density estimation technique, ‘kernel density estimation’
(Silverman, 1986). This means that the classiﬁer is built by aggregating
a mixture of kernel avoiding any assumption such as normality. TheFig. 1. Goodness of ﬁt for the seven ﬁsfactorisation of the generalized joint distribution represented by a
‘ﬂexible naive Bayes’ classiﬁer deﬁned over the factors (V1,…, Vk) and
recruitment (C) is given by:
ρ V1;…;Vk;Cð Þ ¼ p cð Þ∏
k
i¼1
f vijcð Þ:
where p(C) is the maximum likelihood estimator of recruitment priors,
and f(vi|c) is the estimated conditional density function of the ith vari-
able, given the recruitment, using ‘kernel density estimation’:
f vijcð Þ ¼
1
Nc
XNc
j¼1
Khc
vi−vi jð Þ
σ i
 !h species in terms of ‘Brier score’.
Table 2
Fitting using Brier score measure. The classiﬁer is learned with all the data and all recruitment interval likelihoods calculated for all the years.
Brier score: ﬁtting Brier score: generalization Accuracy (%): generalization
NBC-pipeline FNBC-pipeline NBC-pipeline FNBC-pipeline NBC-pipeline FNBC-pipeline
Anchovy 0.22 0.18 0.24 ± 0.05 0.11 ± 0.05 46.1 ± 8.9 47 ± 7.9
Hake 0.10 0.04 0.28 ± 0.07 0.28 ± 0.07 56.7 ± 10.2 49.9 ± 5.3
Sardine 0.14 0.10 0.16 ± 0.04 0.28 ± 0.05 70.0 ± 4.7 23.3 ± 5.9
Mackerel 0.20 0.17 0.20 ± 0.05 0.06 ± 0.05 31.3 ± 6.8 35.3 ± 5.7
Horse mackerel 0.21 0.20 0.29 ± 0.05 0.22 ± 0.06 40.9 ± 4.9 44.7 ± 11.2
Albacore 0.12 0.09 0.19 ± 0.04 0.09 ± 0.07 58.1 ± 5.8 34.6 ± 5.1
Blue whiting 0.11 0.09 0.26 ± 0.04 0.17 ± 0.08 51.3 ± 7.6 43.9 ± 8.1
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case which take the value C = c, hc is the smoothing degree that it is
computed using the normal rule:
hc ¼
4
nþ 2ð ÞNc
  1
nþ4
and Kh is a Gaussian kernel function given by:
Khc við Þ ¼
1
hc
ﬃﬃﬃﬃﬃﬃ
2π
p exp vi
2
2h2c
 !
:
Independently from this heuristic used to compute the smoothing
degree, the ‘kernel density estimator’ is a non-parametric estimator,
which avoids parametric assumptions. For further details, the reader
should consult Pérez et al. (2009).
FNBC cannot be used with missing data. Therefore, the ‘supervised
missing imputation’ as been applied by means of the method ‘Cmean’.
This simplemethod has proved to be very effective, consists in imputing
the mean for continuous variables, or the most repeated for categorical
variables (Delavallade and Dang, 2007; Little and Rubin, 2002). In
the supervised variant of ‘Cmean’, the imputed values are the mean
of the values, in those cases that have the same recruitment level.
In this work, the previous proposed set of methods (pipeline) in
Fernandes et al. (2010) is named ‘NBC-Pipeline’which consists on factor
discretization, factor selection and a naive Bayes classiﬁer. This pipeline
is compared with a novel one that consists in missing data imputation,
no discretization, factor selection and a ﬂexible naive Bayes classiﬁer,
which is named ‘FNBC-Pipeline’. We keep the feature selection with
leaving-one-out scheme in all the pipeline of methods. Notice that
when we validate in the cross-validation we are validating not only
the model, but also the pre-processing by doing the train-test split at
the beginning of the pipeline of methods.
2.4. Performance estimation
The reliability in a model needs of its performance assessment.
Therefore, to know the ﬁt of the model to the data is needed (‘goodnessTable 3
‘Accuracy’ comparison between the pipeline without ‘missing imputation’ as well as with a
‘multinomial naive Bayes’ classiﬁer, with ‘missing imputation’ as well as with a ‘multinomial
naive Bayes’ classiﬁer and with ‘missing imputation’ as well as replacing the ‘multinomial
naive Bayes’ by a ‘ﬂexible naive Bayes’.
Accuracy (%)
generalization
NB-pipeline MIS + NB-pipeline MIS + FNB-pipeline
Anchovy 46.1 ± 8.9 47.8 ± 7.7 47 ± 7.9
Hake 56.7 ± 10.2 53.7 ± 11.1 49.9 ± 5.3
Sardine 70.0 ± 4.7 70.3 ± 5.1 23.3 ± 5.9
Mackerel 31.3 ± 6.8 33.1 ± 8.6 35.3 ± 5.7
Horse mackerel 40.9 ± 4.9 42.9 ± 7.8 44.7 ± 11.2
Albacore 58.1 ± 5.8 61.4 ± 6.9 34.6 ± 5.1
Blue whiting 51.3 ± 7.6 52.5 ± 7.8 43.9 ± 8.1of ﬁt’ or data descriptive power). However, that a model ﬁts well the
data does not mean that the model has a good predictive power
(‘generalization’). Therefore, both must be tested.
The ‘goodness of ﬁt’ is achieved by learning a classiﬁer with all the
data and testing with each year (Fig. 1 and Table 2). The ‘generalization’
has been evaluated using ‘10-times repeated 5-fold cross-validation’
scheme. ‘Cross-validation’ consists of performing data partition, in k
parts or folds, using one fold for evaluation and the remainder for learn-
ing a model k times, being the estimated performance the mean of the
k models. ‘Repeated cross-validation’ consists of repeating the ‘cross-
validation’ scheme several times. Finally, instead of split in folds just
before learning the classiﬁer, the split is performed before the whole
pipeline is applied, for an honest validation (Francis, 2006; Reunanen,
2003; Statnikov et al., 2005). This is necessary because all the pre-
processing steps are supervised, i.e. they use the recruitment values to
perform their optimisation task.
‘Accuracy’, ‘Brier score’ and ‘true positive rate’ performance measures
have been used to assess the generalization power. ‘Accuracy’measures
model performance without considering the estimated probability
(win/loss measure), whereas the Brier score considers these estimated
probabilities to each possible outcome (Brier, 1950; van der Gaag and
Renooij, 2001; Yeung et al., 2005). Finally, ‘true positive rate’ measures
the error distribution between different recruitment levels. ‘Accuracy’
and ‘true positive rate’ are measured between 0% and 100%, with the
objective of the highest values indicating better results; whereas ‘Brier
score’ lies between 0 and 1, with the lowest values indicating the best
results. The ‘Brier score’has been used formeasuring both, ‘generalization’
and ‘goodness-of-ﬁt’:
1
2
Xm
i¼1 pi−Yið Þ
2
wherem is the number of recruitment intervals, and pi is the predicted
probability for each recruitment value. The Yi value is 1, if i is the
observed value of the recruitment; and 0 otherwise.
All of the above steps have been implemented using several
established API machine-learning software: Weka (Witten and Frank,
2005); and Elvira (www.ia.uned.es/~elvira/index-en.html) with anTable 4
Brier score comparison between the pipelinewithout ‘missing imputation’ aswell aswith a
‘multinomial naive Bayes’ classiﬁer, with ‘missing imputation’ as well as with a ‘multinomial
naive Bayes’ classiﬁer and with ‘missing imputation’ as well as replacing the ‘multinomial
naive Bayes’ by a ‘ﬂexible naive Bayes’.
Brier score
generalization
NB-pipeline MIS + NB-pipeline MIS + FNB-pipeline
Anchovy 0.24 ± 0.05 0.22 ± 0.04 0.11 ± 0.05
Hake 0.28 ± 0.07 0.28 ± 0.07 0.28 ± 0.07
Sardine 0.16 ± 0.04 0.15 ± 0.04 0.28 ± 0.05
Mackerel 0.20 ± 0.05 0.17 ± 0.07 0.06 ± 0.05
Horse mackerel 0.29 ± 0.05 0.28 ± 0.07 0.22 ± 0.06
Albacore 0.19 ± 0.04 0.25 ± 0.06 0.09 ± 0.07
Blue whiting 0.26 ± 0.04 0.24 ± 0.07 0.17 ± 0.08
Fig. 2. Rank comparison between the three pipelines. The horizontal line joins algorithm
where there is not a signiﬁcant difference at the speciﬁed level (p b 0.05 or p b 0.1).
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et al. (2009). Reproducibility is ensured by a Java programming lan-
guage implementation of all the methodology, available from the
ISG group webpage (www.sc.ehu.es/ccwbayes/members/jafernandes/
or at www.azti.es). The kernel estimators are provided as a library.
However, these are documented in detail in Pérez et al. (2009) and
their implementation is available on request from this author.
3. Results
3.1. Selected factors
3.1.1. Pipeline comparison
The missing imputation can also be applied to the ‘NBC-Pipeline’;
however, no signiﬁcant improvement was observed. This result was
expected since NBC can be learned with missing data and there was
no factor with high levels of missing values.
Both classiﬁers, NB and FNB classiﬁers, show good-ﬁt for most of the
considered species (Fig. 1). The ‘MIS + FNB-Pipeline’ produces the best
ﬁtting for the seven species (Table 2). The most interesting property
of this ﬁtting for ﬁsheries management is that the lowest and highest
recruitment levels are associated with high probability estimations
(Fig. 1). In years where recruitment was close to the boundaries
between both recruitment levels, the probabilities are better distributed
between the two levels using FNB. The FNB shows also higherﬁtting and
generalization power if estimated probabilities are considered using the
Brier scoremeasure (Tables 2 and 4). However, a good-ﬁt does not guar-
antee a good generalization power.While,mackerel and horsemackerel
show a good-ﬁt (Table 2), they show the worst generalization power in
‘accuracy’ terms for the ‘NB-Pipeline’ (Tables 3, 4 and 5). In terms of ‘Brier
score’, mackerel shows better results comparable with other species;
however, horse mackerel does not, except using the FNB. Hake, that
shows higher ‘accuracy’ than mackerel and horse mackerel, shows the
worst results in terms of ‘Brier score’ in the three pipelines.
The different pipeline comparisons reveal that there is no signiﬁcant
improvement (corrected paired t-test p b 0.10; Nadeau and Bengio,
2003) in ‘accuracy’ (Table 3), between ‘NB-Pipeline’ and ‘MIS-NB-
Pipeline’. Similarly, the use of the ‘MIS-FNB-Pipeline does not show
signiﬁcant improvements in ‘accuracy’ terms and it decreases in the
case of sardine (p b 0.05). Although, the differences are not signiﬁcant,
the Brier score is usually inferior in ‘MIS-NB-Pipeline’ than in ‘NB-
Pipeline’ (Table 4). Finally, the use of ‘ﬂexible naive Bayes’ classiﬁer
reduces the ‘Brier score’ for all species (Table 5) except in sardine (p b
0.05); however, the differences for most of the species remain not sig-
niﬁcant. This superiority in most species of ‘Brier score’ using FNB (p b
0.05) and the tie in ‘accuracy’ (p b 0.05) is observed using a statistical
test to compare multiple algorithms over multiple datasets (García
and Herrera, 2008; Fig. 2).
A low stability of selected variables produce large variable sets that
can be effectively reduced using the ‘Markov blanket’ (Table 5), with
minor variation of recruitment forecast estimates. In Silverman (1986)Table 5
True positive rate comparison between the pipeline without ‘missing imputation’ as well
as with a ‘multinomial naive Bayes’ classiﬁer, with ‘missing imputation’ as well as with a
‘multinomial naive Bayes’ classiﬁer and with ‘missing imputation’ as well as replacing the
‘multinomial naive Bayes’ by a ‘ﬂexible naive Bayes’.
TP rate (%)
generalization
NB-pipeline MIS +
NB-pipeline
MIS +
FNB-pipeline
Anchovy 39.9, 40.1, 45.0 54.0, 31.1, 45.3 64.0, 22.0, 12.0
Hake 44.7, 52.3, 49.0 48.2, 41.2, 52.1 14.0, 66.0, 18.0
Sardine 65.0, 55.0, 68.0 82.8, 64.3, 55.3 10.0, 12.0, 60.0
Mackerel 27.1, 17.9, 25.2 54.2, 54.2, 11.0 42.0, 54.0, 00.0
Horse mackerel 19.9, 32.3, 11.5 26.8, 33.3, 14.5 32.0, 38.0, 16.0
Albacore 64.1, 35.4, 70.3 65.2, 39.7, 76.3 72.0, 08.0, 19.0
Blue whiting 34.7, 56.7, 43.8 36.8, 46.2, 54.4 48.0, 24.0, 16.0the limitation to three variables is recommended for data size lower
than 223 samples (years). Fig. 3 presents the effect of the different
selected variables on the recruitment of each species. In general, recruit-
ment appears to be associated to transport or temperature parameters.
4. Discussion
Themain contribution of this work is the application of themethod-
ology developed in Fernandes et al. (2010), to a broad set of species
using a global set of variables. The forecast estimates of each species
can be improved by applying more speciﬁc knowledge (more speciﬁc
environmental data), to each species. However, the results show that,
even using a global approach, useful information can be obtained
usingmachine learning techniques applied to the recruitment forecast-
ing problem. The data is time-series, but we do use them as indepen-
dent observations. This is due to the nature of the problem of ﬁsh
recruitment of pelagic species that varies highly between years depend-
ing on environmental conditions. Otherwise we would have used
classical stock-recruitment functions or the temporal Dynamic Bayesian
Networks. However, those relationships do not hold for pelagic species
which are species of short life and which reproduction strategy is to
spawn a large number of eggs.
It has been argued to what extent the use of machine-learning, or
similar techniques, can be applied in practice to recruitment forecasting
(Francis, 2006). This issue is particularly relevant for species where the
‘accuracy’ is low. However, such an argument does not consider the
information provided by the estimated probabilities. Indeed, it is in
the provided scenarios probabilities, where the modelling approach
is superior to using random, average or recent recruitment values, as
reﬂected in the Brier score. This is similar to the ‘accuracy paradox’
(Fernandes et al., 2010), i.e. if the most frequent recruitment level is
always predicted and the rest of levels have low frequency, the global
‘accuracy’ would be high, but without contributing additional infor-
mation. As such, different performance measures should be used to
evaluate the models. To be useful a model must comply with certain
properties, e.g. error balanced between different recruitment levels
(true positive rate). Another possibility is the use of the previous year
or recent recruitment values. On the onehand, this approachmight pro-
vide on average a good ‘accuracy’. However, it fails to detect changes in
the recruitment level. These are the most important to be reliably fore-
casted because of their economic and biological implications.
The use of recruitment ‘a posteriori’ probabilities instead of win/
losses for a speciﬁc scenario is an approach that ﬁts well with the
Bayesian models being incorporated into ﬁsheries management
(e.g. Ibaibarriaga et al., 2008). Although the environment can inﬂuence
recruitment, other factors affect it. Therefore, the scenarios' probability
can provide an ‘a priori’ of whether or not the environmental conditions
are favourable for each recruitment level. It is important to realize that
the forecast estimates have a double reading, or interpretation. As an
Fig. 3. Recruitment scenarios using the classiﬁer learned with the ‘NB-pipeline’ for seven species of North East Atlantic.
40 J.A. Fernandes et al. / Ecological Informatics 25 (2015) 35–42example, in a forecast of 25% low recruitment, 60% medium and 15%
high, the most likely scenario is that the recruitment for that year is
medium. However, there is another interpretation of this model output;
in 60% of years inwhich therewere the same conditions, the recruitmentwas medium, i.e. these conditions are more favourable for a medium
recruitment.
Another contribution, in comparisonwith the previous study under-
taken in Fernandes et al. (2010), is the use of ‘ﬂexible classiﬁers’, which
Table 6
Fitting values comparison between NB-pipeline and MIS + FNB-pipeline for anchovy recruitment time-series. Bold represents the observed value in the data.
ARM values NBC-pipeline FNBC-pipeline
Year Non-discretized Discretized Low (%) Medium (%) High (%) Low (%) Medium (%) High (%)
1964 176934 More_80000 12 41 47 6 53 41
1965 58016 30000–80000 12 41 47 21 72 7
1966 85953 More_80000 12 41 47 7 67 26
1967 104729 More_80000 1 40 59 5 5 90
… … … … … … … … …
41J.A. Fernandes et al. / Ecological Informatics 25 (2015) 35–42permit havingmore precise forecast estimates, even if there is not a sig-
niﬁcant increment in ‘accuracy’, except for some of the species. The use
of a ‘naive Bayes’ with discretized variables, returns always the same
forecast estimates as long as the inﬂuencing variables remain in the
same interval (e.g. year 1966 and 1967; Table 6). It does not consider
the distance of these environmental variable values to the boundaries
between different levels. In contrast, a ‘ﬂexible naive Bayes’ can consider
this. It returns ‘smoother’ estimations that can be more precise, as
reﬂected in the Brier score. In particular, the FNB provides a better distri-
bution of probabilities between two recruitment levels for those years
where the recruitment is close to a recruitment boundary (e.g. year
2006; Table 6). In addition, there are classiﬁers that cannot be learned
with missing data, as is the case of the used implementation of ‘ﬂexible
naive Bayes’. The ‘missing imputation’ can be performedwithout negative
effects in performance and with some performance improvements in
some species.Table 7
Comparison between the set of variables that is returned by the methodology before and
after applying the ‘Markov blanket’ property to reduce the number of selected variables.
Stability (stab.) has been calculated, as the total number of times the two most repeated
subset of variables has been selected in a ‘leaving one out scheme’ divided by the number
of available data years.
Variables Before ‘Markov blanket’ SUS
Anchovy
(0.33 stab.)
CLI1_Jan–Sept 0.296
N_S_WindStress_45N2W_Mar–Jul 0.239
UIBs_4502_ Mar–Jul 0.234
Hake
(0.17 stab.)
TempAnom N 0.577
EkmanTransportNS_45N2W 0.473
WindMag_40N10W 0.406
SST_4311 0.362
WindMag_43N11W 0.344
CurlSurfaceWind_40N10W_Jan–Mar 0.323
AA_Index 0.301
Sardine
(0.5 stab.)
Natlantic.average 0.499
Central England temperature 0.446
AMO 0.442
MMF_PB_ 52.5 N11.5 W 0.436
Uim_4311 0.388
MMF_GSB_ 48.5 N9.5 W 0.338
Mackerel
(0.36 stab.)
E_W_WindStress_43N11W 0.35
SunSpot 0.283
N_S_wind_45N2W 0.265
POLE 0.251
Horse Mackerel
(0.5 stab.)
CurlSurfaceWind_45N3W_Jun–Aug 0.427
EP_NP 0.329
N_S_WindStress_45N3W_Jun–Aug 0.329
Albacore
(0.45 stab.)
N_S_Wind_45N2W 0.15
SSTP 0.135
N_S_Wind_45N3W 0.135
CurlSurfaceWind_45N2W 0.128
WindMag_40N10W_Jun–Aug 0.123
Blue whiting
(0.14 stab.)
E_W_Wind_45N3W_Jun–Aug 0.466
TempAnom N 0.447
Global_Tanom 0.422
WindMag_45N2W 0.417
CurlSurfaceWind_45N3W 0.354
SST_4311 0.301In most cases, environmental factors inﬂuencing recruitment were
related to temperature and transport (Table 7), whilst the performance
was similar between the different species. However, the case of horse
mackerel species is a good example of the limitations and precautions
to be taken when using a data-mining approach. The time series of
horse mackerel recruitment is relatively long, but there are only three
peaks of high recruitment;most of the recruitments are low ormedium.
It would be enough to predict always a medium recruitment to obtain a
high accuracy; however, this would miss the capacity to predict any
change. Furthermore, it is not sufﬁcient to have a long time-series to
predict high recruitment events, if those events occur very rarely during
the observed period. To be useful, a data-mining approach needs the
distribution of the events to be learnt to be relatively equally distribut-
ed. Otherwise, high accuracy can be achieved but with little predictive
capacity. This iswhy the use of robust approaches is needed for its appli-
cation in ﬁsheries management.Acknowledgements
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