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We study the space of functions computed by random layered machines, including deep neural
networks, and Boolean circuits. Investigating the distribution of Boolean functions computed on the
recurrent and layer-dependent architectures, we find that it is the same in both models. Depending
on the initial conditions and computing elements used, we characterize the space of functions com-
puted at the large depth limit and show that the macroscopic entropy of Boolean functions is either
monotonically increasing or decreasing with the growing depth.
Deep layered machines comprise multiple consecutive
layers of basic computing elements, aimed at represent-
ing an arbitrary function, where the first and final layers
represent its input and output arguments, respectively.
Notable examples include deep neural networks (DNNs)
composed of perceptrons [1] and Boolean circuits con-
structed from logical gates [2]. Being universal approx-
imators [3, 4], DNNs have been successfully employed
in different machine learning applications [1]. Similarly,
Boolean circuits can compute any Boolean function even
when constructed from a single gate[5].
While the majority of DNN research focuses on their
application in carrying out various learning tasks, it is
equally important to establish the space of functions they
typically represent for a given architecture and comput-
ing elements used. One way to address such a generic
study is to consider a random ensemble of DNNs. The
study of random neural networks using methods of statis-
tical physics has played an important role in understand-
ing their typical properties for storage capacity [6] and
generalization ability [7]. In parallel, there have been the-
oretical studies within the computer science community,
of the range of Boolean functions generated by random
Boolean circuits [8, 9]. Both frameworks share common
basic properties.
Characterizing the space of functions computed by ran-
dom layered machines is of great importance, since it
sheds light on their approximation and generalization
properties. However, it is also highly challenging due to
inherent recursiveness of computation and randomness
in architecture, and/or computing elements. Existing
theoretical studies of the function space of deep layered
machines are mostly based on the mean field approach,
which allows for a sensitivity analysis of their function
due to the input or parameter perturbations [4, 10–12].
To gain a complete and detailed understanding of the
function space, we develop a path-integral formalism that
directly examines individual functions computed. This
is carried out by processing all possible input configura-
tions simultaneously and the corresponding outputs For
simplicity, we always consider Boolean functions with bi-
nary input and output variables.
The main contribution of this paper is in providing
a detailed understanding of the distribution of Boolean
functions computed at each layer. It points to the equiv-
alence between recurrent and layer-dependent architec-
tures, and consequently to the potential significant reduc-
tion in the number of trained free variables. Additionally,
the complexity of Boolean functions implemented mea-
sured by their entropy, which depends on the number of
layers and computing elements used, exhibits a rapid sim-
plification when ReLU components are employed, which
arguably explains their generalization successes.
Framework–The layered machines considered consist
of L + 1 layers, each with N nodes. Node i at layer l is
connected to the set of nodes {i1, i2, ..., ik} of layer l− 1;
its activity is determined by the gate αli, computing a
function of k inputs, according to the propagation rule
P (Sli |~Sl−1) = δ
(
Sli, α
l
i(S
l−1
i1
, Sl−1i2 , ..., S
l−1
ik
)
)
, (1)
where δ is the Dirac or Kronecker delta function, de-
pending on the domain of Sli. The probabilistic form
of Eq. (1) adopted here is convenient for the generating
functional analysis and inclusion of noise [11, 13]. We
primarily consider two structures here: (i) densely con-
nected models where k = N and node i is connected to
all nodes from the previous layer; one such example is the
fully-connected neural network with Sli = α
l(H li), where
H li =
∑N
j=1W
l
jS
l−1
j /
√
N + bli is the pre-activation field
and αl is the activation function at layer l, (we will mainly
focus on the case bli = 0, the effect on non-zero bias is
discussed in [14]); (ii) sparsely connected models where
k ∈ O(N0); examples include the sparse neural networks
and layered Boolean circuits where αli is a Boolean gate
with k inputs, e.g., majority gate.
Consider a binary input vector ~s = (s1, . . . , sn) ∈
{−1, 1}n, which is fed to the initial layer l = 0. To ac-
commodate a broader set of functions, we also consider
an augmented input vector, e.g., (i) ~SI = (~s, 1), which
is equivalent to adding a bias variable in the context of
neural networks; (ii) ~SI = (~s,−~s, 1,−1), which has been
used to develop all Boolean functions [8]. Each node i at
layer 0 points to a randomly chosen element of ~SI such
2Figure 1. A deep layered machine computing all possible 2n
inputs. The direction of computation is from bottom to top.
The binary string SL ∈ {−1, 1}2n represents the Boolean
function computed on the blue nodes of the output layer L.
The augmented vector ~SI = (~s, 1) is used as an example of
input here. The constant 1 is represented by the dashed circle.
that
P 0(~S0|~s) =
N∏
i=1
P 0(S0i |SIni(~s)) =
N∏
i=1
δ(S0i , S
I
ni
(~s)), (2)
where ni = 1, ..., |~SI | is an index chosen from the flat
distribution P (ni) = 1/|~SI |.
The computation of the layered machine
is governed by the propagator P (~SL|~s) =∑
~SL−1···~S0 P (
~S0|~s)∏Ll=1 P (~Sl|~Sl−1), where each
node at layer L computes a Boolean function
{−1, 1}n → {−1, 1}. When the gates αli or the
network topology are random, then the layered machine
can be viewed as a disordered dynamical system with
quenched disorder [11, 13]. To probe the functions
being computed, we consider the simultaneous layer
propagation of all possible inputs ~sγ ∈ {−1, 1}n, labeled
by γ = 1, . . . , 2n governed by the product propagator∏2n
γ=1 P (
~SLγ |~sγ). The binary string SLi ∈ {−1, 1}2
n
represents the Boolean function computed at node
i at layer L, as illustrated in Fig. 1. Note that we
use the vector notation ~Sl = (Sl1, ..., S
l
i, ..., S
l
N ) and
Sli = (S
l
i,1, ..., S
l
i,γ , ..., S
l
i,2n) to represent the states and
functions, respectively. Using above formalism, the
distribution of Boolean functions f computed on the
final layer is given by
PLN (f) =
1
N
N∑
i=1
〈
2n∏
γ=1
δ
(
fγ , S
L
i,γ
)〉
, (3)
where components of f satisfy fγ = f(~sγ), and
angular brackets represent the average generated by∏2n
γ=1 P (
~SLγ |~sγ). To compute PLN (f) and averages of
other macroscopic observables, which are expected to
be self-averaging for N → ∞ [15], we introduce the
disorder-averaged generating functional (GF) Γ[{ψli,γ}] =∑
{~Slγ}
∏
γ P (
~S0γ |~SIγ)
∏
l P (
~Slγ |~Sl−1γ )e−i
∑
i ψ
l
i,γ
Sl
i,γ , where
over-line denotes an average over the quenched disor-
der. To keep the presentation concise, we outline the
GF formalism only for DNNs in the following and refer
the reader to [14] for the details of the derivation used in
Boolean circuits.
Layer-dependent and recurrent architectures–We focus
on two different architectures: layer-dependent architec-
tures, where the gates and/or connections are different
from layer to layer, and recurrent, where the gates and
connections are shared across all layers. Both architec-
tures represent feed-forward machines that implement
input-output mappings.
Specifically, we assume that the weights W lij in fully-
connected DNNs with layer-dependent architectures are
independent Gaussian random variables sampled from
N (0, σ2). In DNNs with recurrent architectures, the
weights are sampled once and are shared among layers,
i.e. W l+1ij = W
l
ij . We apply the sign activation function
in the final layer, i.e. αL(hLi ) = sgn(h
L
i ), to ensure that
the output of the DNN is Boolean.
We first outline the derivation for fully-connected re-
current architectures. It is sufficient to characterize the
disorder-averaged GF by introducing cross-layer overlaps
ql,l
′
γγ′ = (1/N)
∑
i 〈Sli,γSl′i,γ′〉 as order parameters and the
corresponding conjugate order parameter Ql,l
′
γγ′, which
leads to a saddle-point integral Γ =
∫ {dq dQ}eNΨ[q,Q]
with the potential [14]
Ψ= iTr {qQ}+
|~SI |∑
m=1
P (m) ln
∑
S
∫
dHMm[H ,S],(4)
where Mm[H ,S] is an effective single-site measure
Mm = e−i
∑
l,γ ψ
l
γS
l
γ−i
∑
ll′,γγ′ Q
l,l′
γγ′
SlγS
l′
γ′ (5)
×N (H |0,C) 2
n∏
γ=1
P 0(S0γ |SIm,γ)
L∏
l=1
δ
(
Slγ , α
l(hlγ)
)
.
Due to weight-sharing, the pre-activation fields H =
(h1, . . . ,hL), where hl ∈ R2n , are governed by the Gaus-
sian distribution N (H |0,C) and correlated across lay-
ers with covariance [C ]l,l
′
γγ′ = σ
2ql−1,l
′−1
γγ′ . Setting ψ
l
γ to
zero and differentiating Ψ with respect to {ql,l′γγ′ , Ql,l
′
γγ′}
yields the saddle point of the potential Ψ dominating Γ
for N → ∞, at which the conjugate order parameters
Ql,l
′
γγ′ vanish [14], leading to
ql,l
′
γγ′ =
{∑
m P (m)
〈
SlγS
0
γ′
〉
Mm
, l′ = 0∫
dH αl(hlγ)α
l′ (hl
′
γ′)N
(
H |0,C). l′ > 0 (6)
3Notice that in the above Gaussian average, all pre-
activation fields, but the pair {hlγ , hl
′
γ′}, can be integrated
out, reducing it to a tractable two-dimensional integral.
The GF analysis can be performed similarly for layer-
dependent architectures. Here the result has the same
form as Eq. (6) with ql,l
′
γγ′ = δl,l′q
l,l′
γγ′ , i.e. the over-
laps between different layers are absent [14], implying
[C ]l,l
′
γγ′ = σ
2δl−1,l′−1q
l−1,l′−1
γγ′ for the covariances of pre-
activation fields. In this case, denote the equal-layer co-
variance matrix as cl := Cl,l.
We remark that the behavior of DNNs with layer-
dependent architectures in the limit of N → ∞ can also
be studied by mapping to Gaussian processes [4, 10, 16].
However, it is not clear if such analysis is possible in
the highly correlated recurrent case while the GF/path-
integral framework is still applicable [17–19].
Marginalizing the effective single-site measure in
Eq. (5) gives rise to the distribution of Boolean func-
tions f ∈ {−1, 1}2n computed at layer L of DNNs with
recurrent architectures
PL(f) =
∫
dhN (h|0, cL)
2n∏
γ=1
δ
(
fγ , α
L(hγ)
)
, (7)
where in above the element of the covariance matrix is[
cL
]
γγ′
=
[
C
]L,L
γγ′
= σ2qL−1,L−1γγ′ . We note that the phys-
ical meaning of PL(f) is the distribution of Boolean func-
tions defined in Eq. (3) averaged over disorderPL(f) =
limN→∞ PLN (f).
Moreover, Eq. (7) also applies to layer-dependent ar-
chitectures since the equal-layer covariance matrix cL is
the same in two scenarios. Therefore we arrive at the
first important conclusion that the typical sets of Boolean
functions computed at the output layer L by the layer-
dependent and recurrent architectures are identical. Fur-
thermore, if the gate functions αl are odd, then it can be
shown that all the cross-layer overlaps ql,l
′
γγ′ of the recur-
rent architectures vanish, implying the statistical equiv-
alence of the hidden layer activities to the layered archi-
tectures as well [14].
A similar GF analysis can be applied to sparsely-
connected Boolean circuits constructed from a single
Boolean gate α, keeping in mind that distributions of
gates can be easily accommodated. In such models, the
source of disorder are random connections. In layer-
dependent architectures, a gate is connected randomly
to exactly k ∈ O(N0) gates from the previous layer and
this connectivity pattern is changing from layer to layer.
In recurrent architectures, on the other hand, the ran-
dom connections are sampled once and the connectivity
pattern is shared among layers. Note that in Boolean cir-
cuits, the activities at every layer Sli always represents
a Boolean function. For layer-dependent architectures,
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Figure 2. Test accuracy of trained fully-connected DNNs
applied on the MNIST dataset. Images have been downsam-
pled by a factor of 2 to reduce training time, and each hidden
layer has 128 nodes. Each data point is averaged over 5 ran-
dom initializations. The accuracies of recurrent architectures,
with weight-sharing between hidden layers, are comparable to
those of layer-dependent architectures.
investigating the distribution of activities gives rise to
P l+1(f) =
∑
f1,...,fk
{ k∏
j=1
P l(fj)
}
(8)
×
2n∏
γ=1
δ
(
fγ , α(f1,γ , . . . , fk,γ)
)
,
which describes how the probability of the Boolean func-
tion f ∈ {−1, 1}2n is evolving from layer to layer [14]. We
note that for recurrent architecture the equation for the
probability of Boolean functions computed is exactly the
same as above [14], suggesting that in random Boolean
circuits the typical sets of Boolean functions computed on
layers in the layer-dependent and recurrent architectures
are identical.
The equivalence between two architectures points to
a potential reduction in the number of free parameters
in layered machines by weight-sharing or connectivity-
sharing among layers, useful in devices with limited com-
putation resources [20]. For illustration, we consider
the image recognition task of MNIST hand-written digit
data [21] using DNNs with both layer-dependent and re-
current architectures (weight-shared from hidden to hid-
den layers only, for details see [14]). The experiment
shown in Fig. 2 demonstrates the feasibility of using
recurrent architectures to perform image classification
tasks with a slightly lower accuracy but significant saving
in the number of trained parameters.
Boolean functions computed at large depth –We con-
sider the typical Boolean functions computed in random
layered machines by examining PL(f) in the large depth
limit L→∞ for specific gates in the following examples.
In DNNs using the ReLU activation function αl(x) =
max(x, 0), in the hidden layers (the sign activation func-
tion is always used in the output layer), which is com-
monly used in applications, all covariance matrix ele-
ments
[
cL
]
γγ′
in the Eq. (7) converge to the same value
4in the limit L→∞, implying that all components of the
pre-activation field vector h are also the same and hence
the components of f are identical. Therefore, random
deep ReLU networks compute only constant Boolean
functions in the infinite depth limit, echoing recent find-
ings of a bias towards simple functions in random DNNs
constructed from ReLUs [14], which arguably plays a role
in their generalization ability [22, 23].
In DNNs using sign activation function also in hid-
den layers, i.e. Eq. (1) enforces the rule Sli =
sgn(
∑
j W
l
ijS
l−1
j /
√
N), those cross-pattern overlaps
qlγγ′ = (1/N)
∑
i 〈Sli,γSli,γ′〉 satisfying |qlγγ′ | < 1 mono-
tonically decrease with increasing number of layers and
vanish as l → ∞, such ‘chaotic’ nature of dynamics also
holds in random DNNs with other sigmoidal activation
functions such as the error and hyperbolic tangent func-
tions [4, 16]. The consequences of this behavior is that
for the input vector ~SI = ~s, PL(f) is uniform on the
set of all odd functions [14], i.e. functions satisfying
f(−~s) = −f(~s). Furthermore, for ~SI = (~s, 1), PL(f)
is uniform on the set of all Boolean functions [14].
For Boolean circuits, there are also scenarios where
the distribution PL(f) has a single Boolean function
in its support or it is uniform over some set of func-
tions [8, 9, 24]. The latter depends on the gates α used
in Eq. (1) and input vector ~SI . For example, in the
AND gate with α(S1, S2) = sgn(S1 + S2 + 1) or the OR
gate with α(S1, S2) = sgn(S1 + S2 − 1) [14], their out-
put is, respectively, biased towards +1 or −1 [8, 14, 24].
The consequence of the latter is that the distribution
PL(f) has only a single Boolean function in its sup-
port [14, 24]. On the other hand, when the majority
gate α(S1, ..., Sk) = sgn(
∑k
j=1 Sj), which is balanced∑
S1,...,Sk
α(S1, ..., Sk) = 0 and non-linear [25], is used
with the input vector ~SI = (~s,−~s, 1,−1), then the distri-
bution PL(f) is uniform over all Boolean functions [24],
which is consistent with the result of [8].
Entropy of Boolean functions–Having considered the
distribution of Boolean functions for a few different ex-
amples, we observed that random layered machines ei-
ther reduce to a single Boolean function or compute
all (or a subset of) functions with a uniform proba-
bility on the layer L, as L → ∞. We note that
for the Shannon entropy over Boolean functions HL =
−∑f PL(f) logPL(f), these two scenarios saturate its
lower and upper bounds, respectively, given by 0 and
2n log 2. Thus the entropy HL can be seen, at least intu-
itively, as a measure of function space complexity.
In Fig. 3, we study the entropy HL, computed using
Eqs. (7) and (8), as a function of the depth L in ran-
dom layered machines constructed from different acti-
vation functions/gates and computing different inputs.
The initial increase in entropy after layer L = 0, seen in
Fig. 3(a) and (b), can be explained by the properties of
gates used and initial set of (simple) Boolean functions at
0 2 4 6 8
L
0.2
0.4
0.6
H
L
/2
n
(a) (b)
(c)
MAJ3
L=0 L=1 L=2 L=3
AND
Figure 3. (a) Normalized entropyHL/2n of Boolean functions
computed by DNNs with sign or ReLU activation in the hid-
den layers, as a function of the network depth L; the initial
condition is set as ~SI = (~s, 1). (b) HL/2n vs L for Boolean
circuits constructed by MAJ-3 or AND gate with initial con-
dition ~SI = (~s,−~s, 1,−1). (c) The distribution of Boolean
functions PL(f) computed by Boolean circuits with two in-
puts n = 2 (the number of all possible functions is 16), is
represented by the sizes of circles on a 4 × 4 grids. Upper
panel: MAJ3-gate based circuits, in which more functions are
created at larger depth L and PL(f) converges to a uniform
distribution. Lower panel: AND-gate based circuits, in which
new functions are created from L = 0 to L = 1, while PL(f)
converges to a distribution with supports in a single Boolean
function as network depth increases.
layer L = 0; functions from the layer L = 0 are ‘copied’
onto layer L = 1, while new functions are also created,
as illustrated in Fig. 3(c) and (d). Note that the minimal
depth in ReLU networks to produce a Boolean function
is L = 2. The dependence of entropy HL on L after
the initial increase depends on the specific gate functions
used. For ReLU activation function in DNNs and AND
gate in Boolean circuits, the entropies HL monotonically
decrease with L, suggesting that sizes of sets of typical
Boolean functions computed are decreasing with increas-
ing number of layers L. Random initialization of layered
machines with such gates/activation functions serves as
a biasing prior towards a more restricted set of func-
tions [22, 23]. On the other hand, for balanced gates,
with appropriate initial conditions, e.g., sign in DNNs
and majority vote in Boolean circuits, the entropy HL
is monotonically increasing with the depth L, indicating
that sizes of sets of typical Boolean functions computed
are increasing.
In summary, we present an analytical framework to
examine Boolean functions represented by random deep
5layered machines, by considering all possible inputs si-
multaneously and applying the generating functional
analysis to compute various relevant macroscopic quan-
tities. We derived the probability of Boolean functions
computed on the output nodes. Surprisingly, we discover
that the typical sets of Boolean functions computed by
the layer-dependent and recurrent architectures are iden-
tical. It points to the possibility of computing complex
functions with a reduced number of parameters by weight
or connection sharing, as showcased in an image classi-
fication experiment. We also study the Boolean func-
tions computed by specific random layered machines. Bi-
ased activation functions (e.g., ReLU) or biased Boolean
gates (e.g., AND/OR) can lead to more restricted typ-
ical sets of Boolean functions found at deeper layers,
which may explain their generalization ability. On the
other hand, balanced activation functions (e.g., sign) or
Boolean gates (e.g., majority) complemented with appro-
priate initial conditions, lead to a uniform distribution on
all Boolean functions at the infinite depth limit. We also
showed monotonic behavior of the entropy of Boolean
functions as a function of depth, which is of interest in
the field of computer science. We envisage that the in-
sights gained and the methods developed will facilitate
further study of deep layered machines.
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I. CONVENTION OF NOTATION
We denote variables with overarrows as vectors with site indices (e.g., i, j), which can be of size k, n or N . On the
other hand, we denote bold-symbol variables as vectors of size 2n with pattern indices (e.g., γ, γ′), or matrices of size
2n × 2n. For convenience, we define M := 2n.
The function δ(·, ·) stands for Kronecker delta as δ(i, j) = δi,j if arguments i, j are integer variables, while it stands
for Dirac delta function as δ(x, y) = δ(x − y) if the arguments x, y are continuous variables; in the latter case, the
summation operation should be interpreted as integration, such that
∑
y δ(x, y)f(y) :=
∫
dy δ(x − y)f(y).
The binary variables S ∈ {+1,−1} in this work are mapped onto the conventional Boolean variables z ∈ {0, 1}
through S = 1− 2z.
II. GENERATING FUNCTIONAL ANALYSIS OF FULLY-CONNECTED NEURAL NETWORKS
To probe the functions being computed by neural networks, we need to consider the layer propagation of all 2n
input patterns as
∏2n
γ=1 P (
~SLγ |~SIγ(~sγ)). We introduce the disorder-averaged generating functional in order to compute
the macroscopic quantities
Γ[{ψli,γ}] =
∑
{Sl
i,γ
}∀l,i,γ
2n∏
γ=1
P (~S0γ |~SIγ)
L∏
l=1
P (~Slγ |~Sl−1γ )e−i
∑
l,i,γ ψ
l
i,γ
Sl
i,γ
=EW
∑
{Sl
i,γ
}∀l,i,γ
∫ L∏
l=1
∏
i,γ
dhli,γdx
l
i,γ
2π
2n∏
γ=1
P (~S0γ |~SIγ)
L∏
l=1
P (~Slγ |~hlγ)e−i
∑
l,i,γ
ψli,γS
l
i,γ
× exp
[∑
l,i,γ
ixli,γh
l
i,γ −
∑
l,γ
∑
ij
i√
N
W lijx
l
i,γS
l−1
j,γ
]
, (S1)
where we have introduced the notation P (~Slγ |~hlγ) =
∏N
i=1 P (S
l
i,γ |hli,γ) =
∏N
i=1 δ
(
Sli,γ , α
l(hli,γ)
)
and inserted the
Fourier representation of unity 1 =
∫ dhli,γdxli,γ
2π exp
[
ixli,γ
(
hli,γ −
∑
j W
l
ijS
l−1
j,γ
)]
, ∀l, i, γ. Noisy computation can be
easily accommodated in such probabilistic formalism.
A. Layer-dependent Architectures
We first consider layer-dependent weights, where each element follows the Gaussian distribution W lij ∼ N (0, σ2w).
Assuming self-averaging, averaging over the weight disorder component in the last line of the Eq. (S1) yields
EW exp
[
−
L∑
l=1
∑
γ
∑
ij
i√
N
W lijx
l
i,γS
l−1
j,γ
]
=exp
[
− σ
2
w
2
L∑
l=1
∑
γ,γ′
∑
i
xli,γx
l
i,γ′
(
1
N
∑
j
Sl−1j,γ S
l−1
j,γ′
)]
. (S2)
By introducing the overlap order parameters {qlγγ′}Ll=0 through the Fourier representation of unity
1 =
∫
dQlγγ′dq
l
γγ′
2π/N
exp
[
iNQlγγ′
(
qlγγ′ −
1
N
∑
j
Slj,γS
l
j,γ′
)]
, (S3)
2the generating functional can be factorized over sites as follows
Γ[{ψli,γ}] =
∫ L∏
l=0
∏
γγ′
dQlγγ′dq
l
γγ′
2π/N
exp
[
iN
∑
l,γγ′
Qlγγ′q
l
γγ′
]
× exp
[ N∑
i=1
log
∫ L∏
l=1
∏
γ
dhli,γ
∑
{Sl
i,γ
}∀l,γ
Mni(hi,Si)
]
=
∫ L∏
l=0
∏
γγ′
dQlγγ′dq
l
γγ′
2π/N
exp
[
iN
∑
l,γγ′
Qlγγ′q
l
γγ′
]
× exp
[
N
( |~SI |∑
m=1
1
N
N∑
i=1
δ(m,ni)
)
log
∫ L∏
l=1
∏
γ
dhli,γ
∑
{Sl
i,γ
}∀l,γ
Mm(hi,Si)
]
,
where hi,Si are shorthand notations of {hli}, {Sli} with hli := (hli,1, ..., hli,γ , ..., hli,2n) and Sli := (Sli,1, ..., Sli,γ , ..., Sli,2n).
The single-site measure Mm in the above expression is defined as
Mm(hi,Si) =
2n∏
γ=1
e−i
∑
l,γ
ψli,γS
l
i,γP (S0i,γ |SIm,γ)
L∏
l=1
P (Sli,γ |hli,γ) exp
[
−
∑
l,γγ′
iQlγγ′S
l
i,γS
l
i,γ′
]
×
L∏
l=1
1√
(2π)2n |cl| exp
[
− 1
2
∑
γγ′
hli,γ(c
l)−1γγ′h
l
i,γ′
]
. (S4)
In Eq. (S4), cl is a 2n × 2n covariance matrix with elements clγγ′ = σ2wql−1γγ′ and m is a random index following the
empirical distribution 1N
∑N
i=1 δ(m,ni).
Setting ψli,γ = 0 and considering limN→∞
1
N
∑N
i=1 δ(m,ni)→ P (m) = 1/|~SI |, we arrive at
Γ =
∫
{dQdq}eNΨ(Q,q), (S5)
Ψ(Q, q) =
L∑
l=0
∑
γγ′
iQlγγ′q
l
γγ′ +
|~SI |∑
n=1
P (n) log
∫ L∏
l=1
∏
γ
dhlγ
∑
{Slγ}∀l,γ
Mm(h,S). (S6)
The saddle point equations are obtained by computing ∂Ψ/∂qlγγ′ = 0 and ∂Ψ/∂Q
l
γγ′ = 0
iQl−1γγ′ = −
∑
n
P (n)
∫
dh
∑
S
∂
∂ql−1
γγ′
Mm(h,S)∫
dh
∑
SMm(h,S)
, 1 ≤ l ≤ L, (S7)
iQLγγ′ = 0, (S8)
qlγγ′ =
|~SI |∑
m=1
P (m)
〈
SlγS
l
γ′
〉
Mm
, 0 ≤ l ≤ L. (S9)
Back-propagating the boundary condition iQLγγ′ = 0 results in iQ
l
γγ′ = 0, ∀l [1].
The measure Mm becomes
Mm(h,S) =
2n∏
γ=1
P (S0γ |SIm,γ)
L∏
l=1
P (Slγ |hlγ)
×
L∏
l=1
1√
(2π)2n |cl| exp
[
− 1
2
∑
γγ′
hlγ(c
l)−1γγ′h
l
γ′
]
, (S10)
3while the saddle point equations of overlaps have the form of
q0γγ′ =
∑
m
P (m)SIm,γS
I
m,γ′, (S11)
qlγγ′ =
∫
dhlγdh
l
γ′
φl(hlγ)φ
l(hlγ′)√
(2π)2|Σlγγ′ |
exp
[
− 1
2
[hlγ , h
l
γ′ ] · (Σlγγ′)−1 · [hlγ , hlγ′ ]⊤
]
, (S12)
where the 2× 2 covariance matrix Σlγγ′ is defined as
Σlγγ′ := σ
2
w
(
ql−1γγ q
l−1
γγ′
ql−1γ′γ q
l−1
γ′γ′
)
. (S13)
B. Recurrent Architectures
In this section, we consider recurrent topology where the weights are independent of layers W lij = Wij ∼ N (0, σ2w).
The calculation resembles the case of layer-dependent weights, except that the disorder average yields cross-layer
overlaps
EW exp
[
−
L∑
l=1
∑
γ
∑
ij
i√
N
Wijx
l
i,γS
l−1
j,γ
]
=exp
[
− σ
2
w
2
L∑
l,l′=1
∑
γ,γ′
∑
i
xli,γx
l′
i,γ′
(
1
N
∑
j
Sl−1j,γ S
l′−1
j,γ′
)]
. (S14)
Introducing order parameters ql,l
′
γγ′ :=
1
N
∑
j S
l
j,γS
l′
j,γ′ and setting ψ
l
i,γ = 0, we eventually obtain
Γ =
∫
{dQdq}eNΨ(Q,q), (S15)
Ψ(Q, q) =iTr {qQ}+
|~SI |∑
m=1
P (m) log
∫ L∏
l=1
∏
γ
dhlγ
∑
{Slγ}∀l,γ
Mm(h,S), (S16)
Mm(h,S) =
2n∏
γ=1
P (S0γ |SIm,γ)
L∏
l=1
P (Slγ |hlγ) exp
[
−
∑
ll′,γγ′
iQl,l
′
γγ′S
l
γS
l′
γ′
]
× 1√
(2π)2nL|C| exp
[
− 1
2
H⊤C−1H
]
, (S17)
where iTr {qQ} = i∑Ll,l′=0∑γγ′ Ql,l′γγ′ql,l′γγ′ and H = (h1, ...,hL) ∈ R2nL expresses the pre-activation fields of all
patterns and all layers, while C is a 2nL× 2nL covariance matrix.
The coresponding saddle point equations are
iQl−1,l
′−1
γγ′ = −
∑
n
P (n)
∫
dh
∑
S
∂
∂ql−1,l
′−1
γγ′
Mm(h,S)∫
dh
∑
SMm(h,S)
, 1 ≤ l, l′ ≤ L, (S18)
iQL,lγγ′ = 0, ∀l (S19)
ql,l
′
γγ′ =
∑
m
P (m)
〈
SlγS
l′
γ′
〉
Mm
, 0 ≤ l ≤ L. (S20)
All conjugate order parameters {iQl,l′γγ′} vanish identically similar to the previous case, such that the effective
4single-site measure becomes
Mm(h,S) =
2n∏
γ=1
P (S0γ |SIm,γ)
L∏
l=1
P (Slγ |hlγ)
× 1√
(2π)2nL|C| exp
[
− 1
2
H⊤C−1H
]
, (S21)
and the saddle point equation of the order parameters follows
q0,0γγ′ =
∑
m
P (m)SIm,γS
I
m,γ′ , (S22)
ql,0γγ′ =
∑
m
P (m)
〈
SlγS
0
γ′
〉
Mm
=
(∑
m
P (m)SIm,γ′
)∫
dhlγ
φl(hlγ)√
2πσ2w
exp
[
− 1
2σ2w
(
hlγ
)2]
, (S23)
ql,l
′
γγ′ =
∫
dhlγdh
l′
γ′
φl(hlγ)φ
l′ (hl
′
γ′)√
(2π)2|Σl,l′γγ′ |
exp
[
− 1
2
[hlγ , h
l′
γ′ ] · (Σl,l
′
γγ′)
−1 · [hlγ , hl
′
γ′ ]
⊤
]
, (S24)
where the 2× 2 covariance matrix Σl,l′γγ′ is defined as
Σl,l
′
γγ′ := σ
2
w
(
ql−1,l−1γγ q
l−1,l′−1
γγ′
ql
′−1,l−1
γ′γ q
l′−1,l′−1
γ′γ′
)
. (S25)
Similar formalism was derived in the context of dynamical recurrent neural networks to study the autocorrelation of
spin/neural dynamics [2].
C. Strong Equivalence Between Layer-dependent and Recurrent Architectures for Odd Activation Functions
In general, the statistical properties of the activities of machines of layer-dependent architectures and recurrent
architectures are different, since the fields {hl} of different layers are directly correlated in the latter case. However,
one can observe that the equal-layer overlaps ql,lγγ′ in the recurrent architectures is identical to q
l
γγ′ in the layer-
dependent architectures, by noticing the same initial condition in Eq. (S22) and Eq. (S11) and the same forward
propagation rules in Eq. (S24) (with l′ = l) and Eq. (S12).
If the cross-layer overlaps {ql,l′γγ′|l 6= l′} vanish, then the direct correlation between hl of different layers also vanish
such that
1√
(2π)2nL|C| exp
[
− 1
2
H⊤C−1H
]
=
∏
l
1√
(2π)2n |cl| exp
[
− 1
2
(hl)⊤(cl)−1hl
]
. (S26)
In this case, the distributions of the macroscopic trajectories {hl,Sl} of the two architectures are equivalent. One
sufficient condition for this to hold is that the activation functions φl(·) are odd functions satisfying φl(−x) = −φl(x).
Firstly, this condition implies that ql,0γγ′ = 0, ∀l by Eq. (S23); secondly, ql,0γγ′ = 0 and the fact that φl(·) is odd implies
ql+1,1γγ′ = 0, which leads to q
l,l′
γγ′ = 0, ∀l 6= l′ by induction.
D. Weak Equivalence Between Layer-dependent and Recurrent Architectures for General Activation
Functions
As shown above, in general the trajectories {hl,Sl} of layer-dependent architectures follow a different distribution
from the case of recurrent architectures with shared weights except for some specific cases such as DNNs with odd
activation functions. Here we focus on the distribution of activities in the output layer.
5For layer-dependent weights, the joint distribution of the local fields and activations at layer L is obtained by
marginalizing the variables of initial and hidden layers
P (hL,SL) =
∫ ∏
γ
dxLγ
2π
∫ L−1∏
l=1
∏
γ
dhlγ
∑
m
P (m)
∑
{Slγ}∀γ,l<L
Mm(h,S)
=
∫ L−1∏
l=1
dhl
∑
{Slγ}∀γ,l<L
( L∏
l=1
∏
γ
P (Slγ |hlγ)
) L∏
l=1
1√
(2π)2n |cl| exp
[
− 1
2
(hl)⊤(cl)−1hl
]
= N (hL|0, cL(qL−1))
2n∏
γ=1
P (SLγ |hLγ ), (S27)
where N (hL|0, cL(qL−1)) is a 2n dimensional multivariate Gaussian distribution. The distribution of Boolean func-
tions f(·) computed at layer L is
PL(f) =
∫
dhL
∑
SL
P (hL,SL)
2n∏
γ=1
δ(SLγ , f(~sγ))
=
∫
dhN (h|0, cL)
2n∏
γ=1
δ(fγ , α
L(hγ)), (S28)
where the binary string f of size 2n represents the Boolean function f(·) with fγ = f(~sγ).
For shared weights, the fields of all layers H = (h1, ...,hl, ...,hL) ∈ R2nL are coupled with covariance C
P (hL,SL) =
∫ L−1∏
l=1
dhl
∑
{Slγ}∀γ,l<L
( L∏
l=1
∏
γ
P (Slγ |hlγ)
)
1√
(2π)2nL|C| exp
[
− 1
2
(H)⊤C−1H
]
=
∏
γ
P (SLγ |hLγ )
∫ L−1∏
l=1
dhl
1√
(2π)2nL|C| exp
[
− 1
2
(H)⊤C−1H
]
=
∏
γ
P (SLγ |hLγ )
1√
(2π)2n |CL,L| exp
[
− 1
2
(hL)⊤(CL,L)−1hL
]
= N (hL|0,CL,L(qL−1,L−1))
2n∏
γ=1
P (SLγ |hLγ ). (S29)
Since the equal-layer overlap follows the same dynamical rule with the case of layer-dependent weights such that
CL,L = cL, the distributions P (hL,SL) of the two scenarios are equivalent. This suggests that if only the input-
output mapping is of interest (but not the hidden layer activity), the distributions of the Boolean functions PL(f)
computed at the final layer of the two architectures are equivalent.
III. TRAINING EXPERIMENTS
Figure 2 of the main text demonstrates the feasibility of using DNNs with recurrent architectures to perform an
image recognition task on the MNIST hand-written digit data. In this section, we describe the details of the training
experiment. The objective is not to achieve state-of-the-art performance, but to showcase the potential in using
recurrent architectures for parameter reduction. Therefore, we pre-process the image data by downsampling with a
factor of 2 through average pooling, which saves runtime of training by reducing the size of each image from 28× 28
to 14× 14. See Fig. S1(a) for an example.
We consider DNNs of both architectures, layer-dependent and recurrent, where the input ~s is directly copied onto
the initial layer ~S0, and a softmax function is applies to the final layer. We remark that the theory developed in
this work is applicable to random-weight DNNs implementing Boolean functions, while it is not directly applicable to
trained networks. For recurrent architectures, since the dimension of input and output layers are fixed, only weights
W hid between hidden layers are shared, i.e.
~S0
W in−−−→ ~S1 Whid−−−→ ~S2 Whid−−−→ · · · ~Sl Whid−−−→ ~Sl+1 Whid−−−→ · · · Whid−−−→ ~SL−1 W out−−−→ ~SL, (S30)
6(a)
average pooling
             
 Z L G W K  R I  K L G G H Q  O D \ H U V
    
    
    
    
    
 W H
 V W 
 D F
 F X
 U D
 F \
 O D \ H U  G H S H Q G H Q W   W D Q K
 O D \ H U  G H S H Q G H Q W   5 H / 8
 U H F X U U H Q W   W D Q K
 U H F X U U H Q W   5 H / 8
(b)
Figure S1. (a) The MNIST data are pre-processed by average pooling to downsample the images, in order to reduce training
time. (b) Test accuracy of trained fully-connected DNNs with 6 hidden layers applied to MNIST dataset. For different widths
of the hidden layers, DNNs with recurrent architectures can achieve comparable performance to those with layer-dependent
architectures.
where all the hidden layers have the same width. The corresponding DNNs of both architectures are trained by
the ADAM algorithm with back-propagation [3]. In Fig. S1(b), we demonstrate that for different widths of hidden
layers, DNNs with recurrent architectures can achieve performance that is comparable to those with layer-dependent
architectures.
IV. BOOLEAN FUNCTIONS COMPUTED BY RANDOM DNNS
To examine the distribution of Boolean functions computed at layer L (we always apply sign activation function in
the final layer), notice that nodes at layer L are not coupled together, so it is sufficient to consider a particular node
in the final layer, which follows the distribution of the effective single site measure established before.
Further notice that the local field hL ∈ R2n in the final layer follows a multivariate Gaussian distribution with zero
mean and covariance cLγγ′ = σ
2
wq
L−1
γγ′ . Essentially the local field h
L is a Gaussian process with a dot product kernel
(in the limit N →∞) [4, 5]
k(~x, ~x′) = k
(
~x · ~x′
n
)
= σ2wq
L−1
x,x′ , (S31)
where ~x,~x′ are n-dimensional vectors.
The probability of a Boolean function f(s1,γ , ..., sn,γ) being computed in the fully connected neural network is
PL(f) =
∫
dhN (h|0, cL(q))
2n∏
γ=1
δ
(
sgn(hLγ ), fγ
)
. (S32)
We focus on systems of layer-dependent architectures, where the overlap qlγγ′ is governed by the forward dynamics
qlγγ′ =
∫
dhlγdh
l
γ′
φ(hlγ)φ(h
l
γ′)√
(2π)2|Σl|
exp
[
− 1
2
[hlγ , h
l
γ′ ] ·
(
Σlγγ′(q
l−1)
)−1 · [hlγ , hlγ′ ]⊤
]
. (S33)
• For sign activation function, choosing σw = 1 yields
Σlγγ′ =
(
1 ql−1γγ′
ql−1γγ′ 1
)
, (S34)
qlγγ′ =
2
π
sin−1
(
ql−1γγ′
)
, ∀l > 0, (S35)
q0γγ′ =
{
1
n
∑n
m=1 sm,γsm,γ′ ,
~SI = ~s,
1
n+1
∑n
m=1(1 + sm,γsm,γ′).
~SI = (~s, 1).
(S36)
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Figure S2. Iteration mappings of overlaps of fully-connected neural networks in the absense of bias variables. (a) sign activation
function. ql = 0 is a stable fixed point while ql = 1,−1 are two unstable fixed points. (b) ReLU activation functions with
σw =
√
2. ql = 1 is a stable fixed point.
• For ReLU activation function, choosing σw =
√
2 yields
Σlγγ′ = 2
(
ql−1γγ q
l−1
γγ′
ql−1γγ′ q
l−1
γ′γ′
)
= 2
(
ql−1γγ q
l−1
γγ′
ql−1γγ′ q
l−1
γ′γ′
)
, (S37)
qlγγ =
1
2
Σlγγ = 1, ∀l, γ (S38)
qlγγ′ =
1
2π
[√∣∣Σlγγ′∣∣+ π2Σlγγ′,12 +Σlγγ′,12 tan−1
(
Σlγγ′,12
/√∣∣Σlγγ′∣∣
)]
=
1
π
[√
1− (ql−1γγ′ )2 + ql−1γγ′
(
π
2
+ sin−1
(
ql−1γγ′
))]
, ∀l > 0, (S39)
q0γγ′ =
{
1
n
∑n
m=1 sm,γsm,γ′ ,
~SI = ~s,
1
n+1
∑n
m=1(1 + sm,γsm,γ′).
~SI = (~s, 1).
(S40)
The iteration mappings of overlaps of the two activation functions considered are depicted in Fig. S2.
A. ReLU Networks in the Large L Limit
In this section, we focus on the large depth limit L → ∞. For ReLU activation function, all the matrix elements
of cL become identical in the large L limit, leading to cL(q) ∝ J (where J is the all-one matrix) and a degenerate
Gaussian distribution of the vector hL enforcing all its components to be the same. To make it explicit, we consider
the distribution of hL as follows
P (hL) =
1√
(2π)M |cL| exp
[
− 1
2
(hL)⊤(cL)−1hL
]
,
=
∫
dxL
(2π)M
exp
(
ixL · hL − σ
2
w
2
(xL)⊤JxL
)
(S41)
= lim
κ→1
∫
dxL
(2π)M
exp
(
ixL · hL − σ
2
w
2
[∑
γ
(xLγ )
2 + κ
∑
γ 6=γ′
xLγ x
L
γ′
])
, (S42)
Now define c(κ) = σ2w
[
(1 − κ)I + κJ] and notice
8[c(κ)]−1 =
1
σ2w(1− κ)
(
I − κ
Mρ+ (1− κ)J
)
≈ 1
σ2w(1 − κ)
(
I − 1
M
J +
1− κ
M2κ
J
)
, (S43)
P (hL) = lim
κ→1
1√
(2π)M |c(κ)| exp
(
− 1
2
(hL)⊤[c(κ)]−1hL
)
= lim
κ→1
1√
(2π)M |c(κ)| exp
{
− 1
2
M
σ2w(1− κ)
(
1
M
∑
γ
(hLγ )
2 − ( 1
M
∑
γ
hLγ
)2)}
× exp
{
− 1
2σ2wκ
( 1
M
∑
γ
hLγ
)2}
. (S44)
In the limit κ→ 1, P (hL) has support only in the subspace with 1M
∑
γ(h
L
γ )
2 − ( 1M ∑γ hLγ )2 = 0, requiring all hLγ to
be identical.
Therefore, the output node computes a constant Boolean function in the limit L→∞
PL(f) =
1
2
, with f(·) = 1 or f(·) = −1. (S45)
B. Sign Networks in the Large L Limit
1. Input Vector ~SI = (s1, s2, ..., sn)
For the input vector ~SI = (s1, s2, ..., sn), the overlap at layer 0 is computed as
q0γγ′ =
1
n
n∑
m=1
sm,γsm,γ′ , (S46)
which satisfies −1 ≤ q0γγ′ ≤ 1; q0γγ′ = 1 iff γ = γ′, while q0γγ′ = −1 iff ~sγ′ = −~sγ (input γ′ is the negation of input γ).
We label the M = 2n patterns according to
γ = 1 +
n∑
m=1
1− sm,γ
2
2n−m, (S47)
sm,γ = 1− 2×mod
(⌊ γ − 1
2n−m
⌋
, 2
)
. (S48)
We note that, the mapping from γ to sm,γ is as follows: (i) represent the integer γ− 1 ∈ {0, 1, ...,M − 1} by its binary
string; for example, for n = 3, theM = 8 configurations are arranged in the ordered [000, 001, 010, 011, 100, 101, 110, 111];
(ii) turn the binary variable 0(1) at each site of the binary string into Ising variable +1(−1) or +(−).
Under this convention, for two negating inputs γ, γ′ ~sγ′ = −~sγ , the indices satisfied
γ + γ′ = 2 +
n∑
m=1
(
1− sm,γ
2
+
1 + sm,γ
2
)
2n−m
= 2 + 2n − 1 =M + 1. (S49)
In the large L limit, all matrix elements of cL vanish except the diagonal terms ΣLγγ and anti-diagonal terms
ΣLγγ′δγ+γ′,M+1. For instance, for n = 2, the covariance matrix Σ
L has the following structure
ΣL/σ2w =
++ +− −+ −−
++ 1 0 0 −1
+− 0 1 −1 0
−+ 0 −1 1 0
−− −1 0 0 1
, (S50)
9which is singular and corresponds to a degenerate Gaussian distribution of hL. Essentially, it implies that the input
γ and its negation γ′ are anti-correlated in the local fields 〈hLγhLγ′〉/σ2w = −1.
To make the constraints of the degenerate Gaussian distribution explicit, we consider replacing the anti-diagonal
elements of cL by κ, make use of the identities in Sec. VII, and take the limit κ→ −1 in the end of the calculation,
P (hL) = lim
κ→−1
∫
dxL
(2π)M
exp
(
ixL · hL − σ
2
w
2
(xL)⊤ ·AM (κ) · xL
)
,
= lim
κ→−1
1√
(2π)Mσ2Mw (1− κ2)M/2
exp
(
− 1
2σ2w
(hL)⊤ · AM (κ)−1 · hL
)
, (S51)
(hL)⊤AM (κ)
−1hL =
1
1− κ2
M∑
µ,ν=1
hLµh
L
ν (δµν − κδµ+ν,M+1)
=
1
1− κ2
M∑
µ,ν=1
[1
2
(hLµ )
2 +
1
2
(hLν )
2 − κhLµhLν
]
δµ+ν,M+1
=
1
1− κ2
M∑
µ,ν=1
[1
2
(hLµ + h
L
ν )
2 − (1 + κ)hLµhLν
]
δµ+ν,M+1, (S52)
P (hL) = lim
κ→−1
1√
(2π)M/2σMw (1 − κ2)M/2
exp
(
− 1
2σ2w(1− κ2)
M/2∑
γ=1
(hLγ + h
L
M+1−γ)
2
)
× 1√
(2π)M/2σMw
exp
(
− 1
2σ2w(1− κ)
2
M/2∑
γ=1
hLγh
L
M+1−γ
)
=
M/2∏
γ=1
{
δ
(
hLγ + h
L
M+1−γ
) 1√
2πσ2w
exp
[− 1
2σ2w
(hLγ )
2
]}
. (S53)
Therefore, the first M2 fields are independent of each other, while the last
M
2 fields have the opposite sign. The
probability of a Boolean function F being computed is
PL(f) =
∫
dhLN (hL|0,ΣL)
∏
γ
δ
(
sgn(hLγ ), f(
~SIγ)
)
=
M/2∏
γ=1
∫
dhLγN (hLγ |0, σ2w)δ
(
sgn(hLγ ), f(~S
I
γ)
)
δ
(
sgn(−hLγ ), f(~SIM+1−γ)
)
=
M/2∏
γ=1
1
2
I
(
f(~sM+1−γ) = −f(~sγ)
)
=
1√
2M
M/2∏
γ=1
I
(
f(−~sγ) = −f(~sγ)
)
, (S54)
where I(·) is the indicator function returning 1 if the condition is met and zero otherwise. The space of functions
computed is uniformly distributed among all the odd functions (negated inputs lead to negated output). The restriction
to odd functions can be understood by the fact that both hli(
~Sl−1) =
∑
j W
l
ijS
l−1
j and sgn(h
l
i) in the forward
propagation are odd functions, which imposes a symmetry constraint in the input-output mappings. Such symmetry
is broken by the bias in the input vector ~SI = (~s, 1) as is shown in the following section.
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2. Input Vector ~SI = (s1, s2, ..., sn, 1)
If we consider the input vector ~SI = (~s, 1) = (s1, s2, ..., sn, 1), the overlap at layer 0 is given by
q0γγ′ =
1
n+ 1
(
1 +
n∑
m=1
sm,γsm,γ′
)
, (S55)
which satisfies −1 < q0γγ′ ≤ 1 and q0γγ′ = 1 iff γ = γ′. This choice of input set is equivalent to adding a bias variable
in the first layer. For the sign activation function, ql = 0 is a stable fixed point unless q0 = 1. Therefore, in the large
L limit, all off-diagonal matrix elements of the 2n-dimensional covariance matrix vanish, leading to cL(q) ∝ I, the
identity matrix. The distribution of functions computed at the output node is
PL(f) =
∫
dhLN (hL|0, σ2wI)
∏
γ
δ
(
sgn(hLγ ), f(
~SIγ)
)
=
∏
γ
∫
dhLγN (hLγ |0, σ2w)δ
(
sgn(hLγ ), f(
~SIγ)
)
=
2n∏
γ=1
1
2
=
1
22n
(S56)
i.e. the uniform distribution over all Boolean functions.
3. Introducing Bias Variables
In this section, we introduce the conventional bias variables of neural networks as follows
hli(W
l · ~Sl−1) = 1√
N
N∑
j=1
W lijS
l−1
j + b
l
i, (S57)
where W lij ∼ N (0, σ2w) and bli ∼ N (0, σ2b ). The only difference from the case without bias is the average
EW,b exp
[
−
L∑
l=1
∑
γ
∑
ij
i√
N
W lijx
l
i,γS
l−1
j,γ −
L∑
l=1
∑
γ
∑
i
ixli,γb
l
i
]
=exp
[
− 1
2
L∑
l=1
∑
γ,γ′
∑
i
xli,γx
l
i,γ′
(
σ2w
N
∑
j
Sl−1j,γ S
l−1
j,γ′ + σ
2
b
)]
. (S58)
This leads to the following overlap dynamics
• Sign activation
qlγγ′ =
2
π
sin−1
(
σ2wq
l−1
γγ′ + σ
2
b
σ2w + σ
2
b
)
, ∀l > 0, (S59)
• ReLU activation with σ2w + σ2b = 2 (to ensure qlγγ = 1)
qlγγ′ =
1
π
[√
1−
(
σ2wq
l−1
γγ′ + σ
2
b
2
)2
+
σ2wq
l−1
γγ′ + σ
2
b
2
(
π
2
+ sin−1
(
σ2wq
l−1
γγ′ + σ
2
b
2
))]
, ∀l > 0, (S60)
The iteration mappings of overlaps considered are depicted in Fig. S3.
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(a) (b)
Figure S3. Iteration mappings of overlaps of fully-connected neural networks in the presence of bias variables. (a) sign activation
function with σw = 1. The overlap q
l = 1 is an unstable fixed point, and there exists a stable fixed point with q∗ > 0. (b)
ReLU activation functions with σ2w = 2 − σ2b . ql = 1 is a stable fixed point. It shows how the fixed point drifts to a higher
value with the increasing bias.
C. Finite L
Perhaps the more interesting scenario is the case with finite L. The entropy of the Boolean functions that the
output node computes is
HL =−
∑
f
PL(f) logPL(f)
=−
∑
{fγ}∀γ
∫
dhLN (hL|0, cL)
∏
γ
δ
(
fγ , sgn(h
L
γ )
)
× log
∫
dhLN (hL|0, cL)
∏
γ
δ
(
fγ , sgn(h
L
γ )
)
, (S61)
which is fully determined by the covariance matrix cL(qL−1).
For input set of ~SI = (s1, s2, ..., sn), we have q
0
γγ′ ∈ {−1,−1 + 2n , ..., 1}; the forward propagation rule implies
that the overlap qlγγ′ at any layer l has only n + 1 possible values. The Hamming distance between s
I
γ and s
I
γ′ is
dγγ′ =
n
2 (1 − q0γγ′), therefore at each row/column of the matrix cL, there are
(
dγγ′
n
)
elements which take the value
qL−1γγ′ . Fig. S4 depicts the frequency of q
l
γγ′ in different layers defined as
P (qL) =
(
dγγ′
n
)/
2n. (S62)
Intuitively, the local fields hLγ that are more correlated lead to a lower entropy of the Boolean functions computed.
See Fig. S5 for an illustration of the case of single variable input. It shows a gradual concentration (in layers) around
zero of the overlap for sign activation-based layered networks and a concentration while drifting away towards one
of the overlap value in the ReLU case. We conjecture that the entropy is monotonically increasing with L for sign
activation function for L ≥ 1, while it is decreasing with ReLU activation functions after the initial increase.
D. Numerical Computation of Entropy of Functions
In this section we provide some numerical examples of the resulting entropy in different cases. The entropy of SL,
HL is computed according to Eq. (S61); for n = 2, the entropy can be computed exactly by calculating the orthant
probability Prob(hLγ ≥ 0); for n > 2, we can use Monte Carlo method to sample hL (which is straightforward since
it follows a multivariate Gaussian distribution) and estimate HL[P (SL)] accordingly. The obtained entropy HL for
neural networks with sign and ReLU activation functions without bias variables are shown in the main text.
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Figure S4. Frequency of appearance of matrix elements qlγγ′ in c
l+1. n = 64. (a) Sign activation. (b) ReLU activation.
(a) (b)
Figure S5. Local field distribution in the case of n = 1. (a) Uncorrelated Gaussian distribution. The probability mass in the
first quadrant corresponds to the function f(·) = 1 being computed with probability 1
4
. (b) Correlated Gaussian distribution.
The function f(·) = 1 appears with a probability larger than 1
4
.
1. The Effect of Bias Variables
Without bias variables, the sign-networks are rather chaotic and eventually converge to uniform distribution of all
Boolean functions. Introducing bias variables can change the picture, since the local field hli =
∑
j W
l
ijS
l−1
j + b
l
i will
be less sensitive to the input variables.
In the infinite L limit, the fixed point of overlap propagation is given by (also see Fig. S3)
q∗γγ′ =
2
π
sin−1
(
σ2wq
∗
γγ′ + σ
2
b
σ2w + σ
2
b
)
. (S63)
So all the off-diagonal matrix elements of cL will converge to the same value σ2wq
∗+ σ2b , while all the diagonal matrix
elements are σ2w + σ
2
b . The entropy of h
L and SL is depicted in Fig. S6. The variability of the functions being
computed is decreasing with σb.
V. GENERATING FUNCTIONAL ANALYSIS OF SPARSELY-CONNECTED BOOLEAN CIRCUITS
The analysis in neural networks described above applies similarly to the sparsely-connected Boolean circuits (we
use the term circuit to include both layer-dependent and recurrent discrete Boolean networks and distinguish them
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Figure S6. Entropy of Boolean functions vs the variance of bias parameters σb in networks with sign activation functions. The
variance of weight parameters is σw = 1, and the limit L→∞ is considered.
from the real variable networks used before). To accommodate the computation with noise, we consider the output
of the (l, i)-th gate as,
Sli = η
l
iξ
l
iα
l
i(S
l−1
i1
, . . . , Sl−1ik ) (S64)
where ηli is an independent random variable from the distribution P (η) = ǫδη;−1+(1−ǫ)δη;1 which represents the
dynamic (annealed) noise and ξli is an independent random variables from the distribution P (ξ) = pδξ;−1+(1− p)δξ;1
which represents the quenched (hard) noise. We note that the annealed noise is different for each copy of the system
but the quenched noise (and topology) is the same in all copies.
The generating functional is
Γ[{ψli,γ}] =
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn)
L∏
l=1
P (~Slγ |~Sl−1γ )e−i
∑
l,i
ψli,γS
l
i,γ , (S65)
where
P (~Slγ |~Sl−1γ ) =
N∏
i=1
e
βSli,γ
∑
N
j1,...,jk
Al,i
j1,...,jk
ξliα
l
i(S
l−1
j1,γ
,...,Sl−1
jk,γ
)
2 cosh[β
∑N
j1,...,jk
Al,ij1,...,jkξ
l
iα
l
i(S
l−1
j1,γ
, . . . , Sl−1jk,γ)]
. (S66)
We have averaged out the noise variables and the inverse temperature β is related to the noise parameter ǫ via
tanhβ = 1− 2ǫ.
The set of connectivity tensors {Al,ii1,...,ik}, where Al,ii1,...,ik ∈ {0, 1}, denotes connections in the circuit. The sources
of disorder in our model are the random connections, random boundary conditions and random gates. The former
two arise in the layered growth process. The basic change in this growth process is the addition of a new gate
with probability P (Al,ij1,...,jk) =
1
Nk
δAl,i
j1,...,jk
;1 + (1 − 1Nk )δAl,ij1,...,jk ;0 of being connected to exactly k gate-outputs of
the previous layer l − 1. This procedure is carried out independently for all gates in the circuit giving rise to the
probability distribution
P ({Al,ii1,...,ik}) =
1
ZA
L,N∏
l,i=1
[
δ
(
1;
N∑
j1,...,jk
Al,ij1,...,jk
) N∏
i1,...,ik
[
1
Nk
δAl,i
i1,...,ik
;1 + (1−
1
Nk
)δAl,i
i1,...,ik
;0
] ]
, (S67)
where ZA is a normalization constant. The Kronecker delta function inside the definition (S67) enforces the constraint∑N
j1,...,jk
Al,ij1,...,jk = 1, i.e. the gate on site (l, i) is mapped to exactly one element from the set of all possible output-
indices {i1, . . . , ik} from the previous layer.
14
Random boundary conditions in the layered growth process are generated by selecting indices to the entries of the
input vector ~SI with probability 1
|~SI |
, and assigning them to the initial layer l = 0.
In addition to the topological disorder, induced by the growth process, we assume that the gate αli added at each
step of the process can be sampled randomly and independently from the set G of k-ary Boolean gates. Under this
assumption the distribution over gates takes the form
P ({αli}) =
L∏
l=1
N∏
i=1
P (αli), (S68)
where P (αli) =
∑
α∈G pαδα;αli with
∑
α∈G pα = 1 and pα ≥ 0. In the simplest case as discussed in the main text, a
single gate α is used with P (αli) = δα;αli .
A. Layer-dependent Architectures
We assume that the system is self-averaging, i.e. any macroscopic quantity which can be computed via Eq. (S65)
is self-averaging, and compute the disorder-averaged generating functional
Γ[{ψli,γ}] =
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn) e−i
∑
l,i
ψli,γS
l
i,γ
2n∏
γ=1
L∏
l=1
N∏
i=1
eβS
l
i,γ
hl−1
i,γ
(~Sl−1γ )
2 cosh[βhl−1i,γ (
~Sl−1γ )]
, (S69)
defining the field
hl−1i,γ (
~Sl−1γ ) =
N∑
j1,...,jk
Al,ij1,...,jkξ
l
iα
l
i(S
l−1
j1,γ
, . . . , Sl−1jk,γ). (S70)
Notice that the index convention of the field H is different from the case of fully-connected neural networks.
Isolating the fields {hl−1i,γ (~Sl−1)} in Eq. (S69) via the integral representations of unity
2n∏
γ=1
L∏
l=1
N∏
i=1
{∫
dhl−1i,γ dx
l−1
i,γ
2π
eix
l−1
i,γ
[hl−1
i,γ
−hl−1
i,γ
(~Sl−1γ )]
}
=1 (S71)
gives us
Γ[{ψli,γ}] =
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn) e−i
∑
l,i
ψli,γS
l
i,γ
×
2n∏
γ=1
L∏
l=1
N∏
i=1
eβS
l
i,γh
l−1
i,γ
2 coshβhl−1i,γ
∫
dhl−1i,γ dx
l−1
i,γ
2π
eix
l−1
i,γ
hl−1
i,γ
×
2n∏
γ=1
L∏
l=1
N∏
i=1
e
−ixl−1
i,γ
∑
N
j1,...,jk
Al,i
j1,...,jk
ξl
i
αl
i
(Sl−1
j1,γ
,...,Sl−1
jk,γ
)
. (S72)
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We compute the disorder averages in the disorder-dependent part of Eq. (S72) as follows
2n∏
γ=1
L∏
l=1
N∏
i=1
N∏
j1,...,jk
e
−ixl−1
i,γ
Al,i
j1,...,jk
ξl
i
αl
i
(Sl−1
j1,γ
,...,Sl−1
jk,γ
)
=
1
ZA
L∏
l=1
N∏
i=1
N∏
i1,...,ik


∑
Al,i
i1,...,ik
[
1
Nk
δAl,i
i1,...,ik
;1 + (1 −
1
Nk
)δAl,i
i1,...,ik
;0
]
 δ

1; N∑
j1,...,jk
Al,ij1,...,jk


×
∑
ξl
i
P (ξli)
∑
αl
i
P (αli)
2n∏
γ=1
N∏
j1,...,jk
e
−ixl−1i,γ A
l,i
j1,...,jk
ξliα
l
i(S
l−1
j1,γ
,...,Sl−1jk,γ
)
=
1
ZA
L∏
l=1
N∏
i=1
∫ π
−π
dωli
2π
eiω
l
i
∑
ξl
i
P (ξli)
∑
αl
i
P (αli)
N∏
i1,...,ik
∑
Al,i
i1,...,ik
[
1
Nk
δAl,i
i1,...,ik
;1 + (1−
1
Nk
)δAl,i
i1,...,ik
;0
]
×e−i
∑
2n
γ=1 x
l−1
i,γ
Al,i
i1,...,ik
ξliα
l
i(S
l−1
i1,γ
,...,Sl−1
ik,γ
)−iωliA
l,i
i1,...,ik
=
1
ZA
L∏
l=1
N∏
i=1
∫ π
−π
dωli
2π
eiω
l
i
N∏
i1,...,ik
〈
1
Nk
e
−i
∑
2n
γ=1
xl−1
i,γ
ξα(Sl−1
i1,γ
,...,Sl−1
ik,γ
)−iωli + (1− 1
Nk
)
〉
ξ,α
=
1
ZA
L∏
l=1
{
N∏
i=1
∫ π
−π
dωli
2π
eiω
l
i
}
exp

 1
Nk
N∑
i,i1,...,ik
〈
e
−i
∑
2n
γ=1
xl−1
i,γ
ξα(Sl−1
i1,γ
,...,Sl−1
ik,γ
)−iωli − 1
〉
ξ,α
+O(N−k+1)

 (S73)
Using the result of disorder average in the generating functional Eq. (S72) gives us
Γ =
1
ZA
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn)e−i
∑
l,i
ψli,γS
l
i,γ
×


∏
l,γ,i
∫
dhli,γdx
l−1
i,γ
2π
eix
l−1
i,γ
hli,γ

 eβ
∑
l,γ,i S
l
i,γh
l−1
i,γ
+
∑
l,γ,i log 2 cosh βh
l−1
i,γ
×
L∏
l=1
{
N∏
i=1
∫ π
−π
dωli
2π
eiω
l
i
}
exp
[
N
∫
dxdω
1
N
N∑
i=1
δ(x−xl−1i )δ(ω−ωli)
×
∑
S1,..,Sk
1
Nk
N∑
i1,...,ik
δ
S1;S
l−1
i1
×· · ·× δ
Sk;S
l−1
ik
〈
e−i
∑
2n
γ=1 xγξα(S
γ
1
,...,Sγ
k
)−iω − 1
〉
ξ,α
+O(N−k+1)
]
(S74)
where we used the definitions x = (x1, . . . , x2
n
) and Sj = (S
1
j , . . . , S
2n
j ), where j ∈ {1, . . . , k}.
In order to achieve the factorization over sites, we insert the following integro-functional representations of unity
∫
{dP ldPˆ l}eiN
∑
S
Pˆ l(S)[P l(S)− 1
N
∑
N
i=1 δS;Sl
i
]
= 1 (S75)∫
{dΩldΩˆl}eiN
∫
dxdωΩˆl(x,ω)[Ωl(x,ω)− 1
N
∑N
i=1
δ(x−xli)δ(ω−ω
l+1
i
)] = 1
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into the generating functional Eq. (S74), which leads to
Γ =
1
ZA
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn) e−i
∑
l,i
ψli,γS
l
i,γ
×


∏
l,γ,i
∫
dhl−1i,γ dx
l−1
i,γ
2π
eix
l−1
i,γ
hl−1
i,γ

 eβ
∑
l,γ,i
Sli,γh
l−1
i,γ
+
∑
l,γ,i
log 2 cosh βhl−1
i,γ
×
L∏
l=1
{
N∏
i=1
∫ π
−π
dωli
2π
eiω
l
i
}∫
{dΩl−1dΩˆl−1}eiN
∫
dxdωΩˆl−1(x,ω)[Ωl−1(x,ω)− 1
N
∑
N
i=1 δ(x−x
l−1
i
)δ(ω−ωli)]
×
∫
{dP l−1dPˆ l−1}eiN
∑
S
Pˆ l−1(S)[P l−1(S)− 1
N
∑N
i=1
δ
S;S
l−1
i
]
× exp
[
N
∫
dxdωΩl−1(x, ω)
∑
S1,..,Sk
P l−1(S1)× · · · × P l−1(Sk)
×
〈
e−i
∑
2n
γ=1
xγξα(S
γ
1
,...,Sγ
k
)−iω − 1
〉
ξ,α
+O(N−k+1)
]
. (S76)
The objective now is to reduce the above equation to a saddle-point integral. This can be achieved if we define two
functionals. The first functional is given by
Ψ =− 1
N
logZA+
L−1∑
l=0
{∫
dxdωiΩˆl(x, ω)Ωl(x, ω)+
∑
S
iPˆ l(S)P l(S)
+
∫
dxdωΩl(x, ω)
∑
{Sj}
k∏
j=1
{
P l(Sj)
}〈
e−i
∑
2n
γ=1
xγξα(S
γ
1
,...,Sγ
k
)−iω−1
〉
ξ,α
}
+
1
N
N∑
i=1
δm;ni log
∑
Si
∫
{dhidxidωi}Mm[Si,hi|xi,ωi,ψi], (S77)
and the second functional is given by
Mni [Si,hi|xi,ωi,ψi] =
2n∏
γ=1
{
δS0
i,γ
;SIni (s
γ
1
,...,sγn)
}
e−i
∑
l,γ ψ
l
i,γS
l
i,γ
×e
∑L−1
l=0
∑
2n
γ=1
{ixli,γh
l
i,γ+βS
l+1
i,γ
hli,γ+log 2 cosh βh
l
i,γ}
×e
∑L−1
l=0
{−iΩˆl(xl
i
,ωl+1
i
)+iωl+1
i
−iPˆ l(Sli)}, (S78)
where we have used the definition∫
{dhidxidωi} =
L−1∏
l=0
{
2n∏
γ=1
{∫
dhli,γdx
l
i,γ
2π
}∫ π
−π
dωl+1i
2π
}
. (S79)
Using these definitions in Eq. (S76) gives us the desired saddle-point integral
Γ =
∫
{dΩdΩˆdPdPˆ }eNΨ[Ω,Ωˆ,P ,Pˆ ]. (S80)
For N →∞ and with the generating fields {ψli,γ} are all being set to zero we obtain
Ψ =
L−1∑
l=0
{
i
∫
dxdωΩˆl(x, ω)Ωl(x, ω) + i
∑
S
Pˆ l(S)P l(S) (S81)
+
∫
dxdωΩl(x, ω)
∑
{Sj}
{ k∏
j=1
P l(Sj)
}〈
e−i
∑
2n
γ=1
xγξα(S
γ
1
,...,Sγ
k
)−iω
〉
ξ,α
}
+
∑
m
P (m) log
∑
S
∫
{dhdxdω}Mm[S,h|x,ω, 0].
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1. Saddle-point Problem
The integral Eq. (S80) is dominated by the extremum of the functional Eq. (S81). Functional variation of Eq. (S81)
with respect to the integration variables {Ω, Ωˆ,P , Pˆ } leads us to four saddle-point equations
P l(S) =
∑
m
P (m)
〈
δSl;S
〉
Mm
, (S82)
Pˆ
l
(S) =
δ
δP l(S)
∑
{Sj}
k∏
j=1
[
P l(Sj)
]
(S83)
×
∫
dxdωΩl(x, ω)
〈
e−i
∑
2n
γ=1 xγξα(S
γ
1
,...,Sγ
k
)−iω
〉
ξ,α
,
Ωl(x, ω) =
∑
m
P (m)
〈
δ(x− xl)δ(ω − ωl+1)〉
Mm
, (S84)
Ωˆl(x, ω) = i
∑
{Sj}
k∏
j=1
{
P l(Sj)
}〈
e−i
∑
2n
γ=1
xγξα(S
γ
1
,...,Sγ
k
)−iω
〉
ξ,α
. (S85)
Inserting the result Eq. (S85) into Eq. (S78) and integrating continuous variables leads to∫
{dhdxdω}Mm[S,h|x,ω, 0] (S86)
=
2n∏
γ=1
{
δS0γ ;SIm(s
γ
1
,...,sγn)
}∫
{dhdxdω}
L−1∏
l=0
e
∑
2n
γ=1
{ixlγh
l
γ+βS
l+1
γ h
l
γ+log 2 cosh βh
l
γ} e−iPˆ
l(Sl)
× exp
[ ∑
{Sj}


k∏
j=1
P l(Sj)


〈
e−i
∑
2n
γ=1
xlγξα(S
γ
1
,...,Sγ
k
)−iωl+1
〉
ξ,α
+ iωl+1
]
=
2n∏
γ=1
{
δS0γ ;SIm(s
γ
1
,...,sγn)
}∫
{dhdx}
L−1∏
l=0
e
∑
2n
γ=1
{ixlγh
l
γ+βS
l+1
γ h
l
γ+log 2 cosh βh
l
γ} e−iPˆ
l(Sl)
×
∑
{Sj}
k∏
j=1
{
P l(Sj)
}〈
e−i
∑
2n
γ=1 x
l
γξα(S
γ
1
,...,Sγ
k
)
〉
ξ,α
=
2n∏
γ=1
{
δS0γ ;SIm(s
γ
1
,...,sγn)
} L−1∏
l=0
∑
{Sj}
k∏
j=1
[
P l(Sj)
]〈 2n∏
γ=1
eβS
l+1
γ ξα(S
γ
1
,...,Sγ
k
)
2 coshβξα(Sγ1 , . . . , S
γ
k )
〉
ξ,α
e−i
∑L−1
l=0
Pˆ l(Sl).
Averaging Eq. (S86) over the random-indices disorder m gives
Prob[SL ← . . .← S0] =
∑
m
P (m)
{
2n∏
γ=1
δS0γ ;SIm(s
γ
1
,...,sγn)
}
(S87)
×
L−1∏
l=0
∑
{Sj}

 k∏
j=1
P l(Sj)


〈
2n∏
γ=1
eβS
l+1
γ ξα(S
γ
1
,...,Sγ
k
)
2 coshβξα(Sγ1 , . . . , S
γ
k )
〉
ξ,α
×e−i
∑L−1
l=0
Pˆ l(Sl)/Normn,
where Sl = (Sl1, . . . , S
l
2n), which is the probability of a path in the space of Boolean functions of n variables. The
conjugate order parameter Pˆ l is a constant for all l ∈ {0, . . . , L − 1} which is canceled by a similar constant in the
denominator of Eq. (S87).
From Eq. (S87) we can easily obtain the probability of a Boolean function on the layer l + 1
P l+1(S) =
∑
{Sj}


k∏
j=1
P l(Sj)


〈
2n∏
γ=1
eβSγξα(S
γ
1
,...,Sγ
k
)
2 coshβξα(Sγ1 , . . . , S
γ
k )
〉
ξ,α
, (S88)
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where the initial condition is given by
P 0(S) =
∑
m
P (m)
2n∏
γ=1
{
δSγ ;SIm(s
γ
1
,...,sγn)
}
. (S89)
Eq. (S88) is the main result of this section.
B. Recurrent Architectures
In recurrent Boolean networks, both random connections and random gates do not change from layer to layer but
remain fixed. This, for all l ∈ {1, . . . , L}, gives rise to the probabilities
P ({Aii1,...,ik}) =
1
ZA
N∏
i=1
[
δ
(
1;
N∑
j1,...,jk
Aij1,...,jk
) N∏
i1,...,ik
[
1
Nk
δAi
i1,...,ik
;1 + (1−
1
Nk
)δAi
i1,...,ik
;0
] ]
, (S90)
and
P ({αi}) =
N∏
i=1
P (αi). (S91)
The differences between the random layer-dependent and random recurrent topologies are generated in the disorder-
dependent part of Eq. (S69). We average out the disorder in Eq. (S69) as follows
N∏
i=1
2n∏
γ=1
L∏
l=1
N∏
j1,...,jk
e
−ixl−1
i,γ
Ai
j1,...,jk
ξiαi(S
l−1
j1,γ
,...,Sl−1
jk,γ
)
=
1
ZA
N∏
i=1
N∏
i1,...,ik


∑
Ai
i1,...,ik
[
1
Nk
δAi
i1,...,ik
;1 + (1 −
1
Nk
)δAi
i1,...,ik
;0
]
 δ
(
1;
N∑
j1,...,jk
Aij1,...,jk
)
×
∑
ξi
P (ξi)
∑
αi
P (αi)
N∏
j1,...,jk
e
−i
∑
L
l=1
∑
2n
γ=1
xl−1
i,γ
Aij1,...,jk
ξiαi(S
l−1
j1,γ
,...,Sl−1
jk,γ
)
=
1
ZA
N∏
i=1
∫ π
−π
dωi
2π
eiωi
N∏
i1,...,ik
∑
Ai
i1,...,ik
[
1
Nk
δAi
i1,...,ik
;1 + (1−
1
Nk
)δAi
i1,...,ik
;0
]
×
〈
e
−i
∑
L
l=1
∑
2n
γ=1 x
l−1
i,γ
Aii1,...,ik
ξiαi(S
l−1
i1,γ
,...,Sl−1
ik,γ
)−iωiA
i
i1,...,ik
〉
ξi,αi
=
1
ZA
N∏
i=1
∫ π
−π
dωi
2π
eiωi
N∏
i1,...,ik
〈
1
Nk
e
−i
∑L
l=1
∑
2n
γ=1
xl−1
i,γ
ξα(Sl−1
i1,γ
,...,Sl−1
ik,γ
)−iωi + (1 − 1
Nk
)
〉
ξ,α
=
1
ZA
{
N∏
i=1
∫ π
−π
dωi
2π
eiωi
}
exp

 1
Nk
N∑
i,i1,...,ik
〈
e
−i
∑L
l=1
∑
2n
γ=1
xl−1
i,γ
ξα(Sl−1
i1,γ
,...,Sl−1
ik,γ
)−iωi − 1
〉
ξ,α
+O(N−k+1)

 , (S92)
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Using the above result in the generating functional Eq. (S72) we obtain
Γ =
1
ZA
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn) e−i
∑
l,i
ψli,γS
l
i,γ
×


∏
l,γ,i
∫
dhli,γdx
l
i,γ
2π
eix
l
i,γh
l
i,γ

 eβ
∑
l,γ,i
Sli,γh
l−1
i,γ
+
∑
l,γ,i
log 2 cosh βhl−1
i,γ
×
{
N∏
i=1
∫ π
−π
dωi
2π
eiωi
}
exp
[
N
∫
dx0 · · ·dxL−1dω 1
N
N∑
i=1
( L−1∏
l=0
δ(xl − xli)
)
δ(ω − ωi)
×
∑
{Sl
j
}
1
Nk
N∑
i1,...,ik
( L−1∏
l=0
δSl
1
;Sl
i1
× · · · × δSl
k
;Sl
ik
)
×
〈
e−i
∑L
l=1
∑
2n
γ=1
xl−1γ ξα(S
l−1
1,γ ,...,S
l−1
k,γ
)−iω − 1
〉
ξ,α
+O(N−k+1)
]
, (S93)
where we have defined the following vectors xli = (x
l
i,1, . . . , x
l
i,2n), x
l = (xl1, . . . , x
l
2n), S
l
i = (S
l
i,1, . . . , S
l
i,2n) and
Sl = (Sl1, . . . , S
l
2n).
In order to attain the factorization over sites we insert into Eq. (S93) the following functional unity representations∫
{dPdPˆ}eiN
∑
{Sl}
Pˆ ({Sl})[P ({Sl})− 1
N
∑
N
i=1
∏L−1
l=0
δ
Sl ;Sl
i
]
= 1, (S94)∫
{dΩdΩˆ}eiN
∫
{dxl}dωΩˆ({xl},ω)[Ω({xl},ω)− 1
N
∑
N
i=1[
∏L−1
l=0
δ(xl−xli)]δ(ω−ωi)] = 1.
Inserting above into the generating functional Eq. (S93) we obtain
Γ =
∫
{dPdPˆdΩdΩˆ} expN
[
i
∑
{Sl}
Pˆ ({Sl})P ({Sl}) + i
∫
{dxl}dωΩˆ({xl}, ω)Ω({xl}, ω)
+
∫
{dxl}dωΩ({xl}, ω)
∑
{Sl
j
}
P ({Sl1})× · · · × P ({Slk})× · · ·
· · · ×
〈
e−i
∑
L
l=1
∑
2n
γ=1 x
l−1
γ ξα(S
l−1
1,γ ,...,S
l−1
k,γ
)−iω − 1
〉
ξ,α
− 1
N
logZA
]
×
∑
{Sl
i,γ
}
2n∏
γ=1
P (~S0γ |sγ1 , . . . , sγn) e−i
∑
l,i
ψli,γS
l
i,γ
×


∏
l,γ,i
∫
dhli,γdx
l
i,γ
2π
eix
l
i,γh
l
i,γ

 eβ
∑
l,γ,i S
l
i,γh
l−1
i,γ
+
∑
l,γ,i log 2 cosh βh
l−1
i,γ
×
{
N∏
i=1
∫ π
−π
dωi
2π
eiωi
}
e−i
∑N
i=1
Pˆ ({Sli})−i
∑N
i=1
Ωˆ({xli},ωi). (S95)
The site-dependent part of the above can be written as
exp
[
N
1
N
N∑
i=1
δm;ni log
∑
{Sl
i
}
∫
{dhlidxli}
∫ π
−π
dωi
2π
× · · · ×Mm[{Sli}, {hli}|{xli}, ωi, {ψli}]
]
, (S96)
where
Mni [{Sli}, {hli}|{xli}, ωi, {ψli}] =
2n∏
γ=1
{
δS0
i,γ
;SIni
(sγ
1
,...,sγn)
}
e−i
∑
l,γ ψ
l
i,γS
l
i,γ (S97)
×e
∑L−1
l=0
∑
2n
γ=1{ix
l
i,γh
l
i,γ+βS
l+1
i,γ
hli,γ+log 2 cosh βh
l
i,γ}
×e−iΩˆ({xli},ωi)+iωi−iPˆ ({Sli}), (S98)
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and we use the definition
∫ {dhlidxli} =∏L−1l=0 ∏2nγ=1 ∫ dhli,γdxli,γ2π .
The definition Eq. (S96) allows us to express the disorder-averaged generating functional Eq. (S95) as a saddle-point
integral
Γ =
∫
{dPdPˆdΩdΩˆ}eNΨ[{P,Pˆ ,Ω,Ωˆ}] (S99)
where
Ψ =
∑
{Sl}
iPˆ ({Sl})P ({Sl}) +
∫
{dxl}dωiΩˆ({xl}, ω)Ω({xl}, ω) (S100)
+
∫
{dxl}dωΩ({xl}, ω)
∑
{Sl
j
}
P ({Sl1})× · · · × P ({Slk})× · · ·
· · · ×
〈
e−i
∑L−1
l=0
∑
2n
γ=1
xlγξα(S
l
1,γ ,...,S
l
k,γ)−iω − 1
〉
ξ,α
− 1
N
logZA
+
∑
m
P (m) log
∑
{Sl}
∫
{dhldxl}
∫ π
−π
dω
2π
Mm[{Sl}, {hl}|{xl}, ω, {0}].
with
Mm[{Sl}, {hl}|{xl}, ω, {0}] = Pm(S0)
L−1∏
l=0
eβS
l+1·hl∏
γ 2 coshβh
l
γ
eix
l·hl
×e−iΩˆ({xl},ωi)+iω−iPˆ ({Sl})
where Pm(S
0) =
∏2n
γ=1
{
δS0γ ;SIm(s
γ
1
,...,sγn)
}
; we have removed the generating fields {ψli} = {0} and assumed the the
law of large numbers P (m) = limN→∞
1
N
∑N
i=1 δm;ni holds. For N → ∞ the integral Eq. (S99) is dominated by the
extremum points of Eq. (S100) i.e. δΨδP = 0,
δΨ
δPˆ
= 0, δΨδΩ = 0 and
δΨ
δΩˆ
= 0.
Computing the extremum points of Eq. (S100) leads to the saddle-point equations
P ({S′l}) =
∑
m
P (m)
〈
L−1∏
l=0
δS′l;Sl
〉
Mm
(S101)
Pˆ ({Sl}) = i δ
δP ({Sl})
∑
{Sl
j
}
k∏
j=1
P ({Slj})
∫
{dxl}dωΩ({xl}, ω) (S102)
×
〈
e−i
∑L−1
l=0
∑
2n
γ=1
xlγξα(S
l
1,γ ,...,S
l
k,γ)−iω
〉
ξ,α
Ω({x′l}, ω′) =
∑
m
P (m)
〈[
L−1∏
l=0
δ(x′l − xl)
]
δ(ω′ − ω)
〉
Mm
(S103)
Ωˆ({xl}, ω) = i
∑
{Sl
j
}
k∏
j=1
P ({Slj})
〈
e−i
∑L−1
l=0
∑
2n
γ=1 x
l
γξα(S
l
1,γ ,...,S
l
k,γ)−iω
〉
ξ,α
, (S104)
where we use the definition
〈· · · 〉Mm =
∑
{Sl}
∫ {dhldxl} ∫ π
−π
dω
2πMm[{Sl}, {hl}|{xl}, ω, {0}] · · ·∑
{Sl}
∫ {dhldxl} ∫ π
−π
dω
2πMm[{Sl}, {hl}|{xl}, ω, {0}]
Solving the saddle point equations leads to the main result
P (SL, ..,S0) =
∑
m
P (m)Pm(S
0)
∑
{Sl
j
}
k∏
j=1
P ({Slj})
〈
L−1∏
l=0
2n∏
γ=1
eβS
l+1
γ ξα(S
l
1,γ ,...,S
l
k,γ)
2 coshβξα(Sl1,γ , . . . , S
l
k,γ)
〉
ξ,α
(S105)
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We can use this result to generate: (i) single-layer (time) observables
P (SL) =
∑
S
L−1
j


k∏
j=1
P (SL−1j )


〈
2n∏
γ=1
eβS
L
γ ξα(S
L−1
1,γ ,...,S
L−1
k,γ
)
2 coshβξα(SL−11,γ , . . . , S
L−1
k,γ )
〉
ξ,α
, (S106)
(ii) two-layer (time) oservables
P (SL,SL
′
)=
∑
{SL−1
j
,SL
′−1
j
}
k∏
j=1
P (SL−1j ,S
L′−1
j )
〈
2n∏
γ=1
eβS
L
γ ξα(S
L−1
1,γ ,...,S
L−1
k,γ
)
2 coshβξα(SL−11,γ , . . . , S
L−1
k,γ )
eβS
L′
γ ξα(S
L′−1
1,γ ,...,S
L′−1
k,γ
)
2 coshβξα(SL
′−1
1,γ , . . . , S
L′−1
k,γ )
〉
ξ,α
.(S107)
According to (i) the results for the layered growth process Eq. (S88) also hold for the recurrent topology.
VI. SOME RESULTS OF BOOLEAN CIRCUITS
A. Savicky’s Growth Process
In this section we will use Eq. (S88) to study the Boolean functions generated in the layered variant [6] of the
Savicky’s growth process [7].
But first we will establish the equivalence of these two growth processes. Assuming that the formulae in our growth
process are constructed using only a single gate α and that it has no noise, we obtain
P l+1(S) =
∑
{Sj}

 k∏
j=1
P l(Sj)

 2n∏
γ=1
δ[Sγ ;α(Sγ1 , . . . , S
γ
k )], (S108)
where S ∈ {−1, 1}2n.
This result is in agreement with [7], which establishes a formal equivalence of the layered network and Savicky’s
formula-growth process.
From [6] and [7, 8] we know that the growth process can converge to a single Boolean function or uniform distribution
over some set of all Boolean functions.
1. Single Boolean Function
In the case where the process converges to a single Boolean function f we have P∞(S) =
∏2n
γ=1 δ[S
γ ; fγ ], where
we represent f as a binary string of length 2n.
Inserting above into Eq. (S108) we obtain
2n∏
γ=1
δ[Sγ ; fγ ] =
∑
{Sj}
k∏
j=1
[
2n∏
γ=1
δ[Sγj ; f
γ ]
]
2n∏
γ=1
δ[Sγ ;α(Sγ1 , . . . , S
γ
k )]
=
2n∏
γ=1
δ[Sγ ;α(fγ , . . . , fγ)]. (S109)
Thus, when the process converges to a single Boolean function f this implies that fγ = α(fγ , . . . , fγ) and the
number of fixed points of Eq. (S108) is equal to 22
n
, i.e. all Boolean functions of n variables.
In order to find out, for a given gate α which satisfies the property S = α(S, . . . , S), to which Boolean function the
growth process converges to (if at all) we have to study the evolution of the probability P l(S) which depends on the
input set SI via P 0(S).
The (Shannon) entropy of a Boolean function f on layer l is defined as hl =−∑S P l(S) logP l(S), where we use the
convention P l(S) logP l(S) = 0 when P l(S) = 0. For S ∈ {−1, 1}2n, we have 0 ≤ hl ≤ 2n logn and hl ≤ hl1+· · ·+hl2n ,
where hlγ =−
∑
S P
l
γ(S) logP
l
γ(S), which implies 0 ≤ hl ≤ hl1+· · ·+hl2n .
The marginals P lγ(S) =
1
2 [1 + Sm
l
γ ] of (S108) can be computed from the equation
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Figure S7. Iteration maps of Eq. (S110). (a) AND and OR gate Boolean circuits; m∗ = ±1 are the only fixed points of the
iteration. (b) MAJ3 gate Boolean circuits; m∗ = ±1 are stable fixed points, while m∗ = 0 is an unstable fixed point.
ml+1γ =
∑
{Sj}
k∏
j=1
[
1 + Sjm
l
γ
2
]
α(S1, . . . , Sk), (S110)
where γ = 1, .., 2n and m0γ =
1
|SI |
∑
S∈SIγ(~s)
S.
We notice that for l →∞: hl1+· · ·+hl2n = 0 only when mlγ ∈ {−1, 1} for all γ ∈ {1, .., 2n}.
Let mlγ = S, where S ∈ {−1, 1}, and compute RHS of Eq. (S110). The result is given by α(S, . . . , S). The
convergence of the process to a single Boolean function implies that S = α(S, . . . , S) which consequently implies that
mlγ = ±1 are the fixed points of the dynamics Eq. (S110).
Let B− and B+ be basins of attraction of equation of the fixed points −1 and +1 respectively. For an arbitrary
Boolean function f : {−1, 1}n → {−1, 1}, define two sets of inputs s± for which f(s1, .., sn) = ±1 then the process
Eq. (S108) converges to the Boolean function f when for all (s1, .., sn) ∈ s±, m0 = 1|SI |
∑
S∈SI(~s) S ∈ B±.
An example of iteration maps of the Eq. (S110) for AND and OR gates is plotted in Fig. (S7)(a). For these gates,
mlγ always converges to the fixed pointsm
∗ = ±1 as the number of layers grows, which suggests that the corresponding
Boolean circuits compute a single Boolean function in the large depth limit. For MAJ3 gate where the iteration map
is plotted in Fig. (S7)(b), if we consider the input vector ~SI = (s1, ..., sn), where n is odd, then m
0 6= 0 and mlγ
converges to the fixed points m∗ = ±1 as well, i.e a single Boolean function is computed in the large depth limit.
2. Uniform Distribution over All Boolean Functions
In the case when the growth process converges to a uniform distribution over all Boolean functions we have P∞(S) =
1
22n
.
Inserting this distribution into Eq. (S108) we obtain
1
22n
=
∑
{Sj}
k∏
j=1
[
1
22n
] 2n∏
γ=1
δ[Sγ ;α(Sγ1 , . . . , S
γ
k )] (S111)
=
1
2k2n
2n∏
γ=1
∑
S1,...,Sk
δ[Sγ ;α(S1, . . . , Sk)]
=
1
2k2n
2n∏
γ=1

2k−1 + Sγ
2
∑
S1,...,Sk
α(S1, . . . , Sk)


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This equality holds when the gate α is balanced∑
S1,...,Sk
α(S1, . . . , Sk) = 0. (S112)
To show that the process converges to P∞(S) = 1
22n
, for a given balanced and non-linear [7] gate α, and initial
conditions given by P 0, we have to study the dynamics of P l in general which is beyond the scope of the current
study. Note that in the context of Boolean circuits, the variables are always Boolean and linearity is defined in the
finite filed GF (2) [7, 8]. The requirement for gate α to be non-linear is due to the fact that any composition of linear
Boolean gates is also linear, which implies that only linear Boolean functions can be represented in Boolean circuits
using linear gate α. Therefore a non-linear gate is required in order to generate all Boolean functions [7].
As an example, the MAJ3 gate α(S1, S2, S3) = sgn(S1 + S2 + S3) is balanced and non-linear. If the balanced
input ~SI = (~s,−~s, 1,−1) is used, then m0γ = 0, which implies that mlγ = 0, ∀l ≥ 1. Numerical evidence in the main
text shows that (at least for small values of n), the entropy of Boolean functions HL increases monotonically as the
number of layers grows and converges to its maximum value 2n log 2. It implies that the variability of the Boolean
functions computed is increasing and the machines converge to a uniform distribution on all Boolean functions in the
large depth limit, which is consistent with the findings in [7].
VII. IDENTITY MATRIX PLUS ANTI-DIAGONAL MATRIX
Consider the M ×M matrix AM (κ) with matrix element
AM (κ)ij = δij + κδi+j,M+1. (S113)
For instance,
A4(κ) =


1 0 0 κ
0 1 κ 0
0 κ 1 0
κ 0 0 1

 . (S114)
It can be shown that (proof by Laplace expansion and induction)
det
[
AM (κ)− λI
]
= [(1− λ)2 − κ2]M/2, (S115)
detAM (κ) = (1− κ2)M/2, (S116)
AM (κ)
−1 =
1
1− κ2AM (−κ), (S117)
which suggests that λ = 1± κ are the eigenvalues of AM (κ), each of which has multiplicity of M2 . The matrix AM (κ)
is singular when κ = ±1.
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