Women's basal body temperature (BBT) follows a periodic pattern that is associated with the events in their menstrual cycle. Although daily BBT time series contain potentially useful information for estimating the underlying menstrual phase and for predicting the length of current menstrual cycle, few models have been constructed for BBT time series. Here, we propose a state-space model that includes menstrual phase as a latent state variable to explain fluctuations in BBT and menstrual cycle length. Conditional distributions for the menstrual phase were obtained by using sequential Bayesian filtering techniques. A predictive distribution for the upcoming onset of menstruation was then derived based on the conditional distributions and the model, leading to a novel statistical framework that provided a sequentially updated prediction of the day of onset of menstruation. We applied this framework to a real dataset comprising women's self-reported BBT and days of menstruation, comparing the prediction accuracy of our proposed method with that of conventional calendar calculation. We found that our proposed method provided a better prediction of the day of onset of menstruation. Potential extensions of this framework may provide the basis of modeling and predicting other events that are associated with the menstrual cycle.
Introduction
The menstrual cycle is the periodic changes that occur in the female reproductive system that make pregnancy possible. Throughout the menstrual cycle, basal body temperature (BBT) also follows a periodic pattern. The menstrual cycle consists of two phases, the follicular phase followed by the luteal phase, with ovulation occurring at the transition between the two phases. During the follicular phase, BBT is relatively low with the nadir occurring within 1 to 2 days of a surge in luteinizing hormone that triggers ovulation. After the nadir, the cycle enters the luteal phase and BBT rises by 0.3 to 0.5
• C (Barron and Fehring 2005) .
Considerable attention has been paid to the development of methods to predict the days of ovulation and the day of onset of menstruation; currently available methods include urinary and plasma hormone analyses, ultrasound monitoring of follicular growth, and monitoring of changes in the cervical mucus or BBT. Monitoring the change in BBT is straightforward because it requires neither expensive instruments nor medical expertise. However, of the currently available methods, BBT measurement is the least reliable because it has an inherently large dayto-day variability (Barron and Fehring 2005) ; therefore, statistical analyses are required to improve predictions of events associated with the menstrual cycle based on BBT.
Many statistical models of the menstrual cycle have been proposed, with the majority explaining the marginal distribution of menstrual cycle length which is characterized by a long right tail. To explain within-individual heterogeneity, which is an important source of variation in menstrual cycle length, Harlow and Zeger (1991) made the biological assumption that a single menstrual cycle is composed of a period of "waiting" followed by the ovarian cycle. They classified menstrual cycles into standard, normally distributed cycles that contained no wait-ing time and into nonstandard cycles that contained waiting time. Guo et al. (2006) extended this idea and proposed a mixture model consisting of a normal distribution and a shifted Weibull distribution to explain the right-tailed distribution. By accommodating covariates, they also investigated the effect of an individual's age on the moments of the cycle length distribution. Huang et al. (2014) attempted to model the changes in the mean and variance of menstrual cycle length that occur during the approach of menopause. By using a change-point model, they found changes in the annual rate of change of the mean and variance of menstrual cycle length which indicate the start of early and late menopausal transition. In contrast, Bortot et al. (2010) focused on the dynamic aspect of menstrual cycle length over time. By using a state-space modeling approach, they derived a predictive distribution of menstrual cycle length that was conditional on past time series. By integrating a fecundability model into their time series model, they also developed a framework that estimates the probability of conception that is conditional on the within-cycle intercourse behavior. A related joint modeling of menstrual cycle length and fecundity has been attained more recently (Lum et al. 2016) .
Although daily fluctuations in BBT are associated with the events of the menstrual cycle, and therefore BBT time series analyses likely provide information regarding the length of the current menstrual cycle, there have been no previous studies modeling BBT data to predict menstrual cycle length. Thus, in the present study we developed a statistical framework that provides a predictive distribution of menstrual cycle length (which, by extension, is a predictive distribution of the next day of onset of menstruation) that is sequentially updated with daily BBT data. We used a state-space model that includes a latent phase state variable to explain daily fluctuations in BBT and to derive a predictive distribution of menstrual cycle length that is dependent on the current phase state. This paper is organized as follows: In Section 2, we briefly describe the data required for the proposed method and how the test dataset was obtained. In Section 3, we provide the formulation of the proposed state-space model for menstrual cycle and give an overview of the filtering algorithms that we use to estimate the conditional distributions of the latent phase variable given the model and dataset. In the same section, we also describe the predictive probability distribution for the next day of onset of menstruation that was derived from the proposed model and the filtering distribution for the menstrual phase.
In Section 4, we apply the proposed framework to a real dataset and compare the accuracy of the point prediction of the next day of onset of menstruation between the proposed method and the conventional method of calendar calculation. In Section 5, we discuss the practical utility of the proposed method with respect to the management of women's health and examine the potential challenges and prospects for the proposed framework.
Data
We assumed that for a given female subject a dataset containing a daily BBT time series and days of onset of menstruation was available. The BBT could be measured with any device (e.g., a conventional thermometer or a wearable sensor), although different model parameters may be adequate for different measurement devices. In the application of the proposed framework described in Section 4, we used real BBT time series and menstruation onset data that was collected via a website called Ran's story (QOL Corporation, Ueda, Japan), which is a website that allows registered users to upload their self-reported daily BBT and days of menstruation onset to QOL Corporation's data servers. At the time of registering to use the service, all users of Ran's story agree to the use of their data for academic research. Although no data regarding the ethnic characteristics of the users were available, it is assumed that the majority, if not all, the users were ethnically Japanese because Ran's story is provided only in the Japanese language.
3 Model description and inferences
State-space model of the menstrual cycle
Here we develop a state-space model for a time series of observed BBT, y t , and an indicator of the onset of menstruation, z t , obtained for a subject for days t = 1, . . . , T . By z t = 1, we denote that menstruation started on day t, whereas z t = 0 indicates that day t is not the first day of menstruation. We denote the BBT time series and menstruation data obtained until time t as Y t = (y 1 , . . . , y t ) and Z t = (z 1 , . . . , z t ), respectively.
We considered the phase of the menstrual cycle, θ t ∈ R (t = 0, 1, . . . , T ), to be a latent state variable. We let t as the daily advance of the phase and assume that it is a positive random variable that follows a gamma distribution with shape parameter α and rate parameter β, which leads to the following system model:
Under this assumption, the conditional distribution of θ t , given θ t−1 , is a gamma distribution with a probability density function:
It is assumed that the distribution for the observed BBT y t is conditional on the phase θ t . Since periodic oscillation throughout each phase is expected for BBT, a finite trigonometric series is used to model the average BBT. Assuming a Gaussian observation error, the observation model for BBT is expressed as
where M is the maximum order of the series. Conditional on θ t , y t then follows a normal distribution with a probability density function:
where µ(θ t ) = a + M m=1 (b m cos 2mπθ t + c m sin 2mπθ t ). By this definition, µ(θ t ) is periodic in terms of θ t with a period of 1.
For the onset of menstruation, we assume that menstruation starts when θ t "steps over" the smallest following integer. This is represented as follows:
= 1 when
where x is the floor function that returns the largest previous integer for x. Writing this deterministic allocation in a probabilistic manner, which is conditional on (θ t , θ t−1 ), z t follows a Bernoulli distribution:
where I(x) is the indicator function that returns 1 when x is true or 0 otherwise.
be a vector of the parameters of this model. Given a time series of BBT, Y T = (y 1 , . . . , y T ), an indicator of menstruation, Z T = (z 1 , . . . , z T ), and a distribution specified for initial states, p(θ 1 , θ 0 ), these parameters can be estimated by using the maximum likelihood method. The log-likelihood of this model is expressed as
where
and for t = 2, . . . , T ,
which can be sequentially obtained by using the Bayesian filtering technique described below. Note that although p(y t | θ t )(t ≥ 1) and p(θ t , θ t−1 | Y t−1 , Z t−1 )(t ≥ 2) depend on ξ, this dependence is not explicitly described for notational simplicity.
3.2 State estimation and calculation of loglikelihood by using the non-Gaussian filter
Given the state-space model of menstrual cycle described above and its parameters and data, the conditional distribution of an unobserved menstrual phase can be obtained by using recursive formulae for the state estimation problem, which are referred to as the Bayesian filtering and smoothing equations (Särkkä 2013) . We describe three versions of this sequential procedure, that is, prediction, filtering, and smoothing, for the state-space model described above. Let p(θ t , θ t−1 | Y t , Z t ) be the joint distribution for the phase at successive time points t − 1 and t, which is conditional on the observations obtained by time t. This conditional distribution accommodates all the data obtained by time t and is called the filtering distribution. Similarly, the joint distribution for the phase of successive time points t and t − 1 conditional on the observations obtained by time t − 1,
, is referred to as the one-stepahead predictive distribution. For t = 1, . . . , T these distributions are obtained by sequentially applying the following recursive formulae:
where for t = 1 we set p(θ 1 , θ 0 | Y 0 , Z 0 ) as p(θ 1 , θ 0 ), which is the specified initial distribution for the phase. Equations (13) and (14) are the prediction and filtering equation, respectively. Note that the denominator in Equation (14) is the likelihood for data at time t (see Equations 11 and 12). Hence, the log-likelihood of the state-space model is obtained through application of the Bayesian filtering procedure. The joint distribution for the phase, which is conditional on the entire set of observations, p(θ t , θ t−1 | Y T , Z T ), is referred to as the (fixedinterval type) smoothed distribution. With the filtering and the one-step-ahead predictive distributions, the smoothed distribution is obtained by recursively using the following smoothing formula:
In general, these recursive formulae are not analytically tractable for non-linear, non-Gaussian, statespace models. However, the conditional distributions, as well as the log-likelihood of the state-space model, can still be approximated by using filtering algorithms for general state-space models. We use Kitagawa's non-Gaussian filter where the continuous state space is discretized into equally spaced grid points at which the probability density is evaluated. We describe the numerical procedure to obtain these conditional distributions by using the non-Gaussian filter in Appendix A.
Predictive distribution for the day of onset of menstruation
A predictive distribution for the day of onset of menstruation is derived from the assumptions of the model and the filtering distribution of the state. We denote the distribution function and the probability density function of the gamma distribution with shape parameter s and rate parameter r as G( · ; s, r) and g( ·; s, r), respectively. Let the accumulated advance of the phase be denoted by ∆ k (t), which is then calculated as ∆ k (t) = t+k r=t+1 r , k = 1, 2, · · · . We consider the conditional probability that the next menstruation has occurred before day k + t given the phase state θ t . We denote this conditional probability as F (k | θ t ) = Pr {∆ k (t) > θ t − θ t }, where x is the ceiling function that returns the smallest following integer for x. Therefore, F (k | θ t ) represents the conditional distribution function for the onset of menstruation. Under the assumption of the statespace model described above, F (k | θ t ) is given as
The conditional probability function for the day of onset of menstruation, denoted as f (k | θ t ), is then given as
where we set F (0 | θ t ) = 0. The marginal distribution for the day of onset of menstruation, denoted as h(k | Y t , Z t ), can also be obtained with the marginal filtering distribution for the phase state, p(θ t | Y t , Z t ). It is given as
Note that this distribution is conditional on the data obtained by time t and therefore provides a predictive distribution for menstruation day that accommodates all information available. The point prediction for menstruation day can also be obtained from h(k | Y t , Z t ) and one of the natural choice for it would be the k that gives the highest probability, max h(k | Y t , Z t ). We describe the non-Gaussian filter-based numerical procedure we used to obtain these predictive distributions in Appendix A.
Application
We used the BBT time series and menstruation onset data provided by 10 users of the Ran's story website (QOL Corporation, Ueda, Japan). Data were collected through the course of 44 to 57 consecutive menstrual cycles (see Table 1 for a summary of the data). Data of each subject's first 29 consecutive menstrual cycles were used to fit the state-space model described above and to obtain maximum likelihood estimates of the parameters. To determine the order of the trigonometric series, models with M = 1, 2, . . . , 12 (referring to models M1, M2, . . . , and M12, respectively) were fitted and then compared based on the Akaike information criterion (AIC) for each subject. The best AIC model and the remaining menstrual cycle data (i.e., the data that were not used for the parameter estimations), were then used to evaluate the accuracy of the prediction of the next day of onset of menstruation based on the root mean square error (RMSE) and the mean absolute error (MAE) for each subject. We compared the prediction accuracy between the sequential prediction and the conventional, fixed prediction, where the former was obtained by using the proposed method and the latter was obtained as the day after a fixed number of days from the onset of preceding menstruation.
Parameter estimates in the best AIC model for the 10 subjects are shown in Table 2 . The selected order of the trigonometric series ranged from 5 to 12. The estimated relationship between expected BBT and menstrual phase, and the estimated probability density distribution for phase advancement for each subject are shown in Figure 1 . Although the estimated temperature-phase regression lines were "squiggly" due to the high order of the trigonometric series, they in general exhibited two distinct stages: the temperature tended to be lower in the first half of the cycle and higher in the second half, which is consistent with the well-known periodicity of BBT through the menstrual cycle (Barron and Fehring 2005) . Figure  2 shows examples of the estimated conditional distributions for menstrual phase and the associated predictive distributions for the day of onset of menstruation.
The RMSE of the predictions of the next day of onset of menstruation provided by the sequential method and by the conventional method are shown in Figure 3 (see Tables 3 and 4 in Appendix B for more details). In the sequential method, the RMSE tended to decrease as the day approached the next day of onset of menstruation, suggesting that accumulation of the BBT time series data contributed to increasing the accuracy of the prediction. Although, at the day of onset of preceding menstruation, the sequential method does not necessarily provide a more accurate prediction compared with the conventional method, it may provide a much-improved prediction as the day gets closer to the onset of next menstruation. Except for in subject 9, the sequential method exhibited a better predictive performance than the conventional method for at least one of the time points of prediction we considered (i.e., the day preceding the next day of onset of menstruation) (Figure 3) . Compared with the best prediction provided by the conventional method, the range, mean, and median of the rate of the maximum reduction in the RMSE for each subject in the sequential method was 0.066-1.481, 0.557 and 0.487, respectively. Note that the predictive performance tended to be even better when the accuracy was measured by using the mean absolute error (see Tables 5 and 6 and Figure 4 in Appendix B).
Discussion
Here we constructed a statistical framework that provides a model-based prediction of the day of onset of menstruation based on a state-space model and an associated Bayesian filtering algorithm. The model describes the daily fluctuation of BBT and the history of menstruation. The filtering algorithms yielded a filtering distribution of menstrual phase that was conditional on all of the data available at that point in time, which was used to derive a predictive distribution for the next day of onset of menstruation. The predictive framework we developed has several notable characteristics that make it superior to the conventional method of calendar calculation for predicting the day of onset of menstruation. State-space modeling and Bayesian filtering techniques enable the proposed method to yield sequential predictions of the next day of onset of menstruation based on daily BBT data. Even though menstrual cycle length fluctuates stochastically, the prediction of day of onset of menstruation is automatically adjusted based on the daily updated filtering distribution, yielding a flexible yet robust prediction of the next day of onset of menstruation. This is markedly different from the conventional method that yields only a fixed prediction that is never adjusted. In a study similar to the present study, Bortot et al. (2010) constructed a predictive framework for menstrual cycle length by using the state-space modeling approach. However, in their model, the one-step-ahead predictive distribution for menstrual cycle length is obtained based on the past time series of cycle length and within-cycle information is not taken into account in the prediction.
Furthermore, compared to the conventional method, the proposed sequential method generally yielded a more accurate prediction of day of onset of menstruation. As the day approaches the next onset of menstruation and more daily temperature data are accumulated, the proposed method produced a considerably improved prediction (Figure 3 ). Since measuring BBT is a simple and inexpensive means of determining the current phase of the menstrual cycle, the proposed framework can provide predictions of the next onset of menstruation that can easily be implemented for the management of women's health. Although the non-Gaussian filtering technique may be computationally impractical for a statespace model with a high-dimensional state vector Table 2 : Results of fitting the state-space model by using the maximum likelihood method. Parameter estimates and their 95% confidence intervals (in brackets) of the best AIC model are shown for each subject. Log-likelihood was approximated by using the non-Gaussian filter with the state-space was discretized with 512 intervals. ), our proposed model only involves a two-dimensional state vector so the computational cost required for filtering single data is negligible for a contemporary computer. The conditional probability density distribution for menstrual phase obtained with the sequential Bayesian filter may also be used for predicting other events that are related to the menstrual cycle. For example, the conditional probability of the menstrual phase being below or above a "change point" of expected temperature could be used as a model-based probability of the subject being in the follicular phase (before ovulation) or the luteal phase (after ovulation). These probabilities may also be used to estimate the timing of ovulation. Combined with a fecundability model that provides the probability of conception within a menstrual cycle that is conditional on daily intercourse behavior, the model might also be used to predict the probability of conception (Bortot et al. 2010 , Lum et al. 2016 . As the Bayesian filtering algorithm can yield predictive and smoothed distributions (Equations 13 and 15), these predictions could be obtained in both a prospective and a retrospective manner. Another possible extension of the model may be the addition of a new observation model for the physical condition of subjects, which may help to estimate the menstrual phase more precisely or to provide a forecast of the physical condition of subject as their menstrual cycle progresses.
We note that the state-space model proposed in the present study may not be sufficiently flexible to describe the full variation in menstrual cycle length. In the present study, we fitted our model only to data from 10 subjects and this data did not include extremely short or extremely long cycles because a preliminary investigation suggested that inclusion of such data could result in unreasonable parameter estimates (results not shown). Specifically, the estimates of α and β may become extremely small, leading to an almost flat probability density distribution for menstrual phase advancement. Under these parameter values, the predictive distribution for the onset of menstruation also becomes flat, preventing a useful prediction from being obtained. These results suggest that with a single set of parameter values, the proposed state-space model does not capture the whole observed variation in cycle length. It is known that the statistical distribution of menstrual cycle length is characterized by a mixture distribution that comprises standard and nonstandard cycles, where, for the latter, a skewed distribution may well represent the observed pattern (e.g., Harlow and Zeger 1991 , Guo et al. 2006 , Lum et al. 2016 ). Our proposed model, however, does not provide such a mixture-like marginal distribution for the day of onset of menstruation. It is also known that the mean and variance of the marginal distribution of cycle length can vary depending on subjects' age (Guo et al. 2006 , Bortot et al. 2010 , Huang et al. 2014 . Therefore, we assume that modeling variations in the system model parameters (i.e., α and β), by including covariates such as age or within-and among-subject random effects, or both, may be a promising extension of the proposed framework. To explain the skewed marginal distribution of menstrual cycle length, Sharpe and Nordheim (1980) considered a rate process in which the development rate fluctuates randomly. Inclusion of random effects for the system model parameters would allow us to accommodate this idea. Although the inclusion of random effects will increase the flexibility of the framework, it would also considerably complicate the likelihood calculation and make parameter estimation more challenging.
The state-space model proposed here provides a conceptual description of the menstrual cycle. We explain this perspective by using the analogy of a clock that makes one complete revolution in each menstrual cycle. The system model expresses the hand of the clock (i.e., the latent phase variable) moving steadily forward with an almost steadily, yet slightly variable, pace. Observation models describe observable events that are imprinted on the clock's dial; for example, menstruation is scheduled to occur when the hand of this clock arrives at a specific point on the dial. The fluctuation in BBT, as well as other possibly related phenomena such as ovulation, would also be marked on the dial. Even though the position of the hand of the clock is unobservable, we can estimate it as a conditional distribution of the latent phase variable by using the Bayesian filtering technique, which enables us to make a sequential, model-based prediction of menstruation. Although this is a rather phenomenological view of the menstrual cycle, it is useful for developing a rigorous and extendable modeling framework for predicting and studying phenomena that are associated with the menstrual cycle. A State estimation, likelihood calculation, and prediction using the non-Gaussian filter
The statistical inferences described in Section 3 of the main text were based on an estimation of the conditional distribution of the latent menstrual phase. Although the conditional distribution can be obtained by using the recursive equations described in Section 3.2, the integrals in those formulae are generally not analytically tractable for non-linear, nonGaussian, state-space models. Therefore, to obtain approximate conditional distributions, filtering algorithms for general state-space models are required. We use the non-Gaussian filter proposed by , in which the continuous state space is discretized with equally spaced fixed points at which the conditional probability density is evaluated. With these discretized probability density functions, integrals are evaluated by using numerical integration. This filtering algorithm also yields an approximate log-likelihood, making the maximum likelihood estimation of the model parameters possible. Detailed descriptions for this numerical procedure are provided, for example, in and de .
To apply non-Gaussian filtering to the state-space model described in Section 3.1, it is computationally more convenient to consider the state space of a circular phase variable rather than a linear phase variable described in the main text, because the latter requires discretization of unbounded real space. Hence, in the following, we first reformulate the statistical modeling framework in terms of a circular latent phase variable. The reformulated model conceptually agrees with the original formulation, given the probability that the menstrual phase advancement per day being more than 1 (i.e., Pr( t > 1)) is negligible. In practice, this condition is naturally attained in the estimation of the model parameters as long as unusually short menstrual cycles (e.g., 3 to 4 days) are not included in the dataset. Below, we provide a numerical procedure to obtain the conditional distributions, log-likelihood, and the predictive distribution of the next day of onset of menstruation based on the nonGaussian filtering technique (note, all definitions and notations are the same as those used in Section 3 of the main text).
A.1 Model with a circular state variable
Instead of using the real latent state variable for the menstrual phase, θ t ∈ R, we reformulate the model with a circular latent variable of period 1, denoted by ω t ∈ [0, 1). We consider that the correspondence between these two variables is characterized by the following projection: ω t = f (θ t ) = θ t mod 1. The system model for this circular variable is then expressed as
Under this assumption, given ω t−1 , the conditional distribution of ω t is a wrapped gamma distribution with a probability density function:
where δ(ω t , ω t−1 ) = (ω t − ω t−1 )
is the advancement of the menstrual phase on the circular scale and Φ(z, s, a) =
is Lerch's transcendental function ).
The observation model for BBT, which is conditional on ω t , is expressed as
leading to a normal conditional distribution of y t with a probability density function:
Assuming that Pr( t > 1) is negligible, we consider menstruation to have started when ω t "steps over" 1. This is represented as
We can write this deterministic allocation in a probabilistic manner that is conditional on (ω t , ω t−1 ), where z t follows a Bernoulli distribution:
The log-likelihood of this model can then be expressed as
where log p(y 1 , z 1 | ξ)
For t = 1, . . . , T , the prediction, filtering, and smoothing equations for the above model are expressed as follows:
where for t = 1, we set p(ω 1 , ω 0 | Y 0 , Z 0 ) as p(ω 1 , ω 0 ), which is the specified initial distribution for the phase.
We consider the conditional probability that the next menstruation has started by day k + t, given the phase state ω t , to be F (k | ω t ) = Pr {∆ k (t) > 1 − ω t }. Then, F (k | ω t ) represents the conditional distribution function for the onset of menstruation, and under the assumption of the statespace model described above, this is given as
The conditional probability function for the day of onset of menstruation, f (k | ω t ), is then given as
where we set F (0 | ω t ) = 0. The marginal distribution for the day of onset of menstruation, h(k | Y t , Z t ), is then obtained with the marginal filtering distribution for the phase state, p(ω t | Y t , Z t ), which is given as (36) which is used to provide a point prediction for the day of onset of menstruation by finding the value of k that gives the highest probability, max h(k | Y t , Z t ). p f (i, j, t) = p {y t | ω t = ω(i)} p {z t | ω t = ω(i), ω t−1 = ω(j)}p p (i, j, t)
N j=1 p {y t | ω t = ω(i)} p {z t | ω t = ω(i), ω t−1 = ω(j)}p p (i, j, t)
p s (i, j, t) =p f (i, j, t)p s (i, t + 1)/p f (i, t),
wherep f (i, t) andp s (i, t + 1) are the marginalized filtering and smoothed distributions, respectively, which are obtained asp f (i, t) = N k=1pf (i, k, t)/N andp s (i, t + 1) = N k=1p s (k, i, t + 1)/N , respectively. Note in practice that the predictive and smoothed distributions should be normalized so that the value of the integral over the whole interval becomes 1 .
The denominator of Equation 41 provides the approximate likelihood for an observation at time t. Therefore, the log-likelihood of the model is approximated as Solid lines indicate the MAE of the sequential prediction (based on the best AIC model for each subject), and horizontal dashed lines indicate the lowest MAE of the conventional prediction for each subject. On the horizontal axis, "X" indicates the prediction obtained at the day of onset of the previous menstruation. Each panel shows the results for one subject. Compared with the best prediction provided by the conventional method, the range, mean and median of the rate of the maximum reduction of MAE for each subject by using the sequential method was 0.056-1.368, 0.449 and 0.311, respectively.
