We characterize the 1-unconditional subsequences of the canonical basis (erc) of elementary matrices in the Schatten class S p . The set of couples (r, c) must be the set of edges of a bipartite graph without cycles of even length 4 ≤ l ≤ p if p is an even integer, and without cycles at all if p is a positive real number that is not an even integer.
Introduction
We study the following isometric question on the Schatten class S p .
( †) How many matrix coefficients of an operator x ∈ S p must vanish so that the norm of x does not depend on the argument, or on the sign, of the remaining nonzero matrix coefficients ?
Let C be the set of columns and R be the set of rows for coordinates in the matrix, in general two copies of N. Let I ⊆ R×C be the set of matrix coordinates of the nonzero matrix coefficients of x. Property ( †) describes the notion of a complex, or real, 1-unconditional basic subsequence (e rc ) (r,c)∈I of elementary matrices in S p . By convexity, it is equivalent to the following question on Schur multiplication: how many matrix coefficients of an operator x ∈ S p must vanish so that for all matrices m of complex, or real, numbers m * x p ≤ sup |m rc | x p where * is the entry-wise (or Schur or Hadamard) product: (m * x) rc = m rc x rc . We follow the approach in [3] : for our purpose, a set of elementary matrices I ⊆ R × C is best understood as a bipartite graph with vertex classes C and R: its edges join only row vertices r ∈ R with column vertices c ∈ C, this occurring exactly if (r, c) ∈ I. Terminology below fixes all the Graph Theory notions that we need. We obtain a complete description of 1-unconditional basic sequences in S p in terms of the cycles in this graph. In a bipartite graph, every cycle has even length. A graph without cycles is called a forest. This is the gist of Th. 3.7 and Th. 4.3. The main step is a careful study of the expansion of the p-trace norm, p an even integer, of an operator x as a polynomial in its matrix coefficients and their conjugate (Computational lemma 3.6). In this expansion, closed walks naturally appear and are dealt with by a structure theorem (Prop. 3.5).
Terminology C is the set of columns and R is the set of rows, in general both indexed by N, and V , the set of vertices, is their disjoint union R ∐ C. An edge on V is a pair {v, w} ⊆ V . A graph on V is given by a set of edges E. A bipartite graph on V with vertex classes C and R has only edges {r, c} such that c ∈ C and r ∈ R and may therefore be given alternatively by the set of couples I = (r, c) ∈ R × C : {r, c} ∈ E . A walk of length s in a graph is a sequence (v 0 , . . . , v s ) of s + 1 vertices such that {v 0 , v 1 }, . . . , {v s−1 , v s } are edges of the graph. A walk is a path if its vertices are pairwise distinct. A closed walk of length p in a graph is a sequence (v 1 , . . . , v p ) of p vertices such that {v 1 , v 2 }, . . . , {v p−1 , v p }, {v p , v 1 } are edges of the graph. A closed walk is a circuit if its edges are pairwise distinct. It is a cycle if its vertices are pairwise distinct. We take the convention that the first vertex of a closed walk, a circuit or a cycle is a column vertex: v 1 ∈ C.
Notation T = {z ∈ C : |z| = 1}. Let q = (r, c) ∈ R × C. The elementary matrix e q = e rc is the operator on ℓ 2 that maps the cth basis vector on the rth basis vector and all other basis vectors on 0. We shall also consider e q as the indicator function of {q} defined on R × C. The matrix coefficient at coordinate q of an operator x on ℓ 2 is x q = tr e * q x and its matrix representation is (x q ) q∈R×C = q∈R×C x q e q . The Schatten class S p , 0 < p < ∞, is the space of those compact operators x on ℓ 2 such that x p p = tr |x| p = tr(x * x) p/2 < ∞. S ∞ is the space of compact operators with the operator norm. S p is a quasinormed space, and a Banach space if p ≥ 1. For I ⊆ R × C, the entry space S p I is the space of those x ∈ S p whose matrix representation is supported by I: A Schur multiplier T on S p I associated to (ϕ q ) q∈I ∈ C I is a bounded operator on S p I such that T e q = ϕ q e q for q ∈ I. T is furthermore completely bounded (c.b. for short) if T is bounded as the operator on S p I (S p ) defined by T (x q e q ) = ϕ q x q e q for x q ∈ S p and q ∈ I. In terms of tensor products, our notation would be
, endowed with x p p = tr ⊗ tr |x| p ; the operator x q e q would be written x q ⊗ e q ; here
2 Definitions
for every real (vs. complex ) choice of signs ϕ n ∈ {−1, 1} (vs. ϕ n ∈ T) and every finitely supported sequence of scalar coefficients c n .
Real and complex 1-unconditionality differ in general. The simplest example is the sequence of two independent Rademacher functions r 0 and r 1 in any L p space with p = 2.
for every real (vs. complex ) choice of signs ϕ q and every finitely supported family of operator coefficients c q ∈ S p .
Notions (a) and (b) are the isometric counterparts of σ(p) and complete σ(p) sets studied in [2, §4] and [3] . Notorious examples of 1-unconditional sets in all Schatten classes S p are single columns, single rows, single diagonals and single anti-diagonals -and more generally "column" (vs. "row") sets I such that for each (r, c) ∈ I, no other element of I is in the column c (vs. row r). Such sets are called 2-sections (vs. 1-sections) in [7] . Each such set corresponds to a union of disjoint star graphs in which one vertex of one class is connected to some vertices of the other class: such a graph is a forest.
Note that the set I is (completely) 1-unconditional in S p if and only if the set of relative Schur multipliers by signs on S p I are (complete) isometries. We have the following fact.
As the norm of a Schur multiplier on S p is bounded by its norm on S ∞ , this follows from Proof. By the argument of the proof of [6, Th. 5.1], it suffices to check that T defines a linear form on the subspace of ℓ 1 (C) ⊗ γ * 2 ℓ 1 (R) spanned by the e c ⊗ e r with (r, c) ∈ I whose norm is T , and to use the Hahn-Banach theorem.
1-unconditional matrices in S p , p an even integer
We introduce and study the combinatorial objects that we need in order to describe 1-unconditional basic sequences of elementary matrices in Th. 3.7. 
The set of all closed walk relations of length p is P s = P R×C s . Example 3.2 (α = e 00 + e 11 + e 22 + e 33 , β = e 01 + e 10 + e 23 + e 32 ) is an element of P
that is not a closed walk relation: consider α 1 = e 00 + e 11 , β 1 = e 01 + e 10 , α 2 = e 22 + e 33 , β 2 = e 23 + e 32 .
The next proposition shows that, for our purpose, closed walk relations describe entirely closed walks. Note that the the edges of a closed walk P ∼ (α, β) are precisely those {r, c} such that α rc + β rc ≥ 1. The closed walk relation {α, β} associated to a circuit satisfies α q + β q ≤ 1 for all q. We now show how to decompose closed walks into circuits.
Proof.
Let (α, β) ∈ P I s . We have to construct a closed walk of length p that is mapped on (α, β). Consider a walk (c 1 , r 1 , c 2 , r 2 , . . . , c j , r j , c j+1 ) in I such that α 1 q = #{i : (r i , c i ) = q} ≤ α q and β 1 q = #{i : (r i , c i+1 ) = q} ≤ β q for every q ∈ R × C, and furthermore j is maximal. We claim (a) that c j+1 = c 1 and (b) that j = s. Let (α 2 , β 2 ) = (α, β) − (α 1 , β 1 ). (a) If c j+1 = c 1 , then r α 2 rcj+1 = r β 2 rcj+1 + 1 ≥ 1. Thus there is r j+1 such that α 2 rj+1cj+1 ≥ 1. But then c β 2 rj+1c = c α 2 rj+1c ≥ 1 and there is c j+2 such that β
Lemma 3.4 Let
, then P is the concatenation of two nonempty closed walks
Proof. Let P = (r 1 , c 1 , . . . , r s , c s ).
(a) Without loss of generality q = (r 1 , c 1 ). Let j be such that (r j , c j+1 ) = q (with c s+1 = c 1 ). The two following closed walks suit: (c 2 , r 2 , . . . , c j , r j ) , P 2 = (c j+1 , r j+1 , . . . , c s , r s ).
(b) By interchanging R and C, we may suppose without loss of generality that α q ≥ 2, as well as q = (r 1 , c 1 ). Let j be such that (r j , c j ) = q. Set (c 1 , r 1 , . . . , c j−1 , r j−1 ) , P 2 = (c j , r j , . . . , c s , r s ).
(c, d) Use respectively (a) and (b) in a maximality argument.
Proposition 3.5 Let P ∼ (α, β) be a closed walk. There are circuits P j ∼ (α j , β j ) and a γ such that (α, β) = (γ, γ) + (α j , β j ).
Proof. Use successively Lemma 3.4 (c) and (d).
We now undertake the matrix counterpart of the computation presented in [4, Prop.
2.5(ii)]
Computational lemma 3.6 Let p = 2s be an even positive integer and
for ϕ ∈ T (I) and z ∈ C (I) . Then
where n αβ is a positive integer for every (α, β) ∈ P I s . Proof. Let us expand Φ I .
with the convention c s+1 = c 1 . Thus this sum runs over all closed walks of length p in the graph I. As the summand is equal for closed walks that are associated to the same closed walk relation (α, β), Proposition 3.3 yields (3).
Computational lemma 3.6 yields now with Prop. 3.5 
The argument has the same pattern as the following implication and uses instead Fourier analysis on the group T S . (e) ⇒ (g) Let P ∼ (γ, δ) be a circuit of length 2t ≤ 2s in I and F = {q : γ q +δ q = 1} be the set of those (r, c) such that {r, c} is an edge of P . Let x be as in (e). Consider f (ϕ) = ϕ q x q e q p p as a function on the group {−1, 1} S . Then the Fourier coefficient of f at the Walsh character w F is, by Computational lemma 3.6,
As f is constant and the sum above has only nonnegative terms, no (α, β) ∈ P S s satisfies β − α ≡ δ − γ mod. 2. This shows that F is empty: consider otherwise the closed walk relation (α, β) = (γ, δ) + (s − t)(e q , e q ) for some q ∈ F .
this is a closed walk P ∼ (α, β) of length 2t such that α = β. (b) We may suppose that k > i, j. Consider the cycle (column 0, row i, column k− i, row i + j − k, column k − j, row j).
We may construct arbitrarily large maximal 1-unconditional sequences in S 4 , S 6 , S 10 and S 14 , and also if m and n are of very different order of magnitude. Otherwise, the existence of such sequences is an important open problem in Graph Theory.
1-unconditional matrices in S p for p not an even integer
Let us start with a computation.
Computational lemma 4.1 Let 
where a i = ( Let us now compute the coefficient of f at r s ǫ 0 . . . ǫ s−1 , that is the coefficient of p/2 s tr i∈Z/sZ ǫ i (e i i+1 + e i+1 i ) s at ǫ 0 . . . ǫ s−1 . Let us find out which products P of s terms of type ǫ i (e i i+1 + e i+1 i ) contribute to this coefficient. Note first that these terms must be pairwise distinct. Consider two consecutive terms in this product: ǫ i (e i i+1 + e i+1 i ) · ǫ j (e j j+1 + e j+1 j ) =      e ii + e i+1 i+1 if j = i ǫ i ǫ i+1 e i i+2 if j = i + 1 ǫ i ǫ i−1 e i+1 i−1 if j = i − 1 0 otherwise, so that they satisfy j − i = ±1. We may conclude that for some i, P is the product ǫ i (e i i+1 + e i+1 i ) · ǫ i+1 (e i+1 i+2 + e i+2 i+1 ) . . . 
