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Everything should be made simple as
possible, but not simpler.
Albert Einstein
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CAPITOLO 1
Introduzione
L’attività estrattiva, terminata negli ultimi decenni a causa dell’esaurimento dei principali giaci-
menti ed alla crescita della concorrenza dei paesi in via di sviluppo, ha determinato importanti
cambiamenti nel territorio della Regione Sardegna.
L’abbandono dell’attività estrattiva ha lasciato una pesante eredità ambientale, per la
presenza di scavi, discariche ed abbancamenti di materiali fini di risulta dalle lavorazioni
minerarie, responsabili tra l’altro della contaminazione da metalli pesanti del suolo e delle
acque.
L’eliminazione o quanto meno la riduzione del potenziale pericolo di contaminazione per
le matrici ambientali, non può prescindere da interventi di bonifica e messa in sicurezza
delle fonti di pericolo causate dalle attività estrattive. I bacini di decantazione dei fanghi
di processo, circa il 40% dei rifiuti minerari presenti nel territorio della Regione Sardegna,
rappresentano importanti fonti di contaminazione.
Le caratteristiche dei materiali contenuti in questi bacini, si riflettono sia sulla stabilità de-
gli argini di contenimento, sia sulle possibilità di rilascio delle acque inquinate verso l’esterno
del bacino e quindi verso l’ambiente (falde sotterranee e acque superficiali).
Per questi motivi è molto importate intervenire con opere mirate sia alla consolidazione
degli argini sia al contenimento delle acque inquinate contenute nei bacini.
La consolidazione di questi materiali assume un ruolo fondamentale nel processo di ”sta-
bilizzazione” dei bacini. La riduzione del contenuto d’acqua e quindi dell’indice dei vuoti, fino
a valori inferiori alla capacità di campo (acqua gravitazionale), unita all’isolamento idraulico,
determina infatti maggiore stabilità meccanica, riduce il rischio di collasso degli argini, e de-
termina condizioni di maggiore sicurezza riguardo al trasporto dei contaminati attraverso la
fase liquida.
Date le dimensioni considerevoli dei bacini di decantazione fanghi, sono estremamente
costosi sia gli interventi di bonifica (intesa come riduzione delle concentrazioni di inquinanti
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1.1 Obiettivi
al di sotto delle CLA (DM 471/99), sia quelli di asportazione dei materiale. L’alternativa
possibile è quella della messa in sicurezza, intesa come confinamento idraulico nei confronti
dell’ingresso delle acque meteoriche e dell’uscita delle acque inquinate.
La ricerca che viene presentata è stata condotta con l’obiettivo di sperimentare e propor-
re sistemi di contenimento e di isolamento, finalizzati alla messa in sicurezza dei bacini di
decantazione.
Più in particolare sono stati proposti, studiati e testati i metodi elettrocinetici per la forma-
zione di barriere impermeabili e per la creazione di barriere dinamiche (elettrocinetiche) per
il contenimento delle acque contaminate.
1.1 Obiettivi
L’obiettivo generale sviluppato nell’ambito del dottorato è lo studio e la messa a punto di
tecniche di confinamento idraulico e di impermeabilizzazione, utilizzabili ai fini della messa
in sicurezza dei bacini di decantazione di fanghi di processo.
Gli obiettivi particolari di questo studio sono stati:
• Investigare la fattibilità dell’utilizzo dei processi elettrosmotici nella creazione di barrie-
re profonde per prevenire la migrazione dei contaminanti attraverso:
– la misura della costante di permeabilità elettrosmotica mediante un apparato
costituito da una cella a volume costante;
– lo studio della consolidazione indotta dai processi elettrocinetici, mediante spe-
rimentazione in cella a volume variabile;
• Monitorare il flusso elettrosmotico e le influenze dell’imposizione di un campo elettrico
in corrente continua ad un fango di flottazione.
• Sviluppare un modello numerico bidimensionale, capace di simulare il movimento
del flusso fluido in un mezzo poroso, dovuto alla contemporanea applicazione di un
gradiente idraulico e di un gradiente elettrico.
• Validare il modello numerico, attraverso la comparazione dei dati ottenuti come risul-
tato del calcolo con quelli misurati durante la sperimentazione.
1.2 Organizzazione della tesi
La tesi è organizzata in dieci Capitoli e quattro appendici.
Nel Capitolo 1 (pagina 1) viene introdotto il problema e vengono definiti gli obiettivi.
Nel Capitolo 2 (pagina 5) viene presentata una panoramica dei sistemi di costruzione dei
bacini di accumulo dei fanghi di flottazione.
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1. Introduzione
Nel Capitolo 3 (pagina 15) vengono esposte le tecniche di messa in sicurezza dei bacini e
viene presentata l’idea dell’applicazione dei metodi elettrocinetici come tecnica per la messa
in sicurezza dei bacini.
Il Capitolo 4 (pagina 33) riassume i fenomeni fisici oggetto della presente tesi, attraverso
una lettura critica dei lavori già reperibili in letteratura.
Il Capitolo 5 (pagina 69) espone la sperimentazione effettuata sui fanghi di flottazione,
con l’utilizzo di una cella elettrosmotica a volume costante, al fine di valutare e monitorare il
flusso elettrosmotico in funzione della concentrazione di elettrolita.
Nel Capitolo 6 (pagina 99) si descrive la sperimentazione realizzata con l’ausilio di una
cella elettrosmotica a volume variabile, per valutare il flusso elettrosmotico in condizioni
prossime a quelle reali (presenza di carichi verticali).
Nel Capitolo 7 (pagina 129) viene proposta l’analisi numerica degli effetti indotti dall’ap-
plicazione di un campo elettrico sul moto dei fluidi. Viene trattato il modello matematico più
adotto alla rappresentazione del fenomeno fisico e viene sviluppato il modello numerico.
Nel Capitolo 8 (pagina 137) viene presentata l’implementazione del codice numerico
bidimensionale agli elementi finiti, basato sulle modello matematico e numerico presentato
nel Capitolo 7. Vengono inoltre illustrati i test effettuati per valutarne il corretto funzionamento
numerico.
Il Capitolo 9 (pagina 149) mostra i principali test di validazione del modello numerico,
basati sulla sovrapponibilità dei dati numerici con quelli ottenuti durante le sperimentazioni
proposte nel Capitolo 5 e nel Capitolo 6.
Le conclusioni sono presentate nel Capitolo 10 (pagina 159).
L’Appendice A (pagina A) raccoglie la caratterizzazione geotecnica dei materiali utilizzati.
L’Appendice B (pagina 173) riassume la caratterizzazione mineralogica dei materiali
utilizzati nelle sperimentazioni.
Nell’Appendice C (pagina 179) viene presentata la formulazione numerica del modello
matematico di flusso sotto l’azione di un campo elettrico e di un gradiente idraulico in un
mezzo poroso.
Nell’Appendice D (pagina 185) viene riportato il codice numerico bidimensionale agli
elementi finiti.
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CAPITOLO 2
I bacini di decantazione degli sterili di flottazione
In questo capitolo vengono presentati i sistemi di costruzione dei bacini di decantazione
dei fanghi derivanti da processi di concentrazione dei minerali. Vengono presentati
i metodi di costruzione delle dighe di contenimento, la descrizione del materiale in
essi contenuto (fanghi di processo) e le possibile interazioni ambientali tra i bacini e
l’ambiente esterno.
2.1 I Bacini di decantazione degli sterili di flottazione
Nella maggior parte delle miniere vengono estratti minerali utili che non si trovano sotto
forma d’ammassi allo stato puro, ma costituiscono livelli di piccolo spessore che, insieme
ad altri minerali che hanno avuto la stessa origine (ganga), si trovano fra rocce d’altro tipo,
si estendono su aree vaste ed hanno un andamento molto irregolare (filoni minerari). Per
estrarre il minerale è necessario scavare anche le rocce circostanti, seguendo il filone nel
suo andamento.
Nel caso in cui il minerale abbia un alto valore economico, diventa vantaggioso estrarlo,
anche se è necessario estrarre con esso la ganga e le rocce che lo inglobano, spesso in
quantità molto maggiori. Il materiale estratto viene successivamente sottoposto a processi di
concentrazione mediante la separazione della roccia, ottenendo in questo modo un minerale
più puro (arricchimento). I materiali dai quali il minerale utile è stato separato, di nessun
valore economico (sterile), sono smaltite in discariche realizzate allo scopo: le discariche
minerarie. Lo sterile può essere solido (blocchi o massi di varia pezzatura), ma nella maggior
parte dei casi la separazione del minerale richiede una minuta frantumazione e l’impiego di
molta acqua [?].
Il residuo della lavorazione da inviare in discarica è quindi un liquido fangoso, a volte
contenente sostanze chimiche introdotte per permettere la concentrazione del minerale utile.
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2.1 I Bacini di decantazione degli sterili di flottazione
Figura 2.1: Bacino sterili di ”Diga levante”.
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2. I bacini di decantazione degli sterili di flottazione
Tabella 2.1: Volumi di scarti prodotti dalle attività estrattive.
Siti minerari dismessi Scavi Discariche Bacini fanghi Abbancamenti fini
Mm3 Mm3 Mm3 Mm3
169 42.7 33.4 28.7 8.9
Le discariche minerarie per residui di lavorazione di questo tipo sono costituite da vasche
di decantazione, bacini in cui il fango si deposita poco a poco sul fondo, liberando l’acqua
di cui è saturo. Questa, priva della parte solida e chiarificata, può essere scaricata, previa
eventuale depurazione, nelle acque superficiali, oppure viene riutilizzata.
I bacini di decantazione sono realizzati all’esterno delle miniere, in vicinanza degli im-
pianti d’arricchimento e lavorazione del minerale, per contenere i costi di trasporto dello
sterile. Essendo le miniere in zone collinari o montuose, non sempre è facile trovare aree
adatte alla costruzione dei bacini di decantazione. Vengono in genere realizzati su pendii
per mezzo di terrapieni di sbarramento che formano un bacino nel quale viene pompato il
liquido fangoso da smaltire. In Figura 2.1 si nota un esempio di realizzazione di un bacino di
raccolta degli sterili di flottazione della miniera di Montevecchio - CA - Sardegna.
Nella Tabella 2.1 sono indicati i volumi dei materiali prodotti dalle attività estrattive, per
le aree del Parco Geominerario Storico e Ambientale della Sardegna (PGMSA), che rappre-
sentano sul territorio nazionale circa il 90% delle attività minerarie.
Circa il 40% dei volumi derivanti dalle attività minerarie (Tabella 2.1) che insistono sul
territorio della Regione Sardegna, sono rappresentati dai bacini di decantazione dei fanghi
di risulta dei processi di separazione e concentrazione dei minerali. I grandi volumi di fanghi
stoccati, le caratteristiche chimico–fisiche degli stessi, le condizioni di degrado e assenza di
manutenzione delle dighe di contenimento, l’assenza di barriere impermeabili al fondo, fanno
si che i bacini di decantazione dei fanghi di flottazione rappresentano oggi un pericolo per
l’ambiente e le popolazioni.
Le acque che fuoriescono attraverso il fondo o le pareti del bacino e quelle di ruscel-
lamento che si producono in occasione delle precipitazioni meteoriche, possono contenere
oltre hai composti chimici già citati, anche quantità di solido del tutto inaccettabili nei corpi
d’acqua naturali nei quali vanno a confluire.
Le tipologie dei bacini di decantazione degli sterili e le modalità di realizzazione degli
argini, possono essere molto diverse in relazione sia alla morfologia del terreno su cui in-
sistono sia alle esigenze stesse per cui vengono costruiti. La messa in sicurezza delle ex
aree minerarie rappresenta oggi una problematica di interesse comune in Sardegna, dove
vengono sperimentate nuove soluzioni di tipo ingegneristico che permettono di risolvere il
problema del contenimento degli inquinanti e di stabilità delle dighe.
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2.2 I fanghi di processo
2.2 I fanghi di processo
I fanghi di processo, o code (tailings) sono il rifiuto del processo di trattamento mineralurgico
o idrometallurgico utilizzato per estrarre dal grezzo di miniera i metalli di interesse.
Durante il processo di ”arricchimento”, il minerale grezzo è anzitutto frantumato e maci-
nato fino alla liberazione dei componenti e quindi inviato all’impianto per ottenere il ”concen-
trato” o il ”mercantile”. Poiché il prodotto concentrato rappresenta spesso solo una piccola
frazione dell’intera massa scavata, il volume di fanghi è sempre relativamente grande.
Tali fanghi contengono tutte le sostanze presenti nel grezzo, con eccezione di quelle
estratte, oltre ad una quantità residuale di queste ultime, essendo il processo di recupero
parziale. Inoltre sono presenti nei fanghi i reagenti impiegati nel processo e altre sostanze
tossiche. La situazione è aggravata dal fatto che, a seguito della macinazione, i contaminanti
possono più facilmente disperdersi nell’ambiente.
La stabilità geomeccanica della massa di fanghi depositati è particolarmente precaria, a
causa della granulometria fine e della presenza di grandi quantità d’acqua. Nella grande
maggioranza dei casi, gli sterili di trattamento prodotti nel mondo sono riversati in grandi ba-
cini di contenimento (dighe sterili) con argini in terra o costruiti utilizzando la frazione grossa
separata dagli stessi fanghi. I fanghi devono essere depositati in modo tale da ottimizzare la
protezione della sicurezza dell’uomo e dell’ambiente. I sistemi di messa a dimora in bacini di
terra devono essere progettati e costruiti in accordo con la pratica ingegneristica consolidata
tenendo conto delle condizioni sismiche locali e del livello delle precipitazioni. Il progetto di
bacini a terra dovrebbe anche considerare la necessità di isolare il materiale generatore di
acidità dall’ossidazione e dall’acqua di percolazione.
Tra possibilità di messa a dimora dei fanghi di processo, le opzioni tecniche finora dispo-
nibili sono le seguenti:
• Sistemazione:
– in superficie;
– nel sottosuolo;
– sott’acqua.
• Riutilizzo:
– riempimento dei vuoti minerari;
– riutilizzo della materia parziale o totale.
Ovviamente la tecnica migliore sarebbe quella del riutilizzo, ma ancora non si è riusciti a
renderla economicamente realizzabile. La tecnica largamente impiegata è quella della de-
posizione umida in appositi bacini, dette dighe sterili o dighe di contenimento degli sterili di
flottazione.
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2. I bacini di decantazione degli sterili di flottazione
Il minerale 
viene scavato
Frantumato Trasportato all’impiantodi arricchimento
Frantumato
e macinato
in dimensioni fini
Il grezzo viene 
trattato
Gli sterili in sospensione
vengono addensati
I fanghi sono trasportati 
mediante tubazioni
I fanghi vengono 
scaricati nel bacino
Figura 2.2: Schema del processo di trattamento del minerale.
Figura 2.3: Rappresentazione schematica di una diga di abbancamento dei
fanghi di processo. Dove: 1 = terreno di fondazione; 2 = lago; 3 =
spiaggia; 4 = cresta dell’argine; 5 = argine; 6 = massa di depositi
sterili.
In Figura 2.2 viene sintetizzato lo schema di processo del trattamento di arricchimento
del minerale e di produzione dei fanghi di processo.
I fanghi di processo (tailings dams), sono costituiti da una sospensione di particelle solide
in acqua pari a circa il 30%, vengono riversati nel bacino attraverso una serie di punti di
scarico disposti lungo l’argine. I fanghi in arrivo sono depositati fuori acqua al di sopra degli
strati precedenti. In genere il materiale solido è in forma di limi ma contiene anche una
porzione variabile di sabbie e argille. Immediatamente a valle del o dei punti di riversamento,
il materiale depositato è prevalentemente costituito dalle frazioni grosse che sedimentano
più rapidamente mentre nella zona opposta del bacini si forma un lago dove si depositano
i finissimi e le argille, mentre le sabbie formano una sorta di spiaggia adiacente alla cresta
dell’argine (Figura 2.3).
Conseguentemente le caratteristiche fisiche e geomeccaniche variano in funzione dalle
distanza dal punto di deposizione. Gli sterili depositati sono caratterizzati da una bassa per-
meabilità, che si riduce progressivamente fino a valori simili a quelli del terreno di fondazione,
durante il tempo di consolidamento.
Ne consegue che il drenaggio della massa degli sterili depositata diminuisce considere-
volmente al passare del tempo. A consolidazione completata la permeabilità finale (meno
di 10−9ms−1, pari a quella dello strato di impermeabilizzazione di una moderna discarica
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2.3 I bacini con argine autogeno
controllata) è in generale 10 volte minore del valore di inizio deposizione. Si preferisce di
gran lunga questa tecnica di deposizione perché ha un basso costo di esercizio e neces-
sita di un unico bacino di contenimento sia per i solidi che per l’acqua. La diluizione della
torbida si aggira intorno al 30–40% (massa di solido secco in acqua), come già detto essa
viene riversata nel bacino, ottenuto per sbarramento di una incisione valliva, generando un
cono d’accumulo nel punto di scarico (che può essere puntuale o lineare lungo la cresta del-
l’argine). I problemi legati a questa scelta sono però diversi, in genere connessi all’elevato
potenziale inquinante, dovuto alle grandi quantità d’acqua contaminata presente, connessi
al rischio di collasso degli sbarramenti ed all’alto costo per il recupero del sito alla termine
dell’esercizio dell’attività.
2.3 I bacini con argine autogeno
Le tipologie dei bacini di decantazione sterili e le modalità di realizzazione degli argini pos-
sono essere molto diversi in relazione sia alla morfologia del terreno su cui insistono sia alle
esigenze stesse per cui vengono costruiti.
Oltre al sistema basato su una diga in terra per lo sbarramento di acque che deve essere
costruita interamente prima di iniziare il riversamento dei fanghi, si può ricorrere al concetto
dell’argine autogeno che viene progressivamente sopraelevato utilizzando in tutto o in parte
le frazioni grosse separate con un idrociclone.
I metodi di costruzione degli argini possono essere:
1. crescita a monte (upstream) (Figura 2.4-a);
2. crescita a valle (downstream) (Figura 2.4-b);
3. crescita centrale (centerline) (Figura 2.4-c).
Il primo metodo consiste in una sviluppo dell’argine verso monte con parziale appog-
gio sullo sterile precedentemente depositato (che quindi deve aver raggiunto un livello di
(a) Crescita verso monte (b) Crescita verso valle
(c) Crescita centrale
Figura 2.4: Metodi di costruzione degli argini autogeni
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2. I bacini di decantazione degli sterili di flottazione
consolidazione idoneo all’uso), questo comporta una progressiva diminuzione della capaci-
tà del bacino ma la sua costruzione è tra le più usate per i bacini sterili per il suo costo di
realizzazione relativamente basso.
Nel secondo metodo la crescita avviene verso valle, l’argine successivo viene costruito
facendolo poggiare in parte su quello precedente, che viene così ricoperto e rinforzato. Que-
sto fa sì che vi sia una capacità dell’invaso crescente con lo svantaggio di dover utilizzare
una quantità di materiale per la costruzione dell’argine notevolmente superiore rispetto alle
altre tecniche.
Il terzo metodo rappresenta un ibrido dei precedenti infatti l’argine viene costruito facen-
dolo poggiare in parte sullo sterile e in parte l’argine costruito precedentemente, che verrà
così ricoperto dal nuovo.
Tra i metodi citati, il più utilizzato nonostante la sua minore stabilità è quello con crescita
verso monte.
Ovviamente le scelte prese saranno il risultato del compromesso tra gli obbiettivi gestio-
nali, gli obbiettivi progettuali che riguardano la capacità d’accumulo, la stabilità del deposito,
il controllo e la qualità dell’acqua e gli interventi di ripristino al termine dell’esercizio (obbiet-
tivi talvolta non pienamente compatibili e in ogni modo non perseguibili indipendentemente)
e il rispetto ambientale e della sicurezza.
Il riempimento del deposito e lo sviluppo delle sue proprietà meccaniche sono regola-
ti dai processi di consolidazione della componente solida contenuta nella torbida. Questi
due processi avvengono secondo modalità profondamente differenti a seconda della classe
granulometrica interessata e dalle condizioni in cui si realizzano.
Nella generalità dei casi la torbida viene immessa nel bacino a partire dall’argine, forma
un delta a debole pendenza in cui scorre andando a confluire in un laghetto che occupa solo
una parte dell’intero deposito.
Nella deposizione del materiale solido trasportato in sospensione si possono quindi di-
stinguere due fasi. Nella prima la torbida è in movimento e la corrente ha la capacità di
mantenere in sospensione buona parte delle particelle solide presenti, la sedimentazione in-
teressa soltanto le frazione più grossolane e pesanti. Nella seconda fase, l’acqua può essere
considerata in quiete, ad eccezione di una debole corrente prodotta dal sistema di raccolta
delle acque chiarificate e dall’azione del vento; in queste condizioni avviene la deposizione
della frazione restante di materiale solido.
Il materiale la cui deposizione è avvenuta nel delta ha caratteristiche granulometriche tale
da acquisire velocemente le proprietà di un mezzo consolidato. Una funzione determinante a
questo fine svolta sicuramente dagli strati sottostanti anch’essi presentano granulometria più
grossolana e risultano quindi molto permeabili, sia dai fenomeni superficiali di evaporazione.
All’interno del laghetto invece si realizza in tempi molto più lungi, in complesso mecca-
nismo di sedimentazione e consolidazione, ad opera del peso proprio delle particelle solide
e con possibili influenze legate all’effetto disperdente o flocculante di alcuni reagenti quasi
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Tabella 2.2: Confronto tra le caratteristiche dei tre metodi di costruzione degli
sbarramenti.
Argine in terra Upstream Downstream Centerline
Caratteristiche
degli sterili
Idoneo per ogni tipo
di sterili
Almeno 40-60% di sab-
bia. Desiderabile una bas-
sa densità del fango per
favorire la segregazione
granulometrica
Idoneo per ogni tipo
di sterili
Sabbie o limi con basso
indice di plasticità
Tipo di scarico Idoneo per ogni
procedura di
scarico
Necessario lo scarico pe-
riferico e il controllo della
con piezometri
Varia a seconda dei
casi
Scarico periferico per for-
mare una spiaggia minima
Idoneità al con-
tenimento dell’ac-
qua
Buono Non idoneo per raccolta di
grandi quantità d’acqua
Buono Non raccomandabile per
deposito permanente.
Possibile accumulo tem-
poraneo con disegno
appropriato.
Resistenza sismi-
ca
Buono Debole in aree sismiche Buono Accettabile
Limitazione della
velocità di cresci-
ta
Intero argine co-
struito inizialmente
Preferibilmente meno di
4.5 - 9 m/anno Più di
15 m/anno può essere
pericoloso
Nessuna Occorre limitare l’altezza
dei singoli incrementi di
crescita.
Caratteristiche del
riempimento del-
l’argine
Suolo naturale di
prestito
Suolo naturale, sabbie
sterili, o sterile di miniera
Sterili sabbiosi o
sterili di miniera se
le quantità prodot-
te sono sufficienti o
suoli naturali
Sterili sabbiosi o sterili di
miniera se le quantità pro-
dotte sono sufficienti o
suoli naturali
Costo relativo Alto Basso Alto Moderato
12 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 13 — #33
i
i
i
i
i
i
2. I bacini di decantazione degli sterili di flottazione
sempre presenti in torbida. Nel progetto di un sistema di smaltimento degli sterili in bacino di
contenimento è importante conoscere l’andamento del volume incrementale disponibile per
ogni metro di sopraelevazione dell’argine in modo da assicurare nel tempo gli spazi utili in
relazione alle esigenze produttive.
2.4 Rischi connessi ai bacini di fanghi sterili
2.4.1 Rischio da eccessivo sollevamento del livello dell’acqua
Un eccessivo sollevamento del livello dell’acqua nel lago può causare il collasso delle dighe
”a monte” anche se non si ha la tracimazione. Questo innalzamento del livello può essere
prodotto da intense precipitazioni o da errata gestione del sistema. Se la larghezza del-
la spiaggia emersa risulta troppo piccola la superficie freatica all’interno dell’argine risale
creando condizioni di instabilità del piede dell’argine. L’intera diga può collassare a partire
dalla parte bassa.
2.4.2 Rischio da tracimazione delle acque
Se tuttavia il livello dell’acqua sale fino a superare la quota della cresta si avrà la tracimazione
accompagnata da fenomeni erosivi e da completa sottomissione del corpo dell’argine alla
superficie freatica. Sarà molto elevata la probabilità di rottura della continuità dell’argine
con progressivo aggravamento della situazione. L’evoluzione dell’evento disastroso dipende
dalla quantità d’acqua e, nei casi estremi si potrà avere il completo cedimento dell’accumulo
in pochi minuti.
2.4.3 Rischio da ”piping”
Il fenomeno del Piping (flusso attraverso vie di pervietà tubolari) ha luogo se l’infiltrazione
dell’acqua attraverso i sedimenti produce erosione lungo il percorso. Se l’evento diventa
importante può provocare il cedimento locale o generalizzato del bacino.
2.4.4 Rischio da eccessiva velocità di crescita dell’argine
Se di ricorre ad un’eccessiva velocità di crescita, nella costruzione dell’argine con crescita
verso monte, si può verificare il cedimento dello stesso a causa dell’eccessiva pressione
neutra indotta all’interno del corpo della diga.
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CAPITOLO 3
Problematiche geotecniche ed ambientali dei bacini di
decantazione
In questo capitolo vengono presentate le principali problematiche di carattere geotecnico–
ambientale che caratterizzano i bacini di decantazione degli sterili di flottazione. Ven-
gono presentate le principali tecnologie attualmente utilizzate per la loro messa in si-
curezza, mirate soprattutto all’isolamento dei siti in modo da eliminare i percorsi di
migrazione dei contaminanti presenti.
Viene infine presentata un’ipotesi di intervento innovativa e basata sull’utilizzo dei
metodi elettrocinetici per la creazione di barriere di contenimento o di isolamento.
3.1 Introduzione
L’esame dei minerali oggetto di attività estrattiva presenti in Sardegna, evidenzia che per
la maggior parte si tratta di solfuri misti di Fe, Pb, Zn, Cu e Sb, e questi sono presenti in
concentrazioni variabili nei residui minerari a causa della bassa efficienza delle tecniche di
trattamento e della scarsa volontà di minimizzare gli impatti sull’ambiente. Questi elementi
principali sono sempre accompagnati da quantità inferiori di Cd, As, W, e spesso da Cr, Hg,
Co, Al e Mn. Si registrano inoltre un numero discreto di coltivazioni minerarie di F e Ba,
spesso associate ai solfuri misti di Pb-Zn.
La pericolosità geochimica di questi elementi inorganici viene spesso amplificata a causa
del contenuto in solfuri dei minerali che, a seguito dell’ossidazione indotta dalla esposizione
all’aria, innesca fenomeni di acidificazione delle acque (AMD Acid Mine Drainage), aumen-
tando quindi la mobilità e disponibilità dei potenziali contaminanti nelle matrici ambientali e
influenzando il pH di suoli ed acque anche su aree molto estese. Inoltre per quanto riguar-
da i residui del trattamento di arricchimento dei minerali, possono essere presenti additivi
utilizzati nel processo di trattamento.
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Risulta quindi chiaro come i siti minerari dismessi ed in special modo i bacini di conte-
nimento dei fanghi di risulta dei processi, possono rappresentare un rischio per l’ambiente,
vista la possibilità di contaminazione che possono comportare sulla matrici ambientali.
La normativa di riferimento, ovvero il D.M. 471 del 1999, prevede la possibilità di deroga
dai limiti tabellari fissati come obiettivi di risanamento, se è dimostrabile che tali limiti non
possono essere raggiunti con l’applicazione delle migliori tecnologie a costi sostenibili.
Nelle Aree Minerarie a seguito di quanto sopra esposto, è fondamentale l’accertamento
dei valori di fondo e la verifica puntuale delle interazioni tra un ambiente con valori geochimici
anomali naturali, ed i potenziali bersagli, utilizzando lo strumento dell’analisi di rischio che
evidenzi e valuti la reale consistenza di elementi di rischio per la salute e l’ecosistema e
quindi, orienti la progettazione delle opere di risanamento e tutela.
E’ necessario considerare quindi che, per la peculiare situazione oggettiva precedente-
mente descritta, nelle aree minerarie il concetto di ”limite tabellare” introdotto dalla legislazio-
ne italiana, soprattutto per i suoli, deve essere superato dal confronto con il valore di fondo
geochimico.
Sulla base delle metodologie di geochimica mineraria ed ambientale, la matrice am-
bientale che meglio rappresenta il fondo geochimico, riferito al singolo bacino idrografico, è
costituita dai sedimenti fluviali (stream sediments) a monte dei lavori minerari. Per loro na-
tura essi evidenziano, infatti, un sostanziale legame con la realtà geo–giacimentologica dei
suoli e delle rocce adiacenti, fornendo un quadro chiaro della distribuzione degli elementi
metallici, che costituiscono il maggior componente di potenziale contaminazione nelle aree
minerarie dismesse.
In generale, gli interventi di messa in sicurezza di emergenza vengono proposti e quindi
autorizzati, in caso di improvvisa modifica di condizioni ambientali, a causa di sversamenti
di contaminanti, oppure di problemi di statica dei cumuli di ”rifiuti” che possono incrementare
la diffusione di contaminanti nelle matrici ambientali.
I siti in cui sono presenti i rifiuti prodotti dalle attività minerarie risultano invece già com-
promessi e potenzialmente contaminati da diversi anni, se non addirittura da decenni. Il
concetto quindi di ”evento improvviso” mal si applica a questa tipologia di siti, in particolare
a riguardo della diffusione dei contaminanti, che per la maggior parte dei siti è già avvenuta.
L’esperienza degli ultimi anni ha evidenziato comunque, che il tipo di eventi più significa-
tivi in questi siti, sono legati alle risorgenze di acque di falda, variamente contaminata, dai
lavori minerari, oppure all’innesco di fenomeni franosi dei versanti interessati da discariche
minerarie e scavi, che contribuiscono ad una maggiore diffusione della contaminazione delle
matrici ambientali.
Gli interventi di messa in sicurezza di emergenza ammissibili all’iter procedurale, sono
strettamente identificati nelle situazioni che presentano rischi immediati per la sicurezza delle
persone e delle cose, di seguito elencate:
• Interventi di protezione idraulica in presenza di situazioni critiche, di discariche mine-
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3. Problematiche geotecniche ed ambientali dei bacini di decantazione
ralizzate, abbancamenti fini e bacini sterili di laveria;
• Stabilizzazione statica di abbancamenti fini o bacini sterili di laveria;
• Regimazione idraulica nei casi critici di risorgenze di acque da lavori minerari;
• Rimozione e smaltimento di rifiuti pericolosi, quali oli esausti, serbatoi con residui,
coperture in cemento-amianto, trasformatori elettrici.
E’ ammessa inoltre l’esecuzione di ulteriori misure di messa in sicurezza di lavori minerari
aperti quali pozzi, gallerie e scavi o di edifici pericolanti.
Risulta quindi chiaro come, per quanto riguarda i bacini di contenimento dei fanghi di
processo, non sia possibile applicare il concetto di bonifica, inteso come rimozione della
sorgente della contaminazione. In questo caso, visto e considerato la mole dei rifiuti, sempre
essere più appropriata una messa in sicurezza dei siti rispetto alla loro bonifica.
La messa in sicurezza dei siti può essere intesa come un isolamento dei centri di poten-
ziale pericolo dalle via di migrazione. Interrompendo quindi la migrazione dei contaminanti,
viene impedita la possibilità che i contaminanti raggiungano le matrici ambientali.
3.2 Le problematiche geotecniche ed ambientali
Le caratteristiche geotecniche dei bacini di decantazione (materiali estremamente fini e in
condizioni di sovrasaturazione) si riflettono sia sulla stabilità degli argini di contenimento, sia
sulle possibilità di rilascio delle acque inquinate verso l’esterno del bacino e quindi verso
l’ambiente (falde sotterranee e acque superficiali). Per questi motivi è molto importate inter-
venire sui bacini di contenimento degli sterili di flottazione, effettuando interventi di manu-
tenzione e consolidazione degli argini e progettando opere di contenimento e confinamento
del bacino in modo da non permettere la fuoriuscita delle acque inquinate in esso contenute.
Come già detto in precedenza la consolidazione ha un ruolo fondamentale nella stabilizza-
zione dei bacini di decantazione. Infatti la riduzione del contenuto d’acqua e quindi dell’indice
dei vuoti, fino a valori inferiori alla capacità di campo (acqua gravitazionale), unita all’isola-
mento idraulico, ovvero l’interruzione di apporti esterni, induce maggiore stabilità meccanica,
riducendo il rischio di collasso delle opere di contenimento. Induce inoltre maggiore stabilità
riguardo al rilascio dei contaminanti trasportati attraverso la fase liquida.
Le problematiche geotecniche riscontrate sono riconducibili ai seguenti aspetti:
• stabilità dell’argine;
• interazione con la falda;
• consolidazione dei sedimenti.
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3.2.1 Stabilità dell’argine
Per la valutazione delle condizioni di stabilità del paramento esterno dell’argine di un ba-
cino sterile, deve essere analizzato il sistema di forze e dei momenti lungo la superficie di
potenziale scivolamento.
Il pendio è stabile se la resistenza al taglio espressa dal materiale supera il livello richie-
sto perché il pendio resti stabile. I fattori che influenzano la stabilità del pendio sono l’altezza,
l’angolo del pendio, le proprietà del terreno, la pressione di poro interna e le forze esterne
agenti.
3.2.2 Interazione con la falda
Uno dei problemi fondamentali riguarda l’interazione tra falda e bacino, in quanto tendono ad
influenzarsi reciprocamente. Infatti le precipitazioni, infiltrandosi nella zona di deposizione,
possono trasportare particelle in sospensione dando luogo ai drenaggi acidi.
Quest’ultimi devono essere monitorati e indirizzati in una vasca di decantazione per il
loro trattamento. Per questo motivo è di fondamentale importanza che la base del bacino sia
impermeabile al fine da scongiurare eventuali infiltrazioni verso la falda profonda. Inoltre per
intercettare le infiltrazioni attraverso il corpo degli sterili occorre mettere in opera una estesa
rete di drenaggi al di sotto del bacino di sedimentazione e dell’argine.
3.2.3 Consolidazione dei sedimenti
I materiali depositati nel bacino contengono frazioni granulometriche importanti nel campo
dei silt e delle argille caratterizzati da tempi di sedimentazione e consolidazione molto lunghi.
Nel corso del trattamento mineralurgico le stesse particelle solide subiscono inoltre, pro-
cessi di condizionamento superficiale con reattivi che né modificano la bagnabilità, potendo
rallentare la consolidazione.
3.3 Tecnologie e problematiche connesse alla realizzazio-
ne dei sistemi di isolamento
In questa sezione vengono presentate le tecniche di isolamento più recenti ed innovative
utilizzate per la creazione di schermi impermeabili di ”macroincapsulamento” o ”cinturazione”
di siti contaminati di grandi dimensioni.
In particolare verranno illustrati i differenti tecniche e sistemi adatti per la realizzazione di
diaframmi continui.
Infine, si farà cenno a due tecnologie che consentono rispettivamente la realizzazione
di diaframmi lineari continui monolitici, ossia senza giunti, eseguiti senza impiego di fan-
ghi a sostegno delle pareti dello scavo (Continuous Diaphragm Walls) e la realizzazione di
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(a) Sistemi di cinturazione (b) Tampone di fondo
Figura 3.1: Cinturazioni e tamponi di fondo
colonne compenetrate ottenute mediante una tecnica che coniuga i vantaggi dei sistemi Jet-
Grouting e Deep Mixing, con la garanzia della uniformità del diametro delle singole colonne
indipendentemente dalla natura dei terreni da attraversare (Turbojet).
Il macroincapsulamento di siti contaminati di grandi dimensioni, quali ad esempio i bacini
di raccolta degli sterili di flottazione, consiste nella realizzazione di ”schermi impermeabili
verticali” o ”cinturazioni” e di schermi impermeabili orizzontali profondi ”tamponi di fondo”.
Questo procedimento, schematizzato in Figura 3.1, si ritiene che sia uno dei più validi
per la risoluzione del problema della messa in sicurezza di siti di grandi dimensioni.
L’esecuzione di schermi verticali in terreni che risultano solitamente già contaminati dai
percolati che fuoriescono dai lati e dal fondo del bacino, quasi mai impermeabile o dota-
to di impermeabilizzazione, implica la problematica gestione del terreno di risulta, solita-
mente associato alla esecuzione di uno scavo profondo necessario alla installazione della
”cinturazione”.
I sistemi tradizionali di cinturazione, che possono essere sintetizzati nella esecuzione di
un diaframma impermeabile con la tecnica delle paratie o del jet-grouting, sono infatti basati
sulla rimozione totale (paratia) o parziale (jet-grouting) di una quantità di terreno che deve
essere gestito con ancora maggiore attenzione di quella che solitamente è richiesta da un
terreno ”inquinato” solamente da un fango bentonitico o autoindurente o da una miscela
binaria a base di cemento.
La ricerca tecnologica, unitamente allo sviluppo di prodotti che garantiscano i necessari
requisiti di impermeabilità e di resistenza agli attacchi chimici dei contaminanti, si è pertanto
orientata ad individuare tecniche che consentano l’esecuzione dell’opera senza asportazio-
ne di terreno, risolvendo pertanto alla radice il problema di gestione del terreno presente
lungo lo sviluppo della trincea stessa, verso tecniche che permettano l’esecuzione della pa-
ratia senza necessità di utilizzare fanghi di perforazione, che vadano ad aumentare i volumi
di terreno inquinato da movimentare per la realizzazione dell’opera, o riducano notevolmente
la quantità del materiale di risulta.
Una fra le tecniche più utilizzate è sicuramente quella basata sulla costruzione di diafram-
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mi. A partire dagli anni ’40 i diaframmi costituiscono, infatti, una delle tecnologie geotecniche
più utilizzate. I cosiddetti diaframmi plastici cominciano ad essere impiegati anche nell’inge-
gneria ambientale negli anni ’70, in particolare laddove sussista la necessità di impedire, o
almeno limitare, la diffusione di fluidi inquinanti nelle acque sotterranee.
Quest’ultima applicazione implica un sostanziale cambiamento dell’approccio progettua-
le, di cui non tutti sembrano essere consapevoli. Le applicazioni geotecniche dei diaframmi
plastici infatti sono basate sulla necessità di limitare o ridurre il flusso idrico, in funzione
dei requisiti di progetto. Le applicazioni in campo ambientale, invece, si basano sulla ne-
cessità di garantire nel tempo il confinamento delle aree contaminate, associandola a rischi
prestazionali molto bassi.
Per questa ragione, le applicazioni ambientali, benché si siano giovate delle esperienze
in campo geotecnico, hanno sviluppato nuove tecnologie e standards, in particolare ponendo
speciale cura nella scelta dei materiali e nelle procedure di controllo della qualità.
3.3.1 Tipologie di diagrammi e tecnologie di realizzazione
L’efficacia di un diaframma è in gran parte determinata dalla sua configurazione spaziale alla
cui definizione concorrono la situazione geologica e idrogeologica del sito, le caratteristiche
e l’ubicazione degli agenti inquinanti eventualmente presenti. Il diaframma deve consentire
infatti il completo isolamento dell’area contaminata. La profondità del diaframma dovrà esse-
re tale da consentire il raggiungimento di uno strato naturale di bassa permeabilità idraulica
(tappo di fondo), all’interno del quale dovrà essere immorsato per almeno un metro. Ciò va-
le, in particolare, in presenza di sostanze inquinanti pesanti o miscibili con l’acqua; nel caso
invece di sostanze inquinanti di bassa densità, o immiscibili con l’acqua, possono essere
impiegati anche diaframmi sospesi che isolino solo la parte superficiale della falda.
La parte superiore del diaframma deve essere coperta con un sottile strato di argilla
compattata e con geosintetico, la cui funzione è quella di proteggere la testa del diaframma
dall’erosione e dalla rottura indotta da eventuali cicli di gelo e disgelo.
Per quanto concerne la disposizione planimetrica si distinguono schematicamente tre
tipologie:
1. diaframma perimetrale che circonda completamente la zona inquinata; questo tipo di
disposizione viene generalmente impiegata unitamente ad un sistema di copertura a
bassa permeabilità e un opportuno sistema di drenaggio per l’evacuazione dell’acqua
piovana (Figura 3.2-a);
2. diaframma a monte del sito contaminato, laddove il gradiente idraulico sia molto ele-
vato, unitamente alla posa in opera di sistemi di drenaggio che facilitino la deviazione
del flusso (Figura 3.2-b)).
3. diaframma a valle del sito contaminato unitamente alla realizzazione di un sistema di
estrazione dei fluidi inquinati (Figura 3.2-c)).
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(a) Perimetrale (b) A monte
(c) A valle
Figura 3.2: Configurazione dei sistemi di perimetrazione mediante diaframmi
plastici.
I diaframmi plastici possono essere distinti in varie tipologie esecutive a seconda del-
la tecnologia di esecuzione e dei materiali impiegati. Una prima distinzione può essere
proposta sulla base della metodologia costruttiva. Si distinguono così:
1. Diaframmi verticali con asportazione di terreno;
2. Diaframmi verticali con mescolamento del terreno in sito;
3. Diaframmi verticali con spostamento del terreno.
Diaframmi plastici con asportazione di terreno
La costruzione di diaframmi plastici con asportazione di terreno prevede la realizzazione di
una trincea molto stretta (0.6− 1.0m) e profonda (fino a 35m, generalmente 15− 20m).
Lo scavo della trincea può avvenire in presenza di un gel acqua/bentonite per la stabi-
lizzazione delle pareti, con una tecnica simile a quella utilizzata nel corso delle perforazioni
a grandissima profondità dei pozzi petroliferi. Successivamente si riempie la trincea con
materiali che garantiscano la permeabilità richiesta. La miscela impermeabile può in alter-
nativa essere immessa nella trincea durante lo scavo stesso (diaframmi plastici monofase).
Le miscele impermeabili impiegate possono essere:
• miscela viscosa terreno–bentonite o terreno/attapulgite: il terreno è quello risultante
dallo scavo mescolato in situ o ex situ con bentonite (4%-6%), con un peso di vo-
lume di circa 11kNm−3. Il risultato finale è una parete relativamente omogenea,
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impermeabile e flessibile, ottenuta con un costo modesto. La permeabilità globale mi-
nima raggiungibile risulta essere dell’ordine di 10−9÷10−8ms−1. In situazioni dove la
bentonite non è chimicamente compatibile con gli inquinanti presenti, si può prevedere
l’impiego di attapulgite.
• miscela di terreno–cemento: l’argilla garantisce la bassa permeabilità richiesta, men-
tre il cemento conferisce al diaframma la resistenza necessaria per opporsi ai notevoli
gradienti idraulici presenti nel sottosuolo. La miscela argilla–cemento, mescolata con
acqua, viene preparata con il 10% di cemento (sul peso totale di miscela) e il 5% di
argilla.
• gel di cemento-bentonite: i diaframmi di questo tipo possono essere realizzati in fa-
se unica con la miscela cemento-bentonite a sostegno delle pareti durante lo scavo
o, meno frequentemente, in doppia fase con sostituzione della miscela acqua ben-
tonite (fango bentonitico) a scavo terminato. I normali spessori della trincea sono
dell’ordine di 0.5 ÷ 1m; le profondità massime raggiungibili sono di 30 ÷ 40m con
attrezzature di scavo normali, ma impiegando apposite frese si possono superare i
100m di profondità. La permeabilità delle miscele cemento–bentonite è dell’ordine
di 10−9 ÷ 10−8ms−1; utilizzando cementi speciali o additivi di sostegno si possono
conseguire permeabilità dell’ordine 10−10ms−1.
• miscela di cemento, additivi, bentonite, inerti ed acqua: tali diaframmi, denominati dia-
frammi in calcestruzzo plastico, diventano una scelta obbligata nelle situazioni in cui
il diaframma debba essere realizzato in terreni sciolti o compressibili. In queste circo-
stanze la paratia deve essere sufficientemente resistente da opporsi alle sollecitazioni
indotte dalle deformazioni non uniformi del terreno circostante, garantendo comunque
una bassa permeabilità globale. Essi vengono eseguiti scavando una piccola trincea
le cui pareti sono rivestite da corree di guida che servono per guidare l’escavatore
e per alimentare lo scavo con il fango bentonitico. Si procede alla realizzazione del
pannello di scavo fino alla profondità stabilita, mantenendo costante il livello di fango.
Per la posa della miscela plastica si utilizza una cabaletta collegata alla tramoggia
dell’alimentazione che attraversa il fango bentonitico: questo condotto deve restare
costantemente immerso nella miscela plastica fresca che salendo espelle il fango.
La costruzione dei pannelli può essere continua o ad elementi primari e secondari.
La miscela, posta nella trincea stabilizzata del fango bentonitico, può mostrare ad in-
durimento una resistenza finale maggiore di 500kPa e una permeabilità inferiore a
10−9ms−1.
• Miscele composite: la costruzione di diaframmi compositi prevede l’inserimento di uno
schermo impermeabile di materiale plastico, o metallico, giuntato all’interno dello sca-
vo eseguito con continuità o per pannelli. Il materiale più adatto per svolgere questa
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funzione è il polietilene ad alta densità; la posa in opera di pannelli in HDPE ricalca lo
schema costruttivo dei diaframmi prefabbricati. Lo scavo viene condotto in presenza
di fango autoindurente (quello cemento–bentonite è il più usato) ad evoluzione reo-
logica controllata, compatibilmente con la posa dei pannelli in HDPE. I teli vengono
inseriti di solito per mezzo di una gru cingolata con l’aiuto di telai metallici di guida
o mediante svolgimento di rotoli. I fogli di membrana vengono giuntati tra loro verti-
calmente in modo tale da garantirne l’impermeabilità. Le profondità massime finora
raggiunte con questo tipo di diaframma sono di circa 40m. L’ordine di grandezza della
permeabilità risulta circa pari a 10−12 ÷ 10−11ms−1,quindi l’inserimento di una geo-
membrana all’interno dei diaframmi plastici tende a diminuire la permeabilità globale di
1-2 ordini di grandezza rispetto ad un diaframma semplice di pari spessore. Sebbene
questi diaframmi siano molto efficienti nella loro funzione di impermeabilizzazione, il
loro uso è limitato dal costo relativamente elevato dovuto alla necessità di attrezzature
di installazione specifiche e di sistemi di controllo.
Il continuo progresso ha suggerito materiali nuovi e sempre più efficienti. Tra questi si può
oggi dire che la bentonite costituisca un insostituibile prodotto in tutti i lavori di scavi senza
rivestimento e in quelli in cui si presenti il problema di perdite idriche per infiltrazione. Anche
i materiali di riempimento dei diaframmi come visto comprendono sempre la bentonite; con
tale nome si individua una serie di argille montmorillonitiche naturali, altamente rigonfianti
se idratate. Le miscele impermeabili costituite da acqua, cemento e bentonite sono general-
mente la più utilizzate nelle opere di impermeabilizzazione in quanto consentono di operare
in un’unica fase e di ottenere bassi valori di permeabilità. Il fango bentonitico generalmente
è preparato introducendo la bentonite secca in polvere in acqua a grande turbolenza. La
miscela risultante viene scaricata in una vasca a bassa circolazione dove la bentonite viene
lasciata rigonfiare. Il metodo di preparazione del fango bentonitico è diverso in relazione al
progetto specifico, ma sono sempre usate comunque le vasche circolanti. Per la realizzazio-
ne di diaframmi plastici i rapporti ponderali tra i componenti sono nella maggior parte dei casi
compresi entro i seguenti campi di variabilità e variano a seconda delle specifiche grandezze
di progetto.
Bentonite/Acqua 0.04-0.07
Cemento/Acqua 0.20-0.35
Additivo/Bentonite 0.015-0.045
I componenti più comuni e generalmente più convenienti sono la bentonite e il cemento.
In certi casi è opportuno e/o necessario introdurre nella formulazione della miscela additivi
chimici con funzione stabilizzante, fluidificante e ritardante nella rigidificazione, ma soprat-
tutto riduttori della permeabilità dell’opera a lungo termine. I dosaggi più frequenti fanno
riferimento alle seguenti concentrazioni espresse in percentuale:
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Acqua: 55%-75%
Cemento: 7%-20%
Bentonite sodica: 4%-6%
La bentonite usata in tutte le miscele deve essere preventivamente idratata in proporzione di
circa: 95% d’acqua e 5% di bentonite.
Si è osservato che un aumento della percentuale d’acqua comporta un incremento della
permeabilità della miscela, un aumento invece della bentonite ne accentua le caratteristiche
di deformabilità e infine un aggiunta ulteriore di cemento porta a migliorarne la resistenza
meccanica.
L’impianto di preparazione della miscela viene posto vicino all’area di lavoro, la miscela
dunque, una volta pronta, può essere pompata direttamente nello scavo. Se il fango bento-
nitico viene preparato in aree lontane dal cantiere deve essere trasportato con autocisterne
dotate di organo di miscelamento continuo al fine di evitare che la bentonite possa rigonfiare
e aumentare la viscosità prima di essere posta nello scavo. Questo sistema di trasporto vede
inoltre la necessità di additivi fluidificanti in addizione alla miscela, si rivela quindi meno eco-
nomico e sconveniente. Per contro la preparazione della bentonite direttamente in cantiere
richiede la presenza di aree abbastanza vaste e non sempre disponibili.
Diaframmi verticali con mescolamento del terreno in sito
Altre tecniche prevedono la realizzazione di diaframmi plastici senza operazioni di scavo ed
asportazione del terreno, ma sfruttando la presenza stessa del terreno, si parla allora di
diaframmi verticali con mescolamento del terreno in sito.
In questo caso si provvede alla impermeabilizzazione del terreno stesso mediante inie-
zioni ad altissima pressione di miscele acqua–cemento. Le tecniche impiegate per questo
tipo di realizzazione non sono molto usuali nelle applicazioni ambientali dove, a causa della
maggior aggressività cui è sottoposto il diaframma, si preferisce ricorrere alla costruzione
con asportazione del terreno.
La tecnica sicuramente più usata è il jet-grouting. I sistemi jet-grouting si basano su getti
di fluidi ad alta velocità ottenuti iniettando ad opportune pressioni, attraverso ugelli situati
alla base delle aste di iniezione. La metodologia di realizzazione consiste nell’eseguire una
perforazione di piccolo diametro nell’inserirvi una sonda in grado di sparare ad alta pres-
sione mentre ruota diversi fluidi: cemento, aria, acqua. A seconda del numero di fluidi che
contemporaneamente vengono utilizzati sono state sviluppate tre diverse tecnologie:
jet-grouting monofase: iniezione di miscela cementizia ad alta pressione;
jet-grouting bifase: iniezione di miscela cementizia ad alta pressione con getto coassiale
di aria;
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jet-grouting trifase: iniezione d’acqua ad alta pressione con un getto coassiale di aria ed
un sottostante riempimento con miscela cementizia a bassa pressione.
Ad iniezione avvenuta si estrae la sonda, l’operazione di estrazione comporta la mi-
scelazione tra terreno e fluido iniettato. Eseguendo queste perforazioni in successione si
ottengono delle colonne accostate. In alternativa a questo procedimento si potrebbe lascia-
re permeare la miscela cementizia come nelle tecniche di consolidamento fino a barriera
ultimata, ovviamente la scelta va fatta in funzione delle caratteristiche meccaniche e di per-
meabilità del terreno e delle specifiche richieste dal progetto. Si può capire che questa
tecnica ha significato per contenimento di piccole aree e in quei casi dove il terreno presenta
una permeabilità idonea ad evitare la formazione di lenti di miscela che andrebbero a rom-
pere il terreno stesso. Per accertare la fattibilità del jet-grouting ed orientare la scelta dei
parametri operativi in base alle esigenze di progetto, si richiedono una serie di indagini a
carattere sia generale che specifico, tra cui: sondaggi atti a fornire profili stratigrafici e dati
idrogeologici, prove di classificazione su campioni rappresentativi, prove di laboratorio su
miscele cementizie ed impasti miscela-terreno e infine realizzazione di fori con misura dei
parametri di perforazione.
Diaframmi con spostamento del terreno
In alternativa ai due metodi di realizzazione sopra esposti si ha lo spostamento del terre-
no per consentire l’intrusione di un pannello. I diaframmi con spostamento del terreno, si
distinguono secondo due diverse tipologie di realizzazione:
1. Diaframmi costituiti da palancole accostate;
2. Diaframmi costituiti da profilati metallici ad H.
Entrambe le tipologie vengono realizzate infiggendo nel terreno mediante un sistema a
vibrazione delle strutture prefabbricate. Il problema fondamentale di questo metodo è ga-
rantire continuità tra un pannello e l’altro senza il rischio di infiltrazioni entro le giunzioni. Un
applicazione interessante che vede l’infissione nel terreno di cassoni è la realizzazione di
diaframmi con bentonite granulare: tale sistema costruttivo consiste nell’infissione a vibra-
zione di un cassero , che viene successivamente svuotato del terreno presente all’interno
e quindi riempito di bentonite granulare secca. Il cassero viene poi estratto lasciando nel
terreno un diaframma verticale di bentonite che nel tempo si idrata con l’acqua di falda ed
espande. La permeabilità della barriera dipende dalle caratteristiche della bentonite impie-
gata e da quelle dell’acqua di idratazione ( da verificare con test preliminari di laboratorio la
compatibilità dell’acqua di falda con la bentonite impiegata).
Nel caso di profilati metallici ad H , raggiunta la profondità di progetto, dalla base del
profilato, tramite un ugello, viene iniettata la miscela fino alla sua completa estrazione.
L’accostamento continuo di queste unità costituisce il diaframma.
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Figura 3.3: Schema esecutivo dello schermo sottile con membrana in HDPE
eseguito senza asportazione di terreno
Schermi sottili
La tecnica utilizzata è quella della realizzazione di uno schermo sottile all’interno del quale
viene inserita una membrana in HDPE. Con riferimento alla Figura 3.3, lo schermo, di spes-
sore inferiore ai 30cm viene realizzato mediante una serie di elementi contigui rettangolari
ottenuti operando con un profilo metallico ad ”I”, di lunghezza pari alla profondità dello scher-
mo da realizzare, che viene inserito nel terreno mediante l’uso di un vibratore, con la tecnica
nota dei palancolati metallici. Al profilo metallico, solitamente una trave IPE 1000, sono so-
lidarizzati due o più tubi in ferro attraverso i quali, sia durante la fase di infissione che di
successiva estrazione, viene pompata una miscela autoindurente acqua/cemento/bentonite.
Gli elementi di membrana vengono introdotti nello scavo utilizzando telai metallici di guida. Il
vantaggio di tale soluzione deriva dalla possibilità di eseguire il macroincapsulamento senza
asportazione di materiale.
3.3.2 Paratie continue eseguite mediante miscelazione meccanica
La tecnologia Turbojet, sviluppata dal Gruppo Trevi, rappresenta nel campo dell’ingegneria
geotecnica un importante sviluppo in quanto permette di realizzare colonne isolate di ter-
reno consolidato o gruppi di colonne per formare strutture in maniera veloce e con elevati
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standards qualitativi. Il sistema è applicabile ad una ampia gamma di terreni, mantenendo
un’ottima qualità di miscelazione e un controllo geometrico dei risultati. In generale il quan-
titativo in peso di cemento in polvere immesso nel terreno varia dal 5% al 12% del peso di
terreno da consolidare. Con tali dosaggi le resistenze medie ad espansione laterale libera di
campioni carotati dalle colonne rientrano nei seguenti campi di valori:
• da 1.0 a 3.0 MPa per terreni coesivi
• da 3.0 a 5.0 MPa per terreni incoerenti
Inoltre questa tecnologia può essere considerata pulita, in quanto il volume di materiale di
risulta (”spurgo”), funzione del tipo di terreno e della miscela iniettata, rappresenta solamente
circa il 15-25% del volume di terreno trattato. La tecnologia Turbojet consiste nell’iniezione
nel terreno di prefissati volumi di miscela cementizia e nella contemporanea miscelazione
della stessa con il terreno in-situ.
La tecnologia Turbojet coniuga i vantaggi delle tecnologie jetting (flessibilità e diversi
campi di applicazione) e quelli propri delle tecnologie di miscelazione meccanica (qualità
miscelazione, garanzia del diametro e della continuità delle colonne).
Il risultato del trattamento è uno pseudoconglomerato cementizio, con netto miglioramen-
to delle proprietà fisico-meccaniche del terreno vergine.
Le colonne, inoltre, possono essere armate tramite l’utilizzo di elementi metallici tubolari
o putrelle, inseriti a gravità (peso proprio) o con l’uso di martelli e vibratori all’interno delle
colonne di terreno consolidato.
Per migliorare la qualità di miscelazione ed ottenere produzioni elevate sono stati combi-
nati gli effetti dell’energia meccanica (utensile) e dell’energia idraulica (getti ad alta pressio-
ne).
La velocità di perforazione e di rotazione dell’utensile usato per il TURBOJET viene pre-
stabilita in funzione delle caratteristiche del terreno, della reologia della miscela, della pres-
sione di iniezione e delle finalità dell’intervento stesso (consolidamento o impermeabilizza-
zione). La miscela cementizia iniettata a pressione e velocità elevate disgrega lo scheletro
litico del terreno; a seguito dell’azione dei getti il terreno viene poi ulteriormente tagliato e mi-
scelato mediante palettature, opportunamente sagomate, sulle quali vengono montati denti
adatti alla litologia interessata dal trattamento.
Il controllo di qualità del prodotto, in fase di esecuzione del trattamento, è garantito dalla
registrazione delle quantità di miscela immessa, dei parametri di trattamento e della profon-
dità, garantendo un monitoraggio in tempo reale del prodotto, finalizzato al raggiungimento
di un elevato standard qualitativo di processo.
Il sistema di rilevamento dati, posizionato in cabina registra, in funzione della profondità,
velocità di avanzamento e di risalita, velocità di rotazione, pressione idraulica di coppia,
portata e pressione della miscela cementizia.
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Questa tecnica sintetizza i vantaggi delle tecniche di consolidamento jet-grouting e delle
tecniche di miscelazione meccanica. Rispetto alle tecnologie “Jettings”, dove ad una prima
fase di perforazione segue una seconda fase di iniezione vera e propria, nella tecnologia
TURBOJET si ha una sola fase. Infatti la realizzazione della colonna di terreno trattato av-
viene contemporaneamente alla perforazione. L’altra differenza fondamentale rispetto alle
tecnologie ”Jettings” consiste nelle modalità di raggiungimento del diametro stabilito in fase
di progetto. In queste tecniche, infatti, le colonne di terreno consolidato hanno una forma
approssimativamente cilindrica con diametro massimo fortemente variabile in funzione delle
caratteristiche geomeccaniche del terreno e delle modalità operative. Nella tecnologia TUR-
BOJET, al contrario, si garantisce meccanicamente l’ottenimento del diametro prestabilito
attraverso la geometria dell’utensile.
3.3.3 Controlli in fase esecutiva
Qualunque sia la tecnologia impiegata , la progettazione di un diaframma richiede sempre
indagini e controlli specifici tra cui:
• Una serie di prove preliminari aventi come obiettivo la caratterizzazione delle carat-
teristiche geotecniche e geochimiche dei materiali utilizzati e del terreno circostante:
prove SPT, prove CPTU, analisi granulometriche, caratteristiche fisiche (peso di volu-
me, peso di volume secco, porosità, indice dei vuoti, ecc.), prove di permeabilità in
laboratorio, prove edometriche.
• Un’indagine ambientale dettagliata per stabilire le proprietà del contaminante e le ca-
ratteristiche idrogeologiche dell’area: oscillazioni piezometriche, portate, variazioni
della direzione.
• Un’accurata modellazione idrogeologica per prevedere il comportamento della falda
nei vari regimi.
• Rilievo geologico e topografico per l’identificazione del substrato impermeabile e per
la definizione del perimetro della barriera.
I diaframmi impiegati per il sconfinamento di siti contaminati devono soddisfare stan-
dards molto severi, allo scopo di essere realmente efficaci, in ogni punto della loro esten-
sione (dal momento che anche imperfezioni locali possono metterne a rischio la funzionalità
complessiva).
Non vi è modo di verificare tale rispondenza, una volta realizzata l’opera, se non nel lungo
periodo, quando, spesso, le conseguenze di tale mancata funzionalità possono aver già
causato gravi danni. Per questo motivo, devono essere applicate procedure di qualità molto
severe in fase di costruzione, sia per quanto riguarda la scelta dei materiali e le modalità
costruttive, sia relativamente ad un sistematico processo di verifiche e controlli che copra
l’intero sviluppo delle attività di costruzione.
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3. Problematiche geotecniche ed ambientali dei bacini di decantazione
Si esaminano di seguito i problemi più frequentemente riscontrati nell’esperienza pratica:
• Superficie di scavo troppo tenera per supportare le attrezzature di scavo;
• Terreno troppo duro per lo scavo;
• Fango inadeguato per il sostegno dello scavo;
• Collasso dello scavo.
I problemi che si riscontrano invece dopo la costruzione del diaframma sono correlati
a cedimenti del terreno, fatturazione idraulica e incompatibilità chimica tra il materiale co-
stituente la barriere e gli agenti aggressivi dell’ambiente: temperatura, inquinanti, acqua di
falda ecc..
Alcuni di questi problemi possono essere prevenuti con una campagna di indagine ade-
guata e con un programma completo delle prove (prove preliminari sui materiali, prove in
fase di realizzazione, prove post-operam).
Le prove sui materiali eseguite prima e durante la realizzazione del diaframma assumono
sempre maggiore importanza alla luce delle specifiche caratteristiche richieste alle miscele
impiegate. E’ necessario innanzitutto porre una differenziazione tra prove atte alla classifica-
zione dei materiali iniziali, prove caratterizzanti proprietà reologiche , fisiche e di filtrazione
del fango bentonitico, delle miscele cemento-bentonite , terreno- bentonite, e infine delle
miscele con calcestruzzo plastico.
Le prove per la determinazione della viscosità del fango bentonitico (miscela bentonite
acqua ) consistono in: prova con imbuto di Marsh, prova con viscosimetro rotazionale Baroid,
prova con viscosimetro Fann, prova con shearometro.
Vengono inoltre solitamente raccomandate: prova con bilancia per fanghi Baroid per la
determinazione della densità del fango, prova con sand content kit per la determinazione
del contenuto di sabbia, misurazione di pH, test del blu di metilene e determinazione del
rigonfiamento. Di fondamentale importanza sono inoltre le prove per la determinazione delle
proprietà di filtrazione.
I controlli sulla geometria del diaframma sono finalizzati alla verifica che lo stesso sia
effettivamente costruito secondo progetto e, in particolare, che sia immorsato nello strato
impermeabile per la profondità prevista, che il diaframma sia verticale e che i pannelli di geo-
membrana, quando presente, siano correttamente posizionati (verticali, centrati rispetto allo
spessore del diaframma e senza discontinuità rispetto allo strato impermeabile sottostan-
te). A tale fine, approssimativamente ogni due metri, devono essere effettuate le seguenti
verifiche:
• posizione planimetrica dell’asse dello scavo;
• quota del piano di campagna;
• profondità del tetto dello strato impermeabile;
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3.4 Tecniche elettrosmotiche per la realizzazione di barriere impermeabili
• profondità del fondo scavo;
• verticalità dell’escavazione;
• larghezza dello scavo;
• dimensioni dei pannelli di geomembrana;
• verticalità del telaio della geomembrana;
Nelle zone di mancanza di continuità, qualora presenti, il comportamento del diaframma di-
pende interamente dalle proprietà del fango, perciò, lo stesso deve avere una permeabilità
non superiore a quella dello strato impermeabile sottostante, a meno che la possibile dif-
ferenza sia tenuta in conto nel progetto. I difetti dei giunti (anche quando dovuti ad una
imperfetta inserzione) incidono molto significativamente sul comportamento dei diaframmi,
come è quantitativamente mostrato. Recentemente, è stato sviluppato un metodo geoelet-
trico per verificare l’integrità dei giunti. Il metodo è applicabile se i giunti presentano una
cavità interna ed è basato sulla misura della resistività all’interno dei giunti. Un quadrupolo,
lungo circa un metro, viene inserito all’interno del giunto, quando il fango è ancora fresco, e
spostato lungo il giunto stesso ad intervalli di mezzo metro. Il quadrupolo ha due elettrodi di
corrente e due elettrodi di potenziale; in corrispondenza di ciascun intervallo viene misurata
la resistività e comparata con un valore di riferimento, specifico per il sito, proprio di un giun-
to integro. I difetti del giunto determinano un netto decremento della resistività e possono
quindi essere facilmente rilevati.
3.4 Tecniche elettrosmotiche per la realizzazione di barrie-
re impermeabili
Il processo elettrosmotico, scoperto e studiato fin dalla metà dell’800, consiste nell’ottenere
la migrazione dell’acqua e dei sali sciolti in un mezzo poroso, mediante l’applicazione di un
campo elettrico continuo. Il processo elettrosmotico è stato applicato ai terreni coesivi e
studiato sistematicamente per la prima volta da ?.
Tra le varie applicazioni tecnologiche dei fenomeni elettrocinetici all’ingegneria geotecni-
ca, un’attenzione particolare hanno meritato, sin dalle prime esperienze di ?, quelle rivolte
alla consolidazione dei depositi argillosi teneri.
Nell’ambito del problema della messa in sicurezza dei bacini di decantazione degli sterili
di flottazione, il processo di migrazione elettrosmotica può essere utilizzato sia per migliorare
le condizioni geotecniche del bacino (maggiore grado di consolidazione, minore permeabi-
lità idraulica, ecc.) sia per la desaturazione dei fanghi con estrazione di l’acqua inquinata
dall’interno del bacino fino a valori al di sotto della capacità di campo. In tal modo si elimina
30 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 31 — #51
i
i
i
i
i
i
3. Problematiche geotecniche ed ambientali dei bacini di decantazione
Figura 3.4: Possibili interventi elettrosmotici nei bacini di decantazione dei
fanghi di flottazione.
(a) Argine (b) Fondo
Figura 3.5: Applicazione delle barriere elettrocinetiche nei bacini di decanta-
zione dei fanghi di flottazione.
la possibilità di percolazione, dovuta alla forza di gravità, delle acque inquinate contenute
all’interno del bacino.
Gli interventi di desaturazione elettrosmotica si possono applicare ad un bacino sterili
secondo due diverse modalità di intervento (figura 3.4):
• totale (si applica all’intero bacino);
• locale (realizzazione di sistemi barriera in parti localizzate de bacino);
– al fondo;
– agli argini;
Visti i costi e le difficoltà ingegneristiche, la tecnica appare più idonea e più facilmente
utilizzabile nel trattamento di volumi in parti localizzate del bacino per la realizzazione di
sistemi barriera.
Un’altro campo di applicazione è rappresentato dall’utilizzo di barriere elettrocinetiche
(descritte in dettaglio nella sezione 4.11), che prevengono la dispersione dei contaminanti
con l’opposizione del flusso elettrosmotico al flusso idraulico naturale.
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3.4 Tecniche elettrosmotiche per la realizzazione di barriere impermeabili
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CAPITOLO 4
I processi elettrocinetici
Nel presente Capitolo vengono trattati gli aspetti teorici dei processi che saranno argo-
mento della ricerca. La lettura critica di quanto presente in letteratura ha permesso di
trattare l’argomento in modo esaustivo sia per quanto concerne la comprensione dei
fenomeni fisici sia per per il punto sullo stato dell’arte sull’argomento.
Nello specifico viene trattata la teoria della distribuzione ionica superficiale (doppio
strato elettrico), i principali fenomeni di trasporto elettrocinetico (elettrosmosi, elettro-
migrazione ed elettroforesi) e le loro implicazioni nell’uso ingegneristico e geotecnico.
4.1 Introduzione
? scopre per la prima volta che l’applicazione di un campo di potenziale in corrente conti-
nua (DC) ad un terreno argilloso induce un flusso liquido che lo attraversa. Questo flusso è
stato successivamente denominato ”elettrosmotico”, e viene definito come il flusso del fluido
contenuto nei pori del terreno attraverso la matrice solida (mezzo poroso). Il flusso elet-
trosmotico rappresenta uno tra i più importanti fenomeni associati al termine ”elettrocinesi”
(electrokinetics).
Il fenomeno del flusso elettrosmotico può essere spiegato in riferimento alla carica su-
perficiale presente nelle particelle argillose (vedi ? e Sezione 4.5 a pagina 45).
Oltre al fenomeno elettrosmotico, l’applicazione di un campo di corrente continua ad un
terreno da luogo ad altri due fenomeni: l’elettromigrazione e l’elettroforesi.
La Figura 4.1 mostra i principali fenomeni elettrocinetici, ovvero:
• elettromigrazione;
• elettroforesi;
• elettrosmosi.
M. Cigagna 33
ii
“tesi” — 2007/4/24 — 18:43 — page 34 — #54
i
i
i
i
i
i
4.2 Caratteristiche e proprietà dei terreni fini
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Figura 4.1: Schema dei processi elettrocinetici.
Prima di descrivere i processi appena citati, verranno trattati gli argomenti relativi alla
composizione dei materiali argillosi e le teorie che descrivono il comportamento elettrico
delle particelle del suolo.
4.2 Caratteristiche e proprietà dei terreni fini
4.2.1 Caratteristiche mineralogiche
Si definiscono particelle argillose le particelle con dimensioni inferiori ai 75µm che derivano
dai processi di alterazione delle rocce. Esse presentano una forma lamellare, in quanto sono
costituite da silicati idrati di alluminio, disposti in reticoli che hanno due dimensioni prevalenti
sulla terza. La particolare conformazione delle particelle argillose influisce in modo marcato
sul loro comportamento, governato da forze di superficie.
La combinazione degli strati fondamentali dà origine a pacchetti elementari e l’aggre-
gazione di tali pacchetti dà poi origine alle particelle argillose. La superficie delle particelle
argillose presenta generalmente una carica negativa. Le molecole dipolari dell’acqua tendo-
no pertanto ad essere attratte da tale superficie, subendo un iso-orientamento e risultando
così legate alla superficie della particella, al punto da non poter essere separate dall’argil-
la tramite azione meccanica di modesta entità, mentre ciò è possibile con un trattamento
termico. A queste molecole d’acqua viene dato il nome di ”acqua adsorbita” (o legata) ed
esse vanno considerate a tutti gli effetti come parte integrante della struttura della particella
argillosa. Si chiama acqua interstiziale (o libera) quella contenuta nei pori, libera di muoversi
sotto l’azione di un gradiente idraulico.
La carica negativa della superficie della particella viene neutralizzata dai cationi dei sali
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4. I processi elettrocinetici
disciolti nell’acqua interstiziale (Ca++, Mg++, Na+, K+ ), che in parte sono saldamente
legati alle cariche negative della particella e in parte formano uno strato diffuso.
4.2.2 Densità di carica superficiale
Le particelle solide di argilla sono caratterizzate da una carica elettrica netta sulla loro
superficie. Tale carica è dovuta a differenti meccanismi [?]:
1. differenze di affinità tra le fasi liquida e solida per gli elettroni;
2. differenza di affinità tra le fasi liquida e solida per gli ioni;
3. ionizzazione dei gruppi funzionali superficiali;
4. immobilizzazione fisica della carica fissa in una delle due fasi.
4.2.3 La resistività del terreno
Le indagini geoelettriche di resistività, anche dette di conducibilità, si basano sugli effetti
sotterranei della corrente elettrica, rilevabili in superficie attraverso misure di differenza di
potenziale e di corrente. Il terreno presenta due tipi di conducibilità elettrica (ρ):
1. Conducibilità di tipo elettronico: con valori di resistività dell’ordine dei 10−5÷ 10−6Ω ·
m, che è quella propria dei metalli, nei quali ρ aumenta con la temperatura, o dei
semiconduttori (solfuri) nei quali, in virtù delle lacune che limitano il movimento degli
elettroni, la resistività diminuisce all’aumentare della temperatura;
2. Conducibilità di tipo ionico: con valori di ρ dell’ordine di 105 ÷ 108Ω ·m, che è quella
propria dei dielettrici.
In generale il sottosuolo, a parte i distretti minerari composti da minerali conduttori come me-
talli e solfuri, è composto in grandissima maggioranza da minerali dielettrici, in primo luogo
silicati, ma anche carbonati o solfati. Di conseguenza le rocce sarebbero mezzi a resistività
praticamente infinita, se non fosse per la presenza di porosità e fratturazioni, saturate parzial-
mente o totalmente da fluidi come aria, acqua, idrocarburi o altri percolati (liquido inquinante
disperso dalle discariche). Nella maggior parte dei casi è presente l’acqua, che contiene
ioni e sali; la sua resistività è funzione di vari parametri, tra cui la concentrazione salina e la
temperatura, al crescere della quale diminuisce la viscosità e aumenta la dissociazione dei
sali stessi. Valori tipici di resistività dell’acqua sono pari a:
• circa a 10−1Ω ·m per acque marine;
• circa 1Ω ·m per acque salmastre;
• da 10÷ 100Ω ·m per acque dolci.
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4.2 Caratteristiche e proprietà dei terreni fini
Tabella 4.1: Intervalli tipici di resistività di terreni, di rocce e di materiali di
discarica.
Mezzo Resistività (Ω ·m)
Rocce ignee 102 ÷ 107
Calcari 102 ÷ 104
Sabbie e terreni alluvionali 10÷ 103
Acqua dolce 10÷ 100
Acqua salmastra circa 1
Acqua marina 0.2
Marne 20
Argille 1÷ 100
Rame (nativo) 2 · 10−7
Ferro 9.074 · 10−8
KCl (cloruro di potassio) 0.708
NaCl (cloruro di sodio) 0.843
NH4Cl (Acido acetico) 6.13
Marmo 1022.5 · 108
Altri metalli 10−6 ÷ 10−8
Xilene 6.998 · 1016
Rifiuti domestici 12÷ 30
Fanghi industriali 40÷ 200
Olio esausto 50÷ 700
Un discorso a parte va fatto per le argille, in possesso di particolari proprietà che ne rendono
caratteristico il comportamento. Infatti, essendo un materialo molto poroso e saturo d’acqua,
con un contenuto tutto sommato alto di sali. Quindi possiamo considerare l’argilla come un
mezzo avente una propria resistività, che non cambia al variare del contesto ambientale in
cui si trova.
Valori tipici di resistività delle argille sono nell’intervallo 1÷ 100Ω ·m.
Riassumiamo nella Tabella 4.1 i valori indicativi di resistività elettrica per alcune forma-
zioni, oltre che per metalli e inquinanti che si possono rinvenire nel sottosuolo.
4.2.4 Interazione tra soluzioni naturali e superficie delle particelle mi-
nerali
L’acqua si trova normalmente in contatto diretto con i minerali in quasi tutta la superficie del
pianeta. Le precipitazioni che cadono sulle terre emerse, percolando attraverso il suolo, infil-
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4. I processi elettrocinetici
trandosi nelle falde sotterranee o fluendo lungo i corsi d’acqua interagiscono con le particelle
solide minerali che incontrano nel loro percorso.
L’interfaccia tra una particella minerale ed una soluzione acquosa individua e segna una
notevole discontinuità per quanto riguarda la struttura (solido–liquido), la densità e la com-
posizione delle due fasi. Nel caso del minerale, infatti, si tratta di una sostanza cristallina con
ioni ben ordinati nello spazio secondo precise regole geometriche; nel caso della soluzione
acquosa si tratta invece di molecole polari (H2O) in libero movimento assieme a ioni liberi
solvatati ed ai complessi da questi formati con vari leganti.
Nella zona d’interfaccia delle due fasi avvengono reazioni importanti che conducono ad
una riorganizzazione, alla scala atomica, delle due sostanze.
La superficie di una particella minerale, che viene in contatto con la soluzione, presenta
tutta una serie di ioni (nodi del reticolo) con cariche non soddisfatte per l’interruzione del
reticolo cristallino. Per di più, quando una qualunque superficie minerale viene a formarsi
(poniamo a seguito di una frattura), si può avere che gli ioni sulla superficie stessa, dopo lo
stress subito, vadano incontro a rilasci di tensione che possono portare i legami ad avere
lunghezze ed angoli diversi da quelli propri della struttura. In questa maniera, in qualche
caso, gli ioni in superficie possono migrare in nuove posizioni di equilibrio diverse da quelle
originarie.
Alla scala microscopica la superficie di un frammento minerale appare abbastanza com-
plessa ed articolata per la presenza di un gran numero di gradini, cavità ed irregolarità di
ogni sorta, incluse quelle dovute a parziale dissoluzione. Si ha motivo di credere che questa
irregolarità diffusa abbia un riscontro speculare anche alla scala atomica.
Come diretta conseguenza di quanto ora detto, le superfici delle particelle minerali non
sono elettricamente neutre ma solitamente portatrici di una carica elettrica (netta), positi-
va o negativa. Ciò può essere facilmente dimostrato, per via sperimentale, osservando il
movimento di queste particelle in sospensione alla presenza di un campo elettrico applicato.
Uno dei modi attraverso cui si origina lo squilibrio elettrostatico delle cariche (e quindi
la carica netta) nelle particelle minerali è dovuto alle sostituzioni isomorfe impari (Al3+ →
Si4+, Ca2+ → Na+, Mg2+ → Al3+, Li+ → Mg2+, etc.). Per questa via viene a
prodursi quella che è chiamata una carica strutturale permanente.
Per alcuni minerali, come ossidi metallici idrati e fillosilicati con struttura semplice (per
esempio i minerali argillosi del gruppo della caolinite) l’eccesso di carica è prossimo allo
zero. Altre strutture più complesse, come i fillosilicati del tipo della montmorillonite e della
vermiculite, sono invece portatrici di una rilevante carica permanente negativa.
Per questi minerali è possibile calcolare la quantità molare (generalmente espressa in
molkg−1 di minerale) della carica in eccesso. Per i minerali argillosi più comuni tale quantità
si colloca tra −0.7 e −1.7 per le montmorilloniti, tra −1.6 e −2.5 per le vermiculiti, tra −1.9
e −2.8 per le illiti.
Si deve adesso considerare il fatto che una carica netta, all’interfaccia tra particella mi-
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4.2 Caratteristiche e proprietà dei terreni fini
Figura 4.2: Formazione di ossidrili (c) sulla superficie di un solido per intera-
zione degli ioni non coordinati completamente (a) con le molecole
d’acqua (b).
nerale e soluzione acquosa, può essere generata attraverso reazioni chimiche che hanno
luogo tra gli ioni in soluzione e quelli sulla superficie solida.
Una reazione sicuramente importante è quella che vede come protagonisti gli ossidrili
(OH−), eventualmente legati ai cationi metallici della fase minerale. Si deve riflettere sul
fatto che legami con l’ossidrile possono, in effetti, formarsi con una certa facilità all’interfac-
cia solido/soluzione di molte specie minerali (ossidi, ossidi idrati, silicati, etc.). Degli ossidrili
possono così formarsi sulla superficie minerale per reazione delle molecole d’acqua con i
cationi, solo parzialmente coordinati, giacenti su quest’ultima (vedi Figura 4.2). La forma-
zione di gruppi ossidrili (OH−) all’interfaccia solido/soluzione ha conseguenze importanti,
perché questi vengono a costituire ”siti” molto reattivi che permettono lo scambio di H+ tra
la soluzione e la superficie della particella secondo le reazioni di seguito riportate:
Si−OH +H+ → Si−OH+2
Al −OH +H+ → Al −OH+2
Tali reazioni, favorite in ambiente acido, contribuiscono in questo caso alla carica netta
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4. I processi elettrocinetici
positiva della particella minerale.
In soluzioni basiche un protone può essere sottratto alla superficie della particella secon-
do le reazioni:
Si−OH +OH− → Si−O− +H2O +
Al −OH +OH− → Al −O− +H2O+
In questo caso il contributo alla carica del minerale è di segno negativo.
A causa delle reazioni sopra illustrate la carica netta di una particella solida in sospen-
sione può cambiare il segno, da positiva a negativa, all’aumentare del pH (aumenta l’attività
degli OH−). In questa progressione vi sarà un momento in cui la carica netta della particella
sarà pari a zero. Questo valore del pH è solitamente indicato come il point of zero charge
(PZC) o anche pHPZC. Allora, in conseguenza dei ragionamenti sviluppati, per valori del
pH inferiori a pHPZC la particella presenta carica netta positiva e per valori superiori carica
negativa. Il valore del pHPZC può essere facilmente misurato sperimentalmente rilevando
il momento in cui le particelle in sospensione della sostanza in esame cessano di muoversi
in presenza di un campo elettrico applicato. I valori di pHPZC variano da sostanza a so-
stanza e in Tabella 4.2 vengono riportati alcuni esempi relativi ad alcune delle fasi solide più
importanti.
Come si può dedurre dalla Tabella 4.2, i silicati sono portatori di una carica netta negativa
anche in soluzioni molto acide ed attraggono1 quindi i cationi per neutralizzarla. Calcite,
ossidi ed idrossidi di alluminio, ma anche la ferridrite, (Fe[OH]3 scarsamente cristallino)
hanno superfici caricate positivamente anche in soluzioni alcaline (pH ≈ 9) ed attraggono
quindi specie acquose caricate negativamente (anioni). In generale, invece gli ossidi ed
ossidi idrati di ferro, nel range naturale di pH, possono essere caricati sia positivamente
che negativamente risultando (anche per la loro abbondanza) tra i più efficaci scambiatori in
soluzione acquosa.
1E’ importante sottolineare a questo proposito che l’assorbimento di elementi in traccia può in molti casi avvenire
anche contro quella che è la carica netta della particella solida. Questo è, ad esempio, il caso di molti metalli
pesanti tossici e radionuclidi (cationi) che possono essere assorbiti da particelle di ossidi ed idrossidi metallici (per
esempio Fe) che pur hanno una carica netta positiva. Per comprendere questo comportamento, apparentemente
illogico, bisogna pensare che la carica netta di una particella è data dalla somma delle cariche, positive e negative,
esistenti. Così, come abbiamo visto, quando il valore del pH è inferiore al pHPZC, una particella minerale ha una
dominanza di siti caricati positivamente e quindi adatti ad attrarre anioni. Tuttavia a quello stesso pH esisterà anche
un piccolo numero di siti portatori di carica negativa e questi potranno attrarre cationi fissando eventuali elementi in
traccia presenti in soluzione.
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4.3 La teoria del doppio strato diffuso
Tabella 4.2: Valori del point of zero charge per alcuni minerali.
Minerale PZC
Montmorillonite 2.5
Albite 2
Quarzo 2-3
MnO2 2-4.5
Caolinite 4.6
α−Al(OH)3 5
Fe2O3 5-9
Goethite 7.3-7.8
Fe(OH)3 (amorfo) 8.5
α−Al2(OH)3 9.1
Calcite 8-9.5
4.3 La teoria del doppio strato diffuso
Nelle due coppie di equazioni presentate all’inizio della Sezione 4.2.4 gli scambi tra super-
ficie e soluzione acquosa sono stati rappresentati in termini di acquisizione e rilascio di ioni
H+ ed OH−. Naturalmente (vi si è implicitamente già fatto riferimento) anche altre specie
ioniche sono normalmente catturate e rilasciate dalle superfici delle particelle minerali in so-
spensione. Si vedrà nel seguito che a questo concetto, in sé semplice ma allo stesso tempo
piuttosto astratto, è possibile dare delle basi abbastanza solide sia sul piano chimico–fisico
dei processi naturali in gioco sia degli aspetti quantitativi ad essi legati.
La natura e l’entità delle reazioni che avvengono all’interfaccia minerale/soluzione sono
funzione della reattività e del numero dei diversi siti (reattivi) presenti sulla superficie della
particella, della composizione e del pH della soluzione in contatto.
Su tali basi si può cominciare col dire che la carica netta posseduta dalla superficie di
una particella minerale σmin, che si misura in moli della carica per unità di superficie (m2
del minerale), è uguale alla somma della carica strutturale permanente σcsp con la carica
derivante dalle reazioni avvenute per contatto con la soluzione σreaz . Schematicamente:
σmin = σcsp + σreaz
L’inerzia naturale verso la neutralizzazione della carica posseduta dalla particella minerale
fa sì che gli ioni adiacenti di segno contrario (detti controioni) tendano ad accumularsi in
corrispondenza dell’interfaccia minerale/soluzione. La distribuzione di questi ioni dà luogo a
quello che è stato definito il doppio strato elettrico (electric double layer) o EDL.
Il doppio strato elettrico consta di un primo strato di ioni uniti da legami elettrostatici agli
atomi presenti sulla superficie della particella (strato di Stern) e di un secondo strato diffuso
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Figura 4.3: Schema del modello di Gouy-Chapman-Stern.
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4.3 La teoria del doppio strato diffuso
in cui gli ioni sono invece non legati ma liberi di muoversi in soluzione (strato di Gouy)(Figura
4.3).
In quest’ultimo strato (Gouy) lo squilibrio elettrico localizzato che si viene ad avere tra
cationi ed anioni decresce esponenzialmente man mano che ci si allontana dalla superficie
della particella. La distanza tra l’interfaccia minerale/soluzione ed il punto in cui giace il
baricentro della carica nello strato diffuso (Gouy) è proporzionale alla radice quadrata della
forza ionica (ionic strength) della soluzione, ed è usualmente indicata con il simbolismo κ−1.
Questa distanza è molto maggiore per le soluzioni diluite (mediamente dell’ordine di 10nm)
rispetto a quelle saline (per l’acqua di mare si ha κ−1 ≈ 0.4nm). Il valore di κ−1 può essere
calcolato alla temperatura di 20 ◦C secondo l’espressione:
κ−1 ≈ 2.8 · 108 · I−
1
2 cm
dove il termine I rappresenta la forza ionica della soluzione.
Il modello usato per descrivere la variazione del potenziale elettrico attorno ad una
particella di terreno è chiamato modello di ”Gouy-Chapman-Stern” [?] ed è mostrato in
Figura 4.3
Il potenziale elettrico attorno ad una particella di suolo caratterizzata da una carica su-
perficiale viene quantificata usando lo ”zeta potenziale”, definito come il potenziale al confine
tra le molecole d’acqua adsorbite al suolo (immobili) e le molecole d’acqua libere all’interno
dei pori del terreno. Le specie di cationi presente può essere molteplice in funzione della
variabilità dei costituenti del suolo e della sua storia di formazione.
In accordo con ? i valori dello zeta potenziale è compreso nel range +50mV ÷
−50mV . Nei terreni argillosi il range si riduce a +0mV ÷ −50mV . Con valori del-
lo zeta potenziale prossimi a 0mV , che si ottiene in terreni con pH molto acido, il flusso
elettrosmotico è diretto verso l’anodo, invece che verso il catodo [?].
Le reazioni di idrolisi agli elettrodi (Equazione (4.3)), fanno aumentare la concentrazione
degli ioni H+ in prossimità dell’anodo; tali ioni vengono trasportati dall’anodo verso il catodo
determinando un fronte acido attraverso il terreno, molto più veloce del fronte basico (movi-
mento degli ioni OH−) che avviene invece dal catodo verso l’anodo in direzione contraria al
flusso elettrosmotico. Il risultato del movimento del fronte acido è la diminuzione del pH della
soluzione e un cambiamento dello zeta potenziale. Perciò anche la conduttività elettrosmoti-
ca non è costante. ? mostra che lo zeta potenziale cambia linearmente con il logaritmo della
concentrazione ionica del fluido nei pori.
ζ = A−B · logeC (4.1)
dove A e B sono costanti e C è la concentrazione totale dell’elettrolita.
Un’altra formulazione dello zeta potenziale è stata data da ?, ed è la seguente:
ζ = −38.6 + 281e−0.48pH (4.2)
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Figura 4.4: Andamento dello zeta potenziale in funzione del pH.
Dale equazione si adatta bene a molti studi sperimentali come quelli effettuali da ? su
una caolinite e mostrati in Figura 4.4.
In accordo con questa equazione ad un pH molto basso corrisponde un flusso elettro-
smotico molto piccolo.
4.4 Reazioni originate agli elettrodi
L’applicazione di una corrente elettrica continua in un terreno comporta, oltre ai meccanismi
di trasporto che verranno trattati in seguito (vedi Sezione 4.5 a pagina 45, Sezione 4.6 a
pagina 48, Sezione 4.7 a pagina 49), anche delle reazioni di elettrolisi dell’acqua in corri-
spondenza degli elettrodi. L’elettrolisi consiste nella dissociazione delle molecole dell’acqua
in protoni, con mobilità doppia, e in ioni idrossido, che migrano verso l’anodo o il catodo. Le
reazioni possono essere sintetizzate dalle relazioni:
2 ·H20→ O2 + 4 ·H
+ + 4e− anodo (4.3)
2 ·H20 + 2e
− → H2 + 2 ·OH
− catodo
Le due reazioni determinano: l’ossidazione dell’acqua con conseguente rilascio di ossigeno
e di protoni (H+) all’anodo, lo sviluppo di idrogeno e di ioni idrossido (OH−) durante il
processo.
I processi elettrocinetici, soprattutto il fenomeno elettrosmotico (movimento dell’acqua
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all’interno della matrice solida dall’anodo verso il catodo) e il fenomeno dell’elettromigrazione
(movimento degli ioni verso l’elettrodo di carica opposta) comportano il movimento degli ioni
idrogeno e di ioni idrossido all’interno della matrice poroso.
Il movimento degli ioni idrogeno (H+), che com’è nodo determina l’abbassamento del pH
di una soluzione, genera all’interno del terreno, quello che viene chiamato ”fronte acido”. Tale
fronte è determinato dalla sovrapposizione di due effetti, entrambi concorrono al trasporto
degli ioni idrogeno dall’anodo verso il catodo. Il primo è dovuto all’elettrosmosi, ovvero al
flusso dell’acqua dall’anodo verso il catodo, che trasporta gli ioni H+ per convezione. Il
secondo è dovuto all’elettromigrazione, ovvero al trasporto per attrazione elettrica degli ioni
H+, verso l’elettrodo di carica opposta, ossia il catodo (negativo).
Mentre il movimento degli ioni idrossido (OH−), che determinano uno spostamento del
pH verso valori basici, determina quello che viene chiamato ”fronte basico”. In questo caso
gli ioni idrossido vengono trasportati per attrazione elettrica (elettromigrazione) dal catodo,
in cui si formano, verso l’anodo (carica positiva). Questo trasporto è ovviamente dal catodo
verso l’anodo in contrapposizione con il fenomeno elettrosmotico, che determina un flusso
opposto.
Per questi motivi, il fronte acido è generalmente più veloce del fronte basico.
Naturalmente questi fenomeni sono legati anche alla composizione chimica del mezzo
poroso nel quale avvengono. Infatti l’interazione tra gli ioni presenti in soluzione e quelli
liberati dalla fase solida, può comportare una variazione del pH della soluzione elettrolita.
Soprattutto in riferimento al potere tampone di molte sostante presenti nel solido.
La generazione del fronte acido è fondamentale ai fini dell’efficienza del processo di
elettromigrazione e desorbimento degli ioni (soprattutto metallici) per diversi motivi:
• gli H+ possono sostituirsi con facilità agli ioni metallici adsorbiti sulle particelle di
suolo, liberando tali ioni in soluzione e rendendoli disponibili alla migrazione verso il
catodo.
• le condizioni di pH acido, causate dal fronte acido, favoriscono la solubilizzazione dei
metalli ed ossidi metallici, facilitandone la raccolta al catodo.
La rimozione degli ioni metallici può essere facilitata dall’estensione della zona acida,
per contro gli ioni idrossido, formati al catodo, non migrano con altrettanta facilità dei protoni,
con conseguente aumento del pH (sino a 12 o più) e la deposizione di specie insolubili che
originano zone ad alta resistività elettrica.
Gli ioni idrossido prodotti al catodo vengono trasportati nel suolo contro il flusso elettro-
smotico dell’acqua per migrazione elettrolitica e diffusione per la presenza di una zona ad
alto pH vicino al catodo. Risulta necessario controllare il pH durante il processo in quanto
valori troppo elevati potrebbero comportare un diverso andamento della solubilità, dello stato
ionico, della carica e dell’adsorbimento del contaminante, con conseguente precipitazione e
riassorbimento dei metalli. Si è notato che un fronte acido che si muove attraverso il suolo
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4. I processi elettrocinetici
nella direzione da anodo a catodo può ridurre il flusso elettrosmotico ed eventualmente fer-
mare il processo; il flusso elettrosmotico decresce in quanto l’eccesso di ioni H+ neutralizza
la carica nelle particella del suolo diminuendo così il flusso. Per ovviare a questi problemi
si possono aggiungere agenti esterni, acido cloridrico all’anodo, per favorire il fronte acido,
e acido acetico al catodo, per prevenire la formazione di elevati pH depolarizzando le rea-
zioni. Se non si utilizzano agenti esterni, nella zona ad alto pH che si sviluppa in prossimità
del catodo, avvengono fenomeni di precipitazione, riassorbimento dei metalli impedendo il
movimento degli stessi nel fluido del serbatoio catodico da cui possono essere facilmente
rimossi.
I metalli che possono essere rimossi con l’applicazione del processo elettrocinetico sono
quelli che si presentano come soluto disciolto, mentre le altre differenti forme chimiche: pre-
cipitati solidi, complessi adsorbiti sulla superficie delle particelle di suolo, specie legate alla
matrice organica nel suolo continuano a permanere all’interno del terreno.
L’intervento di decontaminazione elettrocinetica va condotto per cicli, della durata ciascu-
no di circa due o tre mesi; al termine d’ogni ciclo, infatti, occorre effettuare la rimozione degli
inquinanti raccolti (in forma solubile) agli elettrodi, ed inoltre rimpiazzare ed arricchire la fase
acquosa liquida del terreno (migrata al catodo attraverso il processo di elettrosmosi).
4.5 L’elettrosmosi
L’elettrosmosi è il processo in cui l’applicazione di un campo elettrico in corrente continua
ad un terreno, genera il movimento dell’acqua, o più in generale di un fluido, all’interno dei
pori del mezzo poroso. In seguito all’applicazione di una differenza di potenziale, l’acqua si
muove e tende ad accumularsi in prossimità di un elettrodo da cui potrebbe, per esempio,
essere estratta attraverso pompaggio.
La migrazione si origina in seguito all’interazione tra il doppio strato diffuso, esistente
all’interfaccia del suolo/fluido e il fluido nei pori. Ogni poro del terreno ha un sottile strato di
liquido carico elettricamente in prossimità della parete (con uno spessore compreso tra 1 e
circa 10 nm), che permette la neutralizzazione della carica sulla superficie della particella di
suolo e determina il movimento del fluido. La direzione del movimento dell’acqua nel suolo
è determinata dalla carica del contaminante, sotto un campo elettrico, lo strato si muove in
una direzione parallela allo stesso, trasportando il liquido e il contaminante [?].
Per descrivere la distribuzione di ioni in prossimità di una superficie carica si richiama la
teoria del doppio strato elettrico. La maggior parte dei materiali argillosi ha una carica nega-
tiva, generata da imperfezioni sviluppatesi durante la loro formazione. Un eccesso di carica
negativa esiste in tutti i tipi di suolo mentre la carica elettrica totale per unità di superficie
(densità superficiale di carica) aumenta all’aumentare della superficie specifica del minerale.
Ad esempio la densità di carica superficiale aumenta nel seguente ordine: sabbia - limo -
caolino - illite - montmorillonite. L’eccesso di carica negativa porta all’attrazione ed ammas-
M. Cigagna 45
ii
“tesi” — 2007/4/24 — 18:43 — page 46 — #66
i
i
i
i
i
i
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samento di cationi pressoché immobili a ridosso della superficie (strato di Stern). Nello strato
diffuso risiedono sia cationi (in maggior numero) che anioni oltre alle molecole d’acqua. La
neutralità della carica del fluido nei pori è mantenuta dalla concentrazione equivalente di
specie cationiche e anioniche. Quando viene applicato un campo elettrico la massa di catio-
ni sulla superficie si sposta verso il catodo (Figura 4.5). Tale movimento determina una forza
netta sul fluido che determina un flusso nella stessa direzione. Tale flusso che è il risultato
di un gradiente di potenziale elettrico è chiamato elettrosmosi.
Fuori dal doppio strato, nella soluzione, dal momento che le cariche positive eguagliano
quelle negative, il flusso netto è considerato pari a zero. Lo spessore del doppio strato, che
è in relazione al flusso, dipende dall’entità della densità di carica superficiale, dalla concen-
trazione degli ioni nel fluido dei pori, dalla valenza dei cationi e dalle proprietà dielettriche
del fluido. All’aumentare della concentrazione ionica, lo spessore del doppio strato diffuso si
riduce, diminuendo cosi il flusso elettrosmotico.
Il processo garantisce il trasporto uniforme dell’acqua, dovuto al movimento degli ioni
verso il catodo, risultando efficiente in suoli argillosi a bassa permeabilità in quanto la con-
duttività elettrosmotica in questi suoli è di molti ordini di grandezza più alta della conduttività
idraulica. In generale, la permeabilità elettrosmotica per ogni suolo a 20◦C assume valori
prossimi a 1·10−5cm2V −1sec−1 con l’applicazione di un gradiente elettrico pari a 1V cm−1.
L’intera massa di suolo tra i due elettrodi viene trattata uniformemente, risulta quindi indipen-
dente dalla eterogenità del suolo; questo è il motivo per cui l’elettrosmosi è un processo
efficiente anche in suoli eterogenei.
In generale il flusso elettrosmotico sarà massimo in argille a bassa attività con un elevato
contenuto d’acqua e bassa concentrazione elettrolitica, dal momento che lo spessore del
doppio strato sarà massimo mentre la conduttività del fluido dei pori sarà minimo sotto queste
condizioni.
Il flusso elettrosmotico dipende, in generale, dal tipo di suolo, dal suo contenuto d’acqua,
dal suo pH, dal tipo di specie ioniche e dalla concentrazione ionica nell’acqua dei pori.
Uno dei primi modelli analitici che descrivono il flusso elettrosmotico è quello proposto
da ? e modificato da ?, matematicamente può essere espresso dall’equazione:
v =
εζ∆E
4piµ∆L
(4.4)
In cui v indica la velocità elettrosmotica, ∆E è la differenza di potenziale applicata, ∆L
è la distanza tra gli elettrodi, ε è la permittività del liquido, µ è la viscosità del liquido, ζ è
il potenziale zeta, cioè la differenza di potenziale tra la superficie di scivolamento e il bulk
liquido. Questa teoria assume che il fluido contenuto nei pori del terreno è costituito da acqua
pulita o un elettrolita molto diluito e che la dimensione dei pori del terreno sia dello stesso
ordine di grandezza dello spessore del doppio strato elettrico. Questo modello è basato
sulla teoria della capillarità e per questo non tiene conto delle tortuosità delle linee flusso
attraverso il mezzo poroso (terreno).
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Figura 4.5: Generazione del flusso elettrosmotico nei pori del terreno.
? e più recentemente ?? dimostrano che le assunzioni del modello di Helmholtz–
Smoluchowski sono troppo restrittive per i terreni a grana molto fine e introducono un nuo-
vo modello che tiene conto dei parametri del fluido nei pori e delle dimensioni del poro 2.
Matematicamente il modello può essere descritto dall’equazione:
v =
r2A0F∆E
8µ∆L
(4.5)
In cui v indica la velocità elettrosmotica, r il raggio medio dei pori del terreno, A0 la volume
charge density in pore, F la costante di Faraday (96500 C/mol).
Un ultimo modello è quello proposto da ?, come ulteriore evoluzione del modello di
Helmholtz–Smoluchowski e che introduce una nuova variabile: la costante di permeabilità
elettrosmotica (ke). Il modello viene ricavato dalla considerazione dell’analogia tra il flusso
elettrosmotico e il flusso idraulico (entrambi flussi di potenziale [?]). In analogia con la for-
mula del flusso idraulico nei mezzi porosi (Equazione di Darcy [?]), la velocità elettrosmotica
può essere calcolata dalla formula:
v = −ke · ∇Φ (4.6)
In cui vm·s−1indica la velocità di filtrazione, ke [m2·V −1·s−1] è il coefficiente di conduttività
elettrosmotica, ∇Φ [V ·m−1] è il gradiente di tensione applicata.
La velocità del flusso elettrosmotico dipende dal bilanciamento tra la forza elettrica sul
liquido e l’attrito tra il liquido e la superficie delle particelle del suolo. La permeabilità
2In questo caso la dimensione del doppio strato elettrico può essere significante rispetto alla demensione del
poro.
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elettrosmotica (ke) viene definita dall’equazione:
ke =
εζδ
µ
·
n
τ
(4.7)
dove:
ε è la permettività nel vuoto [8.854 · 10−12F ·m−1 ];
ζ è il potenziale zeta, cioè la differenza di potenziale tra la superficie di scivolamento e il
bulk di liquido;
µ è la viscosità del liquido [V ];
τ è la tortuosità del mezzo [-];
δ è la costante dielettrica del fluido [-];
n è la porosità effettiva del mezzo [-].
Il flusso elettrosmotico sarà dunque dato da:
qe = −A
εζδ
µ
·
n
τ
∇Φ (4.8)
In accordo con l’equazione 4.7 è importante notare come, diversamente dalla coduttività
idraulica, la conduttività elettrosmotica dipende soprattutto dallo zeta potenziale e dalla po-
rosità ma non dalle dimensioni dei pori e dalla distribuzione granulometrica [?]. Per questo
motivo, il flusso elettrosmotico può essere significante in terreni a grana fine e la distribuzione
del flusso elettrosmotico risulta uniforme anche in suoli eterogenei [?].
Inoltre si può affermare che il flusso elettrosmotico avviene sia nei suoli saturi che in
quelli insaturi, ma aumenta con l’aumentare del contenuto d’acqua [?].
4.6 L’elettromigrazione
L’elettromigrazione è il fenomeno di trasporto degli ioni attraverso un mezzo poroso sottopo-
sto ad un campo elettrico in corrente continua. Il movimento delle specie ioniche presen-
ti in soluzione avviene per attrazione elettrostatica determinata dalla presenza del campo
elettrico e per diffusione molecolare.
Gli ioni possono migrare nella stessa direzione del flusso d’acqua od in direzione opposta
ad esso nel campo elettrico (vedi Figura 4.1). Più precisamente le specie ioniche caricate po-
sitivamente si muovono attraverso il mezzo verso il catodo, mentre le specie ioniche caricate
negativamente si muovono attraverso il mezzo poroso verso l’anodo.
La velocità e la direzione di migrazione dipende dalla loro carica (positiva o negativa)
ed è naturalmente influenzata anche dal flusso elettrosmotico. L’entità del flusso degli ioni
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diminuisce con il diminuire della concentrazione della specie presente in accordo con le
teorie della diffusione molecolare.
L’elettromigrazione è naturalmente legata alla disponibilità di ioni in soluzione ed è quin-
di influenzata dai meccanismi di adsorbimento–desorbimento che avvengono all’interfaccia
solido liquido e che sono come ovvio influenzati dai parametri fisici e chimici sia del suolo
che della soluzione (come ad esempio il pH, la capacità di scambio ionico, ecc.).
Questo fenomeno è solitamente usato per la rimozione dal suolo dei contaminanti me-
tallici.
La velocità di migrazione degli ioni sottoposti all’applicazione di un campo elettrico può
essere espressa dall’equazione:
qion = −ui∇E (4.9)
dove:
qion velocità di migrazione degli ioni [m · s−1];
ui mobilità ionica nella soluzione libera [m2 · C−1 · s−1];
∇E gradiente di potenziale elettrico [V ·m−1].
La mobilità ionica può essere definita come la velocità degli ioni nel suolo sotto l’influenza
di un gradiente di potenziale unitario.
La mobilità ionica e il coefficiente di diffusione molecolare degli ioni in una soluzione
diluita è stato messo in evidenza dall’equazione di Nernst-Einstein [?]:
ui =
Doi · zi · F
Rg · T
∇E (4.10)
dove:
Doi è il coefficiente di diffusione della specie i in una soluzione diluita [m2 · s−1];
zi è la carica della specie chimica;
F è la costante di Faraday [96487C ·mol−1];
Rg è la costante universale dei gas [8.314J ·mol−1 ·K−1];
T è la temperatura assoluta [K].
In accordo con ?, a parità di gradiente elettrico applicato, la massa trasportata attraverso
l’elettromigrazione è 10 volte inferiore rispetto a quella trasportata con l’elettrosmosi.
4.7 L’elettroforesi
L’elettroforesi è il trasporto di particelle cariche o di colloidi sotto l’influenza di un campo elet-
trico [?]. L’elettroforesi può giocare un ruolo importante nel processo di decontaminazione
del suolo qualora i colloidi abbiano adsorbite sulla propria superficie le specie inquinanti.
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4.8 I fattori che influenzano il processo elettrosmotico
A seguito dell’applicazione di un campo elettrico in un suolo hanno luogo sia il fenomeno
elettrosmotico sia quello elettromigratorio, ovvero alla mobilità degli ioni all’interno del mez-
zo poroso. Lo spostamento degli ioni (soprattutto metallici) all’interno del mezzo poroso,
comporta un cambiamento delle condizioni iniziali del terreno, soprattutto per quanto riguar-
da le sue condizioni di carica superficiale, che possono determinare un cambiamento del
comportamento elettrosmotico.
Di seguito vengono analizzati i principali fattori che influenzano il processo.
4.8.1 Composizione dell’elettrolita e pH
In seguito alla rimozione dal suolo di sostanze disciolte, la composizione dell’elettrolita può
variare.
Il processo predominante nella maggior parte dei suoli è l’elettrolisi dell’acqua che porta
alla formazione di ioni H+ e ossigeno all’anodo e di ioni OH− e di idrogeno al catodo.
Questo porta ad una variazione del pH della soluzione.
I costituenti del suolo come i minerali argillosi possono disciogliersi a seguito della varia-
zione di composizione della soluzione. Un aumento della concentrazione di alcuni ioni come
ad esempio Mg, Al e Fe è spesso vista come un aumento dell’acidità della soluzione, e di
ioni come Si e Al come un aumento di alcalinità.
Il fronte acido si sposta attraverso il terreno dall’anodo verso il catodo mentre quello
basico si muove dal catodo verso l’anodo. Il fronte acido si muove più velocemente di quello
basico in quanto la mobilità degli ioni H+ è superiore a quella degli ioni OH− e la direzione
del flusso elettrosmotico è generalmente verso il catodo.
Il suolo tende dunque ad acidificarsi per tutta la sua lunghezza eccetto che nella zona del
catodo, a meno che il suolo non sia di per se alcalino o con un’elevata capacità tamponante
o vengano usato anodi reattivi come quelli composti da Fe, favorendo cosi la formazione di
ioni Fe2+.
Nel punto in cui il fronte acido e basico si incontrano si forma acqua e si ha un brusco
salto del pH influenzando la solubilità dei composti e l’adsorbimento alle particelle del suolo.
Per alcuni metalli ioni diversi sono stabili a differenti valori di pH.
Nel punto in cui il pH cambia rapidamente la solubilità dei metalli diventa minima e co-
si precipitano come idrossidi metallici, effetto detto ”isoelectric focusing”. La posizione di
questa zona di precipitazione dipende dalla natura dei composti che sono presenti nel suolo,
dalle specie presenti in soluzione, dal tipo di suolo, e dalle condizioni fisiche del suolo stesso.
50 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 51 — #71
i
i
i
i
i
i
4. I processi elettrocinetici
4.8.2 Conduttività elettrica e intensità del campo applicato
A seguito della variazione del pH e della forza ionica col procedere del processo elettrocine-
tico, si sviluppa velocemente un profilo di tensione e di conduttività elettrica non uniforme. La
caduta di conduttività più evidente la si riscontra in prossimità del catodo in corrispondenza
evidentemente della zona in cui si verifica il salto di pH e la precipitazione degli ioni metallici
come idrossidi solidi.
Anche quando il flusso elettrosmotico diminuisce o decresce l’elettromigrazione degli io-
ni metallici non cessa fino a quando sono presenti con una concentrazione sufficientemente
alta. In seguito alla rimozione degli ioni per formazione d’acqua, adsorbimento, comples-
sazione, la conducibilità diminuisce, specialmente nella zona del salto del pH. Quando la
conducibilità elettrica diminuisce cessa anche il processo di elettromigrazione.
4.8.3 Potenziale zeta
Il potenziale zeta della maggior parte dei suoli è negativo, in quanto la carica superficiale dei
suoli è generalmente negativa e per questo motivo il flusso elettrosmotico è pertanto diretto
verso il catodo.
Il valore del potenziale zeta è influenzato sia dal pH del liquido presente nel terreno sia
dalla forza ionica che variano continuamente durante l’evolversi del processo.
Un aumento dell’acidità fa si che il potenziale zeta diventi meno negativo, fino a renderlo
positivo per pH particolarmente bassi. L’aumento del flusso elettrosmotico nella prima parte
del processo viene motivato con l’alto valor negativo del potenziale zeta in prossimità del
catodo a seguito dell’aumento della concentrazione di ioni OH−. Di conseguenza piccoli
valori di potenziale zeta o addirittura positivi spiegano la diminuzione del flusso nel tempo ed
in alcuni casi la sua inversione di direzione verso l’anodo.
Il potenziale zeta tende anche a diventare più positivo all’aumentare della forza ionica
della soluzione. La natura degli ioni presenti rende tutto più complesso: ad esempio un
aumento della concentrazione di ioni come Cd2+ e Cu2+ rende il potenziale zeta più posi-
tivo, con l’effetto più rilevante a pH intermedi. Non tutte i suoli argillosi presentano una forte
influenza del pH sul potenziale zeta e il flusso elettrosmotico per suoli bentonitici e illitici è
abbastanza indipendente dalla concentrazione ionica. Pertanto si può concludere che anche
la natura del suolo gioca un ruolo fondamentale.
4.8.4 Chimica del suolo
Molte sperimentazioni hanno permesso di verificare i possibili effetti della chimica del suolo
nel processo elettrocinetico, mettendo in evidenza l’importanza della eventuale presenza
di materia organica e degli ossidi di ferro. Le caratteristiche del suolo che influenzano la
cinetica della mobilità degli ioni includono l’adsorbimento, la capacità di scambio ionico e le
proprietà tamponanti.
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Sia la capacità di scambio ionico sia le isoterme di adsorbimento–desorbimento di alcuni
ioni (soprattutto metallici) assumono un ruolo fondamentale nei processi di elettromigrazione.
La mobilità degli ioni metallici è più alta per concentrazioni superiori alla capacità di scambio
ionica del suolo.
Nei suoli che hanno la tendenza ad un forte adsorbimento, con un’elevata capacità di
scambio cationico (come ad esempio le argille illitiche e bentonitiche), la mobilità degli ioni è
inferiore rispetto a suoli come il caolino che hanno una capacità di scambio cationica bassa.
Questo è anche in relazione al flusso elettrosmotico, che è alto nel caolino e basso nelle
argille bentonitiche e illitiche. Le caratteristiche di adsorbimento dei suoli sono influenzate
dalle variazioni di pH.
Gli ioni H+ generati all’anodo dall’elettrolisi dell’acqua favoriscono il rilascio degli ioni
metallici adsorbiti, al passaggio del fronte acido. Allo stesso modo gli ioni OH− prodotti
al catodo favoriscono il desorbimento di specie anioniche come ad esempio il CrO4− e
possono anche permettere il desorbimento di molecole organiche. La disponibilità di ioni
H+ e OH− nella soluzione è determinata dalla capacità tampone del suolo.
4.8.5 Contenuto d’acqua
Il grado di saturazione del suolo è un altro parametro che influenza il valore del flusso elettro-
smotico e che favorisce il processo di migrazione elettrocinetica. A seguito dello sviluppo di
pressioni negative nei pori possono determinarsi durante la prova distribuzioni non omoge-
nee d’umidità e di regioni in cui aumenta il grado di consolidazione del suolo. La pressione
negativa è il risultato di flussi determinati da variazioni del pH.
Un altro effetto di diminuzione del contenuto d’acqua del suolo durante il processo elet-
trosmotico è dovuto all’innalzamento della temperatura del terreno (”effetto termico”) causa-
to dal passaggio di corrente elettrica. Anche se all’aumentare della temperatura aumenta
la velocità delle reazioni chimiche, e può quindi essere vantaggioso sotto certe condizioni,
l’essiccazione può determinare problemi specie su test a larga scala e su esperimenti sul
campo.
L’effetto è molto più sentito in suoli insaturi. Una delle conseguenze principali dell’essic-
cazione è infatti la formazione di fratture e il conseguente sviluppo di percorsi preferenziali
ed eventualmente la cessazione del flusso.
4.8.6 Struttura del suolo
Durante il processo elettrocinetico avvengono una serie di alterazioni della struttura e delle
proprietà del suolo. Certi minerali argillosi come ad esempio la montmorillonite, mostrano
importanti variazioni sia fisiche che chimiche che portano alla formazione di fratture. La chiu-
sura dei pori e l’eventuale cessazione del flusso può essere determinata dalla deposizione
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nel suolo di composti come gli idrossidi metallici che si formano dalla reazione tra gli ioni
idrossido presenti in prossimità del catodo e gli ioni metallici.
Alcuni composti possono anche formarsi dalla reazione tra gli ioni idrossido e ioni (come
ad esempio Al3+) messi a disposizione a seguito di un dissolvimento dei minerali causato
da condizioni particolarmente acide e ioni Fe2+ provenienti da anodi ferrosi. Perciò è neces-
sario, per il recupero di suoli contaminati da metalli, prevenire la precipitazione dei metalli
nel suolo di composti metallici insolubili. In contrasto con i precedenti effetti è stato nota-
to che un incremento della permeabilità idraulica determina un aumento della velocità del
flusso; questo potrebbe essere dovuto alla flocculazione delle particelle argillose con cationi
polivalenti.
4.8.7 Natura degli elettrodi utilizzati
La scelta del materiale degli elettrodi è vincolata da considerazioni riguardanti la robustezza
e di carattere economico. In generale vengono preferiti elettrodi inerti in quanto evitano la
possibilità di introdurre contaminanti provenienti dalla dissoluzione dell’anodo, anche se in
alcuni casi vengono usati anodi reattivi in ferro. Per gli studi di laboratorio viene generalmen-
te impiegata la grafite mentre nelle applicazioni sul campo vengono usati materiali come il
titanio attivato con un rivestimento elettrocatalitico di ossidi misti o in qualche caso vengono
usate ceramiche conduttive. La dimensione, forma e la disposizione degli elettrodi influen-
zerà la velocità del processo. Sulla determinazione dei valori ottimi di questi parametri sono
state compiute poche ricerche.
4.8.8 Disposizione degli elettrodi in campo
L’applicazione pratica della tecnologia elettrosmotica prevede l’utilizzo di una serie di elet-
trodi cilindrici, la cui disposizione, in termini di maglia e passo, è variabile in funzione delle
condizioni ambientali e dei risultati che si vogliono ottenere; maglia e passo sono appunto le
grandezze fondamentali coinvolte nella progettazione.
L’applicazione in situ può realizzarsi mediante applicazioni 1-D o 2-D. Una tipica applica-
zione monodimensionale si ha quando il catodo è circondato da un numero rilevante di anodi:
elettrodi esterni (anodi) saranno disposti a distanze opportune dal catodo centrale per rea-
lizzare un flusso radiale. In questo caso il campo e tutte le grandezze chimiche e fisiche del
processo possono essere considerate come funzione della sola distanza dal catodo.
Un’altra applicazione 1-D si ha quando gli elettrodi sono disposti su righe alternate a
distanza molto ridotta, in modo da poter trascurare gli effetti della distorsione tra gli elementi
di una riga. In questo caso le grandezze dipendono dalla distanza tra le righe. Il numero di
elettrodi richiesti per applicazioni 1-D dipende dallo spazio tra elettrodi della stessa polarità
(spazio tra anodo–anodo o catodo–catodo). Ridurre lo spazio tra gli elettrodi della stessa
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Flussoelettrosmotico
Anodo Catodo
(a) 2x2
Flusso elettrosmotico
Anodo Catodo
(b) 3x3
Flusso elettrosmotico
Anodo Catodo
(c) 5x5
Figura 4.6: Schema di frontale di disposizione degli elettrodi.
Flusso elettrosmotico
Anodo Catodo
(a) Quadrato (b) Esagonale - Nido d’ape
Flusso elettrosmotico
Anodo Catodo
(c) Croce
Figura 4.7: Schema di disposizione degli elettrodi: configurazioni radiali.
polarità significa ridurre l’area di inattività del campo elettrico, ma anche incrementare il
costo del processo.
La stessa situazione si verifica per le configurazioni 2-D, realizzate con file alterna-
te di elettrodi della stessa polarità. Gli elettrodi possono essere disposti in configurazioni
esagonali o quadrate:
• la configurazione esagonale ”a nido d’ape” consiste di unità contenenti ciascuna un
catodo circondato da sei anodi;
• la configurazione quadrata consiste di unità con un catodo e quattro (o possibilmente
otto) anodi che circondano il catodo.
Reti esagonali o quadrate generano campi elettrici 2-D, non lineari. Le aree di inattività
del campo elettrico dipendono dalla configurazione scelta, sarà dunque necessario scegliere
la configurazione con il numero ottimale di elettrodi per unità d’area per minimizzare le zone
di inattività. Studi sperimentali [?] propongono di calcolare, per una cella unitaria, il numero
di elettrodi per unità d’area come:
N =
[
F1
L2E
]
1D
=
[
F1
piR2E
]
2D
(4.11)
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dove si è indicato con:
N il numero di elettrodi per unità di superficie del sito che deve essere trattato;
LE , RE sono rispettivamente la spaziatura tra l’anodo e il catodo nelle configurazioni 1-D e
2-D;
F1 fattore adimensionale che dipende dalla forma della configurazione.
Il fattore F1 viene calcolato sommando il numero degli elettrodi che servono una cella
unitaria. Quando un elettrodo serve più di una cella, allora sarà una sua parte a servire
ciascuna cella.
Per predire il trasporto delle specie ioniche sotto campo elettrico non lineare 1-D o 2-D
si devono usare simulazioni numeriche sul trasporto dei contaminanti sotto campo elettrico
[?].
Una seconda possibilità è quella di assumere condizioni di stato costanti e uniformi e
usare l’equazione di Laplace per descrivere la distribuzione elettrica 2-D. L’equazione di
Laplace può essere risolta con soluzioni analitiche o con metodi numerici.
E’ possibile anche procedere con un approccio empirico per valutare le aree in cui il
campo elettrico risulta inefficace. Considerata la singola cella, l’area di inefficienza del cam-
po può valutarsi come la forma di triangoli curvilinei aventi la base pari alla distanza tra gli
elettrodi della stessa polarità e l’altezza che dipende dal tempo del processo, spaziatura tra
gli elettrodi e loro allineamento.
Nelle configurazioni 1-D l’altezza è maggiore rispetto alle configurazioni 2-D. Può assu-
mersi come metà della lunghezza della base del triangolo per configurazioni 1-D e un quarto
della base per le configurazioni 2-D. Occorre anche considerare che uno dei fattori inciden-
ti sull’efficacia del processo e dovuta alla presenza di zone in cui il campo elettrico risulta
inattivo e il processo non avviene.
La scelta della distanza tra gli elettrodi influenza quindi sia la quantità di terreno trattato
sia i costi di trattamento.
4.8.9 Valutazione dei costi nel processo
Come già detto il precedenza la valutazione dei costi dell’intervento dipende da diversi fattori
ed influenza l’applicabilità della tecnologia.
I possibile distinguere cinque principali componenti per l’attuazione del processo in situ
[?]:
1. costi per la fabbricazione e installazione degli elettrodi;
2. costi per l’energia elettrica;
3. costi per gli agenti di miglioramento del processo (se necessari);
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4. costi per il post–trattamento (se necessario);
5. costi fissi.
Il costo per gli elettrodi dipende dal numero degli elettrodi per unità di superficie ed è dato
da :
Celettrodo = C1 ·N (4.12)
dove Celettrodo [eL−3] è il costo dell’elettrodo per unità di volume di solido, N [L−2] è il
numero degli elettrodi per unità di superficie fornito dall’Equazione 4.11.
Numerosi fattori condizionano le richieste di energia e dunque i costi in un sito specifico,
come, le proprietà del suolo, le proprietà delle specie ioniche presenti, la configurazione
degli elettrodi e il tempo richiesto. Inoltre il consumo energetico varia nel tempo a causa
delle variazioni nella conduttività elettrica del suolo.
Considerando un valore medio della conduttività elettrica la spesa energetica per unità
di volume di suolo contaminato può esprimersi come:
W =
Φmax
β
(4.13)
Dove W [J · L−1] è l’energia spesa per unità di volume di suolo trattato, Φmax [V ] è il
massimo voltaggio applicato e β e data dalla formula:
β =
u∗+ke
Rt
σ∗
(4.14)
dove:
ke [L2V −1T−1] è il cofficiente di permeabilità elettrosmotica;
u∗ [L2V −1T−1] è la mobilità ionica effettiva della specie nel suolo;
Rt [-] è il fattore di ritardo che tiene conto delle interazioni tra le specie ioniche e il suolo: tali
interazioni possono essere riassunte nel fattore solo se le isoterme di adsorbimento
sono di tipo lineare. Il valore del fattore dipende comunque dal tipo del suolo, dal pH e
dal tipo di specie ionica in movimento.
σ∗ [SL−1] è la conduttività effettiva del mezzo solido.
L’equazione 4.13 mostra che si ha la stessa spesa energetica sia per la configurazione
1-D che per quella 2-D assumendo che per lo stesso tempo sia applicato lo stesso gradiente
di potenziale.
Se il fattore controllante è il potenziale applicato, la richiesta energetica può considerarsi
indipendente dalla configurazione assunta dagli elettrodi.
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Eventuali costi per un post–trattamento possono essere valutati per unità di volume di
suolo.
Altri costi per applicazioni in campo includono quelli per l’installazione e la disinstallazio-
ne delle attrezzature necessarie, la preparazione del sito, la sicurezza, il monitoraggio, l’as-
sicurazione, lavoro, circostanze fortuite, e spese varie. Le attrezzature non sono soggette a
consumo per un unico utilizzo, vanno comunque conteggiati i costi del capitale, svalutazione
e costi variabili.
Questa componente dei costi può essere divisa in costi fissi (installazione, disinstallazio-
ne, ecc.) e costi variabili (monitoraggio, assicurazione, casi fortuiti).
4.9 I fenomeni elettrocinetici applicati ai problemi geotec-
nici
L’applicazione dell’elettrocinesi in applicazioni in situ è stata messa appunto per la prima
volta da Casagrande tra gli anni 1930–1950 [??], che ha utilizzato il processo elettrosmotico
per la stabilizzazione dei terreni.
Il più importante tra i fenomeni elettrocinetici, dal punto di vista dell’ingegneria geotecnica
è sicuramente quello elettrosmotico, visto e considerato gli effetti indotti sul comportamento
geotecnico, dal movimento dell’acqua nel terreno, soprattutto in termini di variazioni della
pressione neutra e quindi dello stato tensionale.
Di seguito, vengono descritti e messi in evidenza i risultati pubblicati da alcuni autori,
riguardo la sperimentazione delle tecniche elettrosmotiche in terreni a grana fine.
? mettono, per la prima volta, in relazione il movimento dell’acqua nei pori del terreno
con il suo chimismo e con il relativo aumento di ioni positivi e negativi. Mettono inoltre in
relazione il flusso elettrosmotico ipotetico con la velocità di migrazione degli ioni positivi e
negativi. Conducono inoltre la sperimentazione su una grande quantità di argille, mettendo
in evidenza il differente flusso elettrosmotico nei vari casi. Ma cosa più importante mettono
in evidenza che gli effetti del chimismo dell’acqua nei pori è molto importante per la com-
prensione della complessità del fenomeno e che una grande concentrazione di ioni positivi
e negativi incrementa il flusso elettrosmotico. Studiano inoltre l’effetto del contenuto d’acqua
del suolo nei confronti del flusso elettrocinetico, mostrando che ad un alto contenuto d’acqua
corrisponde un grande permeabilità elettrosmotica.
? mette invece in evidenza l’effetto delle proprietà chimico–fisiche del suolo e del fluido
nei pori sul flusso elettrosmotico. La sua sperimentazione, condotta su una grande varietà
di argille omogenee dal punto di vista mineralogico, ha permesso la determinazione del
flusso elettrosmotico causato dall’applicazione di un campo elettrico. Dimostra inoltre che
la formazione degli ioni idrogeno, dovuti all’elettrolisi dell’acqua all’anodo, interagiscono con
la superficie delle particelle di argilla e inducono un’alterazione dello zeta potenziale. Per
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questo motivo, secondo l’autore, il flusso elettrosmotico decrementa all’aumentare del tempo
di applicazione del campo elettrico.
I cambiamenti elettrochimici in un suolo inducono un cambiamento irreversibile delle sue
proprietà. Per esempio l’introduzione di alcuni cationi, può alterare la struttura del suolo e
può comportare un possibile miglioramento del suo comportamento, sia geochimichico che
geotecnico3.
Sostanziali cambiamenti del pH, dei limiti di Attemberg, del contenuto d’acqua e della
resistenza al taglio, sono stati determinati sperimentalmente, su argille illitiche, da ? durante
le loro ricerche sul rinforzo delle terre basate sull’impiego dei metodi elettrosmotici.
La variazione di tutti questi fattori non è omogenea attraverso il campione, infatti la spe-
rimentazione ha messo in evidenza che la posizione relativa tra gli elettrodi è uno tra i più
importanti fattori di caratterizzazione, visto che al variare della posizione relativa, variano i
livelli di trattamento del terreno. Infatti la resistenza al taglio e i limiti di Atterberg aumentano
dal catodo all’anodo. Questa variazione delle proprietà chimico–fisiche, indotte nel terreno,
tra gli elettrodi, ha molte implicazioni nei casi di applicazione dei fenomeni elettrocinetici ai
casi reali, dove il posizionamento degli elettrodi avviene nelle tre dimensioni4.
? esaminano l’effetto del posizionamento degli elettrodi in due dimensioni, mettendo in
evidenza che la maggiore efficienza di trattamento si ha sempre lungo la congiungente a due
elettrodi, rispetto alle zone periferiche in cui l’effetto del campo elettrico risulta attenuato.
? analizzano una grande varietà di configurazione degli elettrodi in termini di efficenza di
rimozione degli ioni, in termini di costi di applicazione e di altri parametri (vedi Sezione 4.8.8
a pagina 53).
Il ruolo fondamentale dello scambio ionico nel trattamento elettrochimico del suolo è
stato studiato da ?, che hanno ricercato gli effetti dell’introduzione di ioni alluminio in una
determinata specie di argille. L’interesse per questa analisi deriva dall’osservazione che l’uso
di elettrodi di alluminio o di ferro comporta l’introduzione nella soluzione acquosa, a quindi
nel suolo, di specifici ioni metallici. La conclusione a cui ? sono arrivati e che il miglioramento
delle caratteristiche geotecniche del suolo è dovuto anche allo scambio ionico (mutazione
delle caratteristiche mineralogiche del suolo) e non solo alla riduzione del suo contenuto
d’acqua.
Recenti lavori [?] sono stati incentrati sul rinforzo dei terreni teneri. L’esperienza di
laboratorio ha dimostrato sostanziali incrementi in termini di resistenza al taglio anche dopo
brevi periodi di trattamento. Le esperienze sul campo [?], utilizzando una grande varietà di
configurazione degli elettrodi ha confermato il miglioramento della resistenza geomeccanica,
anche se di entità inferiore a quelli osservati nelle esperienze di laboratorio. Questo dimostra
l’importanza del fattore di scala del fenomeno.
In maniera molto simile ? e ? effettuarono uno studio sul rinforzo dei sedimenti marini
3è noto che l’introduzione di ioni calcio, aumenta l’effetto dello scambio ionico sul miglioramento delle proprietà
geomeccaniche dei terreni (indurimento elettrochimico)
4 la maggior parte delle ricerche condotte in laboratorio riguardano invece solo casi mono e bidimensionali
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4. I processi elettrocinetici
utilizzando i metodi elettrocinetici e svilupparono un metodo per migliorare la capacità por-
tante delle fondazioni in mare aperto. I successivi test di carico dimostrarono un aumento
del 30% della capacità portante delle fondazioni, dopo un unico trattamento elettrocinetico.
L’effetto della variazione del pH durante il trattamento elettrocinetico è molto importante,
visto che cambia molte delle caratteriste del suolo. Questo effetto viene contrastato dalla
naturale capacità tampone del suolo per gli ioni H+ e OH− attraverso reazioni chimiche
oppure attraverso l’adsorbimento nella matriche solida del suolo.
L’effetto del pH rispetto allo zeta potenziale e stato discusso da ?, soprattutto in riferi-
mento a valori molto bassi del pH. Questi effetti sono stati anche descritti in profondità da
? che, in particolare, mette in relazione la variazione dello zeta potenziale con il pH e con
l’adsorbimento degli ioni metallici. Lo stesso autore descrive anche la resistenza del suolo
al cambiamento del pH (capacita tampone acido/base).
Tra le applicazioni in situ dell’elettrocinesi in ambito geotecnico troviamo:
• il miglioramento della capacita portante dei pali di fondazione [?] in cui l’incremento
della resistenza al taglio dovuto sia alla riduzione del contenuto d’acqua (dewatering)
sia all’effetto dello scambio ionico, aumenta la capacità di attrito dei pali e quindi la
loro capacità portante;
• la riduzione dell’alta pressione neutra in ”West Branch Dam, Ohio (USA)” [?] attraverso
l’applicazione del dewatering elettrosmotico che ha permesso la rapida prosecuzione
dei lavori di costruzione della stessa;
• il miglioramento delle fondazioni in un impianto di trattamento delle acque [?]. Il trat-
tamento elettrosmotico lungo in pendio di una ferrovia ha permesso lo scavo per la
costruzione in progetto, senza creare pericolo per la linea ferroviaria;
• il miglioramento del terreno per la costruzione di una linea ferroviaria e per una diga in
British Columbia, Canada [?].
4.10 La consolidazione elettrosmotica
Tra le varie applicazioni tecnologiche dei fenomeni elettrocinetici all’ingegneria geotecnica,
un’attenzione particolare hanno meritato, sin dalle prime esperienze di ?, quelle rivolte alla
consolidazione dei depositi argillosi teneri.
Sono state messe appunto ed utilizzate con successo in varie occasioni, due diffe-
renti metodologie di intervento, entrambe basate sulla possibilità di provocare un moto di
filtrazione nel terreno mediante l’applicazione di un campo elettrico (elettrosmosi) [?].
La prima sfrutta l’elettrosmosi per l’immissione, in condizioni di moto stazionario, di addi-
tivi chimici (immessi direttamente o derivanti dalla dissoluzione degli elettrodi) per modificare
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4.10 La consolidazione elettrosmotica
in maniera permanente la composizione mineralogica, le caratteristiche tessiturali e le pro-
prietà meccaniche del terreno (consolidamento elettrochimico [??]). La seconda utilizza
invece la possibilità offerta dall’accoppiamento tra conduzione idraulica ed elettrica di altera-
re il regime delle pressioni interstiziali del terreno agendo sulle condizioni di drenaggio agli
elettrodi [?] per ottenere, da un lato una diminuzione di porosità, quantificata dal volume
di fluido estratto agli elettrodi negativi (catodi), dall’altro la modifica dello stato tensionale
efficace e l’aumento del grado di sovraconsolidazione in materiali normalmente o debolmen-
te sovraconsolidati, accompagnati da un miglioramento irreversibile delle caratteristiche di
resistenza e di deformabilità del materiale (consolidazione elettrocinetica [??]).
4.10.1 Il modello della consolidazione elettrosmotica monodimensio-
nale
E’ noto che l’applicazione di un campo elettrico alla massa di un suolo ne determina la sua
consolidazione. Infatti l’eccesso di pressione neutra (negativa o positiva) che si sviluppa
all’interno di un mezzo poroso indica che sta avvenendo la consolidazione. E’ importan-
te conoscere come gli stess indotti dalla consolidazione si sviluppino all’interno del mezzo
poroso. Assumendo che il flusso dell’acqua generato da un gradiente idraulico e il flusso
generato da un gradiente elettrico si possano sovrapporre, in considerazione del fatto che
entrambi sono flussi potenziali ed assumendo inoltre l’incompressibilità del solido del mezzo
poroso, l’equazione di continuità può essere scritta come:
∂ve
∂x
+
∂vh
∂x
= 0 (4.15)
dove ve rappresenta la velocità dell’acqua indotto dal campo elettrico, mentre vh rappre-
senta la velocità dell’acqua indotta dall’applicazione di un gradiente idraulico (legge di Dar-
cy). Sostituendo nell’Equazione 4.15 l’equazione del modello di Helmholtz-Smoluchowski
(Equazione 4.4) e l’equazione della legge di Darcy otteniamo:
ke
∂2Φ
∂x2
+
kh
γw
∂2u
∂x2
= 0 (4.16)
e in un processo non stazionario:
ke
∂2Φ
∂x2
+
kh
γw
∂2u
∂x2
= mv
∂u
∂t
(4.17)
ed essendo il coefficiente di comprensibilità volumetrica mv legato al coefficiente di consoli-
dazione Cv dall’equazione:
Cv =
hh
mv · γw
=⇒ mv =
kh
Cvγw
(4.18)
sostituendo ed introducendo la variabile ausiliaria ξ definita come:
ξ(x, t) =
ke · γw
k
Φ+ u (4.19)
60 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 61 — #81
i
i
i
i
i
i
4. I processi elettrocinetici
l’equazione si trasforma in:
Cv
∂2ξ
∂x2
=
∂ξ
∂t
(4.20)
4.11 Le barriere elettrocinetiche
L’applicazione di un potenziale elettrico in corrente continua tra due elettrodi introdotti nel
terreno, induce un flusso d’acqua dovuto al fenomeno dell’elettrosmosi. Tale flusso è diretto
dall’anodo verso il catodo, come già messo in evidenza nella sezione 4.5 a pagina 45. Nei
suoli con granulometria molto fine, il movimento dell’acqua causato dall’elettrosmosi è molto
significante se paragonato al flusso d’acqua causato dall’applicazione di un gradiente idrau-
lico. Questo perché il valore della conduttività idraulica può assumere valori differenti diversi
ordini di grandezza, in funzione del tipo di terreno, mentre il coefficiente di conduttività elet-
trosmotica è generalmente compreso nel campo 1·10−9m2·V −1·s−1 e 1·10−10m·V −1·s−1
[?].
Un semplice calcolo dimostra che il flusso elettrosmotico è effettivamente superiore al
flusso causato dal gradiente idraulico. Se consideriamo un terreno argilloso, caratterizzato
da una conducibilità idraulica di 1 · 10−9[m · s−1] e da una conducibilità elettrosmotica pari
a 1 · 10−10[m ·V −1 · s−1]. Per avere un’uguale velocità per unità di sezione traversale deve
risultare:
Kh∇h = Ke∇Φ (4.21)
dove:
Kh è la conducibilità idraulica;
Ke è la conducibilità elettrosmotica;
∇h è il gradiente di potenziale idraulico;
∇Φ è gradiente di potenziale elettrico.
Considerando un gradiente di potenziale elettrico pari a 100V m−1 il gradiente di poten-
ziale idraulico equivalente è pari a:
∇h =
5 · 10−9
1 · 10−9
· 100 = 500 (4.22)
Questo significa che applicando un potenziale elettrico di 100V m−1 si ottiene lo stesso
risultato dell’applicazione di un gradiente idraulico pari a 500.
Questo principio è stato sfruttato in passato nell’ingegneria civile e geotecnica per la
stabilizzazione dei pendii e per il dewatering dei terreni. Durante la passata decade, que-
sta prerogativa è stata utilizzata per la decontaminazione dei siti contaminati con risultati
incoraggianti sia alla scala di laboratorio sia alla scala di campo [???].
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4.11 Le barriere elettrocinetiche
Figura 4.8: Schema di funzionamento di una barriera elettrocinetica.
Il movimento dell’acqua causato da un gradiente elettrico (elettrosmosi) può anche esse-
re usato per creare un gradiente di opposizione (contrario a flusso idraulico) per prevenire o
mitigare la dispersione dei contaminanti. Anche se l’applicabilità di tali metodi per prevenire
il trasporto dei contaminanti non è mai stato ricercato nel dettaglio.
La Figura 4.8 mostra il principio di funzionamento della barriera elettrocinetica, in cui una
serie di elettrodi positivi (anodi) e negativi (catodi) vengono installati in direzione perpendi-
colare al flusso idraulico (oppure la direzione del trasporto del contaminante). Gli elettrodi (e
quindi il campo elettrico) vengono orientati in modo tale che il flusso elettrosmotico avvenga
in direzione opposta al flusso idraulico (causato dal gradiente naturale della falda).
Il movimento dell’acqua, causato dall’applicazione di un gradiente di potenziale elettrico
(elettrosmosi) e il trasporto di eventuali contaminanti verso gli elettrodi di carica opposta
(elettromigrazione) può effettivamente prevenire la migrazione dei contaminanti.
L’idea di usare un gradiente di campo elettrico per prevenire la migrazione dei contami-
nanti è stata concepita da ?, che ha utilizzato con successo questa tecnica per prevenire
la migrazione dei metalli pesanti (piombo, zinco e cadmio) in un sito dove era presente un
colorificio.
Gli studi condotti da ? mostrano inoltre che nei terreni con grana molto fine, i costi di
applicazione della barriera elettrocinetica risultano sostenibili.
? eseguono una serie di studi su scala sperimentale che dimostra la fattibilità dell’uso dei
fenomeni elettrosmotici per contenere i contaminanti attraverso i sistemi barriera di fondo di
una discarica (argilla compattata), soggetta, com’è noto, a frequente fratturazione durante i
cicli di secco e umido [?]. Le fessure che si sviluppano durante questo processo, permettono
ai contaminanti, eventualmente presenti, di migrare attraverso lo strato di argilla e causare
la contaminazione del suolo e della falda sotterranea. L’installazione di elettrodi attraverso lo
strato di argilla previene la diffusione dei contaminanti.
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4. I processi elettrocinetici
? dimostra che le barriere elettrocinetiche impediscono la migrazione dei cationi contami-
nati, ma incrementano la migrazione degli anioni. Questo mette in evidenza che deve essere
affrontata un’appropriata configurazione degli elettrodi in funzione del tipo di contaminante.
4.12 I modelli teorici
Sono stati sviluppati molti modelli per indagare il movimento dell’acqua e la migrazione
dei contaminanti sotto l’influenza di un gradiente di potenziale elettrico. Di seguito verrano
esaminati i modelli reperibili in letteratura.
4.12.1 Il modello di ?
Il primo modello ad elementi finiti che accoppia il flusso elettrosmotico e idrodinamico è stato
sviluppato da ?; le equazioni proposte dal modello sono le seguenti:
Khx
∂2h
∂x2
+Kex
∂2E
∂x2
+Khy
∂2h
∂y2
+Key
∂2E
∂y2
= X11
∂h
∂t
+X12
∂E
∂t
(4.23)
Gx
∂2h
∂x2
+
1
ρx
∂2E
∂x2
+Gy
∂2h
∂y2
+
1
ρy
∂2E
∂y2
= X21
∂h
∂t
+X22
∂E
∂t
(4.24)
con:
Khx e Khy conducibilità idraulica delle direzioni x e y;
Khx e Khy conducibilità elettrosmotica delle direzioni x e y;
X11, X12, X21, X22 coefficienti di accoppiamento;
Gx e Gy coefficiente di flusso elettrico;
ρx e ρy resistività elettrica del terreno.
Il modello permette di descrivere la variazione della pressione neutra all’interno dei pori
di terreno creata dal flusso elettrosmotico.
4.12.2 Il modello di ?
? propongono un modello ad elementi finiti che simula il flusso elettrosmotico per il controllo
dei rifiuti pericolosi. L’effetto del flusso elettrosmotico è quello di deviare la falda al di sot-
to della zona di potenziale pericolo (discarica di rifiuti pericolosi). Il loro modello permette
la determinazione del gradiente elettrico, del flusso elettrosmotico e della distribuzione del-
la pressione idrodinamica attraverso la discarica. Il modello non considera il trasporto dei
contaminanti.
Le equazioni differenziali sulle quali si basa sono le seguenti:
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4.12 I modelli teorici
q = qh + qe =
Kh
µ
∂P
∂x
+
Ke
µ
∂Φ
∂x
(4.25)
i = ih + ie = −σh
∂P
∂x
− σe
∂Φ
∂x
(4.26)
con:
q flusso d’acqua;
i flusso di corrente;
P pressione idraulica;
Φ potenziale elettrico;
µ viscosità dell’acqua;
σh coefficiente di flusso elettrico;
σe conducibilità elettrica.
4.12.3 Il modello di ?
Le ricerche condotte da ? suggeriscono che il cambiamento del pH in una colonna di suolo
dovuta all’elettrolisi dell’acqua agli elettrodi influisce sul processo di rimozione dei contami-
nati dal suolo. Gli stessi autori sviluppano un modello per simulare il movimento degli ioni
H+ OH− all’interno del mezzo poroso, utilizzando un modello di avvezione–dispersione
(A-D models) modificato.
L’equazione che esprime matematicamente il modello è la seguente:
qc =
[
−Dj
∂Cj
∂x
+ Vx · Cj −DjCj
zF
RT
∂Φ
∂x
]
· ndA (4.27)
con:
qc flusso della specie chimica;
Di coefficiente di diffusione;
n porosità;
dA sezione trasversale al flusso;
µ viscosità dell’acqua;
Vx velocità media dell’acqua;
F costante di Faraday.
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4. I processi elettrocinetici
4.12.4 Il modello di ?
? sviluppa un sistema di flusso accoppiato basato sulla termodinamica irreversibile. E’ stato
modellato il trasporto di contaminati determinato dai gradienti idraulico, elettrico e chimico
accoppiati. I parametri fisici usati nel modello sono stati i coefficienti di conducibilità per il
flusso d’acqua, il flusso chimico e il flusso di corrente. L’autore assume inoltre che, sia il
voltaggio, sia il gradiente idraulico, abbiamo una distribuzione lineare lungo la colonna di
suolo.
Le equazioni proposte nel modello sono le seguenti:
Jc = (L31 + CcL11) γw∇ (−h) + (L32 + CcL12)∇ (−E)+
(L33 + CcL13)
RT
Cc
∇ (−Cc) + (L34 + CcL14)
RT
Ca
∇ (−Ca)
(4.28)
Ja = (L41 + CaL11) γw∇ (−h) + (L42 + CaL12)∇ (−E)+
(L43 + CaL13)
RT
Cc
∇ (−Cc) + (L44 + CaL14)
RT
Ca
∇ (−Ca) (4.29)
con:
Jc flusso della concentrazione di cationi;
Ja flusso della concentrazione di anioni;
Lii e Lij coefficienti di accoppiamento fenomenologico;
Cc e Ca concentrazione dei cationi e degli anioni rispettivamente;
R costante universale dei gas;
T temperatura.
4.12.5 Il modello di ?
Il trasporto di contaminanti organici (benzina e TCE) sotto l’influenza di un gradiente elettrico
lineare è stato modellato da ?.
Questo modello non tiene conto della non linearità che si sviluppa sia nel potenziale
idraulico, sia in quello elettrico.
L’equazione del modello proposto è la seguenti:
∂C
∂t
= Dl
∂2C
∂x2
− V
∂C
∂x
+
ρb
n
∂S
∂t
(4.30)
con:
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S massa di contaminate adsorbita per unità di massa di materiale poroso;
Dl coefficiente di diffusione;
ρb è la massa volumica secca del mezzo poroso;
C concentrazione della specie.
4.12.6 Il modello di ?
? propone un modello basato sulla conservazione macroscopica della massa e della carica.
Vengono modellati all’interno di un mezzo poroso comprimibile il movimento dell’acqua, il
trasporto del contaminante e il flusso di corrente elettrica. Tuttavia, non vengono misurati
direttamente i coefficienti utilizzati nel modello.
Le equazioni proposte sono le seguenti:
qr = −
k
µf
∇p− khc∇CS − ke∇Φ (4.31)
qe = −
σh
gρf
∇p− kec∇CS − σe∇Φ (4.32)
con:
qr fuoriuscita d’acqua specifica, relativa al movimento della matrice solida;
qc densità di corrente costante applicata al contorno;
k tensore di permeabilità del mezzo poroso;
µf viscosità della fase liquida;
khc coefficiente di chemio-osmosi (accoppiati);
kec coefficiente di trasporto potenziale.
4.12.7 Il modello di ?
? propongono un esauriente modello per la simulazione della migrazione dei contaminati,
lo sviluppo del fronte acido e l’evoluzione non lineare del gradiente di potenziale idraulico
e del gradiente di potenziale elettrico che sono causa del cambiamento della conducibilità
elettrica del terreno.
Il modello prevede abbastanza ragionevolmente la migrazione del contaminate e la con-
seguente variazione del pH, del gradiente elettrico e del gradiente idraulico.
Le equazioni proposte nel modello sono le seguenti:
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4. I processi elettrocinetici
Jw = kh∇ (−h) + ke∇ (−E) (4.33)
Jj = D
∗
j∇ (−Cj) + Cj
|Zj |
Zj
u∗j ++ke∇ (−E) + CjKh∇ (−h) (4.34)
I = F
N∑
j=1
ZjD
∗
j∇ (−Cj) + σ∇ (−E) (4.35)
con:
Jw flusso liquido;
Jj flusso della specie chimica;
I flusso di corrente;
σ conducibilità elettrico del fluido nei pori.
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CAPITOLO 5
Misura della costante di permeabilità elettrosmotica -
sperimentazione in cella a volume costante
La sperimentazione elettrosmotica è stata realizzata utilizzando un apparato sperimen-
tale costituito da una cella (contenente in campione di terreno) e dalle camere anodi-
ca e catodica (che contengono gli elettrodi). Il volume della cella e quindi quello del
campione rimangono costanti durante tutta la sperimentazione.
Dopo l’attivazione del campo elettrico tra il catodo e l’anodo, viene misurato il flusso
d’acqua che attraversa la cella. Al raggiungimento dello stato stazionario, e sotto op-
portune ipotesi, è stato determinato il coefficiente di permeabilità elettrosmotica del
terreno.
Viene inoltre presentato un confronto, in termini di tempi di consolidazione, tra la conso-
lidazione elettrocinetica e quella tradizionale. In conclusione viene proposta un’analisi
dei costi di esercizio della tecnica elettrosmotica.
5.1 Introduzione ed obiettivi
L’obiettivo di questa parte della sperimentazione è stato la determinazione sperimentale della
costante di permeabilità elettrosmotica. E’ stato utilizzato un apparato sperimentale carat-
terizzato da un volume costante di campione ed idoneo a riprodurre lo stato stazionario del
processo elettrosmotico.
Attraverso la misura diretta del flusso elettrosmotico in uscita dalla cella è stato possibile
calcolare la costante di permeabilità elettrosmotica.
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5.2 Materiale utilizzato e piano sperimentale
Tabella 5.1: Piano sperimentale sviluppato per la sperimentazione a volume
fisso.
Sigla Terreno Concentrazione di elettrolita
A - 0.0 A M = 0
A - 0.1 A M = 0.1
A - 0.2 A M = 0.2
B - 0 B M = 0
B - 0.1 B M = 0.1
B - 0.2 B M = 0.2
B - 0.5 B M = 0.5
5.2 Materiale utilizzato e piano sperimentale
La sperimentazione è stata condotta su due tipi di terreni: il primo è un fango di flottazione
proveniente dal bacino di decantazione sterili della miniera di Barraxiutta in Comune di Do-
musnovas (CA), di seguito chiamato terreno A; mentre il secondo è un limo di cava fornito
dalla società Svimisa SPA Escalaplano (SS), di seguito chiamato terreno B.
Il terreno A è un fango di flottazione caratterizzato da una granulometria al di sotto dei
300µm, e da una distribuzione granulometrica abbastanza varia, con una predominanza
della classe compresa tra i 150µm e i 63µm (circa il 60%), ed un presenza di fini al di sotto
dei 20µm di circa il 20%. La composizione mineralogica mette in evidenza l’alta percentuale
di Calcite (CaCO3) ed in minore concentrazione Hemimorfite e Goetite.
Mentre il terreno B è caratterizzato da una distribuzione granulometrica abbastanza
distribuita su tutte le classi, con la presenta di circa il 60% del campione al di sotto dei
40µm.
Da punto di vista mineralogico nel terreno B si osserva l’alta presenza di specie argillose
come la caolinite e la muscovite oltre alla presenta di quarzo (SiO2).
Per un approfondimento sulla caratterizzazione del materiale si faccia riferimento agli
allegati A e B.
In questa fase della sperimentazione si è voluto analizzare l’influenza della concentra-
zione di ioni positivi e negativi nella soluzione elettrolita sul flusso elettrosmotico generato
dall’applicazione del campo elettrico in corrente continua. Per questo motivo sono state
effettuate sullo stesso materiale prove con differenti concentrazioni di elettrolita.
Il piano sperimentale di prove effettuato e riportato in Tabella 5.1.
La prova ”B - 0” non è stata considerata fra i risultati poiché il flusso elettrosmotico è
risultato nullo.
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5. Misura della costante di permeabilità elettrosmotica
Tabella 5.2: Caratteristiche costruttive della cella.
Caratteristiche della cella
Lunghezza [cm] 30
Area trasversale [cm2] 33.2
Volume [cm3] 996
Peso [g] 133.88
5.3 Descrizione della cella elettrosmotica
La cella elettrosmotica (vedi Figura 5.1) è costituita da tre parti: la camera anodica, la
colonna e la camera catodica. E’ stata realizzata è il perspex, materiale idraulicamente
impermeabile e elettricamente isolante.
Figura 5.1: Apparato elettrosmotico a volume costante utilizzato per la
sperimentazione.
La colonna è disposta con asse orizzontale e contiene il terreno in cui avviene il flus-
so elettrosmotico. La sua geometria è cilindrica, di area trasversale pari a circa 33cm2 e
lunghezza pari a 30cm, capace quindi di contenere circa 1000cm3 di campione.
Le estremità della colonna, munite di flange, vengono collegate tramite guarnizioni e viti
alle camere degli elettrodi. Per trattenere il terreno all’interno della colonna, vengono inserite
delle pietre porose e dei filtri tra il terreno e le camere degli elettrodi.
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5.4 Descrizione delle camere
Le camere, realizzate anch’esse in perspex, vengono riempite con la stessa soluzione ac-
quosa che satura il terreno. Al loro interno, grazie a degli sfiori, viene garantita la costanza
del carico idraulico, uguale in entrambe le camere durante tutto il trattamento, al fine di poter
analizzare il flusso generato esclusivamente dall’effetto elettrosmotico. Un condotto verti-
cale permette l’espulsione dei gas che si sviluppano che durante il processo (O2 all’anodo
e H2 al catodo) e all’anodo, rende possibile l’alimentazione del campione con la soluzione
acquosa.
Per l’elettrodo positivo (anodo) è stata impiegata una piastra sottile reticolata, realizzata
in acciaio e rivestita con lega al titanio, per evitare la corrosione; questa, al fine di ridurre
al minimo le perdite di voltaggio, è stata posta a diretto contatto con il terreno. L’elettrodo
negativo, realizzato in grafite, è stato fissato nella camera del catodo in maniera tale da
restare immerso nella soluzione.
5.5 Procedura di prova
Ciascuna delle prove è stata condotta secondo la seguente procedura:
1. preparazione del campione mediante impasto omogeneo;
2. riempimento della colonna;
3. consolidazione mediante applicazione di un carico verticale;
4. trattamento elettrosmotico:
• montaggio della colonna con le camere degli elettrodi;
• riempimento delle camere con la soluzione acquosa;
• applicazione della differenza di potenziale agli elettrodi;
5. misura del flusso idraulico in uscita dal catodo;
6. misura periodica del pH delle camere;
7. misura della corrente che attraversa la colonna.
5.5.1 Preparazione del campione mediante impasto omogeneo
Il campione da sottoporre al trattamento elettrosmotico viene ottenuto preparando una mi-
scela omogenea di terreno con una soluzione acquosa, costituita da acqua demineralizzata
e da un sale solubile1, fino a raggiungere un contenuto d’acqua prossimo al limite liquido.
1è stato utilizzato cloruro di potassio KCl (ove presente)
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5. Misura della costante di permeabilità elettrosmotica
Figura 5.2: Fase di preparazione del campione - consolidazione iniziale.
La soluzione elettrolita utilizzata, varia nelle prove con concentrazione differente (mola-
rità M=0, M=0.1, M=0.2, M=0.5) al fine di appurare l’influenza della stessa nel processo.
5.5.2 Riempimento della colonna
L’impasto omogeneo ottenuto nella fase iniziale di preparazione, con un contenuto d’acqua
prossimo al limite liquido viene posto all’interno di una colonna di perspex, composta da
due elementi; uno di lunghezza pari a 30cm (la colonna) ed uno pari a 15cm delle stesse
dimensioni della colonna, per permettere la riduzione di volume dei terreno causata dalla
pre–consolidazione iniziale. I due elementi vengono collegati tra loro tramite le flange di
base delle colonne, a cui viene interposta una guarnizione isolante.
Nel riempimento della colonna si è prestato attenzione ad evitare la formazione di vuoti
che comprometterebbero l’omogeneità del campione ed impedirebbero una consolidazione
omogenea.
Alle due estremità della colonna viene posto un filtro di carta e una pietra porosa, al fine
di evitare la fuoriuscita del terreno.
M. Cigagna 73
ii
“tesi” — 2007/4/24 — 18:43 — page 74 — #94
i
i
i
i
i
i
5.5 Procedura di prova
5.5.3 Consolidazione del campione mediante applicazione di un carico
verticale
L’elemento così ottenuto (Figura 5.2) è stato posto all’interno di un sistema di applicazione
di un carico verticale, per procedere alla consolidazione iniziale. La pressione applicata alla
base della colonna è pari a 50kPa.
Durante la fase di consolidazione iniziale, in cui si è assicurata la saturazione del provino,
sono stati misurati i cedimenti verticali della colonna di terreno.
Quando il processo di consolidazione cessa, ovvero quando sono nulli gli spostamenti
verticali, si procede alla preparazione della cella elettrosmotica, sfilando la parte superiore
della colonna ed eliminando il terreno in eccesso.
Dal terreno in eccesso si estraggono i campioni per la misura del contenuto d’acqua
iniziale e del pH iniziale del terreno.
La procedura di preparazione del provino ha il risultato di ottenere un campione di terreno
preconsolidato, perfettamente contenuto all’interno della lunghezza della cella elettrosmoti-
ca.
5.5.4 Trattamento elettrosmotico
Alla conclusione della fase di preparazione del provino, vengono montate le camere ano-
dica e catodica attraverso le flange di chiusura, tra le quali viene interposta una guarnizio-
ne isolante. Le camere vengono riempite con la stessa soluzione elettrolita usata per la
preparazione del campione.
Alla fase di montaggio della cella, segue l’applicazione del campo elettrico. Gli elettrodi,
presenti nella camera anodica e catodica, vengono collegati ad un generatore di corrente
continua che permette la generazione di un gradiente di potenziale elettrico, imposto in que-
sto caso pari a 1 V cm−1. Lo stesso generatore permette di monitorare l’intensità di corrente,
che attraversa il campione, durante le prove.
Al fine di permettere la misurazione del volume di soluzione che attraversa il campio-
ne, è stato posto allo sfioro del catodo un becker graduato. La misura nel tempo del pe-
so del becker ha permesso di analizzare il volume d’acqua estratto proporzionale al flusso
elettrosmotico che attraversa il terreno.
Il trattamento elettrosmotico viene interrotto al raggiungimento dello stato stazionario,
ovvero quando la velocità elettrosmotica raggiunge un asintoto orizzontale.
5.5.5 Procedimento di calcolo della costante di permeabilità elettros-
motica
Noto che l’applicazione di un campo elettrico in un terreno ne determina la consolidazio-
ne, l’obiettivo di questa sperimentazione è stato quello di studiare la relazione esisten-
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5. Misura della costante di permeabilità elettrosmotica
te tra l’applicazione di una differenza di potenziale elettrico ed il flusso da esso genera-
to. Sotto le ipotesi messe in evidenza è possibile ricavare dall’equazione del modello di
Helmholtz-Smoluchowski (equazione (4.6)) è possibile ricavare la costante di permeabilità
elettrosmotica ke, grazie ai parametri ricavati sperimentalmente:
ke = −
v
∇Φ
(5.1)
dove v rappresenta la velocità elettrosmotica, ke è la costante di permeabilità elettrosmotica,
∇Φ rappresenta in gradiente di potenziale.
Le ipotesi effettuate per l’analisi sono le seguenti:
• la prova è stata realizzata in condizioni di stazionarietà;
• il campione posto nella cella elettrosmotica ha un grado di saturazione pari ad 1.
5.6 Risultati della sperimentazione per il Terreno A
Il terreno A, ovvero il fango di flottazione, ha dato risultati positivi durante la sperimentazione
anche in assenza di sale nella soluzione elettrolita. Questo è molto importante ai fini di un
utilizzo di questa tecnica in situ.
La Tabella 5.3 riassume le caratteristiche iniziali dei tre campioni utilizzati nelle prove: il
peso iniziale del provino, il contenuto d’acqua e il pH.
I risultati della sperimentazione vengono presentati in forma di grafici rappresentanti sia
le grandezze direttamente misurate, ovvero il volume d’acqua in uscita dal catodo, la densità
di corrente elettrica (direttamente proporzionale all’intensità di corrente) e il pH nelle came-
re (anodica e catodica) sia di grandezze derivate: la velocità del flusso elettrosmotico e il
coefficiente di permeabilità elettrosmotica.
Vengono inoltre presentati i risultati delle determinazione post trattamento che riguarda-
no la distribuzione lungo il campione del pH del solido, del contenuto d’acqua e dell’indice
dei vuoti.
Il grafico riportato in Figura 5.3, mostra il volume cumulato di fluido raccolto all’uscita
dal catodo in funzione del tempo, per le tre prove effettuate sul terreno A. Si può notare
Tabella 5.3: Terreno A. Caratterizzazione iniziale dei campioni utilizzati.
Peso iniziale Contenuto d’acqua pH terreno
[g] [-] [-]
A - 0.0 3713.7 0.35 6.56
A - 0.1 3745.7 0.42 7.02
A - 0.2 3766.1 0.4 6.85
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Figura 5.3: Terreno A. Volume cumulato di fluido in uscita dalla cella.
come la presenta di ioni aggiuntivi in soluzione (A - 0.1 e A - 0.2) determina un cambiamento
di pendenza della curva del volume cumulato. Infatti, mentre per la prova con sola acqua
distillata (A - 0), il volume d’acqua in uscita risulta meno che proporzionale (concavità verso
il basso), nelle altre due prove la concavità è diretta verso l’alto, ed indica un aumento più
che proporzionale del volume nel tempo.
Il grafico riportato in Figura 5.4 mostra l’andamento, nel tempo, della densità di cor-
rente, definita dal rapporto tra l’intensità di corrente e la sezione trasversale del provino.
L’uso di questo parametro consente di svincolare le considerazioni dall’area della sezione
attraversata.
Come mostrato dai grafici, la densità di corrente si assesta a fine prova su valori stazio-
nari e pari a circa 1 · 10−3Acm−2, nonostante i picchi rilevati nella prova a concentrazione
maggiore (A - 0.2), dovuti probabilmente alla brusca variazione della conduttività elettrica del
campione. Per quanto riguarda la prova ”A - 0” si deve considerare che la strumentazione
di misura dell’intensità di corrente, in nostro possesso, non è stata in grado di rilevare l’in-
tensità di corrente che ha attraversato il provino. Si può comunque affermare che il valore di
tale parametro è inferiore al valore 10µA, che rappresenta la sensibilità dello strumento di
misura.
In Figura 5.5 viene mostrato l’andamento del flusso elettrosmotico rispetto al tempo di
trattamento. Si può notare come per tutte e tre le prove eseguite il flusso elettrosmotico
raggiunga un valore differente ma stazionario. Per quanto riguarda la prova A - 0 il flusso
elettrosmotico si assesta, dopo circa un giorno dall’inizio della prova, a valori costanti e pari
a circa 0.05cm3cm−2s−1. Il flusso elettrosmotico per la seconda e per la terza prova (A -
0.1 e A - 0.2) si assesta invece a valori più alti e pari a circa 0.08cm3cm−2s−1, anche se
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Figura 5.4: Terreno A. Variazione nel tempo della densità di corrente.
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Figura 5.5: Terreno A. Variazione nel tempo del flusso elettrosmotico.
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Figura 5.6: Terreno A. Andamento del coefficiente di permeabilità elettrosmo-
tica.
Tabella 5.4: Terreno A. Coefficiente di permeabilità elettrosmotica.
Prova ke
[cm2sec−1V −1]
A - 0 1.5 · 10−5
A - 0.1 2.5 · 10−5
A - 0.2 2.4 · 10−5
con andamenti temporali differenti.
Come già esposto nella sezione 5.5.5, la procedura sperimentale adottata ha permesso
la determinazione indiretta del coefficiente di permeabilità elettrosmotico.
In Figura 5.6 viene rappresentato l’andamento della permeabilità elettrosmotica, calco-
lata per le tre prove effettuare sul terreno A, in funzione del tempo di trattamento. Mentre la
Tabella 5.4 riassume i valori del coefficiente di permeabilità elettrosmotica al raggiungimento
dello stato stazionario.
Il valore della permeabilità elettrosmotica per il terreno A si assesta su valori compresi
nel campo 1.5 · 10−5÷ 2.5 · 10−5 [cm2s−1V −1], dimostrando che è possibile il trattamento
elettrosmotico anche su un fango di flottazione, che come già esposto in precedenza non è
paragonabile ad una argilla dal punto di vista mineralogico.
In Figura 5.7, Figura 5.8, Figura 5.9 vengono mostrati gli andamenti del pH nella camera
anodica e catodica durante il trattamento elettrosmotico, per le prove A - 0, A - 0.1 e A - 0.2
rispettivamente.
Come ci si aspetta l’elettrolisi dell’acqua al catodo produce ioni OH− che spostano il
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Figura 5.7: Prova A - 0. Variazione del pH nella camera anodica e catodica
nel tempo.
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Figura 5.8: Prova A - 0.1. Variazione del pH nella camera anodica e catodica
nel tempo.
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Figura 5.9: Prova A - 0.2. Variazione del pH nella camera anodica e catodica
nel tempo.
pH verso valori basici; mentre al catodo la produzione di ioni H+ rende il pH acido. Come
messo in evidenza dai grafici, lo spostamento del pH verso valori basici al catodo e verso
valori acidi all’anodo è tanto più elevato tanto più è alta l’intensità della corrente elettrica che
attraversa anodo e catodo.
L’intensità della corrente elettrica è anche proporzionale alla concentrazione ionica pre-
sente in soluzione. Questo permette di affermare che lo spostamento dai valori di neutralità
del pH della soluzione è tanto più elevato tanto maggiore è la concentrazione degli ioni in
soluzione.
La produzione di ioni per l’elettrolisi dell’acqua, H+ e OH− all’anodo e al catodo rispet-
tivamente, associata al flusso elettrosmotico diretto dall’anodo verso il catodo, determina
all’interno del terreno il movimento di due fronti: il fronte acido diretto dall’anodo al catodo e
il fronte basico diretto dal catodo all’anodo.
Il fronte acido, ovvero la migrazione degli ioni H+ si muove all’interno del terreno per due
fenomeni. Il primo è dovuto all’elettromigrazione, ovvero il trasporto degli ioni in soluzione
per differenza di concentrazione. Gli ioni H+ si muovono dall’anodo, in cui sono presenti in
alta concentrazione, verso il catodo in cui la concentrazione è inferiore. Il secondo fenomeno
di trasporto è invece dovuto all’elettrosmosi. Gli ioni di muovono trasportati dal flusso liquido
dall’anodo al catodo.
Il fronte basico, cioè la migrazione all’interno del terreno degli ioni OH− prodotti al cato-
do, avviene come già detto dal catodo verso l’anodo. Essi si muovono per elettromigrazione
ma in direzione contraria al flusso elettrosmotico che ne limita la diffusione.
Da queste considerazione risulta che la propagazione del fronte acido è in generale più
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Figura 5.10: Prova A - 0.1. Variazione del pH del terreno tra anodo (0) e
catodo (1) a fine prova.
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Figura 5.11: Prova A - 0.2. Variazione del pH del terreno tra anodo (0) e
catodo (1) a fine prova.
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Figura 5.12: Prova A - 0.1. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
veloce della propagazione del fronte basico e questo ha come conseguenza la riduzione del
pH del terreno.
La Figura 5.10 e la Figura 5.11, mostrano i risultati ottenuti dalla determinazione del pH
del terreno alla fine del trattamento elettrosmotico. Come si può osservare il trattamento
elettrosmotico di questo tipo di terreno non comporta una riduzione del pH, bensì un’in-
nalzamento dello stesso verso valori basici. Questo fatto può essere associato ad un alto
potere tampone delle specie mineralogiche presenti nella frazione solida, come ad esempio
il carbonato di calcio.
Per la prova A - 0.1 l’innalzamento del pH è avvenuto praticamente in tutto il provino,
mentre per la prova A - 0.2 il pH del terreno si mantiene su valori neutri all’anodo e raggiunge
valori basici al catodo, cambiando il suo andamento a circa la metà del campione.
Al termine della prova è stato, inoltre, misurato il contenuto d’acqua del terreno in vari
punti del campione, al fine di paragonarlo al contenuto d’acqua iniziale dello stesso.
Non è stato possibile determinare il contenuto d’acqua riferito all prova A - 0, perché la
colonna è stata utilizzata per la misura della permeabilità, durante la quale è stato alterato il
contenuto d’acqua.
La Figura 5.12 e la Figura 5.13 mostrano l’andamento del contenuto d’acqua del terreno
tra il catodo e l’anodo alla fine del trattamento elettrosmotico a cui il provino è stato sottopo-
sto. Come si può osservare, in entrambi i casi (A - 0.1 e A - 0.2) si ottiene una riduzione del
contenuto d’acqua iniziale da circa il 40% a circa il 30%.
La misura del contenuto d’acqua del terreno e la determinazione di alcuni parametri
geotecnici del terreno, hanno permesso la determinazione della variazione dell’indice dei
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Figura 5.13: Prova A - 0.2. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
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Figura 5.14: Prova A - 0.1. Variazione dell’indice dei vuoti all’interno del
terreno trattato.
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Figura 5.15: Prova A - 0.2. Variazione dell’indice dei vuoti all’interno del
terreno trattato.
vuoti del terreno tra l’anodo e il catodo.
Come si può osservare dall’esame della Figura 5.14 e della Figura 5.15, per quanto
rigurada la prova A - 0.1 l’indice dei vuoti è rimasto sostanzialmente immutato dopo il tratta-
mento, mentre per quanto riguarda la prova A - 0.2 si registra una diminuzione dello stesso
in quasi in tutto campione.
5.7 Risultati della sperimentazione per il Terreno B
Il terreno B, ovvero il limo prodotto dalla SVIMISA, non ha mostrato risultati positivi in assen-
za di sale nella soluzione elettrolita. Questo è probabilmente dovuto alla natura del materiale,
prodotto per frantumazione e successiva classificazione granulometrica di una roccia calca-
rea. La natura mineralogica dei grani del terreno influenza la presenza del doppio strato
elettrico che, in questo caso, non è sufficientemente esteso da consentire la generazione
del flusso elettrosmotico in assenza di ioni in soluzione.
In Tabella 5.5 vengono riassunti i valori iniziali del peso del provino, del contenuto d’acqua
e del pH dei tre campioni analizzati.
Anche in questo caso, vengono presentati sotto forma di grafici, sia le grandezze di-
rettamente misurate, ovvero il volume cumulato in uscita dal catodo, la densità di corrente
elettrica (direttamente proporzionale all’intensità di corrente) sia le grandezze derivate come
la velocità del flusso elettrosmotico e il coefficiente di permeabilità elettrosmotica.
Vengono inoltre presentati gli andamenti, lungo l’asse del provino, del pH, del contenuto
d’acqua e dell’indice dei vuoti.
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5. Misura della costante di permeabilità elettrosmotica
Tabella 5.5: Terreno B. Caratterizzazione iniziale dei campioni utilizzati.
Peso iniziale Contenuto d’acqua pH terreno
[g] [-] [-]
B - 0.1 3297 0.44 7.08
B - 0.2 3300.3 0.5 6.90
B - 0.5 3290.1 0.5 7.15
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Figura 5.16: Terreno B. Volume cumulato di fluido in uscita dalla cella.
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Figura 5.17: Terreno B. Variazione nel tempo della densità di corrente.
In Figura 5.16 viene rappresentato per le tre prove effettuate sul terreno B, il volume
di fluido in uscita dal catodo, in funzione del tempo. Come si può osservare, in questo
caso, le tre prove mostrano un andamento simile per le prime 75 ore di trattamento, per poi
differenziarsi nella parte finale.
Il maggiore volume cumulato, pari a circa 180cm3, si è riscontrato per la prova ”B - 0.2”.
Si può notare come per la prova ”B - 0.5” il volume cumulato tenda ad un asintoto orizzontale
(pari a circa 125cm3), questo indica un rallentamento del flusso elettrosmotico nella parte
finale del trattamento.
La diminuzione del flusso elettrosmotico nella prova in questione è imputabile alla ridu-
zione del valore dello zeta potenziale, e quindi del doppio strato elettrico, all’aumentare della
concentrazione ionica dell’elettrolita.
In Figura 5.17 vengono mostrati gli andamenti della densità di corrente elettrica durante il
tempo di trattamento. Si può osservare come in tutti i casi, al trascorrere del tempo, si abbia
una riduzione della densità di corrente elettrica, fino al raggiungimento di valori stazionari.
La maggiore concentrazione ionica della soluzione elettrolita, nella prova B - 0.5, com-
porta un aumento della conducibilità elettrica del terreno a cui consegue un aumento del-
l’intensità di corrente che attraversa il provino. Quando la concentrazione ionica diminuisce
(prova B - 0.2 e prova B - 0.1) diminuisce proporzionalmente anche la densità di corrente
elettrica.
Per quanto riguarda l’andamento nel tempo del flusso elettrosmotico, mostrato in Fi-
gura 5.18, si possono osservare andamenti decrescenti nel caso delle prove a maggiore
concentrazione di elettrolita (prova B - 0.2 e prova B - 0.5), ed andamento inverso nel caso
della prova a minore concentrazione (prova B - 0.1). Tutte le prove eseguite raggiungo-
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Figura 5.18: Terreno B. Variazione nel tempo del flusso elettrosmotico.
no lo stato stazionario con valori del flusso elettrosmotico pressoché uguali e pari a circa
0.05cm3cm−2s−1.
Anche per il terreno B, con procedimento analogo a quello esposto in precedenza per il
terreno A, è stato determinato indirettamente il coefficiente di permeabilità elettrosmotica.
La Figura 5.19 mostra l’andamento nel tempo del coefficiente di permeabilità elettrosmo-
tica durante in trattamento elettrocinetico: per tutte e tre le configurazioni di prova adottate
assume pressoché lo stesso valore.
La Tabella 5.6 riassume i valori del coefficiente di permeabilità elettrosmotica al raggiun-
gimento dello stato stazionario.
Si può notare anche in questo caso, che l’aumento oltre un certo valore della concen-
trazione dell’elettrolita comporta una diminuzione dello spessore del doppio strato elettrico e
conseguentemente una diminuzione del flusso elettrosmotico. Ricordando l’Equazione (4.6),
si nota subito come, a parità di gradiente elettrico applicato, ad una diminuzione del flusso
elettrosmotico corrisponde una diminuzione del coefficiente di permeabilità elettrosmotico.
Alla luce di queste considerazioni si può affermare che le misure effettuate durante i test
rispecchiano quando esposto nella trattazione teorica dei fenomeno.
Le Figure 5.20, 5.21 e 5.22 mostrano l’andamento del pH all’interno del campione di
terreno trattato, misurato alla fine del trattamento elettrosmotico, per i test B - 0.1, B - 0.2, B
- 0.5 rispettivamente.
In questo caso, contrariamente a quando già visto per il terreno A, si nota come l’avanza-
mento del fronte acido, dovuto alla produzione di ioni H+ dall’elettrolisi dell’acqua all’anodo
e al loro trasporto attraverso il terreno2, determina un abbassamento del valore del pH del
2trasporto che avviene sia per gradiente di concentrazione (elettromigrazione) sia per il flusso elettrosmotico
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Figura 5.19: Terreno B. Permeabilità elettrosmotica.
Tabella 5.6: Terreno B. Coefficiente di permeabilità elettrosmotica.
Prova ke
[cm2sec−1V −1]
B - 0.1 0.8 · 10−5
B - 0.2 1.4 · 10−5
B - 0.5 0.6 · 10−5
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Figura 5.20: Prova B - 0.1. Variazione del pH del terreno tra anodo (0) e
catodo (1) a fine prova.
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Figura 5.21: Prova B - 0.2. Variazione del pH del terreno tra anodo (0) e
catodo (1) a fine prova.
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Figura 5.22: Prova B - 0.5. Variazione del pH del terreno tra anodo (0) e
catodo (1) a fine prova.
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Figura 5.23: Prova B - 0.1. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
terreno.
Tale andamento si può notare soprattutto nella prova B - 0.1 in cui è stato determinato
un abbassamento del pH a valori prossimi a 2 per circa l’80% del campione. Nella prova B -
0.2 e B - 0.5 tale diminuzione del pH è stata rilevata solo in prossimità dell’anodo, per circa il
20% del campione; nella restante parte del provino (in prossimità dell’anodo) il pH si attesta
su valori di basicità.
Dall’osservazione delle Figure 5.23, 5.24 e 5.25 che mostrano l’andamento del contenuto
d’acqua alla fine del trattamento, tra il catodo e l’anodo, si può notare come per tutte e tre le
prove effettuate si osserva un aumento del contenuto d’acqua del terreno.
L’andamento dell’indice del vuoti del terreno a fine trattamento rispecchia, ovviamente,
quello del contenuto d’acqua. In questo caso in tutte e tre le prove effettuate si nota un
aumento dell’indice dei vuoti rispetto a quello iniziale (vedi Figure Figura 5.26, 5.27 e 5.28).
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Figura 5.24: Prova B - 0.2. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
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Figura 5.25: Prova B - 0.5. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
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Figura 5.26: Prova B - 0.1. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
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Figura 5.27: Prova B - 0.2. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
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Figura 5.28: Prova B - 0.5. Variazione del contenuto d’acqua del terreno tra
anodo (0) e catodo (1) a fine prova.
5.8 Confronto con la consolidazione tradizionale
Durante il processo di consolidazione di un terreno si genera un flusso di liquido dall’inter-
no del mezzo poroso verso l’esterno, dovuto all’applicazione di un sovraccarico che genera
una sovrapressione del fluido all’interno dei pori. La conseguenza del moto del fluido è una
diminuzione del volume dei vuoti e una conseguente riduzione del volume totale del terreno.
Durante il processo di consolidazione elettrosmotica, l’applicazione di una differenza di po-
tenziale elettrico ad un mezzo poroso genera una sovrapressione nel fluido interparticellare
che causa un moto di filtrazione. Il confronto tra le due tecniche è stato effettuato in termini
di tempi totali di consolidazione e di carico idraulico necessario a generare un flusso uguale
a quello generato dall’applicazione di un campo elettrico.
5.8.1 Calcolo dei tempi di consolidazione tradizionale
Considerando i dati ricavati direttamente dalla prova edometrica (Tabella 5.7) con un sovrac-
carico di 100 kPa si sono calcolati i parametri necessari al calcolo del tempo di consolidazio-
ne. Il volume di riferimento considerato è uguale a 1m3 = 1m · 1m · 1m.
cv =
kh
mv · ρw
(5.2)
Tv =
cv · t
H2
⇒ t =
Tv ·H
2
cv
(5.3)
Il tempo in cui si raggiunge il 90% della consolidazione è stato calcolato pari a 93 giorni.
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Figura 5.29: Soluzioni relative ad una isocrona iniziale rettangolare.
Tabella 5.7: Dati ricavati dalla prova edometrica e da quella di permeabilità.
mv kh cv Tv
Pa−1 ms−1 m2s−1 -
8.08 · 10−6 1 · 10−8 1.123 · 10−7 0.9
5.8.2 Calcolo del tempo di consolidazione elettrosmotica
Il procedimento adottato per il calcolo del tempo di consolidazione elettrosmotica, valutato in
solo in riferimento al volume d’acqua espulso da un volume di terreno, è stato il seguente:
1. si è calcolato il volume d’acqua espulso dal volume di controllo di 1m3;
2. nota la permeabilità idraulica dal procedimento sperimentale descritto in precedenza;
3. si è calcolato il tempo equivalente.
Il volume d’acqua espulso, nella fase di consolidazione (90%) è uguale a:
∆Vw = H · 0.9 ·  ·A (5.4)
con:
∆Vw Volume d’acqua espulso dal campione;
h Altezza del provino;
 deformazione volumetrica verticale (pari al 23% in questo caso);
A area del campione.
Il volume d’acqua espulso risulta quindi pari a 0.2072m3.
94 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 95 — #115
i
i
i
i
i
i
5. Misura della costante di permeabilità elettrosmotica
Tabella 5.8: Tempi di consolidazione elettrosmotica.
molarità Tempi di consolidazione Tempi di consolidazione
elettrosmotica [giorni] tradizionale [giorni]
0 18 93
0.1 10 93
0.2 17 93
Lo stesso volume d’acqua puoi essere espulso dal processo elettrosmotico in un tempo:
te =
∆Vw
A · ve
(5.5)
con:
te tempo di consolidazione elettrosmotica;
∆Vw volume d’acqua espulso dal campione;
A area del campione;
ve velocità di estrazione elettrosmotica (dalla sperimentazione);
Nella Tabella 5.8 vengono riportati i risultati ottenuti per il terreno A (fango di flottazione)
in funzione della molarità della soluzione.
Ciò che emerge da questo studio è la riduzione dei tempi di consolidazione nel caso
della desaturazione elettrosmotica.
5.9 Calcolo del consumo energetico
Il processo di desaturazione elettrosmotica, come già detto in precedenza, richiede l’attiva-
zione mediante l’impiego di un generatore di corrente continua. Il gradiente elettrico utilizzato
durante a sperimentazione è stato posto uguale a 1V cm−1.
L’energia consumata per i trattamento è pari al prodotto tra l’intensità di corrente (misu-
rata durante a sperimentazione) e il potenziale elettrico (mantenuto costante) (Equazione
5.6).
E = P · t = I · V · t (5.6)
con:
E energia;
I intensità di corrente;
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Tabella 5.9: Consumo energetico medio.
Densità di corrente media Potenza Energia giornaliera
[Acm−2] [W ] [kWora]
A - 0.1 5.5 · 10−4 163.04 13
A - 0.2 1.4 · 10−3 419.41 33
B - 0.1 1.2 · 10−2 348.97 28
B - 0.2 1.8 · 10−3 554.18 43
B - 0.5 3.4 · 10−3 1020.51 82
V potenziale applicato;
t tempo.
I risultati ottenuti sono riportati in Tabella 5.9.
5.10 Considerazioni finali
In questa sezione è stata descritta la sperimentazione elettrosmotica condotta attraverso
l’utilizzo di una cella in cui il volume del campione rimane costante durante in trattamento.
L’obiettivo è stato la valutazione del comportamento di un terreno complesso sia dal
punto di vista mineralogico, sia dal punto di vista dei processi chimici e fisici al quale è
stato sottoposto (flottazione), sottoposto all’applicazione di un campo elettrico in corrente
continua.
Per poter trarre delle conclusioni e poter effettuare dei paragoni in termini di risultati speri-
mentali, è stato analizzato il comportamento di un secondo terreno, un limo, di caratteristiche
mineralogiche note.
Il primo risultato ottenuto è stata l’attivazione di un flusso elettrosmotico in un fango di
flottazione senza aggiunta di additivi chimici, evento che non è stato invece ottenuto nel limo.
Il flusso elettrosmotico ottenuto con il fango di flottazione, senza aggiunta di sali nella
soluzione elettrolita, (test A - 0), è stato pari a 0.05cm3cm−2s−1 e circa uguale al flusso
elettrosmotico ottenuto in tutte le prove effettuate con il terreno di paragone (B - 0.1, B - 0.2
e B - 5). L’aggiunta di sale nella soluzione elettrolita ha aumentato il flusso elettrosmotico
in uscita dalla cella fino a valori pari a circa 0.08cm3cm−2s−1, con un miglioramento pari a
circa il 60%.
Il campo di variabilità della permeabilità elettrosmotica misurata nei test condotti nel fan-
go di flottazione (Terreno A), è compreso tra 1.5·10−5cm2V −1s−1 e 2.5·10−5cm2V −1s−1.
Mentre nelle prove condotte sul Terreno B, la permeabilità elettrosmotica varia da 0.6 ·
10−5cm2V −1s−1 e 1.4 · 10−5cm2V −1s−1, quindi quasi sempre inferiore a quella misurata
per il Terreno A.
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5. Misura della costante di permeabilità elettrosmotica
Il trattamento elettrosmotico modifica i parametri geotecnici del terreno in modo non uni-
forme tra anodo e catodo. Nelle prove condotte sul fango di flottazione si è misurato una
riduzione dell’indice dei vuoti pari a circa il 30% ed una uguale riduzione del contenuto
d’acqua.
Inoltre il confronto con la consolidazione tradizionale, anche se effettuato sotto ipotesi
abbastanza restrittive, ha messo in evidenza che il tempo di consolidazione dei fanghi è,
nel caso di applicazione del campo elettrico, molto inferiore a quello valutato con la sola
applicazione del carico. Quindi, in termini di tempo di consolidazione, è stata messa in
evidenza la reale possibilità di utilizzo di questa tecnica nella stabilizzazione dei bacini di
decantazione dei fanghi di flottazione in tempi molto più brevi di quelli della consolidazione
tradizionale. Infatti i tempi in cui si raggiunge il 90% della consolidazione, vengono ridotti dal
trattamento elettrocinetico dell’80%.
Le valutazioni economiche hanno messo in evidenza che i costi di esercizio sono soste-
nibili.
La conseguenza è che le condizioni di sicurezza del bacino che possono essere rag-
giunte in termini molto più brevi.
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CAPITOLO 6
Consolidazione indotta dai processi elettrosmotici -
sperimentazione in cella a volume variabile
L’obiettivo di questa fase della sperimentazione è stato l’investigazione della distribu-
zione delle pressioni all’interno di un mezzo poroso a bassa permeabilità causate sia
dall’applicazione di un carico statico (flusso di consolidazione) sia dall’applicazione
di un campo elettrico che genera un campo di sovrappressioni dovute al movimento
elettrosmotico dell’acqua.
Durante la sperimentazione è stato messo appunto un sistema automatico di acquisi-
zione dati per la misura sperimentale delle deformazioni indotte, nel terreno, dall’appli-
cazione del campo elettrico
6.1 Introduzione ed obiettivi
Questa sperimentazione è stata condotta per simulare una situazione reale di utilizzo della
tecnica elettrosmotica in un bacino di decantazione degli sterili di flottazione in cui la reale
applicabilità può avvenire solo in porzioni limitate del bacino quali, ad esempio, il suo fondo.
La situazione riprodotta in laboratorio è quella del terreno soggetto alla deformazione indotta
sia dal peso della colonna di terreno che lo sovrasta, sia dal campo elettrico al quale viene
sottoposto.
6.2 Descrizione dell’apparecchiatura di prova
L’apparecchiatura di prova utilizzata è una cella elettrosmotica a volume variabile (Figu-
ra 6.1), costruita interamente nei laboratori del DIGITA (Dipartimento di Geoingegneria e
Tecnologie Ambientali) dell’Università di Cagliari, ed è costituita essenzialmente da quattro
parti fondamentali:
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6.2 Descrizione dell’apparecchiatura di prova
• il sistema di carico (costituito dal telaio di carico e dal pistone pneumatico);
• la cella;
• il sistema di applicazione della pressione neutra;
• il sistema di misura.
Figura 6.1: Sistema sperimentale utilizzato.
Oltre alla realizzazione di singoli componenti è stato necessario studiare e mettere in
pratica il sistema di connessioni idrauliche ed elettriche, che hanno consentito il corretto
funzionamento dell’intero apparato sperimentale.
In Figura 6.2 viene mostrato lo schema idraulico e pneumatico: in azzurro sono indicati i
collegamenti idraulici mentre in giallo vengono indicati i collegamenti pneumatici.
La Figura 6.3 mostra invece lo schema elettrico dell’apparato sperimentale, e mette in
evidenza, le connessioni al sistema di generazione del campo elettrico (per la generazione
del flusso elettrosmotico), i collegamenti tra i trasduttori e la scheda di acquisizione, ed infine
l’alimentazione dei trasduttori con dei generatori ausiliari di corrente elettrica continua.
6.2.1 Il sistema di carico
Il sistema di carico è costituito da un telaio metallico e da un pistone pneumatico, in grado di
applicare un carico statico alla parte mobile della cella, che lo trasferisce al terreno in essa
contenuto.
Il pistone pneumatico utilizzato (”Bosch”) è un pistone a doppio effetto capace di appli-
care una forza variabile tra 0 e 7.7kN a seconda della pressione pneumatica applicata al
sistema.
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Figura 6.2: Schema idraulico dell’apparato sperimentale.
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6.2 Descrizione dell’apparecchiatura di prova
Figura 6.3: Schema elettrico dell’apparato sperimentale.
Figura 6.4: Sistema di carico della cella elettrosmotica.
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6. Consolidazione indotta dai processi elettrosmotici
Tabella 6.1: Caratteristiche costruttive del pistone di carico.
Diametro del pistone Corsa stelo Pressione max Forza max applicata
[mm] [mm] [MPa] [kN ]
100 200 1.01 7.7
Il Tabella 6.1 vengono riportate le caratteristiche costruttive del pistone.
6.2.2 La cella
La cella elettrosmotica è costituita dalle seguenti parti distinte:
• il cilindro (parte fissa);
• il pistone (parte mobile);
• l’elettrodo negativo solidale al pistone;
• l’elettrodo positivo solidale al cilindro;
• collegamenti con il sistema di applicazione della pressione neutra, alla base e alla
testa della cella;
• collegamenti con il sistema di misurazione della pressione neutra, in punti lungo l’asse
della cella;
• collegamenti con il sistema di misurazione del potenziale elettrico all’interno del provi-
no.
In considerazione dei processi simulabili all’interno della cella, essa è stata costruita
seguendo i seguenti criteri:
• utilizzo di materiali dielettrici (ovvero non in grado di trasferire cariche elettriche);
• tenuta idraulica fino alla pressione idraulica di 1 MPa;
• attriti cilindro–pistone contenuti;
• rapporto tra la lunghezza della colonna di terreno che contiene la cella e il suo diametro
maggiore di uno.
Il materiale utilizzato per la costruzione della cella è il perspex, che presenta ottime
caratteristiche isolanti ed è di facile lavorazione. Essendo un materiale plastico consente
un buon isolamento del campo elettrico che dovrà contenere. Inoltre pur avendo una buona
lavorabilità, è caratterizzato da fragilità e deformabilità (in funzione della temperatura).
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6.2 Descrizione dell’apparecchiatura di prova
Figura 6.5: Cella elettrosmotica a volume variabile.
La tenuta idraulica tra cilindro e pistone è stata ottenuta, mediante una guarnizione a
”brandellina” costituita dal un o-ring in materiale plastico deformabile e da un collare in teflon.
Tale guarnizione consente lo scorrimento tra il cilindro e il pistone con un attrito contenuto.
Il cilindro ha un diametro interno pari a 80mm ed un’altezza pari a 250mm. Conside-
rando un innesto del pistone pari a 20mm, il cilindro è in grado di contenere un campione di
terreno di circa 1150cm3.
Alla cella sono sono stati collegati sia gli attacchi rapidi per il collegamento ai trasduttori
di pressione, sia gli attacchi stagni di collegamento agli elettrodi. Per questi ultimi sono stati
realizzati dei connettori tronco conici, dotati di o-ring interno, che permettono lo scorrimento
degli elettrodi all’interno del campione e garantiscono nello stesso tempo la tenuta idraulica.
Il catodo è stato disposto nella parte basale del pistone, ed è stato garantito il collega-
mento elettrico verso l’esterno della cella, attraverso dei connettori stagni. Allo stesso modo
è stato disposto l’anodo all’interno del cilindro. Entrambi gli elettrodi sono realizzati in acciaio
rivestito con una lega al titanio, in modo da evitare l’insorgere di corrosioni.
La cella è rappresentata in Figura 6.5.
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Figura 6.6: Schema del sistema di acquisizione.
Figura 6.7: Trasduttori di pressione per la misura della pressione neutra.
6.2.3 Sistema di misura
Il sistema di misura è costituito da due parti fondamentali: la sezione hardware e la sezione
software.
Della sezione hardware fanno parte sia vari tipi di trasduttori sia il sistema di acquisizione
dati vero e proprio. I primi trasformano la grandezza fisica misurata in segnale elettrico, men-
tre il sistema di acquisizione dati (DAQ) trasforma i segnali elettrici provenienti dai trasduttori,
in segnali digitali gestibili da un software.
Lo schema di acquisizione adottato è rappresentato in Figura 6.6.
I trasduttori
I trasduttori di pressione. I trasduttori di pressione collegati alla cella elettrosmotica, sono
del tipo SETRA model 206.
Sono trasduttori a membrana, a spostamento volumetrico infinitesimo, le cui caratteristi-
che vengono riassunte in Tabella 6.2.
I trasduttori sono in grado di misurare pressioni nel campo tra 0 e 1600kPa con una
precisione di 1.6kPa.
La Figura 6.7 mostra il collegamento dei trasduttori al sistema di sfiato, che consente di
eliminare l’aria eventualmente contenuta all’interno del circuito idraulico.
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Tabella 6.2: Caratteristiche tecniche trasduttori di pressione.
Accuratezza (a temperatura costante) ±0.13%FS
Non linearità ±0.1%FS
Isteresi 0.08%FS
Non ripetibilità 0.02%FS
Tempo di risposta [s] 0.005
Pressione max [kPa] 1621
Eccitazione [V ] in DC 2-28
Output [V ] in DC 0.1÷ 5.1
Impedenza Output [ohm] 100
Temperatura di esercizio [C] -40/+125
(a) Misuratore di volume (b) Invertitore di flusso
Figura 6.8: Sistema di misura del volume.
Il sistema di misura del volume. Il sistema di misura del volume d’acqua in uscita dalla
cella è costituito da due parti: un misuratore di volume (volumometro) e un invertitore di
flusso.
Il misuratore di volume è sostanzialmente un accoppiamento cilindro pistone a doppio
effetto, in cui l’ingresso dell’acqua in una delle due camere del cilindro, fa traslare il pistone
in essa contenuto. Un trasduttore di spostamento misura la traslazione che risulta essere
proporzionale al volume di fluido che lo attraversa.
Il sistema di inversione del flusso è un circuito idraulico al cui interno sono disposte
alcune valvole. La sua funzione è quella di far funzionare il misuratore di volume in continuo,
invertendo il verso di percorrenza del flusso di liquido all’interno del volumometro, senza
perdita di volume.
In Figura 6.8 vengono mostrati il misuratore di volume e l’invertitore di flusso.
La cella di carico. Il sistema di misura della forza applicata dal pistone pneumatico alla
parte mobile della cella elettrosmotica, è una cella AEP, le cui caratteristiche vengono ripor-
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6. Consolidazione indotta dai processi elettrosmotici
Tabella 6.3: Caratteristiche tecniche cella di carico.
carico nominale (Emax) [kN ] 9.8
errore combinato ≤ ±0.045%
non ripetibilità ≤ ±0.015%
sensibilità nominale [mV/V ] 2
alimentazione di riferimento [V ] 10
alimentazione nominale [V ] 1-15
alimentazione max. [V ] 18
freccia massima al carico nominale [mm] ∼ 0.06
temperatura di riferimento [C] +23
temperatura di esercizio [C] -20/+70
classe di protezione (EN 60529) IP68
materiale della cella Acciaio Inox
Tabella 6.4: Caratteristiche tecniche trasduttore di spostamento.
Campo di misura [mm] ±10
Linearità ±0.15%FS
Frequenza di eccitazione [kHz] 2
Eccitazione [V ] 5
Tensione in uscita [V ] 2÷ 10
Sensibilità [mV V − 1mm− 1] 44
Campo di temperatura [C] -20/80
tate in Tabella 6.3. La cella misura forze nel campo tra 0 e 9.8kN con un errore massimo di
4.5N .
Il trasduttore di spostamento. Il trasduttore di spostamento misura lo spostamento re-
lativo tra il pistone e il cilindro, misura quindi la variazione di lunghezza del campione di
terreno all’interno della cella elettrosmotica. E’ stato impiegato un trasduttore LVDT fornito
dalla micro-epsilon, illustrato in Figura 6.9, capace di misurare un intervallo di ±10mm con
una precisione del centesimo di millimetro. Le caratteristiche dei trasduttori utilizzati sono
riportate in Tabella 6.4.
Il sistema di acquisizione dati
Il sistema di acquisizione dati utilizzato è formato da due schede di acquisizione (DAQ),
collegate ad un unico Personal Computer.
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Figura 6.9: Sistema di misura degli spostamenti e delle forze.
E’ stato necessario dotare il sistema di misura di due diverse schede di acquisizione,
perché il numero di canali disponibili in ciascuna scheda non era sufficiente.
La prima scheda utilizzata è una ”NI DAQCard-6036E” della ”National Instruments”, do-
tata di velocità di campionamento pari a 200kS/s su singolo canale e 16 canali analogici in
ingresso. E’ collegata al PC tramite un connettore PCMCIA.
La seconda scheda, sempre ”National Instruments” è il modello ”NI USB-6218”, con
collegamento USB. La scheda ha una velocità di campionamento pari a 125kS/s su singolo
canale ed è dotata di 8 canali analogici.
Il software di acquisizione
Il software di interfaccia tra il Personal Computer ed i segnali in arrivo dai trasduttori è stato
realizzato e compilato con LabVIEW, un software proprietario, che permette la progettazione,
la realizzazione e la compilazione dell’applicazione realizzata.
I programmi di LabVIEW sono chiamati strumenti virtuali o VI (virtual instrument), poi-
ché nell’aspetto e nel funzionamento sono simili a strumenti fisici, come oscilloscopi e te-
ster. LabVIEW contiene un ampio set di strumenti per acquisire, analizzare, visualizzare e
memorizzare i dati, ed altri che aiutano nella risoluzione dei problemi del codice.
In LabVIEW si può creare un’interfaccia utente, detta anche pannello frontale, con alcuni
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6. Consolidazione indotta dai processi elettrosmotici
controlli e indicatori. I controlli sono le manopole (knob), i pulsanti da premere (push button),
i selettori (dial) e altri dispositivi di input. Gli indicatori sono i grafici, i LED e altri display.
Una volta creata l’interfaccia utente, è possibile aggiungere il codice utilizzando VI e
strutture che controllino gli oggetti del pannello frontale. Lo schema a blocchi contiene questo
codice.
Il software LabVIEW permette la progettazione di sistemi di acquisizione complessi, co-
me quello realizzato per la sperimentazione, attraverso l’utilizzo di un’interfaccia di progetta-
zione a blocchi.
La gestione delle due schede di acquisizione, da parte del software avviene attraverso
l’utilizzo di appositi driver, che consentono l’interfaccia del software con l’hardware.
L’acquisizione su ogni singolo canale avviene attraverso la creazione di apposite task di
lavoro, che consentono l’inizializzazione della scheda, il settaggio dei parametri di accesso
alla scheda (velocità di campionamento, tensione minima e massima, parametri specifici
per la cella di carico), il numero di campioni (samples) che la scheda legge ad ogni singolo
accesso, l’accesso alla scheda e quindi la lettura dei campioni, la disconnessione della task
di lavoro.
Ogni singola task che viene creata, viene reiterata per tutta la durata del campionamento
ad intervalli di tempo standard oppure fissati dall’operatore, come in questo caso, dove il
tempo del ciclo di accesso viene fissato pari a due secondi.
Una volta acquisiti i dati, questi vengono elaborati dal software applicando le trasforma-
zioni necessarie ad ottenere il valore scalato del parametro fisico acquisito.
Il software è in grado sia di visualizzare in tempo reale i dati acquisiti ed elaborati, sia di
memorizzare su file i valori numerici.
Vista e considerata la durata di ciascuna prova, che è stata di diversi giorni, è impossi-
bile gestire una cosi elevata mole di dati, ovvero uno ogni due secondi. Per questo motivo
si è scelto di effettuare una media mobile dei modi, per ridurne il numero e consentire di
poterli visualizzare in grafici. La media mobile è stata effettuata in base ad uno progressione
geometrica in modo da mettere in risalto i dati iniziali in cui il fenomeno è in pieno regime
transitorio, rispetto a quelli della fine delle prova in cui si sta raggiungendo lo stato stazionario
e i dati sono caratterizzati da una variabilità minima.
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Figura 6.10: Software di acquisizione dati.
6.3 I materiali
In questa sperimentazione sono stati utilizzati due terreni diversi, in modo da poter para-
gonare i risultati ottenuti. Il primo è il terreno A, già utilizzato in precedenza della prove a
volume costante. Il secondo terreno, di seguito denominato terreno C, è invece una bentoni-
te prodotta commercialmente. La caratterizzazione granulometrica mette in evidenza che il
65% del campione ha diametro al di sotto dei 20µm.
Sono stati utilizzati due terreni differenti per poter effettuare un confronto diretto del com-
portamento del fango di flottazione (terreno A) con un prodotto costituito da un’argilla pura
(Terreno C).
Le caratteristiche dei due differenti materiali sono riportate negli Appendici A e B.
6.4 Procedura di prova
La procedura di prova seguita può essere riassunta in cinque fasi fondamentali:
1. preparazione del provino;
2. misura delle permeabilità;
3. consolidazione sotto carico costante;
4. consolidazione elettrocinetica;
5. misura della permeabilità.
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Nella fase di preparazione, il terreno, precedentemente privato del suo contenuto d’ac-
qua, viene miscelato con una quantità nota d’acqua demineralizzata, fino ad ottenere un
impasto omogeneo con un contenuto d’acqua prossimo al liquido liquido.
Successivamente, lo stesso viene inserito nella cella elettrosmotica, evitando la forma-
zione di bolle d’aria.
La cella viene assemblata, disponendo il pistone all’interno del cilindro e disposta all’in-
terno del sistema di applicazione del carico dopo aver collegato le connessioni idrauliche ed
elettriche.
Dopo aver portato in contatto il pistone pneumatico con la parte superiore del cilindro,
per evitarne il sollevamento, viene applicata nella parte inferiore e superiore la pressione
neutra di 400kPa, attraverso il sistema di applicazione delle pressioni neutre, in grado di
applicare una pressione costante in presenza di flusso idraulico.
Applicando una differenza di pressione alla base e alla testa del cilindro, viene generato
all’interno del provino un flusso d’acqua. Il sistema di misura del flusso che fuoriesce dalla
cella, permette l’esecuzione di una prova di permeabilità a carico costante. Si può dunque
determinare la permeabilità del terreno prima e dopo la fase della consolidazione, in modo
da poter verificare l’effettiva riduzione di permeabilità del terreno.
All’esecuzione della prova di permeabilità segue una fase in cui si ripristinano le pres-
sioni all’interno del provino, attraverso il sistema di applicazione della pressione neutra, che
consente come già esposto in precedenza l’applicazione di una pressione costante pur per-
mettendo una variazione del volume di liquido al suo interno e quindi un flusso attraverso la
cella.
Il sistema di applicazione della pressione neutre ristabilisce all’interno dell’intero campio-
ne la pressione iniziale, pari a 400kPa.
A questo punto, dopo aver chiuso le valvole superiore ed inferiore della cella, viene
applicato il carico con il pistone pneumatico, che determina un’innalzamento della pressione
neutra corrispondente alla tensione verticale di consolidazione applicata. Si è impostato un
gradino di consolidazione pari a 100kPa.
Durante la fase di consolidazione, contestualmente all’applicazione del carico statico,
viene iniziata la registrazione delle grandezze fisiche che caratterizzano il processo attra-
verso il sistema automatico di misura. Vengono misurati gli spostamenti verticali del pistone
(che corrispondono agli abbassamenti del campione di terreno all’interno della cella), le pres-
sioni neutre in punti fissi nella cella, le pressioni alla base e alla testa del cilindro, ed infine il
volume di fluido che fuoriesce dalla cella.
L’inizio della fase di consolidazione è determinato dall’apertura della valvola superiore,
che permette al fluido contenuto nei pori di drenare dalla parte alta della cella.
La consolidazione si ritiene conclusa con l’esaurimento delle sovrappressioni neutre a
cui corrisponde l’interruzione del flusso in uscita.
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La fase successiva consiste nella consolidazione elettrocinetica. L’applicazione del gra-
diente di potenziale elettrico tra anodo e catodo, pari ad 1V cm−1, induce nel mezzo poroso
un flusso (elettrosmotico), che determina un’ulteriore consolidazione del provino. Durante
questa fase viene mantenuto costante il carico statico applicato in precedenza.
Nella fase di consolidazione elettrocinetica vengono misurate, sempre con il sistema di
acquisizione dati, la pressione neutra in punti fissi della cella, gli abbassamenti verticali del
provino ed il volume di fluido in uscita dalla cella (flusso elettrosmotico).
Quando il flusso elettrosmotico all’interno della cella diminuisce ed i cedimenti verti-
cali diventano trascurabili, anche la fase di consolidazione elettrosmotica si può ritenere
conclusa.
Al termine di quest’ultima fase si misura la permeabilità del provino. Questo valore viene
confrontato con quello misurato prima della consolidazione elettrosmotica per valutare gli
effetti di quest’ultima sulla permeabilità del terreno.
6.5 Risultati della sperimentazione
6.5.1 Terreno A
Prova di permeabilità prima della consolidazione
Il primo step della procedura di prova prevede la realizzazione di una prova di permeabilità
a carico costante.
Dopo l’applicazione del carico idraulico tra la parte superiore e inferiore del cilindro me-
diante il sistema di applicazione delle pressioni neutre, si genera all’interno del provino un
flusso. La misura di tale flusso permette il calcolo del coefficiente di permeabilità idraulica.
Come per la realizzazione della prova di permeabilità tradizionale, la registrazione del
flusso idraulico ed il calcolo del coefficiente di permeabilità avviene per un periodo di tempo
sufficiente affinché si realizzi un flusso stazionario.
In Figura 6.11 viene rappresentato l’andamento del coefficiente di permeabilità durante
la prova, fino al raggiungimento dello stato stazionario. Il coefficiente che caratterizzerà il
terreno sarà l’asintoto orizzontale al quale tende. La misura del coefficiente di permeabilità
è valida solo in queste condizioni, dato che la legge di Darcy è applicabile solo in regime
stazionario.
Come si può osservare dalla Figura 6.11 il valore del coefficiente di permeabilità si attesta
attorno a valori di 0.5 · 10−6ms−1.
Fase di consolidazione sotto carico costante
Dopo aver atteso il ristabilizzarsi della pressione neutra originaria all’interno del provino,
si applica il carico statico agendo sul pistone pneumatico e si registra l’incremento della
pressione neutra (sovrappressione) pari a 100kPa.
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Figura 6.11: Terreno A - Calcolo del coefficiente di permeabilità del
campione.
L’apertura della valvola superiore determina l’inizio della fase di consolidazione tradizio-
nale.
La prima analisi effettuata in questa fase è quella della distribuzione dei parametri misu-
rati nel tempo.
In Figura 6.12 vengono rappresentati gli andamenti della pressione neutra all’interno del
provino, misurata attraverso i trasduttori di pressione collegati alla parte fissa della cella. Si
può notare come, ad una distribuzione iniziale corrispondente alla somma tra la pressione
neutra iniziale e la sovrappressione generata dall’applicazione del carico statico, sostan-
zialmente uguale in tutti i punti di misura, segue una diminuzione della pressione in corri-
spondenza della base del cilindro in cui avviene in drenaggio dell’acqua. In questo punto la
pressione neutra ha il valore di quella applicata e mantenuta costante durante la prova.
Al passare del tempo la sovrappressione neutra all’interno del provino viene dissipata,
ed il carico applicato viene assorbito dallo scheletro solido.
Alla fine della prova tutta la pressione neutra viene dissipata e l’incremento di tensione
efficace eguaglia il carico applicato.
Al processo di consolidazione è sempre associata una deformazione del sistema tri-
fase che schematizza un terreno. In questo sistema di prova, in cui vengono impedite le
espansioni laterali, le uniche deformazioni permesse sono quelle verticali.
La Figura 6.13 rappresenta appunto tali deformazioni che si assestano in questa fase a
circa il 1.5%, con un abbassamento del provino di circa 2mm.
Il processo di consolidazione è sempre associato ad un flusso idraulico generato dalla
differenza di pressione neutra tra l’interno del provino e l’esterno. Come già detto in prece-
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Figura 6.12: Terreno A - Distribuzione delle pressioni neutre all’interno del
provino in fase di consolidazione.
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(b) Deformazione
Figura 6.13: Terreno A - Abbassamento della colonna e deformazione
percentuale del provino.
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Figura 6.14: Terreno A - Volume di fluido in uscita dalla colonna in fase di
consolidazione nel tempo.
denza durante la fase di prova viene misurato il volume di fluido in uscita dalla cella, mediante
l’utilizzo di un misuratore di volume di precisione.
La Figura 6.14 visualizza i risultati ottenuti, in termini di volume cumulato di fluido in
uscita dalla cella nel tempo. Come si può notare in questa fase il volume cumulato di fluido
è stato di circa 10cm3.
Allo stesso modo è stato possibile calcolare il flusso in uscita dalla cella, rappresentato
in Figura 6.15. Tale flusso, inizialmente pari a 8.5 · 10−7cm3cm−2s−1 decresce fino a valori
di 6.2 · 10−7cm3cm−2s−1 al termine della consolidazione.
Quando le pressioni neutre all’interno del provino vengono totalmente dissipate, si può
ritenere conclusa la fase di consolidazione sotto carico costante.
Fase di consolidazione elettrosmotica
La fase di consolidazione elettrosmotica inizia con l’applicazione di un gradiente di potenziale
elettrico, tra l’anodo, posto alla base del cilindro, ed il catodo, posto invece nel pistone mo-
bile. Il potenziale elettrico viene applicato da un generatore di corrente continua stabilizzata
collegato agli elettrodi.
In questa fase vengono misurate, come nella fase di consolidazione tradizionale, le
grandezze fisiche che caratterizzano il processo. In particolare viene analizzata la varia-
zione della pressione neutra all’interno del provino, la deformazione del provino, il flusso
elettrosmotico che attraversa la cella.
In Figura 6.16 vengono riportate le pressioni neutre misurate, tra anodo e catodo, a vari
tempi di prova. Si può notare come le condizioni al contorno, ovvero anodo chiuso e catodo
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Figura 6.15: Terreno A - Flusso di fluido in uscita dalla colonna in fase di
consolidazione nel tempo.
aperto, comportino lo sviluppo di pressioni neutre negative in corrispondenza dell’anodo. In
particolare in questo caso tali pressioni neutre sono dell’ordine di 20kPa.
L’andamento della pressione neutra tra anodo e catodo, assume un andamento rettilineo
solo nella fase finale della prova, fase in cui lo sviluppo di pressioni negative crea all’interno
della cella un flusso idraulico opposto a quello elettrosmotico. La conseguenza è una drastica
riduzione del flusso elettrosmotico.
L’applicazione del gradiente di potenziale elettrico al terreno, comporta la generazione di
un flusso elettrosmotico. Tale flusso genera una riduzione del contenuto d’acqua del terreno
e ne causa la consolidazione, a cui corrisponde una riduzione dell’indice dei vuoti.
Per valutare la deformazione del campione conseguente all’induzione del flusso elettro-
smotico, si è utilizzato un trasduttore di spostamento lineare, che misura gli spostamenti
relativi tra il cilindro (fisso) e il pistone (mobile).
In Figura 6.17 viene riportata la deformazione verticale del provino dovuta al trattamen-
to elettrosmotico, sia in termini di abbassamento relativo della colonna, sia in termini di
deformazione percentuale della stessa. Si può notare come la deformazione percentuale
raggiunga valori dell’1% con una corrispondente deformazione assiale di circa 1.5mm.
Per valutare il flusso elettrosmotico viene misurato, in uscita dalla cella, il volume cumu-
lato d’acqua che defluisce. Tale volume è ovviamente proporzionale al flusso elettrosmotico.
I risultati proveniente dal misuratore di volume vengono rappresentati in Figura 6.18. Si
può notare che il volume di fluido in uscita dalla cella sia paragonabile a quello che si ha con
la consolidazione tradizionale, con un volume cumulato di circa 8cm3
Il flusso in uscita dalla cella è riportato in Figura 6.29. Si può notare l’andamento inizial-
mente crescente, fino al raggiungimento di un massimo di 4.5 · 10−11cm3cm−2s−1, per poi
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Figura 6.16: Terreno A - Distribuzione delle pressioni neutre all’interno del
provino in fase di consolidazione elettrocinetica.
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(b) Deformazione
Figura 6.17: Terreno A - Abbassamento della colonna e deformazione
percentuale in fase di consolidazione elettrocinetica.
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Figura 6.18: Terreno A - Volume di fluido in uscita dalla colonna in fase di
consolidazione elettrosmotica nel tempo.
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Figura 6.19: Terreno A - Flusso di fluido in uscita dalla colonna in fase di
consolidazione elettrocinetica nel tempo.
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Figura 6.20: Terreno A - Calcolo del coefficiente di permeabilità del campione
alla fine della prova.
diventare decrescente fino al raggiungimento di valori di circa 5 · 10−12cm3cm−2s−1.
Prova di permeabilità a fine consolidazione
La misura del coefficiente di permeabilità del terreno, alla fine del trattamento, è riportato in
Figura 6.20. Si può notare come la permeabilità del campione alla fine della consolidazione
elettrosmotica si assesti attorno a valori di 1 · 10−8ms−1.
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Figura 6.21: Terreno C - Calcolo del coefficiente di permeabilità del
campione.
6.5.2 Terreno C
I risultati ottenuti per il Terreno A sono stati confrontati con quelli ottenuti con il terreno C,
una bentonite commerciale pura.
Anche in questo caso si è seguita la procedura di prova già illustrata in precedenza (vedi
Sezione 6.4).
Prova di permeabilità prima della consolidazione
La Figura 6.21 mostra l’andamento nel tempo del coefficiente di permeabilità calcolato du-
rante la fase prova fino al raggiungimento dello stato stazionario. Come si osserva dalla
Figura 6.21 il valore del coefficiente di permeabilità si attesta attorno a valori di 7·10−6ms−1.
Fase di consolidazione sotto carico costante
Alla fine della prova di permeabilità il sistema di applicazione della pressione neutra viene
reimpostato a 400kPa, ovvero alla pressione iniziale. Dopo aver atteso un tempo sufficiente
affinché le pressioni neutre si assestino al valore imposto dal sistema esterno, vengono
chiuse le valvole di drenaggio dell’acqua e viene applicato la sovrappressione di 100kPa
agendo sul pistone pneumatico.
Gli andamenti delle pressioni neutre tra catodo (chiuso) e anodo (drenante), nella fase
di consolidazione sotto carico, vengono mostrati in Figura 6.22. Tali dati vengono misurati
dai trasduttori di pressione collegati alla parte fissa della cella che, dopo essere stati regi-
strati e interpretati dal sistema di acquisizione dati, vengono elaborati e restituiti in grafico.
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Figura 6.22: Terreno C - Distribuzione delle pressioni neutre all’interno del
provino in fase di consolidazione.
Dall’osservazione della Figura 6.22 si può notare che all’istante di inizio della prova (T=0) la
distribuzione della pressione neutra all’interno del provino è pari a 500kPa, corrispondente
alla somma tra la pressione iniziale (400kPa) e la sovrappresione generata dal sovraccarico
del pistone (100kPa). Al trascorrere del tempo di prova, la pressione neutra viene dissipata,
prima in corrispondenza della zona di drenaggio e successivamente in tutto il provino.
Alla fine della prova di consolidazione la pressione neutra all’interno del provino si ri-
stabilisce ai valori della pressione esterna (400kPa), con un corrispondenze aumento della
tensione efficace sul solido.
Le deformazioni assiali del campione, vengono misurate con il trasduttore di spostamen-
to e registrate durante la prova dal sistema di acquisizione. Tali deformazioni sono rappre-
sentate in Figura 6.23. Si può notare che in questa fase le deformazioni si assestano alla
fine della prova a circa il 20% con un abbassamento del provino di circa 32mm
La Figura 6.24 visualizza il volume cumulato di fluido in uscita dalla cella nel tempo. Si
può notare come alla fine della fase di consolidazione il volume di fluido in uscita dalla cella
si assesti attorno a valori di circa 25cm3.
Dal volume di fluido in uscita dalla cella è stato inoltre ricavato l’andamento del flus-
so idraulico nel tempo, rappresentato in Figura 6.25. Tale flusso, inizialmente pari a 5 ·
10−5cm3cm−2s−1 decresce fino a valori dell’ordine di 5 · 10−6cm3cm−2s−1, al raggiungi-
mento dello stato stazionario.
La fase si consolidazione sotto carico costante si ritiene conclusa quando le pressioni
neutre all’interno del provino vengono totalmente dissipate e il flusso in uscita raggiunge
valori prossimi allo zero.
M. Cigagna 121
ii
“tesi” — 2007/4/24 — 18:43 — page 122 — #142
i
i
i
i
i
i
6.5 Risultati della sperimentazione
0 20 40 60 80
Tempo [ore]
0
10
20
30
40
Sp
os
ta
m
en
to
 v
er
tic
al
e 
[m
m]
(a) Abbassamento verticale
0 20 40 60 80
Tempo [ore]
0%
5%
10%
15%
20%
25%
D
ef
or
m
az
io
ne
 a
ss
ia
le
 [%
]
(b) Deformazione
Figura 6.23: Terreno C - Abbassamento della colonna e deformazione
percentuale del provino.
0 20 40 60 80
Tempo [ore]
0
5
10
15
20
25
30
V
ol
um
e 
cu
m
ul
at
o 
[cm
3 ]
Figura 6.24: Terreno C - Volume di fluido in uscita dalla colonna in fase di
consolidazione nel tempo.
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Figura 6.25: Terreno C - Flusso di fluido in uscita dalla colonna in fase di
consolidazione nel tempo.
Fase di consolidazione elettrosmotica
Conclusa la fase di consolidazione tradizionale il provino viene sottoposto alla fase di conso-
lidazione elettrocinetica, attraverso l’applicazione di un gradiente elettrico tra anodo e catodo.
Le condizioni al contorno imposte in precedenza vengono mantenute costanti.
In questa fase vengono misurate, come nella fase di consolidazione tradizionale, le gran-
dezze fisiche che caratterizzano il processo. In particolare viene analizzata la variazione
della pressione neutra all’interno del provino, la deformazione assiale del provino, in flusso
elettrosmotico che attraversa la cella.
In Figura 6.26 vengono riportate le pressioni neutre misurate, tra anodo e catodo, a vari
tempi di prova. Si può notare come la configurazione della sperimentazione, ovvero anodo
chiuso e catodo aperto, comporti lo sviluppo di pressioni neutre negative in corrispondenza
dell’anodo. In particolare in questo caso tali pressioni neutre sono nell’ordine di 40kPa.
L’andamento della pressione neutra tra anodo e catodo, raggiunge un andamento ret-
tilineo solo nella fase finale della prova, fase in cui lo sviluppo di pressioni negative crea
all’interno della cella un flusso idraulico opposto a quello elettrosmotico. La conseguenza è
una drastica riduzione del flusso elettrosmotico.
L’applicazione del gradiente di potenziale elettrico al terreno, comporta la generazione di
un flusso d’acqua, flusso elettrosmotico. Tale flusso genera una riduzione del contenuto d’ac-
qua del terreno e ne causa una consolidazione, a cui corrisponde una riduzione dell’indice
dei vuoti.
Per valutare la deformazione del campione, conseguente all’induzione del flusso elet-
trosmotico, si è utilizzato un trasduttore di spostamento lineare, che misura gli spostamenti
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Figura 6.26: Terreno C - Distribuzione delle pressioni neutre all’interno del
provino in fase di consolidazione elettrocinetica.
relativi tra il cilindro (fisso) e il pistone (mobile).
In Figura 6.27 viene riportata la deformazione assiale del provino dovuta al trattamen-
to elettrosmotico, sia in termini di abbassamento relativo della colonna, sia in termini di
deformazione percentuale della stessa. Si può notare come la deformazione percentuale
raggiunga valori pari a circa il 3.5% con una deformazione massima pari a 5.5mm.
I risultati provenienti dal misuratore di volume vengono rappresentati in Figura 6.28. Si
può notare che il volume di fluido in uscita dalla cella sia paragonabile a quello che si ha con
la consolidazione tradizionale e pari a circa 25cm3.
Il flusso elettrosmotico misurato è riportato in Figura 6.29. Si può notare come l’anda-
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(b) Deformazione
Figura 6.27: Terreno C - Abbassamento della colonna e deformazione
percentuale in fase di consolidazione elettrocinetica.
124 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 125 — #145
i
i
i
i
i
i
6. Consolidazione indotta dai processi elettrosmotici
0 5 10 15 20 25
Tempo [ore]
0
10
20
30
40
V
ol
um
e 
cu
m
ul
at
o 
[cm
3 ]
Figura 6.28: Terreno C - Volume di fluido in uscita dalla colonna in fase di
consolidazione elettrocinetica nel tempo.
mento del flusso elettrosmotico sia in una prima fase crescente fino a raggiungere valori
pari a circa 2.7 · 10−5cm3cm−2s−1 per poi decrescere nella fase finale fino a valori pari
1 · 10−5cm3cm−2s−1.
Prova di permeabilità a fine consolidazione
Conclusa la fase di consolidazione elettrosmotica, il provino viene sottoposto ad una ulteriore
prova di permeabilità al fine di poter valutare l’effettiva riduzione della stessa dopo la fase di
consolidazione elettrosmotica.
In Figura 6.30 viene mostrata la prova di permeabilità effettuata. Il valore che il coeffi-
ciente di permeabilità raggiunge alla fine della prova è di circa 1 · 10−7ms−1.
M. Cigagna 125
ii
“tesi” — 2007/4/24 — 18:43 — page 126 — #146
i
i
i
i
i
i
6.5 Risultati della sperimentazione
0 5 10 15 20 25
Tempo [ore]
0.0
5.0×10-6
1.0×10-5
1.5×10-5
2.0×10-5
2.5×10-5
Fl
us
so
 in
 u
sc
ita
 [c
m3
 
cm
-
2  
s-
1 ]
Figura 6.29: Terreno C - Flusso di fluido in uscita dalla colonna in fase di
consolidazione elettrocinetica nel tempo.
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Figura 6.30: Terreno C - Calcolo del coefficiente di permeabilità del campione
alla fine della prova.
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6. Consolidazione indotta dai processi elettrosmotici
6.6 Considerazioni finali
L’obiettivo di questa sperimentazione è stato l’investigazione della variazione della pressio-
ne all’interno di un mezzo poroso a bassa permeabilità causata sia dall’applicazione di una
pressione statica, che genera all’interno del mezzo un flusso idrodinamico (flusso di con-
solidazione), sia dall’applicazione di un campo elettrico, che genera invece sovrappressioni
causate dal movimento elettrosmotico dell’acqua (flusso elettrosmotico) nel mezzo poroso.
La sperimentazione descritta è stata condotta per poter sperimentare una situazione
di reale condizione di utilizzo della tecnica elettrosmotica in un bacino di decantazione dei
sterili di flottazione. In cui la reale applicabilità può avvenire solo in porzioni ristrette del
bacino quale, ad esempio, il fondo. La situazione che si è voluta simulare in laboratorio
è stata l’applicazione del fenomeno elettrosmotico in uno strato di terreno al di sotto del
piano di campagna, con una condizione iniziale di stress imposta dalla colonna di terreno
sovrastante.
La sperimentazione ha avuto inoltre l’obiettivo di valutare l’effettiva diminuzione della
permeabilità del terreno dopo il trattamento elettrosmotico.
Questa caratteristica, che è stata confermata dai risultati sperimentali, sia per quanto
riguarda il Terreno A che per quanto riguarda il Terreno B, potrebbe essere efficacemente
sfruttata nella realizzazione di sistemi di impermeabilizzazione in situ, nel fondo dei bacini di
raccolta degli sterili di flottazione.
E’ già stato messo in evidenza infatti, che la maggior parte dei bacini di decantazione
esistenti non possiede sistemi di impermeabilizzazione di fondo.
La diminuzione della permeabilità, del grado di consolidazione e dell’indice dei vuoti,
ottenibili con lo sfruttamento dei processi elettrosmotici implica in generale un miglioramen-
to delle caratteristiche geotecniche dei fanghi di flottazione. Questo aspetto può essere
efficacemente sfruttato nelle operazioni di consolidamento degli argini.
Per quanto riguarda la sperimentazione condotta sul Terreno A, si è ottenuto una ridu-
zione del coefficiente di permeabilità del terreno da 0.5 · 10−6ms−1 a 1 · 10−8ms−1 con
una riduzione di un ordine di grandezza.
Mentre per quanto riguarda il Terreno B, il coefficiente di permeabilità varia da 7·10−6ms−1,
prima dell’inizio della prova, a 1 · 10−7ms−1 alla fine della prova. La riduzione ottenuta è
pari a circa un ordine di grandezza.
I risultati ottenuti sono stati soddisfacenti e permettono di valutare la possibilità di utilizzo
di questa tecnologia al pari di quelle tradizionali.
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CAPITOLO 7
Analisi numerica degli effetti dell’applicazione di un campo
elettrico sui moti di falda
In questo capitolo vengono presentati i principali modelli matematici di riferimento per il
fenomeno della consolidazione elettrosmotica, ovvero il fenomeno fisico in cui il flusso
generato da un gradiente idraulico, si sovrappone al flusso generato dall’applicazione
di un gradiente.
Successivamente alla formulazione del modello matematico di riferimento, viene pre-
sentata la sua formulazione numerica e lo schema adottato per la sua risoluzione.
7.1 Introduzione
Le simulazioni numeriche sono di grande importanza nell’ingegneria e nella scienza, per-
ché offrono soluzioni ai problemi teorici e matematici che descrivono fenomeni fisici anche
complessi. Questo è particolarmente vero quando non è possibile trovare soluzioni in for-
ma analitica delle equazioni matematiche, come nel caso delle equazioni differenziali alle
derivate parziali.
Le simulazioni numeriche possono essere utilizzate per collegare gli sviluppi teorici del
fenomeno con i risultati sperimentali ottenuti in laboratorio, oppure per valutare l’influenza di
alcuni parametri sul sistema fisico che si intende rappresentare, oppure ancora possono es-
sere utilizzati per effettuare test di validità delle formulazioni teoriche sulla base di valutazioni
quantitative. Un modello numerico, dopo essere stato testato e validato, può essere utilizza-
to per l’analisi e lo sviluppo del progetto di applicazioni reali. Può infine essere utilizzato per
lo sviluppo di nuove idee e applicazioni.
La difficoltà di carattere analitico che la descrizione della consolidazione elettrosmotica
comporta, sono dovute essenzialmente al carattere transitorio del fenomeno, all’accoppia-
mento esistente tra campo elettrico, regime delle pressioni interstiziali e campo di defor-
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7.1 Introduzione
mazione, alla non linearità e alla possibile eterogeneità dei materiali costituenti il volume
significativo di terreno interessato dall’applicazione. Infine, ulteriori complicazione derivano
dalla disposizione geometrica degli elettrodi. Tali complessità possono essere superate, al-
meno in parte, mediante il ricorso ai metodi numerici e in particolare al metodo degli elementi
finiti.
Applicazioni allo studio della consolidazione elettrocinetica in campo lineare, nelle ipotesi
di Terzaghi-Rendulic di disaccoppiamento tra il regime delle pressioni interstiziali e campo di
deformazione, sono già state formulate in passato [??].
In questa sede viene affrontato il problema dell’accoppiando fra il regime delle pressioni
interstiziali e la distribuzione del campo elettrico, in un mezzo poroso omogeneo ed isotropo.
Le difficoltà della modellazione dei processi di flusso elettrosmotico e di flusso idrauli-
co accoppiati, sono connesse al numero ed alla complessità dei fenomeni fisici e chimici
che vengono coinvolti; tale complessità si riflette sugli strumenti (modelli matematici) che si
scelgono per rappresentarla.
Per questo motivo i modelli matematici che sono stati sviluppati in questo campo sono, in
genere, idonei a risolvere solo casi semplificati, che considerano solo una parte dei possibili
casi. In generale tenere conto di un elevato numero di fenomeni, significa non potersi più
accontentare di modelli matematici semplificati.
La complessità dei modelli matematici porta verso la loro risoluzione mediante metodi
numerici, che permettono la simulazione quantitativa dei fenomeni in tempi ragionevoli.
L’uso di strumenti numerici deve sempre avvenire col massimo della cautela e con un
giusto grado d’esperienza e senza la pretesa di sostituire i metodi della comune pratica
ingegneristica ma anzi, di fornire un valido e utile supporto, permettendo di ricostruire ed
esaminare una grande mole di scenari possibili.
I metodi numerici consistono, essenzialmente, nel suddividere (discretizzare) il dominio
in cui le equazioni sono definite, attraverso un reticolo di calcolo a maglie di dimensione e
forma costanti o variabili e nel calcolare, con riferimento ai nodi di detto reticolo per inter-
valli di tempo discreti, i valori che ne approssimano l’esatta soluzione. Tra questi quelli che
vengono utilizzati nelle applicazioni sono:
• il metodo delle differenze finite;
• il metodo degli elementi finiti;
• il metodo dei volumi finiti;
• il metodo delle caratteristiche.
Per la risoluzione delle equazioni del flusso idrodinamico in un mezzo saturo e del flusso
elettrosmotico si è scelto di utilizzare il metodo agli elementi finiti triangolari.
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7. Analisi numerica degli effetti dell’applicazione di un campo elettrico sui moti di falda
7.2 Modelli matematici del flusso Elettrosmotico e Idrodi-
namico
I processi coinvolti nel fenomeno della consolidazione elettrocinetica si possono ricondurre
essenzialmente a due: il flusso elettrosmotico, generato dall’applicazione di un gradiente di
potenziale in corrente elettrica continua e il flusso idrodinamico, generato invece dall’appli-
cazione di un gradiente di potenziale idraulico.
Nel seguito verranno analizzati i processi nei loro aspetti matematici, al fine arrivare alla
formulazione di un modello matematico unico del fenomeno.
Il flusso di un fluido all’interno di un mezzo poroso è descritto attraverso la legge di Darcy,
che può essere scritta in termini vettoriali come:
vh = −Kh · ∇H (7.1)
dove vh è la velocità del fluido, H è il carico idraulico totale e Kh è la permeabilità del
mezzo poroso.
Il flusso di fluido indotto dall’applicazione di un campo elettrico, attraverso un mezzo
poroso, può essere espresso nella medesima forma del flusso idraulico, essendo entrambe
flussi di potenziale. ? introduce l’equazione del flusso elettrosmotico attraverso l’equazione:
ve = −Ke · ∇Φ (7.2)
dove ve è la velocità elettrosmotica del fluido, Φ è il potenziale applicato e Ke è la permea-
bilità elettrosmotica del mezzo poroso.
Gli studi teorici [?] e sperimentali [?] hanno dimostrato che il flusso idraulico (Equazione
7.1) e quello elettrosmotico (Equazione 7.2) possono essere sovrapposti. Da questo deriva
la generalizzazione della legge di Darcy (valida per il caso di conduzione elettrica ed idraulica
accoppiata in un mezzo poroso saturo).
v = −Kh · ∇H −Ke · ∇Φ (7.3)
Il flusso di corrente elettrica attraverso un mezzo in cui viene applicato un potenziale Φ
può essere espresso attraverso la legge di Ohm come:
je =
1
ρ
· ∇Φ (7.4)
dove je è il flusso di corrente elettrica, 1ρ è la conduttività elettrica e Φ è il potenziale
applicato.
Al flusso di corrente elettrica generato dall’applicazione di un gradiente di potenziale, de-
ve essere sommato il flusso di corrente elettrica (jh) generato dall’applicazione del gradiente
idraulico. Tale contributo, come dimostrato da ? è direttamente proporzionale al potenziale
idrostatico applicato attraverso la costante di proporzionalità G.
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7.2 Modelli matematici del flusso Elettrosmotico e Idrodinamico
Inoltre la costante di proporzionalitàG ha le stesse dimensioni della costante di permea-
bilità elettrosmotica ke [?].
jh = G · ∇H (7.5)
L’equazione 7.4 e l’equazione 7.5 possono essere sommate per la sovrapposizione degli
effetti per ottenere il flusso totale di corrente elettrica, ottenendo in tal modo la legge di ohm
generalizzata (valida per il caso di conduzione elettrica ed idraulica accoppiata in un mezzo
poroso saturo).
j = G · ∇H +
1
ρ
· ∇Φ (7.6)
La descrizione matematica del problema si completa con la formulazione delle equazioni di
continuità. Per la risoluzione di un problema totalmente accoppiato in cui sia il potenzia-
le idraulico che quello elettrico dipendono dal tempo le equazioni di continuità si possono
scrivere come:
∇ · v = X11
∂H
∂t
+X12
∂Φ
∂t
(7.7)
∇ · j = X21
∂H
∂t
+X22
∂Φ
∂t
(7.8)
Sostituendo nell’Equazione 7.7 le espressioni della velocità (Equazione 7.3) e del flusso
elettrico (Equazione 7.6), si ottiene:
Kh∇
2H +Ke∇
2Φ = X11
∂H
∂t
+X12
∂Φ
∂t
(7.9)
G∇2H +
1
ρ
∇2Φ = X21
∂H
∂t
+X22
∂Φ
∂t
Dalla teoria della consolidazione di Terzaghi [?], il coefficiente X11 è identificato come
mvγw dove mv è il coefficiente di consolidazione e γw è la massa volumica dell’acqua.
I coefficiente X22 rappresenta la capacità elettrica per unità di volume (Cp), ovvero
rappresenta la carica elettrica immagazzinata per unità di volume di mezzo poroso.
Per quanto riguarda i coefficienti X12 e X21 è stato dimostrato [?] che non danno un
contributo significativo nella risoluzione delle equazioni e per questo motivo possono essere
posti uguali a zero.
Tenendo conto di queste ultime considerazioni il sistema può essere espresso come:
Kh∇
2H +Ke∇
2Φ = mvγw
∂H
∂t
(7.10)
G∇2H +
1
ρ
∇2Φ = Cp
∂Φ
∂t
(7.11)
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7. Analisi numerica degli effetti dell’applicazione di un campo elettrico sui moti di falda
7.3 Formulazione del modello numerico
Per la risoluzione numerica dei modelli matematici presentati nella sezione precedente (Se-
zione 7.2), è stato utilizzato uno schema ad elementi finiti per la discretizzazione spaziale
(metodo di Galerkin) ed uno schema alle differenze finite per la discretizzazione temporale.
Le equazioni che descrivono il fenomeno sono state presentate nella sezione 7.2 (Equa-
zioni 7.9) nella loro forma matematica più generale. Tali equazioni ammettono le le seguenti
condizioni al contorno:
• Condizioni iniziali
– H(xi, 0) = H¯(xi)
– Φ(xi, 0) = Φ¯(xi)
• al Condizioni al contorno
– Dirichlet (definite su ΓD)
∗ H(xi, t) = H¯(xi, t)
∗ Φ(xi, t) = Φ¯(xi, t)
– Neumann (definite su ΓN )
∗ (Kh∇H +Ke∇Φ) · n¯ = q
N
h
∗ (G∇H + 1
ρ
∇Φ) · n¯ = qNe
G
D
G
N
W
Figura 7.1: Dominio di calcolo delle ODE.
La soluzione numerica delle Equazioni 7.9 in un dominio bidimensionale Ω (Figura 7.1) è
un’approssimazione (Hˆ(x, y, t) = [Hˆ1, Hˆ2, ..., HˆN ] e Φˆ(x, y, t) = [Φˆ1, Φˆ2, ..., ΦˆN ]) della
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7.3 Formulazione del modello numerico
soluzione esatta del problema (H(x, y, t) e Φ(x, y, t)), ottenuta discretizzando il dominio
in N nodi e Ne elementi di forma triangolare. Tale approssimazione può essere espressa
come:
H(x, y, t) ' Hˆ =
N∑
g=1
Hˆg(t)Ng(x, y) (7.12)
Φ(x, y, t) ' Φˆ =
N∑
g=1
Φˆg(t)Ng(x, y)
La prima delle equazioni 7.12 esprime la combinazione lineare tra le funzioni di forma
(Ng(x, y)) e la pressione incognita nei nodi (Hˆi); mentre la seconda delle equazioni 7.12
esprime la combinazione lineare tra le funzioni di forma e il potenziale elettrico incognito ai
nodi (ΦˆN ).
Dopo i necessari svolgimenti matematici1, le equazioni possono essere riscritte nella
forma:
N∑
p=1
HˆR∗11 +
N∑
p=1
ΦˆR∗12 −
∂Hˆ
∂t
R∗t11 −
∂Φˆ
∂t
R∗t12 = 0 (7.13)
N∑
p=1
HˆR∗21 +
N∑
p=1
ΦˆR∗22 −
∂Hˆ
∂t
R∗t21 −
∂Φˆ
∂t
R∗t22 = 0 (7.14)
ed in forma matriciale:
[
R∗11 R
∗
12
R∗21 R
∗
22
]
·
[
Hˆ
Φˆ
]
=
[
R∗t11 R
∗t
12
R∗t21 R
∗t
22
]
·
[
∂Hˆ
∂t
Φˆ
∂t
]
(7.15)
I coefficienti delle equazioni possono essere espressi come:
1Per l’analisi matematica completa si faccia riferimento all’Appendice C
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7. Analisi numerica degli effetti dell’applicazione di un campo elettrico sui moti di falda
R∗11 =
NE∑
e=1
Kh
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (7.16)
R∗12 =
NE∑
e=1
Ke
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (7.17)
R∗21 =
NE∑
e=1
Gei,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (7.18)
R∗22 =
NE∑
e=1
(
1
ρ
)e ∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (7.19)
R∗t11 =
NE∑
e=1
Xe11
∫
Ωe
Ng ·NldΩe (7.20)
R∗t12 =
NE∑
e=1
Xe12
∫
Ωe
Ng ·NldΩe (7.21)
R∗t21 =
NE∑
e=1
Xe21
∫
Ωe
Ng ·NldΩe (7.22)
R∗t22 =
NE∑
e=1
Xe22
∫
Ωe
Ng ·NldΩe (7.23)
Per quanto riguarda l’integrazione nel tempo la variabile H può essere scritta come:
∂H
∂t
'
Hk+1 −Hk
∆t
oppure come:
Hk+ν = νHk+1 + (1 + ν)Hk
sostituendo nel sistema di Equazioni 7.13 ottengo:
Hˆk+1
(
νR∗11 −
1
∆t
R∗t11
)
+ Φˆk+1
(
νR∗12 −
1
∆t
R∗t12
)
=
= Hˆk
(
(ν − 1)R∗11 −
1
∆t
R∗t11
)
+ Φˆk
(
(ν − 1)R∗12 −
1
∆t
R∗t12
)
(7.24)
Hˆk+1
(
νR∗21 −
1
∆t
R∗t21
)
+ Φˆk+1
(
νR∗22 −
1
∆t
R∗t22
)
=
= Hˆk
(
(ν − 1)R∗21 −
1
∆t
R∗t21
)
+ Φˆk
(
(ν − 1)R∗22 −
1
∆t
R∗t22
)
(7.25)
infine raggruppando i termini comuni in coefficienti si ottiene:[
R11 R12
R21 R22
]
·
[
Hˆ
Φˆ
]
=
[
B1
B2
]
(7.26)
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in cui i coefficienti sono rappresentati da:
R11 =
(
νR∗11 −
1
∆t
R∗t11
)
(7.27)
R12 =
(
νR∗12 −
1
∆t
R∗t12
)
(7.28)
R21 =
(
νR∗21 −
1
∆t
R∗t21
)
(7.29)
R22 =
(
νR∗22 −
1
∆t
R∗t22
)
(7.30)
B1 = Hˆ
k
(
(ν − 1)R∗11 −
1
∆t
R∗t11
)
+ Φˆk
(
(ν − 1)R∗12 −
1
∆t
R∗t12
)
(7.31)
B2 = Hˆ
k
(
(ν − 1)R∗21 −
1
∆t
R∗t21
)
+ Φˆk
(
(ν − 1)R∗22 −
1
∆t
R∗t22
)
(7.32)
La risoluzione del sistema lineare a cui si è pervenuti (Equazione 7.26) consente di
ottenere le variabili incognite ricercate su ogni nodo delle mesh di calcolo.
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CAPITOLO 8
Implementazione del codice numerico
In questo capitolo viene descritto il procedimento che ha portato all’implementazione
del codice di calcolo. Tale codice, scritto interamente nel linguaggio Fortran 77, risolve
i modelli matematici e le equazioni numeriche descritti nel Capitolo 7.
Vengono inoltre presentati i principali test eseguiti per verificare la correttezza numerica
del codice.
8.1 Il codice di calcolo implementato
Il codice implementato è stato scritto nel linguaggio FORTRAN 77. Il diagramma di flusso
del codice viene riportato in Figura 8.1.
I parametri geometrici in input al codice, riguardano le dimensioni, la forma e l’orien-
tamento del dominio di calcolo. Tale dominio viene discretizzato in un reticolo di elementi
triangolari connessi tramite i loro vertici (nodi) mediante il software-free TRIANGLE1.
Il reticolo di discretizzazione (mesh) è descritto mediante le coordinate di tutti i suoi nodi
e mediante le connettività dei triangoli, cioè vengono specificate per ciascun triangolo i nodi
che gli appartengono.
I parametri fisici in input all’equazione di Darcy generalizzata (Equazione 7.3) sono: la
permeabilità idraulica e la permeabilità elettrosmotica, mentre i parametri fisici in input al-
l’equazione di Ohm generalizzata (Equazione 7.6) sono: la costante di proporzionalità G
(considerata uguale alla permeabilità elettrosmotica) e la conduttività elettrica 1
ρ
.
I parametri che caratterizzano il fenomeno nel transitorio (dipendenza dal tempo) sono:
per la prima equazione, il prodotto tra il coefficiente di consolidazione (mv) e la massa vo-
lumica dell’acqua γw ([?]), mentre per la seconda equazione la capacità elettrica per unità
1TRIANGLE - A Two-Dimensional Quality Mesh Generator and Delaunay Triangulator - J. R. Shewchuk Computer
Science Division - University of California at Berkeley.
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8.1 Il codice di calcolo implementato
Inizializzazione
Start
Input da file
Set up
condizioni iniziali
Assembla topologia
globale
Stampa risultati
parziali
Set up
condizioni al contorno
Input da file
Output file
t<t finale
     t = t + dt
Assembla il sistema 
globale
calcola la soluzione
update condizioni
al contorno
si
no
Stampa risultati
finali
Output file
Stop
Figura 8.1: Diagramma di flusso del codice implementato.
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8. Implementazione del codice numerico
di volume (Cp), che rappresenta la carica elettrica immagazzinata per unità di volume di
mezzo poroso.
Tali parametri vengono assegnati agli elementi triangolari della discretizzazione, su tutto
il dominio di calcolo ed è quindi possibile definire zone con caratteristiche sia idrauliche che
elettriche differenti.
La risoluzione numerica del sistema di equazioni, attraverso l’esecuzione del codice di
calcolo implementato, produce i campi di velocità, di pressione e del potenziale elettrico, su
tutto il dominio per ogni passo temporale considerato.
La visualizzazione dei risultati è stata ottenuta col software PLOTMTV2 che riproduce i
risultati numeri in forma grafica (campi vettoriali o curve di isovalore).
8.2 I test del codice
Per verificare il corretto funzionamento del codice di calcolo implementato, si sono effettuati
diversi test. L’obiettivo dei test è la verifica della correttezza del codice nell’assemblaggio del
sistema e nella risoluzione delle due equazioni accoppiate.
Prescindendo dalla natura fisica del fenomeno, il sistema di equazioni che il modello
numerico è in grado di risolvere può essere riscritto come:
A11∇
2α+A12∇
2β = X11
∂α
∂t
+X12
∂β
∂t
(8.1)
A21∇
2α+A22∇
2β = X21
∂α
∂t
+X22
∂β
∂t
con A11,A12,A21,A22,X11,X12,X21,X22 parametri delle equazioni.
I test sono stati effettuati utilizzando un dominio quadrato di lato 4 cm, discretizzato
mediante una mesh regolare di lato 1cm in 25 nodi e in 32 triangoli. I test effettuati son stati
i seguenti:
• inversione dei parametri delle due variabili;
• disaccoppiamento delle equazioni e confronto con un modello numerico che risolve
l’equazione del flusso saturo.
8.2.1 Scambio dei parametri
In questo primo test vengono scambiati i parametri associati alle due variabili α e β in en-
trambe le equazioni. La soluzione numerica del sistema così invertito dovrebbe dare luogo
ad uno scambio tra le soluzioni.
2plotmtv - fast multi-purpose plotting program for X11.
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Figura 8.2: Distribuzione delle variabili con parametri non invertiti.
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(b) Variabile β
Figura 8.3: Distribuzione delle variabili con parametri invertiti.
I parametri utilizzati nelle equazioni vengono di seguito elencati.
A11 ⇐⇒ A12
X11 ⇐⇒ X12 (8.2)
A21 ⇐⇒ A22
X21 ⇐⇒ X22
I run del codice con i parametri invertiti verifica le ipotesi di correttezza nell’assembla-
mento della matrice, se anche i risultati vengono invertiti.
Come si può verificare del confronto tra la Figura 8.2 e la Figura 8.3, il campo soluzione
della variabile α coincide perfettamente con il campo soluzione della variabile β nel secondo
test. Da questo si può dedurre il corretto funzionamento del codice.
8.2.2 Disaccoppiamento delle variabili
In questo test le due variabili vengono risolte in modo indipendente. Tale disaccoppiamento
viene realizzato imponendo uguali a zero i parametri associati alla variabile β nella prima
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8. Implementazione del codice numerico
equazione e i parametri associati alla variabile α nella seconda equazione.
Il sistema si riduce al seguente (Equazione 8.3).
A11∇
2α = X11
∂α
∂t
(8.3)
A22∇
2β = X22
∂β
∂t
Ciascuna delle due equazioni, ha la stessa forma matematica dell’equazione del flusso in un
mezzo saturo, che può essere scritta come:
K∇2H = SS
∂H
∂t
(8.4)
dove H è l’altezza idraulica, SS è il coefficiente di storage e K è la conducibilità idraulica.
Per questo motivo si è testato il codice confrontando i risultati con quelli ottenuti utilizzan-
do un modello numerico che risolve l’equazione del flusso saturo (SAT2D [?]), già validato e
testato in varie occasioni.
I parametri utilizzati sono qui di seguito elencati:
A11 = A22 = K
X11 = X22 = Ss (8.5)
A12 = A21 = 0
X12 = X21 = 0
Come si può osservare dall’esame della Figura 8.4 i campi soluzione delle due varia-
bili del sistema (α e β) sono identici e sono uguali alla soluzione dell’equazione del flusso
ottenuta mediante un’altro codice di calcolo (SAT2D).
8.2.3 Influenza delle condizioni al contorno di tipo idraulico
In questo test si è voluta studiare e mettere in evidenza l’influenza delle condizioni di dre-
naggio all’anodo e al catodo sulla distribuzione della pressione neutra all’interno del dominio
di studio. Il dominio di calcolo rettangolare (240cm x 90 cm) utilizzato per questo test è stato
discretizzato attraverso una mesh triangolare strutturata (Figura 8.5) in 350 nodi e 432 ele-
menti. I test che vengono presentati sono due; nel primo caso viene permesso il drenaggio
sia dal catodo che dall’anodo, mentre nel secondo viene permesso il drenaggio sono dal
catodo.
Queste due condizioni di flusso sono state ottenute imponendo delle adeguate condizioni
al contorno di tipo idraulico, mentre rimangono invariati nei due casi sia i parametri utilizzati
(riassunti in Tabella 8.1) sia le condizioni al contorno del campo elettrico.
Il tempo di simulazione totale è stato impostato pari a 72 giorni con un passo di calcolo
pari a 360 secondi.
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Figura 8.4: Confronto tra le variabili disaccoppiate e i risultati numerici
l’equazione del flusso saturo.
z
x240cm
90 cm
Figura 8.5: Dominio di calcolo utilizzato.
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8. Implementazione del codice numerico
Tabella 8.1: Parametri fisici utilizzati nel modello.
Parametro Valore
Permeabilità idraulica Kh 1 · 10−5
[cm · s−1]
Permeabilità elettrosmotica Ke 1 · 10−4
[cm2 · s · V −1]
Resistività elettrica ρ 1 · 10−1
[Ohm · cm−1]
Modulo edometrico (mv · γw) 1 · 10−6
[cm−1]
Capacità elettrica Cp 1 · 102
[Farad · cm3]
Impermeabile
Impermeabile
Nododi Dirichlet
(a) Condizioni idrauliche
CatodoAnodo
(b) Condizioni elettriche
Figura 8.6: Condizioni al contorno per il flusso idraulico (a) e per il flusso
elettrosmotico (b) nel caso di Anodo e Catodo aperti.
Catodo e Anodo aperti
In questo primo test viene permesso il drenaggio sia dall’anodo che dal catodo.
Le condizioni al contorno imposte nel modello sono di due tipi: flusso idraulico e flusso
elettrocinetico. Per quanto riguarda le condizioni al contorno di tipo idraulico (Figura 8.6-a):
• H = 90cm per x=0 e per x=240;
mentre per quanto riguarda le condizioni al contorno del flusso elettrocinetico (Figura 8.6-b):
• Φ = 240 V per x = 0;
• Φ = 0 per x = 240.
Catodo aperto e Anodo chiuso
Nel secondo test viene permesso il drenaggio solo dal catodo, mentre viene posto una
condizioni di impermeabilità all’anodo.
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Impermeabile
Impermeabile
Nododi Dirichlet
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(a) Condizioni idrauliche
CatodoAnodo
(b) Condizioni elettriche
Figura 8.7: Condizioni al contorno per il flusso idraulico (a) e per il flusso
elettrosmotico (b) nel caso in cui solo il catodo è aperto.
Anche in questo caso vengono imposte le condizioni al contorno sia per il flusso idraulico
che per il flusso elettrocinetico.
Le condizioni al contorno di tipo elettrico (Figura 8.7-b) vengono mantenute uguali al
caso precedente (vedi 8.2.3), ovvero:
• Φ = 240 per x = 0;
• Φ = 0 per x = 240.
mentre per quanto riguarda le condizioni al contorno ti tipo idraulico, viene imposta l’imper-
meabilità dell’anodo, che risulta in tal modo chiuso, e si permette al flusso di fuoriuscire dal
dominio solo attraverso il contorno del catodo (Figura 8.7-a):
• H = 90cm per x=0;
I risultati del test sull’influenza delle condizioni idrauliche
I risultati, pur riguardando un dominio bidimensionale, vengono rappresentati in grafici bi-
dimensionali lungo sezioni longitudinali del dominio di calcolo, visto che il caso di studio è
simmetrico lungo l’asse delle x.
I risultati della simulazione vengono proposti come grafici dell’andamento della pressione
e del potenziale elettrico in funzione della distanza dal catodo (x=0).
Viene inoltre proposto la distribuzione del campo di velocità all’interno del dominio di
studio in entrambi i casi proposti.
Tali risultati possono essere paragonati ai risultati analitici reperibili in letteratura [??].
Il caso di studio è stato impostato per mettere in evidenza solo gli effetti dell’applicazione
dell’elettrosmosi, infatti, in assenza di potenziale elettrico applicato la pressione sull’intero
dominio risulta uguale alla pressione idrostatica applicata sia nel contorno sia come condi-
zione iniziale, pari a 9 kPa. Quindi l’aumento della pressione dell’acqua all’interno del mezzo
poroso è da associare unicamente all’applicazione del campo elettrico.
Dall’esame della Figura 8.8 si può osservare il differente comportamento del sistema
fisico all’applicazione di un potenziale elettrico.
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Figura 8.8: Andamento delle pressioni in funzione della distanza dal catodo.
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Figura 8.9: Distribuzione del potenziale elettrico in funzione della distanza dal
catodo.
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Figura 8.10: Distribuzione della velocità all’interno del dominio.
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Si può notare come nel caso in cui il sistema sia completamente aperto (sia all’anodo
che al catodo) (Figura 8.8-a), il flusso elettrosmotico all’interno del mezzo poroso induce
una sovrappressione iniziale in corrispondenza dell’anodo. Tale sovrappressione si dissipa
al passare del tempo di applicazione del potenziale, fino a raggiungere valori prossimi allo
zero al raggiungimento dello stato stazionario. Si può inoltre notare che il potenziale elettrico
vedi (Figura 8.9-b), inizialmente nullo, aumenta in tutto il dominio fino a stabilizzarsi con un
andamento lineare, minimo al catodo e massimo all’anodo.
Nel secondo caso di studio, cioè nel caso in cui viene permessa la filtrazione soltanto
attraverso il catodo mentre l’anodo rimane chiuso, si può notare (Figura 8.8-b) come l’ap-
plicazione del campo elettrico induca nel mezzo poroso una sovrappressione negativa in
corrispondenza dell’anodo. Tale sovrappressione aumenta proporzionalemente al tempo,
fino a stabilizzarsi in una distribuzione lineare decrescente.
La distribuzione del potenziale elettrico (vedi Figura 8.9-b) mostra invece un comporta-
mento simile al caso in cui sia l’anodo che il catodo siano aperti.
Il diverso comportamento nei riguardi della distribuzione delle pressioni all’interno del
mezzo poroso, giustifica la distribuzione delle velocità all’interno del dominio di calcolo. Tali
velocità sono dirette, come ci si aspetta, dall’anodo verso il catodo, e sono costanti su tutto
il dominio nel caso in cui sia il catodo che l’anodo siano aperti. Non sono invece costanti
nel caso in cui solo il catodo sia aperto. Si può infatti notare come in questo ultimo caso le
velocità siano prossime allo zero in prossimità dell’anodo.
Per poter effettuare un ragionamento più completo sull’andamento delle velocità nel tem-
po è necessario richiamare la formula del flusso totale (Darcy generalizzato) (Equazione
8.6). Essa mette infatti in evidenza come il flusso elettrosmotico totale sia dato dalla som-
ma di due termini, il primo direttamente proporzionare al gradiente di potenziale idraulico,
mentre il secondo direttamente proporzionale al gradiente del potenziale elettrico.
v = −Kh · ∇H −Ke · ∇Φ (8.6)
dove si è indicato con H il potenziale idraulico, con Φ il potenziale elettrico, con Kh la
conducibilità idraulica e infine con Ke la permeabilità elettrosmotica.
Dall’esame degli andamenti temporali dei due contributi alla velocità totale, mostrati in
Figura 8.11 si può notare che:
• in entrambi i casi la velocità totale raggiunge uno stato stazionario;
• il contributo alla velocità totale del flusso elettrosmotico è costante nei due casi, questo
significa che il flusso elettrosmotico è indipendente dalle condizioni al contorno di tipo
idraulico;
• l’anodo chiuso induce una sovrappressione negativa al fluido nei mezzi porosi;
• la velocità totale del flusso è molto inferiore nel caso di anodo chiuso.
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Figura 8.11: Andamento della velocità elettrosmotica al catodo (x=0 del
dominio di calcolo).
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Figura 8.12: Influenza del rapporto tra la permeabilità elettrosmotica e la
permeabilità idraulica.
8.2.4 Analisi parametrica
Successivamente alla verifica del corretto funzionamento del codice, si è proceduto ad ese-
guire un’analisi parametrica, facendo variare i parametri che maggiormente influenzano i
processi coinvolti.
Per effettuare tale analisi è stato impiegato lo stesso dominio di calcolo utilizzato per la
verifica del corretto funzionamento del codice (Figura 8.5 a pagina 142)
La prima analisi è stata effettuata facendo variare il rapporto tra la permeabilità elet-
trosmotica e la permeabilità idraulica, effettuando tre casi test. In Figura 8.12 vengono
visualizzati i risultati delle simulazioni effettuate.
Il flusso elettrocinetico, proporzionale alla massima pressione neutra generata dall’ap-
plicazione del gradiente elettrico, è rilevante solo quando la permeabilità idraulica del ter-
reno è inferiore o al limite uguale alla permeabilità elettrosmotica. L’evidenza degli effetti
del trattamento aumenta al diminuire del rapporto tra la permeabilità elettrosmotica e quella
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8.2 I test del codice
idraulica.
In definitiva quest’analisi mette in risalto che il trattamento elettrocinetico, può essere
utilizzato in modo soddisfacente solo in terreni in cui la permeabilità idraulica sia minore o al
limite uguale alla permeabilità elettrosmotica. La conducibilità elettrica del terreno, espressa
come l’inverso della resistività elettrica (ρ), influenza com’è ovvio il processo elettrosmotico.
Come messo in evidenza dalla Figura 8.13 all’aumentare della conducibilità elettrica del
terreno, aumentano i valori di pressione massima raggiunta e quindi in altri termini aumenta
l’efficienza del trattamento elettrosmotico.
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Figura 8.13: Influenza della conducibilità elettrica del terreno.
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CAPITOLO 9
Validazione del codice di calcolo
In questo Capitolo vengono presentati i risultati della validazione del codice di calcolo
attraverso il confronto e l’interpretazione dei dati sperimentali ottenuti ed esposti nei
Capitoli 5 e 6.
9.1 Introduzione
La validazione del codice numerico di calcolo implementato e descritto del Capitolo 8 e stata
effettuata simulando le condizioni fisiche utilizzate nella sperimentazione in laboratorio e
confrontando i dati ottenuti con misurati sperimentalmente (Capitoli 5 e 6).
Per valutare la corretta risposta del modello alle condizioni al contorno, simulate durante
le sperimentazione, si è cercato di modellare le condizioni operative utilizzate nella fase
di sperimentazione, sia per quando riguarda i processi idraulici sia per quanto riguarda i
processi elettrici.
Le sperimentazioni eseguite sono due: la prima effettuata su una cella a volume costan-
te, in cui sia l’anodo che il catodo sono drenanti, la seconda su una colonna elettrosmotica
a volume variabile con il catodo drenante e l’anodo impermeabile.
I confronti effettuati per la valutazione sono stati quindi due:
• Test di validazione 1;
• Test di validazione 2.
Il primo test di validazione si basa sulla simulazione e sul confronto dei dati numerici con
quelli misurati nella sperimentazione a volume costante (Capitolo 5), mentre il secondo test
di validazione si basa sul confronto tra i dati numerici e quelli sperimentali ottenuti nella
sperimentazione a volume variabile (Capitolo 6).
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9.2 Test di validazione 1
Figura 9.1: Dominio di calcolo utilizzato.
9.2 Test di validazione 1
Il primo passo della costruzione del modello numerico è la ricostruzione della geometria della
cella cilindrica di altezza 30cm e diametro 6cm (vedi Paragrafo 6.2).
Il dominio scelto, per la simmetria cilindrica della cella, è rettangolare (dominio bidimen-
sionale) con lato maggiore di 30cm e lato minore 6cm.
Tale dominio (vedi Figura 9.1) è stato discretizzato mediante una mesh strutturata di
elementi triangolari di uguale dimensione; sono stati utilizzati 360 triangoli e 217 nodi.
Dopo aver ricostruito la geometria della cella, vengono ricreate le condizioni fisiche in cui
si trova il terreno all’interno della cella, mediante l’imposizione delle condizioni al contorno.
Per quanto riguarda le condizioni idrauliche, considerando che la cella è stata utilizzata
con l’asse orizzontale e che il fluido contenuto nelle camere (anodica e catodica) si trova
sempre allo stesso livello, si può imporre l’assenza di gradiente idraulico.
Mentre per quanto riguarda le condizioni elettriche viene imposto tra l’anodo e il catodo
un gradiente elettrico pari a 1V cm−1.
I parametri fisici, che caratterizzano il terreno (riassunti in Tabella 9.1) sono stati ricavati
dalle prove sperimentali.
Il tempo di simulazione è stato scelto uguale alla durata della sperimentazione elettros-
motica ovvero 200 ore.
I risultati della simulazione numerica vengono visualizzati attraverso una rappresentazio-
ne cartesiana lungo l’asse di simmetria del modello geometrico.
La Figura 9.2 mostra la distribuzione della pressione neutra all’interno del provino di
terreno durante il trattamento simulato. Si può notare come la pressione neutra abbia un
andamento non lineare per tutta la durata della prova. Si può inoltre osservare come il
valore massimo della sovrappressione creata dal flusso elettrosmotico (circa 15kPa), trasli
all’interno del provino dall’anodo fino ad una posizione centrale, per poi diminuire con il
tempo sino ad annullarsi al raggiungimento dello stato stazionario.
Per quanto riguarda invece la distribuzione della tensione, in riferimento alla Figura 9.3,
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9. Validazione del codice di calcolo
Tabella 9.1: Parametri fisici utilizzati per il confronto nel test 1.
Parametro Valore
Permeabilità idraulica Kh 1 · 10−6
[cm · s−1]
Permeabilità elettrosmotica Ke 1.5 · 10−5
[cm2 · s · V −1]
Resistività elettrica ρ 1 · 10−1
[Ohm · cm−1]
Modulo edometrico (mv · γw) 8.08 · 10−6
[cm−1]
Capacità elettrica Cp 1 · 102
[Farad · cm3]
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Figura 9.2: Distribuzione della pressione neutra nel dominio di calcolo.
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Figura 9.3: Distribuzione della tensione nel dominio di calcolo.
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Figura 9.4: Confronto tra il flusso di fluido in uscita dalla cella.
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9. Validazione del codice di calcolo
si può osservare un andamento non lineare per tutta la durata della simulazione, fino al rag-
giungimento dello stato stazionario, in cui la distribuzione raggiunge un andamento lineare.
Il confronto con la sperimentazione è stato effettuato in termini di flusso elettrosmotico in
uscita dal catodo. La Figura 9.4 mostra il risultato del confronto con le prove effettuate per il
fango di flottazione durante la sperimentazione a volume costante.
Si può osservare come il flusso elettrosmotico calcolato con il modello numerico, rispec-
chi quello misurato in fase sperimentale nella prova ”A - 0”, ovvero la prova effettuata in
assenza di ioni nella soluzione elettrolita. Questo in accordo con le equazioni assunte come
modello matematico di riferimento, in cui non si tiene conto della forza ionica in soluzione.
9.3 Test di validazione 2
Il secondo test di validazione effettuato mira invece alla simulazione del fenomeno nelle
condizioni imposte durante la sperimentazione a volume variabile (vedi Capitolo 6).
La colonna elettrosmotica utilizzata durante la sperimentazione ha simmetria cilindrica,
con lunghezza pari a 24cm e diametro pari a 8cm.
Anche in questo caso è stato utilizzato un dominio bidimensionale, sovrapponibile all’as-
se di simmetria della cella.
Il dominio rettangolare utilizzato (vedi Figura 9.5), avente lato maggiore pari a 24cm
e lato minore pari a 8cm, è stato discretizzato in 384 elementi triangolari di dimensione
costante e 225 nodi.
Le condizioni al contorno al modello numerico simulano quelle della fase sperimentale,
sia dal punto di vista idraulico che dal punto di vista elettrico.
Per quanto riguarda le condizioni idrauliche, si considera come unico elemento filtran-
te quello in corrispondenza del catodo, mentre l’anodo viene posto impermeabile. Viene
inoltre imposta una condizione di pressione neutra costante, sempre e solo al catodo, di
400kPa, uguale quindi alla pressione neutra applicata attraverso il sistema di applicazione
delle pressioni neutre in fase sperimentale.
Le condizioni al contorno di tipo elettrico, vengono mantenute costanti, ed uguali a quelle
imposte nel test di validazione precedente, viene dunque imposto un gradiente elettrico, tra
anodo e catodo, pari a 1V cm−1.
I parametri fisici utilizzati, in input al modello, (riassunti in Tabella 9.1) sono stati ricavati
dalle prove sperimentali effettuate sul terreno trattato.
La Figura 9.6 mostra la distribuzione della pressione neutra all’interno del provino di
terreno durante il trattamento simulato. Si può notare come la pressione neutra mostri un
andamento non lineare per tutta la durata della prova. Si può inoltre osservare l’instaurarsi
di una pressione neutra negativa in prossimità dell’anodo, generata dalla presenza del flusso
elettrosmotico e dell’anodo chiuso, pari a circa −15kPa.
Per quanto riguarda invece la distribuzione della tensione, in riferimento alla Figura 9.7,
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9.3 Test di validazione 2
Figura 9.5: Dominio di calcolo utilizzato.
Tabella 9.2: Parametri fisici utilizzati per il confronto nel test 2.
Parametro Valore
Permeabilità idraulica Kh 1 · 10−5
[cm · s−1]
Permeabilità elettrosmotica Ke 1 · 10−4
[cm2 · s · V −1]
Resistività elettrica ρ 1 · 10−1
[Ohm · cm−1]
Modulo edometrico (mv · γw) 1 · 10−6
[cm−1]
Capacità elettrica Cp 1 · 102
[Farad · cm3]
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Figura 9.6: Distribuzione della pressione neutra nel dominio di calcolo.
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Figura 9.7: Distribuzione della tensione nel dominio di calcolo.
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Figura 9.8: Confronto tra il flusso di fluido in uscita dalla cella.
si può osservare un andamento non lineare per tutta la durata della simulazione, fino al rag-
giungimento dello stato stazionario, in cui la distribuzione raggiunge un andamento lineare.
Il confronto con la sperimentazione è stato effettuato in termini di flusso elettrosmotico in
uscita dal catodo. La Figura 9.4 mostra il risultato del confronto con le prove effettuate per il
fango di flottazione durante la sperimentazione a volume costante.
Si può osservare come il flusso elettrosmotico calcolato con il modello numerico, rispec-
chi quello misurato in fase sperimentale nella prova effettuata sul fango di flottazione.
9.4 Considerazioni finali
Come documentato in letteratura, l’andamento della distribuzione della tensione elettrica,
all’interno della colonna di terreno trattata è fortemente non lineare durante la prima fase
del trattamento ([??]). Il comportamento del modello durante la fase finale del trattamento
(tensione elettrica lineare) è risultato in accordo con le equazioni utilizzate, ma leggermente
in disaccordo con il comportamento reale del processo. Questa differenza è dovuta al mo-
vimento degli ioni prodotti dall’idrolisi dell’acqua, sia all’anodo che al catodo, che determina
una diminuzione dello zeta potenziale ed una conseguente diminuzione del flusso elettro-
smotico. Tale diminuzione è anche associata alla variazione della conducibilità elettrica al-
l’interno del terreno trattato, condizione di cui non si è tenuto conto nell’implementazione del
codice di calcolo.
Anche la distribuzione della pressione neutra all’interno del provino mostra un andamen-
to non lineare. Questo risultato era atteso visto l’andamento non lineare della distribuzione
della tensione elettrica.
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9. Validazione del codice di calcolo
I confronti effettuati in termini di flusso elettrosmotico, sia nel test di validazione 1 che nel
test di validazione 2, mostrano un corretto funzionamento del codice nell’interpretazione del
fenomeno fisico.
Ciò dimostra la validità del modello matematico assunto per l’interpretazione dei feno-
meni fisici, seppure con le dovute approssimazioni adottate.
M. Cigagna 157
ii
“tesi” — 2007/4/24 — 18:43 — page 158 — #178
i
i
i
i
i
i
9.4 Considerazioni finali
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CAPITOLO 10
Conclusioni
Le caratteristiche geotecniche dei materiali contenuti nei bacini di decantazione degli sterili
di flottazione, si riflettono sia sulla stabilità degli argini di contenimento sia sulle possibilità di
flusso delle acque inquinate verso l’esterno del bacino.
Le peculiarità di questi bacini ed in particolare le loro considerevoli dimensioni rendono
non economici gli interventi di bonifica. Per questo si rendono necessari interventi di messa
in sicurezza permanente, consistente nell’isolamento idraulico dell’intero bacino, attraverso
la costituzione di sistemi barriera impermeabili che impediscono la dispersione delle acque
inquinate nell’ambiente circostante.
La ricerca è stata incentrata sulla sperimentazione di sistemi di costruzione delle barriere
impermeabili dei bacini di decantazione.
Sono stati proposti, studiati e testati i metodi elettrocinetici per la formazione di barrie-
re impermeabili e per la creazione di barriere elettrocinetiche di contenimento delle acque
contaminate.
Queste tecniche, indubbiamente costose, costituiscono valide soluzioni ai problemi am-
bientali indotti dai grandi bacini di decantazione.
Lo studio è stato sviluppato in tre fasi:
1. Misura della costante di permeabilità elettrosmotica con l’ausilio di un’apparecchiatura
sperimentale in cui il volume del campione rimane costante.
2. Studio della consolidazione indotta dai processi elettrocinetici mediante una sperimen-
tazione con cella a volume variabile.
3. Sviluppo di un modello numerico bidimensionale, capace di simulare il moto dei fluidi in
un mezzo poroso, dovuto alla contemporanea applicazione di un gradiente idraulico e
di un gradiente elettrico e sua validazione attraverso la comparazione dei dati numerici
con quelli misurati durante la fase sperimentale.
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La prima parte della sperimentazione elettrosmotica è stata sviluppata utilizzando una
cella in cui il volume del campione rimane costante durante il trattamento, con l’obiettivo
della misura del coefficiente di permeabilità elettrosmotica dei fanghi contenuti nei bacini di
decantazione (Capitolo 5, pagina 69).
E’ stato ottenuto un flusso elettrosmotico in un fango di flottazione senza aggiunta di
additivi chimici, a dimostrazione dell’idoneità della tecnica per il trattamento della particolare
tipologia di terreno.
Il flusso elettrosmotico ottenuto con il fango di flottazione, senza aggiunta di sali nella
soluzione elettrolita, (test A - 0), è stato pari a 0.05cm3cm−2s−1. L’aggiunta di sale nella
soluzione elettrolita ha aumentato il flusso elettrosmotico in uscita dalla cella fino a valori pari
a circa 0.08cm3cm−2s−1, con un miglioramento pari a circa il 60%.
Il campo di variabilità della permeabilità elettrosmotica misurata nei test condotti nel fan-
go di flottazione (Terreno A), è compreso tra 1.5·10−5cm2V −1s−1 e 2.5·10−5cm2V −1s−1,
in accordo con i dati reperibili in letteratura per i terreni argillosi.
Il trattamento elettrosmotico modifica i parametri geotecnici del terreno in modo non uni-
forme tra anodo e catodo. Nelle prove condotte sul fango di flottazione si è misurato una
riduzione dell’indice dei vuoti pari a circa il 30% ed una uguale riduzione del contenuto
d’acqua.
Il confronto con la consolidazione tradizionale, anche se effettuato sotto ipotesi abba-
stanza restrittive, ha messo in evidenza in termini di tempo di consolidazione, la reale possi-
bilità di utilizzo di questa tecnica nella stabilizzazione dei fanghi di flottazione in tempi molto
più brevi di quelli della consolidazione tradizionale. I tempi in cui si raggiunge il 90% della
consolidazione, vengono ridotti dal trattamento elettrocinetico dell’80%.
La valutazione economica ha messo in evidenza costi di esercizio sostenibili.
Si può concludere considerando che l’utilizzo delle tecniche elettrocinetiche, nei bacini
di decantazione dei fanghi di processo, riduce il tempo necessario al raggiungimento delle
condizioni di messa in sicurezza accelerando i processi di consolidazione.
La seconda parte della sperimentazione ha avuto l’obiettivo di investigare l’evoluzione
della pressione neutra all’interno di un mezzo poroso a bassa permeabilità, causata sia
dall’applicazione di un carico statico, che genera all’interno del mezzo un flusso idrodinamico
(flusso di consolidazione), sia dall’applicazione di un campo elettrico, che genera invece
sovrappressioni causate dal movimento elettrosmotico dell’acqua (flusso elettrosmotico) nel
mezzo poroso (vedi Capitolo 6, pagina 99).
La situazione simulata in laboratorio è quella di uno strato di terreno situato al di sot-
to del piano di campagna, con una condizione di stress imposta dalla colonna di terreno
sovrastante.
In queste condizioni è stata valutata la diminuzione della permeabilità del terreno otteni-
bile a seguito di un trattamento elettrosmotico.
Questo effetto, confermato dai risultati sperimentali, è la base per la realizzazione di
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10. Conclusioni
sistemi di impermeabilizzazione in situ, nel fondo dei bacini di raccolta degli sterili di flotta-
zione.
La diminuzione della permeabilità, del grado di consolidazione e dell’indice dei vuoti,
ottenibili con l’attivazione dei processi elettrosmotici, implica in generale un miglioramen-
to delle caratteristiche geotecniche dei fanghi di flottazione. Questo aspetto può essere
efficacemente utilizzato nelle operazioni di consolidamento degli argini.
Per quanto riguarda la sperimentazione condotta sul fango di flottazione (Terreno A), si
è ottenuto una riduzione del coefficiente di permeabilità del terreno da 0.5 · 10−6ms−1 a
1 · 10−8ms−1 con una riduzione di un ordine di grandezza.
I risultati ottenuti sono stati soddisfacenti e permettono di valutare la possibilità di utilizzo
di questa tecnologia.
La parte finale dello studio ha riguardato lo sviluppo di un modello numerico bidimen-
sionale, basato su modelli matematici già formulati in passato. Tale modello è in grado
di simulare l’accoppiamento del moto idrodinamico di un acquifero con il moto causato
dall’applicazione di un campo elettrico (Capitolo 7, pagina 129 e Capitolo 8, pagina 137).
Lo sviluppo del modello numerico è stato effettuato per poter fornire un valido strumento
di progettazione degli interventi di messa in sicurezza dei bacini di decantazione degli sterili
di flottazione, basati sull’applicazione di barriere elettrocinetiche. L’applicazione di queste
tecniche permette il contenimento del flusso di contaminante e nello stesso tempo riducono
il coefficiente di permeabilità dei fanghi stessi, creando delle barriere impermeabili.
Il modello implementato è stato poi validato attraverso il confronto con i risultati speri-
mentali (Capitolo 9, pagina 149).
Come documentato in letteratura, l’andamento della distribuzione della tensione elettrica,
all’interno della colonna di terreno trattata, è fortemente non lineare durante la prima fase
del trattamento [??]. Il comportamento del modello durante la fase finale del trattamento
(tensione elettrica lineare) è risultato in accordo con le equazioni utilizzate, ma leggermente
in disaccordo con il comportamento reale osservato. Questa differenza è probabilmente do-
vuta al movimento degli ioni prodotti dall’idrolisi dell’acqua, sia all’anodo che al catodo, che
determina una diminuzione dello zeta potenziale ed una conseguente diminuzione del flusso
elettrosmotico. Tale diminuzione è anche associata alla variazione della conducibilità elettri-
ca all’interno del terreno trattato, condizione di cui non si è tenuto conto nell’implementazione
del codice di calcolo.
Anche la distribuzione della pressione neutra all’interno del provino mostra un anda-
mento non lineare. Questo risultato era atteso, considerato l’andamento non lineare della
distribuzione della tensione elettrica.
I confronti effettuati in termini di flusso elettrosmotico, mostrano un corretto funzionamen-
to del codice nell’interpretazione del fenomeno fisico.
Ciò dimostra che anche con le approssimazioni adottate, il modello matematico simula
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correttamente i fenomeni fisici che si sviluppano durante la consolidazione indotta dall’elet-
trocinesi.
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APPENDICE A
Caratterizzazione geotecnica dei materiali utilizzati
In questo appendice vengono presentate le prove geotecniche di caratterizzazione
effettuate sui materiali oggetto della sperimentazione.
A.1 Terreno A
A.1.1 Massa volumica del solido
La determinazione della massa volumica del solido è stata effettuata con il metodo del
picnometro a petrolio.
In Tabella A.1 viene riportata l’analisi effettuata.
Peso picnometro 114.18g
Peso picnometro + petrolio 314.78g
Peso picnometro + petrolio + materiale 373.21g
Lettura volume petrolio 0.3cm3
Lettura volume petrolio + terreno 19.1cm3
Variazione massa 58.43g
Variazione volume 18.8cm3
Tabella A.1: Determinazione del peso specifico del grano.
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A.1 Terreno A
Diametro [µm] Passante [%] Diametro [µm] Passante [%] Diametro [µm] Passante [%]
300 0.965 30 0.537 3 0.051
250 0.961 25 0.438 2 0.048
200 0.955 20 0.307 1.5 0.043
150 0.939 15 0.175 1 0.039
100 0.919 10 0.132 0.8 0.036
80 0.855 8 0.093 0.6 0.037
60 0.791 6 0.077 0.5 0.039
50 0.709 5 0.065 0.4 0.049
40 0.608 4 0.057
Tabella A.2: Distribuzione granulometrica terreno A
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Figura A.1: Curva granulometrica terreno A
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A. Caratterizzazione geotecnica dei materiali utilizzati
A.1.2 Analisi granulometrica
A.1.3 Prova edometrica
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A.1 Terreno A
tempo (s) t rel (s) t0.5 trasd. (mm) σ(kPa) Hi hirel (mm) hi% hi (mm)
10 10 3.16 4.14 0.55 20 0 0 0
20 20 4.47 4.16 0.55 20 0.01 0.39 0.01
30 30 5.47 4.16 0.55 20 0.01 0.39 0.01
40 40 6.32 4.17 0.55 20 0.03 0.59 0.03
50 50 7.07 4.17 0.55 20 0.03 0.59 0.03
60 60 7.74 4.16 0.55 20 0.02 0.4 0.02
70 70 8.36 4.17 0.55 20 0.03 0.59 0.03
170 170 13.03 4.18 0.55 20 0.03 0.79 0.03
270 270 16.43 4.18 0.55 20 0.03 0.79 0.03
370 370 19.23 4.18 0.55 20 0.03 0.79 0.03
470 470 21.67 4.18 0.55 20 0.03 0.79 0.03
570 570 23.87 4.18 0.55 20 0.03 0.79 0.03
670 670 25.88 4.18 0.55 20 0.03 0.79 0.03
1610 1610 40.12 4.18 0.55 20 0.03 0.79 0.03
2610 2610 51.08 4.18 0.55 20 0.03 0.79 0.03
3610 3610 60.08 4.18 0.55 20 0.03 0.79 0.03
13610 13610 116.7 4.17 0.55 20 0.03 0.59 0.03
23610 23610 153.7 4.16 0.55 20 0.02 0.4 0.02
33610 33610 183.3 4.17 0.55 20 0.03 0.59 0.03
43610 43610 208.8 4.16 0.55 20 0.02 0.4 0.02
53610 53610 231.5 4.17 0.55 20 0.03 0.59 0.03
63610 63610 252.2 4.16 0.55 20 0.02 0.4 0.02
73610 73610 271.3 4.2 0.55 19.9 0.06 1.19 0.06
83610 83610 289.2 4.19 0.55 20 0.05 1 0.05
83620 10 289.2 4.28 1.1 19.9 0 0 0.14
83630 20 289.2 4.28 1.1 19.9 0 0 0.14
83640 30 289.2 4.29 1.1 19.9 0.01 0.2 0.15
83650 40 289.2 4.29 1.1 19.9 0.01 0.2 0.15
83660 50 289.2 4.29 1.1 19.9 0.01 0.2 0.15
83670 60 289.3 4.29 1.1 19.9 0.01 0.2 0.15
83680 70 289.3 4.29 1.1 19.9 0.01 0.2 0.15
83780 170 289.4 4.3 1.1 19.8 0.01 0.39 0.16
83880 270 289.6 4.3 1.1 19.8 0.01 0.39 0.16
83980 370 289.8 4.3 1.1 19.8 0.01 0.39 0.16
84080 470 290 4.3 1.1 19.8 0.01 0.39 0.16
84180 570 290.1 4.3 1.1 19.8 0.01 0.39 0.16
84220 610 290.2 4.3 1.1 19.8 0.01 0.39 0.16
85220 1610 291.9 4.31 1.1 19.8 0.02 0.59 0.17
86220 2610 293.6 4.31 1.1 19.8 0.02 0.59 0.17
87220 3610 295.3 4.32 1.1 19.8 0.03 0.79 0.18
97220 13610 311.8 4.32 1.1 19.8 0.03 0.79 0.18
107220 23610 327.4 4.32 1.1 19.8 0.03 0.79 0.18
continua nella pagina successiva
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A. Caratterizzazione geotecnica dei materiali utilizzati
continua dalla pagina precedente
tempo (s) t rel (s) t0.5 trasd. (mm) σ(kPa) Hi hirel (mm) hi% hi (mm)
117220 33610 342.4 4.33 1.1 19.8 0.05 1 0.19
127220 43610 356.7 4.33 1.1 19.8 0.05 1 0.19
137220 53610 370.4 4.33 1.1 19.8 0.05 1 0.19
147220 63610 383.7 4.33 1.1 19.8 0.05 1 0.19
157220 73610 396.5 4.33 1.1 19.8 0.05 1 0.19
157230 10 396.5 4.43 2.2 19.7 0 0 0.29
157240 20 396.5 4.45 2.2 19.7 0.01 0.22 0.31
157250 30 396.5 4.45 2.2 19.7 0.01 0.22 0.31
157260 40 396.6 4.46 2.2 19.7 0.03 0.33 0.32
157270 50 396.6 4.46 2.2 19.7 0.03 0.33 0.32
157280 60 396.6 4.46 2.2 19.7 0.03 0.33 0.32
157290 70 396.6 4.46 2.2 19.7 0.03 0.33 0.32
157390 170 396.7 4.47 2.2 19.7 0.03 0.44 0.33
157490 270 396.9 4.47 2.2 19.7 0.03 0.44 0.33
157590 370 397 4.48 2.2 19.7 0.05 0.55 0.34
157690 470 397.1 4.48 2.2 19.7 0.05 0.55 0.34
157790 570 397.2 4.48 2.2 19.7 0.05 0.55 0.34
157830 610 397.3 4.48 2.2 19.7 0.05 0.55 0.34
158830 1610 398.5 4.49 2.2 19.7 0.06 0.66 0.35
159830 2610 399.8 4.5 2.2 19.6 0.07 0.77 0.36
160830 3610 401 4.5 2.2 19.6 0.07 0.77 0.36
170830 13610 413.3 4.52 2.2 19.6 0.08 1 0.38
180830 23610 425.2 4.52 2.2 19.6 0.08 1 0.38
190830 33610 436.8 4.52 2.2 19.6 0.08 1 0.38
200830 43610 448.1 4.52 2.2 19.6 0.08 1 0.38
210830 53610 459.2 4.52 2.2 19.6 0.08 1 0.38
220830 63610 469.9 4.52 2.2 19.6 0.08 1 0.38
230830 73610 480.4 4.52 2.2 19.6 0.08 1 0.38
230840 10 480.5 4.66 4.4 19.5 0 0 0.52
230850 20 480.5 4.68 4.4 19.5 0.01 0.16 0.54
230860 30 480.5 4.69 4.4 19.5 0.03 0.25 0.55
230870 40 480.5 4.69 4.4 19.5 0.03 0.25 0.55
230880 50 480.5 4.69 4.4 19.5 0.03 0.25 0.55
230890 60 480.5 4.7 4.4 19.4 0.04 0.33 0.56
230900 70 480.5 4.7 4.4 19.4 0.04 0.33 0.56
231010 180 480.6 4.71 4.4 19.4 0.05 0.41 0.57
231110 280 480.7 4.71 4.4 19.4 0.05 0.41 0.57
231210 380 480.8 4.72 4.4 19.4 0.05 0.49 0.58
231310 480 480.9 4.72 4.4 19.4 0.05 0.49 0.58
231410 580 481.1 4.72 4.4 19.4 0.05 0.49 0.58
231440 610 481.1 4.73 4.4 19.4 0.07 0.58 0.59
232440 1610 482.1 4.74 4.4 19.4 0.08 0.66 0.6
233440 2610 483.2 4.74 4.4 19.4 0.08 0.66 0.6
continua nella pagina successiva
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A.2 Terreno B
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Figura A.2: Prova di compressione edometrica - Terreno A
continua dalla pagina precedente
tempo (s) t rel (s) t0.5 trasd. (mm) σ(kPa) Hi hirel (mm) hi% hi (mm)
234440 3610 484.2 4.75 4.4 19.4 0.08 0.74 0.61
244440 13610 494.4 4.77 4.4 19.4 0.1 0.91 0.63
254440 23610 504.4 4.77 4.4 19.4 0.1 0.91 0.63
264440 33610 514.2 4.77 4.4 19.4 0.1 0.91 0.63
274440 43610 523.9 4.77 4.4 19.4 0.1 0.91 0.63
284440 53610 533.3 4.77 4.4 19.4 0.1 0.91 0.63
294440 63610 542.6 4.77 4.4 19.4 0.1 0.91 0.63
304440 73610 551.8 4.78 4.4 19.4 0.12 1 0.64
314440 83610 560.7 4.78 4.4 19.4 0.12 1 0.64
A.2 Terreno B
A.2.1 Analisi Granulometrica
168 M. Cigagna
ii
“tesi” — 2007/4/24 — 18:43 — page 169 — #189
i
i
i
i
i
i
A. Caratterizzazione geotecnica dei materiali utilizzati
Diametro [µm] Passante [%] Diametro [µm] Passante [%] Diametro [µm] Passante [%]
1000 93.32 25 55.84 3 24.77
420 75.29 20 52.72 2 20.48
355 72.73 15 48.43 1.5 17.68
80 64.03 10 42.84 1 13.13
60 62.79 8 39.85 0.8 10.4
50 61.88 6 35.49 0.6 7.54
40 60.58 5 32.5 0.5 6.18
30 57.98 4 28.8 0.4 4.68
Tabella A.3: Distribuzione granulometrica terreno B
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Figura A.3: Curva granulometrica terreno B
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A.3 Terreno C
A.3 Terreno C
A.3.1 Analisi Granulometrica
Trattenuto Passante
- + Lordo [g] Tara [g] Netto [g] % Netto [g] %
125 134.42 133.88 0.54 5.6% 9.02 4%
125 63 177.43 175.19 2.24 23.4% 6.78 70.9%
63 20 173.69 172.92 0.77 8.1% 6.01 62.9%
20 169.04 163.03 6.01 62.9% 0 0.0%
Tabella A.4: Distribuzione granulometrica terreno C
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A. Caratterizzazione geotecnica dei materiali utilizzati
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Figura A.4: Distribuzione granulometrica terreno C - Istogramma
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A.3 Terreno C
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APPENDICE B
Caratterizzazione mineralogica
In questo appendice vengono presentati i diffrattogrammi eseguiti sui terreno oggetto
della tesi ai fini della loro caratterizzazione mineralogica.
B.1 Terreno A
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B.1 Terreno A
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B. Caratterizzazione mineralogica
B.2 Terreno B
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B.2 Terreno B
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B. Caratterizzazione mineralogica
B.3 Terreno C
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B.3 Terreno C
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APPENDICE C
Formulazione numerica agli elementi finiti
In questo appendice viene presentata la trattazione matematica completa che ha por-
tato alla formulazione numerica delle equazioni che descrivono i fenomeni fisici trattati
nella Sezione 7.2.
C.1 Integrazione spaziale
Le equazioni analitiche, che esprimono il modello matematico del fenomeno, e che devono essere integrate sono
espresse da:
Kh∇
2H +Ke∇
2Φ = X11
∂H
∂t
+X12
∂Φ
∂t
(C.1)
G∇2H +
1
ρ
∇2Φ = X21
∂H
∂t
+X22
∂Φ
∂t
Tali equazioni ammettono le soluzioni al contorno del tipo:
• Condizioni iniziali
– H(xi, 0) = H¯(xi)
– Φ(xi, 0) = Φ¯(xi)
• al Condizioni al contorno
– Dirichlet (definite su ΓD)
∗ H(xi, t) = H¯(xi, t)
∗ Φ(xi, t) = Φ¯(xi, t)
– Newman (definite su ΓN )
∗ (Kh∇H +Ke∇Φ) · n¯ = q
N
h
∗ (G∇H + 1
ρ
∇Φ) · n¯ = qNe
La soluzione numerica delle Equazioni C.1 in un dominio bidimensionale Ω (Figura C.1) è un’approssimazio-
ne (Hˆ(x, y, t) = [Hˆ1, Hˆ2, ..., HˆN ] e Φˆ(x, y, t) = [Φˆ1, Φˆ2, ..., ΦˆN ]) della soluzione esatta del problema
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C.1 Integrazione spaziale
G
D
G
N
W
Figura C.1: Dominio di calcolo.
Figura C.2: Elemento della mesh di forma triangolare.
(H(x, y, t) e Φ(x, y, t)), ottenuta discretizzando il dominio in N nodi e Ne elementi di forma triangolare. Tale
approssimazione può essere espressa come:
H(x, y, t) ' Hˆ =
N∑
g=1
Hˆg(t)Ng(x, y) (C.2)
Φ(x, y, t) ' Φˆ =
N∑
g=1
Φˆg(t)Ng(x, y)
La prima delle equazioni C.2 esprime la combinazione lineare tra le funzioni di forma (Ng(x, y)) e la pressione
incognita nei nodi (Hˆi); mentre la seconda delle equazioni C.2 esprime la combinazione lineare tra le funzioni di
forma e il potenziale elettrico incognito ai nodi (ΦˆN ).
Le funzioni di forma Ng(x, y) vengono definite, per degli elementi di forma triangolare (in riferimento alla
Figura C.2), come:
Nu =
(au + bux+ cuy)
2∆e
(C.3)
dove ∆e è la superficie del i-esimo triangolo della mesh di nodi u, v e w.
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C. Formulazione numerica agli elementi finiti
I coefficienti della funzione di forma vengono definiti come:
au = xvyw − xwyv
bu = yv − yw
cu = xw − xv
L’errore, o il residuo, rappresenta l’approssimazione derivante dall’utilizzo del metodo degli elementi finiti. Tale
residuo può essere calcolato come differenza tra la soluzione esatta (Equazioni C.1) e la soluzione approssimata
(Equazioni C.2, ovvero:
M1(Hˆ, Φˆ) = Kh∇
2Hˆ +Ke∇
2Φˆ−X11
∂Hˆ
∂t
−X12
∂Φˆ
∂t
6= 0 (C.4)
M2(Hˆ, Φˆ) = G∇
2Hˆ +
1
ρ
∇2Φˆ−X21
∂Hˆ
∂t
−X22
∂Φˆ
∂t
6= 0
Al fine di minimizzare l’errore, ovvero il residuo, viene imposta l’ortogonalità tra il residuo (M1 e M2) e le funzioni
lineari di forma (Ng), in conformità al metodo di Galerkin.∫
Ω
M1(Hˆ, Φˆ) ·Ng(x, y)dΩ = 0 g = 1, . . . , N (C.5)∫
Ω
M2(Hˆ, Φˆ) ·Ng(x, y)dΩ = 0 g = 1, . . . , N
La linearità delle funzioni di forma porterebbe all’annullamento dei termini che contengono una doppia derivazione,
per questo motivo viene applicato a tali termini il lemma di Green.
∫
Ω
∂
∂xi
(
Khi,j
∂Hˆ
∂xj
)
·Ng(x, y)dΩ =
=
∫
Γ
Khi,j
∂Hˆ
∂xj
· n¯ ·Ng(x, y)dΓ +
∫
Ω
Khi,j
∂Hˆ
∂xj
∂Ng(x, y)
∂xi
dΩ g = 1, . . . , N (C.6)
Dove si è indicato con n¯ il coseno direttore della normale uscente alla frontiera Γ.
Applicando ora il lemma di Green alle Equazioni C.5 otteniamo:
∫
Ω
Khi,j
∂Hˆ
∂xj
∂Ng
∂xi
+Kei,j
∂Φˆ
∂xj
∂Ng
∂xi
+
−X11
∂Hˆ
∂t
·Ng(xi)−X12
∂Φˆ
∂t
·Ng(xi)dΩ = 0 g = 1, . . . , N
∫
Ω
Gi,j
∂Hˆ
∂xj
∂Ng
∂xi
+
1
ρ
∂Φˆ
∂xj
∂Ng
∂xi
+
−X21
∂Hˆ
∂t
·Ng(xi)−X22
∂Φˆ
∂t
·Ng(xi)dΩ = 0 g = 1, . . . , N (C.7)
Ricordando le Equazioni C.2 e integrando sull’intero dominio, tenendo presente la discretizzazione spaziale
del dominio Ω in NE triangoli di area Ωe si ottiene:
N∑
l=1
Hˆ

NE∑
e=1
Kh
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe

 + N∑
l=1
Φˆ

NE∑
e=1
Ke
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe

+
−
∂Hˆ
∂t

NE∑
e=1
Xe11
∫
Ωe
Ng ·NldΩe

 − ∂Φˆ
∂t

NE∑
e=1
Xe12
∫
Ωe
Ng ·NldΩe

 = 0 g = 1, . . . , N (C.8)
N∑
l=1
Hˆ

NE∑
e=1
G
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe

 + N∑
l=1
Φˆ

NE∑
e=1
(
1
ρ
)e ∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe

+
−
∂Hˆ
∂t

NE∑
e=1
Xe21
∫
Ωe
Ng ·NldΩe

 − ∂Φˆ
∂t

NE∑
e=1
Xe22
∫
Ωe
Ng ·NldΩe

 = 0 g = 1, . . . , N (C.9)
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C.2 Integrazione temporale
Raccogliendo i termini simili in coefficienti, come indicato nel seguito:
R∗11 =
NE∑
e=1
Kh
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (C.10)
R∗12 =
NE∑
e=1
Ke
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (C.11)
R∗21 =
NE∑
e=1
G
e
i,j
∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (C.12)
R∗22 =
NE∑
e=1
(
1
ρ
)e ∫
Ωe
∂Ng
∂xj
∂Nl
∂xi
dΩe (C.13)
R∗t11 =
NE∑
e=1
Xe11
∫
Ωe
Ng ·NldΩe (C.14)
R∗t12 =
NE∑
e=1
Xe12
∫
Ωe
Ng ·NldΩe (C.15)
R∗t21 =
NE∑
e=1
Xe21
∫
Ωe
Ng ·NldΩe (C.16)
R∗t22 =
NE∑
e=1
Xe22
∫
Ωe
Ng ·NldΩe (C.17)
Il sistema di equazioni diventa quindi:
N∑
p=1
HˆR∗11 +
N∑
p=1
ΦˆR∗12 −
∂Hˆ
∂t
R∗t11 −
∂Φˆ
∂t
R∗t12 = 0 (C.18)
N∑
p=1
HˆR∗21 +
N∑
p=1
ΦˆR∗22 −
∂Hˆ
∂t
R∗t21 −
∂Φˆ
∂t
R∗t22 = 0 (C.19)
ed in forma matriciale:
[
R∗11 R
∗
12
R∗21 R
∗
22
]
·
[
Hˆ
Φˆ
]
=
[
R∗t11 R
∗t
12
R∗t21 R
∗t
22
]
·
[
∂Hˆ
∂t
Φˆ
∂t
]
(C.20)
C.2 Integrazione temporale
Per quanto riguarda l’integrazione nel tempo la variabile H può essere scritta come:
Hk+ν = νHk+1 + (1 + ν)Hk
e
∂H
∂t
'
Hk+1 −Hk
∆t
sostituendo i termini noti si ottiene:
Hˆk+1
(
νR∗11 −
1
∆t
R∗t11
)
+ Φˆk+1
(
νR∗12 −
1
∆t
R∗t12
)
=
= Hˆk
(
(ν − 1)R∗11 −
1
∆t
R∗t11
)
+ Φˆk
(
(ν − 1)R∗12 −
1
∆t
R∗t12
)
(C.21)
Hˆk+1
(
νR∗21 −
1
∆t
R∗t21
)
+ Φˆk+1
(
νR∗22 −
1
∆t
R∗t22
)
=
= Hˆk
(
(ν − 1)R∗21 −
1
∆t
R∗t21
)
+ Φˆk
(
(ν − 1)R∗22 −
1
∆t
R∗t22
)
(C.22)
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C. Formulazione numerica agli elementi finiti
ora raggruppando i termini comuni nei coefficienti seguenti si ottiene:
R11 =
(
νR∗11 −
1
∆t
R∗t11
)
(C.23)
R12 =
(
νR∗12 −
1
∆t
R∗t12
)
(C.24)
R21 =
(
νR∗21 −
1
∆t
R∗t21
)
(C.25)
R22 =
(
νR∗22 −
1
∆t
R∗t22
)
(C.26)
B1 = Hˆ
k
(
(ν − 1)R∗11 −
1
∆t
R∗t11
)
+ Φˆk
(
(ν − 1)R∗12 −
1
∆t
R∗t12
)
(C.27)
B2 = Hˆ
k
(
(ν − 1)R∗21 −
1
∆t
R∗t21
)
+ Φˆk
(
(ν − 1)R∗22 −
1
∆t
R∗t22
)
(C.28)
ed il sistema lineare finale si riduce a:[
R11 R12
R21 R22
]
·
[
Hˆ
Φˆ
]
=
[
B1
B2
]
(C.29)
La risoluzione del sistema lineare a cui si è pervenuti (Equazione C.29) consente di ottenere le variabili
incognite ricercate su ogni nodo delle mesh di calcolo.
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C.2 Integrazione temporale
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APPENDICE D
Codice numerico
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C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ AREAS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e the area of an element
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE AREAS( IP3 , TRIANL ,X, Z ,ARE)
C
IMPLICIT NONE
INTEGER I , J ,M, I I
INTEGER IP3 (3 ,3 ) ,TRIANL ( 4 )
REAL∗8 A2 , A3
REAL∗8 ARE
REAL∗8 X(∗ ) ,Z(∗ )
C
A2=0.0D0
A3=0.0D0
DO I I =1 ,3
I =TRIANL ( IP3 ( I I , 1 ) )
J=TRIANL ( IP3 ( I I , 2 ) )
M=TRIANL ( IP3 ( I I , 3 ) )
A3=X( I )∗Z( J ) + A3
A2=X( I )∗Z(M) + A2
END DO
ARE=0.5D0∗(A3−A2)
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ AREBAS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e the area of each element , the area assigned to each
C node , and the basis f u n c t i o n c o e f f i c i e n t s .
C Basis f u n c t i o n c o e f f i c i e n t s are d iv ided by 2.
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE AREBAS(N,NT,TRIANG, IP3 , BI , CI ,ARENOD,AREA,AREAR, IAREA ,
1 X, Z , ITERM)
C
IMPLICIT NONE
INTEGER J , IEL , IA1 , IA2 , IA3
INTEGER N,NT, ITERM
INTEGER TRIANG(4 ,∗ ) , IAREA(∗ ) , IP3 (3 ,3 )
REAL∗8 ARE,ARE3,R3
REAL∗8 BI (3 ,∗ ) , CI (3 ,∗ )
REAL∗8 ARENOD(∗ ) ,AREA(∗ ) ,AREAR(∗ ) ,X(∗ ) ,Z(∗ )
C
R3=1.0D0/ 3 . 0D0
CALL INIT0R (N,ARENOD)
DO IEL =1 ,NT
CALL AREAS( IP3 ,TRIANG(1 , IEL ) ,X, Z ,ARE)
CALL BASIS2 ( IP3 ,TRIANG(1 , IEL ) ,X, Z , BI (1 , IEL ) , CI (1 , IEL ) )
IF (ARE .EQ. 0.0D0) THEN
WRITE(66 ,1000) IEL , ( TRIANG( J , IEL ) , J =1 ,3)
CALL CLOSIO( ITERM)
STOP
END IF
ARE3=DABS(ARE)∗R3
IA1=TRIANG(1 , IEL )
IA2=TRIANG(2 , IEL )
IA3=TRIANG(3 , IEL )
ARENOD( IA1 ) =ARENOD( IA1 ) + ARE3
ARENOD( IA2 ) =ARENOD( IA2 ) + ARE3
ARENOD( IA3 ) =ARENOD( IA3 ) + ARE3
IAREA( IEL ) =1
IF (ARE . LT . 0.0D0) THEN
IAREA( IEL )=−1
ARE=−ARE
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END IF
AREA( IEL ) =ARE
AREAR( IEL ) =1.0D0 /ARE
END DO
C
RETURN
1000 FORMAT( / , ’ ERROR IN SUBROUTINE AREBAS: ZERO AREA CALCULATED ’ , / ,
1 ’ AT ELEMENT ’ , I6 , ’ NODE NUMBERS: ’ ,3 I6 )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ASSF2D ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C assemble g loba l s t i f f n e s s and mass matr ices from the l o c a l
C c o n t r i b u t i o n s o f each element : symmetric case , 2D
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE ASSF2D(
$ NT,TRIANG, TRIJAC ,LMASS,
$ SPESS,AREA,AREAR, BI , CI ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t ,
$ KHX, KHZ, KEX, KEZ, GX, GZ,
$ RHOX, RHOZ,
$ X11 , X12 , X21 , X22
$ )
C
IMPLICIT NONE
INTEGER K, L , IEL ,KNOD,LNOD, IND ,MTYPE
INTEGER NT
INTEGER TRIANG(4 ,∗ ) ,TRIJAC(3 ,3 ,∗ )
REAL∗8 SPESS(∗ ) ,AREA(∗ ) ,AREAR(∗ )
REAL∗8 LMASS(3 ,3 ) , BI (3 ,∗ ) , CI (3 ,∗ )
REAL∗8 AKS, AX11 , AX12 , AX21 , AX22
REAL∗8 PKHX, PKHZ, PKEX, PKEZ, PGX, PGZ, PRHOX, PRHOZ,
$ PKHXB, PKHZC, PKEXB, PKEZC, PGXB, PGZC, PRHOXB, PRHOZC
REAL∗8 R11(∗ ) , R12(∗ ) , R21(∗ ) , R22(∗ )
REAL∗8 R11t (∗ ) , R12t (∗ ) , R21t (∗ ) , R22t (∗ )
REAL∗8 KHX(∗ ) , KHZ(∗ ) , KEX(∗ ) , KEZ(∗ ) , GX(∗ ) , GZ(∗ ) ,
$ RHOX(∗ ) , RHOZ(∗ )
REAL∗8 X11(∗ ) , X12(∗ ) , X21(∗ ) , X22(∗ )
C c i c l o su t u t t i g l i e lement i
DO IEL =1 ,NT
MTYPE=TRIANG(4 , IEL )
C TERMINI PER X11 . . . X22 (DERIVATA TEMPORALE)
AX11=AREA( IEL )∗X11 ( IEL )
AX12=AREA( IEL )∗X12 ( IEL )
AX21=AREA( IEL )∗X21 ( IEL )
AX22=AREA( IEL )∗X22 ( IEL )
c TERMINI PER IL LAPLACIANO QUADRO
AKS=AREAR( IEL )∗SPESS(MTYPE)
c K_H
PKHX = KHX( IEL )∗AKS
PKHZ = KHZ( IEL )∗AKS
c K_E
PKEX = KEX( IEL )∗AKS
PKEZ = KEZ( IEL )∗AKS
c G
PGX = GX( IEL )∗AKS
PGZ = GZ( IEL )∗AKS
c RHO
PRHOX = 1 . /RHOX( IEL )∗AKS
PRHOZ = 1 . /RHOZ( IEL )∗AKS
DO K=1 ,3
KNOD=TRIANG(K, IEL )
c K_H
PKHXB = PKHX∗BI (K, IEL )
PKHZC = PKHZ∗CI (K, IEL )
M
.C
ig
ag
n
a
187
ii
“te
si”
—
2007/4/24
—
18
:43
—
p
ag
e
188
—
#208
i
i
i
i
i
i
c K_E
PKEXB = PKEX∗BI (K, IEL )
PKEZC = PKEZ∗CI (K, IEL )
c G
PGXB = PGX∗BI (K, IEL )
PGZC = PGZ∗CI (K, IEL )
c RHO
PRHOXB = PRHOX∗BI (K, IEL )
PRHOZC = PRHOZ∗CI (K, IEL )
DO L=1 ,3
LNOD = TRIANG( L , IEL )
IND = TRIJAC (K, L , IEL )
R11( ind ) = R11( ind ) + PKHXB∗BI ( L , IEL ) +
$ PKHZC∗CI ( L , IEL )
R12( ind ) = R12( ind ) + PKEXB∗BI ( L , IEL ) +
$ PKEZC∗CI ( L , IEL )
R21( ind ) = R21( ind ) + PGXB∗BI ( L , IEL ) +
$ PGZC∗CI ( L , IEL )
R22( ind ) = R22( ind ) + PRHOXB∗BI ( L , IEL ) +
$ PRHOZC∗CI ( L , IEL )
R11t ( ind ) = R11t ( ind ) + AX11∗LMASS(K, L )
R12t ( ind ) = R12t ( ind ) + AX12∗LMASS(K, L )
R21t ( ind ) = R21t ( ind ) + AX21∗LMASS(K, L )
R22t ( ind ) = R22t ( ind ) + AX22∗LMASS(K, L )
END DO
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BASIS2 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e the l o c a l bas is f u n c t i o n c o e f f i c i e n t s .
C Basis f u n c t i o n c o e f f i c i e n t s are d iv ided by 2.
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BASIS2 ( IP3 , TRIANL , X, Z , BIL , CIL )
C
IMPLICIT NONE
INTEGER J ,M, I I
INTEGER IP3 (3 ,3 ) ,TRIANL ( 4 )
REAL∗8 X(∗ ) ,Z(∗ ) , BIL ( 3 ) , CIL ( 3 )
C
DO I I =1 ,3
J=TRIANL ( IP3 ( I I , 2 ) )
M=TRIANL ( IP3 ( I I , 3 ) )
BIL ( I I ) =(Z ( J ) − Z(M) ) ∗0.5D0
CIL ( I I ) =(X(M) − X( J ) ) ∗0.5D0
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BCTRN ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C impose boundary cond i t i ons
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BCTRN(
$ N,NPC,NSTEP,NMC,NNPC,NNMC,TOPOLC,
1 JAC,RMAX,XT5C, lhsp , TNOTIC ,PC,MC1,
2 COEF1C)
c CALL BCTRN(
c $ N, NPC4, NSTEP, NQ4, NNPC4 ,NNQ4, TOP4M,
c $ JA4M, RMAX, XT5 , LHSP, TNOTI , PRESC4, Q4,
c $ R22)
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C
IMPLICIT NONE
INTEGER K, J , IND
INTEGER N,NPC,NSTEP,NMC
INTEGER NNPC(∗ ) ,NNMC(∗ ) ,TOPOLC(∗ ) ,JAC(∗ )
REAL∗8 RMAX
REAL∗8 XT5C(∗ ) ,TNOTIC(∗ ) ,PC(∗ ) ,MC1(∗ ) ,COEF1C(∗ ) ,
$ lhsp (∗ )
C
C save a copy of RHS vec to r before imposing D i r i c h l e t boundary
C cond i t i ons ( needed f o r back−c a l c u l a t i o n o f f l u x e s )
C
CALL VCOPYR(N,XT5C, TNOTIC)
C
C D i r i c h l e t BC’ s
C
DO K=1 ,NPC
J=NNPC(K)
IND=TOPOLC( J )−1
100 IND=IND+1
IF (JAC( IND ) .NE. J ) GO TO 100
TNOTIC( J ) =PC(K) ∗1.0D−9∗RMAX
LHSP(K) =COEF1C( IND )
COEF1C( IND ) =1.0D−9∗RMAX
END DO
C
C Cauchy BC’ s ( t o t a l f l u x i n MC1, advect ive pa r t i n MC2) .
C Since the Cauchy values are taken to be zero a t t ime 0 , we
C use an average f l u x value f o r the f i r s t t ime step .
C
DO K=1 ,NMC
J=NNMC(K)
TNOTIC( J ) =TNOTIC( J ) + MC1(K)
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BCNXT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C i n p u t ( i f necessary ) and i n t e r p o l a t e t ime v a r i a b l e BC’ s f o r the
C next t ime l e v e l
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BCNXT(BCTYPE, IUNIT , IPRT1 ,NP, HTIDIR ,TIMWGT,
1 DIRTIM , DIRINP ,DIRNOD, DIRVAL)
C
IMPLICIT NONE
INTEGER I
INTEGER IUNIT , IPRT1 ,NP, HTIDIR
INTEGER DIRNOD(∗ )
REAL∗8 TIMEIN ,SLOPE, TIM21R ,TIMW1
REAL∗8 TIMWGT
REAL∗8 DIRTIM (∗ ) ,DIRINP (2 ,∗ ) ,DIRVAL(∗ )
CHARACTER∗9 BCTYPE
C
IF ( HTIDIR .NE. 0) GO TO 900
200 IF (TIMWGT . LE . DIRTIM ( 2 ) ) GO TO 300
DIRTIM ( 1 ) =DIRTIM ( 2 )
DO I =1 ,NP
DIRINP (1 , I ) =DIRINP (2 , I )
END DO
READ( IUNIT ,∗ ,END=700) TIMEIN
DIRTIM ( 2 ) =TIMEIN
READ( IUNIT ,∗ ) ( DIRINP (2 , I ) , I =1 ,NP)
GO TO 200
300 IF ( DIRTIM ( 2 ) .GT. DIRTIM ( 1 ) ) THEN
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TIM21R=1.0D0 / ( DIRTIM ( 2 ) − DIRTIM ( 1 ) )
TIMW1=TIMWGT − DIRTIM ( 1 )
DO I =1 ,NP
SLOPE=(DIRINP (2 , I ) − DIRINP (1 , I ) )∗TIM21R
DIRVAL( I ) =DIRINP (1 , I ) + SLOPE∗TIMW1
END DO
ELSE
DO I =1 ,NP
DIRVAL( I ) =DIRINP (2 , I )
END DO
END IF
GO TO 800
C
700 HTIDIR=1
GO TO 300
C
800 CONTINUE
IF ( IPRT1 .GE. 2) THEN
WRITE(66 ,1000) BCTYPE,TIMWGT
WRITE(66 ,1010) ( I ,DIRNOD( I ) ,DIRVAL( I ) , I =1 ,NP)
END IF
C
900 RETURN
1000 FORMAT( / , 2X, A9 , ’ BCs AT TIME ’ ,E10 . 3 , / ,
1 1x , 3 ( ’ # NODE BC VALUE ’ ) )
1010 FORMAT( ( 1X, 3 ( I5 , I6 ,1X,1PE13 . 5 ) ) )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BCONE ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C read and i n i t i a l i z e t ime v a r i a b l e b . c . f o r f i r s t t ime step
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BCONE(BCTYPE, IUNIT , IPRT1 ,NP, HTIDIR ,TIMWGT,DELTAT,
1 DIRTIM , DIRINP ,DIRNOD, DIRVAL)
C
IMPLICIT NONE
INTEGER I
INTEGER IUNIT , IPRT1 ,NP, HTIDIR
INTEGER DIRNOD(∗ )
REAL∗8 TIMEIN ,SLOPE, TIM21R ,TIMW1
REAL∗8 TIMWGT,DELTAT
REAL∗8 DIRTIM(∗ ) ,DIRINP (2 ,∗ ) ,DIRVAL(∗ )
CHARACTER∗9 BCTYPE
C
HTIDIR=0
DIRTIM ( 1 ) =0.0D0
DO I =1 ,NP
DIRINP (1 , I ) =0.0D0
END DO
READ( IUNIT ,∗ ) TIMEIN
IF (DELTAT .GE. 1.0D+10) TIMEIN=0.0D0
DIRTIM ( 2 ) =TIMEIN
READ( IUNIT ,∗ ) ( DIRINP (2 , I ) , I =1 ,NP)
IF (DELTAT .GE. 1.0D+10) GO TO 300
200 IF (TIMWGT . LE . DIRTIM ( 2 ) ) GO TO 300
DIRTIM ( 1 ) =DIRTIM ( 2 )
DO I =1 ,NP
DIRINP (1 , I ) =DIRINP (2 , I )
END DO
READ( IUNIT ,∗ ,END=700) TIMEIN
DIRTIM ( 2 ) =TIMEIN
READ( IUNIT ,∗ ) ( DIRINP (2 , I ) , I =1 ,NP)
GO TO 200
300 IF ( DIRTIM ( 2 ) .GT. DIRTIM ( 1 ) ) THEN
TIM21R=1.0D0 / ( DIRTIM ( 2 ) − DIRTIM ( 1 ) )
TIMW1=TIMWGT − DIRTIM ( 1 )
DO I =1 ,NP
SLOPE=(DIRINP (2 , I ) − DIRINP (1 , I ) )∗TIM21R
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DIRVAL( I ) =DIRINP (1 , I ) + SLOPE∗TIMW1
END DO
ELSE
DO I =1 ,NP
DIRVAL( I ) =DIRINP (2 , I )
END DO
END IF
GO TO 800
C
700 HTIDIR=1
GO TO 300
C
800 CONTINUE
IF ( IPRT1 .GE. 1) THEN
WRITE(66 ,1000) BCTYPE
WRITE(66 ,1010) ( I ,DIRNOD( I ) ,DIRVAL( I ) , I =1 ,NP)
END IF
C
RETURN
1000 FORMAT( / , 2X, A9 , ’ BCs AT BEGINNING OF SIMULATION ’ , / ,
1 1x , 3 ( ’ # NODE BC VALUE ’ ) )
1010 FORMAT( ( 1X, 3 ( I5 , I6 ,1X,1PE13 . 5 ) ) )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BCSAT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C subrout ine per l a p re s c r i z i o n e d e l l e c o n d i z i o n i a l contorno
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BCSAT(N,NP,NQ,NSTEP,CONTP,CONTQ,PRESC,Q,
1 TOPOL,COEF1, TNOTI ,RMAX, XT5)
C
IMPLICIT NONE
INTEGER I , J ,K , IND
INTEGER N,NP,NQ,NSTEP
INTEGER CONTP(∗ ) ,CONTQ(∗ ) ,TOPOL(∗ )
REAL∗8 RMAX
REAL∗8 PRESC(∗ ) ,Q(∗ ) ,COEF1(∗ ) ,TNOTI (∗ ) ,XT5(∗ )
C
C save a copy of RHS vec to r before imposing D i r i c h l e t boundary
C cond i t i ons ( needed f o r back−c a l c u l a t i o n o f f l u x e s )
C
DO I =1 ,N
XT5( I ) =TNOTI ( I )
END DO
C
C c o n d i z i o n i d i D i r i c h l e t : assegna a l nodo j−esimo i l va lo re
C del po tenz ia le a l tempo t +d t e s i s o s t i t i s c e a l termine noto .
C m o l t i p l i c a n d o i l c o e f f . d iagonale d e l l a j−esima r i g a e j−esimo
C termine noto per un numero molto grande (1 .0 e−9∗RMAX) s i t ras forma
C prat icamente l ’ equazione j−esima n e l l ’ i d e n t i t a ’ : PNEW( j ) =PNEW( j )
C
DO K=1 ,NP
J=CONTP(K)
IND=TOPOL( J )
TNOTI ( J ) =PRESC(K) ∗1.0D−9∗RMAX
COEF1( IND ) =1.0D−9∗RMAX
END DO
C
C c o n d i z i o n i d i Neumann : s i assegna a l nodo j l a po r ta ta o t tenu ta
C come media t r a l e po r ta te assegnate a l tempo t e t +d t e s i somma
C a l cor r ispondente termine noto .
C Since the Neumann f l u x values are taken to be zero a t t ime 0 , we
C use an average f l u x value f o r the f i r s t t ime step . Neumann f l u x
C values are constant f o r a l l subsequent t ime steps .
C
IF (NSTEP .EQ. 1) THEN
DO K=1 ,NQ
J=CONTQ(K)
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TNOTI ( J ) =TNOTI ( J ) + 0.5D0∗Q(K)
END DO
ELSE
DO K=1 ,NQ
J=CONTQ(K)
TNOTI ( J ) =TNOTI ( J ) + Q(K)
END DO
END IF
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ BKSAT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C back−c a l c u l a t e f l u x e s a t D i r i c h l e t nodes at the cu r ren t t ime l e v e l
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE BKSAT(N,NP,TETAF,TOPOL, JA ,CONTP,PNEW,
1 QPNEW,QPOLD,COEF1, XT5 ,SCR)
C
IMPLICIT NONE
INTEGER I , J ,K ,M,JM
INTEGER N,NP
INTEGER TOPOL(∗ ) ,JA (∗ ) ,CONTP(∗ )
REAL∗8 TETAF
REAL∗8 PNEW(∗ ) ,QPNEW(∗ ) ,QPOLD(∗ ) ,COEF1(∗ ) ,XT5(∗ ) ,SCR(∗ )
C
DO K=1 ,N
SCR(K) =0.0D0
END DO
DO K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1) − 1
DO M=I , J
JM=JA (M)
SCR(K) =SCR(K) + COEF1(M)∗PNEW(JM)
IF (M .NE. I ) SCR(JM) =SCR(JM) + COEF1(M)∗PNEW(K)
END DO
SCR(K) =SCR(K) − XT5(K)
END DO
DO I =1 ,NP
K=CONTP( I )
QPNEW( I ) =(SCR(K) − ( 1 .0D0 − TETAF)∗QPOLD( I ) ) /TETAF
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CFMATP ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C assemble the g loba l LHS system mat r i x from the s t i f f n e s s and mass
C matr ices : Picard scheme
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CFMATP(NTERM,TETAF,DELTAT,COEF1,COEF2)
C
IMPLICIT NONE
INTEGER K
INTEGER NTERM
REAL∗8 RDT
REAL∗8 TETAF,DELTAT
REAL∗8 COEF1(∗ ) ,COEF2(∗ )
C
RDT=1.0D0 /DELTAT
DO K=1 ,NTERM
COEF1(K) =TETAF∗COEF1(K) + COEF2(K)∗RDT
END DO
C
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RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CHECK ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c o n t r o l l a alcune dimension i a m m i s s i b i l i
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CHECK(N,NMAX,NT,NTRMAX,
1 NZONE,MAXZON,NPRT,MAXPRT,NR,NRMAX,
2 N1,NTPMAX,NTERM,MAXTRM,NP,NPMAX,NQ,NQMAX,
3 ITERM)
C
IMPLICIT NONE
INTEGER I
INTEGER N,NMAX,NT,NTRMAX
INTEGER NZONE,MAXZON,NPRT,MAXPRT,NR,NRMAX
INTEGER N1,NTPMAX,NTERM,MAXTRM,NP,NPMAX,NQ,NQMAX
INTEGER ITERM
LOGICAL IFLAG
C
IFLAG=.FALSE.
IF (NPRT.GT.MAXPRT) THEN
WRITE(66 ,1 )NPRT,MAXPRT
1 FORMAT( ’ N. OUTPUT TEMP. = ’ , I5 ,2X, ’MAX. CONSENTITO= ’ , I5 )
IFLAG=.TRUE.
ENDIF
IF (NT.GT.NTRMAX) THEN
WRITE(66 ,2 )NT,NTRMAX
2 FORMAT( ’ N. TRIANGOLI = ’ , I7 ,2X, ’MAX. CONSENTITO= ’ , I7 )
IFLAG=.TRUE.
ENDIF
IF (NZONE.GT.MAXZON) THEN
WRITE(66 ,5 )NZONE,MAXZON
5 FORMAT( ’ N.ZONE = ’ , I5 ,2X, ’MAX. CONSENTITO= ’ , I5 )
IFLAG=.TRUE.
ENDIF
IF (NR.GT.NRMAX) THEN
WRITE(66 ,8 )NR,NRMAX
8 FORMAT( ’ N. NODI OUTPUT = ’ , I5 ,2X, ’MAX. CONSENTITO= ’ , I5 )
IFLAG=.TRUE.
ENDIF
IF (N1∗N.GT.NTPMAX)THEN
WRITE(66 ,9 )N1∗N,NTPMAX
9 FORMAT( ’ DIM . DI JA = ’ , I10 ,2X, ’MAX. CONSENTITO= ’ , I10 )
IFLAG=.TRUE.
ENDIF
IF (NTERM.GT.MAXTRM) THEN
WRITE(66 ,11)NTERM,MAXTRM
11 FORMAT( ’ N. TERM. NON NULLI MAT. = ’ , I8 ,2X, ’MAX. CONSENTITO= ’ , I8 )
IFLAG=.TRUE.
ENDIF
IF (NP.GT.NPMAX) THEN
WRITE(66 ,13)NP,NPMAX
13 FORMAT( ’ NODI DIRICH . NONATM. = ’ , I5 ,2X, ’MAX. CONSENTITO= ’ , I5 )
IFLAG=.TRUE.
ENDIF
IF (NQ.GT.NQMAX) THEN
WRITE(66 ,14)NQ,NQMAX
14 FORMAT( ’ NODI NEUMANN NONATM. = ’ , I5 ,2X, ’MAX. CONSENTITO= ’ , I5 )
IFLAG=.TRUE.
ENDIF
IF (N.GT.NMAX) THEN
WRITE(66 ,20)N,NMAX
20 FORMAT( ’ N. NODI MESH 3D= ’ , I7 ,2X, ’MAX. CONSENTITO= ’ , I7 )
IFLAG=.TRUE.
ENDIF
C
IF ( IFLAG ) THEN
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CALL CLOSIO( ITERM)
STOP
END IF
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CHKPIC ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C r o u t i n e per c o n t r o l l a r e l a co r re t t ezza d e l l a rappresentaz ione
C d e l l a matr ice i n forma compatta ne l caso simmetr ico
C ca l co la i l numero d i e lement i d i a g o n a l i n u l l i d e l l a matr ice
C r i t o r n a n d o l o i n NDZ
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CHKPIC(N,NTERM,TOPOL, JA ,NDZ, IER )
C
IMPLICIT NONE
INTEGER I , K , IS , IE , JS , JE , IEM1
INTEGER N,NTERM,NDZ
INTEGER TOPOL(∗ ) , IER (∗ ) ,JA (∗ )
C
IER ( 1 ) =0
C
C c o n t r o l l a i l numero d e l l e r i ghe
C
IF (N−2) 11 ,1 ,1
C
C c o n t r o l l a i l numero t o t a l e d i e lement i d e l l a matr ice
C
1 IF (TOPOL(N+1)−1−NTERM) 12 ,2 ,12
C
C c o n t r o l l a che l a topo log ia d e l l a matr ice s ia c o r r e t t a .
C c o n t r o l l a che l a lunghezza d i ciascuna r i g a s ia c o r r e t t a .
C ca l co la NDZ , cioe ’ i l numero d i e lement i d i a g o n a l i n u l l i .
C
2 NDZ=0
DO 10 I =1 ,N
IS=TOPOL( I )
IE=TOPOL( I +1)−1
IF ( IE−IS ) 3 ,7 ,5
3 IF ( IE−IS +1) 13 ,4 ,24
4 NDZ=NDZ+1
GO TO 10
5 IEM1=IE−1
DO 6 K=IS , IEM1
C
C s a l t a se un i n d i c e d i colonna e ’ minore od uguale a l l o
C i n d i c e che n e l l ’ o rd ine l o ha preceduto .
C
IF ( JA (K+1)−JA (K) ) 14 ,14 ,6
6 CONTINUE
7 JS=JA ( IS )
JE=JA ( IE )
C
C s a l t a se i l primo i n d i c e d i colonna d e l l a r i g a i non e ’ maggiore d i I
C
IF ( JS−I ) 15 ,9 ,8
8 NDZ=NDZ+1
C
C s a l t a se l ’ u l t imo i n d i c e d i colonna d e l l a r i g a I e ’ maggiore d i N
C
9 IF ( JE−N) 10 ,10 ,16
10 CONTINUE
GO TO 20
C
C imposta g l i i n d i c a t o r i d i e r ro re
C
11 IER ( 1 ) =1000
GO TO 20
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12 IER ( 1 ) =2000
GO TO 20
13 IER ( 1 ) =7000
GO TO 19
14 IER ( 1 ) =6000
GO TO 18
15 IER ( 1 ) =4000
GO TO 17
16 IER ( 1 ) =5000
17 IER ( 3 ) =JS
IER ( 4 ) =JE
GO TO 19
18 IER ( 2 ) =K
IER ( 3 ) =JA (K)
IER ( 4 ) =JA (K+1)
19 IER ( 5 ) =IS
IER ( 6 ) =IE
IER ( 7 ) = I
20 IF ( IER ( 1 ) ) 22 ,23 ,22
22 WRITE(6 ,100) IER ( 1 )
23 RETURN
C
C questo e r ro re non dovrebbe accadere .
C
24 IER ( 1 ) =9061
GO TO 19
C
100 FORMAT( / , 5X, ’ROUTINE CHKPIC CODICE DI ERRORE = ’ , I5 )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CLOSIO ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C chiude i f i l e s d i i n p u t ed ouput
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CLOSIO( ITERM)
C
IMPLICIT NONE
INTEGER ITERM
C
CLOSE( 3 )
CLOSE( 5 )
CLOSE( 7 )
CLOSE( 9 )
CLOSE(11 )
CLOSE(13 )
CLOSE(15 )
CLOSE( 6 )
CLOSE( 8 )
close (20 )
close (10 )
close (21 )
close (12 )
close (22 )
close (30 )
close (31 )
close (32 )
close (33 )
close (34 )
close (35 )
close (45 )
close (36 )
close (40 )
close (41 )
close (42 )
close (43 )
close (44 )
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close (51 )
∗∗∗∗∗∗∗ marco
∗ IF ( ITERM .EQ. 0) THEN
∗ CLOSE( 4 )
∗ END IF
∗∗∗∗∗∗ marco
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ DATIN ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C r o u t i n e per l a l e t t u r a de i d a t i
C
C u n i t 5 −−−> parameters
C u n i t 8 −−−> g r i d i n f o
C u n i t 9 −−−> Neumann and D i r i c h l e t BC’ s
C u n i t 10 −−−> ma te r i a l p r o p e r t i e s
C u n i t 11 −−−> i n i t i a l cond i t i ons
C
C f l a g IPRT1 f o r output o f data :
C =0 p r i n t s parameters on ly ( d e f a u l t )
C =1 p r i n t s parameters + b . c . + geom . char .
C =2 p r i n t s parameters + b . c . + geom . char . + g r i d i n f o
C =3 p r i n t s parameters + b . c . + geom . char . + g r i d in fo ,
C X, Y coord ina te values , and then
C termina tes program execut ion
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE DATIN(TRIANG, X, Y,ELSTOR,SPESS,
2 NNPC,NNQ,NNPCPHI,NNQPHI,
$ CONTR, TIMPRT,
$ ACCAP, PHIP ,
$ TETAC,DELTAT,DTMAX,TMAX,
4 DTMAGA,DTMAGM, ITMXCG,TOLCG,LUMP,
5 IPRT1 , IPRT ,
$ INDP , INDPPHI ,
6 NPC,NQ,NPCPHI ,NQPHI,
$ NZONE, N1,NR,NPRT,N,NT,
7 KHX,KHZ,KEX,KEZ,GX,GZ,RHOX,RHOZ, X11 , X12 , X21 , X22 )
C
IMPLICIT NONE
INCLUDE ’SAT2D.H ’
INTEGER I , J ,K , K1 , K2
INTEGER ISTAP , ISTAPPHI
INTEGER ITMXCG,LUMP, IPRT1 , IPRT , INDP , INDPPHI
INTEGER N,NT,NZONE
INTEGER N1,NR,NPRT
integer npc , nq , npcphi , nqphi
INTEGER TRIANG(4 ,∗ )
integer nnpc (∗ ) , nnq (∗ ) , nnpcphi (∗ ) , nnqphi (∗ )
INTEGER CONTR(∗ )
integer heter_cond
REAL∗8 SUMZ
REAL∗8 TETAC,DELTAT,DTMAX,TMAX,DTMAGA,DTMAGM,TOLCG
REAL∗8 X(∗ ) ,Y(∗ )
REAL∗8 ELSTOR(∗ ) ,SPESS(∗ )
REAL∗8 TIMPRT(∗ ) ,ACCAP(∗ ) ,PHIP (∗ )
rea l∗8 dummy
REAL∗8 KHX(∗ ) , KHZ(∗ ) , KEX(∗ ) , KEZ(∗ ) , GX(∗ ) , GZ(∗ ) ,
$ RHOX(∗ ) , RHOZ(∗ )
REAL∗8 X11(∗ ) , X12(∗ ) , X21(∗ ) , X22(∗ )
C
C u n i t 5 i n p u t − paramet r i
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C
READ(5 ,∗ ) IPRT1
READ(5 ,∗ ) TETAC,LUMP
READ(5 ,∗ ) ITMXCG,TOLCG
READ(5 ,∗ ) DELTAT,DTMAX,TMAX
READ(5 ,∗ ) DTMAGA,DTMAGM
READ(5 ,∗ ) IPRT ,NPRT, ( TIMPRT( I ) , I =1 ,NPRT)
READ(5 ,∗ ) NR
IF (NR .NE. 0) READ(5 ,∗ ) (CONTR( I ) , I =1 ,NR)
WRITE(66 ,1010) IPRT1 , IPRT ,NPRT,NR
WRITE(66 ,1000) TETAC,LUMP
WRITE(66 ,1005) ITMXCG,TOLCG
WRITE(66 ,1030) DELTAT,DTMAX,TMAX
WRITE(66 ,1035) DTMAGA,DTMAGM
C
C u n i t 8 i n p u t − g r i d
C
READ(8 ,∗ ) NZONE,N1
READ(8 ,∗ ) N,NT
WRITE(66 ,1020) N,NT,NZONE,N1
READ(8 ,∗ ) ( ( TRIANG( I ,K) , I =1 ,4) ,K=1 ,NT)
do k = 1 , n
READ(8 ,∗ )X(K) ,Y(K)
end do
IF ( IPRT1 .EQ. 3) THEN
DO I =1 ,N
WRITE(15 ,1040) I ,X( I ) ,Y( I )
END DO
DO I =1 ,NT
WRITE(15 ,1050) I , ( TRIANG( J , I ) , J =1 ,4)
END DO
WRITE(66 ,1060)
WRITE(4 ,1060)
CALL CLOSIO
STOP
END IF
C
C u n i t 12 i n p u t − c o n d i z i o n i i n i z i a l i
C
READ(12 ,∗ ) INDP , ISTAP
IF ( INDP .EQ. 0) THEN
READ(12 ,∗ ) ACCAP( 1 )
DO K=2 ,N
ACCAP(K) =ACCAP( 1 )
END DO
IF ( IPRT1 .GE. 2) WRITE(66 ,1070) ACCAP( 1 )
ELSE
READ(12 ,∗ ) (ACCAP(K) ,K=1 ,N)
END IF
IF ( INDP .NE. 0 .AND. ISTAP .NE. 0 .AND. IPRT1 .GE. 1)
1 WRITE(66 ,1090) (K,ACCAP(K) ,K=1 ,N)
C
C u n i t 22 i n p u t − c o n d i z i o n i i n i z i a l i po tenz ia le e l e t t r i c o
C
READ(22 ,∗ ) INDPPHI , ISTAPPHI
IF ( INDPPHI .EQ. 0) THEN
READ(22 ,∗ ) PHIP ( 1 )
IF ( IPRT1 .GE. 2) WRITE(66 ,1070) PHIP ( 1 )
DO K=2 ,N
PHIP (K) =PHIP ( 1 )
END DO
ELSE
READ(22 ,∗ ) ( PHIP (K) ,K=1 ,N)
END IF
IF ( INDPPHI .NE. 0 .AND. ISTAPPHI .NE. 0 .AND. IPRT1 .GE. 1)
1 WRITE(66 ,1090) (K, PHIP (K) ,K=1 ,N)
C
C u n i t 11 i n p u t : ma te r i a l p r o p e r t i e s
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WRITE(66 ,1100)
DO J=1 ,NZONE
READ(11 ,∗ ) ELSTOR( J ) ,SPESS( J )
IF ( IPRT1 .GE. 2 ) WRITE(66 ,1110) J ,
1 ELSTOR( J ) ,SPESS( J )
END DO
c −−−−−−> LEGGE LE KH
c r i g a d i commento
READ(13 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (13 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (13 ,∗ ) KHX( 1 ) , KHZ( 1 )
DO J=2 ,NT
KHX( J ) = KHX( 1 )
KHZ( J ) = KHZ( 1 )
END DO
else
DO J=1 ,NT
READ(13 ,∗ )dummy, KHX( J ) ,KHZ( J )
END DO
end i f
c −−−−−−> LEGGE LE KE
c r i g a d i commento
READ(30 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (30 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (30 ,∗ ) KEX( 1 ) , KEZ( 1 )
DO J=2 ,NT
KEX( J ) = KEX( 1 )
KEZ( J ) = KEZ( 1 )
END DO
else
DO J=1 ,NT
READ(30 ,∗ )dummy, KEX( J ) ,KEZ( J )
END DO
end i f
c −−−−−−> LEGGE LE G
c r i g a d i commento
READ(31 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (31 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (31 ,∗ ) GX( 1 ) , GZ( 1 )
DO J=2 ,NT
GX( J ) = GX( 1 )
GZ( J ) = GZ( 1 )
END DO
else
DO J=1 ,NT
READ(31 ,∗ )dummy, GX( J ) ,GZ( J )
END DO
end i f
c −−−−−−> LEGGE LE RHO
c r i g a d i commento
READ(32 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (32 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (32 ,∗ ) RHOX( 1 ) , RHOZ( 1 )
DO J=2 ,NT
RHOX( J ) = RHOX( 1 )
RHOZ( J ) = RHOZ( 1 )
END DO
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else
DO J=1 ,NT
READ(32 ,∗ )dummy, RHOX( J ) ,RHOZ( J )
END DO
end i f
c −−−−−−> LEGGE LE MV
c r i g a d i commento
READ(33 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (33 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (33 ,∗ ) X11 ( 1 )
X11 ( 1 ) = X11 ( 1 )∗gammaw
DO J=2 ,NT
X11 ( J ) = X11 ( 1 )
END DO
else
DO J=1 ,NT
READ(33 ,∗ )dummy, X11 ( J )
X11 ( j ) = X11 ( j )∗gammaw
END DO
end i f
c −−−−−−> LEGGE LE CP
c r i g a d i commento
READ(34 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (34 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (34 ,∗ ) X22 ( 1 )
DO J=2 ,NT
X22 ( J ) = X22 ( 1 )
END DO
else
DO J=1 ,NT
READ(34 ,∗ )dummy, X22 ( J )
END DO
end i f
c −−−−−−> LEGGE LE X12
c r i g a d i commento
READ(35 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (35 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (35 ,∗ ) X12 ( 1 )
DO J=2 ,NT
X12 ( J ) = X12 ( 1 )
END DO
else
DO J=1 ,NT
READ(35 ,∗ )dummy, X12 ( J )
END DO
end i f
c −−−−−−> LEGGE LE X21
c r i g a d i commento
READ(45 ,∗ )
c i n d i c e se sono d i s t r i b u i t e o no l e c o n d i z i o n i
read (45 ,∗ ) heter_cond
i f ( heter_cond . eq . 0) then
read (45 ,∗ ) x21 ( 1 )
DO J=2 ,NT
X21 ( J ) = X21 ( 1 )
END DO
else
DO J=1 ,NT
READ(45 ,∗ )dummy, X21 ( J )
END DO
end i f
M
.C
ig
ag
n
a
199
ii
“te
si”
—
2007/4/24
—
18
:43
—
p
ag
e
200
—
#220
i
i
i
i
i
i
C
C u n i t 9 i n p u t : D i r i c h l e t B .C. ’ s
C
READ(9 ,∗ ) NPC
WRITE(66 ,1120) NPC
IF (NPC .NE. 0) THEN
READ(9 ,∗ ) (NNPC( I ) , I =1 ,NPC)
IF ( IPRT1 .GE. 1) THEN
WRITE(66 ,1130)
WRITE(66 ,1140) (NNPC( I ) , I =1 ,NPC)
END IF
END IF
C
C u n i t 10 i n p u t : Neumann B.C. ’ s
C
READ(10 ,∗ ) NQ
WRITE(66 ,1180) NQ
IF (NQ .NE. 0) THEN
READ(10 ,∗ ) (NNQ( I ) , I =1 ,NQ)
IF ( IPRT1 .GE. 1) THEN
WRITE(66 ,1190)
WRITE(66 ,1140) (NNQ( I ) , I =1 ,NQ)
END IF
END IF
CC
C u n i t 20 i n p u t : D i r i c h l e t B .C. ’ s per i l po tenz ia le e l e t t r i c o
C
READ(20 ,∗ ) NPCPHI
WRITE(66 ,1120) NPCPHI
IF (NPCPHI .NE. 0) THEN
READ(20 ,∗ ) (NNPCPHI( I ) , I =1 ,NPCPHI)
IF ( IPRT1 .GE. 1) THEN
WRITE(66 ,1130)
WRITE(66 ,1140) (NNPCPHI( I ) , I =1 ,NPCPHI)
END IF
END IF
C
C u n i t 21 i n p u t : Neumann B.C. ’ s per i l po tenz ia le e l e t t r i c o
C
READ(21 ,∗ ) NQPHI
WRITE(66 ,1180) NQPHI
IF (NQ .NE. 0) THEN
READ(21 ,∗ ) (NNQPHI( I ) , I =1 ,NQPHI)
IF ( IPRT1 .GE. 1) THEN
WRITE(66 ,1190)
WRITE(66 ,1140) (NNQPHI( I ) , I =1 ,NQPHI)
END IF
END IF
C
WRITE(66 ,1300) N,NT,NPC
RETURN
C
C format statements
C
1000 FORMAT( 5X, ’TETAC (EG: 1 BACKWARD EULER, 0.5 C−N) = ’ ,1PE15.5 ,
1 / , 5X, ’LUMP (MASS LUMPING IF NONZERO) = ’ , I6 )
1005 FORMAT( 5X, ’ITMXCG (MAX ITER FOR CG LINEAR SOLVERS) = ’ , I6 ,
1 / , 5X, ’TOLCG (TOLER. FOR CG LINEAR SOLVERS) = ’ ,1PE15 . 5 )
1010 FORMAT( 5X, ’ IPRT1 (FOR OUTPUT OF DATA) = ’ , I6 ,
1 / , 5X, ’ =0 p r i n t s parameters on ly ( d e f a u l t ) ’ ,
2 / , 5X, ’ =1 p r i n t s par . + b . c . + geom . char . ’ ,
3 / , 5X, ’ =2 p r i n t s par . + b . c . + geom . char . ’ ,
4 / , 5X, ’ + g r i d i n f o ’ ,
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5 / , 5X, ’ =3 p r i n t s par . + b . c . + geom . char . ’ ,
6 / , 5X, ’ + g r i d i n f o + X, Y, coord ina te ’ ,
7 / , 5X, ’ and then stops ’ ,
8 / , 5X, ’ IPRT (FOR DETAILED NODAL OUTPUT) = ’ , I6 ,
9 / , 5X, ’ =0 don ’ ’ t p r i n t nodal pot . head ’ ,
A / , 5X, ’ and ve l . values ’ ,
B / , 5X, ’ =1 p r i n t on ly nodal pot . heads ’ ,
C / , 5X, ’ =2 p r i n t nodal and e l . pot . heads ’ ,
D / , 5X, ’ =3 p r i n t nodal pot . head and ve l . ’ ,
E / , 5X, ’ =4 p r i n t e l . pot . head and ve l . ’ ,
F / , 5X, ’NPRT (# OF TIME VALUES FOR DET OUTPUT) = ’ , I6 ,
G / , 5X, ’NR (# OF NODES FOR PARTIAL OUTPUT) = ’ , I6 )
1020 FORMAT( / , 5X, ’N (NUM. NODI RETICOLO) = ’ , I6 ,
1 / , 5X, ’NT (NUM. TRIANGOLI RETICOLO ) = ’ , I6 ,
2 / , 5X, ’NZONE (NUMERO ZONE (MATERIAL TYPES) ) = ’ , I6 ,
3 / , 5X, ’N1 (NUM. MAX CONTATTI NODALI) = ’ , I6 )
1030 FORMAT( / , 5X, ’DELTAT ( INITIAL TIME STEP SIZE ) = ’ ,1PE15.5 ,
1 / , 5X, ’DTMAX (MAXIMUM TIME STEP SIZE ) = ’ ,1PE15.5 ,
2 / , 5X, ’TMAX (TIME AT END OF SIMULATION) = ’ ,1PE15 . 5 )
1035 FORMAT( 5X, ’DTMAGA (MAG. FACTOR FOR DELTAT, ADD. ) = ’ ,1PE15.5 ,
1 / , 5X, ’DTMAGM (MAG. FACTOR FOR DELTAT, MULT. ) = ’ ,1PE15 . 5 )
1040 FORMAT( I7 ,2 (1PE15 . 6 ) )
1050 FORMAT(5 I10 )
1060 FORMAT( / / , 1 X, ’ IPRT1=3: END OF RUN ’ )
1070 FORMAT( / , 5X, ’ INITIAL POTENTIAL HEAD (UNIFORM) = ’ ,1PE15 . 5 )
1090 FORMAT( / , 1X, ’ INITIAL POTENTIAL HEADS ’ , / , ( 4 ( I6 ,2X,1PE11 . 3 ) ) )
1100 FORMAT( / / , 3 X,
1 ’SATURATED HYDRAULIC CONDUCTIVITY, SPECIFIC STORAGE, AND ’ ,
2 ’THICKNESS VALUES ’ , / , 1X,
3 ’ MAT.TYPE X−PERM Y−PERM STORAGE THICKNESS ’
4 )
1110 FORMAT(1X, I8 ,2X,4 (1PE13 . 5 ) )
1120 FORMAT( / , 5X, ’NP (# OF DIRICHLET NODES) = ’ , I6 )
1130 FORMAT( / , 5X, ’ DIRICHLET NODES ’ )
1140 FORMAT(1X,10 I7 )
1180 FORMAT( / , 5X, ’NQ (# OF NEUMANN NODES) = ’ , I6 )
1190 FORMAT( / , 5X, ’NEUMANN NODES ’ )
1300 FORMAT( / , 5X, ’N (# OF NODES) = ’ , I6 ,
1 / , 5X, ’NT (# OF TRIANGLES) = ’ , I6 ,
2 / , 5X, ’NP (TOTAL # OF DIRICHLET NODES) = ’ , I6 )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ DETOUT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C d e t a i l e d output − stampa i v a l o r i d e l l e v a r i a b i l i acca e ph i
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE DETOUT( un i t1 , un i t2 , IPRT ,N,NSTEP, TIME ,PNEW,
$ PEL,UNOD,WNOD,NT,UU,WW)
C
IMPLICIT NONE
INTEGER I , un i t1 , u n i t 2
INTEGER IPRT ,N,NSTEP,NT
REAL∗8 TIME
REAL∗8 PNEW(∗ ) ,PEL(∗ ) ,UNOD(∗ ) ,WNOD(∗ ) ,UU(∗ ) ,WW(∗ )
C
IF ( IPRT .GE. 1) THEN
WRITE( un i t1 ,1000) NSTEP, TIME
WRITE( un i t1 ,1020) (PNEW( I ) , I =1 ,N)
IF ( IPRT .GE. 2) THEN
WRITE( un i t2 ,1000) NSTEP, TIME
WRITE( un i t2 ,1020) (PEL( I ) , I =1 ,NT)
END IF
END IF
C
RETURN
1000 FORMAT( I6 ,1PE12.4 , ’ NSTEP TIME ’ )
1010 FORMAT(1PE15 .6 , ’ TIME ’ )
1020 FORMAT(5 (1PE15 . 6 ) )
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1040 FORMAT(2 (1PE15 . 6 ) )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ FLXSAT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e t o t a l i n f l o w and ou t f l ow f l u x e s a t the cu r ren t t ime l e v e l
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE FLXSAT(NP,NQ,QPNEW,Q, NDIN ,NDOUT, NNIN ,NNOUT)
C
IMPLICIT NONE
INTEGER I , J ,K
INTEGER NP,NQ
REAL∗8 NDIN ,NDOUT, NNIN ,NNOUT
REAL∗8 QPNEW(∗ ) ,Q(∗ )
C
C D i r i c h l e t nodes
C
NDIN=0.0D0
NDOUT=0.0D0
DO K=1 ,NP
IF (QPNEW(K) .GT. 0.0D0) THEN
NDIN=NDIN + QPNEW(K)
ELSE
NDOUT=NDOUT + QPNEW(K)
END IF
END DO
C
C Neumann nodes
C
NNIN=0.0D0
NNOUT=0.0D0
DO K=1 ,NQ
IF (Q(K) .GT. 0.0D0) THEN
NNIN=NNIN + Q(K)
ELSE
NNOUT=NNOUT + Q(K)
END IF
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ INI2D ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C i n i t i a l i z e parameters and ar rays f o r f i r s t t ime step
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE INI2D (NITERT , ITLIN ,NSTEP,
1 DELTAT,DTMAX, TIMEP , TIME ,
2 RMAX,
3 KPRT, KLSFAI ,
4 N, TP,SNODI,ACCA,ACCAP, PHI , PHIP ,
5 NP,CONTP,QPOLD)
C
IMPLICIT NONE
INCLUDE ’SAT2D.H ’
INTEGER I , J
INTEGER NITERT , ITLIN ,NSTEP
INTEGER KPRT, KLSFAI ,N,NP
INTEGER TP(∗ ) ,CONTP(∗ )
REAL∗8 DELTAT,DTMAX, TIMEP , TIME
REAL∗8 RMAX
REAL∗8 SNODI(∗ ) ,ACCA(∗ ) ,ACCAP(∗ ) , PHI (∗ ) ,PHIP (∗ )
REAL∗8 QPOLD(∗ )
C
NITERT=0
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ITLIN=0
IF (NSTEP. NE. −1) NSTEP=1
IF (DELTAT .GT. DTMAX) DELTAT=DTMAX
TIMEP=0.0D0
TIME=DELTAT
KPRT=1
KLSFAI=0
CALL IN IT0 I (N,TP)
CALL INIT0R (N,SNODI)
CALL VCOPYR(N,ACCA,ACCAP)
CALL VCOPYR(N, PHI , PHIP )
CALL INIT0R (NP,QPOLD)
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ IN IT0 I ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C i n i t i a l i z e an i n t e g e r ar ray to 0
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE IN IT0 I (NUM, IVEC )
C
IMPLICIT NONE
INTEGER I
INTEGER NUM
INTEGER IVEC(∗ )
C
DO I =1 ,NUM
IVEC ( I ) =0
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ INIT0R ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C i n i t i a l i z e a r e a l a r ray to 0.0
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE INIT0R (NUM,RVEC)
C
IMPLICIT NONE
INTEGER I
INTEGER NUM
REAL∗8 RVEC(∗ )
C
DO I =1 ,NUM
RVEC( I ) =0.0D0
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ LOCMAS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C set up LMASS, the pa r t o f the l o c a l mass mat r i x which i s constant
C f o r a l l elements ( i . e . w i thou t the storage c o e f f i c i e n t and w i thou t
C the area term )
C per i l caso mass lumping s i procede come segue :
C − s i sommano i c o e f f i c i e n t i ex t ra d i a g o n a l i a l c o e f f i f i e n t e diagonale
C − s i azzerano t u t t i i c o e f f i c i e n t i ex t ra d i a g o n a l i
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE LOCMAS(LMASS,LUMP)
C
IMPLICIT NONE
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INTEGER I ,K
INTEGER LUMP
REAL∗8 R3, R6, R12
REAL∗8 LMASS(3 ,3 )
C
R3=1.0D0/ 3 . 0D0
R6=1.0D0/ 6 . 0D0
R12=1.0D0/12 .0D0
DO K=1 ,3
DO I =K,3
IF (LUMP .EQ. 0) THEN
IF (K .EQ. I ) THEN
LMASS(K, I ) =R6
ELSE
LMASS(K, I ) =R12
END IF
ELSE
IF (K .EQ. I ) THEN
LMASS(K, I ) =R3
ELSE
LMASS(K, I ) =0.0D0
END IF
END IF
END DO
END DO
DO K=2 ,3
DO I =1 ,K−1
LMASS(K, I ) =LMASS( I ,K)
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ MBINIT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C i n i t i a l i z e mass balance and hydrograph parameters f o r f i r s t
C t ime l e v e l ( t ime 0 .0 )
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE MBINIT (NDINP,NDOUTP,
1 NNINP,NNOUTP,
2 NQ,Q,ETOT,VTOT, VTOTIN ,VTOTOU)
C
IMPLICIT NONE
INTEGER K
INTEGER NQ
REAL∗8 NDINP,NDOUTP
REAL∗8 NNINP,NNOUTP,ETOT,VTOT, VTOTIN ,VTOTOU
REAL∗8 Q(∗ )
C
WRITE(36 ,1000)
NDINP=0.0D0
NDOUTP=0.0D0
NNINP=0.0D0
NNOUTP=0.0D0
DO K=1 ,NQ
IF (Q(K) .GT. 0.0D0) THEN
NNINP=NNINP + Q(K)
ELSE
NNOUTP=NNOUTP + Q(K)
END IF
END DO
ETOT=0.0D0
VTOT=0.0D0
VTOTIN=0.0D0
VTOTOU=0.0D0
C
RETURN
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1000 FORMAT( ’ NSTEP DELTAT TIME POT. FLUX ’ ,
1 ’ ACT. FLUX OVL. FLUX RET. FLUX SEEP FLUX ’ )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ NODELT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C average nodal i n p u t ar ray VNOD to ob ta in values a t each
C element ( output ar ray VELT)
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE NODELT(NT, TRIANG,VNOD, VELT)
C
IMPLICIT NONE
INTEGER J , IEL , INOD
INTEGER NT
INTEGER TRIANG(4 ,∗ )
REAL∗8 R3
REAL∗8 VNOD(∗ ) ,VELT(∗ )
C
R3=1.0D0/ 3 . 0D0
DO IEL =1 ,NT
VELT( IEL ) =0.0D0
DO J=1 ,3
INOD=TRIANG( J , IEL )
VELT( IEL ) =VELT( IEL ) + VNOD(INOD)
END DO
VELT( IEL ) =VELT( IEL )∗R3
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ OPENIO ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C open the i n p u t and output f i l e s
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE OPENIO( ITERM)
C
IMPLICIT NONE
INTEGER ITERM
CHARACTER∗35 FN2, FN4, FN5, FN6, FN8, FN9, FN10 , FN11 , FN12
CHARACTER∗35 FN13 , FN14 , FN15 , FN36 , FN37
CHARACTER∗35 FN30 , FN31 , FN32 , FN33 , FN34 , FN35 , FN43 , FN44
CHARACTER∗35 FN20 , FN21 , FN22
CHARACTER∗35 FN38 , FN40 , FN41 , FN42 , FN51 , FN45
C
C c a l l the except ion handler r o u t i n e f o r UNIX ( AIX ) on ly
C
C+ INCLUDE ’ fexcp . h ’
C+ CALL SIGNAL(SIGTRAP, x l_ _ t rce )
C
C open the I /O f i l e s . Def ine u n i t 4 as te rm ina l output
C f o r the case ITERM . ne . 0 (OPNTER i s f o r UNIX ( AIX ) − may need to
C be modi f ied f o r o ther systems ( see opnter . f i n ’ u t i l s ’ d i r e c t o r y ) ;
C OPEN i s f o r VMS) .
C
OPEN(1 , FILE= ’ sat2d . fnames ’ ,STATUS= ’OLD ’ )
c i n p u t
READ(1 , ’ ( I6 ) ’ ) ITERM
READ(1 , ’ (A35 ) ’ ) FN5
READ(1 , ’ (A35 ) ’ ) FN8
READ(1 , ’ (A35 ) ’ ) FN9
READ(1 , ’ (A35 ) ’ ) FN20
READ(1 , ’ (A35 ) ’ ) FN10
READ(1 , ’ (A35 ) ’ ) FN21
READ(1 , ’ (A35 ) ’ ) FN11
READ(1 , ’ (A35 ) ’ ) FN12
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READ(1 , ’ (A35 ) ’ ) FN22
READ(1 , ’ (A35 ) ’ ) FN13
READ(1 , ’ (A35 ) ’ ) FN30
READ(1 , ’ (A35 ) ’ ) FN31
READ(1 , ’ (A35 ) ’ ) FN32
READ(1 , ’ (A35 ) ’ ) FN33
READ(1 , ’ (A35 ) ’ ) FN34
READ(1 , ’ (A35 ) ’ ) FN35
READ(1 , ’ (A35 ) ’ ) FN45
C output
READ(1 , ’ (A35 ) ’ ) FN6
READ(1 , ’ (A35 ) ’ ) FN15
READ(1 , ’ (A35 ) ’ ) FN36
READ(1 , ’ (A35 ) ’ ) FN40
READ(1 , ’ (A35 ) ’ ) FN41
READ(1 , ’ (A35 ) ’ ) FN42
READ(1 , ’ (A35 ) ’ ) FN43
READ(1 , ’ (A35 ) ’ ) FN44
READ(1 , ’ (A35 ) ’ ) FN51
IF ( ITERM .EQ. 0) THEN
READ(1 , ’ (A35 ) ’ ) FN4
END IF
c aper tu ra i n p u t ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C paramet r i
OPEN(5 , FILE=FN5, STATUS= ’OLD ’ )
C g r i d
OPEN(8 , FILE=FN8, STATUS= ’OLD ’ )
c d i r i c l e t
OPEN(9 , FILE=FN9, STATUS= ’OLD ’ )
c d i r i c l e t ph i
OPEN(20 , FILE=FN20 , STATUS= ’OLD ’ )
c neumann
OPEN(10 , FILE=FN10 ,STATUS= ’OLD ’ )
c neumann phi
OPEN(21 , FILE=FN21 ,STATUS= ’OLD ’ )
c ma te r i a l
OPEN(11 , FILE=FN11 ,STATUS= ’OLD ’ )
c c o n d i z i o n i i n i z i a l i
OPEN(12 , FILE=FN12 ,STATUS= ’OLD ’ )
c c o n d i z i o n i i n i z i a l i ph i
OPEN(22 , FILE=FN22 ,STATUS= ’OLD ’ )
c c o n d u c i b i l i t a ’ i d r a u l i c a
OPEN(13 , FILE=FN13 ,STATUS= ’OLD ’ )
c nuovi
OPEN(30 , FILE=FN30 ,STATUS= ’OLD ’ )
OPEN(31 , FILE=FN31 ,STATUS= ’OLD ’ )
OPEN(32 , FILE=FN32 ,STATUS= ’OLD ’ )
OPEN(33 , FILE=FN33 ,STATUS= ’OLD ’ )
OPEN(34 , FILE=FN34 ,STATUS= ’OLD ’ )
OPEN(35 , FILE=FN35 ,STATUS= ’OLD ’ )
OPEN(45 , FILE=FN45 ,STATUS= ’OLD ’ )
c aper tu ra output ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
OPEN(66 , FILE=FN6, STATUS= ’UNKNOWN’ )
OPEN(15 , FILE=FN15 ,STATUS= ’UNKNOWN’ )
OPEN(36 , FILE=FN36 ,STATUS= ’UNKNOWN’ )
OPEN(40 , FILE=FN40 ,STATUS= ’UNKNOWN’ )
OPEN(41 , FILE=FN41 ,STATUS= ’UNKNOWN’ )
OPEN(42 , FILE=FN42 ,STATUS= ’UNKNOWN’ )
C nuove u s c i t e . . . . .
OPEN(43 , FILE=FN43 ,STATUS= ’UNKNOWN’ )
OPEN(44 , FILE=FN44 ,STATUS= ’UNKNOWN’ )
OPEN(51 , FILE=FN51 ,STATUS= ’UNKNOWN’ )
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ RHSSYM ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C assemble RHS vector , w i thou t the boundary cond i t i ons :
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C symmetric case
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE RHSSYM(N, JA ,TOPOL,DELTAT,TETAF,
1 PTIMEP,COEF1,COEF2, TNOTI )
C
IMPLICIT NONE
INTEGER I , J , K,M
INTEGER N
INTEGER JA(∗ ) ,TOPOL(∗ )
REAL∗8 RDT,TFM1,COEF
REAL∗8 DELTAT,TETAF
REAL∗8 PTIMEP(∗ ) ,COEF1(∗ ) ,COEF2(∗ ) ,TNOTI(∗ )
C
CALL INIT0R (N, TNOTI )
RDT=1.0D0 /DELTAT
TFM1=1.0D0−TETAF
DO K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1)−1
DO M=I , J
COEF=COEF2(M)∗RDT−TFM1∗COEF1(M)
TNOTI (K) =TNOTI (K) +COEF∗PTIMEP( JA (M) )
IF (M.NE. I ) TNOTI ( JA (M) ) =TNOTI ( JA (M) ) +COEF∗PTIMEP(K)
END DO
END DO
C
RETURN
END
PROGRAM SAT2D
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
C 2−D satura ted f low
C MP/CP, March /93
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−DESCRIPTION OF PARAMETERS AND VARIABLES
C
C Dimensioning Parameters
C−−−−−−−−−−−−−−−−−−−−−−−
C NMAX − maximum N
C NTRMAX− maximum NT
C NPMAX − maximum NP
C NQMAX − maximum NQ
C MAXZON− maximum NZONE
C MAXTRM− maximum NTERM
C NRMAX − maximum NR
C MAXPRT− maximum NPRT
C N1MAX − maximum N1
C NTPMAX− N1MAX∗NMAX
C
C Actua l or Minimum Dimensions
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C N − # of nodes i n 2−d mesh .
C NT − # of t r i a n g l e s i n 2−d mesh
C NPC − # of D i r i c h l e t nodes i n 2−d mesh .
C NQ − # of Neumann nodes i n 2−d mesh
C NZONE − # of ma te r i a l types i n the porous medium
C NTERM − # of nonzero elements i n system matr ices (NON symmetric
storage )
c NSTEP − t ime step index
C NR − # of nodes se lec ted f o r p a r t i a l ou tput
C NPRT − # of t ime values f o r d e t a i l e d output ( see d e s c r i p t i o n o f
C TIMPRT)
C N1 − maximum # of element connect ions to a node
C
C In tege r Parameters , Flags , and Ind ices
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C KPRT − index to cu r ren t t ime value f o r d e t a i l e d output
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C IPRT − f l a g f o r d e t a i l e d output a t a l l nodes
C =0 don ’ t p r i n t nodal p o t e n t i a l head and v e l o c i t y values
C =1 p r i n t on ly nodal p o t e n t i a l head values
C =2 p r i n t nodal and elemental p o t e n t i a l head values
C =3 p r i n t nodal p o t e n t i a l head and v e l o c i t y values
C =4 p r i n t e lemental p o t e n t i a l head and v e l o c i t y values
C IPRT1 − f l a g f o r output o f i n p u t and coord ina te data
C i n subrout ines DATIN
C =0 p r i n t s parameters on ly ( d e f a u l t )
C =1 p r i n t s parameters + b . c . + geom . char .
C =2 p r i n t s parameters + b . c . + geom . char . + g r i d i n f o
C =3 p r i n t s parameters + b . c . + geom . char . + g r i d in fo ,
C X, Y, coord ina te values and then stops
C INDP − =0 f o r uni form i n i t i a l cond i t i ons ( one value o f p o t e n t i a l
C head read i n ) ; o therwise nonuniform IC ’ s ( one value o f
C p o t e n t i a l head read i n f o r each node )
C HTIDIR − =0 f o r tempora l l y v a r i a b l e D i r . BC’ s inpu ts ; o therwise
C Di r . BC’ s inpu ts are homogeneous i n t ime
C ( see also notes f o l l o w i n g d e s c r i p t i o n o f DIRINP )
C HTINEU − =0 f o r tempora l l y v a r i a b l e Neu . BC’ s inpu ts ; o therwise
C Neu . BC’ s inpu ts are homogeneous i n t ime
C ( see also notes f o l l o w i n g d e s c r i p t i o n o f NEUINP)
C LUMP − =0 f o r d i s t r i b u t e d mass mat r i x ; o therwise mat r i x i s lumped
C ITMXCG − maximum # of i t e r a t i o n s f o r conjugate g rad ien t l i n e a r
C system so lve rs
C NITERT − number o f i t e r a t i o n s f o r the l i n e a r so l ve r a t each
C t ime step
C ITLIN − t o t a l number o f i t e r a t i o n s f o r the l i n e a r so l ve r over a l l
C t ime steps
C KLSFAI − t o t a l # o f l i n e a r so l ve r f a i l u r e s
C IMAX − l a r g e s t i n t e g e r number ( machine dependent )
C
C Miscel laneous In tege r Scalars
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C NDZ − # of zero elements on the diagonal o f the system matr ices
C ( s i gna l s an e r r o r c o n d i t i o n )
C
C Log ica l Flags
C−−−−−−−−−−−−−
C
C LSFAIL − f l a g f o r l i n e a r so l ve r
C FALSE i f l i n e a r so l ve r d id not f a i l
C TRUE i f l i n e a r so l ve r f a i l e d
C
C Real Scalars f o r V e r t i c a l
C D i s c r e t i z a t i o n , Time Stepping , and L inear I t e r a t i o n s
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C TETAC − weight ing parameter f o r t ime stepping scheme
C (1 .0 Backward Euler ; 0.5 Crank−Nicolson ;
C TETAC i s set to 1.0 f o r steady s t a t e problem )
C DELTAT − i n i t i a l and cu r ren t t ime step s ize (DELTAT >= 1.0e+10
C on i n p u t i n d i c a t e s steady s t a t e problem )
C DTMAX − maximum time step s ize al lowed
C DTMAGA− magn i f i ca t i on f a c t o r f o r t ime step s ize ( a d d i t i v e )
C DTMAGM− magn i f i ca t i on f a c t o r f o r t ime step s ize ( m u l t i p l i c a t i v e )
C TMAX − t ime at end of s imu la t i on (TMAX i s set to 0.0 f o r
C steady s t a t e problem )
C TIME − t ime at cu r ren t t ime l e v e l
C TIMEP − t ime at prev ious t ime l e v e l
C TOLCG − t o le rance f o r convergence of conjugate g rad ien t l i n e a r
C system so lve rs
C
C Real Scalars f o r Mass Balance and Hydrograph Ca lcu la t i ons
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C NDIN − t o t i n f l o w f l u x from D i r i c h l e t nodes at cu r r t ime l e v e l
C NDOUT − t o t ou t f l ow f l u x from D i r i c h l e t nodes at cu r r t ime l e v e l
C NDINP − t o t i n f l o w f l u x from D i r i c h l e t nodes at prev t ime l e v e l
C NDOUTP− t o t ou t f l ow f l u x from D i r i c h l e t nodes at prev t ime l e v e l
C NNIN − t o t i n f l o w f l u x from Neumann nodes at cu r r t ime l e v e l
C NNOUT − t o t ou t f l ow f l u x from Neumann nodes at cu r r t ime l e v e l
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C NNINP − t o t i n f l o w f l u x from Neumann nodes at prev t ime l e v e l
C NNOUTP− t o t ou t f l ow f l u x from Neumann nodes at prev t ime l e v e l
C VNDIN − t o t i n f l o w volu from D i r i c h l e t nodes over cu r r t ime step
C VNDOUT− t o t ou t f l ow volu from D i r i c h l e t nodes over cu r r t ime step
C VNNIN − t o t i n f l o w volu from Neumann nodes over cu r r t ime step
C VNNOUT− t o t ou t f l ow volu from Neumann nodes over cu r r t ime step
C VIN − VNDIN + VNNIN = t o t a l i n f l o w volume
C between cu r ren t and prev ious t ime l e v e l s ( > 0)
C VOUT − VNDOUT + VNNOUT = t o t a l ou t f l ow
C volume between cu r ren t and prev ious t ime l e v e l s ( < 0)
C DSTORE− t o t a l volume of storage change between cu r ren t and
C prev ious t ime l e v e l s ( > 0 f o r net increase i n storage )
C ERRAS − absolu te volume ( " mass " ) balance e r r o r over the cu r ren t
C t ime step
C ERREL − r e l a t i v e ( percent ) mass balance e r r o r over the cu r ren t
C t ime step
C ETOT − cumulat ive ( over a l l t ime steps ) abso lu te mass balance
C e r r o r ERRAS
C VTOT − cumulat ive ( over a l l t ime steps ) t o t a l net volume
C VIN + VOUT
C VTOTIN − cumulat ive ( over a l l t ime steps ) t o t a l net incoming
C volume VIN
C VTOTOU− cumulat ive ( over a l l t ime steps ) t o t a l net outgoing
C volume VOUT
C
C Miscel laneous Real Scalars
C−−−−−−−−−−−−−−−−−−−−−−−−−−
C RMAX − l a r g e s t double p r e c i s i o n number ( machine dependent )
C RMIN − sma l les t double p r e c i s i o n number ( machine dependent )
C
C Real∗4 Scalars f o r Cpu Timing
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C CPULIN − t o t a l cpu t ime f o r assembly and s o l u t i o n o f l i n e a r
C system
C CPUBAL − t o t a l cpu t ime f o r back−c a l c u l a t i o n o f f l u x e s a t
C D i r i c h l e t nodes , f o r mass balance c a l c u l a t i o n ,
C and f o r hydrograph c a l c u l a t i o n
C CPUOVH− t o t a l cpu t ime f o r overhead :
C − data input , i n i t i a l i z a t i o n , and output o f
C of i n i t i a l cond i t i ons ( once )
C − c o n s t r u c t i o n o f t e t r a h e d r a l elements ( once )
C − volume c a l c u l a t i o n s ( once )
C − set up o f storage ind i ces and po in te r s ( once )
C − v e l o c i t y c a l c u l a t i o n s ( every t ime step f o r the
C case IPRT > 1)
C − f i n a l ou tput ( once )
C CPUMN − t o t a l cpu t ime f o r the s imu la t i on
C
C Real∗4 Array f o r Cpu Timing
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C CPUVEC( 6 ) − breakdown of cpu t imes f o r assembly and
C s o l u t i o n o f l i n e a r system :
C ( 1 ) i n i t i a l i z a t i o n o f system matr ices
C ( 2 ) assembly o f l o c a l system components i n t o
C g loba l matr ices
C ( 3 ) c a l c u l a t i o n o f RHS wi thou t boundary cond .
C ( 4 ) c o n s t r u c t i o n o f g loba l LHS system mat r i x
C ( 5 ) c a l c u l a t i o n o f BC c o n t r i b u t i o n s to RHS
C ( 6 ) l i n e a r so l ve r and c a l c u l a t i o n o f r e s i d u a l
C
C In tege r Arrays
C−−−−−−−−−−−−−−
C TRIANG(4 ,NT) − element c o n n e c t i v i t i e s i n 2−d mesh (TRIANG(4 , I )
C i n d i c a t e s ma te r i a l type f o r 2−d element I )
C TP (N) − # of elements connect ing to each node
C IAREA (NT) − s ign o f the area of each element
C NNPC (NP) − D i r i c h l e t node # ’ s i n 2−d mesh
C NNQ (NQ) − Neumann node # ’ s i n 2−d mesh
C CONTR (NR) − node # ’ s f o r p a r t i a l ou tput
C JAC (N1∗N) − column ind i ces ( i n ascending order ) i n storage
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C of system matr ices
C TOPOLC (N+1) − p o i n t e r to f i r s t nonzero element o f each row
C which i s s tored i n the system matr ices ( the
C diagonal en t ry i n NON symmetric storage case )
C TRIJAC (3 ,3 ,NT) − gives the index w i t h i n JAC ( g loba l p o s i t i o n ) o f
C each component o f the 3 x 3 l o c a l system
C matr ices NON SIMMETRICO
C f o r symmetric case )
C IP3 (3 ,3 ) − 3 x 3 permutat ion mat r i x
C IER ( 7 ) − e r r o r f l a g s
C
C Mesh Con f i gu ra t i on and Boundary Condi t ions ( Real Arrays )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C X (N) − x−coord ina tes ( f o r 2−d mesh on i n p u t )
C Y (N) − y−coord ina tes ( f o r 2−d mesh on i n p u t )
C ARENOD(N) − absolu te value o f area assigned to each node
C AREA (NT) − absolu te value o f the area of each element
C AREAR (NT) − r e c i p r o c a l o f AREA
C PRESC (NP) − D i r i c h l e t values a t cu r ren t t ime
C DIRTIM ( 2 ) − most cu r ren t i n p u t t ime values f o r D i r i c h l e t
C b . c . w i th DIRTIM ( 1 ) < TIME <= DIRTIM ( 2 )
C DIRINP (2 ,NP) − D i r i c h l e t values corresponding to DIRTIM
C values . PRESC( I ) i s obta ined by l i n e a r
C i n t e r p o l a t i o n
C NEUTIM( 2 ) − most cu r ren t i n p u t t ime values f o r Neumann
C b . c . w i th NEUTIM( 1 ) < TIME <= NEUTIM( 2 )
C NEUINP(2 ,NP) − Neumann values corresponding to NEUTIM
C values . Q( I ) i s obta ined by l i n e a r
C i n t e r p o l a t i o n
C Notes : ( a ) For a s imu la t i on using tempora l l y homogeneous D i r i c h l e t
C (Neumann) Bc ’ s , i n p u t data on u n i t 9 (10 should
C conta in a s i n g l e value o f DIRTIM (NEUTIM) ( 0 . 0 )
C and a s i n g l e set o f DIRINP (NEUINP) data .
C A l t e r n a t i v e l y , to p rope r l y handle the case where the
C datasets f o r d i f f e r e n t s imu la t i ons are kept i n the same
C f i l e ( separated by blank l i n e s ) , the i n p u t data on u n i t
C 9 (10) f o r tempora l l y homogeneous D i r i c h l e t (Neumann)
C BC’ s should conta in , as above , a value o f DIRTIM
C (NEUTIM) o f 0.0 fo l l owed by the DIRINP (NEUINP)
C values , and then a value o f DIRTIM (NEUTIM) equal
C to or l a r g e r than TMAX (1 .0 e+10 , say ) fo l l owed by the
C same DIRINP (NEUMIN) values s p e c i f i e d a t t ime 0 . 0 .
C ( c ) I f the f i r s t i n p u t t ime value i s g rea te r than 0.0 , we set
C the i n i t i a l ( t ime 0 .0 ) D i r . (Neu . ) BC’ s inpu ts to 0 . 0 .
C ( d ) I f TIME i s l a r g e r than the l a s t DIRTIM (NEUTIM) value on
C u n i t 9 (10) , HTIDIR (HTINEU) i s set to 1 and the l a s t
C i n p u t values are used f o r the r e s t o f the s imu la t i on .
C Q (NQ) − Neumann values ( constant i n t ime f o r TIME > 0;
C f o r t ime 0 Neumann f l u x values are taken to be
C zero . This i s done to avoid o s c i l l a t i o n s i n the
C Crank Nicolson scheme . )
C QPNEW (NP) − back−ca l cu la ted f l u x values a t D i r i c h l e t nodes
C at cu r ren t t ime l e v e l
C QPOLD (NP) − QPNEW values a t prev ious t ime l e v e l
C
C Mate r i a l P rope r t i es ( Real Arrays )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C KHX (NT) − sa tu ra ted h y d r a u l i c c o n d u c t i v i t y−xx
C KHZ (NT) − sa tu ra ted h y d r a u l i c c o n d u c t i v i t y−yy
C ELSTOR(NZONE) − s p e c i f i c storage
C SPESS(NZONE) − l a y e r th ickness
C SNODI (N) − s p e c i f i c storage at each node
C
C P o t e n t i a l Heads , V e l o c i t i e s , and Outputs ( Real Arrays )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C ACCA (N) − p o t e n t i a l heads at cu r ren t t ime l e v e l
C ACCAP(N) − p o t e n t i a l heads at prev ious t ime l e v e l ( i n i t i a l
C cond i t i ons on i n p u t )
C ACCAEL (NT) − p o t e n t i a l heads at cu r ren t t ime l e v e l
C f o r each element
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C UNOD (N) − v e l o c i t y−x a t each node
C VNOD (N) − v e l o c i t y−y a t each node
C UU (NT) − v e l o c i t y−x f o r each element
C VV (NT) − v e l o c i t y−y f o r each element
C TIMPRT(NPRT) − t ime values f o r d e t a i l e d output . De ta i led
C output i s produced at i n i t i a l cond i t i ons
C (TIME=0) , a t t ime values i n d i c a t e d i n TIMPRT,
C and at the end of the s imu la t i on (TIME=TMAX) .
C Deta i led output cons i s t s o f : values o f
C p o t e n t i a l head and v e l o c i t y ( depending on
C s e t t i n g o f IPRT ) a t a l l nodes ; v e r t i c a l
C p r o f i l e s o f p o t e n t i a l head f o r the
C NODVP sur face nodes ; p o t e n t i a l head
C values a t the sur face nodes .
C
C System Components ( Real Arrays )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C BI (3 ,NT) − c o e f f i c i e n t s ’ b−i / 2 ’ o f the basis f u n c t i o n s
C CI (3 ,NT) − c o e f f i c i e n t s ’ c−i / 2 ’ o f the basis f u n c t i o n s
C LMASS (3 ,3 ) − l o c a l mass matr ix , w i thou t the s p e c i f i c
C storage term and wi thou t the volume term
C COEF1 (NTERM) − g loba l s t i f f n e s s mat r i x ; a lso used to s to re
C the LHS system mat r i x
C COEF2 (NTERM) − g loba l mass mat r i x
C SCR (NTERM) − scra tch vec to r
C TNOTI (N) − RHS system vec to r
C XT5 (N) − TNOTI before impos i t i on o f D i r i c h l e t boundary
C cond i t i ons ( needed f o r back−c a l c u l a t i o n o f
C f l u x e s used i n mass balance c a l c u l a t i o n s )
C LHSP (NP) − values o f d iagonal elements o f LHS system
C mat r i x corresponding to D i r i c h l e t nodes before
C impos i t i on o f D i r i c h l e t BC’ s ( needed f o r
C back−c a l c u l a t i o n o f f l u x e s used i n mass
C balance c a l c u l a t i o n s )
C
C Inpu t Un i ts
C−−−−−−−−−−−
C 1 − I /O f i l e names
C 5 − parameters
C 8 − g r i d i n f o
C 9 − D i r i c h l e t BC’ s
C 10 − Neumann BC’ s
C 11 − mate r i a l p r o p e r t i e s
C 12 − i n i t i a l cond i t i ons
C
C Output Un i ts
C−−−−−−−−−−−−
C 4 − t e rm ina l
C 6 − main output
C 15 − X, Y coord ina te values
C 21 − mass balance behavior a t each t ime step
C 36 − hydrograph output
C 40 − p o t e n t i a l head output a t a l l nodes
C 41 − v e l o c i t y output a t a l l nodes
C 42 − p o t e n t i a l head output a t a l l elements
C 51 − v e l o c i t y output a t a l l elements
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−DATA AND PARAMETER DECLARATIONS
C
C declare a l l v a r i a b l e s
C
IMPLICIT NONE
C
C maximum dimensions def ined i n SAT2D.H
C
INCLUDE ’SAT2D.H ’
C
C ac tua l or minimum dimension parameters
C
INTEGER N,NT
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INTEGER NZONE,NTERMC,NSTEP,NR,NPRT,N1
C
C d i c h i a r a z i o n i per l e c o n d i z i o n i a l contorno
C
c numero d i nodi i n cu i vengono imposte l e bc
INTEGER NPC,NQ, NPCPHI ,NQPHI
c ar ray che contengono i nodi dove vengo imposte l e bc
C INTEGER CONTP(NPMAX) ,CONTQ(NQMAX)
INTEGER NNPC(NPMAX) ,NNQ(NQMAX) ,NNPCPHI(NPMAX) ,NNQPHI(NQMAX) ,
$ nnpc4 (npmax∗2) , NNQ4(2∗NQMAX)
C c o n d i z i o n i a l contorno i n t e r p o l a t e
REAL∗8 PRESC(NPMAX) ,Q(NQMAX) ,PRESCPHI(NPMAX) ,QPHI (NPMAX) ,
$ presc4 (npmax∗2) , Q4(2∗NQMAX)
C tempi
REAL∗8 DIRTIM ( 2 ) ,NEUTIM( 2 ) ,DIRTIMPHI ( 2 ) ,NEUTIMPHI ( 2 )
C v a l o r i d e l l e c o n d i z i o n i
REAL∗8 DIRINP (2 ,NPMAX) ,NEUINP(2 ,NPMAX) ,
$ DIRINPPHI (2 ,NPMAX) ,NEUINPPHI(2 ,NPMAX)
C
C i n t e g e r parameters , f l ags , and ind i ces
C
INTEGER ITERM,KPRT, IPRT , IPRT1 , INDP , indpphi , HTIDIR , HTINEU,LUMP
INTEGER ITMXCG, NITERT , ITLIN , IMAX , KLSFAI
C
C miscel laneous i n t e g e r sca la rs
C
INTEGER NDZ,NDZ4M
INTEGER I , K , I I , kk
C
C l o g i c a l f l a g s
C
LOGICAL LSFAIL
C
C r e a l sca la rs f o r v e r t i c a l d i s c r e t i z a t i o n , t ime stepping , and
C l i n e a r i t e r a t i o n s
C
REAL∗8 TETAC,DELTAT,DTMAX,DTMAGA,DTMAGM,TMAX, TIME , TIMEP
REAL∗8 TOLCG
C
C r e a l sca la rs f o r mass balance and hydrograph c a l c u l a t i o n s
C
REAL∗8 NDIN ,NDOUT, NDINP,NDOUTP, NNIN ,NNOUT, NNINP,NNOUTP
REAL∗8 VNDIN,VNDOUT, VNNIN,VNNOUT
REAL∗8 VIN ,VOUT,DSTORE,ERRAS,ERREL
REAL∗8 ETOT,VTOT, VTOTIN ,VTOTOU
C
C miscel laneous r e a l sca la rs
C
REAL∗8 RMAX,RMIN
REAL∗8 DELTAM
C
C r e a l∗4 sca la rs f o r cpu t im ing
C
REAL CPULIN ,CPUBAL,CPUOVH,CPUMN
REAL CPUTMP,CPULT, AVGLIN ,ATCTS,PCMN, PCLIN ,PCBAL,PCOVH
REAL PCVEC1,PCVEC2,PCVEC3,PCVEC4,PCVEC5,PCVEC6,PCLT
C
C r e a l∗4 ar ray f o r cpu t im ing
C
REAL CPUVEC( 6 )
C
C i n t e g e r ar rays
C
INTEGER TRIANG(4 ,NTRMAX)
INTEGER TP(NMAX) , IAREA(NTRMAX)
INTEGER CONTR(NRMAX)
INTEGER JAC(NTPMAX) , IAC (MAXTRC) ,TOPOLC(NMAX+1) ,TRIJAC(3 ,3 ,NTRMAX)
INTEGER IP3 (3 ,3 ) , IER ( 7 ) , IER4M( 7 )
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C
C r e a l ar rays f o r mesh c o n f i g u r a t i o n and boundary cond i t i ons
C
REAL∗8 X(NMAX) ,Y(NMAX)
REAL∗8 ARENOD(NMAX) ,AREA(NTRMAX) ,AREAR(NTRMAX)
REAL∗8 QPNEW(NPMAX) ,QPOLD(NPMAX)
C
C r e a l ar rays f o r ma te r i a l p r o p e r t i e s
C
REAL∗8 ELSTOR(MAXZON)
REAL∗8 SPESS(MAXZON)
REAL∗8 SNODI(NMAX)
C
C r e a l ar rays f o r v e l o c i t i e s , and outputs
C
REAL∗8 UNOD(NMAX) ,VNOD(NMAX)
REAL∗8 UU(NTRMAX) ,VV(NTRMAX) ,TIMPRT(MAXPRT)
C
C r e a l ar rays f o r system components
C
REAL∗8 BI (3 ,NTRMAX) , CI (3 ,NTRMAX) ,LMASS(3 ,3 )
REAL∗8 SCR(MAXTRM)
REAL∗8 TNOTI (NMAX) ,LHSP(NPMAX∗2)
C
C data d e c l a ra t i o n s
C
DATA IMAX/2147483647/
DATA RMAX/ 1 . 7D+38/
DATA RMIN/ 1 . 7D−38/
DATA IP3 /1 ,2 ,3 ,2 ,3 ,1 ,3 ,1 ,2 /
C
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C DICHIARAZIONI AGGIUNTIVE
C
c d i c h i a r a z i o n i d i t opo log ia d i mat r ice grossa
INTEGER JA4M(4∗NTPMAX) , IA4M(4∗MAXTRC) ,TOP4M(2∗NMAX+1)
C numero d i t e r m i n i non n u l l i
INTEGER NTERM4
c
integer mtv
c
C d i c h i a r a z i o n i per l e p rop r i e ta ’ de i m a t e r i a l i
C
C permeab i l i t a ’ i d r a u l i c a ed e l e t t r o s m o t i c a
C
REAL∗8 KHX(NMAX) , KHZ(NMAX) , KEX(NMAX) , KEZ(NMAX)
C
C p r o p r i e t à e l e t t r i c h e
C
REAL∗8 GX(NMAX) , GZ(NMAX) , RHOX(NMAX) , RHOZ(NMAX)
C
C c o e f f i c i e n t i de i t e r m i n i tempora l i d e l l ’ equazione
C X11 = mv ∗ gammaw (mv c o e f f i c i e n t e d i conso l idaz ione )
C X22 = Cp ( capaci ta ’ e l e t t r i c a )
C X12 = X21 = 0
C
REAL∗8 R11(MAXTRM∗4) , R12(MAXTRM∗4) ,
$ R21(MAXTRM∗4) , R22(MAXTRM∗4)
REAL∗8 R11t (MAXTRM) , R12t (MAXTRM) ,
$ R21t (MAXTRM) , R22t (MAXTRM)
REAL∗8 X11 (NMAX) , X12 (NMAX) , X21 (NMAX) , X22 (NMAX)
C
C
C d i c h i a r a z i o n i d e l l e v a r i a b i l i i n c o g n i t e
rea l∗8 accaphi (NMAX∗2)
C ∗∗∗∗∗∗∗∗∗ po tenz ia le i d r a u l i c o ∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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REAL∗8 ACCA(NMAX) ,ACCAP(NMAX) ,ACCAEL(NTRMAX)
C
C ∗∗∗∗∗∗∗∗∗ po tenz ia le e l e t t r i c o ∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
REAL∗8 PHI (NMAX) ,PHIP (NMAX) ,PHIEL (NTRMAX)
c
integer ITCGNS, NNSYT, IBOT ,MINBOT
rea l∗8 RNSYM(MAXBOT) , XT5(2∗NMAX)
integer INSYM( INTBOT)
C
C open the I /O f i l e s
C
CALL OPENIO( ITERM)
mtv=1
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−DATA INPUT AND INITIALIZATION
C
C i n i t i a l i z a t i o n c a l l to the cpu t imer subrou t ine
C
CALL TIM (CPUMN, 1 )
C
C c a l l r o u t i n e f o r data i n p u t
C
CALL DATIN(TRIANG, X, Y,ELSTOR,SPESS,
2 NNPC,NNQ,NNPCPHI,NNQPHI,
$ CONTR, TIMPRT,
$ ACCAP, PHIP ,
$ TETAC,DELTAT,DTMAX,TMAX,
4 DTMAGA,DTMAGM, ITMXCG,TOLCG,LUMP,
5 IPRT1 , IPRT ,
$ INDP , INDPPHI ,
6 NPC,NQ,NPCPHI ,NQPHI,
$ NZONE, N1,NR,NPRT,N,NT,
7 KHX,KHZ,KEX,KEZ,GX,GZ,RHOX,RHOZ, X11 , X12 , X21 , X22 )
C
C set up TMAX, TETAC, and t ime step s izes f o r steady s t a t e problem
C
IF (DELTAT .GE. 1.0D+10) THEN
TMAX=0.0D0
TETAC=1.0D0
DELTAT=RMAX
DTMAX=RMAX
NSTEP=−1
END IF
IF (DELTAT .GT. DTMAX) DELTAT=DTMAX
C
C set up po in te r s and ind i ces f o r storage of the system matr ices
C
CALL STRTRN(N,NTERMC,TRIANG, JAC,TOPOLC,NT, N1, IMAX)
CALL CHKNSY(N,NTERMC,TOPOLC, JAC,NDZ, IER )
CALL TRITRN(NT, TRIANG, JAC,TOPOLC, TRIJAC )
CALL TOPIA(N,TOPOLC, IAC )
WRITE(66 ,1005) NTERMC
C
C c o n t r o l i f a r rays are dimensioned c o r r e c t l y
C
C AGGIUNTA EVENTUALE DI CHECK SU VARIABILI
CALL CHECK(N,NMAX,NT,NTRMAX,
1 NZONE,MAXZON,NPRT,MAXPRT,NR,NRMAX,
2 N1,NTPMAX,NTERMC,MAXTRM,NPC,NPMAX,NQ,NQMAX,
214
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3 ITERM)
C
C da matr ice s ingo la a matr ice 2 X 2 b locch i
C NECESSARIA NEL MOMENTO IN CUI ASSEMBLO IL SISTEMA GROSSO
C
CALL STR4M(N,NTERM4, JAC,TOPOLC,JA4M,TOP4M)
CALL CHKNSY(2∗N,NTERM4,TOP4M,JA4M,NDZ4M, IER4M)
CALL TOPIA(2∗N,TOP4M, IA4M )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C LEGGE LE BC PER IL POTENZIALE IDRAULICO
CALL BCONE( ’DIRICHLET ’ ,9 , IPRT1 ,NPC, HTIDIR , TIME ,DELTAT,
1 DIRTIM , DIRINP ,NNPC,PRESC)
CALL BCONE( ’NEUMANN ’ ,10 , IPRT1 ,NQ, HTINEU, TIME ,DELTAT,
1 NEUTIM, NEUINP,NNQ,Q)
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C LEGGE LE BC PER IL POTENZIALE ELETTRICO
CALL BCONE( ’DIRICHLET ’ ,20 , IPRT1 , NPCPHI , HTIDIR , TIME ,DELTAT,
1 DIRTIMPHI , DIRINPPHI ,NNPCPHI,PRESCPHI)
CALL BCONE( ’NEUMANN ’ ,21 , IPRT1 ,NQPHI, HTINEU, TIME ,DELTAT,
1 NEUTIMPHI , NEUINPPHI ,NNQPHI, QPHI )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
C i n i t i a l i z a t i o n s − AGGIUNTA d e l l e v a r i a b i l i nuove
C
CALL IN IT0 I (6 ,CPUVEC)
CALL INI2D (NITERT , ITLIN ,NSTEP,
1 DELTAT,DTMAX, TIMEP , TIME ,
2 RMAX,
3 KPRT, KLSFAI ,
4 N, TP,SNODI,ACCA,ACCAP, PHI , PHIP ,
5 NPC,NNPC,QPOLD)
C
C element i (ELSTOR) e che devono andare a i nodi
C
CALL TPNODI(N,NT, ITERM, TRIANG,SNODI, TP,ELSTOR)
C
C c a l c u l a t e areas and basis f u n c t i o n c o e f f i c i e n t s
C
CALL AREBAS(N,NT,TRIANG, IP3 , BI , CI ,ARENOD,AREA,AREAR, IAREA ,
1 X, Y, ITERM)
C
C c a l c u l a t e q u a n t i t i e s needed f o r d e t a i l e d output
C
IF ( IPRT .GE. 2) THEN
CALL NODELT(NT, TRIANG,ACCAP,ACCAEL)
CALL NODELT(NT, TRIANG, PHIP , PHIEL )
IF ( IPRT .GE. 3) THEN
CALL VELS2D(NT, TRIANG,ACCAP,KHX,KHZ, PHIP ,KEX,KEZ,
1 UU,VV, BI , CI ,AREAR, IAREA)
CALL VNOD2D(N,NT, TP, TRIANG,UU,VV,UNOD,VNOD)
END IF
END IF
C
C d e t a i l e d output a t i n i t i a l cond i t i ons
C
c a l l de tou t ve l ( IPRT ,N,NSTEP, TIME , accap , accael ,UNOD,VNOD,
1 NT,UU,VV)
CALL DETOUT(40 ,42 , IPRT ,N,0 ,0 .0D0,
1 ACCAP,ACCAEL,UNOD,VNOD,NT,UU,VV)
CALL DETOUT(43 ,44 , IPRT ,N,0 ,0 .0D0,
1 PHIP , PHIEL ,UNOD,VNOD,NT,UU,VV)
C
C set up LMASS, the pa r t o f the l o c a l mass mat r i x which i s constant
C f o r a l l elements
C
CALL LOCMAS(LMASS,LUMP)
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C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−START NEW TIME STEP
C
100 CONTINUE
WRITE(66 ,1010) NSTEP,DELTAT, TIME
WRITE(4 ,1015) NSTEP,DELTAT, TIME
CALL TIM (CPUTMP, 1 )
write (77 ,∗ ) t ime , unod ( 5 )
C
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C i n p u t ( i f necessary ) and i n t e r p o l a t e the D i r i c h l e t & Neumann BC’ s f o r
the
C next t ime l e v e l
C BCNXT PER IL POTENZIALE IDRAULICO
CALL BCNXT( ’ DIRICHLET ’ ,9 , IPRT ,NPC, HTIDIR , TIME ,
1 DIRTIM , DIRINP ,NNPC,PRESC)
CALL BCNXT( ’NEUMANN ’ ,10 , IPRT ,NQ, HTINEU, TIME ,
1 NEUTIM, NEUINP,NNQ,Q)
C BCNXT PER IL POTENZIALE ELETTRICO
CALL BCNXT( ’ DIRICHLET ’ ,20 , IPRT , NPCPHI , HTIDIR , TIME ,
1 DIRTIMPHI , DIRINPPHI ,NNPCPHI,PRESCPHI)
CALL BCNXT( ’NEUMANN ’ ,21 , IPRT ,NQPHI, HTINEU, TIME ,
1 NEUTIMPHI , NEUINPPHI ,NNQPHI, QPHI )
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
WRITE(66 ,1050)
C
C CHIAMATA PRINCIPALE AL RISOLUTORE
C
CALL SATF2D(
$ CPUVEC,N,NT,NTERMC,NPC,NPCPHI ,NQ,NQPHI, NITERT , ITLIN ,
1 NSTEP, ITMXCG,TOLCG,DELTAT,TETAC,RMIN,RMAX,
2 TRIANG, TRIJAC , JAC,TOPOLC,
$ IA4M ,JA4M,TOP4M, X, Y,
3 ELSTOR,SPESS,NNPC,NNQ,NNPCPHI,NNQPHI, nnpc4 ,NNq4,
4 PRESC,Q, prescphi , qphi ,
$ BI , CI ,LMASS,AREA,AREAR, IAREA ,
5 TNOTI ,LHSP, LSFAIL , KLSFAI ,
6 ACCA,ACCAP, PHI , PHIP ,
7 KHX,KHZ,KEX,KEZ,GX,GZ,RHOX,RHOZ, X11 , X12 , X21 , X22 ,
$ presc4 , Q4, accaphi ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t ,
$ rnsym , ibo t , minbot , nnsyt , insym , XT5 )
CALL TIM (CPUTMP, 2 )
CPULIN=CPULIN+CPUTMP
C
C−−−−−−−−−−−−−−−−−−−−VELOCITY, MASS BALANCE, AND HYDROGRAPH CALCULATIONS
C
C
C c a l c u l a t e q u a n t i t i e s needed f o r d e t a i l e d output
C
IF ( IPRT .GE. 2) THEN
CALL NODELT(NT, TRIANG,ACCAP,ACCAEL)
CALL NODELT(NT, TRIANG, PHIP , PHIEL )
IF ( IPRT .GE. 3) THEN
CALL VELS2D(NT,TRIANG,ACCAP,KHX,KHZ, PHIP ,KEX,KEZ,
1 UU,VV, BI , CI ,AREAR, IAREA)
CALL VNOD2D(N,NT, TP,TRIANG,UU,VV,UNOD,VNOD)
END IF
END IF
C
WRITE(66 ,1130) NDIN ,NDOUT, NNIN ,NNOUT, NDINP,NDOUTP, NNINP,NNOUTP,
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1 VNDIN,VNDOUT, VNNIN,VNNOUT
WRITE(66 ,1140) VIN ,VOUT,DSTORE,ERRAS,ERREL
ETOT=ETOT + DABS(ERRAS)
VTOT=VTOT + ( VIN + VOUT)
VTOTIN=VTOTIN +VIN
VTOTOU=VTOTOU +VOUT
WRITE(66 ,1170) VTOTIN ,VTOTOU
NDINP =NDIN
NDOUTP=NDOUT
NNINP =NNIN
NNOUTP=NNOUT
C salva l a so luz ione a l passo precendete
CALL VCOPYR(NPC,QPOLD,QPNEW)
CALL VCOPYR(N,ACCAP,ACCA)
CALL VCOPYR(N, PHIP , PHI )
C
C p a r t i a l ou tput
C
IF (NR .GT. 0) THEN
WRITE(66 ,1150)
WRITE(66 ,1160) (CONTR( I ) ,ACCA(CONTR( I ) ) , I =1 ,NR)
END IF
C
C d e t a i l e d output
C
IF (NPRT .GT. 0 .AND. KPRT . LE . NPRT) THEN
IF (TIME .GE. TIMPRT(KPRT) ) THEN
KPRT=KPRT + 1
c a l l de tou t ve l ( IPRT ,N,NSTEP, TIME , accap , accael ,UNOD,VNOD,
1 NT,UU,VV)
CALL DETOUT(40 ,42 , IPRT ,N,0 ,0 .0D0,
1 ACCAP,ACCAEL,UNOD,VNOD,NT,UU,VV)
CALL DETOUT(43 ,44 , IPRT ,N,0 ,0 .0D0,
1 PHIP , PHIEL ,UNOD,VNOD,NT,UU,VV)
pr in t ∗ , ’ stampo r i s u l t a t i . . . . passo : ’ , nstep , ’ tempo : ’ , t ime
c a l l detcmtv ( ’ acca_ ’ ,1 , ACCA, x , y , t r i ang , nt , n , nstep )
c a l l detcmtv ( ’ phi__ ’ ,1 , PHI , x , y , t r i ang , nt , n , nstep )
write (99 , ’ (6E12 . 4 ) ’ ) ( accaphi ( i ) , i =1,2∗N)
write (99 ,∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
write (98 , ’ (6E12 . 4 ) ’ ) ( t n o t i ( i ) , i =1,2∗N)
write (98 ,∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
c a l l stamp ( acca , phi , nstep )
c a l l velmtv ( n , x , y , unod , vnod , nstep )
END IF
END IF
C
C update TIME and t ime step s ize f o r the next t ime step .
C i f TMAX reached , end the s imu la t i on .
C
IF (DELTAT .GE. 1.0D+10) GO TO 300
IF (DABS(TIME−TMAX) . LE . 0.001D0∗DELTAT) GO TO 300
TIMEP=TIME
DELTAT=DELTAT∗DTMAGM + DTMAGA
IF (DELTAT .GT. DTMAX) DELTAT=DTMAX
IF ( ( TIME+DELTAT) .GT. TMAX) THEN
DELTAT=TMAX − TIME
TIME=TMAX
ELSE
TIME=TIME + DELTAT
ENDIF
NSTEP=NSTEP + 1
C
M
.C
ig
ag
n
a
217
ii
“te
si”
—
2007/4/24
—
18
:43
—
p
ag
e
218
—
#238
i
i
i
i
i
i
C
C r i t o r n a a l l ’ i n i z i o d e l l ’ i t e r a z i o n e temporale
C
GO TO 100
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−END OF SIMULATION , OUTPUT FINAL SOLUTION
C
300 CONTINUE
C
C stampa i r i s u l t a t i f i n a l i
C
c a l l de tou t ve l ( IPRT ,N,NSTEP, TIME , accap , accael ,UNOD,VNOD,
1 NT,UU,VV)
CALL DETOUT(40 ,42 , IPRT ,N,0 ,0 .0D0,
1 ACCAP,ACCAEL,UNOD,VNOD,NT,UU,VV)
CALL DETOUT(43 ,44 , IPRT ,N,0 ,0 .0D0,
1 PHIP , PHIEL ,UNOD,VNOD,NT,UU,VV)
C
C stampa g l i e r r o r i g l o b a l i
C
IF (DELTAT . LT . 1.0D+10) THEN
c?????? IF (VTOT .NE. 0.0D0) WRITE(66 ,1200) ETOT,100.0D0∗ETOT/VTOT
WRITE(66 ,1200) ETOT,100.0D0∗ETOT/ VTOTIN
END IF
C
C output cpu t imes f o r code sec t ions and t o t a l cpu t ime
C f o r the s imu la t i on
C
CALL TIM (CPUMN, 2 )
AVGLIN=FLOAT( ITLIN ) /NSTEP
ATCTS=CPUMN/NSTEP
PCMN=100.0
PCLIN=CPULIN /CPUMN∗100.0
PCBAL=CPUBAL/CPUMN∗100.0
PCVEC1=CPUVEC( 1 ) /CPUMN∗100.0
PCVEC2=CPUVEC( 2 ) /CPUMN∗100.0
PCVEC3=CPUVEC( 3 ) /CPUMN∗100.0
PCVEC4=CPUVEC( 4 ) /CPUMN∗100.0
PCVEC5=CPUVEC( 5 ) /CPUMN∗100.0
PCVEC6=CPUVEC( 6 ) /CPUMN∗100.0
CPUOVH=CPUMN−CPULIN−CPUBAL
PCOVH=CPUOVH/CPUMN∗100.0
WRITE(66 ,1400) CPUMN,PCMN, CPULIN , PCLIN ,CPUBAL,PCBAL,CPUOVH,PCOVH
WRITE(66 ,1420) CPUVEC( 1 ) ,PCVEC1,CPUVEC( 2 ) ,PCVEC2,CPUVEC( 3 ) ,
1 PCVEC3,CPUVEC( 4 ) ,PCVEC4,CPUVEC( 5 ) ,PCVEC5,
2 CPUVEC( 6 ) ,PCVEC6
CPULT=0.0
DO I =1 ,6
CPULT=CPULT+CPUVEC( I )
END DO
PCLT=CPULT/CPUMN∗100.0
WRITE(66 ,1440) CPULT,PCLT
WRITE(66 ,1450) NSTEP, ITLIN , AVGLIN ,ATCTS
c c a l l velmtv ( n , x , y , unod , vnod )
c c a l l detcmtv ( ’ acca_ ’ , 1 , ACCA, x , y , t r i ang , nt , n , 1 )
c c a l l detcmtv ( ’ phi__ ’ , 1 , PHI , x , y , t r i ang , nt , n , 1 )
C
CALL CLOSIO
STOP
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−FORMAT STATEMENTS
C
1000 FORMAT(1X, ’ ∗∗∗ ERRORE NELLA COSTRUZIONE DELLA MESH ’ ,
1 1H , ’ IL NODO’ , I5 , ’ NON APPARTIENE A NESSUN ELEMENTO ’ )
1005 FORMAT(5X, ’NTERMC (# OF NONZERO TERMS IN SYS. MAT. ) = ’ , I6 )
1010 FORMAT( / , 1X,5X, ’PASSO TEMPORALE N. ’ , I5 , ’ DELTAT = ’ ,1PE12.4 ,
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1 ’ TEMPO = ’ ,1PE12 . 4 )
1015 FORMAT(1X,5X, ’PASSO TEMPORALE N. ’ , I5 , ’ DELTAT = ’ ,1PE12.4 ,
1 ’ TEMPO = ’ ,1PE12 . 4 )
1050 FORMAT( / , 1X, ’ CARATTERISTICHE DI CONVERGENZA LINEARE ’ , / ,
1 1X, ’ ITER RESIDUAL REAL RESIDUAL ’ )
1130 FORMAT( / , ’ BOUNDARY CONDITION INFLOWS AND OUTFLOWS ’ ,
1 / , ’ DIRICH . INFLOW DIRICH . OUTFLOW ’ ,
2 ’ NEUMANN INFLOW NEUMANN OUTFLOW ’ ,
3 / , 1X, ’CURR FLUX ’ ,4(2X,1PE15 . 6 ) ,
4 / , 1X, ’PREV FLUX ’ ,4(2X,1PE15 . 6 ) ,
5 / , 1X, ’VOLUME ’ ,4(2X,1PE15 . 6 ) )
1140 FORMAT( / , ’ TOTAL I VOL TOTAL O VOL STOR CHNG VOL ’ ,
1 ’ | ABS MASS BAL ERR REL MASS BAL ERR,% ’ ,
2 / , 1X,1PE11.3 ,2X,1PE11.3 ,2X,1PE13.5 , ’ | ’ ,
3 1PE16.8 ,3X,1PE18.10 )
1150 FORMAT( / / , 1 X, ’PARTIAL OUTPUT ’ , / ,
1 1X, 2 ( ’ NODE POTENTIAL ’ ) )
1170 FORMAT( / , ’ DIRICHLET NODES: CUM. IN . VOL. CUM. OUT. VOL. ’ , / ,
1 16X,2 (1PE14 . 4 ) )
1160 FORMAT(2 (1X, I5 ,1 (1PE11 . 3 ) ) )
1180 FORMAT( ’ NSTEP DELTAT TIME NET DIRICHLET FLUX ’ ,
1 ’ NET NEUMANN FLUX ’ )
1195 FORMAT( I6 ,2 (1PE11 . 3 ) ,2(11X,1PE13 . 5 ) )
1200 FORMAT ( / / , ’ CUMULATIVE (TOTAL) ABSOLUTE MASS BALANCE ’ ,
1 ’ ERROR : ’ ,1PE12.5 ,
2 / , ’ CUMULATIVE (TOTAL) RELATIVE MASS BALANCE ’ ,
3 ’ ERROR : ’ ,1PE12.5 , ’ %’ )
1220 FORMAT( ’ NSTEP DELTAT TIME LIN ITER ’ ,
1 ’ ABS MB ERR REL MB ERR ’ )
1240 FORMAT( I6 ,2 (1PE12 . 4 ) , I11 ,2 (1PE12 . 4 ) )
1400 FORMAT( / / , 1 X, ’ TOT CPU FOR THE SIMULATION = ’ ,F8 .2 ,
1 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
2 1X, ’ TOT CPU FOR ASS & SOLN OF LINEAR SYS = ’ ,F8 .2 ,
3 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
4 1X, ’ TOT CPU FOR DIR B−FLX , MASS BAL, & HG= ’ ,F8 .2 ,
5 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
6 1X, ’ TOT CPU FOR OVERHEAD (SEE CODE DESC. ) = ’ ,F8 .2 ,
7 ’ SECONDS ’ ,F6 .2 , ’ %’ )
1420 FORMAT( / , 1X, ’ TOT CPU FOR INIT . OF SYSTEM MATRICES = ’ ,F8 .2 ,
1 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
2 1X, ’ TOT CPU FOR LOCAL SYSTEM ASSEMBLY = ’ ,F8 .2 ,
3 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
4 1X, ’ TOT CPU FOR RHS CALCULATION W/O BC ’ ’S = ’ ,F8 .2 ,
5 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
6 1X, ’ TOT CPU FOR GLOBAL LHS SYSTEM MATRIX = ’ ,F8 .2 ,
7 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
8 1X, ’ TOT CPU FOR BC CONTRIBUTIONS TO RHS = ’ ,F8 .2 ,
9 ’ SECONDS ’ ,F6 .2 , ’ %’ , / ,
A 1X, ’ TOT CPU FOR LINEAR SOLVER & RESIDUAL = ’ ,F8 .2 ,
B ’ SECONDS ’ ,F6 .2 , ’ %’ )
1440 FORMAT(41X, ’−−−−−−−−−’ ,9X, ’−−−−−−−’ , / , 41X, F8 .2 ,
1 ’ SECONDS ’ ,F6 .2 , ’ %’ )
1450 FORMAT( / , 1X, ’ TOTAL NUMBER OF TIME STEPS = ’ , I8 , / ,
1 1X, ’ TOTAL NUMBER OF LINEAR ITERATIONS = ’ , I8 , / ,
2 1X, ’ AVG LINEAR ITERATIONS PER TIME STEP = ’ ,F8 . 2 , / ,
3 1X, ’ AVG TOT CPU PER TIME STEP = ’ ,F8 .2 ,
4 ’ SECONDS ’ )
C
END
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
subroutine velmtv ( n , x , y , unod , vnod , nstep )
i m p l i c i t none
integer n , i , nstep
rea l∗8 x (∗ ) , y (∗ ) , unod (∗ ) , vnod (∗ )
character∗11 f i lename
write ( f i lename , ’ ( a3 , i 4 . 4 , a4 ) ’ ) ’ ve l ’ , nstep , ’ . mtv ’
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open (51 , f i l e = ’ ve l . mtv ’ , status= ’ unknown ’ )
write (51 ,∗ ) ’ $ DATA=VECTOR ’
∗ w r i t e (51 ,∗ ) ’%vscale =0.05 ’
∗ do i = 1 ,n ,2
do i = 1 ,n
write (51 , ’ (6e13 . 5 ) ’ ) x ( i ) , y ( i ) , 0 .0 , unod ( i ) , vnod ( i ) ,0 .0
end do
close (51 )
return
end
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
subroutine detcmtv ( f i l e , ispec , conc , x , y , t r i ang , nt , n , nstep )
i m p l i c i t none
integer i1 , i2 , i3 , i i 0 , i i 1 , i i 2 , i i 3 , i e l , wuni
integer ispec , nt , n , nstep
integer t r i a n g (4 , n t )
rea l∗8 x ( n ) , y ( n )
rea l∗8 conc ( n )
character∗15 f i lename
character∗5 f i l e
∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗ output f o r p lo tmtv
∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
write ( f i lename , ’ ( a5 , i 4 . 4 , a1 , i1 , a4 ) ’ ) f i l e , nstep , ’ _ ’ , ispec , ’ . mtv ’
wuni = 10
open ( wuni , f i l e =f i lename )
write ( wuni ,100)
100 format (1x , ’ $ data=contcurve ’ )
write ( wuni , ’ ( a ) ’ ) ’ $ DATA=CONTCURVE ’
write ( wuni , ’ ( a ) ’ ) ’ % t o p l a b e l = ’ , f i l e
wri te ( wuni , ’ ( a ) ’ ) ’ % c o n t s t y l e =2 ’
write ( wuni , ’ ( a ) ’ ) ’ % i n t e r p =3 ’
do 1000 i e l =1 , n t
i 1 = t r i a n g (1 , i e l )
i 2 = t r i a n g (2 , i e l )
i 3 = t r i a n g (3 , i e l )
i i 0 = 0
i i 1 = 1
i i 2 = 2
i i 3 = 3
write ( wuni , ’ (3e12 .5 , i 5 ) ’ ) x ( i 1 ) , y ( i 1 ) , conc ( i 1 )
write ( wuni , ’ (3e12 .5 , i 5 ) ’ ) x ( i 2 ) , y ( i 2 ) , conc ( i 2 )
write ( wuni , ’ (3e12 .5 , i 5 ) ’ ) x ( i 3 ) , y ( i 3 ) , conc ( i 3 )
write ( wuni ,110)
110 format (1x , ’ ’ )
1000 continue
wri te ( wuni ,120)
120 format (1x , ’ $ end ’ )
close ( wuni )
return
end
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C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SATF2D ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C assemble and solve the symmetric l i n e a r system f o r sa tu ra ted f low
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE SATF2D(
$ CPUVEC,N,NT,NTERMC,NPC, NPCPHI ,NQ,NQPHI, NITERT , ITLIN ,
1 NSTEP, ITMXCG,TOLCG,DELTAT,TETAC,RMIN,RMAX,
2 TRIANG, TRIJAC , JAC,TOPOLC,
$ IA4M ,JA4M,TOP4M, X,Y,
3 ELSTOR,SPESS,NNPC,NNQ,NNPCPHI,NNQPHI, nnpc4 ,NNq4,
4 PRESC,Q, prescphi , qphi ,
$ BI , CI ,LMASS,AREA,AREAR, IAREA ,
5 TNOTI ,LHSP, LSFAIL , KLSFAI ,
6 ACCA,ACCAP, PHI , PHIP ,
7 KHX,KHZ,KEX,KEZ,GX,GZ,RHOX,RHOZ, X11 , X12 , X21 , X22 ,
$ presc4 , Q4, accaphi ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t ,
$ rnsym , ibo t , minbot , nnsyt , insym , XT5 )
C
IMPLICIT NONE
INCLUDE ’SAT2D.H ’
INTEGER N,NT,NTERMC,NPC,NQ, NPCPHI , NQPHI,
$ NITERT , ITLIN ,NSTEP, ITMXCG, KLSFAI
c+++++++++++
integer i , l l , j j , kk , i1 , i2 , k
c+++++++++++
INTEGER TRIANG(4 ,∗ ) ,TRIJAC(3 ,3 ,∗ )
INTEGER JAC(∗ ) ,TOPOLC(∗ ) , IAREA(∗ )
INTEGER NNPC(∗ ) ,NNQ(∗ ) ,NNPCPHI(∗ ) ,NNQPHI(∗ ) ,
$ nnpc4 (∗ ) , nnq4 (∗ ) , npc4 , nq4
integer IA4M(∗ ) ,JA4M(∗ ) ,TOP4M(∗ )
LOGICAL LSFAIL
REAL CPUL1
REAL CPUVEC(∗ )
REAL∗8 COEF,ERR,RES
REAL∗8 TOLCG,DELTAT,TETAC,RMIN,RMAX
REAL∗8 ELSTOR(∗ ) ,SPESS(∗ )
REAL∗8 PRESC(∗ ) ,Q(∗ ) ,PRESCPHI(∗ ) ,QPHI(∗ )
REAL∗8 BI (3 ,∗ ) , CI (3 ,∗ ) ,LMASS(3 ,3 )
REAL∗8 AREA(∗ ) ,AREAR(∗ ) ,X(∗ ) ,Y(∗ )
REAL∗8 TNOTI (∗ ) ,LHSP(∗ ) , PRESC4(∗ ) , Q4(∗ )
C d i c h i a r a z i o n i d e l l e nuove v a r i a b i l i
C
rea l∗8 ACCA(∗ ) ,ACCAP(∗ ) , PHI (∗ ) ,PHIP (∗ ) , ACCAPHI(∗ )
C
C
rea l∗8 TNOTI1 (N) ,TNOTI2 (N)
C
REAL∗8 R11(∗ ) , R12(∗ ) , R21(∗ ) , R22(∗ )
REAL∗8 R11t (∗ ) , R12t (∗ ) , R21t (∗ ) , R22t (∗ )
REAL∗8 KHX(∗ ) , KHZ(∗ ) , KEX(∗ ) , KEZ(∗ ) , GX(∗ ) , GZ(∗ ) ,
$ RHOX(∗ ) , RHOZ(∗ )
REAL∗8 X11(∗ ) , X12(∗ ) , X21(∗ ) , X22(∗ )
c NON SYMMETRIC SOLVER DECLARATIONS
rea l∗8 rnsym (∗ ) , XT5(∗ )
integer i bo t , minbot , iersym
integer nnsyt
integer insym (∗ )
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C
C i n i z i a l i z z a a 0 i v e t t o r i che conterranno l e m a t r i c i d i capac i ta
C e r i g i d e z z a memorizzate i n forma compatta
C
CALL TIM (CPUL1, 1 )
CALL INIT0R (NTERMC, R11)
CALL INIT0R (NTERMC, R12)
CALL INIT0R (NTERMC, R21)
CALL INIT0R (NTERMC, R22)
CALL INIT0R (NTERMC, R11t )
CALL INIT0R (NTERMC, R12t )
CALL INIT0R (NTERMC, R21t )
CALL INIT0R (NTERMC, R22t )
CALL INIT0R(2∗N,ACCAPHI)
CALL TIM (CPUL1, 2 )
CPUVEC( 1 ) =CPUVEC( 1 ) +CPUL1
C
C assembla i c o n t r i b u t i l o c a l i d e l l e m a t r i c i d i r i g i d e z z a
C e capaci ta ’ n e l l e m a t r i c i g l o b a l i
C
CALL TIM (CPUL1, 1 )
CALL ASSF2D(
$ NT, TRIANG, TRIJAC ,LMASS,
$ SPESS,AREA,AREAR, BI , CI ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t ,
$ KHX, KHZ, KEX, KEZ, GX, GZ,
$ RHOX, RHOZ,
$ X11 , X12 , X21 , X22
$ )
CALL TIM (CPUL1, 2 )
CPUVEC( 2 ) =CPUVEC( 2 ) +CPUL1
C
C cos t ru i sce i l v e t t o r e de i t e r m i n i n o t i
C
CALL TIM (CPUL1, 1 )
c a l l RHSV2(
$ N,NTERMC,TOPOLC, JAC,DELTAT,TETAC,
$ TNOTI1 , TNOTI2 , ACCAP, PHIP ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t
$ )
CALL TIM (CPUL1, 2 )
CPUVEC( 3 ) =CPUVEC( 3 ) +CPUL1
C
CALL TIM (CPUL1, 1 )
CALL CFMV2(NTERMC,TETAC,DELTAT,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t
$ )
CALL TIM (CPUL1, 2 )
CPUVEC( 4 ) =CPUVEC( 4 ) +CPUL1
CALL TIM (CPUL1, 1 )
c++++++++++++
CALL TIM (CPUL1, 2 )
CPUVEC( 5 ) =CPUVEC( 5 ) +CPUL1
write (58 ,∗ ) ’ m a t r i c i ’
do i = 1 ,n
i 1 = topo l c ( i )
i 2 = topo l c ( i +1)−1
write (58 , ’ (8 I6 ) ’ ) ( j ac ( k ) , k= i1 , i 2 )
write (58 , ’ (8e12 . 4 ) ’ ) ( r11 ( k ) , k= i1 , i 2 )
write (58 , ’ (8e12 . 4 ) ’ ) ( r12 ( k ) , k= i1 , i 2 )
write (58 , ’ (8e12 . 4 ) ’ ) ( r21 ( k ) , k= i1 , i 2 )
write (58 , ’ (8e12 . 4 ) ’ ) ( r22 ( k ) , k= i1 , i 2 )
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write (58 ,∗ ) ’−−−−−−’
end do
close (58 )
c DEVO ASSEMBLARE LA STRUTTURA DELLA MATRICE DA SINGOLI BLOCCHI
c 2 X 2 a matr ice GROSSA 2N X 2N
CALL VCOPYR(NTERMC, R11(NTERMC+1) , R12)
CALL VCOPYR(NTERMC, R11(2∗NTERMC+1) , R21)
CALL VCOPYR(NTERMC, R11(3∗NTERMC+1) , R22)
c ammucchio i l termine noto so lo su un v e t t o r e
CALL VCOPYR(N, TNOTI , TNOTI1 )
CALL VCOPYR(N, TNOTI (N+1) , TNOTI2 )
C
C tras forma l e 4 p a r t i d e l l a matr ice immagazzinata i n SCR2 i n
C un opportuno formato per l a so luz ione (R22)
C
c a l l i n i t 0 r ( ntermc , r22 )
CALL ASSNEW(N, NTERMC, TOPOLC, r11 , r22 ) ! ESCE R22
c stampa l a matr ice g loba le
do i = 1 ,2∗n
i 1 = top4m ( i )
i 2 = top4m ( i +1)−1
write (59 , ’ (8 I6 ) ’ ) ( ja4m ( k ) , k= i1 , i 2 )
write (59 , ’ (8e12 . 4 ) ’ ) ( r22 ( k ) , k= i1 , i 2 )
end do
close (59 )
C
C qui metto i n un unico v e t t o r e i p rescr ibed po in t s per ambedue
C l a v a r i a b i l i ( v iene s p l i t t a t o i n due c i c l i i n quanto NON
C NECESSARIAMENTE NPC = NPCPHI)
C
NPC4=NPC + NPCPHI
do l l =1 ,NPC
NNPC4( l l ) =0
NNPC4( l l ) = NNPC( l l )
PRESC4( LL ) = 0.0
PRESC4( LL ) = PRESC( l l )
end do
do l l = 1 , NPCPHI
j j = l l + NPC
NNPC4( j j ) =0
NNPC4( j j ) =NNPCPHI( l l ) + N
PRESC4( j j ) = 0.0
PRESC4( j j ) = PRESCPHI( l l )
end do
NQ4=NQ + NQPHI
do l l =1 ,NQ
NNQ4( l l ) = 0
NNQ4( l l ) = NNQ( l l )
Q4( LL ) = 0.0
Q4( LL ) = Q( l l )
end do
do l l = 1 , NQPHI
j j = l l + NQ
NNQ4( j j ) = 0
NNQ4( j j ) = NNQPHI( l l ) + N
Q4( j j ) = 0.0
Q4( j j ) = QPHI ( l l )
end do
C
C impongo l e c o n d i z i o n i a l contorno s u l l a matr ice
C
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write (97 ,∗ ) ’−−−−−−−− NPC, NPCPHI−−−−−−’
write (97 ,∗ )NPC, NPCPHI
write (97 ,∗ ) ’ (NNPC( i ) , i =1 ,NPC) −−−−− ’
write (97 ,∗ ) (NNPC( i ) , i =1 ,NPC)
write (97 ,∗ ) ’ (NNPCPHI( i ) , i =1 ,NPC) −−−−− ’
write (97 ,∗ ) (NNPCPHI( i ) , i =1 ,NPC)
write (97 ,∗ ) ’ −−−−−−−− NPC4, NQ4−−−−−−−−’
write (97 ,∗ )NPC4, NQ4
write (97 ,∗ ) ’ (NNPC4( i ) , i =1 ,NPC4) −−− ’
write (97 ,∗ ) (NNPC4( i ) , i =1 ,NPC4)
write (97 ,∗ ) (NNQ4( i ) , i =1 , NQ4)
write (97 ,∗ ) (PRESC4( i ) , i =1 , NPC4)
write (97 ,∗ ) (Q4( i ) , i =1 , NQ4)
CALL BCTRN(
$ N, NPC4, NSTEP, NQ4, NNPC4 ,NNQ4, TOP4M,
$ JA4M, RMAX, XT5 , LHSP, TNOTI , PRESC4, Q4,
$ R22)
c per comodita ’ facciamo i l r es to re d e l l a matr ice usando un
c unico v e t t o r e
CALL TIM (CPUL1, 1 )
C
C chiamata a l so l u to re non l i n e a r e
C
CALL NSYSLV(0 ,6 ,2∗N,4∗NTERMC,NPC4,NNPC4, ITMXCG,
1 IBOT ,MINBOT,MAXBOT, IERSYM,NNSYT,
2 IA4M ,JA4M,TOP4M, INSYM,TOLCG,RMIN,
3 r22 , r11 , r12 , r21 ,RNSYM,ACCAPHI, TNOTI )
ITLIN=ITLIN+NITERT
c scorpora i l v e t t o r e so luz ione
CALL VCOPYR(N,ACCA, ACCAPHI( 1 ) )
CALL VCOPYR(N, PHI , ACCAPHI( n+1) )
C
C set f l a g i f l i n e a r sov le r f a i l e d
C
IF (NITERT .GE. ITMXCG) THEN
LSFAIL =.TRUE.
KLSFAI=KLSFAI+1
ELSE
LSFAIL =.FALSE.
END IF
C res to re d iagonal elements o f LHS system mat r i x corresponding to
C D i r i c h l e t nodes .
C Also , set s o l u t i o n a t D i r i c h l e t nodes to the prescr ibed
C values . This i s done since the solved s o l u t i o n a t
C D i r i c h l e t nodes may not be exac t l y equal to the presr ibed
C values , due to inaccurac ies and roundo f f e r r o r s which could
C a r i s e from the way we imposed D i r i c h l e t cond i t i ons ( by m u l t i p l y i n g
C diagonal terms by a ’ large ’ number ) .
C
C
C r i p r i s t i n a i v a l o r i d e l l a matr ice a prima d e l l ’ imposiz ione d e l l e BC
C
CALL TIM (CPUL1, 1 )
CALL SHLNSY(NPC4,NNPC4,TOP4M,JA4M,ACCAPHI,PRESC4, r22 ,LHSP)
CALL TIM (CPUL1, 2 )
CPUVEC( 6 ) =CPUVEC( 6 ) +CPUL1
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SHLSYM ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
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C res to re d iagonal elements o f LHS system mat r i x corresponding to
C D i r i c h l e t nodes .
C Also , set s o l u t i o n a t D i r i c h l e t nodes to the prescr ibed
C values . This i s done since the solved s o l u t i o n a t
C D i r i c h l e t nodes may not be exac t l y equal to the presr ibed
C values , due to inaccurac ies and roundo f f e r r o r s which could
C a r i s e from the way we imposed D i r i c h l e t cond i t i ons ( by m u l t i p l y i n g
C diagonal terms by a ’ large ’ number ) .
C ( symmetric storage ) .
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE SHLSYM(NP,TOPOL,CONTP,PRESC,LHSP,COEF1,PNEW)
C
IMPLICIT NONE
INCLUDE ’SAT2D.H ’
INTEGER I , J , IND , INOD
INTEGER NP
INTEGER TOPOL(∗ ) ,CONTP(∗ )
REAL∗8 PRESC(∗ ) ,LHSP(∗ ) ,COEF1(∗ ) ,PNEW(∗ )
C
DO I =1 ,NP
J=CONTP( I )
PNEW( J ) =PRESC( I )
IND=TOPOL( J )
COEF1( IND ) =LHSP( I )
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ STGSAT ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e volume of change i n storage between the cu r ren t t ime l e v e l
C and the prev ious t ime l e v e l . DSTORE > 0 f o r net increase i n storage .
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE STGSAT(PNEW, PTIMEP,N,DSTORE,VOLNOD,SNODI)
C
IMPLICIT NONE
INTEGER K
INTEGER N
REAL∗8 DSTORE
REAL∗8 PNEW(∗ ) ,PTIMEP(∗ ) ,VOLNOD(∗ ) ,SNODI(∗ )
C
DSTORE=0.0D0
DO K=1 ,N
DSTORE=DSTORE + VOLNOD(K)∗SNODI(K) ∗(PNEW(K) − PTIMEP(K) )
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ STRPIC ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C r o u t i n e per l ’ a n a l i s i t opo log i ca de l r e t i c o l o ne l caso simmetr ico
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE STRPIC(N,NTERM, TRIANG, JA ,TOPOL,NT, N1, IMAX , ITERM)
C
IMPLICIT NONE
INTEGER I , J , K, L ,M, I I I ,KK,KKK,MM,MCONTR
INTEGER N, N1,NT,NTERM, IMAX , ITERM
INTEGER I1 ( 3 ) , I2 ( 3 )
INTEGER TOPOL(∗ ) ,JA (∗ ) ,TRIANG(4 ,∗ )
C
C f i s s a g l i e lement i d i a g o n a l i a d is tanza costante N1
C
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NTERM=N1∗N
CALL IN IT0 I (NTERM, JA )
JA ( 1 ) =1
DO K=1 ,NTERM−1
IF (K /N1∗N1 .EQ. K) JA (K+1)=K/N1+1
END DO
C
C ana l i zza t u t t i i t r i a n g o l i ( NT )
C
DO 400 K=1 ,NT
DO I =1 ,3
I2 ( I ) =TRIANG( I ,K)
END DO
C
C ord ina i nodi d e l l ’ elemento i n senso crescente
C
DO J=1 ,3
KKK=1
KK=I2 ( 1 )
DO I =2 ,3
IF ( I2 ( I ) . LT .KK) THEN
KK=I2 ( I )
KKK= I
END IF
END DO
I1 ( J ) =KK
I2 (KKK) =IMAX
END DO
C
C genera i l v e t t o r e JA
C
DO 6 I =1 ,2
J= I +1
DO 7 L=J ,3
M=N1∗( I1 ( I )−1)+L−J+2
MCONTR=N1∗ I1 ( I )
9 IF ( I1 ( L )−JA (M) ) 8 ,7 ,11
11 IF ( JA (M) .EQ. 0 )GO TO 10
M=M+1
IF (M−MCONTR.GE. 0 )GO TO 99
GO TO 9
10 JA (M) = I1 ( L )
GO TO 7
8 MM=M
18 MM=MM+1
IF (MM−MCONTR.GE. 0 ) GO TO 99
IF ( JA (MM) ) 18 ,13 ,18
13 JA (MM) =JA (MM−1)
MM=MM−1
IF (MM.GT.M)GO TO 13
JA (M) = I1 ( L )
7 CONTINUE
6 CONTINUE
400 CONTINUE
C
C cos t ru i sce i l v e t t o r e TOPOL
C
TOPOL( 1 ) =1
M=1
J=1
DO 20 K=1 ,NTERM,N1
DO 21 I =1 ,N1
IF ( JA (K+I−1) .EQ. 0 )GO TO 21
M=M+1
21 CONTINUE
J=J+1
TOPOL( J ) =M
20 CONTINUE
C
C compatta i l v e t t o r e JA el iminando g l i z e r i
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C
M=0
DO 14 K=1 ,NTERM
IF ( JA (K) .EQ. 0 ) GO TO 14
M=M+1
JA (M) =JA (K)
14 CONTINUE
NTERM=M
C
RETURN
99 I I I =MCONTR/N1
WRITE(66 ,101) I I I ,K
101 FORMAT(1X, ’RIGA = ’ , I6 , ’ TRIANGOLO = ’ , I6 , ’ AUMENTARE N1 ’ )
CALL CLOSIO( ITERM)
STOP
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TPNODI ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C r i p a r t i s c o a i nodi l e quan t i ta ’ che sono date per
C element i (ELSTOR) e che devono andare a i nodi
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE TPNODI(N,NT, ITERM,TRIANG,SNODI, TP,ELSTOR)
C
IMPLICIT NONE
INTEGER K, I I ,MTYPE, INOD, ISTOP
INTEGER N,NT, ITERM
INTEGER TRIANG(4 ,∗ ) ,TP(∗ )
REAL∗8 SNODI(∗ ) ,ELSTOR(∗ )
C
DO K=1 ,NT
MTYPE=TRIANG(4 ,K)
DO I I =1 ,3
INOD=TRIANG( I I ,K)
SNODI( INOD) =SNODI( INOD) + ELSTOR(MTYPE)
TP( INOD) =TP(INOD) +1
END DO
END DO
ISTOP=0
DO K=1 ,N
IF (TP(K) .EQ. 0) THEN
WRITE(66 ,1000) K
ISTOP=1
ELSE
SNODI(K) =SNODI(K) /TP(K)
END IF
END DO
IF ( ISTOP .NE. 0) THEN
CALL CLOSIO( ITERM)
STOP
END IF
C
RETURN
1000 FORMAT( / , ’ ERROR IN MESH CONSTRUCTION: NODE ’ , I7 ,
1 ’ IS NOT CONNECTED TO ANY ELEMENTS ’ )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TRIPIC ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C set up TRIJA f o r symmetric case
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE TRIPIC (NT, TRIANG, JA ,TOPOL, TRIJA )
C
IMPLICIT NONE
INTEGER I , J , I I , JJ , IEL , IND
INTEGER NT
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INTEGER TRIANG(4 ,∗ ) , TRIJA (3 ,3 ,∗ ) ,JA (∗ ) ,TOPOL(∗ )
C
DO IEL =1 ,NT
DO I =1 ,3
I I =TRIANG( I , IEL )
DO J=1 ,3
JJ=TRIANG( J , IEL )
IF ( JJ .GE. I I ) THEN
IND=TOPOL( I I )−1
100 IND=IND+1
IF ( JA ( IND ) .NE. JJ ) GO TO 100
TRIJA ( I , J , IEL ) =IND
END IF
END DO
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ VCOPYR ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C copy r e a l vec to r RVEC2 i n t o r e a l vec to r RVEC1
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE VCOPYR(NUM,RVEC1,RVEC2)
C
IMPLICIT NONE
INTEGER I
INTEGER NUM
REAL∗8 RVEC1(∗ ) ,RVEC2(∗ )
C
DO I =1 ,NUM
RVEC1( I ) =RVEC2( I )
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ VELS2D ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C subrout ine per i l ca l co lo d e l l e v e l o c i t a ’ d i Darcy lungo l ’ asse X − Z
C nel b a r i c e n t r o d i ogni t r i a n g o l o
C
C UU = v e l o c i t a ’ d i Darcy uni forme nel t r i a n g o l o lungo X
C WW = v e l o c i t a ’ d i Darcy uni forme nel t r i a n g o l o lungo Z
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE VELS2D(NT,TRIANG,PNEW,PERMX,PERMZ, PHI ,KEX,KEZ,
1 UU,WW, BI , CI ,AREAR, IAREA)
C
IMPLICIT NONE
INTEGER I , J ,KK,MTYPE
INTEGER NT
INTEGER TRIANG(4 ,∗ ) , IAREA(∗ )
REAL∗8 BB,CC, XZ,DD,EE
REAL∗8 PERMX(∗ ) ,PERMZ(∗ ) ,PNEW(∗ )
REAL∗8 KEX(∗ ) ,KEZ(∗ ) , PHI (∗ )
REAL∗8 UU(∗ ) ,WW(∗ ) , BI (3 ,∗ ) , CI (3 ,∗ ) ,AREAR(∗ )
C
C i n i z i a i l c i c l o su i t r i a n g o l i
C
DO KK=1 ,NT
MTYPE=TRIANG(4 ,KK)
C
C ca l co la l a v e l o c i t a ’ ne l t r i a n g o l o
C mod i f i ca ta per c a l c o l a r e l a v e l o c i t à
C con darcy mod i f i ca to
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C v= −Kh A grad p − Ke A grad ph i
C
BB=0.0D0
CC=0.0D0
XZ=−AREAR(KK)∗IAREA(KK)
c t e r m i n i per l a v e l o c i t à standard
DO J=1 ,3
I =TRIANG( J ,KK)
BB=BB+PNEW( I )∗BI ( J ,KK)
CC=CC+PNEW( I )∗CI ( J ,KK)
END DO
c t e r m i n i per l a par te de l f l u s s o e l e t t r o s m o t i c o
DD=0.0D0
EE=0.0D0
DO J=1 ,3
I =TRIANG( J ,KK)
DD=DD+PHI ( I )∗BI ( J ,KK)
EE=EE+PHI ( I )∗CI ( J ,KK)
END DO
UU(KK) =BB∗XZ∗PERMX(KK) +DD∗XZ∗KEX(KK)
WW(KK) =CC∗XZ∗PERMZ(KK) +EE∗XZ∗KEZ(KK)
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ VNOD2D ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C average Darcy v e l o c i t i t i e s on each t r i a n g l e to ob ta in the Darcy
C v e l o c i t i e s a t each node
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE VNOD2D(N,NT, TP, TRIANG,UU,WW,UNOD,WNOD)
C
IMPLICIT NONE
INTEGER I , K , I I , INOD
INTEGER N,NT
INTEGER TP(∗ ) ,TRIANG(4 ,∗ )
REAL∗8 UU(∗ ) ,WW(∗ ) ,UNOD(∗ ) ,WNOD(∗ )
C
CALL INIT0R (N,UNOD)
CALL INIT0R (N,WNOD)
DO K=1 ,NT
DO I I =1 ,3
INOD=TRIANG( I I ,K)
UNOD(INOD) =UNOD(INOD) + UU(K)
WNOD(INOD) =WNOD(INOD) + WW(K)
END DO
END DO
DO I =1 ,N
UNOD( I ) =UNOD( I ) /TP( I )
WNOD( I ) =WNOD( I ) /TP( I )
END DO
C
RETURN
END
C
C so lu to re ne l caso sca la re
C
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SYMSLV ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C Solve a symmetric l i n e a r system of equat ions using a standard
C conjugate g rad ien ts method ( note : COEF2 and SCR i n the conjugate
C grad ien ts rou t i nes are used as scra tch vec to rs ) .
C Ca lcu la te the r e s i d u a l from the conjugate g rad ien ts
C s o l u t i o n o f the symmetric l i n e a r system .
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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C
SUBROUTINE SYMSLV( IOUT ,N,NTERM,NUMDIR, NITER , ITMXCG,TOLCG,RMIN,
1 NODDIR, JA ,TOPOL,PNEW, TNOTI ,COEF1,COEF2,SCR)
C
IMPLICIT NONE
INTEGER IN1 , IN2 , IN3 , IN4 , IN5
INTEGER IOUT ,N,NTERM,NUMDIR, NITER , ITMXCG
INTEGER NODDIR(∗ ) ,JA (∗ ) ,TOPOL(∗ )
REAL∗8 ERR,RES
REAL∗8 TOLCG,RMIN
REAL∗8 PNEW(∗ ) ,TNOTI(∗ ) ,COEF1(∗ ) ,COEF2(∗ ) ,SCR(∗ )
C
IN1=1
IN2=IN1+N
IN3=IN2+N
IN4=IN3+N
IN5=IN4+N
CALL INCLDP( IOUT , JA ,TOPOL,COEF1,COEF2,N,NTERM)
CALL PRODDP(PNEW, TNOTI ,N,TOPOL, JA ,COEF2,NTERM)
CALL GRADDP(N,PNEW,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,SCR( IN4 ) ,SCR( IN5 ) ,
1 TOPOL, JA ,COEF1,COEF2,NTERM, TNOTI ,TOLCG, ITMXCG,
2 NUMDIR,NODDIR, NITER ,ERR)
C
C c a l c u l a t e the r e s i d u a l
C
CALL RESSYM(TOPOL, JA ,COEF1, TNOTI ,PNEW,SCR( IN1 ) ,N,
1 NUMDIR,NODDIR,RES,RMIN)
WRITE( IOUT,1000) NITER ,ERR,RES
C
RETURN
1000 FORMAT(1X, I4 ,2 (1PE15 . 6 ) , ’ <<SYMMETRIC SOLVER>> ’ )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ RESSYM ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e the r e s i d u a l from the conjugate g rad ien ts
C s o l u t i o n o f a symmetric l i n e a r system
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE RESSYM(TOPOL, JA ,COEF1, TNOTI ,PNEW,RESV,N,
1 NUMDIR,NODDIR,RES,RMIN)
C
IMPLICIT NONE
INTEGER I ,K ,M,MM
INTEGER N,NUMDIR
INTEGER TOPOL(∗ ) ,JA (∗ ) ,NODDIR(∗ )
REAL∗8 XLUNG
REAL∗8 RES,RMIN
REAL∗8 COEF1(∗ ) ,TNOTI(∗ ) ,PNEW(∗ ) ,RESV(∗ )
C
DO K=1 ,N
RESV(K) =TNOTI (K)
END DO
DO K=1 ,NUMDIR
RESV(NODDIR(K) ) =0.0D0
END DO
XLUNG=0.0D0
DO K=1 ,N
XLUNG=XLUNG+RESV(K)∗RESV(K)
END DO
DO K=1 ,N
M=TOPOL(K)
MM=TOPOL(K+1)−1
DO I =M,MM
IF ( I .GT.M) RESV( JA ( I ) ) =RESV( JA ( I ) )−COEF1( I )∗PNEW(K)
RESV(K) =RESV(K)−COEF1( I )∗PNEW( JA ( I ) )
END DO
END DO
C
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C i n i z i a l i z z a a 0 l a v a r i a b i l e RES = res iduo quadra t ico medio
C
DO K=1 ,NUMDIR
RESV(NODDIR(K) ) =0.0D0
END DO
RES=0.0D0
C
C ca l co la i l res iduo quadra t ico medio
C
DO K=1 ,N
RES=RES + RESV(K)∗RESV(K)
END DO
IF (XLUNG . LE . RMIN) THEN
RES=DSQRT(RES/N)
ELSE
RES=DSQRT(RES/XLUNG)
END IF
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ NSYSLV ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C Solve a nonsymmetric l i n e a r system of equat ions using a method
C of minimum r e s i d u a l s ( nonsymmetric conjugate g rad ien ts ) or
C a nonsymmetric d i r e c t so l ve r ( note : COEF2, COEF3, and SCR
C i n the conjugate g rad ien ts rou t i nes are used as scra tch vec to rs )
C ISOLV=−5 BCGSTAB ( con precondizionamento diagonale )
C =−4 BCGSTAB ( non precond iz iona to )
C =−3 TFQMR ( con precondizionamento diagonale )
C =−2 TFQMR ( non precond iz iona to )
C =−1 TFQMR ( precond iz iona to con K−1)
C =0 BCGSTAB ( precond iz iona to con K−1)
C =1 minimum r e s i d u a l s (GRAMRB) .
C =2 GCRK( 5 )
C =3 IBM ’ s NONSYM
C Calcu la te the r e s i d u a l from the conjugate g rad ien ts or NONSYM
C s o l u t i o n o f the nonsymmetric l i n e a r system .
C
C Note : to get the i t e r a t i o n number and the r e s i d u a l s on u n i t 6 ,
C uncomment a l l the ’WRITE ( 6 , . . . ’ s tatements
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE NSYSLV( ISOLV , IOUT ,N,NTERM,NUMDIR,NODDIR, ITMXCG,
1 IBOT ,MINBOT,MAXBOT, IERSYM, NITER ,
2 IA , JA ,TOPOL, INSYM,TOLCG,RMIN,COEF1,COEF2,
3 COEF3,SCR,RNSYM,PNEW, TNOTI )
C
IMPLICIT NONE
INTEGER I , J , K, NFASIN
INTEGER IN1 , IN2 , IN3 , IN4 , IN5 , IN6 , IN7 , IN8 , IN9 , IN10 , IN11
INTEGER IM1 , IM2 , IM3
INTEGER INS1 , INS2 , INS3 , INS4 , INS5 , INS6 , INS7
INTEGER ISOLV , IOUT ,N,NTERM,NUMDIR, ITMXCG
INTEGER IBOT ,MINBOT,MAXBOT, IERSYM, NITER
INTEGER NODDIR(∗ ) , IA (∗ ) ,JA (∗ ) ,TOPOL(∗ ) ,INSYM(∗ )
REAL∗8 ERR,RES,RHSN
REAL∗8 TOLCG,RMIN
REAL∗8 COEF1(∗ ) ,COEF2(∗ ) ,COEF3(∗ ) ,SCR(∗ ) ,RNSYM(∗ )
REAL∗8 PNEW(∗ ) ,TNOTI (∗ )
LOGICAL FATSYM
DATA FATSYM / . FALSE . /
C
IF ( ISOLV . LE . 2) THEN
C
C c a l c u l a t e s the norm of the RHS vec to r
C
RHSN=0.0D0
DO I =1 ,N
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RHSN=RHSN+TNOTI ( I )∗TNOTI ( I )
END DO
IF (RHSN .EQ. 0.0D0) THEN
DO I =1 ,N
PNEW( I ) =0.0D0
END DO
RETURN
END IF
IN1=1
IN2=IN1+N
IN3=IN2+N
IN4=IN3+N
IN5=IN4+N
IN6=IN5+N
IN7=IN6+N
IN8=IN7+N
IN9=IN8+N
IN10=IN9+N
IN11=IN10+N
IM1=1
IM2=IM1+5∗N
IM3=IM2+5∗N
CALL INCLU( IOUT , IA , JA ,TOPOL,COEF1,COEF3,COEF2,SCR,N,NTERM)
CALL PROD1(PNEW, TNOTI ,N, IA , JA ,COEF2,NTERM,TOPOL)
CALL RESNSY(TOPOL, JA ,COEF1, TNOTI ,PNEW,SCR( IN1 ) ,N,
1 NUMDIR,NODDIR,RES,RMIN)
IF ( ISOLV .EQ.−5) THEN
CALL GCSTAD(N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 TOPOL, JA ,COEF1, ITMXCG,TOLCG,SCR( IN9 ) ,
3 NUMDIR,NODDIR, NITER ,ERR,SCR( IN10 ) )
ELSE IF ( ISOLV .EQ.−4) THEN
CALL GCSTAN(N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 TOPOL, JA ,COEF1, ITMXCG,TOLCG,SCR( IN9 ) ,
3 NUMDIR,NODDIR, NITER ,ERR)
ELSE IF ( ISOLV .EQ.−3) THEN
CALL TFQWD( IOUT ,N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 SCR( IN9 ) ,TOPOL, JA ,COEF1, ITMXCG,TOLCG,SCR( IN10 ) ,
3 NUMDIR,NODDIR, NITER ,ERR,SCR( IN11 ) )
ELSE IF ( ISOLV .EQ.−2) THEN
CALL TFQWN( IOUT ,N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 SCR( IN9 ) ,TOPOL, JA ,COEF1, ITMXCG,TOLCG,SCR( IN10 ) ,
3 NUMDIR,NODDIR, NITER ,ERR)
ELSE IF ( ISOLV .EQ.−1) THEN
CALL TFQW( IOUT ,N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 SCR( IN9 ) ,TOPOL, IA , JA ,COEF1,COEF2,NTERM, ITMXCG,
3 TOLCG,SCR( IN10 ) ,SCR( IN11 ) ,NUMDIR,NODDIR, NITER ,
4 ERR)
ELSE IF ( ISOLV .EQ. 0 ) THEN
CALL GCSTAS(N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) ,SCR( IN5 ) ,SCR( IN6 ) ,SCR( IN7 ) ,SCR( IN8 ) ,
2 TOPOL, IA , JA ,COEF1,COEF2,NTERM,
3 ITMXCG,TOLCG,SCR( IN9 ) ,SCR( IN10 ) ,
4 NUMDIR,NODDIR, NITER ,ERR)
ELSE IF ( ISOLV .EQ. 1) THEN
CALL GRAMRB(N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) , IA , JA ,COEF1,COEF2,SCR( IN5 ) ,NTERM,TOPOL,
2 ITMXCG,TOLCG,SCR( IN6 ) ,SCR( IN7 ) ,NUMDIR,NODDIR,
3 NITER ,ERR)
ELSE IF ( ISOLV .EQ. 2 ) THEN
CALL GCRK(N,PNEW, TNOTI ,SCR( IN1 ) ,SCR( IN2 ) ,SCR( IN3 ) ,
1 SCR( IN4 ) , IA , JA ,COEF1,COEF2,SCR( IN5 ) ,NTERM,TOPOL,
2 ITMXCG,TOLCG,SCR( IN6 ) ,SCR( IN7 ) ,5 ,
3 COEF3( IM1 ) ,COEF3( IM2 ) ,COEF3( IM3 ) ,NUMDIR,NODDIR,
4 NITER ,ERR)
ENDIF
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C
C c a l c u l a t e the r e s i d u a l
C
CALL RESNSY(TOPOL, JA ,COEF1, TNOTI ,PNEW,SCR( IN1 ) ,N,
1 NUMDIR,NODDIR,RES,RMIN)
WRITE( IOUT,1000) NITER ,ERR,RES
ELSE
INS1=1
INS2=INS1+N
INS3=INS2+N
INS4=INS3+N+1
INS5=INS4+N
INS6=INS5+N
INS7=INS6+N
C
C i n using the d i r e c t so l ve r (NONSYM) to solve the system , we
C need to perform symbol ic f a c t o r i z a t i o n , and we do so only once
C
IF ( .NOT. FATSYM) THEN
FATSYM=.TRUE.
DO I =1 ,N
J=N+ I
INSYM( I ) = I
INSYM( J ) = I
END DO
IBOT=MAXBOT
MINBOT=IBOT
NFASIN=N
CALL FASINS(NFASIN , IBOT , INSYM( INS1 ) ,INSYM( INS2 ) ,TOPOL, JA ,
1 INSYM( INS3 ) ,INSYM( INS4 ) ,INSYM( INS7 ) ,K, IERSYM,
2 INSYM( INS5 ) ,INSYM( INS6 ) )
IF ( IERSYM .NE. 0) THEN
WRITE( IOUT,1300) IERSYM, NFASIN ,N
RETURN
END IF
MINBOT=INSYM( INS3+N) +N
END IF
CALL FANUNS(N, INSYM( INS1 ) ,INSYM( INS2 ) ,TOPOL, JA ,COEF1,
1 INSYM( INS3 ) ,INSYM( INS4 ) ,INSYM( INS7 ) ,SCR( INS1 ) ,
2 RNSYM, IERSYM,SCR( INS2 ) )
IF ( IERSYM .NE. 0) THEN
WRITE( IOUT,1310) IERSYM
RETURN
END IF
CALL AVINNS(N, INSYM( INS1 ) ,INSYM( INS2 ) ,INSYM( INS3 ) ,INSYM( INS4 ) ,
1 INSYM( INS7 ) ,SCR( INS1 ) ,RNSYM, TNOTI ,PNEW)
C
C c a l c u l a t e the r e s i d u a l
C
CALL RESNSY(TOPOL, JA ,COEF1, TNOTI ,PNEW,SCR( INS1 ) ,N,
1 NUMDIR,NODDIR,RES,RMIN)
WRITE( IOUT,1010) RES
END IF
C
RETURN
1000 FORMAT(1X, I4 ,2 (1PE15 . 6 ) , ’ <<NONSYMMETRIC SOLVER>> ’ )
1010 FORMAT(20X,1PE15.6 , ’ <<NONSYMMETRIC SOLVER>> ’ )
1300 FORMAT( / / , 1 X, ’ ERROR FROM NONSYM ROUTINE FASINS , CODE ’ , I4 ,
1 / , 6X, I7 , ’ NODES PROCESSED SO FAR OUT OF ’ , I7 )
1310 FORMAT( / / , 1 X, ’ ERROR FROM NONSYM ROUTINE FANUNS, CODE ’ , I4 )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ RESNSY ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C c a l c u l a t e the r e s i d u a l from the conjugate g rad ien ts or NONSYM
C s o l u t i o n o f a nonsymmetric l i n e a r system
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE RESNSY(TOPOL, JA ,COEF1, TNOTI ,PNEW,RESV,N,
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1 NUMDIR,NODDIR,RES,RMIN)
C
IMPLICIT NONE
INTEGER I ,K ,M,MM
INTEGER N,NUMDIR
INTEGER TOPOL(∗ ) ,JA (∗ ) ,NODDIR(∗ )
REAL∗8 XLUNG
REAL∗8 RES,RMIN
REAL∗8 COEF1(∗ ) ,TNOTI(∗ ) ,PNEW(∗ ) ,RESV(∗ )
C
DO K=1 ,N
RESV(K) =TNOTI (K)
END DO
DO K=1 ,NUMDIR
RESV(NODDIR(K) ) =0.0D0
END DO
XLUNG=0.0D0
DO K=1 ,N
XLUNG=XLUNG+RESV(K)∗RESV(K)
END DO
DO K=1 ,N
M=TOPOL(K)
MM=TOPOL(K+1)−1
DO I =M,MM
RESV(K) =RESV(K)−COEF1( I )∗PNEW( JA ( I ) )
END DO
END DO
C
C i n i z i a l i z z a a 0 l a v a r i a b i l e RES = res iduo quadra t ico medio
C
DO K=1 ,NUMDIR
RESV(NODDIR(K) ) =0.0D0
END DO
RES=0.0D0
C
C ca l co la i l res iduo quadra t ico medio
C
DO K=1 ,N
RES=RES + RESV(K)∗RESV(K)
END DO
IF (XLUNG . LE . RMIN) THEN
RES=DSQRT(RES/N)
ELSE
RES=DSQRT(RES/XLUNG)
ENDIF
C
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PROD1 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
SUBROUTINE PROD1(X,B,N, IA , JA ,COEF2,NTERM,TOPOL)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF2(∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ )
REAL∗8 X(∗ ) ,B(∗ )
c
5 X( 1 ) =B( 1 ) /COEF2( 1 )
A=0.
DO 6 K=2 ,NTERM
IF ( JA (K)−IA (K) ) 11 ,12 ,6
11 A=A+COEF2(K)∗X( JA (K) )
GO TO 6
12 X( IA (K) ) =(B( IA (K) )−A) /COEF2(K)
A=0.
6 CONTINUE
A=0.
M=NTERM−TOPOL(N) +2
DO 7 K=M,NTERM
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I =NTERM−K+1
IF ( IA ( I )−JA ( I ) ) 1 ,2 ,7
1 A=A+COEF2( I )∗X( JA ( I ) )
GO TO 7
2 X( IA ( I ) ) =X( IA ( I ) )−A
A=0.
7 CONTINUE
8 RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRU ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C CALCOLO IL PRODOTTO U∗X=Y
SUBROUTINE PRU(Y,X,N, IA , JA ,COEF2,NTERM,TOPOL)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF2(∗ )
INTEGER∗4 JA(∗ ) , IA (∗ )
INTEGER∗4 TOPOL(∗ )
REAL∗8 X(∗ ) ,Y(∗ )
c
DO 6 K=1 ,NTERM
IF ( IA (K) .GT. JA (K) ) GOTO 6
IF ( IA (K) .EQ. JA (K) ) Y( IA (K) ) =X( IA (K) )
IF ( IA (K) .EQ. JA (K) ) GOTO6
Y( IA (K) ) =Y( IA (K) ) +COEF2(K)∗X( JA (K) )
6 CONTINUE
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRODL ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C ESEGUE IL PRODOTTO L∗∗(−1)∗Y=Z RISOLVENDO IL SISTEMA L∗Z=X
C
SUBROUTINE PRODL(Z , Y,N, IA , JA ,COEF2,NTERM,TOPOL)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF2(∗ )
REAL∗8 Z(∗ ) ,Y(∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ )
c
5 Z ( 1 ) =Y( 1 ) /COEF2( 1 )
A=0.
DO 6 K=2 ,NTERM
IF ( JA (K)−IA (K) ) 11 ,12 ,6
11 A=A+COEF2(K)∗Z( JA (K) )
GOTO 6
12 Z( IA (K) ) =(Y( IA (K) )−A) /COEF2(K)
A=0.
6 CONTINUE
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRODBH ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C POSTO B=L∗∗(−1)∗A∗U∗∗(−1) , ESEGUE IL PRODOTTO DI B PER UN VETTORE
C H E LO METTE IN Z . USA DUE VETTORI DI SERVIZIO X E Y CHE SI
C POTERBBERO RIDURRE A UNO SOLO
c
SUBROUTINE PRODBH(Z ,H,N, IA , JA ,COEF1,COEF2,NTERM,TOPOL,X,Y)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF1(∗ ) ,COEF2(∗ )
REAL∗8 Z(∗ ) ,H(∗ )
REAL∗8 X(∗ ) ,Y(∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ )
c
C ESEGUO IL PRODOTTO U∗∗(−1)∗H=X
c
CALL PRODU(X,H,N, IA , JA ,COEF2,NTERM,TOPOL)
c
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C ESEGUO IL PRODOTTO A∗X=Y
c
DO 10 K=1 ,N
Z(K) =0.
10 Y(K) =0.
DO 20 K=1 ,NTERM
Y( IA (K) ) =Y( IA (K) ) +COEF1(K)∗X( JA (K) )
20 CONTINUE
c
C ESEGUO IL PRODOTTO L∗∗(−1)∗Y=Z
c
CALL PRODL(Z , Y,N, IA , JA ,COEF2,NTERM,TOPOL)
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRL ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C CALCOLO IL PRODOTTO L∗X=Y
c
SUBROUTINE PRL(Y, X,N, IA , JA ,COEF2,NTERM,TOPOL)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF2(∗ )
INTEGER∗4 JA(∗ ) , IA (∗ )
INTEGER∗4 TOPOL(∗ )
REAL∗8 X(∗ ) ,Y(∗ )
c
DO 45 I =1 ,N
45 Y( I ) =0.
DO 6 K=1 ,NTERM
IF ( IA (K) . LT . JA (K) ) GOTO 6
Y( IA (K) ) =Y( IA (K) ) +COEF2(K)∗X( JA (K) )
6 CONTINUE
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRODU ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C ESEGUE IL PRODOTTO U∗∗(−1)∗H=X RISOLVENDO IL SISTEMA U∗X=H
C
SUBROUTINE PRODU(X,H,N, IA , JA ,COEF2,NTERM,TOPOL)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF2(∗ )
REAL∗8 X(∗ ) ,H(∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ )
X(N) =H(N)
A=0.
M=NTERM−TOPOL(N) +2
DO 7 K=M,NTERM
I =NTERM−K+1
IF ( IA ( I )−JA ( I ) ) 1 ,2 ,7
1 A=A+COEF2( I )∗X( JA ( I ) )
GOTO7
2 X( IA ( I ) ) =H( IA ( I ) )−A
A=0.
7 CONTINUE
RETURN
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ INCLU ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
SUBROUTINE INCLU( iou t , IA , JA ,TOPOL,COEFR,
1 COEFC, LRIGA ,LCOLON,N,NTERM)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 LRIGA(∗ ) ,LCOLON(∗ ) ,COEFR(∗ ) ,COEFC(∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ )
c
I =1
TOPOL( 1 ) =1
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DO 53 K=2 ,NTERM
IF ( IA (K) .GT. IA (K−1)) I = I +1
IF ( IA (K) .GT. IA (K−1)) TOPOL( I ) =K
53 CONTINUE
DO 50 K=1 ,NTERM
I =TOPOL( JA (K) )
51 IF ( JA ( I ) . LT . IA (K) ) I = I +1
IF ( JA ( I ) .EQ. IA (K) ) GO TO 52
GO TO 51
52 COEFC( I ) =COEFR(K)
50 CONTINUE
K=1
1 LCOLON(K) =COEFC(K)
LRIGA(K) =COEFR(K) /COEFR( 1 )
IF (K .EQ. 1 ) LRIGA ( 1 ) =COEFR( 1 )
K=K+1
IF ( IA (K) .EQ. IA (K−1)) GO TO 1
11 I =K−1
3 J=TOPOL( JA ( I ) )
5 IF ( JA ( J ) . LT . IA ( I ) ) GO TO 4
LRIGA( J ) =LCOLON( I )
LCOLON( J ) =LRIGA( I )
GO TO 2
4 J=J+1
GO TO 5
2 I =I−1
IF ( JA ( I ) .GT. IA ( I ) ) GO TO 3
7 IF ( IA (K) . LE . JA (K) ) GO TO 10
K=K+1
GO TO 7
10 KK=K
6 J=TOPOL( JA (K) )
I =TOPOL( IA (K) )
A=0.
B=0.
9 IF ( JA ( I ) .GE. IA (K) .OR. JA ( J ) .GE. IA (K) ) GO TO 8
IF ( JA ( I )−JA ( J ) ) 20 ,21 ,22
20 I = I +1
GO TO 9
21 A=A+LCOLON( I )∗LRIGA( J )
IF ( I .NE. J )B=B+LRIGA( I )∗LCOLON( J )
I = I +1
J=J+1
IF ( I .GT.NTERM)GO TO 8
GO TO 9
22 J=J+1
GO TO 9
8 LCOLON(K) =COEFC(K)−A
IF (K .EQ.KK) GO TO 13
14 IF ( IA (K) . LT . JA (K) ) LRIGA(K) =(COEFR(K)−B) / LRIGA(KK)
IF ( IA (K) .EQ. JA (K) ) LRIGA(K) =LCOLON(K)
K=K+1
IF (K .GT.NTERM) GO TO 12
IF ( IA (K) .EQ. IA (K−1)) GO TO 6
GO TO 11
13 IF (LCOLON(K) .NE. 0 . )GO TO 14
WRITE( i ou t ,100) IA (KK)
KKK=KK
15 KKK=KKK−1
IF ( IA (KKK) .EQ. JA (KKK) ) LCOLON(K) =LCOLON(KKK)
IF ( IA (KKK) .EQ. JA (KKK) ) GO TO 14
GO TO 15
12 RETURN
100 FORMAT(1X, ’ELEMENTO DIAGONALE DI L NULLO, I , J = ’ , I5 )
END
c
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ GRAMRB ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
C GRAMRB E ’ LA NUOVA VERSIONE DI GRAD1 CON IL MEDODO
C PRECONDITIONED MINIMUM RESIDUAL METHOD (MR)
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SUBROUTINE GRAMRB(N,POTEN, TNOTI , X,BP,R, P, IA , JA ,COEF1,
1 COEF2,RES,NTERM,TOPOL, imax , t o l , scr1 ,
2 scr2 ,NP,CONTP, NITER ,ERR)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF1(∗ ) ,COEF2(∗ )
REAL∗8 POTEN(∗ ) ,TNOTI(∗ ) ,X(∗ ) ,BP(∗ ) ,R(∗ ) ,P(∗ )
REAL∗8 RES(∗ ) , scr1 (∗ ) , scr2 (∗ )
INTEGER∗4 IA (∗ ) ,JA (∗ )
INTEGER∗4 TOPOL(∗ ) ,CONTP(∗ )
c
NITER=1
XLUNG=0.
DO 200 K=1 ,N
X(K) =TNOTI (K)
P(K) =0.
200 R(K) =0.
DO I =1 ,NP
IN=CONTP( I )
X( IN ) =0.D0
END DO
DO I =1 ,N
XLUNG=XLUNG+X( I )∗X( I )
END DO
DO 201 K=1 ,NTERM
201 R( IA (K) ) =R( IA (K) ) +COEF1(K)∗POTEN( JA (K) )
DO 202 K=1 ,N
R(K) =TNOTI (K)−R(K)
202 CONTINUE
c
C CALCOLO L∗∗(−1)∗R0
c
CALL PRODL(P,R,N, IA , JA ,COEF2,NTERM,TOPOL)
DO 203 K=1 ,N
RES(K) =P(K)
R(K) =0.0
203 CONTINUE
c
C CALCOLO Y0=U∗X0
c
CALL PRU(R,POTEN,N, IA , JA ,COEF2,NTERM,TOPOL)
DO 204 K=1 ,N
POTEN(K) =R(K)
204 CONTINUE
16 A=0.
DO 302 K=1 ,N
R(K) =0.
X(K) =0.
302 CONTINUE
CALL PRODBH(R,RES,N, IA , JA ,COEF1,COEF2,NTERM,TOPOL, scr1 , scr2 )
A=0.
BB=0.
DO 303 K=1 ,N
A=A+RES(K)∗R(K)
BB=BB+R(K)∗R(K)
303 CONTINUE
ALFA=A/BB
DO 304 K=1 ,N
POTEN(K) =POTEN(K) +ALFA∗RES(K)
RES(K) =RES(K)−ALFA∗R(K)
304 CONTINUE
DO I =1 ,NP
IN=CONTP( I )
RES( IN ) =0.D0
END DO
A=0.
DO K=1 ,N
A=A+(RES(K) )∗∗2
END DO
IF (XLUNG.GT. 0 . D0) THEN
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ERR=DSQRT(A/XLUNG)
ELSE
ERR=DSQRT(A/N)
END IF
IF (NITER . LT . IMAX .AND. ERR .GT. TOL) THEN
NITER=NITER+1
GO TO 16
END IF
DO K=1 ,N
R(K) =POTEN(K)
POTEN(K) =0.0
END DO
c
C TROVO X=U∗∗(−1)∗Y
c
CALL PRODU(POTEN,R,N, IA , JA ,COEF2,NTERM,TOPOL)
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ GCRK ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C GCRK : GCR(K)
C ITK e ’ i l numero d i d i r e z i o n i da sa lvare
C
SUBROUTINE GCRK(N,POTEN, TNOTI , X,BP,R, P, IA , JA ,COEF1,
1 COEF2,RES,NTERM,TOPOL, imax , t o l , scr1 , scr2 ,
2 ITK ,PPP, BPJ , BETAI ,NP,CONTP, NITER ,ERR)
i m p l i c i t rea l∗8 ( a−h , o−z )
rea l∗8 COEF1(∗ ) ,COEF2(∗ )
REAL∗8 POTEN(∗ ) ,TNOTI(∗ ) ,X(∗ ) ,BP(∗ ) ,R(∗ ) ,P(∗ )
REAL∗8 A,BB,C, ALFA,BETA,RES(∗ ) , scr1 (∗ ) , scr2 (∗ )
INTEGER IA (∗ ) ,JA (∗ )
INTEGER TOPOL(∗ ) ,CONTP(∗ )
REAL∗8 A1
REAL∗8 PPP( n ,∗ ) ,BPJ( n ,∗ ) ,BETAI (∗ ) ,DD,AB
C
NITER=1
XLUNG=0.
DO 200 K=1 ,N
X(K) =TNOTI (K)
P(K) =0.
200 R(K) =0.
DO I =1 ,NP
IN=CONTP( I )
X( IN ) =0.D0
END DO
DO I =1 ,N
XLUNG=XLUNG+X( I )∗X( I )
END DO
DO 201 K=1 ,NTERM
201 R( IA (K) ) =R( IA (K) ) +COEF1(K)∗POTEN( JA (K) )
DO 202 K=1 ,N
R(K) =TNOTI (K)−R(K)
202 CONTINUE
C CALCOLO L∗∗(−1)∗R0
CALL PRODL(P,R,N, IA , JA ,COEF2,NTERM,TOPOL)
DO 203 K=1 ,N
RES(K) =P(K)
R(K) =0.0
203 CONTINUE
C CALCOLO Y0=U∗X0
CALL PRU(R,POTEN,N, IA , JA ,COEF2,NTERM,TOPOL)
DO 204 K=1 ,N
POTEN(K) =R(K)
204 CONTINUE
16 A=0.
DO 302 K=1 ,N
BP(K) =0.
X(K) =0.
302 CONTINUE
CALL PRODBH(BP,P,N, IA , JA ,COEF1,COEF2,NTERM,TOPOL, scr1 , scr2 )
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A=0.
BB=0.
DO 303 K=1 ,N
A=A+RES(K)∗BP(K)
BB=BB+BP(K)∗BP(K)
303 CONTINUE
IM=MOD(NITER , ITK )
IF ( IM .GT. 0 ) JTK=IM
IF ( IM .EQ. 0 ) JTK=ITK
DO 515 I =1 ,N
PPP( I , JTK ) =P( I )
BPJ( I , JTK ) =BP( I )
515 CONTINUE
ALFA=A/BB
DO 304 K=1 ,N
R(K) =0.
RES(K) =RES(K)−ALFA∗BP(K)
POTEN(K) =POTEN(K) +ALFA∗P(K)
304 CONTINUE
CALL PRODBH(R,RES,N, IA , JA ,COEF1,COEF2,NTERM,TOPOL, scr1 , scr2 )
DO 545 J=1 ,JTK
C=0.
DD=0.
DO 305 K=1 ,N
C=C+R(K)∗BPJ(K, J )
DD=DD+BPJ(K, J )∗BPJ(K, J )
305 CONTINUE
BETAI ( J )=−C/DD
545 CONTINUE
DO 306 K=1 ,N
AB=0.
DO 386 J=1 ,JTK
AB=AB+BETAI ( J )∗PPP(K, J )
386 CONTINUE
P(K) =RES(K) +AB
306 CONTINUE
A=0.
DO K=1 ,N
A=A+(RES(K) )∗∗2
END DO
IF (XLUNG.GT. 0 . D0) THEN
ERR=DSQRT(A/XLUNG)
ELSE
ERR=DSQRT(A/N)
END IF
IF ( NITER . LT . IMAX .AND. ERR .GT. TOL ) THEN
NITER=NITER+1
GO TO 16
END IF
DO 520 K=1 ,N
R(K) =POTEN(K)
520 POTEN(K) =0.
C TROVO X=U∗∗(−1)∗Y
CALL PRODU(POTEN,R,N, IA , JA ,COEF2,NTERM,TOPOL)
RETURN
END
c prodo t to f r a l a matr ice c o e f f e i l v e t t o r e ve t t , r i s u l t a t o i n r
subroutine aperbn ( n2 , topo l , ja , coef f , vet , r )
i m p l i c i t rea l∗8 ( a−h , o−z )
double precision c o e f f (∗ ) , ve t (∗ ) , r (∗ )
integer j a (∗ ) , t o p o l (∗ )
do k = 1 , n2
r ( k ) = 0
do i = t o p o l ( k ) , t o p o l ( k+1)−1
r ( k ) = r ( k ) + c o e f f ( i ) ∗ vet ( j a ( i ) )
end do
end do
return
end
C GCSTAB
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C VERSIONE PRECONZIZIONATA PER ELABORATORE SCALARE
SUBROUTINE GCSTAS(N,POTEN, TNOTI ,PJM,VJM, P,V,S, T ,R,RT,
1 TOPOL, IA , JA ,COEF1,COEF2,NTERM,
2 IMAX ,TOL,SCR1,SCR2,NP,CONTP, NITER ,ERR)
IMPLICIT NONE
INTEGER JA(∗ ) ,TOPOL(∗ )
INTEGERI , N, IMAX , NITER ,K
REAL∗8 POTEN(∗ ) ,TNOTI (∗ ) ,PJM(∗ ) ,VJM(∗ ) ,P(∗ ) ,V(∗ )
REAL∗8 S(∗ ) ,T(∗ ) ,R(∗ ) ,RT(∗ ) ,BETA
REAL∗8 COEF1(∗ ) ,SCR1(∗ ) ,SCR2(∗ )
REAL∗8 ROJ,ROJM1, ALFJ , ALFJM1, ETAJ ,SIGMA,AA,BB,XLUNG, AZ,ERR
INTEGER IA (∗ ) ,NP,CONTP(∗ ) ,NTERM, IN
REAL∗8 TOL,COEF2(∗ )
n i t e r =1
xlung =0.0
do 200 i =1 ,n
pjm ( i ) = t n o t i ( i )
200 continue
do i =1 ,np
i n =contp ( i )
pjm ( i n ) =0.d0
end do
do i =1 ,n
xlung=xlung+pjm ( i )∗pjm ( i )
end do
c ca l co lo A∗x0
c a l l aperbn ( n , topo l , ja , coef1 , poten , scr1 )
c ca l co lo r0=b−A∗x0
do 205 k=1 ,n
scr1 ( k ) = t n o t i ( k )−scr1 ( k )
205 continue
c ca l co lo L∗∗(−1)∗r0
c a l l prod l ( r , scr1 , n , ia , ja , coef2 , nterm , t o p o l )
do 100 k=1 ,n
r t ( k ) = r ( k )
100 continue
c ca l co lo y0=U∗x0
c a l l pru ( scr1 , poten , n , ia , ja , coef2 , nterm , t o p o l )
do 94 k=1 ,n
poten ( k ) =scr1 ( k )
94 continue
do 96 i =1 ,n
pjm ( i ) =0.d0
vjm ( i ) =0.d0
96 continue
rojm1 =1.D0
a l f jm1 =1.
e t a j =1.
16 continue
r o j =0.d0
do 105 i =1 ,n
r o j = r o j + r t ( i )∗ r ( i )
105 continue
beta =( r o j / rojm1 ) ∗( a l f jm1 / e t a j )
do 110 i =1 ,n
p ( i ) = r ( i ) +beta∗(pjm ( i )−e t a j∗vjm ( i ) )
110 continue
c Vj=B∗p j
c a l l prodbh ( v , p , n , ia , ja , coef1 , coef2 , nterm , topo l , scr1 , scr2 )
C STOP
sigma =0.d0
do 120 i =1 ,n
sigma=sigma+ r t ( i )∗v ( i )
120 continue
a l f j = r o j / sigma
do 130 i =1 ,n
s ( i ) = r ( i )−a l f j ∗v ( i )
130 continue
c t j =Bsj
c a l l prodbh ( t , s , n , ia , ja , coef1 , coef2 , nterm , topo l , scr1 , scr2 )
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aa=0.d0
bb=0.d0
do 140 i =1 ,n
aa=aa+s ( i )∗ t ( i )
bb=bb+ t ( i )∗ t ( i )
140 continue
e t a j =aa / bb
do 150 i =1 ,n
poten ( i ) =poten ( i ) + a l f j ∗p ( i ) + e t a j∗s ( i )
r ( i ) =s ( i )−e t a j∗ t ( i )
150 continue
do i =1 ,np
i n =contp ( i )
r ( i n ) =0.d0
end do
aa=0.d0
do 170 i =1 ,n
aa=aa+ r ( i )∗ r ( i )
170 continue
IF (XLUNG.GT. 0 . D0) THEN
ERR=DSQRT(AA/XLUNG)
ELSE
ERR=DSQRT(AA/N)
END IF
c
c check i f the norm i s smal le r than the to le rance
c
i f ( ( n i t e r . l e . imax ) . and . ( err . g t . t o l ) ) then
c c c c c i t e r w r i t e (6 ,138) n i t e r , e r r
n i t e r = n i t e r +1
rojm1= r o j
a l f jm1 = a l f j
do 180 i =1 ,n
pjm ( i ) =p ( i )
vjm ( i ) =v ( i )
180 continue
goto 16
ENDIF
c c c c c i t e r w r i t e (6 ,138) n i t e r , e r r
138 format ( i5 ,3 x , ’ e r r = ’ , e12 . 5 )
do 520 i =1 ,n
r ( i ) =poten ( i )
poten ( i ) =0.d0
520 continue
c t rovo x=U∗∗(−1)y
c a l l produ ( poten , r , n , ia , ja , coef2 , nterm , t o p o l )
return
end
c
c Conjugate g rad ien t method wi th CHOLESKY precond i t i one r
c
c DOUBLE PRECISION
c
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ INCLME ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE INCLDP( iou t , JA ,TOPOL,COEFR, LRIGA ,N,NTERM)
c
c IOUT i s used f o r the output device
c
i m p l i c i t rea l∗8 ( a−h , o−z )
c
REAL∗8 LRIGA(∗ ) ,COEFR(∗ )
INTEGER∗4 JA(∗ )
INTEGER∗4 TOPOL(∗ )
integer i o u t
DO 10 K=1 ,NTERM
10 LRIGA(K) =0.
DO 1 KK=1 ,N
K=TOPOL(KK)
A=COEFR(K)−LRIGA(K)
IF (A . LE . 0 . ) WRITE( i ou t ,100) KK ,A
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IF (A . LE . 0 . ) WRITE( i ou t ,101) LRIGA(TOPOL(KK−1))
C IF (A . LE . 0 . ) A=2
IF (A . LE . 0 . ) A=(LRIGA(TOPOL(KK−1)) )∗∗2
LRIGA(K) =DSQRT(A)
IF (KK.EQ.N) GO TO 1
I =TOPOL(KK) +1
J=TOPOL(KK+1)−1
IF ( J . LT . I ) GO TO 1
DO 2 K1=I , J
2 LRIGA(K1) =(COEFR(K1)−LRIGA(K1) ) / LRIGA(K)
C IF ( I .EQ. J ) GO TO 1
DO 4 K2=I , J
I1=K2+1
J1=TOPOL( JA (K2) )
LRIGA( J1 ) =LRIGA( J1 ) +LRIGA(K2)∗∗2
IF (K2 .EQ. J ) GO TO 4
J1=J1+1
IF ( J1 .GE.TOPOL( JA (K2) +1) ) GO TO 4
GO TO 7
6 I1= I1 +1
IF ( I1 .GT. J ) GO TO 4
GO TO 7
3 J1=J1+1
IF ( J1 .GE.TOPOL( JA (K2) +1) ) GO TO 4
7 IF ( JA ( J1 )−JA ( I1 ) ) 3 ,5 ,6
5 LRIGA( J1 ) =LRIGA( J1 ) +LRIGA(K2)∗LRIGA( I1 )
GO TO 6
4 CONTINUE
1 CONTINUE
12 RETURN
100 FORMAT(1X, ’ELEMENTO DIAGONALE DI L NULLO, I , J = ’ , I5 ,2X, E16 . 5 )
101 FORMAT(1X, ’ELEMENTO DIAGONALE PRECEDENTE = ’ ,E16 . 8 )
END
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRODME ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE PRODDP(X,B,N,TOPOL, JA ,COEF2,NTERM)
i m p l i c i t rea l∗8 ( a−h , o−z )
REAL∗8 COEF2(∗ )
INTEGER∗4 JA(∗ )
INTEGER∗4 TOPOL(∗ )
REAL∗8 X(∗ ) ,B(∗ ) ,A
DO 10 K=1 ,N
10 X(K) =0.
20 DO 26 K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1)−1
DO 26 M=I , J
IF (M.EQ. I ) GO TO 22
X( JA (M) ) =X( JA (M) ) +COEF2(M)∗X(K)
GO TO 26
22 X(K) =(B(K)−X(K) ) /COEF2(M)
26 CONTINUE
A=0.
DO 27 K=1 ,N
I =TOPOL(N−K+1)
J=TOPOL(N−K+2)−1
DO 27 M=I , J
MM=J−M+ I
IF (MM.EQ. I ) GO TO 23
A=A+COEF2(MM)∗X( JA (MM) )
GO TO 27
23 X(N−K+1) =(X(N−K+1)−A) /COEF2(MM)
A=0.
27 CONTINUE
8 RETURN
END
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ GRADME ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE GRADDP(N,POTEN, scr ,RES,B,R,P,TOPOL, JA ,COEF1,
∗COEF2,NTERM, TNOTI , t o l , imax , np , contp , NITER ,ERR)
c
c conjugate g rad ien t method
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c
c TNOTI conta ins the RHS and i s never changed
c R and SCR are scra tch vec to rs t h a t are i n i t i a l i z e d to TNOTI
c
c CHANGES from Giuseppe ver ions :
c inc luded IMAX and TOL as exchange parameters
c inc luded NP and CONTP as exchange parameters
c the norm of the r e s i d u a l i s ca l cu la ted exc lud ing the
c D i r i c h l e t boundary cond i t i ons
c the t e s t f o r convergence i s made on the maximum norm AND
c the average norm of r e s i d u a l being less than TOL
c
i m p l i c i t rea l∗8 ( a−h , o−z )
REAL∗8 COEF1(∗ ) ,COEF2(∗ )
REAL∗8 POTEN(∗ ) , scr (∗ ) ,RES(∗ ) ,B(∗ ) ,R(∗ ) ,P(∗ ) ,TNOTI (∗ )
INTEGER∗4 JA(∗ ) , contp (∗ )
INTEGER∗4 TOPOL(∗ )
c
A=0.
NITER=1
DO 200 K=1 ,N
scr ( k ) = t n o t i ( k )
200 R(K) =TNOTI (K)
DO I =1 ,NP
IN=CONTP( I )
SCR( IN ) =0.D0
END DO
XLUNG=0.D0
DO I =1 ,N
XLUNG=XLUNG+SCR( I )∗SCR( I )
END DO
DO I =1 ,NP
IN=CONTP( I )
SCR( IN ) =TNOTI ( IN )
END DO
DO 205 K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1)−1
DO 205 M=I , J
R(K) =R(K)−COEF1(M)∗POTEN( JA (M) )
res ( k ) = r ( k )
IF (M.NE. I ) then
R( JA (M) ) =R( JA (M) )−COEF1(M)∗POTEN(K)
res ( j a (m) ) = r ( j a (m) )
endif
205 CONTINUE
c
c takes the d i r i c h e l e t cond i t i ons away from r e s i d u a l
c
do 202 k=1 ,np
res ( contp ( k ) ) =0.
202 continue
c
c c a l c u l a t e s norm of r e s i d u a l
c
a=0.
do 203 i =1 ,n
a=a+res ( i )∗res ( i )
203 continue
a=dsqr t ( a / n )
CALL PRODDP(P,R,N,TOPOL, JA ,COEF2,NTERM)
16 A=0.
DO 302 K=1 ,N
302 B(K) =0.
DO 10 K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1)−1
DO 10 M=I , J
B(K) =B(K) +COEF1(M)∗P( JA (M) )
IF (M.NE. I ) B( JA (M) ) =B( JA (M) ) +COEF1(M)∗P(K)
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10 CONTINUE
A=0.
BB=0.
DO 303 K=1 ,N
A=A+P(K)∗R(K)
303 BB=BB+P(K)∗B(K)
ALFA=A/BB
DO 304 K=1 ,N
R(K) =R(K)−ALFA∗B(K)
304 POTEN(K) =POTEN(K) +ALFA∗P(K)
CALL PRODDP( scr ,R,N,TOPOL, JA ,COEF2,NTERM)
C=0.
DO 305 K=1 ,N
305 C=C+B(K)∗scr (K)
BETA=−C/BB
DO 306 K=1 ,N
306 P(K) =scr (K) +BETA∗P(K)
c
c takes the d i r i c h e l e t cond i t i ons away from r e s i d u a l
c
do 7 k=1 ,n
res ( k ) = r ( k )
7 continue
do 8 k=1 ,np
res ( contp ( k ) ) =0.
8 continue
c
c c a l c u l a t e s norm of r e s i d u a l
c
A=0.
DO K=1 ,N
A=A+(RES(K) )∗∗2
END DO
IF (XLUNG.GT. 0 . D0) THEN
ERR=DSQRT(A/XLUNG)
ELSE
ERR=DSQRT(A/N)
END IF
c
c check i f the norm i s smal le r than the to le rance
c
i f ( err . g t . t o l .AND. NITER . LT . IMAX) then
NITER=NITER+1
GO TO 16
endif
RETURN
END
C
C (17/03/91 −− REMOVAL OF ’WRITE’ STATEMENTS−− C. PANICONI )
C
C ∗∗∗ INPENS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C ∗ ∗
C ∗ CALCOLA IL VETTORE PERMUTAZIONE INVERSA O SE OPT= ’2 ’ , ∗
C ∗ I VETTORI TRASPOSTI DEL DATO E LE PERMUTAZIONI INVERSE ∗
C ∗ ∗
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE INPENS( IP ,N, IOPT , INP , IER )
DIMENSION IP ( 1 ) , INP ( 1 )
C
INDER=IER
IER =0
IF (N) 1 ,1 ,2
1 IER =1000
GOTO 11
2 DO 3 J=1 ,N
3 INP ( J ) =0
DO 7 J=1 ,N
I I P =IP ( J )
IF ( I I P ) 6 ,6 ,4
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4 IF (N−I I P ) 6 ,5 ,5
5 IF ( INP ( I I P ) ) 6 ,7 ,6
6 IER =2000
GOTO 11
7 INP ( I I P ) =J
IF ( IOPT−2) 11 ,8 ,11
8 DO 9 J=1 ,N
I J =IP ( J )
NJ =INP ( J )
IP (NJ) = I J
9 INP ( I J ) =NJ
11 RETURN
END
C ∗∗∗ FASINS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C ∗ ∗
C ∗ FATTORIZZAZIONE SIMBOLICA DI UNA GENERALE MATRICE ∗
C ∗ SPARSA NON SINGOLARE USANDO PERMUTAZIONI DI RIGHE E DI ∗
C ∗ COLONNE ∗
C ∗ ∗
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE FASINS(N, IBOT , IPR , IPCI , IA , JA , IC , IU , JC , IK , IER , IX , IP )
DIMENSION IA (∗ ) ,JA (∗ ) , IC (∗ ) , IU (∗ ) ,JC(∗ ) , IX (∗ ) , IP (∗ )
DIMENSION IPR (∗ ) , IPCI (∗ )
C
INERR=1
IF ( IER+12345) 2 ,1 ,2
1 INERR=2
2 IER =0
INX =1
IK =0
C
C IL SEGUENTE CICLO CALCOLA LE POSIZIONI DEGLI ELEMENTI
C NELL ’ I−ESIMA RIGA DI L E DI U RISPETTIVAMENTE
C
IXPS =1
DO 30 I =1 ,N
IC ( I ) =INX
IDC =0
C
C PROCESSA LE RIGHE NELLA SUCCESSIONE IPR ( 1 ) , . . . , IPR (N)
C INVECE CHE IN QUELLA 1 , 2 , . . . . ,N
I1 =IPR ( I )
IAN =IA ( I1 +1)−IA ( I1 )
IAB =IA ( I1 )−1
IF ( IAN ) 35 ,35 ,3
C
C COPIA GLI INDICI DI COLONNA PER GLI ELEMENTI NELLA RIGA
C I1=IPR ( I ) DA JA IN IX , L I PERMUTA, E LI ORDINA IN ORDINE
C ASCENDENTE
C INIZIALIZZA IL VETTORE DI LAVORO IP CON I PUNTATORI 2 , 3 , . . . ,N−1,1
C
3 DO 4 K=1 , IAN
K1 =K+IAB
JAP =JA (K1)
4 IX (K) =IPCI (JAP)
CALL SORTNS( IX , IP ,1 , IAN , IER )
DO 5 K=1 , IAN
5 IP (K) =K+1
IP ( IAN ) =1
IN =IAN+1
6 IX1 =IX ( IXPS )
C
C SALTA AD ALTRE ISTRUZIONI A SECONDA CHE LA POSIZIONE CORRENTE
C DI PARTENZA IN IX SIA PRIMA, SULLA, O DOPO (ERRORE) LA DIAGONALE
C
IF ( IX1−I ) 7 ,22 ,37
7 IL =IU ( IX1 )
IH =IC ( IX1 +1)−1
C
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C SALTA SE LA RIGA IX1 DI U CONTIENE SOLO L ’ELEMENTO DIAGONALE
C
IF ( IL−IH ) 8 ,8 ,21
8 IK =IK+IH−IL +1
IXPB =IXPS
IXP =IP ( IXPB )
IX1 =IX ( IXP )
9 IC1 =JC( IL )
10 IF ( IX1−IC1 ) 11 ,13 ,15
C
C L ’ INDICE DI COLONNA DI IX E ’ MINORE DELL ’ INDICE DI COLONNA DI U
C
11 IXPB =IXP
IXP =IP ( IXPB )
C
C SALTA SE IX E ’ FINITO PRIMA DI U ALTRIMENTI
C CONFRONTA IL PROSSIMO INDICE DI COLONNA DI IX CON L ’ INDICE
C DI COLONNA DI U
C
IF ( IXP−1) 38 ,17 ,12
12 IX1 =IX ( IXP )
GOTO 10
C
C L ’ INDICE DI COLONNA DI IX=INDICE DI COLONNA DI U
C SALTA SE E ’ RAGGIUNTA LA FINE DELLA RIGA IN U
C
13 IF ( IL−IH ) 14 ,21 ,38
14 IL = IL +1
IC1 =JC( IL )
GOTO 11
C
C L ’ INDICE DI COLONNA DI IX E ’ MAGGIORE DELL ’ INDICE DI COLONNA
C DI U, AGGIUNGE ELEMENTI DI U A IX IN ORDINE CRESCENTE; INOLTRE
C AGGIORNA IP
C
15 IX ( IN ) =JC( IL )
IP ( IN ) =IXP
IP ( IXPB ) =IN
C
C SALTA SE LA RIGA IN U E ’ FINITA PRIMA DI IX
C
IF ( IL−IH ) 16 ,20 ,38
16 IL = IL +1
IXPB =IN
IN =IN+1
GOTO 9
C
C COPIA IL RESTO DI U IN IX
C
17 IX ( IN ) =JC( IL )
IP ( IXPB ) =IN
IF ( IL−IH ) 18 ,19 ,38
18 IL = IL +1
IXPB =IN
IN =IN+1
GOTO 17
C
C AGGIORNA L ’ INDICATORE DI FINE DI IP E FA PARTIRE L ’ INDICATORE
C IXPS
C
19 IP ( IN ) =1
20 IN =IN+1
21 IXPS =IP ( IXPS )
IDC =IDC+1
GOTO 6
C
C DIAGONALE RAGGIUNTA
C
22 IXPS =1
C
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C LO SPAZIO DISPONIBILE PER JC E ’ SUPERATO SE LA PRIMA POSIZIONE
C IN JC+ NO. DI ELEMENTI DI IX E ’ MAGGIORE DELLA DIMENSIONE
C SPECIFICATA DI JC
C
IF ( INX+IN−IBOT ) 24 ,24 ,23
23 IER =3000
GOTO 36
C
C COPIA IX IN JC
C
24 IF ( IDC ) 38 ,27 ,25
25 IH =INX+IDC−1
DO 26 K=INX , IH
JC(K) =IX ( IXPS )
26 IXPS =IP ( IXPS )
INX =IH+1
27 IXPS =IP ( IXPS )
IF ( IXPS−1) 38 ,29 ,28
28 JC( INX ) =IX ( IXPS )
INX =INX+1
GOTO 27
C
C IL PUNTATORE ALL ’ELEMENTO DIAGONALE = AL PUNTATORE AL PRIMO
C ELEMENTO NELLA RIGA + NO. DI ELEMENTI A SINISTRA DELLA DIAGONALE
C
29 IU ( I ) =IC ( I ) +IDC
IK =IK+INX−IU ( I ) +1
30 CONTINUE
IC (N+1)=INX
31 RETURN
C
C LA LUNGHEZZA DELLA RIGA I DI A E ’ ZERO, A E ’ SINGOLARE
C
35 IER =1000
36 IP ( 1 ) =IA ( I1 )
IP ( 2 ) =IA ( I1 +1)−1
N =I−1
GOTO 31
C
C IL PIVOTING ESEGUITO IN ACCORDO A IPR PORTA A UNO ZERO SIMBOLICO
C LA MATRICE PUO’ ESSERE SINGOLARE
C
37 IER =2000
GOTO 36
C
C ERRORE CAUSATO DA SBAGLI NEI DATI DI INGRESSO
C
38 IER =4000
GOTO 36
END
C ∗∗∗ FANUNS ∗∗∗∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C ∗ ∗
C ∗ FATTORIZZAZIONE NUMERICA DI UNA GENERALE MATRICE SPARSA ∗
C ∗ NON SINGOLARE USANDO PERMUTAZIONI DI RIGHE E COLONNE ∗
C ∗ ∗
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE FANUNS(N, IPR , IPCI , IA , JA ,A, IC , IU , JC , DI ,C, IER ,X)
IMPLICIT REAL∗8 (A−H,O−Z)
DIMENSION IA ( 1 ) ,JA ( 1 ) ,A( 1 ) , IC ( 1 ) ,JC ( 1 ) ,C( 1 ) , IU ( 1 ) , DI ( 1 ) ,X( 1 )
DIMENSION IPR ( 1 ) , IPCI ( 1 )
C
FUZZ =0.D0
INERR=1
IF ( IER+12345) 2 ,1 ,2
1 INERR=2
2 IER =0
IE =0
C
C IL SEGUENTE CICLO CALCOLA I VALORI NUMERICI DELLA RIGA I DI L E DI U
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C
DO 14 I =1 ,N
IL =IE+1
IE =IC ( I +1)−1
IH =IU ( I )−1
C
C PROCESSA LE RIGE NELLA SEQUENZA IPR ( 1 ) , . . . , IPR (N) INVECE DI 1 , . . . ,N
C
I1 =IPR ( I )
IAL =IA ( I1 )
IAH =IA ( I1 +1)−1
C
C INIZIALIZZA LO SPAZIO DI LAVORO X CON ZERI NELLE POSIZIONI
C RISULTANTI (RIGA I DI JC)
C
X( I ) =0.D0
DO 3 K=IL , IE
JCI =JC(K)
3 X( JCI ) =0.D0
C
C COPIA LA RIGA I DI A, IN ORDINE PERMUTATO, IN X
C
DO 4 K=IAL , IAH
JAP =JA (K)
JAP =IPCI (JAP)
4 X(JAP) =A(K)
C
C SALTA SE LA RIGA I DI L CONTIENE SOLO L ’ELEMENTO DIAGONALE
C
IF ( IL−IH ) 5 ,5 ,9
C
C CALCOLA I VALORI NELLA RIGA I DELLA MATRICE TRIANGOLARE BASSA L
C
5 DO 8 J=IL , IH
JCI =JC( J )
XJI =X( JCI )
C( J ) =XJI
JL =IU ( JCI )
JH =IC ( JCI +1)−1
IF ( JL−JH) 6 ,6 ,8
6 DO 7 K=JL , JH
JCI =JC(K)
7 X( JCI ) =X( JCI )−XJI∗C(K)
8 CONTINUE
C
C MEMORIZZA IL RECIPROCO DELL ’ELEMENTO DIAGONALE L ( I I )
C
9 XD =X( I )
IF (XD−FUZZ) 10 ,10 ,11
10 IF (XD+FUZZ) 11 ,18 ,18
11 XD =1.D0 /XD
DI ( I ) =XD
JL =IU ( I )
C
C SALTA SE LA RIGA I DI U CONTIENE SOLO L ’ELEM. DIAGONALE U( I I ) =1
C
IF ( JL−IE ) 12 ,12 ,14
C
C CALCOLA I VALORI NELLA RIGA I DELLA TRIANGOLARE ALTA U
C
12 DO 13 J=JL , IE
JCI =JC( J )
13 C( J ) =XD∗X( JCI )
14 CONTINUE
15 RETURN
C
C IL VALORE NUMERICO DEL PIVOT E ’ QUASI ZERO
C
18 IER =5000
N =I−1
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GOTO 15
END
C ∗∗∗ AVINNS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗∗∗
C ∗ ∗
C ∗ SOLUZIONE MEDIANTE LE SOSTITUZIONI IN AVANTI E ∗
C ∗ ALL ’ INDIETRO DI A∗X=B CON A MATRICE GENERALE SPARSA ∗
C ∗ NON SINGOLARE, FATTORIZZATA NEL PRODOTTO L∗U , ∗
C ∗ IMPIEGANGO PERMUTAZIONI DI RIGHE E DI COLONNE ∗
C ∗ ∗
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE AVINNS(N, IPR , IPC , IC , IU , JC , DI ,C,B,X)
IMPLICIT REAL∗8 (A−H,O−Z)
DIMENSION IC ( 1 ) , IU ( 1 ) , DI ( 1 ) ,JC ( 1 ) ,C( 1 ) ,B( 1 ) ,X( 1 )
DIMENSION IPR ( 1 ) , IPC ( 1 )
C
NM1 =N−1
C
C PARTE LA SOSTITUZIONE IN AVANTI NELLA RIGA IPR ( 1 ) E COLONNA IPC ( 1 )
C
I1 =IPR ( 1 )
I2 =IPC ( 1 )
X( I2 ) =B( I1 )∗DI ( 1 )
C
C RISOLVE L∗Y=B, Y E ’ MEMORIZZATA IN X
C
DO 3 I =2 ,N
C
C PROCESSA RIGHE E COLONNE NELLA SUCCESSIONE IN CUI ERANO I PIVOTS
C
I1 =IPR ( I )
I2 =IPC ( I )
IL =IC ( I )
IH =IU ( I )−1
SUM =B( I1 )
IF ( IL−IH ) 1 ,1 ,3
1 DO 2 J=IL , IH
JCI =JC( J )
JCI =IPC ( JCI )
AUX =C( J )
2 SUM =SUM−AUX∗X( JCI )
3 X( I2 ) =SUM∗DI ( I )
C
C PARTE LA SOSTITUZIONE ALL ’ INDIETRO
C RISOLVE U∗X=Y LA SOLUZIONE VIENE RESTITUITA NEL VETTORE X
C
DO 6 I =1 ,NM1
I1 =N−I
I2 =IPC ( I1 )
SUM =X( I2 )
IL =IU ( I1 )
IH =IC ( I1 +1)−1
IF ( IL−IH ) 4 ,4 ,6
4 DO 5 J=IL , IH
JCI =JC( J )
JCI =IPC ( JCI )
AUX =C( J )
5 SUM =SUM−AUX∗X( JCI )
6 X( I2 ) =SUM
C
RETURN
END
C ∗∗∗ SORTNS ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C ∗ ∗
C ∗ TALE ROUTINE ORDINA IN ORDINE ASCENDENTE GLI ELEMENTI DEL ∗
C ∗ VETTORE DI INTERI IA A PARTIRE DA IA ( I I ) FINO A IA ( JJ ) . ∗
C ∗ IL VETTORE R E ’ AGGIORNATO IN ACCORDO ALLA SUCCESSIONE DEGLI ∗
C ∗ ELEMENTI DI IA A PARTIRE DALLA POSIZIONE I I FINO A JJ ∗
C ∗ LA DIMENSIONE K DEI VETTORI INTERNI IU E IL CONSENTE DI ∗
C ∗ ORDINARE FINO A 2∗∗(K+1)−1 ELEMENTI ∗
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C ∗ QUI K=16 , COSI SORTNS PUO’ ORDINARE 131071 ELEMETI ∗
C ∗ ∗
C ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE SORTNS( IA ,R, I I , JJ , IER )
DIMENSION IA ( 1 ) , IU (16) , IL (16)
INTEGER R( 1 )
C
INERR=1
IF ( IER+12345) 2 ,1 ,2
1 INERR=2
2 IER =0
IF ( I I ) 4 ,4 ,3
3 IF ( I I−JJ ) 5 ,4 ,4
4 IER =1000
GOTO 29
C
C INIZIALIZZA M= NO. DI SEGMENTI
C I = INIZIO CORRENTE DEL SEGMENTO INFERIORE
C J = FINE CORRENTE DEL SEMENTO SUPERIORE
C
5 M =1
I = I I
J =JJ
C
C NESSUNA AZIONE E ’ ESEGUITA PER I SEGMENTI DI LUNGHEZZA NON POSITIVA
C
6 IF ( I−J ) 7 ,19 ,19
C
C L ’ INDICE CORRENTE DEL SEGMENTO INFERIORE PARTE DA I
C IT = VALORE (LOCAZIONE) CHE SEPARA I SEGMENTI
C SCEGLIE IT PER RIORDINARE IA ( I ) , IA ( J ) , E IA ( I +J / 2 )
C SE NECESSARIO, IN MODO TALE CHE
C IA ( I ) . LE . IA ( I +J / 2 ) . LE . IA ( J ) E SI PONE IT = IA ( I +J / 2 )
C
7 K = I
I J =( J+ I ) /2
IT =IA ( I J )
RT =R( I J )
C
C DAPPRIMA SI SCAMBIA LA LOCAZIONE INIZIALE DEL SEGMENTO INFERIORE
C E LA LOCAZIONE DI SEPARAZIONE SE NECESSARIO
C
IF ( IA ( I )−IT ) 9 ,9 ,8
8 IA ( I J ) =IA ( I )
R( I J ) =R( I )
IA ( I ) = IT
R( I ) =RT
IT =IA ( I J )
RT =R( I J )
C
C L ’ INDICE CORRENTE L DEL SEGMENTO SUPERIORE PARTE DA J
C
9 L =J
C
C ALLORA SCAMBIA L ’ ULTIMA LOCAZIONE DEL SEGMENTO SUPERIORE
C E LA LOCAZIONE DI SEPARAZIONE SE NECESSARIO
C
IF ( IA ( J )−IT ) 10 ,13 ,13
10 IA ( I J ) =IA ( J )
R( I J ) =R( J )
IA ( J ) =IT
R( J ) =RT
IT =IA ( I J )
RT =R( I J )
C
C INFINE SCAMBIA ANCORA LA LOCAZIONE INIZIALE NEL SEGMENTO INFERIORE
C E LA LOCAZIONE DI SEPARAZIONE SE NECESSARIO PER OTTENERE
C IA ( I ) . LE . IA ( JJ ) . LE . IA ( J ) E LA LOCAZIONE DI
C SEPARAZIONE IT=IA ( JJ
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IF ( IA ( I )−IT ) 13 ,13 ,11
11 IA ( I J ) =IA ( I )
R( I J ) =R( I )
IA ( I ) = IT
R( I ) =RT
IT =IA ( I J )
RT =R( I J )
GOTO 13
C
C SCAMBIA LA LOCAZIONE DELLA PARTE INFERIORE DEL SEGMENTO CHE
C E ’ MAGGIORE DELLA LOCAZIONE DI SEPARAZIONE, CON LA LOCAZIONE
C DELLA PARTE SUPERIORE DEL SEGMENTO CHE E ’ MINORE O UGUALE DELLA
C LOCAZIONE DI SEPARAZIONE E CONTINUA A PROCESSARE QUESTO SEGMENTO
C
12 ITT =IA ( L )
RTT =R( L )
IA ( L ) =IA (K)
R( L ) =R(K)
IA (K) =ITT
R(K) =RTT
C
C VA IN GIU ’ NEL SEGMENTO SUPERIORE TANTO QUANTO POSSIBILE
C IN MODO CHE LE LOCAZIONI SIANO MAGGIORI
C DELLE ENTRATE DI SEPARAZIONE
C
13 L =L−1
IF ( IA ( L )−IT ) 14 ,14 ,13
C
C VA IN SU’ NEL SEGMENTO INFERIORE TANTO QUANTO POSSIBILE
C IN MODO CHE LE LOCAZIONI SIANO MINORI O UGUALI
C DELLE ENTRATE DI SEPARAZIONE
C
14 K =K+1
IF ( IA (K)−IT ) 14 ,15 ,15
C
C SALTA SE ENTRAMBI I SEGMENTI HAMNO AL PIU ’ UNA LOCAZIONE IN
C COMUNE
C
15 IF (K−L ) 12 ,12 ,16
C
C SOVRAPPOSIZIONE DI ENTRAMBI I SEGMENTI SIGNIFICA COMPLETAMENTO
C DELLA SEPARAZIONE, CONTINUA CON IL SEGMENTO PIU ’ CORTO E
C MEMORIZZA IL SEGMENTO PIU ’ LUNGO
C
16 IF ( L−I−J+K) 18 ,18 ,17
C
C L−I > J−K, CIOE ’ IL SEGMENTO INFERIORE E ’ PIU ’ LUNGO
C PONI I =K E CONTINUA CON IL SEGMENTO SUPERIORE
C INIZIO DELLA MEMORIZZAZIONE ( IL (M) = I ) E FINE ( IU (M) =L )
C DEL SEGMENTO SUPERIORE PER FUTURI PROCESSI
C
17 IL (M) = I
IU (M) =L
I =K
M =M+1
GOTO 21
C
C L−I E ’ UGUALE O MINORE DI J−K, CIOE ’ IL SEGMENTO SUPERIORE E ’
C PIU ’ LUNGO. PONI J=L E CONTINUA COL SEMENTO INFERIORE .
C INIZIO DELLA MEMORIZZAZIONE ( IL (M) =K) E FINE ( IU (M) =J )
C DEL SEGMENTO INFERIORE PER FUTURI PROCESSI
C
18 IL (M) =K
IU (M) =J
J =L
M =M+1
GOTO 21
C
C RIDUCE DI 1 IL NUMERO DEI SEGMENTI DA PROCESSARE
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C RETURN SE NON CI SONO PIU ’ SEGMENTI DA PROCESSARE
C
19 M =M−1
IF (M) 20 ,29 ,20
C
C PASSA AL PROSSIMO SEGMENTO DA PROCESSARE
C CONTINUA IL PROCESSO DI SEGMENTAZION PURCHE’ LA LUNGHEZZA DEI
C SEGMENTI SIA MAGGIORE DI 11
C
20 I = IL (M)
J =IU (M)
21 IF ( J−I−11) 22 ,7 ,7
22 IF ( I−I I ) 24 ,6 ,24
C
C ORDINA GLI ELEMENTI DENTRO AL SEGMENTO PER MEZZO DI UN
C INTERSCAMBIO DI COPPIE ADIACENTI SE IT NON PARTE DA I I .
C
23 I = I +1
24 IF ( I−J ) 25 ,19 ,25
25 IT =IA ( I +1)
RT =R( I +1)
IF ( IA ( I )−IT ) 23 ,23 ,26
26 K = I
27 IA (K+1)=IA (K)
R(K+1)=R(K)
K =K−1
IF ( IT−IA (K) ) 27 ,28 ,28
28 IA (K+1)=IT
R(K+1)=RT
GOTO 23
29 RETURN
END
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c vers ione per SOLSCAL su r i s c
C Transpose−Free QMR Algor i thm f o r non −Hermi t ian l i n e a r
C SYSTEMS (FREUND) (ALGORITMO 5.2 CON PESI )
SUBROUTINE TFQW( IOUT ,N, X, TNOTI ,P,U,RC,R, V,DM,Q,RT,AU,
1 TOPOL, ia , JA ,COEF1, coef2 ,
2nterm , IMAX ,TOL,SCR1,SCR2, np , contp , n i t e r , err )
i m p l i c i t none
INTEGER N,TOPOL(∗ ) ,JA (∗ ) , IMAX , IOUT
rea l∗8 x (∗ ) , t n o t i (∗ ) , p (∗ ) , u (∗ ) , rc (∗ ) , r (∗ ) , v (∗ ) ,dm(∗ )
REAL∗8 Q(∗ ) ,RT(∗ ) ,AU(∗ )
REAL∗8 COEF1(∗ ) ,SCR1(∗ ) ,SCR2(∗ )
rea l∗8 t o l , ta0 , tam1 , tam , ron1 , ron , tetm1 , tetm
rea l∗8 sn , sn1 , sim1 , a l f 1 , betn , omp1, etm , etm1 , t a f ,cm
rea l∗8 coef2 (∗ )
integer i a (∗ ) , np , contp (∗ ) , nterm , i n
INTEGER NITER , MIT , I , MITER
rea l∗8 em1, t r , err
c Calcolo Ax0
c a l l aperbn ( n , topo l , ja , coef1 , x , scr1 )
c Calcolo r0=b−Ax0
do 10 i =1 ,n
scr1 ( i ) = t n o t i ( i )−scr1 ( i )
10 continue
c Calcolo L∗∗(−1)r0
c a l l prod l ( r , scr1 , n , ia , ja , coef2 , nterm , t o p o l )
c Calcolo y0=Ux0
c a l l pru ( scr1 , x , n , ia , ja , coef2 , nterm , t o p o l )
do 15 i =1 ,n
x ( i ) =scr1 ( i )
p ( i ) = r ( i )
u ( i ) = r ( i )
rc ( i ) = r ( i )
dm( i ) =0.
c RT( I ) =TNOTI ( I )
RT( I ) = r ( i )
15 continue
c ca l co lo v0=Ay1
M
.C
ig
ag
n
a
253
ii
“te
si”
—
2007/4/24
—
18
:43
—
p
ag
e
254
—
#274
i
i
i
i
i
i
c a l l prodbh ( v , p , n , ia , ja , coef1 , coef2 , nterm , topo l , scr1 , scr2 )
c−−−−−−−−−
i f ( np . eq . 0 ) goto 49
do 265 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
265 continue
49 continue
c−−−−−−
ron1 =0.
tetm1 =0.
etm1=0.
sn1 =0.
do 20 i =1 ,n
sn1=sn1+rc ( i )∗∗2
ron1=ron1+ r t ( i )∗ r ( i )
20 continue
sn1=dsqr t ( sn1 )
ta0=sn1
tam1=sn1
i f ( ron1 . eq . 0 ) then
wri te ( i ou t ,∗ ) ’ r0= ’ , ron1 , ’ cambiare r t i l d e ’
stop
endif
n i t e r =0
mi te r =0
30 continue
n i t e r = n i t e r +1
sim1 =0.
do 35 i =1 ,n
sim1=sim1+ r t ( i )∗v ( i )
35 continue
a l f 1 =ron1 / sim1
do 40 i =1 ,n
q ( i ) =u ( i )−a l f 1∗v ( i )
40 continue
do 50 i =1 ,n
v ( i ) =u ( i ) +q ( i )
50 continue
c ca l co lo B( u_n−1 +q )
c a l l prodbh ( au , v , n , ia , ja , coef1 , coef2 , nterm , topo l , scr1 , scr2 )
do 55 i =1 ,n
rc ( i ) = rc ( i )−a l f 1∗au ( i )
55 continue
c ca l co lo | | rn | |
c−−−−−−−−−
i f ( np . eq . 0 ) goto 59
do 365 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
365 continue
59 continue
c−−−−−−
sn =0.
do 60 I =1 ,n
sn=sn+rc ( i )∗∗2
60 continue
sn=dsqr t ( sn )
mi t=0
70 mi t=mi t+1
mi te r =mi te r +1
i f ( mi t . eq . 1 ) then
omp1=dsqr t ( sn1∗sn )
else
omp1=sn
endif
tetm=omp1 / tam1
cm= 1 . / dsq r t (1+ tetm∗∗2)
tam=tam1∗tetm∗cm
etm=cm∗∗2∗a l f 1
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t a f =tetm1∗∗2∗etm1 / a l f 1
i f ( mi t . eq . 1 ) then
do 100 i =1 ,n
dm( i ) =u ( i ) + t a f∗dm( i )
100 continue
else
do 110 i =1 ,n
dm( i ) =q ( I ) + t a f∗dm( i )
110 continue
endif
do 120 i =1 ,n
x ( i ) =x ( i ) +etm∗dm( i )
120 continue
c aggiornamento
tetm1=tetm
tam1=tam
etm1=etm
em1=mi te r +1
c t r =( ta0∗ t o l ) / dsq r t (em1)
err=dsqr t (em1)∗tam / ta0
i f ( ( n i t e r . ge . imax ) . or . ( err . l e . t o l ) ) goto 800
c c c c c i t e r w r i t e (6 ,138) n i t e r , e r r
138 format ( i5 ,3 x , ’ e r r = ’ , e12 . 5 )
i f ( mi t . eq . 1 ) goto 70
c esecuzione de l punto c )
ron =0.
do 200 i =1 ,n
ron=ron+ r t ( i )∗rc ( i )
200 continue
betn=ron / ron1
do 210 i =1 ,n
u ( i ) = rc ( i ) +betn∗q ( i )
210 continue
do 220 i =1 ,n
p ( i ) =u ( i ) +betn∗(q ( i ) +betn∗p ( i ) )
220 continue
c a l l prodbh ( v , p , n , ia , ja , coef1 , coef2 , nterm , topo l , scr1 , scr2 )
c aggiornamento
sn1=sn
ron1=ron
goto 30
800 continue
do 520 i =1 ,n
scr1 ( i ) =x ( i )
x ( i ) =0.0
520 continue
c Trovo x=U∗∗(−1)y
c a l l produ ( x , scr1 , n , ia , ja , coef2 , nterm , t o p o l )
return
end
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C SENZA PRECONDIZIONAMENTO
C Transpose−Free QMR Algor i thm f o r non −Hermi t ian l i n e a r
C SYSTEMS (FREUND) (ALGORITMO 5.2 CON PESI )
SUBROUTINE TFQWN( IOUT ,N,X, TNOTI , P,U,RC,R, V,DM,Q,RT,AU,
1TOPOL, JA ,COEF1, IMAX ,TOL,SCR1,
2 NP,CONTP, NITER ,ERR)
i m p l i c i t none
INTEGER N,TOPOL(∗ ) ,JA (∗ ) , IMAX
rea l∗8 x (∗ ) , t n o t i (∗ ) , p (∗ ) , u (∗ ) , rc (∗ ) , r (∗ ) , v (∗ ) ,dm(∗ )
REAL∗8 Q(∗ ) ,RT(∗ ) ,AU(∗ ) ,SCR1(∗ )
REAL∗8 COEF1(∗ )
rea l∗8 t o l , ta0 , tam1 , tam , ron1 , ron , tetm1 , tetm
rea l∗8 sn , sn1 , sim1 , a l f 1 , betn , omp1, etm , etm1 , t a f ,cm
REAL∗8 SS,EM1,TR,ERR
INTEGER NITER , MITER, MIT , I ,K
INTEGER NP, CONTP(∗ ) , IN , IOUT
REAL GASDEV
c Calcolo Ax0
c a l l aperbn ( n , topo l , ja , coef1 , x , scr1 )
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c Calcolo r0=b−Ax0
do 10 i =1 ,n
scr1 ( i ) = t n o t i ( i )−scr1 ( i )
10 continue
c Calcolo L∗∗(−1)r0
DO 7 I =1 ,N
R( I ) =SCR1( I )
7 CONTINUE
c Calcolo y0=Ux0
do 15 i =1 ,n
p ( i ) = r ( i )
u ( i ) = r ( i )
rc ( i ) = r ( i )
dm( i ) =0.
C RT( I ) =GASDEV( I )
RT( I ) =R( I )
15 continue
C CALCOLO V0=BY1
CALL APERBN(N,TOPOL, JA ,COEF1, P,V)
c−−−−−−−−−
i f ( np . eq . 0 ) goto 49
do 265 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
265 continue
49 continue
c−−−−−−
ron1 =0.
tetm1 =0.
etm1=0.
sn1 =0.
do 20 i =1 ,n
sn1=sn1+rc ( i )∗∗2
ron1=ron1+ r t ( i )∗ r ( i )
20 continue
sn1=dsqr t ( sn1 )
ta0=sn1
tam1=sn1
i f ( ron1 . eq . 0 ) then
WRITE( IOUT ,∗ ) ’ R0= ’ ,RON1, ’ CAMBIARE R TILDE ’
stop
endif
n i t e r =0
mi te r =0
30 continue
n i t e r = n i t e r +1
sim1 =0.
do 35 i =1 ,n
sim1=sim1+ r t ( i )∗v ( i )
35 continue
a l f 1 =ron1 / sim1
do 40 i =1 ,n
q ( i ) =u ( i )−a l f 1∗v ( i )
40 continue
do 50 i =1 ,n
V( I ) =U( I ) +Q( I )
50 continue
c ca l co lo B( u_n−1 +q )
CALL APERBN(N,TOPOL, JA ,COEF1, V,AU)
do 55 i =1 ,n
rc ( i ) = rc ( i )−a l f 1∗au ( i )
55 continue
c ca l co lo | | rn | |
c−−−−−−−−−
i f ( np . eq . 0 ) goto 59
do 365 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
365 continue
59 continue
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c−−−−−−
sn =0.
do 60 I =1 ,n
sn=sn+rc ( i )∗∗2
60 continue
sn=dsqr t ( sn )
mi t=0
70 mi t=mi t+1
mi te r=mi te r +1
i f ( mi t . eq . 1 ) then
omp1=dsqr t ( sn1∗sn )
else
omp1=sn
endif
tetm=omp1 / tam1
cm= 1 . / dsq r t (1+ tetm∗∗2)
tam=tam1∗tetm∗cm
etm=cm∗∗2∗a l f 1
t a f =tetm1∗∗2∗etm1 / a l f 1
i f ( mi t . eq . 1 ) then
do 100 i =1 ,n
dm( i ) =u ( i ) + t a f∗dm( i )
100 continue
else
do 110 i =1 ,n
dm( i ) =q ( I ) + t a f∗dm( i )
110 continue
endif
do 120 i =1 ,n
x ( i ) =x ( i ) +etm∗dm( i )
120 continue
c aggiornamento
tetm1=tetm
tam1=tam
etm1=etm
em1=mi te r +1
C TR=(TA0∗TOL) /DSQRT(EM1)
ERR=DSQRT(EM1)∗TAM/ TA0
IF ( ( NITER .GE. IMAX) .OR. (ERR. LE .TOL) ) GOTO 800
i f ( mi t . eq . 1 ) goto 70
c esecuzione de l punto c )
ron =0.
do 200 i =1 ,n
ron=ron+ r t ( i )∗rc ( i )
200 continue
betn=ron / ron1
do 210 i =1 ,n
u ( i ) = rc ( i ) +betn∗q ( i )
210 continue
do 220 i =1 ,n
p ( i ) =u ( i ) +betn∗(q ( i ) +betn∗p ( i ) )
220 continue
CALL APERBN(N,TOPOL, JA ,COEF1,P,V)
c aggiornamento
sn1=sn
ron1=ron
goto 30
800 continue
return
end
c∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C PRECONDIZIONAMENTO DIAGONALE
C Transpose−Free QMR Algor i thm f o r non −Hermi t ian l i n e a r
C SYSTEMS (FREUND) (ALGORITMO 5.2 CON PESI )
SUBROUTINE TFQWD( IOUT ,N,X, TNOTI , P,U,RC,R, V,DM,Q,RT,AU,
1TOPOL, JA ,COEF1, IMAX ,TOL,SCR1,
2 NP,CONTP, NITER ,ERR,DD)
i m p l i c i t none
INTEGER N,TOPOL(∗ ) ,JA (∗ ) , IMAX , J
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rea l∗8 x (∗ ) , t n o t i (∗ ) , p (∗ ) , u (∗ ) , rc (∗ ) , r (∗ ) , v (∗ ) ,dm(∗ )
REAL∗8 Q(∗ ) ,RT(∗ ) ,AU(∗ ) ,DD(∗ ) ,SCR1(∗ )
REAL∗8 COEF1(∗ )
rea l∗8 t o l , ta0 , tam1 , tam , ron1 , ron , tetm1 , tetm
rea l∗8 sn , sn1 , sim1 , a l f 1 , betn , omp1, etm , etm1 , t a f ,cm
REAL∗8 SS,EM1,TR,ERR
INTEGER NITER , MITER, MIT , I ,K
INTEGER NP, CONTP(∗ ) , IN , IOUT
REAL GASDEV
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C MEMORIZZO NEL VETTORE DD I RECIPROCI DEGLI ELEMENTI
C DIAGONALI DI COEF1
DO 2 I =1 ,N
DO 3 J=TOPOL( I ) ,TOPOL( I +1)−1
IF ( I .EQ. JA ( J ) ) THEN
DD( I ) = 1 . /COEF1( J )
ENDIF
3 CONTINUE
2 CONTINUE
C−−−−−−−−−−−−−−−−−−−
c Calcolo Ax0
c a l l aperbn ( n , topo l , ja , coef1 , x , scr1 )
c Calcolo r0=b−Ax0
do 10 i =1 ,n
scr1 ( i ) = t n o t i ( i )−scr1 ( i )
10 continue
c Calcolo L∗∗(−1)r0
DO 7 I =1 ,N
R( I ) =SCR1( I ) ∗DD( I )
7 CONTINUE
C CALCOLO Y0=Ux0=Ix0
do 15 i =1 ,n
p ( i ) = r ( i )
u ( i ) = r ( i )
rc ( i ) = r ( i )
dm( i ) =0.
C RT( I ) =GASDEV( I )
RT( I ) =R( I )
15 continue
C CALCOLO V0=BY1
CALL APERBN(N,TOPOL, JA ,COEF1, P,V)
do 650 i =1 ,n
v ( I ) =v ( I )∗dd ( I )
650 continue
c−−−−−−−−−
i f ( np . eq . 0 ) goto 49
do 265 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
265 continue
49 continue
c−−−−−−
ron1 =0.
tetm1 =0.
etm1=0.
sn1 =0.
do 20 i =1 ,n
sn1=sn1+rc ( i )∗∗2
ron1=ron1+ r t ( i )∗ r ( i )
20 continue
sn1=dsqr t ( sn1 )
ta0=sn1
tam1=sn1
i f ( ron1 . eq . 0 ) then
WRITE( IOUT ,∗ ) ’ R0= ’ ,RON1, ’ CAMBIARE R TILDE ’
stop
endif
n i t e r =0
mi te r =0
30 continue
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n i t e r = n i t e r +1
sim1 =0.
do 35 i =1 ,n
sim1=sim1+ r t ( i )∗v ( i )
35 continue
a l f 1 =ron1 / sim1
do 40 i =1 ,n
q ( i ) =u ( i )−a l f 1∗v ( i )
40 continue
do 50 i =1 ,n
V( I ) =U( I ) +Q( I )
50 continue
c ca l co lo B( u_n−1 +q )
CALL APERBN(N,TOPOL, JA ,COEF1,V,AU)
do 750 i =1 ,n
au ( I ) =au ( I )∗dd ( i )
750 continue
do 55 i =1 ,n
rc ( i ) = rc ( i )−a l f 1∗au ( i )
55 continue
c ca l co lo | | rn | |
c−−−−−−−−−
i f ( np . eq . 0 ) goto 59
do 365 i =1 ,np
i n =contp ( i )
rc ( i n ) =0.0
365 continue
59 continue
c−−−−−−
sn =0.
do 60 I =1 ,n
sn=sn+rc ( i )∗∗2
60 continue
sn=dsqr t ( sn )
mi t=0
70 mi t=mi t+1
mi te r=mi te r +1
i f ( mi t . eq . 1 ) then
omp1=dsqr t ( sn1∗sn )
else
omp1=sn
endif
tetm=omp1 / tam1
cm= 1 . / dsq r t (1+ tetm∗∗2)
tam=tam1∗tetm∗cm
etm=cm∗∗2∗a l f 1
t a f =tetm1∗∗2∗etm1 / a l f 1
i f ( mi t . eq . 1 ) then
do 100 i =1 ,n
dm( i ) =u ( i ) + t a f∗dm( i )
100 continue
else
do 110 i =1 ,n
dm( i ) =q ( I ) + t a f∗dm( i )
110 continue
endif
do 120 i =1 ,n
x ( i ) =x ( i ) +etm∗dm( i )
120 continue
c aggiornamento
tetm1=tetm
tam1=tam
etm1=etm
em1=mi te r +1
C TR=(TA0∗TOL) /DSQRT(EM1)
ERR=DSQRT(EM1)∗TAM/ TA0
IF ( ( NITER .GE. IMAX) .OR. (ERR. LE .TOL) ) GOTO 800
i f ( mi t . eq . 1 ) goto 70
c esecuzione de l punto c )
ron =0.
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do 200 i =1 ,n
ron=ron+ r t ( i )∗rc ( i )
200 continue
betn=ron / ron1
do 210 i =1 ,n
u ( i ) = rc ( i ) +betn∗q ( i )
210 continue
do 220 i =1 ,n
p ( i ) =u ( i ) +betn∗(q ( i ) +betn∗p ( i ) )
220 continue
CALL APERBN(N,TOPOL, JA ,COEF1, P,V)
do 850 i =1 ,n
v ( I ) =v ( i )∗dd ( i )
850 continue
c aggiornamento
sn1=sn
ron1=ron
goto 30
800 continue
return
end
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C GCSTAN
C VERSIONE NON PRECONDIZIONATA PER ELABORATORE SCALARE
SUBROUTINE GCSTAN(N,POTEN, TNOTI ,PJM,VJM, P, V, S, T ,R,RT,
1 TOPOL, JA ,COEF1,
2 IMAX ,TOL,SCR1,NP,CONTP, NITER ,ERR)
IMPLICIT NONE
INTEGER JA(∗ ) ,TOPOL(∗ )
INTEGERI , N, IMAX , NITER ,K
REAL∗8 POTEN(∗ ) ,TNOTI(∗ ) ,PJM(∗ ) ,VJM(∗ ) ,P(∗ ) ,V(∗ )
REAL∗8 S(∗ ) ,T(∗ ) ,R(∗ ) ,RT(∗ ) ,BETA
REAL∗8 COEF1(∗ ) ,SCR1(∗ )
REAL∗8 ROJ,ROJM1, ALFJ , ALFJM1, ETAJ ,SIGMA,AA,BB,XLUNG, AZ,ERR
INTEGER NP,CONTP(∗ ) , IN
REAL∗8 TOL
n i t e r =1
xlung =0.0
do 200 i =1 ,n
pjm ( i ) = t n o t i ( i )
200 continue
do i =1 ,np
i n =contp ( i )
pjm ( i n ) =0.d0
end do
do i =1 ,n
xlung=xlung+pjm ( i )∗pjm ( i )
end do
c ca l co lo A∗x0
c a l l aperbn ( n , topo l , ja , coef1 , poten , scr1 )
c ca l co lo r0=b−A∗x0
do 205 k=1 ,n
scr1 ( k ) = t n o t i ( k )−scr1 ( k )
205 continue
c ca l co lo L∗∗(−1)∗r0
do 100 k=1 ,n
R(K) =SCR1(K)
r t ( k ) = r ( k )
100 continue
c ca l co lo y0=U∗x0= I∗x0
do 96 i =1 ,n
pjm ( i ) =0.d0
vjm ( i ) =0.d0
96 continue
rojm1 =1.D0
a l f jm1 =1.
e t a j =1.
16 continue
r o j =0.d0
do 105 i =1 ,n
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r o j = r o j + r t ( i )∗ r ( i )
105 continue
beta =( r o j / rojm1 ) ∗( a l f jm1 / e t a j )
do 110 i =1 ,n
p ( i ) = r ( i ) +beta∗(pjm ( i )−e t a j∗vjm ( i ) )
110 continue
c Vj=B∗p j
c a l l aperbn ( n , topo l , ja , coef1 , p , v )
sigma =0.d0
do 120 i =1 ,n
sigma=sigma+ r t ( i )∗v ( i )
120 continue
a l f j = r o j / sigma
do 130 i =1 ,n
s ( i ) = r ( i )−a l f j ∗v ( i )
130 continue
c t j =Bsj
c a l l aperbn ( n , topo l , ja , coef1 , s , t )
aa=0.d0
bb=0.d0
do 140 i =1 ,n
aa=aa+s ( i )∗ t ( i )
bb=bb+ t ( i )∗ t ( i )
140 continue
e t a j =aa / bb
do 150 i =1 ,n
poten ( i ) =poten ( i ) + a l f j ∗p ( i ) + e t a j∗s ( i )
r ( i ) =s ( i )−e t a j∗ t ( i )
150 continue
do i =1 ,np
i n =contp ( i )
r ( i n ) =0.d0
end do
aa=0.d0
do 170 i =1 ,n
aa=aa+ r ( i )∗ r ( i )
170 continue
IF (XLUNG.GT. 0 . D0) THEN
ERR=DSQRT(AA/XLUNG)
ELSE
ERR=DSQRT(AA/N)
END IF
c
c check i f the norm i s smal le r than the to le rance
c
i f ( ( n i t e r . l e . imax ) . and . ( err . g t . t o l ) ) then
n i t e r = n i t e r +1
rojm1= r o j
a l f jm1 = a l f j
do 180 i =1 ,n
pjm ( i ) =p ( i )
vjm ( i ) =v ( i )
180 continue
goto 16
ENDIF
return
end
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C GCSTAD
C VERSIONE CON PRECONDIZIONAMENTO DIAGONALE
C PER ELABORATORE SCALARE
SUBROUTINE GCSTAD(N,POTEN, TNOTI ,PJM,VJM, P,V,S, T ,R,RT,
1 TOPOL, JA ,COEF1,
2 IMAX ,TOL,SCR1,NP,CONTP, NITER ,ERR,DD)
IMPLICIT NONE
INTEGER JA(∗ ) ,TOPOL(∗ )
INTEGERI , N, IMAX , NITER ,K
REAL∗8 POTEN(∗ ) ,TNOTI (∗ ) ,PJM(∗ ) ,VJM(∗ ) ,P(∗ ) ,V(∗ )
REAL∗8 S(∗ ) ,T(∗ ) ,R(∗ ) ,RT(∗ ) ,BETA
REAL∗8 COEF1(∗ ) ,SCR1(∗ ) ,DD(∗ )
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REAL∗8 ROJ,ROJM1, ALFJ , ALFJM1, ETAJ ,SIGMA,AA,BB,XLUNG, AZ,ERR
INTEGER NP,CONTP(∗ ) , IN , J
REAL∗8 TOL
C−−−−−−− MEMORIZZO IN DD I RECIPROCI DEGLI ELEMENTI DIAGONALI
C DI COEF1
DO 2 I =1 ,N
DO 3 J=TOPOL( I ) ,TOPOL( I +1)−1
IF ( I .EQ. JA ( J ) ) THEN
DD( I ) = 1 . /COEF1( J )
ENDIF
3 CONTINUE
2 CONTINUE
C−−−−−−−−−−−−−−−−−−−−−−−
n i t e r =1
xlung =0.0
do 200 i =1 ,n
pjm ( i ) = t n o t i ( i )
200 continue
do i =1 ,np
i n =contp ( i )
pjm ( i n ) =0.d0
end do
do i =1 ,n
xlung=xlung+pjm ( i )∗pjm ( i )
end do
c ca l co lo A∗x0
c a l l aperbn ( n , topo l , ja , coef1 , poten , scr1 )
c ca l co lo r0=b−A∗x0
do 205 k=1 ,n
scr1 ( k ) = t n o t i ( k )−scr1 ( k )
205 continue
c ca l co lo L∗∗(−1)∗r0
do 100 k=1 ,n
R(K) =SCR1(K)∗DD(K)
100 continue
c ca l co lo y0=U∗x0= I∗x0
do 96 i =1 ,n
RT( I ) =R( I )
pjm ( i ) =0.d0
vjm ( i ) =0.d0
96 continue
rojm1 =1.D0
a l f jm1 =1.
e t a j =1.
16 continue
r o j =0.d0
do 105 i =1 ,n
r o j = r o j + r t ( i )∗ r ( i )
105 continue
beta =( r o j / rojm1 ) ∗( a l f jm1 / e t a j )
do 110 i =1 ,n
p ( i ) = r ( i ) +beta∗(pjm ( i )−e t a j∗vjm ( i ) )
110 continue
c Vj=B∗p j
c a l l aperbn ( n , topo l , ja , coef1 , p , v )
DO 185 I =1 ,N
v ( I ) =v ( I )∗dd ( i )
185 continue
c−−−−−−−−−−−−−−−
sigma =0.d0
do 120 i =1 ,n
sigma=sigma+ r t ( i )∗v ( i )
120 continue
a l f j = r o j / sigma
do 130 i =1 ,n
s ( i ) = r ( i )−a l f j ∗v ( i )
130 continue
c t j =Bsj
c a l l aperbn ( n , topo l , ja , coef1 , s , t )
do 195 i =1 ,n
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t ( I ) = t ( I )∗dd ( I )
195 continue
c−−−−−−−−−−−−−−−−−−−
aa=0.d0
bb=0.d0
do 140 i =1 ,n
aa=aa+s ( i )∗ t ( i )
bb=bb+ t ( i )∗ t ( i )
140 continue
e t a j =aa / bb
do 150 i =1 ,n
poten ( i ) =poten ( i ) + a l f j ∗p ( i ) + e t a j∗s ( i )
r ( i ) =s ( i )−e t a j∗ t ( i )
150 continue
do i =1 ,np
i n =contp ( i )
r ( i n ) =0.d0
end do
aa=0.d0
do 170 i =1 ,n
aa=aa+ r ( i )∗ r ( i )
170 continue
IF (XLUNG.GT. 0 . D0) THEN
ERR=DSQRT(AA/XLUNG)
ELSE
ERR=DSQRT(AA/N)
END IF
c
c check i f the norm i s smal le r than the to le rance
c
i f ( ( n i t e r . l e . imax ) . and . ( err . g t . t o l ) ) then
n i t e r = n i t e r +1
rojm1= r o j
a l f jm1 = a l f j
do 180 i =1 ,n
pjm ( i ) =p ( i )
vjm ( i ) =v ( i )
180 continue
goto 16
ENDIF
return
end
SUBROUTINE TIM (TIME , ICOD)
c
C CPU TIMER SUBROUTINE FOR UNIX (WORKS ON HYDRO AND PDMSA3) .
C ’ mclock ’ RETURNS VALUE IN HUNDREDTHS OF A
C SECOND ( THIS IS SYSTEM−DEPENDENT) . ’TIME ’ CONVERTS VALUE TO SECONDS.
c
INTEGER ICOD, ITIME
REAL TIME
c
IF ( ICOD .EQ. 1 ) THEN
c
C SETTING INIZIALE
c
ITIME = mclock ( )
TIME=FLOAT( ITIME ) /100 .
ELSE
c
C RILEVAZIONE PERIODICA
c
ITIME = mclock ( )
TIME=FLOAT( ITIME ) /100 . − TIME
ENDIF
c
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ STRTRN ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
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C r o u t i n e per l ’ a n a l i s i t opo log i ca de l r e t i c o l o ne l caso non simmetr ico
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE STRTRN(N,NTERM, TRIANG, JA ,TOPOL,NT, N1, IMAX)
C
IMPLICIT NONE
INTEGER I , J ,K , L ,M, I I I ,KK,KKK,MM,MCONTR
INTEGER N, N1,NT,NTERM, IMAX
INTEGER I1 ( 3 ) , I2 ( 3 )
INTEGER TOPOL(∗ ) ,JA (∗ ) ,TRIANG(4 ,∗ )
C
C f i s s a g l i e lement i d i a g o n a l i a d is tanza costante N1
C
NTERM=N1∗N
DO K=1 ,NTERM
JA (K) =0
END DO
DO 2 K=1 ,NT
DO I =1 ,3
I2 ( I ) =TRIANG( I ,K)
END DO
C
C ord ina i nodi d e l l ’ elemento i n senso crescente
C
DO J=1 ,3
KKK=1
KK=I2 ( 1 )
DO I =2 ,3
IF ( I2 ( I ) . LT .KK) THEN
KK=I2 ( I )
KKK= I
END IF
END DO
I1 ( J ) =KK
I2 (KKK) =IMAX
END DO
C
C genera i l v e t t o r e JA
C
DO 6 I =1 ,3
DO 7 L=1 ,3
M=N1∗( I1 ( I )−1)+L
MCONTR=N1∗ I1 ( I )
9 IF ( I1 ( L )−JA (M) ) 8 ,7 ,11
11 IF ( JA (M) .EQ. 0 )GO TO 10
M=M+1
IF (M−MCONTR.GE. 0 )GO TO 99
GO TO 9
10 JA (M) = I1 ( L )
GO TO 7
8 MM=M
18 MM=MM+1
IF (MM−MCONTR.GE. 0 ) GO TO 99
IF ( JA (MM) ) 18 ,13 ,18
13 JA (MM) =JA (MM−1)
MM=MM−1
IF (MM.GT.M)GO TO 13
JA (M) = I1 ( L )
7 CONTINUE
6 CONTINUE
2 CONTINUE
C
C cos t ru i sce i l v e t t o r e TOPOL
C
TOPOL( 1 ) =1
M=1
J=1
DO K=1 ,NTERM,N1
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DO I =1 ,N1
IF ( JA (K+I−1) .NE. 0 ) M=M+1
END DO
J=J+1
TOPOL( J ) =M
END DO
C
C compatta i l v e t t o r e JA el iminando g l i z e r i
C
M=0
DO K=1 ,NTERM
IF ( JA (K) .NE. 0 ) THEN
M=M+1
JA (M) =JA (K)
END IF
END DO
NTERM=M
RETURN
99 I I I =MCONTR/N1
WRITE(66 ,101) I I I ,K
CALL CLOSIO
STOP
101 FORMAT(1X , / / , ’RIGA = ’ , I6 , ’ TRIANGOLO = ’ , I6 , ’ AUMENTARE N1 ’ )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CHKNSY ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C r o u t i n e per c o n t r o l l a r e l a co r re t t ezza d e l l a rappresentaz ione
C d e l l a matr ice i n forma compatta ne l caso non simmetr ico .
C ca l co la i l numero d i e lement i d i a g o n a l i n u l l i d e l l a matr ice
C r i t o r n a n d o l o i n NDZ.
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CHKNSY(N,NTERM,TOPOL, JA ,NDZ, IER )
C
IMPLICIT NONE
INTEGER I , K , IS , IE , JS , JE , IEM1
INTEGER N,NTERM,NDZ
INTEGER TOPOL(∗ ) , IER (∗ ) ,JA (∗ )
C
IER ( 1 ) =0
C
C c o n t r o l l a i l numero d e l l e r i ghe
C
IF (N−2) 11 ,1 ,1
C
C c o n t r o l l a i l numero t o t a l e d i e lement i d e l l a matr ice
C
1 IF (TOPOL(N+1)−1−NTERM) 12 ,2 ,12
C
C c o n t r o l l a che l a topo log ia d e l l a matr ice s ia c o r r e t t a .
C c o n t r o l l a che l a lunghezza d i ciascuna r i g a s ia c o r r e t t a .
C ca l co la NDZ , cioe ’ i l numero d i e lement i d i a g o n a l i n u l l i .
C
2 NDZ=0
DO 10 I =1 ,N
IS=TOPOL( I )
IE=TOPOL( I +1)−1
IF ( IE−IS ) 3 ,7 ,5
3 IF ( IE−IS +1) 13 ,4 ,24
4 NDZ=NDZ+1
GO TO 10
5 IEM1=IE−1
DO 6 K=IS , IEM1
C
C s a l t a se un i n d i c e d i colonna e ’ minore od uguale a l l o
C i n d i c e che n e l l ’ o rd ine l o ha preceduto
C
IF ( JA (K+1)−JA (K) ) 14 ,14 ,6
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6 CONTINUE
7 JS=JA ( IS )
JE=JA ( IE )
DO 66 K=IS , IE
IF ( JA (K)−I ) 66 ,39 ,66
66 CONTINUE
NDZ=NDZ+1
C
C s a l t a se i l primo i n d i c e d i colonna d e l l a r i g a I non
C e ’ maggiore d i 1 .
C
39 IF ( JS−1) 15 ,9 ,9
C
C s a l t a se l ’ u l t imo i n d i c e d i colonna d e l l a r i g a i e ’ maggiore d i N .
C
9 IF ( JE−N) 10 ,10 ,16
10 CONTINUE
GO TO 20
C
C imposta g l i i n d i c a t o r i d i e r ro re .
C
11 IER ( 1 ) =1000
GO TO 20
12 IER ( 1 ) =2000
GO TO 20
13 IER ( 1 ) =7000
GO TO 19
14 IER ( 1 ) =6000
GO TO 18
15 IER ( 1 ) =4000
GO TO 17
16 IER ( 1 ) =5000
17 IER ( 3 ) =JS
IER ( 4 ) =JE
GO TO 19
18 IER ( 2 ) =K
IER ( 3 ) =JA (K)
IER ( 4 ) =JA (K+1)
19 IER ( 5 ) =IS
IER ( 6 ) =IE
IER ( 7 ) = I
20 IF ( IER ( 1 ) ) 22 ,23 ,22
22 WRITE(66 ,100) IER ( 1 )
23 RETURN
C
C questo e r ro re non dovrebbe accadere .
C
24 IER ( 1 ) =9061
GO TO 19
100 FORMAT( ’ ROUTINE CHKNSY CODICE DI ERRORE = ’ , I5 )
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TRITRN ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C set up TRIJA f o r nonsymmetric case
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE TRITRN(NT,TRIANG, JA ,TOPOL, TRIJA )
C
IMPLICIT NONE
INTEGER I , J , I I , JJ , IEL , IND
INTEGER NT
INTEGER TRIANG(4 ,∗ ) , TRIJA (3 ,3 ,∗ ) ,JA (∗ ) ,TOPOL(∗ )
C
DO IEL =1 ,NT
DO I =1 ,3
I I =TRIANG( I , IEL )
DO J=1 ,3
JJ=TRIANG( J , IEL )
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IND=TOPOL( I I )−1
100 IND=IND+1
IF ( JA ( IND ) .NE. JJ ) GO TO 100
TRIJA ( I , J , IEL ) =IND
END DO
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TOPIA ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C ca l co la l ’ i n d i c e d i r i g a IA da TOPOL
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE TOPIA(N,TOPOL, IA )
C
IMPLICIT NONE
INTEGER I , J , K,M
INTEGER N
INTEGER TOPOL(∗ ) , IA (∗ )
C
DO K=1 ,N
I =TOPOL(K)
J=TOPOL(K+1)−1
DO M=I , J
IA (M) =K
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ STR4M ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C set up po in te r s and ind i ces f o r storage of a 2Nx2N mat r i x
C formed by p u t t i n g toge ther 4 NxN nonsymmetric matr ices
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE STR4M(N,NTERM4, JAC,TOPOLC,JA4M,TOP4M)
C
IMPLICIT NONE
INTEGER I , J , K,M, I I , JJ ,KTERM,KROW,NUMROW, JSHIFT
INTEGER N,NTERM4
INTEGER JAC(∗ ) ,TOPOLC(∗ ) ,JA4M(∗ ) ,TOP4M(∗ )
C
KTERM=0
TOP4M( 1 ) =1
KROW=0
DO I I =1 ,2
DO K=1 ,N
KROW=KROW+1
I =TOPOLC(K)
J=TOPOLC(K+1)−1
NUMROW=TOPOLC(K+1) − TOPOLC(K)
TOP4M(KROW+1)=TOP4M(KROW) + 2∗NUMROW
DO JJ=1 ,2
JSHIFT=( JJ−1)∗N
DO M=I , J
KTERM=KTERM+1
JA4M(KTERM) =JAC(M) + JSHIFT
END DO
END DO
END DO
END DO
NTERM4=KTERM
C
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RETURN
END
C
SUBROUTINE RHSV2(
$ N,NTERMC,TOPOLC, JAC,DELTAT,TETAC,
$ TNOTI1 , TNOTI2 , ACCAP, PHIP ,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t
$ )
C
IMPLICIT NONE
INTEGER I , J ,K ,M
INTEGER N,NTERMC
INTEGER TOPOLC(∗ ) ,JAC(∗ )
REAL∗8 RDT, TETA1,COEF1,COEF2,COEF3,COEF4
REAL∗8 DELTAT,TETAC
REAL∗8 TNOTI1 (N) ,TNOTI2 (N) ,ACCAP(N) , PHIP (N)
REAL∗8 R11(∗ ) , R12(∗ ) , R21(∗ ) , R22(∗ )
REAL∗8 R11t (∗ ) , R12t (∗ ) , R21t (∗ ) , R22t (∗ )
C
RDT=1.0D0 /DELTAT
TETA1=1.0D0 − TETAC
CALL INIT0R (N, TNOTI1 )
CALL INIT0R (N, TNOTI2 )
DO K=1 ,N
I =TOPOLC(K)
J=TOPOLC(K+1) − 1
DO M=I , J
c aggiunto un meno d i f r o n t e a i t e r m i n i i n t
COEF1= R11t (M)∗RDT − TETA1∗R11(M)
COEF2= R12t (M)∗RDT − TETA1∗R12(M)
TNOTI1 (K) =TNOTI1 (K) + COEF1∗ACCAP(JAC(M) )
$ + COEF2∗PHIP (JAC(M) )
COEF3=R21t (M)∗RDT − TETA1∗R21(M)
COEF4=R22t (M)∗RDT − TETA1∗R22(M)
TNOTI2 (K) =TNOTI2 (K) + COEF3∗ACCAP(JAC(M) )
$ + COEF4∗PHIP (JAC(M) )
END DO
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ CFMV2 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C assemble the g loba l LHS system mat r i x from the s t i f f n e s s & mass
C matr ices
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE CFMV2(NTERMC,TETAC,DELTAT,
$ R11 , R12 , R21 , R22 ,
$ R11t , R12t , R21t , R22t
$ )
C
IMPLICIT NONE
INTEGER K
INTEGER NTERMC
REAL∗8 RDT
REAL∗8 TETAC,DELTAT
REAL∗8 R11(∗ ) , R12(∗ ) , R21(∗ ) , R22(∗ )
REAL∗8 R11t (∗ ) , R12t (∗ ) , R21t (∗ ) , R22t (∗ )
C
RDT=1.0D0 /DELTAT
DO K=1 ,NTERMC
R11(K) =TETAC∗R11(K) + R11t (K)∗RDT
R12(K) =TETAC∗R12(K) + R12t (K)∗RDT
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R21(K) =TETAC∗R21(K) + R21t (K)∗RDT
R22(K) =TETAC∗R22(K) + R22t (K)∗RDT
END DO
C
RETURN
END
subroutine myassnew ( N,NTERMC,TOPOLC, r11 , r22 )
i m p l i c i t none
INTEGER N,NTERMC
integer L ,M
integer i , j , i1 , i2 , i3 , i4 , p1 , p2 , p3 , p4 , kk
INTEGER TOPOLC(∗ )
REAL∗8 r11 (∗ ) , r22 (∗ )
rea l∗8 a1 , a2 , a3 , a4
kk = 0
do i = 1 , n
L=TOPOLC( i )
M=TOPOLC( i +1)−1
do j = L ,M
p1 = j
kk = kk+1
r22 ( kk ) = r11 ( p1 )
end do
do j = L ,M
p2 = j + ntermc
kk = kk+1
r22 ( kk ) = r11 ( p2 )
end do
end do
do i = 1 , n
L=TOPOLC( i )
M=TOPOLC( i +1)−1
do j = L ,M
p3 = j + 2∗ntermc
kk = kk+1
r22 ( kk ) = r11 ( p3 )
end do
do j = L ,M
p4 = j + 3∗ntermc
kk = kk+1
r22 ( kk ) = r11 ( p4 )
end do
end do
return
end
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ASSNEW ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C transform the 4−pa r t LHS mat r i x s tored i n COEF2 i n t o the proper
C storage format f o r s o l u t i o n
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE ASSNEW(N,NTERMC,TOPOLC,COEF2,COEF3)
C
IMPLICIT NONE
INTEGER J , K, L ,M, I I , JJ ,KK, KJ
INTEGER N,NTERMC
INTEGER TOPOLC(∗ )
REAL∗8 COEF2(∗ ) ,COEF3(∗ )
C
KJ=0
KK=0
DO I I =0 ,1
DO K=1 ,N
L=TOPOLC(K)
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M=TOPOLC(K+1)−1
DO JJ=0 ,1
DO J=L ,M
KK=KK+1
COEF3(KK) =COEF2( J + ( KJ+JJ )∗NTERMC)
END DO
END DO
END DO
KJ=KJ+2
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SHLNSY ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C res to re d iagonal elements o f LHS system mat r i x corresponding to
C D i r i c h l e t nodes .
C Also , set s o l u t i o n a t D i r i c h l e t nodes to the prescr ibed
C values . This i s done since the solved s o l u t i o n a t
C D i r i c h l e t nodes may not be exac t l y equal to the presr ibed
C values , due to inaccurac ies and roundo f f e r r o r s which could
C a r i s e from the way we imposed D i r i c h l e t cond i t i ons ( by m u l t i p l y i n g
C diagonal and RHS terms by a ’ large ’ number ) .
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE SHLNSY(NPC, NNPC, TOPOLC, JAC, CCUR, PC,
$ COEF1C,LHSC)
C CALL SHLNSY(NPC4,NNPC4,TOP4M, JA4M,ACCAPHI,PRESC4,
C r22 , LHSP)
IMPLICIT NONE
INTEGER K, J , IND
INTEGER NPC
INTEGER NNPC(∗ ) ,TOPOLC(∗ ) ,JAC(∗ )
REAL∗8 CCUR(∗ ) ,PC(∗ ) ,COEF1C(∗ ) ,LHSC(∗ )
C
DO K=1 ,NPC
J=NNPC(K)
CCUR( J ) =PC(K)
IND=TOPOLC( J )−1
100 IND=IND+1
IF (JAC( IND ) .NE. J ) GO TO 100
COEF1C( IND ) =LHSC(K)
END DO
C
RETURN
END
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ DETOUTVEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
C stampa su f i l e i v a l o r i d e l l e v e l o c i t à
C
C∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
C
SUBROUTINE DETOUTVEL( IPRT ,N,NSTEP, TIME ,PNEW,
$ PEL,UNOD,WNOD,
1 NT,UU,WW)
C
IMPLICIT NONE
INTEGER I
INTEGER IPRT ,N,NSTEP,NT
REAL∗8 TIME
REAL∗8 PNEW(∗ ) ,PEL(∗ ) ,UNOD(∗ ) ,WNOD(∗ ) ,UU(∗ ) ,WW(∗ )
C
IF ( IPRT .GE. 3) THEN
WRITE(41 ,1000) NSTEP, TIME
WRITE(41 ,1040) (UNOD( I ) ,WNOD( I ) , I =1 ,N)
IF ( IPRT .GE. 4) THEN
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WRITE(51 ,1010) TIME
WRITE(51 ,1020) (UU( I ) , I =1 ,NT)
WRITE(51 ,1020) (WW( I ) , I =1 ,NT)
END IF
END IF
C
RETURN
1000 FORMAT( I6 ,1PE12.4 , ’ NSTEP TIME ’ )
1010 FORMAT(1PE15 .6 , ’ TIME ’ )
1020 FORMAT(5 (1PE15 . 6 ) )
1040 FORMAT(2 (1PE15 . 6 ) )
END
subroutine stamp ( acca , phi , nstep )
i m p l i c i t none
integer i , nstep , wuni
rea l∗8 acca (∗ ) , ph i (∗ )
character∗18 f i lename
write ( f i lename , ’ ( a10 , i 4 . 4 , a4 ) ’ ) ’ stamp / acca ’ , nstep , ’ . t x t ’
wuni = 90
open ( wuni , f i l e =f i lename )
do i = 5 ,245 ,10
write ( wuni ,∗ ) acca ( i )
end do
close ( wuni )
write ( f i lename , ’ ( a10 , i 4 . 4 , a4 ) ’ ) ’ stamp / phi_ ’ , nstep , ’ . t x t ’
open ( wuni , f i l e =f i lename )
do i = 5 ,245 ,10
write ( wuni ,∗ ) ph i ( i )
end do
close ( wuni )
return
end
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