The question of what function is served by the cortical column has occupied neuroscientists since its original description some 60 years ago. The answer seems tractable in the somatosensory cortex when considering the inputs to the cortical column and the early stages of information processing, but quickly breaks down once the multiplicity of output streams and their sub-circuits are brought into consideration. This article describes the early stages of information processing in the barrel cortex, through generation of the center and surround receptive field components of neurons that subserve integration of multi whisker information, before going on to consider the diversity of properties exhibited by the layer 5 output neurons. The layer 5 regular spiking (RS) neurons differ from intrinsic bursting (IB) neurons in having different input connections, plasticity mechanisms and corticofugal projections. In particular, layer 5 RS cells employ noise reduction and homeostatic plasticity mechanism to preserve and even increase information transfer, while IB cells use more conventional Hebbian mechanisms to achieve a similar outcome. It is proposed that the rodent analog of the dorsal and ventral streams, a division reasonably well established in primate cortex, might provide a further level of organization for RS cell function and hence sub-circuit specialization.
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INTRODUCTION
It has been sixty years since Mountcastle first described the cortical column in the cat somatosensory cortex (Mountcastle, 1957) , since when columns have been considered the versatile modular building block composing the functional architecture of the cerebral cortex. In support of this view, examples of columnar structure can be found in the visual, auditory, motor and even the inferotermporal cortex (Hubel and Wiesel, 1963; Fujita et al., 1992; Kanold et al., 2014) . But what is the function of a cortical column? Reviews in recent years have noted the relatively slow progress in reaching a conclusion on this question (Sincich and Horton, 2005) . The cortical column is clear to see in the barrel cortex of rodents and one might imagine that if the function for a column were to be discovered anywhere it might be discovered here. The process might be aided by the fact that, unlike in the visual cortex where orientation, ocular dominance and retinotopic maps are combined, only a single type of topographic map is represented in the barrel cortex. A classic approach to understanding the function of a single column would be to define its transfer function (Fig. 1A) . However, several factors mitigate against a simple solution. First, there are multiple inputs to a column not just one; for the barrel cortex, this might be simplified as two main sensory inputs, one from ventroposterior medial nucleus (VPm) and one from posterior medial (POm). Second, there are multiple outputs and not just from a single source but from multiple layers within the column (Fig. 1B) . Some of these outputs will project to neighboring barrel columns in order to integrate information across the whisker array. Third, the forward transform is embedded within numerous feedback loops that propagate information back from the outputs to the inputs (for example via projections to the thalamus). In the behaving animal a http://dx.doi.org/10.1016/j.neuroscience.2017.07.034 0306-4522/Ó 2017 Published by Elsevier Ltd on behalf of IBRO. further mechanical feedback loop is generated by the whiskers interacting with the environment due to movements guided by the barrel cortex during active exploration (Fig. 1C) .
One method for understanding the function of a cortical column might be to detect the presence of a different quality of sensory response at the output compared to the input. For example, in the visual cortex orientation selectivity and binocularity are synthesized from the geniculate input that lacks either property. However, in the barrel cortex this approach has proved more difficult, primarily because many of the response properties of barrel cortex neurons are present in the thalamic neurons that project to them, such as multiwhisker receptive fields, direction selectivity and global motion selectivity (Armstrong-James and Fox, 1987; Simons and Carvell, 1989; Armstrong-James and Callahan, 1991; Bruno and Simons, 2002; Jacob et al., 2008; Ego-Stengel et al., 2012) . The role of the cortical column in these processes may be to function as part of a feedback loop to the thalamus that tunes and amplifies these properties rather than to generate them de novo.
An alternative and complementary method to understanding how the cortical column might work is to describe the pathways within the column and trace the route taken by the signal through the column Feldmeyer et al., 2002 Feldmeyer et al., , 2005 Lubke and Feldmeyer, 2007) concentrating on the early stages of processing. The progress of information flow to neighboring barrels can also be considered as well as the interactions resulting when the signaling streams from two neighboring whiskers collide. It is possible to use this approach in the barrel cortex because responses to a short duration mechanical impulse are brief and timelocked. One limitation of this method arises from the fact that the barrel column has many different projection targets and it is likely that different signals are processed differently within different output streams (Fig. 1D ). This article summarizes the results of experiments where signals have been tracked within and between columns, before going on to explore the many output streams and sub-circuits into which this input pathway feeds. As a first pass, outputs that project to other cortical areas and outputs that project subcortically are considered including a description of their different types of plasticity. Finally, the dorsal and ventral processing streams of the corticocortical outputs are considered.
INPUT SIGNAL PROCESSING
The VPm and POm nuclei of the thalamus provide the two major signaling pathways to the barrel cortex that carry information from the whiskers. How do these inputs contribute to the receptive field properties of cortical neurons and how does the signal propagate within the cortex? Almost all neurons in the rat and mouse barrel cortex respond to more than a single whisker, but cells in layers 2/3 and 4 usually respond far more strongly to their principal whisker (the whisker related to the barrel-column in which they reside) than any other. The fall off in response is quite marked for layer 4 cells ( Fig. 2A ) located in barrelcolumns and less so for septal-column neurons. The septal cells lie between the walls of the barrels in layer 4 and the cells they are aligned with in the supra-and infra-granular layers above and below have been described as a separate column system (Alloway, 2008) . Septa are easier to isolate in the rat compared to the mouse and the data described in this section largely originates from recordings in rat barrel cortex. It is common to refer to the principal whisker response as the center receptive field (CRF) and the other components as the surround receptive field (SRF). A number of studies over the years have elucidated the origins of the CRF and SRF components of the cells in layers 2/3, 4 and 5 and these aspects of receptive field structure are useful in tracing how the signal propagates within the cortical structure as described below.
Layer 4
The first clue about the origin of the center/surround components came from a consideration of the latency of response to stimulation. Rapid stimulation of a whisker with a short duration deflection evokes a rapid neuronal response (within 10 ms) in layer 4 and layer 5B of the principal barrel column for that particular whisker (Armstrong-James and Fox, 1987; Armstrong-James et al., 1992). The response then radiates out to the neigh- The transfer function of a system F(t) can be defined as the output time function y(t) divided by the input time function x(t). (B) In the barrel cortex there are at least two major sensory inputs from the thalamus (VPm and POm) and many outputs projecting cortically between barrels, sub cortically and to other cortical areas (y 1 to y n ). (C) The outputs of the system also feedback on the input to the column (VPm and POm) as well as to other elements in the column that receive thalamic input with modifying functions f n (only six feedback loops are shown for clarity). (D) The single column is broken down into output columns with varying degrees of input from VPm and POm (the feedback loops are omitted for clarity).
boring barrels over the next 50 ms or so. This pattern of activation strongly suggests that the short-latency responses in the principal whisker's barrel-column is the source of excitation for surrounding barrel-columns and therefore that the CRF is generated by the direct input from the lemniscal pathway (VPm) and the SRF is generated from intracortical connections from neighboring columns (Fig. 3A) . This view is corroborated by experiments showing that if the principal barrel is ablated, the longer latency responses to surround whisker stimulation are lost in surrounding barrels (Fox, 1994) ( Fig. 3B) . Furthermore, if a row of small lesions separates two barrels, each barrel loses its representation of the severed whisker while retaining its other receptive field components (Fox, 1994) ( Fig. 3C) .
Two further experiments confirmed that intracortical connections running between the barrel columns are responsible for the SRFs of cortical neurons (Fig. 3) . First, if a single barrel is inactivated by iontophoresis of muscimol (a GABA A agonist), then the adjacent barrel selectively loses its representation of that whisker (Fig. 3D) . Second, if many barrels are inactivated simultaneously by surface diffusion of muscimol through the cortex (this leads to no response to stimulation at all) and then the neuron is locally reactivated within a ''bubble" of iontophoresed bicuculline (a GABA A antagonist), the locally disinhibited layer 4 neuron responds only to a single whisker, which is identical to its anatomically defined principal whisker (Fig. 3E) . Two conclusions can be drawn; first, that the SRF is generated by intracortical excitation from neighboring barrels. Second, given that the thalamic afferents are not inhibited by muscimol, but the cortical cells outside the bicuculline bubble are, that the thalamic input generates the CRF of the neuron.
The second point produces a conundrum, because it implies that there is no convergence of whisker information from surrounding whiskers at the thalamocortical level. How can this be the case if individual thalamic neurons respond to more than one whisker? The likely explanation is that the SRF components of thalamic neurons generate slower and more disparately distributed latencies compared to their central principal whisker component (ArmstrongJames and Callahan, 1991) . This means that if the cortical layer 4 neurons are predisposed to respond to only the most synchronized input from the thalamus, they will respond to the principal whisker rather than the surround. In the visual system, modeling studies emphasize the importance of synchrony in thalamic input for evoking a response in cortex (Wang et al., 2010) . Given that the EPSPs generated by an individual thalamic neuron on a cortical cell are small, one would expect that significant spatial and temporal summation would indeed be required to initiate a response (Bruno and Sakmann, 2006) and this is only available from the principal whisker input (Armstrong-James and Callahan, 1991) . It is worth bearing in mind that a single whisker receptive field can be generated in the absence of local inhibition in the experimental condition described above . However, in the non-experimental condition, inhibition also acts to prevent any extraneous short-latency SRF input driving the cells because layer 4 inhibitory cells have large receptive fields (Swadlow and Gusev, 2002) .
Layer 5
Although the layer 5 neurons can be driven by direct thalamic input (Armstrong-James and Fox, 1987; Armstrong-James et al., 1992) due to collaterals of the thalamic axons coursing radially through the cortex en route to layer 4 (White, 1978; White and Hersch, 1982) , layer 5A and 5B neurons do not show as clear a center/ SRF structure as layer 4 cells (Wright and Fox, 2010 ) (see Fig. 2B ). Nevertheless, the principal whisker does evoke a shorter latency response in layer 5 cells than do the other whiskers, even though the principal whisker may not evoke the largest response (Wright and Fox, 2010) . This effect is present in all four subdivisions of layer 5 (5A, 5B, septal, barrel), but most prominent for layer 5B barrel neurons and least prominent for layer 5B septal located neurons. Consequently, response latency is most often a better predictor of the principal barrel in which the neuron resides than is the magnitude of response.
The origin of the center and SRF components in layer 5 are strongly dependent on whether the cell lies in a barrel column or a septal column and whether it lies in layer 5A versus layer 5B. Using the same method described above for layer 4 cells (Fig. 3E) , the thalamic component of the receptive field can be revealed if the cortex is silenced over a large area using muscimol and locally reactivated with bicuculline. The two most different outcomes are those shown by layer 5B barrel- column cells and layer 5A septal-column located cells (see Wright and Fox (2010) for the other two combinations). Layer 5B barrel-column cells behave very similarly to layer 4 cells; following reactivation in silenced cortex, almost all layer 5B cells exhibit single whisker receptive fields (Wright and Fox, 2010) . This implies that layer 5B barrel-column cells have thalamic CRFs and all their SRFs inputs, of which their can be many (typically 8), are relayed intracortically (Fig. 4A ). In contrast, layer 5A septal located cells behave differently and several whisker inputs re-emerge following global cortical inhibition and local reactivation with bicuculline even though the other barrels in the cortex are silent. Several whiskers therefore comprise the CRF of a septal-column layer 5A cell ( Fig. 4B ) and, in some cases, most of the receptive field (up to 5 whiskers, Wright and Fox (2010) ). The most likely explanation for these findings is that layer 5B cells mainly receive their thalamic input from VPm whereas the thalamic nucleus POm, which contains cells with larger receptive fields, projects to both septal locations and layer 5A (Diamond et al., 1992; Lu and Lin, 1993; Bureau et al., 2006) .
In addition to the thalamic effect on the CRF of layer 5 cells, layer 2/3 also appears to exert an influence. Layer Fox, 1994) . (C) A row of lesions between neighboring barrel-columns also abolishes the surround whisker response in the neighboring barrel (Fox, 1994) . (D) Iontophoresis of the GABA agonist muscimol reversibly excises the green whisker response from the neighboring barrel . (E) Cortical blockade with muscimol prevents intracortical transmission. Local reactivation in the barrel corresponding to the red whiskers input by iontophoresis of bicuculline methiodide (BMI), recovers a single PW receptive field and no surround receptive field .
2/3 is known to project strongly to layer 5 and is a conserved pathway throughout a number of cortical areas . Recordings from layer 5 cells in vitro, show strong responses to input to stimulation of layer 2/3 cells with glutamate uncaging, particularly within the same barrel-column (Jacob et al., 2012) . It has been shown that direct inhibition of layer 2/3 with muscimol causes a loss of CRF response in layer 5B cells (septal and barrel combined) (Wright and Fox, 2010) . It is not clear at present whether the layer 2/3 response to principal whisker stimulation can be relayed to layer 5 fast enough to account for some of the very early components of the response to principal whisker stimulation in that layer (i.e. those below 10 ms), which suggests that the layer 2/3 excitatory input to layer 5 is more likely to act by sustaining the responses of layer 5 cells. Layer 5 intrinsic bursting (IB) cells, (which are a subset of layer 5 cells with intrinsic membrane properties leading to bursts of spikes -vide infra), exhibit EPSPs lasting more than 50 ms after the stimulus onset and can produce action potentials 30-40 ms after the stimulus onset (Jacob et al., 2017) . Layer 2/3 cells therefore respond to principal whisker stimulation in sufficient time to influence the output of layer 5 IB cells. Layer 5 IB cells are known to be present in both layer 5A and 5B (Jacob et al., 2012) and their distribution is not known to differ between septal and barrel column locations.
INTERCOLUMNAR AND INTRACOLUMNAR PROCESSING Signaling between columns
If the functional anatomy concerning the origin of the CRF is now put together with the latency of response information, it can be seen that principal whisker input arrives simultaneously in layer 5B and layer 4 before being relayed rapidly (within 2-4 ms) radially within the column to activate layer 2/3 neurons . The subsequent relay of information horizontally to neighboring barrels over the next 50 ms or so generates the SRF of cells in those neighboring barrel-columns. Layer 5A responds relatively late compared to the rest of the barrel column, perhaps due to the longer latency input of POm neurons or slower transmission within the cortical column, which is consistent with its CRF being mainly derived from POm rather than VPm . But for most cells in barrel columns, the longer latency SRF input is derived from intracortical connections, which allows for integration of multi-whisker information within the cortex (Fig. 3) .
If an object moves across the whiskers, or the whiskers move across and object, the corresponding barrels will be activated in a particular sequence related to the timing of whisker activation and will evoke facilitatory and inhibitory effects between the cortical columns. The exact timing and therefore the exact sweep speed will affect the outcome. Layer 2/3 has the highest proportion of cells in the cortex exhibiting facilitatory responses to neighboring whisker stimulation (Shimegi et al., 1999) . It takes a few milliseconds longer for a signal to travel to layer 2/3 of the neighboring column than it does to travel to layer 2/3 within its own column (1-2.5 ms to the near side and 9-15 ms to the far side) . If an EPSP duration of approximately 10 ms is considered this gives a range for integration of adjacent whisker activity from 1 to 25 ms. The modal whisker pairing interval for layer 2/3 cells is 1 ms but examples of facilitation can occur at intervals of around 10-14 ms (Shimegi et al., 1999) , which fits well with the timing of signal flow between the barrels. The facilitatory effects are seen in layer 2/3 at the borders of the barrels (Shimegi et al., 2000) and indeed when imaging methods are used an annulus of correlation sensitive cells can be seen around the edge of the barrels above the septa (Estebanez et al., 2016) . Shimegi et al. (1999) also demonstrated the direction selectivity of the coincidence detection mechanism where rostral whiskers stimulation can facilitate responses from the neighboring caudal whisker but not vice versa. A similar finding has been reported using imaging methods where the animal performs the scan in a rostra-caudal direction by whisking (Pluta et al., 2017) . More generally, correlation detection of multi whisker input in this way allows for signaling the direction of motion of a virtual bar across the entire caudal whisker pad in any direction (Jacob et al., 2008) . Furthermore, mulitwhisker interactions are necessary for creating a map in layer 2/3 not of the whiskers, but of the position of an object in scanned space (Pluta et al., 2017) . Multi whisker interactions are necessary for this property in layer 2/3 and it is plausible that they depend on directional neighboring whisker facilitation.
The SRFs of cells in the extra granular layers of the cortex are highly plastic, which implies that the pathways between cortical columns are highly plastic (Fox, 1994) . While information is to some extent segregated within individual barrel-columns, the synaptic connections between barrels-column allow information from different whiskers to be integrated across the barrel field (Wallace and Fox, 1999) . It is possible that inter-barrel connections enable the cortex to encode particular combinations of whisker activation during exploration, which might be unique for particular objects or types of object. Given that these connections are plastic, they could form a substrate for adapting the relative weights of connections to improve discrimination and/or detection of objects. In this sense, one function of the input-column is to initially segregate information from individual whiskers during the first few milliseconds of processing, so that it can then be summed in different combinations in neighboring columns with different synaptic weighting to improve discriminations of learned or novel objects. Given the importance of the timing of multi whisker interactions to create facilitation and of multi-whisker responses per se for creating layer 2/3 maps of objects in scanned space, it is particularly interesting that the latency of responses to neighboring whiskers decreases with chessboard deprivation (where every other whisker is removed). Whisker deprivation results in speeding up responses on the near side of the neighboring barrel to spared whisker stimulation by 1.5-2 ms and far side of the neighboring barrel by 4.5-6.5 ms (Wallace and Fox, 1999) . In this way, neighboring whiskers in a chessboard deprived mouse (for example D1 and D3) produce similar latencies of interaction in the intervening barrel (D2) as the neighboring whiskers in a normal whiskered mouse (D1 and D2).
Information processing within the column
As described above, the excitatory signal flow through the cortex can be determined from the responses of individual neurons having first discarded the background noise or spontaneous activity. A different but complementary way of describing the signal flow through the cortical structure is to consider the information present about the stimulus at each point in the column. Chernoff information characterizes discriminability between two probability distributions (Cover and Thomas, 2006) . If the two distributions are the evoked response f(t) and a baseline firing rate trace g(t), the Chernoff information (maximum of I) is given by:
where D is a small interval of time and a is a sensitivity value varied between 0 and 1 to identify the maximum value of I. This quantity (I) gives an upper boundary to the accuracy of an optimal decoder in discriminating whether the observed spikes are generated from: f(t)o r g(t). If the difference between firing rate traces f(t) and g (t) is small, the Chernoff information becomes equivalent to the Fisher information, a measure widely used in neuroscience to quantify detectability of a small parameter change (Seung and Sompolinsky, 1993; Toyoizumi et al., 2006) , but the Chernoff information is more general than the Fisher information because it can also characterize large ''distances" between the two distributions [for further information on the use of Chernoff information in Neuroscience, see (Kang et al., 2004) ]. Information about the stimulus can be determined during the time evolution of the neuronal response by considering the Chernoff information in short intervals (1-ms bins) and integrating the information with time (Jacob et al., 2017) . By this measure, the greatest information about the principal whisker is present in layer 4 neurons, closely followed by the layer 2/3 neurons and lower values are present for the layer 5 neurons (Jacob et al., 2017) . This broadly follows the canonical view of information processing within the cortical columns of the visual cortex from layer 4 to layer 3 to layer 5 as envisaged by Gilbert and Wiesel (1983) and discussed by Douglas and Martin (2004) . It differs slightly from the flow arrived at by latency (vide supra) in that layer 5B has a short-latency response component (Armstrong-James et al., 1992) that short-circuits the supra-granular route. A similar conclusion about information flow for the principal whisker is reached if an alternative measure of information is employed. The receiver operating characteristic (ROC) of a system measures its performance in discriminating two conditions over a range of discrimination thresholds. In this case the two conditions are stimulus versus no stimulus. Using this method, layer 2/3 and layer 4 cells show almost identical ROC followed by lower values in layer 5 (Jacob et al., 2017) . As discussed in the following sections, the information content in layer 5 neurons can be further subdivided by neuron type and can also be modified under conditions that induce experience-dependent plasticity, which change the relative information content in supra-and infragranular cortex.
BARREL CORTEX OUTPUT STREAMS Subcortical and corticocortical projections
The preceding sections have described the inputs to the barrel cortex and how the signal propagates within the cortical columns and between the cortical columns. This approach provides a first-order approximation for cortical columnar function using a simple stimulus applied to a single whisker at a time, but is remarkably predictive of what happens during multi whisker stimulation. The function of the column becomes increasingly more complicated once the multiple outputs of the column are taken into consideration (i.e. the outputs other than those to neighboring columns). SI corticofugal projections arise from several points in the column including layer 6 projections to VPm (Chmielowska et al., 1989) and layer 3 projections to MI, and SII (Chakrabarti and Alloway, 2006) . However, this section concentrates on the layer 5 projections.
The neurons that give rise to subcortical and corticocortical projections show a good correlation with their intrinsic membrane properties. In particular, two sub-types of layer 5 cell known as regular spiking cells (RS) and intrinsic bursting cells (IB) have markedly different projection patterns. The two can be distinguished electrophysiologically and morphologically. Somatic current injection produces a regular train of spikes in RS cells and a burst of spikes in IB cells (Connors et al., 1982; Connors and Gutnick, 1990) . The RS cells have a distinctly different neuronal morphology from the IB cells in that they have simple relatively unbranched apical dendrites and are smaller overall than the IB cells, which have larger more complex branching apical dendrites and larger somata (Chagnac-Amitai et al., 1990; Jacob et al., 2012; Staiger et al., 2016) . Studies in rat cortical slices with uncaged glutamate have shown that RS cells receive most excitatory connections within the column and receive inhibitory connections from both within the column and layer 5 of the neighboring columns (Schubert et al., 2001) . IB cells have similar connections except that they receive more excitatory input from neighboring columns, a stronger overall input from layer 6 within and outside the column and also tend to have far weaker inhibitory connections than RS cells (Schubert et al., 2001) . Within SI cortex, the morphological correlate of the layer 5 RS cells (slender tufted cells) project more strongly to supragranular layers than IB cells (thick tufted cells) (Narayanan et al., 2015) . Outside SI cortex, the RS cells project to other cortical areas whereas the IB cells project sub cortically (Gao and Zheng, 2004; Hattox and Nelson, 2007; Le Be et al., 2007) . To a first order approximation then, the RS and IB properties of the cells can be used to distinguish between corticocortical and subcortical projecting cells.
In the studies described below, data on RS and IB cells have been partly acquired in the rat and partly in the mouse barrel cortex. Discoveries in the two species are largely comparable, but the molecular mechanisms underlying plasticity have only been studied in the mouse. RS and IB cells were found in both layer 5A and 5B and a higher proportion of IB cells in were found in layer 5B than in layer 5A. In general, septal and barrel locations were not distinguished for RS and IB cells for the studies described below.
Plasticity mechanisms in RS and IB cells
A further distinction between IB and RS cell properties becomes apparent if plasticity is induced in the barrel cortex by whisker trimming. Depriving a single row of whiskers in the rat creates a row of cortical columns lacking their principal whisker input, but retaining their SRF input from the neighboring flanks of whiskers (Jacob et al., 2012 (Jacob et al., , 2017 . Row-deprivation for several days leads to plasticity in layer 5 cells which can be tested by glueing back the trimmed whiskers on the day of the experiment and comparing responses to spared and deprived inputs. Under these conditions, in the rat barrel cortex, the RS cells show a strong depression in their response to the deprived principal whisker input and a minor potentiated response to the surround flanking row whiskers at short-latency. In contrast, the IB cells show a weak depression to the deprived principal whisker inputs and a strong potentiation of surround whisker responses. Similarly, in ex vivo slices from row deprived mouse cortex, glutamate uncaging shows marked depression of barrel-column inputs for RS cells but not IB cells located in layer 5B, while an increase in excitatory input from neighboring barrels is observed for layer 5B IB cells but not layer 5B RS cells. These ex vivo findings both corroborate the in vivo findings and confirm that the origin of the SRF components for the IB cells are indeed intracortical (see Section ''Input signal processing" on input signal processing above). The plasticity seen in RS and IB cells is an unusual separation of depression and potentiation processes, which elsewhere in the cortex have been observed to be present in the same neurons (Mioche and Singer, 1989; Hardingham et al., 2008) .
The mechanisms underlying RS and IB neuron plasticity have been elucidated in mouse barrel cortex, again using row-deprivation (Greenhill et al., 2015) . RS cells show slower depression of the deprived whisker response than IB cells that eventually recovers back to baseline after approximately 10 days in the mouse, but in the rat does not completely recover within this time period (Jacob et al., 2017) . The depression and recovery of principal whisker responses in RS and IB cells is mirrored by a decrease and recovery in miniature excitatory postsynaptic potentials (mEPSP) amplitude over the same time course. This implies that the changes in responsiveness can be explained by changes in excitatory connections onto RS and IB cells (Greenhill et al., 2015) .
Studies in tumor necrosis factor alpha (TNFa) knockout mice have shown that homeostatic plasticity depends on TNFa. A particular form of homeostatic plasticity known as synaptic scaling requires TNFa production from glial cells (Stellwagen and Malenka, 2006) . Studies in the visual system have shown that part of the visual cortical response to monocular deprivation involves an initial depression of the closed eye response followed by a partial TNFa-dependent homeostatic recovery of the closed eye response (Kaneko et al., 2008) . In the barrel cortex, the depression and homeostatic recovery of the RS neurons' response to the deprived whiskers is also TNFa-dependent (Greenhill et al., 2015) .
The TNFa mechanism is distinct from the Hebbian form of potentiation exemplified by LTP. LTP can be induced in TNFa knockouts (Kaneko et al., 2008) . Both LTP and experience-dependent potentiation in layer 2/3 of the barrel cortex are dependent instead on CaMKII and more specifically on CaMKII autophosphorylation (Hardingham et al., 2003) . If homeostatic plasticity is studied in the CaMKII-t286a mouse (which lacks CaMKII autophosphorylation and hence lacks LTP), layer 5 RS cells show a normal homeostatic recovery of response, which demonstrates that TNFa-dependent homeostatic plasticity does not require LTP mechanisms (Greenhill et al., 2015) .
Layer 5 IB cells not only show faster recovery of deprived principal whisker input, but they also show clear potentiation of surround whisker input in both the rat (Jacob et al., 2012 (Jacob et al., , 2017 and in the mouse (Greenhill et al., 2015) . This contrasts with RS cells that only show a return back to baseline evoked response levels rather than potentiation beyond baseline. In IB cells, potentiation of the spare SRF response above baseline is again mirrored in the potentiation above baseline of the mEPSP (Greenhill et al., 2015; Glazewski et al., 2017) . In this case, the potentiation is both TNFa and CaMKIIdependent, drawing a further distinction between plasticity mechanisms in RS and IB cells.
Information processing in RS and IB cells
Within the cortical column, principal whisker information decreases significantly following whisker deprivation in layer 2/3 and layer 5 RS cells compared with responses in undeprived animals (Jacob et al., 2017) . However, the spared whisker input, which is generated through intracortical connectivity for barrel-column cells (see above), increases in layer 5 IB and RS cells, again relative to the levels seen in undeprived animals. As discussed above, the increase in Chernoff information in the IB cells' spared whisker response can partly be explained by Hebbian and partly by homeostatic potentiation of the input, and occurs despite a recovery in the IB cells' spontaneous activity. However, the increase in spared whisker information in RS cells is even greater than that in IB cells (Jacob et al., 2017) . For RS cells, not only does a short-latency component of the receptive field potentiate, due to an increase in excitatory conductance (Jacob et al., 2017) , but the background spontaneous activity decreases significantly as well (Glazewski et al., 2017; Jacob et al., 2017) . Because information measures take into account both the response and the background firing rate, the increase in information content for layer 5 RS cells is particularly pronounced due to the combined signal increase and background decrease.
Even though the two types of layer 5 cells (RS and IB) use different mechanisms to achieve it, they both increase the information available about the spared whiskers at the output level of the cortex: IB cells by Hebbian and homeostatic potentiation and RS cells by decreasing spontaneous activity and homeostatic potentiation. The layer 5 cells of the cortex adapt to maximize the information available to the rest of the system about the inputs that are present. The level of adaptation may seem unusually large, but this is partly a function of the experimental paradigm where the effect needs to be as large as possible in order to measure it accurately. However, the results show that the cortex is capable of these forms of plasticity. It is therefore conceivable that this plasticity mechanism is employed on a finer scale by the cortex to continually make fine adjustments to the outputs in order to regulate the relative importance or signal-to-noise ratio of information from different whisker sources in the barrel cortex.
What could the differences in plasticity tell us about the types of information carried in these different output streams, one to subcortical locations (IB cells) and the other to cortical locations (RS cells)? It is possible that the subcortical targets of the IB cells simply require higher levels of ambient activity in order to maintain their target cells close to threshold. Alternatively, by increasing the background level of spontaneous activity, the dynamic range of encoded information can be increased provided that increases and decreases in firing rate can convey the signal. The high background spontaneous activity of IB cells (13 Hz in rats and 5 Hz in mice), their intrinsic burst firing mode and the higher number of spikes evoked by sensory input suits them for coding information by spike number or spike rate (Jacob et al., 2012 (Jacob et al., , 2017 Glazewski et al., 2017) . Conversely, the RS cells are under far tighter inhibitory control than the IB cells, including from neighboring barrels (Schubert et al., 2001 ) and have lower spontaneous firing rates (8 Hz in rats and 2.5 Hz in mice) measured under the same conditions as mentioned above for IB cells (intracellular recording and urethane anesthesia) (Glazewski et al., 2017; Jacob et al., 2017) . When RS cells undergo plasticity, they increase the fidelity of the spike timing of their responses rather than the number of spikes they produce (Jacob et al., 2012) . The mechanisms for this is an increase in short-latency excitatory conductance (Jacob et al., 2017) , likely to originate from the VPm thalamocortical input (White and Hersch, 1982; Agmon and Connors, 1991) . This suggests that RS cells may code information by spike timing more than spike rate and conceivably by correlation of spike input for groups of RS cells projecting to other cortical areas. These considerations raise further questions about the projection targets of RS and IB cells and what types of information their targets are predisposed to receive.
Corticocortical projections: dorsal and ventral streams
The distinction between RS and IB cells is only an approximation of the diversity of layer 5 projection cells in the barrel cortex. RS cells give rise to many different corticocortical pathways. In primate cortex, corticocortical pathways emanating from somatosensory cortex are classically described as belonging to one of two functional streams known as dorsal and ventral (Gardner, 2008) . The dorsal stream is involved in motor planning, exploration, decision making and strategy switching while the ventral stream is involved in object recognition, multimodal integration and memory. As described below, the somatosensory system of rodents exhibit homologous cortical areas and connectivity to the primate, suggesting that dorsal and ventral streams might be present in mice and rats. Certainly, evidence has been presented for the existence of dorsal and ventral streams in the rodent visual system (Wang et al., 2012) and while it is beyond the scope of the present article to make the complete case for the existence of dorsal and ventral streams in the rodent somatosensory system here, some of the evidence is summarized below.
Ventral stream. The rodent cortical areas that might be considered homologous to primate ventral stream cortical areas include SII, parietal ventral (PV) and parietal rhinal cortex (PR). Anatomical evidence suggests that these cortical structures are highly interconnected. SI projects to SII, PV and PR (Krubitzer et al., 1986; Fabri and Burton, 1991; Aronoff et al., 2010) . The projections from SI to SII and PV are somatotopic, while those to PR are not (Krubitzer et al., 1986; Fabri and Burton, 1991) . SI and SII are considered to sit at similar levels of cortical hierarchy and both project to PV and PR (Krubitzer et al., 1986) . PR cortex projects to entorhinal cortex and hence somatosensory information can reach the hippocampus by this route (Miranda and Bekinschtein, 2017) .
While SI and SII project to more ventral located cortical areas, it is not clear that information flows from lower to higher order areas exclusively within the stream. For example, ablation of SI and SII does not prevent somatosensory responses in PV (Rodgers et al., 2008) , suggesting a thalamic source of input is also important (Shi and Cassell, 1998) . Similarly, inactivation of S1 causes a partial (55%) loss of infraorbital nerve response in the hippocampus, suggesting SI is not the only cortical structure involved in transmission and indeed that parallel thalamic input to other cortical structures could be involved (Pereira et al., 2007) .
Nevertheless, cortical areas more ventral in the stream appear to be involved in more integrative sensory processing than SI. SII is characterized by much larger receptive fields than SI and lacks clear principal whisker organization (Kwegyir-Afful and Keller, 2004) , while PV integrates tactile and auditory stimuli (Krubitzer et al., 1986; Nishimura et al., 2015) . Destruction of ventral stream structures corresponding to PV and PR cortex (Krubitzer et al., 1986) causes deficits in perception of more complicated tactile stimuli (Ramos, 2014) . As mentioned above, there is a route to the hippocampus from ventral stream structures and hippocampal neurons can respond to texture identity and hold texture location information during a discrimination/ reward task (Itskov et al., 2011) . PR is involved in object recognition (Barker et al., 2007) and well positioned to make the assessment as it receives sensory information from SI and SII as well as mnemonic information back from the hippocampus mainly via the entorhinal cortex (Insausti et al., 1997) . In general then, the ventral stream areas appear to be involved in processing tactile information for haptic memory (Itskov et al., 2011; Diamond and Arabzadeh, 2013) . Dorsal stream. The rodent cortical areas that might be considered homologous to primate dorsal stream structures include primary motor cortex (MI) also known as agranular lateral, secondary motor cortex (MII) also known as agranular medial cortex, prefrontal cortex (PFC) and posterior parietal cortex (PPC). SI is known to project to MI and MII (Fabri and Burton, 1991; Chakrabarti and Alloway, 2006) , and the whisker system specifically to the junction between medial and lateral granular cortex, while PPC projects to MII (Wang et al., 2012; Smith and Alloway, 2013) . In addition, SI, MI and MII all project to PFC (Bedwell et al., 2014) .
Cortical areas more dorsal in the stream appear to be involved in progressively more complicated decision processes leading to goal directed movement.
Movements can be evoked by stimulation of MI and the movement zones are topographically organized (Wise and Donoghue, 1986; Sanes et al., 1988; Smith and Alloway, 2013) . MII also contains a second forelimb representation in addition to the one located in MI. Electrode recordings show that MII can encode decision and choice information and that lesioning MII produces behavior that does not react to updated reward contingencies (Sul et al., 2011) . In general, MII appears to integrate internal state with movement to produce goal directed behavior (Saiki et al., 2014) . Inactivation of MII can also cause delays to initiating an action suggesting it is involved in preparation of movement and in this sense similar in function to primate premotor cortex (Smith et al., 2010) . The PFC is involved in switching strategy to new behaviors (Ragozzino et al., 1999) and learning under conditions of changed task contingencies (Kim and Ragozzino, 2005) . Inactivation of mPFC impairs the animal's ability to shift its attention to newly relevant task information (Birrell and Brown, 2000) .
The PPC has features in common with the ventral stream in that it integrates multimodal information. However, it projects to MII and it has been estimated that 84% of its projections are to dorsal rather than ventral stream areas (Wang et al., 2012) . Ablation of the PPC leads to hemilateral neglect, most likely because the neurons in this structure encode information about head direction and object location and their conjunction (Wilber et al., 2014) . By projecting this information rostrally in the dorsal stream, PPC provides motor areas with information about the location of objects that might be movement targets. The somatosensory cortex distributes information to many other cortical areas, here grouped into two putative streams analogous the dorsal and ventral streams of primate cortex. The stream comprising motor cortex (M1), secondary motor cortex (MII) and prefrontal cortex (PFC) is involved in motor planning and coordination (top, blue arrows). The stream comprising the secondary somatosensory (SII), parietal ventral (PV), parietal lateral (PL) and parietal rhinal (PR) is viewed as being composed of largely sensory areas that provide a route to the hippocampus for tactile memory. Inputs to S1 are derived from ventral posteromedial nucleus (VPm) and the Posterior Medial nucleus of the thalamus (POm), which also have a relationship to the ventral and dorsal streams respectively (Blue: dorsal stream, Black: ventral stream). separate channels of information within the barrel cortex. For example, Alloway has presented evidence for different septal and barrel column projection streams (Chakrabarti and Alloway, 2006; Alloway, 2008; Chakrabarti et al., 2008) . Septal columns receiving information from thalamic POm project to MI, while barrelcolumns receiving information from thalamic VPm project to SII, which also receives connections from septal columns (Alloway, 2008) . These findings help to explain why barrel cortex neurons projecting to MI compared to SII have been found to code different types of information and to show different adaptation in response to texture discrimination (Chen et al., 2013 (Chen et al., , 2015 . These studies therefore suggest some congruity between the septal and barrel columns within the barrel cortex and the dorsal and ventral streams within the cortex (Fig. 5) .
Subcortical projections
The studies described above show the diversity of cortical projection targets and emphasize that the RS subdivision only provides a rough categorization of layer 5 output cells. Similarly, the separation of one class of layer 5 cells into an IB population is again only an approximation of the diversity of the sub-types of projection neuron. IB cells project subcortically to thalamus, brainstem, superior colliculus, striatum, zona incerta, the pretectal nucleus and pons. The strongest projections are those to striatum, SII, MI and thalamus when assessed by overall fluorescence of axons in the terminal region, though these also tend to be the largest target structures (Mao et al., 2011) .
Studies using multiple simultaneous intracellular recordings have demonstrated that the projection targets of layer 5 neurons are closely related to the intracortical connections they receive (Brown and Hestrin, 2009) . Similarly, the intrinsic firing properties of layer 5 projection neurons which, as detailed above, are related to their projection targets, are also closely related to their intracortical connectivity (Otsuka and Kawaguchi, 2008) . These findings together with those on RS and IB cell plasticity and connectivity (Schubert et al., 2001; Greenhill et al., 2015) demonstrate that sub-circuits exist within the overall framework of the cortical column (Fig. 1D ), such that projections to different types of subcortical target receive information from different combinations of input within the column and between columns. In this regard, it is particularly noticeable that IB cells receive greater excitatory drive from neighboring columns and less inhibitory control from neighboring columns than RS cells (Schubert et al., 2001) , which is consistent with layer 5B neurons (which have a larger proportion of IB cells (Jacob et al., 2012) ), receiving multi whisker information from intracortical connections (Wright and Fox, 2010) .
CONCLUDING REMARKS
Consideration of the inputs and outputs of layer 5 RS and IB cells emphasizes the differences between the two cell types. However, it seems unlikely that the subcortical projections and the corticocortical projections act as independent systems. Indeed, as an example of the contrary, the septal-column system organizes corticocortical output to MI, and subcortical output to basal pons and contralateral striatum (Alloway, 2008) . Similarly, while the ventral stream may project output to cortical structures important for analyzing and recognizing objects, barrel cortex also projects back to subcortical sensory nuclei such as VPm and the brainstem trigeminal nuclei. Therefore, despite the level of specialization discovered in the intracortical connections and plasticity mechanisms of RS and IB cells, it is likely that they act cooperatively within homotypic systems of cortical and subcortical structures. The problem with which the experimenter is presented, is that understanding the function of a cortical column involves identifying and unpicking the sub-circuits that exist within the envelope of the input column before reassembling the pieces into functioning subsystems. This issue presents a major challenge for the field. However, the large volume of work already conducted on the barrel cortex and the anatomical advantage of at least being able to visualize the input column means that barrel cortex is still likely to provide a good model to tackle this question.
