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In this work, we explore the possibility of emergent nonequilibrium steady states arising from the
electric-field-driven Mott insulator via the Keldysh-Floquet dynamical mean field theory (DMFT),
which can determine the fully-interacting, nonequilibrium steady-state Green’s functions with the
noninteracting counterparts as an input to the DMFT self-consistency loop. Unlike the retarded
component, obtaining the lesser Green’s function for the noninteracting system presents an im-
portant obstacle since the thermalization of the noninteracting system still requires a precise un-
derstanding of the dissipation mechanism. A crucial breakthrough in this work is that the nonin-
teracting lesser Green’s function can be determined in terms of the Wannier-Stark ladder (WSL)
eigenstates, which are thermalized via the standard canonical ensemble according to the Markovian
quantum master equation. As a result, it is shown that the intricate interplay between strong cor-
relation and large electric field can generate a sequence of two dielectric breakdowns with the first
induced by a coherent reconstruction of the mid-gap state within the Mott gap and the second by
an incoherent tunneling through the biased Hubbard bands. It is predicted that the reconstructed
mid-gap state generates its own emergent WSL structure with a reduced effective electric field. The
two dielectric breakdowns are mediated by a reentrant insulating phase, which is characterized by
the population inversion, causing instability toward inhomogeneous current density states at weak
electron-impurity scattering.
PACS numbers:
I. INTRODUCTION
One of the most salient issues in modern physics is the
quantum phase transition as a function of tuning param-
eters1. Extensive studies have focused on the electron-
electron correlation as a tuning parameter, which can
induce quantum phase transitions to various emergent
states of matter including the fractional quantum Hall
state, high-temperature superconductor, and Mott in-
sulator. With great advances in nanoscience2,3 as well
as cold atom physics4–6, quantum phase transitions in
nonequilibrium conditions, for example, via application
of a large electric field7–29 or illumination of an intense
radiation19,30–51, are attracting more and more inten-
sive attentions. While a systematic understanding of the
nonequilibrium quantum phase transition is elusive at
present, studying the nonequilibrium steady state of the
electric-field-driven Mott insulator, especially in two or
higher dimensions16–24, provides an important stepping
stone to achieve such a goal, revealing a new possibil-
ity for emergent nonequilibrium steady states of mat-
ter, which are induced by strong correlation in a highly
nonequilibrium situation.
Under the expectation that the Mott insulator eventu-
ally undergoes a phase transition(s) to metal at a suf-
ficiently large electric field14, the central issue of the
electric-field-driven Mott insulator is exactly how this
phase transition, also known as the dielectric breakdown,
should occur. One possibility is that the electric field in-
duces some kind of charge transfer from one region of
the system to another so that the Mott insulating region
is effectively doped. We are interested in a more funda-
mental possibility that the dielectric breakdown occurs
through the nonlinear response of the system keeping
the spatial uniformity. Constructing an accurate, mi-
croscopic theory for the nonlinear response, however, is
a highly challenging problem since it requires going be-
yond the well-established linear response theory, which is
rigorously formulated in terms of the Kubo formula.
To address this issue, in this work, we analyze the
electric-field-driven Mott insulator by using the Keldysh-
Floquet DMFT, which can capture both effects of
strong correlation and large electric field with arbitrary
strengths. The Floquet formulation of the Keldysh
DMFT provides a convenient platform for the direct
analysis of the steady state, which is contrasted to real-
time formulations15–17,20,21,24, where the full time evolu-
tion of the system is considered along the Keldysh con-
tour, requiring high computational costs to achieve the
true steady-state limit. In our formulation, the fully-
interacting Green’s functions in the steady-state limit
are directly connected with the noninteracting counter-
parts via the Keldysh-Dyson equation embedded in the
Keldysh-Floquet DMFT self-consistency loop.
A crucial breakthrough in this work is that the non-
interacting Green’s functions are determined in terms of
the exact energy eigenstates, called the WSL eigenstates.
It is important to note that the total energy (which is
the sum of the kinetic and the electric potential energy)
is still conserved under a static electric field. The corre-
sponding energy eigenstates of the noninteracting system
are the WSL eigenstates, whose precise mathematical
form is obtained in this work via exact diagonalization.
More importantly, it is shown by using the Markovian
quantum master equation that the WSL eigenstates are
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2individually thermalized via the standard canonical en-
semble. The Markovian quantum master equation, or the
Lindblad equation, is derived under the assumption that
(i) the system is coupled to a boson bath, which is already
in thermal equilibrium, (ii) the system-bath coupling is
sufficiently weak so that the density matrix for the whole
system can be approximated as a direct product between
the individual density matrix of the system and bath, and
(iii) the dynamics of the system forgets its past history
rapidly, which is also known as the Markovian condi-
tion. Determined by this thermalization scheme, which
we call the WSL-wise thermalization, the noninteract-
ing lesser Green’s function is plugged into the Keldysh-
Floquet DMFT self-consistency loop as a key piece of the
input information.
Now, it is worth mentioning that an essentially identi-
cal thermalization scheme to the above, where the WSL
eigenstates are essential, has been used for the semicon-
ductor superlattice problem52–54, while not for the prob-
lem of the electric-field-driven Mott insulator. In early
stages of the study on the latter problem, the role of the
thermalization was not clearly understood so that many
studies were devoted to the closed system, which is com-
pletely decoupled from the environment16,17,19,20,24. A
necessity of the proper thermalization for the open sys-
tem was addressed initially by Joura and collaborators18,
who introduced an approximate ansatz on the density
matrix. Later, numerous efforts have been made to solve
the Keldysh-Dyson equation in a direct manner for ap-
propriately chosen system-bath coupling terms, which
can be categorized into two classes: (i) coupling with
an external fermion bath (which is not influenced by the
electric field)13,21–23,46, and (ii) coupling with a boson
bath composed of a single phonon mode24,28,50.
The fermion-bath model is inspired by a mesoscopic
transport problem of the small normal-metal ring pen-
etrated by a time-dependent magnetic field (which in-
duces an electromotive force along the circumference of
the ring)55. While providing reasonable dissipation ef-
fects, a fictitious fermion bath introduced in the fermion-
bath model holds no direct relationship with the actual
dissipating environment existing in condensed matter. A
more realistic bath model can be obtained via coupling
with a boson bath, particularly, composed of phonons.
Despite being more realistic, however, previous works
using the boson-bath model suffer from a serious prob-
lem that the boson bath is composed of only a single
phonon mode (for that matter, any finite number of
modes), which, according to the Poincare´ recurrence the-
orem56–58, means that the system will return to the initial
state eventually in a sufficiently long time, i. e., there is
no dissipation. To overcome this problem, one has to con-
sider a boson bath composed of infinitely many phonon
modes with a continuous energy spectrum. In this work,
we use the Caldeira-Leggett model, which represents the
boson bath as a continuous set of infinitely many quan-
tum harmonic oscillators. The Markovian quantum mas-
ter equation is derived from the Caldeira-Leggett model
with help of the Markovian condition combined with sev-
eral other approximations.
As a result of the Keldysh-Floquet DMFT, which uses
the noninteracting Green’s functions as an input to the
self-consistency loop, it is shown that the electric-field-
driven Mott insulator undergoes a sequence of two phase
transitions to metal with the first induced by a coher-
ent reconstruction of the mid-gap state within the Mott
gap and the second by an incoherent tunneling through
the biased Hubbard bands. The reconstructed mid-gap
state generates its own emergent WSL structure with a
reduced effective electric field, as if strong correlation is
renormalized away with exchange of the electric field.
The two metallic phases are mediated by a reentrant in-
sulating phase, which is characterized by the population
inversion, causing instability toward inhomogeneous cur-
rent density states at weak electron-impurity scattering.
The rest of the paper is organized as follows. In Sec. II,
we present the precise mathematical form of the Hamil-
tonian in the dynamical vector potential gauge, which
describes the Hubbard model under a static electric field.
The Hamiltonian also includes the electron-impurity in-
teraction term. In Sec. III, we explain the Keldysh-
Floquet DMFT, which constitutes the main theoretical
framework of this work. The Keldysh-Floquet DMFT
self-consistency loop requires the knowledge of the non-
interacting, retarded and lesser Green’s function as an
input to be complete. To determine the noninteract-
ing lesser Green’s function, we switch gears to the static
scalar potential gauge. The noninteracting Hamiltonian
is diagonalized exactly in Sec. III A, which provides the
precise mathematical form of the WSL eigenstates. In
Sec. III B, we derive the Markovian quantum master
equation to show that each WSL eigenstate is individ-
ually thermalized via the standard canonical ensemble
for the energy dissipation mechanism described by the
Caldeira-Leggett model. In Sec. III C, we determine the
noninteracting lesser Green’s function in the dynamical
vector potential gauge by converting the WSL-wise ther-
malization from the static scalar to the dynamical vector
potential gauge. In Sec. III D, we provide the concrete
mathematical form of the Keldysh-Floquet DMFT self-
consistency loop. In Sec. III E, we discuss the validity
of the iterated perturbation theory (IPT), which is the
impurity solver of this work. It is shown that the IPT
becomes exact in both limits of weak and strong U even
within the Keldysh-Floquet DMFT.
Results are discussed in Sec. IV. In Sec. IV A, we dis-
cuss the evolution of the nonequilibrium steady states
in terms of the local density of states (DOS), occupation
number and distribution function as a function of electric
field. In Sec. IV B, we compute the direct-current den-
sity by using an exact formula, which relates the direct-
current density with the (fully-interacting) lesser Green’s
function. To provide further physical insights, we com-
pare the results obtained from the exact formula with
those from the tunneling formula. It is shown that the
tunneling formula can be derived rigorously in the weak-
3tunneling limit. Finally, we conclude in Sec. V.
II. HAMILTONIAN
We begin our analysis by writing the Hamiltonian for
the Hubbard model under a static electric field in the
dynamical vector potential gauge, φ = 0 and A = −cEt:
H =−
∑
〈ij〉,σ
tij
[
eiϕij(t)c†iσcjσ + H. c.
]
+ U
∑
i
ni↑ni↓ + V
∑
i,σ
niσni,imp, (1)
where tij is the hopping amplitude and c
†
iσ (σ =↑, ↓) is
the electron creation operator for the i-th lattice site. niσ
and ni,imp are the electron and impurity number opera-
tor, respectively. U (> 0) and V are the on-site electron-
electron and electron-impurity interaction strength, re-
spectively. ϕij denotes the Peierls phase accumulated
along a path connecting between the i-th and j-th site:
ϕij(t) =
|e|
~c
∫ rj
ri
A(t) · dr.
In addition to the U and V term in Eq. (1), there
is an additional system-bath coupling term, which is re-
sponsible for the thermalization of the system. We pro-
vide the concrete mathematical form for this system-
bath coupling term in Sec. III B, which gives rise to
the thermalization of the noninteracting system via the
Markovian quantum master equation. With the informa-
tion on the thermalization of the noninteracting system
plugged in as an input, the thermalization of the fully-
interacting system can be determined self-consistently
via the Keldysh-Dyson equation, which is embedded in
the Keldysh-Floquet DMFT self-consistency loop.
In this work, we focus on nonequilibrium steady states
with the spatially-uniform charge density. It is shown in
Sec. IV B that such nonequilibrium steady states are in-
evitably accompanied by the corresponding steady-state
direct current, J, if electrons are allowed to scatter with
themselves and/or impurities via the U and V term in the
Hamiltonian. (It is shown that no direct currents exist
in the absence of such elastic scatterings. See Sec. IV B 1
for details.) With the direct current maintained via the
steady flow of electrons from/to an external reservoir, or
battery, any heat generated by the steady-state direct
current, i. e., E ·J, is transferred to the bath through the
dissipation mechanism governed by the Markovian quan-
tum master equation, which is derived in Sec. III B. The
temperature of the system (which is dictated by the bath
via the Markovian quantum master equation) is main-
tained under the assumption that the bath is thermal-
ized by itself and completely uninfluenced by the system.
Finally, throughout this work, the charge density is set
to be at half filling.
t
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FIG. 1: Schematic diagram for the Keldysh contour. The
fully-interacting Green’s functions are connected with the
noninteracting counterparts at the initial time, t0, at which
the interaction between electrons is switched on. As conven-
tional, t0 is assumed to be in the infinite past so that we
can focus on the steady-state behaviors of the system. The
thermalization of the noninteracting system is determined
schematically at t0 − iβ, where β = 1/kBT with T being the
temperature. The actual determination of the thermalization
for the noninteracting system is accomplished via the Marko-
vian quantum master equation, which is derived in Sec. III B.
III. KELDYSH-FLOQUET DYNAMICAL MEAN
FIELD THEORY
Being translationally invariant in the dynamical vec-
tor potential gauge, the Hamiltonian in Eq. (1) can be
addressed by the DMFT, which is known to provide an
accurate description of the Mott insulator59,60. There
is, however, a price to be paid so that the Hamiltonian
now becomes explicitly time-dependent. Fortunately, the
DMFT can be reformulated via the Keldysh formalism
to address the time-dependent Hamiltonians16,17. A fur-
ther reformulation of the Keldysh DMFT in terms of the
Floquet representation is proven useful for studying the
steady states18,19,46. For convenience, the electric-field-
driven Hubbard model is solved in the hypercubic lattice
(where the DMFT becomes exact in the limit of large
spatial dimensions, d → ∞) with the electric field ap-
plied along the diagonal direction, in which case tij and
|E| are set to scale as t∗/2√d and E∗√d, respectively16.
We call t∗ and E∗ the normalized hopping amplitude and
electric field strength, respectively.
Our Keldysh-Floquet DMFT is implemented, based
on the standard Keldysh-contour expansion61,62, along
which the fully-interacting Green’s functions are con-
nected with the noninteracting counterparts in the in-
finite past, at which the interaction between electrons
is switched on. Figure 1 shows a schematic diagram
for the Keldysh contour. It is important to note that,
here, the electric field is assumed to be always on, or
turned on even prior to the switching of the interaction
between electrons. In this scheme, the thermalization
of the fully-interacting system can be determined self-
consistently via solving the Keldysh-Dyson equation with
that of the noninteracting system plugged in as an input
to the DMFT self-consistency loop. The thermalization
of the noninteracting system is, in turn, determined via
solving the Markovian quantum master equation, whose
derivation is postponed to Sec. III B.
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FIG. 2: (a) Self-consistency loop for the Keldysh-Floquet DMFT. Each object in the yellow circle is determined by the
equations in the corresponding blue rounded box. G0 and G denote the Weiss and local Green’s function, respectively. The
full lattice Green’s function, Gk, is connected with the noninteracting counterpart, gk, via the Keldysh-Dyson equation. The
self-energy, Σ, has two contributions with one originating from electron-electron scattering, ΣU , and the other from electron-
impurity scattering, Σimp. Here, all Green’s functions as well as self-energies are represented as Floquet matrices. See Sec. III D
for details. (b) Feynman diagram for the self-energy. ΣU is computed via the DMFT impurity solver called the iterated
perturbation theory (IPT)59. Similar to equilibrium, the IPT is regarded as an interpolation scheme connecting between both
limits of weak and strong U , where ΣU becomes exact even in the presence of a static electric field. Σimp is computed via the
self-consistent Born approximation (SCBA). See Sec. III D and III E for details. (c) Wannier-Stark ladderwise thermalization.
Completing the self-consistency loop, g<k contains the crucial information on the thermalization of noninteracting system in
terms of the WSL eigenstates, whose wave function profiles are plotted schematically in yellow lines with each site represented
as a quantum well. The local distribution function for the noninteracting system is shown in color scale (with red being full
and blue being empty) as a function of energy, which is different from the usual Fermi-Dirac distribution function due to the
fact that the WSL eigenstates are spread over multiple sites, while thermalized as a whole. See Sec. III B for details.
Based on the above Keldysh-contour expansion, the
self-consistency loop for the Keldysh-Floquet DMFT can
be constructed concretely. Figure 2 (a) provides a de-
tailed flow chart for the self-consistency loop, which
can determine the fully-interacting retarded and lesser
Green’s function, Gr,<k , from the noninteracting counter-
parts, gr,<k , via the Keldysh-Dyson equation
63. Similar to
equilibrium, we begin with an initial guess for the Weiss
functions, Gr,<0 , and continue until all functions are con-
verged within numerical tolerance64. After convergence,
the local density of states (DOS) and occupation number
can be obtained, respectively, as follows:
ρloc(ω + nΩ) = − 1
pi
ImGrnn(ω), (2)
Nloc(ω + nΩ) =
1
2pi
ImG<nn(ω), (3)
where ~Ω = |e|E∗a with a being the lattice constant.
The local distribution function is defined as
floc(ω) = Nloc(ω)/ρloc(ω), (4)
which reduces to the usual Fermi-Dirac distribution func-
tion in the low-field limit.
Obtaining grk is straightforward in the sense that it
only requires solving noninteracting equations of motion.
A challenging part is to determine g<k , which is crucial
for the thermalization of the system. To determine g<k ,
it is convenient, for the time being, to switch gears to
the static scalar potential gauge, where it is clear that
the total energy, i. e., the sum of the kinetic and electric
potential energy, is conserved under a static electric field
(at least, during the time scale set by the inverse width of
the energy level broadened via inelastic scattering). In
the following section, we perform exact diagonalization
of the noninteracting Hamiltonian in the static scalar
potential gauge to show that the corresponding energy
eigenstates are given by the WSL eigenstates with the
eigenvalue n~Ω = n|e|E∗a, where n is the WSL index
denoting the central site with the maximum weight. The
wave function profiles for the WSL eigenstates are shown
in Fig. 2 (c) schematically.
A. Diagonalization of the noninteracting system:
Wannier-Stark ladder eigenstates
In this section, we perform exact diagonalization of the
noninteracting Hamiltonian in the static scalar potential
gauge. The noninteracting Hamiltonian is written in the
5static scalar potential gauge as follows:
Hstat =H
K
stat +H
V
stat, (5)
where
HKstat =−
∑
〈ij〉
tij
(
c†i cj + H. c.
)
=
∑
k
kc
†
kck, (6)
HVstat =|e|E ·
∑
i
ric
†
i ci, (7)
where the spin index is dropped for simplicity. In the
above, k = − t∗√d
∑d
j=1 cos kja, and ri is the position
vector for the i-th site. As mentioned before, here, we
assume that the electric field is applied along the diagonal
direction of the hypercubic lattice: E = E∗
∑d
j=1 eˆj .
Since the momentum is conserved along all directions
perpendicular to the electric field, it is convenient to de-
compose k into the perpendicular, k⊥, and the diagonal,
kd, component. By using this decomposition, H
K
stat can
be rewritten as follows:
HKstat =
∑
k⊥,kd
k⊥+kdc
†
k⊥,kdck⊥,kd
=
∑
k⊥,kd
[
k⊥ cos (kd/
√
d)− ¯k⊥ sin (kd/
√
d)
]
c†k⊥,kdck⊥,kd
=
∑
k⊥,kd
ζk⊥ cos (kd/
√
d+ θk⊥)c
†
k⊥,kdck⊥,kd , (8)
where ¯k = − t∗√d
∑d
j=1 sin kja, ζk =
√
2k + ¯
2
k, tan θk =
¯k/k, and kd = |kd|. Similarly, HVstat can be rewritten
as follows:
HVstat = ~Ω
∑
k⊥,id
idc
†
k⊥,idck⊥,id , (9)
where id =
1
a
∑d
j=1 ri · eˆj is the diagonal-plane index,
which is related to kd via Fourier transformation. Now,
in order to represent both HKstat and H
V
stat via the same
parameter set, we perform a partial Fourier transforma-
tion of Eq. (8) from the space of kd to id:
HKstat =
∑
k⊥
ζk⊥
2
∑
id
[
eiθk⊥ c†k⊥,id+1ck⊥,id + H. c.
]
. (10)
Combining Eqs. (9) and (10) gives rise to the Hamilto-
nian in the following form:
Hstat =
∑
k⊥
ζk⊥
2
∑
id
[
eiθk⊥ c†k⊥,id+1ck⊥,id + H. c.
]
+ ~Ω
∑
k⊥,id
idc
†
k⊥,idck⊥,id , (11)
which is analogous to the Hamiltonian for a semiconduc-
tor superlattice54. Motivated by this analogy, we con-
sider the following unitary transformation:
c†k⊥,id =
∑
n
Jn−id(ζk⊥/~Ω)e−iθk⊥ id c˜
†
k⊥,n, (12)
where Jn(x) is the Bessel function of the first kind. Plug-
ging Eq. (12) to (11) diagonalizes the Hamiltonian ex-
actly:
Hstat = ~Ω
∑
k⊥,n
n c˜†k⊥,nc˜k⊥,n, (13)
where we have used the following sum rules for the prod-
uct of Bessel functions65:∑
j
Jn−j(x)Jn′−j(x) = δnn′ , (14)∑
j
jJn−j(x)Jn′−j(x) = nδnn′ − x
2
(δn,n′+1 + δn,n′−1).
(15)
With the energy eigenvalue precisely given by n~Ω, the
explicit wave function for the corresponding eigenstates,
called the WSL eigenstates66, is written as follows:
ψWSLk⊥,n(id) ≡ 〈0|ck⊥,id c˜†k⊥,n|0〉 = Jn−id(ζk⊥/~Ω)eiθk⊥ id ,
(16)
which indicates that the n-th WSL state is localized
around the n-th site.
Now, it is important to check if the above results are
consistent with those obtained in the dynamical vector
potential gauge. To this end, let us compute the local
DOS, which should be gauge-invariant. In the static
scalar potential gauge, we begin by computing the local
probability weight for an electron belonging to a given
WSL eigenstate, say, the l-th, to exist at a fixed diagonal
plane, say, id = 0:
Pl(id = 0) =
∑
k⊥
|ψWSLk⊥,l (id = 0)|2
=
∑
k⊥
J2l (ζk⊥/~Ω)
=
∑
k⊥,kd
J2l (ζk⊥+kd/~Ω), (17)
where the last line is obtained since ζk⊥+kd = ζk⊥ for
arbitrary kd. With the summation over k transformed
to the integral via
∑
k =
∫
dd(ka)/(2pi)d, Eq. (17) is
rewritten as follows:
Pl(id = 0) =
∑
k
J2l (ζk/~Ω)
=
∫
dd(ka)
(2pi)d
J2l (ζk/~Ω)
= 2pi
∫ ∞
0
dζ ζρnon(ζ)J
2
l (ζ/~Ω)
= e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2), (18)
where Il(x) is the modified Bessel function of the first
kind. In the above, ρnon is called the noninteracting joint
DOS, which is computed to be ρnon(ζ) = e
−(ζ/t∗)2/(pit∗2)
6for the hypercubic lattice in the limit of infinite spatial
dimensions15,19. See Appendix A for details of the com-
putation of the noninteracting joint DOS.
Based on the fact that l~Ω is the energy eigenvalue of
the l-th WSL eigenstate, the local DOS is then deter-
mined as follows:
ρloc(ω) =
∑
l
Pl(id = 0)δ(~ω − l~Ω)
=
∑
l
e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2)δ(~ω − l~Ω),
(19)
which is precisely identical to the local DOS obtained in
the dynamical vector potential gauge previously19. For
the sake of convenience, we recapitulate the computa-
tion of the local DOS in the dynamical vector potential
gauge below. Before doing so, we extend the local DOS
as follows with a finite level broadening:
ρloc(ω) =
∑
l
e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2)ρlad,l(ω), (20)
where
ρlad,l(ω) ≡ − 1
pi
Imgrlad,l(ω) = −
1
pi
Im
1
~ω − l~Ω + iΓ/2 ,
(21)
where Γ denotes the level broadening width.
In the dynamical vector potential gauge, the local DOS
can be obtained from the imaginary part of the retarded
local Green’s function:
ρloc(ω + nΩ) = − 1
pi
Im
∑
k
[grk(ω)]nn , (22)
where the noninteracting retarded Green’s function,
grk(ω), is written in the Floquet representation as fol-
lows19:
grk(ω) = Uk · grlad(ω) · U†k, (23)
where (Uk)mn = Jm−n(ζk/~Ω)ei(m−n)θk and (grlad)mn(ω)
= (~ω+n~Ω+iΓ/2)−1δmn with −Ω/2 < ω ≤ Ω/2. Here,
it is important to note that, setting aside an unimportant
overall phase factor (and the fact that k covers the whole
range, not confined to k⊥, which becomes unimportant
after the k-summation), (Uk)mn is precisely identical to
the wave-function amplitude of the n-th WSL state at the
m-th site in Eq. (16). Eventually, this fact leads to the
conclusion that the summation over k produces exactly
the same local DOS as that in the static scalar potential
gauge. Specifically,
ρloc(ω + nΩ) = − 1
pi
Im
∑
k
[grk(ω)]nn
= − 1
pi
Im
∑
k
∑
q
[Jn−q(ζk/~Ω)]2
~ω + q~Ω + iΓ/2
= − 1
pi
Im
∑
k
∑
l
[Jl(ζk/~Ω)]2
~(ω + nΩ)− l~Ω + iΓ/2 ,
(24)
which reduces to the following after the transformation
from the Floquet (where the frequency appears in the
form of ω + nΩ with −Ω/2 < ω ≤ Ω/2) to the Wigner
representation (where ω is not restricted):
ρloc(ω) =
∑
l
e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2)ρlad,l(ω), (25)
which is precisely identical to Eq. (20).
Since the WSL eigenstates are true energy eigenstates,
it is reasonable to expect that electrons are thermalized
in terms of the WSL eigenstates, satisfying the stan-
dard canonical ensemble. In the following section, we
prove this to be indeed the case by deriving the Marko-
vian quantum master equation via the standard proce-
dure of integrating out bath degrees of freedom from the
Caldeira-Leggett model67, which is then solved in the
steady-state limit.
B. Thermalization of the Wannier-Stark ladder
eigenstates: Markovian quantum mater equation
1. Caldeira-Leggett model
To describe the dynamics of an open system, whose
energy is dissipated through the system-bath coupling,
we follow a seminal work by Caldeira and Leggett68,
where the system is coupled to a bosonic thermal bath.
Specifically, we set up the total Hamiltonian, H, which
is composed of the system Hamiltonian, HS, the bath
Hamiltonian, HB, and the interaction Hamiltonian for
the system-bath coupling, HI: H = HS +HB +HI.
First, the system Hamiltonian is written as follows:
HS =
ζ
2
∞∑
j=−∞
(
eiθc†j+1cj + H. c.
)
+
~Ω
a
X, (26)
which is exactly the same Hamiltonian as in Eq. (11) in
Sec. III A except that the perpendicular momentum in-
dex, k⊥, is dropped here for the sake of convenience. It is
shown in Sec. III B 2 that contributions from various k⊥
can be summed independently at the end of the calcula-
tion. The center-of-mass position operator, X, is defined
by X = a
∑
j jc
†
jcj .
Second, following Caldeira and Leggett, we assume
that the bath is described by a set of harmonic oscil-
lators, in which case the bath Hamiltonian is given as
follows:
HB =
N∑
α=1
(
p2α
2mα
+
1
2
mαω
2
αx
2
α
)
=
N∑
α=1
~ωαb†αbα, (27)
where xα and pα are the position and momentum oper-
ator of the α-th harmonic oscillator mode, respectively.
As usual, b†α and bα are the creation and annihilation
operator.
7Finally, the system-bath coupling is described by the
following interaction Hamiltonian:
HI = −
N∑
α=1
CαxαX, (28)
where Cα is the coupling strength to the α-th harmonic
oscillator mode. We are interested in the weak-coupling
limit, Cα  1, where the density matrix, ρˆ, for the total
system can be approximated as the direct product be-
tween that of the system, ρˆS, and bath, ρˆB: ρˆ ' ρˆS⊗ ρˆB,
which is known as the Born approximation. Combined
with other approximations explained in detail in the fol-
lowing section, the interaction Hamiltonian eventually
leads to the Markovian quantum master equation.
As shown in Sec. III A, the system Hamiltonian can be
exactly diagonalized by using the following unitary trans-
formation between the creation/annihilation operator in
the position basis to those in the WSL eigenbasis:
c†j =
∑
n
Jn−j(ζ/~Ω)e−iθj c˜†n, (29)
by which the system Hamiltonian is rewritten as follows:
HS = ~Ω
∑
n
nc˜†nc˜n. (30)
Similarly, the interaction Hamiltonian is rewritten in the
WSL eigenbasis as follows:
HI =
N∑
α=1
Cα
√
~
2mαωα
(bα + b
†
α)
× a
∑
n
[
ζ
~Ω
(c˜†n+1c˜n + c˜
†
nc˜n+1)− nc˜†nc˜n
]
. (31)
It is shown in the following section that the first term
of the summand with respect to n is the main term re-
sponsible for the relaxation of the WSL eigenstates via
the bosonic thermal bath. The second term causes the
decoherence of the WSL eigenstates.
2. Derivation of the Markovian quantum master equation
The time evolution of the density operator, ρˆ(t), for
the total system is governed by the Liouville equation,
which is given in the interaction picture as follows:
d
dt
ρˆ(t) = − i
~
[HI(t), ρˆ(t)], (32)
where the time dependence of the interaction Hamilto-
nian is obtained by replacing b†α → eiωαtb†α and c˜†n →
einΩtc˜†n. Equation (32) can be rewritten in the following
integral form:
ρˆ(t) = ρˆ(0)− i
~
∫ t
0
dτ [HI(τ), ρˆ(τ)], (33)
which can be plugged back into Eq. (32):
d
dt
ρˆ(t) =− i
~
[HI(t), ρˆ(0)]
− 1
~2
∫ t
0
dτ [HI(t), [HI(τ), ρˆ(τ)]] , (34)
Now, the reduced density matrix for the system can
be obtained by tracing out the bath degrees of freedom
from the total density matrix:
ρˆS = trBρˆ, (35)
whose dynamics is governed by the corresponding, re-
duced Liouville equation:
d
dt
ρˆS(t) = − 1~2
∫ t
0
dτtrB [HI(t), [HI(τ), ρˆ(τ)]] , (36)
where we set trB[HI(t), ρˆ(0)] = 0 by assuming that an
appropriate initial condition can be imposed on the den-
sity matrix. Note that Eq. (36) takes the same form even
in the Schro¨dinger picture since [HS +HB, ρˆS(t)] = 0.
In what follows, we make various approximations to
recast Eq. (36) into the Lindblad equation, which de-
scribes the non-unitary evolution of the reduced density
matrix69,70.
(i) Born approximation: The system-bath coupling is
taken to be sufficiently weak so that the feedback of the
system on the bath is negligible. As mentioned previ-
ously, this amounts to the approximation that the total
density matrix is given by the direct product between
that of the system and bath: ρˆ(τ) ' ρˆS(τ)⊗ ρˆB.
(ii) Markov approximation: It is assumed that the dy-
namics of the system forgets its past history rapidly.
Specifically, this means that ρˆS(τ) in Eq. (36) is replaced
by ρˆS(t), which can be taken out of the integral.
(iii) Born-Markov approximation: In this approxima-
tion, the upper limit of the integral in Eq. (36) is ex-
tended to infinity. To appreciate the physical meaning of
this approximation, it is convenient to consider a specific
model for the system-bath coupling, which is quantified
via the spectral density:
Jspec(ω) =
pi
2
N∑
α=1
C2α
mαωα
δ(ω − ωα). (37)
For a proper description of the irreversible process in
open systems, the eigenspectrum, ~ωα, needs to be dense
so that Jspec(ω) forms a continuous function
68.
A particularly important case is obtained in the case
of the ohmic dissipation, for which the spectral density
is given as follows:
Jspec(ω) =
Mηω
1 + (ω/ωc)2
, (38)
where M is the electron mass, η is the damping con-
stant, and ωc is the high-frequency cutoff. One of the
8most crucial reasons why the ohmic dissipation is impor-
tant is that the equation of motion reduces to the usual
Langevin equation in the semiclassical limit68. Moreover,
in this case, it is shown67 that the bath correlation time
is given by τB ∼ max{ω−1c , ~/kBT}, while the system re-
laxation time is given by τR ∼ η−1. The Born-Markov
approximation becomes valid if τB  τR; in other words,
~η  min{~ωc, kBT}.
Considering the validity regime of the Born-Markov
approximation, from now on, we focus on the situation
where the damping constant is sufficiently small com-
pared to the high-frequency cutoff, ωc, and the thermal-
fluctuation frequency scale, kBT/~. Strictly speaking,
this means that we cannot consider the zero-temperature
limit by using the Markovian quantum master equation,
which is to be derived with help of the Born-Markov ap-
proximation. It is important, however, to note that our
results remain practically the same even if the tempera-
ture is raised slightly. For convenience, we set the tem-
perature to be infinitesimally small, or practically zero in
this work with a cautionary reminder that the damping
constant should be even smaller than the temperature
scale.
(iv) Rotating wave approximation: In this approxima-
tion, all rapidly oscillating terms proportional to e±iΩt
are ignored in Eq. (36) under the assumption that the
typical time scale for the system evolution, τS ∼ Ω−1, is
sufficiently small compared to τR ∼ η−1; in other words,
η  Ω. Again, considering the validity regime of the
rotating wave approximation, we now focus on the sit-
uation where the damping constant is sufficiently small
compared to the Bloch oscillation frequency, Ω.
Applying the approximation (i)–(iv) to Eq. (36), we
finally arrive at the Markovian quantum master, or the
Lindblad equation:
d
dt
ρˆS(t) = − i~ [HLamb, ρˆS(t)] + L[ρˆS(t)], (39)
where the Lamb-shift Hamiltonian (describing the energy
renormalization) is defined as follows:
HLamb = ~χ+σ−σ+ + ~χ−σ+σ− + ~χ0σ20 , (40)
and the Lindbladian (describing the energy dissipation
as well as decoherence) is defined as follows:
L[ρˆS(t)] = γ+
[
σ+ρˆS(t)σ− − 1
2
{σ−σ+, ρˆS(t)}
]
+ γ−
[
σ−ρˆS(t)σ+ − 1
2
{σ+σ−, ρˆS(t)}
]
+ γ0
[
σ0ρˆS(t)σ0 − 1
2
{σ20 , ρˆS(t)}
]
, (41)
where
σ± =
∞∑
n=−∞
c˜†n±1c˜n, (42)
σ0 =
∞∑
n=−∞
nc˜†nc˜n, (43)
and
~χ± =
(
ζ
~Ω
)2
a2
4pi
P
∫ ∞
0
dωJspec(ω)
×
[
fBE(ω)
ω ∓ Ω −
1 + fBE(ω)
ω ± Ω
]
, (44)
~χ0 = − ζ~Ω
a2
2pi
P
∫ ∞
0
dω
Jspec(ω)
ω
, (45)
~γ+ =
(
ζ
~Ω
)2
a2
2
Jspec(Ω)fBE(Ω), (46)
~γ− =
(
ζ
~Ω
)2
a2
2
Jspec(Ω) [1 + fBE(Ω)] ,
= ~γ+eβ~Ω, (47)
~γ0 =
ζ
~Ω
a2Jspec(ω) [1 + 2fBE(ω)]
∣∣∣
ω→0
, (48)
with fBE(ω) = 1/(e
β~ω − 1) being the Bose-Einstein dis-
tribution function. Note that, as mentioned before, ζ has
an implicit dependence on k⊥, which is dropped here for
the sake of convenience. Restoring the k⊥ dependence
simply amounts to taking the summation over k⊥ in the
above equations for χ±,0 and γ±,0.
3. Thermalization of the WSL eigenstates via the canonical
ensemble
Now, we investigate the time evolution of a diagonal
component of the density matrix, Pn(t) ≡ 〈n|ρˆS(t)|n〉,
which is the probability that a given (single) electron oc-
cupies the n-th WSL eigenstate. The dynamics of Pn(t)
is described by the Pauli master equation:
d
dt
Pn(t) = γ−Pn+1(t) + γ+Pn−1(t)− (γ− + γ+)Pn(t),
(49)
which is derived from Eq. (39) by taking the n-th diago-
nal component.
Under the assumption that Pn(t) does not change in
time in the long-time limit, i. e., dPn/dt|t→∞ = 0, the
steady state satisfies the following equation:
γ−(Pn+1 − Pn) = γ+(Pn − Pn−1), (50)
which has two solutions. First, this equation is solved by
a solution satisfying the so-called condition of detailed
balance:
Pn+1
Pn
=
Pn
Pn−1
=
γ+
γ−
= e−β~Ω, (51)
which shows that the occupation probability is governed
by the standard canonical ensemble. The condition of
detailed balance describes the system in the equilibrium
ground state, where the WSL eigenstates would be filled
9with electrons from the low to high energy until the en-
ergy reaches the (global) chemical potential energy, lead-
ing to inhomogeneous charge density. This is basically
the electromagnetic shielding.
As a second solution, we are interested in the alterna-
tive nonequilibrium steady state, where the charge den-
sity is spatially uniform. To investigate under which
condition such a nonequilibrium steady state can be ob-
tained, we rewrite Eq. (51) as follows:
Pn+1
Pn
=
e−βn+1
e−βn
, (52)
where n = n~Ω is the energy eigenvalue of the n-th WSL
eigenstate. Considering a generalization to the grand
canonical ensemble with many electrons, we introduce
the n-dependent chemical potential energy, µn, as fol-
lows:
P˜n+1
P˜n
=
e−β(n+1−µn+1)
e−β(n−µn)
. (53)
By requiring that the charge density is spatially uniform,
i. e., P˜n+1/P˜n = 1, we arrive at the conclusion that
e−β(µn+1−µn) = e−β~Ω, (54)
which is equivalent to the condition that µn+1−µn = ~Ω.
It is important to note that the uniform state satisfying
P˜n+1/P˜n = 1 is indeed the second solution of Eq. (50)
in addition to the detailed-balance solution. The charge
density becomes half filling if the chemical potential en-
ergy is set as µn = n~Ω.
In summary, each WSL eigenstate is individually ther-
malized via the standard canonical ensemble with its own
shifted chemical potential energy. Combined with the ex-
clusion principle between electrons, this eventually leads
to the WSL-wise thermalization for many-electron sys-
tems, which is implemented via assigning the Fermi-Dirac
distribution to each WSL eigenstate with the shifted
chemical potential energy. See the following section for
details.
C. Conversion from the static scalar to the
dynamical vector potential gauge
The noninteracting lesser Green’s function, g<k , is nec-
essary as an input to the Keldysh-Floquet DMFT self-
consistency loop. In this section, we determine g<k by
converting the above-obtained WSL-wise thermalization
scheme from the static scalar to the dynamical vector po-
tential gauge via the gauge invariance principle. To this
end, let us examine what functional form the local occu-
pation number should take in the static scalar potential
gauge, if each WSL eigenstate is individually thermal-
ized via the standard canonical ensemble. With the local
DOS given by Eq. (20):
ρloc(ω) =
∑
l
e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2)ρlad,l(ω), (55)
it is natural to infer that the local occupation number
should take the following form:
Nloc(ω) =
∑
l
e−
1
2 (t
∗/~Ω)2Il((t
∗/~Ω)2/2)ρlad,l(ω)
× fFD(ω − lΩ), (56)
where fFD(ω) = 1/(e
β~ω + 1) is the Fermi-Dirac dis-
tribution function. The rationale behind Eq. (56)
is that the spectral weight of each WSL eigenstate,
say, e−
1
2 (t
∗/~Ω)2Il((t∗/~Ω)2/2)ρlad,l(ω) for the l-th WSL
eigenstate, is individually thermalized by its own Fermi-
Dirac distribution function, fFD(ω − lΩ). As mentioned
in the preceding section, the l-th WSL eigenstate is ac-
companied with its own shifted chemical potential, l~Ω.
Now, it is reminded that the local occupation num-
ber is a physical observable so that it should be gauge
invariant. By using this gauge invariance principle, one
can now determine g<k (ω) in the dynamical vector poten-
tial gauge. Specifically, in the dynamical vector potential
gauge, one can obtain exactly the same local occupation
number as given in Eq. (56) by taking the imaginary part
of the following lesser Green’s function:
Nloc(ω + nΩ) =
1
2pi
Im
∑
k
[g<k (ω)]nn, (57)
where
g<k (ω) = Uk · g<lad(ω) · U†k
= −Uk ·
{
grlad(ω)F(ω)−F(ω)[grlad(ω)]†
} · U†k,
(58)
where Fmn(ω) = fFD(ω+nΩ)δmnwith −Ω/2 < ω ≤ Ω/2.
The above form can be deduced from the fact that
(i) the WSL Green’s function, grlad, is formally iden-
tical to that of an energy eigenmode and, (ii) if so,
g<lad(ω) = −grlad(ω)F(ω) + F(ω)[grlad(ω)]† according to
the standard fluctuation-dissipation theorem. The use
of the fluctuation-dissipation theorem in the dynamical
vector gauge is consistent with the assumption that the
WSL eigenstates are thermalized via the standard canon-
ical ensemble in the static scalar potential gauge. It is
important to note that, with proper definition, the (total)
energy is still conserved in the dynamical vector potential
gauge, while the expectation value of the Hamiltonian is
not. See Appendix B for details.
The so-obtained local distribution function, floc(ω) =
Nloc(ω)/ρloc(ω), for the noninteracting system is shown
in Fig. 2 (c) by using the color scale as a function of
energy for each lattice site, which is represented as a
quantum well for the sake of clarity. As mentioned in
Sec. III B 2, the actual temperature inside the Fermi-
Dirac distribution function, fFD(ω), (which is dictated
by the thermal bath) is set to be infinitesimally small,
or practically zero throughout this work with a caution-
ary reminder that the damping constant is even smaller
than the temperature scale. It is important to note that
floc(ω) reduces to fFD(ω) in the low-field limit.
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It is interesting to mention that, in the fermion-bath
model13,21–23,46, the lesser Green’s function takes the
form of g<k (ω) = g
r
k(ω) ·Σ<diss(ω) · [grk(ω)]†, where the self-
energy, which is responsible for the energy dissipation,
is given by Σ<diss(ω) = iΓF(ω). This form for the lesser
Green’s function is definitely different from Eq. (58) ob-
tained in the WSL-wise thermalization scheme, resulting
in different local distribution functions, while both share
the same retarded part. Intriguingly, the WSL-wise ther-
malization can be formally reproduced in this format if
Σ<diss(ω) were replaced by Uk · Σ<diss(ω) · U†k.
D. Self-consistency loop for the Keldysh-Floquet
DMFT
It is mentioned in the beginning of Sec. III that the self-
consistency loop for the Keldysh-Floquet DMFT can be
constructed concretely, based on the Keldysh-contour ex-
pansion. In this section, we provide the detailed Floquet-
matrix form of the Keldysh-Dyson equation, which is em-
bedded in the Keldysh-Floquet DMFT self-consistency
loop. Note that similar forms can be found in previous
works19,22,23,46, while organized differently.
1. Lattice Green’s function
We begin by writing the Dyson equation for the re-
tarded lattice Green’s function as follows:
[Grk(ω)]
−1 = [grk(ω)]
−1 − Σr(ω), (59)
where, according to the usual DMFT philosophy, it is
assumed that the self-energy is independent of the mo-
mentum, k. Furthermore, the self-energy is assumed to
be diagonal in the Floquet-matrix form since all physi-
cal observables in the steady state should be independent
of the change of the time origin, i. e., the time transla-
tion. Note that the invariance with respect to the time
translation is equivalent to the diagonal condition in the
Floquet-matrix form.
Interestingly, the time translation can be viewed as a
gauge transformation19. In this view, it is natural to
infer that all local Green’s functions, which are gauge
invariant19, should be diagonal in the Floquet-matrix
form. Similarly, being a local observable, the self-energy
should be also diagonal. At this point, it is important to
note that all physical quantities in our Keldysh-Floquet
DMFT, which are local themselves, are related with each
other via local equations and therefore all obtained re-
sults are guaranteed to be gauge invariant.
Concretely, each Floquet-matrix element of Eq. (59)
can be written as follows:
[Gr]−1mn(ζk, θk, ω)
= ei(m−n)θk
{
[~(ω + nΩ) + iΓ/2− Σrnn(ω)] δmn
− (ζk/2)(δm,n+1 + δm,n−1)
}
, (60)
which, being a tridiagonal matrix, can be inverted ana-
lytically71. Specifically, the diagonal elements have the
structure of a continued fraction:
Grnn(ζk, θk, ω)
=
{
~(ω + nΩ) + iΓ/2− Σrnn(ω)
− (ζk/2)2
[
P
(−)
n−1(ζk, ω) + P
(+)
n+1(ζk, ω)
]}−1
, (61)
where P
(±)
n is determined recursively as follows:
P (±)n (ζk, ω) =
[
~(ω + nΩ) + iΓ/2− Σrnn(ω)
− (ζk/2)2P (±)n±1(ζk, ω)
]−1
, (62)
which satisfies the boundary condition that P
(±)
±Nc = 0
for sufficiently large Nc, which denotes the cutoff index
for high-frequency Floquet modes. Meanwhile, the off-
diagonal elements can be determined from the diagonal
counterparts as follows:
Grmn(ζk, θk, ω)
=

eiθk ζk2 P
(+)
m (ζk, ω)G
r
m−1,n(ζk, θk, ω) for m > n,
e−iθk ζk2 P
(+)
n (ζk, ω)G
r
m,n−1(ζk, θk, ω) for m < n.
(63)
Next, let us write the Keldysh equation for the lesser
Green’s function, which can be reduced as follows:
G<k (ω) =
[
1 +Grk(ω) · Σr(ω)
] · g<k (ω) · [1 + Σa(ω) ·Gak(ω)]+Grk(ω) · Σ<(ω) ·Gak(ω)
= Grk(ω) · [grk(ω)]−1 · g<k (ω) · [gak(ω)]−1 ·Gak(ω) +Grk(ω) · Σ<(ω) ·Gak(ω)
= Grk(ω) ·
{Uk · [grlad(ω)]−1 · g<lad(ω) · [galad(ω)]−1 · U†k + Σ<(ω)} ·Gak(ω)
= Grk(ω) ·
[Uk · iΓF(ω) · U†k + Σ<(ω)] ·Gak(ω), (64)
where the second line is obtained by Eq. (59) and the third line is obtained by Eqs. (23) and (58). Note that
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the last line is nothing but the fluctuation-dissipation
theorem for g<lad. Concretely, Eq. (64) can be rewritten
for each element of the Floquet matrix as follows:
G<mn(ζk, θk, ω) = e
i(m−n)θk
[ Nc∑
l,p,q=−Nc
Grmp(ζk, θk = 0, ω)Jp−l(ζk/~Ω)iΓfFD(ω + lΩ)Jq−l(ζk/~Ω)[Grnq(ζk, θk = 0, ω)]∗
+
Nc∑
l=−Nc
Grml(ζk, θk = 0, ω)Σ
<
ll (ω)[G
r
nl(ζk, θk = 0, ω)]
∗
]
, (65)
where, for convenience, the θ-dependent exponential fac-
tor is taken out explicitly to the front of the expression
by using the fact that Grmn(ζ, θ, ω) = e
i(m−n)θGrnn(ζ, θ =
0, ω).
2. Local Green’s function
The local Green’s function can be obtained by sum-
ming the lattice Green’s function over all momenta:
Gr,<mn(ω) =
∑
k
(Gr,<k )mn(ω)
=
∫ 2pi
0
dθ
∫ ∞
0
dζ ζ ρnon(ζ)G
r,<
mn(ζ, θ, ω)
= 2piδmn
∫ ∞
0
dζ ζ ρnon(ζ)G
r,<
nn (ζ, θ = 0, ω),
(66)
where the last line is obtained since Gr,<mn(ζ, θ, ω) =
ei(m−n)θGr,<nn (ζ, θ = 0, ω), whose θ-integration, in turn,
gives rise to δmn. Note that this result is consistent with
the requirement that the local Green’s function should
be gauge invariant and therefore diagonal.
3. Weiss function
The Weiss function is the “noninteracting” local
Green’s function of the effective impurity model, onto
which the original lattice model is mapped under the
DMFT self-consistency condition. The retarded Weiss
function is related with the fully-interacting retarded lo-
cal Green’s function via the Dyson equation,
[Gr(ω)]−1 = [Gr0(ω)]−1 − ΣrU (ω), (67)
which involves only the self-energy contributed by the
electron-electron interaction, ΣrU . The self-energy con-
tribution from the electron-impurity interaction, Σrimp, is
excluded here since the Weiss function is interpreted as
the local Green’s function in the absence of the on-site
electron-electron interaction. Note that the total self-
energy, Σ = ΣU + Σimp, is used in the Keldysh-Dyson
equation for the lattice Green’s function in Eqs. (59) and
(64). Now, since both the local Green’s function and
self-energy are diagonal Floquet matrices, Eq. (67) can
be inverted algebraically as follows:
Gr0(ω) = {[Gr(ω)]−1 + ΣrU (ω)}−1. (68)
Next, the lesser Weiss function can be determined via
the Keldysh equation:
G<(ω) = [1 +Gr(ω)ΣrU (ω)]G<0 (ω) [1 + ΣaU (ω)Ga(ω)]
+Gr(ω)Σ<U (ω)G
a(ω), (69)
which can be eventually rearranged as follows:
G<0 (ω) = |Gr0(ω)|2
[
G<(ω)/|Gr(ω)|2 − Σ<U (ω)
]
. (70)
4. Self-energy
As mentioned in Sec. II, we consider two interaction
terms in the Hamiltonian with one being the electron-
electron interaction, U , and the other being the electron-
impurity interaction, V , which generate the self-energies,
ΣU and Σimp, respectively.
First, ΣU is computed via the iterated perturbation
theory (IPT) as an impurity solver. The IPT self-energy
is written in real time as follows:
~ΣtU (t, t′) = U2[~Gt0(t, t′)]2~Gt0(t′, t), (71)
which is analytically continued to the Keldysh contour
via the Langreth theorem62 as follows:
~Σ≶U (t, t
′) = U2[~G≶0 (t, t′)]2~G≷0 (t′, t), (72)
which further reduces to the following form under the
assumption that the self-energy depends only on the rel-
ative time in the steady state:
~Σ≶U (trel) = U
2[~G≶0 (trel)]2~G≷0 (−trel). (73)
The retarded self-energy is connected with the lesser and
greater counterpart via
ΣrU (trel) = θ(trel)[Σ
>
U (trel)− Σ<U (trel)]. (74)
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Finally, Eqs. (73) and (74) are converted to the Floquet-
matrix form by
[
Σr,<U (ω)
]
mn
= δmn
∫
dtrele
i(ω+nΩ)trelΣr,<U (trel). (75)
Second, Σimp is computed via the self-consistent Born
approximation (SCBA) for the on-site electron-impurity
interaction, V , in which case Σimp becomes a local quan-
tity and therefore its computation can be absolved nicely
into the DMFT framework. Specifically, Σimp can be di-
rectly connected to the local Green’s function as follows:
Σr,<imp(ω) = nimpV
2Gr,<(ω), (76)
with nimp being the average impurity number per site.
E. Validity of the iterated perturbation theory
(IPT)
In equilibrium, the IPT can be regarded as an interpo-
lation scheme connecting between the weak and strong-U
limit, where the IPT becomes exact. In this section, we
show that the same argument can be applied by proving
that the IPT is exact in both limits of weak and strong
U even within the Keldysh-Floquet DMFT.
First, the IPT is exact in the limit of weak U since
G0 becomes identical to the noninteracting local Green’s
function, g =
∑
k gk, in which case the IPT reduces to a
simple second-order perturbation theory. It is important
to note that, with reformulation via the Floquet represen-
tation, the validity of the IPT is extended for arbitrary
electric field strength in the weak-U limit.
Second, the exactness of the IPT is proved in the
strong-U limit by examining the exact form of the local
Green’s function:
Grmn(ω) =
1
2
δmn
[
1
~(ω + nΩ) + U/2 + iη
+
1
~(ω + nΩ)− U/2 + iη
]
, (77)
G<mn(ω) =− 2iδmnfFD(ω + nΩ)ImGrnn(ω), (78)
which are obtained by realizing that the strong-U limit
is nothing but taking the hopping amplitude to be zero,
i. e., t∗ → 0, in which case (i) all sites become com-
pletely isolated, and (ii) the Floquet mode index corre-
sponds simply to the site index. The form of the retarded
Green’s function is determined by the fact that, in this
limit, the Hubbard bands are simply composed of two
completely independent sharp peaks with their centers
located at U/2 and −U/2. On the other hand, the form
of the lesser counterpart is dictated by the fact that the
Hubbard levels (which are energy eigenstates) are ther-
malized according to the standard canonical ensemble.
The next step is to deduce the Weiss function as well as
the self-energy from the exact retarded Green’s function
in Eq. (77), which can be performed by noting that
(Gr)−1mn(ω) = δmn
[
~(ω + nΩ) + iη − (U/2)
2
~(ω + nΩ) + iη
]
= (Gr0)−1mn(ω)− (ΣrU )mn(ω), (79)
where
(Gr0)mn(ω) = δmn
1
~(ω + nΩ) + iη
, (80)
(ΣrU )mn(ω) = δmn(U/2)
2(Gr0)nn(ω), (81)
which, in turn, dictate the forms of the lesser counter-
parts:
(G<0 )mn(ω) = −2iδmnfFD(ω + nΩ)Im(Gr0)nn(ω), (82)
(Σ<U )mn(ω) = δmn(U/2)
2(G<0 )nn(ω), (83)
where Eq. (82) is obtained since Eq. (80) has exactly
the same form as the noninteracting electron propagator,
while Eq. (83) is a consequence of the Langreth rule.
Now, what needs to be proved is that the above-obtained
G0 and ΣU are connected with each other through the
IPT impurity solver. In other words, Eqs. (81) and (83)
are derived from Eqs. (73) and (74) with Gr,<0 given by
Eqs. (80) and (82).
To this end, we first perform Fourier transformation of
Eq. (82):
G<0 (trel) =
∞∑
n=−∞
∫ Ω/2
−Ω/2
dω
2pi
e−i(ω+nΩ)trel(G<0 )nn(ω)
= ifFD(0)/~ = i/(2~), (84)
whose greater counterpart is similarly obtained as fol-
lows:
G>0 (trel) =
∞∑
n=−∞
∫ Ω/2
−Ω/2
dω
2pi
e−i(ω+nΩ)trel(G>0 )nn(ω)
= −i[1− fFD(0)]/~ = −i/(2~). (85)
Then, by plugging Eqs. (84) and (85) into Eq. (73), one
obtains
~Σ≶U (trel) = ±iU2/8, (86)
which, according to Eq. (74), gives rise to
~ΣrU (trel) = −iθ(trel)(U/2)2. (87)
Finally, Fourier transforming Eq. (87) to the frequency
domain generates the desired result:
(ΣrU )nn(ω) =
∫ ∞
−∞
dtrele
i(ω+nΩ)trelΣrU (trel)
=
(U/2)2
~(ω + nΩ) + iη
= (U/2)2(Gr0)nn(ω), (88)
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where we use that
∫∞
−∞
dω
2pi e
−iωtrel/(~ω+ iη) = − i~θ(trel).
In conclusion, the IPT produces the exact retarded self-
energy in the strong-U limit.
The lesser part of the IPT is proved in the sense that,
being a consequence of the Langreth rule, Eq. (83) is
completely dictated by Eq. (81). To be absolutely sure,
we check if the above usage of the Langreth rule is con-
sistent with our assignment for G<0 in Eq. (82). To do so,
let us examine the Keldysh equation for the lesser local
Green’s function, G<mn = δmnG
<
nn:
G<nn(ω) = [1 +G
r
nn(ω)(Σ
r
U )nn(ω)] (G<0 )nn(ω) [1 + (ΣaU )nn(ω)Gann(ω)] +Grnn(ω)(Σ<U )nn(ω)Gann(ω)
= Grnn(ω)
[
(Gr)−1nn(ω) + (Σ
r
U )nn(ω)
]
(G<0 )nn(ω)
[
(Ga)−1nn(ω) + (Σ
a
U )nn(ω)
]
Gann(ω) +G
r
nn(ω)(Σ
<
U )nn(ω)G
a
nn(ω)
= Grnn(ω)
[
(Gr0)−1nn(ω)(G<0 )nn(ω)(Ga0 )−1nn(ω) + (Σ<U )nn(ω)
]
Gann(ω)
=
Grnn(ω)−Gann(ω)
(Ga)−1nn(ω)− (Gr)−1nn(ω)
[
(Ga0 )−1nn(ω)− (Gr0)−1nn(ω)
(Gr0)nn(ω)− (Ga0 )nn(ω)
(G<0 )nn(ω) + (Σ<U )nn(ω)
]
, (89)
where the third line is obtained by using the Dyson equa-
tion for the retarded local Green’s function, while the
fourth line is by the simple fact that both Gmn and
(G0)mn are diagonal matrices so that (G)−1nn = 1/Gnn
and (G0)−1nn = 1/(G0)nn. Then, by rearranging Eq. (89),
Σ<U is obtained as follows:
(Σ<U )nn(ω) =
[
(Ga)−1nn(ω)− (Gr)−1nn(ω)
] G<nn(ω)
2iImGrnn(ω)
− [(Ga0 )−1nn(ω)− (Gr0)−1nn(ω)] (G<0 )nn(ω)2iIm(Gr0)nn(ω)
= −[(ΣrU )nn(ω)− (ΣaU )nn(ω)]fFD(ω + nΩ)
= −2ifFD(ω + nΩ)(U/2)2Im(Gr0)nn(ω)
= (U/2)2(G<0 )nn(ω), (90)
where the second line is obtained by using Eqs. (78) and
(82) as well as the Dyson equation, while the fourth line
is obtained by using Eq. (81). As one can see, Eq. (90)
is identical to Eq. (83), completing the desired proof.
Actually, a slightly more thorough analysis can be
performed for the strong-U limit, which is beyond sim-
ply taking the hopping amplitude to be zero. See Ap-
pendix C for details. In conclusion, the IPT can be re-
garded as an interpolation scheme connecting between
the weak and strong-U limit even within the Keldysh-
Floquet DMFT.
IV. RESULTS
A. Local spectrum
1. Emergent Wannier-Stark ladder
Figure 3 shows the evolution of the local (a) DOS, (b)
occupation number, and (c) distribution function as a
function of E∗ at U/t∗ = 6 and Vimp/t∗ = 0.2, where
Vimp =
√
nimpV . For convenience, here, we choose a
small, but finite level broadening width; Γ/t∗ = 0.01. It
is shown in Fig. 3 (a) that the local DOS is reconstructed
within the Mott gap at E∗ = E∗mer ' U/2|e|a, where two
of the WSL branches respectively emanating from the
upper and lower Hubbard band merge at ω = 0. Note
that the upper and lower Hubbard band generate their
own WSL branches, whose positions are respectively de-
scribed by the formula, ~ω ' n~Ω±U/2 with n being an
integer and ~Ω = |e|E∗a. The local DOS is maximally re-
constructed when the n = 1 WSL branch from the lower
Hubbard band merges with the n = −1 counterpart from
the upper Hubbard band, i. e., when ~Ω ' U/2. Inter-
estingly, a similar merging of the |n| = 2 WSL branches
is observed with a hint of the secondary reconstruction
of the local DOS around ~Ω ' U/4.
The reconstruction of the local DOS at ω = 0 via merg-
ing of the WSL branches is overall consistent with the
previous result originally obtained by Joura and collabo-
rators18. A similar feature has been also observed in the
Falikov-Kimball model19, where there is an exact solu-
tion for the impurity problem within the DMFT even in
nonequilibrium. It is interesting to note that, while the
actual merging was not clearly identified, the existence of
the WSL branches emanating from the Hubbard bands
was observed in other previous approaches23,24 as well.
What is novel in this work is that, albeit missing the
central branch, the reconstructed mid-gap state gener-
ates its own emergent WSL branches, whose spacing is
roughly proportional to an effective electric field: E∗eff =
E∗−E∗mer. Specifically, the emergent WSL branches are
described by ~ω ' n~(Ω−Ωmer) with n being a non-zero
integer and ~Ωmer = |e|E∗mera. See the comparison be-
tween the actual emergent WSL branches and the lines
predicted by the above formula, which are plotted in red
dotted lines in Fig. 4 (a). It is believed that the central,
i. e., n = 0, WSL branch vanishes due to the presence
of a residual repulsive interaction, which suppresses the
local DOS at ω = 0 except at E∗ ' E∗mer.
While specific situations are very different, it is inter-
esting to mention that there is an intriguing parallel be-
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FIG. 3: Evolution of the local (a) DOS, ρloc(ω), (b) occupa-
tion number, Nloc(ω), and (c) distribution function, floc(ω),
as a function of E∗ for the electric-field-driven Mott insulator
at U/t∗ = 6, Vimp/t∗ = 0.2, and Γ/t∗ = 0.01.
tween our discovery and the composite fermion theory72
for the fractional quantum Hall effect, where strong cor-
relation is renormalized away with exchange of the elec-
tric and magnetic field, respectively. Composite fermions
are formed in the lowest Landau level in order to mini-
mize the Coulomb interaction cost between electrons by
attaching correlation holes to each electron. In the low-
est Landau level, the holomorphic constraint enforces
correlation holes to take the same wave function form
as quantized vortices, which, in combination of Fermi
statistics, leads to the formation of the bound state be-
tween electron and even number of, or most prominently
two vortices. At half filling, i. e., at B = B1/2 = 2ρφ0,
where B is the strength of the external magnetic field, ρ
is the electron density, and φ0 is the magnetic flux quan-
tum, the total number of vortices captured by composite
fermions is exactly equivalent to the entire external mag-
netic field in units of magnetic flux quantum. In this
situation, weakly-interacting composite fermions do not
experience any effective magnetic field and therefore form
an effective Fermi sea state. In the vicinity of half fill-
ing, composite fermions experience an effective magnetic
field, Beff, which is offset from the external magnetic field
by B1/2: Beff = B −B1/2.
The specific setting of our problem for the electric-
field-driven Mott insulator is different from the above.
However, the interplay between magnetic field and cor-
relation in the composite fermion theory is strongly rem-
iniscent of that between electric field and correlation in
our problem. That is, in our problem, the local DOS
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FIG. 4: Local DOS of the electric-field-driven (a) Mott and
(b) noninteracting band insulator. In sharp contrast to the
Mott insulator, where effective WSL branches are shown in
red dotted lines, the noninteracting band insulator does not
show any signature for the emergent WSL structure. Param-
eters for the band insulator are such that (i) the band gap is
6t∗ and (ii) the inter-orbital hopping amplitude is the same as
the intra-orbital counterpart. Vimp/t
∗ = 0.2 and Γ/t∗ = 0.01
for both insulators.
exhibits an effective WSL structure near E∗ = E∗mer as
if there is an effective electric field, E∗eff, which is offset
from the external electric field by E∗mer: E
∗
eff = E
∗−E∗mer.
Further analyses are necessary to resolve if there is indeed
an underlying reason beyond the superficial similarity.
To confirm that the emergent WSL structure is in-
duced truly by the many-body correlation effect, in
Fig. 4, we make a comparison between the local DOS
of the electric-field-driven Mott insulator and that of the
noninteracting band insulator with two on-site orbitals.
For convenience, we set the band gap of the noninter-
acting band insulator to be equal to the Mott gap. See
Appendix D for details regarding the computation of the
local DOS for the electric-field-driven band insulator. As
one can see, two WSL branches respectively emanating
from the upper and lower noninteracting band also meet
at ω = 0 around E∗mer, but, in sharp contrast to the
Mott insulator, simply passes through without generat-
ing the emergent WSL structure. From this compari-
son, it is clear that the emergent WSL is a consequence
of the intricate interplay between strong correlation and
large electric field, not a simple interference between sub-
bands.
2. Population inversion
It is shown in the preceding section that the local
DOS exhibits an intriguing pattern of the emergent WSL
structure near E∗ = E∗mer ' U/2|e|a, where two WSL
branches respectively emanating from the upper and
lower Hubbard band merge at ω = 0. It is observed
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in Fig. 3 (b) that there is also another intriguing pat-
tern in the local occupation number, which reveals an
additional peculiarity of the nonequilibrium steady states
arising from the electric-field-driven Mott insulator.
The behavior of the local occupation number under-
goes a qualitative change around E∗ = E∗mer. First,
for E∗ . E∗mer, basically all states below ω = 0, which
include the original WSL branches emanating from the
lower Hubbard band and the emergent WSL branches
emanating left downward from E∗ = E∗mer, are occupied,
as accentuated by the corresponding local distribution
function in Fig. 3 (c). Note that the local distribution
function is described basically by the usual Fermi-Dirac
distribution function (with the chemical potential resid-
ing at ω = 0) except in a narrow region near ω = 0,
where its value fluctuates around 1/2. In particular, at
E∗ = E∗mer, the local distribution function becomes more
or less flat over a wide range of energy. It is interesting to
mention that one can define an effective temperature by
fitting the local distribution function to the Fermi-Dirac
distribution function in the vicinity of ω = 0. In this
definition, the effective temperature becomes infinite at
E∗ = E∗mer. It is important to note, however, that the
actual temperature, dictated by the thermal bath via the
Markovian quantum master equation, is always set to be
zero in this work regardless of the parameter regime.
Second, for E∗ & E∗mer, the local occupation num-
ber shows a drastic change in its behavior in the sense
that there is now an inversion of the occupation num-
ber for the same local DOS, which means that the dis-
tribution function gets larger in a higher energy. This
phenomenon is called the population inversion. Specifi-
cally, the emergent WSL branches emanating right up-
ward from E∗ = E∗mer are more occupied than those em-
anating left upward. To appreciate more precisely where
the population inversion occurs, see Fig. 3 (c), which
shows the evolution of the local distribution function as a
function of electric field. As one can see, the local distri-
bution function develops quite a complex, non-monotonic
pattern upon entering the regime of E∗ & E∗mer. The
population inversion is very unusual in condensed mat-
ter systems. As shown by the direct-current analysis in
Sec. IV B, the population inversion eventually causes an
instability of the uniform nonequilibrium steady state at
sufficiently weak electron-impurity interaction.
B. Direct current
1. Exact formula
Now, we move to the direct-current analysis. Usually,
the current is computed in the linear response theory via
conductivity, which requires an evaluation of the current-
current correlation function with an appropriate approx-
imation for the vertex correction. Fortunately, in our
problem, we do not have to make any approximations so
long as the lesser Green’s function is obtained as a func-
tion of electric field for general strength. The key to this
fortunate situation is the fact that the steady-state direct
current can be expressed in terms of the lesser Green’s
function via an exact formula, which is derived in this
section.
We begin by writing the current density operator,
which is the product of the electron charge and the group
velocity operator:
J(t) = −|e|
∑
k
vk(t) = −|e|
∑
k,σ
∂k(t)
∂~k
c†kσckσ, (91)
where ∂k(t)/∂~k is the group velocity in the dynamical
vector potential gauge with k(t) = k − |e|Et/~. Now,
since the current should be parallel to the field direc-
tion (unless there is a topological term causing transverse
components73), we focus on the normalized current den-
sity defined by J ∗(t) = 〈J(t)〉 · E/E∗, which is written
as follows:
J ∗(t) =− |e|
∑
k,σ
d∑
j=1
∂k(t)
∂~kj
〈c†kσ(t)ckσ(t)〉
=
2i|e|a
~
∫ 2pi
0
dθk
∫ ∞
0
dζk ζ
2
k ρnon(ζk) sin(Ωt− θk)
× ~G<(ζk, θk, trel = 0, tav = t), (92)
where we use that 〈c†kσ(t)ckσ(t)〉 = −i~G<kσ(trel =
0, tav = t) = −i~G<(ζk, θk, trel = 0, tav = t). The spin
index, σ, is dropped in the above since we are interested
in the paramagnetic phase, where the spin summation
simply produces an overall factor of 2. Also, it is used
in the above that
∑d
j=1
∂k(t)
∂~kj =
a
~ζk sin (Ωt− θk). As
before, ρnon(ζk) = exp(−ζ2k/t∗2)/pit∗2, ζk =
√
2k + ¯
2
k,
and tan θk = ¯k/k with k = − t∗√d
∑d
j=1 cos(kja) and
¯k = − t∗√d
∑d
j=1 sin(kja).
Focusing on the steady-state limit, where all aperiodic
transient responses disappear, we perform the Floquet-
mode expansion of the lesser Green’s function:
~G<(ζk, θk, trel = 0, tav = t)
=
Nc∑
m,n=−Nc
e−i(m−n)(Ωt−θk)
∫ ~Ω/2
−~Ω/2
d~ω
2pi
G<mn(ζk, θk = 0, ω)
=
2Nc∑
s=1
Nc−s∑
n=−Nc
∫ ~Ω/2
−~Ω/2
d~ω
2pi
[
e−is(Ωt−θk)G<n+s,n(ζk, θk = 0, ω)
− eis(Ωt−θk)G<∗n+s,n(ζk, θk = 0, ω)
]
+
Nc∑
n=−Nc
∫ ~Ω/2
−~Ω/2
d~ω
2pi
G<nn(ζk, θk = 0, ω). (93)
In the above, it is crucial to use the fact that
G<mn(ζk, θk, ω) = e
i(m−n)θkG<mn(ζk, θk = 0, ω). Insert-
ing Eq. (93) into (92), followed by the integration over
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θk, gives rise to the desired, exact formula for the steady-
state current density:
J ∗ = J ∗0
Nc−1∑
n=−Nc
∫ ~Ω/2
−~Ω/2
d~ω
2pi
∫ ∞
0
d(ζk/t
∗)
× ζ2kρnon(ζk)ReG<n+1,n(ζk, θk = 0, ω), (94)
where J ∗0 = 4pi|e|at∗/~. It is interesting to note that the
integration over θk eliminates all time-dependent compo-
nents, leaving only the direct current.
Finally, we check if Eq. (94) is consistent with the clean
limit, where there is no elastic scattering at all, and there-
fore no direct current should flow. To check this, we note
that, in the absence of elastic scattering, i. e., Σr,< = 0,
the full lesser Green’s function, G<mn(ω), reduces simply
to the noninteracting counterpart, g<mn(ω):
g<mn(ζk, θk = 0, ω)
= −U(ζk, θk = 0)
{
grlad(ω)F(ω)−F(ω)[grlad(ω)]†
}
× U(ζk, θk = 0)
=
∑
p
Jm−p(ζk/~Ω)Jn−p(ζk/~Ω)fFD(ω + pΩ)
× iΓ
[~(ω + pΩ)]2 + (Γ/2)2
. (95)
As one can see, Eq. (95) is pure imaginary and there-
fore Eq. (94) vanishes. By contrast, it is interesting to
mention that the clean limit is not properly captured
by the fermion-bath model, where g<k is no longer pure
imaginary even in the complete absence of elastic (i. e.,
electron-impurity and electron-electron) scatterings.
2. Dielectric breakdown and instability
Figure 5 (a) plots the normalized direct-current den-
sity, J ∗, computed according to Eq. (94) as a function
of E∗ for the Mott insulator at U/t∗ = 6 and various
Vimp/t
∗. The behavior of J ∗ is overall similar for vari-
ous Vimp/t
∗ so long as Vimp/t∗ is sufficiently large, say,
Vimp/t
∗ & 0.2; (i) initially, the Mott insulator remains
insulating at small electric fields, (ii) then, J ∗ begins
to increase as a function of E∗ until it hits the first
maximum around E∗mer, (iii) then, J ∗ decreases suffi-
ciently such that the Mott insulator returns to an in-
sulating phase, and (iv) finally, J ∗ increases again un-
til it reaches the second maximum around 2E∗mer, and
slowly decays roughly as 1/E∗. In summary, for suf-
ficiently large electron-impurity scattering, the electric-
field-driven Mott insulator undergoes a sequence of two
dielectric breakdowns mediated by a reentrant insulating
phase in the middle.
For weak electron-impurity scattering, say, Vimp/t
∗ .
0.2, the situation becomes different, especially more for
the reentrant insulating phase. While maintaining the
overall structure of two dielectric breakdowns, J ∗ shows
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FIG. 5: (a) Normalized direct-current density, J ∗, in units
of J ∗0 = 4pi|e|at∗/~ as a function of E∗ for the electric-field-
driven Mott insulator at U/t∗ = 6 and various Vimp/t∗. As
with Fig. 3 and 4, Γ/t∗ = 0.01. (b) Comparison between
the direct current obtained from the tunneling (red dotted
line) and exact (blue solid line) formula at Vimp/t
∗ = 0.2.
While the plot only shows the comparison at Vimp/t
∗ = 0.2,
it is confirmed that the tunneling formula produces excellent
agreements with the exact results in the entire studied range
of Vimp/t
∗. The lower panels provide a graphical explanation
for why the direct current is small in the regime of (I) and
(III), and large in the regime of (II) and (IV). Note that the
yellow lines show ρloc(ω)ρloc(ω + Ω), while the colored back-
grounds denote floc(ω)− floc(ω + Ω) with light blue and red
being 1 and -1, respectively.
many additional short-period oscillations as a function
of E∗. In the reentrant insulating regime, these short-
period oscillations make J ∗ fluctuate so much that J ∗
is not necessarily bounded as a positive value. The ap-
parently unphysical negative J ∗ means that the current
flows against the applied electric field, which is believed
to cause an instability of the spatially-uniform steady
state toward inhomogeneous current density states. Such
behavior was argued by Andreev and collaborators35 in
the context of the radiation-induced zero-resistance state
observed in the quantum Hall system30–37.
It is important to note that the instability occurs in
the reentrant insulating regime, where the population in-
version is observed. In the following section, we show
that the coincidence between the regime of instability
and population inversion is not by chance. Specifically,
we derive the tunneling formula to show that the negative
current can be obtained if the local DOS and distribution
function satisfy delicate conditions. A necessary condi-
17
tion is the population inversion.
3. Tunneling formula
It has been shown in the preceding section that the
direct current can be computed exactly according to
Eq. (94), if the lesser Green’s function is given as a func-
tion of electric field for general strength. While this com-
putation is technically sufficient, it is desirable that there
is a physical connection between the local spectrum com-
puted in Sec. IV A and the direct current.
Inspired by the observation that our system may be
viewed as a tunneling junction array of multiple quantum
dots with a voltage bias applied between quantum dots,
we consider the following tunneling formula:
J ∗tun =J ∗tun,0
∫ ∞
−∞
d(~ω/t∗) t∗ρloc(ω)t∗ρloc(ω + Ω)
× [floc(ω)− floc(ω + Ω)] , (96)
where J ∗tun,0 is an overall constant. Postponing the jus-
tification of the tunneling formula for the time being, let
us first focus on Fig. 5 (b), which shows the comparison
between the normalized direct-current density obtained
from the exact formula, J ∗, and that from the tunnel-
ing formula, J ∗tun, at Vimp/t∗ = 0.2. As one can see, the
agreement is excellent, strongly suggesting an existence
of the rigorous derivation for the tunneling formula.
Indeed, it is shown in Appendix E that the above tun-
neling formula can be derived rigorously by expanding
[G<k (ω)]mn in Eq. (94) up to first order of ζk, which, for-
mally, amounts to taking the limit of weak tunneling,
i. e., t∗  ~Ω, U , Vimp, for a given fixed self-energy. It
is important to note that the tunneling formula can be-
come valid beyond the strict weak-tunneling limit since
ρloc as well as floc by themselves contain entire effects
of tunneling via the self-energy, which is obtained as a
converged solution of the DMFT self-consistency loop.
A useful bonus of the rigorous derivation is that J ∗tun,0
is now precisely obtained as J ∗0 /4. See Appendix E for
details.
The remarkable success of the tunneling formula pro-
vides a valuable physical insight toward the origin of the
dielectric breakdowns. One can see from the tunneling
formula that a necessary condition should be satisfied in
order for the direct current to become finite, i. e., for the
dielectric breakdown to occur. The necessary condition is
that ρloc(ω) should have a sizable overlap with ρloc(ω+Ω)
within the nonzero window of floc(ω)−floc(ω+Ω) (which
is not necessarily positive anymore).
It is shown in the lower panels of Fig. 5 (b) that the
first dielectric breakdown occurs at E∗ = E∗mer ' U/2|e|a
since the reconstructed mid-gap state at ω = 0 has a fi-
nite local DOS overlap with the Hubbard band centered
at ω ' Ω within the positive window of floc(ω)−floc(ω+
Ω). Meanwhile, the second dielectric breakdown occurs
at E∗ = 2E∗mer since the lower Hubbard band has a fi-
nite local DOS overlap with the upper counterpart. In
summary, the first dielectric breakdown is induced by a
coherent reconstruction of the mid-gap state within the
Mott gap, while the second is induced by an incoherent
tunneling between the lower and upper Hubbard band.
Finally, by using the tunneling formula, one can ex-
plain how the population inversion can generate the neg-
ative direct current. To this end, let us note that the
population inversion means that floc(ω) − floc(ω′) < 0
for ω < ω′. The negative direct current can be gener-
ated if floc(ω) − floc(ω + Ω) < 0 in the region where
ρloc(ω)ρloc(ω + Ω) is sizable.
V. CONCLUSION
In this work, we perform systematic analyses for the
evolution of the nonequilibrium steady states arising from
the electric-field-driven Mott insulator. As the main the-
oretical framework, we use the Keldysh-Floquet dynam-
ical mean field theory (DMFT), which can, in principle,
treat strong correlation in general nonequilibrium situ-
ations. The Keldysh-Floquet DMFT is implemented,
based on the standard Keldysh-contour expansion, via
which the fully-interacting (retarded as well as lesser)
Green’s functions are connected with the noninteracting
counterparts in the infinite past, at which the interac-
tion between electrons is switched on. Our approach is
distinguished from previous ones in a very important as-
pect that the electric field is assumed to be always on, or
turned on even prior to the switching of the interaction
between electrons. In this situation, we first solve the
noninteracting Hamiltonian in the presence of a static
electric field to obtain the exact eigenstates, i. e., the
Wannier-Stark ladder (WSL) eigenstates.
A crucial breakthrough in this work is to show that
the WSL eigenstates are individually thermalized via the
standard canonical ensemble. We prove this by solving
the Markovian quantum master equation, which is de-
rived for the Caldeira-Leggett model with the coupling
being existent between the system and a bosonic ther-
mal bath. With the so-obtained noninteracting Green’s
functions plugged into the Keldysh-Floquet DMFT self-
consistency loop as an input, we then obtain the fully-
interacting Green’s functions by solving the Keldysh-
Dyson equation, which is embedded in the Keldysh-
Floquet DMFT self-consistency loop. The self-energy is
determined via the iterated perturbation theory (IPT),
which is the impurity solver of this work.
From the converged solution of the Keldysh-Floquet
DMFT self-consistency loop, we compute the local spec-
tral quantities such as the local density of states (DOS)
and distribution function. The direct current is com-
puted rigorously with help of an exact formula derived
in Sec. IV B 1. One of the most important insights ob-
tained in this work is that the direct-current response of
the electric-field-driven Mott insulator is closely related
with its local spectral properties captured by the local
DOS and distribution function. Their close relationship
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is demonstrated in Sec. IV B 3 through the fact that the
direct current computed via the exact formula is repro-
duced very accurately by the tunneling formula, which is
derived rigorously in the weak-tunneling limit.
The success of the tunneling formula enables us to draw
the conclusion that the dielectric breakdown occurs in
two separate processes with the first via a coherent re-
construction of the mid-gap state within the Mott gap
and the second via an incoherent tunneling through the
biased Hubbard bands. The reconstructed mid-gap state
generates its own emergent WSL structure with a re-
duced effective electric field, as if strong correlation is
renormalized away with exchange of the electric field.
The two metallic phases are mediated by a reentrant in-
sulating phase, which is characterized by the population
inversion, causing instability toward inhomogeneous cur-
rent density states at weak electron-impurity scattering.
It is important to note that the local spectral proper-
ties of the electric-field-driven Mott insulator are charac-
terized by two remarkable peculiarities: (i) the appear-
ance of the emergent WSL structure and (ii) the popu-
lation inversion in the reentrant insulating regime. For
future work, it would be interesting to investigate vari-
ous physical implications of these two spectral properties.
First, it is mentioned in Sec. IV A 1 that there is a su-
perficial similarity between the composite fermion theory
for the fractional quantum Hall effect and our discovery
in this work. It would be worthwhile to investigate the
physical origin of the emergent WSL structure to see if
there is an underlying physical reason beyond the super-
ficial similarity. Second, it is mentioned in Sec. IV A 2
that the population inversion is related to the negative
direct current, which is predicted to occur in the reen-
trant insulating regime at weak electron-impurity scat-
tering. The negative direct current is thermodynamically
unstable against the appearance of inhomogeneous cur-
rent density states. It would be interesting to investigate
exactly how the inhomogeneous current density states
can arise. To achieve this goal, a theoretical framework
beyond the DMFT might be required.
Finally, the nature of the nonequilibrium steady states
arising from the electric-field-driven Mott insulator de-
pends crucially on the thermalization of the noninter-
acting system, which is determined in this work via the
Markovian quantum master equation. It would be inter-
esting to investigate if other thermalization schemes are
possible. Also, in this work, we have focused only on
the diagonal components of the Lindblad equation, since
only the diagonal components survive in the steady-state
limit. It would be interesting to study the dynamics of
the off-diagonal components as well, which can tell us
about the decoherence of the system.
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Appendix A: Computation of the noninteracting
Joint DOS
In this section, we present details for the computation
of the noninteracting joint DOS, ρnon(ζ). We begin from
the definition of ρnon(ζ):
ρnon(, ¯)
=
∫
dd(ka)
(2pi)d
δ(− k)δ(¯− ¯k)
=
∫
ds
2pi
∫
ds¯
2pi
∫
dd(ka)
(2pi)d
eis(−k)eis¯(¯−¯k)
=
∫
ds
2pi
eis
∫
ds¯
2pi
eis¯¯
∫
dd(ka)
(2pi)d
e
i t
∗√
d
∑d
j=1(s cos kja+s¯ sin kja)
=
∫
ds
2pi
eis
∫
ds¯
2pi
eis¯¯
[∫ pi
−pi
d(ka)
2pi
e
i t
∗√
d
√
s2+s¯2 cos (kja−θs)
]d
=
∫
ds
2pi
eis
∫
ds¯
2pi
eis¯¯
[
J0
(
t∗√
d
√
s2 + s¯2
)]d
, (A1)
where tan θs = s¯/s and J0(x) is the zeroth Bessel func-
tion of the first kind. Note that, in the second line, we
use the fact that δ(x− a) = ∫ ds2pi eis(x−a).
In the limit of infinite dimensions, i. e., d → ∞, the
argument of the Bessel function goes to zero, in which
case Eq. (A1) is simplified as follows:
ρnon(, ¯)
=
∫
ds
2pi
eis
∫
ds¯
2pi
eis¯¯
[
1 +
t∗2
4d
(s2 + s¯2) +O
(
1
d2
)]d
,
=
∫
ds
2pi
eis
∫
ds¯
2pi
eis¯¯ exp
(
t∗2(s2 + s¯2)/4 +O
(
1
d
))
≈ 1
pit∗2
exp
(
−
2 + ¯2
t∗2
)
=
1
pit∗2
exp
(
− ζ
2
t∗2
)
, (A2)
where we use the fact that J0(x) ≈ 1− (x/2)2 for x 1.
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Appendix B: Energy conservation in the vector
potential gauge
In this section, we show that, with proper definition,
the total energy is still conserved in the dynamical vec-
tor potential gauge. To this end, we begin by writing
the noninteracting Hamiltonian in the dynamical vector
potential gauge, φ = 0 and A = −cEt:
H(t) = −
∑
〈ij〉,σ
tij
[
eiϕij(t)c†iσcjσ + H. c.
]
, (B1)
where c†iσ and ciσ (σ =↑, ↓) are the electron creation
and annihilation operator at the i-th lattice site, respec-
tively, and tij is the hopping amplitude. The Peierls
phase factor is defined via ϕij(t) =
|e|
~c
∫ rj
ri
A(t) · dr =
− |e|~ tE · (rj − ri), where e(< 0) is the charge of electron.
In the momentum space, the Hamiltonian is simplified as
follows:
H(t) =
∑
kσ
k(t)c
†
kσckσ, (B2)
where k = −
∑
〈i,0〉 ti0e
−ik·(ri−r0) with r0 being a refer-
ence position vector and k(t) = k+ |e|~cA(t) = k− |e|~ Et.
Note that the effects of the static electric field are incor-
porated through the Peierls substitution: k→ k(t).
To understand the physical meaning of the Hamilto-
nian and its time evolution, we consider the Heisenberg
equation for the Hamiltonian:
d
dt
H(t) =
1
i~
[H(t), H(t)] +
∂
∂t
H(t) = −|e|E ·
∑
k
vk(t),
(B3)
where vk(t) =
∂k(t)
∂~k c
†
kck is the group velocity operator.
Since the group velocity can be taken as a physical ve-
locity, it is natural to expect that the group velocity op-
erator should be related to the time derivative of the
center-of-mass position operator, R =
∑
i,σ ric
†
iσciσ. To
check this, let us write the Heisenberg equation for R:
d
dt
R =
1
i~
[R, H(t)]
=
1
i~
∑
i
∑
m,n
rit˜mn[c
†
i ci, c
†
mcn]
=
1
i~
∑
m,n
t˜mn (rm − rn) c†mcn, (B4)
where t˜mn = −tmneiϕmn(t) with t˜mn = t˜∗nm. In the
above, the nearest-neighbor restriction for summation in-
dices, m and n, is lifted, reflecting the fact that Eq. (B4)
is valid for arbitrary t˜mn. The last expression in Eq. (B4)
is obtained by using the commutation relationship:
[c†i ci, c
†
mcn] = (δim − δin)c†mcn. (B5)
Performing Fourier transformation of Eq. (B4) gives rise
to the desired relationship between dR/dt and vk:
d
dt
R =
∑
k
vk(t), (B6)
which in turn simplifies Eq. (B3) as follows:
d
dt
H(t) = −|e|E · d
dt
R, (B7)
or equivalently
H(t)− eE ·R = Const., (B8)
where e < 0 according to our convention. Equation (B8)
describes a constant of motion in the dynamical vector
potential gauge, which is identical to the total energy in
the static scalar potential gauge, i. e., the sum of the
kinetic and electric potential energy.
Therefore, we conclude that the Hamiltonian in the
dynamical vector potential gauge is simply the kinetic
energy part of the total energy that is conserved accord-
ing to Eq. (B8). Finally, it is important to note that the
total energy of the electron system as a whole is conserved
even in the presence of electron-electron interaction since
the interaction only transfers the energy from one elec-
tron to another, leaving the total sum intact.
Appendix C: Further justification of the iterated
perturbation theory
To provide a further justification of the IPT in the
strong-U limit, it is necessary to know how the fully-
interacting retarded Green’s function in Eq. (77) in
Sec. III E is modified in the presence of a finite, but
small hopping amplitude. To this end, we consider a
two-orbital band insulator, whose band gap is equal to
U . The rationale behind this consideration is that, since
the Mott insulator can be regarded as being composed
of two, entirely independent, noninteracting bands in the
large-U limit, the next natural step is to investigate the
effects of hopping for such effective band insulator. With
computational details given in Sec. D, here, we only show
the comparison between the resulting local DOS for the
Mott and the noninteracting band insulator at several
different values of U in Fig. 6.
It is shown in Fig. 6 that, as U increases, the local
DOS patterns for both insulators become more and more
similar to each other while the emergent WSL structure
gets fainter in the Mott insulator. This indicates that
our calculation based on the IPT impurity solver is con-
sistent with what is obtained via essentially an analyt-
ical method for the two-orbital band insulator. It is,
therefore, concluded that the IPT is consistent with the
strong-U limit beyond the simple limit of zero hopping
amplitude.
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FIG. 6: Comparison between the local DOS for the Mott and band insulator with the gap size being (a) 6t∗, (b) 8t∗, and
(c) 10t∗. It is shown that, as U increases, the local DOS patterns for both insulators become more similar to each other
with the emergent WSL structure getting fainter, indicating that the IPT is consistent with strong-U limit. Here, we set
Vimp/t
∗ = 0.2 and Γ/t∗ = 0.01 for both insulators. The inter-orbital hopping amplitude is chosen to be the same as the
intra-orbital counterpart.
Appendix D: Local DOS for the electric-field-driven
noninteracting band insulator
In this section, we describe how to compute the local
DOS for the electric-field-driven, noninteracting band in-
sulator with two on-site orbitals. Let us begin by writing
the Hamiltonian:
HBI = HBI,0 +Himp, (D1)
HBI,0 = −
∑
〈ij〉,σ,α,β
tαβij
[
eiϕij(t)c†iσαcjσβ + H. c.
]
+
∑
i,α,σ
αc
†
iσαciσα, (D2)
Himp = V
∑
i,σ,α
niσαni,imp, (D3)
where c†iσα and ciσα are the electron creation and annihi-
lation operator for spin σ (=↑, ↓) and orbital α (= A,B)
at the i-th lattice site, respectively. For simplicity, the
hopping amplitude, tαβij , is chosen such that t
AA
ij = t
BB
ij =
t∗/2
√
d and tBAij = t
AB
ij = γt
∗/2
√
d, with γ being the
ratio between the inter- and intra-orbital hopping ampli-
tude and d being the spatial dimensions of the system.
The band gap is given by B − A = ∆band. As with the
main text, V is the on-site electron-impurity interaction
strength and ni,imp is the impurity number operator at
the i-th lattice site.
Let us first examine the impurity-free part of the
Hamiltonian in Eq. (D2), which is written in the mo-
mentum space as follows:
HBI,0
=
∑
k,σ
(
c†kσA c
†
kσB
)( k(t) + A γk(t)
γk(t) k(t) + B
)(
ckσA
ckσB
)
,
(D4)
where k = − t∗√d
∑d
i=1 cos kia and k(t) = k − e~cA(t) =
k − |e|~ Et. From Eq. (D4), the equation of motion for
ckσα is obtained as follows:
d
dt
ckσα = − i~ (α + k(t))ckσα −
i
~
γk(t)ckσα¯, (D5)
where we use the notation that α¯=A if α=B and vice
versa. In turn, Eq. (D5) gives rise to the equations of
motion for the noninteracting retarded Green’s function,
grkσ,αβ(t, t
′):
∂
∂t
grk,αα(t, t
′) = − i
~
δ(t− t′)− i
~
〈{
d
dt
ckσα(t), c
†
kσα(t
′)
}〉
= − i
~
δ(t− t′)− i
~
(k(t) + α)g
r
k,αα(t, t
′)
− i
~
γk(t)g
r
k,α¯α(t, t
′), (D6)
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and
∂
∂t
grk,α¯α(t, t
′) = − i
~
〈{
d
dt
ckσα¯(t), c
†
kσα(t
′)
}〉
= − i
~
(k(t) + α)g
r
k,α¯α(t, t
′)
− i
~
γk(t)g
r
k,αα(t, t
′), (D7)
which are derived from the definition:
grk,αβ(t, t
′) = − i
~
θ(t− t′)〈{ckσα(t), c†kσβ(t′)}〉. (D8)
For simplicity, the spin index, σ, is dropped in the above
since the Green’s function does not depend on the spin in
the paramagnetic phase. Rewriting Eqs. (D6) and (D7)
in the Floquet representation gives rise to the following
matrix equation for the inverse of grk,αα(ω):[
grk,αα(ω)
]−1
mn
= [~(ω + nΩ)− α + iη]δmn − (k)mn
− γ2
∑
p,q
(k)mp
[
g
r(0)
k,α¯α¯(ω)
]
pq
(k)qn, (D9)
where[
g
r(0)
k,α¯α¯(ω)
]−1
mn
= [~(ω + nΩ)− α¯ + iη] δmn − (k)mn,
(D10)
where (k)mn =
∫ pi
−pi
dx
2pi e
i(m−n)xk(x/Ω). In the presence
of an inelastic scattering, η is taken to be Γ/2 with Γ
denoting the full broadening width at half maximum.
As with the Mott insulator considered in the main
text, the effects of the electron-impurity interaction are
addressed within the self-consistent Born approximation
(SCBA):
Σr,<imp,αα(ω) = nimpV
2Gr,<αα (ω), (D11)
where nimp is the average impurity number per site and
Gr,<αα (ω) [=
∑
kG
r,<
k,αα(ω)] are the local Green’s functions,
which are self-consistently determined from gr,<αα (ω) via
the Keldysh-Dyson equation. It is important to note
that, within the SCBA, the retarded part of the self-
energy is completely independent of the lesser counter-
part.
Finally, the local DOS is computed from the imaginary
part of the retarded local Green’s function with contri-
butions from both orbitals:
ρloc(ω + nΩ) = − 1
pi
Im
∑
α=A,B
Grαα,nn(ω). (D12)
Appendix E: Derivation of the tunneling formula
In this section, we derive the tunneling formula from
the exact current formula in Eq. (94) by expanding
G<n+1,n(ζk, θk = 0, ω) up to first order of ζk. Since
ζk ∝ t∗, this expansion formally corresponds to taking
the limit of weak tunneling, i. e. t∗  ~Ω, U , Vimp, for a
given self-energy that is fixed as a converged solution of
the DMFT self-consistency loop.
To perform this expansion, it is convenient to re-
mind ourselves that the diagonal elements of the retarded
Green’s function have the structure of a continued frac-
tion, as shown in Eq. (61). The off-diagonal elements
can be determined from the diagonal counterparts via
Eq. (63). Then, according to Eqs. (61) and (63), the re-
tarded Green’s function can be expanded up to first order
of ζk as follows:
Grnn(ζk, θk = 0, ω) = G
r(0)
nn (ω) +O(ζ2k), (E1)
Grn±1,n(ζk, θk = 0, ω) =
ζk
2
G
r(0)
n±1,n±1(ω)G
r(0)
nn (ω)
+O(ζ2k), (E2)
where G
r(0)
nn (ω) = [~(ω + nΩ) + iΓ/2− Σrnn(ω)]−1. Note
that all other components vanish in this order.
Now, the lesser Green’s function can be expanded by
applying the Langreth theorem62 to the right-hand sides
of Eqs. (E1) and (E2) as follows:
G<n+1,n(ζk, θk = 0, ω)
=
ζk
2
{
G
r(0)
n+1,n+1(ω)G
<(0)
nn (ω) +G
<(0)
n+1,n+1(ω)G
a(0)
nn (ω)
}
+O(ζ2k)
= ipiζk
{
G
r(0)
n+1,n+1(ω)ρ
(0)
loc(ω + nΩ)f
(0)
loc (ω + nΩ)
+ ρ
(0)
loc(ω + (n+ 1)Ω)f
(0)
loc (ω + (n+ 1)Ω)G
a(0)
nn (ω)
}
+O(ζ2k), (E3)
where, according to Eq. (64),
G<(0)nn (ω) = G
r(0)
nn (ω)
[
iΓfFD(ω + nΩ) + Σ
<
nn(ω)
]
Ga(0)nn (ω)
= −2iImGr(0)nn (ω)
ΓfFD(ω + nΩ) + ImΣ
<
nn(ω)
Γ− 2ImΣrnn(ω)
= 2piiρ
(0)
loc(ω + nΩ)f
(0)
loc (ω + nΩ), (E4)
which defines the zeroth-order local DOS and distribu-
tion function as follows:
ρ
(0)
loc(ω + nΩ) ≡ −
1
pi
ImGr(0)nn (ω), (E5)
and
f
(0)
loc (ω + nΩ) =
ΓfFD(ω + nΩ) + ImΣ
<(ω + nΩ)
Γ− 2ImΣr(ω + nΩ)
≡ − ImG
<(0)
nn (ω)
2ImG
r(0)
nn (ω)
. (E6)
Note that, in the second line of Eq. (E4), we use the
fact that Σ<(ω) is pure imaginary since the lesser local
Green’s function should be pure imaginary, which is con-
firmed by our numerical calculations. Inserting Eq. (E3)
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FIG. 7: Comparison between the local (a) DOS, (b) occupation number, and (c) distribution function obtained from the full
(left panels) and the zeroth-order truncated (right panels) computation. Note that the zeroth-order truncated computation is
valid in the weak-tunneling limit, i. e. t∗  ~Ω, U , Vimp. Panel (d) shows the comparison between the normalized direct-current
density, J ∗/J ∗0 , obtained from the exact formula, Eq. (94), (blue solid line) and that from the tunneling formula with the full
spectra, Eq. (96) or (E8), (red dashed line) and with the zeroth-order truncated spectra, Eq. (E7), (green dash-dotted line).
Here, all parameters are chosen to be the same as in Fig. 4 (b); that is to say, U/t∗ = 6, Vimp/t∗ = 0.2, and Γ/t∗ = 0.01.
into the exact current formula in Eq. (94) gives rise to
the tunneling formula74:
J ∗(0)tun =
J ∗0
4
∫ ∞
−∞
d(~ω/t∗) t∗ρ(0)loc(ω) t
∗ρ(0)loc(ω + Ω)
× [f (0)loc (ω)− f (0)loc (ω + Ω)], (E7)
where J ∗0 is determined to be 4pi|e|at∗/~ by using the
identity that
∫∞
0
dζ ζ3ρnon(ζ) = t
∗2/(2pi).
Strictly speaking, the tunneling formula mentioned in
the main text is different from Eq. (E7) in the sense that
the full local DOS, ρloc(ω), and distribution function,
floc(ω), are used instead of the zeroth-order truncated
counterparts, ρ
(0)
loc(ω) and f
(0)
loc (ω); that is to say,
J ∗tun =
J ∗0
4
∫ ∞
−∞
d(~ω/t∗) t∗ρloc(ω) t∗ρloc(ω + Ω)
× [floc(ω)− floc(ω + Ω)], (E8)
where
ρloc(ω + nΩ) ≡ − 1
pi
ImGrnn(ω), (E9)
floc(ω + nΩ) ≡ − ImG
<
nn(ω)
2ImGrnn(ω)
. (E10)
Figure 7 (a)-(c) shows the comparison between the lo-
cal DOS, occupation number, and distribution function
obtained from the full (left panels) and the zeroth-order
truncated (right panels) computation, respectively. As
one can see, there are minor differences between the full
and the truncated spectra, and therefore both spectra
produce essentially the same answer. Intriguingly, how-
ever, it is observed in Fig. 7 (d) that the tunneling for-
mula produces much more accurate results with full spec-
tra than with the zeroth-order truncated spectra.
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