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Abstract In this paper, we consider a product of a symmetric stable process in Rd
and a one-dimensional Brownian motion in R+. Then we define a class of harmonic
functions with respect to this product process. We show that bounded non-negative
harmonic functions in the upper-half space satisfy Harnack inequality and prove
that they are locally Ho¨lder continuous. We also argue a result on Littlewood-
Paley functions which are obtained by the α-harmonic extension of an Lp(Rd)
function.
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1 Introduction
In the last 20 years, there has been an increasing interest in non-continuous
stochastic processes. In particular symmetric α-stable processes play an impor-
tant role in today’s probability theory, and there has been a remarkable increase
in the number of applications of symmetric α-stable processes.
In this paper, we focus on a product process Xt which is the product of a d-
dimensional symmetric α-stable process and a one-dimensional Brownian motion.
We define α-harmonic functions with respect to this process in a probabilistic way
and then study its applications.
The organization of this paper is as follows:
One of the most fundamental tools about harmonic functions is the Harnack in-
equality. In section 3, we prove a Harnack inequality for α-harmonic functions in
R
d × R+. First, we show that the hitting probability of a Borel set with positive
measure is positive. Then we prove the Harnack inequality using Krylov-Safonov’s
approach [6]. In section 4, we study regularity of these α-harmonic functions and
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prove their Ho¨lder continuity.
One of the ways to obtain an α-harmonic function is to extend a function on Rd
which can be taken as the boundary of Rd×R+. This is also known as the Dirichlet
problem for the upper-half space. We define the solution of this problem by means
of the semigroup corresponding to Xt. Then in the last section, we state some
results on Littlewood-Paley functions studied by P.A. Meyer and N.Varopoulos
and then prove a result on a partial Littlewood-Paley function by using Harnack
inequality.
2 Preliminaries
In this section, we give the details of the setup and introduce the notation which
will be used for the rest of the paper. We consider the space Rd with d-dimensional
Lebesgue measure m and the upper-half space Rd×R+ as a subspace of Rd+1. For
simplicity, we identify the boundary of the upper-half plane, Rd × {0}, with Rd.
We will denote the product measure m⊗ ǫa by ma for a ∈ R+, where ǫa is point
mass at a. Throughout the paper c, c1, c2, ... will denote constants. Their values
may vary from line to line.
Now we introduce our process in details. Let Yt denote a d-dimensional right-
continuous, symmetric α-stable process, that is, Yt is a right-continuous Markov
process with independent and stationary increments and its characteristic func-
tion is e−t|ξ|
α
. It is known that Yt satisfies the scaling property with the factor
of t1/α, that is, the processes (Yct − Y0) and c1/α(Yt − Y0) have the same distri-
bution for any c > 0. Let Pt denote the semigroup corresponding to Yt, that is,
Pt(f)(x) = E
x(f(Yt)). Here P
x is a probability measure corresponding Yt started
at the point x, and Ex is the expectation with respect to Px. It is known that the
measure Px(Yt ∈ dy) is absolutely continuous with respect to Lebesgue measure.
We will denote transition densities of this symmetric stable process by p(t, x, y).
Unlike Brownian motion, there isn’t any simple explicit formula for the transition
densities. However, we will use the following estimate on p(t, x, y) :
c1 (s
−d/α ∧ s|x− y|d+α ) ≤ p(s, x, y) ≤ c2 (s
−d/α ∧ s|x− y|d+α ) (1)
for some positive constants c1 and c2. Moreover, by [11, P.261] p(s, 0, x) can also
be expressed as ∫ ∞
0
(4πu)−d/2e−|x|
2/(4u)gα/2(s, u)du (2)
where gα/2(s, u) is the density of an α/2 stable subordinator whose Laplace trans-
form is given by
∫∞
0
e−λvgα/2(s, v)dv = e
−sλα/2 . Hence p(s, 0, x) is continuous and
differentiable in the variable x.
This stable process Yt forms the horizontal component of our product process
if we think Rd as the horizontal and R+ as the vertical component of Rd × R+.
On the vertical direction we let Zt be a one dimensional Brownian motion which
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is independent from Yt, and so the product process is Xt = (Yt, Zt). We define
the stopping time T0 = inf{t ≥ 0 : Zt = 0}, which is the first time Xt hits the
boundary which is Rd×{0}. We note that T0 depends only on Zt by independence
of Yt and Zt.
In the classical context, the definition of a harmonic function can be given in
both analytic and probabilistic way. We adopt the probabilistic definition and mod-
ify it to define α-harmonic functions. In this paper, we call a continuous function
u(x, t) on Rd×R+ harmonic (α-harmonic) if the process u(Xt∧T0) is a martingale
with respect to the filtration Fs = σ(Xr∧T0 ; r ≤ s) and the probability measure
P
(x,t) for any starting point (x, t) ∈ Rd × R+. One natural way to obtain such a
harmonic function is to start with a bounded Borel function f on Rd and extend
it to the upper-half space. One can write this extension by
E
(x,t)f(YT0) =
∫ ∞
0
E
xf(Ys)P
t(T0 ∈ ds), (x, t) ∈ Rd × R+. (3)
Here, Pt(T0 ∈ ds) is the exit distribution of Brownian motion and its explicit form
is well known. It is the probability measure µt(ds) where
µt(ds) =
t
2
√
π
e−t
2/4ss−3/2ds (4)
(see [7]). On the other hand, Exf(Ys) can be written as Ps(f)(x) =
∫
f(y)p(s, x, y) dy.
We note that this extension (3) is a continuous function of (x, t) (by (4) and
(2)). For simplicity, let’s denote this extension by f as well and write ft(x) =
f(x, t) = E(x,t)f(YT0) for t > 0 and f(x, 0) = f(x). If we consider the process
Mft = f(Xt∧T0) and the filtration Fs = σ(Xr∧T0 ; r ≤ s) then it is easy to see that
Mft is a martingale under the probability measure P
(x,t) for any x and for any
t > 0 with respect to the given filtration. So the extension is a harmonic function.
This harmonic extension can also be expressed as a convolution f(x, t) = f ∗
qt(x) where qt(x) =
∫∞
0
p(s, x, 0)µt(ds). If we define Qt by Qt =
∫∞
0
Ps µt(ds)
then we can see that the extension of f is f(x, t) = Qt(f)(x). We note that Qt
satisfies semi-group properties.
In section 5, the main idea is based on the relation between a deterministic
integral and a probabilistic integral. For the conversion between these two integral,
we will use two tools, namely the Green function of Brownian motion and Le´vy
system formula for the jump terms. If f is a positive Borel function, then the
Green function for Brownian motion is given by
E
a
[∫ T0
0
f(Zs)ds
]
=
∫ ∞
0
(z ∧ a)f(z)dz
for any a ∈ R+. The second tool, the Le´vy system formula, can be stated as follows.
Theorem 1 Suppose f is a positive measurable function on Rd×Rd. If f(x, y) is
zero on the diagonal then
E
x
∑
s≤t
f(Ys−, Ys)
 = Ex [∫ t
0
∫
f(Ys, Ys + u)
du
|u|d+α ds
]
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for any x ∈ Rd.
For the proof, we refer to the paper [3]. This property will be called as the Le´vy
system formula throughout the rest of this paper.
Now, let L be the infinitesimal generator of the symmetric α-stable process
Yt on its domain D(L), which is defined as limt→0+ (Pt − I)/t. It can be given
explicitly by
Lf(x) =
∫
[f(x+ h)− f(x)− 1I{|h|≤1}∇f(x) · h] c|h|d+αdh
[1, section 3.3]. We know that the semi-group Pt admits a square operator Γ which
is given by the relation
2Γ (f, g) = L(fg)− fL(g)− gL(f).
If we denote the point evaluation of Γ (f, g) at x by Γx(f, g), then we have the
following proposition.
Proposition 1 If f is a bounded function in D(L) and ft(x) = Qtf(x) as defined
above, then
Γx(ft, ft) = c
∫
[ft(x+ h)− ft(x)]2
|h|d+α dh.
Proof According to the paper [7, Lemma 5 on p. 153], ft is in D(L). Moreover,
again by [7, Theorem 2 on p.147], f2t is also in D(L) since the map x → x2 is in
C2. By definition , 2Γ (ft, ft) = L(f2t ) − 2ftL(ft). Now we need to consider two
cases where 2 > α > 1 and 1 ≥ α > 0 separately. In the first case, we have
ft(x)L(ft(x)) =
∫
[ft(x)ft(x+ h)− f2t (x)− 1I{|h|≤1}ft(x)∇ft(x) · h] c|h|d+α dh
and
L(f2t (x)) =
∫
[f2t (x+ h)− f2t (x)− 1I{|h|≤1}∇(f2t )(x) · h] c|h|d+α dh .
So,
2Γx(ft, ft) =
∫
[ft(x+ h)− ft(x)]2 c|h|d+α dh
+
∫
1I{|h|≤1}h · [2ft(x)∇ft(x)−∇(f2t )(x)] c|h|d+αdh .
Since ∇(f2t ) = 2ft∇ft, the second term is zero. Hence the result follows. In the
second case where 1 ≥ α > 0 , we can drop the last term of the integrand of the
generator, since the integral
∫
1I{|h|≤1}
h
|h|d+α dh is zero. Then a similar calculation
yields to the desired result.
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By Meyer [7, P.158], the quadratic variation of the martingale Mft is
〈Mf 〉t = 2
∫ t∧T0
0
g(Ys, Zs)ds (5)
where g(x, t) = Γx(ft, ft) +
[
∂
∂t
f(x, t)
]2
and Γx(ft, ft) is as given above. This
function appear in section 5 when we construct Littlewood-Paley functions.
Before we end this section, let’s list some short remarks which will be useful
later.
Remark 1 If m is Lebesgue measure, let Pma be the measure defined by
P
ma =
∫
P
(x,a)m(dx)
and Ema the integral taken with respect to the measure Pma .
Remark 2 The law of XT0 under the measure P
ma is m.
Remark 3 The semi-groups Pt and Qt are invariant under integration with respect
to Lebesgue measure. If f is a bounded Borel function then∫
Pt(f)(x)m(dx) =
∫
f(x)m(dx) =
∫
Qt(f)(x)m(dx).
3 Harnack Inequality
When one study harmonic functions on a domain, one of the most useful tools in
harmonic analysis is the Harnack inequality. It allows us to compare values of a
harmonic function inside a domain and it plays a crucial role for many applications.
In this section, our main goal is to obtain a Harnack inequality (Theorem 3) in
this setup which was described in the previous section. To prove the inequality, we
follow Krylov-Safonov approach (see [6]) and the method used by Bass-Levin in
[3]. The idea is based on the fact that the hitting probability of a Borel set with
positive measure is non-zero. So we focus on hitting probability first.
Let’s start by introducing the notation to be used in this section. Since we have
different scaling factors in vertical and horizontal directions, we will consider the
rectangular box Dr(x, t) =
−→
Dr(x)×Br(t), where
−→
Dr(x) = {y ∈ Rd : |xi − yi| < r
2/α
2
, i = 1, ..., d, x = (x1, ..., xd)}
and
Br(t) = {s ∈ R : |s− t| < r
2
}.
For ǫ ∈ (0, 1), we define the box with ǫ margin by Dǫr(x, t) = −→Dǫr(x)×B(1−ǫ)r(t)
where
−→
Dǫr(x) = {y ∈ Rd : |xi − yi| < (1− ǫ
2/α)r2/α
2
, i = 1, ..., d, x = (x1, ..., xd)}.
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We denote the first hitting time and first exit time of a Borel set A by TA and τA,
respectively. If A is a point set then we will use Tx instead of T{x}.
First we observe that expected exit time from the box Dr(x, t) is comparable
to r2.
Lemma 1 Let ǫ > 0. There exists a positive constant c such that
E
(y,s)(τDr(x,t)) ≥ c r2
for (y, s) ∈ Dǫr(x, t) and D2r(x, t) ⊂ Rd × R+.
Proof Let u > 0. Then using the independence of Yv and Zv first, and the scaling
property second, we obtain
E
(y,s)(τDr(x,t))
≥ E(y,s)(τDr(x,t); τDr(x,t) ≥ ǫ2r2u)
≥ ǫ2r2uP(y,s)(τDr(x,t) ≥ ǫ2r2u)
≥ ǫ2r2uP(y,s)( sup
v≤ǫ2r2u
|Yv − Y0| < ǫ
2/αr2/α
2
, sup
v≤ǫ2r2u
|Zv − Z0| < ǫr
2
)
= ǫ2r2uPy( sup
v≤ǫ2r2u
|Yv − Y0| < ǫ
2/αr2/α
2
)Ps( sup
v≤ǫ2r2u
|Zv − Z0| < ǫr
2
)
= ǫ2r2uP0(sup
v≤u
|Yv| < 1/2)P0(sup
v≤u
|Zv| < 1/2).
If we choose u small enough, then the last two probabilities above can be made
bigger than 1/2. Then the result follows.
Lemma 2 There exists a positive constant c such that
E
(y,s)(τDr(x,t)) ≤ c r2
for any (y, s) ∈ Dr(x, t) and D2r(x, t) ⊂ Rd × R+.
Proof By scaling we may consider the case r = 1, and so it is enough to show that
E
(y,s)(τD1(x,t)) ≤ c where D2(x, t) ⊂ Rd × R+. Let S be the first time when Yv
jumps of size larger than two. If we use the Le´vy system formula,
P
(y,s)(S ≤ 1) = E(y,s)
∑
v≤S∧1
1I{|Yv−Yv−|>2} = E
(y,s)
∫ S∧1
0
∫
|h|>2
dh
|h|d+α dv
=
[∫
|h|>2
dh
|h|d+α
]
E
(y,s)(S ∧ 1)
≥ cE(y,s)(S ∧ 1; S > 1) = cP(y,s)(S > 1) = c [1− P(y,s)(S ≤ 1)].
Hence there is c′ ∈ (0, 1) such that P(y,s)(S ≤ 1) ≥ c′, and thus P(y,s)(S > 1) ≤
(1−c′). We note that τD1(x,t) is smaller than S. Thus P(y,s)(τD1(x,t) > 1) ≤ (1−c′).
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Let’s denote the usual shift operator by θm. By the Markov property,
P
(y,s)(τD1(x,t) > m+ 1) = P
(y,s)(τD1(x,t) > m, τD1(x,t) ◦ θm > 1)
= E(y,s)(P(y,s)(τD1(x,t) ◦ θm > 1|Fm); τD1(x,t) > m)
= E(y,s)(PXm(τD1(x,t) > 1); τD1(x,t) > m)
≤ (1− c′)P(y,s)(τD1(x,t) > m).
Then we obtain P(y,s)(τD1(x,t) > m) ≤ (1− c′)m by induction. This leads to
E
(y,s)(τD1(x,t)) ≤ 1 +
∞∑
m=1
P
(y,s)(τD1(x,t) > m) = c <∞.
Before we prove our theorem on hitting probabilities for general Borel sets, we
consider the simple sets, which are the boxes of the form E × [a, b] ⊂ Rd × R+
Theorem 2 Suppose (y, s) ∈ D2(x, t) and K = E × [a, b] is a rectangular box in
D1(x, t) such that E ⊂ Rd. Then
P
(y,s)(TK < τD3(x,t)) ≥ c ·m(E) · (b− a)
for some positive constant c and D6(x, t) ⊂ Rd × R+.
Proof First, using the Levy system formula, we obtain
P
(y,s)(TK < τD3(x,t)) ≥ E(y,s)
 ∑
v≤τD3(x,t)
1I{Zv∈[a,b]}1I{Yv 6=Yv−,Yv∈E}

= E(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]}
∫
E
dz
|Yv − z|d+α dv
)
≥ cm(E)E(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]}dv
)
.
To verify the last inequality, notice that |Yv − z| is bounded above for any z ∈ E
under P(y,s).
Next, we will show
E
(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]}dv
)
≥ c (b− a).
In this proof, we will use τ
(1)
A and T
(1)
A for the first exit time and the first hitting
time of a Borel set A ⊂ Rd by symmetric stable process Yt, respectively. Similarly,
τ
(2)
A and T
(2)
A denote the first exit time and the first hitting time of a Borel set
A ⊂ R+ by Brownian motion Zt, respectively. If A ⊂ R+ is a point set then we
will use the notation T
(2)
{u} = T
(2)
u .
First, we note that τD3(x,t) = τ
(1)
−→
D3(x)
∧ τ (2)B3(t) = τ
(1)
−→
D3(x)
∧ τ (2)(t−3/2,t+3/2). Set cα =
(32/α − 22/α)/2. Then
τcα := inf{v ≥ 0 : |Yv − Y0| ≥ cα} ≤ τ (1)−→D3(x)
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under P(y,s), since we have y ∈ −→D2(x). Hence
E
(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]} dv
)
≥ E(y,s)
(∫ τcα∧τ˜3
0
1I{Zv∈[a,b]} dv
)
where τ˜3 = T
(2)
t+3/2 ∧ T (2)t−3/2. There are three possible cases: (i.) s < a, (ii.) s > b
or (iii.) s ∈ [a, b]. First, assume that s < a and define a function h : R→ R by
h(x) =

0 if x < a,
(x− a)2/2 if x ∈ [a, b),
(b− a)(x− a+b2 ) if x ≥ b.
Note that h ≥ 0 and h′′ = 1I(a,b), so that
1
2
E
(0,s)
(∫ τcα∧τ˜3
0
1I{Zv∈[a,b]} dv
)
= E(0,s)(h(Zτcα∧τ˜3)− h(Z0))
≥ E(0,s)(h(Zτcα∧τ˜3)− h(Z0);T (2)t+3/2 < T (2)t−3/2 ∧ τcα)
= (h(t+ 3/2)− h(s))P(0,s)(T (2)t+3/2 < T (2)t−3/2 ∧ τcα)
≥ (h(t+ 3/2)− h(s))P(0,t−1)(T (2)t+3/2 < T (2)t−3/2 ∧ τcα)
since s ∈ (t− 1, t+ 1). Now we note that
h(t+ 3/2)− h(s) ≥ (b− a)(t+ 3/2− (b ∨ s)) ≥ (b− a)
since [a, b] ⊂ (t−1/2, t+1/2). Finally by translation invariance of Brownian motion
P
(0,t−1)(T
(2)
t+3/2 < T
(2)
t−3/2 ∧ τcα) = P(0,1)(T (2)7/2 < T (2)1/2 ∧ τcα)
and so
E
(0,s)
(∫ τcα∧τ˜3
0
1I{Zv∈[a,b]} dv
)
≥ c(b− a).
This proves the the first part.
By symmetry, the case s > b follows from the same argument. If we take
s′ = 2t− s, a′ = 2t− a and b′ = 2t− b then
E
(0,s)
(∫ τcα∧τ˜3
0
1I{Zv∈[a,b]} dv
)
= E(0,s
′)
(∫ τcα∧τ˜3
0
1I{Zv∈[b′,a′]} dv
)
by symmetry, and the last term is bounded below by c(a′ − b′) = c(b− a).
For the last case, assume s ∈ [a, b]. We use the same function h(x) as in the
case s < a. Arguing as in the case s < a,
E
(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]} dv
)
≥ E(0,s)
(∫ τcα∧τ˜3
0
1I{Zv∈[a,b]} dv
)
= 2E(0,s)(h(Zτcα∧τ˜3)− h(Z0))
≥ 2 (h(t+ 3/2)− h(s))P(0,s)(T (2)t+3/2 < T (2)t−3/2 ∧ τcα).
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Moreover, by translation invariance of Brownian motion
P
(0,s)(T
(2)
t+3/2 < T
(2)
t−3/2∧τcα) ≥ P(0,s)(T (2)s+3 < T (2)s−1∧τcα) = P(0,2)(T (2)5 < T (2)1 ∧τcα).
Since s ∈ [a, b], we have h(s) ≤ (b− a)2/2 and
h(t+ 3/2)− h(s) ≥ (b− a)(t+ 3/2− a+ b
2
)− (b− a)
2
2
≥ (b− a)(t+ 3/2− b)
≥ (b− a).
Hence,
E
(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]} dv
)
≥ P(0,2)(T (2)5 < T (2)1 ∧ τcα)(b− a).
So in any case
E
(y,s)
(∫ τD3(x,t)
0
1I{Zv∈[a,b]} dv
)
≥ c(b− a).
So we proved the hitting probability of a rectangular box is positive. We can
extend this to any compact set in D1(x, t) using Krylov-Safonov’s method which
is based on covering the compact set with rectangular boxes. From here on, we
denote the Lebesgue measure of a set A in Rd × R+ by |A|.
Corollary 1 There exists a non-decreasing function ϕ : (0, 1) → (0, 1) such that
if A is a compact set inside D1(x, t) such that |A| > 0 and (y, s) ∈ D2(x, t) then
P
(y,s)(TA < τD3(x,t)) ≥ ϕ(|A|)
where D6(x, t) ⊂ Rd × R+.
Proof First define
ϕ(ǫ) = inf{P(z,u)(TB < τD3(z0,u0)) : (z0, u0) ∈ Rd × R+, (z, u) ∈ D2(z0, u0), (6)
|B| ≥ ǫ |D1(z0, u0)|, B ⊂ D1(z0, u0), B is compact, D6(z0, u0) ⊂ Rd × R+}.
Set q0 = inf
ϕ(ǫ)>0
ǫ. We claim that q0 = 0. Suppose not, that is, let’s assume that q0
is strictly positive. This will give us a contradiction. First we note that q0 < 1. So
we can find q such that (q + q2)/2 < q0 < q. Let η = (q − q2)/2 so that q − η =
(q + q2)/2. Let ρ > 0 which will be chosen later. There is D6(z0, u0) ⊂ Rd × R+,
(z, u) ∈ D2(z0, u0), and B ∈ D1(z0, u0) such that
q >
|B|
|D1(z0, u0)| > q − η (7)
and
P
(z,u)(TB < τD3(z0,u0)) < ρ · ϕ(q)2. (8)
Without loss of generality we may drop (z0, u0) and denote Di(z0, u0) by Di for
i = 1, 2, 3. Now we construct the rectangular region D which is described in the
Proposition [2, 7.2]. Since B ⊂ D1 and q > |B||D1| = |B|, there exists a rectangular
region D which satisfies the following conditions:
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1. D = ∪iRˆi where Ri is a cube and Rˆi denotes the cube with the same center
as Ri but side lengths three times as long,
2. the interiors of Ri’s are pairwise disjoint,
3. |B| ≤ q · |D ∩D1|, and
4. |B ∩Ri| > q · |Ri| for all i.
Since |B| > q − η and |B| ≤ q · |D ∩D1|, we have
|D ∩D1| ≥ |B|
q
>
q − η
q
=
q + 1
2
> q.
Set D˜ = D ∩D1. This results in |D˜| > q. By the definition of ϕ , we obtain
P
(z,u)(TD˜ < τD3) > ϕ(q). (9)
To obtain a contradiction we want to show that if (z′, u′) ∈ D˜ then
P
(z′,u′)(TB < τD3) ≥ ρ · ϕ(q). (10)
If this is true then by using the strong Markov property
P
(z,u)(TB < τD3) ≥ P(z,u)(TD˜ < TB < τD3)
≥ E(z,u)
(
P
XT
D˜ (TB < τD3); TD˜ < τD3
)
≥ ρ · ϕ(q) · P(z,u)(TD˜ < τD3)
≥ ρ · ϕ(q)2.
This contradicts (8). To obtain (10), first set Fi = Ri ∩ D1. Note that Fi is a
rectangular box in D1. So Fˆi ⊂ D3. Moreover Fi ∩B = Ri ∩B, since B ∈ D1. So
we have |Fi ∩B| > q · |Fi|, and if (z′, u′) ∈ Fi then
P
(z′,u′)(TFi∩B < τF˜i) > ϕ(q)
by the definition of ϕ.
If (z′, u′) ∈ D˜ then (z′, u′) ∈ Rˆi ∩D1 for some Ri. We can find a cube K ⊂ Rd
and K × [c, d] ⊂ Fi. By the Theorem 2, there is ρ such that
P
(z′,u′)(TFi < τD3) ≥ P(z
′,u′)(TK×[c,d] < τD3) > ρ.
Finally, the strong Markov property implies that if (z′, u′) ∈ D˜, then
P
(z′,u′)(TB < τD3) ≥ P(z
′,u′)(TFi < τD3 , TFi∩B < τF˜i)
= E(z
′,u′)
(
P
(z′,u′)(TFi∩B < τF˜i
∣∣∣TFi);TFi < τD3)
= E(z
′,u′)
(
P
XTFi (TFi∩B < τF˜i);TFi < τD3
)
= ϕ(q) · P(z′,u′) (TFi < τD3)
= ρ · ϕ(q).
This completes the proof.
Harnack Inequalitiy 11
Lemma 3 Suppose H is a function which is bounded, non-negative on Rd × R+
and supported in (D2r(x, t))
c where D4r(x, t) ⊂ Rd × R+. If (y, s), (y′, s′) ∈
Dǫr(x, t) then
E
(y,s)H(XτDr (x,t)) ≤ cE
(y′,s′)H(XτDr (x,t)).
Proof It suffices to prove the statement for H = 1IF with F ⊂ (D2r(x, t))c. Since
Zv is continuous , H(XτDr ) is non-zero if and only if Y jumps from Dr(x, t) into
(D2r(x, t))
c. Since Dr(x, t) =
−→
Dr(x) × Br(t), it is enough to consider the sets
F = E × [c, d] with [c, d] ⊂ Br(t) and the function H of the form H = 1IF . Then
E
(y,s)1IE×[c,d](Xu∧τDr(x,t) ) = E
(y,s)
∑
v≤u∧τDr(x,t)
1I{Yv 6=Yv−,Yv∈E}
= E(y,s)
∫ u∧τDr(x,t)
0
∫
E
dh
|h− Yv|d+α dv
Since Yv ∈ −→Dr(x) and h ∈ E, |h− Yv| is comparable to |h− x|, that is, there are
constants c1 and c2 so that
c1
∫
E
dh
|h− x|d+α ≤
∫
E
dh
|h− Yv|d+α ≤ c2
∫
E
dh
|h− x|d+α .
So
E
(y,s)
∫ u∧τDr(x,t)
0
∫
E
dh
|h− Yv|d+α dv ≤ c2
∫
E
dh
|h− x|d+αE
(y,s)(u ∧ τDr(x,t)),
and similarly
E
(y,s)
∫ u∧τDr(x,t)
0
∫
E
dh
|h− Yv|d+α dv ≥ c1
∫
E
dh
|h− x|d+αE
(y,s)(u ∧ τDr(x,t)),
Now if we let u→∞, and use the fact that cr2 ≤ E(y,s)(τDr(x,t)) ≤ c′r2, then
c3 r
2
∫
E
dh
|h− x|d+α ≤ E
(y,s)1IE×[c,d](XτDr(x,t)) ≤ c4 r2
∫
E
dh
|h− x|d+α .
Observe that the above inequality also holds under P(y
′,s′). Hence the result fol-
lows.
So far we have showed that any compact set with a positive measure is visited
by Xt with positive probability given that the starting point is close. To prove
the Harnack inequality, we will use this fact by defining a compact set on which
the harmonic function takes large values. Since this set is visited with positive
probability, one can define a sequence on which the function is unbounded.
To simplify our notation, we fix a point temporarily and we will denote the
usual rectangular box around this center by D˜r.
12 Deniz Karlı
Theorem 3 There exists c > 0 such that if h is non-negative and bounded on
R
d × R+, harmonic in D˜16 and D˜32 ⊂ Rd × R+ then
h(y, t) ≤ c h(y′, t′) , (y, t), (y′, t′) ∈ D˜1.
Proof By taking a constant multiple of h, we may assume that infD˜1 h = 1/2. Then
there is (y0, t0) ∈ D˜1 such that h(y0, t0) < 1. We will show that h is bounded above
in D˜1 by a constant not depending on h. We show that if h takes a very large value
in D˜1, then we can find a sequence in D˜2 for which h is unbounded.
Let (x, s) ∈ D˜1 such that h(x, s) = K. K will be chosen later and we can take
K large. Let ǫ > 0 be small. By the Lemma (3), there is c2 such that if (x, s) ∈
R
d×R+, r > 0,Dr denotes the rectangular boxDr(x, s) about the center (x, s),Dǫr
denotes the rectangular box with ǫ margin Dǫr(x, s), H is bounded, non-negative
and supported in Dc2r then for any (y, t), (y
′, t′) ∈ Dǫr
E
(y′,t′)H(XτDr ) ≤ c2 E(y,t)H(XτDr ). (11)
By Theorem (2),
P
(y0,t0)(TD2r/3 < τD˜16) ≥ c3 |D2r/3|. (12)
By Corollary (1), there is c4 such that if C ⊂ Dr/3 is a compact set with
|C|
|Dr/3| ≥
1
3
, then
P
(y,t)(TC < τDr ) ≥ c4 (y, t) ∈ D2r/3. (13)
Now let η =
c4
3
, and ζ =
1
3
∧ (c−12 η). Let r be so that |D2r/3| =
2
c3 c4 ζK
. Note
that in this case r
2d
α
+1 = c5K
−1, and so r = c′5K
−α/(2d+α). Here we note that
by taking a large enough value for K, we keep r small (that is r < 132 ) and so the
rectangular boxes stay in the upper half space.
Let A′ = {(u, v) ∈ Dr/3 : h(u, v) ≥ ζK}. We claim that
|A′|
|Dr/3| ≤
1
2
.
If not, then there is a compact subset A such that
|A|
|Dr/3| ≥
1
3
.
Then (12) and (13) imply that
1 ≥ h(y0, t0) ≥ E(y0,t0)[h(XTA∧τD˜16 ); TA < τD˜16 ]
≥ ζ K E(y0,t0)
[
P
XTD2r/3 [TA < τD˜16 ] ;TD2r/3 < τD˜16
]
≥ ζ K E(y0,t0)
[
P
XTD2r/3 [TA < τDr ] ;TD2r/3 < τD˜16
]
(14)
≥ ζ K c4 P(y0,t0)
[
TD2r/3 < τD˜16
]
≥ ζ K c3 c4 |D2r/3| = 2.
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This contradiction shows that
|A′|
|Dr/3| ≤
1
2
.
Let C be a compact set in Dr/3 −A′ such that
|C|
|Dr/3| ≥
1
3
.
Let H = 1IDc2rh. If E
(x,s)[h(XτDr );XτDr 6∈ D2r] > ηK then for any (y, t) ∈ Dr/3
h(y, t) = E(y,t)[h(XτDr )] ≥ E(y,t)[h(XτDr );XτDr 6∈ D2r] = E(y,t)[H(XτDr )]
≥ c−12 E(x,s)[H(XτDr )] ≥ c−12 ηK ≥ ζ K.
But this is a contradiction, since A′ is not all of Dr/3. So we must have
E
(x,s)[h(XτDr );XτDr 6∈ D2r] ≤ ηK.
Let’s denote the supremum of h on D2r by M . Then
K = h(x, s) = E(x,s)[h(XTC∧τDr )]
= E(x,s)[h(XTC );TC < τDr ] + E
(x,s)[h(XτDr ); TC ≥ τDr , XτDr ∈ D2r]
+ E(x,s)[h(XτDr ); TC ≥ τDr , XτDr 6∈ D2r]
≤ ζ K P(x,s)[TC < τDr ] +M P(x,s)[τDr ≤ TC ] + η K
≤ ζ K P(x,s)[TC < τDr ] +M (1− P(x,s)[TC < τDr ]) + η K.
So
M
K
≥ 1− η − ζ P
(x,s)[TC < τDr ]
1− P(x,s)[TC < τDr ]
> 1.
Then there is a β > 0 such that M > (1 + 2β)K, and, as a result, there is
(x′, s′) ∈ D2r such that h(x′, s′) ≥ (1 + β)K.
Now suppose there is (x1, s1) ∈ D˜1 with h(x1, s1) = K1. We can then find r1
as above. And there is (x2, s2) ∈ D2r1(x1, s1) with h(x2, s2) = K2 ≥ (1 + β)K1.
By induction we can create a sequence {(xi, si)} and corresponding {Ki}, {ri} so
that (xi+1, si+1) ∈ D2ri(xi, si) and Ki ≥ (1 + β)i−1K1. Note that∑
i
|xi+1 − xi| ≤ c6K−2/(2d+α)1 and
∑
i
|si+1 − si| ≤ c7K−α/(2d+α)1 .
So if K1 > (2c6)
d+α
2 and K1 > (2c7)
2d
α
+1 then (xi, si)’s are in D˜2, and h(xi, si) ≥
(1+β)i−1K1 which contradicts the fact that h is bounded. Hence K1 ≤ (2c6)d+α2 ∨
(2c7)
2d
α
+1 = c, and
sup
D˜1
h ≤ c.
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4 Regularity Results
One of the important application of the Harnack inequality is the regularity for
the solution of elliptic PDEs. Bass and Levin [3] develop some techniques to prove
Ho¨lder continuity and regularity results of some integral operators. They applied
these techniques in the case of a jump Markov process whose kernel is comparable
to that of a symmetric stable process. We will follow their method and show
regularity results for our λ-resolvent.
We call the operator
Uλf(x, t) = E
(x,t)
∫ ∞
0
e−λsf(Xs)ds =
∫ ∞
0
e−λsQsf(x, t)ds
as the λ-resolvent of f . Resolvent plays an important role in applications. We
study some properties of this resolvent.
Theorem 4 If f is a bounded function on Rd×R+ and it is harmonic on D4(x, t) ⊂
R
d ×R+, then f is Ho¨lder continuous in D1(x, t), that is, there exists γ > 0 such
that
|f(y, s)− f(y′, s′)| ≤ c||f ||∞|(y, s)− (y′, s′)|γ, (y, s), (y′, s′) ∈ D1(x, t). (15)
Proof Without loss of generality by taking a constant multiple, we may assume
that ||f ||∞ = 1. First, we pick two points (y, s), (y′, s′) ∈ D1(x, t). Observing that
D2(y, s) ⊂ D4(x, t), f is harmonic on D2(y, s) by the hypothesis. It is enough to
consider the case when (y′, s′) ∈ D1(y, s). Because, otherwise, |(y, s)− (y′, s′)| ≥ 1
and hence
|f(y, s)− f(y′, s′)| ≤ 2 ≤ 2|(y, s)− (y′, s′)|γ .
By corollary 1, there is c0 > 0 such that for any compact set A ⊂ Dr/3(y, s) with
|A| ≥ |Dr/3(y, s)|/3 and r ≤ 1/3 (so that D2r(y, s) ⊂ Rd × R+)
P
(y,s)(TA < τDr(y,s)) ≥ c0. (16)
We fix c0 and choose β ∈ (0, 1) close enough to 1 so that β2 ≥ (1 − c0/4) > 0.
Arguing as in lemma 3, if we take H = 1I[Rd×R+−Dr′ (y,s)] such that r
′ ≥ 2r then
for u > 0
P
(y,s)(XτDr(y,s)∧u 6∈ Dr′(y, s)) = E(y,s)
[
H(XτDr(y,s)∧u)
]
≤ E(y,s)
 ∑
v≤τDr(y,s)∧u
1I
{Yv 6=Yv−,Yv 6∈
−→
Dr′ (y,s)}
 .
By Levy system formula and the fact that |Yv − h| is bounded below for h 6∈−→
Dr′(y, s) and Yv ∈ −→Dr(y, s), the last expression is bounded by
E
(y,s)
∫ τDr(y,s)∧u
0
∫
Rd×R+−Dr′ (y,s)
1
|h− Yv|d+α dh dv ≤ c(r
′)−2E(y,s)[τDr(y,s) ∧ u].
Let u→∞. By lemma 2, we obtain
P
(y,s)(XτDr(y,s)∧u 6∈ Dr′(y, s)) ≤ c1
( r
r′
)2
. (17)
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We note that this inequality is valid even if r′ is large and Dr′(y, s) 6⊂ Rd × R+,
since the event considers only the jumps of Xt from Dr(y, s) to R
d×R+−Dr′(y, s)
and a jump may occur only in the horizontal direction. Now let
θ =
(
β
2
)1/2
∧
(
βc0
8c1
)1/2
∧
(
1
3
)
and denote infimum and supremum over nested rectangular boxes by
ak = inf
Dθk (y,s)
f and bk = sup
D
θk
(y,s)
f.
We will show that bk − ak ≤ βk by induction. First of all, it is clear that the base
step b0 − a0 ≤ β0 holds. Assume this inequality also holds for any i ≤ k, that is
bi − ai ≤ βi. Now let A′ = {f ≤ (ak+1 + bk+1)/2} ∩Dθk+1(y, s). We may assume
|A′| ≥ |Dθk+1(y, s)|/2. Otherwise we can work with 1 − f instead of f . Take a
compact set A ⊂ A′ so that |A| ≥ |Dθk+1(y, s)|/3.
Let ǫ > 0 and pick (z, u), (z′, u′) ∈ Dθk+1(y, s) so that
f(z, u) < ak+1 + ǫ and f(z
′, u′) > bk+1 − ǫ.
Since f is harmonic in D2(y, s),
f(z, u)− f(z′, u′) = E(z,u)
[
f(XτD
θk
(y,s)
)− f(z′, u′)
]
= I1 + I2 + I3.
where
I1 = E
(z,u)
[
f(XτA)− f(z′, u′); τA < τDθk (y,s)
]
I2 = E
(z,u)
[
f(XτD
θk
(y,s)
)− f(z′, u′); τA > τD
θk
(y,s), XτD
θk
(y,s)
∈ Dθk−1(y, s)
]
I3 =
∞∑
i=1
E
(z,u)
[
f(XτD
θk
(y,s)
)− f(z′, u′); τA > τD
θk
(y,s),
XτD
θk
(y,s)
∈ Dθk−1−i(y, s)−Dθk−i(y, s)
]
.
We will bound each term in terms of powers of β. First we note
I1 ≤
(
ak+1 + bk+1
2
− ak+1
)
P
(z,u)
(
τA < τD
θk
(y,s)
)
≤
(
bk−1 − ak−1
2
)
P
(z,u)
(
τA < τD
θk
(y,s)
)
≤ β
k−1
2
P
(z,u)
(
τA < τD
θk
(y,s)
)
and
I2 ≤ (bk−1 − ak−1) P(z,u)
(
τA > τD
θk
(y,s)
)
≤ βk−1 P(z,u)
(
τA > τD
θk
(y,s)
)
.
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Hence
I1 + I2 ≤ βk−1
[
1
2
P
(z,u)
(
τA < τD
θk
(y,s)
)
+ 1− P(z,u)
(
τA < τD
θk
(y,s)
)]
≤ βk−1(1− c0
2
). (18)
For the third integral, we will use (17), the fact that θ2 ≤ β/2 so that (1 −
(θ2/γ))−1 ≤ 2 and θ2 ≤ (βc0)/(8c1). Then
I3 ≤
∞∑
i=1
(bk−1−i − ak−1−i) P(z,u)
(
XτD
θk
(y,s)
∈ Dθk−1−i(y, s)−Dθk−i(y, s)
)
≤
∞∑
i=1
βk−1−i P(z,u)
(
XτD
θk
(y,s)
∈ Dθk−1−i(y, s)−Dθk−i(y, s)
)
≤ c1
∞∑
i=1
βk−1−i
(
θk
θk−i
)2
= c1 β
k−1
∞∑
i=1
(
θ2
β
)i
(19)
≤ 2c1βk−2θ2
≤ (c0/4)βk−1.
So by (18) and (19),
f(z, u)− f(z′, u′) ≤ βk−1(1− c0
4
) ≤ βk+1.
This shows that bk+1 − ak+1 ≤ βk+1.
Finally, fix k so that (y′, s′) ∈ Dθk(y, s)−Dθk+1(y, s). We observe that
|(y, s)− (y′, s′)| ≥ (θk+1 ∧ [θk+1]2/α) = [θk+1]2/α
since (y′, s′) 6∈ Dθk+1(y, s) and 2/α > 1. Hence
log |(y, s)− (y′, s′)| ≥ (k + 1)(2/α) log(θ).
Then
|f(y, s)− f(y′, s′)| ≤ ek log(β)
≤ e(α/2) log(β) log |(y,s)−(y′,s′)|/ log(θ)
= |(y, s)− (y′, s′)|γ
where γ = (α/2) log(β)/ log(θ). This is the desired result.
Having the Ho¨lder continuity of harmonic function, we can discuss the conti-
nuity of the resolvent. As we defined before, λ-resolvent of f is given by
Uλf(x, t) = E
(x,t)
∫ ∞
0
e−λsf(Xs)ds.
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We will show that
|Uλf(y, s)− Uλf(y′, s′)| ≤ c||f ||∞(|(y, s)− (y′, s′)| ∧ 1)γ . (20)
First, we recall the resolvent equation
(β − λ)UλUβ = Uλ − Uβ . (21)
It is easy to verify this equation due to the semi-group property of Qs. This
resolvent inequality reduces (20) to the case λ = 0. So we will prove the following
theorem first, and then we prove (20) by using this theorem.
Theorem 5 Suppose f is a bounded function on Rd × R+ with compact support.
Then there exists γ ∈ (0, 1) such that
|U0f(y, s)− U0f(y′, s′)| ≤ c (||f ||∞ + ||U0f ||∞) (|(y, s)− (y′, s′)| ∧ 1)γ
Proof First of all, without loss of generality we may assume D4(y, s) ⊂ Rd × R+
by scaling property. We observe that if |(y, s) − (y′, s′)| ≥ 1, the result follows
immediately. So we assume |(y, s) − (y′, s′)| < 1, that is (y′, s′) ∈ D1(y, s). By
definition
U0f(y, s) = E
(y,s)
∫ ∞
0
f(Xt)dt
which can be written as
U0f(y, s) = E
(y,s)
∫ τDr(y,s)
0
f(Xt)dt+ E
(y,s)
∫ ∞
τDr(y,s)
f(Xt)dt.
r < 1 will be chosen later. (We only assume r < 1.) By strong Markov property,
the second term is equal to
E
(y,s)
∫ ∞
0
f(Xt+τDr(y,s) )dt = E
(y,s)
E
(y,s)
[∫ ∞
0
f(Xt+τDr(y,s) )dt
∣∣∣∣ τDr(y,s)]
= E(y,s)
[
U0f(XτDr(y,s))
]
.
Similarly,
U0f(y
′, s′) = E(y
′,s′)
∫ τDr(y,s)
0
f(Xt)dt+ E
(y′,s′) [U0f(XτDr(y,s) )] .
Hence
|U0f(y, s)− U0f(y′, s′)| ≤ ||f ||∞
[
E
(y,s)τDr(y,s) + E
(y′,s′)τDr(y,s)
]
+∣∣∣E(y,s) [U0f(XτDr(y,s) )]− E(y′,s′) [U0f(XτDr(y,s) )]∣∣∣ .
Note that the first term is bounded by c r2 ||f ||∞. We also note that the function
(z, u)→ E(z,u) [U0f(XτDr(y,s) )] is harmonic in Dr(y, s). So it is Ho¨lder continuous
by previous theorem. Then the second term on the right is bounded by
c||U0f ||∞
[ |(y, s)− (y′, s′)|
r ∧ r2/α
]γ
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after scaling. Now let r = |(y, s)− (y′, s′)|α/4. Since |(y, s)− (y′, s′)| < 1, we have
|(y, s)− (y′, s′)|1/2 ≤ |(y, s)− (y′, s′)|α/4, and hence
|U0f(y, s)− U0f(y′, s′)| ≤ c ||f ||∞|(y, s)− (y′, s′)|α/2 + c′ ||U0f ||∞|(y, s)− (y′, s′)|γ/2
≤ c′′ (||f ||∞ + ||U0f ||∞)|(y, s)− (y′, s′)|(α∧γ)/2.
Theorem 6 Suppose f is bounded and λ > 0. Then we have
|Uλf(y, s)− Uλf(y′, s′)| ≤ c||f ||∞(|(y, s)− (y′, s′)| ∧ 1)γ
Proof It is enough to show this for positive and compactly supported functions.
Suppose f > 0 and f has compact support. Define the function g by
g(y, s) = f(y, s)− λUλf(y, s). (22)
Note that
λU0Uλf = U0f − Uλf
by resolvent equation (21) and hence
U0g = U0f − λU0Uλf = Uλf.
These equations can be verified by direct calculation. Using this equality, we obtain
||U0g||∞ = ||Uλf ||∞ ≤ c ||f ||∞
and
||g||∞ ≤ ||f ||∞ + λ||Uλf ||∞ ≤ c ||f ||∞.
Finally, by previous theorem
|Uλf(y, s)− Uλf(y′, s′)| = |U0g(y, s)− U0g(y′, s′)|
≤ c (||g||∞ + ||U0g||∞) (1 ∧ |(y, s)− (y′, s′)|)γ
≤ c ||f ||∞(1 ∧ |(y, s)− (y′, s′)|)γ .
5 Littlewood-Paley Functions
This short section is about Littlewood-Paley functions obtained from the α-harmonic
extension of a function f on Rd. After defining G-functions in this context we state
some earlier results by P.A. Meyer [7,8,9] and N. Varopoulos [12] and then we prove
a result on a partial G-function which is close to the area functional used in the
classical context. Let’s denote the general Littlewood-Paley function by Gf and
define it by
Gf (x) =
[∫ ∞
0
t g(x, t)dt
]1/2
=
[∫ ∞
0
t
∫
[ft(x+ h)− ft(x)]2
|h|d+α dh dt+
∫ ∞
0
t
[
∂
∂t
f(x, t)
]2
dt
]1/2
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where ft(x) = Qtf(x) as defined in the section of preliminaries. As one can easily
see, the integrand g(x, t) is the square function which was defined before in (5). It
has two components: one corresponding to the vertical process (Brownian motion)
and the other one corresponding to the horizontal process (symmetric α-stable
process). Let’s denote these components by G↑f and
−→
Gf , respectively. Explicitly,
these two functions are
−→
Gf (x) =
[∫ ∞
0
t
∫
[ft(x+ h)− ft(x)]2
|h|d+α dh dt
]1/2
,
and
G↑f (x) =
[∫ ∞
0
t
[
∂
∂t
f(x, t)
]2
dt
]1/2
.
Some results on Lp-norms of these G-functions are known. P.A. Meyer worked
in [8] with symmetric Markov processes and proved an Lp inequality for the case
p ≥ 2. When applied to our setup, we can state it as ||Gf ||p ≤ c||f ||p for p ≥ 2.
On the other hand N. Varopoulos showed in his work [12] that this inequality
can be extended to p > 1 for the Brownian component, that is ||G↑f ||p ≤ c||f ||p
for p > 1. However the extension of this inequality for the general G-function
is not possible which is pointed by M. Silverstein [10]. Here we discuss the part
of the horizontal component on a parabolic-like domain. Although the extension
of this Lp inequality is not true for
−→
Gf when p ∈ (1, 2), we can obtain a partial
result considering the operator only inside a parabolic-like domain. In the classical
context, the area functional is defined in a similar way on a cone with a vertex
at a point x ∈ Rd. Since we have different scaling factors on each component, we
consider a modification of this domain and study the part of G-function on the
set {(x+ h, t) ∈ Rd × R+ : |h| < t2/α}. For this purpose, define −→Gf,α as
−→
Gf,α(x) =
[∫ ∞
0
t
∫
{|h|<t2/α}
(ft(x+ h)− ft(x))2 dh|h|d+α dt
]1/2
.
First we note that the harmonic extension can be expressed as a convolution of
the function with an approximate identity. To see this, we observe that transi-
tion densities of the symmetric stable process Yt satisfy the relation p(st
2, 0, y) =
t−2d/αp(s, 0, yt−2/α) by the scaling property. Hence we can write
ft(x) =
∫
f(x− y)φt(y) dy = f ∗ φt(x)
where
φ(x) =
∫ ∞
0
p(s, 0, x)µ1(ds)
and
φt(x) = t
−2d/αφ(x/t2/α).
So ft(x) ≤ cM(f)(x) [4, section 2.1] where M(f) is the Hardy-Littlewood max-
imal function. To see this, it is enough to note that φ is radially decreasing and
its L1-norm equals one. Since the transition density p(s, 0, x) is obtained from the
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characteristic function e−s|x|
α
by the inverse Fourier transform, it follows trivially
that p(s, 0, x) is a radial symmetric function. Moreover, by [11, P.261] p(s, 0, x)
can also be expressed as
∫∞
0
(4πu)−d/2e−|x|
2/(4u)gα/2(s, u)du where gα/2(s, u) is
the density of an α/2 stable subordinator whose Laplace transform is given by∫∞
0
e−λvgα/2(s, v)dv = e
−sλα/2 . Hence p(s, 0, x) is radially decreasing in the vari-
able x. The fact that φ is radially decreasing follows from the previous line.
It is also known that
‖M(f)‖p ≤ c ‖f‖p, when f ∈ Lp and p ∈ (1,∞).
Lemma 4 If f ∈ Lp, then for some ξ = ξ(x, h, t) between ft(x) and ft(x+ h),
||f ||pp ≥ c
∫ ∫ ∞
0
t
∫
ξp−2(f(x+ h)− ft(x))2 dh|h|d+α dt dx.
Proof Suppose f is positive and consider the map F (x) = (x + ǫ)p for some
ǫ > 0. Clearly, F ∈ C2(R+). So we can apply the Itoˆ formula using the martingale
Mft = f(Xt∧T0), and we obtain
(Mft + ǫ)
p = (Mf0 + ǫ)
p + p
∫ t
0
(Mfs− + ǫ)
p−1dMfs
+
p(p− 1)
2
∫ t
0
(Mfs− + ǫ)
p−2d〈(Mf)c〉s
+
∑
s≤t
[
(Mfs + ǫ)
p − (Mfs− + ǫ)p − p(Mfs− + ǫ)p−1(Mfs −Mfs−)
]
.
By [7, P.168], there is a positive function j(s) such that d〈(Mf)c〉s ≥ j(s)ds, and
hence the third term on the right hand side is positive. Moreover, the convexity of
the function F implies that the jump terms are also positive. So taking expectations
first, and letting t→∞ and ǫ→ 0, we have
E
ma((MfT0)
p) ≥ Ema
∑
s≤T0
[
(Mfs )
p − (Mfs−)p − p(Mfs−)p−1(Mfs −Mfs−)
] .
We recall that ||f ||pp = Ema((MfT0)p) [Remarks (1) and (2)]. If we denote by
Λ(f, x, y, z) the expression
Λ(f, x, y, z) = fp(x, z)− fp(y, z)− pfp−1(y, z)(f(x, z)− f(y, z))
then we can write
||f ||pp ≥ Ema
∑
s≤T0
[Λ(f, Ys, Ys−, Zs)]
 .
Next, we will use the Le´vy system formula, invariance of Pt under the Lebesgue
measure m, and Green’s function, respectively, and the right hand side of the last
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inequality becomes
E
ma
(∫ T0
0
∫
Λ(f, Ys + h, Ys, Zs)
dh
|h|d+α ds
)
=
∫
E
a
(∫ T0
0
∫
Λ(f, y + h, y, Zs)
dh
|h|d+α ds
)
dy
=
∫ ∫ ∞
0
(a ∧ t)
∫
Λ(f, y + h, y, t)
dh
|h|d+α dt dy.
If we let a→∞, then
||f ||pp ≥
∫ ∫ ∞
0
t
∫
Λ(f, y + h, y, t)
dh
|h|d+α dt dy.
If we use the Taylor expansion of x → xp, then for some ξ between ft(x) and
ft(x+ h) we have
Λ(f, y + h, y, t) =
p(p− 1)
2
ξp−2(ft(y + h)− ft(y))2,
and using this equality we obtain the result
||f ||pp ≥ c
∫ ∫ ∞
0
t
∫
ξp−2(f(x+ h)− ft(x))2 dh|h|d+α dt dx.
Theorem 7 If p ∈ (1, 2) and f ∈ Lp(Rd) then
‖−→Gf,α‖p ≤ c ‖f‖p.
Proof Without loss of generality we may assume that f ≥ ǫ > 0. Then it can
be generalized to f ∈ Lp. By definition of the harmonic extension, we also have
ft ≥ ǫ. By Lemma (4), there is ξ = ξ(t, h, x) between ft(x) and ft(x + h) such
that
||f ||pp ≥ c
∫ ∫ ∞
0
t
∫
ξp−2(f(x+ h)− ft(x))2 dh|h|d+α dt dx.
Using this ξ, we can write
−→
Gf,α(x) =
[∫ ∞
0
t
∫
{|h|<t2/α}
(ft(x+ h)− ft(x))2 dh|h|d+α dt
]1/2
=
[∫ ∞
0
t
∫
{|h|<t2/α}
ξ2−p ξp−2 (ft(x+ h)− ft(x))2 dh|h|d+α dt
]1/2
.
Temporarily, we fix t > 0. Let Rt be the rectangular box centered at (x, t) with
side-length ( t32)
2/α, ( t32)
2/α, ..., ( t32 )
2/α, t32 , that is Rt = Dt/32(x, t). Then R32t ⊂
R
d×R+. Let β(x, h, t) denotes the linear path from (x, t) to (x+h, t) where |h| <
t2/α. This path can be covered by n-many horizontal translations of the box Rt,
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say R1t , R
2
t , ...,R
n
t , such that R
j
t ∩Rj+1t 6= ∅ for j ∈ {1, 2, , n− 1} and Rt ∩R1t 6= ∅.
Note that n can be chosen so that it does not depend on t, x, or h. Choose points
from each pairwise intersection, say (x1, t) ∈ Rt ∩ R1t , (x2, t) ∈ R1t ∩ R2t , ... ,
(xn, t) ∈ Rn−1t ∩ Rnt . By using the Harnack inequality, we obtain
ft(x+ h) ≤ c ft(xn) ≤ c2 ft(xn−1) ≤ ... ≤ cnft(x1) ≤ cn+1ft(x).
Hence, if |h| < t2/α, then ft(x + h) ≤ cn+1ft(x), and ξ ≤ [ft(x) ∨ ft(x + h)] ≤
cn+1ft(x). This implies that ξ
2−p ≤ c f2−pt (x) ≤ c′ [M(f)(x)]2−p. So
−→
Gf,α(x) is
bounded above by
c′ [M(f)(x)](2−p)/2
[∫ ∞
0
t
∫
{|h|<t2/α}
ξp−2 (ft(x+ h)− ft(x))2 dh|h|d+α dt
]1/2
.
By using the Ho¨lder inequality with 2/(2-p) and 2/p,
‖−→Gf,α(x)‖pp ≤ c′
∫
[M(f)(x)](2−p)p/2·[∫ ∞
0
t
∫
{|h|<t2/α}
ξp−2 (ft(x+ h)− ft(x))2 dh|h|d+α dt
]p/2
m(dx)
≤ c′
[∫
[M(f)(x)]pm(dx)
](2−p)/2
·[∫ ∫ ∞
0
t
∫
{|h|<t2/α}
ξp−2 (ft(x+ h)− ft(x))2 dh|h|d+α dtm(dx)
]p/2
≤ c′ ‖f‖p(2−p)/2p ‖f‖p
2/2
p .
Then the desired result follows.
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