Compactly supported orthonormal complex wavelets with dilation 4 and symmetry  by Han, Bin & Ji, Hui
Appl. Comput. Harmon. Anal. 26 (2009) 422–431Contents lists available at ScienceDirect
Applied and Computational Harmonic Analysis
www.elsevier.com/locate/acha
Letter to the Editor
Compactly supported orthonormal complex wavelets with dilation 4
and symmetry
Bin Han a,∗,1, Hui Ji b
a Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta, Canada T6G 2G1
b Department of Mathematics, National University of Singapore, Science Drive 2, Singapore, 117543
a r t i c l e i n f o a b s t r a c t
Article history:
Available online 5 November 2008
Communicated by Charles K. Chui on 6 June
2008
Keywords:
Orthonormal complex wavelets
Symmetry
Dilation factor
Vanishing moments
In this paper, we provide a family of compactly supported orthonormal complex wavelets
with dilation 4 such that their generating wavelet functions have symmetry and the
shortest possible supports with respect to their increasing orders of vanishing moments.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and main result
It is well known in Daubechies [7] that except the Haar wavelet which is discontinuous, compactly supported dyadic
orthonormal real-valued wavelets cannot have symmetry. In order to achieve symmetry, wavelets with other dilations have
been considered in the literature. Indeed, a few examples of compactly supported orthonormal real-valued wavelets with
symmetry and dilations greater than two have been reported in [1,2,5,9,14,18]. For example, symmetric compactly supported
orthonormal real-valued wavelets with dilation 3 have been studied in Chui and Lian [5]. All such examples available in the
literature are obtained by solving systems of nonlinear quadratic algebraic equations. By complicated calculation, only some
examples of compactly supported C1 symmetric orthonormal real-valued wavelets with dilation 4 have been obtained in [9].
To the best of our knowledge, no compactly supported C2 symmetric orthonormal real-valued wavelets with dilation 4 have
been known so far in the literature. On the other hand, it has been observed in the interesting works of Lawton [15] and
Lina and Mayrand [17] that symmetry can also be achieved by considering orthonormal complex wavelets.
More precisely, for a complex-valued function f : R → C, we say that f has symmetry if the real and imaginary parts of
f are both symmetric (or anti-symmetric) with the same symmetry center. Symmetric dyadic orthonormal complex wavelets
have been further systematically studied in [13]. Motivated by [13,15,17], in this paper we consider symmetric orthonormal
complex wavelets with dilation 4. We provide a family of compactly supported symmetric orthonormal complex wavelets
with dilation 4 and the shortest possible supports with respect to their orders of vanishing moments.
In order to introduce our main result, let us recall some necessary notation. Throughout the paper, i denotes the imagi-
nary unit such that i2 = −1. The Fourier transform in this paper is deﬁned to be fˆ (ξ) := ∫
R
f (x)e−iξx dx for f ∈ L1(R) and
is naturally extended to functions in L2(R) and distributions.
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aˆ(ξ)φˆ(ξ) for a 2π -periodic trigonometric polynomial aˆ with complex coeﬃcients. Such a trigonometric polynomial aˆ is
called the mask for the reﬁnable function φ. We say that φ is an orthonormal reﬁnable function with dilation 4 and mask aˆ if
φˆ(4ξ) = aˆ(ξ)φˆ(ξ) and the integer shifts of φ are orthonormal, that is,〈
φ(· − k),φ〉 := ∫
R
φ(x− k)φ(x)dx = δk ∀k ∈ Z, (1.1)
where φ(x) denotes the complex conjugate of φ(x) and δ denotes the Dirac sequence such that δ0 = 1 and δk = 0 for all
k = 0. If φ is an orthonormal reﬁnable function with dilation 4 and mask aˆ, then it is well known that aˆ must be an
orthogonal mask with dilation 4, that is,∣∣aˆ(ξ)∣∣2 + ∣∣aˆ(ξ + π/2)∣∣2 + ∣∣aˆ(ξ + π)∣∣2 + ∣∣aˆ(ξ + 3π/2)∣∣2 = 1, ξ ∈ R. (1.2)
For a smooth function f , we denote by f ( j) the jth derivative of f . For a compactly supported function f : R → C, we
say that f has m vanishing moments if fˆ ( j)(0) = 0 for all j = 0,1, . . . ,m − 1. The notion of vanishing moments plays an
important role in wavelet analysis.
For each positive integer m, we deﬁne Pm to be the unique polynomial of degree m − 1 such that
Pm(x) :=
[
(1− x)(1− 2x)2]−m + O (xm), x → 0. (1.3)
That is, Pm is the (m − 1)th-degree Taylor polynomial of the function [(1− x)(1− 2x)2]−m at x = 0.
For a 2π -periodic trigonometric polynomial Q (ξ) =∑nk=m qke−ikξ with all qk ∈ C and qmqn = 0, throughout the paper,
we denote the coeﬃcient support of Q by coeffsupp(Q ) = [m,n].
Now we state the main result of this paper.
Theorem 1. Let m be a positive odd integer and Pm be the polynomial of degree m − 1 in (1.3). Then Pm has no real zeros, more
precisely,
Pm(x) > 0 ∀x ∈ R. (1.4)
Let z1, z1, . . . , znm , znm ∈ C\R be all the complex zeros of Pm, where nm := (m − 1)/2. Then
Pm(x) =
∣∣ P˜m(x)∣∣2/∣∣ P˜m(0)∣∣2 with P˜m(x) := (x− z1) · · · (x− znm ), x ∈ R. (1.5)
Deﬁne a 2π -periodic trigonometric polynomial âm with complex coeﬃcients by
âm(ξ) := 4−meiξ(3m−1)/2(1+ e−iξ + e−2iξ + e−3iξ )m P˜m(sin2(ξ/2))/ P˜m(0). (1.6)
Then âm(−ξ) = eiξ âm(ξ) and coeffsupp(âm) = [1− 2m,2m]. Deﬁne
φ̂m(ξ) :=
∞∏
j=1
âm
(
4− jξ
)
, ξ ∈ R. (1.7)
Then φm is a compactly supported orthonormal reﬁnable function with dilation 4 and mask âm. Moreover, one can construct three
2π -periodic trigonometric polynomials b̂1 , b̂2 and b̂3 by Algorithm 1 in Section 2 such that
(i) coeffsupp(b̂1), coeffsupp(b̂2), and coeffsupp(b̂3) are all contained inside coeffsupp(âm).
(ii) b̂1 is symmetric and b̂2 , b̂3 are antisymmetric:
b̂1(−ξ) = eiξ b̂1(ξ), b̂2(−ξ) = −eiξ b̂2(ξ), b̂3(−ξ) = −eiξ b̂3(ξ). (1.8)
(iii) P [âm,b̂1,b̂2,b̂3] is a unitary matrix, that is, P [âm,b̂1,b̂2,b̂3](ξ)P [âm,b̂1,b̂2,b̂3](ξ)
T = I4 , where I4 denotes the 4× 4 identity matrix and
P [âm,b̂1,b̂2,b̂3](ξ) :=
⎡
⎢⎢⎣
âm(ξ) âm(ξ + π/2) âm(ξ + π) âm(ξ + 3π/2)
b̂1(ξ) b̂1(ξ +π/2) b̂1(ξ +π) b̂1(ξ + 3π/2)
b̂2(ξ) b̂2(ξ +π/2) b̂2(ξ +π) b̂2(ξ + 3π/2)
b̂3(ξ) b̂3(ξ +π/2) b̂3(ξ +π) b̂3(ξ + 3π/2)
⎤
⎥⎥⎦ . (1.9)
Deﬁne three wavelet functions ψm,1 , ψm,2 , and ψm,3 by
ψ̂m,1(4ξ) := b̂1(ξ)φ̂m(ξ), ψ̂m,2(4ξ) := b̂2(ξ)φ̂m(ξ), ψ̂m,3(4ξ) := b̂3(ξ)φ̂m(ξ). (1.10)
Then
(1) {2 jψm,1(4 j · −k), 2 jψm,2(4 j · −k), 2 jψm,3(4 j · −k): j,k ∈ Z} is an orthonormal basis of L2(R).
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(3) All the wavelet functions ψm,1 , ψm,2 , ψm,3 have m vanishing moments.
(4) All the functions φm, ψm,1 , ψm,2 , ψm,3 are supported inside [(1 − 2m)/3,2m/3], which is the shortest possible among all or-
thonormal wavelets with dilation 4 and m vanishing moments.
The main motivations for us to consider orthonormal complex wavelets with dilation 4 are as follows. Firstly, as we dis-
cussed before, it is a challenging task to construct compactly supported symmetric orthonormal real-valued wavelets with
a dilation factor greater than two such that these wavelets have high vanishing moments. By considering complex wavelets,
we provide a family of compactly supported symmetric orthonormal complex wavelets with dilation 4 such that these
wavelets have arbitrarily high vanishing moments and the shortest possible supports with respect to their orders of van-
ishing moments. On the one hand, only a few examples have been reported in [6,15,17] for symmetric dyadic orthonormal
complex wavelets and in [1,2,5,9,14,18] for symmetric orthonormal real-valued wavelets with dilation factors greater than
two. However, the existence of a family of compactly supported symmetric dyadic orthonormal complex wavelets with arbi-
trarily high vanishing moments has not been proved in [15,17]. On the other hand, though compactly supported symmetric
dyadic orthonormal complex wavelets with arbitrarily high vanishing moments have been recently obtained in [13], for a
given order of vanishing moments, the wavelets reported in [13] as well as the wavelets in [15,17] have a much longer sup-
port than that of the symmetric orthonormal complex wavelets constructed in this paper. Secondly, orthonormal wavelets
with a dilation factor greater than two are of interest in some applications such as image coding and texture segmentation
(see [3,18] and references therein). In comparison with dyadic wavelets, wavelets with other dilation factors offer different
ways of frequency partition which are of interest in some applications [3]. More precisely, for a wavelet with a dilation
factor M  2, as discussed in [1–3,5,9,14,18], one has one subband for the low frequency part and M − 1 subbands for the
high frequency part such that each band reﬂects different frequency and directional features of the data. Fore more detail
on applications of wavelets with a dilation factor other than two, see [3,18] and references therein. Thirdly, for applications
of wavelets with a general dilation factor M , except the well-known dyadic case M = 2, probably M = 4 is the most popular
and natural choice, since 4 is the smallest integer that is greater than two and is also a power of two. The preference for a
dilation factor being a power of two in applications is largely due to the convenience of data structure and programming.
Finally, as pointed out in [13], there are interesting connections between symmetric orthonormal complex wavelets and
symmetric tight wavelet frames. Let ψ1, ψ2, ψ3 be complex-valued functions with symmetry. Let ψ1,r and ψ1,i denote the
real and imaginary parts of ψ1, respectively. If{
2 jψ1
(
4 j · −k),2 jψ2(4 j · −k),2 jψ3(4 j · −k): j,k ∈ Z}
is an orthonormal basis in L2(R), then we see that{
2 jψ1,r
(
4 j · −k),2 jψ1,i(4 j · −k),2 jψ2,r(4 j · −k),2 jψ2,i(4 j · −k),2 jψ3,r(4 j · −k),2 jψ3,i(4 j · −k): j,k ∈ Z}
is a tight wavelet frame in L2(R) such that all the generators ψ1,r, ψ1,i , ψ2,r, ψ2,i , ψ3,r, ψ3,i are real-valued and have
symmetry. For more detail on tight wavelet frames, see [4,8].
We say that aˆ has the sum rules of order m if aˆ(ξ) contains the factor (1+ e−iξ + e−2iξ + e−3iξ )m . The order of sum rules
for a low-pass mask is closely related to the order of vanishing moments for wavelets. There are two main contributions
of this paper. First of all, for the dilation factor 4, we construct a family of compactly supported symmetric orthonormal
complex reﬁnable functions, whose masks have arbitrarily high orders of sum rules and the shortest coeﬃcient supports
with respect to their orders of sum rules. Secondly, we propose an explicit algorithm to derive the three high-pass wavelet
masks b̂1, b̂2, b̂3 with symmetry from a given low-pass mask aˆ with symmetry in Section 2. Of course, it is of interest
in both theory and application to have a family of compactly supported symmetric orthonormal complex wavelets with
arbitrarily high orders of vanishing moments for any general dilation factor M . To do so, we have to construct a family
of compactly supported symmetric orthonormal complex reﬁnable functions with dilation M , whose masks have arbitrarily
high orders of sum rules, and to generalize the matrix extension problem with symmetry in Section 2 from 4× 4 matrices
to any M × M matrices. These two questions are already highly nontrivial even for the particular case of M = 4 and we are
currently working on extending the results in this paper to a general dilation factor.
The structure of the paper is as follows. In Section 2, we shall propose an algorithm to construct the high-pass wavelet
masks b̂1, b̂2 and b̂3 in Theorem 1 from the low-pass mask âm . In Section 3 we shall present several examples of orthonor-
mal complex wavelets with dilation 4 and symmetry to illustrate the main results of this paper. We shall prove Theorem 1
in Section 4.
2. An algorithm for constructing high-pass wavelet masks
In this section, in order to obtain the wavelet masks b̂1, b̂2, b̂3 in Theorem 1, we shall propose an algorithm to construct
high-pass wavelet masks with symmetry from a given symmetric low-pass mask with complex coeﬃcients.
Throughout the paper, we shall use 	(c), 
(c), and c to denote the real part, the imaginary part, and the complex
conjugate of a complex number c ∈ C.
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min{N ∈ Z: ak = 0 for all k > N}.
In order to state the algorithm for deriving high-pass wavelet masks from low-pass masks, we need the following result.
Lemma 2. Let A(ξ) := [A1(ξ), A2(ξ), A3(ξ), A4(ξ)]T be a column vector of 2π -periodic trigonometric polynomials with complex
coeﬃcients such that A satisﬁes
A1(−ξ) = A1(ξ), A2(−ξ) = A2(ξ), A3(−ξ) = −A3(ξ), A4(−ξ) = −A4(ξ) (2.1)
and ∣∣A1(ξ)∣∣2 + ∣∣A2(ξ)∣∣2 + ∣∣A3(ξ)∣∣2 + ∣∣A4(ξ)∣∣2 = 1 ∀ξ ∈ R. (2.2)
Denote deg(A) := max(deg(A1),deg(A2),deg(A3),deg(A4)). If deg(A) > 0, then by (2.1) we can write
A(ξ) =
⎡
⎢⎣
f1
f2
−g1
−g2
⎤
⎥⎦ eikξ +
⎡
⎢⎣
f3
f4
−g3
−g4
⎤
⎥⎦ ei(k−1)ξ + · · · +
⎡
⎢⎣
f3
f4
g3
g4
⎤
⎥⎦ e−i(k−1)ξ +
⎡
⎢⎣
f1
f2
g1
g2
⎤
⎥⎦ e−ikξ , (2.3)
where k = deg(A) and f1 , f2 , f3 , f4 , g1 , g2 , g3 , g4 are some complex numbers (when deg(A) = 1, we replace f3 , f4 , g3 , g4 in (2.3)
by f3/2, f4/2,0,0, respectively). Now we deﬁne
B(ξ) := [B1(ξ), B2(ξ), B3(ξ), B4(ξ)]T := U A(ξ)A(ξ), (2.4)
where
U A(ξ) :=
⎡
⎢⎢⎢⎢⎣
c0 f1(cos ξ − i hc ) c0 f2(cos ξ − i hc ) ic0g1 sin ξ ic0g2 sin ξ
−
√
2
c f2
√
2
c f1 0 0
0 0
√
2
c g2 −
√
2
c g1
ic0 f1 sin ξ ic0 f2 sin ξ c0g1(cos ξ + i hc ) c0g2(cos ξ + i hc )
⎤
⎥⎥⎥⎥⎦ (2.5)
with
c := | f1|2 + | f2|2 + |g1|2 + |g2|2, h := 
( f1 f3 + f2 f4 − g1g3 − g2g4),
c0 :=
√
2c
c2 + h2 . (2.6)
Then (2.1) and (2.2) hold with A being replaced by B, deg(B) < deg(A), and U A(ξ)U A(ξ)T = I4 .
Proof. By calculation, it follows from the deﬁnition of the vector B(ξ) in (2.4) that we have
B1(ξ) := c0
((
f1A1(ξ) + f2A2(ξ)
)(
cos ξ − ih
c
)
+ i(g1A3(ξ) + g2A4(ξ)) sin ξ),
B2(ξ) :=
√
2/c
(
f1A2(ξ) − f2A1(ξ)
)
,
B3(ξ) :=
√
2/c
(
g2A3(ξ) − g1A4(ξ)
)
,
B4(ξ) := c0
(
i
(
f1A1(ξ) + f2A2(ξ)
)
sin ξ + (g1A3(ξ) + g2A4(ξ))(cos ξ + ih
c
))
. (2.7)
By (2.1), now it is straightforward to see that B1(−ξ) = B1(ξ), B2(−ξ) = B2(ξ), B3(−ξ) = −B3(ξ) and B4(−ξ) = −B4(ξ).
By (2.3) and (2.7), it is easy to see that deg(B2) < k, deg(B3) < k, and the leading degrees of B1 and B4 are no greater
than k + 1. By a direct calculation, it follows from (2.3) and (2.7) that
B1(ξ) = c1ei(k+1)ξ + c2eikξ + · · · + c2e−ikξ + c1e−i(k+1)ξ ,
B4(ξ) = −c3ei(k+1)ξ − c4eikξ + · · · + c4e−ikξ + c3e−i(k+1)ξ ,
where
c1 := c0
(| f1|2 + | f2|2 − |g1|2 − |g2|2)/2,
c2 := c0
(
( f1 f3 + f2 f4 − g1g3 − g2g4) − i2
(| f1|2 + | f2|2)h/c)/2,
c3 := c0
(|g1|2 + |g2|2 − | f1|2 − | f2|2)/2,
c4 := c0
(
(g1g3 + g2g4 − f1 f3 − f2 f4) + i2
(|g1|2 + |g2|2)h/c)/2.
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that c1 = c2 = c3 = c4 = 0. From (2.2), we observe that
| f1|2 + | f2|2 = |g1|2 + |g2|2 and 	( f1 f3 + f2 f4) = 	(g1g3 + g2g4). (2.8)
It follows directly from the ﬁrst identity in (2.8) that c1 = c3 = 0. By the second identity in (2.8), we deduce that 	(c2) =
	(c4) = 0. To show that c2 = c4 = 0, now it suﬃces to show that

( f1 f3 + f2 f4 − g1g3 − g2g4) = 2
(| f1|2 + | f2|2)h/c = 2(|g1|2 + |g2|2)h/c.
But the above identity is obviously true by the deﬁnition of h and c in (2.6). Consequently, we veriﬁed that deg(B) < deg(A).
Now we prove U A(ξ)U A(ξ) T = I4. By a direct calculation, we have
U A(ξ)U A(ξ)
T =
⎡
⎢⎣
U1,1 0 0 U1,4
0 2(| f1|2 + | f2|2)/c 0 0
0 0 2(|g1|2 + |g2|2)/c 0
U4,1 0 0 U4,4
⎤
⎥⎦
with
U1,1 := c20
((| f1|2 + | f2|2)(cos2 ξ + h2/c2)+ (|g1|2 + |g2|2) sin2 ξ),
U1,4 := ic20
(|g1|2 + |g2|2 − | f1|2 − | f2|2)(cos ξ − ih/c) sin ξ,
U4,1 := ic20
((| f1|2 + | f2|2 − |g1|2 − |g2|2)(cos ξ + ih/c) sin ξ),
U4,4 := c20
((| f1|2 + | f2|2) sin2 ξ + (|g1|2 + |g2|2)(cos2 ξ + h2/c2)).
Note that by (2.8), we have | f1|2+| f2|2 = c/2 = |g1|2+|g2|2. Now U A(ξ)U A(ξ) T = I4 can be easily checked by the deﬁnition
of c0, c, h in (2.6). Consequently, we conclude that B(ξ) T B(ξ) = A(ξ) T U A(ξ) T U A(ξ)A(ξ) = A(ξ) T A(ξ) = 1, which completes
the proof. 
Now we state the algorithm for deriving high-pass wavelet masks b̂1, b̂2 and b̂3 from a given low-pass mask aˆ with
symmetry, which generalizes [9, Theorem 4.3] and [16]. Note that the low-pass mask âm deﬁned in (1.6) of Theorem 1
satisﬁes âm(−ξ) = eiξ âm(ξ).
Algorithm 1. Let aˆ(ξ) = ∑k∈Z ake−ikξ be a 2π -periodic trigonometric polynomial with complex coeﬃcients such that
aˆ(0) = 1, aˆ satisﬁes (1.2) and aˆ(−ξ) = eiξ aˆ(ξ) (that is, a1−k = ak for all k ∈ Z). Denote
A0(ξ) := √2[â0(ξ) + â0(−ξ), â2(ξ) + â2(−ξ), â0(ξ) − â0(−ξ), â2(ξ) − â2(−ξ)]T , (2.9)
where
â j(ξ) :=
∑
k∈Z
a j+4ke−ikξ , ξ ∈ R, j ∈ Z. (2.10)
Then A0 satisﬁes all the conditions in (2.1) and (2.2) with A being replaced by A0.
(1) Recursively apply Lemma 2 and deﬁne
A j(ξ) := U A j−1 (ξ)U A j−2 (ξ) · · ·U A1 (ξ)U A0 (ξ)A0(ξ) (2.11)
until deg(A j) = 0 for some nonnegative integer j  deg(A0), where all U A0 , . . . ,U A j−1 are given in Lemma 2.
(2) By deg(A j) = 0, it follows from (2.1) and (2.2) that A j = [h1,h2,0,0]T for some complex numbers h1,h2 ∈ C such that
|h1|2 + |h2|2 = 1. Deﬁne a matrix U (ξ) by
U (ξ) := U A0 (ξ)T · · ·U A j−1 (ξ)T
⎡
⎢⎣
h1 −h2 0 0
h2 h1 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎦ . (2.12)
(3) Obtain the high-pass wavelet masks b̂1, b̂2 and b̂3 by
b̂−1(ξ) :=
√
2
4
((
1+ e−iξ )U1,(4ξ) + (eiξ + e−i2ξ )U2,(4ξ) + (1− e−iξ )U3,(4ξ) + (e−i2ξ − eiξ )U4,(4ξ)),
 = 1,2,3,4, (2.13)
where U j,k(ξ) denotes the ( j,k)-entry of the 4× 4 matrix U (ξ).
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Proof. Since aˆ(−ξ) = eiξ aˆ(ξ), by the deﬁnition of â j in (2.10), we have
â1(ξ) = â0(−ξ) and â−1(ξ) = â2(−ξ), ξ ∈ R.
Now by (1.2), we see that (2.2) holds with A being replaced by A0. It is evident that (2.1) holds with A being replaced
by A0.
By Lemma 2, we have U (ξ)U (ξ)T = I4 and it is not diﬃcult to deduce that the symmetry pattern of U (ξ) is the same as
U A(ξ)T in (2.5). More precisely, we have
U j,k(−ξ) =
{
U j,k(ξ), j,k ∈ {1,2} or j,k ∈ {3,4},
−U j,k(ξ), otherwise.
Now the symmetry of b̂1, b̂2 and b̂3 in (1.8) can be checked easily using (2.13). So, Item (ii) is true. Note that b̂0 in (2.13) is
just aˆ.
Since U (ξ) is a unitary matrix, by (2.13), it follows from the standard (simple) argument in wavelet analysis that
P [aˆ,b̂1,b̂2,b̂3] in (1.9), with âm being replaced by aˆ, is a unitary matrix. Hence, Item (iii) holds. Item (i) is a direct conse-
quence of Lemma 2. 
For a given symmetric orthogonal low-pass mask aˆ in Algorithm 1, it is of interest to ask whether the three high-pass
masks b̂1, b̂2, b̂3 derived by Algorithm 1 are uniquely determined in some sense by the low-pass mask aˆ so that they have
the symmetry in (1.8) and P [aˆ,b̂1,b̂2,b̂3] deﬁned in (1.9) is unitary. Let
̂˜b1, ̂˜b2, ̂˜b3 be 2π -periodic trigonometric polynomials
such that they have the symmetry in (1.8) (with b being replaced by b˜) and P [aˆ, ̂˜b1, ̂˜b2, ̂˜b3] is unitary. Then by calculation, it is
not diﬃcult to see that
P [aˆ,b̂1,b̂2,b̂3](ξ)P [aˆ, ̂˜b1, ̂˜b2, ̂˜b3](ξ)T =
[
1 0
0 V (4ξ)
]
, (2.14)
where V := (V jk)1 j,k3 is a 3× 3 matrix of 2π -periodic trigonometric polynomials such that
V (ξ) T V (ξ) = I3 and V j,k(−ξ) =
{
V j,k(ξ), j,k ∈ {1} or j,k ∈ {2,3},
−V j,k(ξ), otherwise. (2.15)
It follows from (2.14) that we must have[̂˜b1(ξ), ̂˜b2(ξ), ̂˜b3(ξ)]= [b̂1(ξ), b̂2(ξ), b̂3(ξ)]V (4ξ). (2.16)
Conversely, it is straightforward to see that any ̂˜b1, ̂˜b2, ̂˜b3 given by (2.16) with V satisfying (2.15) must have the symmetry
in (1.8) (with b being replaced by b˜) and P [aˆ, ̂˜b1, ̂˜b2, ̂˜b3] is unitary. So, up to a multiplicative factor of a unitary matrix V in
(2.15), the high-pass masks b̂1, b̂2, b̂3 with symmetry are uniquely determined by the low-pass mask aˆ. However, the matrix
V in (2.15) is not necessarily a constant matrix and V in (2.15) becomes a constant unitary matrix if and only if (2.15) holds
and |V1,1(ξ)| = 1 for all ξ ∈ R. The freedom of a unitary matrix V in (2.15) may be of interest in some applications, since
it offers different choices for the three high-pass masks with symmetry to partition the high frequency part of a signal.
A similar result holds for the unitary matrix U in (2.12) by a similar argument. In general, as an intermediate step in the
matrix extension problem with symmetry, the matrix U A in (2.5) is not unique.
3. Some examples of symmetric orthonormal complex wavelets with dilation 4
In this section, using Theorem 1 and Algorithm 1, we present several examples of symmetric orthonormal complex
wavelets with dilation 4.
Before presenting some examples, let us recall a quantity ν2(aˆ,4) from [9–11]. Let aˆ be a 2π -periodic trigonometric
polynomial with aˆ(0) = 1. Write aˆ(ξ) = (1 + e−iξ + e−i2ξ + e−i3ξ )mQ (ξ) for some nonnegative integer m and some 2π -
periodic trigonometric polynomial Q with |Q (π/2)|2 + |Q (π)|2 + |Q (3π/2)|2 = 0. Write |Q (ξ)|2 =∑Kk=−K qke−ikξ , where
K is some nonnegative integer. Denote ρ(aˆ,4) the spectral radius of the square matrix (q4 j−k)−N j,kN , where N is the
largest integer satisfying N  K/3. Deﬁne ν2(aˆ,4) := −1/2 − log4
√
ρ(aˆ,4) (see [9, Theorem 2.1], [10, p. 61], or [11,12]).
A similar quantity νp(aˆ,4) for Lp norm can also be deﬁned for 1 p ∞ [10,11]. The quantity ν2(aˆ,4) plays an important
role in wavelet analysis and can be computed by [11, Algorithm 2.1] using symmetry of aˆ. Deﬁne φˆ(ξ) :=∏∞j=1 aˆ(4− jξ).
Then φ is an orthonormal reﬁnable function with dilation 4 and mask aˆ, if and only if, (1.2) holds and ν2(aˆ,4) > 0, which
in addition imply that ν2(φ) = ν2(aˆ,4), where ν2(φ) := sup{ν ∈ R:
∫
R
|φˆ(ξ)|2(1+ ξ2)ν dξ < ∞}. See [9–12] for more details
on the quantity ν2(aˆ,4) and its applications in wavelet analysis and subdivision schemes.
428 B. Han, H. Ji / Appl. Comput. Harmon. Anal. 26 (2009) 422–431Fig. 1. The graphs of the orthonormal reﬁnable function φ3 and its associated three orthonormal wavelets ψ3,1, ψ3,2, ψ3,3 in Example 1. All functions are
supported inside [−5/3,2] and ν2(φ3) ≈ 1.049775.
Example 1. Let m = 3. Then P3(x) = 1 + 15x + 126x2 and P˜3(x) = x + (5 − i
√
31)/84. By Theorem 1 and Algorithm 1, we
have
â3(ξ) = e
i4ξ
512
(
1+ e−iξ + e−i2ξ + e−i3ξ )3[(38+ i6√31) − (15+ i3√31)(eiξ + e−iξ )]
and
b̂1(ξ) = (e
−iξ − 1)3
512
√
19
(
1− ei2ξ )[8(9√31− i23) + 3(11√31− i39)(e−iξ + eiξ )
+ 4(3√31− i13)(e−i2ξ + ei2ξ )+ 3(√31− i5)(e−i3ξ + ei3ξ )],
b̂2(ξ) = eiξ (e
−iξ − 1)3
2
√
5
,
b̂3(ξ) = eiξ (e
−iξ − 1)3
128
√
95
[
(366
√
31− i710) + 60(5√31− i11)(e−iξ + eiξ )+ 30(5√31− i17)(e−i2ξ + ei2ξ )
+ 20(3√31− i13)(e−i3ξ + ei3ξ )+ 15(√31− i5)(e−i4ξ + ei4ξ )].
By calculation, ν2(â3,4) = 3 − log16 223 ≈ 1.049775. In fact, by [9, Corollary 2.2], we have ν∞(â3,4) = 5/4 − log16 5 ≈
0.669517 (see [9,10]) and φ3 ∈ C0.669517(R). See Fig. 1 for the graphs of φ3, ψ3,1, ψ3,2, and ψ3,3.
Example 2. Let m = 5. Then P5(x) = 1+ 25 x+ 335 x2 + 3195 x3 + 24310 x4 and
P˜5(x) = (x+ 0.0026211587− i0.0890367698)(x+ 0.0630925393+ i0.0346950961).
By Theorem 1 and Algorithm 1, we have
â5(ξ) =
0∑
a5k
(
e−ikξ + ei(k−1)ξ ), b̂1(ξ) = 0∑ b1k(e−ikξ + ei(k−1)ξ ),k=−9 k=−9
B. Han, H. Ji / Appl. Comput. Harmon. Anal. 26 (2009) 422–431 429Fig. 2. The graphs of the orthonormal reﬁnable function φ5 and its associated three orthonormal wavelets ψ5,1, ψ5,2, ψ5,3 in Example 2. All functions are
supported inside [−3,10/3] and ν2(φ5) ≈ 1.274852.
b̂2(ξ) =
0∑
k=−9
b2k
(
e−ikξ − ei(k−1)ξ ), b̂3(ξ) = 0∑
k=−9
b3k
(
e−ikξ − ei(k−1)ξ ),
where (a5) := [a5−9,a5−8, . . . ,a50]T and (b) := [b−9, . . . ,b0]T ,  = 1,2,3, are given by
(
a5
)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.00482893
0.00177718
−0.00334978
−0.0085988
−0.0351849
−0.0156536
0.0258503
0.0854206
0.203534
0.241376
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ i
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.0082002
−0.00709438
−0.00488276
−0.00156533
0.0438589
0.0438589
0.0394356
0.0305892
−0.0646825
−0.0713174
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(
b1
)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.000822313
0.000839913
0.000822842
0.00066656
−0.0108083
−0.0106888
−0.0100922
−0.00899899
0.252284
−0.214848
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ i
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.00107537
0.000613957
−0.00018015
−0.00104953
−0.0099828
−0.00511836
0.00440185
0.0165285
0.0815194
−0.0878082
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(
b2
)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0.00127564
0.00110362
0.000759572
0.000243505
−0.11512
0.314861
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ i
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0.000751198
0.000276461
−0.000521098
−0.00133765
−0.0356261
0.106463
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(
b3
)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.0828275
0.00716581
0.00493192
0.00158109
−0.0534214
−0.0480541
−0.0345348
−0.0162297
0.287684
0.106239
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ i
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.00487755
0.00179507
−0.0033835
−0.00868537
−0.0218765
−0.00375728
0.034852
0.0898156
−0.113319
−0.0381561
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By calculation, ν2(â5,4) ≈ 1.274852. See Fig. 2 for the graphs of φ5, ψ5,1, ψ5,2, and ψ5,3.
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The quantities ν2(âm,4) for odd integers m = 3, . . . ,25, where the low-pass masks âm are deﬁned in (1.6).
m 3 5 7 9 11 13 15 17 19 21 23 25
ν2(âm,4) 1.050 1.275 1.440 1.584 1.713 1.833 1.945 2.052 2.155 2.254 2.349 2.442
See Table 1 for the quantities ν2(âm,4) for odd integers m = 3, . . . ,25.
4. Proof of Theorem 1
First, we prove (1.4). By the deﬁnition of Pm in (1.3), it is evident that Pm(0) = 1 and all the coeﬃcients of Pm are
nonnegative. Therefore, it is straightforward to see that Pm(x) 1 for all x 0. To prove (1.4), we have to show Pm(x) > 0
for all x< 0, which is the major part of this proof. Denote
A(ξ) := cos2m(ξ/2) cos2m(ξ)Pm
(
sin2(ξ/2)
)
(4.1)
and
H(ξ) := A(ξ/4) + A(ξ/4+ π/2) + A(ξ/4+ π) + A(ξ/4+ 3π/2). (4.2)
By (1.3), both A and H are 2π -periodic trigonometric polynomials such that
A(−ξ) = A(ξ), H(−ξ) = H(ξ), deg(A) < 4m, deg(H) <m. (4.3)
By the deﬁnition of A in (4.1) and H in (4.2), it follows from (1.3) that
H(ξ) = A(ξ/4) + O (|ξ |2m)
= (1− sin2(ξ/8))m(1− 2sin2(ξ/8))2mPm(sin2(ξ/8))+ O (|ξ |2m)
= 1+ O (|ξ |2m), ξ → 0.
That is, [H − 1]( j)(0) = 0 for all j = 0, . . . ,2m − 1. Since H(−ξ) = H(ξ) and deg(H) <m, from the above relation, we must
have H(ξ) ≡ 1. That is, we have
A(ξ) + A(ξ + π/2) + A(ξ + π) + A(ξ + 3π/2) = 1. (4.4)
Note that there is a unique polynomial Q with real coeﬃcients and deg(Q ) <m such that
Q
(
sin2(ξ)
)= cos2m(ξ/2)Pm(sin2(ξ/2))+ sin2m(ξ/2)Pm(cos2(ξ/2)).
By sin2(ξ) = 4sin2(ξ/2)(1− sin2(ξ/2)), the above identity can be rewritten as
Q
(
4y(1− y))= (1− y)mPm(y) + ymPm(1− y) with y := sin2(ξ/2). (4.5)
Consequently, by the deﬁnition of Q , we have
A(ξ) + A(ξ + π) = cos2m(ξ)Q (sin2(ξ))= (1− 2y)2mQ (4y(1− y))
and
A(ξ + π/2) + A(ξ + 3π/2) = sin2m(ξ)Q (cos2(ξ))= (4y(1− y))mQ ((1− 2y)2).
Now by (4.4) and the above two identities, we conclude that
(1− 2y)2mQ (4y(1− y))+ (4y(1− y))mQ ((1− 2y)2)= 1 ∀0 y  1. (4.6)
Taking y = (1− √x)/2 with 0 x 1 in (4.6), we get
xmQ (1− x) + (1− x)mQ (x) = 1 ∀0 x 1. (4.7)
From the above identity, now it is straightforward to see that
Q (x) = (1− x)−m + O (xm), x → 0.
Since deg(Q ) <m, the above relation implies that Q must be the (m− 1)th-degree Taylor polynomial of (1− x)−m at x = 0.
So, Q (x) =∑m−1j=0 (m+ jj )x j and all the coeﬃcients of Q are nonnegative.
Now we are ready to prove Pm(x) > 0 for all x< 0. By (4.5) and (4.6), we have
(1− 2x)2m(1− x)mPm(x) = 1−
(
4x(1− x))mQ ((1− 2x)2)− (1− 2x)2mxmPm(1− x) ∀x ∈ R. (4.8)
Since all the coeﬃcients of Pm and Q are nonnegative, noting that m is an odd integer, we have(
4x(1− x))m < 0, Q ((1− 2x)2) 0, xm < 0, (1− 2x)2mPm(1− x) 0, ∀x< 0.
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(1− 2x)2m(1− x)mPm(x) 1, ∀x< 0.
That is, we must have Pm(x) > 0 for all x < 0. Hence, (1.4) is veriﬁed. Now by the deﬁnition of P˜m and Pm(0) = 1, it is
straightforward to see that Pm(x) = | P˜ (x)|2/| P˜m(0)|2 for all x ∈ R.
Next we prove that âm is an orthogonal mask. By (1.6) and
Pm
(
sin2(ξ/2)
)= ∣∣ P˜(sin2(ξ/2))∣∣2/∣∣ P˜ (0)∣∣2,
we have∣∣âm(ξ)∣∣2 = cos2m(ξ/2) cos2m(ξ)Pm(sin2(ξ/2))= A(ξ).
Now by (4.4), we see that âm is an orthogonal mask with dilation 4.
Since Pm(sin
2(ξ/2)) > 0 for all ξ ∈ R, it is easy to see that φ̂m(ξ) = 0 if and only if ξ ∈ 2πZ\{0}. Now it is a standard
argument in wavelet analysis to check that φm ∈ L2(R) is an orthonormal reﬁnable function with dilation 4 and mask âm .
Note that âm(−ξ) = eiξ âm(ξ). By Algorithm 1, there exist 2π -periodic trigonometric polynomials b̂1, b̂2 and b̂3 such that
items (i), (ii) and (iii) of Theorem 1 hold. Now it is easy to verify that item (2) holds. By the standard argument in wavelet
analysis, item (1) is true and all ψm,1, ψm,2, ψm,3 have m vanishing moments. So, items (1) and (3) hold.
By a similar result as in [9, Lemmas 4.1 and 4.2], it follows from âm(−ξ) = eiξ âm(ξ) and (1.8) that item (2) holds.
To complete the proof, we prove item (4). Suppose that we have a compactly supported orthonormal wavelet, with m
vanishing moments, which is derived from a compactly supported orthonormal reﬁnable function φ with dilation 4 and
mask aˆ. Then we must have aˆ(ξ) = 4−m(1 + e−iξ + e−2iξ + e−3iξ )mB(ξ) for some 2π -periodic trigonometric polynomial B .
Deﬁne A(ξ) = |aˆ(ξ)|2. Then A(ξ) = cos2m(ξ/2) cos2m(ξ)P (sin2(ξ/2)), where P is a polynomial determined by P (sin2(ξ/2)) =
|B(ξ)|2. Since aˆ is an orthogonal mask, (4.4) must hold. Consequently, using x = sin2(ξ/2), we deduce from (4.4) that
[(1− x)(1− 2x)2]mP (x) = 1+ O (|ξ |m) as x → 0. Hence
P (x) = [(1− x)(1− 2x)2]−m + O (xm)= Pm(x) + O (xm)
as x → 0. This implies that deg(P )  deg(Pm). Hence, the support of âm is the shortest among all such possible masks aˆ.
By (1.6), we observe that coeffsupp(âm) = [1− 2m,2m]. Therefore, the support of φm is contained inside [(1− 2m)/3,2m/3]
(see [9]). By Algorithm 1, we also have coeffsupp(b̂) ⊆ coeffsupp(âm) for all  = 1,2,3. So, item (4) holds. This completes
the proof. 
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