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Introduction
La richesse de la dynamique non linéaire d’une plaque mince peut être appréhendée
facilement en considérant le son d’une cymbale ou d’un gong [102]. Nous avons déjà
tous entendu ces sons et savons qu’ils couvrent un grand intervalle de fréquences sans
qu’une note précise ne puisse être identifiée. De même, les bruiteurs au théâtre ont
pendant longtemps reproduit le son du tonnerre en secouant une grande plaque mince.
Dans ce cas, l’ordre de grandeur de la fréquence initialement produite par l’opérateur
ne dépasse pas quelques Hertz alors qu’un bruit de foudre convaincant contient des
fréquences bien plus hautes. Si l’application musicale a ici été mise en avant pour
introduire le comportement non linéaire d’une plaque, l’intérêt de son étude peut
aussi être compris en remarquant que la plaque est souvent l’élément de référence
pour décrire la dynamique d’un système mécanique complexe.
Tant que l’on reste dans le domaine de comportement élastique du matériau, la
non-linéarité d’une plaque sujette à de grandes amplitudes de vibrations est d’origine
géométrique et dépend alors uniquement du rapport entre l’amplitude de la vibration
et l’épaisseur de la plaque. Plus une plaque est mince et plus elle présentera facilement
un comportement non linéaire. Techniquement, celui-ci se traduit, pour un effort de
flexion, par un couplage entre ce dernier et les forces de membrane agissant dans le
plan de la plaque. Ce couplage est décrit par les équations de Föppl-von Kármán
qui représentent une extension non linéaire aux équations linéaires de plaques de
Kirchhoff-Love [2, 34, 97, 106]. En termes du déplacement transverse, la non-linéarité
de ce jeu d’équations est d’ordre trois, ce qui se traduit en termes d’ondes par des
résonances à quatre ondes : sous l’effet de la non-linéarité une onde peut produire trois
nouvelles ondes, ou deux ondes vont engendrer deux autres ondes. Considérons alors
une expérience où une plaque est sollicitée sur un de ses modes avec un forçage d’am-
plitude croissante [101, 103] : au départ, la plaque répond de façon linéaire en vibrant
selon un seul mode correspondant à la fréquence du forçage ; quand l’amplitude du
forçage devient de l’ordre de l’épaisseur, le terme non linéaire n’est plus négligeable et
des résonances modales apparaissent de telle sorte que la plaque vibre selon un régime
de modes couplés. Plus le forçage augmente et plus ce dernier régime couvre un grand
intervalle de fréquences : un spectre large bande peut alors être observé.
Bien que ce dernier régime ait parfois été qualifié de chaotique, les outils de la
théorie du chaos [5] se heurtent dans le cas d’une plaque mince à son grand nombre
de degrés de liberté. Le point de vue de la turbulence semble par contre adapté
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pour décrire la répartition de l’énergie sur l’ensemble des modes de la plaque. En
effet, l’établissement décrit ci-dessus d’un spectre large bande trouve des résonances
notables avec la turbulence hydrodynamique [35, 56] : si un mouvement fluide est
engendré par un forçage suffisamment fort, alors il devient instable en produisant une
cascade de tourbillons de plus en plus petits jusqu’à ce que la viscosité soit capable
de dissiper l’énergie transférée. Il en résulte un spectre large bande présentant une
gamme inertielle, ou cascade turbulente, séparant l’injection de la dissipation. Dans
ce contexte, un point de vue statistique est alors privilégié.
La première trace d’une telle approche pour un système d’ondes est attribuée à
Peierls en 1929 [81] dans sa recherche d’une théorie cinétique permettant de décrire
le comportement de phonons dans un cristal non-harmonique [71]. Les années 1960
ont permis alors, dans le cadre de la physique des plasmas [105, 117] et de celle des
vagues [4, 41, 114], de formaliser ces outils sous la forme d’une théorie dite de tur-
bulence d’ondes. Cette dernière dispose par rapport à la turbulence hydrodynamique
d’une fermeture naturelle des équations qui permet le calcul analytique des deux so-
lutions stationnaires :
– Le spectre d’équilibre de Rayleigh-Jeans, qui décrit l’équipartition de l’énergie.
– Le spectre de Kolmogorov-Zakharov, qui fut calculé pour la première fois par
Zakharov [111], et nommé de cette façon par analogie avec la cascade de Kol-
mogorov en turbulence hydrodynamique. Cette solution hors équilibre décrit le
transfert d’un flux d’énergie constant le long d’une gamme inertielle séparant les
grandes échelles où l’énergie est injectée des petites échelles où elle est dissipée.
L’ensemble de la démarche calculatoire permettant de passer de l’équation des ondes
du problème considéré aux solutions analytiques a été réunie par Zakharov [115]. Elle
peut alors être appliquée à un système quelconque sous certaines hypothèses telles
que la dispersivité du milieu, sa taille infinie, une faible non-linéarité, la séparation
entre le temps associé à la période des ondes et celui caractérisant les transferts non
linéaires d’énergie. De plus, l’existence de la fenêtre de transparence suppose que la
dynamique est hamiltonienne, ce qui est primordial pour entreprendre l’ensemble des
calculs nécessaires.
La théorie de turbulence d’ondes a alors été appliquée à des cas aussi variés
que les ondes acoustiques [75], l’optique non linéaire [28], la condensation de Bose-
Einstein [73] ou la magnéto-hydro-dynamique [8]. Cependant, seul le cas des ondes
capillaires présentes à l’interface entre deux fluides a montré une comparaison convain-
cante entre prédictions théoriques et spectres mesurés [29, 30].
L’application de la théorie de turbulence d’ondes aux plaques minces en vibra-
tion a été réalisée par Düring et al. [26, 27]. Les plaques minces offrant un milieu
dispersif où la dynamique est uniquement gouvernée par la propagation d’ondes in-
teragissant de façon faiblement non linéaire, elles peuvent même être vues comme un
cadre turbulent idéal. Par l’écriture de l’équation cinétique régissant l’évolution du
spectre d’onde au cours du temps les deux solutions analytiques classiques peuvent
être déterminées. Cependant, le calcul du spectre de Kolmogorov-Zakharov nécessite
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l’emploi d’une méthode perturbative suite à une dégénérescence de l’équation ciné-
tique, la solution hors équilibre étant très proche de la solution d’équilibre. Il vient
que le spectre de Kolmogorov-Zakharov prend dans le cas des plaques la forme d’un
spectre quasiment plat jusqu’à ce qu’une correction logarithmique entraîne la coupure
du spectre. Cette correction logarithmique introduit une fréquence caractéristique, ou
fréquence de coupure, à partir de laquelle on considère que l’énergie est dissipée. En
raison du caractère cubique de la non-linéarité, il a également été montré qu’une fois
la solution hors équilibre écrite en fonction de la fréquence adimensionnée par la fré-
quence de coupure, l’amplitude spectrale évolue théoriquement comme la puissance
1/3 du flux fourni à la cascade.
En simulant numériquement les équations de Föppl-von Kármán dans le cadre
théorique de la turbulence d’ondes, c’est à dire pour un forçage aux basses fréquences
et une dissipation contenue aux hautes fréquences, les solutions calculées analytique-
ment ont bien été retrouvées [27]. Les études expérimentales opérées par Boudaoud et
al [7] et par Mordant [68] ont alors proposé, pour deux montages sensiblement diffé-
rents, une mesure de la pente des spectres et de la relation entre amplitude spectrale
et flux d’énergie. Ce dernier est caractérisé expérimentalement par la mesure de la
puissance injectée. Les conclusions tirées par ces deux études furent similaires : les
spectres de puissance de la vitesse présentent une loi de puissance de l’ordre de f−0.5,
et l’amplitude spectrale évolue comme la racine carrée de la puissance injectée. Ces
deux premiers résultats expérimentaux sont en désaccord évident avec les prédictions
théoriques.
Bien que la dynamique non linéaire d’une plaque mince présente un caractère tur-
bulent indéniable que seule la turbulence d’ondes est à même de décrire, cette dernière
semble donc considérer des hypothèses non vérifiées dans les conditions expérimen-
tales. Par une mesure de la relation de dispersion, il a alors été montré que les effets
de la taille finie de la plaque sont considérables tant que les non-linéarités sont trop
faibles pour que la relation de dispersion soit continue [19, 69]. Ce résultat permet de
délimiter un régime où la turbulence n’est pas assez développée pour être analysée à
l’aide des outils théoriques à disposition. La thèse réalisée par Benjamin Miquel [63]
de 2010 à 2013 a également fourni d’importants éléments dans la compréhension du
régime turbulent expérimental :
– le régime turbulent d’une plaque mince est bien constitué d’une dynamique
d’ondes propagatives faiblement non linéaires [65],
– la séparation des échelles temporelles linéaires et non linéaires est dans la plupart
des cas respectée [65],
– le forçage introduit une anisotropie dans le spectre aux basses fréquences de
telle sorte que l’étude du régime de turbulence en déclin permet de trouver des
spectres plus proches des prédictions théoriques [66],
– pour des forçages trop importants, une dynamique de plis localisée aux basses
fréquences domine la dynamique d’ondes et l’état vibratoire de la plaque ne peut
plus être décrit à l’aide de la théorie de turbulence d’ondes [64].
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Aucune hypothèse ici considérée ne permet d’expliquer des différences aussi impor-
tantes que celles reportées entre théorie et expériences. Une hypothèse fondamentale
de la théorie de turbulence d’ondes doit alors être considérée : l’existence d’une gamme
inertielle. La question suivante est donc posée et guidera cette thèse : dans quelle me-
sure l’amortissement, présent à toutes les échelles dans une plaque, joue-t-il un rôle
dans la dynamique turbulente observée expérimentalement, et de quelle manière peut-
il être pris en compte dans la théorie de turbulence d’ondes ?
Le manuscrit s’articule de la façon suivante :
– Le premier chapitre donne une présentation succincte des éléments essentiels
à la compréhension des modèles vibratoires faiblement non linéaires de
plaques minces. À cette occasion, il est montré que la dissipation est présente
à toutes les échelles.
– Le chapitre 2 présente la théorie de la turbulence d’ondes et les études an-
térieures à cette thèse quant à l’application de cette théorie aux ondes de flexion.
– Le chapitre 3 contient les détails inhérents aux méthodes expérimentales
mises en œuvre pour mesurer l’amortissement et quantifier son effet sur le ré-
gime turbulent.
– Les résultats de cette étude sont alors décrits au chapitre 4 et complétés par
une étude numérique introduisant les lois d’amortissement réelles dans les simu-
lations numériques des équations de Föppl-von Kármán.
– Enfin, le chapitre 5 introduit unmodèle phénoménologique capable d’étendre
de façon simple les outils théoriques de la turbulence d’ondes à la dynamique
instationnaire d’un système turbulent ainsi qu’à la dynamique stationnaire en
l’absence de fenêtre de transparence.
Chapitre 1
Vibrations non linéaires de plaques
minces
Ce chapitre donne une présentation succincte des éléments essentiels à la
compréhension des modèles vibratoires faiblement non linéaires de plaques
minces. La concision sera préférée à l’exhaustivité.
La première section s’attache à introduire les équations de Föppl von-
Kármán qui décrivent, dans un cadre conservatif, le mouvement de
flexion d’une plaque mince élastique en régime de vibration faiblement
non linéaire. Pour ceci, la géométrie du système et le concept de non-
linéarité géométrique sont présentés dans le § 1.1.1. Le § 1.1.2 introduit
quant à lui formellement les équations de Föppl-von Kármán tout en
soulignant les nombreuses hypothèses nécessaires à leur établissement.
La seconde section se concentre sur les principaux mécanismes dissipatifs
agissant sur les vibrations d’une plaque élastique mince et métallique.
Ceux-ci peuvent être regroupés en deux catégories :
– les pertes internes, présentées au § 1.2.2, et causées soit par thermoé-
lasticité, soit par viscoélasticité.
– les pertes dues au couplage avec l’air sont présentées au § 1.2.3 quand
il y a génération d’ondes acoustiques et au § 1.2.4 quand l’interaction
prend la forme d’une force de friction exercée par le fluide.
Ces pertes sont quantifiées par des grandeurs définies au § 1.2.1 dans le
cadre d’un oscillateur à un degré de liberté, forcé, et amorti.
12 Vibrations non linéaires de plaques minces
1.1 Équations de Föppl-von Kármán
1.1.1 Notions d’élasticité appliquées aux plaques minces
Cadre, géométrie
Une plaque mince rectangulaire est un parallélépipède de dimensions Lx et Ly
dans les directions du plan de la plaque et d’épaisseur h dans la direction transverse
(voir Figure 1.1). La plaque étant mince, son épaisseur est bien plus petite que ses
autres dimensions, de telle sorte que
Lx, Ly >> h. (1.1)
Le matériau est supposé homogène et isotrope. Il possède alors comme constantes
intrinsèques une densité ρ, un module d’Young E, et un coefficient de Poisson ν.
Le module d’Young caractérise, lorsqu’un effort est appliqué, la déformation dans la
direction de la contrainte extérieure. Les dilatations dans les autres directions sont
déterminées par un facteur commun, le coefficient de Poisson [54].
Au repos, la plaque est un plan supposé élastique et identifié à sa surface moyenne
(voir Figure 1.1). Quand des forces lui sont appliquées, elles entraînent des déforma-
tions faisant passer la configuration plan initiale (ou configuration de référence) dans
une configuration déformée. Cette dernière est décrite d’un point de vue Lagrangien :
les coordonnées (cartésiennes) d’un point quelconque de la plaque dans la configura-
tion déformée sont exprimées comme fonctions des coordonnées de ce même point dans
la configuration de référence. Le déplacement horizontal d’un point de coordonnées
x et y au cours du temps t est caractérisé par son déplacement transverse ζ(x, y, t),
aussi appelé flèche.
Non-linéarités géométriques
Un système non linéaire, en opposition avec un système linéaire, peut être défini
par deux comportements typiques : sa réponse dépend de l’intensité du signal d’excita-
tion et le contenu fréquentiel de ce dernier est modifié. Le comportement non linéaire
géométrique d’une plaque mince vibrant avec des amplitudes grandes (de l’ordre de
grandeur de l’épaisseur) se caractérise par :
– une relation non linéaire entre déformations et déplacements,
– une loi de comportement pour le matériau qui reste élastique linéaire.
Pour un effort de flexion de faible amplitude, la courbure de la plaque comprime la
matière d’un côté et l’étire de l’autre : le profil de déformation est linéaire et représente
une dynamique de flexion pure. Quand l’effort de flexion devient plus important un
couplage avec les forces de membrane est mis en jeu : un étirement dans le plan comme
conséquence de la flexion apparaît. Cet effet non linéaire est un effet géométrique qui
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Figure 1.1 – Le système étudié est une plaque mince d’épaisseur h très petite devant
les dimensions Lx et Ly du plan moyen. Le déplacement d’un point de coordonnées
cartésiennes x et y est caractérisé par son déplacement transverse ζ par rapport à la
configuration de référence. Le modèle décrit par les équation de Föppl-von Kármán
considère de grands déplacements de type solide rigide avec une translation quelconque
et une rotation modérée. Les déformations doivent rester petites, et conformément à
l’hypothèse cinématique de Kirchhoff-Love, les sections droites initialement perpendi-
culaires au plan moyen restent perpendiculaires au cours de la transformation.
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dépend du rapport ζ/h : plus une plaque est mince et plus ce couplage apparaît
facilement.
Le mouvement d’une section transverse de la plaque en réaction à une sollicitation
(un effort) extérieur est alors une transformation se décomposant en un mouvement de
solide rigide (une translation quelconque et une rotation modérée) et une déformation,
qui elle doit rester petite (voir Figure 1.1). Ces hypothèses fixées, des mesures adaptées
de la déformation et de la contrainte doivent être définies afin de construire une loi
de comportement cohérente avec le cadre de l’étude.
Mesures de la déformation





∇u est le gradient du vecteur déplacement u d’un point M(x, y) appartenant à la
plaque, et ∇Tu est son transposé. La relation non linéaire entre la déformation et le
déplacement est représentée par le dernier terme du tenseur. Le tenseur de Green-
Lagrange peut être aussi décomposé en un tenseur des déformations planes  et un








γ˜ est alors tronqué selon la démarche entreprise par Théodore von-Kármán [106]
afin de ne garder dans les déformations planes que les termes non linéaires quadra-
tiques fonctions de ζ(x, y). Pour cela, deux hypothèses sont nécessaires :
– Le déplacement transverse est de l’ordre de grandeur de l’épaisseur :
ζ ' h. (1.4)
– Le déplacement longitudinal u est d’un ordre inférieur au déplacement trans-
verse,
||u|| ' ζ avec  = h
L
, (1.5)
où L est de l’ordre des dimensions de la plaque Lx et Ly.














(gradTu− z.gradTgradζ).(gradu− z.gradgradζ). (1.6b)
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La troncature proposée par Théodore von-Kármán consiste alors à supposer que les
termes de l’ordre d’4 sont négligeables, ce qui ne laisse plus que des termes dépendant
de ζ dans la partie non linéaire du tenseur des déformations planes. Cette hypothèse
est valable pour la prise en compte des effets non linéaires induits par des rotations
d’amplitude modérée, et si le matériau reste dans le domaine élastique.
Mesures des contraintes, loi de comportement
Les déformations engendrent des contraintes intérieures dans le matériau. Elles
traduisent la présence de forces internes s’exerçant entre les points matériels voisins
en réaction à la déformation, ces derniers cherchant à rétablir la configuration de ré-
férence. Pour mesurer ces contraintes, le tenseur de Piola-Kirchhoff pi est utilisé. Il
est énergétiquement conjugué au tenseur des déformations de Green-Lagrange pour








où trpi est la trace du tenseur pi et 1 la matrice identité. Cette loi de comportement
n’est en fait que l’écriture de la loi de Hooke pour les tenseurs de Piola-Kirchhoff et
de Green-Lagrange.
En rappelant qu’en notation indicielle piij représente la mesure de la force par unité
de surface exercée dans la direction i sur une surface orientée selon j, il vient
pixz = piyz = pizz = 0 en z = +− h
2
(1.8)
puisque l’air n’applique aucune contrainte sur la plaque. Sachant que pour une plaque
mince les contraintes dans la direction normale sont très faibles, l’hypothèse suivante
est invoquée afin de se restreindre à un problème d’élasticité bidimensionnelle [2] :






Pour finir, dans le formalisme des équations de Föppl von-Kármán, les contraintes
sont représentées par le potentiel d’Airy χ introduit par Föppl [34] :
pixx = ∂
2
yyχ piyy = ∂
2
xxχ pixy = ∂
2
xyχ. (1.10)
Cette définition est valable sous deux hypothèses importantes :
– L’inertie longitudinale associée aux déplacements dans le plan est négligée.
– Il est supposé qu’aucun effort extérieur longitudinal n’est appliqué.
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1.1.2 Équations de Föppl von-Kármán : établissement et dis-
cussion
Rappel des hypothèses
Avant de présenter les équations de Föppl von-Kármán, les différentes hypothèses
précédemment évoquées sont récapitulées. Celles-ci concernent le matériau, la trans-
formation, les déformations, les contraintes, et enfin la loi de comportement. Évoquer
ces hypothèses permet de discuter des enrichissements possibles des équations de
Föppl von-Kármán.
Concernant la plaque :
– Elle est constituée d’un matériau supposé homogène, isotrope, et possède comme
constantes intrinsèques une masse volumique ρ, un module d’Young E, et un
coefficient de Poisson ν. Les équations de Föppl von-Kármán peuvent être éten-
dues au cas d’une plaque anisotrope. Dans ce cas, l’opérateur bidimensionnel (le
crochet {., .} de l’équation (1.12)) possède une structure plus complexe [55].
– Elle est mince, c’est à dire que le rapport d’aspect , rapport de l’épaisseur h





Concernant la transformation de la configuration de référence à la confi-
guration déformée :
– Toute section normale au plan médian avant la déformation est animée d’un
mouvement de solide rigide : elle reste droite et normale au plan médian après
déformation, et ce sans variation de l’épaisseur. Par cette hypothèse, dite hypo-
thèse cinématique de Kirchhoff-Love, le cisaillement est négligé. Les équations
de Föppl von-Kármán sont en effet une extension de la théorie des plaques
de Kirchhoff-Love avec prise en compte des non-linéarités géométriques. Cette
classe de modèles s’oppose à la théorie des plaques de Reissner-Mindlin, où le
cisaillement est pris en compte.
– La rotation de tout segment de la plaque est supposée modérée. Formellement,
il faut que le sinus et le cosinus de l’angle de rotation (voir Figure 1.1) puissent
être linéarisés au premier ordre.
Concernant les déformations, les contraintes, et la loi de comportement :
– Les déplacements dans le plan sont d’un ordre inférieur au déplacement trans-
verse ζ, qui est lui de l’ordre de l’épaisseur. Cette hypothèse permet la troncature
du tenseur des déformations de Green-Lagrange γ de l’équation (1.2) et corro-
bore l’hypothèse précédente de rotations modérées.
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– Les contraintes sont supposées suffisamment faibles pour que le matériau reste
dans le domaine élastique et ne plastifie pas. Cette restriction se traduit par le
choix d’une loi de comportement linéaire (1.7).
– Les composantes dans la direction transverse du tenseur des contraintes de Piola-
Kirchhoff pi sont négligées devant les autres composantes (voir équation (1.9)).
Le problème est alors restreint à un problème d’élasticité bidimensionnelle.
– L’inertie longitudinale est négligée afin de pouvoir introduire le potentiel d’Airy
défini par rapport au tenseur des contraintes via les équations (1.10). Une for-
mulation complète des équations de Föppl-von Kármán avec prise en compte des
déplacements dans le plan et de l’inertie longitudinale est disponible [70, 88, 110].
Établissement des équations
À partir des mesures de contraintes et de déformations précédemment introduites,
de la relation non linéaire entre déformations et déplacements, et de la loi de com-
portement linéaire, les équations dites de Föppl von-Kármán peuvent être établies
de plusieurs manières qui ne seront pas détaillées ici. Le principe de moindre action
est utilisé à partir de formes appropriées de l’énergie cinétique et de l’énergie poten-
tielle dans [38, 70]. Dans [2], les équations de Föppl von-Kármán sont déterminées
comme étant des équations d’Euler-Lagrange pour l’énergie libre. La démarche entre-
prise dans [37, 97, 99] a recours quant à elle au principe des travaux virtuels. Une
preuve mathématique par développements asymptotiques selon un petit paramètre
lié à l’intensité des efforts extérieurs est finalement établie par [17]. Les équations de
Föppl von-Kármán apparaissent alors comme une première correction non linéaire à
l’équation linéaire de Kirchhoff-Love pour les plaques minces. Il est à remarquer que
dans la littérature mécanique, ce modèle est le plus souvent référencé sous le nom de
von-Kármán uniquement, l’hypothèse la plus importante se situant au niveau de la
troncature proposée par von-Kármán dans la relation entre déformations et déplace-
ments. Föppl a quant à lui le premier proposé l’utilisation d’une fonction d’Airy pour
condenser les déplacements longitudinaux [3, 34].
Le déplacement normal ζ d’une plaque mince est régi en tout point x et y du repère
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où {χ, ζ} = χ,xxζ,yy + χ,yyζ,xx − 2χ,xyζ,xy est l’opérateur de Monge-Ampère écrit en












Le jeu d’équations (1.12) est un système de deux équations non linéaires à deux
inconnues χ et ζ. L’équation (1.12b), parfois appelée équation de compatibilité, gou-
verne le mouvement longitudinal et permet de déterminer le potentiel d’Airy. L’équa-
tion (1.12a) gouverne le mouvement transversal et le terme proportionnel au bilapla-
cien du déplacement transverse représente la raideur linéaire en flexion. Le couplage
entre les forces de membrane et les forces de flexion est apporté par l’opérateur {., .}.
Le terme non linéaire dans l’équation d’évolution (1.12a) est un terme non linéaire
cubique en ζ.
L’opérateur bilaplacien de l’équation (1.12a) étant d’ordre 4, quatre conditions
aux limites doivent être associées aux équations de Föppl-von Kármán : une pour le
mouvement de flexion ζ, une pour la rotation des bords correspondant à la dérivée
dans la direction normale ζ,n, deux pour les déplacements dans le plan u = (u, v). Pour
la fonction d’Airy χ, la physique impose des conditions sur ζ et u qui doivent être
retranscrites en conditons aux limites pour χ. Le tableau 1.1 répertorie les différentes
situations possibles et les conditions alors imposées sur le déplacement transverse ζ
et la fonction d’Airy χ.
Au sujet du choix du modèle
Le comportement non linéaire d’une plaque peut être décrit à l’aide des équations
de Föppl von-Kármán, ou des équations de Reissner-Mindlin. Ces dernières sont une
extension à deux dimensions du modèle de poutre de Timoshenko et ne font pas d’hy-
pothèse sur l’amplitude des rotations ni de troncature sur le tenseur des déformations
γ. Cette représentation est appropriée si la source des phénomènes non linéaires n’est
plus le couplage entre forces de membrane et forces de flexion. Dans ce cas, il est né-
cessaire de considérer d’autres termes non linéaires que ceux dépendant uniquement
de ζ. Cependant, à deux dimensions, le couplage membrane/flexion est la source prin-
cipale des phénomènes non linéaires de telle sorte que la prise en compte de ces autres
termes n’est justifiée que pour de grandes déformations avec une loi de comportement
non linéaire [97, 98]. Le modèle de von-Kármán semble donc être le plus adapté en
vue d’une application à la turbulence d’ondes. Cependant, certaines hypothèses im-
portantes pourraient être mises en défaut :
– Les déplacements sont considérés comme modérés (de l’ordre de l’épaisseur), de
même que les rotations, et ce afin de pouvoir négliger le cisaillement. Les expé-
riences de turbulence d’ondes dans les plaques mettent en œuvre pourtant des
déplacements allant jusqu’à dix fois l’épaisseur de la plaque. Le problème de la
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Conditions aux limites Direction longitudinale Direction transverse
u = 0 ⇒ χ,nn − νχ,tt
Encastrées = ζ = 0 ; ζ,n = 0
χ,nnn + (2 + ν)χ,ntt = 0
ζ,nn + (2− ν)ζ,ntt
Libres χ,nt = χ,tt = 0 −12(1−ν2)Eh2 (χ,ttζ,n − χ,ntζ,t) = 0
ζ,nt = 0 aux coins
ζ,nn + νζ,tt = 0
Simplement supportées // ζ = 0 ; ζ,nn + νζ,tt = 0
Table 1.1 – Expression des conditions aux limites imposées à la plaque dans des cas
simples en fonction du déplacement transverse ζ et de la fonction d’Airy χ [16, 24, 97].
L’écriture ζ,n représente l’opération de dérivation dans la direction normale au plan
médian et ζ,t celle dans la direction tangentielle.
validité du modèle de von-Kármán en fonction de l’amplitude vibratoire reste un
problème ouvert. En effet, on ne trouve pas dans la littérature de comparaisons
exhaustives permettant de donner une borne supérieure claire à son utilisation
en fonction du rapport ζ/h. Cependant les quelques études disponibles montrent
un très bon comportement du modèle de von-Kármán jusqu’à 5 à 10 fois l’épais-
seur [27, 64, 67, 98, 101, 104, 109].
– L’inertie longitudinale est négligée. La validité de cette hypothèse est discutable
pour des vibrations en hautes fréquences. Il serait nécessaire de simuler numéri-
quement le modèle prenant en compte les déplacements transverses et l’inertie
longitudinale [70] et de comparer les résultats avec une simulation des équa-
tions (1.12) pour pouvoir répondre à cette question.
– L’inertie de rotation est négligée. Là encore, il serait intéressant de simuler nu-
mériquement la version des équations de Föppl von Kármán prenant en compte
ce terme d’inertie. Cependant, la contribution de l’inertie de rotation est infé-
rieure d’un ordre à celle de l’inertie longitudinale. Négliger cette dernière est
donc sans doute l’hypothèse la plus discutable du modèle de von-Kármán.
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1.2 Mécanismes dissipatifs dans les plaques métal-
liques minces
L’amortissement est une problématique fondamentale en mécanique des structures
et en vibroacoustique où il présente encore beaucoup d’enjeux aussi bien dans sa mo-
délisation que dans sa mesure. Les formes de dissipation peuvent être regroupées dans
deux catégories, les pertes internes à la structure, et les pertes dues au couplage avec
l’environnement. Dans le cas des plaques métalliques minces, deux mécanismes sont
reconnus comme prépondérants dans le processus de dissipation d’énergie, l’amortis-
sement thermoélastique résultant de pertes thermiques dans l’épaisseur de la plaque,
et l’amortissement par rayonnement causé par la génération d’ondes acoustiques dans
l’air environnant. La phénoménologie de ces deux mécanismes sera détaillée puis les
autres processus pouvant également entraîner une perte d’énergie de la plaque seront
évoqués. Ces modèles seront comparés dans le chapitre 3 à des mesures de l’amortis-
sement du montage dédié à la mise en œuvre expérimentale de la turbulence d’ondes.
1.2.1 Grandeurs considérées
Il est important de définir clairement les grandeurs utilisées pour quantifier l’amor-
tissement. Celui-ci provenant de la somme de l’énergie perdue par chacun des modes
du système considéré, il peut être introduit dans le cadre d’un oscillateur à un degré
de liberté, forcé, et amorti.
Soit donc un oscillateur forcé harmoniquement au cours du temps t à la pulsation ω








+ kx = F0e
jωt, (1.14)
où m est la masse de l’oscillateur et k sa raideur. L’amortissement, de type visqueux,





(k −mω2)2 + c2ω2 =
F˜0√
(1− r2)2 + (2ξr)2 (1.15)
avec r = ω/ωn la pulsation relative, rapport de la pulsation du système amorti ω avec
la pulsation propre du système non amorti ωn =
√
k/m. On note F˜0 = F0/k et
ξ = c/(2mωn), (1.16)
cette dernière quantité étant communément appelée le taux d’amortissement.
Dans l’approximation de faible amortissement, typiquement
ξ < 0.05, (1.17)
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le maximum du rapport x0/F˜0 est approché par sa valeur en r = 1. Le facteur de








Deux autres mesures d’amortissement sont régulièrement employées, le facteur de
pertes η et le facteur d’amortissement γ :







Dans cette thèse, le facteur d’amortissement γ sera utilisé pour mesurer l’amor-
tissement, et ce comme dans les précédents travaux sur la dissipation réalisés à
l’UME [1, 53].
1.2.2 Pertes internes
Amortissement thermoélastique dans les plaques minces
L’amortissement thermoélastique provient du couplage dans l’épaisseur de la plaque
entre les ondes élastiques et les ondes thermiques. Sa modélisation nécessite donc de
coupler l’équation gouvernant le déplacement transverse d’un point de la plaque avec
l’équation de la chaleur. Cette démarche étend au cas à deux dimensions les travaux
fondateurs de Zener pour les poutres [118]. La propagation des ondes de flexion dans








dont on vérifie facilement qu’elle correspond à la partie linéaire de l’équation de Föppl-
von Kármán (1.12a). L’objectif principal des modèles trouvés dans la littérature est
alors d’inclure les effets des pertes thermoélastiques dans l’équation non dissipative







2ζ + αTH(1 + ν)∆Θ(x, y, t)), (1.21)
où αTH est le coefficient de dilatation thermique du matériau. Θ(x, y, t) est le moment
de température selon l’épaisseur de la plaque,





zθ(x, y, z, t)dz, (1.22)
avec I = h3/12. θ(x, y, z, t) représente la différence entre la température de la plaque et
la température ambiante. La première estimation du moment de température Θ a été
réalisée par Chadwick [14] et nécessite une équation à trois dimensions pour décrire les
variations du champ de température. Cette démarche conduit à un modèle compliqué
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Table 1.2 – Facteurs d’amortissement thermoélastique γTH disponibles dans la litté-
rature.
Symbole Nom Valeur pour l’acier Unité
α Dilatation Thermique 1.2× 10−5 K−1
κ Conductivité thermique 50 W.m−1.K−1
C Chaleur spécifique volumique 3.7× 106 J.m−3.K−1
T Température ambiante 293 K
E Module d’Young 2.1× 1011 Pa
ν Coefficient de Poisson 0.3 /
ρ Masse Volumique 7860 kg.m-3
Table 1.3 – Grandeurs caractéristiques de l’acier permettant de construire les modèles
d’amortissement par thermoélasticité.



















Figure 1.2 – Facteur d’amortissement par thermoélasticité γTH d’une plaque d’acier
d’épaisseur h = 0.5mm en fonction de la pulsation ω pour les quatre modèles.
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à mettre en œuvre et dont le niveau de complexité n’est par ailleurs pas nécessaire.
En effet, les variations de température dans le plan de la plaque sont insignifiantes
comparées à la diffusion conduite par le gradient de température à travers l’épaisseur.
Cette remarque faite, plusieurs études proposent, sous certaines approximations, des
systèmes d’équations simplifiés permettant de calculer le moment Θ [52, 79, 94]. Dans
tous les cas, le moment de température est régi par un système d’équations dépendant
des paramètres mécaniques et thermiques du matériau, de la différence de température
θ, et du déplacement transverse ζ.
Les différents modèles dédiés au calcul de Θ sont comparés et leurs différences
mises en exergue dans [78]. Cette étude est ici reprise, dans le cadre d’une plaque
infinie ou de très grande densité modale, pour le facteur d’amortissement γ défini
par l’équation (1.19) sous l’hypothèse de faible amortissement. La forme du facteur
d’amortissement thermoélastique proposée par McIntyre [62] et reprise dans [1, 53] a
été ajoutée à cette étude comparative. Les différentes formules sont présentées dans








Ces coefficients apparaissent en introduisant, pour décrire les effets de la thermoélas-







Les grandeurs inhérentes au matériau sont définies dans le tableau 1.3 et associées
à leur valeur pour l’acier. Bien que le modèle de Norris [79] estime le moment de
température à l’aide d’une seule équation, et ce grâce à l’emploi du formalisme de la
viscosité, le facteur d’amortissement qui en découle prend strictement la même forme
que celui venant du modèle de Chadwick.
La Figure 1.2 présente le facteur d’amortissement thermoélastique γTH en fonc-
tion de la pulsation ω pour l’ensemble des références citées. La forme la plus simple
du facteur d’amortissement est donnée par Simmonds : le facteur d’amortissement
thermoélastique est proportionnel au carré de la pulsation et ne correspond qu’aux
plus basses fréquences du système aux prédictions des autres modèles. Ceux-ci dis-
posent en effet d’une correction aux hautes fréquences permettant que la convergence
du facteur d’amortissement : il croît comme le carré de la pulsation pour les plus
basses fréquences avant d’atteindre une valeur asymptotique. La fréquence à partir
de laquelle s’opère cette correction dépend des paramètres mécaniques et thermiques
du matériau et évolue comme l’inverse du carré de l’épaisseur de la plaque (voir Fi-
gure 1.3(b)). Pour les modèles de Lagnese et McIntyre, le facteur d’amortissement
est constant après cette fréquence. Les éléments essentiels du processus dissipatif sont
capturés mais une erreur systématique induite par les approximations faites sur le
moment de température Θ est observée. On préfèrera donc garder la forme du facteur
d’amortissement donnée par Chadwick et retrouvée par Norris.
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Figure 1.3 – Facteurs d’amortissement par thermoélasticité γTH prédits par le modèle
de Chadwick en fonction de la pulsation ω pour des plaques d’épaisseurs différentes.
Rouge : h = 0.5 mm. Bleu : h = 0.8 mm. Vert : h = 1 mm. Cyan : h = 1.5 mm.(b)
Facteurs d’amortissement thermoélastique multipliés par l’épaisseur de la plaque au
carré en fonction de la pulsation multipliée par l’épaisseur de la plaque au carré.
La Figure 1.3(a) montre le facteur d’amortissement thermoélastique γTH prédit
par le modèle de Chadwick en fonction de la pulsation ω pour des plaques d’épais-
seurs h = 0.5, 0.8, 1, 1.5 mm. Pour les quatre épaisseurs, le comportement observé
est similaire : le facteur d’amortissement augmente très rapidement dans un premier
temps avant d’atteindre un palier. En fonction de l’épaisseur, deux comportements se
dégagent :
– Le palier est plus rapidement atteint pour une plaque épaisse.
– Le facteur d’amortissement thermoélastique augmente quand l’épaisseur de la
plaque diminue : plus la plaque est mince et plus les pertes par chaleur sont
grandes.
La Figure 1.3(b) présente ces mêmes facteurs normalisés en amplitude par le carré
de l’épaisseur de la plaque en fonction de la pulsation normalisée elle aussi par le carré
de l’épaisseur. Toutes les courbes ne forment plus qu’une seule et même trajectoire,
attestant que les variations de l’amortissement thermoélastique évoluent comme l’in-
verse du carré de l’épaisseur de la plaque.
Les coefficients d’amortissements présentés précédemment ont été déterminés sous
l’hypothèse d’un système de taille infinie ou de très grande densité modale. Pour un
système de taille finie, le facteur d’amortissement est donné par [53] et vaut, sous
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2pi4)(1− ν)2 I1,p, (1.25)
où I1,p est un moment d’inertie dépendant du mode considéré, de la géométrie de la
plaque, et des conditions aux limites. Pour une plaque rectangulaire encastrée ou sim-
plement supportée aux quatre bords, I1,p = 1 [62] : l’amortissement est indépendant
des déformées modales. En présence de bords libres ce n’est plus le cas : une grande
disparité du facteur d’amortissement avec la déformée modale est présente pour les
premiers modes de la plaque [53]. Pour les modes d’ordres plus élevés, le comporte-
ment asymptotique décrit par le modèle de Chadwick reste valable.
Amortissement viscoélastique
L’amortissement viscoélastique est le résultat d’un "effet mémoire" du matériau lié
à ses dislocations. La modélisation de ce comportement permet de décrire dans quelle
mesure le travail fourni au cours d’une déformation est stocké en énergie mécanique,
ou dissipé intrinsèquement. Cette dissipation est indépendante de l’épaisseur de la
plaque. Des expériences sur différentes classes de matériaux [53] ont montré que ce
mécanisme dissipatif était prépondérant dans des matériaux tel que le verre, le bois,
et le carbone. Pour les métaux, les pertes viscoélastiques semblent être négligeables
par rapport aux pertes internes dues à la thermoélasticité. Cette conclusion est venue
de l’observation de la grande dépendance des facteurs d’amortissement à l’épaisseur
de la plaque.
Dans [13], les auteurs estiment expérimentalement le facteur de pertes due à la
viscoélasticité pour l’acier :
ηvisco = 1.67× 10−4 rad−1. (1.26)
Ce facteur de pertes est relié au facteur d’amortissement viscoélastique par la rela-
tion γvisco = 0.5 ∗ ηviscoω. En suivant cette référence, on trouve donc que le facteur
d’amortissement due à la viscoélasticité dépasse 1 s−1 à partir de 2 kHz. Ce mode
de dissipation devra donc être pris en compte pour analyser l’amortissement de notre
système expérimental.
1.2.3 Amortissement par rayonnement
Le deuxième mécanisme d’amortissement régulièrement considéré dans le cadre
des plaques est l’amortissement par rayonnement, résultat d’un transfert d’énergie de
la plaque à l’air ambiant sous forme d’ondes acoustiques. Comprendre cette forme de
dissipation revient à s’intéresser aux modèles de rayonnement d’une plaque, rayonne-
ment caractérisé par deux grandeurs : le facteur de rayonnement et la fréquence de
coïncidence.
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Facteur de rayonnement
On quantifie la qualité du rayonnement d’une structure par le facteur de rayonne-
ment σrad, rapport entre la puissance acoustique rayonnée et la puissance mécanique
injectée. Ce facteur est proche de 0 si la structure rayonne peu et égal à 1 quand
l’efficacité du rayonnement est maximale. Il est défini pour un système de surface






Dans notre cas, S = LxLy est la surface de la plaque. Rrad est la résistance de rayonne-
ment définie à partir de la puissance acoustique Prad mesurée sur la surface rayonnante








pa et va sont respectivement le champ de pression et le champ de vitesse de la per-
turbation acoustique produite par la plaque. 〈v2〉S est la moyenne spatiale du carré















Afin d’obtenir des solutions analytiques pour les plaques, l’hypothèse principale consiste
à supposer que le système baigne dans un fluide léger en négligeant la force qu’exerce






Cette hypothèse est souvent valable pour le cas d’une plaque d’acier rayonnant dans
l’air mais peut être questionnée pour des plaques très minces à basses fréquences.
Fréquence de coïncidence et effets de taille finie
Le rayonnement d’une plaque n’est efficace qu’à partir d’une certaine fréquence
appelée fréquence de coïncidence. Celle-ci peut être introduite physiquement en com-
prenant qu’il est nécessaire qu’il y ait adaptation géométrique des longueurs d’ondes
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entre le front d’onde parcourant une plaque (ici supposée infinie) et le front de l’onde
plane acoustique engendrée dans l’air. La Figure 1.4 représente les deux front d’ondes
caractérisés par les longueurs d’ondes λp pour les ondes de la plaque et λa pour les
ondes acoustiques. Ce schéma introduit un angle θ mesurant l’écart entre la direction
des deux fronts d’ondes. Il vient :
λa = λp cos θ. (1.32)
Ceci implique que la longueur d’onde dans l’air doit être plus petite que celle dans la
plaque et donc que le nombre d’onde ka dans l’air doit être plus grand que le nombre
d’onde ks de l’onde associée se propageant dans le solide. La figure 1.5 représente la













12ρ(1− ν2) . (1.34)
κ est la vitesse des ondes se propageant dans la plaque. Ces relations de dispersion
ont ici été calculées à partir des caractéristiques de la plaque majoritairement utilisée
au cours de cette thèse : sa surface mesure 2× 1 m2, son épaisseur vaut h = 0.5 mm,
et elle est faite d’un acier caractérisé par un module d’Young E = 2.1 × 1011 Pa,
un coefficient de Poisson ν = 0.3 et une masse volumique ρ = 7860 kg.m−3. Enfin,
elle baigne dans l’air de densité ρ0 = 1.2 kg.m−3 où se propage les ondes à la vitesse






A partir de cette fréquence, le nombre d’onde des ondes dans l’air est supérieur à
celui des ondes dans le solide. Si f < fc, la plaque génère des ondes de pression éva-
nescentes et il n’y a pas d’émission d’énergie de la plaque vers le fluide. Le fluide se
comporte alors uniquement comme une masse ajoutée et il n’y a pas d’amortissement
par rayonnement. Pour f > fc la plaque génère des ondes propagatives et une partie
de l’énergie vibratoire est transmise au fluide environnant sous forme de rayonnement.
D’après la Figure 1.5, nous déduisons que la fréquence de coïncidence de la plaque
majoritairement utilisée au cours de cette thèse vaut fc = 2.38 × 104 Hz. Les pertes
par rayonnement n’ont lieu qu’à des fréquences hors de l’audible et peuvent être donc
théoriquement négligées si l’on considère une plaque infinie. Cependant, expérimen-
talement, on entend la plaque vibrer, du fait de sa taille finie.
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Figure 1.4 – Accord géométrique entre la longueur d’onde λp des ondes se propageant
dans la plaque et celle λa des ondes se propageant dans l’air. Les deux directions de
propagation forment un angle θ tel que λa = λp cos θ.















Figure 1.5 – Nombre d’onde k en fonction de la fréquence de l’onde f . Bleu : relation
de dispersion d’une onde parcourant une plaque d’acier d’épaisseur h = 0.5 mm.
Rouge : relation de dispersion d’une onde se propageant dans l’air.
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Figure 1.6 – Figure extraite de [60]. (Gauche) λx < λ/2 et λy < λ/2 : la plaque
rayonne par ses coins. (Droite) λx > λ/2 et λy < λ/2 : la plaque rayonne par ses
bords.
Le rayonnement d’une plaque finie dépend de la déformée modale (voir Figure 1.6)
[60] :
– Si λx < λ/2 et λy < λ/2, on peut former des quadripôles et des dipôles dont
l’efficacité de rayonnement est nulle : seuls les coins de la plaque rayonnent.
– Si λx < λ/2 et λy > λ/2 ou λx > λ/2 et λy < λ/2, on ne peut former des dipôles
que dans la direction où la longueur d’onde dans le fluide est plus grande que la
longueur d’onde dans la plaque : le rayonnement provient des bords.
– Si λx > λ/2 et λy > λ/2 on ne peut constituer ni dipôles ni quadripôles et le
rayonnement est dû à la totalité de la plaque
Ces derniers modes, appelés aussi modes de surface [15] sont les plus efficaces d’un
point de vue du rayonnement, suivis par les modes de bords puis par les modes de
coins.
Modèle de rayonnement choisi
Les facteurs de rayonnement d’une plaque finie peuvent alors être prédits en consi-
dérant la contribution de chaque mode à partir de l’intégrale de Rayleigh [107], ce qui
pour un système comportant une aussi grande densité modale que notre plaque (car
grande et mince) est une tâche fastidieuse. Une autre méthode consiste à évaluer le
rayonnement global moyen de la structure grâce à des calculs de flux de puissance et
d’analyse statistique d’énergie. Cette démarche a été entreprise par Maidanik [58]. Les
deux approches ont été comparées pour une plaque mince d’acier dans [1], montrant
que pour des plaques à très grande densité modale, la description globale fournie par
Maidanik était suffisante pour capturer les éléments fondamentaux du rayonnement.
Nous présentons ici les résultats de Maidanik pour une plaque mince insérée dans une
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écran infini, aux conditions aux limites simplement supportées, et rayonnant dans un



















pour f/fc < 0.5, (1.36b)


















avec S = LxLy, P = 2(Lx+Ly), λa la longueur d’onde du son dans l’air, λc la longueur
d’onde à la fréquence critique. g1 correspond au rayonnement des modes de coins et
g2 à celui des modes de bords. Les dimensions de notre plaque sont telles qu’aucun




et finalement, pour f > fc :
Rrad = ρ0c0S[1− (fc/f)]−1/2. (1.38)
La Figure 1.7 présente le facteur d’amortissement par rayonnement γrad obtenu à
partir du modèle de Maidanik [58] pour une plaque d’acier d’épaisseur h = 0.5 mm
rayonnant par ses deux faces dans l’air. Avant la moitié de la fréquence de coïncidence,
le rayonnement est très faible et sa valeur est déterminée par le rapport entre la
fonction 2ψ2λag1, décroissante, et la fonction Pg2 croissante. À partir de fc/2, g1 est
nul et l’amortissement par rayonnement croît pour atteindre sa valeur maximale en
f = fc. Pour les fréquences supérieures à la fréquence de coïncidence, γTH décroît en
direction d’une valeur constante.
L’influence de l’épaisseur sur l’amortissement thermoélastique a été discuté précé-
demment. La Figure 1.8 représente l’évolution du facteur d’amortissement pour des
plaques d’épaisseur h = 0.5, 0.8, 1, 1.5 mm. Avant la moitié de la fréquence de coïnci-
dence, le rayonnement est peu sensible à l’épaisseur bien qu’il soit un peu plus élevé
pour la plaque la plus épaisse. La fréquence de coïncidence définie par l’équation (1.35)
évolue comme l’inverse de l’épaisseur, descendant pour la plaque de 1.5 mm d’épais-
seur jusqu’à fc = 7949 Hz : plus la plaque est épaisse et plus elle a tendance à perdre
de l’énergie par rayonnement rapidement. Après la fréquence de coïncidence, la dé-
croissance du facteur d’amortissement est similaire pour toutes les épaisseurs et tend
vers une constante qui se comporte proportionnellement avec l’inverse de l’épaisseur :
une plaque épaisse rayonne plus rapidement, mais l’efficacité de son rayonnement est
plus faible aussi bien au niveau de la fréquence de coïncidence qu’après.












































Figure 1.7 – Facteur d’amortissement par rayonnement γrad en fonction de la fré-
quence pour une plaque d’acier d’épaisseur h = 0.5 mm. Cette courbe est donnée
par la simulation du modèle fourni par Maidanik [58] pour une plaque simplement




























Figure 1.8 – Facteurs d’amortissement par rayonnement γrad en fonction de la
fréquence pour des plaques d’acier de plusieurs épaisseurs. Rouge : h = 0.5 mm.
Bleu : h = 0.8 mm. Vert : h = 1 mm. Cyan : h = 1.5 mm. Lignes pointillées : va-
leur du facteur d’amortissement pour une plaque à bords libres et non baﬄée [13].
Rouge : γrad = 56.014 s−1. Bleu : γrad = 35.009 s−1. Vert : γrad = 28.01 s−1. Cyan :
γrad = 18.67 s−1.
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Figure 1.9 – Effet du baﬄe sur le rayonnement d’une plaque. Plaque baﬄée : les
ondes acoustiques rayonnées par la plaque sont animées de part et d’autre d’une
vitesse symétrique V de même signe que la normale extérieure n. Plaque non baﬄée :
les ondes acoustiques rayonnées par la plaque ont leurs vitesses de mêmes signes.
Discussion
Les hypothèses de plaque simplement supportée et insérée dans un écran infini
sont discutables. L’influence des conditions aux limites est reliée aux types de modes
rayonnant précédemment évoqués. En changeant les conditions aux limites, la densité
de modes rayonnant par les bords, par les coins, ou par la totalité de la surface, est
modifiée. Cependant, on peut considérer que sur un grand nombre de mode la moyenne
n’est que peu affectée et on supposera dans notre cas que le facteur de rayonnement
moyen est indépendant des déformées modales et donc des conditions aux limites.
La présence du baﬄe permet de découpler les deux espaces situés de part et
d’autres de la plaque (voir Figure 1.9) : les ondes acoustiques rayonnées par la plaque
sont animées de part et d’autre d’une vitesse de même signe que la normale extérieure.
Sans écran, les ondes acoustiques rayonnées par la plaque ont leurs vitesses de mêmes
signes [15]. Le rayonnement diffère entre les deux cas par sa directivité. Du point de
vue global, il a cependant été reporté [85] qu’en moyenne, après fc/2, le rayonnement
était similaire avec ou sans baﬄe. Avant fc/2, il est plus faible sans baﬄe que celui
présenté dans la Figure 1.7 [23]. Comme dans cette région l’amortissement par rayon-
nement est très faible, la surestimation de l’amortissement obtenue par l’hypothèse
de l’écran peut être négligée.
Finalement, dans [13], les auteurs estiment que pour une plaque à bords libres






Comme remarqué précédemment, l’évolution de cette valeur avec l’augmentation de
l’épaisseur est bien en 1/h. De plus, ces valeurs prédites sont représentées sur la
Figure 1.8. L’accord entre cette prédiction d’une plaque à bords libres non baﬄée et
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h (mm) 0.5 0.8 1 1.5
A (m−1) 0.165 0.103 0.082 0.055
Table 1.4 – Facteur A défini par l’équation (1.41) en fonction de l’épaisseur de la
plaque considérée.
le modèle de plaque simplement supportée et baﬄée est très bon, traduisant le fait
qu’aux hautes fréquences, l’influence des conditions aux limites et de la présence de
la baﬄe est négligeable.
1.2.4 Autres pertes par couplage
Amortissement par friction fluide
L’interaction entre la structure et le fluide environnant n’a pas uniquement lieu
via la génération d’ondes acoustiques. Les travaux de [13] mettent en effet en évidence
l’existence d’une force dite de friction fluide exercée par l’air sur la plaque quand la
vitesse de l’écoulement est suffisamment grande. En reprenant le formalisme utilisé





v est la vitesse de l’écoulement, S la surface de la plaque, et Cx le coefficient de friction.
Cx = 2 pour une plaque [9]. Ce processus dissipatif ne dépend pas de la fréquence
mais uniquement de la vitesse de l’écoulement. Il n’apparaîtra pas dans les mesures
d’amortissement, celles-ci étant réalisées en régime linéaire, et donc à faible amplitude
d’excitation et à faible vitesse d’écoulement.
Le facteur d’amortissement par friction fluide γfric est alors déterminé par les




= A× v, où l’on a posé A = ρ0Cx
4ρh
. (1.41)
Le tableau 1.4 présente la valeur du coefficient A en fonction de l’épaisseur pour des
plaques d’acier vibrant dans l’air et d’épaisseurs h = 0.5, 0.8, 1, 1.5 mm. Plus la plaque
est épaisse et plus l’amortissement par friction fluide est faible, A variant de 0.165 m−1
pour la plaque la plus mince à 0.055 m−1 pour la plaque la plus épaisse. L’influence
de l’amortissement par friction fluide est donc généralement négligeable, la vitesse
de la plaque atteignant des maxima de l’ordre de quelques dizaines de millimètres
par seconde [7]. À cet ordre de vitesse correspond un coefficient d’amortissement de
l’ordre de 1.10−3 s−1 pour la plaque la plus mince, ordre de grandeur bien inférieur
aux contributions par thermoélasticité, viscoélasticité, et rayonnement.
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Pertes par transmission mécanique
Le montage expérimental utilisé pour la mise en œuvre de la turbulence d’ondes
dans une plaque mince d’acier nécessite que celle-ci soit attachée par son bord su-
périeur à une poutre du plafond via un encastrement rendu hermétique par deux
lamelles de caoutchoucs disposées de part et d’autre de la plaque. Il est fort probable
que ces condition aux limites dissipent de l’énergie mais ce type de pertes est com-
plexe à quantifier et ne pourra l’être qu’une fois les contributions des autres processus
évaluées et soustraites à l’amortissement total mesuré. Cette démarche a été mise en
œuvre avec succès dans [1].
Chapitre 2
Turbulence d’ondes appliquée aux
plaques élastiques
En rappelant la phénoménologie de la turbulence hydrodynamique, la pre-
mière section de ce chapitre introduit de façon générale celle associée à
la turbulence d’ondes. Ces deux théories se rejoignent sur le fait qu’elles
cherchent à fournir une description statistique aux temps longs d’un sys-
tème hors équilibre. Contrairement à la turbulence hydrodynamique, la
turbulence d’ondes considère la propagation d’ondes plutôt que celle de
tourbillons et possède, au prix de certaines hypothèses importantes, des
solutions analytiques.
L’objectif de ce chapitre est alors de montrer dans quelle mesure les
plaques minces élastiques peuvent être vues comme un cadre propice pour
sa mise en œuvre expérimentale bien que des différences importantes entre
prédictions théoriques et réalisations expérimentales existent. Nous pen-
sons que celles-ci sont en majeure partie causées par la dissipation com-
plexe présentée au chapitre précédent, ce qui permettra d’introduire les
travaux réalisés au cours de cette thèse dans le contexte des résultats déjà
connus.
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2.1 Introduction générale à la turbulence d’ondes
2.1.1 Analogies avec la turbulence hydrodynamique
Un fluide en régime turbulent, en opposition au le régime laminaire, se trouve dans
un état où l’écoulement est irrégulier tel qu’en tout point de l’espace sa vitesse varie
aléatoirement [56]. Quand le forçage est d’amplitude suffisamment faible, l’écoulement
est laminaire : le mouvement du fluide a lieu à une échelle unique comparable à celle
du forçage. Lorsque l’amplitude de celui-ci augmente, des effets instationnaires pour
un forçage stationnaire apparaissent et des mouvements de toutes tailles coexistent
alors. Ces mouvements correspondent entre autres à des tourbillons, les plus petits
étant transportés par les plus grands.
L’écoulement d’un fluide visqueux, de masse volumique ρ et de viscosité cinéma-
tique ν, est régi par l’équation de Navier-Stokes. Elle se démontre à partir d’un bilan
de quantité de mouvement par unité de volume et est présentée ici, pour un fluide
incompressible, sous la forme d’un bilan de forces par unité de masse :
∂tv + (v.∇)v = −1
ρ
∇p+ ν∆v. (2.1)
v est le champ de vitesse et p le champ de pression tel que −∇p représente les
contraintes normales liées aux forces de pression. ν∆v est un terme linéaire repré-
sentant le transport de quantité de mouvement par diffusion moléculaire. Le terme
(v.∇)v décrit le transport de la vitesse par convection, il est non linéaire de par sa dé-
pendance quadratique en la vitesse. La discrimination entre un écoulement laminaire
et un écoulement turbulent s’opère grâce au nombre de Reynolds Re qui pondère le
terme de diffusion visqueuse par rapport aux autres termes de l’équation. Il apparaît
dans l’équation de Navier-Stokes adimensionnée :









U et L sont des échelles associées respectivement à une vitesse caractéristique et à
une taille caractéristique de l’écoulement. P et V sont respectivement le champ de
pression adimensionné et le champ de vitesse adimensionné. En régime laminaire, Re
est petit (typiquement Re << 1) et le terme non linéaire d’advection (V.∇)V est
dominé par le terme de diffusion ν∆V. Les phénomènes diffusifs sont prépondérants
et l’équation est linéaire. Pour Re >> 1, l’équation est non linéaire car les effets
convectifs dominent : l’énergie injectée est transférée à des échelles plus petites que
celle associée au forçage. Plus le nombre de Reynolds est grand et plus l’écoulement
est complexe et turbulent.
La recherche de solutions analytiques de l’équation de Navier-Stokes pour un écou-
lement turbulent est une tâche ardue de par la grande sensibilité du système à de très
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Figure 2.1 – (haut) Phénoménologie de la turbulence. À grand nombre de Reynolds,
les tourbillons de grande taille l (et de petit nombre d’onde k) sont instables et meurent
en se cassant en tourbillons plus petits. Ce processus de cascade se déroule jusqu’à ce
que la taille des tourbillons soit assez petite pour que les effets de la viscosité se fassent
ressentir. (bas) Spectre Ek de l’énergie en régime turbulent développé. La puissance
fournie aux grands tourbillons est transférée vers des tourbillons de plus en plus petits
le long d’une gamme inertielle indépendante du forçage et de la dissipation.
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petites variations des conditions initiales [35, 59]. Cependant, pour des nombres de
Reynolds grands et après un certain temps, l’écoulement atteint un régime tellement
développé que la turbulence va présenter un caractère universel du point de vue sta-
tistique : ce caractère est indépendant du forçage et des conditions aux limites et
peut être résumé pour un fluide incompressible, homogène, isotrope, et à nombre de
Reynolds élevé, par les quelques points cruciaux suivants [35] :
– Soit un fluide agité à la vitesse UI sur une échelle LI , la puissance mécanique
par unité de masse injectée est de l’ordre de
εI = U
3
I /LI . (2.4)
En rappelant que Re = UL
ν
, il apparaît que le nombre de Reynolds associé aux
grands tourbillons est très grand de sorte que la viscosité n’a pas d’effet. Ces
tourbillons sont incapables de dissiper leur énergie cinétique sous forme de cha-
leur : ils sont instables et meurent en se cassant en tourbillons plus petits. Les
instabilités de l’écoulement sont donc les mécanismes de production des nou-
velles échelles.
– Ces nouveaux tourbillons ont récupéré en totalité l’énergie cinétique de leur père
et meurent à leur tour. La puissance fournie à l’injection est donc transférée le
long d’une gamme inertielle où un flux d’énergie constant est échangé d’une
échelle à l’autre suivant une loi
Ek ∝ 2/3k−5/3. (2.5)
Ek est l’énergie par unité de masse de l’échelle k,
Ek ∝< |vk|2 >, (2.6)
où le champ de vitesse dans l’espace réel v(r) a été décomposé selon ses compo-





– Ce processus de cascade se déroule jusqu’à ce que les tourbillons soient assez
petits pour que les effets de la viscosité se fassent ressentir. Cette échelle Ld,
dite de Kolmogorov, est liée à la viscosité cinématique du fluide et à la puissance
injectée par la relation :
Ld ∝ ν3/4ε−1/4I . (2.8)
Le terme d’advection non linéaire et le terme de convection linéaire sont alors
du même ordre de grandeur : les tourbillons de taille Ld ne seront plus sujets
aux instabilités et mourront par dissipation visqueuse sous forme de chaleur.
Cette image de la turbulence valable uniquement d’un point de vue statistique et
représentée par la Figure 2.1 est communément appelée cascade de Richardson [89].
Les lois d’échelles (2.4) (2.5) (2.8) ont été déterminées par Kolmogorov [51].
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2.1.2 Les grandes lignes de la turbulence d’ondes
Phénoménologie
Tout comme la turbulence hydrodynamique, la turbulence d’ondes (ou turbulence
faible) s’attache à décrire un transfert d’énergie entre les différentes échelles d’un
système non linéaire hors équilibre, c’est à dire en présence de forçage et de dissipation.
En revanche, la dynamique du système considéré est une dynamique d’ondes plutôt
que de tourbillons [71, 77, 115]. Tout comme pour la turbulence hydrodynamique,
la théorie de turbulence d’ondes nécessite une description statistique : à partir des
propriétés statistiques du système étudié, elle cherche à comprendre et à évaluer le
transport d’énergie (voire le transport d’autres quantités conservées) entre des ondes
de fréquences différentes. Ce transfert est supposé se dérouler loin du forçage et de
la dissipation, ces derniers étant alors séparés par une gamme inertielle où un flux ε
constant cascade (voir Figure 2.2).
Établie premièrement pour décrire la propagation des ondes de gravité à la surface
de l’eau [41, 45, 113], la démarche calculatoire propre à la turbulence d’ondes a été
appliquée aussi bien aux plasmas (voir Figure 2.2) [112], aux écoulements magnéto-
hydrodynamiques [36], et à l’optique [28]. Si les dérivations théoriques considèrent un
espace à n dimensions, la plupart des études se restreignent à deux dimensions et le cas
d’un système uni-dimensionnel pose encore de nombreuses questions théoriques [40].
Sur des temps courts (de l’ordre de la période des ondes), la turbulence faible
peut être approchée par sa description linéaire. Sur des temps longs, l’approximation
linéaire est insuffisante car les non-linéarités jouent un rôle crucial dans la dynamique.
Comme pour la turbulence hydrodynamique, les propriétés statistiques du système
sont alors universelles et le système peut être considéré comme stationnaire, du point
de vue statistique. Cependant, dans le cadre de la théorie de turbulence d’ondes, les
mécanismes qui permettent d’aboutir à cet état sont bien compris et résident dans les
interactions entre les ondes, celles-ci devant satisfaire certaines conditions de résonance
sur leur fréquence ω et leur vecteur d’onde k.
On considère usuellement des interactions à 3 ou 4 ondes correspondant respecti-
vement à des non linéarités quadratiques et cubiques. À quatre ondes, les conditions
de résonance sur les quadruplets peuvent s’écrire comme la résonance entre un triplet
d’onde et une onde seule (résonance 3<->1) :
ω1 + ω2 + ω3 = ω4, (2.9)
k1 + k2 + k3 = k4, (2.10)
ou l’interaction entre deux couples d’ondes (résonance 2<->2) :
ω1 + ω2 = ω3 + ω4, (2.11)
k1 + k2 = k3 + k4. (2.12)
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Figure 2.2 – (haut) Exemples d’applications de la théorie de turbulence d’ondes :
(gauche) photo de la surface de la mer ; (droite) ondes d’Alfvén se propageant dans un
plasma, ici à la surface du soleil. (bas) Phénoménologie de la turbulence d’ondes. Pour
un forçage d’amplitude suffisante et à des temps longs, les non-linéarités inhérentes
au système considéré entraîne la cascade d’un flux d’énergie constant des grandes
longueurs d’ondes vers les plus petites qui dissipent alors l’énergie fournie.
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Les interactions à trois ondes doivent quant à elles satisfaire :
ω1 + ω2 = ω3, (2.13)
k1 + k2 = k3. (2.14)
Ces conditions de résonance assurent la conservation de l’énergie et du moment pour
chaque interaction. L’existence d’un petit paramètre  estimant le rapport entre les
termes non linéaires et les termes linéaires permet d’ordonner toutes les interactions
possibles selon leur influence sur la dynamique : les interactions à trois ondes, de
l’ordre de grandeur de 3, auront plus d’influence que les interactions à quatre ondes,
de l’ordre de 4.
La démarche calculatoire propre à la turbulence d’ondes sera détaillée pour les
ondes de flexions au paragraphe suivant. Les grandes étapes sont cependant ici résu-
mées :
– La dynamique est considérée, dans la gamme inertielle, comme hamiltonienne,
puisqu’elle assure la conservation de l’énergie totale.
– Afin de décrire habilement les interactions entre les ondes, les équations d’Hamil-
ton sont écrites dans l’espace de Fourier, ce qui permet d’obtenir une équation
d’amplitude.
– Une seconde équation d’amplitude peut être obtenue en ne gardant que la partie
non linéaire de l’équation précédente. Pour cela, une hypothèse de séparation des
échelles temporelles intervient et permet de séparer la solution en une amplitude
lentement variable modulant une oscillation rapide. Alors, et via un développe-
ment type échelles multiples permettant d’établir la hiérarchies des moments
conjugués de l’amplitude complexe (les cumulants), l’équation d’amplitude de-
vient une équation cinétique, par analogie avec l’équation de Boltzmann pour
les gaz [82].
– Les solutions stationnaires de l’équation cinétique sont recherchées sous la forme
d’une loi de puissance. Si l’on prend l’exemple du spectre d’énergie recherché sous
la forme Eω ∝ ωx, l’exposant peut prendre deux valeurs, l’une correspondant à
l’équipartition de l’énergie (spectre de Rayleigh-Jeans), l’autre correspondant à
un système hors équilibre parcouru par un flux d’énergie constant (spectre de
Kolmogorov-Zakharov). Ces solutions peuvent en général être également déter-
minées par analyse dimensionnelle [21].
Résumé des hypothèses et présentation des problèmes rencontrés expéri-
mentalement
La théorie de turbulence d’ondes propose donc une description statistique de l’état
d’un système hors équilibre sous les hypothèses suivantes :
– Les échelles de forçage et de dissipation sont séparées de telle sorte qu’une
gamme inertielle existe : un flux d’énergie constant est transféré des grandes
vers les petites longueurs d’ondes.
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– La relation de dispersion n’est pas triviale afin que le système soit dispersif. Pour
un système 1D non dispersif, l’équation cinétique prend la forme d’une équa-
tion de Burgers décrivant la propagation de chocs. Pour un système à plusieurs
dimensions, le caractère non dispersif complique fortement le traitement de l’in-
tégrale de collision de l’équation cinétique. Dans certains cas bien particuliers
comme les ondes acoustiques 3D [57, 75], les solutions du problème peuvent tout
de même être déterminées.
– L’amplitude des ondes reste faible, ce qui introduit la dénomination de turbu-
lence faible, en opposition avec la turbulence hydrodynamique, ou turbulence
forte.
– Les échelles temporelles doivent être séparées : la période de l’onde doit être
bien plus courte que celle de la modulation entraînée par les résonances entre
les ondes.
– Le système est supposé de taille infinie afin d’assurer la vérification des condi-
tions de résonance.
Ces hypothèses sont restrictives. En pratique, très peu de systèmes expérimentaux
ont permis de retrouver les spectres de Kolmogorov-Zakharov prédits par la théorie,
mis à part le cas des ondes capillaires parcourant la surface de l’eau [30]. Ces différences
sont souvent attribuées :
– À la taille finie du système expérimental : les conditions de résonance sont alors
limitées, ce qui modifie la dynamique en altérant le transfert du flux d’éner-
gie [47, 49, 46].
– À la dissipation, qui expérimentalement n’est pas uniquement une condition aux
limites active aux plus petites échelles : elle est en général présente pour toutes
les longueurs d’ondes, et le flux qui parcourt la cascade n’est pas constant.
– À la présence de phénomènes fortement non linéaires (tourbillons, condensats,
intermittence [31, 76, 108]) qui perturbent les spectres mesurés expérimentale-
ment.
2.2 Application aux ondes de flexions
Motivation
Quand une plaque est secouée fortement, un spectre continu signe d’un comporte-
ment non linéaire apparaît (voir Figure 2.3). Ce comportement est très bien observé
en musique quand l’on tape sur un gong de plus en plus fort ou en théâtre où une
plaque tonnerre (appelée également lame à tonnerre) permet de reproduire le bruit
de l’orage. Par ces exemples, on comprend bien que les plaques minces fournissent un
cadre semblant être propice à la mise en pratique de la théorie de turbulence d’ondes.
Elles peuvent même être vues comme un cadre expérimental idéal dans la mesure
où l’injection d’énergie se traduit forcément par la génération d’ondes. Il n’y a par
exemple pas, comme à l’interface entre deux fluides, coexistence entre ondes et tour-
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billons. De plus, le caractère élastique des plaques interdit, de prime abord, la présence
de structures fortement non linéaires pouvant perturber la dynamique globale.
La mise en œuvre de la théorie perturbative aboutissant à l’équation cinétique a
été réalisée par Gustavo Düring [26, 27] sur le cas des plaques parfaites décrites dans
le formalisme de Föppl von-Kármán et est ici rappelée en utilisant la même démarche.
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Figure 2.3 – Figure issue des simulations par différences finies des équations de
Föppl-von Kármán présentées dans [101]. (a) Déplacement et (b) vitesse transverse
en régime de vibration turbulent. La plaque ne présente pas d’amortissement et est
excitée à la fréquence f0 = 87 Hz à une amplitude de 30 N.
2.2.1 Des équations de Föppl von-Kármán à l’équation ciné-
tique
Équation d’amplitude





ζ˙2 − F [ζ, χ]
)
drdt (2.15)
où r est le vecteur position repérant dans l’espace physique le point où est mesuré
le déplacement transverse ζ et tel que dr = dxdy. F est l’énergie libre par unité de
volume :











Une équation décrivant l’évolution de l’amplitude d’une onde repérée par son vec-
teur d’onde k est recherchée. Pour cela, le déplacement transverse ζ et la fonction
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d’Airy χ sont remplacés par leurs expressions dans l’espace de Fourier, respective-













ζ(r, t) et χ(r, t) sont des champs réels, ce qui fait apparaître les symétries suivantes,
ζk = ζ
∗
−k et χk = χ∗−k, où ∗ désigne le nombre complexe conjugué. La décompo-
sition en variables de Fourier (2.17) permet, d’après l’équation (1.12b), d’exprimer
la transformée de Fourier de la fonction d’Airy en fonction de celle du déplacement
transverse :
χk(t) = − Eh
2|k|4{ζ, ζ}k (2.18)
avec {ζ, ζ}k la transformée de Fourier de l’opérateur {ζ, ζ}.
En utilisant la décomposition (2.17), l’action (2.15) est réécrite dans l’espace de
















(2)(k4 + k1 + k2 + k3)ζk1ζk2ζk3ζk4d
2k1234. (2.19)
δ est le symbole de Kronecker, d2k1234 = d2k1d2k2d2k3d2k4, et Tk1k2;k3k4 est un terme




|k1 × k2|2|k3 × k4|2
|k1 + k2|4 . (2.20)
Le moment conjugué pk = ρhζ˙k est facilement identifié à partir du Lagrangien (2.19),
ce qui permet d’écrire l’hamiltonien H[ζk, pk] :













(2)(k1 + k2 + k3 + k4)ζk1ζk2ζk3ζk4d
2k1234. (2.21)
L’introduction des variables complexes canoniques diagonalisant le terme quadra-











(Ak − A∗−k) (2.22b)









2 = hck2. (2.23)
permet finalement de décomposer l’hamiltonien en fonction du degré de non-linéarité :






correspond au hamiltonien classique associé aux oscillations libres d’ondes gouvernées






× As1k1As2k2As3k3As4k4δ(2)(k1 + k2 + k3 + k4)d2k1234 (2.25)
où s dénote le signe associé à la direction de propagation : s = +,− tel que A+k = Ak
et A−k = A
∗
−k. On note que pour des raisons de symétrie le terme non linéaire cubique
de l’hamiltonien est nul : la dynamique non linéaire ne présente pas d’interactions à 3
ondes et le terme non linéaire prépondérant concerne les résonances entre quadruplets.





il vient pour l’équation dynamique du système :
dAsk
dt
















P234 est la somme sur les six permutations possibles de 2, 3 et 4. L’équation (2.27)
décrit l’évolution de l’amplitude des ondes de flexion dans l’espace de Fourier et ne
pose pas d’hypothèses supplémentaires vis à vis des équations de Föppl-von Kármán.
On élimine finalement la partie linéaire de cette équation en écrivant les variables
canoniques Ak sous la forme d’une partie qui oscille rapidement à la pulsation ωk tout






Cette décomposition permet d’écrire l’équation régissant les modulations d’amplitude









× as1k1as2k2as3k3δ(2)(k1 + k2 + k3 − k)d2k123. (2.30)
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Cette dernière équation est utilisée pour la suite de l’étude. L’introduction de la
forme (2.29) pose l’hypothèse de séparation des échelles temporelles entre la période
linéaire des ondes et le temps caractéristique associé aux transferts non linéaires.
On considère en effet qu’alors, la connaissance des variations de l’amplitude dues
aux phénomènes non linéaires est suffisante pour décrire statistiquement le régime de
turbulence d’ondes aux temps longs.
Hiérarchie des cumulants et équation cinétique
La résolution de l’équation (2.30) est une tâche complexe à laquelle lui est préférée
une description statistique réalisée à partir de l’introduction des moments conjugués
de l’amplitude complexe moyennés statistiquement sur les réalisations :
〈as1k1as2k2〉, 〈as1k1as2k2as3k3as4k4〉, etc. (2.31)
La dérivée temporelle de ces moments faisant apparaître des moments d’ordre supé-
rieur, une hiérarchie infinie d’équations gouvernant l’évolution des moments de chaque
ordre émerge. Cependant, et contrairement à la turbulence hydrodynamique, une fer-
meture de ce système d’équation peut être trouvée à l’aide d’une méthode perturba-
tive [4, 74]. Cette fermeture permet d’exprimer tous les moments d’ordres élevés en
fonction du moment du second ordre :
〈ak1a∗k2〉 = nk1δ(2)(k1 + k2). (2.32)
nk est appelé le spectre d’action d’ondes. Cette fermeture est fournie par l’existence
du petit paramètre  en posant les hypothèses suivantes :
– Les interactions non linéaires sont faibles, l’évolution de l’amplitude des ondes ak
est un effet cumulatif moyenné sur de nombreuses périodes. On suppose alors que
la fréquence liée à la modulation ak est de l’ordre de αt. Cette hypothèse permet
de rechercher les solutions de la fermeture sous la forme d’un développement
multi-échelle dans la limite où  tend vers 0.
– Les amplitudes ak suivent une statistique quasi-gaussienne de telle sorte que
seuls les moments d’ordres pairs sont non nuls.
– Le système est supposé isotrope, bien que l’équation cinétique dans le cas général
puisse être déterminée [26].





















δ(2)(p1 + s1k1 + s2k2 + s3k3)
× δ(ωk + s1ωk1 + s2ωk2 + s3ωk3)dk1d2k123. (2.33)
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Cette équation, similaire à une équation de type Boltzmann dans les gaz, décrit un
échange d’énergie lent d’un mode à un autre. Elle conserve grâce aux conditions de















n’est pas conservée. Ceci s’explique physiquement par le fait que la forme de l’équation
cinétique autorise aussi bien les résonances 2<->2 que les résonances 3<->1 et 1<->3.
L’action d’onde pouvant être interprétée comme la quantité d’ondes se propageant,
elle n’est pas conservée. La conservation de l’énergie se traduit par une cascade des
grandes aux petites longueurs d’ondes avec transport d’un flux d’énergie constant. La
non-conservation du nombre d’onde empêche l’existence d’une seconde cascade dans
le sens inverse.
Solutions de l’équation cinétique





L’équilibre thermodynamique est atteint quand la variation d’entropie est nulle, dS/dt =













) = 0. (2.38)





où T est une constante associée à la température. Cette distribution d’énergie corres-
pond au spectre dit de Rayleigh-Jeans, d’équilibre thermodynamique, ou d’équiparti-
tion de l’énergie.
Le spectre de Kolmogorov-Zakharov est cherché sous la forme :
nk ∝ kα. (2.40)
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En injectant cette forme dans l’équation cinétique (5.13), il vient par analyse dimen-
sionnelle α = −2. Le spectre d’équilibre (Rayleigh-Jeans) (2.39) et le spectre hors
équilibre (Kolmogorov-Zakharov) possèdent les mêmes exposants. Le premier corres-
pond à un flux d’énergie nul, ce qui n’est pas cohérent avec la situation hors équilibre
prenant en compte le forçage et la dissipation. On dit que la solution est dégénérée.
Chercher une solution stationnaire à flux constant peut être fait en ne cherchant plus
seulement une loi de puissance, mais en faisant intervenir une correction logarith-
mique, similairement au cas de l’équation de Schrödinger à deux dimensions [28] :
nk ∝ k−α lnz(k/kc). (2.41)
En suivant alors la même démarche, consistant à entreprendre une expansion per-










εF est le flux d’énergie parcourant le régime inertiel et C est un nombre sans dimension
qui peut être calculé [26]. kc est le nombre d’onde de coupure du spectre.
2.2.2 État de l’art
Expérimentalement, la répartition de l’énergie sur les différents modes de la plaque
est mesurée à l’aide du spectre de puissance de la vitesse transverse, défini dans
le domaine spatial par Ek = 〈|ζ˙k|2〉 et dans dans le domaine fréquentiel par Ef =
〈|ζ˙f |2〉. Les crochets 〈· · · 〉 représentent une moyenne temporelle. Afin d’exprimer les
prédictions fournies par la théorie de turbulence d’ondes sur la forme des spectres
de Rayleigh-Jeans (R-J) et de Kolmogorov-Zakharov (K-Z), le spectre d’énergie du
déplacement transverse 〈|ζk|2〉 est premièrement défini. Il est relié au spectre d’onde
nk par




de telle sorte que les prédictions théoriques (2.39) et (2.42) deviennent
pour R-J : 〈|ζk|2〉 = T
ρh2c2k4
, (2.44a)















Dans [7, 68], les spectres expérimentaux sont calculés à partir de la vitesse normale
de la plaque mesurée en un point à l’aide d’un vibromètre laser, donnant accès à la
répartition de l’énergie dans le domaine fréquentiel. En utilisant la relation de dis-
persion, et en rappelant que Ef = 〈|ζ˙f |2〉 ∝ f 2〈|ζf |2〉, les expressions (2.44) prennent
finalement la forme :
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L’expression (2.45a) justifie l’appellation spectre d’équipartition de l’énergie pour le
spectre de Rayleigh-Jeans, chaque mode étant doté de la même quantité d’énergie
T/ρ.
Premiers résultats
L’étude numérique proposée par Düring et al dans [27] pour accompagner l’appli-
cation de la théorie de turbulence d’ondes aux plaques minces simule les équations
de Föppl-von Kármán à l’aide d’une méthode pseudo-spectrale que nous présenterons
brièvement et réutiliserons au cours du chapitre 4 de cette thèse. L’étude de la pro-
pagation dans l’espace des nombres d’onde d’une condition initiale en l’absence de
forçage et de dissipation mène bien au spectre d’équilibre de Rayleigh-jeans (2.39).
Quand le cadre théorique de la turbulence d’ondes est considéré, c’est à dire quand
l’énergie est injectée aux basses fréquences et dissipée aux hautes fréquences, le spectre
de Kolmogorov-Zakharov (2.42) est également retrouvé.
Les premières études expérimentales consacrées à la caractérisation du régime de
turbulence d’ondes dans les plaques minces ont été réalisées par [7, 68]. Les plaques
étudiées ont une surface de 2×1 m2 et une épaisseur de 0.5 mm dans [7] et de 0.4 mm
dans [68]. Cette dernière plaque est fixée à l’aide d’un encastrement sur l’un de ses
petits côtés tandis que les deux coins restants sont fixés au sol par le biais de ressorts.
La plaque [7] est elle maintenue par quatre ressorts disposés à chacun de ses coins. Les
deux systèmes sont forcés par un pot vibrant avec un signal sinusoïdal de fréquence
f0 = 30 Hz. La dynamique de la plaque est caractérisée par une mesure de la vitesse
transverse en un point par vibromètre laser.
Pour un forçage d’amplitude faible, le signal enregistré est proche du signal d’ex-
citation : le régime de vibration de la plaque est périodique. Si la plaque est forcée
à une fréquence proche de l’un de ses modes propres, une résonance linéaire est mise
en jeu et les modes harmoniques de la fréquence de forçage sont activés [103]. Pour
une amplitude de forçage modérée, une bifurcation s’opère par la perte de stabilité
de l’onde forcée : le régime de vibration est alors quasi-périodique. Cette dynamique
est gouvernée par un régime couplé constitué d’un petit nombre de modes parta-
geant une résonance interne non linéaire et se répartissant de cette façon l’énergie
fournie [101, 103]. Pour une amplitude de forçage importante, ce régime couplé perd
sa stabilité lors d’une seconde bifurcation donnant naissance au régime turbulent.
Un spectre continu large bande où n’apparaissent plus les modes et dont la largeur
augmente avec le forçage est alors observé. Les seuils correspondants aux deux bifurca-
tions ont été déterminés dans [103]. La figure 2.4 présente les spectrogrammes de deux
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Figure 2.4 – Figures issues de [103]. Spectrogramme expérimental de la vitesse trans-
verse d’une plaque rectangulaire excitée par une force harmonique d’amplitude crois-
sante et de fréquence 151 Hz (a) et 290 Hz (b).
Figure 2.5 – Figures extraites de [68] (gauche) et [7] (droite). Spectres temporels de la
vitesse transverse mesurés en un point et renormalisés par la puissance injectée I pour
différentes amplitudes de forçage. (a) Les spectres sont comparés à la loi de puissance
(f/fc)
−0.6(pointillés rouges) puis à une décroissance exponentielle (pointillés noirs)
décrivant la coupure. (b) La gamme inertielle est repérée par une loi de puissance de
la forme (f/fc)−0.5 puis par une loi de puissance (f/fc)−2. Les deux figures insérées
présentent la fréquence de coupure du spectre fc en fonction de la puissance injectée
I par des symboles ronds, et la loi de puissance (2.48) par une ligne pointillée.
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expériences de transition à la turbulence pour des fréquences d’excitation différentes.
Pour une amplitude de forçage faible, la vibration est périodique. Quand le forçage
augmente, le régime quasi-périodique émerge et donne finalement naissance au régime
turbulent. Selon la fréquence de forçage, la stabilité des deux premiers régimes diffère.
La quantité d’énergie fournie à la plaque est quantifiée par la mesure de la puissance
injectée moyenne εI obtenue par l’estimation de la moyenne temporelle du produit
des signaux de vitesse v et de force F mesurés au point d’excitation :
εI = 〈F.v〉. (2.46)
La puissance injectée est normalement proportionnelle au flux d’énergie εF défini lors
de l’introduction du spectre de Kolmogorov-Zakharov. A partir des séries temporelles
de la vitesse mesurées pour plusieurs puissances injectées, une forme commune pour




φ est une fonction de la fréquence normalisée par une fréquence de coupure fc. L’am-
plitude des spectres est normalisée par une loi de puissance en fonction de la puissance
injectée αI . La fréquence de coupure est évaluée soit en déterminant un seuil à partir
duquel on considère l’amplitude des ondes négligeable [7], soit par un ajustement expo-
nentiel des plus hautes fréquences du spectre [68]. Les figures insérées de la Figure 2.5
décrivent le comportement de la fréquence de coupure en fonction de la puissance
injectée. Une loi de puissance de la forme
fc ∝ 1/3I (2.48)
est facilement vérifiée. La coupure des spectres semble donc être plutôt déterminée
par les effets non linéaires que par les mécanismes dissipatifs régissant la dynamique
de la plaque.
La Figure 2.5 présente les fonctions renormalisées (2.47) issues de [68] à gauche et
de [7] à droite. Les spectres obtenus peuvent être décomposés en deux parties :
– Entre la fréquence d’injection f0 et la fréquence des coupures fc, les spectres
semblent suivre une loi de puissance de la forme
Ef ∝ 0.5±0.07I (f/fc)−0.5±0.2 selon [7], (2.49a)
Ef ∝ 0.5I (f/fc)−0.6 selon [68]. (2.49b)
– Après la fréquence de coupure, une décroissance rapide de l’énergie est reportée :
Ef ∝ 0.5±0.07I (f/fc)−2 selon [7], (2.50a)
Ef ∝ 0.5I exp(−f/fc) selon [68]. (2.50b)
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Les différences observées sur les lois de puissance ne sont pas notables et sont conte-
nues dans les incertitudes des deux expériences. En revanche, les comportements ob-
servés expérimentalement sont relativement éloignés des prédictions théoriques aussi
bien pour l’évolution de l’amplitude spectrale en fonction de la puissance injectée que
pour la décroissance des spectres en fonction de la fréquence.
De la validité des hypothèses de la turbulence d’ondes dans le cadre expé-
rimental
Pour expliquer le comportement Ef ∝ 1/2I , la présence d’imperfections sur la
plaque réelle a été évoquée [7]. En brisant la symétrie du système, les défauts pro-
duisent des interactions à trois ondes [101]. Celles-ci font théoriquement évoluer l’am-
plitude des spectres comme la racine carrée de la puissance injectée [27]. Cependant,
des simulations numériques récentes réalisées à l’aide d’un schéma numérique conser-
vatif en différences finies des équations de Föppl-von Kármán ont montré que l’in-
troduction d’un défaut de grande longueur d’onde sur la plaque ne modifiait pas la
dépendance entre amplitude spectrale et puissance injectée. D’une manière générale,
la présence d’imperfections, même si celles-ci sont importantes, ne perturbe pas de
façon notable la dynamique statistique du système en régime turbulent.
La mesure de la relation de dispersion permet de vérifier la validité de plusieurs
hypothèses de la turbulence d’ondes dans le cadre expérimental. Pour cela, une mé-
thode de profilométrie par transformée de Fourier, donnant accès aux spectres à la
fois dans le domaine spatial et dans le domaine temporel, a été développée [19, 69]. La
Figure 2.6(gauche) représente la relation de dispersion pour un forçage faible. Celle-ci
possède pour les vecteurs d’ondes dirigés selon le petit côté de la plaque un caractère
discret à hautes fréquences, témoignant d’un effet de taille fini [65, 66, 69]. Quand
le forçage augmente, les composantes spectrales se dilatent de par l’effet des non-
linéarités jusqu’à ce que la relation de dispersion devienne continue. Au paragraphe
précédent, il était suggéré que les effets de taille finie se traduisaient par une limitation
du nombre de résonances internes, altérant ainsi les transferts d’énergie. Cependant,
pour un forçage suffisant, l’élargissement spectral du aux non-linéarités entraîne des
relations de quasi-résonances qui effacent les problèmes de taille finie [71]. Au final,
il peut être résumé que les effets de taille finie sont présents tant que l’écart entre les
modes est plus grand que l’élargissement des modes engendré par les non-linéarités.
La Figure 2.6(droite) présente la relation de dispersion mesurée pour un forçage très
important. Celle-ci se tient très proche de la relation de dispersion linéaire, ce qui
permet de conclure que la dynamique reste faiblement non linéaire et qu’elle est tou-
jours composée d’ondes. La Figure 2.6(droite) montre cependant une déviation aux
très bas nombres d’ondes, pouvant être interprétée comme la correction non linéaire
à la relation de dispersion linéaire.
Cette déviation à basses fréquences peut être également due à une anisotropie du
forçage [69]. Pour évaluer l’influence du forçage le cadre de la turbulence en déclin
a été étudié [66] : une fois le régime stationnaire atteint, le forçage est coupé et les
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Figure 2.6 – Figures extraites de [69]. (Gauche) Coupe du spectre spatio-temporel
E(k, ω) en kx = 0. (Droite) Relation de dispersion non linéaire pour I = 36, la figure
insérée est en échelle logarithmique.
Figure 2.7 – Figure extraire de [66]. Évolution du spectre de puissance de la vi-
tesse en fonction du temps lors d’une expérience de turbulence en déclin. Courbes
bleues : spectre du régime stationnaire puis (de haut en bas) à des dates espacées de
83ms (les spectres sont moyennés sur 42 ms). Ligne pointillée noire : spectre théo-
rique de Kolmogorov-Zakharov. Lignes pointillées rouge : comportement Ed(k, t, ) =
Ak3 exp[−Bk2/k2c (t)] prédit pour la région dissipative du spectre par [50, 66]. Le
nombre d’onde de coupure kc dépend du temps, et les constantes A et B sont es-
timées à partir des spectres. Figure insérée : même série de spectres expérimentaux
renormalisés par A et tracés en fonction du nombre d’onde renormalisé k/kc(t).
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spectres sont calculés tout au long de la décroissance. L’isotropie est alors restaurée
pour toute la gamme fréquentielle impliquée dans la cascade. La Figure 2.7 montre
l’évolution du spectre de puissance au cours du temps. La décroissance de l’amplitude
spectrale se déroule en deux parties : une première régie par les transferts non linéaires
entre les modes, une seconde, exponentielle, causée par les mécanismes dissipatifs [50].
Avec le temps, les spectres tendent vers une loi de puissance de la forme Ef ∝ 1/2I f−0.3
plus proche des prédictions théoriques que dans le cadre du régime forcé.
L’hypothèse fondamentale de séparation des échelles temporelles entre le temps
non linéaire TNL lié aux transferts d’énergie par le biais des non-linéarités et le temps
linéaire associé à la période des ondes a été vérifié [65]. Le temps non linéaire est me-
suré en décomposant les mesures spatiales à l’aide de la transformée de Gabor. Plus
le forçage est intense et plus les effets non linéaires sont importants, ce qui entraine
une décroissance du temps non linéaire. La séparation des échelles temporelles est très
généralement maintenue, bien que faible pour les plus grandes longueurs forcées avec
une amplitude importante. A faible forçage, la turbulence est discrète [48]. Ce régime
est caractérisé par un temps de gel qui diminue avec le nombre d’onde alors que le
temps non linéaire augmente. Quand ce dernier est supérieur au temps de gel, peu de
transferts d’énergie sont opérés, la turbulence est gelée [84].
2.2.3 Idée et organisation de la thèse
Le régime de turbulence d’ondes observé expérimentalement et numériquement
est donc sensible à la puissance injectée [109]. Pour un forçage très important, la
présence, numériquement et expérimentalement, de structures en forme de plis appa-
raissant dans les basses fréquences des spectres a d’ailleurs été reportée par [63, 64].
Tous les résultats ici évoqués n’expliquent cependant pas les différences observées
entre prédictions théoriques et observations expérimentales et numériques. Le reste
de cette thèse est donc consacré à l’étude du rôle de la dissipation dans le régime de
turbulence d’ondes. Le chapitre 1 a en effet montré sa présence à toutes les échelles,
compromettant l’existence d’une fenêtre de transparence où un flux est transféré des
grandes aux petites échelles de façon conservative. Le chapitre 3 est dédié à la pré-
sentation du dispositif expérimental et à la caractérisation de son amortissement. Le
chapitre 4 présente une étude expérimentale et numérique montrant l’importance de
l’absence d’une gamme inertielle dans les différences entre prédictions théoriques et
mise en œuvre expérimentale. Finalement, le chapitre 5 propose un modèle phénomé-




Ce chapitre présente les méthodes expérimentales mises en œuvre pour
quantifier l’effet de l’amortissement sur le régime turbulent, cette étude
étant proposée dans le chapitre suivant. Le montage expérimental est in-
troduit au paragraphe § 3.1.1 et les spectres de puissance de la vitesse ici
obtenus sont comparés à ceux mesurés par les travaux antérieurs à cette
thèse [7, 68].
La seconde section introduit une mesure de l’amortissement adaptée aux
spécificités de notre système. L’amortissement est alors analysé à l’aide
des modèles d’amortissement présentés au premier chapitre et un mon-
tage expérimental qui permettra au chapitre 4 de quantifier l’effet de
l’amortissement sur le régime de turbulence d’ondes est présenté.
La dernière section décrit la mise en place d’une méthode de profilomé-
trie par transformée de Fourier qui permet d’étudier le régime turbulent
dans l’espace des nombres d’onde k. Bien que cette méthode ait déjà été
employée avec succès sur les plaques dans [19, 64, 65, 66, 69], sa mise
au point sans aucune référence pré-existante en interne nous a permis de
bien en comprendre les difficultés de calibration que nous détaillerons. Le
paragraphe § 3.3.4 conclut ce chapitre par une étude qualitative de l’effet
du forçage sur la relation de dispersion.
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Figure 3.1 – Schéma du montage. La plaque est encastrée sur un de ses petits
côtés entre deux poutres d’aciers à l’aide trois vis. L’encastrement est consolidé par
deux lamelles de caoutchoucs séparant les poutres d’acier de la plaque. La plaque est
excitée à l’aide d’un pot vibrant : un accéléromètre et un capteur de force permettent
respectivement les mesures de la vitesse d’injection V (t) et de la force appliquée F (t).
La vitesse transverse de la plaque v(t) est mesurée à l’aide d’un vibromètre laser.
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3.1 Dispositif expérimental
3.1.1 Montage
Le montage expérimental élaboré pour l’étude du régime turbulent d’une plaque
mince élastique est présenté Figure 3.1. Les plaques sont faites d’un acier inox d’une
masse volumique ρ = 7800 kg ·m−3, d’un module d’Young E = 210 GPa, et d’un
coefficient de Poisson ν = 0.3. La surface vaut S = 2 × 1 m2 et nous disposons
de plaques d’épaisseurs h = 0.5, 0.6, 0.8, 1mm. La plaque est encastrée sur un de ses
petits côtés entre deux poutres d’acier. L’encastrement est consolidé par deux lamelles
de caoutchoucs séparant les poutres de la plaque. Les trois autres bords sont libres.
Les résultats précédemment obtenus à l’ENSTA [7] correspondaient à un ancien
montage où la plaque n’était pas encastrée mais fixée par ses coins à un cadre métal-
lique. Ces conditions aux limites ainsi qu’un pot vibrant moins puissant n’autorisaient
pas de très grandes amplitudes de forçage et de vibration. C’est afin de ne pas être
limité par ces conditions expérimentales que le présent montage a été établi, il est
équivalent à celui utilisé par N. Mordant [68].
3.1.2 Forçage
Un pot vibrant LDS V455MS est placé à la moitié de la plaque, à 62cm du bord
inférieur. Un capteur de force Bruel & Kjaer Type 8230-002 est installé entre le pot-
vibrant et la plaque afin de mesurer la force appliquée F (t). Un accéléromètre Bruel &
Kjaer Type 4517 est installé sur le pot vibrant et fournit la vitesse d’injection V (t). Les
deux grandeurs V (t) et F (t) sont utilisées pour déduire la puissance injectée moyenne,
I =
〈F (t) · V (t)〉
ρS
, (3.1)
où les crochets représentent une moyenne temporelle. Le pot-vibrant est contrôlé par
un signal électrique sinusoïdal. La Figure 3.2 présente en fonction du temps et lorsque
la plaque est en régime turbulent la force F , la vitesse à l’injection V , et le produit
F ·V normalisé par ρS. La puissance injectée moyenne vaut ici I = 1.25×10−4 m3.s−3.
La vitesse suit en fonction du temps un profil sinusoïdal. Le signal de force possède
la composante linéaire liée au signal d’excitation mais fait également apparaître la
contribution non linéaire de la vibration de la plaque. Les fluctuations de la puissance
injectée sont d’un ordre supérieur à sa moyenne et possèdent un profil asymétrique
déjà étudié par Cadot et al. [10, 12].
Le comportement de l’injection dans le cas de la turbulence de plaques vibrantes
est une question loin d’être triviale. Dans la suite de cette thèse, nous dirons simple-
ment que la plaque est excitée à l’aide d’un forçage sinusoïdal dont l’amplitude est
paramétrée par la puissance injectée moyenne I .
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Figure 3.2 – En fonction du temps : (a) Force F . (b) Vitesse mesurée à l’injection
V . (c) Puissance injectée.
3.1 Dispositif expérimental 59
3.1.3 Comparaison avec Boudaoud et al. [7] et Mordant et
al. [68]
La plaque est placée en régime turbulent à l’aide d’un forçage sinusoïdal. La
fréquence d’excitation est petite et pour la plupart des études nous avons choisi :
f0 = 30 Hz. La vitesse transverse de la plaque v(t) est mesurée à l’aide d’un vibro-
mètre laser Polytec OFV 056 en un point situé à 1 m du bas de la plaque et à 40 cm du
bord gauche. Les signaux sont acquis à une fréquence d’échantillonnage de 22.05 kHz
pendant 180 s. La transformée de Fourier du signal de vitesse v(t) est alors moyen-
née sur une fenêtre d’une seconde afin d’avoir une résolution fréquentielle d’1 Hz.
Finalement, la densité spectrale de puissance de la vitesse Pv(f) est calculée via la
fonction periodogram de MATLAB. Les spectres seront régulièrement caractérisés par








La Figure 3.3 présente les spectres de puissance de la vitesse calculés pour plu-
sieurs puissances injectées : I = 5.8× 10−5, 8.4× 10−5, 1.7× 10−4, 5.6× 10−4m3.s−3.
Tous les spectres sont larges-bandes et continus. Quand la puissance injectée aug-
mente, la fréquence de coupure croît et la cascade s’élargit. Cette dernière présente
alors une gamme de fréquences correspondant à l’injection où apparaissent la fré-
quence d’excitation et ses harmoniques, une gamme semblant être inertielle, et une
gamme dissipative où le spectre décroît rapidement. À faible puissance injectée il est
cependant difficile d’estimer une loi de puissance à partir de la gamme inertielle. Le
comportement Pv ∝ f−0.5 proposé dans [7] pour un autre montage expérimental est
bien retrouvé, de même que celui (Pv ∝ f−0.6) mesuré dans [68] pour un schéma
expérimental proche du notre.
La Figure 3.3(b) présente les mêmes spectres de puissance normalisés par la racine
carrée de la puissance injectée en fonction de la fréquence adimensionnée f/fc. Les
spectres forment alors une seule et même courbe, conformément encore aux observa-
tions de [7]. Finalement, l’évolution de la fréquence de coupure fc en fonction de la
puissance injectée I est tracée dans la Figure 3.4 et comparée à la loi de puissance
fc ∝ 1/3I mesurée par [7, 68]. Malgré une variabilité caractéristique des mesures de














































Figure 3.3 – (a) Spectres de puissance de la vitesse transverse Pv en fonction de
la fréquence. Rouge : I = 5.8 × 10−5 m3.s−3. Vert : I = 8.4 × 10−5 m3.s−3. Bleu :
I = 1.7× 10−4 m3.s−3. Cyan : I = 5.6× 10−4 m3.s−3. Ligne pointillée noire : loi de
puissance Pv ∝ f−0.5 proposée par [7]. (b) Mêmes spectres de puissance normalisés

























Figure 3.4 – Fréquence de coupure fc en fonction de la puissance injectée moyenne
I pour des puissances allant de I = 4.7×10−6 m3.s−3 à I = 5.6×10−4 m3.s−3. Ligne
pointillée bleue : loi de puissance fc ∝ 1/3I .
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3.2 Mesure de l’amortissement
Classiquement, l’amortissement d’une plaque est estimé à partir de la réponse
impulsionnelle du système en calculant pour chaque mode le facteur d’amortissement
γ. L’utilisation d’un marteau d’impact pour mesurer la réponse impulsionnelle est
connue pour ne pas être adaptée à notre système [1] :
– Les grandes dimensions de la plaque engendrent, suite à une impulsion, un rap-
port signal-sur-bruit insuffisant.
– L’épaisseur très petite de la plaque introduit forcément une réponse non linéaire,
incompatible avec la mesure d’amortissement.
L’amortissement sera ici calculé à partir d’une réponse impulsionnelle fabriquée. La
très grande densité modale entraînant un important recouvrement qui complique l’esti-
mation du facteur d’amortissement modal, un traitement de la réponse impulsionnelle
par bandes de fréquences est également mis en œuvre.
La méthode utilisée s’inspire des travaux réalisés par Angelo Farina en acoustique
des salles [33] et déjà appliqués aux plaques minces dans la thèse de Kevin Arcas [1].
La démarche consiste dans un premier temps à mesurer la réponse de la plaque à un
sinus glissant. Par l’emploi de ce signal d’excitation, les composantes non linéaires
peuvent être séparées des composantes linéaires, ce qui améliore de façon conséquente
le rapport signal-sur-bruit et la précision. Une fois cette réponse impulsionnelle linéaire
déterminée, elle est interprétée dans l’espace de Fourier à l’aide de la Transformée de
Fourier à Court Terme (TFCT). A partir de la décroissance de chaque canal fréquen-
tiel, un amortissement moyen par bandes de fréquences est déterminé.
3.2.1 Estimation de la réponse impulsionnelle
La première étape consiste à mesurer la réponse impulsionnelle de la plaque. Cette
dernière, notée yI(t), est définie à l’aide du produit de convolution ⊗. Celui-ci fournit
la réponse y(t) d’un système à un signal d’entrée x(t) :
y(t) = yI(t)⊗ x(t). (3.3)
La réponse impulsionnelle est ici construite à partir de la convolution de la réponse
de la plaque à un filtre inverse fi(t) = x(T − t)E(t) où x est un signal d’excitation au
contenu fréquentiel large bande. L’enveloppe E(t) dépend de x et est choisie afin que
la condition
x(t)⊗ fi(t) = x(t)⊗ x(T − t)E(t) = δ(t) (3.4)
soit remplie, avec T la longueur du signal x et δ le delta de Dirac. Il vient alors :
y(t)⊗ fi(t) = yI(t)⊗ x(t)⊗ x(T − t)E(t) = yI(t)⊗ δ(t) = yI(t). (3.5)
Un filtre fi est donc construit pour que sa convolution avec le signal d’entrée x donne
un Dirac. Alors, sa convolution avec le signal de sortie y isole la réponse du système
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au signal x en donnant directement accès à yI .











est alors suggéré par [33]. f1 et f2 sont respectivement la plus basse et la plus haute









La Figure 3.5 présente en fonction du temps, pour T = 20 s, f1 = 2 Hz, f2 = 20 Hz,
l’enveloppe (3.7) et le filtre inverse fi correspondant.
Pour une plaque mince, même pour une excitation de faible amplitude, la réponse
du système contient des composantes non linéaires que l’on ne souhaite pas prendre
en compte dans l’estimation de l’amortissement. Le sinus glissant logarithmique est
particulièrement intéressant pour les systèmes non linéaires car il permet alors de dis-
tinguer les composantes linéaires des composantes non linéaires du signal enregistré.
La Figure 3.6(a) présente le résultat yI de la convolution en fonction du temps pour
une plaque d’acier mesurant 2 × 1m2 et dont l’épaisseur vaut h = 0.5mm. Les pa-
ramètres du sinus glissant logarithmique sont T = 180 s, f1 = 20 Hz, f2 = 8000 Hz.
La réponse linéaire commence à t = T alors que les contributions des harmoniques
produites par les distorsions non linéaires arrivent avant, ou beaucoup plus tard. En
tronquant le signal précédent à partir de t = T , une réponse impulsionnelle ne dépen-
dant pas de l’amplitude du signal d’excitation est obtenue. Cette dernière, présentée
en Figure 3.6(b), est maximale pour t = T , et décroît pendant un temps d’environ
deux secondes jusqu’à atteindre une amplitude négligeable.
3.2.2 Estimation du facteur d’amortissement
Le facteur d’amortissement est estimé à partir de la Transformée de Fourier à
Court Terme (TFCT) de la partie linéaire de la réponse impulsionnelle yI(t). Pour
cela, la pente de la décroissance supposée exponentielle de chaque bande de fréquence
du spectrogramme résultant de la TFCT doit être mesurée. Cette partie est assez
critique car sujette à une variabilité importante vis à vis des paramètres de calcul du
spectrogramme, variabilité que nous étudierons au paragraphe § 3.2.3. Pour le mo-
ment, la résolution fréquentielle est fixée à ∆f = 43 Hz, la fréquence d’échantillonnage
à Fe = 22.05 kHz, et le taux de recouvrement à 90%. Ce taux de recouvrement très
élevé est nécessaire pour disposer de suffisamment de points lors de l’interpolation
des différents canaux fréquentiels. Le sinus logarithmique parcourt la plaque de 50
à 8000 Hz, et ce pendant 180 secondes. Le spectrogramme issu de la TFCT de la
réponse impulsionnelle présentée Figure 3.6(b) est montré en Figure 3.7. À t = 0 s,
l’amplitude est maximale pour tout le spectre, puis chaque bande de fréquence dé-
croît jusqu’à atteindre une amplitude équivalente au niveau de bruit. On remarque
3.2 Mesure de l’amortissement 63

















Figure 3.5 – (a) Enveloppe E définie par l’équation (3.7) en fonction du temps. (b)
Filtre inverse fi = x(T − t)E en fonction du temps. T = 20 s, f1 = 2 Hz, f2 = 20 Hz.



















Figure 3.6 – (a) Réponse impulsionnelle yI en fonction du temps pour une plaque
d’acier d’une surface de 2 × 1m2 et d’épaisseur h = 0.5mm. (b) Zoom sur la partie
linéaire de la réponse impulsionnelle, débutant à t = T = 180 s.
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Figure 3.7 – Spectrogramme de la réponse impulsionnelle de la Figure 3.6 pour
Fe = 22050 Hz, ∆f = 3.6 Hz, et un taux de recouvrement de 95%. L’amplitude du
spectrogramme est en dB et l’échelle de couleur est logarithmique.
















Figure 3.8 – Densité spectrale de puissance en fonction de la fréquence. Noir : Ré-
ponse impulsionnelle prise entre 0 et 1 seconde. Rouge : Bruit de fond calculé sur les
dix derniers instants. Bleu : Bruit de fond plus 6dB.
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Figure 3.9 – Courbes de décroissances EDCXn,ki en fonction du temps pour plusieurs
bandes de fréquence. Noir : f = 517 Hz, Rouge : f = 1380 Hz, Vert : f = 1897 Hz,
Bleu : f = 4312 Hz. Lignes pointillés : interpolations.
que cette décroissance est très variable d’une bande de fréquence à l’autre, soulignant
la complexité de la dépendance entre amortissement et fréquence.
Le spectrogramme de la Figure 3.7 est assez bruité, comme le montrent par exemple
les lignes diagonales qui peuvent être observées à hautes fréquences entre t = 1 s et
t = 2 s. Afin de proposer une estimation correcte de la décroissance de l’amplitude de
chaque canal, les courbes de décroissance sont employées. En rappelant la définition de
la TFCT d’un signal discret x(n) pondéré par la fenêtre d’analyse x[n+m]w[m] [80],









Nf est la taille des transformées successives, L le dernier échantillon, et M corres-
pond à l’instant où la réponse impulsionnelle est de l’ordre du bruit de fond supposé
gaussien, ici assimilé au niveau de crête de l’amplitude de chaque canal à t = 2.5 s.
À cet instant, la réponse impulsionnelle a été totalement amortie. Le niveau de crête
d’un bruit gaussien est d’environ 10 dB au dessus de sa moyenne et la dynamique de
mesure maximale est obtenue entre 6 et 8 dB. Pour évaluer ce niveau, la densité spec-
trale de puissance est directement déduite à partir du spectrogramme de la Figure 3.7
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à un instant donné. La Figure 3.8 présente en noir la densité spectrale de puissance
moyennée entre les temps t = 0 s et t = 1 s en fonction de la fréquence. Le niveau
moyen de bruit mesuré en t = 2.5 s est représenté en rouge, et la moyenne plus 6 dB
en bleu. De par cette représentation, il est possible de trier les bandes de fréquence où
la courbe bleue est supérieure à la courbe noire et où le bruit est donc trop important
pour que l’estimation de la décroissance soit satisfaisante. Sur les canaux conservés,
les courbes de décroissance définies par l’équation (3.9) sont alors calculées.
La Figure 3.9 représente quatre courbes de décroissance réparties entre f = 517 Hz
et f = 4312 Hz en fonction du temps. Pour les canaux à hautes fréquences, la dé-
croissance est bien plus rapide qu’à basses fréquences, témoignant de l’augmentation
de l’amortissement avec la fréquence. Pour quantifier cette évolution, les courbes de
décroissances sont alors interpolées de façon à estimer la chute exponentielle. Les
droites issues de l’interpolation sont affichées dans la Figure 3.9. Pour chaque canal,
les pentes KdB associées aux interpolations sont reliées au facteur d’amortissement γ
par la relation :
γ = KdBln(10)/20. (3.10)
3.2.3 Influence des paramètres d’analyse sur la détermination
des facteurs d’amortissement
Le premier paramètre à calibrer est la durée totale T du sinus glissant logarith-
mique utilisé pour balayer l’ensemble des fréquences. La Figure 3.10 présente la densité
spectrale de puissance de la réponse impulsionnelle mesurée à partir de signaux de
durées T = 30, 60, 120, 180 s. Les densités spectrales ont été moyennées sur la pre-
mière seconde de la réponse impulsionnelle. Jusqu’à 4 kHz, les quatre courbes sont
très proches et leurs différences relèvent essentiellement de la variabilité de la mesure.
À partir de 4 kHz, les densités spectrales issues d’une réponse impulsionnelle mesu-
rée sur des temps courts ont une amplitude moindre. Cette observation signifie que
le signal d’excitation parcourt les fréquences les plus hautes trop rapidement, indui-
sant des erreurs dans le calcul de la réponse impulsionnelle qui se traduisent dans le
domaine fréquentiel. A partir de T = 120 s, la densité spectrale de puissance de la
réponse impulsionnelle semble converger sur toute la gamme étudiée. Afin d’éviter de
sous-estimer les hautes fréquences, nous choisirons un signal d’une durée minimum de
T = 180 s.
Le second paramètre à déterminer correspond à la résolution fréquentielle utilisée
pour l’analyse dans l’espace de Fourier de la réponse impulsionnelle via le calcul de
la TFCT. La Figure 3.11(a) présente les valeurs du facteur d’amortissement en fonc-
tion de la fréquence pour des fenêtrages de taille ∆f = 21.6, 43, 86.2, 172.4 Hz. Avant
1000 Hz, le choix d’une fenêtre de grande taille conduit à des réponses impulsion-
nelles très bruitées où très peu de facteurs d’amortissement peuvent être évalués avec
confiance. Il est donc nécessaire d’appliquer la fenêtre la plus étroite afin de dispo-
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Figure 3.10 – Densité spectrale de puissance de la réponse impulsionnelle pour diffé-
rents temps d’acquistion : Rouge : T = 30 s, Vert : T = 60 s, Bleu : T = 120 s, Noir :



























Figure 3.11 – (a) Facteur d’amortissement en fonction de la fréquence pour diffé-
rentes résolutions fréquentielles : Rouge : ∆f = 21.6 Hz, Noir : ∆f = 43 Hz, Vert :
∆f = 86.2 Hz, Bleu : ∆f = 172.4 Hz. (b) Facteur d’amortissement en fonction de la
fréquence pour quatre réponse impulsionnelles mesurées de la même façon.
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ser d’assez de points pour avoir une idée quantitative de l’amortissement dans cette
gamme de fréquences. Après 1000 Hz, l’emploi d’une fenêtre trop petite induit un
bruit compliquant l’analyse du fait de la complexité de la fonction d’amortissement et
d’une barre d’erreur assez importante. Nous verrons de plus au chapitre suivant que
cette complexité ainsi que la multiplicité des sources d’amortissement nous conduiront
à modéliser l’amortissement par une loi de puissance. Dans ce but, après 1000 Hz, la
plus grande taille ∆f de fenêtre est utilisée, fournissant tout de même assez de points
pour avoir une information qualitative pertinente sur l’amortissement.
Finalement, la figure 3.11(b) montre quatre mesures complètes du facteur d’amor-
tissement réalisées avec les mêmes signaux d’excitations et les mêmes paramètres de
traitement. Les quatre fonctions d’amortissement présentées sont proches les unes des
autres et permettent de quantifier de la dispersion statistique associée à l’ensemble
des étapes ayant conduit de la mesure de la réponse de la plaque au sinus glissant lo-
garithmique jusqu’aux facteurs d’amortissement. Pour chaque fréquence, la moyenne














(γi − γ¯)2. (3.12)
En prenant la racine carré de cette variance, l’écart-type est déterminé et montre que la
dispersion statistique est plus importante à hautes fréquences qu’à basses fréquences.
Ceci peut s’expliquer par la décroissance très rapide des canaux hautes fréquences :
moins de points sont disponibles pour l’interpolation et l’erreur est en conséquence
plus grande. La mesure de l’écart-type nous permet d’estimer la confiance en notre
mesure γmes du facteur d’amortissement γ :
γ = γmes ± 0.12s−1 sur l’intervalle [0 3000] Hz, (3.13a)
γ = γmes ± 0.28s−1 sur l’intervalle [3000 8000] Hz. (3.13b)
Ce résultat nous est plutôt satisfaisant, connaissant la difficulté et la variabilité des
mesures vibratoires sur une grande plaque mince.
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Figure 3.12 – Facteur d’amortissement en fonction de la fréquence. ∆f = 21.6 Hz
avant 1000 Hz. ∆f = 172.4 Hz après 1000 Hz.
La Figure 3.12 présente une mesure d’amortissement que l’on qualifiera d’optimale
par rapport aux paramètres évalués au paragraphe précédent. L’évolution de la dissi-
pation avec la fréquence nous est alors disponible entre 100 et 15000 Hz. Pour cela,
trois sinus glissants logarithmiques de longueur T = 180 s ont été utilisés, le premier
de 100 à 1000 Hz, le second de 1000 à 8000 Hz, et le dernier de 8000 à 15000 Hz.
Le premier chapitre a permis d’introduire les différentes sources de pertes présentes
dans une plaque métallique mince :
– L’amortissement thermoélastique, résultat du couplage entre les ondes de flexion
et les ondes de chaleur dans l’épaisseur de la plaque : il est ici modélisé à l’aide
des travaux de Chadwick [14]. Ces derniers prédisent une croissance du fac-
teur d’amortissement thermoélastique proportionnelle au carré de la fréquence
avant qu’un palier, situé à 200 Hz pour une plaque de 0.5 mm, soit atteint. Cet
amortissement évolue comme l’inverse du carré de l’épaisseur.
– L’amortissement viscoélastique, conséquence d’un effet mémoire du matériau lié
à ses dislocations : le facteur d’amortissement viscoélastique évolue linéairement
avec la fréquence et devient significatif dans notre cas à partir de 1 kHz [13].
– L’amortissement par rayonnement acoustique : il représente une dissipation im-
portante voire prépondérante à partir de la moitié de la fréquence de coïnci-
dence (1.35), égale à 2.38 × 104 Hz pour une plaque d’épaisseur 0.5 mm. La
prise en compte de cet amortissement est opérée à l’aide du modèle de Maida-
nik [58].
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– Les pertes induites par une force dite de friction fluide exercée par l’air sur la
plaque quand la vitesse de l’écoulement est suffisamment grande. Il a été mon-
tré au paragraphe § 1.41 que ce mécanisme était négligeable pour le montage
utilisé dans [7]. Notre montage présente des bords libre et la capacité du forçage
est supérieure, de telle sorte que des vitesses plus importantes peuvent ici être
atteintes. L’amortissement par friction fluide joue donc potentiellement un rôle
pour la plaque la plus mince aux niveaux des premiers modes où les autres mé-
canismes d’amortissement sont très peu efficaces. Dans tous les cas, ce processus
dissipatif ne peut être ici caractérisé puisque nos mesures d’amortissement sont
réalisées pour des forçages d’amplitude très faible.
– Les pertes dues à l’encastrement de la plaque entre deux lamelles de caoutchoucs.
La Figure 3.13 reprend les points expérimentaux de la Figure 3.12 et trace en
parallèle la somme des facteurs d’amortissements provenant des divers modèles pré-
cédemment évoqués :
– Les valeurs prises par le facteur d’amortissement avant 100 Hz ne sont pas acces-
sibles expérimentalement car les composantes non linéaires sont trop présentes
et les mesures d’amortissement alors trop bruitées : la croissance théorique de
l’amortissement thermoélastique avec la fréquence dans cet intervalle n’est donc
pas observable. Cependant, entre 100 et 1000 Hz, la croissance des facteurs
d’amortissement expérimentaux et théoriques est similaire : c’est bien l’amor-
tissement thermoélastique qui domine dans cette gamme.
– À partir de 1 kHz, les deux jeux de données présentent une croissance plus
rapide : la contribution de amortissement viscoélastique n’est plus négligeable.
– À partir de 6 kHz, la valeur du facteur d’amortissement est essentiellement
déterminée par la dissipation viscoélastique.
– La contribution de l’amortissement par rayonnement acoustique est très faible
et peut être, pour cette plaque et sur cette gamme de fréquences, négligée.
En raison du rapport signal-sur-bruit, notre connaissance de l’amortissement
expérimental s’arrête à 15 kHz. La comparaison entre expériences et modèles
au voisinage de la fréquence de coïncidence n’est donc pas possible. Pour pallier
ce problème, la dissipation inhérente à une plaque plus épaisse est ci-dessous
étudiée, l’augmentation de l’épaisseur correspondant à une baisse de la fréquence
de coïncidence.
Cette première comparaison entre nos mesures et l’amortissement théorique est donc
plutôt satisfaisante et semble valider le choix des divers modèles d’amortissement.
Un décalage dans l’amplitude des facteurs d’amortissement est cependant remarqué,
de telle sorte que l’amortissement théorique semble sous-estimer l’amortissement réel.
Cette observation est peu surprenante, et peut aussi bien être justifiée par l’absence de
la modélisation des pertes à l’encastrement que par la barre d’erreur assez importante
inhérente à notre mesure d’amortissement et donnée par les relations 3.13. Aucun
paramètre libre n’est utilisé dans ces modèles : l’amortissement thermoélastique est
déterminé par les grandeurs inhérentes au matériau présentées par le Tableau 1.2,





















Figure 3.13 – Facteur d’amortissement γ en fonction de la fréquence pour une plaque
d’acier d’épaisseur 0.5 mm. Points : mesure déjà présentée en Figure 3.12. Lignes poin-
tillées : modèles proposés pour représenter l’amortissement thermoélastique (cyan),
viscoélastique (rouge), par rayonnement (magenta). Ligne noire : somme des diffé-
rentes contributions. Lignes pointillées bleues et vertes : respectivement, lois de puis-






































Figure 3.14 – Facteur d’amortissement γ en fonction de la fréquence. Points : don-
nées expérimentales. Noir : h = 0.5 mm. Rouge : h = 0.6 mm. Bleu : h = 0.8 mm.
Vert : h = 1 mm. (b) Lignes pointillées : h = 1 mm, modèles proposés pour représen-
ter l’amortissement thermoélastique (cyan), viscoélastique (rouge), par rayonnement
(magenta). Ligne verte : somme des différentes contributions.
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l’amortissement viscoélastique par le facteur de pertes mesuré dans [13], l’amortisse-
ment par rayonnement par les dimensions de la plaque, la vitesse du son dans l’air,
les densités de l’acier et de l’air. La différence entre la mesures et les modèles peut
donc aussi en partie provenir d’une différence entre les grandeurs caractéristiques de
l’acier de notre plaque et celles provenant de la littérature, ces grandeurs étant connues
pour varier d’un acier à un autre. L’étude de cette hypothèse nécessiterait une mesure
directe des constantes de l’acier utilisé expérimentalement.
La Figure 3.14(a) présente les facteurs d’amortissement mesurés pour des plaques
d’épaisseurs h = 0.5, 0.6, 0.8, 1 mm. Les quatre séries sont très proches les unes des
autres et la faible variation d’épaisseur ici traitée semble être insuffisante pour éta-
blir une relation expérimentale claire entre amortissement et épaisseur. Trois points
peuvent cependant être soulignés :
– Pour la plaque la plus épaisse, une croissance très rapide de l’amortissement aux
plus hautes fréquences témoignent de la présence de la fréquence de coïncidence,
conformément aux prédictions théoriques.
– Entre 2 et 10 kHz, le facteur d’amortissement ne dépend pas de l’épaisseur, ce qui
suggère que l’amortissement viscoélastique est dans cette gamme le mécanisme
qui dissipe le plus d’énergie.
– Finalement, avant 1 kHz, seule une légère hiérarchie est observable : la plaque
la plus fine possède un amortissement en moyenne plus élevé que la plaque la
plus épaisse.
La Figure 3.14(b) isole des données précédentes la mesure d’amortissement pour la
plaque la plus fine et celle pour la plaque la plus épaisse. Les modèles correspondants à
cette dernière sont également tracés. A hautes fréquences, la fréquence de coïncidence
expérimentale de la plaque la plus épaisse est un peu plus élevée que la prédiction
théorique. Là encore, cette différence peut provenir des paramètres du matériau utilisés
dans le modèle d’amortissement par rayonnement. Ces paramètres ont en effet une
influence non négligeable sur la relation de dispersion des ondes se propageant dans
l’acier, et donc sur la fréquence de coïncidence.
À basses fréquences, dans la zone gouvernée théoriquement par l’amortissement
thermoélastique, l’écart entre l’amortissement de la plaque la plus épaisse et celui de
la plus fine est bien moins notable qu’attendu : γ ∝ 1/h2. Il est difficile de savoir si
cette observation traduit la présence d’un mécanisme d’amortissement supplémentaire
(les pertes au niveau de l’encastrement, par exemple) qui compenserait la diminution
du facteur thermoélastique, ou si elle traduit simplement le fait que la résolution de
notre mesure est insuffisante par rapport à la variation de l’épaisseur ici étudiée.
La mesure d’amortissement dans les structures est une problématique expérimen-
tale complexe, et il est plutôt rare d’observer une cohérence parfaite entre le cadre
pratique et les modèles, ceux-ci devant considérer des situations simplifiées. Dans
notre cas, les résultats ont permis de mettre en valeur expérimentalement les prin-
cipaux mécanismes dissipatifs actifs dans notre configuration tout en hiérarchisant
l’importance de leurs contributions selon la fréquence en accord avec les prédictions
théoriques.
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3.2.5 Configurations expérimentales mises en œuvre pour étu-
dier l’effet de l’amortissement sur le régime turbulent
Par la mise en œuvre (détaillée dans la section 3.3) de la profilométrie par trans-
formée de Fourier, nous nous sommes rendus compte que le fait de peindre la plaque
ajoutait une dissipation homogène. Nous dénotons la configuration initiale configura-
tion N, la configuration où une face est peinte configuration 1CP, et la configuration
où les deux faces sont peintes configuration 2CP. Une autre configuration est obtenue
en ajoutant à la précédente des amortisseurs sur les trois bords libres de la plaque
afin d’atténuer les ondes réfléchies aux frontières (configuration BA, voir Figure 3.15).
Ces amortisseurs ont une forme cylindrique, un diamètre de 1.7 cm, et ils sont ven-
dus dans le commerce pour l’isolation thermique de conduits hydrauliques. Chaque














Figure 3.16 – Facteur d’amortissement γ en fonction de la fréquence. Lignes poin-
tillées : lois de puissance γ = αf 0.6. Rouge : configuration N, α = 0.045. Noir :
configuration 1CP, α = 0.072. Magenta : configuration 2CP, α = 0.144. Bleu : confi-
guration BA, α = 0.224.
La Figure 3.16 présente pour les quatre configurations les facteurs d’amortisse-
ment mesurés entre 20 Hz et 3 kHz. La Section 3.2 a mis en lumière la complexité de
la dépendance fréquentielle de la dissipation. Ici, il est intéressant de noter que bien
qu’entre les différentes configurations les sources d’amortissement soient de plusieurs
natures, les facteurs d’amortissement présentent un comportement similaire en fonc-
tion de la fréquence. Il est donc proposé de chercher pour chaque configuration une
3.2 Mesure de l’amortissement 75
Figure 3.15 – Le dispositif expérimental présenté en Figure 3.1 est repris. Pour la
configuration BA, des amortisseurs sont placés sur les trois bords libres de la plaque.
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loi de puissance de la forme :
γ = αf 0.6±0.05. (3.14)
Cette loi est mise en défaut pour les premiers modes de la plaque mais fournit, sur
l’intervalle de fréquences usuellement emprunté par la cascade (typiquement entre
60 et 4000 Hz), une description globale de l’amortissement de la plaque. Chaque
configuration peut alors être caractérisée par un coefficient d’amortissement relatif γ∗






Le tableau 3.1 regroupe les valeurs de γ∗ obtenues dans chaque cas : une multiplication
allant jusqu’à un facteur 5 de l’amortissement de la configuration initiale a été obtenue.
Configuration N 1SP 2SP ED
α 0.045 0.072 0.144 0.224
γ∗ 1 1.6 3.1 4.9
Table 3.1 – Coefficients d’amortissement α et γ∗ pour chaque configuration étudiée.
Finalement, la loi de puissance estimée ici pour la configuration N a été reportée
dans la Figure 3.13 de même qu’une loi de puissance de la forme γ(f) ∝ f 0.5 corres-
pondant à la mesure de l’amortissement réalisée par Boudaoud et al. [7]. La méthode
consiste à mettre la plaque en régime turbulent puis à couper le forçage. Alors, la
décroissance exponentielle est mesurée pour l’ensemble des fréquences considérées et
une loi de puissance est estimée. Sur l’intervalle de fréquences usuellement emprunté
par la cascade turbulente, la Figure 3.13 montre que les deux lois de puissance sont
très proches et fournissent une bonne approximation du facteur d’amortissement.
Mesure de la puissance dissipée
Les mesures d’amortissement permettent de connaître la puissance dissipée par
la cascade. Cette dernière correspond à l’énergie dissipée par chaque mode et peut






La Figure 3.17 présente pour chaque configuration l’évolution de la puissance dissi-
pée en fonction de la puissance injectée I définie par l’équation (3.1). Pour calculer
l’intégrale (3.16), les points présentés en Figure 3.16 fournissent les valeurs de γ(f)
et les spectres Pv(f) ici utilisés seront présentés et analysés au chapitre suivant. La
puissance injectée et la puissance dissipée suivent une relation de proportionnalité de
la forme
D = 0.44I (3.17)
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Figure 3.17 – Puissance dissipée D en fonction de la puissance injectée I . Rouge :
γ∗ = 1. Noir : γ∗ = 1.6. Magenta : γ∗ = 3.1. Bleu : γ∗ = 4.9. Ligne verte pointillée :
D = 0.44I .
alors qu’intuitivement ces deux puissances devraient être égales si l’amortissement est
homogène. Cette hypothèse d’homogénéité n’est peut être pas parfaitement vérifiée
mais nous pensons que l’inégalité entre les deux puissances provient de pertes d’énergie
par génération de tourbillons dans l’air via les bords de la plaque. Cet amortissement
ne se produisant que quand la plaque est en régime de vibration non linéaire, il n’est
pas pris en compte par notre manière de mesurer l’amortissement. De plus, un rapide
calcul classique de puissance aérodynamique rayonnée montre que cette dernière est,
dans le cadre de grands déplacements des bords, de même ordre que la puissance
injectée. Même si D représente mieux ce qui a été dissipé par la cascade, I est par
la suite utilisé comme paramètre de contrôle comme c’était le cas dans les premières
études expérimentales [7, 68].
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3.3 Profilométrie par Transformée de Fourier
Jusqu’ici, les travaux expérimentaux réalisés à l’UME considéraient l’étude du
régime turbulent à partir de la mesure de la vitesse en un point. Si maintenant nous
désirons étudier l’isotropie du régime turbulent ou vérifier la validité de la relation
de dispersion à des amplitudes de forçage importantes, il est nécessaire de mettre en
place une mesure spatiale.
La profilométrie par transformée de Fourier a été développée par Takeda [95, 96]
pour mesurer les dimensions d’un objet. Elle fut adaptée par [18, 61, 83] pour étudier
la propagation d’ondes à la surface de l’eau et appliquée au cas de la turbulence
d’ondes de flexions dans [19, 69].
3.3.1 Principe
Un vidéoprojecteur et une caméra séparés par une distance D sont situés à une
distance L d’une surface paramétrée par les coordonnées cartésiennes (x, y). Cette
dernière est au repos et un réseau de franges sinusoïdales de longueur d’onde λp est
projeté. L’intensité I0 mesurée par la caméra dans son plan (X, Y ) est alors un motif
en niveaux de gris de la forme




+ φ0(X, Y )
)
+B(X, Y ), (3.18a)




λ = αλp avec α > 1 est la longueur d’onde du motif formé sur la surface et λc = βλ
avec β < 1 la période vue par la caméra. A est un facteur dépendant du montage
et B un bruit introduit par l’inhomogénéité de l’éclairage. Ce bruit est quantifié en
projetant une image monochromatique et l’on nomme Iref l’intensité mesurée dans ce
cas par la caméra :
Iref (X, Y ) = B(X, Y ). (3.19)
Une fois le système mis en vibration, l’intensité mesurée à chaque pas de temps
s’écrit :




+ φ(X, Y )
)
+B(X, Y ) (3.20a)




L− ζ . (3.20b)
ζ est pour chaque pixel de la caméra le déplacement transverse opéré par la surface
et constitue la quantité à déterminer. La différence de phase entre l’image associée à
I et celle associée à I0,
∆φ(X, Y ) = φ(X, Y )− φ0(X, Y ), (3.21)
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doit donc être mesurée. Pour cela, deux transformations de Hilbert sont calculées :
H(I0 − Iref ) = A(X, Y ) exp (i(2pi/λcY + φ0(Y ))) , (3.22a)
H(I − Iref ) = A(X, Y ) exp (i(2pi/λcY + φ(Y ))) , (3.22b)
Le déphasage ∆φ est alors donné par la partie imaginaire de l’équation
log[H(I − Iref ).H∗(I0 − Iref )] = logA2 + i∆φ, (3.23)
avec H∗ le nombre complexe conjugué de la transformée de Hilbert (3.22a).
La différence de phase est reliée directement au déplacement transverse ζ grâce aux
expressions (3.18b) et (3.20b). Ces dernières, démontrées dans [61, 86], sont valables
dans le cas où les axes optique de la caméra et du vidéoprojecteur sont parallèles
et la lumière issue du vidéoprojecteur est supposée collimatée : les rayons qui la
composent sont parallèles et leur dispersion avec la distance est négligée. Pour des
franges non collimatées, l’expression du déplacement transverse est plus complexe et




Comme la surface peut être, en plus du déplacement transverse, animée d’un mouve-
ment dans son plan, la mesure de ζ est obtenue en un point (x′, y′) de coordonnées









3.3.2 Mise en œuvre
Un vidéoprojecteur Epson EH-TW9000 d’une résolution de 1920×1200 px2 et une
caméra rapide Phantom V9, dont la résolution est ajustable, sont vissés parallèlement
au sol à un support commun (voir Figure 3.18). Celui-ci est construit à partir d’une
planche de bois fixée à une structure métallique maintenue au sol par des poids. Les
emplacement de la caméra et du vidéoprojecteur ont été choisis de telle sorte que
leurs capteurs soient alignés et à égale distance de la plaque. La distance qui les
sépare vaut D = 0.315 m et un objectif Nikon de focale F = 50 mm dont l’ouverture
est réglée à 1.4 pour optimiser le rapport signal sur bruit est monté sur la caméra. Le
flux d’air chaud sortant de l’aération du vidéoprojecteur ne doit pas être négligé : s’il
passe devant la caméra l’indice optique de l’air est perturbé et l’image enregistrée est
déformée. Cette précaution explique sur la Figure 3.18 que la caméra ait été placée
en dessous du vidéoprojecteur, le flux d’air chaud provenant du vidéoprojecteur se
dirigeant vers le haut de la salle d’expériences.
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Figure 3.18 – Profilométrie par transformée de Fourier : dispositif de mesure. Un
vidéoprojecteur EPSON EH-TW9000 et une caméra rapide Phantom V9 sont vissés
à un support commun de telle sorte que le capteur de la caméra et celui du vidéopro-
jecteur soient alignés.
Figure 3.19 – Projection d’un motif sinusoïdal à deux dimensions sur la plaque.
Seul le capteur vert du Tri-LCD du vidéoprojecteur est utilisé, et ce car cette couleur
correspond à la meilleure sensibilité de la caméra rapide.
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Il est nécessaire de supprimer les réflexions induites par l’acier pour rendre la
surface de la plaque diffusive. Pour cela, une des faces a été peinte avec une peinture
blanche liquide adaptée au métal dont l’effet sur les vibrations sera présentée au
chapitre suivant. Le motif sinusoïdal est alors projeté à l’aide du vidéoprojecteur en
utilisant un seul des capteurs du Tri-LCD. La composante verte est de cette façon
isolée (voir Figure 3.19) car elle correspond à la couleur à laquelle la caméra est la
plus sensible.
La taille des franges ainsi que la distance entre les appareils de mesure et la plaque
doivent être déterminées. Ce dimensionnement prend en compte la plus petite longueur
d’onde, ainsi que la plus grande, pouvant se propager. Pour pouvoir observer la plus
grande longueur d’onde, égale à la largeur de la plaque, le support sur lequel sont
placés la caméra et le vidéoprojecteur doit être disposé à une distance L = 3.27m.
La résolution de la caméra est fixée à 1200 × 1200 px2. Nous cherchons alors la plus
petite longueur d’onde. D’après la Figure 3.4, nous savons que la cascade atteint
au maximum des fréquences de l’ordre de 10 kHz. D’après la relation de dispersion
donnée par l’équation (1.34) et présentée précédemment en Figure 1.5, cette borne
supérieure correspond en terme de nombre d’onde à k = 282.9 rad.m−1, et en terme de
longueur d’onde à 0.0222 m. D’après [18], la résolution maximale de la profilométrie
par transformée de Fourier est de λ/4, où λ est la longueur d’onde apparente. Dans
notre cas, il faut λ ≤ 0.0888 m. Avec une résolution de 1200× 1200 px2, un pixel de
la caméra représente 8.33× 10−4 m sur la plaque. En projetant une longueur d’onde
correspondant sur la plaque à 10 pixels caméra, λ = 8.33 × 10−3 m et la résolution
est donc de 2.1× 10−3 m, ce qui est largement suffisant.
3.3.3 Calibration
La plaque est mise en régime turbulent par un signal sinusoïdal à la fréquence
f0 = 30 Hz. La vibration est enregistrée à l’aide de la caméra rapide sur une zone
couvrant 1 m2 de la plaque et située au dessus du pot-vibrant. La salle d’expérience
a été isolée de toute lumière extérieure de telle sorte que l’éclairage fourni par le
vidéoprojecteur est homogène sur toute la surface. Cette précaution nous affranchit
de la mesure de l’intensité de référence Iref . Les étapes décrites au paragraphe 3.3.1
pour déterminer le déplacement transverse ζ se traduisent expérimentalement par les
démarches suivantes :
– Avant la mise en vibration de la plaque, le motif projeté est enregistré par la
caméra, fournissant pour chaque pixel l’intensité I0.
– Une fois la plaque mise en régime turbulent, la caméra enregistre pendant une
seconde la vibration, fournissant l’évolution de l’intensité I au cours du temps.
– La transformée de Fourier 2D des multiples images est calculée puis filtrée par




















Figure 3.20 – Densité spectrale de puissance de la vitesse Pv en fonction de la norme
k du vecteur d’onde pour plusieurs moyennes Nm. Vert : Nm = 2, Rouge : Nm = 10,



















Figure 3.21 – Densité spectrale de puissance de la vitesse Pv en fonction de la norme k
du vecteur d’onde pour différents écart-types σg. Noir : σg = 12.5 rad.m−1. Magenta :
σg = 16.67 rad.m−1. Cyan : σg = 25 rad.m−1. Bleu : σg = 33.3 rad.m−1. Rouge :
σg = 50 rad.m−1. Vert : σg = 125 rad.m−1.
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mations de phase recherchée se trouve dans cette partie du signal, le reste ne
constituant que du bruit. Finalement, seule la partie positive des spectres est
conservée, ce qui revient à avoir calculé la transformée de Hilbert des images I
et I0, conformément à l’étape (3.22).
– Le calcul du produit des transformées de Hilbert H(I) et H(I0) donne accès
à la différence de phase ∆φ grâce à la relation (3.23). La phase obtenue doit
être déroulée afin de supprimer les discontinuités en +pi et −pi. Les algorithmes
permettant de dérouler la phase sur des images 2D sont nombreux [42, 43, 116],
mais leur complexité et le temps de calcul nécessaire ne sont pas appropriés
dans notre cas. Afin d’éviter toute erreur pouvant être induite par cette étape,
les calculs précédents ne considèrent plus une image au repos et une image en
vibration, mais deux images qui se suivent directement. Par cette opération, la
différence de phase est beaucoup plus petite qu’auparavant et reste contenue
dans l’intervalle [−pi; pi]. On notera qu’alors c’est la vitesse transverse, et non le
déplacement, qui est obtenue à partir du déphasage.
– Les spectres de puissance de la vitesse sont calculés et évalués en fonction de
la norme du vecteur d’onde k. Pour cela, le module au carré de la transformée
de Fourier 2D d’une image de vitesse est sommé sur tous les angles du repère
(kx, ky). Le spectre de puissance est ensuite moyenné au cours du temps jus-
qu’à ce que sa forme converge. La Figure 3.20 présente les spectres d’énergie en
fonction de la norme de k pour un nombre croissant d’images utilisées pour la
moyenne temporelle. La fréquence d’échantillonnage est fixée pour ce comparatif
à Fs = 1430 Hz. Avec 2, 10, 50 images, le spectre calculé est accidenté. À partir
de 300 images, ce dernier est convergé. Pour la suite de l’étude, 1000 images (ce
qui correspond ici à 0.7 s) sont utilisées : la convergence du spectre est assu-
rée sans qu’un trop grand nombre d’images doit être enregistré. Le traitement
d’image est en effet très gourmand en terme de mémoire.
La gaussienne utilisée pour filtrer les images brutes doit être précisément calibrée :
si elle est trop large le rapport signal-sur-bruit est insuffisant, si elle est trop étroite
des longueurs d’ondes présentes dans la cascade turbulente sont filtrées. L’écart-type,
qui définit la largeur de la gaussienne, est exprimé dans le référentiel de la plaque.
La Figure 3.21 présente les spectres d’énergie en fonction de la norme de k pour
des gaussiennes allant de σg = 12.5 rad.m−1 à σg = 125 rad.m−1. Pour les nombres
d’ondes les plus petits, les six spectres sont similaires. Pour des largeurs de gaussienne
σg = 12.5 rad.m−1 et σg = 16.67 rad.m−1, la cascade est affectée par le filtrage
à partir de k = 20m−1 : l’amplitude spectrale est plus faible que pour les autres
tailles de gaussienne et la cascade s’arrête plus rapidement. Pour les autres tailles de
gaussienne, la cascade n’est plus affectée par le filtrage et possède dans les quatre cas
la même largeur. Cependant, un bruit apparaît pour les nombres d’onde supérieurs
à k = 100 m−1 dans les cas σg = 50 rad.m−1 et σg = 125 rad.m−1. Le meilleur
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compromis entre les deux erreurs relevées est obtenu pour σg = 33.33 rad.m−1 et
σg = 25 rad.m−1, cette dernière taille de fenêtre étant utilisée par la suite.
L’amplitude spectrale dépend également du temps d’exposition de la caméra. Un
temps d’exposition très court permet d’utiliser une grande fréquence d’échantillonnage
mais conduit à des images trop sombres. Un temps d’exposition trop long réduit
la fréquence d’acquisition : comme la vitesse est calculée à partir de deux images
successives, la cascade est alors filtrée. La Figure 3.22 présente les spectres d’énergie
en fonction de la norme de k pour des temps d’exposition allant de 100 à 700 µs.
Pour Te = 100 µs, toutes les composantes spectrales ont une amplitude supérieure
aux autres spectres, mettant en exergue la présence du bruit induit par le manque
de contraste. Pour des temps d’exposition longs tels Te = 500 µs et Te = 700 µs,
la cascade est filtrée, ce qui entraîne une coupure plus rapide. Pour Te = 260 µs et
Te = 300 µs, la taille de la cascade n’évolue pas et le niveau de bruit est faible. Pour



















Figure 3.22 – Densité spectrale de puissance de la vitesse Pv en fonction de la norme
du vecteur d’onde pour différents temps d’exposition Te. Vert : Te = 100µs, Rouge :
Te = 150µs, Bleu : Te = 200µs, Cyan : Te = 260µs Magenta : Te = 300µs, Noir :
Te = 500 µs. Jaune : Te = 700 µs.
3.3.4 Application : Effet de l’amplitude de forçage sur la rela-
tion de dispersion
D’après [69], pour de fortes amplitudes de forçage, un écart entre la relation de
dispersion mesurée et la relation de dispersion linéaire apparaît à basses fréquences,
témoignant de l’existence d’une correction non linéaire. Pour pouvoir observer et
quantifier cet effet, il est nécessaire de calculer les spectres spatio-temporels Pv(k, f).
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Figure 3.23 – Spectre d’énergie spatio-temporel de la vitesse en fonction des compo-
santes kx et ky du vecteur d’onde k pour six fréquences. Les échelles de couleur sont
linéaires.
86 Méthodes expérimentales
L’obtention de ces derniers nécessite d’enregistrer un signal suffisamment long pour
pouvoir correctement fenêtrer le signal temporel et moyenner la transformée de Fou-
rier dans la direction du temps. La caméra ayant une mémoire limitée, il faut alors
réduire sa résolution à 960×960 px2, ce qui ne détériore que très peu notre résolution
dans l’espace des nombres d’onde et permet de garder un nombre d’images plus grand
qu’auparavant.
Comme nous cherchons à quantifier un effet présent à basses fréquences (typique-
ment pour des nombres d’ondes inférieurs à 50 rad.m−1), le temps d’exposition est
limité à Te = 500 µs. La résolution temporelle maximale est alors de 2000 images
par seconde, ce qui restreint en terme de fréquences notre observation à un intervalle
[0, 1000] Hz. Là encore, comme nous cherchons à quantifier un effet présent à basses
fréquences, cet intervalle nous convient. Finalement, la vibration de la plaque peut
être enregistrée sur une durée de 1.14 s en filmant 2250 images.
La taille de la gaussienne utilisée reste inchangée. La chaîne de traitement est
la même que précédemment jusqu’à l’obtention du spectre d’énergie en fonction du
vecteur d’onde k. Alors, une transformée de Fourier dans la direction du temps est
appliquée afin d’obtenir le spectre spatio-temporel Pv(k, f). Sa résolution en terme de
fréquences est de ∆f = 7 Hz. La Figure 3.23 présente, pour six fréquences, des coupes






y) avec κ =
√
Eh2
12ρ(1− ν2) . (3.26)
L’énergie est donc également répartie, à une fréquence donnée, sur un cercle de centre










f (Hz) 100 203 400 603 800 975
Rth [rad.m−1] 28.344 40.384 56.688 69.6 80.169 88.504
Rexp [rad.m−1] 30.8 38.5 53.9 69.3 77.38 84.7
Table 3.2 – Rayon Rth des cercles théoriques définis par l’équation (3.27b) et rayon
Rexp des cercles expérimentaux de la Figure 3.23 en fonction de la fréquence.
Le tableau 3.2 présente les rayons prédits par l’équation (3.27b) en comparaison
de ceux relevés sur la Figure 3.23. Notre résolution expérimentale étant de 7 m−1,
l’accord entre les prédictions théoriques et les observations expérimentales est bon :
la relation de dispersion linéaire est suivie. Les coupes à basses fréquences de la Fi-
gure 3.23 montrent cependant une inégalité dans la répartition de l’énergie traduisant
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l’anisotropie entraîné par le forçage. A hautes fréquences, l’isotropie du spectre d’éner-
gie est maintenue.
Pour approfondir ces premières remarques, la relation de dispersion expérimentale
est obtenue en relevant pour chaque fréquence le nombre d’onde correspondant au
maximum d’énergie. La Figure 3.24(a) présente la relation de dispersion mesurée à
faible forçage (I = 1.24 × 10−4 m3s−3) en comparaison de la relation de dispersion
linéaire. La résolution spatiale disponible étant assez faible, peu de points nous sont
accessibles pour la comparaison à basses fréquences. Cependant, un très bon accord est
à nouveau trouvé entre la relation mesurée, et la relation théorique. La Figure 3.24(b)
présente la même comparaison pour un forçage d’amplitude dix fois plus importante :
I = 1.5 × 10−3 m3s−3. Un décalage entre les deux relations de dispersion apparaît
clairement : le nombre d’onde mesuré est inférieur à la relation de dispersion linéaire,
conformément aux observations de [69]. À partir de 500 Hz, la relation de dispersion
linéaire est rejointe par la relation de dispersion mesurée.
La correction non linéaire à la relation de dispersion, qui dépend de l’amplitude




(1 + αζ2)|k|2 (3.28)
où α est une constante associée à la non-linéarité du système considéré. Pour les
plaques, la non-linéarité est raidissante [70] et α est alors supérieur à 1. L’effet non
linéaire fait donc correspondre pour un même nombre d’onde une fréquence plus
grande que la valeur associée à la relation de dispersion linéaire. Ceci est en accord avec
le décalage observé précédemment. À hautes fréquences, beaucoup moins d’énergie
vibratoire est mis en jeu et le rapport ζ/h devient petit : expérimentalement, cela se
traduit sur la Figure 3.24(b) par le fait qu’on ne distingue plus à hautes fréquences la
correction non linéaire alors qu’elle est visible à basses fréquences.
Les performances de la caméra à notre disposition nous empêchent de quanti-
fier précisément la correction non linéaire à la relation de dispersion en fonction de
l’amplitude de forçage. On remarque cependant sur la Figure 3.24 que pour deux puis-
sances injectées séparées d’un facteur dix, le décalage entre les mesures et la relation
de dispersion linéaire n’est pas critique au point de pouvoir expliquer les divergences
observées entre les régimes turbulents expérimentaux et les prédictions théoriques
décrites au chapitre 2.
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Figure 3.24 – Relation de dispersion, représentée par l’évolution de la norme k du
vecteur d’onde en fonction de la fréquence f . Ligne noire pointillée : relation de dis-
persion linéaire (3.26). Points : mesures expérimentales pour deux puissances injectées
εI . (a) Vert : εI = 1.24× 10−4 m3s−3. (b) Magenta : εI = 1.5× 10−3 m3s−3.
Chapitre 4
Effet de l’amortissement sur le régime
de turbulence d’ondes
Ce chapitre propose d’étudier expérimentalement et numériquement l’ef-
fet de l’amortissement sur le régime turbulent d’une plaque mince. Les
travaux publiés dans [44] sont pour cela repris et complétés par les me-
sures par profilométrie par transformée de Fourier.
Les quatre configurations introduites au § 3.2.5 permettent d’augmenter
l’amortissement naturel d’une plaque mince :
– L’effet de ce contrôle opéré sur l’amortissement est premièrement quan-
tifié par rapport à la pente des spectres : plus l’amortissement est im-
portant et plus celle-ci est raide.
– L’amortissement permet d’accéder au spectre de la puissance dissipée :
l’absence d’une gamme inertielle est alors mise en évidence.
La section 4.2 introduit les lois d’amortissement expérimentales dans un
code numérique pseudo-spectral. Un comportement très proche des expé-
riences est trouvé.
La dernière section discute et interprète les observations précédentes. En
cherchant à discriminer les deux mises à l’échelle classiques de l’ampli-
tude spectrale Pv ∝ 0.5I et Pv ∝ 0.33I , il est montré que la fréquence ca-
ractéristique des spectres est une fonction non seulement de la puissance
injectée, mais aussi de l’amortissement. Une normalisation appropriée
des spectres prenant en compte cet effet est alors proposée. Bien que l’hy-
pothèse d’une gamme inertielle ne soit pas vérifiée expérimentalement
de par la présence de l’amortissement à toutes les échelles, des preuves
que la dynamique non linéaire d’une plaque mince reste turbulente sont
fournies au § 4.3.2.
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4.1 Observation expérimentale de l’effet de l’amor-
tissement sur la pente des spectres
4.1.1 Résultats en un point
La plaque est mise en régime turbulent par un signal sinusoïdal de fréquence
f0 = 30 Hz. La vitesse transverse est mesurée par un vibromètre laser à une fréquence
d’échantillonnage de 22.05 kHz pendant 180 s. La transformée de Fourier du signal
de vitesse est alors moyennée sur une fenêtre d’une seconde afin que la résolution
fréquentielle soit de 1 Hz.
La Figure 4.1 présente les densités spectrales de puissance de la vitesse trans-
verse pour des puissances injectées similaires dans les quatre configurations présen-
tées au § 3.2.5. Tous les spectres présentent un comportement de type turbulent avec
un processus de cascade des grandes vers les petites échelles. Entre les échelles d’in-
jection (de 30 à 90 Hz) et les échelles de dissipation (après f = 2 kHz), une loi de
puissance peut être estimée pour chaque spectre. La configuration N présente une
pente Pv ∝ f−0.54 en accord avec les précédentes études expérimentales [7, 68]. Quand
l’amortissement est accru, la cascade est plus pentue. Pour γ∗ = 4.9, une loi de la
forme Pv ∝ f−1.1 est estimée : la variation d’un facteur 5 de l’amortissement multiplie
par deux l’exposant de la loi de puissance. La forme de la cascade dépend à chaque
échelle du rapport entre la puissance injectée et le taux d’amortissement : elle est
donc, dans les conditions expérimentales, étroitement liée à la dissipation.
4.1.2 Spectre de la puissance dissipée
De la même façon que la puissance dissipée a été définie par l’équation (3.16), le
spectre de la puissance dissipée PD(f) est introduit :
PD = γ(f)Pv = αf
0.6Pv. (4.1)
La Figure 4.2 représente le spectre de dissipation en fonction de la fréquence pour les
quatre configurations. Les lois de puissance mesurées au § 3.2.5 ont été utilisées pour
γ(f) et les spectres Pv correspondent à ceux de la Figure 4.1. L’amplitude des spectres
de la puissance dissipée est non négligeable sur l’ensemble des modes parcourus par la
cascade turbulente. Pour γ∗ = 1, Pv ∝ f−0.54 et γ ∝ f 0.6 : le spectre est plat jusqu’à la
fin de la cascade de telle sorte que chaque mode dissipe en moyenne la même énergie.
Pour les autres cas, Pv ∝ f−β avec β compris entre 0.65 et 1.1 : il vient PD ∝ f θ avec θ
compris entre−0.5 pour la configuration la plus amortie et−0.05 pour la configuration
1CP. Pour les configurations 1CP , 2CP , et BA, le spectre de dissipation décroît donc
en fonction de la fréquence, en contradiction avec le cadre théorique de la turbulence
d’ondes qui impose une dissipation confinée aux hautes fréquences. Par le calcul du
spectre de dissipation, l’existence d’une fenêtre de transparence séparant les échelles
de forçage et les échelles dissipatives est invalidée dans le cadre expérimental de la
turbulence d’ondes de flexion.






























Figure 4.1 – Densité spectrale de puissance de la vitesse transverse Pv en fonction de
la fréquence pour les quatre configurations. Rouge : γ∗ = 1, I = 0.56× 10−3 m3.s−3.
Noir : γ∗ = 1.6, I = 0.54× 10−3 m3.s−3. Magenta : γ∗ = 3.1, I = 0.52× 10−3 m3.s−3.
Bleu : γ∗ = 4.9, I = 0.48 × 10−3 m3.s−3. Ligne pointillée rouge + équation : Pv ∝






















Figure 4.2 – Spectre de dissipation PD en fonction de la fréquence. Rouge : γ∗ = 1,
I = 0.56× 10−3 m3.s−3. Noir : γ∗ = 1.6, I = 0.54× 10−3 m3.s−3. Magenta : γ∗ = 3.1,
I = 0.52× 10−3 m3.s−3. Bleu : γ∗ = 4.9, I = 0.48× 10−3 m3.s−3.
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4.1.3 Profilométrie par transformée de Fourier
Nous cherchons à quantifier maintenant l’effet de l’amortissement sur la pente des
spectres Pv(k) mesurés par la méthode de profilométrie et reliés aux spectres Pv(f)
par la relation :
Pv(f)df ∝ Pv(k)kdk. (4.2)
D’après la relation de dispersion (1.34), df = κkdk et il vient df/dk = κk de telle
sorte que :
Pv(f) ∝ Pv(k). (4.3)
La pente des spectres mesurés dans l’espace des nombres d’onde est donc théorique-
ment la même que celle des spectres mesurés précédemment en un point.
La vitesse transverse est mesurée à l’aide de la profilométrie par transformée
de Fourier sur une fenêtre couvrant 0.84 × 0.84 m2 de la plaque. La Figure 4.3(a)
présente pour la configuration 2CP les spectres de puissance de la vitesse en fonc-
tion de la norme du vecteur d’onde. Les mesures sont réalisées à des puissances
injectées plus faibles qu’au paragraphe précédent, de I = 8.11 × 10−5 m3.s−3 à
I = 7.07 × 10−4 m3.s−3, et ce afin que l’intervalle résolu soit adapté à la taille de
la cascade. La croissance de la fréquence de coupure avec la puissance injectée est
vérifiée. Cependant, la mesure par vibromètre laser sera préférée pour étudier ce com-
portement car la résolution obtenue par la méthode de profilométrie est moins bonne.
Pour I > 1.9×10−4 m3.s−3, une loi de puissance peut être estimée. Le comportement
observé en Figure 4.1 pour la configuration 2CP est tracé, ce qui permet de s’assurer
de la concordance entre les deux méthodes.
La Figure 4.3(b) présente, pour des puissances injectées de l’ordre de celles utili-
sées pour la configuration 2CP, les spectres de puissance de la vitesse dans le cadre
de la configuration BA. La pente observée dans ce cas en Figure 4.1 est également
représentée. Un accroissement de la pente par rapport à la configuration précédente
en accord avec la mesure en un point est observé. Malgré une résolution limitée,
l’effet de l’amortissement sur les spectres est également notable dans la mesure par
profilométrie, ce qui atteste de son importance.
4.2 Simulations numériques des équations de Föppl-
von Kármán avec amortissement
Le code introduit par Düring et al dans [27] est employé pour simuler numéri-
quement les équations de Föppl-von Kármán (1.12). Ce jeu d’équations couplées est
résolu à l’aide d’une méthode pseudo-spectrale qui prend avantage de la dynamique
linéaire des ondes dans l’espace de Fourier. Le terme non linéaire de l’équation (1.12a)
est calculé dans l’espace réel pendant que la partie linéaire est déterminée de façon
exacte dans l’espace de Fourier. L’intégration temporelle est opérée dans ce même


































Figure 4.3 – Densité spectrale de puissance Pv en fonction de la norme k du vecteur
d’onde pour différentes puissances injectées. (a) Configuration 2CP. Bleu : I = 8.11×
10−5 m3.s−3, Cyan : I = 1.9 × 10−4 m3.s−3, Magenta : I = 3.63 × 10−4 m3.s−3,
Noir : I = 7.07× 10−4 m3.s−3. Ligne pointillée noire : Pv ∝ k−0.75. (b) Configuration
BA. Bleu : I = 8.40 × 10−5 m3.s−3, Cyan : I = 2.00 × 10−4 m3.s−3, Magenta :
I = 3.90 × 10−4 m3.s−3, Noir : I = 6.78 × 10−4 m3.s−3. Ligne pointillée noire :
Pv ∝ k−1.1.
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espace par un schéma de type Adams-Bashford d’ordre 2. Le terme non linéaire est
interpolé comme une fonction du temps polynomiale d’ordre 1. L’énergie est conservée
avec une erreur de l’ordre de 1/100. Bien qu’une méthode spectrale autorise plusieurs
types de conditions aux limites, elle est souvent écrite pour des conditions aux limites
périodiques et ces dernières fournissent un cadre naturel pour l’étude des caractéris-
tiques de la turbulence d’ondes. Une méthode numérique par différences finies serait
plus appropriée pour simuler des conditions aux limites réalistes [6, 25, 99, 101].
Afin de se rapprocher des conditions expérimentales, un terme de forçage et un
terme d’amortissement sont introduits dans le code précédent. En présence de ces
termes, les équations de Föppl-von Kármán (1.12) s’écrivent dans l’espace de Fourier















ζk dénote la transformée de Fourier du déplacement transverse ζ et χk celle de la
fonction d’Airy χ. La dissipation est introduite sous la forme d’un amortissement
visqueux par le terme ρhγdk
∂ζk
∂t
où γdk est calculé à partir des valeurs du tableau 3.1.
{χ, ζ}k et {ζ, ζ}k représentent les transformées de Fourier des termes non linéaires.
L’adaptation du forçage mono fréquentiel expérimental est réalisé en choisissant un
champ aléatoire f ik contenu entre 5 et 35 Hz.
La plaque simulée numériquement mesure 1×1 m2, ses propriétés mécaniques sont
équivalentes à la plaque expérimentale, et ses conditions aux limites sont périodiques.
128 × 128 modes spatiaux sont résolus, ce qui permet de prendre en compte d’un
nombre d’échelles comparable à celui des régimes turbulents expérimentaux.
La Figure 4.4 présente, pour une même puissance injectée, les densités spectrales
de puissance de la vitesse normale obtenues numériquement pour les quatre configura-
tions expérimentales. Le spectre de type Kolmogorov-Zakharov obtenu pour une dis-
sipation confinée aux petites échelles est également tracé, en vue de faire apparaître la
correction logarithmique définie par l’équation (2.45b). Pour γ∗ = 1, le spectre simulé
possède une décroissance pouvant être assimilée à une loi de puissance Pv ∝ f−0.56
comparable au cas expérimental. Pour les trois autres configurations, l’augmentation
de l’amortissement se traduit par un accroissement de la pente des spectres avec des
exposants proches des observations expérimentales faites en section § 4.1. L’intro-
duction du terme dissipatif issu des mesures dans les simulations numériques permet
de passer du cadre théorique au cadre expérimental, du spectre prédit aux spectres
mesurés.





















Figure 4.4 – Simulations numériques : densité spectrale de puissance de la vitesse
transverse Pv en fonction de la fréquence. Vert : γ∗ = 0, I = 0.057 × 10−3 m3.s−3.
Autres cas : I = 0.024 × 10−3 m3.s−3. Rouge : γ∗ = 1. Noir : γ∗ = 1.6. Magenta
γ∗ = 3.1. Bleu : γ∗ = 4.9. Ligne pointillée rouge + équation : Pv ∝ f−0.56. Ligne
pointillée bleue + équation : Pv ∝ f−0.83. Ligne pointillée verte + équation : Pv ∝ f 0.
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4.3 Discussion
4.3.1 Relation entre amplitude spectrale, puissance injectée,
et amortissement






I quand la puissance injectée varie, où fc est la fréquence caractéristique ici
définie par l’équation (3.2). Ce résultat est en contradiction avec la théorie de turbu-
lence d’ondes qui, à partir des conditions de résonances à quatre ondes et de l’hypo-
thèse d’une gamme inertielle, prédit un comportement de l’amplitude spectrale avec
la puissance injectée de la forme Pv( ffc ) ∝ 0.33I . Dans un premier temps, il a été sug-
géré que cette différence puisse être attribuée à la prédominance, dans les conditions
expérimentales, des interactions à trois ondes. Cependant, les simulations numériques
menées par Ducceschi et al [25] et introduisant sur la plaque un défaut géométrique
engendrant des interactions à trois ondes n’ont pas montré une influence notable de
ces dernières dans la relation entre amplitude spectrale et puissance injectée.





)/0.5 à gauche) opérées ici sur nos données expérimentales et numériques. En
ce qui concerne les expériences, la mise à l’échelle par la racine carrée de la puissance
injectée offre un résultat de meilleure facture dans le cas γ∗ = 1. Dans les autres
configurations, la différence entre les deux mises à l’échelle est bien plus ténue. Pour
les données numériques, les deux mises à l’échelle proposent de très bons résultats : la
présence d’amortissement semble donc jouer un rôle dans la relation entre amplitude
spectrale et puissance injectée. Nous nous proposons donc d’extraire les propriétés
d’auto-similarité des spectres à partir du comportement de la fréquence caractéris-
tique fc. Ce travail a également été motivé par le fait que l’absence d’une gamme
inertielle ne permet plus de justifier la relation Pv( ffc ) ∝ 0.33I .
L’interprétation physique de la fréquence caractéristique peut être clarifiée en fai-
sant l’hypothèse que la cascade s’arrête quand l’énergie injectée aux grandes échelles
a été entièrement dissipée par la totalité des modes excités [7, 68]. À partir de la






En introduisant une forme générale pour le spectre de puissance Pv(f) ∝ λI (f/fc)−β
où λ est indéterminé, le bilan d’énergie de la cascade devient :
D ∝ γ∗f 1.6c λI . (4.6)
Il est important de noter que cette relation ne dépend pas de la pente β du spectre.





























































































Figure 4.5 – Densité spectrale de puissance de la vitesse transverse Pv en fonc-
tion de la fréquence adimensionnée f/fc ou du nombre d’onde adimensionné k/kc
pour plusieurs puissances injectées. Les courbes sont regroupées par γ∗ et décalés
des autres par souci de lisibilité. Gauche : les densités spectrales de puissance sont
normalisées par la racine carrée de la puissance injectée I . Droite : les densités spec-
trales de puissance sont normalisées par 0.33I . Rouge : γ∗ = 1. Noir : γ∗ = 1.6.
Magenta γ∗ = 3.1. Bleu : γ∗ = 4.9. (a) Mesures par vibromètre laser en un point.
4.724× 10−6 m3.s−3 ≤ I ≤ 9.10× 10−4 m3.s−3. (b) Profilométrie par transformée de
Fourier. 1.90 × 10−4 m3.s−3 ≤ I ≤ 7.07 × 10−4 m3.s−3. (c) Simulations numériques.
1.63× 10−4 m3.s−3 ≤ I ≤ 7.29× 10−4 m3.s−3.
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Configuration N 1CP 2CP BA γ∗ = 0
1−λ
1.6
(Exp.) 0.27 0.30 0.32 0.40 /
λ (Exp.) 0.57 0.52 0.49 0.36 /
1−λ
1.6
(Num.) 0.39 0.34 0.34 0.38 0.42
λ (Num.) 0.38 0.46 0.46 0.39 0.33
Table 4.1 – Pour chaque configuration, puissance (1−λ)/1.6 associée aux interpola-
tions des lois d’échelles de la Figure 4.6 et paramètre de normalisation des amplitudes
spectrales λ.







La Figure 4.6 présente la quantité fcγ∗
1/1.6 en fonction de la puissance injectée pour
les quatre configurations. La différence d’amplitude entre les séries expérimentales et
numériques s’explique par le rapport dans les expériences entre I et D donné par
l’équation (3.17) : l’inégalité entre les deux puissances translate de façon systématique
les données expérimentales. En interpolant les données de chaque configuration par
des lois de puissance, la puissance λ qui détermine la mise à l’échelle entre amplitude
spectrale et puissance injectée est obtenue. Le Tableau 4.1 présente les résultats de ces
interpolations pour chaque configuration. Avec l’amortissement, la puissance λ varie
de 0.36 à 0.57 pour les expériences et de 0.33 à 0.39 pour les simulations. λ évolue donc
entre 1/3 et 1/2, les deux valeurs usuellement recherchées pour la turbulence d’ondes
de plaques minces. La Figure 4.7 présente finalement la mise à l’échelle des spectres
Pv par λI . Aussi bien expérimentalement que numériquement, et ce pour toutes les
configurations, la mise à l’échelle des différentes courbes est satisfaisante, suggérant
que la dépendance des spectres sur la puissance injectée s’explique peut être mieux
par la présence de l’amortissement que par le type d’interaction résonnante mis en
jeu. La mise à l’échelle proposée par la relation (4.7) nous semble donc la plus à même
de décrire le comportement entre amplitude spectrale et puissance injectée.
4.3.2 Au sujet du caractère turbulent du régime vibratoire
Les différents résultats jusqu’ici présentés montrent que le processus de cascade
avec transport d’un flux d’énergie constant n’a pas lieu dans le cadre expérimental de la
turbulence d’ondes de flexion. Au contraire, le flux d’énergie décroit lors du transfert
d’énergie vers les petites échelles, définissant aussi bien la pente que la fréquence
caractéristique comme des fonctions de l’amortissement. Il est cependant important
de noter que le système se comporte tout de même de façon turbulente, avec un




















Figure 4.6 – Test de la loi d’échelle pour le bilan d’énergie de la cascade donnée par
l’équation (4.7). Gros symboles : expériences en un point. Petits symboles : simula-



















































Figure 4.7 – Densité spectrale de puissance de la vitesse transverse Pv en fonction
de la fréquence adimensionnée f/fc ou du nombre d’onde adimensionné k/kc pour
plusieurs puissances injectées égales à celles de la Figure 4.5. Les densités spectrales
de puissance sont normalisées par λI où la puissance λ est donnée pour chaque confi-
guration par le tableau 4.1. Rouge : γ∗ = 1. Noir : γ∗ = 1.6. Magenta γ∗ = 3.1. Bleu :
γ∗ = 4.9. Vert : γ∗ = 0. (a) Mesures par vibromètre laser en un point. (b) Profilométrie
par transformée de Fourier. (c) Simulations numériques.


















Figure 4.8 – Evolution de la puissance injectée I en fonction de la racine carrée de
la vitesse mesurée à l’injection VRMS. Gros symboles : expériences. Petits symboles :
simulations. Rouge : γ∗ = 1. Noir : γ∗ = 1.6. Magenta γ∗ = 3.1. Bleu : γ∗ = 4.9. Vert :
γ∗ = 0. Ligne verte pointillée : I ∝ V 3RMS.
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En hydrodynamique, le caractère turbulent se traduit expérimentalement par la
relation entre la puissance injectée et la vitesse d’injection. Cette dernière dépend
uniquement de la puissance injectée et une relation universelle peut être observée :
I ∝ V 3RMS. (4.8)
Le mécanisme d’injection est inertiel : il ne dépend pas de la viscosité [11].
Expérimentalement, la vitesse d’injection est caractérisée par la valeur RMS de la
vitesse mesurée directement sur le pot vibrant. Numériquement, la vitesse d’injection
est obtenue en prenant la racine carrée de l’intégrale du spectre d’énergie Pv calculée
sur les échelles d’injection. La Figure 4.8 présente pour chaque configuration l’évo-
lution de la puissance injectée en fonction de la vitesse d’injection VRMS. La loi de
puissance I ∝ V 3RMS est tracée : elle est bien suivie pour des puissances supérieures
à I = 3× 10−4 m3.s−3. Le mécanisme d’injection est donc inertiel, ce qui permet de
confirmer le caractère turbulent de la dynamique d’une plaque mince pour une apli-
tude de forçage importante. Une déviation des données expérimentales par rapport à
la loi de puissance I ∝ V 3RMS est observable sur les premiers point de la Figure 4.8 :
à faible puissance injectée, le régime vibratoire est dominé par les premiers modes de
la plaque et ne suit pas encore une dynamique parfaitement turbulente.
4.3.3 Conclusion intermédiaire
L’effet de l’amortissement sur le comportement turbulent des plaques vibrantes
a été étudié à la fois expérimentalement et numériquement. Les spectres d’énergie
présentent des comportements proches de lois de puissance dont les exposants dimi-
nuent quand l’amortissement grandit. La présence d’un régime turbulent dans lequel
un processus de cascade est mis en jeu n’est pas discutable. Cependant, notre analyse
souligne qu’une comparaison directe entre la pente des spectres expérimentaux et celle
des spectres théoriques n’est pas appropriée. En particulier, nous avons montré que le
flux d’énergie n’est pas constant le long de la cascade car la dissipation est influente à
toutes les échelles. Un tel mécanisme n’est pour le moment par pris en compte par la
théorie de turbulence d’ondes et un cadre théorique plus proche du cadre expérimental
est alors nécessaire.
Notons ici qu’en introduisant dans un code pseudo-spectral différent du notre une
dissipation mesurée expérimentalement, Benjamin Miquel a pu tirer des conclusions
similaires [63] : la pente des spectres et la relation entre amplitude spectrale et puis-
sance injectée dépend fortement de l’amortissement.
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Chapitre 5
Modèle phénoménologique
Ce chapitre introduit un modèle phénoménologique capable de décrire
les caractéristiques principales du régime turbulent d’une plaque mince.
L’équation modèle est introduite au § 5.1.2 et le schéma numérique dé-
veloppé pour déterminer ses solutions est présenté dans le § 5.1.3. La
validité de notre modèle dans le cadre théorique de la turbulence d’ondes
où l’énergie est injectée aux basses fréquences et dissipée aux hautes fré-
quences est alors montrée au § 5.1.4.
La section 5.2 s’intéresse à la dynamique instationnaire de la turbulence
d’ondes de flexion dans deux cas :
– une turbulence forcée aux basses fréquences à l’aide d’un flux constant,
– une turbulence libre où est considérée, en l’absence de forçage et de dis-
sipation, la diffusion en échelles d’une quantité d’énergie initialement
fixée.
Finalement, les lois d’amortissement mesurées pour les quatre configu-
rations expérimentales présentées au chapitre 3 sont introduites dans le
modèle phénoménologique au § 5.3.2. En simulant numériquement les
quatre régimes stationnaires obtenus pour une même puissance injectée,
les observations opérées au chapitre 4 sont retrouvées et une explication
simple de la relation entre la forme des spectres et l’amortissement est
fournie. Le § 5.3.3 propose, par un calcul du bilan d’énergie de la cas-
cade, des prédictions du comportement de la fréquence caractéristique des
spectres en fonction de l’amortissement et de la puissance injectée.
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5.1 Présentation du modèle
5.1.1 Introduction
Le chapitre précédent a montré que l’absence d’une gamme inertielle était à l’ori-
gine des différences observées entre les prédictions théoriques de la turbulence d’ondes
de flexion et les résultats expérimentaux.
La prise en compte de la dissipation au sein du cadre théorique de la turbulence
d’ondes reste une question ouverte. L’injection et la dissipation sont en effet vus
comme des conditions aux limites imposées dans l’espace des nombres d’onde à une
fenêtre de transparence au sein de laquelle la dynamique est supposée hamiltonienne.
Introduire une dissipation faible dans les développements asymptotiques de la turbu-
lence d’ondes menant à l’équation cinétique reste alors théoriquement possible [72]
mais techniquement difficile à cause de la complexité des calculs analytiques.
Un regard sensiblement différent peut alors être posé sur la dynamique turbu-
lente des plaques minces afin de travailler dans un cadre où la dissipation peut être
introduite plus simplement. Des modèles phénoménologiques inspirés du modèle de
Leith ont déjà été utilisés dans le cadre de la turbulence forte [20, 39] ainsi que dans
celui de la turbulence d’ondes pour étudier la dynamique instationnaire de celle-ci
en considérant un cas général d’interactions à quatre ondes [22, 32]. Pour cela, une
analyse dimensionnelle de l’équation cinétique est mise en œuvre afin d’écrire une
équation non linéaire aux dérivées partielles décrivant l’évolution du spectre d’onde.
Cette équation phénoménologique, plus simple que l’équation cinétique, doit admettre
les même solutions stationnaires que cette dernière.
Dans ce cadre, un amortissement couvrant toutes les fréquences peut être intro-
duit : la théorie de turbulence d’ondes peut alors être appliquée au cadre expérimental
des plaques minces en vibration.
5.1.2 Équation modèle
Pour les plaques minces, les solutions stationnaire de l’équation cinétique sont [27] :
– Le spectre de Rayleigh-Jeans (RJ), qui décrit l’équipartition de l’énergie entre
chaque mode. Le spectre de l’énergie Eω, écrit ici en fonction de la pulsation ω,
vérifie donc la condition :
∂ωEω = 0. (5.1)
– Le spectre de Kolmogorov-Zakharov (KZ), qui décrit la cascade d’un flux d’éner-
gie constant ε le long d’une gamme inertielle séparant les échelles d’injection des
échelles de dissipation. Ces dernières sont identifiées par une fréquence caracté-
ristique ωc qui permet de repérer la coupure du spectre. Dans ce cadre théorique
idéal, le spectre d’énergie prend la forme suivante [27] :
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et la quantité ωE2ω∂ωEω apparaît donc comme étant égale à une constante. En dérivant
une nouvelle fois par rapport à ω, il vient donc :
∂ω(ωE
2
ω∂ωEω) = 0. (5.4)
D’après les équations (5.1) et (5.4), les quantités ∂ωEω et ∂ω(ωE2ω∂ωEω) représen-
tant les deux solutions stationnaires de l’équation cinétique sont aussi des solutions




Cette équation de diffusion non linéaire du second ordre peut être vue comme une
équation de conservation de l’énergie dont le flux associé est :
ε = −ωE2ω∂ωEω. (5.6)
Bien que l’établissement de l’équation phénoménologique ne soit pas directement
possible à partir de l’équation cinétique, une justification de ce type d’équations dans
le cadre de la turbulence d’ondes a été fourni par Zakharov et al. dans [115] à l’aide
d’une approximation locale de l’équation cinétique.
5.1.3 Schéma numérique
L’équation (5.5) peut être résolue numériquement à l’aide d’une méthode des vo-
lumes finis. Alors que les éléments finis sont employés pour assurer la conservation de
l’énergie puisque dérivant conceptuellement d’une formulation faible de l’équation de
conservation, les volumes finis sont utilisés quand la conservation d’un flux est primor-
diale : l’espace est discrétisé en volumes, le flux entrant dans l’un d’eux étant donné
égal aux flux sortant des volumes adjacents. L’équation (5.5) décrit la conservation
d’un flux qui apparaît explicitement, une telle méthode est donc particulièrement bien
adaptée.
Figure 5.1 – Schéma numérique : le flux ε est défini à l’entrée de chacun des intervalles
discrétisant l’axe ω. L’énergie Eω est calculée au centre de chaque segment.
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L’espace est ici composé d’une unique dimension ω, il est donc discrétisé par des
segments de longueur dω repérés par l’indice i. Le flux est calculé aux extrémités de
chaque intervalle tandis que l’énergie Eω est définie au milieu de chaque segment (voir
Figure 5.1). On note à présent Eki la valeur de Eω(t) au pas de temps k et au pas
d’espace i. En connaissance de l’énergie au pas de temps k−1, le flux et l’énergie sont
déterminés de la façon suivante pour le pas de temps k :
– Le calcul du flux nécessite, d’après son expression (5.6), d’estimer la dérivée de
l’énergie, ainsi que la valeur prise par Ek−1i . Cette dernière est obtenue par le










La dérivée est quant à elle estimée à l’aide d’un opérateur discret décentré et le
flux en i s’écrit alors :









Cette expression est valable dans l’intervalle i = [2 N ]. Pour la turbulence for-
cée, la valeur de ε en ω = i = 1 est une constante qui détermine le flux cascadant
de façon conservative dans la direction ω. Pour la turbulence libre, cette valeur
est fixée à 0 afin d’assurer un flux nul en ω = 1.
– La valeur du spectre d’énergie est finalement calculée par une différence discrète











5.1.4 Turbulence forcée : dynamique stationnaire
Notre modèle est premièrement placé dans le cadre théorique de la turbulence
d’ondes où l’énergie est injectée aux basses fréquences et dissipée aux hautes fré-
quences. Une valeur constante εI est appliquée au cours du temps au flux ε en ω = 0.
Un intervalle ω = [0 , 2047] est discrétisé avec un incrément dω = 1 et le pas de
temps vaut dt = 10−3. La première valeur du spectre de l’énergie est donc calculée
en ω = 0.5. Un amortissement de grande amplitude est introduit pour les pulsations
supérieures à ω = 1024 de telle sorte que quand la cascade atteint cette échelle, le
système devient rapidement stationnaire. L’introduction de l’amortissement nécessite



































Figure 5.2 – Spectre de l’énergie Eω normalisé par ε
1/3
I en fonction de la pulsation
normalisée ω/ωc pour plusieurs flux εI = 0.5, 1, 2, 5 imposés en ω = 0. Ligne verte
pointillée : spectre de Kolmogorov-Zakharov (5.2).
L’équation (5.10) sera commentée en détails au § 5.3.2. Pour le moment, γˆ est nul
jusqu’à ω = 103. Aux abords de cette pulsation, une gaussienne est introduite afin de
modéliser un important puits d’énergie. La coupure des spectres est évaluée à l’aide








La Figure 5.2 présente en fonction de la pulsation normalisée ω/ωc les spectres
stationnaires Eω obtenus pour des flux εI = 0.5, 1, 2, 5. L’amplitude des spectres est
normalisée par ε1/3I . La validité du comportement théorique prédit par la turbulence
d’ondes appliquée aux plaques minces apparaît clairement : Eω(ω/ωc) ∝ ε1/3. De
même, un accord parfait est ici observé entre les spectres normalisés et la solution
stationnaire hors-équilibre KZ. Le comportement dynamique d’une plaque mince vu
par le spectre de la turbulence d’ondes est donc correctement décrit par l’équation
phénoménologique (5.5) dans le régime stationnaire.
Il est important de noter que la pulsation caractéristique ne correspond pas à la
plus petite échelle atteinte par Eω mais elle donne un bon moyen de repérer à quel
moment (dans la direction ω) le processus de coupure est mis en jeu. Dans le cas du
modèle phénoménologique, ce dernier provient d’une singularité propre à l’équation
et provoque une coupure très raide.
108 Modèle phénoménologique
5.2 Solutions instationnaires
5.2.1 Solutions auto-similaires de l’équation cinétique
Afin détudier la dynamique instationnaire du régimue turbulent d’une plaque
mince, les solutions auto-similaires de l’équation cinétique sont premièrement recher-
chées en appliquant la méthode générale proposée par Zakharov et al. dans [115] et
déjà appliquée au cas des plaques par Ducceschi et al. dans [25].
L’équation cinétique calculée par Düring et al dans [27] et déjà présentée au § 2.2.1




















δ(2)(p1 + s1k1 + s2k2 + s3k3)
× δ(ωk + s1ωk1 + s2ωk2 + s3ωk3)d2k123. (5.13)
Les solutions auto-similaires de cette équation sont recherchées sous la forme nk =
tαf(kt−β) ≡ tαf(ξ). Il vient en utilisant les propriées d’homogénéité de J
−tα−1 [−αf(ξ) + βξf ′(ξ)] = I(ξ)t3α+2β (5.14)
où I(ξ) correspond à l’intégrale de collision (membre de droite de l’équation (5.13))
écrit en fonction de la variable autosimilaire ξ. Les réels α et β vérifient alors la
relation :
α + β = −1
2
. (5.15)
Une seconde relation est déterminée dans deux cas :
– La turbulence forcée, où le régime turbulent est engendré par un forçage aux
grandes échelles à l’aide d’un flux d’énergie constant. L’énergie totale du système







t4β+αf(ξ)dξ = At (5.16)
où A est une constante. La seconde relation est donc 4β + α = 1 de telle sorte
que :
α = −1, β = 1/2. (5.17)
– La turbulence libre, où est considérée la propagation d’une condition initiale
d’énergie K, en l’absence de forçage et de dissipation. Dans ce cas, l’énergie




k2nkdk = K (5.18)
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La seconde relation est donc 4β + α = 0 de telle sorte que :
α = −2/3, β = 1/6. (5.19)
En utilisant le changement de variable tiré de la relation de dispersion ω ∝ k2, les
solutions auto-similaires peuvent être écrites pour Eω grâce à la relation Eω = ωnω ∝



























Dans le cas de la turbulence forcée, le front de cascade avance donc linéairement avec
le temps. Dans le cas de la turbulence libre, l’amplitude spectrale décroit comme
une fonction de t−1/3 tandis que la cascade croît en terme de fréquences en t1/3. Ces
comportements correspondent très bien à ceux observés par Ducceschi et al. dans [25]
à l’aide d’une simulation par différences finies des équations de Föppl-von Kármán.
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) ≡ tαg(η). (5.21)
En insérant la forme (5.21) dans l’équation (5.5), la relation suivante entre α et β est
trouvée :
2α = β − 1. (5.22)
Turbulence forcée





tα+βg(η)dη = At, (5.23)
une seconde relation entre les inconnues α et β est trouvée :
α + β = 1. (5.24)





) ≡ g(η). (5.25)
La pulsation caractéristique des solutions auto-similaires de l’équation (5.5) croît donc









tα+βh(ν)dν = K. (5.26)
La seconde relation (5.24) entre les inconnues α et β prend alors la forme
α = −β, (5.27)





) ≡ t−1/3h(ν). (5.28)
La solution auto-similaire de l’équation cinétique (5.20b) dans le cadre de la turbulence
libre est bien retrouvée. Dans les deux cas ici étudiés, il est donc montré par analyse
dimensionnelle que l’équation phénoménologique semble capturer la dynamique ins-
tationnaire inhérente à l’équation cinétique. Le schéma numérique décrit au § 5.1.3
est désormais utilisé pour calculer numériquement les solutions auto-similaires.
5.2.3 Simulations numériques
Turbulence forcée
La dynamique instationnaire dans le cadre de la turbulence forcée est simulée
numériquement en utilisant les mêmes paramètres qu’au § 5.1.4. La dissipation intro-
duite aux hautes fréquences pour modéliser un puits d’énergie est ici supprimée afin
de restaurer le cadre conservatif.
La Figure 5.3 présente dans ce cadre le spectre d’énergie à différents temps. Une
croissance de la cascade en direction des hautes fréquences est observée. La figure
insérée montre que la pulsation caractéristique ωc évolue linéairement avec le temps.
Le comportement (5.20a) calculé à partir de l’équation cinétique dans le cadre de la
turbulence forcée est donc bien retrouvé.
La Figure 5.3 permet d’obtenir, en normalisant la pulsation des spectres par ωc,
une estimation de la fonction d’auto-similarité g de l’équation (5.5) pour la turbulence
forcée. Celle-ci est présentée en bleu dans la Figure 5.4. Une autre manière de calculer
numériquement cette solution consiste à injecter la forme (5.25) dans l’équation phé-
noménologique (5.5). L’équation régissant l’évolution de la fonction d’auto-similarité
gη est alors obtenue,
−ηg′η = (ηg2ηg′η)′. (5.29)
Cette équation est résolue en utilisant l’algorithme ode45 de Matlab qui applique une
variante de la méthode de Runge-Kutta à l’ordre 4 pour un pas de temps variable [93].






















Figure 5.3 – Spectre de l’énergie Eω en fonction de la pulsation ω pour des temps
croissants de gauche à droite. Rouge : t = 0.05 s. Vert : t = 0.2 s. Cyan : t = 0.35 s.
Magenta : t = 0.5 s. Noir : t = 1 s. εI = 1. Figure insérée : fréquence caractéristique
ωc en fonction du temps. Ligne rouge pointillée : ωc ∝ t.
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Le problème aux valeurs initiales consiste alors en η = 0.01 à choisir deux valeurs qui
détermineront le flux traversant la cascade : gη(η = 0.01) et g′η(η = 0.01). L’équation
est alors résolue jusqu’à ce que la singularité de l’équation phénoménologique entraîne
la coupure de la cascade.
La Figure 5.4 présente cette nouvelle fonction et celle déduite de la Figure 5.3
en les comparant à la fonction obtenue par Ducceschi et al. dans [25]. Les valeurs
initiales du problème (5.30) ont été déterminées pour que le flux cascadant dans la
solution de l’équation (5.29) soit le même que celui injecté directement dans le modèle
phénoménologique. Ces deux solutions ont ensuite été mises à l’échelles pour que leur
amplitude en η = 0.01 soit équivalente à la solution extraite de [25]. Les deux solutions
que nous venons de déterminer sont en très bon accord entre elles et correspondent
bien à la troisième jusqu’au voisinage de la coupure. Alors, la décroissance de nos
spectres est bien plus rapide.
Ce résultat amène une question encore ouverte aussi bien dans ce cas particulier
que dans le cadre général de la turbulence d’ondes de flexion : la signification physique
de la fréquence caractéristique des spectres. Nous rappelons que cette dernière provient
de la correction logarithmique log1/3(ωc/ω) introduite dans [26] pour contourner une
dégénérescence de la théorie. Cette dégénérescence conduit, pour l’équation cinétique,
à une solution hors-équilibre où le flux est nul, cette solution étant alors équivalente
à la solution d’équilibre de Rayleigh-Jeans. L’expansion perturbative opérée pour
contourner cette dégénérescence amène alors à la correction logarithmique. Celle-ci
est pertinente tant que les variations de Eω ne sont pas trop grandes de telle sorte
qu’elle n’est plus valide dans la zone de décroissance rapide du spectre. Le modèle
phénoménologique ayant été construit à partir de la solution (5.2), il est contraint de
la suivre hors de sa zone de validité, ce qui provoque d’ailleurs la singularité mettant fin
au spectre. Nous nous contenterons donc de considérer le comportement des spectres
dans la zone qui précède la décroissance rapide du spectre. Dans cet intervalle de
fréquences, le comportement auto-similaire prédit par le modèle phénoménologique est
en accord avec la simulation des équations de von Kármán. Il est également important
de souligner à nouveau que dans ces dernières, l’évolution linéaire de la fréquence
caractéristique avec le temps est parfaitement observée [25].
Trouver une solution analytique de l’équation (5.29) est une tâche ardue mais il
est possible de déterminer le comportement de la fonction auto-similaire gη quand son
amplitude devient proche de 0. Ce moment est ci-dessous indiqué par la grandeur η∗c .
Le comportement de gη pour η proche de η∗c est premièrement recherché sous la forme
d’une loi de puissance
gη ∝ η−α. (5.31)















Figure 5.4 – Fonction d’auto-similarité g(η) = Eω( ωωc ). Ligne bleue : simulation
numérique de l’équation (5.5). Ligne verte : simulation numérique de l’équation (5.29).
Ligne noire : simulation numérique par différences finies des équations de Föppl-von
Kármán réalisées par Ducceschi et al. [25]. Les trois spectres ont été normalisés afin
que l’amplitude du premier point soit la même. Rectangle rouge : intervalle présentée
dans la Figure 5.5.








Figure 5.5 – Spectre de l’énergie Eω au carré en fonction de la varible auto-similaire
η. Ligne verte pointillée : g2η ∝ η∗c − η.
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En injectant cette forme dans l’équation (5.29), il vient α = −1/2 de telle sorte que la
solution gη diverge quand η est proche de η∗c . Ce comportement n’est pas physique car
il correspond à une énergie qui croît aux hautes fréquences et donc à un flux d’énergie
négatif. La solution est maintenant cherchée sous la forme :
gη ∝ (η∗c − η)−α. (5.32)
Il vient α = 1/2. La Figure 5.5 présente en fonction de la variable η le carré de la
fonction autosimilaire obtenue par simulations numériques de l’équation phénoméno-
logique et déjà présentée dans la Figure 5.4. La loi linéaire g2 ∝ −η est également
tracée. Un très bon accord entre les deux courbes est trouvé : la fonction d’auto-
similarité gη suit donc bien pour η proche de η∗c un comportement de la forme (5.32)
avec α = 1/2.
Turbulence libre
L’équation phénoménologique (5.5) est ici résolue pendant 1000 pas de temps
en imposant un flux d’énergie εI constant. À un instant qui détermine l’origine des
temps, la valeur du flux est fixée à 0 et la simulation est poursuivie en imposant cette
condition de flux nul en ω = 0 : la turbulence est libre.
La Figure 5.6(a) présente l’évolution de la quantité initiale d’énergie K (en rouge)
en fonction du temps. La cascade se propage en direction des petites échelles et son
amplitude diminue au cours du temps, le système étant conservatif. Les figures in-
sérées de la Figure 5.6 décrivent respectivement, en fonction du temps, l’évolution
de la fréquence caractéristique, et celle de l’amplitude spectrale en ω = 0.5. Les
comportements observés sont respectivement proportionnels à t1/3 et t−1/3. Ces deux
observations et la mise à l’échelle proposée par la Figure 5.6(b) sont bien en accord
avec la solution auto-similaire donnée par l’équation (5.28) ainsi qu’avec celle calculée
à partir de l’équation cinétique.
La forme (5.28) est injectée dans l’équation (5.5) afin d’obtenir l’équation décrivant










L’opération de dérivation par rapport à la variable ν est notée ′. On cherche à nouveau
à prédire le comportement de la fonction d’auto-similarité au voisinage de ν∗c . Ceci
est réalisé en injectant la loi de puissance
hν ∝ (νc − ν)α (5.34)
dans l’équation (5.33). Il vient à nouveau α = 1/2. La Figure 5.7 montre le carré de la
fonction d’auto-similarité Eω(ν) déjà présentée dans la Figure 5.6(b). La loi linéaire
h2 ∝ νc − ν est également présentée. Un très bon accord est observé, accord validant
la description de la fonction hν au voisinage de νc par la loi de puissance (5.34), avec
α = 1/2.



















































Figure 5.6 – (a) Spectre de l’énergie Eω en fonction de la pulsation ω pour (de haut
en bas) t = 0, 1, 2, 3, 4 s. Figure insérée : pulsation caractéristique ωc en fonction du
temps. Ligne rouge pointillée : ωc ∝ t1/3. (b) Fonction auto-similaire h( ωt1/3 ) ≡ h( ωωc )
pour les mêmes données. Rectangle rouge : intervalle présenté en Figure (5.7). Figure
insérée : Eω(ω = 0.5) en fonction du temps. Ligne rouge pointillée : Eω(0.5) ∝ t−1/3.










Figure 5.7 – Spectre de l’énergie Eω à la puissance 2 en fonction de la variable
auto-similaire ν. Ligne verte pointillée : h2ν ∝ ν∗c − ν.
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5.3 Cadre non conservatif : effet de l’amortissement
5.3.1 Adimensionnement des équations de Föppl-von Kármán
L’équation phénoménologique non conservative (5.10) est ici utilisée en prenant
désormais le terme dissipatif γˆ comme non nul sur l’ensemble des pulsations ω. Les
mesures réalisées au § 3.2.5 ont montré que dans certaines conditions expérimentales,
l’amortissement pouvait en moyenne être décrit par une loi de puissance de la forme
γˆ = αf 0.6, où α est un paramètre qui peut être modifié expérimentalement. Le lien
entre les grandeurs réelles et les grandeurs sans dimension utilisées pour le modèle
phénoménologique doit donc premièrement être établi.
Les équations de Föppl-von Kármán (1.12) sont adimensionnées par l’introduction











En omettant dès maintenant les ′ pour désigner les variables adimensionnées, le jeu

















On souhaite désormais que la dynamique soit décrite uniquement par les variables


















Il vient alors :
l =
h√








3E(1− ν2) , (5.39b)
C = Ehl2 =
Eh3
3(1− ν2) . (5.39c)
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Le même travail peut être réalisé à partir des équations de von Kármán prenant en
compte un terme d’amortissement visqueux, proportionnel à la vitesse. La dynamique
de flexion d’une plaque mince amortie est alors décrite en fonction des variables sans











γˆ est relié aux grandeurs physiques du problème par la relation
γˆ = γτ = γh
√
ρ
3E(1− ν2) , (5.41)





Les coefficients à introduire dans l’équation (5.10) sont présentés dans le tableau 5.3.1.
Configuration N 1CP 2CP BA
α 0.045 0.072 0.14 0.22
αˆ× 105 1.908 3.0528 5.9359 9.3279
Table 5.1 – Coefficients d’amortissement expérimentaux α et coefficients d’amor-
tissement adimensionnés αˆ pour les quatre configurations expérimentales décrites
au § 3.2.5.
5.3.2 Effet sur les spectres Eω
L’équation (5.10) est résolue numériquement en imposant une valeur constante εI
pour le flux ε en ω = 0. Pour les quatre configurations expérimentales, l’équation
est alors simulée jusqu’à ce qu’un régime stationnaire soit atteint quand le flux εI a
complètement été dissipé. La Figure 5.8 présente les spectres Eω obtenus pour chaque
cas simulé avec le même flux εI . Avant ω = 10, les quatre spectres présentent le
même comportement. Après, la dissipation n’est plus négligeable : plus le système est
amorti plus le spectre coupe rapidement. L’allure des spectres est donc déterminée par
l’amortissement. Les régimes stationnaires ici observés s’accordent donc très bien avec
les résultats expérimentaux et numériques du chapitre 4. Il est cependant important
de noter que ces simulations numériques présentent un intervalle de fréquences bien
plus grand que celui étudié expérimentalement. Dans ce cadre, il apparaît qu’une loi





















Figure 5.8 – Spectre de l’énergie Eω en fonction de la pulsation ω. εI = 10−5. Bleu :
αˆ = 1.908 × 10−5. Rouge : αˆ = 3.0528 × 10−5. Vert : αˆ = 5.9359 × 10−5. Cyan :















Figure 5.9 – Spectres de l’énergie présentés en (a) en fonction de la pulsation adi-
mensionnée ω/ωc. Ligne verte pointillée : spectre de Kolmogorov-Zakharov (5.2).
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des fréquences, alors que ceci est possible sur un intervalle de la taille des données
expérimentales. La recherche d’une loi de puissance pour décrire la forme des spectres
en présence d’amortissement ne semble donc pas être la meilleure façon de décrire les
solutions de notre problème.
La Figure 5.9 trace les mêmes spectres, cette fois en fonction de la pulsation
adimensionnée ω/ωc. Tous les spectres convergent vers une fonction unique, diffé-
rente et plus raide que le spectre de Kolmogorov-Zakharov (présenté en vert dans la
Figure 5.9). Ce résultat ne nous était pas apparu clairement expérimentalement, un
intervalle de fréquence trop limité n’étant pas perturbé par le forçage ou par la décrois-
sance rapide du spectre au niveau des échelles dissipatives. En ne modélisant à l’aide
du modèle phénoménologique que la balance entre le terme conservatif ∂ω(ωE2ω∂ωEω)
et le terme dissipatif γˆωEω, la dynamique turbulente expérimentale est retrouvée à
partir du cadre théorique de la turbulence d’ondes. Quand l’hypothèse d’une gamme
inertielle n’est pas vérifiée, une solution stationnaire générale existe pour le cadre non
conservatif : elle est différente de la solution théorique sans dissipation et dépend de la
forme de la fonction d’amortissement. On cherche alors à quantifier cette relation en
étudiant le comportement de la pulsation caractéristique, l’évolution de cette dernière
semblant contenir toutes les informations relatives à l’effet de la dissipation.
5.3.3 Comportement de la pulsation caractéristique
L’interprétation physique de la pulsation caractéristique est fournie par une ana-
lyse similaire à celle opérée sur les données expérimentales au § 4.3.1. La puissance
totale dissipée par la cascade εD se présente, en fonction des grandeurs utilisées par





Après avoir remarqué que la loi d’échelle Eω ∝ 1/3I restait cohérente dans le cadre du
modèle phénoménologique en présence d’amortissement, Eω est introduit sous la forme
Eω ∝ ε1/3I Φ(ω/ωc) dans l’équation (5.43). La dépendance entre amplitude spectrale et
puissance injectée est fixée et la forme du spectre est une fonction Φ quelconque qui
dépend de ω/ωc, comme suggéré par la Figure 5.9 . L’amortissement γˆ est une loi de
puissance de la forme
γˆ = αˆωλ (5.44)
où la puissance λ et le coefficient αˆ sont à fixer ou à déterminer. Le bilan d’énergie
de la cascade (5.43) peut alors être réécrit sous la forme :
εD ∝ αˆε1/3I ω1+λc . (5.45)
L’énergie dissipée par la cascade εD est égale au flux injecté εI . Il vient donc fi-
nalement la relation suivante entre puissance injectée, amortissement, et pulsation
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caractéristique :
ωc ∝ εθI αˆ−
1





Nous cherchons à utiliser l’équation (5.46) pour prédire le comportement, pour un
flux entrant donné, de la pulsation caractéristique en fonction de l’amplitude αˆ de
la dissipation. Nous cherchons par cette démarche à quantifier la décroissance de la
pulsation caractéristique observée dans la Figure 5.8.
La relation (5.46) est réécrite en considérant I constant :
ωc ∝ αˆ− 11+λ . (5.47)
Dans nos conditions expérimentales λ = 0.6 et il vient donc ωc ∝ αˆ−0.63. La valeur de
la puissance λ étant en partie liée à notre configuration expérimentale, on peut égale-
ment chercher les prédictions attribuées à ωc pour d’autres λ. La Figure 5.10 présente
l’évolution de la pulsation caractéristique en fonction du facteur d’amortissement αˆ.
Les points sont obtenus en résolvant, pour une même flux entrant, l’équation (5.10) en
prenant γˆ = αˆωλ avec λ = 0.6, 1, 2. Les lignes représentent les comportements prédits
par l’équation (5.47). Un accord parfait entre ces prédictions et les résultats fournis
par l’équation phénoménologique est trouvé.
Pour une loi d’amortissement donnée
Nous cherchons finalement à utiliser la loi (5.46) pour quantifier, en connaissance
de l’amortissement γˆ du système, l’évolution de la pulsation caractéristique en fonction





La Figure 5.11 présente l’évolution de la fréquence caractéristique en fonction
de I . Les lignes représentent les comportements prédits par la relation (5.48) tan-
dis que les points correspondent aux simulations de l’équation (5.10) pour αˆ = 1 et
λ = 0.1, 0.5, 1, 2. Pour ces configurations, les prédictions théoriques fournies par l’équa-
tion (5.48) sont respectivement θ = 0.60, 0.44, 0.33, 0.22. La correspondance entre les
deux jeux de données est très bonne : la coupure de la cascade est intimement liée à
l’amortissement et peut être prédite en calculant le bilan d’énergie de la cascade.












Figure 5.10 – Pulsation caractéristique ωc en fonction du facteur d’amortissement
αˆ. Noir : λ = 2. Rouge : λ = 1. Bleu : λ = 0.6. Lignes : lois d’évolution prédites












Figure 5.11 – Pulsation caractéristique ωc en fonction du flux εI injecté en ω = 0. Par
soucis de lisibilité, ωc a été divisé pour chaque configuration par sa valeur en I = 0.5.
Noir : λ = 2. Rouge : λ = 1. Bleu : λ = 0.5. Magenta : λ = 0.1. Lignes pointillées : lois
d’évolution prédites par l’équation (5.48). Noir : ωc = 1.160.22I . Rouge : ωc = 1.250.33I .























Figure 5.12 – Densités spectrale de puissance de la vitesse transverse Pv déjà pré-
sentées en Figure 4.1 et ici tracées en fonction de la fréquence adimensionnée f/fc.
Rouge : γ∗ = 1, I = 0.56 × 10−3 m3.s−3. Noir : γ∗ = 1.6, I = 0.54 × 10−3 m3.s−3.




















Figure 5.13 – Simulations numériques : densités spectrale de puissance de la vitesse
transverse Pv déjà présentées en Figure 4.4 en fonction de la fréquence adimensionnée
f/fc. Vert : γ∗ = 0, I = 0.057× 10−3 m3.s−3. Autres cas : I = 0.024× 10−3 m3.s−3.
Rouge : γ∗ = 1. Noir : γ∗ = 1.6. Magenta γ∗ = 3.1. Bleu : γ∗ = 4.9.
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5.3.4 Retour aux expériences et aux simulations
Le § 5.3.2 a mis en lumière dans l’équation phénoménologique l’existence d’une
solution stationnaire du cadre non conservatif, différente de celle associée au cadre
conservatif, et dépendant de la fonction d’amortissement de la plaque considérée.
La Figure 5.11 présente les spectres expérimentaux déjà présentés dans la Fi-
gure 4.1, cette fois-ci tracés en fonction de la fréquence adimensionnée f/fc. Précé-
demment, nous avions montré que plus l’amortissement était important, plus la pente
des spectres était grande et la fréquence de coupure basse. Ici, il est remarqué que ces
quatre spectres peuvent être placés sur une seule et même courbe s’ils sont écrits en
fonction de la fréquence adimensionnée. L’existence d’une solution générale au cadre
non conservatif de la turbulence d’ondes de plaque mince est montrée, tout comme
dans le modèle phénoménologique. Si l’on cherche à estimer une loi de puissance pour
décrire cette fonction, on trouve
Pv ∝ (f/fc)−0.6, (5.49)
ce qui est bien différent du spectre théorique de Kolmogorov-Zakharov, et proche des
premiers spectres expérimentaux présentés dans [7] et [68].
La Figure 5.12 présente les spectres numériques déjà présentés dans la Figure 4.4.
Là encore, les deux solutions stationnaires du problème de turbulence d’ondes dans
les plaques minces sont mises en valeur : la solution du cadre conservatif, et la solution
du cadre non conservatif.
5.4 Conclusion intermédiaire
Un modèle phénoménologique construit à partir des deux solutions de l’équation
cinétique a ici été décrit et appliqué au cadre de la turbulence instationnaire dans deux
cas : la turbulence libre et une turbulence forcée par un flux d’énergie constant au
cours du temps. La résolution numérique de cette équation a permis de faire apparaître
dans les deux cas l’existence d’un comportement auto-similaire. Les solutions auto-
similaires de l’équation cinétique sont alors retrouvées. Ces deux exemples montrent
la capacité de notre modèle, malgré sa simplicité, à décrire les caractéristiques fon-
damentales de la dynamique de plaques minces élastiques. Les différences observées
quant à la forme des fonctions d’auto-similarité issues de notre modèle et celles ob-
tenues par une simulation directe des équations de von-Kármán doivent encore être
comprises.
En introduisant dans le modèle phénoménologique l’amortissement mesuré expéri-
mentalement, les conclusions tirées au chapitre 4 ont été retrouvées : l’amortissement
agit dans les plaques à toutes les échelles de telle sorte qu’il n’y a pas de fenêtre
de transparence, le flux qui cascade n’est plus constant et la forme de la cascade
est entièrement dépendante de l’amortissement. Les spectres stationnaires obtenus
en présence d’amortissement ne sont plus des lois de puissances et chercher de telles
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lois dans les expériences n’est donc pas la meilleure façon d’analyser la répartition
de l’énergie dans notre système. Au contraire, étudier le comportement de la coupure
de la cascade en écrivant le bilan d’énergie de cette dernière permet de lier avec suc-
cès les paramètres fondamentaux de notre problème : l’amortissement, la puissance
injectée, et la pulsation caractéristique. Ces premiers résultats sont très concluants
et encouragent l’utilisation d’un modèle phénoménologique pour appliquer la théorie
de turbulence d’ondes à un cadre expérimental mettant en défaut l’existence d’une
fenêtre de transparence.
La dépendance, en présence d’amortissement, de l’amplitude spectrale avec le flux
ou la puissance injectée reste encore une question ouverte. Si expérimentalement cette
dépendance a pu être reliée à l’amortissement de façon concluante, les résultats is-
sus du modèle phénoménologique tendent à faire penser que la relation théorique
Eω ∝ 1/3 reste valide. Il nous semble que cette différence est attribuée aux conditions
expérimentales et à un effet de l’amortissement sur le processus d’injection. Mesu-
rer expérimentalement le flux ou mieux contrôler le forçage peuvent être des pistes
intéressantes à suivre.
Conclusion et perspectives
L’effet d’une dissipation présente à toutes les échelles sur un système d’ondes tur-
bulent est une question importante à laquelle cette étude a fourni des éléments de
réponse dans le cadre des plaques minces.
Résultats
La caractérisation de l’amortissement a permis de mettre en lumière la coexistence
des pertes thermoélastiques et viscoélastiques, coexistence qui peut être justifiée par
les caractéristiques particulières des plaques étudiées en turbulence d’ondes. Ce cou-
plage a permis de caractériser l’amortissement moyen de notre plaque par une loi
de puissance γ(f) ∝ f 0.6 qui a facilité la prise en compte de la dissipation dans les
simulations numériques :
– Expérimentalement, il a alors été montré que l’amortissement déterminait la
forme des spectres : en multipliant l’amortissement par 5, la pente des spectres
est multipliée par 2. De plus, l’introduction d’une dissipation réelle dans les
simulations numériques des équations de Föppl-von Kármán permet de passer
du spectre de Kolmogorov-Zakharov théorique à des spectres très proches des
expériences.
– Ces observations ne remettant pas en cause l’emploi de la turbulence d’ondes
pour décrire la dynamique d’une plaque mince sollicitée par un forçage de grande
amplitude, les outils théoriques à notre disposition devaient être étendus à un
système sans fenêtre de transparence. En réalisant cette extension de façon
phénoménologique, une nouvelle solution stationnaire différente du spectre de
Kolmogorov-Zakharov a pu être calculée numériquement et celle-ci semble va-
lable pour toute loi d’amortissement.
– Par rapport à l’étude de la pente des spectres, le calcul du bilan d’énergie de la
cascade turbulente a fourni d’autres éléments permettant de quantifier l’effet de
l’amortissement sur le régime turbulent. Dans le cadre expérimental, une nou-
velle mise à l’échelle de l’amplitude spectrale prenant en compte l’absence d’une
gamme inertielle a pu être établie. Dans le cadre du modèle phénoménologique,




Si les modèles d’amortissement semblent bien adaptés à une description globale
de la dissipation, la variabilité en conditions réelles de cette dernière pousse à fournir
une analyse fine de chaque configuration expérimentale mise en œuvre. Il nous sem-
blerait alors intéressant de décrire entièrement un système tel que le notre en terme de
puissance injectée et de puissance dissipée. Cette dernière pourrait par exemple être
quantifiée pour les pertes thermoélastiques à l’aide d’une caméra thermique et pour
les pertes par rayonnement par une méthode d’antennerie. Cette démarche nécessi-
terait en outre de mieux contrôler le forçage afin de connaître précisément l’énergie
fournie par l’excitateur. Ceci permettrait peut être aussi de comprendre pourquoi la
dépendance à l’amortissement de la loi d’échelle liant amplitude spectrale et puissance
injectée observée expérimentalement n’est pas reproduite dans le cadre du modèle phé-
noménologique.
Perspectives théoriques
De manière plus générale, et hormis quelques exceptions, les prédictions théoriques
de la turbulence d’ondes ont rarement été retrouvées expérimentalement dans les sys-
tèmes pour le moment étudiés. L’idée d’un modèle de type phénoménologique semble
alors être dans un premier temps une bonne façon de quantifier l’effet de l’amortis-
sement sur la dynamique turbulente d’un système où l’hypothèse d’une fenêtre de
transparence n’est pas respectée. À plus long terme, il serait quand même important
que les contributions non négligeables de l’amortissement à la dynamique non linéaire
d’un ensemble d’ondes soient prises en compte dans le développement calculatoire
global de la turbulence d’ondes.
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