We introduce two estimators for estimating the Marginal Data Density (MDD) from the Gibbs output. Our methods are based on exploiting the analytical tractability condition, which requires that some parameter blocks can be analytically integrated out from the conditional posterior densities. This condition is satisfied by several widely used time series models. An empirical application to six-variate VAR models shows that the bias of a fully computational estimator is sufficiently large to distort the implied model rankings. One of the estimators is fast enough to make multiple computations of MDDs in densely parameterized models feasible.
Introduction
Modern macroeconometric methods are based on densely parameterized models such as vector autoregressive models (VAR) or dynamic factor models (DFM). Densely parameterized models deliver a better in-sample fit. It is well-know, however, that such models can deliver erratic predictions and poor out-of-sample forecasts due to parameter uncertainty. To address this issue, Sims (1980) suggested to use priors to constrain parameter estimates by "shrinking" them toward a specific point in the parameter space. Provided that the direction of shrinkage is chosen accurately, it has been shown that densely parameterized models are extremely successful in forecasting. This explains the popularity of largely parameterized models in the literature (Stock and Watson, 2002 , Forni, Hallin, Lippi, and Reichlin, 2003 , Koop and Porter 2004 , Korobilis, forthcoming, Banbura, Giannone, and Reichlin, 2010 and Koop, 2011 .
The direction of shrinkage is often determined by maximizing the marginal likelihood of the data (see Carriero, Kapetanios and Marcellino, 2010 and Giannone el al., 2010) , also called marginal data density (MDD) . The marginal data density is defined as the integral of the likelihood function with respect to the prior density of the parameters. In few cases, the MDD has an analytical representation. When an analytical solution for this density is not available, we need to rely on computational methods, such as the Chib's method (Chib, 1995) , Importance Sampling estimators (Hammersley and Handscomb, 1964 , Kloek and Van Dijk, 1978 , Geweke, 1989 , estimators based on the Reciprocal Importance Sampling principle (Gelfand and Dey, 1994) , importance sampling based on mixture approximations (Frühwirth-Schantter, 1995) , the Bridge Sampling estimator (Meng and Wong, 1996) , or the Warp Bridge Sampling estimator (Meng and Schilling, 2002) . Since all these methods rely on computational methods to integrate the model parameters out of the posterior density, their accuracy deteriorates as the dimensionality of the parameter space grows large. Hence, there is a tension between the need for using broadly parameterized models for forecasting and the accuracy in estimating the MDD which influences the direction of shrinkage.
This paper aims at mitigating this tension by introducing two estimators (henceforth, Method 1 and Method 2) that exploit the information about models' analytical structure.
While Method 1 can be considered as a refinement of the approach proposed by Chib (1995) , Method 2 is based upon the Reciprocal Importance Sampling principle as in Gelfand and Dey (1994) . Conversely to fully computational methods, Method 1 and Method 2 rely on the analytical integration of some parameter blocks 1 .
The proposed estimators can be applied to econometric models satisfying two conditions.
The first condition (henceforth, sampling condition) requires that the posterior density can be block-partitioned so as to be approximated via the Gibbs sampler. The second condition (henceforth, analytical tractability condition) states that there exists an integer τ ≥ 2 such that the conditional posterior p (θ 1 , ..., θ τ |θ τ +1 , ..., θ s , D, Y ) can be analytically derived,
where Y is the sample data, D is a set of unobservable model variables, and s is the total number of parameter blocks θ i , i ∈ {1, ..., s}. These two conditions are met by a wide range of models, such as Vector AutoRegressive Models (VARs), just-identified Structural VAR models (SVARs), Reduced Rank Regression Models such as Vector Equilibrium Correction Models (VECMs), unrestricted Markov-Switching VAR models (MS VARs), Dynamic Factor Models (DFMs), Factor Augmented VAR models (FAVARs), and Time-Varying Parameter (TVP) VAR models.
By means of a Monte Carlo experiment, we show that exploiting the analytical tractability condition leads to sizeable gains in accuracy and computational burden, which quickly grow with the dimensionality of the parameter space of the model. We consider VAR(p) models, in the form studied by Villani (2009) and Del Negro and Schorfheide (2010) (i.e., the socalled mean-adjusted VAR models), from one up to four lags, p = 1, . . . , 4. We fit these four VAR models, under a single-unit-root prior (Sims and Zha, 1998) , to data sets with increasing number of observable variables. It is compelling to focus on mean-adjusted VAR models because the true conditional predictive density 2 can be analytically derived in closed form. We can compare the performance of our estimators with their fully computational counterparts; that is to say the estimator proposed by Chib (1995) and that introduced by Gelfand and Dey (1994) . Method 1 and Chib's method only differ in the computation of the 1 Fiorentini, Planas, and Rossi (2011) use Kalman filtering and Gaussian quadrature to integrate scale parameters out of the likelihood function for dynamic mixture models.
2 If one partitions the parameter space Θ into s vector blocks; that is Θ = {θ 1 , ..., θ s }, the conditional predictive density p (Y |θ τ +1 , ..., θ s ) is defined as
where p (Y |θ 1 , ..., θ s ) is the likelihood function and p (θ 1 , ..., θ τ |θ τ +1 , ..., θ s ) is the prior for the first τ parameter blocks (conditional on the remaining blocks). Note that the conditional predictive density is a component of the MDD, p (Y ), that can be expressed as follows:
where p (θ τ +1 , ..., θ s ) is the prior for the parameter blocks that cannot be analytically integrated out.
conditional predictive density when applied to mean-adjusted VAR models. While Method 1 evaluates the exact analytical expression for the conditional predictive density, Chib's method approximates this density computationally via Monte Carlo integration. Therefore, we can quantify the accuracy gains associated with exploiting the analytical tractability condition by comparing the conditional predictive density estimated by Chib's method with its true value. This assessment would have not been possible, if we had based our Monte Carlo experiment on models that require data augmentation to approximate the posterior, such as DFMs, or on other estimators rather than Chib's method, such as the Bridge Sampling estimator.
The main findings of the experiment are: (i) the fully-computational estimators that neglect the analytical tractability condition lead to an estimation bias that severely distorts model rankings; (ii) our two methods deliver very similar results in terms of posterior model rankings, suggesting that their accuracy is of the same order of magnitude in the experiment; (iii) exploiting the analytical tractability condition prevents our estimators from being affected by the "curse of dimensionality" (i.e., computing time growing at faster pace as the number of lags or observables in the model increases). Related to this last finding, we argue that Method 2 is suitable for performing model selection and model averaging across a large number of models, as it is the fastest.
The paper is organized as follows. Section 2 introduces the conditions that a model has to satisfy in order to apply our two estimators. In this section, we describe the two methods proposed in this paper for computing the MDD. Section 3 performs the Monte Carlo application. Section 4 concludes.
Methods for Computing the Marginal Data Density
The marginal data density (MDD), also known as the marginal likelihood of the data, is defined as the integral taken over the likelihood with respect to the prior distribution of the parameters. Let Θ be the parameter set of an econometric model and Y be the sample data.
Then, the marginal data density is defined as
where p(Y |Θ) and p(Θ) denote the likelihood and the prior density, respectively.
In Section 2.1, we describe the two methods proposed in this paper in a canonical situation consisting of four vector blocks. In Section 2.2, we present the two estimators applied to the general case of s vector blocks. Finally, Section 2.3 deals with the scope of application of the proposed estimators.
Four Vector Blocks
Let us consider a model whose set of parameters and latent variables is denoted by Θ D = {D, Θ} where D stands for the latent variables and Θ for the parameters of the model, where Θ = {θ 1 , θ 2 , θ 3 }. We denote the prior for model's parameters as p (Θ), which is assumed to have a known analytical representation. Furthermore, the likelihood function, p (Y |Θ), is assumed to be known in closed form or easy to evaluate. We focus on models satisfying the following two conditions:
, and from the posterior predictive density, p (D|θ 1 , θ 2 , θ 3 , Y ).
(ii ) The conditional posterior distribution p (θ 1 , θ 2 |θ 3 , D, Y ) is analytically tractable.
Condition (i ) implies that we can approximate the joint posterior p (Θ|Y ) and the predictive density p (D|Y ) through the Gibbs sampler. We label this condition as the sampling condition. Condition (ii ) is the analytical tractability condition and is most likely to be satisfied through a wise partitioning of the parameter space and the specification of a conjugate prior.
Method 1 is based on interpreting the MDD as the normalizing constant of the joint posterior distribution
where the numerator is the product of the likelihood and the prior, with all integrating constants included, and the denominator is the posterior density of Θ. Denote the posterior mode as Θ = θ 1 , θ 2 , θ 3 . Hereafter, let p(·) denote a density for which an analytical expression is available and p(·) denote a density that needs to be approximated using computational methods. Method 1 is obtained by factorizing (2) as follows:
where p θ 3 is the prior for the parameter block θ 3 evaluated at the posterior mode, the conditional posterior p θ 3 |Y is approximated using the Rao-Blackwellization technique proposed by Gelfand, Smith, and Lee (1992) , and the conditional predictive density, p Y | θ 3 , is defined as:
Note that p Y | Θ is the likelihood evaluated at the posterior mode and p θ 1 , θ 2 | θ 3 is the prior for the blocks θ 1 and θ 2 (conditional on θ 3 ) evaluated at the posterior mode. The denominator can be evaluated as follows:
where the conditional posterior p θ 1 , θ 2 | θ 3 , D (i) , Y can be exactly calculated because of the analytical tractability condition and
is the output of a lower dimensional Gibbs sampler usually called reduced Gibbs step. The reduced Gibbs step delivers draws from the density p D| θ 3 , Y by iteratively drawing θ
from the conditional posterior distributions p θ 1 |θ 2 , θ 3 , D, Y and p θ 2 |θ 1 , θ 3 , D, Y and from the predictive density
It should be noted that Method 1 is a refinement of the estimator proposed by Chib (1995) , whose only difference with Method 1 is the computation of the conditional posterior distribution p θ 1 , θ 2 | θ 3 , Y in the denominator of (4). Since Chib's method does not exploit the analytical tractability condition, it estimates this conditional posterior by taking the product of p θ 1 | θ 2 , θ 3 , Y and p θ 2 | θ 3 , Y . This implies that two reduced Gibbs steps need to be performed to evaluate the denominator of (4): (i ) one to obtain draws from the density p D| θ 2 , θ 3 , Y so as to evaluate p θ 1 | θ 2 , θ 3 , Y and (ii ) another one to obtain draws from the density p D, θ 1 | θ 3 , Y so as to evaluate p θ 2 | θ 3 , Y . While Chib's estimator performs two reduced Gibbs steps, Method 1 only requires one because of the exploiting of the analytical tractability condition. Therefore, note that, by construction, Method 1 is more accurate and less computationally burdensome than Chib's estimator.
Method 2 is based on combining the analytical tractability condition with the Reciprocal Importance Sampling (RIS) principle proposed by Gelfand and Dey (1994) . The marginal data density is given by
where E p(D,θ 3 |Y ) (·) denotes the expectations taken with respect to the posterior density p (D, θ 3 |Y ) and f (·) is a weighting function with the property f (θ 3 ) dθ 3 = 1. Therefore, Method estimates the marginal data density as follows:
where θ
are the draws from the Gibbs sampler simulator. The numerator is the conditional posterior, which is known because of the analytical tractability condition.
In the denominator, we have the product of the likelihood and the joint prior, with all integrating constants included. Note that the standard RIS estimator proposed by Gelfand and Dey (1994) uses all the posterior draws for θ 1 , θ 2 , θ 3 , D, which makes it a global estimator.
By exploiting the analytical tractability condition, Method 2 relies on setting the first two parameter blocks equal to the posterior mode and using only the posterior draws for θ 3 and D. Therefore, Method 2 is a hybrid estimator: local for θ 1 , θ 2 and global for θ 3 , D. 
General Case
Let us consider an s-block parameter vector, Θ ≡ {θ 1 , ..., θ s }. We assume that the prior distribution, p (Θ), is known and the likelihood function, p (Y |Θ), is either known in closed 3 If there are no latent data, Method 2 becomes a global estimator since equation (7) becomes
where p Y |θ
is the conditional predictive density, which is insensitive to evaluation of {θ 1 , θ 2 }.
form or easy to evaluate. The two necessary conditions to apply our estimators can be written as:
(i ) Sampling condition: It is possible to draw from the conditional posterior distributions
.., θ s }, for any i ∈ {1, . . . s} and from the posterior predictive density, p (D|Θ, Y ).
(ii ) Analytical tractability condition:
where Θ ≤τ ≡ {θ 1 , ..., θ τ } and Θ >τ ≡ {θ τ +1 , ..., θ s }, are analytically tractable, for some τ ∈ {2, . . . , s}.
Method 1 is given by
where p Θ >τ is the prior for the parameter blocks θ τ +1 , .., and θ s and the conditional predictive density is computed as follows
The analytical tractability condition allows us to compute the denominator of (9) as follows
where
is the output of a reduced Gibbs step that iteratively draws Θ
The conditional posterior at the denominator of (8) can be estimated as
, where the ordinates p θ τ +i | Θ >τ +i , Y , for 1 ≤ i < s − τ , can be approximated by running s − τ − 1 reduced Gibbs steps and the smallest ordinate p θ s |Y can be approximated via Rao-Blackwellization based on draws from the Gibbs sampler.
Method 2 computes the marginal data density, p (Y ), as follows:
are the draws from the Gibbs sampler simulator. It should be noted that when τ = s (i.e., all the parameter blocks can be integrated out analytically), we have that Θ >τ = ∅, which implies that Method 1 and Method 2 coincide.
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To sum up, applying Method 1 requires running s − τ reduced Gibbs steps as opposed to the s − 1 steps performed by Chib's method. 6 Thus gains from applying Method 1 relative to
Chib's method are expected to become more and more substantial as the number of blocks τ that can be integrated out increases. Nevertheless, Method 1 overlaps Chib's method when performing reduced Gibbs steps for i ∈ {τ + 1, s − 1}. Note that these simulations are the most computationally cumbersome among all the reduced Gibbs steps performed by Chib's method because they are the ones which integrate out the largest number of parameter blocks. When the total number of parameter blocks, s, is much larger than the number of blocks that can be integrated out, τ , Method 1 may still be computationally cumbersome.
In these cases, and when a large number of repeated computations of MDDs is required (e.g.,
Bayesian averaging over a large number of models), Method 2 provides the fastest approach.
It is important to emphasize that Method 2 only requires performing the Gibbs sampler posterior simulator, no reduced Gibbs step has to be performed.
Scope of Application
Unlike Chib and Gelfand-Dey estimators, our methods are only applicable when both the sampling and the analytical tractability conditions are met. But both conditions can be shown to be satisfied by a large class of time series econometrics models. In particular, we can show that the conditions are met by Vector Autoregressive (VAR) models, just-identified 5 We thank an anonymous referee to point this out. 6 Note that when there is no data augmentation, Method 1 requires running one reduced Gibbs step less, that is, s − τ − 1. To see why note that the analytical tractability condition implies that the conditional posterior p (Θ ≤τ |Θ >τ , Y ) is known when no data augmentation is required. As far as Chib's estimator is concerned, note that the largest ordinate p (θ 1 |Θ >1 , Y ) is usually analytically tractable in many applications (e.g., the Monte Carlo experiment in this paper) that do not require data augmentation, implying that the actual number of reduced Gibbs steps to be performed is s − 2.
Structural VAR
7 , Reduced Rank Regression (RRR) models, unrestricted Markov-switching VAR models, Dynamic Factor Models (DFMs), Factor Augmented VAR models (FAVARs), and Time-Varying Parameter (TVP) VAR model. We explore in detail the application to VAR models in the next section. In the appendix, we provide a guide on how to partition the parameter space so that the sampling and the analytical tractability conditions are satisfied in the remaining models.
A Monte Carlo Experiment
In this section, we assess the gains in accuracy and computational burden of the estimators proposed in the paper by means of a Monte Carlo experiment. In section 3.1, we describe the modeling framework and the application of the four estimators used in the experiment, that is, Chib's estimator, Method 1, Method 2, and Gelfand and Dey's estimator. We discuss the data set and the priors used in the empirical application in section 3.2. We quantify the gains in accuracy and computational burden associated with our estimators in sections 3.3 and 3.5, respectively. In section 3.4, we provide evidence on the pervasive effects that the estimation bias, linked to neglecting the analytical tractability condition, may have on distorting posterior model rankings.
The Model
Following Villani (2009) and Del Negro and Schorfheide (2010) , the VAR model in meanadjusted form can be expressed as
where we denote the sample length as T and we define the T × n matrix of observables
with 1 T being a 1 × T vector of ones, the (l + 1) × n matrix Γ = (γ 0 , . . . , γ l ) , the T × n matrix of the 7 Let Ω be an orthonormal matrix through which the econometrician specifies the identification restrictions for the VAR. It directly follows that if (i) the identification scheme does not impose restrictions on the reduced-form parameters and (ii) the conditional distribution of the matrix Ω does not get updated by the data; then our two estimators are applicable. These conditions are satisfied by recursive VARs and some non-recursive VARs identified with short-run or long-run restrictions.
de-trended and de-meaned observables Y is defined as Y = ( y 1 , ..., y T ) , the T × np matrix X = ( x 1 , . . . , x T ) , where we define the np × 1 vectors x t = y t−1 , . . . , y t−p , the np × n parameter matrix Φ = [φ 1 , . . . , φ p ] , and the T × n matrix of Gaussian residuals is denoted as ε = (ε 1 , ..., ε T ) whose covariance matrix is denoted by Σ.
We consider thee parameter blocks: the block for the mean and the deterministic trend Γ, the block for the autoregressive parameters Φ of the VAR in deviations, and the parameters of the covariance matrix Σ for the VAR in deviations. The block order is chosen such that θ 1 = Φ, θ 2 = Σ, and θ 3 = Γ. Note that, conditional on the parameter block Γ, the equations (12)- (13) shown to be also Gaussian (see the online appendix). Therefore, the sampling condition is satisfied.
Since the sampling and analytical tractability conditions are satisfied with τ = 2, Method 1 computes the MDD as follows
where the conditional predictive density, p Y |Γ , has a closed-form expression. For instance, when the prior for the parameters of the VAR in deviations p (Φ, Σ|Γ) is a dummy-observation prior, the conditional predictive density can be shown to be given by
where Y * and X * are matrices that stack dummy observations for the VAR in deviations; Y and X are the data in deviations obtained by de-meaning and de-trending the actual data Y with Γ; T 0 is the number of dummy observations; T 1 is the total number of observations (14) is computed implementing a Rao-Blackwell strategy.
A naïve application of Chib's method disregards the fact that the conditional predictive density p Y | Γ has a known analytically expression and computes
where p( Σ| Γ, Y ) is approximated computationally using the output from the reduced Gibbs step as follows
Method 2 computes:p
where the draws Γ 9 However, note that while the weighting function for Method 2 is defined over the space of the vector block Γ, the one for the GD estimator is defined over the entire parameter space.
10 The results of the experiment are virtually the same if Φ, Σ, and Γ are set to be equal to the posterior median.
Data, Prior Specification, and Number of Simulations
We fit four VAR models with different lags to six encompassing data sets. In particular, we fit autoregressive models with lags p = 1, . . . , 4 to data sets containing from one up to six vari- ). The encompassing data sets are such that the one-variate models consider the real GDP data, the two-variate models, GDP and the price deflator, and so on an so forth until the six-variate models, which contain all data series listed above. The quarterly data set ranges from 1954:1 to 2008:4.
We elicit the prior density for the parameters of the VAR in deviations, (Φ, Σ), by using the single-unit-root prior, suggested by Sims and Zha (1998) . We follow Del Negro and 11 To this end, we perform a stochastic search based on simulated annealing (Judd, 1998 ) with 1,000 stochastic draws.
Furthermore, the prior density depends on the first and second moments of some pre-sample data. We use the moments of a pre-sample ranging from 1947:1 to 1953:4. We run ten chains of m number of draws in the Gibbs sampler and in the reduced Gibbs sampler, where m = {100, 1, 000, 10, 000, 100, 000}. We also run one chain with one million draws.
Gains in Accuracy
Our estimators rely on the insight that exploiting the analytical tractability condition increases the accuracy of MDD estimators. In this empirical application, we assess the inaccuracy associated with neglecting the analytical tractability condition. Consider the VAR 11 Very similar results are found using the procedure proposed by Banbura, Giannone, and Reichlin (2010) that automatically adjusts the prior hyperparameters as the number of observables is increased. For any number of observables from three to six, we set the hyperparameters so that the fit of the VAR (4) (16), which requires performing the reduced Gibbs step to implement the integration in (17). Thus, the inaccuracy derived from neglecting the analytical tractability condition can be quantified by the gap between the estimated conditional predictive density using Chib's approach, p CHIB (Y | Γ), and its true value, p(Y | Γ).
Note that, as the number of draws in the reduced Gibbs step, m, goes to infinity, the size of the gap goes to zero, that is, lim m→∞ p CHIB Y | Γ = p Y | Γ . In this application, we assess the convergence of Chib's method to the true conditional predictive density by computing
We refer to this difference as the estimation bias for the conditional predictive density. We compute the absolute difference in (19) for every chain, VAR model (p = 1, ..., 4), and data set. The upper graph of Figure 1 reports the (across-chain mean of the) estimation bias for the conditional predictive density for the 24 models of interest when performing 1,000,000 draws in both the Gibbs sampler and the reduced Gibbs step. We find worth emphasizing the following two results. First, for a given number of lags p, the estimation bias grows at an increasing rate as the number of observable variables increases. Second, for a given number of observables, the estimation bias grows at an increasing rate as the number of lags p increases. For example, the size of the gap for a six-variate VAR(4) is about 9 times the size of the bias for the VAR(1) model.
We document in Table 1 the convergence of the estimation bias as the number of draws in the reduced Gibbs step increases for six-variate VAR models. We conclude that for a given data set and a given model, the bias is quite stable despite the increase in the number of posterior draws in the reduced Gibbs step. This suggests that the integration in (17) exhibits a rather slow convergence.
The comparison of Method 2 and the GD method is not as straightforward as the one between Method 1 and Chib's estimator. Table 2 reports the across-chain means and standard deviations of the log MDD for each of the estimators and models for the six-variate data set. The GD method is found to be both biased and quite unstable since the across-chain standard deviations are larger than that for Method 2. In complex models, such as the VAR(4), the standard deviation of the GD method is 17 log-points when 100,000 posterior draws are used, while that of Method 2 is 0.16 log-points. The large instability of the GD method explains its limited use in VAR models.
Model Selection
In this section, we analyze the effect of inaccurate estimates when performing Bayesian model selection. Under a 0-1 loss function, the optimal decision is to select the model with the largest posterior probability (see Schorfheide (2000) ). Let us define the model set to be formed by the four VAR models, that is, {V AR(p), 1 ≤ p ≤ 4} 12 in the six-variate data set. We assume that the prior model probabilities, {π p,0 , 1 ≤ p ≤ 4}, are the same across the four candidate models. For every estimator, we permute MDDs estimated at each chain across the four VAR models which delivers 10, 000 quadruplets of posterior probabilities.
The distributions of the posterior probabilities associated with the VAR(1) and the VAR (2) for Chib's estimator, Method 1, and Method 2 are a mass point at zero, suggesting that these methods strongly disfavor both the VAR(1) and the VAR(2). The GD method rarely selects the VAR(1) or the VAR(2). Therefore, in Figure 2 , we only report the distributions for the 10, 000 posterior probabilities computed by the four estimators for the VAR(3) and VAR(4) models. While both Method 1 and Method 2 lead to select the VAR(4), the distribution related to Chib's method implies a median posterior probability of about 20% for the VAR(4). Conversely, Chib's method strongly favors the VAR(3) model with a median posterior probability of about 80%. These results show that the estimation bias due to a fully computational approach may significantly distort model rankings. Finally, the distributions related to the GD method are uniform for both models, which makes it impossible to make inference over models.
Two important remarks about Figure 2 are in order. First, since Method 1 and Chib's estimator differ only in how they calculate the conditional posterior p (Σ|Γ, Y ), the observed bias in model ranking must be due to the inaccuracy associated with the integration (17), which is based on the reduced Gibbs step. Second, although Method 1 and 2 estimate the MDD through different approaches, 13 these two methods deliver posterior model rankings that are remarkably similar. Hence, the accuracy of the two methods proposed in the paper is of the same order of magnitude.
12 We have extended the exercise to include VAR(5) and VAR(6). We have decided to not present them in the paper because all estimators deliver very small MDDs for these two models. Hence, all the results discussed in this section are unchanged.
13 Recall that Method 1 exploits the fact that the MDD can be expressed as the normalizing constant of the joint posterior density for model parameters. In contrast, Method 2 relies on the principle of the reciprocal importance sampling. Figure 3 shows how the computation time (in seconds) associated with each of the estimators under analysis varies as the number of observable variables and the number of lags, p increases. Comparing these figures, we conclude that Method 2 and GD method are computationally more convenient than Method 1 and Chib's method for any model specification and any data set. We observe that for Method 2 (i) the computing time is almost invariant to the number of lags included in the model and (ii) the increases in computing time due to the inclusion of additional observable variables are quite small. Quite remarkably, estimating the MDD associated with a six-variate VAR(4) with the Method 2 and 100,000 posterior draws, 14 takes less that 1/10 seconds. While the computation burden of the GD method is quite reduced, it increases exponentially with the dimension of the model, that is, it suffers from the curse of dimensionality.
Computation Time
In the lower graph of Figure 1 , we explore the difference in computing time between
Chib's method and Method 1. Recall that the these two estimators only differ in how they calculate the conditional posterior p (Σ|Γ, Y ). Hence, the figure shows how the computing time to perform the reduced Gibbs step changes as the number of lags or observables in the VAR model varies. We conclude that Chib's method suffers of the curse of dimensionality because of the reduced Gibbs step.
These findings suggest that exploiting the analytical tractability condition breaks the curse of dimensionality that characterizes both Chib's estimator and the GD method.
Concluding Remarks
The paper develops two new estimators for the marginal likelihood of the data. These estimators rely on the fact that in several widely used time series models it is generally possible to analytically integrate out one or more parameter blocks from the block-conditional posterior densities implied by the models. An application based on a standard macroeconomic data set reveals that our estimators translate into significant gains in accuracy and computational burden when compared to fully-computational approaches. We find that the estimation bias associated with fully-computational estimators may severely distort model rankings. Furthermore, our estimators do not suffer the curse of dimensionality that affects the fully-computational method. In particular, Method 2 is fast enough to be well-suited for applications where the marginal likelihood of VAR models has to be computed several times (e.g., Bayesian selection or average across a large set of models).
The paper favors the idea that estimators that are tailored to the specific features of an econometric model are likely to dominate universal estimators, which are applicable to a broader set of models but rely on fully computational methods. Using estimators that exploit the information about the analytical structure of the model is very rewarding, especially for densely parameterized models. Furthermore, as we overview in the appendix, estimators that exploit the analytical structure of models to improve accuracy can be easily obtained for many popular time series models. The assessment of the accuracy gains that can be obtained from applying partly analytical estimators to popular time-series models, such as TVP VAR models, FAVAR models, and DFMs, is an important venue for future research.
The results of the paper should encourage the development of new estimators that exploit the analytical structure of more involved models such as, for instance, restricted MS VAR models (e.g., Sims and Zha, 2006 and Sims, Waggoner and Zha, 2008) or over-identified structural VAR models (e.g., Waggoner and Zha, 2003) . 
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with u t iid N (0, Σ). X is an n × k matrix, Γ is p × L, Z is n × p, and Φ is k × L. The matrix of coefficients, Φ is full-rank, but the matrix Γ, is assumed to have rank q, where q < max {L, p}. Let us reparameterize the low-rank matrix as Γ = ΨΩ and assume a normalization scheme restricting Ψ = Ψ * . Under an inverted Wishart distribution for Σ and independent Gaussian shrinkage priors for each of the elements of Ψ * and Ω, Geweke (1996) shows that the conditional predictive densities Φ| (Σ, Ψ 
B.2 Unrestricted Markov-Switching (MS) VARs
Let us consider the model
, y t is a n × 1 vector of observable variables, and u t N (0, Σ (K t )). K t is a discrete M -state Markov process with time-invariant transition probabilities π lm = P [K t = l|K t−1 = m], l, m ∈ {1, . . . , M }. For simplicity, let us assume that M = 2. Let T be the sample length,
2)}, and (π jj ) j∈{1,2} = {π 11 , π 22 }.
Let us partition the parameter space of the model as follows θ 1 = (π jj ) j∈{1,2} , θ 2 = Φ (1),
Conditional on the history of regimes, K, (i) the model in (21) reduces to a VAR model with dummy variables that account for known structural breaks and (ii) the transition probabilities, (π jj ) j∈{1,2} , are independent of the data and of the remaining parameters of the model, [Φ (j) , Σ (j)] j∈{1,2} . As a result, if the prior distributions for Φ (l) and Σ (l), l ∈ {1, 2}, are of the MN IW form and π 11 and π 22 are independent beta distributions, then the conditional posterior distributions of (Φ (l) , Σ (l)) | (K, Y ), l ∈ {1, 2} and
belong to the same family of their corresponding priors. Therefore, the analytical tractability condition is satisfied for τ = 5.
15 . As draws from the conditional posterior distribution for the regimes can be obtained using a variant of the Carter and Kohn (1994) 16 , we can ensure that the sampling condition is also satisfied.
B.3 Dynamic Factor Models (DFMs)
DFMs decompose the behavior of n observable variables y i,t , i = 1, . . . n, into the sum of two unobservable components: for any t = 1, . . . , T ,
where a i is a constant; f t is a k × 1 vector of factors which are common to all observables, λ i is a 1 × k vector of loadings that links the observables to the factors, and ξ i,t is an innovation specific to each observable variable. The factors evolve according to a vector autoregressive process:
f t = Φ 0,1 f t−1 + . . . + Φ 0,q f t−q + u 0,t , u 0,t iid N (0, Σ 0 )
where u 0,t is a k × 1 vector and the matrices Φ 0,j∈{1,...,p} and Σ 0 are k × k matrices. The stochastic vector of innovations, u t , has dimension of k × 1.
Let us define the n×1 vectors y t = (y 1,t , ..., y n,t ) , a = (a 1 , ..., a n ) , λ * = (λ * 1 , ..., λ * k , ..., λ n ) , ξ t = (ξ 1,t , ..., ξ n,t ) , and, for any j ∈ {1, . . . , p}, the n × n diagonal matrix Φ j , whose diagonal elements are (φ 1,j , . . . , φ n,j ). It is convenient to recast the DFM (22)-(23) in matrix form as follows:
where we define the T × n matrix Y = (y 1 , ..., y T ) , the T × (k + 1) matrix X = [1 T , F ], with 1 T being a 1 × T vector of ones and F = (f 1 , . . . , f T ) is a T × k matrix of factors, the (k + 1)×n matrix Φ 1 = [a, λ * ] and the T ×n matrix of residuals is denoted as ε = (ξ 1 , ..., ξ T ) , where ε N (0, Σ 1 ). We define the T × kq matrix F = f 1 , , ..., , f T with the kq × 1 vectors f t = f t−1 , . . . , f t−q , the kq × k matrix Φ 0 = [Φ 0,1 , ..., Φ 0,q ] , and the T × k matrix ε 0 = (u 0,1 , ..., u 0,T ) .
15 These restrictions over priors are only sufficient for satifying the analytical tractability condition. Such condition can be shown to be also satisfied under an improper flat prior, such as 2 j=1 p (Φ (j) , Σ (j)) = 2 j=1 |Σ (j)| −(n+1)/2 . 16 See Del Negro and Schorfheide (2010) and Pitt and Kohn (2010) Following Primiceri (2005) , a TVP-VAR model is given by
where the n × 1 vector y t includes the observable variables at time t, the (np + 1) × 1 vectors x t = 1, y t−1 , . . . , y t−p , the T × (np + 1) matrix X t = I n ⊗ x t , and the n × 1 vector u t includes the shocks at time t. The vector of parameters, φ t , is assumed to evolve according to a random walk process. In particular, φ t = φ t−1 + ν t where ν t N (0, Q). It is standard to restrict the covariance matrix Q to be diagonal and the parameter innovations, v t , to be uncorrelated with the VAR innovations, u t . Furthermore, we assume that the u t innovations are Gaussian with heteroskedastic variance, that is, u t N (0, Σ t ), where Σ t = B −1
t . In the decomposition of Σ t , the matrix B t is a lower-triangular matrix with unitary diagonal elements. The vector collecting the non-zero and off-diagonal elements of the matrix B t evolves as α t = α t−1 + ζ t , with ζ t N (0, S). Finally, the time-varying matrix H t is diagonal with elements h 2 i,t , i ∈ {1, ..., n}, following a geometric random walk ln h t = ln h t−1 + η t , with η t N (0, W ). (29) where all the densities on the right-hand side are known. This implies that the analytical tractability condition is satisfied for τ = 6. Primiceri (2005) shows that the sampling condition is also satisfied.
