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На сьогоднішній день у багатьох країнах дуже широко використовуються 
безпілотні літальні апарати (БПЛА) у різних сферах народного господарства та є 
перспективним напрямком наукового та технічного розвитку ряду країн. За 
інформацією від міжнародної асоціації безпілотних систем UVS International [1] у 
2013 році БПЛА виготовляли у 57 країнах світу. Така ситуація зумовлена 
широким спектром можливого застосування БПЛА від моніторингу дорожнього 
руху, патрулювання лісових масивів, спостереження за певними об’єктами й 
транспортування до військових потреб. З точки зору війкового сектора 
вирішальними факторами є більш низка вартість експлуатації, а також зменшення 
ризику для життя людини у порівнянні із пілотованою технікою, що виконує 
подібні задачі. В той же час стрімкий розвиток мікроелектромеханічних приладів 
в напрямку зменшення їх розмірів і маси, дозволяє вже зараз створювати бортові 
системи навігації та керування для БПЛА різного класу із необхідними 
масогабаритними характеристиками без надмірних витрат. 
Система навігації і орієнтації є найбільш складною у реалізації системою 
БПЛА, яка потребує найбільше уваги при розробці кожного нового БПЛА. 
Складність полягає у тому, щоб створити таку систему, яка б за умови 
прийнятних витрат включала мінімальний набір первинних датчиків для 
забезпечення автономного польоту і при цьому мала б якомога вищу точність.  
Також часто додаткову складність вносять масогабаритні та інші обмеження, що 
визначаються наперед запланованими розмірами, аеродинамічним 
компонуванням та характеристиками встановленого двигуна.  
Тому розробка системи навігації і орієнтації для БПЛА яка б максимально 
задовольняла усім перерахованим вище вимогам надасть можливість створити 
конкурентоздатний безпілотний ЛА. Отримані при цьому наукові результати 




На сьогоднішній день запропоновано багато варіантів компонування 
датчиків первинної інформації у єдину навігаційну систему. Найбільш 
поширеним та перспективним напрямком є об’єднання інформації від 
мікроелектромеханічних (МЕМС) інерціальних датчиків та супутникової 
навігаційної системи (СНС). Існують варіанти доповнення таких систем 
різноманітними датчиками визначення кутової орієнтації, від магнітометрів та 
додаткових СНС до різноманітних оптичних приладів. Також окремо існують 
цікаві розробки по стабілізації БПЛА класу мікро, які для цього використовують 
зображення від бортової відеокамери. Однак у відкритих джерелах не має 
інформації про можливе поєднання цих двох систем, хоча обидві системи є не 
дуже дорогими та досить легкими й можуть бути об’єднані в одну, але вже більш 
точну систему. Тому розробка системи навігації та орієнтації на оптичних 
приладах є дуже цікавим та актуальним напрямком дослідження. 
Зв’язок роботи з науковими програмами, планами, темами. 
Дослідження та розроблені алгоритми, узагальнені в дисертації, виконувались у 
Національному технічному університеті України «КПІ» в рамках державних та 
галузевих науково-технічних програм та робіт: № 2552 «Розробка вбудованих 
систем орієнтації та стабілізації супутників-приладів класу нано- та 
пікосупутників» (№ держреєстрації 0112U001611); №2154-п «Розробка методів 
проектування та випробування мініатюрних інтелектуальних систем керування 
безпілотними літальними апаратами» (№ держреєстрації 0108U000514). 
Мета і задачі дослідження. Метою роботи є дослідження можливостей 
використання оптичної інформації для визначення горизонту та побудови на цій 
основі датчика оптичного горизонту як навігаційного сенсора і його використання 
в комплексованій навігаційній системі.  
Для досягнення поставленої мети необхідно розв’язати наступні задачі: 
1) показати можливість використання оптичної інформації для визначення 
лінії горизонту та побудови датчика оптичного горизонту; 
2) провести експериментальні дослідження датчика оптичного горизонту 
для визначення його основних метрологічних характеристик; 
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3) розробити систему детектування перешкод та визначення відстані до них; 
4) провести експериментальні дослідження системи визначення перешкод 
та сформулювати обмеження по її використанню; 
5) розробити комплексовану систему навігації та орієнтації, що включає 
безплатформну інерціальну систему, приймач супутникової навігаційної системи, 
магнітометр та датчик оптичного горизонту. 
Об’єкт дослідження – орієнтація та навігація безпілотного літального 
апарату. 
Предмет дослідження – датчик оптичного горизонту і його 
комплексування у системі орієнтації та навігації. 
Методи дослідження. Методи і прийоми машинного бачення 
використовувались при розробці алгоритмів визначення лінії горизонту на 
зображенні. Закони прямолінійної перспективи та формування зображення у 
пінхол камері були використані при визначенні кутів крену і тангажу на 
зображенні та під час калібруванні камер. Для перевірки точності розробленого 
оптичного датчику горизонту застосовувався метод тестових поворотів. Алгоритм 
комплексування системи навігації та орієнтації був отриманий на основі лінійного 
фільтру Калмана. 
Наукова новизна одержаних результатів.  
1. В перше розроблено алгоритм визначення поточних кутів крену і тангажу 
ЛА на основі алгоритмів розпізнавання оптичної лінії горизонту, побудованих 
лише на базі методів машинного зору та розпізнавання образів, який має 
необхідні точність визначення лінії горизонту, в тому числі за рахунок 
застосування колової маски для усунення викривлених областей зображення та 
швидкість обробки, що дозволило його використання у бортових обчислювачах та 
видачу інформації у реальному масштабі часу.  
2. Вперше сформовано датчик оптичного горизонту на базі бортової камери 
і бортового обчислювача, який здатний визначати кути крену та тангажу із 
похибкою ≤0,5° та на відміну від існуючих моделей не потребує додаткових 
фінансових витрат.  
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3. Вперше розроблено алгоритм та оптичну систему визначення відстані до 
перешкоди на основі методів стереобачення, яка дає можливість підвищити 
безпеку польоту БПЛА у мінливому оточуючому середовищі.  
4. Вперше показано, що використання датчика оптичного горизонту у 
комплексованих системах орієнтації та навігації, побудованих на 
мікроелектромеханічних датчиках, дає можливість підвищити точність 
визначення кутів орієнтації у три рази, що має велике значення при побудові 
систем орієнтації та навігації для БПЛА в умовах існуючих масогабаритних та 
вартісних обмежень.  
Практичне значення одержаних результатів 
1. Розроблені алгоритми визначення горизонту дозволяють сформувати 
самостійні датчики оптичного горизонту різної точності на борту літального 
апарату, які відповідають масогабаритним вимогам малих безпілотних літальних 
апаратів і в той же час не потребують великих фінансових витрат. 
2. Сформовано оптичну систему визначення відстані до перешкод, яка при 
встановленні на борту малого маневреного БПЛА дозволить забезпечити його 
збереження при виконанні місій в умовах мінливого середовища. 
3. Встановлено, що введення розробленого датчика оптичного горизонту у 
систему орієнтації і навігації побудовану із використанням недорогих 
мікроелектромеханічних датчиках середньої точності, магнітометрі та приймачі 
СНС дозволило підвищити точність загальної комплексованої системи у три рази 
у порівнянні із базовою. 
Результати використані при виконанні науково-дослідницьких робіт НАЦ 
КТНП ФАКС та в учбовому процесі на кафедрі ПСКЛА НТУУ «КПИ» у складі 
дисципліни «Інформаційні технології аерокосмічних систем». 
Особистий внесок здобувача. Здобувачем вдосконалені та адаптовані 
алгоритми визначення лінії горизонту по її зображенню; проведено напівнатурне 
випробування датчику оптичного горизонту; алгоритм визначення відстані до 
перешкоди; експериментально визначено залежність між зміщенням кадрів стерео 
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пари зображень та відстанню до об’єкта; виконано напівнатурне моделювання 
комплексованої системи орієнтації та навігації. 
Апробація результатів дисертації. Результати дисертації доповідались, 
обговорювались та одержали позитивну оцінку на науково-технічних 
конференціях та семінарах: І Міжнародна конференція студентів та молодих 
вчених «Інтелект, інтеграція, надійність», Київ 2008 р., VIII Міжнародна науково-
технічна конференція «Гіротехнології, навігація, керування рухом та 
конструювання авіаційно-космічної техніки», Київ 2011 р., Ювілейна Науково-
практична конференція, присвячена 50-річчю першого польоту людини в космос 
«Актуальні проблеми розвитку авіаційної техніки», Київ 2011 р., IEEE 2nd 
International Conference Actual Problems of Unmanned Air Vehicles Developments 
Proceedings (APUAVD), Kиїв 2013 р., IEEE 3rd International Conference on Methods 
and Systems of Navigation and Motion Control (MSNMC), Київ  2014 р., Х 
Міжнародна науково-технічна конференція «Гіротехнології, навігація, керування 
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РОЗДІЛ 1. АНАЛІЗ СУЧАСНОГО СТАНУ ТА ПЕРСПЕКТИВИ 
РОЗВИТКУ СИСТЕМ НАВІГАЦІЇ ТА КЕРУВАННЯ  НА ОПТИЧНИХ 
ПРИЛАДАХ 
 
1.1. Сучасний стан комплексованих систем орієнтації та навігації на 
мікроелектромеханічних сенсорах 
 
В якості навігаційних систем сучасних безпілотних літальних апаратів 
широко використовуються комплексовані інерціально-супутникові навігаційні 
системи (ІНС/СНС) [2]-[4]. Така популярність зумовлена тим, що похибки цих 
двох навігаційних систем є взаємодоповнюючими. Інерціальна навігаційна 
система (ІНС) у малих БПЛА (МБПЛА) частіш за все представлена у вигляді 
безплатформної інерціальної навігаційної системи (БІНС) побудованої на 
мікроелектромеханічних сенсорах, оскільки цей варіант не потребує додаткових 
громіздких і важких гіростабілізуючих платформ, а датчики єдиним модулем 
безпосередньо закріплюються на борту ЛА. Така ІНС із високою частотою 
оновлення забезпечує визначення параметрів положення, компонент вектору 
лінійної швидкості та параметрів орієнтації на основі аналітичного обертання та 
інтегрування вимірюваних сил та кутових швидкостей. В свою чергу СНС 
визначає параметри положення і компоненти вектору лінійної швидкості об’єкту 
із низкою частотою оновлення на основі вимірювань дальностей до супутників 
[5]. Ці дві системи базуються на різних фізичних принципах і тому є гарним 
доповненням одна до одної.  
Відомі декілька варіантів ІНС/СНС комплексування. З яких найпростішим є 
так зване роздільне комплексування [6], при якому в певні моменти часу для того, 
щоб запобігти накопиченню похибки в ІНС виконується її перезапуск, а 
інформація про положення і швидкості об’єкту від СНС є вихідною для цього 
перезапуску. При такій схемі комплексування орієнтація рухомого об’єкту 
визначається лише ІНС і тому похибка визначення кута курсу все одно 
збільшується із часом.  
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На той час, коли СНС стала доступна на ринку ІНС та СНС продавалися 
зазвичай, як окремі "чорні скрині", які видавали вже готові навігаційні параметри 
без можливості доступу до їх первинних датчиків та алгоритмів. В цей час 
з’явився класичний підхід до комплексування цих двох систем, так зване 
слабкозв’язане комплексування. При такому підході оцінка параметрів навігації 
не проводиться напряму, замість цього виконується оцінка похибок ІНС (похибки 
положення, похибок складових вектора швидкості, похибок кутів орієнтації та 
похибок первинних датчиків). Отримані оцінки похибок потім застосовуються 
для корекції ІНС. 
Комплексування систем зазвичай виконується за допомогою фільтру 
Калмана [7]. Для того, щоб реалізувати оцінювання за допомогою цього фільтру 
динаміка похибок зазвичай лінеаризується по поточному рішенню навігаційної 
задачі. 
Слабкозв’язане комплексування застосовується до виходів двох окремих 
систем на відміну від сильнозв’язаного комплексування, яке формує єдине ядро 
оцінювання. Сильнозв’язане комплексування має ряд переваг, зокрема інформація 
від СНС може бути використана для уповільнення дрейфу ІНС навіть у випадках, 
коли бракує супутників у полі зору для обчислення положення об’єкту. 
Однак навіть слабкозв’язане комплексування двох систем надає суттєві 
переваги у порівняння із використанням ІНС та СНС окремо. Крім того, таке 
комплексування простіше у реалізації. У загальному випадку така система буде 
забезпечувати оцінку похибок положення, складових вектор швидкості, кутів 
орієнтації та інерціальних датчиків у реальному часі.  
Однак, головних слабким місцем такої  системи є те, що інерціальна частина 
все ще є єдиним джерелом інформації про кутову орієнтацію об’єкта. Тому 
виникає необхідність у підвищенні точності такої навігаційної системи за рахунок 
введення додаткових джерел інформації. Крім того для ефективного вирішення 
цієї задачі систему слід доповнювати датчиками, які засновані на інших фізичних 
принципах, аніж основна система.  
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У роботах [5], [8]-[11] описані системи із додаванням магнітометру [8], [9], 
із додаванням магнітометру і барометру [10], [11] чи із розміщенням додаткових 
антен СНС на кінцях крил ЛА [5]. 
Однак найбільш перспективним напрямом у підвищенні точності ІНС/СНС 
системи є доповнення її датчиком, який використовує оптичну інформацію і 
побудований на базі бортової відеокамери, яка є у складі корисного навантаження 
практично кожного БПЛА цивільного чи військового призначення для виконання 
задач пов’язаних із моніторингом чи відстеженням [12], [13]. 
 
1.2. Сучасний стан оптичних систем визначення орієнтації по лінії горизонту 
та детектування перешкод 
 
Багато сучасних безпілотних літальних апаратів використовуються для 
отримання зображень оточуючого простору у реальному масштабі часу. З цією 
метою на їх борту встановлюють оптичне обладнання. Зображення, отримана від 
бортової відеокамери, містить в собі достатню кількість інформації для 
визначення принаймні двох кутів орієнтації. Зміщення та кут повороту лінії 
горизонту на відеокадрі може надати інформацію про положення ЛА відносно 
поверхні Землі. Для вирішення такої задачі можна використовувати методи та 
засоби комп’ютерного зору, які треба адаптувати до специфічних умов.   
Однак при розв’язанні цієї задачі можна зіткнутися із багатьма труднощами, 
такими як: 
- необхідність функціонування у реальному часі; 
- висока швидкість БПЛА; 
- різноманітні варіації умов освітлення; 
- різноманітні варіації представлення місцевості. 
На початку 2000-х років технологія оптичного визначення орієнтації 
літального апарату по зображенню, зробленого бортовою камерою, набула 
широкої популярності в умовах стрімкого розвитку БПЛА та ДПЛА класу мікро. 
На той момент на цій технології будувалася системи стабілізації  ЛА, що 
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функціонували самостійно, оскільки часто на такі ЛА із-за браку простору не 
було можливості поставити навіть мікроелектромеханічні датчики. Також 
використання МЕМС сенсорів було не дуже ефективним на ЛА класу мікро, 
оскільки відомо, що вони схильні до впливу температур, що є суттєвою умовою 
при дуже близькому розташуванні цих сенсорів від двигуна чи акумулятора. Тому 
розробка оптичної системи, яка б брала на себе задачу стабілізації ЛА, мала бути 
одним з варіантів вирішення цієї проблеми. Крім того розроблена оптична 
система мала б набагато нижчу вартість у порівняння із аналогічними 
побудованими на інерціальних датчиках.  
Дослідженнями в цій області представлені у роботах [14]-[25]. 
На сьогоднішній день існують наступні підходи до визначення лінії 
горизонту на зображенні: 
- розділення зображення на основі кольорової інформації [14], [15]. 
- сегментація зображення на основі вейджлет перетворення [16]. 
- сегментація зображення на основі виділення присутніх границь [17], [18]. 
У раді робот [14], [15], [19], [20] визначення горизонту базується на 
пороговій сегментації зображення на основі кольорової інформації. При 
сегментації використовуються гістограми побудовані, наприклад лише по 
синьому каналу RGB зображення у припущенні, що область неба завжди більш 
синя за область землі, як у роботі [19] чи по комбінованим каналам CMY(K) 
кольорового простору [20] та RGB  простору [15], [14]. Однак в цих роботах не 
приділяється уваги вимірюванню конкретних значень кутів крену і тангажу. 
У роботі [21] представлено алгоритм визначення горизонту для мікро 
БПЛА. Відеозображення розміром 320х240 пікселів по радіоканалу передається 
на базову станцію для обробки. Алгоритм будується на припущенні, що лінія 
горизонту ділить зображення на дві області, пікселі яких мають різне кольорове 
представлення. Таким чином відшукують пряму лінію яка б розділяла зображення 
на два класи найкращим способом. Заявлена точність алгоритму у визначених 
умовах складає 99,9 % вірного визначення лінії горизонту. Таку точність можна 
отримати при умові, що імовірності розподілення кольорового представлення 
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"неба" і "землі" відносно когерентні. Однак алгоритм іноді помиляється на тих 
частинах зображення, де покладене в основу припущення про Гаусове 
розподілення представлення пікселей "неба" і "землі" не виконується. Більш того 
алгоритм свідомо може помилятися, оскільки зроблене припущення, що небо 
займає верхню частину зображення. Також точність суттєво знижується при 
наявності перешкод на зображенні чи якщо "небо" і "земля" мають схоже 
кольорові представлення, наприклад політ над водою. Крім того, алгоритм 
використовується лише для стабілізації ЛА і не обчислює безпосередньо значень 
кутів крену і тангажу, таким чином точність стабілізації також не відома.  
У роботі [22] використовується алгоритм розпізнавання горизонту за 
допомогою сегментації зображення на основі виділення границь об’єктів, 
фільтрації шумів та порогової сегментації частини зображення розміром 288х288 
пікселей. Такий розмір було обрано, щоб зробити можливим функціонування у 
реальному часу із урахуванням потужності обчислювачів 2003 років. Обробка 
лише малої частини зображення не могла не вплинути на точність визначення 
лінії горизонту. Зазначена точність визначення кута крену становить 6,5 , тоді як 
визначення тангажу не розглядалось в роботі взагалі. Представлена система була 
запропонована також для використання на БПЛА класу мікро. 
У роботі [18] використовується схожий до представленого в цій роботі 
підхід по формуванню алгоритму визначення лінії горизонту. Хоча заявлена 
точність алгоритму висока (90,7% коректного визначення лінії горизонту) він 
включає додаткові модулі: визначення оптичного потоку для підтвердження 
вірності визначення та фільтр Калмана для оцінки наступного положення лінії 
горизонту. Така надмірність пов’язана з прагненням використовувати цю оптичну 
систему як основну для БПЛА класу мікро. Недоліком цієї системи є те, що вона 
визначає частково параметри руху об’єкту, а саме лише кутові швидкості ЛА. У 
наступних роботах автор пропонує доповнити цю систему інформацією від СНС 
[23]. Багатомодульність описаної системи знижує швидкість обробки одного 
зображення. Основна обчислювана потужність припадає на підтвердження 
достовірності визначення лінії горизонту першою частиною алгоритму. Більш 
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того при реалізації першої частини алгоритму у MatLab 7 обробка одного 
зображення розміром 400х300 пікселів займає 2,08 с, що не підходить до умов 
використання у навігаційній системі БПЛА. 
Усі описані вище системи обмежувались використанням на мікро БПЛА для 
їх стабілізації, і тому визначення точних значень кутів і тангажу не було суттєвим 
у цих випадках. У роботі [24] було представлено систему, яка визначає конкретні 
значення кутів орієнтації через внутрішні параметри камери. Алгоритм 
визначення лінії горизонту є модифікацією алгоритмів, описаних у [21], [25], 
доповнений максимальним постеріорним оцінювачем (MAP) для підтвердження 
вірності визначення лінії горизонту та оцінювачем оптичного потоку для 
визначення кутових швидкостей об’єкту. Система має достатню точність лише за 
умов хорошої видимості та планарної сцени представлення горизонту. Нажаль в 
роботі не наведено даних про швидкість роботи розробленого алгоритму. 
На сьогоднішній день ще одним суттєвим аспектом у вивчені та розробці 
навігаційних систем для БПЛА є її збереження під час виконання місій у 
мінливому оточуючому середовищі, оскільки із-за складної природи процесу 
навігації у випадку зіткнення, аварії, відмови чи збою системи можна зазнати 
великих витрат. Детектування перешкод та визначення відстані до них є першим 
кроком до надійної навігації БПЛА. 
Організувати на борту БПЛА детектування перешкод, які можуть з’явитися 
під час польоту безпосередньо перед ЛА, таких як птахи, дерева, стовпи ліній 
електропередач, будівлі чи інші ЛА можна багатьма методами. Найбільш 
популярні у сфері робототехніки є методи активного зондування, такі як 
інфрачервоні, ультразвукові та лазерні датчики виміру відстані.  Частіш за все у 
літературі можна зустріти використання лазерних дальномірів в якості датчика, 
що дивиться вперед, чи системи сканування оточуючого простору та визначення 
перешкод [26], [27]. 
Основний недолік, що об’єднує інфрачервоні та ультразвукові датчиків є те, 
що область простору, в якому можуть бути виявлені об’єкти дуже обмежена, 
порядку декількох градусів, а тому складно визначити границі перешкоди, які 
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знаходяться за межами цієї області і як результат сформувати правильну 
траєкторію маневру. Також інфрачервоні сенсори є чутливими до зовнішнього 
освітлення, що обмежує їх застосування у відкритому просторі. В свою чергу 
ультразвукові вимірювачі повільні та непридатні до застосування у складі малих 
БПЛА із-зі своєї маси. 
З іншого боку лазерний вимірювач відстані має більш конкретний вузький 
пучок, але в кожний момент часу надає лише малу частину інформації про 
глибину сцени, схожу на тунельний зір. Крім того оскільки такі сенсори шкідливі 
для людського ока, їх роблять малопотужними, що зменшує їх робочий радіус дії.  
Щоб подала ці проблеми, в останні роки все більше набирають 
популярності прилади на основі скануючого лазеру, що отримали назву ЛІДАР 
[28]. Скануючи в одному чи більше напрямках за допомогою поворотного 
дзеркала, що спрямовує пучок лазеру, вже можливо отримати детальну 
інформацію про геометричну структуру середовища. Однак цей процес 
сканування достатньо повільний та залежить від точного виконання механічних 
частин. ЛІДАР забезпечує дуже точну інформацію про відстань до об’єктів, але 
лише вздовж площини навколо сенсору. Оскільки вони можуть детектувати лише 
об’єкти, які перетинають площину чутливості, такі системи часто будують із 
одночасним використанням декількох лазерних промінів. Однак вони ефективні 
лише у середовищі, що має чітку фізичну структуру та форму і тому частіш за все 
застосовуються у наземній робототехніці, рідше на мікро БПЛА, призначених для 
виконання місій у приміщенні, оскільки такі лазерні системи дуже енергозатратні.  
В той же час відеокамери теж можуть бути використані в якості приладу, 
що вимірює відстань.  
Основним перевагами системи, заснованої на камерах є: 
- Безпечність. Лазерні дальноміри можуть давати гарні результати 
відображення, але можуть бути небезпечними для зору людини і тварин.  
- Висока швидкість. На відміну від методів, що вимагають механічного 
сканування, камери можуть збирати велику кількість інформації про 
дальність за дуже короткий проміжок часу. 
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- Дуже низька вартість приладів цифрового формування зображення.  
- Надійність. В камерах відсутні рухомі частини на відміну від приладу із 
скануючим лазером, що можуть стати потенційно ненадійними в умовах 
використання ЛА. 
- Енергоефективність. Активні сенсори випромінюють багато енергії у 
середовище, тоді як пасивним датчикам, таким як камери вже не потрібно 
стільки енергії.   
Останні роки широкого вжитку набули системи оминання перешкод, 
побудовані на базі методу вимірювання так званого оптичного потоку зображення 
із використанням однієї відеокамери [29], [30]. Основний принцип визначення 
оптичного потоку базується на обчисленні руху між двома послідовними кадрами 
відеопослідовності. У кожному пікселі зображення вони використовують 
частинні похідні за часом і просторовими координатами: 
  
  
   
  
  
   
  
  
  , де 
      - компоненти швидкості оптичного потоку у пікселі із відомою 









 - похідні зображення у досліджуваній точці у 
відповідних напрямкам. При цьому піксель із координатами       у кадрі, 
отриманому у час   і інтенсівністю           буде вже мати положення    
         у кадрі отриманому у час     . Головне рівняння має дві невідомі і 
тому вирішується шляхом накладання додаткових обмежень [31]. Основним 
недоліком методу детектування перешкод за допомогою оптичного потоку є 
складність розділення поступального та обертального руху ЛА у визначеному 
єдиному векторі швидкості зсуву точок зображення. Будь-яке обертання ЛА 
вносить похибку до усіх векторів швидкостей точок інтересу. Таким чином, 
неможливо отримати вірну інформацію про відстань до об’єкту. Також оптичний 
потік дуже чутливий навіть до малих значень дисторсії лінзи камери. 
Усі описані вище недоліки не властиві методу детектування перешкод на 
основі стереобачення. Цей метод базується на принципі, за яким, дві камери 
встановлюються у певній конфігурації таким чином, щоб одні й ті ж об’єкти 
можна було спостерігати з різних точок зору, і зіставлення зроблених між 
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ідентичними елементами зображень використовуються для визначення відстані до 
об’єкту.  
У роботах [32], [33], [34] описані системи, побудовані за принципом 
стереобачення для детектування та відстеження перешкод, які знаходяться у 
різних напрямках, та визначення відстані до них. Обробка стереозображень 
вимагає суттєвих обчислювальних потужностей, тому лише нещодавно завдяки 
розвитку обчислювальної техніки з’явилася можливість у використанні таких 
систем безпосередньо на борту ЛА. 
Завдяки ряду своїх переваг системи стереобачення по визначенню перешкод 
найбільшою популярністю користуються у застосуваннях на мікро БПЛА, більша 
частина яких припадає на використання у приміщенні. Тоді як використання 
системи стереобачення для потреб БПЛА малого та середнього розміру на 
відкритому просторі майже не висвітлюється у джерелах, доступних у відкритому 
доступі.  
Тому задача детектування перешкод та визначення відстані до них на основі 
стереобачення у застосуванні для БПЛА малого та середнього розміру є цікавою 
та актуальною темою для вивчення.  
У відкритому доступі наведено багато алгоритмів для організації процесу 
стереобачення на базі двох відеокамер [35]. Особливо цікаві роботи із наведеним 
програмним кодом. Так, наприклад, у роботі [36] наведено Матлаб-код для 
реалізації задачі визначення відстані до об’єкту, який був розроблений для 
мобільного роботу. Формула наведена для визначення відстані до об’єкту, але на 
практиці не вдалося її підтвердити, тому необхідне проведення додаткових 
експериментів і досліджень, щоб надати висновки про можливість застосування 





1.3. Нерозв’язані задачі синтезу систем навігації і орієнтації на оптичних 
приладах та постановка задачі дослідження 
 
На сьогоднішній день існує багато варіантів систем орієнтації та навігації 
для БПЛА різного класу, представлених як у науковій літературі, так і на 
споживчому ринку. Для їх побудови для зменшення вартості часто 
використовуються мікроелектромеханічні сенсори невисокої точності у 
комбінації із приймачами СНС. Однак такі системи все ще не відповідають усім 
вимогам, оскільки не можуть забезпечити визначення повного вектору параметрів 
навігації і тому часто доповнюються додатковими датчиками, що може привести 
до збільшення їх вартості і в той же час до зниження надійності. Тому такі 
навігаційні системи із додатковими датчиками повинні майже не відрізнятися у 
ціні від стандартних систем, щоб бути на ринку конкурентоспроможними.  
У цьому ракурсі актуальною є задача дослідження можливостей 
використання оптичної інформації для визначення горизонту та побудови на цій 
основі датчика оптичного горизонту як навігаційного сенсора і його використання 
в комплексованій навігаційній системі. Визначимо наведену вище задачу 
головною задачею досліджень, тобто метою роботи. 
Для ефективного вирішення головної задачі необхідно розробити датчик 
оптичного горизонту для визначення кутів орієнтації ЛА, який мав би прийнятну 
точність і швидкість обробки інформації, а його алгоритм можна було б 
реалізувати у бортовому обчислювачі без великих обчислювальних потужностей. 
Для цього необхідно проаналізувати наявні методи і прийоми комп’ютерного зору 
та вирішити як їх можна використати для формування оптичного датчику 
горизонту. 
Також важливо забезпечити збереження навігаційної системи і самого 
БПЛА, для чого розроблену систему необхідно доповнити системою визначення 
та оминання перешкод, побудованою на базі перспективного напрямку, що 
широко використовується у робототехніці, а саме стереобаченні. 
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На рис.1.1. представлена загальна модель проведених у роботі досліджень у 
вигляді структурної схеми, яка відображає взаємозв'язки між вихідними 
вимогами, що були пред’явлені до системи, методами досліджень, що використані 
у роботі, а також отриманими результатами. Модель дає обґрунтування для 
обрання мінімальнонеобхідного комплекту датчиків для формування 
комплексованої системи навігації та орієнтації 





1.4. Висновки до розділу 1 
 
Проведений огляд літератури показав, що існує багато варіантів систем 
навігації та орієнтацій побудованих на базі недорогих мікроелектромеханічних 
датчиків та супутникової навігаційної системи, які тим ні менш потребують 
підвищення їх точності за рахунок введення додаткових датчиків. Крім того все 
ще залишається невирішеним питання про доповнення таких систем дачами, які 
не будуть потребувати великих фінансових вкладень. Такими датчиками можуть 
стати недорогі оптичні системи. На сьогоднішній день  розробці таких систем 
приділяють багато уваги дослідники БПЛА класу мікро, однак не розглядають 
можливість включення цих систем до складу БПЛА більших розмірів.  
В основу оптичної системи для визначення кутів орієнтації, а саме 
оптичного датчику горизонту можна покласти будь-який з алгоритм визначення 
лінії горизонту описаних в літературі, однак в таких алгоритмах мало 
приділяється уваги точному визначенню значень кутів орієнтації. Крім того 
більшість з цих алгоритмів частіш за все обчислювано затратні й тому нагальною 
залишається потреба у розробці нового алгоритму визначення лінії горизонту та 
розробці методу оцінювання конкретних значень кутів орієнтації. 
Також огляд літератури виявив, що до складу авіоніки БПЛА доцільно 
ввести систему детектування перешкод для збереження і підвищення надійності 
БПЛА при виконанні ним поставлених місій. 
Сформульована мета роботи - можливостей використання оптичної 
інформації для визначення горизонту та побудови на цій основі датчика 
оптичного горизонту як навігаційного сенсора і його використання в 
комплексованій навігаційній системі.  
Сформована загальна модель досліджень роботи у вигляді структурної 
схеми, яка зображує взаємозв’язки між пред’явленими до системи вихідними 
вимогами, методами досліджень, використаними у роботі, а також отриманими 
результатами та наводить обґрунтування обрання певного комплекту датчиків 
первинної інформації для розроблюваної у роботі системи орієнтації та навігації. 
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РОЗДІЛ 2. РОЗПІЗНАВАННЯ ЛІНІЇ ГОРИЗОНТУ НА ЗОБРАЖЕННІ 
ДЛЯ ВИЗНАЧЕННЯ КУТІВ КРЕНУ ТА ТАНГАЖУ ЛІТАЛЬНОГО 
АПАРАТУ 
 




Нехай на борту БПЛА встановлена спрямована вперед відеокамера з 
лінійною перспективою формування зображення (рис. 2.1). Якщо деяка точка 
),,( ZYXM  тривимірного простору потрапляє в поле зору бортовий камери, то 





ZYXM   (2.1) 
де f - фокусна відстань камери, Z - оптична вісь камери, yx,  - координати точки 
m  на зображенні. Тут і надалі великі літери       використовуються для 
позначення глобальної системи координат зв’язаної з камерою, а маленькі     - 
для позначення системи координат зображення. На рисунку 2.1, точка   - 



















 Виходячи із (2.1) також можна записати рівняння перспективних проекцій 
точки  на площину зображення: 
   
 
 




Для того, щоб отримати точні виміри із зображення, зробленого бортовою 
відеокамерою, суттєво необхідно знати параметри камери, що визначають це 
зображення. Параметри камери можуть бути внутрішні і зовнішні.  
Внутрішні параметри включають проекція оптичного центру   (точка 
перетину площини зображення із оптичною віссю, яка в ідеальному випадку 
повинна співпадати із центром зображення   ), фокусну відстань   (відстань від 
площини зображення до оптичного центру лінзи),  коефіцієнт перекосу пікселей 
сенсору   (визначається кутом між границями пікселя у х та у напрямках, який в 
ідеальному випадку повинен бути прямим). Ці параметри об'єднують координати 
кожної точки зображення із відповідними координатами у глобальній системі 





   
     
     





  (2.3) 
де       - фокусні відстані, виміряні у пікселях у горизонтальному та 
вертикальному напрямках,       - координати проєкції оптичного центру на 
площину зображення. У виразі (2.3) і надалі для спрощення моделі прийнято, що 
сенсор має прямокутні пікселі, тобто коефіцієнт перекосу пікселей сенсора    . 
Зовнішні параметри включають поступальний рух камери          вздовж 
вісей       відповідно та обертальний рух камери    . Ці параметри визначають 
положення та орієнтацію системи координат камери по відношенню до відомої 
інерціальної системи координат.  








   
     
     
   
  
           
           






  (2.4) 
 Аналізуючи вираз (2.4) можна сказати, що внутрішні параметри залежать 
лише від характеристик камери, тоді як зовнішні - лише від її положення у 
просторі.  
Параметри камери зазначені у (2.3) і (2.4) можуть бути визначені по відомим 
точкам зображення за допомогою геометрії формування зображення [37]. Їх 
називають параметрами калібрування камери.  
  
 Лінія горизонту на зображенні 
Лінія горизонту є хорошим орієнтиром для визначення параметрів руху 
літального апарату, яка у більшості випадків знаходиться в полі зору камери 
більшу частину часу. Зсув і кут нахилу лінії горизонту на отриманому зображенні 
містить інформацію про кути крену 
 
і тангажу   ЛА відносно поверхні Землі 
(рис. 2.1). 
 Визначення орієнтації літального апарату по зображенню відносно землі 
може бути розділена на два етапи: визначення кута крену та визначення кута 
тангажу. Кут крену може бути безпосередньо отриманий із зображення оскільки 
він співвідноситься з кутом утвореним зображенням лінії горизонту та 
горизонтальною лінією зображення, як показано на рис. 2.2.  Це і справді так 
оскільки лінія горизонту на зображенні обертається на ту ж величину кута, що і 
крен камери, так як він є ортогональним до вісі обертання камери. Цей 
зображуваний кут є інваріантним  до всіх інших компонент руху, оскільки 
поступальний рух камери не викликає рух зображень нескінченно віддалених 
точок, а обертання по тангажу і рисканню впливає на горизонтальну та 
вертикальну компоненти зображуваної лінії на ту ж величину, до того часу нахил 
горизонту залишається постійним при такому русі. З іншого боку залежність між 
кутом тангажу і крену лінії горизонту є більш складною. 
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У попередніх роботах [14], [16], [21], [25], [38] обчислювався  відсотку  
тангажу, який корелювався із величиною реального куту тангажа. Однак для 
нашого випадку нам необхідно визначати реальний кут тангажу ЛА. Тому для 
обчислення куту тангажу ми будемо використовувати внутрішні параметри 
камери.  
Роздивимось точку M перетину лінії горизонту і головної вісі камери та її 
проекцію на площину зображення m. Якщо камера попередньо виставлена на 
одному рівні з землею, тобто        , тоді M буде завжди проектуватися у 
головну точку m0, не зважаючи на висоту ЛА h (рис. 2.1). Це також можна 
побачити із рівняння лінійної перспективної проекції у вигляді: 







   (2.5) 
де якщо    , то    . Кут крену з'являється, коли камера повертається 
навколо своєї головної вісі. До цього руху   інваріантна оскільки лежить на 
головній вісі. Однак, коли ЛА піддається впливу тангажу, відображувана точка   
зсувається вертикально по площині зображення. Таким чином, відстань по 
вертикалі між лінією горизонту та головною точкою залежить лише від кута 
тангажу (рис. 2.2). 
 
Визначення кута крену 
Позначимо на зображенні кут утворений зображенням лінії горизонту H та 
горизонталлю зображення H1 кутом крену γ (рис. 2.2).  
Далі будемо вважати, що попередньо було зроблено початкову виставку і 




Рис. 2.2. Формування кута крену на зображенні 
 
Задамо рівняння прямої, що проходить через дві точки з координатами 
               : 
    
     
 
    
     
  (2.6) 
З іншого боку загальне рівняння прямої має вигляд:  
           (2.7) 
Поставивши у відповідність ці два рівняння отримаємо: 
                             (2.8) 
Тоді кут нахилу прямої відносно вісі Оx в нашому варіанті дорівнює: 
         
 
 
              
     
     
   (2.9) 
 
Визначення кута тангажу 
Позначимо на зображенні кут утворений головною віссю камери і лінією, 
що з'єднує центр камери К з точкою m, де положення m визначається перетином 
зображення лінії горизонту Н із вертикаллю зображення Н2, що проходить через 
головну точку m0  кутом тангажу   (рис. 2.3). 
H1, 
О 
γ = 0 
        
x 
y 







Рис. 2.3. Формування кута тангажу на зображенні 
 
Як і в першому випадку базуючись на рівнянні прямої, що проходить через 
дві точки з  координатами                 (2.6) та загальному рівнянні прямої 
(2.7) та враховуючи закон лінійної перспективи (2.5) вираз для кута тангажу 
можна записати: 
        
    
 
   
     
           





де       - коефіцієнти рівняння прямої у загальному вигляді, див. вираз (2.8); 
точка m - точка перетину лінії горизонту Н із вертикаллю Н2, що проходить через 
головну точку m0;   - фокусна відстань камери. 




    
  
 
  де       - ширина та висота зображення у пікселях відповідно. 
Знак кута тангажу із зображення можна визначити наступним шляхом. Якщо на 
поточному зображенні точка m, що належить лінії горизонту попадає в область 
нижче горизонталі зображення H1, то кут тангажу буде позитивний, а якщо в 
область вище горизонталі - негативний (при умові, що була зроблена початкова 













головна вісь камери 
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2.2. Аналіз кольорових моделей представлення зображення 
 
У представлених в даному розділі алгоритмах розпізнавання лінії горизонту 
проводиться на основі розділення зображення на певні області, визначні границі 
між якими повинні сформувати прообраз лінії горизонту. Основою для такого 
розділення, так званої сегментації зображення, може стати інформація про 
інтенсивність (зображення у відтінках сірого чи окремий канал кольорового 
зображення) або його кольорова інформація (кольорове зображення). Якщо 
сегментацію проводити на зображенні у відтінках сірого, то ми маємо справу із 
одним каналом, що представляє лише перепади в інтенсивності освітлення 
предметів. Такий підхід може пришвидшити обробку одного зображення, однак 
не бере до уваги ту інформацію, яку надає різниця кольорів предметів. Кольорове 
зображення має декілька каналів і представляє один і той самий вигляд, в нашому 
випадку лінії горизонту, у різних спектрах. Таким чином при паралельній обробці 
каналів кольорового зображення в більшості випадках можна отримати більше 
інформації, ніж при обробці лише одного каналу інтенсивності зображену у 
відтінках сірого. 
Стандартне кольорове зображення зазвичай формується із трьох і більше 
кольорових каналів, сукупність яких формує кольорову модель. Оскільки 
кольорова модель задає визначену систему координат, то за її допомогою можна 
однозначно задавати колір у кольоровому просторі.  
На початковому етапі важливою складовою для вірного визначення лінії 
горизонту, яке проводиться на основі кольорової інформації, є вибір кольорової 
моделі, за якою буде представлено вихідне зображення. На сьогоднішній день 
найбільш поширеними кольоровими моделями, що використовуються для 
представлення та обробки цифрового зображення, а також які представляють 
інтерес для визначення лінії горизонту [19], [20], [25] є: RGB, CMYK, HSI. Існує 
також багато інших моделей, але вони менш підходять для вирішення поставленої 
задачі. Розглянемо зазначені кольорові моделі детальніше, а також проаналізуємо 
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їх можливі переваги та недоліки при вирішенні задачі кольорової сегментації 
зображення. 
 
Кольорова модель RGB 
Найбільш широкого вжитку набула кольорова модель формату RGB (Red 
Green Blue), оскільки вона відбиває спосіб за яким будуються сенсори камер і 
моніторів. Також він найбільш близький до способу сприйняття кольорів 
людським оком. У такому кольоровому просторі будь-який колір можна отримати 
шляхом додавання (змішування) трьох базових кольорів, червоного, зеленого і 
синього, у різних пропорціях. Частка кожного базового кольору у результуючому 
задається як координата у відповідному тривимірному просторі (рис.2.4). Якщо 
цей простір представити у вигляді куба, то на головній діагоналі куба, утвореній 
із нормованих компонент, будуть розташовані сірі (ахроматичні) кольори, 
починаючи від чорного, у початку координат і закінчуючи білим кольором у 
протилежній вершині куба.  
 
Рис. 2.4. Нормована кольорова RGB модель 
 
Кольорові зображення із використанням моделі RGB будуються з трьох 
окремих кольорових каналів. На рис.2.4 представлено вигляд трьох кольорових 
каналів вихідного зображення. На рисунку канали наведені у відтінках сірого 
оскільки представляють лише інтенсивність відповідного кольору на зображенні. 
Таким чином чорний колір позначує присутність мінімальної кількості 
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відповідного базового кольору у конкретному місці зображення, а білий - свідчить 
про його наявність у великій кількості.   
 
    
Вихідне зображення Червоний канал Зелений канал Синій канал 
Рис.2.5. Розложення вихідного зображення на кольорові канали при застосуванні моделі RGB 
 
З рисунка 2.5 видно, що візуально лінію горизонту можна виділити в усіх 
трьох каналах, однак найбільшу контрастність в області горизонту має синій 
канал. Це пов’язано з тим, що у стандартних умовах присутність синього кольору 
в області неба найбільша, тоді як в області землі та більша кількість зеленого і 
навіть червоного кольору. 
Ще однією перевагою моделі RGB є те, що її компоненти для комп’ютера є 
первинними, тому їх використання забезпечує найвищу швидкість обробки у 
порівнянні з іншими кольоровими моделями. 
 
Кольорова модель CMY(K) 
Іншою кольоровою моделлю, що також може бути використана для 
сегментації зображення для вирішення задачі виділення горизонту [20] є 
субтрактивна модель CMY(K) (від англ. cyan-блакитний, magenta-пурпурний, 
yellow-жовтий та black-чорний), яка в деякому роді є антиподом моделі RGB 
оскільки компоненти C, M та Y можна отримати наступним шляхом: 
 
      
      
      
   
При цьому вважається, що кольори RGB - нормовані, тобто знаходяться в 
інтервалі 0...1. Відмітимо, що для отримання чорного кольору необхідно змішати 
блакитний, пурпурний та жовтий у рівних частинах. Цей метод має вагомий 
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недолік оскільки отриманий у результаті змішування чорний колір буде набагато 
світліший за "справжній" чорний. Тому на практиці модель доповнюють чорним 
каналом, позначений літерою (K). Також чорний канал можна сформувати 
шляхом обчислення для кожного пікселя зображення: 
              
На рис.2.6 представлений вигляд усіх чотирьох каналів моделі CMY(K) для 
зазначеного вище вихідного зображення.  
 
    
Блакитний канал Пурпурний канал Жовтий канал Чорний канал 
Рис. 2.6. Вигляд кольорових каналів зображення при застосуванні моделі CMY(K) 
 
Аналізуючи вигляд усіх чотирьох каналів вихідного зображення, колір 
якого представлено моделлю CMY(K) можна зробити висновок, що найбільш 
контрастними, а значить найбільш інформативними для виділення горизонту, є 
жовтий та чорний канали (рис.2.6). Крім того можна зробити припущення, що 
використання лише цих двох каналів виключає синій колір притаманний, як 
області неба, так і землі(жовтий канал), а також враховує припущення зроблене у 
роботі [19], що область неба світліша за землю (чорний канал). Такий підхід було 
представлено у роботі [20], де виділення горизонту проводилось у гібридному 
кольоровому каналі, де інтенсивність і-го пікселя дорівнювала середньому 
значенню інтенсивностей цього пікселя у жовтому та чорному каналах. Однак 
проведена нами низка експериментів із тестовими зображеннями, що 
представляють різний вигляд та колір областей неба і землі (наприклад, жовте 
небо під час заходу сонця чи наявність водоймищ біля горизонту) показала, що 
такий підхід не ефективний для нашої задачі, яка спрямована на охоплення як 
мого більшого числа випадків можливого кольорового представлення горизонту. 
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Більш того експерименти показали, що для нашого випадку пурпурний та 
блакитний канали виявились більш інформативними. 
 
Кольорова модель HSI 
Розглянуті раніше кольорові моделі RGB та CMY(K) прості в плані 
апаратної реалізації, однак з іншого боку вони сильно корильовані між собою. 
Цього недоліку не має модель HSI (від англ. hue-тон, saturation-насиченість, 
intensity-інтенсивність), яку часто використовують при обробці зображення для 
задач комп’ютерного бачення. На рис. 2.7 зображено систему координат, яку 
створює кольорова модель HSI у вигляді шестибічного конусу. Тон (Н) задається 
кутом відносно вісі червоного кольору і змінюється від           , насиченість (S) 
змінюється від 0 до 1 і характеризує так звану "чистоту" кольору (0 відповідає 
відтінку сірого, а 1 "чистому" кольору, наприклад, червоному, жовтому, 
блакитному і т.д.). Вертикальна вісь інтенсивності (І), що розташована всередині 
фігури змінюється від чорного до білого кольору. По цій вісі розташовані відтінки 
сірого. 
 
Рис. 2.7. Вигляд кольорової моделі HSI 
 
Взаємозв’язок кольорових моделей HSI та RGB можна записати за 
допомогою наступних виразів: 
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Кольорова модель HSI у порівнянні із RGB моделлю має нижчу 
корельованість між каналами та охоплює більш широку гамму кольорів. На 
рис.2.8 трикутником зображено гамму кольорів які охоплює модель RGB в межах 
хроматичної діаграми CIE [39], яка була створена у 1931 році Міжнародною 
комісією з освітленості для цілей уніфікування і яка відтворює усю гамму 
кольорів, яку сприймає середньостатистична людина (на рисунку позначено сірим 
кольором).  З іншого боку використання HSI моделі водночас збільшує час 
обробки зображення представленого такою кольоровою моделлю, оскільки 
виникає необхідність в обчисленні арккосинусу та кореня квадратного при 
переводі з RGB. 
 
Рис. 2.8. Місце RGB кольорової моделі на CIE хроматичний діаграмі [40] 
 
Аналізуючи усі переваги та недоліки приведених вище кольорових моделей, 
які можуть бути використані для кольорової сегментації зображення для 
вирішення задачі виділення горизонту зупинимо свій вибір на кольоровій моделі 
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RGB, основною перевагою якої є найвища швидкість обробки зображення. Крім 
того недолік моделі - охоплення не повної гамми кольорів в нашому випадку не є 
суттєвим, оскільки розроблені алгоритми в процесі обробки використовують 
окремі кольорові канали зображення, а не повне кольорове зображення. 
 
2.3. Побудова алгоритму виділення лінії горизонту з використанням 
параметра Отсу (Алгоритм 1) 
 
В представленому алгоритмі виділення лінії горизонту проводиться на 
основі сегметації зображення на певні області, границі між якими повинні 
сформувати прообраз лінії горизонту. Основою для сегментації є кольорова 
інформація зображення. 
У попередньому пункті цього розділу було проаналізовано переваги і 
недоліки різних кольорових моделей, що використовуються для сегментації 
зображення з метою виділення горизонту. На основі цього для представлення 
вихідних зображень було обрано кольорову модель RGB, оскільки з одного боку 
вона надає усю необхідну кольорову інформацію, а з іншого - забезпечує найвищу 
швидкість обробки одного зображення у порівнянні із зображеннями, 
представленими іншими кольоровими моделями. 
Виходячи з цього для першого алгоритму як вихідне зображення було 
прийняте цифрове зображення у RGB форматі. Таке зображення можна 
представити у наступному вигляді: 
                      
        0..255, 
де       – значення червоної, зеленої та синьої компоненти зображення 
відповідно (рис. 2.9, б). 
В якості основного тестового зображення (рис. 2.9, а), було обрано типове  
зображення горизонту, яке можна отримати бортовою відеокамерою підчас 
польоту, із гарною видимістю та чіткою різницею у кольорі та інтенсивності між 
областями "неба" і "землі". Область "неба" не містить хмар, однак має невелике 
градієнтне забарвлення, тобто поступову зміну синього кольору від більш 
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світлого, біля горизонту, до більш темного, вгорі зображення. Таке забарвлення 
може спричинити певні труднощі для деяких алгоритмів сегментації. Також біля 
горизонту видно світлу смугу будівель, що може бути причиною помилкової 
сементації та визначення лінії горизонту нижче смуги будівель. Область "землі" 
має довгі лінійні елементи у вигляді доріжок та берегу ріки, а також містить 
водоймище, того ж самого кольору, що і небо. Таким чином основне тестове 
зображення з одного боку є типовим, а з іншого - містить достатню кількість 
шумів.  Таке зображення є гарним показником, як розроблювані алгоритми 
справляються із різним видами шумів і тому будемо використовувати його в 
якості вихідного зображення.  
 
Крок 1. Отримання растрового вихідного зображення у форматі RGB.  
 
        
а б 
Рис. 2.9. Вихідне зображення (а) та вигляд його червоного (R), зеленого (G) та синього (B) 
кольорових каналів відповідно (б) 
 
Крок 2. Виділення синього та зеленого каналу зображення. 
Крок 3. Будуємо одномірні гістограми синього та зеленого каналу 
зображення. Гістограма цифрового зображення представляє собою графік 
статистичного розподілення елементів зображення із різною яскравістю, в якому 
по горизонтальній осі представлена яскравість, а по вертикальній – відносне 
число пікселів із конкретним значенням яскравості. При дослідженні гістограм 
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кольорових каналів вихідного зображення, а також серії іншій зображень 
горизонту зроблених за різних погодних умов стало зрозумілим, що найбільш 
інформативними каналами в плані сегментації зображення на два класи «небо» і 
«земля» є синій та зелений канали. На рис. 2.10 видно, що гістограми цих каналів 
мають більш чітке розділення на два великі класи, на відміну від гістограми 
червоного каналу зображення [14]. Тому далі будемо обробляти лише гістограми 



































 Значення інтенсивностей пікселей  
у червоному каналі 
 Значення інтенсивностей пікселей  
у зеленому каналі 


















              Значення інтенсивностей пікселей  
                 у синьому каналі 
в 
Рис. 2.10. Гістограми червоного (а), зеленого (б) та синього (в)  
кольорових каналів зображення 
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Крок 4. За допомогою квантувальника розділяємо гістограми на початкові 
k-класів. 
Крок 5. Сегментація - це один із фундаментальних кроків комп’ютерного 
бачення та аналізу зображення. Головною задачею сегментації зображення є 
розділення зображення на окремі частини. Однією з найпростіших технік 
виділення області "переднього плану" від "фону" зображення є порогова 
сегментація, головна ідея якої полягає у визначенні різниці інтенсивності різних 
областей зображення. Якщо  значення пікселей області підпадають під певний 
визначений діапазон, їх відносять до певного сегменту. Характеристики області 
інтересу встановлюються напередзаданим значенням порогу. Така сегментація 
залежить лише від значень пікселів та не враховує просторові властивості 
зображення.  
Основним елементом такої сегментації є обрання значення порогу. 
Найбільш поширеним методом обрання значення порогу є метод Отсу [41]. Цей 
метод направлений на знаходження оптимального значення глобального порогу 
(розглядаються усі пікселі зображення) за допомогою мінімізації міжкласової 
дисперсії результуючих класів "переднього плану" та "фону".  
Визначаємо відмінність класів один від одного за допомогою метода Отсу, 
який визначає поріг бінаризації півтонового зображення. Метод дозволяє 
розділити усі пікселі півтонового зображення лише на два класи визначаючи поріг 
таким чином, щоб внутрішньокласова дисперсія була мінімальною.  Для цього 
послідовно для кожних двох класів обчислюємо показник: 
  
                  
 
              (2.12) 
де   – поріг розділення класів,       – середні значення синього/зеленого для 
кожного класу,        - число пікселей, що належать класу. Перший множник 
максимізує розділення класів, а другий прагне зрівняти розмір класів оскільки 
     максимальний, коли      . Показник   
  має таке позначення оскільки є 
виміром дисперсії між класами. Максимізування   
  максимізує розбіжність між 
синіми/зеленими значеннями пікселей, що належать до різних класів. 
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 обчислюються початкові значення для       та      ; 
 для кожного значення порога від       , де   - максимальна 
інтенсивність зображення обчислюємо    та   ,   
    ; 
 обираємо максимальний   
    , а поріг  , що йому відповідає і буде порогом 
бінаризації. 
Крок 6. Об’єднуємо бінарні зображення отримані після обробки синього та 
зеленого каналів (рис. 2.11) за допомогою операції «logical AND» (рис. 2.12). 
 
  
Синій канал Зелений канал 
Рис. 2.11. Вигляд синього та зеленого каналу після проведення сегментації 
 
Крок 7. На отриманому бінарному зображенні більшість чорних пікселей 
належать множині «ground» («земля»), а білих – множині «sky» («небо»). В той же 
час чорні пікселі в середовищі MatLab сприймаються, як фонові, а білі – як пікселі 
об’єкту. Для підвищення вірогідності розпізнавання ліній потовщимо контури 
чорних елементів зображення. Застосовуємо морфологічний оператор звуження 
«Erode» [42] із коловим структурним елементом disk(1) (рис. 2.12), який звузить 
усі білі елементи на один піксель по контуру:  
                        (2.13) 






«logical AND» «Erode» 
Рис. 2.12. Результат застосування операції «logical AND» до синього і зеленого каналів та 
морфологічного оператора «Erode» 
 
Крок 8. Сегментація зображення шляхом виділення границь. При такій 
сегментації отримані границі використовуються для того, щоб розпізнати границі 
областей. Основне припущення такого підходу, що кожен об’єкт на зображенні 
має границі, які можна  визначити за допомогою значень інтенсивності 
зображення. Границі об’єктів є розривами у інтенсивності зображення, які 
загалом визначаються першою і другою похідною по зображенню. В результаті 
кожен піксель зображення класифікується, чи як границя, чи не-границя. 
Для виділення границі на зображенні за використовуємо оператор Собеля 
[43]. Такий оператор виділяє границі на зображенні на основі перепадів 
яскравості, за допомогою обчислення градієнта функції інтенсивності у кожній 
точці зображення. Оператор використовує ядра    , з якими згортає вихідне 
зображення для обчислення наближеного значення похідної по горизонталі та по 
вертикалі. Нехай А вихідне зображення, а    і    - два зображення, де кожна 
точка містить наближені похідні по х і по у, які обчислюються наступним чином: 
    
      
   
   
          
    
    
    
     (2.14) 
де   позначує двомірну операцію згортки. 
В кожній точці зображення наближене значення величини градієнту та його 
напрям можна обчислити, використовуючи вирази: 
40 
 
                    
  
  
   (2.15) 
Результат застосування оператора Собеля для виділення границь на 
попередньо обробленому зображенні представлено на рис. 2.13. 
 
 
Рис. 2.13. Результат застосування оператора Собеля  
на попередньо обробленому зображенні 
 
Крок 9. Виділяємо лінійні елементи за допомогою класичного перетворення 
Хафа [44]. У загальному випадку на площині     пряма може бути задана 
рівнянням у нормальному вигляді               , де   – величина нормалі 
до прямої, а   – полярний кут нормалі. Головна ідея перетворення Хафа – 
врахувати характеристики прямої не як сукупності точок зображення, а в термінах 
її параметрів       у просторі параметрів. В такому випадку зв’яжемо із кожною 
прямою на зображенні пару      , яка є унікальною при умові якщо         та 
   , чи якщо          та    . Площину       називають простором Хафа 
для набора прямих у двомірному випадку. Через одну точку площини може 
проходити нескінченне число прямих. Якщо ця точка має координати         на 
зображенні, то усі прямі, що проходять через неї відповідають наступному 
рівнянню: 
                     (2.16) 
Це відповідає синусоїдальній кривій у       просторі, яка в свою чергу, 
унікальна для даної точки. Якщо криві, що відповідають двом точкам 
накладаються одна на одну, то точка (у просторі Хафа) де вони перетинаються, 
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відповідає прямим (в оригінальному місці зображення), які проходять через 
обидві точки. В загальному випадку ряд точок, що формують пряму лінію, 
визначають синусоїди, які перетинаються в точці параметрів для цієї лінії. Таким 
чином, проблема виявлення колінеарних точок може бути зведена до проблеми 
виявлення кривих, що перетинаються.  
Отримана лінія в ідеальному випадку буде відповідати лінії горизонту [45]. 
На рис.2.14 представлено результат роботи наведеного вище алгоритму (алгоритм 
1) над вихідним зображенням представленим на рис.2.9 у початковому вигляді.  
 
Рис. 2.14. Результат роботи алгоритму виділення лінії горизонту  
із використанням параметра Отсу 
 
На рисунку рис.2.14 червоною лінією позначено ймовірну лінію горизонту, 
що була визначена представленим алгоритмом. При візуальній оцінці червона 
лінія і лінія горизонту зображення співпадають. 
 
2.4. Побудова алгоритму виділення лінії горизонту з використанням 
морфологічних операторів (Алгоритм 2) 
 
При розробці наведенного нижче алгоритму використовувались принципи 
та положення наведені у роботі [18], які стосувались виділення лінії горизонту на 
зображенні.  
Дослідження кольорових складових RGB зображення показує, що лінію 
горизонту візуально можна виділити у всіх трьох кольорових каналах. Тому 
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будемо застосовувати обробку паралельно до кожного кольорового каналу 
вихідного зображення.  
Крок 1. Отримання растрового вихідного зображення у форматі RGB. У 
загальному випадку зображення має вигляд                      
        
0..255. Де       – червоний, зелений та синій канал зображення відповідно (рис. 
2.9). 
Крок 2. Подальша обробка полягає у фільтрації зображення 
морфологічними операторами. Застосування морфологічних операторів 
відбувається у певній послідовності, яка у літературі отримала назву 
морфологічне згладжування (morphological smoothing) [42]. Цей процес 
складається із «відкриття» (opening) та «закриття» (closing) кожного каналу 
зображення, для того щоб усунути малі просторові варіації інтенсивності (рис. 
2.15, а, б):  
                                (2.17) 
                                   (2.18) 
                         (2.19) 
де А – вихідне зображення, В – структурний елемент, b – пікселі плоского 
структурного елементу. 
Перевага використання морфологічних операторів над лінійними 
низькочастотними фільтрами полягає в тому, що перші краще зберігають розміри 
та положення різноманітних границь. Це є суттєвою умовою для забезпечення 
точної оцінки положення границь. У даному алгоритмі при обробці каналів 
зображення було застосовано коловий структурний елемент із радіусом в 20 
пікселей (disk(20)), оскільки він має ізотропну природу. Такий структурний 
елемент під час обробки може вводити хибні криві, але вони не впливатимуть на 
точність визначення положення лінії горизонту, оскільки далі в алгоритмі 
використовується лінійне перетворення Хафа, яке бере до уваги лише лінійні 
елементи на зображенні. 
Крок 3. Наступним етапом є виділення границь за допомогою оператора 
Собеля, принцип роботи якого було вже описано у підрозділі 2.2 цього розділу. 
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Результат виділення границь цим оператором на прикладі синього каналу 
приведено на рис. 2.15, в. 
Крок 4. Хоча положення границь, які відносяться до лінії горизонту на 
кожному каналі візуально добре корелюється, однак для поліпшення перекриття 
усіх трьох каналів у подальшому застосовується морфологічний оператор 
«розширення» (dilate) із структурним елементом disk (1). Цей оператор 
«потовщує» вже визначені на попередньому кроці границі згідно із формулою 
(2.19). 
 На рис. 2.15, г представлено результат його застосування до блакитного 






Рис. 2.15. Етапи роботи алгоритму на прикладі синього каналу вихідного зображення: 
а – результат застосування операції «відкриття»; б - результат застосування операції 





Крок 5. Об’єднання інформації усіх трьох каналів за допомогою операції 
«logical AND».  
Крок 6. Далі до обробленого зображення застосовується стандартний спосіб 
виділення лінійних елементів – лінійне перетворення Хафа, принцип роботи якого 
було описано в підрозділі 2.3 цього розділу. Результат обробки вихідного 
зображення алгоритмом із використанням морфологічних операторів наведено на 
рис. 2.16. 
 
Рис. 2.16. Результат роботи алгоритму виділення лінії горизонту із використанням 
морфологічних операторів 
 
Як і в першому випадку на рисунку рис.2.16 червоною лінією позначено 
ймовірну лінію горизонту, що була визначена представленим алгоритмом 
(алгоритм 2). Також при візуальній оцінці результату роботи алгоритму, можна 
сказати, що червона лінія і лінія горизонту зображення співпадають. 
 
2.5. Порівняння алгоритмів виділення лінії горизонту з використанням 
параметра Отсу та морфологічних операторів 
 
Представлені у підрозділах 2.3 і 2.4 цього розділу алгоритми визначення 
лінії горизонту побудовані на різних техніках розпізнавання зображення, оскільки 
до них були поставлені різні вимоги. В Алгоритмі 1 приділялося більше уваги 
підвищенню швидкості обробки одного зображення із прийнятною точністю 
визначення лінії горизонту, тоді як в Алгоритмі 2 навпаки, увага була спрямована 
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на підвищення точності. В цьому пункті представлення порівняння розроблених 
алгоритмів по точності визначення лінії горизонту. 
На рис. 2.17, а-і представлені результати роботи двох запропонованих 
алгоритмів визначення лінії горизонту на 11 тестових зображеннях. Вони 
відображають різні випадки якості зображення, погодних умов, перепадів 
яскравості у забарвленні неба (рис. 2.17, б, і) та землі, наявності на горизонті 
пагорбів (рис. 2.17, ж, и), водоймищ, які знижують контрастність між областю 
неба та землі (рис. 2.17, в, г, д, е, и) та наявності на землі багатьох світлих об'єктів 
(рис. 2.17, а, б, и), що теж ускладнює визначення лінії горизонту. Багато із цих 
випадків є складними і для інших існуючих алгоритмів розпізнавання лінії 
горизонту на зображенні. 
На рис. 2.17, а-і червона лінія відповідає роботі першого алгоритму із 
використанням параметру Отсу, жовта лінія відповідає роботі другого алгоритму 
із використанням морфологічних операторів. 
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Рис. 2.17. Результати роботи запропонованих алгоритмів розпізнавання лінії горизонту на 
зображенні 
 
Роздивимось детальніше кожне тестове зображення та ефективність роботи 
двох алгоритмів у кожному випадку. 
Тестове зображення 1 (рис. 2.17, а) відображає досить комфортні умови для 
вірного визначення лінії горизонту. Як видно і перший і другий алгоритм точно 
впоралися із цією задачею. 
Тестове зображення 2 (рис. 2.17, б) відображає сильний перепад яскравості 
в області неба та наявність світлих об’єктів в області землі. Другий алгоритм 
виявився точнішим на малу величину. 
На тестове зображенні 3 (рис. 2.17, в) на горизонті видно водойм, що 
суттєво знижує контрастність між областю неба та землі тим самим ускладнюючи 
вірне розпізнавання горизонту. Дуже легко віднести воду до області неба навіть 
людині, оскільки вона майже того ж кольору і контрастності. Із цією задачею 
впорався лише перший алгоритм. 
Тестові зображення 4 (рис. 2.17, г) і 5 (рис. 2.17, д) дуже схожі, однак перше 
більш контрастне, але в ньому присутні горизонтальні шуми відео, викликані 
рухом та черезстроковою розгорткою відеокамери. Друге зображення менш 
контрастне, але без горизонтальних шумів. На обох зображеннях біля лінії 
горизонту знаходиться водойм. Як видно з рис. 2.17, г, д і в першому, і в другому 
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випадку із задачею впорався лише другий алгоритм. Такі ж результати показали 
алгоритми при обробці тестового зображення 6 (рис. 2.17, е), де значну частину 
області під горизонтом займає вода, яка по своїй контрастності та кольору більш 
схожа на «небо», ніж на «землю». 
Тестове зображення 7 (рис. 2.17, є)  є комфортним для визначення 
горизонту обома алгоритмами, навіть досить темна лінія утворена хмарами вище 
лінії горизонту не вносить похибку у розпізнавання. 
На тестовому зображенні 8 (рис. 2.17, ж) представлена гориста місцевість в 
області лінії горизонту. Обидва алгоритми визначили лінію горизонту вірно, хоча 
треба відмітити, що гори не переважають в полі лінії горизонту і не мають високої 
контрастності. 
Тестове зображення 9 (рис. 2.17, з) представляє кадр низької якості (низка 
роздільна здатність, низка освітленість, досить велике викривлення лінзи камери, 
яке не вдалось усунути коловою маскою), однак із комфортною для алгоритмів 
контрастністю. Як видно обидва алгоритми добре впоралися, хоча положення 
червоної лінії з одного боку кадру трішки вище, що зумовлено низькою 
роздільною здатністю (320×240 точок) представленого кадру та поганою 
освітлюваністю кадру. 
В області землі тестового зображення 10 (рис. 2.17, и) присутні декілька 
білих об’єктів. Також в області лінії горизонту зліва в кадр потрапили декілька 
пагорбів. Вірно визначив положення лінії горизонту лише другий алгоритм. 
Тестове зображення 11 (рис. 2.17, і) представляє ще один  кадр низької 
якості (320×240 точок) та великим викривленням лінзи камери, однак з кращою 
освітленістю. Із задачею алгоритми впорались, хоча і з невеликими похибками. 
Загальні результати якості роботи двох алгоритмів при визначенні лінії 
горизонту на тестових зображеннях представлені у табл. 2.1, де також зазначено 

















1 стандартний + + 
2 середній ± + 
3 високий + - 
4 високий - + 
5 високий - + 
6 високий - + 
7 середній + + 
8 високий + + 
9 середній ± + 
10 високий - + 
11 середній + + 
 
Як видно із табл. 2.1 у стандартних ситуаціях обидва алгоритми 
справляються однаково добре. В більш складних випадках  виявляється явна 
перевага алгоритму 2, хоча в окремих складних випадках справляється лише 
алгоритм 1 (п. №3). Також суттєвою перевагою алгоритму 1 є простота реалізації 
та вища швидкість обробки одного зображення. Це пов’язано з тим, що алгоритм 
2 побудовано на базі морфологічних операторів і потребує більше обчислюваних 
витрат у порівнянні з першим, оскільки морфологічні оператори аналізують не 






2.6. Висновки до розділу 2 
 
В даному розділі проаналізовано процес формування зображення лінії 
горизонту у бортовій відеокамері на основі чого, запропонована  методика 
визначення кутів орієнтації літального апарату, а саме кутів крену і тангажу, через 
використання відомих внутрішніх параметрів відеокамери по зображуваній лінії 
горизонту. 
Оскільки кольорова інформація зображення також може нести важливу 
інформацію про положення лінії горизонту в роботі проаналізовано найбільш 
поширені кольорові моделі представлення зображення, саме RGB, CMY(K) та 
HSI. В результаті чого визначено, що найбільш підходящою для ефективного 
вирішення поставленої задачі є кольорова модель RGB, оскільки її використання з 
одного боку підвищує швидкість оброки зображень, а з іншого боку у порівнянні 
з іншими моделями - надає усю необхідну кольорову інформацію для проведення 
ефективної сегментації зображення.  
Запропоновано два алгоритми розпізнавання лінії горизонту на зображенні, 
побудованих на базових модулях розпізнавання зображення та комп’ютерного 
зору: із використанням параметра Отсу для початкового розділення зображення 
на класи «земля» і «небо», та із використанням морфологічних операторів та 
оператора Собеля, для початкової обробки та виділення лінійних елементів 
зображення. Реалізація розроблених алгоритмів в програмному пакеті MatLab та 
їх випробування на реальних зображеннях показало, що обидва алгоритми мають 
хороші результати розпізнавання лінії горизонту на зображенні навіть у складних 
випадках (погана якість зображення, наявність поблизу лінії горизонту пагорбів, 
водоймищ). Більш точним є алгоритм, побудований на базі морфологічних 
операторів. Однак в деяких складних випадках кращі результати показав 
алгоритм на базі параметра Отсу. До його переваг можна віднести також простоту 
реалізації та більш високу швидкість обробки одного зображення, що має велике 
значення при обробці відеопослідовності та отримання величин кутів крену і 
тангажу в реальному масштабі часу. Тому вибір алгоритму розпізнавання лінії 
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горизонту визначається обчислюваною потужністю наявного у складі літального 
комплексу бортового обчислювача.  
Сучасна бортова техніка та обислювальні прилади дозволяють зараз 
використовувати у бортовому обчислювачі більш складні алгоритми та 





РОЗДІЛ 3. ДАТЧИК ОПТИЧНОГО ГОРИЗОНТУ 
 
3.1. Формування датчика оптичного горизонту в програмному пакеті MatLab 
на основі розроблених алгоритмів 
 
Для подальших досліджень та побудови датчика оптичного горизонту було 
обрано алгоритм 2 із використанням морфологічних операторів, що було  описано 
в підрозділі 2.4 попереднього розділу і який показав вищу точність при обробці 
тестових зображень. Не дивлячись на це, при наявності менш потужного 
бортового обчислювача, тобто більш дешевого його варіанту, можна легко 
провести заміну   алгоритму 2 на алгоритм 1  не змінюючи при цьому інших 
частин системи.  
Із використанням обраного алгоритму, а також методики оцінки значень 
кутів крену та тангажу було сформовано прототип датчику оптичного горизонту 
(ДОГ). В загальному випадку ДОГ являє собою веб-камеру із роздільною 
здатністю 640 х 480 пікселей, підключену до бортового обчислювача, у якому 
закладено програмно прописаний один з алгоритмів. На етапі випробувань роль 
бортового обчислювача виконував портативний комп’ютер із процесором Intel 
Core 2 Duo Processor E6300 [46] із частотою 1,86 ГГц, оперативною пам’яттю 
об’ємом 1 Гб та встановленим програмним пакетом MatLab R2006.  
Принципова схема ДОГ із застосуванням обраного алгоритму виділення 
лінії горизонту в програмному пакеті MatLab із використанням інструментів та 
засобів Simulink показано на рис. 3.1. На рисунку зображено у послідовності усі 
основні етапи розпізнавання лінії горизонту на вихідному зображені, а також 
вказано положення блоку "визначення кутів крену і тангажу", в якому на основі 
попередньовизначених внутрішніх параметрів камери та положення на 
зображенні в даний момент лінії горизонту визначаються поточні кути орієнтації. 
Крім того зазначені алгоритми також було реалізовані за допомогою язика 




Рис. 3.1. Принципова схема випробуваного ДОГ із використанням MatLab/Simulink 
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При тестуванні роботи ДОГ у зазначеній вище реалізації швидкість обробки 
одного кадру данним алгоритмом склала в середньому 0,8 с. За таких умов 
необхідно здійснювати обробку кожного 24-ого кадру відеопослідовності для 
забезпечення роботи ДОГ у реальному часі. Однак після прописання алгоритму у 
бортовому обчислювачі очікується значне підвищення швидкості обробки. 
Сучасні веб-камери надають відеопослідовності з стандартною швидкістю 
30 кадрів в секунду. Тобто, для того, щоб забезпечити обробку усіх кадрів 
швидкість роботи алгоритму розпізнавання повинна сягати 1 кадр у 0,03 с. З 
іншого боку, якщо врахувати динаміку БПЛА класу "міні" та той факт, що ДОГ 
використовується в якості корректуючого датчика для БІНС можна знизити 
вимоги до швидкості обробки. Тому для забезпечення інформацією про кути 
орієнтації у реальному часі без значних втрат у надійності датчику алгоритм може 
мати швидкість обробки 1 кадр у 0,1 с. Тобто необхідно обробляти кожен третій 
кадр відеопослідовності. Також такій підхід зменшує навантаження на 
обчислювач.  
 
3.2. Визначення внутрішніх параметрів бортової камери та корекція 
вихідного зображення 
 
В ході випробувань використовувались зображення та відеопослідовності 
зроблені  веб-камерою Genius iSlim 320, технічні характеристики якої наведені у 
наступному підрозділі даного розділу. Однак виробник камери не надав точної 
фокальної відстані та інших параметрів камери, тому вони булі визначенні за 
допомогою калібрування. Калібрування проводилось за допомогою програми 
Camera Calibration Toolbox for Matlab [47].  
Під час калібрування було використано 23 зображень калібровочної таблиці 
формату А3 зроблених із зафіксованого положення камери. Кожний блок на 
калібровочній таблиці мав розміри 27 х 27 мм. В ході калібрування калібровочна 
таблиця встановлювалась під різними кутами до площини зображення та 
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проводилась фіксація цих положень камерою, що підлягає калібруванню (рис. 
3.2).  
 
Рис. 3.2. Положення калібровочної таблиці під час калібрування 
 
Результати обчислення параметрів калібрування наведені у таблиці 3.1. У 
табл. 3.1 представлено розміри фокусної відстані у розмірах пікселів по 
горизонталі і вертикалі. Можна сказати, що сенсор даної камери має майже 
квадратні пікселі, оскільки співвідношення           практично дорівнює 
одиниці, тому було прийнято, що коефіцієнт перекосу пікселей сенсора    , 
тобто, що сенсор має прямокутні пікселі. Також було з’ясовано, що реальний 
оптичний центр лінзи не співпадає із центром зображення, що може вводити 
похибку при побудові лінії горизонту. 
 
Табл 3.1. Внутрішні параметри калібрування камери Genius iSlim 320 
Параметр Значення параметру 
Фокусна відстань  , пікс [716.795, 716.551] [2.89, 2.794] 
Проекція оптичного центру лінзи, пікс [322.827, 226.253] [4.808, 3.365] 
Коефіцієнт перекосу пікселей сенсора α, пікс [0] 
Піксельна похибка, пікс [0.2484, 0.2738] 
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Радиальні коефіцієнти, пікс [0.0918, 0.1172, 0] [0.022, 0.17, 0] 
Тангенційні коефіцієнти, пікс [2.762 10-5, 0.00156] [0.0022, 0.0031] 
 
Також була отримана візуальну модель повної дисторсії відеокамери (рис. 
3.3), яка показує вплив викривлення лінзи на кожний піксель зображення. Повна 
дисторсія включає в себе радіальне та тангенціальне викривлення лінзи. Радіальне 
викривлення виникає, коли світло проломлюється більше по краю лінзи, а ніж в її 
центрі. Ця властивість особливо притаманна маленьким лінзам, що 
використовуються у веб-камерах. Тангенціальне викривлення виникає, якщо 
повздовжня вісь лінзи не паралельна матриці камери. На рис. 3.3 кожна стрілка 
показує фактичне зміщення пікселей, що викликане дисторсією лінзи. Відмітимо, 
що точки по краях та в кутах зображення вже зміщенні на 8-12 пікселів від свого 
істинного положення. Зрозуміло, що таке викривлення може позначитись на 
точності визначення лінії горизонту.  
 
Рис. 3.3. Модель повної дисторсії лінзи відеокамери Genius iSlim 320,  
де х – центр зображення, о – проекція оптичного центру лінзи 
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Цьому можна запобігти, якщо враховувати дисторсію лінзи конкретної 
відеокамери та перепроектовувати кожне отримане зображення, однак при 
використанні відеопослідовності це призведе до додаткових навантажень на 
обчислювач, що вкрай небажано. Також для збереження модульності дизайну 
системи, тобто замість використання у ДОГ стаціонарної камери існує 
можливость підключення до обчислювача будь-якої камери було знайдено більш 
просте рішення, а саме корекція вихідного зображення за допомогою колової 
маски. На рис. 3.4. представлена колова маска, яку необхідно накладати на 
зображення для його корекції, тобто для виключення впливу областей із 
найбільшим викривленням на етапі об’єднання інформації за допомогою операції 
логічного «AND» (Алгоритм 1: крок 6, Алгоритм 2: крок 5). Також треба 
відзначити, що центром цієї колової маски потрібно обирати не центр 
зображення, а оптичний центр лінзи спроектований на площину зображення.  













Таким чином викривлені області зображення не будуть враховані підчас 
виділення лінії горизонту лінійним перетворенням Хафа. 
Було проведена низка випробувань на тестових зображеннях отриманих від 
камер із різною дисторсією лінзи. У більшості випадків зображень, на яких 
відсутні явні перешкоди, спостерігалося підвищення точності визначення лінії 
горизонту при використанні колової маски за рахунок виключення викривлених 
областей та побудові лінії горизонту на базі лише центральної області 
зображення. На рис. 3.5, а, б білою лінією зображено результати обробки 
зображення  та визначення положення лінії горизонту без колової маски (рис. 3.5, 
а) та із її використанням (рис. 3.5, б). Покращення результату із використанням 
колової маски зумовлене застосуванням в алгоритмах лінійного перетворення 
Хафа, яке чутливе лише до лінійних елементів зображення. Тоді як при 
викривленні зображення таким чином, що лінія горизонту набуває вигляду дуги 




Рис. 3.5. Зображення із визначеною лінією горизонту без використання колової маски а  
та з її використанням б 
 
3.3. Результати випробування датчика оптичного горизонту 
 
Експериментальне дослідження точності визначення кутів крену та тангажу 
розробленим ДОГ проводилось в лабораторних умовах, на поворотному пристрої 
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з ціною поділу шкали 2' (рис. 3.6). На рис. 3.6 також представлено вигляд 
зображення, що отримує камера, яке являє собою спрощене представлення 
горизонту при польоті на висоті 100 м. В якості оптичного приймача в цьому 
експерименті використовувалась веб-камера Genius iSlim 320 із технічними 
характеристиками наведеними у таблиці 3.2 та визначеними за допомогою 







Рис. 3.6. Експериментальна установка та вигляд отримуваного камерою відеозображення 
умовного горизонту 
 
У кожному дослідженні була записана відеопослідовність, яка відповідає 
певним значенням кутів крену і тангажу. Така експериментальна установка 
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дозволила дослідити роботу ДОГ по куту тангажу в межах        та по куту 
крена       . Також булі проведені дослідження по роботі ДОГ при комбінації 
цих кутів.  
Таблиця 3.2. Технічні характеристики веб-камери Genius iSlim 320 
Тип сенсору VGA CMOS 300K 
Розмір матриці 1/4'' 
Кількість точок матриці, Мп 0,3 
Роздільна здатність відеозображення, пікселі 640х480 
Максимальна кількість кадрів в секунду 30 
Інтерфейс USB2.0/USB1.1 
Вага, г 75 
 
В результаті були отримані середні значення похибок та їх 
середньоквадратичні відхилення: по куту тангажа похибка склала      
                   , тоді як по куту крена                         . У 





3.4. Висновки до розділу 3 
 
Сформовано датчик оптичного горизонту, який складається з веб-камери та 
бортового обчислювача із закладеним алгоритмом визначення кутів крену та 
тангажу по наперед визначеній лінії горизонту. Визначено, що швидкість 
алгоритму оброки зображень повинна складати 1 кадр у 0,1 с, тобто для 
забезпечення такої швидкості необхідно обробляти кожен третій кадр 
відеопослідовності. 
Проведено калібрування камери, на основі якого було визначено її 
внутрішні параметри, зокрема її фокусну відстань, яка використовується для 
визначення значень кутів орієнтації. При калібруванні камери було виявлене 
суттєве викривлення зображення, зумовлене малою лінзою камери, яке 
відповідало зміщенню на 8-12 пікселів у кутах зображення. Виходячи з 
отриманих результатів, зроблені висновки щодо можливої дисторсії лінзи інших 
відеокамер такого класу, що у мабутньому може призвести до необхідності у 
калібровці кожної відеокамери, що буде використовуватися в якості чутливого 
елементу ДОГ чи до використання стаціонарної камери ДОГ, що знижує рівень 
модульністі дизайну системи. Таким чином у розроблені алгоритми було 
вирішено ввести швидку корекцію вихідного зображення для усунення вірогідних 
похибок при визначенні лінії горизонту, а саме додавання в алгоритм колової 
бінарної маски. Це дозволило ліквідувати надмірно викривлені області 
зображення і тим самим підвищить точність визначення кутів крену і тангажу 
оптичним датчиком горизонту. 
Проведені експериментальні випробування роботи ДОГ в лабораторних 
умовах, які моделювали політ на висоті 100 м  при ідеальних умовах видимості 
показали, що середні значення похибок визначення кутів крену і тангажу датчику 
дорівнюють                                            відповідно. У подальшому 
ці значення використані при напівнатурному моделюванні КСОН. В 
лабораторних умовах ДОГ показав себе як досить точний датчик визначення кутів 
крену і тангажу, рівень похибок якого складає        по обох кутах. 
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РОЗДІЛ 4. ОПТИЧНА СИСТЕМА ВИЗНАЧЕННЯ ВІДСТАНІ 
 
Під час виконання місій БПЛА знаходиться у мінливому оточуючому 
середовищі, в якому неможливо передбачити усі перешкоди, які можуть з’явитися 
на траєкторії польоту навіть за умов ретельного планування маршруту ще до 
початку польоту. Такими перешкодами можуть стати як інші БПЛА, птахи, 
дерева, так і цілі новобудівлі, яких ще не було внесено до карти. З іншого боку 
для БПЛА важливо "вміти" оцінювати ймовірність зіткнення із перешкодою, яка 
потрапила в поле його зору для того, щоб зменшити витрати палива на 
непотрібних маневрах. В таких умовах критеріями, на основі яких БПЛА може 
приймати рішення про необхідний маневр для уникнення зіткнення можуть стати, 
як положення перешкоди у полі зору БПЛА, так і визначення  відстані до 
перешкоди. Останнє можна організувати на борту ЛА за допомогою оптичної 
системи визначення відстані, побудованої на основі принципу стереобачення. 
Перевагою такої системи також є її невелика вартість, а при наявності потужного 
обчислювача на борту, який зможе взяти на себе завдання по обробці зображення, 
ще й мала вага. 
 
4.1. Побудова алгоритму визначення відстані до об’єкту на основі 
стереобачення 
 
За допомогою двох веб-камер розташованих певним чином на борту ЛА та 
бортового обчислювача можна сформувати оптичну систему визначення відстані 
до деякого об’єкту, що знаходиться у полі зору цих камер.  
В основу розроблюваної оптичної системи визначення відстані (ОСВВ) до 
об’єкту покладено алгоритм комп’ютерного стереобачення, який необхідно 
програмно прописати у бортовому обчислювачі. Комп’ютерне стереобачення 
являє собою процес визначення глибини зображення, тобто відстані до об’єктів 
реального тривимірного простору на основі двох зображень, зроблених водночас, 
але з різних точок зору. Стереобачення є найбільш, так би мовити, «природнім» 
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процесом визначення відстані до об’єктів, оскільки реалізований в органах зору 
людини. Розглянемо геометрію визначення відстані до об’єкту. Нехай в полі зору 
двох ідентичних камер на відстані D від вісі, на якій встановлені камери, тобто  
умовної площини зображення знаходиться деякий об’єкт (рис. 4.1). Ці камери 
мають однакові фокусні відстані        , мм. Відстань між оптичними вісями 
камер дорівнює L, мм. Також на рис. 4.1 були введені наступні позначення: x - 
горизонтальне зміщення лівого зображення, мм, y - горизонтальне зміщення 



















Рис. 4.1. Геометрія визначення відстані до об'єкту 
 
Виходячи із рис. 4.1 можна записати наступні співвідношення: 












   
 






         
 
 
     
 
    
 
   
      
(4.1) 
 
Рівняння (4.1) є формулою для обчислення відстані до деякого об’єкту за 
відомими фокусними відстанями камер ( ), відстанню між оптичними вісями 








оптична вісь  
правої камери 




Для визначення горизонтальних зміщень двох зображень або їх сумарного 
горизонтального зміщення ( ) розробимо алгоритм на базі матлаб-коду 
наведеного у роботі [36], в основу якого покладено кореляційно-екстремальний 
метод визначення схожості зображень. 
 
Алгоритм визначення зміщення кадрів 
Крок 1. Отримуємо зображення розміром 640х480 точок від лівої та правої 
камер та конвертуємо їх у формат grayscale JPEG. На рисунку 4.7 представлено 
вигляд зображень після конвертації. 
Крок 2. Виконуємо розмиття обох зображень з використанням 
усереднюючого фільтру розміром 10х10. Надалі усі операції будемо проводити 
над розмитими правим і лівим зображеннями. 
Крок 3. Розділяємо праве зображення на 7 рівних частин по вертикалі 
                           і горизонталі                           , де       - координати 
пікселей зображення. Таким чином отримаємо сітку із деяким кроком    по 
вертикалі та кроком   по горизонталі. 
Крок 4. Формуємо початкову нульову матрицю      розміром, що 
відповідає розміру розмитого зображення. При розмірі вихідного зображення 
480х640 точок, розмите  матиме розмір 337х636 точок. Данна матриця буде 
використовуватися для запису значень кореляційних функцій, що будуть отримані 
у наступних кроках. 
Крок 5. Виконуємо циклічне зміщення правого зображення вниз на 
величину    та вправо на величину   , які на початковому етапі дорівнюють 
одиниці, тобто 1 піксель. На рисунку 4.2  представлена операція циклічного 
зміщення вправо на прикладі одного рядка зображення. 
Крок 6. Обчислюємо кореляційні функції між циклічно зміщеним 
зображенням для всіх варіантів (     ) та вихідним лівим зображенням. Отримані 





Рис. 4.2. Циклічне зміщення рядка зображення вправо 
 
Крок 7. Знаходимо максимальне значення кореляційної функції в матриці 
     та відповідні цьому значенню координати зображення (         ).  
Крок 8. Виділяємо підобласть розміром приблизно   84х158 пікселів 
навколо точки, яка відповідає максимальному значенню кореляційної функції із 
координатами (         ). Ця підобласть буде набагато меншою за попередню, 
що зменшить обчислюване навантаження та дозволить більш детально дослідити 
область навколо максимального значення кореляційної функції. 
Крок 9. Розділяємо цю підобласть на 7 рівних частин по вертикалі та 
горизонталі, аналогічним способом, як це описано у кроці 3 та формуємо нову 
меншу, але більш детальну сітку із кроком    по вертикалі та кроком    по 
горизонталі. 
Крок 10. Далі знову виконуємо кроки 5-7 для підобласті. Усі знайденні в 
процесі виконання алгоритму значення кореляційних функцій записуються в 
єдину матрицю     . Цикл описаний кроками 3-6 необхідно виконувати до тих 
пір, поки кроки сітки        .  
Після виходу із цикл матриця      буде мати вигляд показаний на рис. 4.3 
(а, б).  На рисунку 4.3, а  можна виділити явний максимум у найбільшому 
скупченні точок усієї результуючої кореляційної функції. Координати точки, що 
відповідає цьому максимуму будуть вказувати як праве зображення зміщене 
відносно лівого у двох напрямках, по горизонталі (горизонтальний зсув  ) та 
вертикалі (вертикальний зсув  ), рис. 4.8.  
При визначенні відстані до об’єкту за формулою (4.1) використовується 
лише горизонтальне зміщення  , тоді як вертикальне зміщення   виникає із-за 
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недоліків встановлення відеокамер та їх калібрування, коли матриці камер не 






Рис. 4.3. Вигляд результуючої кореляційної функції, обчислюваної для всіх областей: а - 




Наведений алгоритм визначення зміщення кадрів було записано у matlab-
коді, що дозволило автоматизувати процес для проведення подальших 
досліджень. Для прописання у бортовому обчислювачі надалі передбачається 
переведення алгоритму у С++-код, що дозволить пришвидшити весь процес 
обробки. 
 
4.2. Експериментальне встановлення залежності відстані до об’єкту та 
сумарного горизонтального зміщення зображень 
 
При визначенні відстані між оптичними вісями двох веб-камер виникають 
певні труднощі, оскільки це можливо зробити лише приблизно, за допомогою 
прямих вимірів. Також складно виміряти фокусні відстані веб-камер, якщо їх не 
надає виробник у  технічних характеристиках камери (як в нашому випадку). 
Тому, щоб оминути ці складності було обрано варіант визначення залежності між 
горизонтальним зміщенням двох зображень H та відстанню до об'єкту D за 
допомогою експериментального дослідження. H обчислюється програмою в  
MatLab, основою якої є алгоритм наведений у підрозілі 4.1 цього розділу, по двом 
зображенням об'єкту від лівої та правої камери, а відстань до об'єкта D 
вимірюється вручну, за допомогою вимірювальної рулетки.  
 
Опис експериментальної установки 
Експеримент проводився у приміщенні із штучним освітленням. Для 
експерименту було обрано дві однакові камери Logitech C270 HD. Їх технічні 
характеристики наведено у табл. 4.1.  
Дві веб-камери були закріплені на штативі, як показано на рис. 4.4. Відстань 
між оптичним вісями цих веб-камер була виміряна наближено, вона становить 
приблизно 97 мм. Вихід з відеокамер було підключено до портативного 
комп’ютеру через USB порти для запису інформації (рис. 4.5). В якості об’єкту, до 
якого необхідно визначити відстань було обрано предмет розміром 23х24х30 см 
темного кольору (рис. 4.6).  
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Таблиця 4.1. Технічні характеристики веб-камери Logitech C270 HD 
Тип сенсору VGA CMOS 300K 
Кількість точок матриці, Мп 3 
Роздільна здатність відеозображення, пікселі 1280x720, 640х480 
Максимальна кількість кадрів в секунду 30 
Інтерфейс USB2.0/USB1.1 
Вага, г 95 
 
 
Рис. 4.4. Закріплення веб-камер 
 




Рис. 4.6. Схема наближення об’єкту 
 
Хід експерименту  
В ході експерименту об’єкт поступово наближувався із шагом 0.5 м. 
Максимальна відстань до об’єкту становила 10 м, мінімальна – 1 м.  
Зображення отримувані двома камерами при наближенні об’єкту мали 
вигляд показаний на рис. 4.7. На рисунку 4.7 зображено поле зору правої і лівої 
камери при розташуванні об’єкту на відстані 10, 3,5 та 1 метр відповідно. Під час 
експерименту здійснювалась відеофіксування кожного етапу наближення об’єкту.  
 
Права камера Ліва камера 
  




Відстань 3.5 м 
  
Відстань 1 м 
Рис. 4.7. Поле зору правої та лівої камери при різній дальності об’єкту 
  
Обробка результатів 
Обробка результатів проводилась у програмному пакеті MatLab R2013b в 
офф-лайн режимі. Під час обробки обчислювався зсув між зображеннями (рис. 
4.8) за допомогою розробленого алгоритму, наведеного у підрозділі 4.1 цього 
розділу. Офф-лайн режим було обрано оскільки на даному етапі обробка однієї 
пари зображень займає в середньому 2,8 с алгоритмом записаним у matlab-коді. 
Цей параметр буде поліпшений при записі програми обробки зображень 




Рис. 4.8. Горизонтальне зміщення   між зображеннями, що обчислюється розробленим 
алгоритмом 
 
По результатам експерименту була побудована крива залежності відстані до 
об’єкту від горизонтального зсуву між двома зображеннями отриманими правою і 
лівою камерами        (рис. 4.9). Отриману криву можна апроксимувати 





























             Горизонтальне зміщення   між правим і лівим зображеннями, пікселі 
Рис. 4.9. Залежність побудована по результатам експерименту 
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Для уточнення характеру кривої на проміжку менше 1 м було проведено 
додатковий експеримент на відстані 20,5...116,5 см, але із використанням 
меншого об’єкту. В результаті була отримана друга крива, аналогічного характеру 
(рис. 4.7).  Невелике неспівпадання двох кривих зумовлене труднощами у вимірі 





























    Горизонтальний зсув між правим і лівим зображеннями, пікселі 
Рис.4.10. Результати двох експериментів 
 
Якщо взяти за основу експеримент 2, та провести інтерполяцію отриманої 
кривої дробно-раціональним наближенням (рис.4.10), то отримаємо наступну 
залежність: 
  
      
         
  (4.2) 
де Н - горизонтальну зміщення двох зображень, а       - коефіцієнти інтерполяції, 
які мають наступні значення: p1 = 79,18, p2 = -13,09, q1 = -47,43, q2 = 9,455. 
Значення коефіцієнтів отримано для системи камер, відстань між оптичними 
вісями яких становить 97 мм. 
 У подальшому вираз (4.2) можна використовувати для визначення відстані 
до об’єкту для системи камер. 
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4.3. Формування оптичної системи визначення відстані у MatLab 
 
Оптична система визначення відстані включає в себе дві однакові веб-
камери Logitech C270 HD закріплені на одній вісі таким чином, щоб відстань між 
оптичними вісями становила 97 мм, бортовий комп’ютер із прописаним 
програмно алгоритмом обчислення зсуву зображень та експериментально 
отриманою залежність для обчислення відстані до об’єкту. На етапі випробувань 
роль бортового комп’ютера виконував портативний комп’ютер із процесором 
Intel Core 2 Duo E6750 [48], частотою 2,66 ГГц, об’ємом оперативної пам’яті 6 Гб 
та встановленим програмним пакетом MatLab R2013b [49]. Було проведено низку 
експериментів, результати яких підтвердили отриману на попередньому етапі 
залежність (4.2), однак було також виявлено, що даний підхід має найбільшу 
ефективність, коли перешкода знаходиться на відстані до 10 метрів. 
На рис. 4.11 показано схематично принцип роботи ОСВВ. 
 




4.4. Висновки до розділу 4 
 
Під час виконання місій БПЛА знаходиться у мінливому навколишньому 
середовищі, в якому неможливо передбачити усі перешкоди, які можуть з’явитися 
на траєкторії польоту. В таких умовах критерієм, на основі якого БПЛА може 
приймати рішення про необхідний маневр для уникнення зіткнення можуть стати, 
визначення  відстані до перешкоди. Останнє можна організувати на борту ЛА за 
допомогою оптичної системи визначення відстані, побудованої на основі 
принципу стереобачення, яка має ряд переваг, головними з яких є мала вага та 
невелика вартість.  
У цьому розділі для вирішення задачі визначення відстані до перешкоди 
розроблено алгоритм визначення зсуву між зображеннями  отриманих в деякий 
момент часу двома відеокамерами, які розташовані на борту ЛА із відомим 
зміщенням одна відносно одної. В основу алгоритму покладено кореляційно-
екстремальне порівняння двох зображень. 
Після прописання розробленого алгоритму у машинному коді було 
проведено низку експериментів із встановленням перешкоди на різних відстанях, 
завдяки чому встановлено залежність відстані до об’єкта від сумарного 
горизонтального зміщення зображень, що обчислюється на основі розробленого 
алгоритму.  
Також експериментальна частина показала, що даний алгоритм ефективний 
для визначення відстані до перешкод, що знаходяться на відстані до 10 м. Це 
накладає певні обмеження на розміри літальних апаратів, на яких може бути 
використана така система. Таким чином було рекомендовано встановлення 




РОЗДІЛ 5. ПОБУДОВА КОМПЛЕКСОВАНОЇ СИСТЕМИ НАВІГАЦІЇ 
ТА ОРІЄНТАЦІЇ ЛІТАЛЬНОГО АПАРАТУ З ДАТЧИКОМ ОПТИЧНОГО 
ГОРИЗОНТУ 
 
5.1. Вибір схемо технічного рішення комплексованої системи навігації та 
орієнтації 
 
Розглянемо задачу формування системи орієнтації та навігації для 
безпілотного літального апарату, призначеної для визначення поточних координат 
об'єкту і його повної кутової орієнтації в заданій системі координат. При цьому 
дослідимо можливості використання в такій системі розробленого у розділах 2 і 3 
датчику оптичного горизонту.  
Для такої системи мінімально необхідним набором вимірювачів є тривісний 
мікроелектромеханічний датчик кутової швидкості, тривісний 
мікроелектромеханічний акселерометр, з яких можна сформувати БІНС, та 
приймач супутникової навігаційної системи. В свою чергу БІНС приймемо в 
якості основної навігаційної системи, оскільки вона має ряд переваг у порівнянні 
із іншими типами навігаційних систем: 
– у системі формуються практично всі необхідні параметри навігації та 
орієнтації, а також швидкості для здійснення керованого руху; 
– робота системи не залежить від зовнішніх умов при русі об'єкту, 
таких як стан атмосфери, радіоперешкоди та ін.; 
– система може функціонувати протягом усього часу руху об’єкту, не 
залежно від роботи інших навігаційних приладів [50].  
Як показав огляд літератури у розділі 1.1,  зазначених двох навігаційних 
систем досить для вирішення завдання визначення координат і кутової орієнтації 
ЛА із прийнятною точністю, однак водночас в таку систему доцільно вводити 
додаткові джерела інформації про кути орієнтації об’єкта, такі як оптичний 
датчик горизонту та магнітометр. Включення до складу комплексованої системи 
магнітометру надає додаткові можливості по оцінці похибки кута курсу. 
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Таким чином, в якості базового набору навігаційних засобів для 
розроблюваної комплексованої системи орієнтації та навігації (КСОН) приймемо 
БІНС, СНС і магнітометр, а також дослідимо можливості, які надає використання 
в КСОН додаткового приладу - ДОГ [51]-[53]. Інтегрування перерахованих 
навігаційних засобів в єдиний навігаційний комплекс КСОН проведемо на основі 
алгоритму оптимального фільтру Калмана у слабкозв’язаному виконанні, що 
дозволить отримати більш гнучку архітектуру системи навігації. 
КСОН базової  архітектури можна сформувати із наявних на ринку 
компонент. Наприклад, інерційно вимірювальний модуль (ІВМ) фірми Analog 
Device ADIS 16405 [54], який у своєму складі вже містить тривісний ДКШ, 
тривісний акселерометр, а також тривісний магнітометр, СНС- приймач u-blox 
LEA-6 [55]. Вартість такої базової системи навігації на 2014 рік складає від 467 
доларів США. Також в її складі можна використовувати менш точні і в той же час 
більш дешеві датчики первинної інформації.  
 
5.2. Алгоритм функціонування комплексованої системи орієнтації та 
навігації 
 
Розглянемо алгоритм функціонування КСОН, який можна умовно розділити 
на три основні етапи: 
- алгоритм визначення параметрів орієнтації об'єкту;  
- алгоритм визначення навігаційних параметрів руху; 
- алгоритм оптимального фільтра Калмана (ОФК) [5], [56], [57]. 
Для початку визначимо системи координат, які будемо використовувати для 
побудови алгоритму визначення параметрів орієнтації об’єкту. Введемо 
географічний супроводжуючий тригранник (ГСТ)         із початком   у центрі 
мас об'єкту, вісь     розташована по напряму географічної вертикалі, вісі 
        знаходяться у площині горизонту, причому     лежить також в площині 
мерідіана об'єкту (спрямована на Північ), а вісь     перпендикулярна площині 
мерідіану (спрямована на Схід). Із об'єктом зв'яжемо систему координат        , 
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в якій вісь     - повздовжна, вісь     - нормальна, вісь     - бічна. Положення 
об'єкту відносно географічного супроводжуючого тригранника задамо кутами 
рискання  , тангажу   і крену   (рис. 5.1). 
 
Рис. 5.1. Положення вісей зв'язаних з об'єктом         відносно географічного 
супроводжуючого тригранника         
 
Алгоритм орієнтації являє собою інтегрування матричних рівнянь орієнтації 
Пуассона  [57], [58]: 
               (5.1) 
де   - матриця направляючих косинусів переходу від зв'язаної системи координат 
000 zyOx  до ГСТ         ;     і      - кососиметричні матриці, що 
характеризують обертання зв'язаної системи координат і ГСТ відносно інерційної 
системи координат відповідно. 
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Кососиметричні матриці     і     : 
 
     
        
        
        
   
 
      
             
               
                      
   
(5.3) 
де     - довгота і широта об'єкту;   - кутова швидкість обертання Землі у вісях 
географічного супроводжуючого тригранника. 
Навігаційний алгоритм являє собою визначення швидкостей у ГСТ та 
географічних координат місця (широти  , довготи  , висоти   центра мас об'єкту) 
шляхом інтегрування диференційного рівняння , що описує динаміку зміни 
лінійної швидкості руху об'єкту               
  [57], [58]: 
                            (5.4) 
де                  
 
- вектор уявного прискорення об'єкта, що вимірюється у 
його вісях 000 zyOx  за допомогою тривісного акселерометра; 
                     - кутова швидкість обертання Землі у вісях ГСТ; 
                 
 
 - вектор абсолютної кутової швидкості обертання об'єкту, що 
вимірюється в його вісях 000 zyOx  за допомогою тривісного датчика кутової 
швидкості (ДКШ);              - прискорення сили тяжіння. 
Далі для визначення навігаційних параметрів обчислюються і інтегруються 
диференціальні рівняння, що випливають з кінематичних співвідношень і 















 .ВVh   (5.5) 
Тут , , h – шукані географічні координати об'єкту, а саме широта, довгота, 
висота; VN , VE , VВ  – північна, східна і вертикальна складові лінійної швидкості 
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R  (5.6) 
де  a – довжина великої напіввісі; e2 – квадрат ексцентриситету.  
Перед тим, як перейти до алгоритму оптимального фільтру Калмана 
необхідно зазначити, що динаміка будь-якої лінійної системи, може бути описана 
лінійними диференціальними рівняннями, у загальному випадку – із змінними у 
часі коефіцієнтами. Такі рівняння можна звести до системи з n диференціальних 
рівнянь першого порядку. Об'єднавши  n  змінних      , що описують динаміку 
давача, у вектор  X(t), одержимо систему диференціальних рівнянь у матричному 
вигляді: 
                                  (5.7) 
 
де      – вектор стану системи;     – вектор відомих вхідних впливів (у тому 
числі сигналів керування);      – вектор випадкових вхідних впливів; 
                – матриця коефіцієнтів, що утворені з відповідних коефіцієнтів 
диференціальних рівнянь першого порядку, що описують динаміку системи. 
Допускається, що зазначені коефіцієнти можуть змінюватися в часі за відомим 
законом. 
Для того щоб до рівнянь (5.7) можна було застосувати алгоритм 
оптимального фільтра Калмана (ОФК) у його стандартному вигляді , необхідно 
щоб компонентами вектора W(t) випадкових вхідних впливів були випадкові 
процеси типу білого шуму [60]-[62]. Однак на практиці випадкові впливи 
найчастіше є кольоровими шумами, зокрема,  мають спектральну щільність, що 
змінюється залежно від частоти. Для опису таких випадкових процесів 
використовують рівняння так званих «формуючих фільтрів», що дозволяють із 
білого шуму одержати випадковий процес із заданим видом спектральної 
щільності (або кореляційної функції). Таким чином, якщо збурення для 
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досліджуваного давача є випадковими із спектральною щільністю, відмінною від 
спектральної щільності білого шуму, то рівняння динаміки такого давача завжди 
можна звести до вигляду (5.7), де компонентами вектора      є випадкові 
процеси типу білого шуму, якщо до власних рівнянь руху давача додати рівняння 
формуючих фільтрів. При цьому вектор стану      буде розширений за рахунок 
додавання до змінних      , що описують динаміку давача, додаткових змінних, 
які описують формуючі фільтри. 
Як правило, безпосередньому вимірюванню доступна тільки частина змінних 
      або їх лінійних комбінацій. Вектор вимірів      відображає, які змінні стану 
вимірюються. Тоді з урахуванням можливих перешкод: 
                    (5.8) 
де      – матриця зв'язку      і     ;      – вектори випадкових шумів 
вимірювання. 
Оптимальний фільтр Калмана виконує роль спостерігача похибок БІНС та 
дрейфів інерціальних вимірювачів, а також фільтру шумів вимірювання довготи, 
широти, висоти, проекцій швидкостей вимірюваних приймачем СНС, магнітного 
курсу та кутів тангажу й крену вимірюваних ДОГ. Для його реалізації необхідно 
інтегрувати диференційні рівняння Ріккаті [5], [54]: 
                                     (5.9) 
а також рівняння спостерігача: 
                              (5.10) 
де             - матричний оптимальний коефіцієнт спостерігача, який 
обирається таким чином, щоб помила оцінки                 була 
мінімальною;     - оцінка вектору стану системи;   - коваріаційна матриця похибок 
оцінювання вектору стану;     - матриці інтенсивностей білих збурень   та 
шумів вимірювання відповідно.  
На рис. 5.2 наведено структурну схему обробки вхідних вимірювань за 




Рис. 5.2. Структурна схема обробки вхідних вимірювань за допомогою ОФК 
 
Для складання рівнянь спостерігача необхідно визначити матриці 
               процесу спостереження. Вони складаються із коефіцієнтів рівнянь 
похибок БІНС та випадкових похибок вимірювачів. Рівняння для похибок БІНС 
можна отримати варіюючи виразів для лінійної швидкості (5.4) і матриці 
направляючих косинусів (5.2) із урахуванням віднімання із сигналів гіроскопа та 
акселерометра оцінок повільномінливих складових їх випадкових похибок 
               , отриманих на виході спостерігача [50], [62]: 
    
   
    
 
  
       
    
    
   
          
 
    
           
 
       
           
    
         
 
    
    
    
   
        
        
        
   
   
   
   
    
           
           
            
 
  
      
      
      
   
 
    
    
    
    
           
           
            
    
                     
                    
    












             









   
     
    
           
  
    
   
 
  
    
           
  
    
   
 
     
    
            
  
    








де    - радіус Землі;               - шуми виміру датчиків кутових швидкостей 
та акселерометрів;                      - сигнали зворотнього зв'язку з виходу 
ОФК, що демфують коливання БІНС;                      - похибки 
вимірювання широти, довготи, висоти та швидкості об'єкту;              кути, 
що описують неточність положення ГСТ визначеного за допомогою БІНС (рис. 
5.3). 
 
Рис. 5.3. Взаємне положення обчисленого            та істенного         географічних 
тригранників 
 
             
    
        
        
        
   (5.12) 
де       - матриця направляючих косинусів обчислена в БІНС. 
    
    
     
     
     
        
   
    
 
   
 
    
 
    
    
    
 





Повільномінливі складові випадкових похибок датчику кутових швидкостей 
            та акселерометру             врахуємо як експоненційно 
корельовані процеси: 
         
                    
         
                    
(5.13) 
де    ,     - інтервали кореляції відповідних випадкових процесів;                - 
породжуючі білі шуми. 
В наведених рівняннях похибок БІНС (5.11) з метою спрощення не було 
враховано еліптичність Землі, оскільки використання виразів (5.6) дуже 
ускладнює вирази (5.11). Також не було включено прискорення Коріоліса від 
обертання Землі. Оскільки моделювання робот КСОН не виявило суттєвих 
відмінностей по точності в залежності від вибору моделі Землі.  
Як вже було зазначено у векторно-матричній формі рівняння похибок БІНС 
(5.11) мають вигляд (5.7). В цьому виразі вектор стану похибок     , вектор 
випадкових збурень      та вектор керування      задамо наступними 
параметрами: 
    
                                                     
 
  
                                                      
 
  




Матрицю стану      і матриці коефіцієнтів при вхідних впливах            
зручно записувати у блочному вигляді (3×3): 






         
       
           
       











    
    
    
    





  (5.15) 
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   одинична матриця. 
У рівнянні виміру вектора стану КСОН (5.8) матриця зв'язку     , вектор 
вимірів      та вектор випадкових шумів вимірювання      мають вигляд: 
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(5.16) 
У матрицях (5.16) індексами «БІНС»,«СНС»,«ДОГ» та «М» позначені 
виміряні відповідним засобом параметри руху та шуми приймача СНС, ДОГ та 
магнітометру (літерами  );                        - шуми ДОГ і магнітометру 
відповідно. Елементи          - це елементи матриці    (5.12), обчислені по 
формулі: 
               
    (5.17) 
де    - матриця направляючих косинусів обчислена по інформації від ДОГ та 
магнітометра. 
Також для визначення доцільності використання ДОГ у складі КСОН 
розглянемо роботу КСОН без включення ДОГ. Для такої системи матриці з 













          
          
          
            
            
            

















        
        
        
          
          
          
















     
     
     
      
      
      







  (5.18) 
Оцінені за допомогою ОФК (5.10) похибки визначення навігаційних параметрів 
віднімаються від показань БІНС, в результаті чого на виході КСОН отримуємо 
більш точну інформацію про координати місця, лінійних та кутових швидкостях 
та кутах орієнтації об'єкту (рис. 5.4): 
                 
                 
                 
                      
                      
                      
            
   
   
  
            
   
   
  
                 
             
  
      
 
         
        
         
        
       
       
        




   
 
        
       
        
   
       
       
        
   
(5.19) 
де             - кутові швидкості об'єкту, вимірювані гіроскопами;             - 
уявні прискорення, що вимірювані акселерометрами.  
  
 
Рис. 5.4. Структурна схема розроблюваної КСОН 
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Похибка визначення параметрів руху ЛА за допомогою описаної КСОН є 
похибками фільтру Калмана (у штатному режимі роботи КСОН). Тому дисперсії 
цих похибок можна знайти, інтегруючи рівняння Ріккаті (5.9) [63]. При такій 
структурі КСОН вони залежать від матриць          , тобто від вибору датчиків 
первинної інформації. 
 
5.2.1. Моделі похибок СНС і магнітометру 
 
У виразах (5.16), (5.18) елементами матриць із індексом «СНС» визначені 
вимірювані параметри руху, а також похибки СНС-приймача 
(                                      ). Оскільки СНС несе відповідальне 
завдання по корекціїї більшої частини показань БІНС, то при виконанні 
комплексування важливо правильно задати модель можливих її похибок у 
алгоритм роботи системи. 
Похибка визначення навігаційних параметрів СНС - приймачем складається 
з багатьох складових, серед яких можна виділити наступні [64], [65]: 
- іоносферні викривлення сигналу виникає у верхніх шарах атмосфери із-за 
затримки радіосигналу, який проходить від супутника до приймача при наявності 
у цьому шарі атмосфери вільних електронів, від кількості яких залежить величина 
затримки; 
- тропосферне викривлення сигналу виникає у нижньому шарі атмосфери, 
із-за збільшення часу проходження радіосигналу обумовлене кутовим 
викривленням поширення радіохвиль і залежить від температури, вологості і 
тиску повітря; 
-  вплив багатопроменевості поширення сигналу СНС; 
- геометричний фактор зниження точності, обумовлений невигідним 
поточним розташуванням навігаційних супутників на орбіті, при якому рівень 
помилок у вимірі псевдодальностей призводить до великих похибок у визначенні 
положення та часу приймача СНС; 
- апаратні похибки навігаційних супутників і приймача СНС. 
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Таким чином, при оцінці похибок визначення навігаційних параметрів СНС 
необхідно враховувати велику кількість функціонально залежних факторів, що 
призводить до надмірного ускладнення моделі похибок СНС. Тому враховуючи 
присутність високої шумової складової похибок у інтегрованих навігаційних 
системах частіш за все використовують модель адитивного гаусового білого шуму 
[50], [62], [65]-[67]: 
              
              
              
                  
                  
                  
 
(5.20) 
де                                     - виміряні СНС широта, довгота, вистота 
та компоненти швидкості;                       - випадкові похибки; 
               - істинні значення навігаційних параметрів. 
Приймемо модель похибок визначення навігаційних параметрів СНС (5.20) 
для спрощення подальших досліджень. Однак, необхідно зазначити, що у роботі 
[68] були проведенні випробування базового приймача СНС по визначенню 
величин та характеру його похибок та було зроблено висновок про доцільність 
використання реальних сигналів похибок при проведенні напівнатурного 
моделювання роботи системи із-зі присутності у сигналі СНС суттєвих 
повільномінливих складових, а також нестаціонарності похибок приймача СНС. 
Магнітометр при відсутності впливу сторонніх магнітних полів є досить 
надійним приладом для виміру магнітного курсу рухомого об’єкту [69]. Крім того 
він має високу частоту видачі інформації, що суттєво при побудові системи 
навігації БПЛА. Тому його доцільно використовувати у системі в якості 
вимірювача курсу. Сучасний магнітометр із цифровим виходом видає із часом 
дискретну послідовність вимірів     
          локального магнітного поля   , 
де індексами  - позначено систему координат зв’язану із корпусом магнітометру, 
  – навігаційну систему координат, а    порядковий номер виміру. Матриця 
переходу   
   від навігаційної системи координат до системи координат зв’язаної 
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із корпусом датчика  визначає вимірюване локальне магнітне поле   
  на  -ому 
вимірюванні за законом: 
  
    
     (5.21) 
У ідеальному випадку сукупність вимірів      
  
   
 
    
     
 . Однак 
магнітометр, як і будь-яка вимірювальна система, визначає значення курсу із 
деякою похибкою. 
До складу моделі похибки тривісного магнітометра входять: 
інструментальні похибки магнітометру та девіація, що викликана впливом 
некомпенсованих сторонніх магнітних полів об’єкта, на якому встановлено 
магнітометр. 
До інструментальних похибок датчика відносять, похибки викликані: 
- не ортогональністю вимірювальних вісей магнітометрі, матриця    ; 
- наявністю зсуву нуля,    ; 
- різницею у магнітній чутливості 3-х вимірювальних вісей, матриця    ; 
- наявністю шуму у показаннях датчика, який можна прийняти у вигляді 
Гасового білого шуму,   . 
Вплив додаткових сторонніх магнітних полів частіш за все розглядають у їх 
сталому випадку, тобто приймають їх постійно діючими та жорстко 
прикріпленими до сенсора. Це припущення обумовлене способом кріплення 
датчику на рухомому об’єкті.  
Феромагнітні властивості матеріалів, з яких побудовано корпус та системи 
ЛА можуть призвести, до так званих, викривлень твердого та м’якого заліза. 
Викривлення твердого заліза по своїй природі є адитивним явищем, що 
викликається елементами конструкції, виконаними  із магнітних матеріалів. У 
свою чергу викривлення м’якого заліза відбувається за рахунок елементів 
конструкції, що не мають власного магнітного поля, однак можуть викривлювати 
вже існуюче, впливаючи як на його амплітуду так і на орієнтацію. Джерелами 
такого викривлення можуть стати, наприклад, елементи конструкції виконані із 
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пермалоя, нікелю та ін. Позначимо через     - вектор, що представляє 
викривлення твердого заліза, а матрицею     - викривлення м’якого заліза.  
Таким чином можна записати модель похибки магнітометру у наступному 
вигляді: 
    
              
              (5.22) 
Слід зазначити, що у моделі (5.22) було прийнята лінійна залежність між 
полем, що породжується викривленням м’якого заліза та зовнішнім магнітним 
полем, оскільки тут розглядаються малі магнітні поля. 
Цю модель також можна ще доповнити похибками, що можуть вносити 
варіації магнітного поля та температурні коливання навколишнього середовища. 
Однак урахування усіх компонент зазначеної модель похибки магнітометра може 
внести складності у подальші розрахунки, а також призвести до додаткових 
навантажень на бортовий обчислювач і час обробки і видачі навігаційної 
інформації, тому для спрощення, а також з урахуванням, що у моделі наявна 
шумова складова приймемо похибку вимірювання магнітометра в якості 





5.3. Висновки до розділу 5 
 
При вирішенні задачі формування системи орієнтації та навігації для 
безпілотного літального апарату, яка призначена для визначення поточних 
координат об’єкту та його повної кутової орієнтації в заданій системі координат 
було розроблене схемотехніне рішення побудови та визначено мінімально 
необхідний склад датчиків первинної інформації для формування комплексованої 
системи орієнтації та навігації. Також зроблено висновок про необхідність 
доповнення такої системи корекцією від додаткових засобів визначення 
орієнтації, зокрема запропоновано ввести у систему розроблений у представленій 
роботі датчик оптичного горизонту. Таким чином прийнято рішення, що до 
складу розроблюваної системи орієнтації та навігації повинні входити наступні 
датчики: тривісний датчик кутової швидкості та тривісний акселерометр, для 
формування БІНС, а також СНС, магнітометр та датчик оптичного горизонту, для 
корекції показань БІНС.  
Розглянуто алгоритми роботи слабкозв’язаної комплексованої системи 
навігації та орієнтації із використанням оптимального спостерігача, а саме 
алгоритм визначення параметрів орієнтації об'єкту, алгоритм визначення 
навігаційних параметрів руху та алгоритм оптимального фільтра Калмана (ОФК). 
Побудована загальна структурна схема роботи розроблюваної КСОН. 





РОЗДІЛ 6. НАПІВНАТУРНЕ МОДЕЛЮВАННЯ ТА 
ЕКСПЕРИМЕНТАЛЬНЕ ДОСЛІДЖЕННЯ КОМПЛЕКСОВАНОЇ 
СИСТЕМИ НАВІГАЦІЇ ТА ОРІЄНТАЦІЇ ЛІТАЛЬНОГО АПАРАТУ З 
ДАТЧИКОМ ОПТИЧНОГО ГОРИЗОНТУ 
  
6.1. Вихідні дані для проведення розрахунків та моделювання 
 
Розглянемо використання ДОГ у складі слабкозв'язаної комплексованої 
системи навігації та орієнтації (КСОН) БПЛА, в яку також входять трьохвісних 
інерціальний вимірювальний модуль, приймач супутникової навігаційної системи 
та магнітометричний датчик курсу. При цьому будемо вважати, що ця система 
здатна забезпечити мінімальні вимоги до точності визначення кутового 
положення ЛА і без використання ДОГ. 
 
Доцільність комплексування 
Слабкозв'язана схема комплексування перерахованих вимірювачів 
будується по алгоритму лінійного оптимального спостерігача п'ятнадцятого 
порядку. Його реалізація передбачає інтегрування матричного рівняння 
спостерігача (15 змінних) і матричного рівняння Ріккати (225 змінних). Вектор 
вимірювання базової навігаційної системи (без використання ДОГ) включає 7 
змінних: похибки визначення координат положення, проекцій швидкості і кута 
курсу. При використанні ДОГ як безпосереднього вимірювача кутів тангажа і 
крену у складі КСОН до вектору виміру додадуться ще дві компоненти. 
Відповідно коефіцієнт підсилення спостерігача збільшиться на 2 стовбці, а 
матриця виміру - на 2 рядки. Це призведе до необхідності виконання додатково 
декількох операцій множення на кожній ітерації. Отже, використання ДОГ у 
складі КСОН не вимагатиме значного збільшення продуктивності бортового 
обчислювача у порівнянні з окремим використанням датчика горизонту для 
визначення кутів тангажа і крену і базовою КСОН для визначення решти 
параметрів руху. Тоді, за наявності  обчислювача достатньої потужності, що 
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здатний забезпечити виконання усіх необхідних обчислень для базової КСОН і 
алгоритму орієнтації по відеозображенню, розширення вектора вимірювання 
може стати доцільним навіть й у випадку невеликого підвищення точності 
загальної системи у порівнянні із точністю самого ДОГ. 
Проте використання ДОГ в якості додаткового засобу визначення орієнтації 
призводить до ускладнення системи, а значить і до зниження її надійності, а 
реалізація описаного вище алгоритму обробки зображень вимагає істотних витрат 
ресурсів обчислювача. Тому постає нагальна потреба у дослідженні ефективності 
введення ДОГ у базову КСОН, а також визначенні при якому рівні точності 
інерціальних датчиків його ефективність буде максимальною. На початковому 
етапі відповіді на ці питання може дати напівнатурне моделювання цілої системи. 
 
6.2. Напівнатурне моделювання 
 
Напівнатурне моделювання проводиться із використанням 
експериментальних даних, які були отримані при випробуванні реальних 
датчиків. Так помилки вимірювання ДОГ були отримані у розділі 3 в результаті 
експериментів, що імітують його роботу в умовах гарної погоди на великій 
висоті.  Вони являють собою білі шуми із середньоквадратичним відхиленням 
(СКВ)  0,17 - кут тангажу і 0,22 - кут крену. При менш сприятливих умовах 
роботи датчика горизонту (на малій висоті, гірського рельєфу, вібрацій) його 
точність буде нижчою. 
З метою з'ясування доцільності використання датчика оптичного горизонту 
у системі порівняємо СКВ похибок: 
- датчика оптичного горизонту; 
- базової системи без ДОГ; 
- комплексованої системи, що використовує ДОГ для вимірювання кутів 
крену і тангажа.  
Для цього необхідно вирішувати рівняння Ріккати для спостерігача. 
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Деякі з результатів таких обчислень наведені в таблиці 6.1 [70]-[73], а на 
рис. 6.1 представлено діаграму, яка відображає  рівні підвищення точності 
визначення кутів орієнтації (на прикладі канала тангажу) при введенні у систему 
ДОГ для комбінацій датчиків різної точності. 
 



















































СКВ похибки  КСОН з 
ДОГ, рад 
Відношення до СКВ 








метра, м/с2  
ДКШ, 
/год 
крен тангаж  крен тангаж тангаж тангаж 
1 0,024 381 0,22 0,17 0,0032 0,0019 0,0017 1,83 1,75 
2 0,024 700 0,22 0,17 0,0049 0,0034 0,0031 1,6 0,96 
3 0,24 381 0,22 0,17 0,024 0,0023 0,0019 12,5 1,6 
4 0,004 0,12 0,22 0,17 4110-5 1410-5 1210-5 3,34 24,7 
5 0,0001 0,12 0,22 0,17 1,8510-5 1,8410-5 1,8410-5 1,01 160 
6 0,24 2000 1 1 0,025 0,0083 0,0083 3,05 2,1 
7 0,004 0,12 1 1 0,0004 2710-5 2710-5 1,5 65 
98 
 
Як видно із таблиці 6.1 та діаграми (рис. 6.1), для деяких конфігурацій 
систем орієнтації включення до їх  складу ДОГ дозволяє зменшити СКВ похибки 
більш ніж у 10 разів. Навіть у випадку, коли базова КСОН визначає кути набагато 
точніше а ніж ДОГ, спільна обробка може підвищити точність у 3 рази (п. № 4). 
Однак для деяких конфігурацій (п.п. № 2, 5) комплексування менш ефективне. 
Визначимо граничні рівні похибки первинних вимірювачів системи орієнтації, 
при яких доцільно слабкозв’язане комплексування із ДОГ.  
Аналіз даних таблиці показує, що для більш грубих датчиків кутових 
швидкостей використання ДОГ у складі КСОН менш вигідне у порівнянні із 
використанням ДОГ окремо. При цьому найбільший вплив має шуми 
вимірювачів. Якщо середньоквадратичне відхилення помилки датчиків кутових 
швидкостей перевищує 650 /ч (п.п. № 2, 6), інформація отримана  лише від ДОГ 
буде більш точною, ніж від комплексованої системи. Для більш точних ДКШ 
спільна оцінка параметрів орієнтації краща, ніж оцінка від ДОГ окремо, навіть 
якщо в системі застосовуються найгрубіші акселерометри. 
При підвищенні точності акселерометрів відношення середньоквадратичних 
відхилень помилок базової системи і комплексованої системи з ДОГ 
збільшується. Якщо точність блоку акселерометрів, як інклінометра, набагато 
вище точності ДОГ, зазначені СКО стають майже рівними між собою. Для 
поліпшення точності на 33%, акселерометри базової системи повинні мати СКО 
помилки більш 0,00065 м/с2.   
В представленій комплексованій системі помилки СНС на точність 
визначення кутів крену і тангажу не впливають. Чисельні значення таблиці і 
результати імітаційного моделювання отримані при значеннях СКО помилок 
вимірювання координат і швидкостей за допомогою СНС 10 м і 0,1 м/с 
відповідно. 
Для описаного у п. № 1 таблиці 6.1 складу вимірювачів було виконано 
розрахунок дисперсій похибок оцінювання, а також імітаційне моделювання 
роботи комплексованої системи навігації та орієнтації (рис.6.2-6.6). Так на рис. 
6.2 наведені похибки оцінювання КСОН широти, довготи і висоти об’єкту, на рис. 
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6.3 - похибки оцінювання КСОН північної, східної та вертикальної складові 
лінійної швидкості об’єкту, на рис. 6.4 - похибки оцінювання КСОН 
повільномінливих складових випадкових похибок акселерометру по трьом вісям, 
на рис. 6.5 - похибки оцінювання КСОН повільномінливих складових випадкових 
похибок ДКШ по трьом вісям. 
 
   

















































   






  Час, с 
Рис. 6.2. Результати імітаційного моделювання КСОН при визначенні навігаційних координат 
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  Час, с 
Рис. 6.4. Результати імітаційного моделювання КСОН по оцінці повільномінливих складових 
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  Час, с 
Рис. 6.5. Результати імітаційного моделювання КСОН по оцінці повільномінливих складових 
випадкових похибок ДКШ 
 
Що стосується визначення орієнтації КСОН то на рисунку 6.6 наведені 
похибки оцінювання кутів крену, тангажу і рискання із введенням у базову КСОН 




























































































  Час, с 
    б 
Рис. 6.6. Результати імітаційного моделювання КСОН без використання ДОГ (а) та із 
використанням ДОГ (б) по кутам тангажу, крену та рискання відповідно 
 
Також з рис. 6.6, а  видно, що похибка визначення кутів є зміщеною. Це 
пов’язано із наявністю нестійких зміщень нульових сигналів інерціальних 
вимірювачів, які обумовлені їх неповторюваностю у кожному запуску або 
неточністю калібрування. Результати моделювання (рис. 6.6, б) свідчать про 
зниження цього зміщення приблизно у п’ять разів при використанні інформації 
від ДОГ. Для інших характеристик первинних вимірювачів очікується ще більш 
суттєве зменшення середнього значення похибки. Такого зниження можна 
досягти, якщо ДОГ виставлено у відповідності із горизонтом в результаті 
калібровочного польоту за допомогою еталонної, більш точної системи орієнтації.  
Таким чином, спираючись на результати моделювання можна зробити 
висновки про те, що точність ДОГ, яка за певних умов може сягати точності у 
декілька десятих градуса можна підвищити шляхом комплексування навіть із 
інерціальними вимірювачами невисокої точності (СКВ похибки ДУС у запуску до 
650/ч). Також визначено, що датчик оптичного горизонту із такою точністю 
доцільно використовувати у складі КСОН сумісно з акселерометрами, в яких 
похибка у запуску має СКВ не менш 6510-5 м/с2. Для багатьох конфігурацій 
системи  комплексування дозволяє зменшити СКВ похибки визначення кутів 
більш ніж у 3 рази. 
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Крім того, важливою перевагою введення ДОГ у склад системи навігації та 
орієнтації є можливість багаторазового зниження зміщення похибок визначення 
кутів при наявності суттєвої неповторюваності нульових сигналів акселерометрів 
та гіроскопів у кожному запуску. 
У заключенні необхідно відмітити, що сумісна обробка інформації від ДОГ 
та датчиків інерційно-супутникової системи навігації та орієнтації може бути 
доцільна для широкого класу інерціальних вимірювачів низької та середньої 
точності. При цьому похибки ДОГ в умовах реального польоту можуть 
перевищувати значення, що булі отримані у цій роботі. В такому випадку клас 
інерціальних вимірювачів, придатних для комплексування із ДОГ,  зміщуються у 
бік більш низької точності і охоплює найбільш грубі серед тих, що 







6.4. Висновки до розділу 6 
 
Розроблений датчик оптичного горизонту при сприятливих умовах може 
сягати точності у декілька десятих градуса. Цю точність можна підвищити 
шляхом комплексування навіть із інерціальними вимірювачами невисокої 
точності - СКВ похибки гіроскопів у запуску не повинно перевищувати 650/ч. 
Також визначено, що датчик оптичного горизонту із такою точністю 
доцільно використовувати у складі КСОН сумісно з акселерометрами, в яких 
похибка у запуску має СКВ не менш 6510-5 м/с2. Для багатьох конфігурацій 
системи  комплексування дозволяє зменшити СКВ похибки визначення кутів 
більш ніж у 3 рази. 
Важливою перевагою введення ДОГ у склад системи навігації та орієнтації 
є можливість багаторазового зниження зміщення похибок визначення кутів при 
наявності суттєвої неповторюваності нульових сигналів акселерометрів та 
гіроскопів у кожному запуску. 
Сумісна обробка інформації від ДОГ та датчиків інерційно-супутникової 
системи навігації та орієнтації може бути доцільна для широкого класу 
інерціальних вимірювачів низької та середньої точності. При цьому похибки ДОГ 
в умовах реального польоту можуть перевищувати значення, що булі отримані у 
цій роботі. В такому випадку клас інерціальних вимірювачів, придатних для 
комплексування із ДОГ,  зміщуються у бік більш низької точності і охоплює 
найбільш грубі серед тих, що використовуються на сучасних БПЛА датчики, а 







Проведені у дисертаційній роботі дослідження дозволили отримати 
наступні результати:  
1. Розроблено датчик оптичного горизонту, який складається з бортової 
камери та побудованому на базі теорій машинного зору та розпізнавання образів 
алгоритму визначення поточних кутів крену та тангажу по наперед визначеній 
лінії горизонту, що закладений у бортовий обчислювач. Показано, що ДОГ 
здатний визначати кути крену і тангажу у реальному масштабі часу і має рівень 
похибок ≤0,5° по обох кутах орієнтації, а також на відміну від існуючих моделей 
не потребує додаткових фінансових витрат.  
2. Розроблено оптичну систему визначення відстані до перешкоди для 
малих маневрених БПЛА на основі алгоритму визначення зсуву між 
зображеннями  отриманих в деякий момент часу двома відеокамерами, які 
розташовані на борту ЛА. В основу алгоритму покладено кореляційно-
екстремальне порівняння двох зображень. ОСВВ дає можливість підвищити 
безпеку польоту ЛА у мінливому оточуючому середовищі.  
3. Розроблено комплексовану систему орієнтації та навігації, яка включає   
тривісний датчик кутової швидкості та тривісний акселерометр, для формування 
БІНС, а також СНС та магнітометр, для корекції показань БІНС, яка за умови 
розширення системи за рахунок ДОГ дозволяє підвищити точність загальної 
системи. При чому визначено, що точність КСОН, побудованої на інерціальних 
вимірювачах невисокої точності (СКВ похибки ДКШ у запуску не повинно 
перевищувати 650°/год) можна значно підвищити шляхом комплексування із 
ДОГ. Також визначено, що датчик оптичного горизонту з точністю визначення 
кутів орієнтації ≤0,5° доцільно використовувати у складі КСОН сумісно з 
акселерометрами, в яких похибка у запуску має СКВ не менш 65·10-5 м/с2. Крім 
того для широкого класу інерціальних вимірювачів різної точності системи 
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комплексування дозволяє зменшити СКВ похибки визначення кутів більш ніж у 3 
рази. Також важливою перевагою введення ДОГ у склад системи навігації та 
орієнтації є можливість значного зменшення зміщення похибок визначення кутів 
при наявності суттєвої неповторюваності нульових сигналів чутливих елементів 
від запуску до запуску.  
5. Отримані в роботі результати показали, що використання оптичної 
інформації у системі орієнтації та навігації побудованої на базі МЕМС датчиків 
дозволяє розширити діапазон МЕМС чутливих елементів, що використовуються 
для побудови системи в область датчиків середньої та низької точності, що 
дозволяє використовувати цю систему у системах керування БПЛА. 
6. Результати дисертаційної роботи застосовані при розробці систем 
орієнтації та навігації безпілотних літальних апаратів в НТУУ «КПІ», а також  
доповідались, обговорювались та одержали позитивну оцінку на науково-
технічних конференціях: І Міжнародна конференція студентів та молодих вчених 
«Інтелект, інтеграція, надійність», Київ 2008 р., VIII Міжнародна науково-
технічна конференція «Гіротехнології, навігація, керування рухом та 
конструювання авіаційно-космічної техніки», Київ 2011 р., Ювілейна Науково-
практична конференція, присвячена 50-річчю першого польоту людини в космос 
«Актуальні проблеми розвитку авіаційної техніки», Київ 2011 р., IEEE 2nd 
International Conference Actual Problems of Unmanned Air Vehicles Developments 
Proceedings (APUAVD), Kиїв 2013 р., IEEE 3rd International Conference on Methods 
and Systems of Navigation and Motion Control (MSNMC), Київ  2014 р., Х 
Міжнародна науково-технічна конференція «Гіротехнології, навігація, керування 
рухом та конструювання авіаційно-космічної техніки», Київ 2015 р., Лабораторія 
Комп’ютерного Зору та Розпізнавання Образів (MVPR) Лаппеенрантського 
Технічного Університету (LUT), Лаппеенранта (Фінляндія) 2015 р., а також на 
науково-технічних семінарах кафедри ПСКЛА НТУУ «КПІ», 2007-2015 рр. Також 
результати були впроваджені у навчальний процес на кафедрі ПСКЛА НТУУ 
«КПИ» та використовувались при виконанні науково-дослідницьких робіт НАЦ 
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КТНП ФАКС. За темою дисертації було опубліковано 12 робіт, 5 публікацій у 
фахових виданнях, що входять до переліку ВАК та виданнях, які включені до 
міжнародних наукометричних баз, а також 1 стаття опублікована у закордонному 
періодичному виданні та 6 тез доповідей на наукових конференціях.    
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