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ABSTRACT 
 
 
About one fifth of the world‟s energy consumption comes from the transportation sector. 
To fully address the problems associated with climate change, pollution, and energy security, the 
transportation sector must transition away from fossil fuel-based energy sources. When coupled 
with clean and renewable energy production technologies such as solar and wind, vehicles 
powered by batteries or hydrogen fuel cells could enable this transition.   
Automobiles powered by Li-ion batteries have already been commercialized on a modest 
scale, but these vehicles suffer from limited range, temperature intolerance, and high production 
costs. The performance of Li-ion batteries must substantially improve to facilitate the widespread 
implementation of electric vehicles. Alternatively, altogether new battery chemistries that 
promise higher energy densities can be employed.  
Chapters 2-6 of this thesis investigate two battery chemistries, the Li-O2 and Mg-ion 
batteries, which have higher theoretical energy densities than current Li-ion batteries. Results 
from a wide variety of analytical techniques underscore some of the largest hurdles hindering the 
commercialization of these devices. Several examples of new materials and operating procedures 
suggest potential directions to pursue to overcome these problems in the future.  
The last three chapters of this thesis investigate fundamental questions that relate to 
hydrogen fuel cells. The sluggish nature of the O2 reduction reaction to water, which occurs at 
fuel cell cathodes, is one of the main obstacles preventing the widespread commercialization of 
these devices. Despite many decades of research, precise mechanistic understanding of this 
important reaction remains elusive, thereby obfuscating rational catalyst design. This work 
describes the development of a unique electrochemical platform called a hybrid bilayer 
membrane that enables the kinetics of proton transfer to an O2 reduction catalyst to be controlled. 
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The insight gained from this novel approach highlights the subtle interplay between proton 
transfer, electron transfer and bond-breaking events that occurs during O2 reduction, which 
should aid future catalyst development. 
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Every discovery opens a new field for investigation of facts,  
shows us the imperfection of our theories.  
The greater the circle of light,  
the greater the boundary of darkness by which it is surrounded. 
Sir Humphrey David 
1840 
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CHAPTER 1: INTRODUCTION 
 
 
1.1. Energy Production and Storage 
The global production and storage of clean and renewable sources of energy is one of the 
largest challenges facing mankind in the twenty-first century. Currently, the majority of energy 
used for industrial, commercial, residential, and transportation purposes is produced from 
nonrenewable sources such as coal, oil, and natural gas.
1
 These carbon-based energy sources are 
not only dwindling in supply, but their combustion results in the emission of greenhouse gasses 
responsible for climate change. Additionally, our reliance on fossil fuels, which are not 
distributed equally throughout the world, fosters geopolitical tensions and issues of domestic 
energy security.
2
 The problems associated with our dependence on carbon-based resources will 
only escalate as the world‟s population and per capita energy consumption rise. 
It is therefore imperative that we rapidly transition our energy economy from one reliant 
on fossil fuels to one liberated by clean and renewable sources. Fortunately, the sun provides an 
environmentally-benign source of renewable energy that far outweighs annual global energy 
consumption.
3
 Harnessing this energy through technologies such as photovoltaic cells and wind 
turbines in an efficient manner that is cost-competitive with fossil fuels remains challenging. 
Nonetheless, the implementation of these renewable forms of energy is expanding rapidly 
worldwide. Since solar and wind power are intermittent energy sources, large-scale energy 
storage systems must be developed to match the generation of electricity with demand.
4
  
Although there are many possible solutions to the problem of energy storage, pump 
hydroelectric storage is the only currently utilized energy storage technology practiced on a large 
scale.
5
 However, the extent of hydroelectric storage is limited by the availability of suitable sites 
for dam construction, and the majority of attractive dam sites are already in use. Dams also 
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impact aquatic ecosystems negatively.
6
 Most other energy storage technologies such as 
compressed air, flywheels, and capacitors, are currently far too expensive or impractical to be 
widely implemented.
7
  
The use of large-scale batteries may be an economically feasible way to alleviate the 
energy storage problem in the near future. In fact, lead-acid batteries are already routinely used 
to level out fluctuations in the electric grid and as backup systems for electrical substations.
8
 
Several different battery chemistries such as vanadium redox flow batteries and Na-S batteries 
are currently being explored as suitable grid-storage devices.
9
 
Batteries may also help overcome another set of problems associated with solar and wind 
power. In addition to the problem of their intermittency, these renewable sources of energy offer 
neither the power nor energy densities necessary for transportation applications. Li-ion batteries, 
which dominate the market for portable electronic devices, are now beginning to be used in 
electric vehicles.
10
 These batteries offer the highest gravimetric and volumetric energy densities 
of any commercially-available battery and operate with high charge-discharge efficiency for 
thousands of cycles. However, Li-ion batteries are currently too expensive ($400/kWh) to 
replace gasoline in automobiles on a large scale.
11
 Most analysts agree that the price of Li-ion 
batteries needs to drop below $100/kWh to enable widespread electrification of the 
transportation sector. Advances in Li-ion battery chemistry and engineering may enable this 
requisite price decrease in the coming years.  
Other battery chemistries such as Li-S, Li-O2, and Mg-ion may offer better performance 
for less cost than Li-ion batteries in the future, but these technologies are still deep in the 
research and development stage.
12
 Chapters 2-3 and 4-5 in this thesis describe my work studying 
Li-O2 and Mg-ion batteries, respectively. 
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1.2. Li-O2 Batteries 
The Li-O2 battery possesses a very high theoretical gravimetric energy density which 
rivals that of gasoline.
13
 As a result, many people envision that Li-O2-powered automobiles may 
ultimately replace vehicles that are traditionally fueled by gasoline. Despite its promise, Li-O2 
battery research is still in its infancy, and there are a myriad of challenges that must be overcome 
if this new battery is ever to be utilized in the transportation sector. 
 A typical Li-O2 cell consists of a Li metal anode, O2 (which could come from air) 
cathode, and a Li salt dissolved in an aprotic solvent system.
14
 The chemistry of the Li-O2 battery 
is not entirely understood, but it is generally thought that upon discharge, Li metal and O2 react 
to form deposits of Li2O2 on the cathode. Upon charging the battery, the Li2O2 decomposes back 
into Li metal and O2 gas. Early Li-O2 battery researchers used the carbonate solvents that have 
been successfully implemented in Li-ion batteries.
15
 However, it has now conclusively been 
shown that the carbonate solvents are highly unstable towards Li-O2 chemistry.
16
 
 More recently, ethers and other solvents are being explored as oxidatively stable solvents 
for the Li-O2 battery.
17
 Chapter 2 describes the use of differential electrochemical mass 
spectrometry to quantify the amount of O2 gas produced upon charging a Li-O2 battery in an 
ether-based electrolyte. This in-situ analytical tool is arguably the best way to evaluate the 
reversibility of Li-O2 battery chemistry. Chapter 3 describes the development of a novel organic 
cathode catalyst for these battery systems. 
 
1.3. Mg-ion Batteries 
 Mg-ion batteries are another class of energy storage devices that may one day compete 
with Li-ion batteries. Currently, commercial Li-ion batteries consist of a graphite anode, metal 
oxide cathode, and a Li-salt dissolved in carbonate-based solvents.
18
 During discharge of the 
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battery, Li ions, which have been intercalated into the graphite anode, migrate through the 
electrolyte-separator assembly and intercalate into the metal oxide cathode, which is reduced. 
The reverse process happens during charging of the battery. Common cathode materials used in 
Li-ion batteries are LiCoO2, LeFePO4, and LiMn2O4. Common electrolytes include combinations 
of LiClO4, LiBF4, and LiPF6 salts in mixtures of ethylene carbonate, dimethyl carbonate, and 
diethyl carbonate. Commercial Li-ion batteries frequently have cycle lives greater than 1,000 and 
possess Coulombic and gravimetric efficiencies over 99.999%.  
 Mg-ion batteries have three potential advantages over currently used Li-ion batteries.
19
 
First, they have a higher theoretical volumetric energy density than Li-ion batteries because of 
the divalent nature of Mg. Secondly, unlike Li, there is some evidence that suggests it may be 
feasible to construct a Mg-ion battery using a Mg metal anode. Using a Mg anode would be 
advantageous due to its high theoretical gravimetric (2205 mAh/g) and volumetric (3833 
mAh/cm
3
) energy densities. By comparison, a Li metal anode has an even higher gravimetric 
energy density (3862 mAh/g), but a lower volumetric energy density (2046 mAh/cm
3
). The 
graphite anodes used in Li-ion batteries have both lower theoretical gravimetric (372 mAh/g) and 
volumetric (760 mAh/cm
3
) energy densities. However, despite decades of research, rechargeable 
batteries utilizing Li metal have not been successful commercially due to safety problems 
associated with Li metal dendrites formed during cycling.
20
 Unlike Li metal, repeated deposition 
and dissolution of Mg metal can be achieved without canonical dendrite formation.
21
 The last 
important possible advantage of Mg-ion batteries is that Mg is much more abundant in the 
Earth‟s crust than Li.22 However, this factor will likely only become meaningful if the production 
of batteries skyrockets thousands of times higher than current rates. Presently, the most 
expensive element in Li-ion batteries is the metal used in the cathode (typically Co), not the Li 
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itself.
23
 At least for the next century, Li reserves are probably large enough to make the extra 
abundance of Mg a moot issue.   
 Several scientific and engineering problems have hindered the development of Mg-ion 
batteries. The main problems are that Mg metal deposition is nontrivial, functional electrolytes 
are typically reactive and pyrophoric, and Mg-ion intercalation at the cathode is too slow and not 
fully reversible.
24
 In 2000, Aurbach and coworkers developed the first Mg-ion battery that 
demonstrated modest performance.
25
 The battery consisted of a Mg metal cathode, 
Mg(AlCl2EtBu)2 in THF electrolyte, and a Mo6S8 Chevrel-phase cathode. However, the batteries 
they developed only cycled at relatively slow rates due to sluggish chemistry at both electrodes. 
Additionally, Mg(AlCl2EtBu)2 contains Al-C bonds and as such is extraordinarily reactive, 
making it cumbersome for a potential manufacturer. Furthermore, at the cathode, each Mo6S8 
intercalates a maximum of only two Mg atoms, giving a resulting theoretical gravimetric energy 
density of 129 mAh/g, which is substantially lower than the working energy densities of many 
commercial Li-ion batteries. Furthermore, the battery had a working voltage of only ~1.2 V, 
resulting in overall low power outputs. Despite its drawbacks, the Mg-ion battery presented by 
Aurbach et. al. discharged and charged over 1,000 cycles with little capacity fade. In the fifteen 
years since Aurbach‟s seminal work, no other Mg-ion battery system has come close to 
possessing comparable cycle performance. 
 My work with Mg-ion batteries focuses on understanding the electrochemistry 
underpinning Mg deposition for Mg battery anodes. Chapters 4 and 5 of this thesis compare the 
electrochemistry of Mg deposition and stripping from three Mg-battery electrolytes: EtMgBr, 
Mg(AlCl2EtBu)2, and MgCl2-AlCl3. These electrolytes represent three generations of progress in 
Mg-battery development, and include a simple Grignard reagent, an organohaloaluminate, and an 
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all inorganic system, respectively. Electrochemical measurements coupled with surface and bulk 
analytical techniques elucidate the requirements for reversible Mg deposition and definitively 
establish that voltammetric cycling of the electrolyte significantly alters their composition and 
performance. Chapter 6 explores cation and solvent effects in a broad series of chloride-based 
inorganic systems. 
 
1.4. Hydrogen Fuel Cells 
 As discussed in section 1.1, the large power densities needed for transportation 
applications place severe limits on the types of technologies that can be used to replace the fossil 
fuel-driven internal combustion engine. In addition to batteries, hydrogen fuel cells are another 
class of devices that have been successfully used to power automobiles.
26
  
Before proceeding, I stress that if we truly wish to eradicate the deleterious repercussions 
of climate change, pollution, and energy insecurity, our future energy economy must be clean 
and renewable at every level. A corollary of this goal means that if batteries are to be used to 
electrify the transportation sector, then the electricity used to charge the batteries must be 
generated in a clean and renewable manner. By analogy, if hydrogen fuel cells are to replace 
internal combustion engines, then the H2 must be produced in a clean and renewable manner. 
Currently, the majority of the H2 generated industrially comes from the steam-reforming of CH4, 
a process that generates the greenhouse gas CO2.
27
 A potentially clean way to generate H2 is 
through the electrolysis of water.
28
 If the electricity needed to affect this electrolysis process is 
produced from renewable sources such as solar and wind, then the entire energy cycle would be 
clean and renewable. Some researchers term this paradigm for energy production and 
consumption the solar-hydrogen revolution.
29
 One problem with this vision for our energy future 
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is that currently it is prohibitively expensive to produce H2 via electrolysis even with cheap coal-
based electricity. The development of materials to reduce the cost of electrolytic water splitting 
is a thriving area of research, but since it is beyond the scope of this thesis, I merely direct the 
reader to several reviews on the subject.
30-32 
 Besides the pertinent question of how to produce H2 in an environmentally-benign 
manner, there are two other main hurdles that prevent the large-scale commercialization of fuel 
cells for transportation applications. First, currently, there is no way to store H2 on board a 
vehicle that is safe, compact, and inexpensive.
33
 Secondly, the membrane electrode assemblies 
that make up fuel cells are extremely expensive due to the large amount of Pt catalysts they 
contain.
34
  
 In general, a fuel cell is a device that converts the chemical energy of a fuel and an 
oxidant into electricity.
35
 The two electrodes of the cell are separated by an electrolyte or 
membrane and contain the catalysts required to drive the necessary redox chemistry. The oxidant 
is almost always O2, whereas the fuel can include methanol, ethanol, or formic acid, although H2 
is used mostly commonly. Perhaps the most attractive aspect of fuel cells is that their 
thermodynamic efficiencies are not limited by the Carnot cycle as is the case with combustion 
engines. Instead, fuel cell efficiency is directly related to the overpotential, the difference 
between the experimental voltage and thermodynamically prescribed voltage, of the half 
reactions at each electrode. 
Whereas burning H2 in an internal combustion engine gives efficiencies ranging from 10-
20%, the thermodynamic efficiency of a hydrogen fuel cell can be greater than 90%.
36
 However, 
in practice such high efficiencies are never achieved. State-of-the-art fuel cells for vehicles have 
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efficiencies near 50%, but this number does not reflect losses that come from making the 
hydrogen nor storing it. 
The most common fuel cell catalyst at both electrodes is Pt. This noble metal along with 
its congeners Ni and Pd facilely oxidize H2 to H
+
 at the anode.
37
 The overpotential for this half 
reaction is typically only 50 mV. In contrast, the O2 reduction reaction (ORR) that occurs at the 
cathode usually has an overpotential of ~300 mV with a Pt-based catalyst.
36
 This large 
overpotential at the cathode results in a substantial loss in efficiency, and thus the development 
of superior O2 reduction catalysts must be addressed before even considering issues of H2 storage 
and production.  
The catalytic four electron reduction of O2 to water is kinetically slow because of the 
strong double bond of O2 that must first be broken, and the numerous proton and electron 
transfer steps involved. Since Pt is the best known catalyst for this reaction, several strategies 
have been investigated to decrease the amount of Pt needed. These methods include the use of Pt 
alloys and core-shell nanostructures.
38-42
  
 
1.5. Non-precious Metal Catalysts for O2 Reduction 
If chemists can develop a highly active and durable O2 reduction catalyst that does not 
require Pt or other precious metals, practical fuel cells will become a reality. One interesting 
strategy to develop novel catalysts for fuel cell cathodes is to draw inspiration from biological 
enzymes that perform the O2 reduction with high fidelity. One of these enzymes, cytochrome c 
oxidase (CcO), is the terminal enzyme in the mitochondrial electron transport chain. CcO is a 
vital component of all aerobic life.
43
 In essence, electrons from the food that we and all any other 
aerobic organisms eat combine in mitochondria via CcO with O2 from the air to generate life-
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giving energy. Intriguingly, the active site of CcO that catalyzes the ORR contains Fe and Cu, 
not Pt. The problem with using a catalyst resembling CcO in fuel cells is that CcO reduces O2 at 
prohibitively high overpotentials, resulting in low efficiencies.
44
 This inefficiency manifests 
itself as heat, which for aerobic organisms, helps maintain body temperatures that are higher than 
that of the surrounding environment. 
Another enzyme that catalyzes the ORR is laccase, which contains three Cu atoms in its 
active site.
45
 Remarkably, laccase performs the ORR with an overpotential of only ~50 mV, 
which is less than even Pt.
46
 As a result, researchers have developed fuel cells using laccase-
decorated electrodes.
47
 However, these devices exhibit low power densities since laccase, like 
CcO and all other enzymes, is extremely large compared to a handful of Pt atoms. 
Designing small-molecule catalysts that mimic the active site of ORR enzymes is a 
plausible way to overcome the problem of the large size of enzymes. In fact, this field of study, 
the search for active and durable small-molecule O2 reduction catalysts that contain Fe and Cu, is 
over fifty years old and began with Jasinki‟s discovery in the 1960s that metal phthalocyanines 
catalyze the ORR.
48
 Since then, many more catalysts have been explored including doped carbon 
nanotubes,
49
 Fe-based catalysts with NH3 as a synthetic precursor,
50
 porphyrins,
51
 and various N-
containing heterocycles.
52
 Despite intensive efforts to develop non-precious metal catalysts for 
the ORR, substantial progress has been hindered by a fundamental lack of understanding of the 
mechanistic details of this important reaction. The Gewirth Group recently discovered that a Cu-
diaminotriazole catalyst is a competent ORR catalyst throughout a wide pH range.
53
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1.6. Mechanistic Insight from Hybrid Bilayer Membranes  
Chapters 7 and 8 of this thesis suggest how an electrochemical platform known as a 
hybrid bilayer membrane (HBM) may give unique mechanistic insight into the O2 reduction 
reaction.
54-55
 It is my hope that this information will aid in the development of superior O2 
reduction catalysts. Chapter 9 describes tangential work probing how anions transport through 
HBMs.   
The ORR is one example of a proton-coupled electron transfer (PCET) reaction. In 
general, these reactions are fundamental to many energy conversion processes in biology and 
chemistry.
56-57
 For example, PCET reactions are central to photosynthesis, respiration, and N2 
fixation in organisms.
58,59
 While Marcus theory has laid a successful foundation for 
understanding electron transfer in inorganic complexes and proteins,
60-62
 a comparable 
theoretical framework accounting for proton transfer in PCET is just beginning to emerge.
63-64
 
To develop a comprehensive understanding of PCET, the thermodynamics and kinetics of both 
electron and proton transfer must be considered.  
Various experimental techniques have been utilized to independently address and tune 
electron and proton transfer rates at the electrode-solution interface.
65
 For example, potentiostatic 
control dictates the thermodynamics of electron transfer to a redox species.
66
 The identity and 
length of a self-assembled monolayer can be used to control the kinetics of electron transfer to a 
covalently-bound species.
67-68
 For proton transfer, the pH of the bulk solution is commonly 
altered to affect the proton thermodynamics in a PCET reaction.
69-71
 However, controlling the 
kinetics of proton transfer remains challenging and has not been accomplished in a 
straightforward and unconvoluted way.  
11 
 
 Currently, proton transfer kinetics in a PCET reaction are controlled by synthesizing a 
series of catalysts with pendant proton relays.
72-74
 Not only can this task be synthetically 
burdensome, but the addition of proton relays frequently alters the redox potential of the catalyst 
due to electronic and steric effects caused by the modified moieties. Chapters 7 and 8 
demonstrate that a HBM is a unique electrochemical platform that can be used to interrogate the 
role of proton kinetics on a PCET catalyst without altering either its molecular structure or the 
contents of the bulk solution.  
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CHAPTER 2: INVESTIGATING THE LITHIUM-OXYGEN BATTERY WITH 
DIFFERENTIAL ELECTROCHEMICAL MASS SPECTROMETRY 
 
Partially reproduced with permission from Barile C. J.; Gewirth A. A. J. Electrochem. Soc. 2013, 
160, A549. Copyright 2013, The Electrochemical Society.   
  
 
2.1. Introduction 
 
 There has been a recent flurry of interest in the secondary non-aqueous Li-O2 battery due 
to its high theoretical gravimetric energy density which exceeds that of a Li-ion battery.
1
 Despite 
its promise, a Li-O2 battery demonstrating good cycleability and high rate capabilities has 
remained elusive. One of the largest hurdles hindering a high performance Li-O2 battery is the 
electrolyte. Traditionally, electrolytes based upon organic carbonates have been used.
2,3
 
However, it is now recognized that these solvent systems undergo extensive decomposition 
during battery cycling.
4,5
 
 More recently, ethers such as 1,2-dimethoxyethane (DME) and tetraethylene glycol 
dimethyl ether (TEGDME) have been explored as oxidatively stable solvents that more readily 
facilitate Li-O2 chemistry.
6,7
 Although there is a consensus that ethers support Li2O2 as a 
discharge product more so than carbonates, there is disagreement over the extent to which 
deleterious side reactions with the solvent or carbon cathode take place over the course of battery 
cycling. Recently, Jung, et al. employed an electrolyte consisting of lithium triflate (LiOTf) and 
TEGDME to achieve unprecedented capacity, discharge rates, and cycle numbers for ether-based 
solvent systems with little indication of adverse side reactions.
8
 This report stands in contrast to 
similar studies using a TEGDME electrolyte with LiPF6 or LiN(SO2CF3)2, which show only 
modest cycleability and evidence of extensive solvent decomposition.
7,9,10
 Possible explanations 
for the superior performance observed by Jung and coworkers include enhanced stability of 
LiOTf over LiPF6, which is known to decompose to HF in the presence of moisture,
11
 or a more 
19 
 
optimized cathode casting procedure.  
 In this report, we evaluate the performance of the Li-O2 battery with a TEGDME and 
LiOTf electrolyte using differential electrochemical mass spectrometry (DEMS). DEMS is a 
powerful characterization technique for Li-O2 batteries that has been extensively used because 
the amount of O2 produced during charge can be quantified.
4,5,10,12–15
 In an ideal Li-O2 battery the 
amount of O2 consumed during discharge should equal that expelled during charge, and if Li2O2 
is the sole discharge product, two electrons should be consumed for every molecule of O2 
produced during charge. DEMS can also detect other gaseous charge products such as CO2 that 
are indicative of solvent decomposition or oxidation of the carbon cathode.
13
 
 Catalysis in the cathode of Li-O2 batteries has also been widely explored as a means of 
improving cycleability and decreasing cell overpotentials. Most work with cathode catalysts has 
been conducted in carbonate solvent systems
16–19 
or DME
12,20
 with various metal and metal 
oxides. Here, we investigate the influence of Au, Pt, Pd, and Cu(II) oxide catalysts in the 
TEGDME-LiOTf electrolyte on Li-O2 battery performance with DEMS. In addition, we test two 
different cathode casting procedures in order to determine if this facet of cell design can help 
settle discrepancies among previous reports utilizing TEGDME. 
 
2.2. Experimental 
Lithium triflate (LiOTf, 99.995%), Li metal (0.75 mm thickness), Au nanopowder 
(diameter <100 nm), Pt nanopowder (diameter <50 nm), Pd nanopowder (diameter <25 nm), 
Cu(II) oxide, N-methylpyrrolidone (NMP), acetone, and TEGDME were purchased from Sigma-
Aldrich. Super P and Super C65 carbons were purchased from Timcal. Nickel (40 mesh, 0.13 
mm wire diameter) was purchased from Fuel Cell Materials. TEGDME was vacuum distilled 
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prior to use, and electrolyte solutions of 1.0 M LiOTf in TEGDME were stored over lithium 
metal in an argon-filled inert atmosphere box.  
 A custom made Li-O2 cell was used for all studies based upon a design by McCloskey et 
al.
4
 The three main parts of the cell are shown in Figure 2.1. The threaded stainless steel anode 
and cathode plungers fit into a Teflon sleeve and are hermetically sealed with ethylene-propylene 
O-rings. The cell stack lies in the gap formed between the two electrode plungers.  
 The cell is assembled in an argon-filled inert atmosphere box kept at < 1 ppm O2.  A 
glass separator (Whatman) soaked in 100 L of electrolyte on top of lithium metal (11 mm 
diameter) is placed on the anode. Next, the cathode, and finally, a nickel mesh current collector 
are added to the cell stack. 
 The cathode is prepared using one of two procedures based on Jung, et al.
8
 or 
Freunberger, et al.
9
 In the former preparation, Super P (24.0 mg), Kynarflex 2801 polyvinylidene 
fluoride (6.0 mg), and (optionally) a catalyst (14.4 mg, 32 wt.%) are sonicated in NMP (600 mg) 
for 1 hour. Afterwards, carbon paper (TGP-H-030, Torray) is coated with this suspension and 
punched into circular electrodes (11 mm diameter). The electrodes are then dried in a vacuum 
oven for 12 hours at 100°C. The resulting loading of Super P, PVDF, and catalyst for each 
electrode is 1.2-1.4 mg. 
 In the alternate preparation, Super C 65 (50 mg), Kynarflex 2801 polyvinylidene fluoride 
(75 mg), and (optionally) a catalyst (60 mg, 32 wt.%) are stirred for 10 hours in acetone (3.8 
mL). The resulting suspension is then cast directly on a clean glass plate using a doctor blade (12 
m casting height), set to dry for 15 min, and punched into circular electrodes (11 mm diameter) 
weighing 1.2-1.4 mg. No carbon paper support is used. 
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 The cathode plunger contains stainless steel gas inlet and outlet tubes (3 mm diameter) 
welded to the cell wall. The ends of these tubes are fitted with brass toggle valves.  The total 
head space of the cell between these two valves is 1.5 cm
3
.  
 Li-O2 cells were galvanostatically investigated using an Autolab PGSTAT 100 
potentiostat/galvanostat. The cells were discharged under 1 atm O2 and charged under 1 atm Ar 
at a rate of 140 mA/g with respect to the total weight of the carbon material (Super P or Super 
C65), PVDF, and catalyst. Discharge tests were performed with a cutoff voltage of 2.2 V or a 
cutoff capacity of 1400 mAh/g. Charge tests were performed without a cutoff voltage and with a 
capacity equal to that of the previous discharge test. The cells were held at open circuit potential 
for about 1 hour after each discharge test.  
 DEMS measurements were performed using a quadruple mass spectrometer equipped 
with a two-stage pumping system (Stanford Research Systems, RGA 200). The cell was 
calibrated to allow for the quantification of gas evolution during charge.  
 The basic schematic for the DEMS setup is outlined in Figure 2.2. The cells were charged 
under 1 atm Ar in order to perform the DEMS measurements, but charging the cells in the 
presence of 1 atm O2 did not significantly alter battery performance. The lines and cell are first 
rigorously purged with Ar and leak-tested using the system‟s mass spectrometer. For a typical 
measurement, the toggle valves on either side of the Li-O2 cell are closed for a 15 minute period 
of battery charging. During this time, gaseous products (O2 and/or CO2) accumulate in the head 
space of the cell. Before a measurement is made, the mass spectrometer‟s pumping system is 
used to reduce the pressure in the transfer line to ~5 mbar. The outlet toggle valve and 
subsequently the inlet toggle valve are opened, transferring the gasses in the cell to the transfer 
line while refilling the cell with Ar in the process. The contents of the transfer line are then 
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transferred to the mass spectrometer, and the cell and transfer line are purged with Ar through 
the three-way vent valve.  
 The mass spectrometer is programmed to measure masses from 20-200 amu in ~2 
seconds. Five sets of measurements are taken over the course of 10 seconds, and the average of 
these measurements is used (typical standard deviations are 3-5%). For this study, all of the mass 
peaks obtained are due to Ar
+
, O2
+
, CO2
+
, or their fragmentation ions. The average area under 
these three parent ion peaks is determined and compared to a calibration curve constructed from 
standard Ar/CO2 and Ar/O2 mixtures produced using a mass flow controller (Omega FMA-
867A-V). In this way, the concentration, and hence the number of moles, of O2 and CO2 in the 
cell head space are extrapolated.  
 Background measurements with the cell filled with pure O2 or pure CO2 are performed in 
order to ensure that the cell purging procedure described above is complete. The collection 
efficiency of all of the gasses in the cell is 38% due to dead space in the mass spectrometer. 
Under these conditions, reactions producing gasses with coulombic efficiencies down to 1-2% 
can be detected. 
 
2.3. Results and Discussion 
 Figure 2.3a shows charge and discharge curves obtained from a Li-O2 battery using a 
TEGDME-LiOTf electrolyte and a cathode without a catalyst prepared using a procedure based 
upon Jung, et al.
8
 The figure shows that the capacity is high on the first cycle but fades rapidly 
by the fifth cycle. This observation is in agreement with a previous study using a TEGDME-
LiPF6 electrolyte performed at a lower current density.
9
 More generally, we observe only modest 
cycleability of the Li-O2 battery using TEGDME-LiOTf regardless of the catalyst or cathode 
23 
 
casting procedure. 
 Figure 2.3b shows DEMS analysis of the charging curve for the first cycle.  O2 was the 
sole gaseous discharge product detected during this cycle. During the first few moments of 
charge, O2 is evolved from the cell at an average rate of ~710 nmol/g-s, which, as determined 
using coulometry from Figure 2.3a, is a rate that is 98% of that expected if Li2O2 is the only 
discharge product and is completely decomposed upon charge (dashed blue line, Figure 2.3b). 
This high efficiency of O2 production corresponds to the early regime of the charging curve 
when the potential rapidly increases from the open circuit potential (compare black dotted line, 
Figure 2.3a to regime 1, Figure 2.3b). After this initial burst, the rate of O2 evolution declines to 
55-75% of that expected while the charging potential plateaus at 4.5-4.6 V for most of the cycle 
(regime 2, Figure 2.3b). Once the nominal capacity of the cell reaches about 500 mAh/g, the rate 
of O2 production further decreases as the charging potential increases to 4.9 V (regime 3, Figure 
2.3b). 
Figures 2.3c and 2.3d show that changes in the derivative of the rate of O2 production 
roughly correlate with changes in the derivative of the potential with respect to charging time. In 
other words, the rate of O2 production is highly sensitive to changes in the cell potential. 
However, this correlation does not hold during the last 200 mAh/g of the charge curve when O2 
production declines rapidly and the charge potential begins to plateau at 4.9 V. This reveals the 
presence of an additional electrochemical process at 4.9 V that does not involve O2 production. 
The change in the charging mechanism near the end of the charge cycle is corroborated by a 
potentiostatic intermittent titration technique recently performed in a TEGDME-LiClO4 
electrolyte.
21
 
 The total integrated O2 generation across the entire first charge cycle amounts to only 
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56% of the value expected for complete Li2O2 formation and decomposition. The less-than-
theoretical amount of O2 produced can be ascribed to discharge side products such as lithium 
formate and lithium acetate that are thought to originate from superoxide attack on TEGDME.
9
 
The finding that less O2 is evolved on charge than is consumed on discharge is consistent with 
the diminished capacity observed upon the second discharge (red dotted line, Figure 2.3a). The 
total O2 production for the second charge cycle is similar (54%, Figure 2.4) to that of the first 
cycle, in accord with the further decreases observed in cell capacity as a function of cycle 
number. 
 Figure 2.5a shows that incorporating Au nanoparticles into the cell cathode significantly 
increases the cycleability of the Li-O2 battery.  DEMS analysis reveals that the total O2 produced 
correspondingly increases relative to the no catalyst case (Figure 2.5b, blue circles, Figure 2.6). 
The total O2 generated during the first and second cycles is 80% and 71% of that expected for 
complete Li2O2 formation and decomposition, respectively. This finding that Au facilitates O2 
production has previously been demonstrated in DMSO,
10
 but not in DME.
12
 Although the 
presence of Au increases O2 production, it also catalyzes solvent or carbon cathode 
decomposition as evidenced by an onset of CO2 evolution once the charging potential rises above 
4.6 V (Figure 2.5b, red circles). 
 In contrast to the Au catalyst, Figure 2.7a demonstrates that the addition of Pt 
nanoparticles to the cell cathode worsens the cycleability of the Li-O2 battery. DEMS 
measurements during the first two charge cycles reveal that the amount of O2 produced by the 
cell is drastically reduced to 26% and 22% (Figures 2.7b and Figure 2.8), reflecting the inferior 
cycleability observed. Although the charge potential of 4.2-4.3 V for the Pt case is significantly 
lower than those for the Au and no catalyst cases, relatively large amounts of CO2 are produced 
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during the second half of the charge cycles, a finding that is consistent with previous DEMS 
studies conducted in DME.
12
 The propensity of Pt to adsorb and react with organic molecules 
suggests that the decreased cell overpotential observed originates from the catalytic 
decomposition of TEGDME, not Li2O2. In general, Au is catalytically less active towards 
organics than is Pt,
22
 and this may explain why less CO2 evolves during charge in the Au case. 
Taken together, these results highlight that an effective oxygen evolution catalyst for the Li-O2 
battery must be highly selective in catalyzing Li2O2 oxidation while remaining inert towards the 
electrolyte and carbon support. 
 Modifying the cathode casting procedure from one based upon Yung et al.
8
 to 
Freunberger et al.
9
 did not significantly alter the trends observed in the cycleability and DEMS 
data. For these cells, DEMS measurements were performed in conjunction with every charging 
cycle. Figures 2.9 and 2.10 show that the O2 and CO2 production levels generally do not vary 
widely as a function of cycle number. For every cycle, the amount of O2 produced is 
significantly less than expected for complete Li2O2 formation upon discharge and Li2O2 
decomposition upon charge.  
 Pd and Cu(II) oxide catalysts were also investigated as catalysts for the Li-O2 battery.  
DEMS analysis of these catalysts demonstrate that they behave similarly to Pt in that they both 
result in relatively high levels of CO2 production and decreased levels of O2 evolution compared 
to the no catalyst case (Figures 2.11-2.14).  
 Complete DEMS data as a function of cycle number can be found in Figures 2.15-2.20. 
 
2.4. Conclusions 
 
 We have demonstrated that the Li-O2 battery with a TEGDME-LiOTf electrolyte displays 
only modest cycleability at a rate of 140 mA/g. Au nanoparticles increase the amount of O2 
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evolved and improve its cycleability, whereas Pt nanoparticles are detrimental to battery 
performance because they catalyze solvent decomposition. Regardless of the catalyst employed, 
the amount of O2 measured upon charge is significantly less than that expected for complete 
Li2O2 formation and decomposition, resulting in rapidly fading capacity during battery cycling. 
These findings suggest that TEGDME is not a suitable solvent for a truly reversible Li-O2 
battery. It is clear that novel electrolytes and catalyst systems are needed to improve the 
performance of the Li-O2 battery.  
 
2.5. Figures 
 
Figure 2.1.Schematics of the three-part Li-O2 cell. 
 
 
Figure 2.2. Schematic of the gas lines used for DEMS.  
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Figure 2.3. (a) Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME in the 
absence of a catalyst at a rate of 140 mA/g using a cathode preparation procedure based upon 
Jung, et al.
8
 (b) DEMS of the first charge. The dashed blue line shows the theoretical value of O2 
production of 725 nmol/g-s for a two electron process, where g is the total weight of the cathode 
in grams. (c) derivitative of cell potential with respect to capacity versus capacity of the first 
charge. (d) derivative of the rate of oxygen production with respect to capacity versus capacity of 
the first charge. 
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Figure 2.4. DEMS for the charge of the second cycle of Li-O2 battery with 1.0 M LiOTf in 
TEGDME in the absence of a catalyst at a rate of 140 mA/g using a cathode preparation 
procedure based upon Jung, et al.
8
 
 
Figure 2.5. (a) Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME with 
Au nanoparticles at a rate of 140 mA/g using a cathode preparation procedure based upon Jung, 
et al.
8
 (b) DEMS for the charge of the first cycle. 
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Figure 2.6. DEMS for the charge of the second cycle of Li-O2 battery with 1.0 M LiOTf in 
TEGDME with Au nanoparticles at a rate of 140 mA/g using a cathode preparation procedure 
based upon Jung, et al.
8
 
 
Figure 2.7. (a) Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME with Pt 
nanoparticles at a rate of 140 mA/g using a cathode preparation procedure based upon Jung, et 
al.
8
 (b) DEMS for the charge of the first cycle. 
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Figure 2.8. DEMS for the charge of the second cycle of Li-O2 battery with 1.0 M LiOTf in 
TEGDME with Pt nanoparticles at a rate of 140 mA/g using a cathode preparation procedure 
based upon Jung, et al.
8
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Figure 2.9. (a) The ratio of the total integrated O2 production for the first five charge cycles to 
the theoretical amount of O2 expected for complete Li2O2 decomposition, and (b) the ratio of the 
total integrated CO2 production for each charge cycle to the total number of electrons passed 
through the cell with no catalyst (C), Au, Pt, and Cu(II) oxide using the casting procedure based 
upon Freunberger et al.
9
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Figure 2.10. (a) The ratio of the total integrated O2 production for all charge cycles to the 
theoretical amount of O2 expected for complete Li2O2 decomposition, and (b) the ratio of the 
total integrated CO2 production for each charge cycle to the total number of electrons passed 
through the cell with no catalyst (C), Au, Pt, and Cu(II) oxide using the casting procedure based 
upon Freunberger et al.
9
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Figure 2.11. Discharge-charge curve of Li-O2 battery with 1.0 M LiOTf in TEGDME with Pd 
nanoparticles at a rate of 140 mA/g using an alternate cathode preparation procedure based upon 
Freunberger et al.
9
 
 
Figure 2.12. Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME with 
Cu(II) oxide at a rate of 140 mA/g using an alternate cathode preparation procedure based upon 
Freunberger et al.
9
  
34 
 
 
Figure 2.13. DEMS for the charge of the first cycle of Li-O2 battery with 1.0 M LiOTf in 
TEGDME with Pd nanoparticles at a rate of 140 mA/g using the casting procedure based upon 
Freunberger et al.
2
 The total integrated O2 generation across the entire first charge cycle amounts 
to 24% of the value expected for complete Li2O2 formation and decomposition. 
 
 
Figure 2.14. DEMS for the charge of the (a) first cycle, (b) second cycle, (c) fourth cycle, (d) 
fifth cycle, and (e) seventh cycle of Li-O2 battery with 1.0 M LiOTf in TEGDME with Cu(II) 
oxide at a rate of 140 mA/g using the casting procedure based upon Freunberger et al.
9
 
35 
 
 
 
 
Figure 2.14 (cont.) 
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Figure 2.15. Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME in the 
absence of a catalyst at a rate of 140 mA/g using an alternate cathode preparation procedure 
based upon Freunberger et al.
9
 
 
 
Figure 2.16. Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME with Au 
nanoparticles at a rate of 140 mA/g using an alternate cathode preparation procedure based upon 
Freunberger et al.
9
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Figure 2.17. Discharge-charge curves of Li-O2 battery with 1.0 M LiOTf in TEGDME with Pt 
nanoparticles at a rate of 140 mA/g using an alternate cathode preparation procedure based upon 
Freunberger et al.
2
 
 
 
Figure 2.18. DEMS for the charge of the (a) first cycle, (b) second cycle, (c) third cycle, and (d) 
fifth cycle of Li-O2 battery with 1.0 M LiOTf in TEGDME in the absence of a catalyst at a rate 
of 140 mA/g using the casting procedure based upon Freunberger et al.
9
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Figure 2.18 (cont.) 
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Figure 2.19. DEMS for the charge of the (a) first cycle, (b) second cycle, (c) fifth cycle, (d) 
eighth cycle, (e) tenth cycle, and (f) thirteenth cycle of Li-O2 battery with 1.0 M LiOTf in 
TEGDME with Au nanoparticles at a rate of 140 mA/g using the casting procedure based upon 
Freunberger et al.
9
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Figure 2.19 (cont.) 
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Figure 2.20. DEMS for the charge of the (a) first cycle, (b) second cycle, and (c) fifth cycle of 
Li-O2 battery with 1.0 M LiOTf in TEGDME with Pt nanoparticles at a rate of 140 mA/g using 
the casting procedure based upon Freunberger et al.
9
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CHAPTER 3: POLYMER-SUPPORTED ORGANIC CATALYSTS FOR OXYGEN 
REDUCTION IN THE LITHIUM-OXYGEN BATTERY 
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3.1. Introduction 
 
Rechargeable Li-O2 batteries are the “holy grail” of energy storage devices, which in 
principle can provide a specific energy around 800Wh/kg, about 4 times as much energy density 
of  Li-ion batteries currently in the market.
1-13
 The fundamental chemistry behind Li-O2 batteries 
involves the reversible formation of Li2O2 from the reaction of metallic Li with O2.
3
 The oxygen 
reduction reaction (ORR) and oxygen evolution reaction (OER) are two critical processes in Li-
O2 batteries. Electrocatalysts on the cathode play a critical role in facilitating the ORR and OER 
processes at voltages close to their thermodynamic potentials, resulting in better round trip 
efficiencies. The overall performance of the Li-O2 cell is dependent on a large number of 
variables, such as the stability of the electrolyte in the presence of O2 reduction products, the 
nature of the catalysts, the morphology of discharge products, cell configuration, and the 
presence of any impurities.
4
 An ideal catalyst for ORR/OER should also be inert towards the O2 
reduction products (superoxides, peroxides, and lithium oxides), impurities (water), and cost 
effective.  
It is a great challenge to design and synthesize a highly active catalyst with good 
durability since most known catalytic systems are heterogeneous/inorganic in nature and their 
activity can be affected by subtle changes in shape, size and morphology. This is not the case for 
organic molecular catalysts. In this contribution, we demonstrate the development of a novel 
tailored cathode with an organic electrocatalyst that shows promise for the ORR in a Li-O2 
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battery. Unlike precious metal (Pt-based) or metal oxides catalysts traditionally used in Li-O2 
batteries, this organic catalyst is inexpensive, renewable, and even self-repairing.
14,15
  Most ORR 
catalysts such as nanostructured Pt and Pt alloys are primarily designed for aqueous fuel cell 
operations.
16
 To reduce cost, recent research has been focused on developing alternative catalysts 
based on non-precious metals.
17
 The difference between ORR in aqueous fuel cell systems and 
non-aqueous Li-O2 batteries lies in the number of electrons transferred per mole of  O2. Whereas 
the 4e
-
 reduction of O2 to water is desirable in a fuel cell, the 2e
-
 reduction of O2 to Li2O2 is 
preferred for the secondary Li-O2 battery.
18,19
 The use of metal oxide ORR catalysts may induce 
more electrolyte decomposition.
20
 
Our design of an organic ORR catalyst is inspired by the Riedl-Pfleiderer process, which 
accounts for the commercial production of 90% of hydrogen peroxide globally.
21
 In this process, 
anthrahydroquinone (AHQ) is oxidized by O2 to produce peroxide and simultaneously generate 
anthraquinone (AQ), which can subsequently be hydrogenated to regenerate AHQ. The O2 
reduction catalyzed by semiquinones or AQ derivatives has been well-documented in aqueous 
medium.
22
 Based on the catalytic effect of quinone for the O2 reduction process, we have 
synthesized a polyethylenimine (PEI) supported AQ catalyst which can be used as a promising 
ORR catalyst for the Li-O2 battery.  
 
3.2. Experimental 
3.2.1. Differential Electrochemical Mass Spectrometry (DEMS) 
DEMS measurements were performed using a custom-made cell connected to a 
quadruple mass spectrometry equipped with a two-stage pumping system as described 
previously.
23
 Mass-to-charge ratios from 20-200 were recorded. All of the mass peaks detected 
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in this study were due to O2 or the Ar used as a carrier gas. Mass-to-charge ratios corresponding 
to CO2 (m/z = 44), SO2 (m/z = 64), and SO3 (m/z = 80) were not observed. 
3.2.2. Electrochemical Impedance Spectroscopy (EIS)  
Electrochemical impedance spectra were collected and analyzed using a CHI760D  
Potentiostat (CH Instruments, Inc.). The spectra were obtained under an atmosphere of O2 before 
and after discharge using a frequency ranging from 100 kHz to 0.1 Hz with an AC voltage 
amplitude of 5 mV under open circuit potential conditions. 
3.2.3. Cyclic Voltammetry 
Cyclic voltammograms were obtained using a hermetically sealed three-electrode cell and 
an Autolab PGSTAT 100 potentiostat/galvanostat. Ag and Au wires were used as the reference 
and counter electrodes, respectively. For each experiment, the ferrocenium ion/ferrocene 
(Fc
+
/Fc) redox couple in TEGDME was measured against the Ag quasi-reference electrode and 
compared with the Fc
+
/Fc redox couple measured against Li metal. The working electrode 
consisted of a glassy carbon electrode with a geometric area of 0.16 cm
2
. The glassy carbon was 
polished successively with 0.3 m and 0.05 m alumina paste prior to each experiment. The 
electrochemical cell was assembled in an Ar-filled inert atmosphere box kept at <1 ppm O2. A 
solution of the polymer-based catalyst in N-methylpyrrolidone (5 L of a 5 mg/mL solution) was 
drop-casted onto the glassy carbon electrode and evaporated under vacuum for 2 hours. This 
drop-casting procedure was repeated three times for each electrode. For experiments performed 
under O2, the cell was sealed, brought out of the inert atmosphere box, and purged with dry O2.  
3.2.4. High-energy X-ray Diffraction (HE-XRD) 
The cathode laminates after discharge were characterized by high energy synchrotron X-
ray diffraction (XRD) to determine the formation of Li2O2, which was carried out at the 11-ID-C 
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beamline of the Advanced Photon Source (APS), Argonne National Laboratory. The X-ray 
wavelength was 0.10798 Å. The samples were completely covered with Kapton tape as a 
protective film in the glove box to avoid any side reactions from the air. The XRD patterns were 
collected in the transmission mode using a Perkin Elmer large area detector. The collected 2D 
patterns were then integrated into conventional 1D patterns (intensity vs. 2) for final data 
analysis using the Fit2d software.  
3.2.5. Fourier Transform Infrared (FTIR) Spectroscopy 
FTIR spectra were collected on a Nicolet iS5 spectrometer (Thermo Scientific) on a 
diamond ATR unit. All the measurements were performed in an Ar filled glove box (O2 < 1 ppm, 
H2O <1 ppm). The spectra were obtained at a resolution of 4 cm
-1
 and within the range of 4000 
cm
-1
 and 550 cm
-1
. An average of 64 scans was used. Before the FTIR measurements, the oxygen 
cathodes were disassembled from the Li–O2 cells directly in the glove box without any rinsing to 
retain the salts and solvents on cathode surfaces. 
3.2.6. Electrode Preparation and Electrochemical Measurements 
As received TEGDME was used (Novolyte, water level less than 10 ppm). LiCF3SO3 
(Sigma-Aldrich) was further dried at 100 °C in vacuum oven placed inside an Ar-filled Glove 
Box. All the solvents and salts were stored in an Ar-filled Glove Box.  
To fabricate a porous cathode, the active material (eg. SP, PEI + SP or PEI-AQ + SP, 80 
wt%) and a polymer based on poly-(vinylidene fluoride) as binder (20 wt%) were mixed and 
coated on a gas diffusion layer (TGP-H-030 Toray carbon paper) to obtain a porous cathode, 
which was further dried at 100 °C in a vacuum oven to remove any residual solvent.  
Electrochemical measurements were carried out in Swagelok cells composed of a Li 
metal anode, electrolyte (1.0 M LiCF3SO3 in TEGDME) impregnated into a glass fiber separator 
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(Fisher Scientific) and the aforementioned porous (11 mm diameter) cathode. The Swagelok 
cells were sealed in a glass chamber filled with 1 atm of high purity O2 and located within a 
chamber which was thermostated at 298K. The cell discharge and charge was carried out in a 
time-controlled mode that gives equal charge and discharge capacities on a Maccor battery tester. 
The results reported here are for 5 hours of discharge and charge each with capacities of 500 
mAh/g (capacities are expressed per gram of the active material in the cathode) and the limited 
voltage range is 2.0 to 4.5 V. 
 
3.3. Calculations 
All calculations presented in this paper are performed using the B3LYP density 
functional theory. A 6-31+G(d) basis set is used for all of the elements. All structures are fully 
relaxed in the gas phase. Frequency calculations were performed at the same level of theory to 
compute the enthalpy corrections, free energy corrections, and vibrational analysis at 298 K. 
A single point energy calculation using the SMD solvation model is performed to 
approximate the solvation effect from the electrolyte environment using a dielectric medium 
similar to that of water. Using this approximation, Gibbs free energies (ΔG) of reactions were 
computed and from that the reduction potential of any molecular species can be approximated 
using the following equation, ΕRed (Li/Li
+
) = - ΔG(eV)-1.24 V. The addition of constant -1.24 
Vis required to convert the free energy changes to reduction potential with respect to the Li/Li+ 
electrode, a commonly used convention to compute the reduction potential.
24,25
 Using these 
approximations, the computed reduction potential of molecular O2 is 2.81 V, which is consistent 
with the experimental value of 2.7 V. All calculations were performed using the Gaussian ‘09 
software.  
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3.4. Results and Discussions 
The synthesis of PEI-AQ is achieved by reacting the PEI polymer support with 
anthraquinone-2-carbonyl chloride, resulting in an amide functionality (Figure 3.1)
26
. The 
formation of PEI-AQ is evidenced by the disappearance of a broad N-H signal at 3440 cm
-1
 in 
the FTIR spectrum (Figure 3.2). Bands found at 1737 and 1669 cm
-1
 can be unequivocally 
assigned to the carbonyl absorption, confirming their presence. Cathodes were then fabricated by 
mixing the polymer, super P carbon (SP, Timcal) and poly(vinylidene fluoride) (PVDF) in a ratio 
of 27:53:20 and coating them on a gas diffusion layer (TGP-H-030 Toray carbon paper).  
The electrochemical performance of the prepared cathode was investigated in Li-O2 cells 
using 1 M LiSO3CF3 in tetraethylene glycol dimethyl ether (TEGDME) as the electrolyte using 
100 mA/g. Figure 3.3a shows the first discharge and charge curves using SP and PEI-AQ/SP as 
cathodes. The discharge voltage (~2.6 V) of the SP based cathode is consistent with previous 
literature reports.
27
 With the PEI-AQ polymer, the discharge voltage of the cell increased to 2.67 
V, which is ~70 mV higher than cells with the unmodified PEI polymer/SP or SP alone. The 
redox chemistry of the anthraquinone functionality may account for the reduced ORR 
overpotential by improving the kinetics of O2 reduction. The charge voltage profiles of both PEI-
AQ/SP and SP present a plateau at 4.25V. In the second cycle, both the PEI-AQ and SP cells 
exhibit the same electrochemical signature as the first cycle (Figure 3.3b). The stability of the 
cell voltage profile with the PEI-AQ polymer catalyst in the second cycle indicates that it is 
chemically and electrochemically stable against the LiSO3CF3-TEGDME electrolyte.  
Figure 3.4 shows the X-ray diffraction pattern of the cathodes after a full discharge to 2.5 
V. The XRD results confirm the formation of Li2O2 on the cathode containing PEI-AQ with no 
visible Li2O or other common by-products (LiOH, Li2CO3 etc.). However, for the SP-based Li-
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O2 cell, LiOH is the major crystalline cathode product. The mechanism for the formation of 
LiOH has been suggested by Nazar group‟s to proceed through the reaction of Li2O2 with 
water.
28
 The water is proposed to be generated from the catalyzed decomposition of H2O2 which 
is the disproportionation product of HO2 formed after hydrogen abstraction from the PVDF 
binder by O
2-
 radical. The decomposition of binder to form the aforementioned LiOH is absent in 
the presence of our polymer catalyst indicating that it prevents reaction with PVDF. The polymer 
catalyst promotes the formation of Li2O2 from O2
-
 radical instead. Indeed, it is known that with 
presence of quinone catalyst the reaction formation of O2
-
 radical is the rate determining step in 
the O2 reduction. In our case the O2
-
 radical has not much chance to react with the PVDF 
binder.
29
 
The cycling behaviors of the Li-O2 cell for two cathode samples are presented in Figure 
3.5. The cells are discharged and charged at a constant current density of 100 mA/g and at a 
fixed capacity of 500 mAh/g (SP + polymer). We noticed that for 20 cycles, the capacity of the 
PEI-AQ/SP electrode is fairly stable. In the case of the SP electrode, the reversible capacity 
faded after 7 cycles. The poor performance of the SP cell can be attributed to the formation of 
LiOH rather than crystalline Li2O2 as revealed by the X-ray diffraction studies (Figure 3.4). The 
polymer catalyst improves the cycle life of the battery by its high selectivity for the formation of 
Li2O2 as the major discharge product. The higher amount of oxygen consumption/evolution 
during the charge or discharge in the presence of SP carbon alone did not mean that Li2O2 is 
formed and completely activated during cycling. Other side reactions (such as the formation of 
lithium carbonate) are the main reason of the short cycle life of the system when the carbon is 
used without catalyst. The improved cycling performance of the PEI-AQ/SP cathode in Figure 
3.5 can be ascribed to formation of Li2O2 as the dominant discharge product. Calculations based 
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on density functional theory also indicate that the enthalpy of formation of Li2O2 is found to be 
more exothermic in the presence of anthraquinone than anthracene (no carbonyl groups) or in the 
gas phase (~0.6 eV more favorable, Figure 3.6). This is likely due to the interaction between the 
C=O double bond of anthraquinone with Li2O2. We performed differential electrochemical mass 
spectrometry (DEMS) experiments to further understand the origin of the increased cycleability 
of the PEI-AQ/SP cathode.
23
 O2 was the only gas detected for the Li-O2 cell with PEI-AQ/SP 
during the first and the second charge. There is no evidence for the formation of other gases 
(CO2, SO2 or SO3), which would be indicative of undesired decomposition reactions with the 
electrolyte or carbon support.  The total amount of O2 production is only 23% and 24% of the 
theoretical value in the first and second cycles, respectively, for the Li-O2 cell with PEI-AQ/SP 
(Figure 3.7). The low amount of O2 evolved upon addition of the polymer catalyst in the cathode 
may be due to sluggish electron transfer caused by an increase in insulating Li2O2 precipitation 
during the discharge process. During the discharge, at the medium frequency, the impedance 
measurements of cells with organic catalyst show a huge increase in the charge-transfer 
resistance (Figure 3.8). It is known that this resistance is inversely proportional to the exchange 
current density and increases with low O2 concentration inside the electrode.
30
 Some electrolyte 
decomposition is suggested by the high observed voltage plateau.  
The ORR catalytic activity of our polymer was further confirmed by cyclic voltammetry 
(CV). Figure 3.9a displays the background CV scan of a PEI-AQ coated glassy carbon electrode 
under Ar. One pair of redox couple is observed at ~1.9 V vs. Li+/Li, which is close to the 2e
-
 
reversible redox potential of poly(2-vinylanthraquinone).
31,32
 This is consistent with the 
theoretical finding of 2e
-
 reduction of anthraquinone with and without O2 (Table 3.1). The peak 
separation is small due to strong adsorption of the PEI-AQ to the carbon electrode surface. Under 
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O2, the CV for the PEI-AQ coated electrode shows much improved reactivity toward O2 
reduction (Figure 3.9b). The major cathodic peak is shifted towards a more negative potential 
(~1.4 V) compared to what is observed in the Li-O2 cell and the standard potential of O2 
reduction. This value is lower than the ~2.6 V peak observed in dQ/dV curve of Li-O2 cell using 
PEI-AQ catalyst mixed with SP conductive carbon. This finding can be attributed to the insulator 
character of the polymer and the barrier for the O2 to diffuse through the polymer film coated on 
the glassy carbon. 
 
3.5. Conclusions 
  We have successfully demonstrated an example of an organic ORR catalyst supported on 
a polymer backbone for Li-O2 batteries. Interestingly, the pendant organic molecule exhibits 
good selectivity for Li2O2 formation upon discharge and selective O2 evolution on charge. This 
study paves the way for the use of low weight, cost-effective organic catalysts in Li-O2 batteries. 
Although no catalytic OER activity is observed with this catalyst, the quinone functionality of 
the polymer provides coordination sites for various metals which may allow for future work with 
well-defined organic/inorganic molecules to be used as bi-functional Li-O2 catalysts for both the 
ORR and OER.  
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3.6. Figures 
 
 
Figure 3.1. Synthesis of PEI-AQ. 
 
 
Figure 3.2.  FTIR spectra of PEI and PEI-AQ. 
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Figure 3.3. Discharge-charge voltage profile of the initial cycles for Li-O2 cells containing super 
P carbon and PEI-AQ/super P carbon in O2. 
 
1.5 2.0 2.5 3.0 3.5 4.0 4.5
C
LiOH
LiOH
Li
2
O
2
 
 
2-Theta
 PEI-AQ/super P carbon
 Super P
Li
2
O
2
LiOH
C
 
Figure 3.4. XRD patterns of SP carbon and polymer +SP carbon cathodes after one discharge 
(average of 64 scans). 
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Figure 3.5. Cycling performance (discharge capacity against cycle number) of Li-O2 cells 
containing super P carbon or PEI-AQ/super P carbon in O2. 
 
 
 
Figure 3.6. Computed gas phase enthalpy of formation (eV, at 298 K) of Li2O2 in the gas phase, 
in the presence of anthracene (AN), and in the presence of anthraquinone (AQ).  
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Figure 3.7.  DEMS result of Li-O2 cell using PEI-AQ catalyst ((0.6 mg) at 0.05 mA). The 
theoretical value for the rate of O2 production is 432 nmol/g-s assuming full Li2O2 formation 
upon discharge and decomposition upon charge. 
 
Figure 3.8. Impedance measurement of Li-O2 cell with and without organic catalyst showing 
increase of impedance value with cycling in the presence of polymer catalyst.  
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Figure 3.9. Cyclic voltammograms of glassy carbon electrode and PEI-AQ coated glassy carbon 
electrode in Ar (a) and O2 (b) at scan rate of 100 mV/s. 
 
Species  1
st
 electron reduction  (V, 
Li/Li+) 
2
nd
 electron reduction (V, 
Li/Li+)  
Anthraquinone  2.51 2.14 
Anthraquinone+O2 complex 2.48 1.87 
 
Table 3.1. Computed first and second reduction potential of anthraquinone and complex with 
anthraquinone at the B3LYP level of theory. 
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CHAPTER 4: INVESTIGATING THE REVERSIBILITY OF IN SITU GENERATED 
MAGNESIUM ORGANOHALOALUMINATES FOR MAGNESIUM DEPOSITION AND 
DISSOLUTION 
 
Partially reproduced with permission from Barile, C. J.; Spatney, R.; Zavadil, K. R.; Gewirth, A. 
A. J. Phys. Chem. C 2014, 118, 10694. Copyright 2014, American Chemical Society.   
 
 
4.1. Introduction 
 
There has been much interest in the secondary non-aqueous Mg-ion battery due to its 
high theoretical energy density.
1-3
 The reversible deposition of Mg at the anode is one of the 
largest challenges of Mg-ion battery chemistry. The electrolytes typically used in commercial Li-
ion batteries are not compatible with Mg anodes due to rapid electrode passivation.
4
 
 Simple Grignard reagents in appropriate supporting solvents (e.g. THF, DME, 
TEGDME) are one of the few classes of Mg compounds from which Mg can be reversibly 
deposited.
5,6
 However, these Grignard compounds suffer from poor anodic stability. Pioneering 
work by Aurbach and coworkers led to the development of Mg organohaloaluminates which 
possess much wider electrochemical windows.
7-11
 These electrolytes are synthesized in situ by 
mixing a R2Mg Lewis base with a AlCl3-nRn Lewis acid.
1
 The speciation of such Mg 
organohaloaluminates in solution is complex, and the nature of the Mg species at the electrode 
during electrodeposition is poorly understood. One of the most successful of the 
organohaloaluminate electrolytes is Mg(AlCl2EtBu)2 which is oxidatively stable up to 2.2 V vs. 
Mg/Mg
2+
 and ostensibly supports reversible Mg deposition.
12
 There have been efforts to further 
extend the electrochemical window of Al-containing Mg battery electrolytes by modifying the 
organic substituents coordinated to the Al.
10
 Additionally, although Mg electrodeposition from 
inorganic salts analogous to those used in Li-ion battery electrolytes have been largely 
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unsuccessful, electrolytes based on Mg salt-AlCl3 combinations or Mg alkoxides that support Mg 
deposition and stripping are also beginning to be explored.
13,14
 
A useful battery must exhibit stability on the order of what is now found in Li-ion 
batteries; it must possess coulombic and gravimetric efficiencies well over 99%.
15,16
 Currently, 
little is understood about the stability of common electrolytes and solvents used in Mg-ion 
battery solutions. A detailed understanding of this chemistry is required before substantial 
implementation of practical Mg batteries is possible. In this report, we develop methodology to 
interrogate Mg battery chemistry durability. We carefully interrogate the electrochemistry of Mg 
deposition in Mg(AlCl2EtBu)2
 
in THF and compare it with a simple Grignard electrolyte, 
EtMgBr in THF.  
 
4.2. Experimental Details 
 
4.2.1. General Procedures 
 
Mg(AlCl2EtBu)2 was synthesized from Mg2Bu (Sigma-Aldrich) and AlEtCl2 (Sigma-
Aldrich) according to a literature procedure.
17
 THF was distilled over sodium metal and 
benzophenone and dried over molecular sieves (3 Å) before use. The water content of THF, 
measured using Karl-Fischer titration, was found to be (7 ± 1) ppm, which is similar to literature 
values.
18
 All materials were handled in an Ar-filled glove box (<3 ppm O2). 
 Au working electrodes (0.24 cm
2
) were deposited using an electron-beam vacuum 
deposition apparatus. A Ti adhesion layer (20 nm), followed by a Au layer (250 nm) was 
deposited on Pyrex glass slides. Pt working electrodes consisted of Pt wire (0.1 cm
2
). All 
working electrodes were rinsed with Milli-Q water (>18 MΩ cm-1) and annealed with a H2 flame 
for 1-2 min prior to use. Mg metal (GalliumSource, LLC) was used for the counter and reference 
electrodes, and all potentials are measured with respect to Mg/Mg
2+
. Electrochemistry was 
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performed using a CH Instruments 760 D Electrochemical Workstation (Austin, TX). The 
electrochemical cells used were hermetically sealed inside the glove box and contained ~1.2 cm
3
 
of head space. The electrolyte solutions used were either Mg(AlCl2EtBu)2 (1 mL, 250 mM) or 
EtMgBr (1 mL, 1.0 M, Sigma-Aldrich) in THF. Each cycle in chronoamperometric experiments 
consisted of alternating the potential between -0.5 V and 0.5V for EtMgBr and between -1.0 V 
and 1.0 V for Mg(AlCl2EtBu)2, and each potential was held for 5 min. 
4.2.2. Electrochemical Quartz Crystal Microbalance Experiments 
 Electrochemical quartz crystal microbalance (EQCM) experiments used room 
temperature optimized 5 MHz quartz crystals with polished Au electrodes (Inficon, East 
Syracuse, NY). Prior to use, the crystals were cleaned in piranha solution for 15 minutes and 
subsequently rinsed with boiling Milli-Q water. The QCM cell includes a water-jacketed beaker 
kept at 20°C with a Neslab RTE 10 refrigerated bath (Thermo Electron Corporation, now 
Thermo Fisher Scientific Waltham, MA). The QCM cell was dried for 24 h in an oven at 175˚C 
before use. The QCM cell was assembled in a glove box and maintained under a positive 
pressure of Ar throughout operation. The frequency was monitored with a Maxtek PM-710 
plating monitor (now Inficon, East Syracuse, NY) and recorded using a home-built program 
written using LabVIEW (National Instruments, Austin, TX). 
4.2.3. NMR and GC-MS Experiments. 
 For NMR and GC-MS experiments, the cycled electrolytes were removed from the glove 
box in a sealed vial before they were quenched with water (1 mL) and extracted with CDCl3 (3 
mL). After extraction, the organic layer was dried over anhydrous MgSO4 and gravity filtered. 
NMR was performed using a 400 MHz Varian spectrometer. GC-MS was performed with a GCT 
Premier (Waters) instrument using electron ionization and a db-5 column (Agilent). Samples 
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were injected using a splitless technique at 280°C, and the column was heated from 50°C to 
300°C at a rate of 4°C/min. For control experiments in the absence of EtMgBr and 
Mg(AlCl2EtBu)2, an electrode was cycled using tetrabutylammonium hexafluorophosphate 
(TBAPF6, 100 mM, Sigma-Aldrich) in THF. 
4.2.4. Scanning Electron Microscopy. 
Scanning electron microscopy (SEM) of the electrodes was performed using a Hitachi S-
4700 Cold FE-SEM (Hitachi High Technologies, Pleasanton, CA) with an acceleration voltage 
of 20 kV. Quantitative EDS was performed with an Oxford Instruments ISIS EDS X-ray 
Microanalysis System using Cu foil as a standard. The surfaces were rinsed thoroughly with 
THF after chronoamperometric cycling. Control experiments were performed with Au electrodes 
held at open circuit potential in EtMgBr or Mg(AlCl2EtBu)2. In both cases, no elements other 
than Au, C, and O were detectable by EDS. 
 
4.3. Results and Discussion 
Figures 4.1 and 4.2 shows cyclic voltammograms for Mg deposition and stripping from 
solutions of EtMgBr and Mg(AlCl2EtBu)2. As has been shown previously, the overpotentials for 
deposition and stripping are significant in both electrolytes.
12,19
 The first cycle deposition 
overpotential of ~600 mV for Mg(AlCl2EtBu)2 is substantially greater than the ~300 mV 
observed for EtMgBr. As a function of cycle number, the overpotentials associated with Mg 
deposition and stripping decrease (Tables 4.1-4.3). Despite possessing inferior overpotentials, 
Mg(AlCl2EtBu)2 is generally regarded as a preferred electrolyte for Mg batteries because it is 
oxidatively stable up to ~2.2 V.
12
 The EtMgBr system, however, begins to degrade beyond 1.0 
V.
9
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For both electrolytes, the amount of charge passed increases with cycle number, an 
observation that is consistent with increased surface roughening observed during cycling.
12
 
However, across early cycles, the amount of charge passed during stripping is less than that 
passed during deposition (Tables 4.1-4.3, Figure 4.1b, 4.2c, 4.2d). There are considerable 
discrepancies in the literature with regard to the charge efficiencies associated with the 
voltammetry of Mg(AlCl2EtBu)2. We integrated the voltammograms of Mg(AlCl2EtBu)2 
previously reported and determined that the coulombic efficiencies vary from 65-100% using Au 
or Pt working electrodes (Table 4.4). These discrepancies arose because the voltammetry evolves 
with cycle number. Here, we find that charge efficiencies for Mg deposition and stripping from 
Mg(AlCl2EtBu)2 range from 78%-98% and 55-100% on Au and Pt electrodes, respectively, 
depending upon the cycle number. In general, the charge efficiency increases and approaches 
unity as the electrode is cycled (Figure 4.2c and 4.2d). Nonetheless, the lack of charge balance 
implies there is some charge lost to irreversible decomposition processes during the 
voltammetry, especially during the beginning cycles. 
Galvanostatic cycling of simple Grignard reagents and Mg(AlCl2EtBu)2 is known to 
result in the application of potentials beyond the electrochemical windows of the electrolytes,
12
 
resulting in oxidative electrolyte decomposition.
7
 We therefore used chronoamperometry to 
further interrogate the nature of Mg deposition and stripping from EtMgBr and Mg(AlCl2EtBu)2. 
Figure 4.3a shows the ratio of stripping to deposition charge as a function of cycle number for 
both the EtMgBr and Mg(AlCl2EtBu)2 cases as obtained by chronoamperometry. We performed 
EQCM experiments in order to interrogate the mass changes associated with the electrode during 
chronoamperometric cycling. Figure 4.3b shows the mass efficiency, the ratio of mass lost 
during stripping to the mass gained during deposition, as a function of cycle number for EtMgBr 
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and Mg(AlCl2EtBu)2. By the tenth cycle, the mass efficiency for deposition and stripping from 
EtMgBr reaches and remains nearly at unity. In contrast, the charge efficiency for EtMgBr 
begins to decline from 100% after the tenth cycle (Figure 4.3a). Mg(AlCl2EtBu)2 displays an 
even sharper disparity between the charge and mass efficiencies which range from 50-70% and 
stay at nearly unity, respectively. The discrepancy between the charge and mass efficiencies 
witnessed in both electrolytes is further illustrated by the calculation that the mass gained during 
deposition or lost during stripping substantially deviates from the ideal value for Mg of 12 g/mol 
e
-
 (Figure 4.4).  
 Figure 4.5 shows SEM images of Au electrodes deposited with Mg after one and fifty 
cycles of chronoamperometry from EtMgBr and Mg(AlCl2EtBu)2 solutions. For EtMgBr, 
nodular micron-sized deposits of Mg are observed after one cycle of deposition (Figure 4.5a). 
After fifty cycles, the size of the Mg deposits increases substantially, and the surface appears 
cracked and heterogeneous in composition (Figure 4.5b, 4.6a, 4.6b). However, in the case of 
Mg(AlCl2EtBu)2, there are no significant differences between the morphology of the Mg 
deposits after one and fifty cycles (Figures 4.5c, 4.5d, 4.6c, and 4.6d). In both electrolytes, 
energy-dispersive X-ray spectroscopy (EDS) analysis shows that the surfaces accumulate 
elements other than Mg (Br for EtMgBr and Al, Cl for Mg(AlCl2EtBu)2) as the electrodes are 
cycled (Figures 4.5e and 4.5f). The presence of these elements is further evidence of electrolyte 
decomposition during cycling. For the case of Mg(AlCl2EtBu)2, the presence of Al on the surface 
suggests that Al is co-deposited with Mg. This behavior is consistent with the fact that the 
reduction potential of Al (E
0
 = -1.676 V) is more positive than Mg (E
0
 = -2.372 V).
20
 Al co-
deposition has also been observed during Mg deposition from other Al-containing complexes.
1
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We performed GC-MS and NMR experiments on the electrolyte in an effort to directly 
probe the nature of electrolyte decomposition that ostensibly occurs during electrode cycling. 
Direct 
1
H NMR spectroscopy of either EtMgBr or Mg(AlCl2EtBu)2
 
after cycling did not reveal 
the presence of any decomposition products. This was presumably due to saturation of the NMR 
signal by a large EtMgBr or Mg(AlCl2EtBu)2 background. Direct GC-MS analysis of the cycled 
electrolytes was also uninformative since Grignard reagents and Mg organohaloaluminates are 
incompatible with column chromatography surface chemistry. As a result of these difficulties, 
we first removed the organometallic starting material from the electrolyte before analysis. This 
was accomplished by quenching the electrolyte with water and subsequently extracting the 
aqueous solution with CDCl3. In this way, impurities soluble in CDCl3 could be analyzed with 
GC-MS and NMR in the absence of a large and reactive organometallic background. 
 After fifty chronoamperometric cycles, GC-MS and NMR revealed the presence of γ-
butyrolactone (GBL), a well-known oxidation product of THF, in both the EtMgBr and 
Mg(AlCl2EtBu)2 electrolytes (Figures 4.7-4.10). GBL was not detected in control experiments in 
which electrodes were held at open circuit potential in EtMgBr or Mg(AlCl2EtBu)2 or cycled in 
TBAPF6 in THF. These results demonstrate that GBL is a decomposition product formed during 
Mg deposition and stripping and is not simply an impurity found in the electrolytes at open 
circuit potential or formed from THF alone at +1.0 V. We hypothesize that THF molecules 
coordinated to RMg
+
 species formed at the electrode surface are more readily electrochemically 
oxidized than uncoordinated THF molecules due to the Lewis acidity of RMg
+
.
12
 Indeed, Lewis 
acids are reported to facilitate the chemical oxidation of THF to GBL.
21
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4.4. Conclusions 
 
We have investigated the reversibility of Mg deposition and stripping from EtMgBr and 
Mg(AlCl2EtBu)2 in THF. EQCM measurements demonstrate that in both electrolytes the amount 
of mass gained during deposition is similar to that lost during stripping. However, the difference 
in the amount of charge passed during stripping and deposition indicates that these electrolytes 
undergo decomposition. SEM-EDS analysis of electrode surfaces and GC-MS and NMR of the 
electrolytes corroborate this finding. These results suggest that Mg organohaloaluminate 
electrolytes are not ideal for constructing robust Mg-ion batteries. The evolution of response with 
cycle and the overpotentials found even after extensive cycling shows that there is much room 
for improvement. 
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4.5. Figures and Tables 
 
a)         b) 
  
Figure 4.1. Cyclic voltammograms of the 1
st
 cycle (black), 2
nd
 cycle (red), 10
th
 cycle (blue), and 
50
th
 cycle (purple) of Mg deposition and stripping from EtMgBr in THF at 10 mV/s on a Au 
electrode (a) and the ratios of the stripping charge to the deposition charge as a function of cycle 
number (b). 
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a) b) 
  
 
c)                d) 
 
Figure 4.2. Cyclic voltammograms of the 1
st
 cycle (black), 2
nd
 cycle (red), 10
th
 cycle (blue), 50
th
 
cycle (purple), 100
th
 cycle (green), and 200
th
 cycle (yellow) of Mg deposition and stripping from 
Mg(AlCl2EtBu)2 in THF at 10 mV/s on Au (a) and Pt (b) electrodes and the ratios of the 
stripping charge to the deposition charge as a function of cycle number on Au (c) and Pt (d). 
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a)                                                                   b) 
 
Figure 4.3. Ratios of the stripping charge to the deposition charge from chronoamperometry (a) 
of EtMgBr (± 0.5 V, black) and Mg(AlCl2EtBu)2
 
(± 1.0 V, red) and ratios of the mass lost during 
stripping to the mass gained during deposition (b) as a function of cycle number.  
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a)                                                                       b) 
 
c)                                                                       d) 
 
e) 
 
Figure 4.4. Mass per mol e
-
 (MPE) curves for deposition (a) and stripping (b) from EtMgBr and 
for deposition (c) and stripping (d) from Mg(AlCl2EtBu)2. (e) is the same as (d), but zoomed in 
to 50-300 s.   
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a)          b) 
 
c)          d) 
 
e)          f) 
 
Figure 4.5. SEM images of Au electrodes after 1 cycle (a) and 50 cycles (b) from EtMgBr and 1 
cycle (c) and 50 cycles (d) from Mg(AlCl2EtBu)2. Atomic composition of deposits as determined 
by EDS using EtMgBr (e) and Mg(AlCl2EtBu)2
 
(f). Note that these values do not reflect total 
masses on the surfaces. 
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a)              b) 
  
c)             d) 
 
Figure 4.6. SEM images of Au electrodes after 1 cycle (a) and 50 cycles (b) from EtMgBr and 1 
cycle (c) and 50 cycles (d) from Mg(AlCl2EtBu)2. These images were taken after the surfaces 
were nominally stripped of Mg. 
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a)                    b) 
Figure 4.7. Gas chromatograms of a Mg(AlCl2EtBu)2 electrolyte after fifty chronoamperometric 
cycles (a, blue), after being held at open circuit potential (a, red), a TBAPF6 electrolyte after fifty 
cycles (a, black), and the mass spectrum corresponding to the peak with a retention time of 3.92 
min (b). 
a)       b) 
 
Figure 4.8. Gas chromatograms of a EtMgBr electrolyte after fifty chronoamperometric cycles 
(a, blue), after being held at open circuit potential (a, red), a TBAPF6 electrolyte after fifty cycles 
(a, black), and the mass spectrum corresponding to the peaks with a retention time of ~3.92 min 
(b). 
  
75 
 
 
Figure 4.9.
 1
H NMR spectra of a Mg(AlCl2EtBu)2
 
electrolyte after fifty cycles (green), held at 
open circuit potential (red), and a TBAPF6
 
electrolyte after fifty chronoamperometric cycles 
(blue). The triplets at 4.3 ppm and 2.5 ppm and the multiplet at 2.3 ppm are due to γ-
butyrolactone (compare to Figure S5). The other peaks not present in the control experiments are 
due to other unidentified decomposition products. 
 
 
Figure 4.10. 
1H NMR spectrum of γ-butyrolactone in CDCl3. 
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cycle 
number 
onset for 
deposition (mV) 
charge passed during 
deposition (mC/cm
2
) 
charge passed during 
stripping (mC/cm
2
) 
charge 
efficiency 
1 -340 18.3 14.6 80% 
2 -230 25.6 20.6 80% 
10 -145 28.8 23.3 81% 
30 -124 39.7 35.2 89% 
50 -100 49.8 44.3 89% 
Table 4.1. Values extracted from cyclic voltammetry of EtMgBr in THF on a Au electrode at 10 
mV/s. 
cycle 
number 
onset for 
deposition (mV) 
charge passed during 
deposition (mC/cm
2
) 
charge passed during 
stripping (mC/cm
2
) 
charge 
efficiency 
1 -560 192 157 82% 
2 -550 207 175 85% 
10 -510 250 207 83% 
30 -450 314 247 79% 
50 -280 445 388 87% 
100 -200 537 518 96% 
150 -180 533 521 98% 
200 -180 505 497 98% 
Table 4.2. Values extracted from cyclic voltammetry of Mg(AlCl2EtBu)2 in THF on a Au 
electrode at 10 mV/s. 
  
77 
 
cycle 
number 
onset for 
deposition (mV) 
charge passed during 
deposition (mC/cm
2
) 
charge passed during 
stripping (mC/cm
2
) 
charge 
efficiency 
1 -530 205 148 72% 
2 -510 224 146 65% 
10 -430 249 138 55% 
30 -300 292 162 55% 
50 -240 325 208 64% 
100 -190 331 302 91% 
150 -180 319 293 92% 
200 -180 307 307 100% 
Table 4.3. Values extracted from cyclic voltammetry of Mg(AlCl2EtBu)2 in THF on a Pt 
electrode at 10 mV/s. 
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Reference Electrolyte Electrode Cycle Number Charge 
Efficiency 
This work 0.25 M Mg(AlCl2EtBu)2 
in THF 
Au Cycles 1-200 78-98% 
This work 0.25 M Mg(AlCl2EtBu)2 
in THF 
Pt Cycles 1-200 55-100% 
J. Electrochem. Soc. 
2001, Aurbach et al.
12 
0.25 M Mg(AlCl2EtBu)2 
in THF 
Au “Steady-state,” 
unspecified 
65% 
Nature 2000, 
Aurbach et al.
7 
0.25 M Mg(AlCl2EtBu)2 
in THF 
Pt Unspecified 73% 
J. Electrochem. Soc. 
2002, Aurbach et al.
22 
0.25 M Mg(AlCl2EtBu)2 
in THF 
Pt A “typical” cycle, 
unspecified 
65% 
Electrochem. Solid St. 
2006, Aurbach et al.
9 
0.25 M Mg(AlCl2EtBu)2 
in THF 
Pt A “typical” cycle, 
unspecified 
71% 
Adv. Mater. 2007, 
Aurbach et al.
11 
0.25 M Mg(AlCl2EtBu)2 
in THF 
Pt Unspecified 94% 
Nat. Commun. 2011, 
Kim et al.
23
 
0.4 M Mg(AlCl2EtBu)2 
in THF 
Pt Unspecified 100% 
*Figure 1 from the 2002 paper and figure 1 from the 2001 paper are identical, but in the 2002 
version, the caption states that the electrode is Pt not Au. 
Table 4.4. Comparison of the charge efficiencies reported in the literature. Charge efficiencies 
were determined by integrating directly from the voltammetry data given.  
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CHAPTER 5: ELECTROLYTIC CONDITIONING OF A MAGNESIUM ALUMINUM 
CHLORIDE COMPLEX FOR REVERSIBLE MAGNESIUM DEPOSITION 
 
Partially reproduced with permission from Barile, C. J.; Barile, E. C.; Zavadil, K. R.; Nuzzo, R. 
G.; Gewirth, A. A. J. Phys. Chem. C 2014, 118, 27623. Copyright 2014, American Chemical 
Society.   
 
 
5.1. Introduction 
 
 Mg-ion batteries have attracted much attention in the past decade due to their high 
theoretical volumetric capacity (3833 mAh/cm
3
) compared to current Li-ion batteries using 
graphite anodes (850 mAh/cm
3
).
1,2
 One of the largest challenges in the commercialization of Mg-
ion batteries is the development of a suitable electrolyte that is compatible with a Mg anode.
3
 An 
ideal electrolyte would have a large electrochemical window, low flammability and cost, high 
conductivity, and support reversible Mg deposition.
4
 A useful Mg electrolyte would also have 
comparable stability to those found in Li-ion systems. In Li-ion batteries, the ratio of charge 
passed during stripping to that passed during deposition (the Coulombic efficiency) is well over 
99%.
5,6 
 
 Over the past twenty years, the performance and chemical stability of Mg-electrolyte 
systems have improved markedly. Simple Grignard reagents were the first reported class of 
electrolytes to support reversible Mg deposition.
7,8
 Grignard-based electrolytes, however, suffer 
from poor anodic stability and high chemical reactivity. Seminal work by Aurbach and 
coworkers led to the development of Mg organohaloaluminate-based electrolytes.
9
 By tuning the 
organic substituents of these electrolytes, electrochemical windows of ~2.5 V combined with 
good Coulombic efficiencies have been reported.
10
 Recently, Aurbach et al. and Liu et al. 
developed an inorganic-based electrolyte, the magnesium aluminum chloride complex (MACC), 
which supports reversible Mg deposition with an anodic stability >3.0 V.
11,12
  This system is 
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promising because it can be coupled to high voltage Mg cathodes, though these are as yet to be 
discovered.   
 Previous work has demonstrated the profound impact of electrochemical cycling on the 
performance of Mg electrolytes. For example, the Coulombic efficiency ranges from 55% to 
100% for Mg(AlCl2EtBu)2 depending on cycle number.
13
 Aurbach et al. recently revealed that 
the electrochemical behavior of the MACC electrolyte also varies with cycling.
14
 However, this 
process is not understood.  
In this work, we carefully examine the electrochemical and compositional properties of 
MACC systems as it cycles through sequences of metal deposition and dissolution. We explore 
electrode surface and solution changes of the MACC during cycling and under resting 
conditions. The data from these studies establish important features of the mechanisms that 
support reversible Mg deposition from the MACC system.  
5.2. Experimental Details 
5.2.1. General Procedures 
All chemicals were purchased from Sigma-Aldrich unless otherwise stated. All glassware 
was dried in an oven for at least two hours at 175°C and then flamed dried with a Bunsen burner 
before introduction into a glove box. THF was distilled over Na and benzophenone under Ar and 
dried over molecular sieves (3 Å) before use. The water content of THF, measured using Karl-
Fischer titration, was found to be (7 ± 1) ppm, similar to literature values.
15
 PolyTHF had a 
number average molecular weight of 2900. All materials were handled in an Ar-filled glove box. 
           Pt or Pd wires with immersed geometric surface areas of ~0.6 cm
3
 (Alfa-Aesar) were used 
as working electrodes unless otherwise specified. Pt wires were cleaned in concentrated HNO3 
for at least 24 hours before each experiment. Fresh Pd wires were used for each experiment. 
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Following acid cleaning, all working electrodes were rinsed with Milli-Q water (>18 MΩ cm-1) 
and annealed with a H2 flame for 30-60 s prior to introduction into the glove box.  Mg foil 
(GalliumSource, LLC) was used as the counter and reference electrodes, and all potentials were 
measured with respect to Mg/Mg
2+
. Electrochemistry was performed using a CH Instruments 
760 D, 600 D, 760 C, or 620 A Electrochemical Workstation (Austin, TX). Electrochemical cells 
were assembled in the glove box, sealed prior to use, and contained ~1.5 mL of electrolyte and 
~0.5 cm
3
 of head space. Coulombic efficiencies were calculated by dividing the integrating the 
anodic current up to 2.8 V by the integrated cathodic current.  
5.2.2. Synthesis of the Magnesium Aluminum Chloride Complex (MACC) 
Nominally anhydrous MgCl2 (Alfa Aesar) was dried in a tube furnace under a flowing Ar 
and HCl atmosphere at ~1 L/min for 2.5 hours at 300°C. The tube furnace was cooled to room 
temperature, and the gas flow was replaced with Ar only. The tube was sealed and then 
transferred into the glove box. The dry HCl gas was made by adding concentrated HCl into 
concentrated H2SO4 dropwise, and the formed HCl gas was bubbled twice through concentrated 
H2SO4 before it entered the tube furnace. 
Under an inert atmosphere, THF (50 mL) was added to AlCl3 (400 mg) dropwise at ~0°C 
over the course of ~30 min. THF (50 mL) was added to MgCl2 (570 mg), and the resulting 
suspension was stirred at room temperature for at least 30 min., The AlCl3-THF solution was 
then added dropwise at room temperature to the MgCl2-THF suspension over the course of ~30 
min. The reaction mixture was then stirred for at least 6 hours at room temperature to form the 
MACC with a nominal concentration of 30 mM. 
Analogous procedures were followed for preparing MACC in 1,2-dimethoxyethane 
(DME) and in THF with different MgCl2-AlCl3 ratios. Elemental analyses by ICP-AES were 
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performed by the microanalysis laboratory located at the University of Illinois at Urbana-
Champaign. 
5.2.3. Mass Spectrometry Experiments 
           For mass spectrometry (MS) experiments, the electrolytes were diluted with additional 
THF, removed from the glove box in a sealed vial, and directly injected into a Quattro Ultima 
(Waters) electrospray ionization (ESI) mass spectrometer using a purged, Ar-filled syringe. MS 
was performed in positive ionization mode. Control experiments with blank THF showed no 
peaks associated with oligomerization. For MS experiments with the MACC in DME, 
electrolytes were evaporated in the glove box and redissolved in THF prior to examination by 
MS.  We found that the DME solvent peak obscured MS analysis.   
5.2.4. Scanning Electron Microscopy 
Scanning electron microscopy (SEM) of the electrodes was performed using a Hitachi S-
4700 Cold FE-SEM (Hitachi High Technologies) with an acceleration voltage of 20 kV. 
Quantitative energy-dispersive X-ray spectroscopy (EDS) was performed with an Oxford 
Instruments ISIS EDS X-ray Microanalysis System using Cu foil as a standard. The surfaces 
were rinsed thoroughly with THF inside the glove box before transferring them for SEM-EDS 
analysis.  
5.3. Results and Discussion 
5.3.1. MACC Conditioning 
 Figure 5.1 shows cyclic voltammograms of reversible Mg electrodeposition and stripping 
from a fully conditioned solution (vide infra) containing 30 mM of the MACC in THF on a Pt 
working electrode. As previously reported, the overpotential for deposition in this electrolyte is 
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~200 mV, and the Coulombic efficiency is nearly 100%.
12
 Of further note, the electrochemical 
window of this electrolyte is greater than 3.0 V.  
It is known that the freshly synthesized MACC cannot support reversible Mg 
electrodeposition and stripping (Figure 5.2A, black).
1
 Aurbach et al. have shown that MACC 
electrolytes exhibiting high Coulombic efficiencies are attained after extensive electrochemical 
cycling, a process known as conditioning.
14
 Figure 5.2A shows the changes in the 
electrochemical behavior of the MACC throughout a typical conditioning process. During the 
first cycles, reductive processes occur at an onset much greater than 0 V, and little oxidative 
current is measured (Figure 5.2A, black). This reductive current cannot be due to Mg deposition 
and is attributed to Al deposition on the working electrode and other irreversible processes.  
Interestingly, an anodic feature is observed peaking at 2.2 V. With continued cycling, a reductive 
feature ascribed to Mg deposition and a corresponding stripping peak appear and evolve in 
character (Figure 5.2A, red). At the same time, additional anodic features at 2.5 V grow in before 
decreasing in intensity.  Figure 5.2B shows that the onset of Mg deposition decreases to a 
constant value of ~200 mV during conditioning.  
The Coulombic efficiency also improves during cycling (Figure 5.2B). During the first 
thirty cycles, Al and Mg codeposit causing the efficiency to increase from 0 to 70%. Since the Al 
deposition is only partially reversible, Al depletes from solution, resulting in a diminished Al 
stripping current. We hypothesize that the Al depletion causes the decrease in efficiency over the 
next forty cycles. Once the voltammetry is dominated by Mg deposition and stripping in the last 
eighty cycles, the Coulombic efficiency approaches 100%. Figure 5.2B shows that the MACC 
electrolyte exhibits high Coulombic efficiency once the deposition overpotential plateaus to 
~200 mV.  
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To investigate the origin of the improvement in MACC performance with electrode 
cycling, we introduced a new Pt or Pd working electrode following MACC conditioning. If 
electrode surface conditioning is the origin of the increase in MACC performance, we expect the 
working electrode to control the electrochemical behavior. Figure 5.3 shows cyclic 
voltammograms obtained following the introduction of fresh Pt or Pd surfaces into the 
conditioned MACC. Only minor differences distinguish the voltammograms of the new surfaces 
relative to the original Pt surface, particularly in the Mg deposition region. These differences 
may possibly be associated with impurities on the surface of the new electrodes and disappear 
with continued cycling.  However, the Coulombic efficiency of the Mg deposition and stripping 
process ranges between 96-100% in all cases. This result suggests that the electrode surface does 
not participate in the electrolyte conditioning process directly. Correspondingly, we conclude 
that the solution composition changes during conditioning. We find that cells containing 
relatively small volumes of electrolyte and large working electrodes condition faster, which is 
consistent with a solution-dependent process.  
5.3.2. Solution Composition  
To interrogate the effect of solution composition, we systematically varied the 
constituents of the MACC before and after conditioning.  Figure 5.4 shows cyclic 
voltammograms obtained following the addition of 0.1 equivalents of MgCl2 or AlCl3 in THF to 
the conditioned MACC electrolyte. In a control experiment, we found that the addition of THF 
alone does not significantly alter the electrochemistry (Figure 5.5). The addition of either MgCl2 
or AlCl3 inhibits Mg deposition and stripping. For example, following the addition of AlCl3 to 
the conditioned MACC, only 44% of the original stripping charge is present.  Additionally, the 
data presented in Figure 5.4A show that the initial addition of AlCl3 decreases the Coulombic 
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efficiency from 97% to 83% and increases the overpotential from ~250 mV to ~450 mV. 
Similarly the addition of MgCl2 decreases the Coulombic efficiency from 97% to 70% and 
increases the overpotential from ~250 mV to ~400 mV (Figure 5.4B).  Interestingly, further 
cycling of the altered solutions restores the performance of the electrolytes to their original 
overpotentials and Coulombic efficiencies (Figure 5.4, blue). This finding means that the 
additional Mg or Al is accommodated in some way during MACC conditioning and further 
suggests that the initial Mg:Al ratio may be altered during conditioning to achieve a consistent 
final value.  
We performed elemental analysis of the MACC solution to determine how the 
conditioning process changes the electrolyte stoichiometry and if the solution reaches a 
converging Mg:Al ratio (Table 5.1). Regardless of the initial Mg:Al composition, freshly 
synthesized solutions do not exhibit reversible Mg deposition. Upon cycling, however, Mg:Al 
electrolytes with 1:1 and 2:1 ratios demonstrate reversible Mg deposition. In both cases, the 
composition reaches a (2.59 ± 0.08):1 Mg:Al ratio. This finding suggests that irreversible Al or 
Mg deposition occurs until the electrolyte achieves a favorable composition. We attempted to 
synthesize a 3:1 Mg:Al MACC in THF but could not attain this nominal stoichiometry due to the 
poor solubility of MgCl2 in THF. As a result, the synthesized ratio is (2.7 ± 0.1):1, which 
ostensibly is ideal for reversible Mg deposition. This solution, however, cannot be conditioned 
even after extensive cycling, and the Mg:Al ratio diverges to 3.5:1. We propose that irreversible 
Mg and Al deposits must form during the early stages of conditioning. Here this initial 
irreversiblility causes the relative amount of Mg to increase beyond the necessary ~2.6:1 Mg:Al 
ratio.  
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 The ~2.6:1 Mg:Al ratio for the conditioned MACC differs from that found in the 
crystallized electrolyte, [Mg2(μ-Cl)3-6THF][AlCl4], where a  2:1 Mg:Al ratio was suggested.
12
 
Based on the elemental analysis reported above, it is likely the case that the crystallized 
electrolyte neither reflects the total composition of the solution nor the electroactive species. In-
situ studies on similar Mg electrolytes recently demonstrated that interfacial species are not 
limited to dimers.
16
 In particular recent X-ray studies propose that interfacial intermediates, 
which do not contain Al, form during Mg deposition. We add to this picture by suggesting that 
the bulk electrolyte also contains excess Mg relative to the 2:1 Mg:Al ratio. 
5.3.3. Electrode Morphology and Composition 
Since the composition of the electrolyte changes during conditioning, we expect that the 
excess Al or Mg initially present in the electrolyte deposits irreversibly on the working electrode 
surface. Figure 5.6 shows SEM-EDS data obtained from a Pt electrode after the last stripping 
cycle of MACC conditioning. Irregular deposits develop on the electrode, ones that are different 
from the bare surface of a fresh wire immersed in the conditioned MACC at OCP. EDS data 
show the presence of substantial Al, Mg, and Cl on the electrode, which is likely a consequence 
of irreversible deposition during conditioning.  
To understand more fully the evolution of the electrolyte during conditioning, we chose 
three representative stages to investigate (Figure 5.7A). After conditioning the MACC to each 
regime, we then performed a galvanostatic deposition of 30 mC of material onto a fresh Pt 
surface, which had never been used for MACC conditioning (Figure 5.8). This procedure 
allowed us to analyze the nature of the electrodeposits at different conditioning stages regardless 
of conditioning history. As the MACC electrolyte evolves from the ~2:1 Mg:Al ratio initially 
present to the ~2.6:1 ratio found after conditioning, the morphology of the deposits transitions 
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from discontinuous clumps to platelets, and Al codeposition diminishes (Figure 5.7B-D). These 
measurements show that Al codeposition from the conditioned MACC is inhibited relative to the 
unconditioned electrolyte.   
5.3.4. MACC Aging 
 Since the composition of the MACC changes during conditioning, we investigated its 
stability under resting conditions. Figure 5.9 shows cyclic voltammograms obtained immediately 
following conditioning and after allowing the electrolyte to rest in a sealed cell in the glove box 
for one week. The aged electrolyte exhibits a substantially greater overpotential for deposition 
(~500 mV vs. ~200 mV for the conditioned MACC), a diminished Mg stripping peak, and a 
Coulombic efficiency that diminished by ~35%. We observed this aging effect regardless of the 
conditioning method or working electrodes used (Figure 5.10).  Interestingly, if we condition the 
aged electrolyte by cycling as previously described, we recover the performance of the 
conditioned electrolyte. 
5.3.5. MS Studies 
The conditioning and aging measurements demonstrate that the bulk composition of the 
electrolyte evolves with both time and cycling. To probe the composition of the MACC under 
these conditions, we performed ESI-MS of the electrolyte by introducing the MACC into the MS 
under an inert atmosphere.  
ESI-MS studies show that the freshly synthesized MACC electrolyte contains high 
molecular weight ions with m/z values greater than 400 (Figure 5.11A). We ascribe these high 
molecular weight ions to oligomeric complexes of THF. Tables 2 and 3 show families of 
oligomeric species associated with solvent decomposition found by ESI-MS. Interestingly, these 
oligomers are not present in the conditioned MACC in THF (Table 5.2, 5.4, Figure 5.11B). Thus 
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we hypothesize that the conditioning process removes inhibitory THF oligomers from the 
electrolyte. Additionally, we find another decomposition product of THF, γ-butyrolactone 
(GBL), consistent with previous studies using Mg(AlCl2EtBu)2, which showed that this 
oxidation product of THF also formed upon cycling.
13
  In the one-week-aged MACC in THF, 
ESI-MS analysis also shows that the electrolyte contains high molecular weight ions attributed to 
THF oligomers (Table 5.2, 5.5, Figure 5.11C). We conclude that the decrease in electrochemical 
performance of the aged MACC in THF is due to these oligomeric species.  
The detection of oligomeric THF species in the unconditioned and aged MACC prompted 
us to consider the mechanism of THF oligomerization in these systems. Previous studies have 
demonstrated that AlCl3 acts as a Lewis acid catalyst to ring-open polymerize THF.
17
 We 
performed ESI-MS analysis on solutions of AlCl3 in THF  and find that these also contain 
oligomers (Table 5.2, 5.6, Figure 5.11D). In addition, some of our observations during the 
synthesis procedure are possibly explained by the presence of THF oligomers. We find that 
careful, slow, and cold addition of AlCl3 to THF produces MACC solutions that are more rapidly 
conditioned than ones prepared at room temperature. The addition of AlCl3 to THF is very 
exothermic, and we hypothesize that the cold addition minimizes oligomer formation.  
5.3.6. Addition of polyTHF 
To explore the inhibition of MACC by multimeric THF species further, we added 
polyTHF to the conditioned MACC. Figure 5.12 shows that the deposition overpotential of the 
MACC electrolyte with added polyTHF increases to ~550 mV from ~200 mV, and the 
Coulombic efficiency decreases by ~50%. These findings illustrate that the performance of the 
MACC significantly decreases due to the addition of polyTHF. Upon cycling, however, the 
efficiency and overpotential are restored to the conditioned values (Figure 5.12, blue). This result 
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further supports the hypothesis that multimeric THF species inhibit performance and suggests 
that conditioning removes these species.  
5.3.7. MACC in DME 
Because ring-opening polymerization inhibits the performance of the MACC in THF 
under resting conditions, we prepared the MACC in an acyclic ether solvent, DME. Figure 5.13A 
shows that the MACC in DME requires a similar conditioning process to the MACC in THF to 
reversibly deposit and strip Mg. Once the MACC in DME is conditioned, the overpotential for 
Mg deposition is ~150 mV, and the Coulombic efficiency is 92% (Figure 5.13B, black). Unlike 
the MACC in THF, the performance of the MACC in DME does not change as dramatically after 
one week of rest at OCP. The overpotential before and after resting remains the same, and the 
Coulombic efficiency decreases by ~10% in contrast to the ~35% decrease observed in THF. The 
improved resting stability in DME is likely associated with the inability of DME to ring-open 
polymerize. ESI-MS confirms that no oligomeric species are present at any conditioning stage of 
the MACC in DME (Table 5.7, Figure 5.14). As with the MACC in THF, conditioning 
establishes a favorable Mg:Al ratio of ~2.6:1. While no solvent decomposition is detectable for 
the MACC in DME, the Coulombic efficiency plateaus at ~92% instead of the ~100% efficiency 
obtained with the MACC in THF (Figure 5.15). The origin of this behavior is not completely 
understood at present, but it seems likely that it must relate to the speciation and structures of 
Mg:Al complexes present in this solvent. 
5.3.8. Proposed Mechanism in THF 
 
From our experimental findings and previous literature describing the speciation of Mg 
and Al chlorides in THF, we propose a mechanism for Mg deposition from the 
conditioned MACC in THF. Since the conditioned MACC has a Mg:Al composition of ~2.6:1, 
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Mg electrodeposition cannot be fully explained by a dimeric Mg complex, which contains a 2:1 
Mg:Al ratio. Regardless, the crystallized MACC possesses a dimeric structure, indicating that 
dimeric Mg is a thermodynamically favorable species.
12
 The ~2.6:1 Mg:Al composition in the 
conditioned MACC may be explained by an equilibrium mixture of dimeric and trimeric Mg 
species (Figure 5.16, a). Indeed, in addition to dimers, Mg chloride trimers have previously been 
crystallized from ethereal solutions.
18,19
 Recent X-ray studies in electrolytes similar to the 
MACC have shown that monomeric Mg species exist at the surface during Mg 
electrodeposition.
16
 Assuming these findings are also applicable to the MACC system, we 
propose that a trimeric Mg chloride complex approaches the surface and breaks into a dimer and 
a monomer (Figure 5.16, b), from which Mg subsequently deposits. The proposed trimer-dimer 
equilibrium allows the bulk composition of the electrolyte to exist in thermodynamically 
favorable multimeric forms throughout Mg deposition.  
We hypothesize that by altering the Mg:Al stoichiometry, the conditioning process shifts 
the equilibrium composition of the MACC electrolyte so that it contains species that support 
reversible Mg deposition and stripping. In the early stages of the conditioning process, Mg 
deposition occurs at high overpotentials, possibly from dimeric or monomeric species (Figure 
5.16, c and d). The large overpotentials for these processes likely reflect the fact that these 
pathways generate thermodynamically unfavorable monomeric species upon deposition. 
Additionally, Al deposition occurs during the conditioning process, which may originate from Al 
cationic species. Conditioning the MACC solution alters the Al speciation in the electrolyte to 
predominantly AlCl4
-
. Previous studies have shown that Al electrodeposition from THF solutions 
containing AlCl4
-
 occurs less readily than from solutions containing cationic Al species.
20
 
Similarly, in the MACC system, Al deposition is minimized once Al species are kinetically 
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protected from deposition in the form of anions. Therefore, we hypothesize that reversible Mg 
deposition occurs from the conditioned MACC in THF via multimeric homometallic Mg 
complexes. 
From this mechanistic picture, we rationalize the detrimental effect that THF oligomers 
have on the electrochemical performance of the MACC in THF. The multidentate nature of THF 
oligomers causes them to act as chelating agents. Since chelators preferentially bind 
monometallic centers, we expect the THF oligomers to shift the Mg equilibria towards 
monomeric forms (Figure 5.16, e).
21
 As previously stated, deposition from monomeric Mg 
species is thermodynamically unfavorable. This speciation towards monomers causes the large 
overpotential measured in the aged MACC in THF.  
5.3.9. Temperature Studies 
Having established a mechanistic framework for Mg deposition and stripping from the 
MACC in THF, we decided to analyze the effect of temperature on the conditioning process. 
Given the complexity of the system, numerous enthalpic, entropic, and kinetic parameters must 
be considered to predict the relationship between temperature and electrochemical behavior. Our 
work suggests that multimeric Mg species are more thermodynamically stable in bulk solution 
than monomeric Mg species. Monomeric species, however, are entropically favored because 
their bulk solutions are more disordered than solutions containing multimeric species. From the 
Gibbs free energy equation, we expect therefore that multimeric Mg species are more stable from 
an enthalpic perspective. This enthalpic stability is in keeping with the anticipated more 
favorable heat of formation associated with the additional bridging bonds present in multimeric 
complexes. From these considerations, higher temperatures would favor monomeric species, 
resulting in decreased performance.  
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This thermodynamic prediction, however, does not account for the kinetics of equilibria 
dynamics. At higher temperatures, the exchange rates between multimeric and monomeric 
species are likely faster, allowing multimeric Mg species to be accessed more readily. Since Mg 
deposition from multimeric species is more facile, conditioning at higher temperatures would 
allow reversible Mg deposition to occur more readily due to the increased equilibria exchange 
rates. Because thermodynamic and kinetic arguments predict different outcomes, the 
electrochemical dependence on temperature may give insight into the kinetic and thermodynamic 
controls of the MACC conditioning process. We note that the kinetics and energetics of all 
species in solution, including Al and oligomeric species, will also likely be affected by 
temperature changes.  
We performed preliminary experiments testing the MACC conditioning process at more 
extreme conditions with bulk solution temperatures at 5 ºC, 25 ºC, and 40 ºC and an expanded 
electrochemical cycling window. Because Mg deposition at 5 ºC was significantly inhibited, we 
cycled the working electrodes to more positive and negative potentials (3.2 V to -1.8 V vs. 
Mg/Mg
2+
) in an attempt to aid the conditioning process. We found that temperature significantly 
impacted the electrochemical conditioning. Figure 5.17A shows cyclic voltammograms of the 
freshly synthesized MACC in THF at cycle 25 of the conditioning process at 5 ºC, 25 ºC, and 40 
ºC. The electrochemical performance of electrolytes at higher temperatures improved faster than 
those at lower temperatures during the first 25 cycles (Figures 5.17B and 5.17C). In particular, at 
cycle 25, the Mg deposition overpotential for the MACC in THF at 40 ºC is ~200 mV while the 
overpotential at 25 ºC is ~270 mV (Figure 5.17B). In contrast, the MACC in THF at 5 ºC showed 
highly irreversible behavior throughout most of the conditioning process. Figure 5.17C shows 
the Coulombic efficiencies of the MACC at the three temperatures studied as a function of cycle 
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number. The Coulombic efficiency of the MACC conditioned at 40 ºC begins to increase earlier 
than the MACC conditioned at 25 ºC. The MACC cycled at 5 ºC does not display any anodic Mg 
stripping features during the first 25 cycles.    
 The results from these studies demonstrate that higher temperatures expedite the early 
stages of the conditioning of the MACC in THF. These findings suggest that the initial 
conditioning process is controlled by the kinetics of trimer-dimer-monomer equilibria and are not 
as dependent on the thermodynamic parameters of Mg species. Future studies will more 
thoroughly investigate the effect of temperature on the MACC conditioning and aging process. 
Additionally, few thermodynamic and kinetic parameters have been quantitated here, but future 
computational studies may give more insight into the Mg deposition and stripping process of the 
MACC. 
 
5.4. Conclusions 
We analyzed the electrochemistry and composition of MACC systems and found that 
reversible Mg deposition occurs after substantial electrochemical conditioning. SEM-EDS and 
elemental analysis show that Mg and Al irreversibly deposit until the electrolyte attains an ideal 
Mg:Al stoichiometry of ~2.6:1. ESI-MS data reveal that oligomeric THF species are formed 
during synthesis and after aging. We suggest that the conditioning process improves the 
performance of the MACC by both adjusting the solution composition to a favorable Mg:Al 
stoichiometry and temporarily ridding the solution of inhibitory THF oligomers. From these 
results, we propose that speciation favoring multimeric homometallic Mg complexes enables 
reversible Mg deposition from the conditioned MACC in THF. The conditioned MACC 
electrolyte demonstrates reversible Mg deposition and a large electrochemical window, 
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characteristics that are necessary for practical Mg-ion batteries. However, this study illustrates 
that acyclic solvents may be required to avoid unwanted aging processes, which would severely 
limit the shelf life of a useful battery. 
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5.5. Figures and Tables 
 
Figure 5.1. Cyclic voltammogram of the conditioned MACC in THF at 25 mV/s on a Pt 
electrode.  
 
Figure 5.2. Cyclic voltammograms of cycle 1 (black), cycle 20 (red), cycle 50 (blue), cycle 100 
(green), cycle 150 (purple) of the MACC in THF at 5 mV/s on a Pt electrode (A). Mg deposition 
overpotential and Coulombic efficiency as a function of cycle number (B).  
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Figure 5.3. Cyclic voltammograms at 25 mV/s of the conditioned MACC in THF with different 
working electrodes: Pt used during conditioning (black), fresh Pt (red), and fresh Pd (blue).  
Figure 5.4. Cyclic voltammograms of conditioned MACC in THF (A and B, black), after adding 
0.1 equivalents of AlCl3 (A, red) and after conditioning of the altered solution (A, blue) and 0.1 
equivalents of MgCl2 (B, green), and after conditioning of the altered solution (B, purple) at 25 
mV/s on Pt.  
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Figure 5.5. Cyclic voltammograms of the conditioned MACC in THF after adding 200 μL THF 
(black) and the same solution after conditioning (red).  
 
 
Figure 5.6. SEM-EDS data of a Pt surface used to condition the MACC in THF after the last 
stripping cycle. The graph on the right shows the relative percentages of Mg, Al, and Cl as 
determined by EDS from this sample. 
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Figure 5.7. Chronopotentiometry of the unconditioned (black), partially conditioned (red), and 
conditioned (blue) MACC in THF at 100 μA/cm2 on fresh Pt electrodes.  
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Figure 5.8. Cyclic voltammograms of the unconditioned (black), partially conditioned (red), and 
conditioned (blue) MACC in THF at 25 mV/s on Pt (A). SEM-EDS data of electrodeposits on 
fresh Pt surfaces (with relative percentages of Mg, Al, and Cl shown in the bar graphs) using the  
unconditioned (B), partially conditioned (C), and conditioned MACC (D). 
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Figure 5.9. Cyclic voltammograms of the freshly conditioned MACC in THF (black), after 
resting for one week at OCP (red), and after reconditioning (blue).  
 
 
Figure 5.10. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 100 (blue), cycle 
200 (green), cycle 300 (purple) of the MACC in THF at 25 mV/s on a Pt electrode (A). Cyclic 
voltammograms of the freshly conditioned MACC in THF (black) and after resting for one week 
at OCP (red) (B). 
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Figure 5.11. ESI-MS of the freshly synthesized MACC (A), conditioned MACC (B), 
conditioned MACC in THF aged one week (C), and a solution of AlCl3 in THF (D). 
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Figure 5.11 (cont.) 
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Figure 5.12.  Cyclic voltammograms of the conditioned MACC in THF (black), the conditioned 
MACC with 0.5 wt. % polyTHF added (red), and the reconditioned MACC with 0.5 wt. % 
polyTHF added (blue).  
Figure 5.13. Cyclic voltammograms of cycle 1 (black), cycle 30 (red), cycle 40 (blue), cycle 50 
(green), cycle 75 (purple) of the MACC in DME at 5 mV/s on a Pt electrode (A). Cyclic 
voltammograms of the conditioned MACC in DME (black) and after resting for one week at 
OCP (red) (B).  
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Figure 5.14. ESI-MS of the MACC in DME aged one week (A), conditioned (B), and freshly 
synthesized (C).  
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Figure 5.14 (cont.) 
 
 
Figure 5.15. Mg deposition overpotential and Coulombic efficiency as a function of cycle 
number obtained from cyclic voltammetry of the MACC in DME at 5 mV/s on a Pt electrode. 
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Figure 5.16. Possible pathways for Mg deposition from the MACC in THF. Equilibrium 
between trimeric and dimeric Mg complexes (a). Mg deposition from a trimer (b), dimer (c), and 
monomer (d). Equilibrium involving THF oligomers (e).  
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Figure 5.17. Cyclic voltammograms of the conditioning process of the MACC in THF at 5 mV/s 
on a Pt electrode (working area of ~1.2 cm
2
) at 5 ºC (blue), 25 ºC (black), and 40 ºC (red). Cycle 
25 for each temperature is shown (A). Mg deposition overpotential (B) and Coulombic efficiency 
(C) as a function of cycle number at 5 ºC (blue), 25 ºC (black), and 40 ºC (red). 
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Nominal Molar 
Mg:Al Ratio 
Sample 
Found Molar  
Mg:Al Ratio 
Coulombic 
Efficiency 
1:1 
Freshly synthesized 
Conditioned 
(0.98 ± 0.01):1 
(2.6 ± 0.1):1 
16% 
(99.8 ± 0.3)% 
2:1 
Freshly synthesized 
Conditioned 
(1.9 ± 0.2):1 
(2.58 ± 0.06):1 
14% 
(99.9 ± 0.2)% 
3:1 
Freshly synthesized 
After 800 cycles 
(2.7 ± 0.1):1 
3.5:1 
13% 
0% 
Table 5.1.  Summary of voltammetry and Mg:Al compositions of MACC electrolytes in THF as 
found by elemental analysis. 
 
Sample m/z Assignment 
Unconditioned MACC in 
THF 
72n - 27 (n = 4, 5) 
72n - 43 (n = 9, 10) 
72n + 149 (n = 7) 
[(THF)n-C2H4+H]
+ 
[(THF)n-C2H4-CH2+H]
+
 
[AlCl3O(THF)n-H2+H]
+ 
 
Conditioned MACC in THF 87 [GBL+H]
+
 
 
Conditioned MACC in THF 
after one week at OCP 
72n - 27 (n = 13) 
72n - 43 (n = 9, 10) 
72n + 149 (n = 12) 
[(THF)n-C2H4+H]
+
 
[(THF)n-C2H4-CH2+H]
+ 
[AlCl3O(THF)n-H2+H]
+ 
 
AlCl3 in THF 72n - 27 (n = 4, 5) 
72n - 43 (n = 10) 
72n + 149 (n = 7) 
[(THF)n-C2H4+H]
+ 
[(THF)n-C2H4-CH2+H]
+
 
[AlCl3O(THF)n-H2+H]
+ 
Table 5.2. Representative solvent decomposition peaks as found by ESI-MS.   
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m/z Assignment 
113 [AlCl(THF)2-2C2H4-2H2O-H]
+
  
145 [AlCl(THF)2-C2H4-H2O-CH2-H]
+
 
243 [(THF)4-C2H4-H2O+H]
+
 
261 [(THF)4-C2H4+H]
+
 
275 [(THF)4-CH2+H]
+
 
302 [(THF)5- OCH3-C2H4-H]
+
 
330 [(THF)5-OCH3+H]
+
 
333 [(THF)5-C2H4+H]
+
 
345 [(THF)5-CH2-H2+H]
+
 
359 [(THF)5-H2+H]
+
 
361 [(THF)5+H]
+
 
446 [(THF)7- OCH3-C2H4+H]
+
 
460 [(THF)7- OCH3-CH2+H]
+
 
487 [(THF)7-H2O+H]
+
 
518 [(THF)8- OCH3-C2H4-H]
+
 
607 [(THF)9-C2H4-CH2+H]
+
 
653 [AlCl3O(THF)7-H2+H]
+
 
680 [(THF)10-C2H4-CH2+H]
+
 
708 [(THF)10-CH2+H]
+ 
891 [(THF)13-H2O-C2H4+H]
+
 
Table 5.3. Peak assignments for ESI-MS of the freshly synthesized MACC. 
 
 
m/z Assignment 
87 [GBL+H]
+
 
97 AlCl2
+
  
105 [MgCl2(THF)-C2H4-H2O-CH2]
+
 
113 [AlCl(THF)2-2C2H4-2H2O-H]
+
  
127 [AlCl(THF)2-C2H4-2H2O-CH2-H]
+
  
145 [AlCl(THF)2-C2H4-H2O-CH2-H]
+
 
159 [AlCl(THF)2-C2H4-H2O-H]
+
  
177 [AlCl(THF)2-C2H4-H]
+
  
Table 5.4. Peak assignments for ESI-MS of the conditioned MACC in THF. 
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m/z Assignment 
241 [(THF)4-C2H4-H2O-H2+H]
+
 
283 [Mg(THF)4-C2H4-H]
+
 
297 [Mg2Cl3(THF)2]
+
 
355 [MgCl2(THF)4-C2H4+H]
+
 
379 [AlCl3O(THF)4-C2H4-CH2+H]
+
 
585 [Mg2Cl3(THF)6]
+
 
607 [(THF)9-C2H4-CH2+H]
+
 
680 [(THF)10-C2H4-CH2+H]
+ 
696 [(THF)9-C2H4+H]
+
 
737 [Mg2Cl2(THF)9-C2H4-H]
+
 
754 [AlCl(THF)10-C2H4-H]
+
 
789 [AlCl2(THF)10-C2H4]
+
 
826 [AlCl(THF)11-C2H4-H]
+
 
907 [(THF)13-C2H4-H2+H]
+
 
909 [(THF)13-C2H4+H]
+
 
1014 [AlCl3O(THF)12-H2+H]
+
 
1053 [Mg2Cl2(THF)13-H]
+
 
Table 5.5. Peak assignments for ESI-MS of the conditioned MACC in THF aged one week. 
 
 
m/z Assignment 
215 [(THF)3-H2+H]
+
 
243 [(THF)4-C2H4-H2O+H]
+
 
261 [(THF)4-C2H4+H]
+
 
275 [(THF)4-CH2+H]
+
 
287 [(THF)4-H2+H]
+
 
289 [(THF)4+H]
+
 
302 [(THF)5- OCH3-C2H4-H]
+
 
330 [(THF)5-OCH3+H]
+
 
333 [(THF)5-C2H4+H]
+
 
359 [(THF)5-H2+H]
+
 
361 [(THF)5+H]
+
 
446 [(THF)7- OCH3-C2H4-H]
+
 
459 [(THF)7-H2O+H]
+
 
487 [(THF)7-C2H4-H2O+H]
+
 
518 [(THF)8- OCH3-C2H4-H]
+
 
653 [AlCl3O(THF)7-H2+H]
+
 
680 [(THF)10-C2H4-CH2+H]
+
 
Table 5.6. Peak assignments for ESI-MS of a solution of AlCl3 in THF. 
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m/z Assignment 
119 [Mg2Cl2+H]
+
 
139 [Mg(THF)2-C2H4-H]
+
 
175 [MgCl(THF)2-C2H4]
+
 
231 [AlCl(THF)3-C2H4-H2O-H]
+
 
239 [MgCl2(THF)2+H]
+
 
249 [AlCl(THF)3-C2H4-H]
+
 
283 [MgCl2(THF)3-C2H4+H]
+
 
323 [Mg2Cl3(THF)3-C2H4-H2O] 
407 [Mg2Cl2(THF)4+H]
+
 
Table 5.7. Peak assignments for ESI-MS of the MACC in DME. Note that the ESI-MS was 
performed in THF since DME peaks obscured analysis. 
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CHAPTER 6: EXPLORING CATION AND SOLVENT EFFECTS IN CHLORIDE-BASED 
ELECTROLYTES FOR MAGNESIUM DEPOSITION AND DISSOLUTION 
 
The work in this chapter was performed in collaboration with Nuzzo, R. G.; Gewirth, A. A. 
 
 
6.1. Introduction 
 
 Mg-ion batteries have the potential to outperform currently used Li-ion batteries due to 
their high theoretical volumetric and gravimetric energy densities.
1
 One of the largest barriers 
preventing the successful implementation of Mg-ion batteries is the lack of a suitable electrolyte 
that supports reversible Mg electrodeposition and dissolution at the Mg metal anode.
2
 The 
carbonate-based solvents traditionally utilized in Li-ion batteries do not support reversible Mg 
deposition due to the difficulty of desolvating Mg
2+
 and the growth of passivation layers on the 
anode surface.
3,4
 Gregory et. al. first reported that Mg can reversibly deposit from Grignard 
reagents in ethers and suggested that the electron donating nature of the organic moiety 
facilitates Mg reduction.
5
 However, due their high reactivity, Grignard-based electrolytes suffer 
from poor anodic stabilities.
6
 Later work by Aurbach and coworkers established that the 
reactivity of Grignard reagents could be modulated by reacting them with Al species to form Mg 
organohaloaluminates.
7
 By manipulating the organic substituents of these electrolytes, systems 
with good Coulombic efficiencies and electrochemical windows up to ~2.5 V have been 
reported.
8
 A handful of studies also suggest electrolytes based on Mg alkoxides and Mg bis-
(trifluoromethanesulfonyl)imide may be promising.
9-12 
 Recently, Aurbach et al. and Liu et al. demonstrated reversible Mg deposition and 
stripping from an all inorganic electrolyte made by combining AlCl3 and MgCl2 in ethereal 
solvent.
13,14
 These electrolytes, which form the so-called magnesium aluminum chloride complex 
(MACC), exhibit electrochemical windows greater than 3 V. Their high anodic stabilities make 
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them promising candidates for coupling with as of yet undiscovered high voltage Mg-ion 
cathodes. We recently investigated MACC electrolytes and determined that the performance of 
these electrolytes varies dramatically with cycle number.
15
 In fact, reversible deposition can only 
be attained after hundreds of cycles in a process known as electrolytic conditioning. During the 
conditioning process, the speciation of Mg cations in solution shifts to Mg multimers, which 
facilitate reversible Mg deposition.  
 Despite these studies, the exact nature of the species responsible for Mg deposition in the 
MACC electrolyte remains unknown. The lack of fundamental understanding of how chloride-
based electrolytes support Mg deposition hampers further progress in electrolyte development. In 
this work, we systematically alter the components of the MACC electrolyte to gain insight into 
the parameters necessary for reversible Mg deposition. In particular, we explore the effects of 
changing the solvent of the electrolyte and the identity of the co-salt added to MgCl2. 
 
6.2. Experimental Details 
 
6.2.1. General Procedures 
 
All chemicals were purchased from Sigma-Aldrich unless otherwise stated. All materials 
were handled in an Ar-filled glove box, which contained < 4 ppm O2 and < 2 ppm H2O. All 
glassware was flamed dried with a Bunsen burner before introduction into the glove box. 
Solvents were dried over molecular sieves (3 Å) for at least 24 hours before use. Nominally 
anhydrous MgCl2 (Alfa Aesar) was dried in a tube furnace under a flowing Ar and HCl 
atmosphere for 2.5 hours at 300°C as reported previously.
15
 THF was distilled over Na and 
benzophenone under Ar before use. Furan and phthalan were purified by vacuum distillation 
before use. 2,5-dimethyltetrahydrofuran consisted of a mixture of cis and trans isomers. 
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           Pt wires with immersed geometric surface areas of ~0.6 cm
3
 (Alfa-Aesar) were used as 
working electrodes. Pt wires were cleaned in concentrated HNO3 for at least 24 hours before 
each experiment. Following acid cleaning, the Pt was rinsed with Milli-Q water (>18 MΩ cm-1) 
and annealed with a H2 flame for 30-60 s prior to introduction into the glove box. Mg foil 
(GalliumSource, LLC) was used as the counter and reference electrodes, and all potentials were 
measured with respect to Mg/Mg
2+
. Electrochemistry was performed using a CH Instruments 
760 E, 760 D, 760 C, 600 D, or 620 A Electrochemical Workstation (Austin, TX). 
Electrochemical cells were assembled in the glove box, sealed prior to use, and contained ~1.5 
mL of electrolyte and ~0.5 cm
3
 of head space. Coulombic efficiencies were calculated by 
dividing the integrated anodic current by the integrated cathodic current. Anodic current ascribed 
to solvent decomposition was not included in this calculation. 
6.2.2. Electrolyte Synthesis 
The “all phenyl complex” (APC) was synthesized from PhMgCl and AlCl3 in THF 
according a literature procedure.
8
 The THF was subsequently removed by evaporation, and the 
electrolyte was redissolved in the desired solvent to give the final APC solvent-electrolyte (100 
mM). 
To synthesize completely inorganic-based electrolytes, the desired solvent was added 
dropwise to a metal chloride (30 mM) at ~0°C over the course of 10 minutes and stirred at room 
temperature for ~30 min. MgCl2 (60 mM) was then added to an equal volume of the same 
solvent at room temperature and stirred for ~30 min. The two solutions were then combined and 
then stirred for at least 10 hours. Before use in electrochemical experiments, any insoluble solids 
were filtered off from the electrolyte solution. For electrolytes containing BCl3, the requisite 
amount of BCl3 (30 mM) was added dropwise at ~0°C to 1,2-dimethoxyethane (DME) or THF 
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containing MgCl2 (60 mM) and tetrabutylammonium (TBA) perchlorate (100 mM) from a 1.0 M 
solution of the gas dissolved in hexanes, resulting in a final solvent composition of 97% DME or 
THF and 3% hexanes.  
6.2.3. Mass Spectrometry Experiments 
           For mass spectrometry (MS) experiments, the electrolytes were diluted with additional 
DME, removed from the glove box in a sealed vial, and directly injected into a Quattro Ultima 
(Waters) electrospray ionization (ESI) mass spectrometer using a purged, Ar-filled syringe. MS 
was performed in negative ionization mode.  
6.2.4. Scanning Electron Microscopy 
Scanning electron microscopy (SEM) of the electrodes was performed using a Hitachi S-
4700 Cold FE-SEM (Hitachi High Technologies) with an acceleration voltage of 20 kV. 
Quantitative energy-dispersive X-ray spectroscopy (EDS) was performed with an Oxford 
Instruments ISIS EDS X-ray Microanalysis System using Cu foil as a standard. The surfaces 
were rinsed thoroughly with DME inside the glove box before transferring them for SEM-EDS 
analysis.  
 
6.3. Results and Discussion 
 
Previously, we reported on the electrodeposition and dissolution of Mg from MACC 
(AlCl3-MgCl2) electrolytes in THF and DME.
15
 We found that the performance of both of these 
electrolytes increases dramatically as they cycle, a process known as electrolytic conditioning. 
Once fully conditioned, the AlCl3-MgCl2 electrolyte in THF possesses a Coulombic efficiency of 
100% and an overpotential for Mg deposition of 200 mV. By comparison, the conditioned AlCl3-
MgCl2 electrolyte in DME exhibits an inferior Coulombic efficiency of 92%, but an improved 
Mg deposition overpotential of 150 mV. We hypothesized that the differences in performance of 
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the two electrolytes stem from differences in the structures of Mg-Al complexes present, but the 
exact nature of these species remains unknown.  
Here, in an effort to gain more insight into the types of Mg species required for reversible 
Mg deposition, we systematically test other ethereal solvents in addition to replacing Al with 
other cations. Because we previously determined that the performance of the AlCl3-MgCl2 
electrolyte in THF deteriorates under resting conditions due to the ring-opening polymerization 
of THF by AlCl3,
15
 we decided to conduct the majority of our cation studies in DME to avoid 
this complication.  
6.3.1. Boron and Aluminum Electrolytes 
 
Figure 6.1 shows the changes in the electrochemical behavior of the BCl3-MgCl2 
electrolyte in DME throughout its conditioning process. During the first cycles, reductive 
processes occur with an onset of about 1.5 V, and little oxidative current is measured (Figure 
6.1A, black). Since this reductive current occurs much more positive than 0 V, it cannot be due 
to Mg deposition. B has a reduction potential of 1.5 V versus Mg/Mg
2+
, and thus the reduction 
current is attributed to irreversible B deposition on the working electrode.
16
 The B deposition 
witnessed during the first few cycles of conditioning is analogous to the irreversible Al 
deposition observed in the early stages of conditioning of the MgCl2-AlCl3 system.
15
 With 
continued cycling, a reductive feature ascribed to Mg deposition and a corresponding stripping 
peak appear and evolve in character (Figure 6.1A, blue and green) in a process that is again 
analogous to the MgCl2-AlCl3 electrolyte. Figure 6.1B shows that the onset of Mg deposition of 
the BCl3-MgCl2 electrolyte in DME shifts more positive to a constant value of about -0.3 V 
during conditioning. The Coulombic efficiency also improves as a function of cycle number and 
plateaus at ~92%.  
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Figure 6.2 compares the cyclic voltammograms of the conditioned MgCl2-AlCl3 and 
MgCl2-BCl3 electrolytes in DME. The MgCl2-BCl3 electrolyte exhibits less Mg deposition and 
stripping current density, a larger overpotential for Mg deposition, and a smaller electrochemical 
window (~1.9 V) as compared to the MgCl2-AlCl3 electrolyte. Additionally, it is known that due 
to steric constraints around the smaller central B atom, BCl4
-
 is a relatively unstable species as 
compared to AlCl4
-
.
17
 This difference may explain the decrease in the anodic stability of the 
MgCl2-BCl3 electrolyte. 
Figure 6.3 shows cyclic voltammograms of the MgCl2-BCl3 electrolyte prepared in THF. 
During all cycles, reductive processes positive of 0 V dominant the voltammetry, suggesting that 
irreversible B deposition occurs. In contrast to the system in DME, the MgCl2-BCl3 electrolyte in 
THF does not exhibit any evidence of Mg deposition or stripping even after substantially 
cycling. Furthermore, the quantity of reductive current decreases with cycle number, indicating 
that the electrode becomes passivated. As mentioned above, we previously determined that for 
the MgCl2-AlCl3 electrolyte in THF, AlCl3 catalyzes the ring-opening polymerization of THF, 
which adversely affects the performance of the electrolyte.
15
 Since BCl3 is a substantially 
stronger Lewis acid towards ethers than AlCl3, it catalyzes the polymerization of THF with much 
increased effectiveness.
17,18
 The resulting oligomers of THF inhibit Mg deposition and stripping 
in the BCl3-MgCl2 electrolyte in THF. 
6.3.2. Gallium Electrolytes 
 
We next explored the electrochemistry of systems containing MgCl2-GaCl3 since Ga, Al, 
and B are all Group 13 elements. Figure 6.4 displays cyclic voltammograms of the MgCl2-GaCl3 
electrolyte in DME and THF. In both solvents, reductive processes with onset potentials negative 
of 0 V are the main voltammetric features. Additionally, the current densities measured are about 
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2 orders of magnitude less than those observed in the B and Al electrolytes. Therefore, neither 
Mg or Ga deposition occur to an appreciable extent in the MgCl2-GaCl3 electrolytes. We 
hypothesize that the speciation of Mg in the Ga-based electrolytes is markedly different from 
those containing B and Al, and that these differences explain the lack of electrochemical activity 
in the MgCl2-GaCl3 system. We refer the reader to section 6.3.6. for a more detailed 
investigation of this point. 
6.3.3. Indium and Tin Electrolytes 
 
Figure 6.5 shows representative cyclic voltammograms of the MgCl2-InCl3 and MgCl2-
SnCl2 electrolytes in DME. Unlike the Ga-based electrolytes, the voltammetry of these two 
electrolytes possess deposition and stripping peaks centered around 0 V, indicating that Mg 
deposition and stripping occurs. However, the shapes of the reductive portions of the 
voltammograms are much different than those obtained from conditioned MgCl2-AlCl3 and 
MgCl2-BCl3 electrolytes in DME. In particular, the forward deposition scans peak at about -0.8 
V and -0.4 V for the MgCl2-InCl3 and MgCl2-SnCl2 electrolytes, respectively. This behavior is 
indicative of a combination of Mg alloying reactions and intermetallic formation as has been 
observed previously.
19-22
 Indeed, galvanostatic deposition from the MgCl2-InCl3 or MgCl2-SnCl2 
electrolytes results in the deposition of substantial amounts of In or Sn in addition to Mg as 
revealed by SEM-EDX analysis (Figures 6.6A and 6.6B).  
Figure 6.7A displays cyclic voltammograms of the MgCl2-InCl3 electrolyte in DME as a 
function of cycle number. During the first cycle (Figure 6.7A, black), a combination of Mg and 
In deposition occur once the electrode is polarized below 0 V. However, on the reverse scan, 
little anodic current is recorded until electrolyte decomposition occurs beyond ~2.0 V. As a 
result, the Coulombic efficiency of the MgCl2-InCl3 electrolyte in DME for the first cycle is only 
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~12%. Figure 6.7B shows that the Coulombic efficiency and overpotential for deposition both 
improve as the electrolyte cycles. In other words, like the other functional Group 13 electrolytes, 
the MgCl2-InCl3 electrolyte in DME undergoes a conditioning process before it reaches its 
optimal performance. However, unlike MgCl2-BCl3 and MgCl2-AlCl3 systems, the Coulombic 
efficiency never exceeds ~60%. This observation reflects the irreversibility of Mg insertion and 
deinsertion in In, which has been previously reported for other p-block metals.
22,23
  
Figure 6.8A shows cyclic voltammograms of the MgCl2-SnCl2 electrolyte in DME. 
Unlike the Group 13 electrolytes, the first cycle of this electrolyte displays significant deposition 
and stripping peaks. Furthermore, as the electrolyte cycles, Figure 6.8B illustrates that the 
overpotential for deposition and the Coulombic efficiency do not improve or vary as 
dramatically as do the electrolytes that require conditioning. This finding suggests that the 
speciation of Mg complexes in the MgCl2-SnCl2 electrolyte differs in some important way from 
the Group 13 electrolytes. 
Like the In electrolyte, the MgCl2-SnCl2 electrolyte in DME possesses a Coulombic 
efficiency that plateaus around 60% due to the irreversibility of Mg insertion and deinsertion in 
Sn. Although the potential for deposition from this electrolyte is ~0 V, the overpotential for 
deposition is not also ~0 V since the thermodynamics of the underlying process are controlled by 
the formation of the intermetallic Mg2Sn, not Mg metal. Malyi et. al. calculated the standard 
potential of Mg2Sn to be 0.184 V vs. Mg/Mg
2+
, so the overpotential for the formation of Mg2Sn 
in the MgCl2-SnCl2 electrolyte is about the same.
24 
Moreover, the current density measured from the MgCl2-SnCl2 electrolyte decreases as 
the electrode cycles (Figure 6.8A). Mechanical stress from cycling likely causes the decrease in 
deposition and stripping current observed. During the magnesiation and demagnesiation of Sn, 
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214% volume expansion occurs, causing the deposited particles to irreversibly crack and 
fracture.
23
 This process is similar to the capacity fade commonly witnessed in Li-ion batteries 
that utilize Si anodes.
25
   
The last notable feature of the cyclic voltammograms presented in Figure 6.8A is the 
oxidative current that has an onset of ~1.5 V across all cycles. Similar irreversible anodic 
features are seen in the conditioned MgCl2-BCl3 and MgCl2-InCl3 electrolytes at potentials more 
positive than ~1.9 V and ~2.0 V, respectively. In all three cases, these voltages define the 
working electrochemical window of the electrolyte; polarizing the solvent further presumably 
results in solvent decomposition. Since the anodic stabilities of these three electrolytes vary 
significantly and yet the solvent is DME in all cases, the solvent decomposition that occurs must 
be catalyzed by the electrolyte.  
To confirm that the oxidative current that begins at ~1.5 V is solvent decomposition, we 
tested the MgCl2-SnCl2 electrolyte in solvents other than DME. Figure 6.9 and 6.10 show cyclic 
voltammograms of the MgCl2-SnCl2 system in diglyme and THF, respectively. Whereas in 
diglyme, the anodic stability of the electrolyte increases to ~1.8 V, in THF, decomposition 
begins at potentials as low as ~1.0 V. The observed trend of increasing anodic stability from 
THF to DME to diglyme correlates with increasing chelating ability of the solvent, suggesting 
that increased chelation tames the catalytic activity of Sn species toward solvent decomposition. 
6.3.4. Antimony and Bismuth Electrolytes 
 
Figure 6.11 shows representative cyclic voltammograms of the MgCl2-SbCl3 and MgCl2-
BiCl3 electrolytes in DME. Like In and Sn, the two pnictogens present in these electrolytes are 
known to readily form intermetallic compounds with Mg.
26,27
 As such, galvanostatic deposition 
from the MgCl2-SbCl3 or MgCl2-BiCl3 electrolytes results in the deposition of substantial 
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amounts of Sb or Bi in addition to Mg as revealed by SEM-EDX analysis (Figures 6.6C and 
6.6D). These two electrolytes are also similar to the SnCl2-MgCl2 systems in that, unlike the 
Group 13-based electrolytes, they do not require conditioning to exhibit well-defined deposition 
and stripping peaks. Thus, we conclude that the electrolytes with the Group 13 chlorides have 
importantly different speciation than those containing SnCl2, SbCl3, and BiCl3.  
Figures 6.12A and 6.13A display cyclic voltammograms of the MgCl2-SbCl3 and MgCl2-
BiCl3 electrolytes in DME, respectively, across thirty cycles. In both cases, the quantity of 
catalytic current decreases as the system cycles as is observed in the MgCl2-SnCl2 electrolytes. 
Most likely, the decrease in current is similarly due to stress caused by volumetric expansion and 
contraction of deposited particles on the surface. We also note that like the Sn-based electrolyte, 
cycling these two electrolytes does not improve their Coulombic efficiencies (Figure 6.12B and 
6.13B). Although the deposition potentials for both the MgCl2-SbCl3 and MgCl2-BiCl3 
electrolytes vary widely as a function of cycle number, deposition occurs at potentials greater 
than 0 V during many cycles for both systems. These observations are consistent with the 
formation of the intermetallic phases Mg3Sb2 and Mg3Bi2, the deposition of which are more 
thermodynamically favorable than that of Mg metal.
22
 
6.3.5. Solution Compositional Analysis 
 
 The voltammetric experiments described in the preceding sections strongly suggest that 
the Mg speciation in chloride electrolytes varies significantly depending upon the second metal 
present in solution. We analyzed the composition of these electrolytes as synthesized using ESI-
MS in negative ionization mode (Figure 6.14). Table 6.1 summarizes the Mg species detected by 
ESI-MS for each electrolyte and the corresponding range of Coulombic efficiencies measured 
during voltammetric cycling.  
126 
 
Two trends are evident from the ESI-MS results. First, all of the electrolytes that exhibit 
Coulombic efficiencies greater than 0% contain dimeric or trimeric Mg species in their solution. 
Conversely, the two electrolytes tested that do not display Mg deposition and stripping to any 
extent, MgCl2-GaCl3 and MgCl2-TBACl, speciate Mg solely in monomeric forms. These 
findings suggest that multimeric Mg species in chloride-based electrolytes are necessary to 
facilitate Mg deposition and stripping, and lend more credence and generality to the mechanistic 
framework we previously proposed for the MgCl2-AlCl3 system.
15
 
The second trend in the ESI-MS data is that all of the Group 13 electrolytes contain 
monomeric Mg species. Electrolytic conditioning of all the functional Group 13 electrolytes (B, 
Al, and In) increases their ability to support Mg deposition and strpping. Conversely, the 
electrolytes that do not require conditioning (Sn, Sb, and Bi) do not contain any Mg monomers in 
their solutions. Taken together, these observations imply that the conditioning process improves 
the performance of the functional Group 13 electrolytes because it removes monomeric Mg 
species from solution, which inhibit the Mg deposition and stripping processes.   
6.3.6. Periodic Trends in Cation Effects 
 
 From the discussions above, we categorize the series of functional MgCl2-MClx 
electrolytes into two main categories- those that require electrolytic conditioning to improve their 
performance and those in which the deposition chemistry is dominated by intermetallic 
formation. The Group 13 electrolytes that demonstrate Mg deposition and stripping all require 
electrolytic conditioning to reach their optimal performance and thus belong to the first category. 
Sn, Sb, and Bi electrolytes lie in the second category because they facilitate Mg deposition and 
stripping through intermetallic formation and do not benefit from cycling. The In electrolyte falls 
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in both categories since it is a Group 13 electrolyte that improves with conditioning, and In also 
undergoes Mg insertion.  
Figure 6.15 graphs the range of deposition potentials measured during cycling of the 
MgCl2-MClx electrolytes in DME. The B and Al electrolytes have relatively large ranges of 
potentials because of their conditioning processes, whereas the other electrolytes do not since 
they have deposition potentials defined by intermetallic formation. Interestingly, the most 
positive deposition potentials measured during cycling for each electrolyte become progressively  
more positive as the elements move down and to the right on the periodic table (B < Al < In < Sn 
< Sb < Bi). The MgCl2-GaCl3 electrolyte in DME is the one Group 13 electrolyte we studied that 
does not exhibit any appreciable Mg deposition or stripping because its solutions do not contain 
multimeric Mg species (Table 6.1). We are currently investigating why Ga speciation does not 
allow for the formation of Mg multimers. However, the inability of the Ga electrolyte to support 
Mg dimers or trimers may have to do with some of the properties of Ga that deviate from 
ordinary periodic trends. For example, normal periodic trends dictate that moving down a family 
of the elements results in decreasing ionization energies. For the Group 13 elements, B, Al, and 
In follow this canonical trend, but Ga and Tl are exceptions due to the effect of d-block and f-
block contractions, respectively.
17
 Preliminary experiments indicate that, like Ga, Tl electrolytes 
do not support Mg deposition or stripping, but difficulties in preparing anhydrous TlCl3 have 
stymied us from presenting stronger conclusions about this system. 
Table 6.2 lists thirty anhydrous chlorides from across the periodic table that we screened 
for their ability to support reversible Mg deposition in the MgCl2−MClx electrolyte in DME. Of 
the chlorides studied, only BCl3, AlCl3, InCl3, SnCl2, SbCl3, and BiCl3 exhibit Mg deposition 
and stripping to any appreciable extent. 
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The ability of the MgCl2-AlCl3 system to support reversible Mg deposition and stripping 
has previously been attributed in part to the strong Lewis acidity of AlCl3.
13
 In this framework, 
the MgCl2-AlCl3 electrolyte is seen as an extension of the Mg organohaloaluminate family in 
which the reactivity of a Grignard reagent (RMgX), a very strong base, is moderated by addition 
of the Lewis acid AlCl3.
8
 However, in the case of the MgCl2-AlCl3 electrolyte, since MgCl2 is a 
very weak Lewis base, the strongest Lewis base in solution is the ethereal solvent, not the Mg 
species.
28
 This line of reasoning explains our observation that there is no correlation between 
Lewis acid strength and the performance of all inorganic chloride-based electrolytes. Previous 
studies have demonstrated that the Lewis acidity of MClx towards chloride increases in the order 
of FeCl3 > BCl3 > ZnCl2 > AlCl3 > SbCl3.
29
 The finding that BCl3, AlCl3, and SbCl3 support 
quasi-reversible Mg electrochemistry whereas FeCl3 and ZnCl2 do not, suggests that the Lewis 
acidity of MClx is unimportant in determining its efficacy as a co-salt. Since the dominant Lewis 
base in solution is the ethereal solvent, we next sought out to determine the effect of the solvent 
on the performance of the MgCl2-AlCl3 system. 
6.3.7. Solvent Effects of the MgCl2-AlCl3 Electrolyte 
 
As discussed in the beginning of section 6.3, we previously compared the Mg 
electrochemistry of the MgCl2-AlCl3 electrolyte in THF and DME.
15
 We now analyze the 
electrochemical behavior of this system in a wide range of ethereal solvents. Figure 6.16 shows 
cyclic voltammograms of the conditioned MgCl2-AlCl3 systems in 2-methyltetrahydrofuran (2-
MeTHF) and diglyme. Both of these solvents support Mg deposition and stripping, but the onset 
potential for Mg deposition and the Coulombic efficiencies are inferior to those obtained in THF 
in both cases.  
129 
 
Figures 6.17A and 6.18A display cyclic voltammograms of the MgCl2-AlCl3 electrolytes 
in 2-MeTHF and diglyme, respectively, as the electrolytes cycle. In both cases, during the first 
fifty cycles of the conditioning process, the performances of the electrolytes markedly improve. 
This improvement is similar to what we observed previously for the MgCl2-AlCl3 systems in 
THF and DME.
15
 For the case of the electrolyte in 2-MeTHF, the Mg deposition potential and 
Coulombic efficiency vary erratically during the remainder of the conditioning process (Figure 
6.17B). In contrast, the Coulombic efficiency of the diglyme electrolyte reaches a steady value of 
~94% before declining after ~200 cycles (Figure 6.18B). During this decline in Coulombic 
efficiency, however, the Mg deposition potential remains constant at about -0.38 V.    
Figures 6.19 and 6.20 show cyclic voltammograms of the MgCl2-AlCl3 electrolyte in 2,5-
dimethyltetrahydrofuran (2,5-Me2THF) and 2,2,5,5-tetramethyltetrahydrofuran (2,2,5,5-
Me4THF), respectively. Even after 75 cycles, these electrolytes display no significant signs of 
Mg deposition and stripping. The finding that 2,5-Me2THF and 2,2,5,5-Me4THF do not support 
Mg electrochemistry, whereas 2-MeTHF and THF do, suggests that too much steric crowding 
around the oxygen atom of ethers prevents Mg deposition and stripping from taking place in the 
MgCl2-AlCl3 electrolyte. 
Figures 6.21 and 6.22 display cyclic voltammograms of the MgCl2-AlCl3 electrolyte in 
triglyme and tetraglyme, respectively. These solvents also do not support appreciable Mg 
deposition and stripping even after 75 cycles. The observation that DME (monoglyme) and 
diglyme support Mg electrochemistry, but triglyme and tetraglyme do not suggests that if a 
solvent is too chelating, it will prevent Mg deposition and stripping from occurring in the MgCl2-
AlCl3 electrolyte. 
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Several other solvents were evaluated for their ability to support Mg deposition and 
stripping with the MgCl2-AlCl3 electrolyte. These include the ethers 3-methyltetrahydrofuran, 
oxetane, tetrahydropyran, 1,3-dioxane, 1,2-diethoxyethane, and dibutyl ether, and the related 
solvents γ-butyrolactone, furan, phthalan, and tetrahydrothiophene. In all of these cases, the 
MgCl2-AlCl3 system did not display appreciable Mg deposition or stripping even after 75 cycles. 
These solvents possess a wide range of steric and chelating properties. Their inability to support 
Mg deposition and stripping demonstrate that the speciation of the MgCl2-AlCl3 electrolyte is 
very sensitive to solvent. 
6.3.8. Solvent Effects of the APC Electrolyte 
 
To better understand the effect of solvent in Mg electrolytes, we also tested the PhMgCl-
AlCl3 electrolyte, or “all phenyl complex” (APC) in different ethers. Figure 6.23 shows 
representative cyclic voltammograms of the APC electrolyte in 2-MeTHF (black) and 2,5-
Me2THF (red). In both of these solvents, the APC electrolyte possesses ~98% Coulombic 
efficiency. However, the current densities achieved in 2,5-Me2THF are significantly less than in 
2-MeTHF probably because the unfavorable steric bulkiness of 2,5-Me2THF hinders the 
formation of Mg species that facilitate Mg deposition. Nonetheless, the finding that the APC 
electrolyte supports Mg electrochemistry in 2,5-Me2THF is in stark contrast to the lack of 
significant Mg deposition and stripping observed in the MgCl2-AlCl3 system. These results 
suggest that some property of the APC electrolyte allows for fairly reversible Mg deposition and 
dissolution despite the adverse steric bulkiness of 2,5-Me2THF. However, since, like the MgCl2-
AlCl3 electrolyte, the APC electrolyte does not exhibit Mg deposition and stripping in 2,2,5,5-
Me4THF, we conclude that the extreme steric bulkiness of 2,2,5,5-Me4THF effectively thwarts 
any Mg electrochemistry (Figure 6.24). 
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Figure 6.25 shows representative cyclic voltammograms of the APC electrolyte in 
diglyme, triglyme, and tetraglyme. In all three solvents, the APC electrolyte exhibits Coulombic 
efficiencies of 98% to 99%. Since the conditioned MgCl2-AlCl3 system does not display 
significant Mg deposition and stripping in triglyme and tetraglyme but the APC system does, 
these results again demonstrate that the APC electrolyte is less sensitive to changes in solvent 
than the MgCl2-AlCl3 electrolyte. 
6.3.9. Analysis of Solvent Effects 
 
 Table 6.3 compares the deposition potentials and Coulombic efficiencies of the MgCl2-
AlCl3 and APC electrolytes in eight different ethereal solvents. The solvents studied can be 
divided into two categories- a series consisting of THF, 2-MeTHF, 2,5-Me2THF, and 2,2,5,5-
Me4THF in order of increasing steric bulkiness and a series consisting of monoglyme (DME), 
diglyme, triglyme, and tetraglyme in order of increasing chelation.  
In a broad sense, the results from the solvent effect studies demonstrate that the APC 
electrolyte can support Mg deposition and stripping in a much wider range of solvents than can 
the MgCl2-AlCl3 electrolyte. We propose that these differences are explained by specific 
thermodynamic parameters of Mg and Al speciation in each electrolyte. Scheme 6.1 lists the 
central reactions that occur during the initial synthesis of the MgCl2-AlCl3 and APC 
electrolytes.
8,30
 Note that we purposefully write the species in these reactions without making 
any reference to their coordination with solvent molecules since these contributions will be 
discussed shortly. Both reactions generate dimeric Mg cations, which depending on the Mg-Al 
stoichiometry in the electrolyte may continue to react with additional Mg species to form higher 
Mg multimers. Multimeric Mg species are thought to be active with respect to Mg 
electrodeposition and stripping.
15
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Through the use of tabulated gas-phase homolytic bond dissociation enthalpies,
17,31
 we 
estimated the enthalpy changes for both of these reactions. The results show that the reaction 
occurring in the synthesis of the APC electrolyte (reaction 2) is much more enthalpically 
favorable than the reaction that occurs upon making the MgCl2-AlCl3 electrolyte (reaction 1). 
These differences highlight that the exchange of Mg-C bonds for Al-C bonds in reaction 2 is 
much more thermodynamically favored than the exchange of Mg-Cl bonds for Al-Cl bonds in 
reaction 1. The changes in entropy for both of these reactions are negative since in both cases, 
two more ordered species form from three less ordered species. The magnitude of this entropic 
change will vary widely depending on the nature of the solvent. If the entropic change in a given 
solvent is too negative, it may outweigh the enthalpic driving force and render the overall 
reaction thermodynamically unfavorable. 
Since the reaction describing the formation of Mg multimers in the APC electrolyte is 
more enthalpically favored than the analogous reaction for the MgCl2-AlCl3 electrolyte, the APC 
electrolyte can tolerate solvents that give more negative entropic changes for the formation of 
Mg multimers before the reaction becomes thermodynamically unfavorable. In other words, 
these thermodynamic considerations explain why the APC electrolyte can support Mg deposition 
and stripping in a much wider range of solvents than can the MgCl2-AlCl3 system. 
Since we hypothesize that entropic considerations play a large role in dictating the ability 
of a solvent to facilitate Mg deposition and stripping, we now consider the expected trends in 
entropic changes for the glyme series. Table 6.4 lists the plausible structures of MgCl2 and 
Mg2Cl3
+
 in each of the glyme solvents with coordination numbers of four to six. The exact 
coordination number of Mg in the MgCl2-AlCl3 electrolyte is a matter of debate in the literature. 
In the solid-state, Mg in the forms of MgCl2 and Mg2Cl3
+
 with ethers exists predominantly in a 
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six-coordinate octahedral geometry with bridging chloride ligands in the case of the dimer.
14,32
 In 
situ X-ray studies also suggest that a six-coordinate Mg dimer with bridging chloride ligands 
exists near the interface of the working electrode during Mg deposition and stripping from a Mg 
organohaloaluminate.
33
 However, recent computational studies argue that at least in bulk 
solution, MgCl2 and Mg2Cl3
+
 prefer four- or five-coordinate geometries.
34
   
We consider how the coordination number in the glyme series affects the expected 
entropic changes in the nominal reactions that occur in the synthesis of the MgCl2-AlCl3 and 
APC electrolytes (Scheme 6.1). Table 6.5 lists the change in the number of solvent molecules 
bound to Mg that is expected to occur when Mg2Cl3
+
 forms from 2 MgCl2 species. Those 
reactions that result in a larger net loss of solvent molecules are expected to be more entropically 
favored since free solvent molecules have more disorder than bound ones. We analyze the nine 
possible permutations of four-, five-, and six- coordinate species in the dimerization reaction for 
each solvent (Table 6.5). The analysis reveals that the dimerization of two six-coordinate MgCl2 
species to give a six-coordinate Mg2Cl3
+
 species is entropically favorable for DME and diglyme, 
but not triglyme and tetraglyme. This finding matches our experimental results in which Mg 
deposition and stripping occur in DME and diglyme, but not triglyme and tetraglyme. We 
conclude that the formation of six-coordinate Mg dimers required to facilitate reversible Mg 
deposition is not entropically favorable in triglyme and tetraglyme, thus explaining their inability 
to support Mg electrochemistry in the MgCl2-AlCl3 electrolyte. Strikingly, we find that the all 
six-coordinate dimerization reaction is the only set of coordination numbers that matches our 
results. These findings suggest that as was proposed for a Mg organohaloaluminate system,
33
 a 
six-coordinate Mg2Cl3
+
 species in the MgCl2-AlCl3 electrolyte participates in Mg deposition at 
the electrode interface.   
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6.4. Conclusions 
In conclusion, we have analyzed the ability of a wide series of electrolytes comprised of 
completely inorganic chlorides to support Mg electrodeposition and dissolution. In particular, the 
effect of the solvent and chloride co-salt added to MgCl2 was investigated. We find that MClx-
MgCl2 electrolytes can be classified into two broad categories- the Group 13 electrolytes which 
require electrolytic conditioning and the heavy p-block electrolytes which exhibit 
electrochemistry controlled by Mg intermetallic formation. ESI-MS results indicate that 
electrolytes only exhibit appreciable Mg deposition and stripping if they contain multimeric Mg 
species. Furthermore, we suggest that Mg deposition and stripping occur in a wider range of 
solvents for the APC electrolyte than the MgCl2-AlCl3 electrolyte because of the greater 
enthalpic favorability of Mg multimers in the APC electrolyte. Based on entropic arguments, we 
also propose that six-coordinate Mg dimers facilitate Mg electrodeposition and dissolution in the 
MgCl2-AlCl3 electrolyte. Taken together, these findings serve as a guide for future electrolyte 
development efforts for Mg batteries.  
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6.5. Figures, Tables, and Schemes 
 
Figure 6.1. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 100 (blue), and cycle 
200 (green) of BCl3-MgCl2 in DME at 5 mV/s on a Pt electrode (A). Mg deposition potential and 
Coulombic efficiency as a function of cycle number (B). 
 
Figure 6.2. Cyclic voltammograms of conditioned MgCl2-AlCl3 (black) and MgCl2-BCl3 (red) 
electrolytes in DME at 5 mV/s on a Pt electrode. 
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Figure 6.3. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
50 (green) of the MgCl2-BCl3 electrolyte in THF at 5 mV/s on a Pt electrode. 
 
Figure 6.4. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
50 (green) of the MgCl2-GaCl3 electrolyte in DME (A) and THF (B) at 5 mV/s on a Pt electrode. 
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Figure 6.5. Representative cyclic voltammograms of MgCl2-InCl3 (black) and MgCl2-SnCl2 
(red) electrolytes in DME at 5 mV/s on a Pt electrode. 
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Figure 6.6. SEM-EDX analysis of Pt electrodes after galvanostatic deposition of 30 mC at 100 
A/cm2 from freshly synthesized MgCl2-SnCl2 (A), MgCl2-InCl3 (B), MgCl2-SbCl3 (C), and 
MgCl2-BiCl3 (D) electrolytes in DME.   
A 
B 
C 
D 
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Figure 6.7. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
20 (green) of the MgCl2-InCl3 electrolyte in DME at 5 mV/s on a Pt electrode (A). Mg 
deposition potential and Coulombic efficiency as a function of cycle number (B). 
 
 
Figure 6.8. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
50 (green) of the MgCl2-SnCl2 electrolyte in DME at 5 mV/s on a Pt electrode (A). Mg 
deposition potential and Coulombic efficiency as a function of cycle number (B). 
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Figure 6.9. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
30 (green) of the MgCl2-SnCl2 electrolyte in diglyme at 5 mV/s on a Pt electrode (A). Mg 
deposition potential and Coulombic efficiency as a function of cycle number (B). 
 
 
Figure 6.10. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
30 (green) of the MgCl2-SnCl2 electrolyte in THF at 5 mV/s on a Pt electrode (A). Mg deposition 
potential and Coulombic efficiency as a function of cycle number (B). 
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Figure 6.11. Representative cyclic voltammograms of MgCl2-SbCl3 (black) and MgCl2-BiCl3 
(red) electrolytes in DME at 5 mV/s on a Pt electrode. 
 
 
Figure 6.12. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
30 (green) of the MgCl2-SbCl3 electrolyte in DME at 5 mV/s on a Pt electrode (A). Mg 
deposition potential and Coulombic efficiency as a function of cycle number (B). 
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Figure 6.13. Cyclic voltammograms of cycle 1 (black), cycle 5 (red), cycle 10 (blue), and cycle 
30 (green) of the MgCl2-BiCl3 electrolyte in DME at 5 mV/s on a Pt electrode (A). Mg 
deposition potential and Coulombic efficiency as a function of cycle number (B). 
  
143 
 
 
Figure 6.14. ESI-MS of MgCl2 electrolytes in DME with BCl3 (A), AlCl3 (B), GaCl3 (C), InCl3 
(D), SnCl2 (E), SbCl3 (F), BiCl3 (G), and TBACl (H). 
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Figure 6.15. Range of deposition potentials observed during the cycling of MgCl2-MClx 
electrolytes in DME. 
 
 
Figure 6.16. Cyclic voltammograms of the conditioned MgCl2-AlCl3 electrolyte in 2-MeTHF 
(black) and diglyme (red) at 5 mV/s on a Pt electrode. 
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Figure 6.17. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 30 (blue), cycle 100 
(green), and cycle 150 (purple) of the MgCl2-AlCl3 electrolyte in 2-MeTHF at 5 mV/s on a Pt 
electrode (A). Mg deposition potential and Coulombic efficiency as a function of cycle number 
(B). 
 
 
Figure 6.18. Cyclic voltammograms of cycle 1 (black), cycle 50 (red), cycle 100 (blue), cycle 
150 (green), and cycle 200 (purple) of the MgCl2-AlCl3 electrolyte in diglyme at 5 mV/s on a Pt 
electrode (A). Mg deposition potential and Coulombic efficiency as a function of cycle number 
(B). 
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Figure 6.19. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 50 (blue), and cycle 
75 (green) of the MgCl2-AlCl3 electrolyte in 2,5-Me2THF at 5 mV/s on a Pt electrode. 
 
 
Figure 6.20. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 50 (blue), and cycle 
75 (green) of the MgCl2-AlCl3 electrolyte in 2,2,5,5-Me4THF at 5 mV/s on a Pt electrode. 
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Figure 6.21. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 50 (blue), and cycle 
75 (green) of the MgCl2-AlCl3 electrolyte in triglyme at 5 mV/s on a Pt electrode. 
 
 
Figure 6.22. Cyclic voltammograms of cycle 1 (black), cycle 10 (red), cycle 50 (blue), and cycle 
75 (green) of the MgCl2-AlCl3 electrolyte in tetraglyme at 5 mV/s on a Pt electrode. 
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Figure 6.23. Cyclic voltammograms of cycle 20 of APC in 2-MeTHF (black) and 2,5-Me2THF 
(red) at 5 mV/s on a Pt electrode. 
 
 
Figure 6.24. Cyclic voltammogram of APC in 2,2,5,5-Me4THF at 5 mV/s on a Pt electrode. 
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Figure 6.25. Cyclic voltammograms of cycle 20 of APC in diglyme (black), triglyme (red), 
tetraglyme (blue) at 5 mV/s on a Pt electrode. 
Electrolyte Mg Species Found Coulombic Efficiency 
MgCl2-BCl3 MgCl3
-
, Mg2Cl5
-
 0% to 94% 
MgCl2-AlCl3 MgCl3
-
, Mg2Cl5
-
 0% to 92% 
MgCl2-InCl3 MgCl3
-
, Mg2Cl5
-
, Mg3Cl7
-
 12% to 64% 
MgCl2-SnCl2 Mg2Cl5
-
 39% to 68% 
MgCl2-SbCl3 Mg3Cl7
-
 54% to 88% 
MgCl2-BiCl3 Mg2Cl5(DME)
-
 67% to 94% 
MgCl2-GaCl3 MgCl3
-
 0% 
MgCl2-TBACl MgCl3(DME)
- 
0% 
Table 6.1. Comparison of Mg species found via ESI-MS and the Coulombic efficiencies of 
various electrolytes in DME.  
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Group  
Alkali metals LiCl, KCl 
Alkaline earth 
metals 
CaCl2, BaCl2 
Transition 
metals 
YCl3, VCl3, NbCl5, TaCl5, 
WCl6, MnCl2, ReCl3, FeCl3, 
CoCl2, NiCl2, PdCl2, PtCl4, 
CuCl2, AgCl, ZnCl2, HgCl2 
Group 13 BCl3, AlCl3, GaCl3, InCl3 
Group 14 SnCl2, PbCl2 
Pnictogens SbCl3, BiCl3 
Other SeCl4, TBACl  
Table 6.2. List of the thirty chlorides screened in MClx-MgCl2 in DME electrolytes. Underlined 
and bolded salts generated electrolytes that display Mg electrodeposition and stripping. 
 
Solvent Electrolyte 
Most Positive Deposition 
Potential (vs. Mg/Mg
2+
) 
Highest Coulombic 
Efficiency 
THF 
MgCl2-AlCl3 
APC 
-0.2 V 
-0.2 V 
100% 
100% 
2-MeTHF 
MgCl2-AlCl3 
APC 
-0.27 V 
-0.16 V 
97% 
98% 
2,5-Me2THF 
MgCl2-AlCl3 
APC 
n/a 
-0.2 V 
0% 
98% 
2,2,5,5-Me4THF 
MgCl2-AlCl3 
APC 
n/a 
n/a 
0% 
0% 
Monoglyme (DME) MgCl2-AlCl3 
 
-0.15 V 92% 
Diglyme 
MgCl2-AlCl3 
APC 
-0.38 V 
-0.24 V 
94% 
99% 
Triglyme 
MgCl2-AlCl3 
APC 
n/a 
-0.24 V 
0% 
98% 
Tetraglyme 
MgCl2-AlCl3 
APC
 
n/a 
-0.32 V 
0% 
99% 
Table 6.3. Comparison of the most positive Mg deposition potentials and highest Coulombic 
efficiencies obtained during the cycling of the MgCl2-AlCl3 electrolyte and APC electrolytes in 
various solvents. 
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Mg 
C.N.  
Solvent 
MgCl2 Structure Mg2Cl3
+
 Structure 
Six DME MgCl2(
2
-DME)2 Mg2(-Cl)3(
2
-DME)3
+
 
Five DME MgCl2(
2
-DME) (1-DME) Mg2(-Cl)3(
2
-DME)2
+
 
Four DME MgCl2(
2
-DME) Mg2(-Cl)3(
2
-DME)
+
 
Six Diglyme MgCl2(
2
-diglyme)2 Mg2(-Cl)3(
3
-diglyme)2
+
 
Five Diglyme MgCl2(
3
-diglyme) Mg2(-Cl)3(
2
-diglyme)2
+
 
Four Diglyme MgCl2(
2
-diglyme) Mg2(-Cl)3(
2
-diglyme)
+
 
Six Triglyme MgCl2(
4
-triglyme) Mg2(-Cl)3(
3
-triglyme)2
+
 
Five Triglyme MgCl2(
3
-triglyme) Mg2(-Cl)3(
4
-triglyme)
+
 
Four Triglyme MgCl2(
2
-triglyme) Mg2(-Cl)3(
2
-triglyme)
+
 
Six Tetraglyme MgCl2(
4
-tetraglyme) Mg2(-Cl)3(
3
-tetraglyme)2 
Five Tetraglyme MgCl2(
3
-tetraglyme) Mg2(-Cl)3(
4
-tetraglyme) 
Four Tetraglyme MgCl2(
2
-tetraglyme) Mg2(-Cl)3(
2
-tetraglyme)
+
 
Table 6.4. Coordination structures considered for six-, five-, and four-coordinate MgCl2 and 
Mg2Cl3
+
 species for the glyme solvent series. 
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Solvent 
Mg Monomer 
Coordination #  
Mg Dimer 
Coordination # 
Solvent 
Molecules
DME 4 4 -1 
Diglyme 4 4 -1 
Triglyme 4 4 -1 
Tetraglyme 4 4 -1 
    
DME 5 4 -3 
Diglyme 5 4 -1 
Triglyme 5 4 -1 
Tetraglyme 5 4 -1 
    
DME 6 4 -3 
Diglyme 6 4 -3 
Triglyme 6 4 -1 
Tetraglyme 6 4 -1 
    
DME 4 5 0 
Diglyme 4 5 0 
Triglyme 4 5 -1 
Tetraglyme 4 5 -1 
    
DME 5 5 -2 
Diglyme 5 5 0 
Triglyme 5 5 -1 
Tetraglyme 5 5 -1 
    
DME 6 5 -2 
Diglyme 6 5 -2 
Triglyme 6 5 -1 
Tetraglyme 6 5 -1 
    
DME 4 6 1 
Diglyme 4 6 0 
Triglyme 4 6 0 
Tetraglyme 4 6 0 
    
DME 5 6 -1 
Diglyme 5 6 0 
Triglyme 5 6 0 
Tetraglyme 5 6 0 
    
DME 6 6 -1 
Diglyme 6 6 -2 
Triglyme 6 6 0 
Tetraglyme 6 6 0 
Table 6.5. Change in the number of solvent molecules bound upon formation of Mg2Cl3
+
 from 2 
MgCl2 species based on the structures considered in Table 6.4. The all six-coordinate reaction in 
italics is the only permutation that matches the experimental data, which suggest multimeric 
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species in DME and diglyme are entropically favored, but those in triglyme and tetraglyme are 
not.  
 
 
Scheme 6.1. Nominal reactions occurring in the synthesis of MgCl2-AlCl3 (1) and APC (2) 
electrolytes and their heat of reactions calculated using bond-dissociation energies. 
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CHAPTER 7: PROTON SWITCH FOR MODULATING OXYGEN REDUCTION BY A 
COPPER ELECTROCATALYST EMBEDDED IN A HYBRID BILAYER MEMBRANE 
 
Partially reproduced with permission from Barile, C. J.; Tse, E. C. M.; Li, Y.; Sobyra, T. B.; 
Zimmerman, S. C.; Hosseini, A.; Gewirth, A. A.  Nat. Mater. 2014, 118, 27623. Copyright 2014, 
Nature Publishing Group.   
 
 
7.1. Introduction 
 
Molecular switches regulate many functions in biology, chemistry and physics, and the 
development of artificial switches is an important goal in these fields. In nanotechnology, 
chemical switches are used in the construction of molecular machines
1,2
 and computers.
3,4
 In 
biological systems, switches are fundamental to gene regulation,
5
 vision
6
 and cellular 
trafficking.
7
 Frequently, such biological switches modulate proton transfer occurring in enzymes 
and across cellular membranes.
8
 The protons regulated by these switches are frequently involved 
in proton-coupled electron transfer (PCET) reactions. 
PCET reactions are also fundamental to many energy conversion processes such as N2 
fixation, H2O oxidation and CO2 reduction.
9-12
 The four-electron four-proton oxygen reduction 
reaction (ORR) to water is one of the most intensely studied reactions involving PCET.
13
 Much 
experimental and computational work examines the mechanism of the ORR in an effort to 
construct more efficient fuel cell cathodes.
13
 However, in many cases, the mechanism of the 
ORR remains poorly understood. 
At present, as proton transfer is hard to switch on and off, the effect of proton transfer on 
catalysis and other reactions cannot be easily evaluated. Traditionally, the pH of the bulk 
solution is varied to affect the thermodynamics of redox couples in the catalyst.
11,14-16
 The 
accompanying redox shift, however, gives little information about the influence of proton flux on 
the mechanism of the catalytic process. The role of covalently bound proton relays in ORR 
158 
 
catalysts has also been explored.
17-19
 A hybrid bilayer membrane (HBM) is a unique 
electrochemical platform that can be used to interrogate the role of proton flux on a molecular 
ORR catalyst without altering either its molecular structure or the contents of the bulk solution.
20
 
In a HBM system, a monolayer of lipid molecules is appended to a self-assembled monolayer 
(SAM) of alkanethiols covalently attached to a Au electrode.
21-24
 The role of proton flux in 
affecting the reactivity of a molecular ORR catalyst remains largely unexplored. 
In this paper, we design and prepare a robust, active, dinuclear Cu ORR catalyst 
specifically tailored to be embedded inside a HBM system. We demonstrate that proton delivery 
to the catalyst through the lipid layer can be controlled through the use of an alkyl phosphate 
proton carrier and explore how this proton carrier can be used as a pH-sensitive switch. 
 
7.2. Ligand Design and Synthesis 
 
We designed a new ligand to support an active Cu O2 reduction catalyst in a HBM 
system. Figures 7.1 and 7.2 illustrate the preparation of 6-((3-(benzylamino)-1,2,4-triazol-5-
yl)amino)hexane-1-thiol (BTT). The BTT ligand features three active regions, each with a 
specific function. The Cu coordination site is based on 3,5-diamino-1,2,4-triazole (DAT), which 
on coordination to Cu forms an efficient O2 reduction catalyst over a wide pH range.
25
 
The second feature of BTT is a terminal benzyl moiety. Our initial attempts to deposit a 
lipid layer on a hydrophilic amino-terminated ligand were unsuccessful. We hypothesized that 
unfavorable interactions between the hydrophilic ends of the amino-terminated ligand and the 
hydrophobic tails of the lipid hinder the formation of a HBM in this case. Therefore, we attached 
a hydrophobic benzyl moiety onto BTT to append the lipid layer, allowing us to construct the 
electrochemical platform described in Figure 7.2.  
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Finally, we equipped BTT with a hexylthiol chain to allow the formation of a well-
packed SAM on Au electrodes. Electron transfer through this short-chained thiol is facile, 
eliminating it as the rate-limiting step for O2 reduction.
26
 A full monolayer of BTT on Au 
electrodes was formed through the in situ deprotection of the tritylated thiol using trifluoroacetic 
acid and triethylsilane (Figure 7.1).
27
 O2 reduction on the BTT-Au surface is greatly suppressed 
compared to a bare Au surface, demonstrating that the SAM layer is well formed and effectively 
passivates the Au electrode (Figure 7.3). 
To form an active O2 reduction catalyst, we subsequently immersed the BTT-Au surface 
in a solution of Cu(ClO4)2 to form a dinuclear Cu complex with two triazole units. Scanning 
tunneling microscopy (STM) reveals that the roughness of the bare Au and BTT-Au surfaces 
with and without Cu do not deviate significantly, suggesting that the BTT monolayer is well 
packed and its uniformity is not perturbed by the addition of Cu (Figure 7.4). Ellipsometric 
measurements are also consistent with the formation of a full monolayer, as the length of the Cu 
complex of BTT on Au is 21 Å, comparable to the value obtained from theoretical modeling of 
the SAM (Figure 7.5). 
O2 reduction by the Cu complex of BTT on Au shows an onset potential of -70 mV 
versus Ag/AgCl at pH 7 (Figure 7.6, blue curve). The Cu complex of BTT on Au reduces O2 by 
an average of 3.7 ± 0.2 electrons, whereas a bare Au surface reduces O2 by an average of 2.9 ± 
0.1 electrons (Figure 7.7). The number of electrons by which O2 is reduced and the onset 
potential of the Cu complex of BTT are similar to the values reported for the Cu complex of 
DAT on carbon black.
25
 These observations demonstrate that modifying the Cu complex of DAT 
with alkylthiol and benzyl moieties does not perturb its catalytic activity. 
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Under an argon atmosphere, the BTT-Au surface in the absence of Cu is redox-active 
(Figure 7.8, black curve). We hypothesize that this is due to the reversible one-electron reduction 
of the triazole ring, which has been reported for other triazole derivatives.
28
 Protected BTT 
(Figure 7.2, compound 4) and DAT both exhibit redox waves at similar potentials in an ethanolic 
solution, further supporting this hypothesis (Figure 7.9). On the formation of the Cu complex on 
the BTT-Au surface, the charge under the redox wave nearly doubles (Figure 7.8, blue curve). 
This reflects an additional one-electron Cu(I)/Cu(II) couple occurring at a similar potential to the 
free BTT-Au wave. By correcting for the contribution of the BTT, the surface coverage of the Cu 
complex of BTT on Au is 3.4 × 10
−11
 mol cm
−2
, which is similar to the value expected for a full 
monolayer (see section 7.11). We note that the O2 reduction onset potential of Cu BTT on Au is 
about 300 mV more negative than the Cu(I)/Cu(II) couple. This is expected as O2 reduction is an 
inhibited process involving multiple proton delivery, electron transfer, and binding steps. 
 
7.3. Hybrid Bilayer Membrane Construction 
 
To construct a platform containing a molecular switch, we embedded the catalyst in a 
lipid layer composed of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC), which is stable 
in the pH 5-7 range, to form a HBM. Ellipsometric measurements demonstrate that the length of 
the appended lipid layer is 21 Å (Figure 7.5), and the double-layer current of the electrode 
decreases on formation of the HBM. These two findings are consistent with the formation of a 
well-formed DMPC monolayer (Figure 7.10).
29
 Figure 7.10 also shows that the amount of charge 
under the BTT and Cu(I)/Cu(II) waves decreases substantially on HBM formation. This 
behaviour arises because the anions (H2PO4
−
/HPO4
2−
) from the aqueous-lipid interface are slow 
to diffuse through the lipid layer and compensate for the positive charge on the Cu complex, 
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consistent with previous studies examining the transport properties of anions in HBM 
systems.
29,30
 
At pH 7, the addition of a lipid layer to the Cu complex shifts the onset potential for O2 
reduction ~300 mV negative relative to the onset of the Cu complex without lipid, significantly 
decreasing the catalytic current (Figure 7.6, red curve). We hypothesize that the observed 
negative shift in the O2 reduction onset potential is due to a change in the local environment of 
the catalyst from an aqueous medium to the hydrophobic lipid interior. O2 reduction in the HBM 
is not limited by the diffusion of O2 in DMPC because the diffusion coefficients of O2 in DMPC 
and pH 7 buffer are comparable at room temperature.
31-33
 Therefore, O2 is expected to readily 
permeate through the lipid layer (see section 7.12). 
There are two remaining possibilities as to the origin of the decreased O2 reduction rate in 
the HBM. These relate to inefficient delivery of either protons or electrons to the catalyst. The 
Cu complex of BTT without a lipid layer exhibits facile O2 reduction, suggesting that electron 
delivery from the Au electrode is not rate determining in the HBM. Unlike O2, however, protons 
do not readily diffuse through the lipid layer of the HBM. In biological systems, protons are only 
shuttled across lipid bilayers with the aid of specific channels or mediators.
34
 This suggests that 
sluggish proton transfer through the lipid layer is responsible for the large negative shift of the 
onset potential for O2 reduction by the catalyst when it is placed inside a HBM. Indeed, the slow 
and steady current rise we observe resembles the O2 reduction profiles of Fe porphyrins 
appended to SAMs exhibiting slow electron transfer.
35,36
 
 
7.4. Proton Carrier Incorporation 
 
We next incorporate an alkyl phosphate, mono-N-dodecyl phosphate (MDP), in our HBM 
system to facilitate proton transport to the embedded catalyst and to act as a molecular switch. 
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Proton carriers, such as aliphatic acids and amines, orient themselves with their polar head 
groups towards the lipid-water interface.
37
 However, in the presence of a driving force such as a 
pH gradient, they deliver protons across the membrane via „flip-flop‟ diffusion.38,39 Proton 
shuttling is important in many biological systems, such as mitochondrial membranes.
8
 We 
incorporate MDP in the HBM as a unique proton carrier because it is diprotic and hence its 
ability to transport protons can be modulated by changes in pH, unlike previously used acids and 
amines. We confirm the presence of MDP in the lipid layer of the HBM using mass spectrometry 
(Figure 7.11). Figure 7.6 demonstrates that incorporating one equivalent of MDP into the lipid 
layer of the HBM inhibits the O2 reduction activity of the Cu complex of BTT further at pH 7 
(see green curve). At pH 7, MDP exists as an equilibrium mixture of RHPO4
-
/RPO4
2-
.
40
 
Protonation of this equilibrium mixture is dominated by the conversion of RPO4
2-
 to RHPO4
-
. 
RHPO4
-
 is a poor proton carrier, as the transport of charged species through the hydrophobic 
interior of the lipid layer is energetically unfavorable.
34
 However, at pH 5, MDP exists 
predominantly as RHPO4
-
. This species can then be protonated to give neutral RH2PO4, which 
can facilitate proton transport across the lipid layer of the HBM. This is confirmed by an 
increased O2 reduction current by the embedded catalyst at pH 5 when one equivalent of MDP is 
incorporated in the lipid layer of the HBM (Figure 7.12, green curve). 
We hypothesize that the presence of MDP in the lipid layer increases the rate of proton 
delivery to the catalyst. Although the O2 reduction current increases, it is not revived to the 
amount observed for the Cu complex of BTT without lipid because O2 reduction inside the HBM 
is still limited by proton transport. However, the onset potential of the catalyst remains 
unchanged, suggesting that the incorporation of a proton carrier does not change the 
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thermodynamics of the catalyst in the HBM system, but rather enhances the kinetics of proton 
transport. 
To further interrogate the mechanism of proton transport inside the HBM, we studied the 
O2 reduction activity of Cu BTT at 10 °C. At this temperature, DMPC monolayers exist in the 
gel phase
41
 where flip-flop diffusion is suppressed,
42
 but the O2 diffusion rate across the lipid 
layer is similar to that at room temperature (see section 7.12). Unlike at 26 °C, the O2 reduction 
current of the HBM with one equivalent of MDP at 10 °C (Figure 7.12, purple curve) is similar 
to that of the HBM with DMPC only at 10 °C and 26 °C (Figure 7.13, red curve and Figure 7.12, 
red curve). We hypothesize that because MDP cannot undergo flip–flop diffusion at 10 °C, it is 
not an effective proton carrier and hence does not enhance the O2 reduction activity of the 
catalyst. However, when the surface is warmed to 26 °C after being cooled, MDP is reactivated 
as a proton carrier, resulting in revived O2 reduction activity (Figure 7.13, green curve). 
The integrity of the lipid layer is examined by blocking experiments with a solution of 
K3Fe(CN)6 (Figure 7.14).
43
 In the absence of the lipid layer, we observe a combination of 
Fe(II)/Fe(III), Cu(I)/Cu(II), and BTT redox couples in the cyclic voltammogram. The current 
significantly decreases on addition of DMPC, suggesting the presence of a well-packed 
monolayer of lipid on the SAM.
43
 More importantly, the current originating from the 
Fe(II)/Fe(III) couple is similar for both the lipid-only HBM and the HBM with MDP, indicating 
that the incorporation of MDP does not adversely affect the integrity of the lipid layer. This 
suggests that MDP does not phase segregate in DMPC at pH 5 and 7. Acids have been shown to 
phase segregate only when they are fully protonated, and MDP exists predominantly as charged 
species in our system.
44,45
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7.5. pH-Sensitive Switch 
 
The RH2PO4/RHPO4
-
/RPO4
2-
 equilibrium combined with the hindered proton transport 
by RHPO4
-
 allows MDP to act as a pH-dependent switch for O2 reduction inside the HBM. To 
evaluate the viability of MDP as a reversible switch for proton transport, we change the pH of 
the bulk solution in situ while monitoring the O2 reduction activity of the Cu complex of BTT 
using chronoamperometry (Figures 7.15 and 7.16). The amount of O2 reduction current by the 
catalyst increases substantially on changing the solution from pH 7 to pH 5. By acidifying the 
solution, the MDP proton carrier switch is turned on, increasing the flux of rate-limiting proton 
transfer to the catalyst, thus increasing the O2 reduction current. The O2 reduction activity of the 
catalyst is then shut down by turning off the MDP switch. Indeed, on readjusting the solution to 
pH 7, the O2 reduction current decreases to within 5% of its original value at pH 7, 
demonstrating that MDP is a reversible switch for proton transport in a HBM (Figure 7.15, red 
circles). In the absence of MDP, the lipid layer of the HBM effectively blocks proton transport to 
the catalyst. Therefore, the O2 reduction current in the absence of MDP is not sensitive to 
changes in the pH of the bulk solution (Figure 7.15, black squares). 
 
7.6. Conclusions 
 
We have constructed a system in which a proton transfer switch is used to turn on and off 
a molecular catalyst by controlling proton flux to the catalyst. By changing the pH of the bulk 
solution, the ability of MDP to act as a proton carrier inside a HBM can be controlled reversibly. 
The rate of proton transfer through the lipid layer in turn modulates the O2 reduction activity of 
the embedded catalyst, which itself is an example of a synthetic Cu O2 reduction catalyst 
supported on a Au electrode. The rational design of the BTT ligand, which is tailored to form a 
HBM on Au, exhibits catalytic activity similar to that of synthetic Cu O2 reduction catalysts 
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supported on carbon. This electrochemical platform allows the precise and independent control 
of both the thermodynamics and kinetics of proton transfer to a molecular catalyst. This 
approach can ultimately be used to acquire a unique mechanistic insight into PCET reactions in 
biological systems and energy conversion processes. 
7.7. Methods 
Chemicals were obtained from commercial sources and used without further purification 
unless otherwise specified. Aqueous solutions were prepared using Milli-Q water (>18 MΩ 
cm
−1
). Potassium phosphate buffers (100 mM, pH 5 or 7) were sparged with Ar or O2 for 30 min 
before each experiment. 
Electrochemical studies were carried out using a CH Instruments 760 D Electrochemical 
Workstation (Austin, TX). For studies in aqueous and ethanolic solutions a three-electrode cell 
was used with a Pt wire counter electrode. Electrochemical potentials are measured and reported 
with respect to a no-leak Ag/AgCl/3 M KCl reference electrode. The onset potential of O2 
reduction is defined as the potential at which 5% of the maximum current is reached. 
Glassy carbon electrodes were polished with alumina (0.05 μm) and sonicated in water 
before use. Au working electrodes were deposited using an electron-beam vacuum deposition 
apparatus. A Cr adhesion layer (20 nm), followed by a Au layer (250 nm), was deposited on 
Pyrex glass slides. The electrodes were rinsed with water and EtOH before use. 
Self-assembled monolayers (SAMs) of the Cu catalysts were attached to the Au working 
electrodes in three steps. The thiol group was deprotected to give free BTT by adding the 
tritylated thiol (1.0 mg) to neat trifluoroacetic acid (100 μl), resulting in a yellow solution. 
Triethylsilane (~100 μl) was added dropwise until the solution became colorless. The resulting 
solution was then diluted with Ar-sparged EtOH (7.0 ml). The Au electrodes were immersed in 
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the BTT solution for 2 h and washed with EtOH. The BTT-Au surfaces were immersed in an 
ethanolic Cu(ClO4)2 solution (6.7 mM) for 1 h. The electrodes were rinsed three times with 
EtOH and three times with pH 7 buffer solution. The Cu complex of BTT was embedded in a 
HBM using a previously reported procedure with pure DMPC or DMPC with one equivalent of 
mono-N-dodecyl phosphate relative to DMPC.
20
 
Rotating ring-disk electrode experiments were performed using a ring-disk assembly with 
an interchangeable disk (E5 series, Pine instruments) connected to a MSRX rotator (Pine 
instruments) set to 400 r.p.m. The Au disk electrode was polished sequentially with 9 μm, 3 μm, 
1 μm, 0.25 μm and 0.05 μm diameter diamond polish (Buehler) and sonicated in water after each 
stage. The Pt ring electrode was cleaned electrochemically by cycling from -400 mV to +1700 
mV at 100 mV/s in an aqueous solution of HClO4 (0.1 M) until the current of oxide stripping at 
~350 mV remained constant. A glassy carbon electrode was used as a standard for the two-
electron reduction of O2, which has been described previously.
46
 The collection efficiency of the 
ring electrode, which was held at +710 mV, was determined to be 15.5%. For all reported data, 
the ratio of ring current to disk was obtained at −500 mV. 
Chronoamperometry was performed in O2-saturated pH 7 buffer solutions (2.6 ml). The 
pH of the solution was adjusted to 5 in situ with an Ar-sparged solution of H3PO4 (15 μl). The 
pH of the solution was adjusted back to 7 with an Ar-sparged solution of KOH (15 μl). An Ar-
sparged solution of pH 7 buffer (15 μl) was added instead of acid or base in control experiments. 
Before and after chronoamperometry, blocking experiments with a solution of K3Fe(CN)6 were 
performed to confirm that the integrity of the lipid layer of the HBM is not compromised. A 
separate control experiment in which an Ar-sparged solution of pH 7 buffer (15 μl) was added 
twice before the addition of an Ar-sparged solution of H3PO4 (15 μl) further demonstrated that 
167 
 
the increase in O2 reduction current at pH 5 is not due to degradation of the HBM (Figure 7.16b). 
To evaluate the proton switch, differences in the percentage change in current before and 5 s 
after addition were calculated. These values were then normalized for the percentage change in 
current observed in the control experiments with an added Ar-sparged solution of pH 7 buffer. 
 
7.8. Synthetic Procedures  
 
7.8.1. General Methods  
 
All reactions were carried out under a dry nitrogen atmosphere. Chemicals were 
purchased from Sigma-Aldrich and used without further purification. Dry dichloromethane 
(DCM), and dimethyl sulfoxide (DMSO) were used directly from a solvent delivery system just 
prior to use. Freshly purchased triethylamine (TEA) was dried and stored over 4 Å molecular 
sieves. All other solvents were of reagent grade and used without further purification. Reported 
reaction temperatures refer to the temperature of the heating medium. The progress of reactions 
was monitored by silica gel thin layer chromatography (TLC) using 0.2 mm silica 60 coated, 
plastic plates with F254 indicator purchased from EM Science. Flash and gravity 
chromatography was performed using either Ultra PureSiliaFlash® P60 230-400 mesh (40-63 
μm) silica gel (SiO2).  
NMR spectra were performed in chloroform-d and acquired using a Varian Unity 500 
MHz instrument in the VOICE laboratory, University of Illinois at Urbana-Champaign. 
Chemical shifts (δ) and coupling constants (J) are reported in parts per million (ppm) and hertz 
(Hz), respectively. For 1H spectra, chemical shifts are referenced to the residual proton solvent 
peak: 7.26 ppm for chloroform-d. For 
13
C spectra, chemical shifts are referenced to the solvent 
peak at 77.5 ppm in chloroform-d. Electrospray ionization mass spectrometry (ESI-MS) data 
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were collected with a Quattro II instrument (Waters) at the University of Illinois at Urbana-
Champaign.  
Synthetic procedures are shown schematically in Figure 7.2.  
 
7.8.2. 6-(Tritylthio)hexan-1-ol  
6-(Tritylthio)hexan-1-ol (1) was prepared using a literature procedure.
47
 Trityl chloride (2.78 g, 
10 mmol) in DCM (50 mL) was added dropwise to a stirred solution of 6-mercapto-hexan-1-ol 
(2 mL, 15 mmol) in DCM (20 mL) over 30 min at room temperature. The mixture was stirred for 
30 min and washed with an aqueous solution of NaOH (0.1 M). The organic layer was dried over 
anhydrous Na2SO4, gravity filtered, and concentrated in vacuo. Flash chromatography with a 
step gradient from 9:1 (v:v) to 3:1 (v:v) hexane:EtOAc afforded 3.2 g (85%) of 1 as a white 
solid. 
1H NMR: δ 7.45 – 7.15 (m, 15H), 3.58 (t, J = 6.6, 2H), 2.15 (t, J = 7.3, 2H), 1.48 (m, 2H), 
1.40 (m, 2H), 1.26 (m, 5H); ESI-LRMS calcd. for (C25H28OS·H)
+
 377.2, found 377.2.  
 
7.8.3. 6-(Tritylthio)hexanal 
6-(Tritylthio)hexanal (2) was prepared according to a previously reported procedure for a 
similar compound.
48
 A solution of oxalyl chloride (350 mg, 2.8 mmol) in DCM (6 mL) was 
cooled to -78 °C. A mixture of DMSO (430 mg, 5.5 mmol) and DCM (2.5 mL) was added 
dropwise. The resulting mixture was stirred for 5 min, and 6-(tritylthio)hexan-1-ol (1) (940 mg, 
2.5 mmol) dissolved in DCM (1 mL) was added dropwise. The solution was stirred for 15 min, 
and TEA (1.27 g, 12.5 mmol) was added. The mixture was allowed to warm to room temperature 
and washed with an aqueous solution of HCl (1 M, 10 mL). The aqueous layer was extracted 
with DCM (3×10 mL), and the combined organic layers were washed with brine (20 mL), dried 
over anhydrous Na2SO4, gravity filtered, and concentrated in vacuo to yield 908 mg (97%) of 2 
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as a colorless oil. 
1H NMR: δ 9.71 (s, 1H), 7.45 – 7.15 (m, 15H), 2.34 (t, J = 7.5, 2H), 2.15 (t, J = 
7.5, 2H), 1.49 (m, 2H), 1.39 (m, 2H), 1.27 (m, 2H); ESI-LRMS calcd. for (C25H26OS·H)
+
 375.2, 
found 375.2.  
 
7.8.4. N
3
-(6-(Tritylthio)hexyl)-4H-1,2,4-triazole-3,5-diamine 
N
3
-(6-(Tritylthio)hexyl)-4H-1,2,4-triazole-3,5-diamine (3). A mixture of 6-(tritylthio)hexanal 
(2) (600 mg, 1.6 mmol) and 1,2,4-triazole-3,5-diamine (300 mg, 3.3 mmol) in EtOH (10 mL) 
was stirred at room temperature for 5 h. Sodium borohydride (100 mg, 2.6 mmol) was added, 
and the resulting suspension was stirred for an 1 h at room temperature. The reaction was 
quenched by adding water (0.5 mL) and concentrated under vacuum to yield a white solid. The 
solid was dissolved in DCM (10 mL) and washed with brine (2 × 10 mL). The combined organic 
layers were dried over anhydrous Na2SO4, gravity filtered, and concentrated in vacuo. Gravity 
chromatography with a step gradient from 19:1 (v:v) to 9:1 (v:v) DCM:MeOH afforded 124 mg 
(17%) of 3 as a white solid estimated by NMR to be ~90% pure. 
1H NMR: δ 7.45 – 7.15 (m, 
15H), 3.10 (t, J = 7.0, 2H), 2.13 (t, J = 7.0, 2H), 1.47 (m, 2H), 1.37 (m, 2H), 1.22 (m, 4H); ESI-
LRMS calcd. for (C27H32N5S·H)
+
 458.2, found 458.2.  
 
7.8.5. N
3
-Benzyl-N
5
-(6-(tritylthio)hexyl)-4H-1,2,4-triazole-3,5-diamine 
N
3
-Benzyl-N
5
-(6-(tritylthio)hexyl)-4H-1,2,4-triazole-3,5-diamine (4). A mixture of N
3
-(6-
(tritylthio)hexyl)-4H-1,2,4-triazole-3,5-diamine (120 mg, 0.26 mmol) and benzaldehyde (60 mg, 
0.57 mmol) in 3:1 (v:v) EtOH:DCM (4 mL) was stirred at 40 °C for 12 h. Sodium borohydride 
(50 mg, 1.3 mmol) was then added, and the suspension was stirred for 1 h at room temperature. 
The reaction was quenched by adding water (0.3 mL) and concentrated under vacuum to yield a 
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white solid. The solid was dissolved in DCM (10 mL) and washed with brine (2 × 10 mL). The 
organic layer was dried over anhydrous Na2SO4, gravity filtered, and concentrated in vacuo. 
Gravity chromatography with a step gradient from 49:1 (v:v) to 19:1 (v:v) DCM:MeOH afforded 
20 mg (14%) of 4 as a white solid. 
1H NMR: δ 7.45 – 7.15 (m, 20H), 4.67 (b, 1H), 4.37 (d, J = 
5.5, 2H), 4.19 (b, 1H), 3.07 (m, 3H), 2.12 (t, J = 7.5, 2H), 1.46 (m, 2H), 1.37 (m, 2H), 1.22 (m, 
4H); 
13C NMR: δ 145.2, 129.8, 128.9, 128.0, 127.7, 127.5, 126.8, 66.6, 47.7, 43.6, 32.1, 29.7, 
28.7, 26.6; ESI-HRMS calcd. for (C34H37N5S·H)
+
 548.2848, found 548.2842.  
 
7.9. STM Procedures 
 
STM measurements were carried out using a Nanoscope III E (Digital Instrument 
Corporation) system under ambient conditions. STM tips were prepared by electrochemical 
etching of tungsten wire (0.25 mm in diameter) in 2.0 M NaOH. The tips were then rinsed with 
water and dried under a gentle stream of Ar. STM images were acquired using constant current 
mode with a tunneling current of 3.0 nA and a tip bias of 50 mV. Mean roughness values were 
calculated using WSxM 5.0 Develop 6.4 software.  
 
7.10. Ellipsometric Procedures  
Ellipsometry was performed using a Gaertner Ellipsometer L116C equipped with a He-
Ne laser (632.8 nm) set at an incidence angle of 70°. An average of four measurements was used, 
each of which was taken at a different spot on the Au electrodes. A two-layer transparent film 
model was used for the thickness calculations based on pseudosubstrate constants measured on 
clean Au substrates. The refractive index of the organic SAM film was fixed at 1.5.  
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7.11. Cu Coverage Calculations  
The cross-sectional area calculated with Spartan ‟08 (Wavefunction, Inc.) v. 1.2.0 of a Cu 
complex of BTT with coordinated EtOH molecules is 350 Å
2
. Assuming a smooth Au surface, 
the surface coverage based upon this area is 4.7 × 10
-11
 mol cm
-2
, which is comparable to the 
experimentally observed Cu coverage.  
7.12. O2 Diffusion Calculations  
O2 has a partition coefficient of greater than 2 in DMPC relative to water at 25 °C.
49
 The 
diffusion coefficient of O2 at 25 °C in a DMPC bilayer is 1.8 × 10
–5
 cm
2
/s,
50
 which is comparable 
to that of water (1.9 × 10–5 cm2/s).51 The time required for a molecule of O2 to diffuse through 
21 Å (the experimental length of the lipid layer as determined by ellipsometry) of the HBM can 
be calculated using equation (1) and is less than 2 ns.
52
 The experimental time scales are in the 
range of 1 s.  
 (1)  
where D is the diffusion coefficient of O2 in DMPC, x is the average distance traveled by an O2 
molecule, and t is the time elapsed  
O2 has a partition coefficient of 0.4 in DMPC relative to water at 10 °C.
49
 Using this 
partition coefficient, the diffusion coefficient of O2 at 10 °C in a DMPC bilayer is calculated to 
be 2.5 × 10
-5
 cm
2
/s using the method described by Hyde and Subczynski.
53
 Given the partition 
coefficient of O2 between DMPC and water and that the solubility of O2 in water is 0.24 mM at 
25 °C,
54
 the concentration of O2 in the HBM is estimated to be 0.48 mM. The cross-sectional 
area calculated with Spartan ‟08 of a DMPC and a MDP molecule is 65 Å2. The experimental 
length of the HBM as determined by ellipsometry is 42 Å. Assuming 1 equivalent of MDP 
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relative to DMPC and using the Henderson-Hasselbalch equation, the equilibrium concentration 
of MDP existing as RH2PO4 inside the HBM is 3.8 mM at pH 5 and 0.038 mM at pH 7. We note 
that these calculated values are equilibrium values describing how MDP exists at the lipid-water 
interface in the absence of catalysis, and do not take into account the rate of flip-flop diffusion of 
MDP through the DMPC layer.  
7.13. Figures 
 
Figure 7.1. Schematic showing the last step in the synthesis of BTT 
 
 
Figure 7.2. Schematic showing the synthesis of BTT. 
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Figure 7.3. Linear sweep voltammograms of O2 reduction by a bare Au surface (orange) and a 
BTT SAM on Au (black) in pH 7 buffer solution at a scan rate of 10 mV/s. 
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a                              b        
 
 
c 
 
 
Figure 7.4. Representative scanning tunneling microscopy images of surfaces of bare Au (a), 
BTT on Au (b), and the Cu complex of BTT on Au (c). The average roughness across five 
images was (1.50 ± 0.41) nm for bare Au, (1.74 ± 0.86) nm for BTT on Au, and (1.43 ± 0.51) nm 
for the Cu complex of BTT on Au.  
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Figure 7.5. Modeling of ellipsometric measurements of a BTT SAM, a SAM of the Cu complex, 
and the HBM containing the Cu complex on Au. The film thicknesses obtained match with 
theoretical modeling and literature values.
29
 Theoretical modeling was accomplished using 
Spartan ‟08 v. 1.2.0 (Wavefunction, Inc.). We hypothesize that the BTT SAM is not fully 
extended so that the phenyl rings can participate in favorable - stacking interactions. Upon 
addition of Cu, the complex is more rigid, and the phenyl rings are fully extended. 
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Figure 7.6. Linear sweep voltammograms of O2 reduction by a SAM of the Cu complex of BTT 
(blue), the HBM containing the Cu complex with DMPC only in the lipid layer (red), the HBM 
containing the Cu complex with one equivalent of MDP incorporated in the lipid layer (green), 
and a BTT SAM (black) on Au at 26 °C in pH 7 buffer solution at a scan rate of 10 mV s
-1
. 
 
Figure 7.7. Rotating ring-disk linear sweep voltammograms (solid) and ring currents (dash) of 
the Cu complex of BTT on Au (blue) and a bare Au surface (orange) in pH 5 buffer solution 
sparged with O2 at a scan rate of 10 mV/s. 
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Figure 7.8. Cyclic voltammograms of a BTT SAM (black) and a SAM of the Cu complex (blue) 
on Au in pH 7 buffer solution sparged with Ar at a scan rate of 100 mV/s. The Cu(I/II) couple is 
about 300 mV more positive than the O2 reduction onset potential of Cu BTT on Au. 
 
Figure 7.9. Cyclic voltammograms of a bare glassy carbon electrode (black), DAT (orange), and 
protected BTT (4, purple) in an ethanolic solution containing LiClO4 (100 mM) at a scan rate of 
100 mV/s. 
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Figure 7.10. Cyclic voltammograms of a SAM of the Cu complex (blue), the HBM containing 
the Cu complex (red), and the HBM containing the Cu complex with 1 equivalent of MDP 
incorporated in the lipid layer (green) in pH 7 buffer solution sparged with Ar at a scan rate of 
100 mV/s. 
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Figure 7.11. Electrospray ionization-mass spectrometry of DMPC and MDP extracted with 
EtOH and CHCl3 from a HBM after O2 reduction.  
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Figure 7.12. Linear sweep voltammograms of O2 reduction by a SAM of the Cu complex at 
26 °C (blue), the HBM containing the Cu complex with DMPC only in the lipid layer at 26 °C 
(red), and the HBM containing the Cu complex with one equivalent of MDP incorporated in the 
lipid layer at 26 °C (green) and 10 °C (purple) on Au in pH 5 buffer solution at a scan rate of 10 
mV s
-1
. 
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Figure 7.13. Linear sweep voltammograms of O2 reduction by a SAM of the Cu complex at 10 
°C (blue), the HBM containing the Cu complex with DMPC only in the lipid layer at 10 °C (red), 
and the HBM containing the Cu complex with 1 equivalent of MDP incorporated in the lipid 
layer kept at 10 °C for 30 min and then ran at 26 °C (green) on Au in pH 5 buffer solution at a 
scan rate of 10 mV/s. 
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Figure 7.14. Cyclic voltammograms of a SAM of the Cu complex (blue), the HBM containing 
the Cu complex (red), and the HBM containing the Cu complex with 1 equivalent of MDP 
incorporated in the lipid layer (green) in a solution of K3Fe(CN)6 (1 mM) with KCl (100 mM) at 
a scan rate of 50 mV/s. 
 
 
Figure 7.15. Percentage of maximum current of O2 reduction at -0.5 V by the Cu complex of 
BTT with lipid (black squares) and lipid with the MDP switch (red circles). 
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Figure 7.16. Chronoamperometry of the Cu complex of BTT on Au with lipid (black) and lipid 
with MDP (red) at –0.5 V starting in pH 7 buffer solution sparged with O2. For Figure 7.16a, pH 
7 buffer solution (1), acid (2), and base (3) were added after 30, 60, and 90 s respectively. For 
Figure 7.16b, pH 7 buffer solution (1), pH 7 buffer solution (2), and acid (3) were added after 30, 
60, and 90 s respectively. 
  
a 
b 
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CHAPTER 8: CONTROLLING THE SELECTIVITY OF NON-PRECIOUS METAL 
OXYGEN REDUCTION CATALYSTS THROUGH PROTON TRANSFER KINETICS 
 
The work in this chapter was performed in collaboration with Tse, E. C. M.; Kirchslager, N. A.; 
Li, Y.; Gewargis, J. P.; Zimmerman, S.C.; Hosseini, A.; Gewirth, A.A. 
 
8.1. Introduction 
The successful commercialization of low-temperature fuel cells with high power densities 
requires substantially improving the cathode catalysts that reduce O2 to H2O via four electrons 
and four protons. State-of-the-art fuel cells utilize catalysts based on Pt and its alloys, but these 
materials are neither robust nor cost-effective and exhibit a substantial overpotential of ~300 
mV.1 For these reasons, non-precious metal (NPM) alternatives based on Fe, Co, and Cu have 
been intensely studied.2,3 Despite more than 50 years of effort, the design of robust and 
inexpensive catalysts with low overpotentials remains challenging.4,5 One of the largest hurdles 
hindering the development of NPM catalysts is their poor durability due to deleterious side 
reactions that produce H2O2 or O2
-
.6 Here, we demonstrate that a fundamental source of 
undesired side reactions is a mismatch between the rates of proton and electron transfer to the 
catalyst. More importantly, we determine that by optimizing the proton transfer rate, we can tune 
an O2 reduction catalyst so that it achieves the same selectivity as O2 reduction enzymes for the 4 
e
-
 reduction of O2 to H2O without generating H2O2 or O2
-
.7,8 From these findings, we formulate 
new design rules for next-generation NPM catalysts. 
To independently modulate electron and proton transfer thermodynamics and kinetics at 
the electrode-solution interface, various experimental methods have been utilized.
9,10
 For 
example, potentiostatic control dictates the thermodynamics of electron transfer to a redox 
species.
11
 The identity and length of a self-assembled monolayer (SAM) can be used to control 
the kinetics of electron transfer to a covalently-bound species.
12,13
 For proton transfer, the pH of 
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the bulk solution is commonly altered to affect the thermodynamics of proton transfer in a redox 
reaction involving protons.
14-16
 However, control of the kinetics of proton transfer has not been 
accomplished in a straightforward and unconvoluted way. 
Currently, proton transfer kinetics are adjusted through the synthesis of a series of 
systematically-altered catalysts with pendant proton relays.17-19 This task can be synthetically 
burdensome, and the addition of proton relays frequently changes the redox potential of the 
catalyst due to electronic and steric effects caused by the modified moieties. Alternatively, a 
hybrid bilayer membrane (HBM) is a unique electrochemical platform to interrogate the role of 
proton kinetics to a catalyst without changing the catalyst‟s molecular structure or the contents of 
the bulk solution.20-21 Here, we use a HBM to quantitatively modulate the kinetics of proton 
transport to a dinuclear Cu-based O2 reduction catalyst (CuBTT) and observe how proton 
availability affects the mechanism of O2 reduction.  
8.2. Results and Discussions 
Figure 8.1 illustrates a schematic of the HBM system constructed. The HBM consists of a 
monolayer of lipid molecules appended through van der Waals‟ forces to a SAM of CuBTT 
covalently attached to a Au electrode. We identify 1-dodecylboronic acid (DBA) as a competent 
lipid-bound proton carrier due to its favorable acidity and dipole moment, attributes we 
previously determined dictate the permeability of species in HBMs (Section 8.5). Figure 8.2 
shows a representative set of linear sweep voltammograms (LSVs) of the HBM system at pH 7. 
In the absence of a lipid layer, O2 reduction by a SAM of CuBTT exhibits an O2 diffusion-
limited current density of ~325 μA cm-2 (Figure 8.2, blue line). Upon appending a monolayer of 
1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC), the O2 reduction current density 
decreases substantially (Figure 8.2, red line). This inhibition in O2 reduction activity is due to the 
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inability of protons to diffuse through the hydrophobic lipid layer. Figure 8.2 red dashed line 
shows that the current density obtained by a SAM of CuBTT covered by a lipid monolayer in an 
Ar-sparged solution is less than that obtained in an O2-saturated solution. These results indicate 
that O2 reduction occurs inside the lipid despite the low availability of protons. Figure 8.2 green 
line demonstrates that incorporating 10 mol% DBA in the DMPC layer dramatically increases 
the O2 reduction current compared to the lipid only case. DBA facilitates proton transport to 
CuBTT, thus reviving the O2 reduction current to ~70% of that observed without lipid. Section 
8.6 demonstrates that the ability of DBA to act as a proton carrier is dependent upon pH and its 
concentration in the DMPC layer. 
O2 reduction can occur via 1, 2, or 4 e
-
 processes to generate O2
-
, H2O2, or H2O, 
respectively. H2O2 can be formed directly from the O2 reduction catalyst or through 
disproportionation of O2
-
 to H2O2 and O2. We quantified the amount of H2O2 produced during O2 
reduction by CuBTT to probe the O2 reduction pathways in a HBM (Section 8.7). Figure 8.3a z-
axis shows the quantity of H2O2 detected spectroelectrochemically during the O2 reduction 
process at pH 7. In the absence of a lipid layer, CuBTT produces 0.11 moles of H2O2 per mole of 
O2 consumed by CuBTT (Figure 8.3a, blue bar), suggesting that the 4 e
-
 reduction of O2 to H2O 
by the catalyst is the dominant process. This result matches with previous studies using rotating 
ring-disk electrode experiments. Upon appending a monolayer of lipid without DBA on the 
CuBTT catalyst, the amount of H2O2 increases substantially to 0.68 moles of H2O2 per mole of 
O2 consumed by CuBTT (Figure 8.3a, red bar), indicating a change in the mechanism of O2 
reduction. 
Figure 8.3a green bars show that as the amount of DBA inside the lipid layer of the HBM 
increases from 0 to 10 mol%, the amount of H2O2 detected during O2 reduction correspondingly 
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decreases. Importantly, with 10 mol% DBA in the lipid layer of the HBM, no H2O2 is detected 
spectroelectrochemically during O2 reduction. This finding indicates that at this concentration of 
DBA, only the 4 e
-
 reduction process of O2 to H2O occurs. 
To interrogate the mechanism of O2 reduction by CuBTT, we compare the voltammetry 
in proteo and deutero solutions (Section 8.5). Because we observed an isotope effect in the 
absence of lipid, we conclude that O-O bond breaking is the rate-determining step (RDS) in this 
case as has been proposed for many other O2 reduction catalysts.
1 In contrast, the lack of an 
isotope effect in the presence of DMPC and DBA indicates that the RDS of O2 reduction by 
CuBTT in a HBM is the delivery of protons across the lipid membrane.  
The unique ability of the HBM system to modulate the kinetics of proton transport allows us to 
present the first example of an O2 reduction catalyst that switches between 1, 2, and 4 e
-
 
reduction pathways with H2O as the bulk solvent. Figure 8.3b plots the quantity of H2O2 detected 
from CuBTT versus catalytic current density. Each star represents a purely 1, 2, or 4 e
-
 pathway, 
each line represents a mixture of two pathways, and the shaded region represents cases in which 
all three pathways occur simultaneously. The circle, triangle, diamond and green star in Figure 
8.3b correspond to the HBMs with 0, 1.4, 2.7, and 10 mol% DBA in the lipid layer, respectively. 
Because the data for the HBMs with DBA lie on the calculated line for a mixture of 1 e
-
 and 4 e
-
 
processes, we conclude that the 2 e
-
 process does not occur in the presence of DBA (Section 8.9). 
This finding is in contrast to most O2 reduction catalysts that are directly exposed to bulk 
aqueous environments, which are generally accepted to proceed via a mixture of 2 and 4 e
-
 
pathways.
1 Indeed, we find that in the absence of a lipid layer, Koutecky-Levich analysis and 
H2O2 detection studies indicate that CuBTT reduces O2 by a mixture of 2 and 4 e
-
 processes 
(Section 8.10).  
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Since we have gained insight about O2 reduction pathways, detected the amount of H2O2 
generated, and calculated the surface coverage of CuBTT, we now quantify the proton transfer 
rates in the HBM on a per catalyst basis, which increase with proton carrier concentration 
(Figure 8.3a xy-plane and Section 8.11). Furthermore, by quantifying the amount of DBA in the 
lipid layer of the HBM using 
1
H NMR spectroscopy (Section 8.12), we also determine the proton 
transfer rates on a per proton carrier basis. With the maximum amount of DBA incorporated in 
the lipid layer of the HBM, the proton transfer rate is (55 ± 12) protons/proton carrier/s at pH 7, 
values similar to those of proton carriers in lipid bilayers.
23
 
Figure 8.4 and Section 8.13 describe how the kinetics of proton delivery affect the 
mechanism of O2 reduction by CuBTT. In the absence of a lipid layer (Figure 8.4a), CuBTT has 
free access to protons with a bulk proton transfer rate of ~10
12
 s
-1
.
24
 In this case, protonation of 
the Cu-O-O-Cu adduct to generate H2O2 as a side product occurs before the O-O bonding 
breaking event. Inside a lipid layer, as the amount of DBA increases, the rate of proton transfer 
to CuBTT increases accordingly and favors the 4 e
-
 pathway (Figure 8.4c) over the 1 e
-
 pathway 
(Figure 8.4b), the latter of which occurs when proton accessibility is completely restricted. 
Interestingly, at high DBA concentrations, the amount of H2O2 detected during O2 reduction is 
even less than that produced by a SAM of CuBTT without lipid. Because the RDS in a HBM 
with DBA is proton transfer across the lipid layer, not the O-O bond breaking step, the Cu-O-O-
Cu adduct cannot prematurely protonate to generate H2O2. This finding demonstrates the 
importance of tuning the rate of proton transport to O2 reduction catalysts. Faster proton transfer 
kinetics (e.g. those in bulk H2O) do not necessarily yield the most selective catalyst, but rather 
the interplay between the rates of proton delivery, electron transfer, and O-O bond breaking 
dictates the O2 reduction mechanism and consequently the products of the catalyst. 
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To test the generality of the finding that controlling proton transfer kinetics to O2 
reduction catalysts affects their selectively, we analyze other classes of NPM catalysts under 
varying pH regimes. We find that these catalysts, including the NPM catalyst with the lowest 
overpotential to date,
4
 generate lower amounts of H2O2 during O2 reduction upon increasing the 
pH (Section 8.14). We conclude that a decrease in proton transfer rate at higher pH discourages 
the protonation of bound O2 adducts before O-O bond breaking to generate H2O2. These results 
demonstrate that regulating proton transport is important in determining the selectivity of NPM 
catalysts in general, not just catalysts inside HBMs.  
The mechanism by which NPM catalysts reduce O2 is in contrast to that of Pt. Pt neither 
exhibits a pH-dependent overpotential nor an isotope effect,
25,26
 suggesting that the RDS is an 
electron transfer step.
27
 Nonetheless, Pt-based catalysts produce a small fraction of H2O2 
regardless of pH, the production of which limits fuel cell lifetime.
1,6
 Unlike NPM catalysts, 
regulating proton transfer to Pt does not improve its selectivity for the 4 e
-
 reduction of O2 to 
H2O since the RDS does not involve protons.  
The knowledge we have gained about proton transfer kinetics and the mechanism of O2 
reduction provides new understanding into the performance of some of the best synthetic O2 
reduction catalysts.  Equally interesting, it also provides insight into the structure-selectivity 
relationship of O2 reduction enzymes. Intriguingly, the enzymatic O2 reduction catalysts laccase 
and cytochrome c oxidase reduce O2 exclusively by 4 e
-
 to H2O, thus avoiding the generation of 
H2O2 or O2
-
 which are toxic to cells.
7,8
 These enzymes utilize complex proton channels that 
precisely regulate proton transfer rates, so that each proton transfer is directly correlated with an 
electron transfer event.
26,27
 We emphasize that analogous considerations of the synergy between 
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the electron and proton transfer rates are important in designing robust synthetic O2 reduction 
catalysts.  
8.3. Conclusions 
Over the past 50 years, there has been an immense amount of effort aimed at developing 
active and selective O2 reduction catalysts.
5,28
 This goal has never been realized due to the 
difficulty of designing and synthesizing proton relays with optimal proton transfer rates. We 
have demonstrated in this report that if the proton transfer rate to NPM catalysts is properly 
tailored, the formation of H2O2 and O2
-
 can be avoided. By establishing a framework for 
modulating both proton and electron transfer kinetics, our HBM platform provides crucial insight 
needed to improve the performance of future O2 reduction catalysts for fuel cell applications. 
8.4. Experimental Procedures 
Chemicals were obtained from commercial sources and used without further purification 
unless otherwise specified. Potassium phosphate buffer solutions (100 mM) were prepared using 
Milli-Q water (> 18 MΩ cm–1) or D2O and adjusted to the desired pH using H3PO4 or D3PO4 and 
KOH or KOD. Experiments at pH 2−4 were performed in Britton-Robinson buffer consisting of 
H3BO3 (0.04 M, 99.999%, Sigma-Aldrich), CH3COOH (0.04 M, 99.99%, Sigma-Aldrich), 
H3PO4 (0.04 M, 85 wt % in H2O, 99.99%, Sigma-Aldrich), and NaClO4 (0.1 M, 99.9%, Sigma-
Aldrich). The pH was adjusted using NaOH (10 M, analytical titration grade, Fisher Scientific). 
Solutions were sparged with Ar and O2 for 30 min prior to each electrochemical experiment. 
Electrochemical studies were carried out using a CH Instruments 760 D Electrochemical 
Workstation (Austin, TX) at 26°C, above the gel-phase transition temperature of DMPC.
29
 For 
studies in aqueous solutions a three-electrode cell was used with a Pt wire counter electrode. 
Electrochemical potentials are measured and reported with respect to a no leak Ag/AgCl/3 M 
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KCl reference electrode. Au working electrodes were deposited using an electron-beam vacuum 
deposition apparatus. A Ti adhesion layer (20 nm), followed by a Au layer (100 nm), was 
deposited on Pyrex glass slides. The electrodes were rinsed with water and EtOH prior to use. 
Rotating ring-disk electrode experiments were performed using a ring-disk assembly with 
an interchangeable disk (E5 series, Pine instruments) connected to a MSRX rotator (Pine 
instruments) set to 400 r.p.m. The glassy carbon disk electrode was polished sequentially with 1 
μm, 0.25 μm and 0.05 μm diameter diamond polish (Buehler) and sonicated in water after each 
stage. The Pt ring electrode was cleaned electrochemically by cycling from −400 mV to +1700 
mV at 100 mV/s in an aqueous solution of HClO4 (0.1 M) until the current of oxide stripping at 
~350 mV remained constant. A glassy carbon electrode was used as a standard for the two-
electron reduction of O2, which has been described previously.
30
 The collection efficiency of the 
ring electrode, which was held at +1.23 V versus RHE, was determined before each experiment. 
For all reported data, the ratio of ring current to disk current was obtained at the potential at 
which the ring current was maximum. 
For rotation studies on glassy carbon electrodes, Cu(ClO4)2·6H2O (0.35 mg, 0. 92 mol, 
Alfa Aesar) in EtOH (320 L) was added to protected BTT (0.5 mg, 0. 92 mol), the synthesis 
of which was described previously.
20
 The solution was sonicated for 5 min, and finely ground 
Vulcan XC-72 (3 mg, Cabot Corp.) was added. The resulting mixture was sonicated for 15 min, 
and Nafion 117 solution (4 μL, 5 wt % in alcohols, Sigma-Aldrich) was added. This mixture was 
sonicated for 30 min. This ink (10 μL) was then deposited on a glassy carbon electrode, which 
was dried under a stream of Ar. PANI-Fe-C was synthesized according to a previous study and 
deposited on a glassy carbon electrode in an analogous manner.
4
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Caution! Perchlorate salts are potentially explosive. Only small amounts of materials 
should be prepared.  
Preparation of the HBM system was reported elsewhere.
20,21
 In short, 6-((3-
(benzylamino)-1,2,4-triazol-5-yl)amino)hexane-1-thiol (BTT) was synthesized and deposited as 
a SAM on a Au working electrode. Cu ions were incorporated into the BTT-modified Au surface 
using an ethanolic solution of Cu(ClO4)2, which was then embedded inside a monolayer of 1,2-
dimyristoyl-sn-glycero-3-phosphocholine (DMPC). 1-dodecylboronic acid (DBA) was 
incorporated into the lipid layer of the HBM using the same method as previously described for 
mono-N-dodecylphosphate. To ensure a complete lipid layer is formed, we probe the electronic 
conductivity through the HBM using a solution of K3Fe(CN)6 as done previously.
20
 The 
Fe(II)/Fe(III) redox couple from K3Fe(CN)6 is present when CuBTT is not covered by lipid. The 
disappearance of the Fe(II)/Fe(III) couple upon formation of a lipid monolayer with and without 
DBA indicates that a compact lipid layer is formed. 
 To quantify the amount of DBA in the HBM, the lipid layer of the surfaces were 
extracted using EtOH and CHCl3, and the solvents were removed under reduced pressure. The 
solids were reconstituted in CDCl3 and 
1
H NMR spectroscopy studies were conducted with a 400 
MHz Varian Spectrometer. 
A working solution for dye-based spectroelectrochemistry was prepared by adding a 
DMSO solution of Amplex Red reagent (10 mM, 50 µL) to a pH 7 potassium phosphate buffer 
solution (0.05 M, 4.85 mL) containing horseradish peroxidase (HRP, 0.1 mg). The amount of 
H2O2 was quantified by placing 400 µL of the working solution in a quartz cuvette (Hellma 
Analytics, SUPRASIL
®
, 10 mm high precision cell) and scanning from 300 to 800 nm using a 
UV/Vis spectrometer (Beckman Coulter, DU
®
250). 
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The amount of H2O2 generated during the reduction of O2 by CuBTT is calculated from 
Beer‟s Law. The extinction coefficient of resorufin is taken to be 58,000 cm-1 M-1 at 571 nm as 
reported previously.
31
 The path length of the cuvettes used was 1 cm. By integrating the LSV‟s 
and dividing by the scan rate, the total charge during O2 reduction is calculated. Buffer volumes 
ranged from 0.5 to 1.0 mL. The absorbance values measured are given below in terms of 
absorbance units per Coulomb of charge passed per milliliter of buffer used. For a theoretical 
system producing 1 mole of H2O2 per mole of CuBTT catalyst, the calculated absorbance value 
is 29 C
-1
 mL
-1
. 
8.5. Lipid Permeability in DBA 
Lipid permeability parameter (LPP) is defined as: 
𝐿𝑃𝑃 𝐴− = 0.5 𝜒𝑝𝑘𝑎  𝐻𝐴 + 0.5 (1− 𝜒𝑑𝑖𝑝𝑜𝑙𝑒  𝐻𝐴 ) … (1) 
where 𝜒𝑝𝐾𝑎  and 𝜒𝑑𝑖𝑝𝑜𝑙𝑒  is a scaling factor defined as: 
𝜒𝑝𝐾𝑎 (𝐻𝐴)  =  
𝑝𝐾𝑎 (𝐻𝐴) – 𝑝𝐾𝑎 (𝐻𝐴′)𝑚𝑖𝑛
𝑝𝐾𝑎 (𝐻𝐴′′ )𝑚𝑎𝑥  – 𝑝𝐾𝑎 (𝐻𝐴′)𝑚𝑖𝑛
 … (2) 
𝜒𝑑𝑖𝑝𝑜𝑙𝑒 (𝐻𝐴)  =  
𝑑𝑖𝑝𝑜𝑙𝑒 (𝐻𝐴) – 𝑑𝑖𝑝𝑜𝑙𝑒 (𝐻𝐴′)𝑚𝑖𝑛
𝑑𝑖𝑝𝑜𝑙𝑒 (𝐻𝐴′′ )𝑚𝑎𝑥  – 𝑑𝑖𝑝𝑜𝑙𝑒 (𝐻𝐴′)𝑚𝑖𝑛
 … (3) 
Anions with larger LPP values diffuse across lipids more readily than anions with smaller LPP 
values.
22
 See reference #22 for a detailed explanation. 
 The pKa of DBA is about 9,
32
 and the dipole moment of DBA is calculated using 
Spartan ‟08 (Wavefunction, Inc.) v. 1.2.0 to be 1.94 D. Using equations 1, 2, and 3, the LPP of 
DBA is determined to be 1.11. The pKa of mono-N-dodecylphosphate (MDP), a proton carrier 
used in a previous study,
20
 is about 2,
33
 and the dipole moment of MDP is calculated to be 4.53 
D. The LPP of MDP is therefore 0.57, a value lower than that of DBA. These calculations match 
with the observation that DBA is a more effective proton carrier than MDP. 
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8.6. DBA as a Proton Carrier 
One possible effect to consider is that the amount of O2 present in bulk solution may be 
decreasing as the catalyst reduces O2, and that this effect may convolute the interpretation of our 
voltammograms. The total integrated charge of the LSV of O2 reduction for the SAM of CuBTT 
at pH 7 (the case where the current is the highest, so the system consumes the most O2) is ~8 
mC/cm
2
. Based on our finding that for this case each O2 molecule is reduced by an average of 
3.79 e
-
 (Table 8.1) and since the surface area of the electrode used is 0.219 cm
2
, we calculate that 
4.9 nmoles of O2 are consumed during voltammetry. The solubility of O2 in pH 7 buffer is 0.24 
mM,
34
 and we use ~3 mL of buffer solution in our experiments. Therefore, there are ~720 
nmoles of O2 in the bulk solution. This calculation shows that at maximum, only 0.7% of the O2 
in bulk solution is consumed during O2 reduction.  
A proton carrier must be sufficiently hydrophobic to undergo “flip-flop” diffusion and 
transfer protons across a hydrophobic lipid membrane in a HBM.
35
 Figure 8.6e shows how the 
enhancement of O2 reduction current by DBA as compared to the lipid only case varies as a 
function of pH. From pH 5 to pH 7, the O2 reduction current with DBA is about 6 times greater 
than without DBA. However, at pH 8 and pH 9, the enhancement effect of DBA is negligible. At 
low pH, a greater proportion of DBA is in the neutral state and thus is hydrophobic enough to 
“flip-flop” through the hydrophobic lipid layer of the HBM. As the pH increases, more DBA 
carriers are deprotonated and so proton delivery to the CuBTT catalyst is suppressed, thus 
inhibiting O2 reduction activity. The pKa of a typical boronic acid is about 9 in aqueous 
solution,
32,36
 which explains the observation that the activity of DBA diminishes at pH 8. 
Figures 8.7a-c show the enhancement of O2 reduction current of CuBTT at pH 5 and 7 by 
DBA compared to the lipid only case as a function of the amount of DBA added to the lipid 
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layer. As the amount of DBA added increases from 0 to 10 mol%, the current enhancement 
correspondingly increases by about 500% due to an increase in proton flux through the lipid to 
CuBTT. The O2 reduction current of CuBTT no longer increases once the amount of DBA added 
is greater than about 10 mol% because this is the maximum amount of DBA that can be 
incorporated into the lipid layer as determined by 
1
H NMR spectroscopy (Section 8.12). These 
results suggest that we can modulate the proton transport rate in the HBM by changing the 
amount of DBA present in the lipid layer. 
8.7. Dye-based Spectroelectrochemical Detection of H2O2 
Previously, we used rotating ring-disk electrode (RRDE) experiments to determine the 
amount of H2O2 generated by a SAM of CuBTT.
20
 Unfortunately, we found that RRDE 
techniques cannot be used on HBM systems because of the limited mechanical stability of the 
lipid layer during electrode rotation. Therefore, we used dye-based spectroelectrochemistry to 
quantify the amount of H2O2 produced in a stationary environment. 
DBA/DMPC solution was combined with an equal amount of Amplex Red working 
solution, this caused no color change. The addition of KO2 or H2O2 both resulted in a peak at 570 
nm in the UV-Vis spectra, demonstrating that neither DBA nor DMPC interfere with the H2O2 
assay. 
Equation to calculate  for no lipid (mixture of 2 and 4 e- processes): 
𝜙 =  
𝑥 𝑚𝑜𝑙 𝐻2𝑂2
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
  
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
𝑚𝑜𝑙 𝑂2
 
2 𝑚𝑜𝑙 𝑒−
𝑚𝑜𝑙 𝐻2𝑂2
  +   
(1− 𝑥) 𝑚𝑜𝑙 𝐻2𝑂
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
  
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
𝑚𝑜𝑙 𝑂2
 
4 𝑚𝑜𝑙 𝑒−
𝑚𝑜𝑙 𝐻2𝑂
  
Equation to calculate  for lipid with DBA (mixture of 1 and 4 e- processes):  
𝜙 =  
2𝑥 𝑚𝑜𝑙 𝑂2
−
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
  
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
𝑚𝑜𝑙 𝑂2
 
𝑚𝑜𝑙 𝑒−
𝑚𝑜𝑙 𝑂2
−  +   
(1− 2𝑥) 𝑚𝑜𝑙 𝐻2𝑂
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
  
𝑚𝑜𝑙 𝐶𝑢𝐵𝑇𝑇
𝑚𝑜𝑙 𝑂2
 
4 𝑚𝑜𝑙 𝑒−
𝑚𝑜𝑙 𝐻2𝑂
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See Section 8.9 for calculation of the total number of electrons () transferred per O2 for CuBTT 
inside lipid. 
Figure 8.9a displays LSVs of O2 reduction by a SAM of CuBTT covered by DMPC with 
10 mol% DBA with and without the H2O2 detection solution. The voltammetries are very 
similar, indicating that Amplex Red and HRP do not interfere with the O2 reduction process by 
CuBTT. Furthermore, no Amplex Red, resorufin or HRP is detected by ESI-MS in the solution 
obtained after extracting surfaces containing HBMs with EtOH and CHCl3
 
(Figure 8.9b). This 
control experiment indicates that Amplex Red, resorufin and HRP do not readily incorporate into 
the lipid layer and that these species remain in the bulk solution. Taken together, the results 
obtained from Figures 8.9a and 8.9b demonstrate that Amplex Red, resorufin or HRP do not 
interfere with the ORR activity of CuBTT inside a HBM. 
8.8. Studies in Deuteurated Buffer Solutions 
In the absence of a lipid layer, the O2 reduction current by CuBTT in a pD 5 solution 
decreases by ~40% as compared to pH 5 (Figure 8.10a). This kinetic isotope effect (KIE) is 
expected because the rate-determining step (RDS) of O2 reduction by CuBTT is the O-O bond 
breaking step which is coupled to protons or deuterons (Figure 8.14). In the presence of a DMPC 
monolayer, no KIE is observed suggesting that the RDS is electron transfer and access of protons 
and deuterons to CuBTT is significantly hindered (Figure 8.10b). This finding suggests that O2 is 
predominantly reduced by 1 e
-
 by CuBTT in lipid without DBA. 
We did not observe a KIE for O2 reduction by CuBTT with DBA incorporated in the lipid 
layer at pH and pD 5. The lack of KIE with DBA inside the lipid layer suggests that the RDS in 
the presence of a proton carrier is a step slower than the O-O bond breaking event. Furthermore, 
according to rate law analysis, the absence of a KIE indicates that neither the RDS nor any steps 
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prior to the RDS involve protons or deuterons. The only step in the mechanisms outlined in 
Figure 8.14 that fit these criteria is the “flip-flop” diffusion of DBA across the lipid layer. Slow 
electron transfer is ruled out as the RDS since a KIE is observed in pH and pD 7 solutions 
(Figure 8.10d).  
In contrast to pH and pD 5, we observe a KIE at pH and pD 7 for O2 reduction by CuBTT 
inside a HBM incorporated with DBA. Under these more basic conditions, DBA is in 
equilibrium with its conjugate base and so the requirement for the carrier to be protonated before 
undergoing “flip-flop” diffusion is embodied in the rate equation for O2 reduction, thus resulting 
in the KIE observed (Figure 8.10d). 
Figures 8.10e-h show the cyclic voltammograms of a SAM of CuBTT with or without 
lipid in Ar-sparged pH/pD 5 and pH/pD 7 solutions. Previously, we determined that in the 
absence of lipid, the voltammetry observed is due to a combination of the Cu(I/II) couple and the 
1 e
-
 redox wave associated with the triazole ring of BTT. We also showed that inside lipid, the 
BTT wave becomes silent and only the Cu(I/II) couple is present. These results explain why the 
current densities measured for the cases inside lipid (Figures 8.10f-h) are about half of the 
current density observed for the system without lipid (Figure 8.10e). The voltammograms also 
show that in all cases, the current densities obtained in deutero solutions are less than those in 
proteo solutions although to varying extents. This observation is likely due to the increased 
energy level of the transition state of the deuterated species as proposed by Weaver et al.
37 
The redox waves in deutero solutions shift positive compare to those in proteo solution in 
all cases. These shifts are due to the more favorable change in entropy that occurs upon reducing 
Cu(II) to Cu(I) in deutero solutions. Cu(II) has a tighter solvation shell than Cu(I), and D2O 
forms a stronger deuterium bonding network than the hydrogen bonding network of H2O. 
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Therefore, there is a greater increase in entropy when the deuterated solvent structure relaxes 
upon formation of Cu(I), resulting in a positive shift of the redox wave. Similar trends have been 
observed for a variety of cationic transition metal complexes.
38
 We note that the magnitudes of 
the isotope effects are less for the cases inside lipid, likely due to a lack of an extended water 
network and solvation shell inside lipid. We also note that these shifts in potential are not due to 
reference electrode effects, as confirmed by experiments with K3Fe(CN)6 which demonstrated 
identical potentials for the Fe(II/III) wave as expected.
39
 
8.9. Analysis of O2 Reduction Pathways in HBMs 
The y-axis on the plot in Figure 8.11a comes from the data described in Section 8.7. The 
x-axis is the catalytic current density for O2 reduction recorded at -0.5 V vs. Ag/AgCl/3 M KCl. 
Each vertex of the triangle represents a purely 1 e
-
, 2 e
-
, or 4 e
-
 pathway. The pure 4 e
-
 pathway 
point (purple point) is taken from the data obtained for CuBTT with 10 mol% DBA in the 
DMPC layer since this system is found by dye-based spectroelectrochemistry to be a purely 4 e
-
 
process.  
The pure 1 e
-
 (lower cross) and pure 2 e
-
 (upper cross) pathway points are calculated from 
the data obtained for CuBTT with DMPC and 0% DBA (red point). In this case, the catalyst 
reduces O2 by predominantly 1 e
-
 as is evidenced by the large amount of H2O2 detected 
spectroelectrochemically and the lack of a kinetic isotope effect for O2 reduction observed. If all 
of the CuBTT reduced O2 by a 1 e
-
 process to form O2
-
, then due to the disproportionation of O2
-
 
to O2 and H2O, 0.5 moles of H2O2 per mole of O2 consumed by CuBTT would be produced. 
Since we detected 0.68 moles of H2O2 per mole of O2 consumed by CuBTT, the additional 0.18 
moles of H2O2 indicate that the 2 e
-
 reduction of O2 also occurs. This finding suggests that the 
DMPC lipid layer is not entirely impermeable to protons under the conditions of these 
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experiments. We then proceed to calculate the expected current densities and coverages for the 
pure 1 e
-
 and 2 e
-
 processes from the HBM without DBA. To determine these values, we first 
calculate the current densities and coverages for the 1 e
-
 and 2 e
-
 processes by CuBTT covered 
by a DMPC monolayer with 0% DBA: 
8.9.1. Known Quantities 
 
Let 𝑛 be the total number of CuBTT catalysts on the surface. By integrating the charge of the 
Cu(I)/Cu(II) couple under an Ar atmosphere, we determine that 
 
𝑛 = 2.83 × 1013  molecules CuBTT 
 
Let 𝑖 be the total number of electrons passed per second in the case of DMPC without DBA. 
From the current at -0.5 V vs. Ag/AgCl/3 M KCl, we determine that  
 
𝑖 = 9.03 × 1013
e−
s
 
 
Let 𝑖4
∗ be the number of electrons passed per second in the case of DMPC with 10% DBA. In this 
case, no H2O2 is produced, so only the 4 e
-
 process occurs. From the current at -0.5 V vs. 
Ag/AgCl/3 M KCl, we determine that  
 
𝑖4
∗  = 1.08 × 1015
e−
s
 
 
Let 𝑀 be the number of H2O2 molecules produced per second in the case of DMPC without 
DBA as determined by dye-based spectroelectrochemistry. 
𝑀 = 3.07 × 1013
molecules H2O2
s
 
 
8.9.2. Fundamental Equations 
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Let 𝑛1, 𝑛2, and 𝑛4 be the total number of CuBTT catalysts on the surface that reduce O2 by 1 e
-
, 
2 e
-
, and 4 e
-
, respectively, in the case of DMPC without DBA. Therefore, 
𝑛 = 𝑛1 +  𝑛2 + 𝑛4 
 
Let 𝑘1, 𝑘2, and 𝑘4 be the rate constants of the 1 e
-
, 2 e
-
, and 4 e
-
 O2 reduction reactions, 
respectively, in units of 𝑠−1 in the HBM. 
 
𝑘, the overall weighted average rate constant is therefore: 
 
𝑘 =
𝑘1𝑛1 +  𝑘2𝑛2 +  𝑘4𝑛4
𝑛
 
 
Let 𝑒1, 𝑒2, and 𝑒4 be the number of electrons transferred in the 1 e
-
, 2 e
-
, and 4 e
-
 O2 reduction 
reactions, respectively. 
𝑒1 = 1
𝑒−
𝐶𝑢𝐵𝑇𝑇
 
𝑒2 = 2
𝑒−
𝐶𝑢𝐵𝑇𝑇
 
𝑒4 = 4
𝑒−
𝐶𝑢𝐵𝑇𝑇
 
 
𝑒, the overall weighted average number of electrons transferred is therefore: 
𝑒 =
𝑒1𝑛1 +  𝑒2𝑛2 + 𝑒4𝑛4
𝑛
 
 
The total number of electrons passed per second, 𝑖, is equal to the sum of the number of electrons 
passed per second from 1 e
-
 (𝑖1) 2 e
- 
(𝑖2), and 4 e
-
 (𝑖4) processes.  
𝑖 = 𝑖1 +  𝑖2 +  𝑖4 
 
The number of electrons passed due to the individual pathways is: 
𝑖1 = 𝑛1𝑘1𝑒1  
𝑖2 = 𝑛2𝑘2𝑒2 
𝑖4 = 𝑛4𝑘4𝑒4 
 
In the case of DMPC with 10% DBA where only the 4 e
-
 process occurs: 
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𝑖4
∗ =  𝑛4
∗𝑘4𝑒4 
where 𝑛4
∗ = 𝑛  
 
Let 𝑚1 and 𝑚2 be the number of H2O2 molecules generated per CuBTT for the 1 e
-
 and 2 e
-
 O2 
reduction pathways, respectively. For the case of the 1 e
-
 pathway, 2 O2
-
 molecules from 2 
CuBTT catalysts generate 1 H2O2 molecule, giving: 
𝑚1 = 0.5
𝐻2𝑂2
𝐶𝑢𝐵𝑇𝑇
 
 
For the case of the 2 e
-
 pathway, 1 H2O2 is generated directly from 1 CuBTT catalyst, giving: 
𝑚2 = 1
𝐻2𝑂2
𝐶𝑢𝐵𝑇𝑇
 
 
The total amount of H2O2 generated per second in the case of DMPC without DBA is a 
summation of the amount coming from both 1 e
-
 and 2 e
-
 process because the 4 e
-
 process 
generates only H2O without any H2O2. 
𝑀 = 𝑛1𝑘1𝑚1 +  𝑛2𝑘2𝑚2 
 
Summary of equations to solve for 𝑛1, 𝑛2 , 𝑘1, 𝑘2, 𝑘, and 𝑒: 
 
𝑛𝑘 = 𝑛1𝑘1 + 𝑛2𝑘2 + 𝑛4𝑘4 (1) 
 
𝑀 = 𝑚1𝑛1𝑘1 +𝑚2𝑛2𝑘2 (2) 
 
𝑖 = 𝑒1𝑛1𝑘1 + 𝑒2𝑛2𝑘2 + 𝑒4𝑛4𝑘4 (3) 
 
𝑒𝑛 = 𝑒1𝑛1 + 𝑒2𝑛2 + 𝑒4𝑛4  (4) 
 
𝑛 = 𝑛1 + 𝑛2 + 𝑛4 (5) 
 
8.9.3. Solving for Unknowns 
Solve Equations 1, 2, and 3 for 𝒏𝟏𝒌𝟏, 𝒏𝟐𝒌𝟐, 𝐚𝐧𝐝  𝒏𝟒𝒌𝟒  in terms of n, k, M, and i.  
 
Rearranging (1) and (2) yields: 
 
𝑛2𝑘2 = 𝑛𝑘 − 𝑛1𝑘1 − 𝑛4𝑘4 (6) 
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𝑛2𝑘2 =
𝑀−𝑚1𝑛1𝑘1
𝑚2
 (7) 
 
Combine (6) and (7) by equating both sides: 
 
𝑛𝑘 − 𝑛1𝑘1 − 𝑛4𝑘4 =
𝑀 −𝑚1𝑛1𝑘1
𝑚2
 
 
Solve for 𝑛1𝑘1: 
 
 
𝑚1
𝑚2
− 1 𝑛1𝑘1 =
𝑀
𝑚2
+ 𝑛4𝑘4 − 𝑛𝑘 
 
𝑛1𝑘1 =
𝑀
𝑚2
+𝑛4𝑘4−𝑛𝑘
𝑚1
𝑚2
−1
=
𝑀+𝑚2𝑛4𝑘4−𝑚2𝑛𝑘
𝑚1−𝑚2
 (8) 
 
Rearranging (3) yields: 
 
𝑛2𝑘2 =
𝑖−𝑒1𝑛1𝑘1−𝑒4𝑛4𝑘4
𝑒2
  (9) 
 
Combine (6) and (9) by equating both sides: 
 
𝑛𝑘 − 𝑛1𝑘1 − 𝑛4𝑘4 =  
𝑖 − 𝑒1𝑛1𝑘1 − 𝑒4𝑛4𝑘4
𝑒2
 
 
𝑒1𝑛1𝑘1
𝑒2
− 𝑛1𝑘1 =
𝑖 − 𝑒4𝑛4𝑘4
𝑒2
− 𝑛𝑘 + 𝑛4𝑘4 
 
 
𝑒1
𝑒2
− 1 𝑛1𝑘1 =
𝑖 − 𝑒4𝑛4𝑘4
𝑒2
− 𝑛𝑘 + 𝑛4𝑘4 
 
Solve for 𝑛1𝑘1: 
 
𝑛1𝑘1 =
𝑖−𝑒4𝑛4𝑘4
𝑒2
−𝑛𝑘+𝑛4𝑘4
𝑒1
𝑒2
−1
=
𝑖−𝑒4𝑛4𝑘4−𝑒2𝑛𝑘+𝑒2𝑛4𝑘4
𝑒1−𝑒2
  (10) 
 
Combine (8) and (10) by equating both sides: 
 
𝑖−𝑒4𝑛4𝑘4−𝑒2𝑛𝑘+𝑒2𝑛4𝑘4
𝑒1−𝑒2
=
𝑀+𝑚2𝑛4𝑘4−𝑚2𝑛𝑘
𝑚1−𝑚2
  
 
Solve for 𝑛4𝑘4: 
 
(𝑚1 −𝑚2) 𝑖 − 𝑒4𝑛4𝑘4 − 𝑒2𝑛𝑘 + 𝑒2𝑛4𝑘4 = (𝑒1 − 𝑒2)(𝑀 +𝑚2𝑛4𝑘4 −𝑚2𝑛𝑘) 
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(𝑚1 −𝑚2)𝑖 − (𝒎𝟏 −𝒎𝟐)𝒆𝟒𝒏𝟒𝒌𝟒 − (𝑚1 −𝑚2)𝑒2𝑛𝑘 + (𝒎𝟏 −𝒎𝟐)𝒆𝟐𝒏𝟒𝒌𝟒
= (𝑒1 − 𝑒2)𝑀 + (𝒆𝟏 − 𝒆𝟐)𝒎𝟐𝒏𝟒𝒌𝟒 − (𝑒1 − 𝑒2)𝑚2𝑛𝑘 
 
(𝒎𝟏 −𝒎𝟐)𝒆𝟐𝒏𝟒𝒌𝟒 − (𝒎𝟏 −𝒎𝟐)𝒆𝟒𝒏𝟒𝒌𝟒 −  𝒆𝟏 − 𝒆𝟐 𝒎𝟐𝒏𝟒𝒌𝟒
=  𝑒1 − 𝑒2 𝑀 −  𝑒1 − 𝑒2 𝑚2𝑛𝑘 − (𝑚1 −𝑚2)𝑖 + (𝑚1 −𝑚2)𝑒2𝑛𝑘 
 
[(𝒎𝟏 −𝒎𝟐)𝒆𝟐 − (𝒎𝟏 −𝒎𝟐)𝒆𝟒 −  𝒆𝟏 − 𝒆𝟐 𝒎𝟐]𝑛4𝑘4
=  𝑒1 − 𝑒2 𝑀 −  𝑒1 − 𝑒2 𝑚2𝑛𝑘 − (𝑚1 −𝑚2)𝑖 + (𝑚1 −𝑚2)𝑒2𝑛𝑘 
 
 
𝒏𝟒𝒌𝟒 =
 𝒆𝟏 − 𝒆𝟐 𝑴 −  𝒆𝟏 − 𝒆𝟐 𝒎𝟐𝒏𝒌 − (𝒎𝟏 −𝒎𝟐)𝒊+ (𝒎𝟏 −𝒎𝟐)𝒆𝟐𝒏𝒌
[(𝒎𝟏 −𝒎𝟐)𝒆𝟐 − (𝒎𝟏 −𝒎𝟐)𝒆𝟒 −  𝒆𝟏 − 𝒆𝟐 𝒎𝟐]
 
 
 
Simplify 𝑛4𝑘4: 
 
𝒏𝟒𝒌𝟒 =
𝒊
𝟒
−
𝑴
𝟐
 
 
Use Equation (8) and the solution of 𝑛4𝑘4 to determine 𝑛1𝑘1:  
 
𝑛1𝑘1 =
𝑀 +𝑚2𝑛4𝑘4 −𝑚2𝑛𝑘
𝑚1 −𝑚2
=
𝑀 −𝑚2𝑛𝑘
𝑚1 −𝑚2
+
𝑚2
𝑚1 −𝑚2
(𝑛4𝑘4) 
 
𝑛1𝑘1 =
𝑀 −𝑚2𝑛𝑘
𝑚1 −𝑚2
+
𝑚2
𝑚1 −𝑚2
 
 𝑒1 − 𝑒2 𝑀 −  𝑒1 − 𝑒2 𝑚2𝑛𝑘 − (𝑚1 −𝑚2)𝑖 + (𝑚1 −𝑚2)𝑒2𝑛𝑘
[(𝑚1 −𝑚2)𝑒2 − (𝑚1 −𝑚2)𝑒4 −  𝑒1 − 𝑒2 𝑚2]
  
 
𝑛1𝑘1 =
𝑀−𝑚2𝑛𝑘
𝑚1 −𝑚2
+𝑚2  
 𝑒1−𝑒2 
(𝑚1−𝑚2)
𝑀 −
 𝑒1−𝑒2 
(𝑚1−𝑚2)
𝑚2𝑛𝑘 − 𝑖 + 𝑒2𝑛𝑘
[(𝑚1 −𝑚2)𝑒2 − (𝑚1 −𝑚2)𝑒4 −  𝑒1 − 𝑒2 𝑚2]
  
Simplify 𝑛1𝑘1  
 
𝑛1𝑘1 =
𝑀− 𝑛𝑘
−0.5
+  −2  
𝑖
4
−
𝑀
2
  
 
𝑛1𝑘1 = −2𝑀 + 2𝑛𝑘 −
𝑖
2
+𝑀 
 
𝒏𝟏𝒌𝟏 = 𝟐𝒏𝒌 −
𝒊
𝟐
−𝑴 
 
Rearranging (1) and (2) yields: 
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𝑛1𝑘1 = 𝑛𝑘 − 𝑛2𝑘2 − 𝑛4𝑘4 (11) 
𝑛1𝑘1 =
𝑀−𝑚2𝑛2𝑘2
𝑚1
  (12) 
 
Combining (11) and (12) yields: 
𝑛𝑘 − 𝑛2𝑘2 − 𝑛4𝑘4 =
𝑀−𝑚2𝑛2𝑘2
𝑚1
 
 
𝑚2𝑛2𝑘2
𝑚1
− 𝑛2𝑘2 =
𝑀
𝑚1
− 𝑛𝑘 + 𝑛4𝑘4 
 
Solve for 𝑛2𝑘2: 
 
𝑛2𝑘2 =
𝑀
𝑚1
− 𝑛𝑘 + 𝑛4𝑘4
𝑚2
𝑚1
− 1
=
𝑀 −𝑚1𝑛𝑘 +𝑚1𝑛4𝑘4
𝑚2 −𝑚1
=
𝑀−𝑚1𝑛𝑘
𝑚2 −𝑚1
+
𝑚1
𝑚2 −𝑚1
(𝑛4𝑘4) 
 
𝑛2𝑘2 =
𝑀 −𝑚1𝑛𝑘
𝑚2 −𝑚1
+
𝑚1
𝑚2 −𝑚1
 
 𝑒1 − 𝑒2 𝑀 −  𝑒1 − 𝑒2 𝑚2𝑛𝑘 − (𝑚1 −𝑚2)𝑖 + (𝑚1 −𝑚2)𝑒2𝑛𝑘
[(𝑚1 −𝑚2)𝑒2 − (𝑚1 −𝑚2)𝑒4 −  𝑒1 − 𝑒2 𝑚2]
  
 
Simplify 𝑛2𝑘2: 
 
𝑛2𝑘2 =
𝑀 − 0.5𝑛𝑘
0.5
+ 1  
𝑖
4
−
𝑀
2
  
 
𝑛2𝑘2 = 2𝑀 − 𝑛𝑘 +
𝑖
4
−
𝑀
2
 
 
𝒏𝟐𝒌𝟐 =
𝟑
𝟐
𝑴+
𝒊
𝟒
− 𝒏𝒌 
 
Summary: 
𝒏𝟏𝒌𝟏 = 𝟐𝒏𝒌 −
𝒊
𝟐
−𝑴 
 
𝒏𝟐𝒌𝟐 =
𝟑
𝟐
𝑴+
𝒊
𝟒
− 𝒏𝒌 
 
𝒏𝟒𝒌𝟒 =
𝒊
𝟒
−
𝑴
𝟐
 
 
Now use equations (4) and (5) to solve for 𝐧𝟏 𝐚𝐧𝐝 𝐧𝟐 in terms of e, n, and n4   
 
Solve for 𝑛1 by rearranging (4) and (5): 
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𝑒𝑛 = 𝑒1𝑛1 + 𝑒2𝑛2 + 𝑒4𝑛4  (4) 
 
𝑛2 =
𝑒𝑛−𝑒1𝑛1−𝑒4𝑛4 
𝑒2
 (13) 
 
𝑛 = 𝑛1 + 𝑛2 + 𝑛4 (5) 
 
𝑛2 = 𝑛 − 𝑛1 − 𝑛4 (14) 
 
Combine (13) and (14) yields: 
 
𝑒𝑛 − 𝑒1𝑛1 − 𝑒4𝑛4 
𝑒2
= 𝑛 − 𝑛1 − 𝑛4 
 
𝑒𝑛 − 𝑒4𝑛4 
𝑒2
− 𝑛 + 𝑛4 =
𝑒1𝑛1
𝑒2
− 𝑛1 
𝑒𝑛 − 𝑒4𝑛4 
𝑒2
− 𝑛 + 𝑛4 =  
𝑒1
𝑒2
− 1 𝑛1 
 
𝑛1 =
𝑒𝑛−𝑒4𝑛4 
𝑒2
− 𝑛 + 𝑛4
𝑒1
𝑒2
− 1
=
𝑒𝑛 − 𝑒4𝑛4 − 𝑒2𝑛 + 𝑒2𝑛4
𝑒1 − 𝑒2
 
 
𝑛1 =
𝑒𝑛 − 𝑒4𝑛4 − 𝑒2𝑛 + 𝑒2𝑛4
𝑒1 − 𝑒2
 
Simplify 𝑛1: 
 
𝑛1 =
𝑒𝑛 − 4𝑛4 − 2𝑛 + 2𝑛4
−1
= 2𝑛4 + 2𝑛 − 𝑒𝑛 
 
𝒏𝟏 = 𝟐𝒏𝟒 + 𝟐𝒏 − 𝒆𝒏 
 
Solve for 𝑛2 by rearranging (4) and (5): 
 
𝑒𝑛 = 𝑒1𝑛1 + 𝑒2𝑛2 + 𝑒4𝑛4  (4) 
 
𝑛1 =
𝑒𝑛−𝑒2𝑛2−𝑒4𝑛4 
𝑒1
 (15) 
 
𝑛 = 𝑛1 + 𝑛2 + 𝑛4 (5) 
 
𝑛1 = 𝑛 − 𝑛2 − 𝑛4 (16) 
 
 
Combine (15) and (16) yields: 
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𝑒𝑛 − 𝑒2𝑛2 − 𝑒4𝑛4 
𝑒1
= 𝑛 − 𝑛2 − 𝑛4 
 
𝑒𝑛 − 𝑒4𝑛4 
𝑒1
− 𝑛 + 𝑛4 =
𝑒2𝑛2
𝑒1
− 𝑛2 
 
𝑒𝑛 − 𝑒4𝑛4 
𝑒1
− 𝑛 + 𝑛4 =  
𝑒2
𝑒1
− 1 𝑛2 
 
𝑛2 =
𝑒𝑛−𝑒4𝑛4 
𝑒1
− 𝑛 + 𝑛4
𝑒2
𝑒1
− 1
=
𝑒𝑛 − 𝑒4𝑛4 − 𝑒1𝑛 + 𝑒1𝑛4
𝑒2 − 𝑒1
 
 
𝑛2 =
𝑒𝑛 − 𝑒4𝑛4 − 𝑒1𝑛 + 𝑒1𝑛4
𝑒2 − 𝑒1
 
 
Simplify 𝑛2: 
 
𝑛2 =
𝑒𝑛 − 4𝑛4 − 𝑛 + 𝑛4
1
= 𝑒𝑛 − 3𝑛4 − 𝑛 
 
𝒏𝟐 = 𝒆𝒏 − 𝟑𝒏𝟒 − 𝒏 
 
Combine the above results to yield: 
 
𝒇(𝒌,𝒏𝟏) = 𝒌𝟏 =
𝟐𝒏𝒌 −
𝒊
𝟐
−𝑴
𝒏𝟏
 
 
𝒈(𝒌,𝒏𝟐) = 𝒌𝟐 =
𝟑
𝟐
𝑴+
𝒊
𝟒
− 𝒏𝒌
𝒏𝟐
 
 
𝒘(𝒆) = 𝒏𝟏 = 𝟐𝒏𝟒 + 𝟐𝒏 − 𝒆𝒏 
 
𝒗(𝒆) = 𝒏𝟐 = 𝒆𝒏 − 𝟑𝒏𝟒 − 𝒏 
 
𝒏𝟒𝒌𝟒 =
𝒊
𝟒
−
𝑴
𝟐
 
 
𝑘4 is known from: 
 
𝑖4
∗ =  𝑛4
∗𝑘4𝑒4 
 
Since 𝑘4,𝑀, 𝑖 are known then 𝑛4 is also known 
 
Combining f and w: 
211 
 
 
𝒇(𝒌, 𝒆) = 𝒌𝟏 =
𝟐𝒏𝒌 −
𝒊
𝟐
−𝑴
𝟐𝒏𝟒 + 𝟐𝒏 − 𝒆𝒏
 
 
 
Combining g and v: 
 
𝒈(𝒌, 𝒆) = 𝒌𝟐 =
𝟑
𝟐
𝑴+
𝒊
𝟒
− 𝒏𝒌
𝒆𝒏 − 𝟑𝒏𝟒 − 𝒏
 
 
Now both 𝒇 and 𝒈 are in terms of 𝒌 and 𝒆. The resulting equations are solved numerically with 
different combinations of 𝒌 and 𝒆. The values of 𝒌 and 𝒆 that fit the system of equations will 
then determine 𝒌𝟏 and 𝒌𝟐 and from there 𝒏𝟏 and 𝒏𝟐 using the following constraints: 
0 ≤ 𝑖1, 𝑖2, 𝑖4  ≤ 𝑖  
0 ≤ 𝑘1,𝑘2 
0 ≤ 𝑛1,𝑛2 ,𝑛4  ≤ 𝑛  
 The values of 𝑘1 and 𝑘2 cannot be determined exactly from the equations above, but must 
range from ~0.5 to ~5 given the constraints above and the values we determine experimentally 
for 𝑖 and 𝑀. For all plots shown, we assume that 𝑘1 and 𝑘2 are equal and maximize 𝑛1 within the 
bounds of the equations above, since isotope studies described in section 8.8 suggest that mostly 
the 1 e
-
 reduction of O2 occurs inside lipid without DBA. Since the range of valid values for 𝑘1 
and 𝑘2 are narrow, regardless of what values we choose, the data for the HBM with 1.4% and 
2.7% DBA (Figure 8.3b) lie on the line for a mixture of 1 e
-
 and 4 e
-
 reduction processes within 
error.  
From the equations described above, we calculate that inside lipid without DBA, ~95% 
of the CuBTT sites reduce O2 by 1 e
-
, ~2% of the CuBTT sites reduce O2 by 2 e
-
, and ~3% of the 
CuBTT sites reduce O2 by 4 e
-
. By combining these coverage values with the calculated rate 
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constants for each of the three reduction pathways, the total number of electrons transferred per 
molecule of O2 inside lipid without DBA is found to be 1.98 ± 0.10 (). 
These results demonstrate that inside lipid without DBA, predominantly a 1 e
-
 process 
occurs, a consequence of limited proton availability inside the lipid. Since the 2 e
-
 and 4 e
-
 
processes also occur although to a small extent, the lipid is not completely impermeable to 
protons. The leakage rate of protons through lipid is slow, however, and hence these processes, 
which require a high local concentration of protons, are statistically unlikely.  
With the rate constants determined above, the current densities expected for the pure 1 e
-
 
and 2 e
-
 processes are calculated. These values give the vertices of the red line of the triangle 
presented in Figure 8.11a. The current density of the 4 e
-
 process is known directly from the 
voltammetry obtained from O2 reduction by CuBTT covered by a DMPC monolayer with 10 
mol% DBA. These three vertices map out the triangle of space in Figure 8.11a that describes all 
possible combinations of 1, 2, and 4 e
-
 pathways.  
We plot the amount of H2O2 produced and the current densities of the HBMs containing 
1.4 and 2.7 mol% in Figure 8.11a. Since the data obtained from these systems lie on the side of 
the triangle that describe a mixture of 1 and 4 e
-
 pathways, we conclude that DBA suppresses the 
2 e
-
 pathway. This finding means that CuBTT sites near proton carriers undergo the 4 e
-
 O2 
reduction process, while those that do not have access to proton carriers undergo the 1 e
-
 O2 
reduction process. As the concentration of DBA increases inside the DMPC layer, the percentage 
of the 4 e
-
 process increases accordingly until all CuBTT sites have access to proton carriers. 
Figure 8.11b shows a six-dimensional plot of the calculated current densities versus H2O2 
produced per O2 reduced versus the number electrons per O2 reduced (𝑒) versus coverage values 
for the 1 e
-
 (𝑛1), 2 e
-
 (𝑛2), and 4 e
-
 (𝑛4)  processes of the CuBTT system inside a HBM. 𝑒, as 
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defined previously, is the average number of electrons each CuBTT site uses to reduce O2. For 
example, if 50% of CuBTT sites reduce O2 by 1 e
-
 (
𝑛1
𝑛
= 0.5), 25% by 2 e- (
𝑛2
𝑛
= 0.25), and 25% 
by 4 e
-
 (
𝑛4
𝑛
= 0.25), then 𝑒 would be equal to 2 (0.5*1 + 0.25*2 + 0.25*4).  𝑛1, 𝑛2, and 𝑛4 are 
graphically represented by the colors red, green, and blue, respectively. For instance, the color 
purple represents a 50%-50% mixture of 𝑛1 and 𝑛4.  
 We note the subtle but important difference between 𝑒 and what we define as 
(commonly referred in other works as 𝑛) is the number of electrons transferred per O2 
molecule. Frequently, is calculated by assuming a mixture of 2 e- and 4 e- processes because 
the 1 e
-
 process is usually not considered in aqueous systems. Here, we must consider all three 
processes due to the unique attributes of the HBM system. 𝑒 describes the average O2 reduction 
pathway performed by each catalytic site and is not convoluted by the rate constants for the 
individual pathways (𝑘1, 𝑘2, and 𝑘4). The value 𝑒 is rarely discussed in literature, presumably 
because the rate constants for the individual reaction pathways are difficult to determine. 
However, the kinetic control imparted by the HBM system allows us to determine these rate 
constants and hence calculate values for 𝑒. 
 In other words, is defined as the average number electrons consumed by a catalyst per 
O2 on a current basis, or: 
𝜙 =
𝑖1
𝑖
𝑒1 +
𝑖2
𝑖
𝑒2 +
𝑖4
𝑖
𝑒4 
However, if the rate constants are known as they are here, this equation can be further 
decomposed into: 
𝜙 =
𝑛1𝑘1𝑒1
𝑖
𝑒1 +
𝑛2𝑘2𝑒2
𝑖
𝑒2 +
𝑛4𝑘4𝑒4
𝑖
𝑒4 
Rearranging gives: 
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𝜙 =
𝑛1𝑘1𝑒1
2 + 𝑛2𝑘2𝑒2
2 + 𝑛4𝑘4𝑒4
2
𝑖
 
Figure 8.11c shows a six-dimensional plot of the calculated current densities versus H2O2 
produced per O2 reduced versus the number electrons per O2 reduced (𝜙) versus coverage values 
for the 1 e
-
 (𝑛1), 2 e
-
 (𝑛2), and 4 e
-
 (𝑛4)  processes of the CuBTT system inside a HBM. 
Comparing the two equations for 𝑒 and 𝜙 below demonstrates why the plot in Figure 8.11b is 
linear whereas those in Figure 8.11c are curved. 
𝑒 =
𝑒1𝑛1 + 𝑒2𝑛2 + 𝑒4𝑛4 
𝑛
 
𝜙 =
𝑛1𝑘1𝑒1
2 + 𝑛2𝑘2𝑒2
2 + 𝑛4𝑘4𝑒4
2
𝑖
 
In the plots in Figure 8.11c, there is only one point where 𝜙 = 1. At this point, the 
current density is equal to that of the purely 1 e
-
 process and the amount of H2O2 produced per 
O2 reduced is equal to 0.5 since the catalyst generates only O2
-
 in this case which 
disproportionates to form H2O2. Similarly, the plots only have one point where 𝜙 = 4. At this 
point, the current density is equal to that of the purely 4 e
-
 process and there is no H2O2 produced 
since H2O is the only product. However, there are multiple points on the plots where 𝜙 = 2. 
These points form a curved line across the surface that include the pure 2 e
-
 case (green) and 
many different mixtures of multiple processes. 
8.10. Analysis of O2 Reduction Pathways without Lipid 
Table 8.2 shows the calculated number of electrons transferred per O2 molecule using dye-based 
spectroelectrochemistry, rotating ring-disk electrode, and Koutecky-Levich analysis. The first 
two of these methods cannot discriminate between 1 e
-
 and 2 e
-
 processes because detection 
occurs after the disproportionation of O2
-
 to H2O2 and O2, a process that occurs rapidly at pH 7.
34
 
Therefore we calculate the two extreme cases where only 1 e
-
 & 4 e
-
 and 2 e
-
 & 4 e
-
 pathways 
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occur. Koutecky-Levich analysis, however, directly determines the total number of electrons 
transferred at the electrode. Hence, we can discriminate between 1 e
-
 & 4 e
-
 and 2 e
-
 & 4 e
-
 
pathways. Because Koutecky-Levich analysis for the 2 e
-
 & 4 e
-
 pathways gives values that 
match with the other two techniques, we conclude that CuBTT without lipid reduces O2 by a 
mixture of 2 e
-
 and 4 e
-
. 
8.11. Proton Transfer Rate Calculations 
In this section, we describe calculations for proton transfer on a per catalyst basis for 
CuBTT inside a HBM at pH 7 (Figure 8.3a in the main text, y-axis). From the discussions in 
section 8.9, we conclude that a mixture of 4 e
-
 and 1 e
-
 processes occur in these cases. Using the 
nomenclature in section 8.9, we can write two equations describing this system. 
𝑖 = 𝑛1𝑘1𝑒1 + 𝑛4𝑘4𝑒4 
𝑀 = 𝑛1𝑘1𝑚1 
Rearranging yields: 
𝑀
𝑚1
= 𝑛1𝑘1 
𝑖 =
𝑀
𝑚1
𝑒1 + 𝑛4𝑘4𝑒4 
Solving for 𝑛4𝑘4𝑒4 yields: 
𝑛4𝑘4𝑒4 = 𝑖 −
𝑀
𝑚1
𝑒1 
The current produced by the 4 e
-
 process is 𝑛4𝑘4𝑒4. For a 4 e
-
 process, 1 H
+
 is transferred for 
every 1 e
-
, so the quantity of the current is also equal to the number of protons consumed during 
the voltammetry. Finally, to determine the proton transfer rate per CuBTT catalyst, this number 
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is divided by the total surface coverage of CuBTT (𝑛), which has previously been reported20 to 
be giving 2.83 × 10
13
 CuBTT molecules cm
-2
, giving 
𝑖−
𝑀
𝑚1
𝑒1
𝑛
. 
8.12. Proton Carrier Quantification by NMR 
To calculate the surface coverage of DBA in the HBM system, we use the 
1
H NMR 
spectroscopy shown in Figure 8.13. Figure 8.13a shows the 
1
H NMR spectra of DBA (red), 
DMPC (green), and a mixture of DBA and DMPC (blue) in CDCl3. The protons on the 
methylene group adjacent to the B atom (Hb) in DBA can be distinguished from other proton 
resonances in the presence of DMPC because of the upfield shift of these resonances due to the 
electron-donating nature of the B atom. The protons on the methyl group of the lipid tails (Ha) 
and the protons on the methyl group on DBA (Hc) integrate to a relative value of 57.9 compared 
to the two Hb protons. Figure 8.13a shows that the resonances for Ha and Hc overlap at ~0.85 
ppm, meaning that the contribution from the Hc protons must first be subtracted out from the Ha 
+ Hc integration. This procedure then gives a DMPC:DBA ratio of  [(57.9-3)/6]:(2/2) = 9.15:1, 
which corresponds to ~10 mol% DBA.  
From this value, we proceed to calculate the number of protons transferred per proton 
carrier per second for the case where CuBTT is covered by DMPC with 10 mol% DBA. The 
lateral packing density of DMPC is 3.3 × 10
-10
 mol cm
-2
.
1
 Using the 9.15:1 ratio from above, the 
surface coverage of DBA is 3.3 × 10
-11
 mol cm
-2
. The current density at -0.5 V versus Ag/AgCl 
is (174 ± 38) A cm-2, which corresponds to (1.82 ± 0.39) × 10-9 mol e- s-1 cm-2. Since dye-based 
spectroelectrochemistry shows that CuBTT covered by DMPC with 10 mol% DBA reduces O2 
exclusively by 4 e
-
 (see section 8.7), 1 H
+
 is transferred for every 1 e
-
. Therefore the proton 
transfer rate is (1.82 ± 0.39) × 10
-9
 mol H
+
 s
-1
 cm
-2
, which when considered with the DBA 
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surface coverage, gives a proton transfer rate on a per proton carrier basis of (55 ± 12) H
+
 per 
second per proton carrier. 
8.13. O2 Reduction by other Non-Precious Metal Catalysts 
Figure 8.15a shows the percent H2O2 generated by a Fe-based catalyst (PANI-Fe-C) that 
exhibits the lowest overpotential for O2 reduction out of all known non-precious metal catalysts. 
This catalyst was synthesized according to a recently published procedure by Wu et al.
4
 Wu and 
coworkers studied O2 reduction by PANI-Fe-C under very acidic conditions (pH ≤ 1). As 
expected, the onset potential for O2 reduction by PANI-Fe-C shifts negative as the pH of the 
solution increases (Figure 8.15b). Here, we vary the pH from 2 to 4 and find that at higher pH 
values, the amount of H2O2 generated decreases. Similarly, we note that in several examples of 
molecular Cu and Fe ORR catalysts,
34,40,41
 the amount of H2O2 generated is also suppressed as 
the pH of the bulk solution increases. Based on the discussion in the main manuscript, we 
interpret these results as signifying that a decrease in proton transfer kinetics inhibits the pathway 
for H2O2 generation by decreasing the likelihood that protonation of a bound O2 adduct occurs 
before O-O bond breaking. 
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8.14. Figures and Tables 
 
 
Figure 8.1. Schematic of a HBM consisting of a SAM of CuBTT catalyst (blue) and a 
monolayer of DMPC lipid (red) with DBA proton carrier (green). 
 
Figure 8.2. LSVs of a SAM of CuBTT (blue), with a monolayer of DMPC appended (red), and 
with 10 mol% DBA in the lipid layer (green) in pH 7 phosphate buffer saturated with O2 (solid 
lines) and Ar (dashed line) at a scan rate of 10 mV/s. 
    
A 
C 
B 
A C B 
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Figure 8.3. (a) The amount of H2O2 detected by dye-based spectroelectrochemistry during the 
O2 reduction process at pH 7 (z-axis) versus the rate of proton transfer to CuBTT (y-axis) versus 
the amount of DBA in the lipid layer (x-axis). (b) Plot of moles of H2O2 detected per mole of O2 
consumed by CuBTT versus catalytic O2 reduction current density by CuBTT in a HBM at pH 7 
with various mol% of DBA (circle= 0%, triangle = 1.4%, diamond = 2.7%, green star = 10%).  
  
(a) (b) 
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Figure 8.4. O2 reduction pathways by CuBTT in the (a) unregulated, (b) slow, and (c) regulated 
proton transfer kinetics regimes, PC = proton carrier. 
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Figure 8.5. Electrostatic potential maps of (a) 1-dodecylboronic acid (DBA) and (b) mono-N-
dodecylphosphate (MDP). 
 
Figure 8.6a. O2 reduction linear sweep voltammograms (LSVs) of a SAM of CuBTT (blue), 
with a monolayer of DMPC appended (red), and with 10 mol% DBA in the lipid layer (green) in 
O2-saturated pH 5 phosphate buffer at a scan rate of 10 mV/s. 
  
(a) 
(b) 
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Figure 8.6b. O2 reduction linear sweep voltammograms (LSVs) of a SAM of CuBTT (blue), 
with a monolayer of DMPC appended (red), and with 10 mol% DBA in the lipid layer (green) in 
O2-saturated pH 6 phosphate buffer at a scan rate of 10 mV/s. 
 
Figure 8.6c. O2 reduction LSVs of a SAM of CuBTT (blue), with a monolayer of DMPC 
appended (red), and with 10 mol% DBA in the lipid layer (green) in O2-saturated pH 8 
phosphate buffer at a scan rate of 10 mV/s. 
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Figure 8.6d. O2 reduction LSVs of a SAM of CuBTT (blue), with a monolayer of DMPC 
appended (red), and with 10 mol% DBA in the lipid layer (green) in O2-saturated pH 9 
phosphate buffer at a scan rate of 10 mV/s. 
 
Figure 8.6e. Percent enhancement of O2 reduction current by a SAM of CuBTT covered by a 
DMPC layer with 10 mol% DBA in the lipid only case as a function of pH. 
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Figure 8.7a. O2 reduction LSVs of a SAM of CuBTT covered by a monolayer of DMPC with 10 
mol% (black), 5.3 mol% (red), 2.7 mol% (blue), and 1.4 mol% (green) DBA added in O2-
saturated pH 5 phosphate buffer at a scan rate of 10 mV/s. 
 
Figure 8.7b. Percent enhancement of O2 reduction current by a SAM of CuBTT covered by a 
DMPC layer as a function of the amount of DBA added to the lipid layer at pH 5.  
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Figure 8.7c. O2 reduction LSVs of a SAM of CuBTT covered by a monolayer of DMPC with 
2.7 mol% (black) and 1.4 mol% (red) DBA added in O2-saturated pH 7 phosphate buffer at a 
scan rate of 10 mV/s. 
 
Figure 8.8. Representative UV-Visible spectra recorded after linear sweep voltammetry of O2 
reduction by CuBTT with DMPC (red line) and DMPC with 10 mol% DBA in the lipid layer 
(blue line) in O2-sparged pH 7 buffer containing Amplex Red and horseradish peroxidase. 
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Figure 8.9a. ORR LSVs of CuBTT covered by DMPC with 10 mol% DBA in the lipid layer 
with and without Amplex red/HRP solution.  
  
Figure 8.9b. MS of extracted lipid surface after O2 reduction by CuBTT covered by DMPC with 
10 mol% DBA.  
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Figure 8.10a. O2 reduction LSVs of a SAM of CuBTT in O2-saturated pH 5 (black) and pD 5 
(red) phosphate buffer at a scan rate of 10 mV/s. 
 
Figure 8.10b. O2 reduction LSVs of a SAM of CuBTT covered by a monolayer of DMPC in O2-
saturated pH 5 (black) and pD 5 (red) phosphate buffer at a scan rate of 10 mV/s. 
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Figure 8.10c. O2 reduction LSVs of a SAM of CuBTT covered by a monolayer of DMPC with 
10 mol% DBA in O2-saturated pH 5 (black) and pD 5 (red) phosphate buffer at a scan rate of 10 
mV/s. 
 
Figure 8.10d. O2 reduction LSVs of a SAM of CuBTT covered by a monolayer of DMPC with 
10 mol% DBA in O2-saturated pH 7 (black) and pD 7 (red) phosphate buffer at a scan rate of 10 
mV/s. 
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Figure 8.10e. Cyclic voltammograms (CVs) of a SAM of CuBTT in Ar-saturated pH 5 (black) 
and pD 5 (red) phosphate buffer at a scan rate of 100 mV/s. 
 
Figure 8.10f. CVs of a SAM of CuBTT covered by a monolayer of DMPC in Ar-saturated pH 5 
(black) and pD 5 (red) phosphate buffer at a scan rate of 100 mV/s. 
 
Figure 8.10g. CVs of a SAM of CuBTT covered by a monolayer of DMPC with 10 mol% DBA 
in Ar-saturated pH 5 (black) and pD 5 (red) phosphate buffer at a scan rate of 100 mV/s. 
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Figure 8.10h. CVs of a SAM of CuBTT covered by a monolayer of DMPC with 10 mol% DBA 
in Ar-saturated pH 7 (black) and pD 7 (red) phosphate buffer at a scan rate of 100 mV/s. 
 
Figure 8.11a. Plot of moles of H2O2 detected per mole of O2 consumed by CuBTT versus 
catalytic current density produced during O2 reduction by CuBTT in a HBM with various 
amounts of DBA (from left to right: red = 0 mol%, purple = 1.4 mol% and 2.7 mol%, orange = 
10 mol%). Solid lines with dashed error bounds represent calculated regimes in which only two 
of the three proposed pathways occur. 
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Figure 8.11b. A six-dimensional plot showing theoretical current densities for O2 reduction by 
CuBTT inside a HBM (x-axis) versus expected amount of H2O2 produced per O2 reduced (y-
axis) versus calculated 𝑒 values (z-axis) versus calculated 𝑛1, 𝑛2, and 𝑛4 values (red, green, and 
blue, respectively).  
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Figure 8.11c. Two different perspectives of a six-dimensional plot showing the theoretical 
current densities for O2 reduction by CuBTT inside a HBM (x-axis) versus expected amount of 
H2O2 produced per O2 reduced (y-axis) versus calculated 𝜙 values (z-axis) versus calculated 
𝑛1, 𝑛2, and 𝑛4 values (red, green, and blue, respectively). 
 
Figure 8.12. A set of O2 reduction linear sweep voltammograms of Cu complex of protected 
BTT supported on Vulcan carbon XC-72 with Nafion binder on glassy carbon at a scan rate of 
10 mV/s with rotation rates of 400 (black), 625 (red), 900 (blue), 1225 (green), and 1600 
(orange) rpm. Inset shows the corresponding Koutecky-Levich plot. 
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Figure 8.13a. 
1
H NMR spectra of DBA (red), DMPC (green), and DBA and DMPC (blue) in 
CDCl3. 
 
Figure 8.13b. Schematic of DMPC and DBA indicating the nuclei of interest. 
 
 
Figure 8.13c. 
1
H NMR spectrum with peak integration (blue numbers) of the lipid layer 
extracted from HBMs with 50 mol% DBA initially added to DMPC in CDCl3. 
Hb 
Ha 
Hc 
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Figure 8.14. O2 reduction pathways in a HBM, PC = proton carrier. 
 
 
Figure 8.15. (a) Percent H2O2 generated by a Fe-based catalyst (PANI-Fe-C) that exhibits the 
lowest overpotential for O2 reduction out of all known non-precious metal catalysts. (b) O2 
reduction rotating ring-disk experiments (RRDE) of PANI-Fe-C. 
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Sample 
Absorbance at 571 nm (C
-1
 
mL
-1
) 
mol H2O2 / mol 
CuBTT (x) 
e
-
 consumed per 
O2 ()
#
 
No lipid 3.05 ± 0.09 0.105 ± 0.003 3.79 ± 0.01 
DMPC 19.7 ± 2.0 0.68 ± 0.07 1.98 ± 0.10 
DMPC with 1.4 
mol% DBA 
8.7 ± 2.6 0.30 ± 0.09 2.20 ± 0.54 
DMPC with 2.7 
mol% DBA 
1.9 ± 0.8 0.066 ± 0.028 3.60 ± 0.17 
DMPC with 10 
mol% DBA 
0
*
 < 0.003 > 3.98 
Table 8.1. Absorbances for resorufin measured at 571 nm and the amount of H2O2 detected. 
*
 Within the detection limits of the experiment, no resorufin was measured by UV-Visible 
spectroelectrochemistry. Since the detection limit of the spectrometer is ~0.01 absorbance, the 
calculated maximum possible H2O2 produced is 0.003 mol / mol CuBTT. 
#
 To calculate  from the amount of H2O2 detected, the mechanism by which O2 reduction occurs 
must first be known. From the discussion in the main text, we found that in the absence of lipid, 
O2 reduction occurs by a mixture of 2 and 4 e
-
 processes. In the absence of proton carrier with 
lipid, O2 reduction occurs by mainly a 1 e
-
 process (see Section 8.10 for further discussion). In 
the presence of DBA in lipid, O2 reduction occurs by a mixture of 1 and 4 e
-
 processes. 
 
Pathways 
Dye-based 
spectroelectrochemistry 
Rotating ring-disk 
electrode 
Koutecky-Levich 
analysis 
1 e
-
 & 4 e
-
 3.37 ± 0.02 3.1 ± 0.4  
2 e
-
 & 4 e
-
 3.79 ± 0.01 3.7 ± 0.2 3.7 ± 0.2 
Table 8.2. Total number of electrons transferred per O2 for CuBTT without lipid obtained from 
three different methods. 
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CHAPTER 9: ANION TRANSPORT THROUGH LIPIDS IN A HYBRID BILAYER 
MEMRBANE 
 
Partially reproduced with permission from Tse, E. C. M.; Barile, C. J.; Gewargis, J. P.; Li, Y.; 
Zimmerman, S. C.; Hosseini, A.; Gewirth, A. A.  Anal. Chem. 2015, 87, 2403. Copyright 2015, 
American Chemical Society.   
 
 
9.1. Introduction 
Ion transport across cell membranes is a crucial aspect of many cellular functions. 
Frequently, cell membranes contain specific ion channels, mediators, or pumps which accelerate 
transmembrane ion transport.
1,2
 However, even in the absence of transport assistance, ions, 
water, and other small molecules can permeate lipid layers.
3
 Over the last few decades, there has 
been much interest in elucidating the mechanism of unassisted ionic transport across cell 
membranes.
4
 This knowledge aids in the understanding of charge stabilization and distribution in 
cell membranes and in the development of drug delivery schemes, particularly those involving 
drugs encapsulated by liposomes.
5-8
 
  Two competing theories have emerged that describe how ions and small molecules 
permeate through lipid membranes: the solubility-diffusion mechanism and the pore mechanism. 
According to the solubility-diffusion mechanism, the lipid membrane is modeled as a thin 
hydrophobic layer that separates two aqueous phases.
9
 Permeable species must first dissolve in 
and diffuse across the hydrophobic phase and then dissolve in the aqueous phase. In contrast, the 
pore mechanism describes permeable species as diffusing through hydrophilic defects or 
transient channels in lipid layers that result from thermal fluctuations.
10
 Although the solubility-
diffusion and pore mechanisms make dramatically different predictions about ion permeability, 
there is substantial disagreement as to what factors determine when each mechanism is 
operative.
11-18
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  Ion permeability through lipid bilayers is most commonly measured by first setting up a 
concentration gradient of the ion of interest across a liposome.
19
 The ion concentration outside 
the liposome is then measured as a function of time using a variety of analytical techniques 
including dye-based fluorimetry, ion-specific electrodes, and radioactive tracing.
20,21
 However, 
all of these techniques suffer from limited anion scope. For instance, N-(ethoxycarbonylmethyl)-
6-methoxyquinolinium bromide is a dye that is used to measure Cl
-
, Br
-
, and I
-
 concentration, but 
it cannot be applied to other anions and even its sensitivity amongst these three anions varies 
substantially.
22
 Permeability measurements utilizing ion-specific electrodes have been limited to 
H
+
.
23
 Radioactive tracing has been limited to mostly Cl
-
 and Br
-
 because the use and procurement 
of more complex radiolabeled ions can be difficult.
23
 
  In this paper, we develop a novel method of assaying relative anion permeability through 
lipids using electrochemistry. Whereas previous methods rely on a concentration gradient of 
anions across the aqueous phases of the lipid-water system, we assess anion permeability using 
an electrostatic gradient set up by metal cations on an electrode surface. This electrochemical 
method allows for a wide variety of anions to be tested without adding or altering any other 
components of the system. 
  The electrochemical platform utilized in this work to measure relative anion permeability 
consists of Cu-triazole-based molecules embedded in a hybrid bilayer membrane (HBM). 
Previously, we demonstrated how this system can be used to control proton flux to a molecular 
O2 reduction catalyst.
24,25
 A HBM consists of a lipid monolayer that is appended on top of a self-
assembled monolayer (SAM) of molecules covalently bound to a Au surface.
26
 In this work, we 
use cyclic voltammetry (CV) to cycle the redox state of the Cu inside the lipid layer of the HBM 
between Cu(I) and Cu(II). As each Cu(I) ion is oxidized to Cu(II), an anion must be transported 
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from the bulk aqueous phase through the lipid layer and associated with Cu(II) to compensate for 
the change in charge.  
  We find that the voltammetric response of the HBM system varies as a function of anions 
present in bulk solution, and that these changes can be rationalized in terms of the ability of each 
anion to permeate through the lipid layer of the HBM. We interrogate two key attributes of the 
CVs - the peak position of the cathodic wave and the peak separation between the cathodic and 
anodic peaks, and develop a quantitative and predictive model for these attributes in terms of 
fundamental chemical trends. We discuss how these results can be viewed in light of the two 
leading theories describing ion permeability through lipids. 
9.2. Experimental Section 
Chemicals were obtained from commercial sources and used without further purification 
unless otherwise specified. Aqueous solutions of KClO4, KF, KCl, KBr, KPF6, and KH2PO4 
were prepared using Milli-Q water (> 18 MΩ cm–1) and adjusted to pH 5 using HClO4, HF, HCl, 
HBr, HPF6, H3PO4, and KOH. Solutions were sparged with Ar for 30 min prior to each 
experiment. 
Caution! Perchlorate salts are potentially explosive. Only small amounts of materials 
should be prepared. HF is extremely corrosive and should be handled with care. 
Electrochemical studies were carried out using a CH Instruments 760 D Electrochemical 
Workstation (Austin, TX). A three-electrode cell was used with a Pt wire counter electrode. 
Electrochemical potentials are measured and reported with respect to a no leak Ag/AgCl/3 M 
KCl reference electrode. Au working electrodes (0.22 cm
2
) were deposited using an electron-
beam vacuum deposition apparatus. A Ti adhesion layer (20 nm), followed by a Au layer (100 
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nm), was deposited on Pyrex glass slides. The electrodes were rinsed with water and EtOH prior 
to use. 
Preparation of the HBM system was reported elsewhere.
24
 In short, 6-((3-(benzylamino)-
1,2,4-triazol-5-yl)amino)hexane-1-thiol (BTT) was synthesized and deposited as a SAM on a Au 
working electrode. Cu ions were incorporated into the BTT-modified Au surface using an 
ethanolic solution of Cu(ClO4)2, which was then covered with a monolayer of 1,2-dimyristoyl-
sn-glycero-3-phosphocholine (DMPC). 
9.3. Factor Analysis Methodology 
Factor analysis methodology was used to fit combinations of known trends to the 
experimental data. This technique has been widely used in a variety of chemical systems.
27-29
  
The general procedure is described below. 
1. Chemical trends and experimental data are scaled () from 0 to 1, with the maximum value in 
a given data series set as  = 1 and the minimum value set as  = 0. For example, in the case of 
the pKa of a given acid, HA, 𝜒𝑝𝐾𝑎 (𝐻𝐴) depends on the minimum pKa in the data set 
(𝑝𝐾𝑎(𝐻𝐴′)𝑚𝑖𝑛 ) and the maximum pKa found in the data set (𝑝𝐾𝑎(𝐻𝐴′′)𝑚𝑎𝑥 ). 
𝜒𝑝𝐾𝑎 (𝐻𝐴)  =  
𝑝𝐾𝑎(𝐻𝐴) –  𝑝𝐾𝑎(𝐻𝐴′)𝑚𝑖𝑛
𝑝𝐾𝑎(𝐻𝐴′′)𝑚𝑎𝑥  –  𝑝𝐾𝑎(𝐻𝐴′)𝑚𝑖𝑛
 
2. Weights (ai) are assigned to trends and the weighted trends are summed together. For 
example, for a given anion A
-
, 
Model 2b34 (A-) = a1 dipole(HA) + a2  pKa(HA) + a3 ligand strength(A
-
)  
where ai ranges from 0 to 1, and  ai = 1. 
3. Trends in both ascending and descending order are examined. Arabic numerals with bars 
represent trends in descending order. For example, 
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Model 2b34 (A-) = a1 dipole(HA) + a2  pKa(HA) + a3 ligand strength(A
-
)  
Model 2b𝟑 4 (A-) = a1 dipole(HA) + a2 (1- pKa(HA)) + a3 ligand strength(A
-
)  
4. The linear combinations of known trends are computed, and the differences between the 
known trends and the experimentally observed trend are calculated. For example, the fit of 
Model 2b𝟑 4 to the experimental trend equals 
|Experimental (Br
-
) - Model 2b𝟑 4 (Br-) | + |Experimental (Cl-) - Model 2b𝟑 4 (Cl-) | +  
|Experimental (F
-
) - Model 2b𝟑 4 (F-) | + |Experimental (H2PO4
-
) - Model 2b𝟑 4 (H2PO4
-
) | +  
|Experimental (PF6
-
) - Model 2b𝟑 4 (PF6
-
) | + |Experimental (ClO4
-
) - Model 2b𝟑 4 (ClO4
-
)|  
5. The best-fit model is the model with the least difference calculated in #4. 
9.4. Results and Discussion 
Figure 9.1 black line shows a CV of a SAM of Cu-BTT. Previously, we demonstrated 
that the voltammetry contains both the Cu(I)/Cu(II) couple and a 1e
-
 redox couple associated 
with the triazole ring of BTT.
24
 The two waves have very similar midpoint potentials (E1/2), but 
different anodic-cathodic peak separations (Ep), resulting in the asymmetric nature of the 
voltammetry.  
Figure 9.1 red line shows a CV of a SAM of Cu-BTT inside a monolayer of DMPC. To 
ensure a well-packed lipid layer is formed, we probe its electronic conductivity using a solution 
of K3Fe(CN)6 as done previously.
24
 In the absence of a lipid layer, the Fe(II)/Fe(III) redox couple 
from K3Fe(CN)6 is present. The disappearance of the Fe(II)/Fe(III) couple upon lipid formation 
indicates that a compact lipid layer is formed.  Figure 9.1 red line shows that the E1/2 of Cu-BTT 
inside a HBM shifts to more negative potentials compared to the open SAM case due to the 
hydrophobic environment of the lipid layer. More interestingly, the total integrated charge 
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decreases by approximately half upon appending a lipid monolayer. This observation suggests 
that one of the two redox couples seen in the open SAM case becomes silent in the HBM.  
To determine which redox couple disappears, we performed voltammetry of Zn-BTT. 
Figure 9.2 black line shows a CV of a SAM of Zn-BTT, which has a E1/2 similar to that of Cu-
BTT. Zn is redox-inactive in this potential range, so the resulting voltammetry is only due to the 
BTT wave. Therefore, the integrated charge of the Zn-BTT voltammetry is approximately half 
that of Cu-BTT. Figure 9.2 red line shows the CV of a SAM of Zn-BTT inside a monolayer of 
DMPC. The voltammetry does not show any redox couple, indicating that inside a monolayer of 
DMPC, the BTT couple becomes silent. These results explain the 50% decrease in charge seen in 
the Cu-BTT system upon lipid formation. In other words, we only observe the Cu(I)/Cu(II) 
couple in the Cu-BTT inside a HBM.   
Figure 9.3 shows the peak current densities of a SAM of Cu-BTT inside a DMPC 
monolayer as a function of scan rate. Typically for a SAM with covalently-bound redox centers, 
the peak current density increases linearly with scan rate. For electrochemical species in bulk 
solution, however, the peak current density is controlled by diffusion to the electrode surface and 
increases linearly with the square root of scan rate.
30
 In the case of Cu-BTT in a HBM, we 
observe both diffusion-controlled and diffusionless regimes. Figure 9.3a shows that at scan rates 
below 100 mV/s, the peak current densities for both anodic and cathodic processes scale linearly 
with scan rate. However, Figure 9.3b shows that at scan rates at or above 100 mV/s, the peak 
current densities scale linearly with the square root of the scan rate. We hypothesize that at 
relatively fast scan rates, the voltammetry is limited by anion diffusion through the lipid layer of 
the HBM. Hence, although Cu-BTT is covalently bound to the electrode, its voltammetry is 
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diffusion-controlled at fast scan rates. At slow scan rates, anions have sufficient time to diffuse 
across the lipid layer, and so the Cu-BTT system is in the diffusionless regime. 
Because the voltammetry of Cu-BTT inside a HBM at fast scan rates is controlled by 
anion diffusion, we wondered whether the voltammetry would be sensitive to the identity of the 
anions present in the bulk solution. Figure 9.4 shows CVs of a SAM of Cu-BTT inside a 
monolayer of lipid in deoxygenated solutions containing different anions. We note that the CV 
has a positive slope centered around the E1/2 of the Cu(I)/Cu(II) wave. This slope may be due to 
resistance in the system caused by slow anion diffusion through the lipid layer. Upon subtracting 
the slope from the voltammetry, the peak positions shift. However, the standard deviation of the 
shifts is only about 2 mV across all anions studied. Because the peak positions relative to each 
anion remain almost the same, this resistive behavior does not affect the subsequent quantitative 
analysis performed in this manuscript. More importantly, Figure 9.4 shows that there is a strong 
dependence of E1/2 on the anions used with an average of (244 ± 73) mV.  
Figure 9.5 shows the CVs of BTT and Cu-BTT SAMs in the absence of lipid. Unlike in 
the Cu-BTT lipid case, the redox couples of BTT and Cu-BTT are only modestly perturbed by 
the anions present in bulk solution as evidenced by the smaller standard deviations in E1/2 [(295 
± 18) mV and (265 ± 26) mV, respectively]. These findings are consistent with previous studies 
that showed a relatively small anion effect on the voltammetry of Cr and Co complexes.
31,32
 
As shown in Figure 9.4, E1/2 and Ep of a SAM of Cu-BTT inside a lipid monolayer vary 
substantially depending upon the anion used. In the fast scan rate regime where the voltammetry 
is controlled by anion diffusion, E1/2 and Ep reflect the thermodynamics and kinetics of anion 
transport through the lipid membrane. We hypothesize that anion transport in a HBM is driven 
by an electrochemical gradient, not a concentration gradient. Figure 9.6 shows the CVs of a 
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SAM of Cu-BTT inside a monolayer of DMPC in solutions with various concentrations of 
KClO4. The figure shows that changing the electrolyte concentration does not significantly affect 
the voltammetry. This finding is consistent with our hypothesis that E1/2 and Ep only depend 
upon the nature of the anions, not the amount of anions present in the bulk solution. 
We now address how the nature of the anions affects E1/2 and Ep of the Cu(I)/Cu(II) 
couple inside a HBM. For the cathodic process, we expect anions, which as relatively 
hydrophilic species, to be efficiently expelled from the hydrophobic interior of the lipid 
membrane (i.e. Scheme 9.1a, step 3 is fast). Therefore the rate-determining step (RDS) in the 
cathodic process, reflected by the position of the cathodic peak (Epc), is expected to be either the 
electron transfer step in the reduction of Cu(II) to Cu(I) with the dissociation of an anion from 
the Cu complex (Scheme 9.1a, step 1) or the protonation of the anion inside the lipid layer 
(Scheme 9.1a, step 2). More hydrophobic anions are more stable in the hydrophobic lipid layer, 
and therefore the cathodic process is expected to be more favorable with hydrophobic anions, 
and Epc would shift positive accordingly. 
However, the RDS of the anodic process is anion transport through the lipid layer 
(Scheme 9.1b, step 2), not electron transfer or anion association with the Cu complex (Scheme 
9.1b, step 4). For example, anions with sluggish kinetics across the lipid membrane are expected 
to delay the anodic response. Taking into consideration that the anodic peak position is 
convoluted by shifts in the cathodic peak position, we instead use Ep to measure the relative 
rates of anions diffusing through the lipid layer.  
Figures 9.7a and 9.7b show that both Epc and Ep change as a function of anions used. 
ClO4
-
 results in the most negative Epc, indicating that the reduction of Cu(II) to Cu(I) is least 
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favorable with ClO4
-
 present. H2PO4
-
 results in the smallest Ep, indicating that H2PO4
-
 diffuses 
the fastest across the lipid membrane to compensate for the change in Cu oxidation state.  
 We investigate if the observed Epc and Ep trends match any known chemical trends that 
are particularly important to the solubility-diffusion and pore mechanisms, the two main anion 
transport theories. We specifically compare four chemical trends: size, dipole moment, basicity, 
and ligand strength. According to the pore mechanism, in which anions diffuse through 
hydrophilic channels in the lipid layer, the ion size dramatically influences the rate of ion 
transport.
22
 Smaller anions are predicted to diffuse across the lipid layer faster because they can 
more easily fit into transient pores. However, in the solubility-diffusion mechanism, anions must 
dissolve into the hydrophobic lipid layer. Therefore, the dipole moment should correlate with the 
rate of transmembrane migration, as stated by Meyer-Overton‟s rule.33 Less polar anions will be 
transported across the lipid layer faster because they are more soluble in the hydrophobic lipid 
layer.  
It is known that neutral molecules diffuse across lipid layers faster than charged species.
34
 
Weak acids diffuse faster than their deprotonated conjugate bases, and the conjugate bases of 
strong acids diffuse faster when their transport can be coupled to positively-charged carriers.
35
 
Because protonated anions are more hydrophobic, we expect anion basicity to influence the rate 
of anion transport through the lipid. The solubility-diffusion mechanism predicts that the rate of 
anion transport increases with more basic anions because species diffuse through a hydrophobic 
medium. However, the pore mechanism predicts the opposite because species diffuse through 
hydrophilic channels. We also consider the possibility that the anions can act as ligands to Cu. 
To probe whether ligand binding or dissociation affects the electrochemical response of the 
redox wave, we compare our observed trends to the spectrochemical series. We also compare our 
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results to the Hofmeister series, which describes the ability of anions to associate with water 
molecules, but we did not find any obvious correlation.
36
 
Interestingly, we find that no single chemical trend matches well with the observed Epc 
and Ep series. We therefore suspect that multiple trends are operative. We screen linear 
combinations of the four chemical trends using the quantitative data in Table 9.1 and determine 
the combination of trends that best fits our observed series. 
To find the best fit of the chemical trends to our observed series, we analyze a linear 
combination of three trends, giving us twelve models: 1a2a3, 1a2a4, 1a2b3, 1a2b4, 1a34, 
1b2a3, 1b2a4, 1b2b3, 1b2b4, 1b34, 2a34, and 2b34. We consider both the ascending and 
descending combinations of the trends of each model. For example, model 1a2a3 considers the 
linear combinations of the size of A
-
, the dipole moment of A
-
, and the pKa of HA in ascending 
order, whereas model 𝟏𝒂     𝟐𝒂     𝟑  considers the same trends in descending order. In total, we 
screened 96 (=12×2
3
) models. 
For Epc, the best fit model is 𝟐𝒂    34 with weighting coefficients of 0.4, 0.5, and 0.1 for 
each of the trends, respectively. Because the weighting coefficient for the ligand strength trend 
(trend 4) is nearly zero, we conclude that there is no meaningful correlation between anion ligand 
strength and the cathodic peak position. However, the model demonstrates that as the peak 
position of the cathodic wave shifts more positive, the dipole moment of A
-
 becomes weaker and 
the pKa of HA increases. In other words, as the anions become more nonpolar and more basic, 
the reduction of Cu(II) to Cu(I) becomes more facile. These findings are reasonable because the 
cathodic process generates anions inside the hydrophobic lipid layer. More nonpolar species are 
more stable in hydrophobic environments, and more basic anions are more readily converted to 
neutral HA species, which are more nonpolar than their corresponding deprotonated forms. 
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Because both the basicity and dipole moment of the anions affect Epc, we hypothesize that the 
RDS of the cathodic process is the protonation of A
-
 inside the lipid (Scheme 9.1a, step 2). 
For Ep, the best fit model is 2b𝟑 4 with the same weighting coefficients of 0.4, 0.5, and 
0.1 for each of the trends, respectively. Because the weighting coefficient for the ligand strength 
trend (trend 4) is nearly zero, we also conclude that there is no meaningful correlation between 
anion ligand strength and Ep. The model shows, however, that the pKa of HA and the dipole 
moment of HA correlate with Ep. Specifically, the pKa of HA decreases and the dipole moment 
of HA increases as Ep increases. Changes in Ep correlate with the kinetics of the RDS of the 
anodic process, which is anion transport from the bulk solution through the lipid layer. In other 
words, a smaller Ep means faster anion transport kinetics. More basic anions are more likely to 
be protonated. Protonated species are more hydrophobic, and hence more readily permeate the 
hydrophobic lipid layer. We note that the best fit model uses the dipole moment of HA instead of 
A
-
, which agrees with previous studies showing that anions diffuse faster through lipids when 
coupled to protons.
23
 The model shows that less polar HA species diffuse across the hydrophobic 
lipid layer faster because they are relatively hydrophobic. In summary, the permeability of 
anions through the lipid layer depends on both the dipole moment and the pKa of HA. 
The modeling results suggest that the solubility-diffusion mechanism accurately 
describes anion transport in HBM systems because this mechanism predicts that more 
hydrophobic anions diffuse across the lipid layer faster. The pore mechanism is not operative 
because the model does not yield a strong correlation between size and anion transport kinetics. 
These conclusions agree with previous literature showing that in most cases, cations diffuse via 
the pore mechanism, whereas anions diffuse via the solubility-diffusion mechanism.
3,11,22
 In 
addition, because our model finds almost no correlation between anion ligand strength and Ep, 
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we conclude that anion ligand binding to Cu does not convolute the interpretation of Ep as a 
measure of anion transport kinetics through the lipid layer. 
To simplify our model of anion transport kinetics, we eliminate the ligand strength trend 
because it has a weighting coefficient of almost 0 to yield the collapsed best-fit model 2b𝟑 . We 
reevaluate the weighting coefficients for model 2b𝟑  and find that the best-fit model has 
coefficients of 0.5 for the dipole moment of HA and 0.5 for the pKa of HA. Figure 9.8 shows that 
the predicted Ep matches very well with the experimental Ep with a R
2
 value of 0.996 and a 
standard deviation of the errors of 2.5 mV. Figure 9.9 shows the relationship between the two 
trends used in model 2b𝟑 . The very weak correlation (R2 = 0.036) between the two trends 
demonstrates that the trends are independent of each other, and thus are good basis sets for this 
model. 
To evaluate the predictive capability of our model, for each anion studied we used the 
experimental data of the remaining five anions to calculate its Ep using model 2b𝟑 . For 
example, to predict the Ep of Br
-
, we calculated the  pKa (HBr) and thedipole(HBr) of Br
-
 using 
values in Table 1 and applied model 2b𝟑 . Figure 9.10 shows that the errors between the 
predicted Ep values for each anion based upon the other five and the corresponding 
experimental Ep values are within 6 mV except for PF6
-
. The large error associated with 
predicting the Ep for PF6
-
 is due to discrepancies in the literature regarding the pKa of HPF6.
39
 
We propose defining a new parameter, the lipid permeability parameter (LPP), to 
describe the relative ease of anion transport in HBMs. The LPP of an anion is easily calculated 
from fundamental chemical attributes, namely the pKa and the dipole moment of the conjugate 
acid (Equation 9.1). We assign H2PO4
-
 and PF6
-
 LPP values of 1 and 0 because they diffuse 
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through the lipid layer the fastest and slowest, respectively. Table 9.2 lists the LPP values for all 
of the anions studied. 
 
9.5. Conclusions 
 
We analyzed the effect of anions on the electrochemical response of a Cu-BTT SAM 
covalently bound to Au inside a lipid monolayer. The voltammetry is affected by the scan rate 
and the identity of the anions, but not the bulk anion concentration. An increase in scan rate 
causes the HBM system to switch from a diffusionless regime to one controlled by anion 
diffusion. In the latter regime, we tested six anions that exhibit a wide range of Epc and Ep 
values, which reflect the differences in the thermodynamics and kinetics of anion diffusion 
across the lipid membrane. We then developed a simple model based on anion polarity and 
basicity that accurately predicts Epc and Ep of Cu-BTT inside a lipid with different anions 
present in bulk solution. Under this framework, we gained mechanistic information about the 
Cu(I)/Cu(II) couple inside lipid. In addition, our results suggest that the solubility-diffusion 
mechanism, not the pore mechanism, is operative for anion transport inside a HBM. Finally, we 
propose defining a new parameter, the lipid permeability parameter, to describe the relative ease 
of anion transport in HBMs. 
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9.6. Figures, Tables, Schemes, and Equations 
 
Figure 9.1. CVs of a SAM of Cu-BTT (black) and a SAM of Cu-BTT inside a monolayer of 
DMPC (red) on Au in Ar-sparged pH 5 KH2PO4 (100 mM). 
 
Figure 9.2. CVs of a SAM of Zn-BTT (black), and a SAM of Zn-BTT inside a monolayer of 
DMPC (red) on Au in Ar-sparged pH 5 KH2PO4 (100 mM). 
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Figure 9.3. Peak cathodic (black) and anodic (red) current densities of a SAM of Cu-BTT inside 
a monolayer of DMPC on Au in Ar-sparged pH 5 KH2PO4 (100 mM) as a function of (a) scan 
rate and (b) the square root of scan rate. At relatively slow and fast scan rates, the best fit lines 
(R
2
 values in red and black) vary as a function of scan rate and the square root of scan rate, 
respectively. R
2
 values in grey with poor fits represent the vice versa cases.  
 
Figure 9.4. CVs of a SAM of Cu-BTT inside a monolayer of DMPC on Au in pH 5 100 mM 
KCl (black), KBr (red), KF (blue), KPF6 (green), and KClO4 (orange) at a scan rate of 100 mV/s. 
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Figure 9.5. CVs of a SAM of (a) BTT and (b) Cu-BTT on Au in pH 5 100 mM KCl (black), KBr 
(red), KF (blue), KPF6 (green), and KClO4 (orange) at a scan rate of 100 mV/s. 
 
Figure 9.6. CVs of a SAM of Cu-BTT embedded in a monolayer of DMPC on Au in pH 5 50 
mM (black), 100 mM (red), and 125 mM (blue) KClO4 at a scan rate of 100 mV/s. 
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Figure 9.7. Plots of (a) Epc and (b) Ep versus anions tested in this study.  
 
Figure 9.8. Experimental Ep versus Ep predicted by model 2b𝟑 . 
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Figure 9.9. Relationship between the two trends used in model 2b𝟑 , the normalized pKa and the 
dipole moment of the conjugate acids of the anions studied. 
 
Figure 9.10. Difference between the experimental Ep of an anion and the Ep predicted from 
the remaining five anions using model 2b𝟑 . 
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Anion 
Trend 1a,b Trend 2a,b Trend 3 Trend 4 
Size of A
-
 , A
-
(aq) 
(Å
3
) 
[a]
 
Dipole moment of  
A
- 
, HA (D) 
[b]
 
pKa of HA
37-40
 
Ligand strength 
of A
-
 (cm
-1
) 
[c]
 
Br
-
 28.1, 266.1 1.16, 1.16 -9 12390 
Cl
-
 23.7, 235.3 1.69, 1.69 -8 13190 
F
-
 14.5, 166.1 2.32, 2.32 3 16090 
H2PO4
-
 62.7, 361.7 0.33, 0.33 2 14640 
PF6
-
 72.4, 429.4 0, 5.62 -11 9000 
ClO4
-
 53.6, 372.6 0, 4.05 -10 9000 
[a]
 Sizes of bare anions
41-44
 and anions with one hydration sphere
45-49
 
[b] 
For monatomic anions, the dipole moment of HA is used as a surrogate for 
electronegativity. For symmetric polyatomic anions, the dipole moment of A
-
 is assumed 
to be zero. Dipole moments are calculated using Spartan ‟08 (Wavefunction, Inc.) v. 
1.2.0. 
[c]
 The ligand strengths of anions are estimated using the stretching frequencies of the metal-
ligand bond in a series of vanadium complexes. PF6
-
 and ClO4
-
 are less coordinating than 
I
-
, and thus are given a value smaller than I
-
.
50
 H2PO4
-
 is known to have a binding affinity 
in between Cl
-
 and F
-
, and thus its value is given as the average value of Cl
-
 and F
-
.
51,52
  
 
Table 9.1. Input values of known chemical trends used in modeling studies. 
 
 
Anion PF6
-
 ClO4
-
 Cl
-
 Br
-
 F
-
 H2PO4
-
 
LPP 0 0.19 0.50 0.52 0.84 1 
Table 9.2. LPP values. 
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Scheme 9.1. Proposed elementary steps in the (a) cathodic and (b) anodic processes of a Cu-BTT 
SAM inside a monolayer of lipid undergoing a solubility-diffusion mechanism. The rate-
determining steps for both processes are proposed to be steps 2. 
 
LPP(A
-
) = 0.5 pKa(HA) + 0.5 dipole(HA)) 
Equation 9.1. Definition of the lipid permeability parameter. 
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