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Asesor: Andrés Marino Álvarez Meza.
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2.3. Metodoloǵıas basadas en regiones . . . . . . . . . . . . . . . . . . . . . . . . 12
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1. Planteamiento del problema
1.1. Aspectos Médicos
El uso de resonancias magnéticas (MRI) del cerebro, se ha convertido en una herramienta
estándar para diagnostico [1], seguimiento de enfermedades [2], evaluación de tratamientos [3]
y monitoreo en el desarrollo del cerebro [4]. Además dichas imágenes médicas se obtienen
a través de procesos no invasivos, sin dolor, precisos y contiene un buen contraste entre
tejidos [5]. La segmentación de estructuras cerebrales es un problema fundamental en análisis
de imágenes biomédicas, lo cual se refiere al proceso de asignar etiquetas sobre la imagen, con
un significado biológico para cada pixel o voxel. Por lo tanto, pixeles o voxeles con la misma
etiqueta comparten ciertas caracteŕısticas o pertenecen a la misma región del cerebro [5].
Este proceso de segmentación en la práctica por los especialistas se hace de manera manual,
sin embargo son poco reproducibles, es una tarea que consume demasiado tiempo (debido
a la cantidad de imágenes a analizar), desgasta la capacidad visual del especialista [6]. Por
ende, surge la necesidad de métodos que permitan dar apoyo a los especialistas en tareas de
segmentación.
Uno de los retos más conocidos en el estado del arte es las segmentación de tumores en el
cerebro, los cuales se deben al crecimiento innatural de células, produciendo masas que van
dañando los tejidos cerebrales [7]. Se caracterizan por ser estructuras altamente no lineales ya
que vaŕıan en forma, volumen y ubicación en el cerebro lo cual dificulta la tarea de segmentar-
los [8]. Dada la necesidad de encontrar con precisión el área donde se ubica el tumor cerebral,
varios métodos basados en intensidades han sido propuestos: [9] Taheri et. al presenta una
aproximación basada en umbrales llamada TLS, [10] Ali et. al propone una mejora en la
definición del umbral, [11] Vijayarangan incorpora el uso de umbrales por histogramas, [12]
Anandgaonkar y Sable proponen un método basado en clustering adaptativo, [13] Sujan et.
al propone el uso del umbrales con información extráıda de análisis morfológicos.
1.2. Formulación del problema de investigación
La interpretación automática y análisis de objetos en una imagen es el núcleo de visión por
computadora y análisis de imágenes médicas. Una aproximación popular es el análisis por
śıntesis [14], el cual afirma que con el fin de poder explicar una imagen, se necesita ser capaz
de sintetizar su contenido. Esto se puede lograr mediante el ajuste de una metodoloǵıa pro-
babiĺıstica a una imagen, que tenga correspondencia uno a uno entre el modelo y la imagen.
La imagen entonces puede ser explicada utilizando la información de la metodoloǵıa pro-
puesta. Entre mejor sea la representación de las estructuras a analizar, se hace más fácil el
ajuste del modelo. Por esta razón las metodoloǵıas de forma estad́ısticos se han vuelto muy
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populares. Los ejemplos más importantes de estos son los modelos de forma activa [15] y
los modelos deformables [16]. Pero pese a los grandes aportes de los modelos deformables en
3D, estos siguen presentado problemas sobre la habilidad de representar variaciones de una
forma compleja, especialmente cuando el número de muestras de entrenamiento es mucho
más pequeño que las dimensiones del modelo de forma; ya que estos proveen un sub-espacio
que puede ser insuficiente para generar un modelo flexible y espećıfico [17, 18]. Lo anterior
se debe a que estos modelos utilizan técnicas de datos embebidos, como lo es el análisis de
componentes principales (PCA) [19–21] que también está asociado como técnica de regula-
rización, sin embargo PCA requiere de un gran número de muestras de entrenamiento para
obtener la capacidad suficiente de generalización. Además esta técnica de reducción de di-
mensión (PCA) no contempla el ruido en los datos, lo cual conlleva a variaciones at́ıpicas del
modelo deformable [17]. Sin embargo se han realizado intentos por incorporar una matriz de
covarianza que represente deformaciones sintéticas con la finalidad de suplir la carencia de
datos [22,23], pero se ha destacado que el método requiere de una matriz de covarianza que
pueda ser representada de manera completa, lo cual es sólo factible para formas discretas y
en algunos casos es necesario que el modelo inicial sea de rango finito [24]. Existen entonces
problemas abiertos en donde se puede mejorar los modelos deformables en 3D ante el ruido
que presentan las imágenes médicas y la carencia de datos. Los procesos gaussianos [25] po-
seen una sólida fundamentación en estad́ıstica y máquinas de aprendizaje, lo cual provee una
prometedora aproximación no-paramétrica bayesiana para problemas de regresión y ofrece
predicciones probabiĺısticas. Además un prior Gaussiano consiste en una función media (co-
mo se espera que parezca la función desconocida sin haber visto algún dato) y una función
kernel que espećıfica la correlación de los valores de una función para diferentes partes del
espacio de entrada. También el proceso Gaussiano define una distribución Gaussiana sobre
todo el espacio de entrada [26]. Haciendo uso de un proceso Gaussiano como espacio de re-
presentación para generar el espacio del modelo deformable y a su vez teniendo en cuenta
una varianza en cada punto del espacio se obtendrá un modelo más robusto con respecto a
la cantidad de datos de entrenamiento y el ruido que se encuentra en las imágenes médicas.
Debido a que se necesita de un método que permita a los médicos especialistas en neurociruǵıa
analizar estructuras cerebrales correspondientes en diferentes pacientes o la evolución de una
estructura cerebral a través del tiempo [27]. Se plantea la siguiente pregunta de investigación:
¿Cómo estimar la volumetŕıa de estructuras cerebrales que permitan modelar la variación de
un conjunto determinado de formas 3D mediante el uso de modelo probabiĺısticos de variables
latentes para la segmentación de estructuras cerebrales relacionadas con tumores?
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1.3. Justificación
1.3.1. Pertinencia
En los últimos años muchos cient́ıficos han estado trabajando en problemas de segmentación
de estructuras cerebrales [28–30]. Estos problemas son de interés para investigadores en visión
por computadora, imagen biomédica y neurocirujanos. Además la segmentación de estructu-
ras cerebrales tiene un gran significado cĺınico ya que permite el estudio de desórdenes cere-
brales, anomaĺıas, lesiones cerebrales, representación de estructuras y visualización [31, 32].
Pero sin duda, el área que más interés ha despertado en la comunidad cient́ıfica es la segmen-
tación de tumores cerebrales debido a su gran variabilidad en su forma, tamaño y ubicación
en el cerebro [33]. La segmentación para este tipo de tejidos permite la planeación de ciruǵıas,
análisis de su evolución en el tiempo, ahorrar tiempo que demanda la segmentación manual
y brindar el tratamiento pertinente al paciente según el tipo de tumor que esté presente.
Las segmentaciones que se realizan manualmente además de ser demandantes en términos de
tiempo conllevan a resultados con error debido al etiquetado manual y estos resultados no
pueden ser reproducibles [34]. Las metodoloǵıas propuestas para la segmentación se pueden
dividir generalmente en dos grandes ramas: semi-automáticas y automáticas. Los métodos
semi-automáticos principalmente incluyen modelos de contornos activos [35], modelos de se-
lección de nivel [36,37] y el reciente modelo corte-tumor (TC) [8,38]. Pero estas metodoloǵıas
semi-automáticas requieren la intervención humana, lo cual conlleva a resultados pocos pre-
cisos debido a la inicialización de parámetros. Las metodoloǵıas automáticas principalmente
incluyen atlas y métodos de registro, métodos basados en probabilidad y clasificadores su-
pervisados. Aunque estos métodos trabajan independientemente sin la intervención humana,
conllevan a resultados insatisfactorios [39]. Además se resalta la carencia de métodos que
permitan explotar de una mejor manera la información en 3D que contiene la MRI con el
fin de realizar análisis volumétricos con medidas reales, evoluciones en el tiempo de estruc-
turas y deformaciones [40, 41]. Por lo tanto, es necesario desarrollar una metodoloǵıa que
permita realizar un análisis de la volumetŕıa de estructuras en 3D y sea capaz de modelar la
variabilidad de las estructuras (e.g. Estructuras de tumores cerebrales).
1.3.2. Viabilidad
Dados los aspectos fundamentales que se han mencionado sobre las técnicas de segmentación
de estructuras en imágenes médicas [31,33,41], y la importancia de su aplicación en medicina
y neurociruǵıa, es necesario contar con las herramientas que permitan a los investigadores
en este campo, estudiar y desarrollar sistemas de segmentación automatizado que minimicen
el error entre el contorno real de la estructura y el segmentado; permitiendo un análisis de
volumetŕıa, deformación, curvatura, descriptores en 3D y análisis de variabilidad de la forma
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que solo los modelos en 3D pueden brindar. Es por esto que diferentes grupos de investigación
alrededor del mundo han enfocado grandes esfuerzos en la realización de metodoloǵıas para
la segmentación de estructuras cerebrales como el hipocampo [42, 43], tallo cerebral [44, 45],
núcleo caudado [46, 47], tálamo [48, 49], corpo calloso [50, 51], amı́gdala [43, 52], entre otros.
Al igual que se han generado espacios para la publicación de trabajos espećıficamente en
este campo, mediante congresos y revistas especializadas dada su importancia y los grandes
alcances que se perciben a partir de su desarrollo. Además el desarrollo de metodoloǵıas para
la segmentación de estructuras cerebrales permite establecer redes de cooperación académi-
cas que brinden nuevas alternativas de solución a los problemas de análisis de volumetŕıa,
deformación y evolución de las formas principalmente en el reto de The Multimodal Brain
Tumor Image Segmentation Benchmark (BRATS), el cual se enfoca en la segmentación de
tumores cerebrales brindando nuevas metodoloǵıas al estado del arte [53].
Un aspecto importante con el desarrollo de este proyecto, es que está soportado por avances
importantes que se han desarrollado dentro del grupo de investigación en Automática de
la universidad tecnológica a cargo del estudiante de doctorado Hernán Felipe Garcia, que
ha venido desarrollando metodoloǵıas para el emparejamiento y segmentación de diferentes
estructuras como son los modelos activos de forma mediante los cuales se realizan búsque-
das piramidales de contornos en una determinada imagen (e.g. Segmentación de estructuras
nerviosas en imágenes de ultrasonido [54], segmentación 2D de estructuras cerebrales [55] y
detección de micro-calcificaciones en imágenes de mamograf́ıa [56]), lo cual soporta un desa-
rrollo importante en el estado del arte enmarcado en el área de procesamiento de imágenes
médicas.
1.3.3. Impacto
Con el desarrollo de este proyecto de investigación, se busca avanzar en el estudio de los
métodos para la segmentación de formas 3D relacionadas a estructuras cerebrales utilizando
modelos probabiĺısticos de variables latentes, los cuales a partir de un conocimiento a-priori
de las estructuras 3D permitan contemplar determinados descriptores y aśı encontrar nuevas
posibles deformaciones sintéticas de la estructura que permitan al modelo mayor flexibilidad
y especificidad para capturar las variaciones de una estructura dada. Esto, con el fin de
darle más robustez al desarrollo de sistemas de apoyo al especialista para la identificación
de estructuras cerebrales en un determinado procedimiento de ciruǵıa guiada por imagen y
brindar un apoyo al especialista a la hora de dar un diagnóstico [40].
Este tipo de estudios tienen gran impacto en diversas aplicaciones relacionadas con los cam-
pos de desarrollo tecnológico y medicina, debido a que permiten una correcta localización
de las estructuras cerebrales de un determinado paciente [23]. Además, el principal aporte
metodológico derivado del desarrollo de esta propuesta de investigación, se basa en el estu-
dio probabiĺıstico de imágenes de resonancia magnética que permitan segmentar estructuras
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de forma no-supervisada. Permitiendo mejorar la flexibilidad y especificidad de los modelos
deformables 3D a partir de la imposición de un proceso Gaussiano como espacio de represen-
tación.
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2. Antecedentes Bibliográficos
El análisis de imágenes médicas en las últimas tres décadas ha crecido exponencialmente, ya
que ha demostrado en áreas de enfermedades de neuroloǵıa, oncoloǵıa, cardioloǵıa entre otras
ser un soporte para brindar diagnósticos, analizar la evolución de pacientes, planeación de
terapias y exámenes de seguimiento mejorando la relación costo-eficiencia de los sistemas del
cuidado de la salud [57,58]. En consecuencia este ámbito actualmente juega un rol central en
el sector del cuidado de la salud [58]. Uno de los pilares de esta rama de investigación es la
segmentación de estructuras el cual es un proceso de asignación de marcas con un significado
biológico a cada pixel o voxel; de tal manera que cada pixel o voxel con la misma marca
comparten ciertas caracteŕısticas o pertenecen a una misma región anatómica.
En el campo de visión por computadora pueden encontrarse gran cantidad de técnicas que
han sido desarrolladas para la segmentación de estructuras en años recientes como lo son
aproximaciones por región creciente [59], técnicas de agrupamiento [60] o cortes gráficos [61].
Todos estos métodos de segmentación han sido aplicadas en medicina [34,39,60], sin embar-
go, debido a la gran cantidad de factores que pueden afectarlas como ruido, degradación,
distorsión, movimiento, etc, es dif́ıcil obtener un método 100 % infalible para cualquier tarea
de segmentación. Es por ello que se han desarrollado innumerables técnicas y combinaciones
de ellas que pueden clasificarse según criterios tan variados como la misma cantidad de técni-
cas en si. Las siguientes secciones describen varias de las técnicas más usadas, aśı como los
trabajos más importantes en cada una de las áreas. Se clasificaron de la siguiente manera:
Metodoloǵıas supervisadas.
Metodoloǵıas bayesianas.
Metodoloǵıas basadas en regiones.
Metodoloǵıas basadas en modelos deformables.
Las técnicas tratadas corresponden a los métodos más representativos en lo que a segmen-
tación de estructuras respecta. Las secciones describen el origen de las técnicas y explican
brevemente la fundamentación matemática, aśı como la descripción de varios de los trabajos
desarrollados en torno a ello, también se menciona el procedimiento seguido y los resultados
obtenidos.
2.1. Metodoloǵıas supervisadas
Estás técnicas también conocidas como modelos discriminativos, intentan estimar directa-
mente una marca para cada voxel dada la apariencia local de una imagen. Debido a este
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fin estos métodos extraen caracteŕısticas de la imagen médica con información de interés y
la utilizan para entrenar un modelo de clasificación supervisado. En estás metodoloǵıas se
ha investigado recientemente las redes neuronales artificiales (ANNs) [62], en las cuales el
proceso de segmentación de varias estructuras cerebrales está compuesto por dos fases. En
la primera una red neuronal clasifica la textura de la imagen dada para analizar (imagen
objetivo), mientras que la segunda red neuronal toma la salida de la primera y refina la
segmentación corrigiendo posibles errores ocurridos a través del análisis de forma/textura.
Una variación de esta técnica se propone en [63] donde proponen la combinación de redes
neuronales artificiales (ANNs) con momentos geométricos invariantes (GMIs). Se hace uso
de un perceptron multicapa asociado a cada escala de los GMIs, cuyas salidas junto con las
intensidades de los voxeles y coordenadas son la entrada de la ANN. Donde la ANN funciona
como clasificador en vez de una función de aproximación clasificando cada voxel al interior
y exterior de la estructura de interés. Estas metodoloǵıas tuvieron resultados aceptables con
respecto a otras metodoloǵıas para la segmentación del tálamo, putamen y núcleo caudado,
pero presentan una cantidad considerable de voxeles at́ıpicos en la segmentación resultante.
Otras aproximaciones de aprendizaje hacen uso de diccionarios [64,65] o algoritmos genéticos
[66, 67], Tong et al [64] propuso la segmentación basada en la minimización de los errores
en reconstrucción de parches, donde el diccionario aprendido y un clasificador lineal son
simultáneamente entrenados a través de atlas. Permitiendo la reconstrucción a través de los
parches y la estimación de etiquetas a través del clasificador. Pero este método no funciona
para la segmentación de múltiples estructuras y es computacionalmente costoso. Por otro
lado Deoni et al [66] propone una metodoloǵıa para la segmentación del tálamo a través
de análisis geométrico incorporando caracteŕısticas del método de agrupamiento k-medias.
Para ello hace uso de las MRI T1 y T2 de alta resolución cuantitativa y mide el desempeño a
través de la distancia Euclidiana entre los centros de la estructura segmentada y la etiquetada
manualmente. Los resultados son viables, pero requiere de una MRI de alta calidad lo cual
no siempre es fácil de conseguir y además el costo computacional es elevado.
2.2. Metodoloǵıas probabiĺısticas
Los métodos de segmentación probabiĺısticos tratan de inferir la segmentación más probable
dada una imagen observada, lo cual, acorde con la ley de Bayes puede ser aproximado a la
probabilidad de la imagen actual dada cierta segmentación P(I—S), junto con la probabilidad
a priori de la segmentación P(S). Esto se puede lograr a partir de la estimación del máximo a
posteriori (MAP). El prior P(S) codifica la organización espacial de las estructuras anatómicas
en el dominio de la imagen, mientras P(I—S) es la distribución de verosimilitud que predice
como etiquetar una imagen, donde a cada voxel es asignada una única etiqueta anatómica,
traducido a la intensidad de la imagen. Existe una gran cantidad de trabajos sobre estas
metodoloǵıas que difieren principalmente en la manera de que el prior y la verosimilitud
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es definida, también en el método de optimización elegido para optimizar los parámetros
del modelo. Cuando se habla de estructuras cerebrales a menudo los priors son elegidos en
la forma que tienen los atlas probabiĺısticos, mientras que la verosimilitud es comúnmente
modelada como una mezcla de Gaussianas (GMM), donde los parámetros media y varianza
son estimados por el algoritmo expectation-maximization (EM). En [67, 68] el prior es una
malla basada en un atlas probabiĺıstico, donde la deformación es estimada en un esquema
coordinado ascendente con el algoritmo de Levenberg-Marquardt en combinación con los
parámetros de una distribución Gaussiana (EM). Además propone el uso de una cadena de
monte carlo (MCMC) como estrategia para cuantificar la incertidumbre en la segmentación
obtenida. Pero este método requiere de un ajuste de los parámetros de muestreo, ya que
es computacionalmente costoso y complejo. Raklin-Raviv et al [69] introduce un método
para la segmentación grupal de estructuras cerebrales que obvia el uso de atlas estad́ısticos
a través del uso de atlas de variable latente generado por un conjunto de imágenes. El
método propone una alternación entre la estimación MAP de la segmentación y el ajuste
de los parámetros del modelo, reemplazando el algoritmo EM por un gradiente descendente
utilizando la formulación de un selector de nivel probabiĺıstico. Pero esta segmentación solo
converge si se hace uso de una función convexa en la optimización, lo cual no siempre es
seguro para todas las imágenes dadas, aśı que es posible que la segmentación no resulte en
un mı́nimo global.
Otra técnica ampliamente utilizada en estás metodoloǵıas bayesianas son los campos aleato-
rios de Markov (MRF), los cuales introducen dependencias espaciales locales entre voxeles.
Fischl et al [70] propuso un método para la segmentación de todo el cerebro formando la base
del conocido software FreeSurfer [71]. El propone modelar la distribución de intensidad para
cada estructura cerebral en cada ubicación como una distribución Gaussiana y los priors pue-
den ser dados por la información global espacial dada por el atlas y la relación espacial local
entre las clases anatómicas, lo cual es aproximado por un MRF no-estacionario anisotrópico.
2.3. Metodoloǵıas basadas en regiones
Estas metodoloǵıas buscan similaridades de diferentes propiedades de los voxeles pertenecien-
tes a la misma región. El algoritmo más reconocido en esta área es el de la región creciente. A
partir de esta técnica, Xue et al [72] propone el etiquetado de regiones a partir de las medias
de algoritmos genéticos (GAs) seguido de un refinamiento en parelelo de voxeles haciendo
uso de la región creciente. Lo primero que hace el método es sobre-segmentar la imagen
objetivo en tres tejidos cerebrales (materia blanca, materia negra y fluido cerebroespinal),
obteniendo una basta localización de las estructures a través del registro de la imagen a
un atlas. Posteriormente se construye un modelo difuso de regiones de interés con el fin de
representar el conocimiento útil en estructuras del atlas, lo cual es utilizado para diseñar la
función objetivo del GA y guiar la región creciente. Pero este método falla si no se realiza un
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buen registro entre la imagen dada y el atlas, lo cual no siempre es fácil de realizar. También
se han investigado otras estrategias basadas en regiones crecientes como lo es la erosión su-
cesiva, operadores de dilatación o el uso de algoritmos de watershed. Gui et al [73] propuso
una aproximación para la segmentación del cerebro neonatal basado en el uso general del
conocimiento sobre la morfoloǵıa del mismo; integrando información sobre la conectividad
entre tejido, estructuras y posiciones relativas. El método propuesto realiza una segmentación
secuencial de las estructuras del cerebro que combina métodos de segmentación bien estable-
cidos (watershed basado en marcas y similaridad, región creciente y región creciente basada
en contornos activos) guiados por el conocimiento anatómico con operaciones morfológicas.
Los resultados son favorables para recién nacidos entre 38 y 44 semanas, pero el resultado se
ve altamente afectado en la presencia de ruido, movimiento y bajo contraste.
2.4. Metodoloǵıas basadas en modelos deformables
Las técnicas basadas en modelos deformables comienzan con un contorno inicial ubicado en la
imagen, lo cual puede ser realizado de manera manual o automática, el cual será deformado
iterativamente generando un nuevo contorno en cada iteración. Una de las versiones más
básicas de estos modelos son los modelos de contornos activos (ASM) [74], donde el contorno
inicial es deformado por la influencia de fuerzas internas y externas. Donde las fuerzas internas
relacionan las caracteŕısticas de la superficie y pretenden mantener un contorno suavizado;
mientras que las fuerzas externas están relacionadas a las caracteŕısticas de las regiones
adyacentes a la superficie y son las responsables de atraer el modelo hacia la estructura
de la superficie. Ghanei et al [75] propuso un modelo deformable discreto mejorado para la
segmentación del hipocampo, abordando problemas de optimización de los pesos asociados
a las fuerzas internas, estabilidad del contorno y extracción de caracteŕısticas de la imagen
para el cálculo de enerǵıas externas. Además introdujo una nueva fuerza externa basada
en la búsqueda de un mı́nimo local en la enerǵıa de la imagen en la dirección normal del
contorno produciendo resultados sobresalientes alrededor de bordes discontinuos y múltiples.
Sin embargo este método es fuertemente dependiente de los parámetros elegidos y del poĺıgono
inicial, además no se ha explorado su extensión en 3D. Zarpalas et al [76] propone un método
con el fin de mejorar la calidad de la segmentación y detectar errores con el fin de evitar su
propagación. Para ello propone el uso de mezcla de diferentes ACMs, todos balanceados por
una distribución de gradientes en las fronteras, lo cual intenta diferenciar las regiones que
requieren de un conocimiento a priori de las regiones que pueden ser segmentadas solo por
la información de escala de grises. La técnica entonces hace uso de un ACM geodésico en las
fronteras con gradientes fuertes y utiliza el modelo de Chan-Vese con conocimiento a priori
en las partes donde la frontera no se forma bien o contiene partes débiles. El método muestra
resultados fuertes en la segmentación de estructuras, pero en ocasiones los gradientes no son
suficientes para entregar una segmentación confiable.
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Gao etl al [77] propuso un representación multi-escala para la estructura haciendo uso de la
transformada Wavelet. Dada la forma inicial obtenida por la fusión de etiquetas, se segmenta
alternando los datos y haciendo uso de un proceso multi-escalsa basado en la forma, evolu-
cionando iterativamente el contorno hasta lograr su convergencia. Los resultados demuestran
que el método propuesto es robusto, pero este se ve afectado por la cantidad de formas de
entrenamiento requeridas y la inicialización del atlas. Otra aproximación parecida a esta, es
la realizada por Al-Shaikhli [78], donde proponen una segmentación multi-región haciendo
uso de la información multi-nivel que incluye un prior topológico e información topológica del
atlas. Esta representación topológica fue embebida en la ecuación de la enerǵıa de multi-nivel
y junto con el término de curvatura se restringe la evolución de la curva.
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3. Objetivos
3.1. Objetivo General
Desarrollar una metodoloǵıa probabiĺıstica basada en procesos Gaussianos para codificar
patrones volumétricos relevantes sobre imágenes médicas, en tareas de segmentación de es-
tructuras cerebrales ante condiciones de ruido y no linealidad de los datos.
3.2. Objetivos espećıficos
1. Desarrollar un modelo de representación deformable basado en una aproximación pro-
babiĺıstica, con el fin de codificar la variabilidad de estructuras cerebrales contemplando
un incertidumbre en las muestras.
2. Desarrollar un modelo de representación deformable a través de métodos kernel, con
el fin de codificar la variabilidad de estructuras cerebrales contemplando relaciones no
lineales en las muestras.
3. Desarrollar un modelo de representación deformable basado en procesos Gaussianos
con el fin de codificar la variabilidad de estructuras cerebrales ante condiciones de
entrenamiento con incertidumbre y relaciones no lineales entre las muestras.
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4. Aproximación Probabiĺıstica (PPCA)
4.1. Definición del Modelo deformable
Dada una estructura en 3D se define como Γi = [xi,yi, zi] ∈ RM×3 donde xi, yi, zi ∈
RM×1 contiene las coordenadas x, y y z de los M vértices de la nube de puntos relacionada
a la estructura de análisis (Tumores Cerebrales). Por lo tanto, el conjunto de entrenamiento
se compone de N tumores cerebrales contenidos en S = {si}Ni=1, donde si = [x>i ,y>i , z>i ]> es
la forma vectorial de Γi. Esta representación vectorial permite asumir que la variación de la
estrucutras puede modelarse haciendo uso de una distribución normal ŝ ∼ N (̄s,Σ), donde la











(si − s̄)(si − s̄)T . (1)
Con la finalidad de contemplar el ruido que tienen las muestras de entrenamiento se propone,
el uso de la aproximación probabiĺıstica de PCA, la cual añade ruido isótropico al modelo [80].
Esta aproximación busca relacionar una estructura dada s ((M ×3)- dimensión del vector de
observación) a un vector latente q-dimensional z (de menor dimensión). Se define entonces
una relación lineal,
s = Wz + s̄ + ξ, (2)
donde W ∈ R(M×3)×q relaciona las variables observadas y las no observadas (latentes), ξ es un
ruido Gaussiano isotrópico (ξ ∼ N (0, σ2I)). Convencionalmente se asume una distribución
Gaussiana estandar para las variables latentes (z ∼ N (0, I)). Por lo tanto, los datos siguen
una distribución Gaussiana s ∼ N (̄s,C), donde la covarianza del modelo es C = WW>+σ2I.




(M × 3) log(2π) + log |C|+ tr(C−1Σ)
)
. (3)
Maximizando la verosimilitud logaŕıtmica con respecto a W y σ2, se obtiene:
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donde Λi son los vectores propios de la matriz Σ, Bq es una matriz diagonal con los valores
propios (λ1, λ2, . . . , λq) [80].
A partir de esta aproximación de PPCA, se hace uso de los valores y vectores propios de la
matriz de covarianza para generar nuevas instancias de la estructura de análisis como:
ŝ ≈ s̄ + Λb, (6)
donde Λ = (Λ1|Λ2| . . . |Λt) y b es un vector t-dimensional que contiene la varianza de los
componentes principales de la matriz de covacianza Σ y estos representan los parámetros del




λ). El valor de t se elije de tal manera
que el modelo represente el 98 % de la varianza, esto debido a que hay valores propios que
no aportan a la reconstrucción de la matriz s.
4.2. Materiales
4.2.1. Base de datos
El mapa de etiquetas mostrado en la figura 1, contiene cuatro etiquetas diferentes que son
1- para la Necrosis (verde), 2- para el Edema (amarillo), 3- para el tumor sin mejora (rojo)
y 4- tumor mejorado (azul). Se utilizó las MRI T1 con resolución de 240× 240 pixeles y un
tamaño de voxeles de 1mm× 1mm× 1mm.
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Para entrenar y validar el modelo se hizo uso de la etiqueta del tumor mejorado (4) de la 
base de datos the Brain Tumor Image Segmentation Challenge (Brats) 2015, debido a que 
es la etiqueta utilizada para validar el reto BRATS2015 [81]. Esta base de datos contiene 
tumores de alto grado, bajo grado y sus respectivo mapa de etiquetas realizado por expertos; 
los tumores se encuentran en diferentes zonas del cerebro.
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(a) Axial View (b) Sagital view (c) Coronal view
Figura 1: Muestra de un tejido anormal en el cerebro de la base de datos Brats2015.
4.2.2. Métricas de evaluación
A continuación se describen las métricas utilizadas para evaluar de manera cuantitativa el
desempeño del modelo propuesto según las el reto de BRATS 2015 [81]:
Índice de similaridad estructural cuantifica entre dos estructuras o imágenes la real y
aproximada similaridades de iluminación local, contraste y estructura. Lo cual, es un indica-
dor de que tan bien se ajusta un modelo a datos reales. Se define como [82]:
SSIM(X, Y ) =









Donde µx, σx y σxy son respectivamente la media, desviación estándar y correlación cruzada.
C1 y C2 son constantes de estabilidad cuando la media y desviación estándar son cercanas a
cero.
Coeficiente DICE El coeficiente permite cuantificar en tareas de segmentación, la simi-
laridad entre dos imágenes binarias, a partir de la información mutua ponderada sobre la





donde A ∩B hace referencia a la información mutua y |A|+ |B| a la información conjunta.
Relación volumen es una cuantificación de la similaridad entre un volumen objetivo Va y
un volumen estimado Vb. Se define como [84]:
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4.2.3. Caja de Herramientas
Libreŕıa Active Shape Model (ASM) and Active Appearance Model (AAM) para
MatLab:
La libreŕıa de ASM y AAM para MATLAB [85], es un herramienta de soporte para construir
y ajustar modelos AAM y ASM, introducidos por Cootes y Taylor en [86], contiene aproxima-
ciónes multi-resolución para enfoques tanto 2D como 3D, ademas de soportar procesamiento
de imágenes a color.
Libreŕıa para la generación de superficies 3D y mallas volumétricas para MATLAB
\ Octave (iso2mesh):
Iso2mesh es una herramienta para la generación de mallas basada en MATLAB, está he-
rramienta esta diseñada para crear superficies y mallas poligonales de alta calidad, a partir
de imágenes volumétricas [87]. Contiene un conjunto amplio de funciones de procesamiento;
esta herramienta permite convertir conjuntos de imágenes histológicas en 3D, datos binarios,
segmentados ó en escala de grises, como lo son las imágenes de resonancia magnética MRI,
en mallas volumétricas. Iso2mesh es una herramienta libre multiplataforma compatible con
MATLAB y GNU octave.
4.3. Metodoloǵıa
En la figura 2 se muestra el esquema de la metodoloǵıa propuesta:
1. Se entra el modelo probabilpistico (PPCA) y el clásico (PCA) a partir de la etiqueta 4
(Tumor mejorado) de la base da datos. Para ello es necesario realizar un diezmado en
la cantidad de vértices, es decir, se ajustan todos a la misma cantidad según el tumor
con menos vértices en el set de entrenamiento.
2. Se realiza un análisis sobre la contribución de los valores propios (λi) a la reconstrucción
del espacio en un 98 %. Y de estos se eligen los mejores valores propios, aquellos que
presentan la mayor deformación sobre la forma media.
3. Con el fin de segmentar las estructuras cerebrales se inicializa el algoritmo de Region
Growing a partir de una semilla manual, el cual será la forma prior para comenzar a
deformar la estructura.
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Figura 2: Esquema de la metodoloǵıa propuesta, donde DB es la base de datos, L es el
Prior (Region-Growing) y M es la representación general de una nueva forma a partir de los
modelos.
4. Se ajusta cada uno de los modelos a la forma del prior a través del algoritmo Non-rigid
Iterative Closest Point (ICP) [88], el cual utiliza una regularización local af́ın.
5. Se deforma el modelo dado el espacio inducido por el análisis probabiĺıstico y el análisis
clásico, hasta obtener una segmentación final.
Cada modelo se entrena con 30 muestras de los tumores más representativos con respecto a su
variabilidad y además los más compactos, es decir aquellos que no presentan discontinuidades.
Donde cada muestra son todos los vértices de un tumor completo. Una vez elegido el set de
entrenamiento, se deben de alinear todas las estructuras para posteriormente realizar un
análisis en un espacio latente dado por PPCA o PCA.
4.4. Resultados y discusión
A continuación se muestran los resultados obtenidos para la segmentación de tumores cere-
brales a partir de un modelo deformable en 3D.
4.4.1. Resultados de entrenamiento del modelo
La figura 3, muestra la forma media (̄s) derivada del conjunto de entrenamiento. En la figura
se nota que la superficie no es muy suavizada, esto es debido a que la segmentación manual
realizada por los expertos no es precisa, además del ruido que añade el instrumento con el
cual se tomaron las MRI.
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Figura 3: Forma media del modelo deformable para tumores cerebrales.
La figura 4 muestra la variabilidad del modelo dado el conjunto de entrenamiento. En la
figura se denota que induciendo un ruido isotrópico gaussiano el modelo captura variaciones
relevantes de la estructura a partir de los valores propios del modelo.2
Figura 4: Efectos producidos por la variación de los dos primeros parámetros (Λibi) del
modelo. Los modos de variación van desde −3
√
λi de izquierda a derecha hasta 3
√
λi
Se observa como los modos de variación dados por la contribución de diferentes componentes
principales y sus respectivos valores propios (λi), destacan diferentes propiedades de los tumo-
res. Como lo son su volumen, orientación y formar, lo cual es un indicador de la variabilidad
2Cada estructura de entrenamiento Γi fue ajustada a la misma cantidad de vertices del tumos más pequeño.
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capturada por la aproximación porbabiĺıstica.
4.4.2. Resultados proceso de registro
Con el fin de emparejar el modelo al volumen cerebral se hace uso de la estrateǵıa de registro
non-rigid ICP (Iterative Close Point). Se hace uso como prior la segmentación obtenida
por Region growing y se deforma el modelo hasta obtener una segmentación final, como se
muestra en la figura 2.
(a) Tumor real (b) Prior.
(c) Aproximación PPCA. (d) Aproximación PCA.
Figura 5: Registro del modelo.
En la figura 5 se denota el problema derivado del modelo deformable clásico basado en PCA.
Donde en la figura 5(d) se muestra un modelo poco preciso en la representación del tumor,
sobre todo en los bordes donde se observan esquinas demasiado puntiagudos. Sin embargo, en
la figura 5(c) se observa que el modelo propuesto no se deja desviar por el ruido que contiene
las muestras de entrenamiento, resultando en una mejor representación del tumor real y unos
bordes menos puntiagudos.
En la figura 6 se realizó un análisis de curvatura de los modelos, en la cual en la parte superior
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derecha (primera fila - tercera columna) se observa como el modelo tiene intensidades similares
de curvatura y su ubicación es cercana a la real. Sin embargo, se denotan disimilitudes entre el
modelo propuesto y el tumor real, esto es debido a la reducción de vértices que se realizó para
entrenar el modelo, las relaciones no lineales que hay entre las muestras de entrenamiento y
la asunción de que el ruido es igual para todo el set de entrenamiento.
(a) Curvatura real del tumor. (b) Curvatura del modelo.
Figura 6: Análisis de curvatura del tumor real y la aproximación del model deformable basado
en PPCA.
Finalmente, en la tabla 1 se presentan los resultados cuantitativos obtenidos para la segmen-
tación de tumores cerebrales. La comparación se realizó con respecto al modelo deformable
clásico y la estrategia comunmente utilizada de Fuzzy C-means (FCM) 3. Los resultados
obtenidos se obtuvieron sobre 10 tumores de prueba:
Tabla 1: Validación del modelo propuesto a partir de las métricas del indice estructural de
similaridad (SSIM), relación volumen y coeficiente Dice.
Modelo SSIM Relación volumen Dice
Classic 3D-MM 0,87± 0,026 0,89± 0,014 0,89± 0,0129
FCM 0,86± 0,021 0,89± 0,011 0,88± 0,0013
PPCA 3D-MM 0,91± 0,021 0,94± 0,015 0,94± 0,0126
Los resultados obtenidos demuestran que imponiendo una aproximación con incertidumbre
(PPCA) en las muestras conlleva a un modelo más preciso, obteniendo un coeficiente DICE
de 0,94± 0,0126, con respecto al modelo clásico (PCA) con un coeficiente DICE de 0,89±
0,0129, es decir se logra una mejor representación de estructuras como lo denota el coeficiente
3Se hizo uso de la implementación disponible en https://github.com/ab93/SIFCM
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de similaridad estructural (SSIM) 0,91± 0,021 y 0,87 ± 0,026 respectivamente. Con el fin
de medir la competitividad del modelo propuesto con respecto a métodos de segmentación
se realizó una validación con respecto a uno de los diez mejores modelos de acierto en el reto
de BRATS20154 el cual hizo uso de 21 tumores de validación, a continuación se muestran los
resultados:
Tabla 2: Validación BRATS 2015 para 21 tumores.
Modelo Dice
Classic 3D-MM 0,52± 0,1
PPCA 3D-MM 0,65± 0,08
Agn et al. [89] 0,77± 0,019
La tabla 2 muestra que la metodoloǵıa propuesta en aplicaciones de segmentación de estruc-
turas no lineales es competitiva y muestra mejores resultados que la metodoloǵıa clásica.
Los resultados obtenidos al evaluar la metodoloǵıa probabiĺıstica propuesta en el reto de
BRATS 2015, denotan que la aproximación propuesta con un DICE de 0,65± 0,08, es com-
petitiva con respecto a métodos en el estado del arte (Agn et al. [89]) que tiene un DICE
de 0,77± 0,019, pero aún no es suficiente para modelar la alta variabilidad que presentan
los tumores cerebrales. Sin embargo, los resultados obtenidos por la aproximación propuesta
superan a la metodoloǵıa clásica que obtuvo in DICE de 0,52± 0,1.
4.5. Conclusiones
La primera aproximación con el fin de mejorar el modelo clásico basado en PCA, demuestra
que imponer incertidumbre en las muestras conlleva a una mejor representación, ya que per-
mite que la variación de los componentes principales (λ) contemple la desviación producida
por el ruido Gaussiano isótropico. Por ende conlleva a un mejor resultado en la aplicación,
en este caso la segmentación de tumores.
Asumir la misma incertidumbre en todas las muestras conlleva a una mala delimitación
del tumor, aunque se suavizan los bordes aún es dif́ıcil su aproximación. Además al igual qeu
PCA, se siguen utilizando relaciones lineales de los datos y la flexibilidad del modelo recae
sobre la cantidad de datos que se tengan para entrenar.
Con respecto al proceso de registro la aproximación probabiĺıstica demuestra que al incluir
incertidumbre en el modelo, las curvaturas presentadas por este siguen de una manera más
fiel la curvatura del tumor real. Sin embargo la segmentación final aunque es mejor que la
4Resultados del test Brats 2015 https://www.smir.ch/BRATS/Start2015
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obtenida por la aproximación clásica, aún se queda atrás con respecto a métodos en el estado
del arte que participaron el BRATS2015.
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5. Aproximación a partir de métodos kernel (KPCA)
5.1. Definición del modelo
Dada una estructura en 3D se definida como Γi. El conjunto de entrenamiento se compone
de S = {si}Ni=1 ∈ I, donde si = [x>i ,y>i , z>i ]> es la forma vectorial de Γi.
Se define un espacio F de caracteŕısticas de alta dimensión, el cual contiene una proyección
de los datos a través un mapeo no-lineal Φ del espacio de entrada.
Φ : I → F , (10)
En este espacio F se asume que los datos se encuentran centrados,
N∑
k=1
Φ(sk) = 0, es decir con
media cero. A partir de esto, se procede de manera similar que PCA, calculando la matriz








A partir de la ecuación (11) se realiza el análisis matemático para encontrar los eigenvalores
β ≥ 0 y eigenvectores B ∈ F de la matriz de covarianza C. Los cuales se hallan a partir de
la igualdad βB = CB [90]. Debido a la alta dimensionalidad de los vectores propios se puede
considerar un sistema equivalente, como se muestra en la ecuación (13), donde los datos son
utilizados como bases.





Si se hace la sustitución de (11) y (13) en (12),
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αiΦ(si)) para k = 1, ..., N.













TΦ(si)αi para k = 1, ..., N. (14)
Si un kernel se define como una matriz K ∈ RN×N , la cual contiene el producto interno entre
funciones base (Φ(s1), . . . ,Φ(sN).) en el espacio de caracteŕısticas F .
Kij := (Φ(si) · Φ(sj)). (15)
De forma matricial se puede sustituir (15) en (14),
NβKα = K2α. (16)
Para encontrar la solución a la ecuación (16) se resulve el problema de los valores y vectores
propios obteniendo:
Nβα = Kα, (17)
Las soluciones αk correspondientes a todos los valores propios β > 0 deben ser normalizadas.
Esto se hace a través de la siguiente igualdad (Bk · Bk) = 1. Esta normalización esta dada
en el espacio de caracteŕısticas F .





j (Φ(si) · Φ(sj)) = (αk ·Kαk) = βk(αk ·αk), (18)
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Entonces los componentes principales pueden ser extráıdos a través de la proyección de un
dato de prueba Φ(s) por los vectores propios Bk:
(Bk · Φ(s)) =
N∑
i=1
αki (Φ(si) · Φ(s)). (19)
Debido a que se asumió que los datos de entrada y en el espacio de caracteŕısticas estaban
centrados, es decir de media cero. Pero debido a que en el espacio F no es posible en general







Reemplazando en (16) se llega a que el kernel centrado es [90]:










, finalmente el modelo
propusto vive en el espacio de caracteŕısticas F , por lo cual nuevas instancias de deformación
del modelo se definen como:
φ(si) = φ̄(s) + βB ∈ F . (22)
5.1.1. Problema de la pre-imagen
Debido a que los datos se requieren en el espacio de entrada I, es necesario tener una
proyección de vuelta al espacio de entrada desde el espacio H.
Lo anterior se conoce como el problema de la pre-imagen, donde se busca que posible dato de
entrada me puede dar la proyección más cercana al punto obtenido en H y de esta manera
se asume que ese posible dato en el espacio de entrada es la pre-imagen del punto obtenido
en H. A continuación se ilustra lo mencionado:
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Figura 7: Esquema de la solución a la pre-imagen de un kernel [91].
Matemáticamente esta distancia Euclidiana se expande como:
‖ϕ(z)−Pϕ(X0)‖ = 〈ϕ(z), ϕ(z)〉+ 〈Pϕ(X0),Pϕ(X0)〉
−2 〈ϕ(z),Pϕ(X0)〉
= K(z, z)− 2
∑N
n=1 ξK(z, xn) + Ω.
Para el caso de un kernel Gaussiano o de base radial, el termino K(z, z) es constante, por lo
cual la pre-imagen resulta en minimizar:
























5.2.1. Base de datos
Similar a la sección 4.2.1, se hace uso de la base de datos BRATS 2015 [81], para entrenar y
validar la metodoloǵıa propuesta.
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5.3. Métricas de evaluación
Cómo se definió matemáticamente en la sección 4.2.2, con el fin de medir el desempeño de la
metodoloǵıa propuesta se hace uso del ı́ndice de similaridad estructural (SSIM) y coeficiente
DICE.
5.3.1. Caja de Herramientas
Libreŕıa Statistical pattern recognition toolbox for MATLAB (SPRTOOL) para
MatLab:
Este toolbox implementa una selección de métodos de reconocimiento de patrones estad́ısticos
descritos en [92]. Este toolbox cuenta con herramientas como procesos Gaussianos, análisis
de componentes principales, Kernel PCA, problemás de pre-imágenes entre otros [93].
5.4. Metodoloǵıa















Figura 8: Esquema de la metodoloǵıa propuesta. DB es la base de datos y M es la repre-
sentación de la deformación que puede realizar el modelo a partir de sus vectores-valores
propios.
1. Como primer paso, se entrenan dos modelos uno a partir de una espacio inducido por
un kernel Gaussiano (F) y el otro la aproximación clásica de PCA. Similar a la sección
4, los datos de entrenamiento se ajustan a la misma cantidad de vértices según los que
posea el tumor con menor tamaño.
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2. Dado a que el modelo vive en un espacio de alta dimensión, es necesario retornar al
espacio original (I) con el fin de poder medir el desempeño de este. Para ello se obtienen
las pre-imágenes a partir de la solución iterativa propuesta en [90].
3. Se cuantifica la contribución de los valores propios para la reconstrucción del espacio
original y se dejan los que aporte un 98 %.
4. Se realiza un proceso de registro de cada uno de los modelos con el fin de cuantificar su
flexibilidad y variabilidad que presentan para modelar estructuras altamente no lineales,
como lo son los tumores cerebrales.
La finalidad de la metodoloǵıa propuesta es determinar los efectos de inducir un espacio no
lineal entre los datos de entrenamiento en un espacio de caracteŕısticas (F).
5.5. Resultados y discusión
5.5.1. Resultados de entrenamiento del modelo
En la figura 9, se ilustra el resultado de entrenamiento de los dos modelos con diferentes
tamaños del conjunto de entrenamiento. Se denota claramente, como el inducir un kernel
a los datos permite capturar mejor la variabilidad de las estrucutras, ya que las relaciones
entre ellos son no lineales, por lo tanto el modelo propuesto tiene una mayor variación con
respecto al modelo clásico el cual utiliza relaciones lineales:
(a) 5 (b) 10 (c) 15 (d) 20
(e) 5 (f) 10 (g) 15 (h) 20
Figura 9: Estructura media de los modelos entrenados. La primera fila corresponde a la
propuesta con KPCA y la segunda fila a la versión clásica de PCA, los tamaños del conjunto
de entrenamiento son respectivamente 5, 10, 15 y 20.
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(a) KMM-5 (b) KMM-20
(c) MM-5 (d) MM-20
Figura 10: Modos de variación desde −3
√
β (primera fila) hasta 3
√
β (segunda fila) del
modelo KMM y el clásico MM, para diferentes tamaños del conjunto de entrenamiento.
En la figura 10 se ilustran los modos de variación de cada modelo para 5 y 10 datos del
conjunto de entrenamiento respectivamente. Al calcular los modos de variación estos depen-
den del espacio vectorial inducido por el conjunto de entrenamiento, debido a que el modelo
clásico utiliza relaciones lineales no es capaz de tener tanta variabilidad como si lo hace el
modelo propuesto a partir de KPCA (ver figura 10(c) y 10(d)).5
5.5.2. Resultados proceso de registro
Con el fin de realizar el registro entre los modelos entrenados y un tumor dado (diferente















































Figura 11: Resultados del registro de un tumor de la metodoloǵıa propuesta y la clásica para
un conjunto de entrenamiento de 20 datos.
5Cada estructura de entrenamiento Γi fue ajustada a la misma cantidad de vertices del tumos más pequeño.
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La figura 11 muestra los resultados experimentales obtenidos entre la propuesta kernelizada
(KMM) y la clásica (MM). En la figura 22(c) se denota como el modelo clásico no es capaz
de capturar la variabilidad del tumor, por lo cual resulta en una representación imprecisa,
debido a las relaciones lineales que utiliza para crear el espacio de deformación. Sin embargo,
en la figura 11(b) se destaca que al imponer una relación no lineal inducida por un kernel
Gaussiano, la representación del tumor es más acertada.
En la figura 12, se muestra el análisis de curvatura realizado para cada modelo, el cual se
contrasta con el real. En las figuras 12(b) y 12(c), se denota como el modelo propuesto sigue
mejor la curvatura que el modelo clásico, más espećıficamente en la fila 2 ultima columna
donde el tumor real presenta la mayor cantidad de curvatura la aproximación propuesta es
capaz de seguirla, mientras que el modelo clásico no es capaz de variar tanto (ver figura
12(c)).
(a) Real curvature (b) KMM Curvature (c) MM Curvature
Figura 12: Curvatura del modelo clásico (MM) y el propuesto (KMM) vs la curvatura real.
Por último, en la tabla 3 se muestran los resultados cuantitativos de la metodoloǵıa propuesta,
en la cual se mide el indice de similaridad estructural (SSIM), relación volumen y el error
cuadrático medio (RMSE) de la curvatura. Los resultados muestran que el ı́ndice SSIM del
modelo propuesto es más alto que el del modelo clásico (0,92 y 0,72 respectivamente), lo
cual indica que al imponer un kernel el modelo se ajusta mejor a la estructura de análisis.
Además el error de curvatura demuestra que el modelo captura mejor la variabilidad de las
estructuras que la aproximación lineal.
Tabla 3: Validación del modelo propuesto a partir de las métricas del indice estructural de
similaridad (SSIM), realción volumen y error cuadrático medio de la curvatura (RMSE).
Modelo SSIM Relación volumen RMSE
Classic 3D-MM 0,72± 0,15 0,86± 0,25 0,15± 0,3
Kernelized 3D-MM 0,92± 0,2 0,95± 0,22 0,05± 0,02
A su vez se realizó una validación de segmentación con respecto a uno de los diez mejores
modelos de acierto en el reto de BRATS20156 el cual hizo uso de 21 tumores de validación,
6Resultados del test Brats 2015 https://www.smir.ch/BRATS/Start2015
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a continuación se muestran los resultados:
Tabla 4: Validación BRATS 2015 para 21 tumores.
Modelo Dice
Classic 3D-MM 0,52± 0,1
PPCA 3D-MM 0,65± 0,08
KPCA 3D-MM 0,75± 0,05
Agn et al. [89] 0,77± 0,019
La tabla 4 demuestra que al incluir relaciones no lineales en los datos como lo es el análisis de
KernelPCA, conlleva a una mejor representación de los datos, obteniendo mejores resultados
(DICE de 0,75± 0,05) con respecto a la aproximación inicial (DICE de 0,65± 0,08) y a la
clásica (DICE de 0,52 ± 0,1). Lo anterior permite demostrar que al inducir incertidumbre
modelada por el kernel y además contemplar relaciones no lineales de los datos, se mejora
considerablemente el rendimiento del modelo deformable.
5.6. Conclusiones
Con esta metodoloǵıa se logra obtener una relación no lineal entre los datos, lo cual mejora
considerablemente la variabilidad de las deformaciones que es capaz de realizar el modelo y a
su vez conlleva a una mejor representación de estructuras complejas como lo son los tumores
cerebrales.
Aunque el modelo extiende la flexibilidad considerablemente con respecto a la aproxima-
ción clásica, el tiempo de computo al calcular las pre-imágenes es alto y además debido a que
no es una solución cerrada en ocasiones varia demasiado con respecto al espacio original.
En el proceso de registro se destaca como al incluir relaciones no lineales inducidas por
un kernel Gaussiano, permite capturar mejor la variabilidad de estructuras complejas, ya que
en la curvatura se destaca que la metodoloǵıa propuesta es capaz de deformar mejor la forma
media y seguir de una manera más precisa las variaciones del tumor.
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6. Aproximación a partir de Procesos Gaussianos
6.1. Definición Proceso Gaussiano:
Un proceso Gaussiano es una colección finita de variables aleatorias que siguen una distri-
bución conjunta Gaussiana . Donde sus parámetros están definidos por una función media
m(x) y una función de covarianza κ(x,x
′




) = E[(x−m(x))(x′ −m(x′))], (24)
de lo anterior, se dice que m(x) sigue un proceso Gaussiano GP :
f(x) ∼ GP(m(x), κ(x,x′)). (25)
La función f(x) es representada por las variables aleatorias del GP en la ubicación x.
De una manera más espećıfica, una distribución Gaussiana multivariada se puede ver como






Se puede demostrar que la distribución condicional dado Z de Y es también una distribución
Gaussiana; se parte desde la definición de una distribución multivariada Gaussiana:
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La inversa de la matriz de covarianza (Σ−1) se conoce como la matriz de precisión (Λ).












Expandiendo la expresión anterior se obtiene:
−1
2
(Y>Λ11Y −Y>Λ11µY − µY>Λ11Y
+Z>Λ21Y − µZΛ21Y + Y>Λ12Z−Y>Λ12µZ).











Comparando los términos con respecto a una Gaussiana multivariada se denota que :
Σ1/2
−1 = Λ11 (27)
µ1/2 = µY −Λ11−1Λ21>(Z− µz) (28)












A partir de esta propiedad y la matriz de precisión (Λ) se obtiene:
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Λ11 = (Σ11 −Σ12Σ22−1Σ21)−1 (29)
Λ21 = −Σ22−1Σ21(Σ11 −Σ12Σ22−1Σ21)−1. (30)
Finalmente una distribución Gaussiana se puede ver como un proceso aleatorio Z sobre
D ⊂ Rd, se dice que es Gaussiano si:
∀n ∈ N,∀xi ∈ D, (Z(x1), . . . ,Z(xn)) es un vector Gaussiano.
La covarianza de este proceso es definida por un kernel κ(x, y) = Cov(Z(x),Z(y)).
Que sucede si Z ∼ N (0, k(., .)), cuál será la distribución de Y(x) = σZ(x/θ) ?
1. Al ser una condicional de un proceso gaussiano, la condicional también es Gaussiana.
2. Partiendo de la condicional de dos Gaussianas se tiene que la media y la varianza son:
m(x) = E[Z(x)|Z(X) = F ]
= k(x,X)k(X,X)−1F
c(x, y) = Cov[Z(x),Z(y)|Z(X) = F ]
= k(x, y)− k(x,X)k(X,X)−1k(X, y)
Al obtener diferentes muestras la media y su covarianza van cambiando, lo cual se conoce
como una regresión de procesos Gaussianos como se muestra en la siguiente figura:
Figura 13: Ejemplo regresión de un GP [94].
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6.2. Expansión Karhunen-Loéve de un proceso Gaussiano.
Si [X(t), a ≤ t ≤ b] ∈ L2 con media cero y covarianza continua K(s, t), se busca encontrar





Donde Zi son variables aleatorias ortogonales con media cero (E(Zj, Zi) = 0, j 6= i) y φi(t)
son funciones ortonormales.
La función de covarianza K(s, t) se puede representar como:














Donde λi = E[Z
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Si existe la expansión anterior, la funciones φi(t) deben de ser las funciones propias de la
integral asociada a la función de covarianza K(s, t), donde λi son varianzas de las variables
aleatorias Zi y deben de ser los valores propios de la integral [95].
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6.3. Aproximación de Nyström, para el cálculo de las funciones
propias
Con el fin de obtener un modelo parámetrico que permita modelar diferentes tipos de defor-
maciones a través de funciones base y coeficientes de las funciones base. Se propone el uso
del método de Nyström [96], el cual da solución a integrales de la forma:
∫ b
a
K(s, t)φk(s)p(s)ds = λkφk(t), (32)
donde p(s) es la función de densidad de probabilidad, K es una matriz kernel definida positva,
por ende λi − φi son los valores y funciones propias de la integral respectivamente. Si las
variables son independientes e idénticamente distribuidas (i.i.d) de p(s), se busca aproximar





K(s, si)φi(si) ≈ λkφk(s). (33)
Al tener muestras i.i.d conlleva a la descomposición de valores y vectores propios KU = UΛ,
donde Kij = K(si, sj), U ∈ RNxN y Λ ∈ RNxN es una matriz diagonal. De lo anterior se







A partir de la aproximación planteada, se definen las deformaciones del modelo como:
si ∼ GP(s̄,K(S,S) (35)





6.4.1. Base de datos
La base de datos Binghamton University 3D Facial Expression (BU-3DFE) [97] contiene 100
sujetos (56 % female, 44 % male), desde los 18 años hasta los 70 años, cuenta con variedad
de etnias incluyendo blancos, negros, asiáticos e hispanos.
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3DMM Trained mean shape
(a) (b) (c)
Figura 14: Muestra de un rostro de la base de datos BU-3DFE.
6.4.2. Caja de Herramientas
Libreŕıa Scalismo - Scalable Image Analysis and Shape Modelling en Scala:
Scalismo 7 es una libreaŕıa para modelado estad́ıstico de estructuras y modelos basados en
análisis de imágenes en el lenguaje de programación Scala. La libreŕıa consta de dos módulos
principales:
Permite la creación de modelos prototipo.
Realiza modelado y registro de imágenes.
6.5. Metodoloǵıa
En esta sección se explica el procedimiento realizado para entrenar y validar la metodoloǵıa
propuesta. En la figura 15 se muestra el esquema general de la propuesta a partir de una
aproximación de un proceso Gaussiano:
1. Primero se entrenan los modelos similar a la sección 4 y 5, donde se ajustan los vertices
al tumor de menor tamaño.
2. Se realiza la aproximación del proceso Gaussiano a partir la combinación lineal de
funciones base (φ) y sus respectivos valores propios (λ).
3. Se realiza un análisis de sensibilidad, en donde se mide la proporción de deformación
de la estructura media dada por la combinación de funciones base y valores propios.
Con el fin de definir la cantidad de funciones base para aproximar el GP.
7Se encuentra disponible en GitHub https://github.com/unibas-gravis/scalismo
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Figura 15: Esquema de la metodoloǵıa propuesta. DB es la base de datos y M es la repre-
sentación de la deformación que puede realizar el modelo a partir de sus vectores-valores
propios.
4. Se realiza un proceso de registro a través de non-rigid ICP, con el fin de medir el
desempeño del modelo propuesto contra el clásico a partir del ı́ndice de similaridad
estructural, relación volumen y error-RMS de curvatura.
Cada modelo se entrena con 30 muestras de los rostros más representativos con respecto a
su edad-expresiones.
6.6. Resultados y discusión
A continuación se muestran los resultados obtenidos para la representación de rostros a partir
de un modelo deformable basdo en procesos Gaussianos en 3D.
6.6.1. Resultados de entrenamiento del modelo
La figura 16, muestra la forma media (̄s) derivada del conjunto de entrenamiento, desde la
cual el modelo comienza a deformarse según el espacio dado por el GP o PCA:
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Trabajo de Grado Maestŕıa: 6.6 Resultados y discusión
(a) (b)
Figura 16: Forma media del modelo deformable para rostros (BU-3DFE) y tumores
(BRATS2015).
La figura 17 muestra la variabilidad del modelo dado el conjunto de entrenamiento. En la fi-
gura se denota que induciendo un proceso Gaussiano el modelo captura variaciones relevantes
de la estructura manteniendo correspondencias en la imagen.8
(a) (b) (c) (d)
Figura 17: Efectos producidos por la variación de las funciones base φ para aproximar el GP
en la base de datos BU-3DFE.
(a) (b) (c) (d)
Figura 18: Efectos producidos por la variación de las funciones base φ para aproximar el GP
en la base de datos BRATS2015.
En la figura anterior se denota la alta variabilidad que maneja el modelo, lo cual le permite
generar complejas deformaciones, que claramente son relaciones no lineales. Además se denota
8Cada estructura de entrenamiento Γi fue ajustada a la misma cantidad de vertices del tumos más pequeño.
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como las funciones base permiten generar deformaciones globales, las cuales mantienen las
correspondencias de la estructura en análisis. Cabe destacar que para el caso de los tumores,
es evidente que obtener formas altamente variables es posible a partir de la aproximación
propuesta.
6.6.2. Parámetros de la aproximación del GP
Los coeficientes de las funciones base permiten modelar variaciones locales de la estructura
en análisis como se observa en la figura 19:
(a) Nariz (b) Boca (c) Mejilla (d) Quijada
Figura 19: Variaciones locales obtenidas a través de los coeficientes de las funciones base para
la base de datos BU-3DFE.
(a) (b) (c) (d)
Figura 20: Variaciones locales obtenidas a través de los coeficientes de las funciones base para
la base de datos BRATS2015.
Los coeficientes permiten deformar el modelo en zonas mas localizadas, según el valor propio
que se manipule, para el caso observado se movieron los valores propios 5, 8, 12 y 22. A
partir de la correcta combinación de ellos se modelan diferentes tipos de rasgos de la persona
o tumor.
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6.6.3. Resultados proceso de registro
Con el fin de emparejar el modelo a un rostro fuera del conjunto de entrenamiento se hace
uso de la estrateǵıa de registro non-rigid ICP (Iterative Close Point).
(a) Rostro real. (b) Aproximación GP. (c) Aproximación PCA.
Figura 21: Registro del modelo.
(a) Tumo real. (b) Aproximación GP. (c) Aproximación PCA.
Figura 22: Registro del modelo.
En la figura 21 se observa como el modelo basado en procesos Gaussianos se ajusta mejor a
un rostro cuya variabilidad con respecto a la forma media (ver figura 16) es alta, lo cual se
denota en el modelo clásico que no es capaz de lograr ajustar bien al rostro real.
En la figura 23, se muestra el análisis del error de las distancia cuadrática dado por la
aproximación del GP y PCA para rostros (figuras 23(a) y 23(a)), donde se observa como el
modelo se ajusta mejor a la forma deseada, la zona donde se presentó mayor error para el
GP fue la boca, en cambio la aproximación dada por PCA presenta errores en varias zonas,
las más relevantes son la mejilla y menton. Lo anterior demuestra que el modelo propuesto
es más flexible que la aproximación clásica. Con respecto a los tumores en las figuras 23(d)
y 23(d), se destaca que el modelo con GP captura y modela de mejor las no linealidades que
presentan los tumores cerebrales, lo cual no lo hace de manera precisa la aproximación dada
por PCA.
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(a) Error GP (b) Error PCA
(c) Error GP (d) Error PCA
Figura 23: Registro del modelo.
Los resultados obtenidos se realizaron sobre 10 rostros de prueba, a los cuales se midió el
indice de similaridad estructural (SSIM), la relación volumen y error cuadrático medio de la
distancia de los vértices:
Tabla 5: Validación del modelo propuesto a partir de las métricas del indice estructural de
similaridad (SSIM), realción volumen y Curvatura-RMSE para la base de datos BU-3DFE.
Modelo SSIM Relación volumen Distancia-RMSE
Classic 3D-MM 0,75± 0,12 0,89± 0,05 0,15± 0,03
GP 3D-MM 0,97± 0,025 0,94± 0,08 0,06± 0,01
En la tabla 5 se denota como el modelo basado en GP, es capaz de representar altas variaciones
con una precisión alta (SSIM de 0,97± 0,025), mientras que el modelo clásico aunque se
acerca a una forma parecida al rostro real se queda corto para modelar estructuras con alta
variabilidad (SSIM de 0,75 ± 0,12), esto se debe a que no contempla incertidumbre en el
modelo y además hace uso de relaciones lineales.
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A su vez, se hicieron pruebas sobre 10 tumores, a los cuales se midió el indice de similari-
dad estructural (SSIM), la relación volumen y error cuadrático medio de la distancia de los
vértices:
Tabla 6: Validación del modelo propuesto a partir de las métricas del indice estructural de
similaridad (SSIM), realción volumen y Curvatura-RMSE para la base de datos BRATS2015.
Modelo SSIM Relación volumen Distancia-RMSE DICE
Classic 3D-MM 0,65± 0,08 0,8± 0,095 0,20± 0,05 0,65± 0,08
GP 3D-MM 0,94± 0,025 0,98± 0,02 0,03± 0,01 0,78± 0,05
Como se observa en la figura 22 (b), los datos cuantitativos corroboran que al hacer uso
de un proceso Gaussiano en el modelo, se extiende la flexibilidad de ellos en términos de la
alta variabilidad que pueden modelar, obteniendo un SSIM de 0,94± 0,025. Es claramente
más preciso que la aproximación clásica que no es capaz de modelar tan alta variabilidad
obteniendo un SSIM de 0,65± 0,08.
7. Conclusiones
Los resultados obtenidos en cada una de las tres aproximaciones, demuestras que imponer
relaciones no lineales en el conjunto de entrenamiento, mejora la variabilidad y la represen-
tación de estructuras complejas del modelo deformable clásico.
En la primera aproximación, se logró evidenciar que la carencia de incertidumbre conlleva
a que el modelo representa de manera regular estructura complejas (alta variabilidad), sin
embargo esta aproximación solo contemplaba un ruido isotrópico para todas las muestras, lo
cual no siempre es valido asumir.
Para la segunda aproximación, se buscó imponer una relación no lineal entre los datos a través
de un análisis en un espacio de caracteŕısticas inducido por un kernel; satisfactoriamente se
logró evidenciar que al imponer una relación de no linealidad en los datos, el modelo captura
mejor la variabilidad de las estructuras y puede alcanzar un nivel de deformación más alto con
respecto a la aproximación clásica, además el modelo es capaz de representar altas curvaturas.
Finalmente la aproximación a través de un GP, se logró obtener una versión paramétrica
de un proceso Gaussiano, lo cual permite modelar rasgos locales (como facciones del rostro:
arrugas, grosor de nariz, etc.) de las estructuras manteniendo las correspondencias en el
modelo; se evidencia que esta aproximación es la que mejor expresa y captura la variabilidad
de estructuras complejas (muy diferentes entre ellas), es decir, estructuras con relaciones no
lineales.
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Los aportes realizados por la investigación permitieron realizar dos publicaciones tituladas
”3D Probabilistic Morphable Models for Brain Tumor Segmentation (CIARP 2017)” y ”A
Kernelized Morphable Model for 3D Brain Tumor Analysis (ICIAR 2018)”, en Lecture Notes
in Computer Science (LNC) revista Q2 indexada por colciencias, además de aportar una
metodoloǵıa más flexible con respecto a la aproximación clásica.
Como trabajos futuros se espera plantear una aproximación de un proceso Gaussiano de
variable latente para modelar las deformaciones y el uso de modelos multilineales donde se
capture la variabilidad de estructuras en diferentes aspectos locales, por ejemplo en el caso
de rostros: la edad, rasgos étnicos y el género.
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