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The glucocorticoid receptor (GR), like other eukary-
otic transcription factors, regulates gene expression
by interacting with chromatinized DNA response ele-
ments. Photobleaching experiments in living cells
indicate that receptors transiently interact with DNA
on the time scale of seconds and predict that the res-
ponse elements may be sparsely occupied on aver-
age. Here, we show that the binding of one receptor
at the glucocorticoid response element (GRE) does
not reduce the steady-state binding of another
receptor variant to the same GRE. Mathematical sim-
ulations reproduce this noncompetitive state using
short GR/GRE residency times and relatively long
timesbetweenDNAbindingevents. Atmanygenomic
sites where GR binding causes increased chromatin
accessibility, concurrent steady-state binding levels
for the variant receptor are actually increased, a
phenomenon termed assisted loading. Temporally
sparse transcription factor-DNA interactions induce
local chromatin reorganization, resulting in transient
access for binding of secondary regulatory factors.
INTRODUCTION
The access of transcription factors to regulatory elements in their
chromosomal context can be strongly limited by local chromatin
architecture. Furthermore, many lines of investigation now indi-
cate that these restrictive features of nucleoprotein structure
are organized in a cell specific fashion, and contribute signifi-
cantly to the cell selective activity of a given regulatory site. An
emerging paradigm suggests that the local chromatin structure
of response elements contributes strongly to their tissue specific
action. Thus, themechanisms that govern site specific activity of
distal regulatory sites are central to our understanding of eukary-
otic gene regulation.544 Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc.Characterization of regulatory protein binding sites has been
addressed primarily through the technique of chromatin immu-
noprecipitation, coupled with the use of antibodies specific to
transcription factors (Robertson et al., 2007; Johnson et al.,
2007; Jothi et al., 2008; Valouev et al., 2008). This approach
has revealed cell selective binding for several transcription
factors, including highly selective patterns for nuclear receptors
(John et al., 2008; Krum et al., 2008; He et al., 2010). Local
transitions in chromatin structure have also been studied on
the genome scale by mapping of in vivo DNA accessibility to
DNaseI and the delineation of DNaseI hypersensitive sites
(DHSs) (Sabo et al., 2006; Hesselberth et al., 2009; John et al.,
2011). These approaches can only resolve binding events and
chromatin transitions on the time scale of minutes to hours,
and lead, in general, to models wherein groups of transcription
factors are bound to response elements on long time scales. In
contrast, studies of site-specific factor binding in living cells
have revealed residence times on chromatin measured in
seconds for many site-specific DNA binding proteins (McNally
et al., 2000; Hager et al., 2009). The detailed mechanisms by
which transcription factors bind to, and reorganize, local nucle-
osome structures are thus subject to considerable variation in
interpretation.
If most proteins are localized on binding elements over long
periods, these sites should in fact be saturable, and subject to
competitive displacement, as is normally observed for site-
specific DNA binding proteins, both on DNA (Cann, 1989) and
nucleosomal templates in vitro (Li and Wrange, 1997). In concert
with this model, competitive displacement has been argued for
transcription factors (Nalley et al., 2006), and saturable DNA
response element binding has been assumed in a general quan-
titative model of eukaryotic transcription activation (Kim and
O’Shea, 2008). However, it remains to be determined if compet-
itive behavior and saturable binding are general properties of
highly dynamic eukaryotic transcription factors in vivo.
We have directly addressed this question using a well studied
sequence-specific DNA binding protein, the glucocorticoid
receptor (GR). We have examined competitive binding for this
receptor, using a pBox variant of the estrogen receptor with an
identical DNA binding specificity to GREs (Mader et al., 1989).
Competition was examined both in intact cells, using fluores-
cently tagged receptors and an amplified array of promoter
elements, and at a variety of response elements throughout
the murine genome, using chromatin immunoprecipitation. We
report that the two proteins fail to manifest significant competi-
tion when binding to the same response element. Indeed, at
a large subset of binding elements, we find that GR will ‘‘assist’’
binding of the ER pBox protein, even though they bind exactly
the same site. We present a model (assisted loading) under
which the interaction of multiple transcription factors to a given
response element is understood as a highly dynamic process.
Under this model, the direct participation of ATP-dependent re-
modeling complexes is central to a process of continual nucleo-
some reorganization and cycling.
RESULTS
Lack of Factor Competition at a Hormone Response
Element
We developed a fluorescence microscopy assay to measure the
steady-state binding of the GR and ER pBox to GREs in single
cells. When treated with an individual selective steroid hormone,
either GRor ERpBox individually associate with aGRE. However
in the presence of both Dexamethasone (Dex) and Estradiol (E2),
both receptors are concurrently competent to interact with the
GRE. The 6644 cell line was engineered to visualize this process
in single cells (see Experimental Procedures). The 6644 cell
line cultures, which express GFP-labeled GR (GFP-GR) and
mCherry-labeled ER pBox (Ch-ER pBox), were processed for
RNA FISH to detect transcription from a 200 copy tandem repeat
of MMTV LTR promoter-reporter cassettes that is integrated at
a single genomic site (termed the MMTV array). The MMTV
LTR contains well characterized GREs that are essential for
MMTV transcriptional activation (Figure S4A) (Ostrowski et al.,
1984; Payvar et al., 1983). Following simultaneous treatment
with Dex and E2, both labeled receptors concentrate in the
subnuclear region containing the MMTV array, which is clearly
identified by the RNA FISH signal (Figure 1A).
Figure S1 displays example fluorescent micrographs of cell
nuclei under all hormone treatment conditions. Automated
image analysis based on algorithmic identification of the RNA
FISH signal indicates that GR interacts at similar steady-state
levels following treatment with Dex alone or with both Dex and
E2 (Figure 1B). Surprisingly, ER pBox interacts at a greater
steady-state level in the presence of Dex and E2 compared to
treatment with E2 alone (Figure 1C). We refer to this phenom-
enon as ‘‘assisted loading.’’ Single cells that exhibit high levels
of GR/MMTV association also show high levels of ER pBox/
MMTV association (Figure 1D), suggesting that the local chro-
matin state regulates binding of the two receptors without
competition. FISH signal was also measured by the automated
analysis method, revealing that liganded ER pBox was much
weaker as a transactivator compared to liganded GR (Figure 1E).
Since total steady-state binding to the GRE was similar for
the two receptors under these conditions, this transcriptional
difference likely reflects divergent interactions with cofactors.
The interaction of ER pBox with the MMTV GREs is extremelytransient (Figures S1E and S1F), on the same time scale as those
reported previously for GR/MMTV interactions (Becker et al.,
2002; McNally et al., 2000). The hyper-dynamic interactions of
both receptors may permit both receptor types to alternately
bind the promoter without competing with one another (Fig-
ure 1F). This alternate transient binding of receptors without
measurable steady-state competition requires that the MMTV
GREs are unsaturated during hormone-dependent transcrip-
tional activation.
Biochemical Characterization of Assisted Loading
To extend our studies of the GRE saturation state, we employed
a modified version of a competitive-ChIP assay that can
measure the dynamics of TF binding if the REs are near
steady-state saturation (Nalley et al., 2006). These previous
studies, which showed competition between transcription
factors, were interpreted as evidence for TF/DNA interactions
on the time scale of many minutes. ChIP experiments using the
6644 cell line treated with a single ligand show that Dex causes
only GR to interact with the consensus GRE located in the B
nucleosome of the MMTV LTR promoter, while E2 causes only
ER pBox to interact with the same GRE (Figure 2A). Individually,
GR and ER pBox bind to the GRE at statistically identical steady-
state levels under these conditions. When both hormones are
added concurrently, there is no statistical decrease in the steady
state binding level of either receptor compared to binding levels
in the presence of their single respective hormones (Figure 2A).
In fact, as found with the imaging analysis, activation of GR
increases the level of ER pBox binding. Repeating these exper-
iments using the 7281 cell line, which was developed for addi-
tional overexpression of ER pBox (Figure S2B), also showed
no competitive binding behavior (Figure 2B). The lack of compe-
tition in these two cell lines again suggests that the GREs are far
from saturation.
We measured the fluorescence intensity of GFP and Cherry
proteins using a single dual tagged fusion protein (data not
shown), and employed this information to estimate the relative
expression of the GFP-GR and Ch-ER in the 6644 cell line and
7281 cell line based on nuclear fluorescence intensity. Since
these two cell lines respectively express over 33 and 103 fold
more Ch-ER pBox compared to GFP-GR (Figure 2C), and
GFP-GR is expressed at 23–53 fold endogenous GR levels (Fig-
ure S2A) it is unlikely that low receptor abundance is the cause of
noncompetitive behavior. Thus, ER pBox exhibits total steady-
state binding that is similar to GR binding levels measured by
imaging and biochemical assays, despite expression of ER
pBox at much higher levels compared to GR (Figures 1B and
1C and Figures 2A and 2C). Combined with the measurements
showing that increased expression causes increased steady-
state binding of ER pBox to the GRE (compare Figures 2A and
2B), these results indicate that ER-box protein may less effi-
ciently recruit cofactors that are required for efficient binding to
GREs in the context of chromatin. Providing further support for
this model, ER pBox shows a reduced ability to remodel the
MMTV GRE when compared to GR (Figures S4A and S4B). As
receptors bind alternately to the RE over time, GR could recruit
cofactors to efficiently bind and open the local chromatin struc-
ture. Following the transient binding and release of GR, ER pBoxCell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc. 545
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Figure 1. Single-Cell Level Analysis of Competitive Steroid Receptor Interactions with Chromatin
Treatment with Dex or E2 allows DNA-binding of GR or ER pBox, respectively.
(A) 6644 cell line cultures were treated for 30 min with both Dex and E2, then processed for RNA FISH to detect transcription from the MMTV array. The
micrographs display a single nucleus with each fluorescence channel shown separately andmerged in the overlay. Computationally defined ROIs for the nucleus
and MMTV array FISH signal are outlined in white.
(B–D) Based on automatic detection of the MMTV array FISH signal in large numbers of individual cells (n = 500 to 1000 per condition), steady-state receptor
interactions with the MMTV array are measured following 30 min hormone treatment. (D) The points of the scatter plot show the relative amount of GR and ER
pBox interaction with the MMTV array for individual cells within the Dex+E2 treated population, and the red line represents best fit relationship between these
parameters.
(E) The image analysis algorithm also simultaneously measures MMTV RNA FISH signal. Bars represent the mean of cellular measurements, error bars denote
SEM, and markers ‘‘a, b, and c’’ indicate homogenous statistical subsets of conditions. Each subset is considered to be statistically different because it consists
of measurements with HSD p values < 0.05 versus the values in another defined subset.
(F) Diagrams illustrate the dynamic interaction of GR protein and/or ER pBox protein with the chromatinized GRE located in the B-nucleosome region of the
MMTV-LTR promoter.
See also Figure S1.could then interact more efficiently with the more accessible
chromatin state at the GRE. Consistent with this model, con-
current treatment with Dex and E2 significantly increased the
binding of ER pBox to the MMTV GRE (Figure 1C [p value =
4.8 3 1013], Figure 2A [p value = 7.6 3 103], Figure 2B
[p value = 6.2 3 105]).
Reduction in GR Binding by Squelching with
Wild-Type ER
Wenext repeated the above experiments using the 7438 cell line,
which expresses Ch-ER wild-type (WT) protein, GFP-GR, and
contains the MMTV array integrated in the same genomic loca-
tion as 6644 cells. The Ch-ER WT protein differs from Ch-ER546 Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc.pBox protein by only three amino acids that are located in the
proximal zinc finger of the DNA binding domain (Mader et al.,
1989; Figures S2C and S2D]. Because of these three amino
acids, the ER WT protein binds to a consensus estrogen RE
(ERE) that is distinct from the consensus GRE (Figure S2E). As
expected, the Ch-ER WT protein does not interact with the
MMTV promoter in an estrogen-dependent manner when
measured by ChIP or a steady-state imaging assay (compare
Figures 2A and 2B with Figure 2D; also see Figure S2I). Compar-
ison of fluorescence intensities between the 6644 and 7438 cell
lines indicates that expression levels of GR/pBox ER andGR/WT
ER are nearly identical in the two cell lines (data not shown).
Thus, the levels of steady-state binding we measure for the ER
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Figure 2. Noncompetitive GRE Association Is Observed after
Increased Steroid Receptor Expression
ChIP assays measure the relative steady-state amount of MMTV B nucleo-
some GRE chromatin occupied by GR and ER pBox following 30 min hormone
treatment of the (A) 6644 cell line or (B) the 7281 cell line. (C) Parallel quanti-
tative microscopy experiments estimate the relative expression levels of the
GFP-GR and Cherry-ER pBox in these two cell lines. (D) ChIP assays measure
the relative steady-state amount of MMTV B nucleosome GRE chromatin
bound by GR and wild-type-ER in the 7438 cell line following 30 min of
hormone treatment. Bars represent the mean of biological repeats, error bars
denote SEM, and markers ‘‘a, b, and c’’ indicate homogenous statistical
subgroups of conditions. Each subset is considered to be statistically different
because it consists of measurements with HSD p values < 0.05 versus the
values in another defined subset. See also Figure S1 and Figure S2.pBox protein are due to specific ER pBox interactions with the
GRE, not secondary protein-protein interactions between the
two receptor complexes.
When cells are simultaneously treated with both hormones, we
detect a significant decrease in Dex-dependent GR binding to
the GRE (Figure 2D [p value = 2.4 3 106]) and Dex-dependent
activation of the MMTV promoter (Figure S2J [p value < 1 3
103]). These results are consistent with the previously reported
sequestration of cofactors by heterologous steroid receptors
(Kraus et al., 1995; Meyer et al., 1989), which suggest the
decrease in GR binding is unlikely to involve direct interactions
of ER WT with the MMTV promoter. Importantly, the decrease
in GR binding after simultaneous treatment with Dex and E2 is
a technical control, demonstrating that both imaging and
biochemical methods can detect decreases in steady-state
receptor/GRE binding (Figure 2D, and Figure S2H).
Our control experiments using Ch-ER WT strongly suggest
that protein-protein interactions are an unlikely mechanism in
targeting ER pBox to GREs. We sought an independent strategy
to confirm this. We performed a series of time-resolved ‘‘pulse-
chase’’ treatments using combinations of E2 and corticosterone
(Ct), the natural glucocorticoid ligand in rodents. Ct can be
rapidly washed out of cells, causing a rapid loss of GR binding
to GREs and a sharp decrease in GR-dependent transcription
(Stavreva et al., 2009). Following a concurrent 30 min pretreat-
ment with Ct and E2, maintaining dual hormone treatment for
an additional 30 min (or 15 min, data not shown) resulted in
a significant decrease of GR from GREs at the MMTV array
(histograms 2 versus 6, Figure 3A [p value = 8.9 3 103]) while
ER pBox significantly increased association with GREs at the
array (histograms 2 versus 6 in Figure 3B [p value = 7.0 3
109]). The opposing trends of GR and ER pBox binding during
the time course further validates chromatin remodeling as the
likely mechanism behind assisted loading. The decrease of GR
binding observed from 30 min to 60 min in presence of Ct plus
E2 is also observed in the continued presence of Dex alone, indi-
cating that the decrease in GR binding is not caused by compe-
tition from ER pBox. Additional supporting evidence comes from
re-ChIP experiments showing that GRE chromatin that is immu-
noprecipitated with an anti-GR antibody contains undetectable
levels of coassociated ER pBox protein (Figure S4C). Further
detailed in vitro characterization will be required to resolve the
mechanisms by which sequential factor binding leads to in-
creased chromatin accessibility and transcriptional activation.Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc. 547
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Figure 3. Pulse/Chase Experiments with Sequential Hormone
Treatments
Combinations of corticosterone (cort) or estradiol demonstrate assisted
loading of ER pBox protein even when assisted loading is anti-correlated with
GR binding levels at later time points. Cells were pre-treated with hormone for
30min, washedwith hormone freemedia, then treated for another 15 or 30min
(treatment time line shown in panel [C]). Following fixation, (A) GFP-GR or (B)
Ch-Pbox steady-state binding at the MMTV chromatin array wasmeasured by
fluorescence microscopy. Data are shown as the mean of automated mea-
surements from 500–1000 cells per conditions; error bars denote SEM. All
manipulations, including hormone addition, cell washing, cell fixation, and
microscopic imaging were performed by high-throughput automatedmethods
(see Experimental Procedures for details).
548 Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc.Assisted Loading at Multiple Endogenous Response
Elements
We have previously characterized global GR binding sites using
genome-wide ChIP-seq (John et al., 2011). To explore the satu-
ration-state at these endogenous sites, we performed manual
ChIP assays at multiple GREs throughout the genome. Figure 4
presents the findings for a GRE located near the Lcn2 gene and
another GRE located near the Slc5a5 gene (Figure 4). As was
found in the MMTV experiments, single steroid receptor binding
was not strongly reduced under concurrent binding conditions.
The slight reduction in GR binding during treatment with
Dex+E2 (Figure 4A) was not detected when the experiment
was repeated using the 7281 cell line (data not shown), which
expresses additional ER pBox protein, suggesting this trend is
due to technical variability in the quantitative ChIP assay. Inter-
estingly, the Lcn2 GRE behaves similarly to the MMTV LTR,
where concurrent receptor binding causes increased ER pBox
association with the target chromatin (assisted loading). In con-
trast, assisted loading on the target chromatin does not occur
at the GRE in the Slc5a5 locus. This distinct behavior caused
us to further investigate the difference between these two
genomic loci.
We have also performed genome-wide experiments to detect
DNaseI hypersensitive (DHS) chromatin regions, which are more
accessible to nuclear proteins compared to surrounding regions
of chromatin (Li et al., 2007). Interestingly, GR binding sites are
highly correlated with DHS regions across the genome (John
et al., 2008, 2011). Some DHS sites, such as the site near the
Lcn2 gene (Figure 4C) and the MMTV LTR (data not shown),
become accessible only when GR interacts with the colocalized
receptor binding site; we refer to this class of DHS elements as
de novo sites. Other DHS sites are hypersensitive before Dex
treatment (preprogrammed), for example the GRE near the
Slc5a5 gene (Figure 4D). These initial results suggests that GR-
dependent chromatin remodeling renders the chromatin more
accessible during transient GR/GRE interaction and this
‘‘open’’ site is then more frequently bound by ER pBox.
For a given genomic locus, the extent of chromatin accessibi-
lity can be represented as the peak of DHS sequence tag density
(see Figure S3 for additional examples). A large ratio of DHSpeak
tag density value in the presence of Dex over the DHS peak tag
density value in the absence of Dex indicates GR-dependent
reprogramming of the locus via chromatin remodeling, i.e.,
a de novo event. Considering the examples of GR binding sites
shown in Figure 4, the DHS tag density ratio for the Slc5a5 locus
is 1 (preprogrammed) and the DHS tag density ratio for Lcn2
locus is 55 (de novo). To generate a single parameter that
measures receptor competition or assisted receptor interaction
for a given GR binding site, we used the ratio of receptor specific
ChIP values in the presence of both hormones over the ChIP
values in the presence of the receptor-specific single hormone.
If this ChIP ratio is less than 1 it indicates that the specific
receptor is being competed off the site, and if the ChIP ratio is
greater than 1 it indicates that the specific receptor is assisted
in its interactions with the site. We performed this DHS ratio
versus ChIP ratio analysis on 15 different genomic GR binding
sites in triplicate (see Table S1A for loci and values). Data from
an additional 26 de novo sites are presented in Table S1B.
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Figure 4. Steroid Receptors Interact Noncompetitively with Endogenous GREs
ChIP assays results measure the relative steady-state amount of either (A) Lcn2 gene locus GRE or (B) Slc5a5 gene locus GRE chromatin bound by each receptor
following 30 min of hormone treatment. Experiments were performed using the 6644 cell line. Bars represent the mean of biological repeats and error bars
denote SEM. Genome browser tracks are show the results of genome wide DNase-Seq and GR ChIP-Seq at the region surrounding the (C) Lcn2 gene locus GRE
or the (D) Slc5a5 gene locus GRE. The GRE sequences, which were detected by bioinfomatics methods, are shown below the genome browser tracks. The
conserved hexameric GRE half-sites are underlined in green. See also Figure S3.At genomic sites with a high DHS ratio there is a significant
increase in GR-dependent assisted loading of ER pBox com-
pared to the sites with a low DHS ratio (Figure 5A and 5C
[p value = 5.0 3 103]). The average DHS ratio differs between
the two sorted groups of GR binding sites by approximately
49 fold (Figure 5E). MMTV chromatin structure is also extensively
remodeled when GR interacts with the B Nucleosome region
(Fletcher et al., 2002). As predicted by our previous experiments,
GR is not strongly competed away from the individual GR
binding sites regardless of their DHS ratio (Figure 5B) or from
statistical groups of sites that were sorted by DHS ratio (Fig-
ure 5D). Thus, like the GRE in the MMTV promoter, endogenous
GR binding sites are not saturated by steady-state receptor
interactions. Based on our results, GR-based competition for
REs is unlikely to occur at a significant number of genomic sites.
It is interesting to note that there is considerable variation in the
degree of assisted ER pBox loading at different genomic loci
(Figure 5A). We have observed that ‘‘de novo’’ remodeling sites
are differentially utilized in divergent differentiated cell lines
(John et al., 2011, 2008). This suggests that there are many
sub-types of ‘‘de novo’’ sites with distinct properties. These
varying properties could be dictated by many factors including:
local chromatin structure, covalent modifications of histones/
DNA, combinations of bound DNA-binding factors, or recruited
coregulatory proteins.Assisted Loading between Heterologous Transcription
Factors
Wehave shown here that the GR-dependent remodeling of chro-
matin correlates well with GR-assisted loading of ER pBox onto
target chromatin. While we interpret ‘‘assisted loading’’ of ER
pBox to be a consequence of GR-mediated chromatin remodel-
ing, it remains a formal possibility that pBox binding may be
a reflection of protein-protein interactions between GR and ER
pBox, or the recruitment of a factor that would be ‘‘left behind’’
after GR has left the site.
Our ongoing studies indicate that GR-dependent assisted
loading is not restricted to the ER pBox protein. For example,
we have observed GR assisted loading of endogenous AP-1
(Figure S5) at selected sites in the genome. Just as in the ER
pBox case, AP-1 binding is associated with GR-dependent
chromatin remodeling at the GRE. In agreement with studies
regarding transcription factor dynamics (Hager et al., 2009;
Becker et al., 2002; McNally et al., 2000), our current results
suggest that GR binds its site transiently and induces a chro-
matin remodeling event (Nagaich et al., 2004). This in turn makes
the remodeled region more accessible to other regulatory pro-
teins (Figure 6A). Through this ‘‘hit and run’’ mechanism,
dynamic GR interactions allow for the transmission of regulatory
information via chromatin to the machinery that regulates
transcription.Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc. 549
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Figure 5. GR-Dependent Chromatin Remodeling at Genomic GREs
Increases Concurrent Binding of ER pBox
Endogenous GRE loci were identified and characterized for DNase hyper-
sensitivity (DHS) by genomic techniques (see Experimental Procedures). The
DHS ratio (+Dex/-Dex) represents the degree to which chromatin accessibility
at a specific GRE is regulated by GR binding. The ratio of [ChIP measurements
in the presence of both Dex and E2] / [ChIP measurements in the presence of
a single hormone] provides a metric for receptor competition and assisted
receptor loading. The ChIP ratio is plotted for (A) ER pBox binding and (B) GR
binding at 15 genomic GREs with the indicated DHS ratios. Each scatter plot
point represent the mean of three independent ChIP experiments. The mean
(C) ER pBox ChIP ratio or (D) GR ChIP ratio is shown for groups of Genomic
GREs that were sorted based on DHS (+Dex/-Dex) ratio. The mean DHS
(+Dex/-Dex) ratio is shown for the same sorted groups. Error bars show the
SEM within the sorted groups of GRE measurements, n is the number of
different GRE loci in each statistical group. (C-E) ANOVA was used to evaluate
each pair of measurements, p values are displayed. See also Figure S4 and
Table S1.
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Figure 6. Mathematical Modeling Indicates that Dynamic Receptor
Exchange Produces Low GRE Occupancy and Prevents Receptor
Competition
(A) Diagram illustrates the dynamic steps of the ‘‘Hit and Run Cycle’’ over the
time scale of seconds.
(B) Stair plots illustrate a conceptual diagram for receptor(s) randomly binding
to a single GRE over time. As the GRE becomes occupied briefly, this is rep-
resented as a ‘‘step’’ transition to the bound state event. If binding events are
temporally sparse, the two receptors will not compete with each other for the
GRE. If the GR binding event causes a remodeling event (indicated by black
brackets), and another transcription factor attempts to bind before the chro-
matin modification is lost, then this results in assisted loading of the second
transcription factor. See Figure S6 for detailed quantitative simulation of the
model.
(C) The steady-state GRE occupancy calculated from averaged sets of 1000
single GRE Monte Carlo simulations. Each set of simulations was performed
using the ‘‘on’’ probability indicated on the horizontal axis.Monte Carlo Simulation of Steady-State Saturation
Mathematical modeling was employed to determine the degree
of steady-state saturation that accounts for the observed lack of
receptor competition (Figures S6A–S6C). In this case, simplified
stochastic receptor binding to a GRE is modeled by Monte Carlo
simulations in which random transitions between bound and
unbound state occur at a defined time step of 0.1 s. A simplified
conceptual representation of stochastic binding by two tran-
scription factors to a single RE illustrates how sequential binding
prevents observable competition but promotes assisted loading
(Figure 6B). In the illustration, each short-lived ‘‘step’’ represents
the transient occupancy of the RE by the transcription factor.
Binding and unbinding events are probabilistic in nature. How-
ever, some binding events lead to chromatin remodeling (Fig-
ure 6B, represented by black brackets), which in turn increase
the odds that a second factor will bind the RE.
To quantitatively model the short residence time that was
previously measured for the GR at the GRE (Becker et al.,
2002; McNally et al., 2000), the ‘‘off’’ or ‘‘unbinding’’ probability
of GR is set at 0.1 (10% chance of unbinding at each 0.1 s time
step). An ‘‘on’’ or ‘‘binding’’ probability that is a much lower value550 Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc.produces a GRE that has relatively long intervals between indi-
vidual GR binding events and is largely unoccupied over time
(Figure S6D, top stair plot). Under these ‘‘on’’/’’off’’ probability
conditions, the population of GREs are less than 10% saturated
at a steady-state level (Figure S6D, top panel mean values). If
concurrent binding of ER pBox is added to the model (S6D,
bottom stair plot), ER pBox binds in a similar way but only
reduces the steady-state occupancy of the GR by 7% (compare
Figure S6D, top and bottom panel mean values). This small
degree of competition is unlikely to be measurable by current
experimental methods. In contrast, when the ‘‘on’’ probability
is sufficiently increased, the dynamically interacting GR nearly
saturates the GRE (Figure S6E, top stair plot). Because the
GREs are almost constantly occupied under these conditions,
addition of concurrent ER pBox binding to the model leads to
a large amount of competition between the two receptors (Fig-
ure S6E bottom panel). Using this method to simulate ER
pBox-dependent competition of GR across a wide range of
‘‘on’’ probabilities reveals that the GREs are likely to be less
than 10% occupied during GR activation (Figure 6C).
DISCUSSION
There is emerging evidence that the vast majority of regulatory
elements in mammalian cells are distributed widely throughout
the genome, not in close proximity to target genes. In addition,
binding profiles for the transcription factors acting at these
elements are known to be highly cell specific. Thus, mechanisms
that control cell selective access to these sites are now under-
stood to be a critical feature of transcriptional regulation in higher
eucaryotes. The key issue is how access to these sites is initiated
and maintained during differentiation or in response to external
stimuli.
The local nucleosome structure at distal enhancers is
frequently characterized by high sensitivity to nucleolytic attack
(so-called hypersensitive sites). Motifs for multiple transcription
factors appear to be clustered in enhancer regions, suggesting
that one or more of these proteins could serve as ‘‘pioneer
factors’’ for initiation of a locally modulated nucleoprotein state
(Cirillo et al., 2002). Indeed, specific factors have been implicated
in the development of selective enhancer activity (Green and
Carroll, 2007) for proteins such as the estrogen receptor.
Essentially all of the information available for protein distribu-
tions, and chromatin sates, at enhancer elements has been ob-
tained with techniques (ChIP and DHS), that are by their nature
insensitive to dynamic processes. Furthermore, thesemethodol-
ogies provide population signals that are averaged across many
cells, potentially masking processes that may be quite complex
on the molecular time scale (Hager et al., 2009). We have ad-
dressed this issue directly for the glucocorticoid receptor. Pre-
vious studies (John et al., 2008) have shown that GR can act
both as a pioneer factor, opening local chromatin sites, and as
a partner factor, binding at sites with nucleosomes already in
transition under the direction of other factors. The studies pre-
sented here were initiated to address a simple tenet; if GR
action at a given response element moves the enhancer struc-
ture from one static state (inaccessible DNA; closed chromatin
configuration) to an altered state with a modified nucleosome
structure and DNA bound receptor, then increasing concentra-
tions of receptor protein in the cell should compete for this
binding state on a simple mass action law. Such a result has in
fact been observed for GR binding to nucleosomal structures
in vitro (Li and Wrange, 1997).
In contrast to the expected results, we find that the ER pBox
protein, which binds the identical GRE recognition element, will
not compete for binding to GRE sites in the MMTV promoter in
living cells. Furthermore, under the condition where ER pBox is
activated concurrently and allowed to bind to sites in the
promoter array, GR not only will not compete for ER pBox
binding, but actually increases the level of ER pBox protein
associated with the array. These findings are most directly inter-
preted under the ‘‘hit-and-run’’ model for transcripiton factoraction (Hager et al., 2002; McNally et al., 2000). Since the re-
ceptor is only briefly resident on its binding site in living cells,
the condition of competition under mass action (observed
in vitro) cannot hold under the physiologically relevant conditions
in living cells. According to our computational binding model,
this result is only possible if less than 10% of the chromatin sites
are steady-state occupied by receptor over time (see Figure 6).
Because both transcription factors dynamically interact with
REs on the time scale of seconds, we propose that the lack of
saturation is due to the balance of association and dissocia-
tion rates (association < < dissociation). This low steady-state
site occupancy has been predicted by quantitative studies of
diverse TFs which act combinatorially to directDrosophila devel-
opment (Segal et al., 2008). Low occupancy of binding sites due
to dynamic and probabilistic TF-chromatin interactions is also
consistent with stochastic transcription observed at the single-
cell level (Kaufmann and van Oudenaarden, 2007; Darzacq
et al., 2007; Voss et al., 2009; Kim and O’Shea, 2008).
Taken together, these diverse studies argue against a mecha-
nism of highly ordered and sequential binding of transcription
factors in a long-lived multi-protein complex, which would be
predicted to nearly saturate binding sites in chromatin. Our
model does not exclude the near saturation of REs by extremely
high intranuclear concentrations of transcription factors, but it is
not clear that such levels are ever achieved. We do not observe
competition between steroid receptors at levels as high as
10- fold over endogenous concentrations, and we predict that
most REs are unsaturated during physiological transcriptional
activation. The observation that TF binding sites are largely
unsaturated in vivo should be incorporated into current quantita-
tive models that utilize steady-state biochemical data to model
transcriptional regulation (Kim and O’Shea, 2008; Granek and
Clarke, 2005; Wasson and Hartemink, 2009).
We propose that a critical feature of GR action is the recruit-
ment of remodeling activity that opens the local nucleosome
structure. Earlier studies in an in vitro reconstituted chromatin re-
modeling system (Nagaich et al., 2004) showed that GR recruits
the Swi/Snf complex to remodel MMTV nucleosome B, but the
receptor itself is ejected from the template. During this process,
sites are transiently available for binding by the ER pBox protein
(Figure 6A). We further propose that the lifetime of the ‘‘remod-
eled state’’ is significantly longer than the actual resident time
for receptor on DNA. Thus, GR will assist loading of the ER
pBox protein because of the recruited remodeling activity. A
corollary of this proposed mechanism is that ER pBox is ineffec-
tive in recruitment of the relevant remodeling system for the
MMTV GRE. Indeed, we have recently described a remarkable
site specificity for recruitment of remodeling systems by GR
(John et al., 2008). This model is also consistent with work
from the Kornberg group (Boeger et al., 2008) on the dynamics
of nucleosome exchange at the Pho5 promoter in yeast. These
investigators argue that the change in occupancy of regulatory
nucleosomes results from a shift in the relative rate of assembly
and disassembly, rather than from a static displacement of
nucleosome components.
A specific prediction of the assisted loading model is that GR
enhancement of ER pBox binding should correlate directly with
its pioneering role in chromatin opening. We therefore examinedCell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc. 551
the effect of GR action on ER pBox binding at specific binding
elements throughout the genome. For those elements where
chromatin is already in transition (‘‘pre-programmed’’) prior to
GR activation, there is no assisted loading effect on ER pBox
binding (Figure 5). In these cases, the remodeled state is already
in effect under the direction of unknown factors; thus further
recruitment of GR to these sites has little effect. However, for
those cases where GR itself initiates the remodeled state (‘‘de
novo’’ sites), there is a dramatic effect on cobinding by ER
pBox. These results are in direct support of the assisted loading
model.
The findings discussed here represent a specific case of what
is likely a general mechanism. Mobilities for a significant number
of transcription factors at site-specific response elements
have now been studied, and the vast majority of these studies
report rapid exchange characteristics. Furthermore, multiple
factor binding motifs have been reported at many enhancer
elements, and emerging studies indicate that many collaborating
factors can function at a given enhancer element. We suggest
that the mechanisms underlying the complex actions of multiple
binding proteins in initiating and maintaining the activity of
cell-specific enhancer elements are likely to be highly dynamic,
as described here for elements involving the glucocorticoid
receptor.
EXPERIMENTAL PROCEDURES
Plasmid Construction and Generation of Inducible Cell Lines
The coding sequence of human estrogen receptor with the three amino acid
pBox mutations (from pHE82, (Mader et al., 1989) fused to the GFP coding
sequence in the Clonetech EGFP-C1 plasmid backbone was a gift of Paul
Yen. Using BspE I and Mfe I restriction enzymes, the ER pBox coding
sequence was cloned in frame with mCherry in a shuttle vector, which was
described previously (pCh-C1, (Voss et al., 2009).Using Age I andMfe I restric-
tion enzymes, the mCh-ER pBox coding sequence was then transferred to
a tet-inducible retroviral vector (pRev-TRE link, (Voss et al., 2009), producing
the pRev-TRE-Link ER pBox vector. The nucleotides containing the pBox
mutations were replaced with corresponding sequence from the GFP-ER
WT plasmid by restricting with Not I and Mfe I to generate the prev-TRE-
Link ER WT plasmid.
Retroviral particles were produced in phoenix cells by standard methods.
Mouse mammary carcinoma 3617 cells, which contain the integrated
MMTV-reporter gene array and a tet-inducible GFP-GR expression vector
(Walker et al., 1999) were infected with retroviral particles encoding tet-regu-
lated Ch-ER pBox or Ch-ER WT to produce the 6644 cell line or 7438 cell
line, respectively. Cells with integrated retrovirus were selected with Hygrom-
ycin for at least 14 days prior to the start cell line characterization. For mainte-
nance, 6644 and 7438 cells were cultured with DMEMsupplementedwith 10%
fetal calf serum and 5 mg/ml tetracyclin to repress expression of the tet-regu-
lated fusion proteins (Walker et al., 1999). In the presence of tetracycline, there
was minimal GFP and Cherry signal detectable by fluorescence microscopy in
any of the cell lines (data not shown).
RNA Fluorescence In Situ Hybridization and Epifluorescence
Microscopy
18 hr prior to RNA fluorescence in situ hybridization (FISH) experiments, 6644
and 7438 cells, were plated on number 1 German 22 mm 3 22 mm square
coverslips in DMEM supplemented with 10% charcoal-stripped calf serum.
Tetracycline was omitted from themedium to induce expression of the fluores-
cent fusion proteins. Cells on coverslipswere treatedwith no homonemedium,
100 nM Dex, 100 nM E2, or a combination of 100 nM Dex and 100 nM E2 for
0.5 hr then immediately processed for RNA FISH to detect the MMTV
controlled reporter gene as previously described (Voss et al., 2009). 3D552 Cell 146, 544–554, August 19, 2011 ª2011 Elsevier Inc.fluorescent image stacks of randomly selected fields were acquired using a
Deltavision digital deconvolution microscope exactly as previously described
(Voss et al., 2009).
Automated Image Analysis
Digitally deconvolved RNA FISH/Fluorescent fusion protein images were sub-
jected to two different automated analysis algorithms. Both of these auto-
mated methods were developed and implemented using Matlab software
and image processing and statistics toolboxes. The first algorithm, which
depends on the RNA FISH signal, was executed exactly as previously
described (Voss et al., 2009). Briefly, the algorithm measures the maximal
GFP or RFP signal that colocalizes with the RNA FISH signal region of interest
and also measures the nucleoplasmic GFP or RFP mean intensity. The ratio of
the FP intensity at the RNA FISH signal over the nucleoplasmic signal, which
we term the loading ratio, is a measure of steady-state GFP-GR, Ch-ER
pBox, or Ch-ER WT enrichment at the MMTV array in each single cell. The
second algorithm measures GFP-GR, Ch-ER pBox, or Ch-ER enrichment at
the MMTV array independently of the RNA FISH signal ROI. The FP-images
are first processed with both linear and anisotropic filters to reduce fine scale
noise. Then edge detection based methods are used to segment all subnu-
clear structures into ROIs. Measurements of intensity, area, etc are taken for
all subnuclear ROIs. A manually selected test set containing approximately
1003 GFP-GR ‘‘strong array ROIs’’ was established based on subnuclear
morphology of the GFP-GR signal in each nucleus. Unambiguous selection
of manual ‘‘strong array ROIs’’ was aided by also confirming colocalization
with the RNA FISH signal in each nucleus. Statistical analysis of the ‘‘strong
array ROIs’’ and all other ‘‘nonarray’’ ROIs in the test set identifies specific
measurement parameters which can identify only the ‘‘strong arrays.’’ These
specific parameter values are then applied to the experimental measurements
of all subnuclear ROIs. Strength of FP-receptor/MMTV array interactions in the
cell population are reported as the fraction of cells with detectable FP-
Receptor/MMTV array binding.
High-Throughput Microscopy Methods for Time-Course
Experiments
Cultures of 6644 cells were seeded in 96-well thin glass bottom imaging plates
(Matrical Biosciences) and grown for 18 hr - tetracycline to induce expressionof
FP-fusion proteins. A separate imaging plate was prepared for each time point.
Using the multi-dispense head of a Janus automated liquid handling robot
(Perkin Elmer Health Sciences), all hormone pre-treatment media were added
simultaneously to the specific wells of the imaging plate. The plates were then
incubated for 30 min at 37C with 5% CO2. A BioTek EL 406 automated plate
washer then rapidly washed the plates 63 (total time less than 2 min) with
hormone free media. The Janus then again simultaneously added all indicated
treatmentmedia to thespecificwellsof theplate. Theplateswere returned to the
incubator for the indicated time, and were then fixed with 4% formaldehyde/
PBS from an automated Thermo MultiDrop dispenser. To ensure that the
washout was complete, RNA FISH was performed to detect transcript from
the MMTV chromatin array reporter gene (data not shown). Following staining
of the nuclei with Dapi, the wells of the plates were imaged using a 403 water
immersion objective (resultant image pixel size = 320 nm) and an Opera high-
throughput spinning-disk confocal microscopy system (Perkin Elmer Health
Sciences). Multiple image fields in each micro-well were blindly selected and
z-stack images of the entire cell volume were captured (9 optical sections at 1
micron spacing). Images were automatically analyzed using custom Matlab
algorithms that identify the GFP-GR or Ch-ER pBox proteins concentrating at
the MMTV array structure as described in the preceding section.
Chromatin Immunoprecipitation Assays
Chromatin immunoprecipitations (ChiP) were performed essentially as
described in standard protocols (Upstate), with some optimization (John
et al., 2008). Briefly, cells were treated for 30 min with 10% CSS medium
supplemented with either vehicle, 100 nM dexamethasone, 100 nM Estradiol,
or a combination of the two hormones. Incubation with 1% formaldehyde
for 10 min at 37C fixed the cells. Subsequent, addition of 150 mM glycine
quenched the crosslinking reaction for 10 min. Input material for each immu-
noprecipitation sample contained 100 ug of soluble, sonicated chromatin.
Crosslinked protein-DNA complexes were precipitated with an anti-GR anti-
body cocktail (5 mg of PA1-511A antibody, ABR, 5 ug of MA1-510 antibody,
ABR and 1 ug of sc-1004, Santa Cruz) or an anti-ER antibody cocktail (1 ug
of sc-543, Santa Cruz and 2 ug of ms-315-P1ABX, Labvision / Thermo Scien-
tific). DNA isolates from immunoprecipitates were used as templates for real-
time quantitative PCR amplification. All ChIP experiments were performed at
least three times.
Meta-Analysis of Genome-wide DNaseI Hypersensitivity Data
and Genome-wide ChIP-Seq Data
We utilized genome-wide profiles of GR ChIP and DNaseI hypersensitivity in
the parental cell line 3134 that we characterized elsewhere (John et al.,
2011). Briefly, two biological replicates of DHS samples from cells either unsti-
mulated or stimulated with Dex for 1 hr were subjected to deep sequencing by
Solexa/Illumina Genome Analyzer. After confirming replicate reproducibility,
sequence tags from duplicates were pooled to generate tag density profiles
for Dex-treated and untreated samples. For GR ChIP-seq, triplicate samples
were sequenced and the highest quality/resolution dataset was chosen to
generate tag density profile. DHS sites were identified as ‘hotspots’ of DNaseI
sensitivity by an algorithm that accounts for local variabilities due to mappabil-
ity and other biases (John et al., 2011). GR ChIP hotspots were similarly iden-
tified after DNA input adjustment, and more narrowly defined 150 bp-width
‘peaks’ within hotspots were obtained by a specific algorithm (John et al.,
2011). Two subsets of GR ChIP peaks were retrieved based on whether the
chromatin accessibility was dramatically increased or unchanged after Dex
treatment, as measured by DHS tag density. We selected a small number of
GR binding sites by requiring a reproducibly strong GR tag density signal
and a high scoring GRE sequence (position p value < 0.0001 from a genome
scan by MAST, using a de novo discovered GRE position weight matrix from
a MEME analysis on GR ChIP peaks (see John et al., 2011). Combining this
information allowed us to identify two distinct classes of GR binding sites.
The first class exhibits a high level of DNase accessibility before GR binding
and during GR binding. The second class of sites is resistant to DNase
cleavage before GR binding but becomes much more accessible after GR
binding. There were relatively few robust examples of the first class, and top
five sites on the list were selected for manual ChIP analysis. For the second
class, the top 10 sites were selected for manual ChIP analysis.
Computer Modeling of RE Occupancy
A kinetic Monte Carlo model (Burghaus et al., 2006) was implemented in the
Matlab computing environment to simulate the occupancy of REs in the pres-
ence of a single RE targeted TF, or two separate RE targeted TFs. The GRE in
this simplified model is considered to be in one of two states, unoccupied or
occupied by a transcription factor. At each discrete time step, any GRE in
an unoccupied state randomly transitions into an occupied state based on
an association or binding probability that is defined by the model. In this
scheme, any GRE in the occupied state randomly changes to the unbound
state based on the dissociation or unbinding probability per time step. The
experimentally measured dynamic interactions are temporally over-sampled
in the simulation by setting the discrete time step to 100 ms. For each RE
the occupancy state was tracked for 10003 time steps (Figure S6B). Graphical
examination revealed that the RE reached steady state by 4003 time steps for
all tested association/dissociation probabilities (data not shown). The subse-
quent 6003 time steps were averaged to calculate the steady-state mean
occupancy and other mean parameters over a simulated 60 s time interval.
To model a population of REs in many cells the kinetic simulation was run
10003 (Figure S6C). When both TFs were simultaneously binding to the RE
in the model, the two TFs were given equal probability (0.5 probability each)
to bind first to any unoccupied RE. Modeling this equal binding probability
characteristic (which takes differences in expression levels into account)
was consistent with the similar steady-state GRE occupancy observed for
GR and ER pBox binding in imaging and ChIP experiments in 6644 cells (Fig-
ure 1, Figure 2, and Figure 4).
Western Blots
Cultures of 3617 cells were grown without tetracycline, trypsinized, counted,
and lysed in SDS-PAGE sample buffer at 95C for 5 min. The final concentra-tion of cells in the lysis buffer was 10,000 cells per ul. The lysates (10 ul) were
separated by electrophoresis on a 3%–8% TAE Novex gel. Following transfer
to nitrocellulose membranes, the western blots were stained with Poneau
S stain and scanned to evaluate the consistency of protein loading, electro-
phoresis, and transfer. The primary anti-GR antibody (PA1-511A,1 Affinity
Bioreagents / Thermo Scientific) or anti-ER antibody (ms-315-P1ABX, Labvi-
sion / Thermo Scientific) was diluted 1:1000 in TBST, 5% milk and incubated
with the membranes overnight at 4C. Following washing, the membranes
were probed with HRP conjugated secondary antibodies. After further
washing, the membranes were visualized with Super Signal Pico detection
reagent (Pierce) and images were captured on X-ray film.Statistical Analysis
Data were obtained from at least three biological repeats. Statistical analysis of
measurements from whole cultures (biochemical assays) or individual cells
(microscopy assays) was performed using SPSS16 software. In brief, means
and standard errors were calculated, and then significant differences were
determined by analysis of variance (ANOVA) combined with the Tukey’s
HSD multiple comparison post hoc test (alpha set at 0.05 to define homoge-
nous subsets of conditions within a given assay). Therefore, each subset is
considered to be statistically different because it consists of measurements
with HSD p values < 0.05 versus the values in another defined subset.SUPPLEMENTAL INFORMATION
Supplemental Information includes Extended Experimental Procedures,
six figures, and one table and can be found with this article online at
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