Biflatness of ${\ell}^1$-semilattice algebras by Choi, Yemon
ar
X
iv
:m
at
h/
06
06
36
6v
4 
 [m
ath
.FA
]  
10
 M
ay
 20
07
BIFLATNESS OF ℓ1-SEMILATTICE ALGEBRAS
YEMON CHOI
1. Introdution
The notion of amenability for Banah algebras has reeived muh attention sine its
introdution in the 1970s. If G is a loally ompat group, a elebrated theorem of
B. E. Johnson states that the onvolution algebra L1(G) is amenable if and only if G
is an amenable group.
ℓ1-onvolution algebras may also be dened for general (disrete) semigroups: here
the problem of haraterising amenability of the algebra in terms of the underlying
semigroup seems not to admit suh an elegant answer. One family of semigroups where
a omplete haraterisation has been known for some time is the lass of semilatties.
If S is a nite semilattie then its ℓ1-onvolution algebra AS is amenable. Conversely,
if S is an innite semilattie, then by [4, Theorem 10℄ AS annot be amenable.
A weaker notion than amenability is biatness. In this paper we show that if L is
a semilattie then AL is biat preisely when L is \uniformly loally nite" (a notion
that will be dened in due ourse). Our proof tehnique shows in passing that if AL
is biat then it is isomorphi as a Banah algebra to the Banah spae ℓ1(L) equipped
with pointwise multipliation (this latter algebra is in fat known to be biprojetive, a
property of Banah algebras that is in general stronger than biatness).
Remark. The original motivation for the work done here was somewhat indiret. In
the artile [2℄ it was shown that for every semilattie S the algebra AS is simpliially
trivial, that is, has vanishing simpliial ohomology in degrees 1 and above. Sine every
biat Banah algebra is simpliially trivial (see e.g. [3, Propn 2.8.62℄) it is natural in
light of [2℄ to enquire just when AS is biat.
Overview of this article. We have tried to make this artile reasonably aessible
to both funtional analysts and semigroup theorists. To keep our aount to a reason-
able length we have omitted several routine proofs whih an instead be found in the
referenes ited.
After some preliminary material, in Setion 3 we make some elementary observations
about norms of diagonals for nite-dimensional algebras. In Setion 4 we speialise
to the ase of the Shutzenberger representation of a loally nite semilattie, and in
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Setion 5 we assemble these observations to state and prove our main results (Theorems
5.5 and 5.6).
We nish by skething how one an extend or build on the alulations of this artile
to haraterise biatness of the ℓ1-onvolution algebra of a Cliord semigroup in terms
of its set of idempotents and its group omponents. The preise formulation is in
Theorem 6.1. While this result generalises those for the semilattie ase, we feel it is
learer and more natural { at least in our approah { to prove the speial ase rst and
then dedue the general ase.
2. Definitions and preliminaries
General notation. We use | | to denote the ardinality of a set. If E is a (omplex)
vetor spae and F a vetor spae of linear maps E→ C, we denote the orresponding
pairing F×E→ C by 〈 , 〉: thus given x ∈ E and ψ ∈ F we write 〈ψ, x〉 rather than
ψ(x).
The partial order on a semilattice.
Definition 2.1. Reall that a semigroup S is said to be a semilattie if it is ommuta-
tive and eah element of S is idempotent. The anonial partial order on a semilattie
S is given by
e  f ⇐⇒ ef = e
We reall for later onveniene that the greatest lower bound ormeet of two elements
s, t ∈ S, with respet to this partial order, is nothing but their produt st. In partiular,
a minimal element of the partially ordered set (S,) is nothing but a zero element of
S, i.e. an element θ satisfying xθ = θ = θx for all x ∈ S.
Notation. If (P,) is a partially ordered set we let
(x]P := {y ∈ P : y  x}
We shall sometimes drop the subsript and write (x] if it is lear whih partially ordered
set we are referring to.
Definition 2.2. Let P be a partially ordered set and let D ⊆ P. We say that D is a
downwards-direted set or downset in P if it has the following property:
if x ∈ D, y ∈ P and y  x then y ∈ D
The following observations are immediate from the denition of the anonial partial
order.
Lemma 2.3. Let S be a semilattie, equipped with the anonial partial order. If
x, y ∈ S then x  y if and only if y divides x, i.e. if and only if there exists z ∈ S
with x = yz. Hene for eah f ∈ S, (f]S = fS = Sf is just the ideal generated by f.
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More generally, any downset in S is an ideal in S, hene is in partiular a
subsemigroup of S.
We are interested in how the struture of a semilattie S is reeted in properties of
its ℓ1-onvolution algebra, whih will be denoted throughout by AS. (Reall that AS
is the Banah algebra obtained by ompleting the semigroup algebra CS with respet
to the ℓ1-norm; see [1, Example 1.23℄ or [3, Example 2.1.23(v)℄ for further details).
Notation. The anonial basis vetors in AS will be denoted by (es)s∈S, where es is
the funtion S→ C that is 1 at s and 0 everywhere else.
By denition of the onvolution produt in AS, eset = est for all s, t ∈ S.
Biflatness and amenability for Banach algebras. Most of the bakground on
Banah algebras, modules and tensor produts that is needed may be found in [1℄: in
partiular if X and Y are Banah spaes we denote their projetive tensor produt by
X⊗̂Y. We dier from the notation in [1℄ slightly in that we denote the dual of a Banah
spae E by E ′; similarly if f : E → F is a bounded linear map between Banah spaes
then the adjoint map F ′ → E ′ will be denoted by f ′. (This follows the notation in [3℄
for instane.)
To avoid umbersome repetition, we adopt the onvention that if X, Y are Banah
A-modules, an A-module map from X to Y will always mean a bounded linear map
X→ Y whih respets the A-ation.
Notation. If A is a Banah algebra then the linearised produt map π : A⊗̂A→ A is
dened by
π(a ⊗ b) := ab (a, b ∈ A)
Although we shall not need to onsider amenability in any detail, we shall in proving
our main result make use of the notion of a virtual diagonal.
Definition 2.4 (see [1, x43℄). Let A be a Banah algebra: then A and A⊗̂A, and hene
their respetive seond duals, may be regarded as A-bimodules in a anonial way. A
virtual diagonal for A is an element M ∈ (A⊗̂A) ′′ with the following properties:
• aM = Ma
• aπ ′′(M) = a = π ′′(M)a
for all a ∈ A.
A Banah algebra with a virtual diagonal is said to be amenable.
The notion of biatness is perhaps less well-known than that of amenability. There
are several equivalent haraterisations of biatness for Banah algebras; we shall use
the following one.
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Definition 2.5 (f. [8, Exerise VII.2.8℄). Let A be a Banah algebra. A is biat if
there exists an A-bimodule map σ : A→ (A⊗̂A) ′′ suh that the diagram
A
σ
✲ (A⊗̂A) ′′
A ′′
π ′′
❄
κ
✲
ommutes, where κ : A→ A ′′ is the natural embedding of A in its seond dual.
Given C ≥ 1, we say that A is C-biat if the map σ an be hosen to have norm less
than or equal to C.
Remark 2.6. If A is biat and unital, with identity 1, then it is easily heked that
σ(1) is a virtual diagonal for A; in partiular, A is amenable.
We shall not disuss the preise onnetion between amenability and biatness here.
However, the following example will play a key role in what follows.
Example 2.7 (Example of a non-amenable, biat Banah algebra). Let Ω be any
set and let (δω)ω∈Ω denote the standard basis of ℓ
1(Ω). We may equip ℓ1(Ω) with
pointwise multipliation, i.e.
δαδβ :=
{
δα if α = β
0 otherwise
This makes ℓ1(Ω) into a Banah algebra, whih will be denoted throughout by P(Ω).
We laim that this Banah algebra is biat: indeed, the map σ : P(Ω)→ (P(Ω)⊗̂P(Ω)) ′′
dened by
σ(δω) := δω⊗ δω (ω ∈ Ω)
satises the properties required in Denition 2.5. On the other hand, if Ω is innite
it is well-known that P(Ω) annot be amenable (as it has no bounded approximate
identity; see [3, Theorem 2.9.65 and Example 4.1.42℄ for details).
Remark. The argument above shows that P(Ω) is in fat a biprojetive Banah alge-
bra: that is, the map σ in the denition of biatness an be hosen to take values in
P(Ω)⊗̂P(Ω) ⊆ (P(Ω)⊗̂P(Ω)) ′′. We shall not disuss biprojetivity in this artile.
Properties of ℓ1. It is evident from the denitions above that a onrete piture of
the AS-bimodule AS⊗̂AS will be helpful for our investigations. Sine the underlying
Banah spae of AS is ℓ
1
, we pause to reall some trivial but useful observations about
ℓ1-spaes.
Remark 2.8. If X is a non-empty subset of Y then we may identify ℓ1(X) with a
losed, omplemented subspae of ℓ1(Y), namely the spae of all elements of ℓ1(Y)
whose support is ontained in X. We may go on to identify the bidual ℓ1(X) ′′ with a
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losed omplemented subspae of ℓ1(Y) ′′, namely the annihilator of ℓ∞(Y \ X) viewed
as a subspae of ℓ∞(Y).
If X and Y are two sets then it is well known that there is an isometri linear iso-
morphism ℓ1(X)⊗̂ℓ1(Y)→ ℓ1(X×Y): see e.g. [3, Examples 2.1.24℄. Thus the underlying
Banah spae of AS⊗̂AS is ℓ
1(S× S), and the bimodule ation on ℓ1(S× S) is uniquely
dened by requiring that
ex · e(s,t) := e(xs,t) and e(s,t) · ex := e(s,tx) (s, t, x ∈ S)
and extending by linearity and ontinuity.
In what follows we shall repeatedly use the following well-known observation, without
further omment:
Fact. Let E be a Banah spae, let Ω be a set and let T : ℓ1(Ω) → E be a bounded
linear map. Then
‖T‖ = sup
ω∈Ω
‖T(δω)‖
where (δω)ω∈Ω is the anonial unit basis of ℓ
1(Ω). Conversely, if f : Ω → E is a
bounded funtion, there exists a unique bounded linear map f˜ : ℓ1(Ω) → E whih
satises
f˜(δω) = f(ω) for all ω ∈ Ω.
The proof of this observation needs only the triangle inequality and the denition
of the ℓ1-norm, and is left to the reader.
3. Isomorphism onstants and diagonals in the finite dimensional setting
Definition 3.1. Let A be a omplex algebra, and let π : A ⊗ A → A denote the
linearisation of the produt map. An element ∆ ∈ A⊗A is alled a diagonal for A if
• a · ∆ = ∆ · a
• π(∆)a = a = aπ(∆)
for all a ∈ A.
Remark. If A is a nite-dimensional amenable Banah algebra, then any virtual diag-
onal for A is in fat a diagonal for A (sine (A⊗̂A) ′′ = A⊗A).
Let Φ be any nite set and equip the vetor spae CΦ with pointwise multipliation.
Then C
Φ
has a unique
1
diagonal, namely ∆Φ =
∑
i∈Φδi ⊗ δi where δx denotes the
standard basis vetor in C
Φ
orresponding to the element x ∈ Φ.
Suppose furthermore that A is another omplex algebra and that we have an algebra
isomorphism α : CΦ→ A. Then A has a unique diagonal ∆ :=∑x∈Φα(δx)⊗ α(δx).
1
Uniqueness is easily heked by solving the identities δjM = Mδj for j ∈ Φ and π(M) =
∑
i∈Φ δi,
where M is a Φ ×Φ matrix. In this ontext π orresponds to `restrition of a matrix to its diagonal
entries'.
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Pik a basis for A, say {ei : i ∈ I} for some index set I. Suppose also that with
respet to the bases {δx} and {ei} the linear map α has a real-valued matrix, i.e.
α(δx) =
∑
s∈I
M(s, x)es
for some funtion M : I× I→ R. Then
∆ =
∑
x∈Φ
α(δx)⊗ α(δx)
=
∑
x∈Φ
(∑
s∈I
M(s, x)es
)
⊗
(∑
t∈I
M(t, x)et
)
=
∑
(s,t)∈I×I
(∑
x∈Φ
M(s, x)M(t, x)
)
es⊗ et
We apply this as follows. Equip A with the ℓ1-norm with respet to the basis (ei)i∈I
(this need not be an algebra norm on A, although in the ases of interest to us it will
be). We then equip A⊗ A with the orresponding ℓ1-norm (with respet to the basis
(es⊗ et)s,t∈I).
There is then a rude lower bound
(1)
‖∆‖1 =
∑
(s,t)∈I×I
∣∣∣∣∣∑
x∈Φ
M(s, x)M(t, x)
∣∣∣∣∣
≥
∑
s∈I
∣∣∣∣∣∑
x∈Φ
M(s, x)M(s, x)
∣∣∣∣∣ =∑
s∈I
∑
x∈Φ
M(s, x)2
Therefore, if we equip C
Φ
with the ℓ1-norm (with respet to the basis (δx)) we nd
using the Cauhy-Shwarz inequality that
(2)
‖α‖ = sup
x∈Φ
‖α(δx)‖1 = sup
x∈Φ
∑
s∈I
|M(s, x)|
≤ sup
x∈Φ
|I|1/2
(∑
s∈I
M(s, x)2
)1/2
≤ |I|1/2
(∑
x∈Φ
∑
s∈I
M(s, x)2
)1/2
≤ |I|1/2‖∆‖1/2
We shall apply these general estimates below to the speial ase of the Shutzen-
berger representation of a nite semilattie. The full denition will be given in the next
setion: we remark that in this ase one has an algebra isomorphism Sch : AL→ CL,
and if in the above we take Φ = L, A = AL and α = Sch
−1
then M turns out to be the
Mobius funtion for L.
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4. The Sh

utzenberger representation
The alulations that follow are inspired by the presentation in [11℄, although our
notation will dier slightly. We remark that the onstrutions in [11℄ are muh more
general than is needed for our work: most of what we need has been known for over
30 years and goes bak to results of Solomon (see also [6℄ for a onise aount).
Notation. If S is a semilattie we shall write S◦ for the underlying set of S.
Definition 4.1. Let S be a semilattie equipped with its anonial partial ordering.
We dene a bounded linear map SchS : AS→ ℓ∞(S◦) by
SchS(et) := 1(t]S (t ∈ S)
where 1X denotes the indiator funtion of a subset X ⊆ S
◦
.
SchS is the Shutzenberger representation of S. If it is lear whih semilattie we
are working with we shall oasionally suppress the S and simply write Sch.
Cruially for what follows SchS is an algebra homomorphism (the easiest way to see
this is to hek that SchS(est) = SchS(es)SchS(et) for all s, t ∈ S). See, e.g. [6℄ for more
on the properties of Sch (at least for the ase where S is a nite semilattie).
Remark. In eet Sch represents the onvolution algebra AS as an algebra of funtions
on some arrier spae. In this ontext, note that the Gelfand transform of AS has the
form AS → C0(Ŝ) where Ŝ is the spae of haraters on S. Now for any semilattie
there is a anonial inlusion S◦ ⊂ ✲ Ŝ, giving us a \restrition map" ℓ∞(Ŝ)→ ℓ∞(S◦);
the omposition
AS ✲ C0(Ŝ) ⊂ ✲ ℓ
∞(Ŝ) ✲ ℓ∞(S◦)
is just Sch.
Notation. We denote basis vetors in c0(S
◦) by δx, for x ∈ S: that is, δx(t) is dened
to be 1 when t = x and 0 otherwise.
Note that if L is a nite unital semilattie then
(3) SchL(et) =
∑
s∈(t]L
δs (t ∈ L)
and we may regard SchL an algebra homomorphism AL→ CL. A diret omputation
then shows that SchL is invertible, with
(4) Sch
−1
L (δx) =
∑
y∈(x]L
µ(y, x)ey
where µ is the Mobius funtion for L. (For the denition and basi properties of the
Mobius funtion of a loally nite poset, see [10, xx3.6{3.7℄.)
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Norm estimates for Sch : AL → P(L◦). Note that sine L is a nite semilattie it
has a least element, whih we denote by θ. We dene a family of idempotents (ρt)t∈L
by
ρt =


eθ if t = θ∏
x∈L :x≺t
(et− ex) otherwise.
Proposition 4.2 (f. [5, Propn. 1.5℄). Sch(ρt) = δt.
The proof given in [5℄ of this identity leaves some of the details to the reader, and
so for sake of ompleteness we give a full proof in the Appendix. In any ase, all we
need is the following easy onsequene.
Corollary 4.3. ‖Sch−1‖ ≤ 2|L|−1.
Proof of orollary. Let t ∈ L: then by Proposition 4.2,
‖Sch−1(δt)‖ = ‖ρt‖ ≤
∏
x∈L:x≺t
‖et− ex‖ = 2
|(x]L−1| ≤ 2|L|−1 .
Sine t is arbitrary, maxt ‖Sch
−1(δt)‖ ≤ 2
|L|−1
and the result follows. 
Thus ‖Sch‖ and ‖Sch−1‖ are ontrolled by the size of our nite semilattie L. Later
on we shall need to know that they are also ontrolled by the norm of any diagonal in
AL; this is made preise by the following result.
Proposition 4.4. Let L be a nite unital semilattie, and suppose AL has a di-
agonal with norm ≤ C. Regard the Shutzenberger representation Sch as a linear
map from the normed spae AL to the normed spae P(L
◦). Then
‖Sch‖ = |L| ≤ C and ‖Sch−1‖ ≤ C .
Proof. We shall apply the estimates from the previous setion with A = AL and α =
Sch
−1
. Sine L is a nite semilattie, it is immediate from Equation (3) that
‖Sch‖ = sup
t∈L
‖Sch(et)‖1 = sup
t∈L
|(t]| = |(1L]| = |L| ;
and by the estimate (2), ‖Sch−1‖ ≤ |L|1/2C1/2. Therefore it remains only to show that
|L| ≤ C. But from the original bound (1) we know that
C ≥ ‖∆‖ ≥
∑
sx
µ(s, x)2 ≥
∑
x∈L
µ(x, x)2
Sine the Mobius funtion µ satises µ(t, t) = 1 for all t ∈ L this onludes the
proof. 
BIFLATNESS OF ℓ1-SEMILATTICE ALGEBRAS 9
5. Results
We reall the following result of Dunan and Namioka, whih will be needed later.
Theorem 5.1 ([4, Theorem 10℄). Let L be a semilattie. Suppose that AL is
amenable, i.e. possesses a virtual diagonal. Then L is nite.
A partially ordered set (P,) is said to be loally nite if (x] is nite for eah x ∈ P.
It is natural to then onsider the following stronger notion.
Definition 5.2. We say that a semilattie L is loally C-nite, for some onstant
C > 0, if |(f]| ≤ C for all f ∈ S. A semilattie whih is loally C-nite for some C is
said to be uniformly loally nite.
Example 5.3. Some illustrative examples:
(1) Every nite semilattie is uniformly loally nite.
(2) Let E be a semilattie onsisting of a zero element θ and innitely many or-
thogonal idempotents, i.e. xy = θ = yx for all distint x, y ∈ E \ {θ}. Then E is
loally 2-nite.
(3) All uniformly loally nite semilatties have nite height, where the height of a
partially ordered set is simply the supremum over all lengths of hains in that
set. The onverse is false: take the semilattie E from the previous example
and adjoin an identity element to get a semilattie of height 2 whih is not even
loally nite.
(4) Let (N,min) denote the semilattie with underlying set N and multipliation
given by (m,n) 7→ min(m,n). Then the partial order on (N,min) is just the
usual order on N; in partiular (N,min) is loally nite but not uniformly loally
nite.
In view of Example (2) above, one might hope that a uniformly loally nite semi-
lattie is lose to being nite, apart from a possibly innite set of maximal elements.
The following example shows that things an be a little more ompliated.
Example 5.4. Let S be the semilattie dened as follows: the underlying set is (N ×
{1, 2})⊔ {θ}, while multipliation is dened by taking θ to be a zero element and setting
(m, i) · (n, j) :=
{
(r, 2) if m = 2r − 1, n = 2r and i = j = 1
θ otherwise.
The maximal elements of S are all those of the form (m,1) for m ∈ N; in partiular S
ontains innitely many non-maximal elements. On the other hand a quik alulation
shows that S is loally 2-nite.
Despite this variety of possible uniformly loally nite semilatties, it turns out that
the ℓ1-onvolution algebra of suh a semilattie is determined up to isomorphism by
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the ardinality of the semilattie! This is a onsequene of the rst of our main results,
whih is as follows.
Theorem 5.5. Let S be a loally C-nite semilattie, for some C ≥ 1, and let
Sch : AS→ ℓ∞(S◦) denote the Shutzenberger representation of S. Then:
(i) ‖Sch(a)‖1 ≤ C‖a‖ for all a ∈ AS;
(ii) Sch : AS→ P(S◦) is invertible, and
‖Sch−1(b)‖ ≤ 2C−1‖b‖1 for all b ∈ P(S
◦) .
In partiular, AS is biat (sine P(S
◦) is).
We thus obtain plenty of examples of semilatties S for whih AS is biat. The
thrust of our seond main result is that these are all the possible examples.
Theorem 5.6. Let S be a semilattie suh that AS is C-biat for some onstant
C ≥ 1. Then S is loally C-nite.
Also, if we regard the Shutzenberger representation of S as an algebra homo-
morphism Sch : AS→ P(S◦), then ‖Sch−1‖ ≤ C.
Before proving these results we reord some lemmas.
Lemma 5.7. Fix x ∈ S. Then exΞex ∈
(
AxS⊗̂AxS
) ′′
for all Ξ ∈
(
AS⊗̂AS
) ′′
.
Proof. Let T = S \ xS = S \ Sx. By Remark 2.8 we an identify ℓ1(xS× Sx) ′′ with the
annihilator (in ℓ∞(S×S) ′) of ℓ∞(T×T). Therefore it suÆes to show that 〈exΞex, ψ〉 = 0
for all ψ ∈ ℓ∞(T × T).
Sine 〈exΞex, ψ〉 ≡ 〈Ξ, exψex〉 it suÆes to show that exψex = 0 for all ψ ∈ ℓ
∞(T ×
T). But by denition of the AS-ation on ℓ
∞(S× S), for every s ∈ S we have
(exψex)s = ψxsx = 0
sine xsx ∈ xS = S \ T and ψ is supported on T . 
Lemma 5.8. Let S be a semilattie and let SchS be its Shutzenberger representa-
tion. If L ⊆ S is a downset in S, then SchS (AL) ⊆ ℓ
∞(L◦) where we view ℓ∞(L◦) as
a subspae of ℓ∞(S◦). Moreover
SchL = SchS|AL .
Proof. This is immediate from the denition of the Shutzenberger representation and
Lemma 2.3. 
Proof of Theorem 5.5. Suppose that S is loally C-nite. If a =
∑
f∈Safef ∈ AS then
‖Sch(a)‖1 ≤
∑
f∈S
|af|‖Sch(ef)‖1 =
∑
f∈S
|af||(f]| ≤ C‖a‖ ;
hene Sch takes values in ℓ1(S◦), and has norm ≤ C when regarded as a linear map
from AS to ℓ
1(S◦).
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Thus Sch : AS→ P(S◦) is a well-dened, ontinuous algebra homomorphism.
We shall now onstrut a bounded linear map M : ℓ1(S◦) → AS whih has norm
≤ 2C−1 and whih is a 2-sided inverse to Sch. If x ∈ S◦ let
M(δx) := (Sch(x])
−1δx
By Corollary 4.3,
‖M(δx)‖ ≤ 2
|(x]|−1 ≤ 2C−1 for all x ∈ S◦;
thus M extends to a bounded linear map ℓ1(S◦) → AS whih has norm ≤ 2C−1. For
any x ∈ S◦ we have (using Lemma 5.8)
SchM(δx) = Sch(Sch(x])
−1δx = Sch(x](Sch(x])
−1δx = δx ;
thus by linearity and ontinuity M is right inverse to Sch.
It remains to show that M is left inverse to Sch. Let f ∈ S: then for any x suh that
x  f we have (x] ⊆ (f], and so by Lemma 5.8 the restrition of Sch−1
(f]
to P((x]◦) is just
Sch
−1
(x]
. Hene (appealing again to Lemma 5.8 ) we have
MSch(ef) = M
∑
x∈(f]
δx
 = ∑
x∈(f]
(Sch(x])
−1(δx)
=
∑
x∈(f]
(Sch(f])
−1(δx)
= (Sch(f])
−1
∑
x∈(f]
δx

= (Sch(f])
−1
Sch(f](ef) = ef .
By linearity and ontinuity we dedue that MSch(a) = a for eah a ∈ AS, and this
onludes the proof. 
Remark. We ould have shortened the proof slightly if we had known beforehand that
Sch is injetive (sine then it suÆes to show that the map M is a right inverse to Sch,
without expliitly showing it is also a left inverse). It would be interesting to know for
whih semilatties the Shutzenberger representation is injetive.
Proof of Theorem 5.6. Suppose AS is C-biat: then there exists an AS-bimodule map
σ : AS→ (AS⊗̂AS) ′′ suh that π ′′σ = κ and ‖σ‖ ≤ C.
Fix f ∈ S. Then for all x ∈ S,
σ(efx) = σ(efexef) = efσ(ex)ef
so by Lemma 5.7 σ(efx) ∈
(
A(f]⊗̂A(f]
) ′′
. Reall that (f] is a unital semilattie and a
subsemigroup of S. Hene the restrition σf of σ to A(f] is an A(f]-bimodule map with
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values in (A(f]⊗̂A(f])
′′
, whih makes the following diagram ommute:
A(f]
σf
✲
(
A(f]⊗̂A(f]
) ′′
A ′′(f]
π ′′
❄
κ
✲
Sine ef is an identity element for A(f], σf(ef) is a virtual diagonal for A(f] (see
Remark 2.6). By Theorem 5.1 we dedue that (f] is nite, and so σf(ef) is a diagonal
for A(f]. As ‖σf(ef)‖ ≤ ‖σ‖ ≤ C, we see from Proposition 4.4 that |(f]| ≤ C. This holds
for all f ∈ S and thus S is loally C-nite.
As in (the proof of) Theorem 5.5 we dedue that Sch is an algebra isomorphism from
AS onto P(S
◦); to nish it is enough to show that the map M dened in the proof of
Theorem 5.5 in fat has norm ≤ C. But sine by denition
M(δx) := (Sch(x])
−1δx (x ∈ S
◦) ,
Proposition 4.4 implies that ‖M(δx)‖ ≤ C for all x ∈ S
◦
, and hene ‖M‖ ≤ C as
required. 
6. A sketh of an extension to Clifford semigroups
We have seen that methods from the representation theory of (loally) nite semi-
latties are useful for studying the ℓ1-onvolution algebras of suh semigroups. One
natural next step is to use the more general mahinery for representations of nite
semigroups to attak the question of biatness for ℓ1(S) for various lasses of S, in
partiular when S is an inverse semigroup (f. the tehniques in [11℄). Originally it
was planned to address this in future work; the author has sine been informed by F.
Habibian [7℄ that he is working on the same problem from a dierent approah, and so
the author's preliminary alulations will not be submitted for publiation.
It nevertheless seems worthwhile to sketh how the methods of this paper adapt
to the ase of Cliord semigroups. We therefore onlude this paper with a rapid
aount and diret the reader to the aforementioned work of Habibian for results on
more general inverse semigroups. Details will be omitted in several plaes.
Notation, preliminaries. Let G be a Cliord semigroup, L its set of idempotents,
and G =
∐
x∈LG(x) the assoiated deomposition of G as a strong semilattie of groups
(see e.g. [9, Ch. 4℄ for basi denitions and properties).
A basi fat whih we shall use is that for eah x ∈ L, x lies in G(x) and is the
identity element for G(x). We also need the fat that if e, f ∈ L then Ge ·Gf ⊆ Gef; in
partiular the funtion q : G→ L dened by
(5) q(Ge) = {e} for all x ∈ L
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is a semigroup homomorphism. Note that the restrition of q to the embedded opy
of L inside G is just the identity map, and that
tq(t) = t = q(t)t for all t ∈ G.
Our promised haraterisation of the biatness of AG is as follows.
Theorem 6.1. AG is biat if and only if both the following onditions hold:
(i) L is uniformly loally nite;
(ii) G(x) is amenable for eah x ∈ L.
Our strategy for proving Theorem 6.1 hinges on two main propositions (6.2 and 6.3
below). To state these results we introdue another Banah algebra built out of G,
namely the ℓ1-sum
BG :=
(ℓ1)⊕
x∈L◦
AG(x)
in whih multipliation is dened `omponentwise' and multipliation in the xth om-
ponent is just given by the usual multipliation in AG(x).
Proposition 6.2 (f. Theorem 5.5). Suppose L is uniformly loally nite. Then
there is a Banah algebra isomorphism from AG onto BG.
Proposition 6.3 (f. Example 2.7). BG is biat if and only if G(x) is amenable for
all x ∈ L.
Before skething the proofs of these propositions we show how they ombine to yield
Theorem 6.1.
Definition 6.4. Given a Banah algebra B and a losed subalgebra A, we say that A
is a retrat of B if there exists a ontinuous homomorphism B→ A whih restrits to
the identity on A.
One an show by straightforward diagram-hasing that a retrat of a biat Banah
algebra is also biat (we omit the details).
Proof of Theorem 6.1, assuming Propositions 6.2 and 6.3. Suppose that (i) and (ii)
hold. By (ii) the Banah algebra BG is biat; and by (i) AG is isomorphi as a Banah
algebra to BG, so is itself biat.
Conversely, suppose AG is biat. We laim that AL is also biat. The simplest way
to see this is to note that it is a retrat of AG: a suitable homomorphism AG → AL
an be dened by et 7→ eq(t), t ∈ G, where q : G→ L is the semigroup homomorphism
dened earlier in Equation (5).
Sine AL is biat, the main results of this artile imply that L is uniformly loally
nite, so that (i) holds. Sine (i) holds, by Proposition 6.2 AG is isomorphi as a
Banah algebra to BG; hene by Proposition 6.3 every G(x) is biat, so that (ii) holds
as well. 
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Outline proofs of the key propositions.
Sketh proof of Proposition 6.3. Suppose BG is biat. Let x ∈ L: then AG(x) is
learly a retrat of BG, and hene must itself be biat. It is known that the ℓ
1
-
onvolution algebra of a disrete group is biat if and only if the group is amenable
(see e.g. [8, Thm VII.2.35℄), so G(x) is amenable.
Suppose onversely that eah group G(x) is amenable. As remarked just above this
implies that eah AG(x) is biat. In fat eah AG(x) is 1-biat, i.e. there exist ontrative
AG(x)-bimodule maps σx : AG(x)→ (AG(x)⊗̂AG(x)) ′′ suh that π ′′σx oinides with the
embedding of AG(x) into its double dual. One then denes σ : BG → (BG⊗̂BG) ′′ to be
the ℓ1-sum (`oprodut') over x of all the maps σx, and heks that it has the required
properties as in Denition 2.5. 
We turn to the task of proving Proposition 6.2. The required isomorphism is given
by a more general notion of Shutzenberger representation whih we outline briey.
For any partially ordered set P dene a bounded linear map SchP : ℓ
1(P)→ ℓ∞(P) by
SchP(et) = 1(t] for eah t ∈ P
(f. the denition in Setion 4 for the speial ase P = (L,)).
Muh of the formal alulation in previous setions survives in this more general
setting. In partiular, if P is nite then the formulas (3) and (4) remain valid (with L
replaed by P); and the proof of Theorem 5.5 goes through almost unhanged to give
the following result.
Proposition 6.5. Let P be a uniformly loally nite, partially ordered set, i.e. one
where supx∈P |(x]P| <∞. Then SchP has range ontained in ℓ1(P), and in fat is a
ontinuous linear isomorphism from ℓ1(P) to ℓ1(P).
To apply this proposition we introdue the following partial order on G (whih is a
speial ase of a more general onstrution for inverse semigroups). Given s, t ∈ G we
delare that
s  t ⇐⇒ (s = tx for some x ∈ L) .
Note that L is a downset in (G,) and that the partial order indued on L oinides with
its anonial partial order as a semilattie: thus the notation (L,) is unambiguous.
Realling that t = tq(t) (see the earlier denition of the homomorphism q : G→ L)
we nd that for every t ∈ G
(t]G = {tf : f ∈ (q(t)]L} .
In partiular, if the partially ordered set (L,) is loally C-nite then so is (G,).
Sketh proof of Proposition 6.2. Suppose L is uniformly loally nite. By the obser-
vation just made this implies G is uniformly loally nite; hene by Proposition 6.5
SchG is a bounded linear isomorphism from ℓ
1(G) onto itself. Now by the denitions of
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AG and BG both have ℓ
1(G) as their underlying Banah spae, so that we an onsider
SchG as a bounded linear isomorphism from AG onto BG.
Therefore it suÆes to show that SchG is an algebra homomorphism. We shall not
give the details, but note that sine SchG is known to be bounded linear it suÆes to
hek the laim on the usual basis elements of AG. 
This ompletes our outline proofs of Propositions 6.3 and 6.2, and hene of Theorem
6.1.
An aside on SchG for general Clifford semigroups. The following remarks are
not needed for our proof of Theorem 6.1 but provide extra bakground.
Reall that SchG : AG → ℓ∞(G) is a well-dened, bounded linear map for any Cliord
semigroup G, uniformly loally nite or otherwise. In general it does not seem possible
to equip ℓ∞(G) with a Banah algebra struture with respet to whih Sch is an algebra
homomorphism.
However, it turns out that SchG is in fat a bounded linear map taking values in the
Banah spae
(ℓ∞ )⊕
x∈L◦
ℓ1(G(x))
and the same alulation as for the uniformly loally nite ase will show that when
this ℓ∞ -sum is equipped with \omponentwise" multipliation, SchG is an algebra
homomorphism. This justies speaking of the Shutzenberger representation
SchG : AG ✲
∏
x∈L◦
AG(x)
for an arbitrary Cliord semigroup G, and generalises the ase of nite Cliord semi-
groups whih is presented in [11℄.
The proof that SchG takes values in
(ℓ∞ )⊕
x∈L◦ ℓ
1(G(x)) is an easy onsequene of the
fat that for any given t ∈ G and x ∈ L, (t]G intersets G(x) in at most one point. This
in turn follows from the following, more preise statement:
Claim. Let t ∈ G, f ∈ L. If s ∈ (t]G ∩G(f), then s = tf.
Proof of laim. Let t ∈ G and reall that t ∈ G(q(t)), tq(t) = t.
Suppose s ∈ (t]G ∩ G(f). Sine s  t there exists x ∈ L with s = tx; hene
s ∈ G(q(t)) ·G(x) ⊆ G(q(t)x). Sine G(i) and G(j) are disjoint for distint i, j ∈ L we
must have q(t)x = f. Therefore s = tx = tq(t)x = tf and the laim is proved. 
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Appendix A. Proof of Proposition 4.2
We follow the outline in [5℄, though our presentation is dierent. Reall that the
idempotents ρt are dened (for t ∈ L) by
(6) ρt =


eθ if t = θ∏
x∈L :x≺t
(et− ex) otherwise.
and that we wish to show that Sch(ρs) = δs for all s ∈ L. The ase s = θ is trivial, so
we shall heneforth assume that s ≻ θ.
If c ∈ CL and s ∈ L, we denote by cs the oeÆient of c with respet to the basis
vetor δs.
To prove that Sch(ρs) = δs it suÆes to show that:
(i) [Sch(ρs)]s = 1
(ii) [Sch(ρs)]t = 0 for every t ∈ L \ {s}.
We reall from the denition of Sch that given x, y ∈ L
[Sch(ex)]y =
{
1 if x ≤ y
0 otherwise.
and that sine Sch is an algebra homomorphism, [Sch(a)Sch(b)]t = [Sch(a)]t[Sch(b)]t
for all t ∈ L.
Proof of (i). Expanding out the produt that denes ρs gives
ρs = es+
∑
x∈L :x≺s
λxex
for some salar oeÆients λx. Hene by the previous remarks
[Sch(ρs)]s = [Sch(es)]s+
∑
x≺w
λx[Sch(ex)]s = 1
as required. 
Proof of (ii). Let t ∈ L \ {s}. Then one of two ases must our:
• Case A. There exists y ≺ s with t  y.
• Case B. For all x ≺ s, t 6 x.
Suppose we are in Case A. Then ρs = b(es− ey) for some b ∈ AL, and so
[Sch(ρs)]t = [Sch(b)]t ([Sch(es)]t− [Sch(ey)]t) .
But sine t  y ≺ s, [Sch(es)]t = [Sch(ey)]t = 1; therefore [Sch(ρs)]t = 0.
On the other hand, suppose we are in Case B. We note that ρses = ρs. Now sine
st  t, the ondition of Case B implies that st 6≺ s; hene st = s. Sine we assumed
that s 6= t this fores s ≺ t, and hene [Sch(es)]t = 0. Therefore
[Sch(ρs)]t = [Sch(ρs)]t[Sch(es)]t = 0 .
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Thus for any t ∈ L \ {s} we have [Sch(ρs)]t = 0, and the proof of (ii) is omplete. 
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