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Introduction 
 
In last few decades, contamination of soil and groundwater has become a progressively 
important problem at global scale. The improper deposition of various anthropogenic sources 
(wastes, chemicals, oil spills, etc.) and their infiltration in the subsurface has largely affected the 
quality of the soil and groundwater. Many studies have been carried out for the identification and 
solution of this problem around the world.  
However, in recent years, environmental geophysics has emerged as a field of fertile 
research, developed for exploring the potential of the geophysical methods to monitor the 
environment and characterize the subsurface properties and processes relevant to the 
hydrological studies, such as those associated with water resources and contaminant transport. In 
this PhD thesis, attention is focused on identification of possible phenomenon of contaminant 
transport in soil and groundwater, through a multidisciplinary approach that integrates 
geophysical data with hydrogeological and geochemical studies, and modelling of groundwater 
flow and contaminant transport.  
After a brief introduction on the theoretical background of the considered geophysical 
methods and simulation models presented in Chapter 1, the original contributions of the present 
work are discussed in Chapter 2. They mainly concern: i) development of new inversion methods 
of self-potential (SP) data for the full characterization of the contaminant source parameters; ii) 
identification of possible phenomenon of contaminant transport in soil and groundwater and 
simulation of contaminant propagation in unsaturated zone by cellular automata modeling. 
Even though self-potential data are easy to acquire and often provide good qualitative 
information about subsurface flows and other processes, a quantitative interpretation of SP data 
is often complicated as it is linked to both multiplicity and complexity of the sources that cause 
the observed surface SP anomalies. Therefore, to solve this task, new inversion methods have 
been proposed that allow a full characterization of the SP anomaly source parameters. The first 
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part of Chapter 2 is devoted to these methods, specifically based on spectral, tomographical and 
global optimization approaches. The efficiency of these methods is checked on several synthetic 
examples and for different anomalous structures (most often expected geological structures), 
such as sphere, horizontal and vertical cylinder and inclined sheet. Then, to test the applicability 
and effectiveness of the proposed methods, various real field data sets taken from the literature 
were used and their results were compared with those coming from other numerical approaches.  
In the second part of Chapter 2, two different cellular automaton models are also presented. 
They have been developed to simulate diffusion-dispersion phenomena of pollutant in saturated 
and unsaturated conditions and to delineate the most dangerous scenarios in terms of maximum 
distances travelled by the contaminant. At the end of the Chapter 2, the results of simulations 
obtained for simple homogeneous soil layers are discussed. 
Then, two applications of the developed models to different study areas are discussed in 
Chapter 3 and 4, respectively.  
The first discussed investigated area is located in the western part of Crete Island (Greece) 
and it is characterized by contamination due to Olive Oil Mills’ waste in a pond located close to 
the Keritis river (the main riverine of Chania valley). In particular, previously collected electrical 
resistivity and self-potential data have been analyzed to detect and monitor the organic 
contaminant. The numerical methods proposed in Chapter 2 for SP data inversion have been 
applied to study the time-evolution of SP data and characterize the source parameters of the 
anomalous sources. Then, by using information on the area coming from geological, 
geochemical and geophysical surveys, the cellular automaton developed in Chapter 2 for 
modeling contaminant propagation in unsaturated zones has been applied to simulate 
contaminant transport and to outline the most dangerous scenarios. Finally, by using the 
commercial software FEFLOW, a numerical model based on finite element analysis has been 
developed for simulating groundwater flow in the investigated area. 
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The second test area has been selected in the western basin of Solofrana river valley in 
southern Italy. This area is affected by heavy floods and has high chances of contamination due 
to agricultural and industrial activities in the surroundings. Therefore, a multi-methodological 
geophysical survey, including electrical resistivity and induced polarization tomography and 
self-potential measurements, has been carried out to obtain a hydrogeophysical characterization 
of the area by integration with hydrogeological and geochemical data coming from 
stratigraphical logs and water samples, respectively. In particular, the SP electrokinetic 
component of the observed SP signals has been correlated with the water fluxes and a possible 
mechanism to explain the unusual sign of the charge carriers in the groundwater flow direction is 
proposed. Finally, the cellular automaton proposed in the Chapter 2 for modeling infiltration of 
contaminant has been applied to simulate propagation of contaminant related to flood water 
retention.  
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Chapter 1 
 
Geophysics applied to environmental problems 
 
 
1.1 Introduction 
Environmental geophysics is a relatively new branch of the applied geophysics, primarily used to 
identify, map or predict the presence and potential movement of surface water and groundwater 
and to identify contaminants in the soil within the upper part (about 50 m) of the Earth's surface. 
It was born in 80's, but its use for both groundwater resource mapping and for water quality 
evaluation and monitoring has increased significantly over the last 20 years in large part due to 
the rapid advancement in data acquisition and inversion techniques as well as to the development 
of numerical modelling methods (e.g., Cassiani and Binley, 2005 and references therein).  
Many geophysical techniques are commonly applied to groundwater investigations: 
potential field methods, such as gravity and magnetics, are generally used to map regional 
aquifers and large scale basin features, while seismic methods are substantially employed to 
delineate bedrock aquifers and fractured rock systems. However, it is with the electrical and 
electromagnetic methods that the greatest success has been achieved in groundwater studies as 
many of the geological formation properties that are critical to hydrogeology, such as porosity 
and permeability of rocks, can be correlated with electrical conductivity signatures. During the 
last years, indeed, many studies have shown that the integration of geoelectrical and 
hydrogeological methods allows to obtain more accurate hydrostratigraphical models and useful 
hints for modeling hydraulic processes (groundwater flow, solute transport) over a wide range of 
spatial scales, thus reducing both risk and cost of drilling holes (e.g., Nwankwoala and Udom, 
2008; Breede et al., 2011; Falgas et al., 2011; Ramalho et al., 2012; Di Maio et al., 2013a). 
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Nevertheless, established standard procedures for the assessment of groundwater conditions and 
contaminant transport and monitoring are not yet available. 
In such a context, the present study aims at providing a multimethodological and 
multidisciplinary approach that integrates geoelectrical, stratigraphic, hydrogeological and 
hydrochemical data for charactering possible polluted areas and for modeling space and time 
contaminant transport. Specifically, the procedure is based on i) the integration of geological, 
hydrogeological and geochemical data with geophysical data coming from three electrical 
methods (i.e. direct current electrical resistivity, induced polarization and self-potential) for 
mapping depth and thickness of aquifers, locating preferential fluid migration paths, such as 
fractures and fault zones, and identifying possible soil and groundwater contamination; ii) 
numerical modelling for identifying possible phenomena of pollutant migration in soils and 
groundwater and for simulation of contaminant propagation in the unsaturated zone.  
The innovative aspects of the current study substantially rely on the development of: new 
approaches for SP data inversion, for an accurate estimation of self-potential anomaly sources, 
currently considered as a useful tool for assessing groundwater flow characteristics; cellular 
automata models, for simulating the groundwater flow and contaminant transport. 
In this Chapter, a brief description of the basic principles of the three mentioned 
geoelectrical methods and the used numerical models for simulating flow and transport processes 
is presented.  
 
1.2 Geoelectrical prospecting 
Among the geophysical exploration methods, in this research project direct current geoelectrical 
methods, such as electrical resistivity, time-domain induced polarization and self-potential, have 
been used to identify and characterize groundwater and soil contaminations from organic and/or 
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inorganic pollutants. In this section, a brief detail on the main physical and methodological 
aspects of these three methods along with their applications in environmental problems is given.  
 
1.2.1 Electrical resistivity method 
Direct current (DC) electrical resistivity technique is one of the oldest and most commonly used 
geophysical exploration methods aimed at estimating the electrical resistivity of the subsurface 
(see standard textbooks on the subject, for example: Parasnis, 1986; Telford et al., 1990; 
Reynolds, 2011).  
Electrical resistivity, ρ, (or its inverse, electrical conductivity, σ) is an intrinsic electrical 
property of a material that measures its ability to resist an electrical current flow. The latter is 
governed by the well-known Ohm’s law, which can be expressed in scalar form as: 
E
1
J

 ,      (1.1) 
where  is the electrical resistivity of the medium, J is the current density and E is the electric 
field intensity. In practice, the electric potential V is measured, which is linked to the electric 
field intensity by the following equation: 
,VE        (1.2) 
Combining equations (1.1) and (1.2), the resistivity  can be obtained. 
Such a parameter is a function of three different conduction mechanisms: electronic, 
electrolytic and dielectric. Since most of the earth materials are insulators, the main conduction 
is of electrolytic type, i.e. current flows by ions in the fluids permeating porous and/or fractured 
soils and rocks. This means that the resistivity parameter is strongly affected by porosity, ground 
water content and percentage of dissolved salts (e.g., Sumner, 1976; Sharma, 1997).  
In practice, for a semi-infinite homogeneous and isotropic medium, which is the simplest 
Earth model, the DC resistivity measurements are performed by injecting a DC flow, I, through 
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two electrodes (current electrodes) placed on the land surface and measuring the resulting 
electrical voltage, V, from another two electrodes (potential electrodes), also placed on the 
surface. The electrical resistivity, , is then calculated based on the mutual distance between the 
four electrodes, the electrical current injected into the ground, and the measured electrical 
potential difference, i.e.  
,
I
V
K

        (1.3) 
where K is the so-called geometric coefficient depending on the four electrode configuration 
(e.g., Reynolds, 2011). For non-homogeneous soils, the eq. (1.3) defines an apparent resistivity 
value that is a function of the geometry of the electrode array and the true resistivities and other 
characteristics of the subsurface materials, such as layer thicknesses, angles of dip, anisotropic 
properties, traversed by the electric current flow.  
In the last few decades, due to significant progresses in instrumentation and data 
acquisition, processing and interpretation procedures, the electrical resistivity tomography 
(ERT), in 2D or 3D configuration, is among the most widely used techniques for DC resistivity 
measurements in the field of the geophysical prospecting as it allows very high resolution 
imaging of the electrical properties of the subsurface (e.g., Revil et al., 2012; Loke et al., 2013). 
The 2D (or 3D) ERT prospecting (Fig. 1.1) is usually realized by using an array of electrodes 
disposed along a profile (or an area) that allows the estimation of a large number of resistivity 
values at varying depths along the investigated profile (or area) to produce a very detailed image 
of the subsoil in terms of an apparent resistivity pseudosection (or pseudovolume). The latter 
enables a qualitative estimation of the electrical parameters of the medium but does not give the 
true resistivity and shapes of the anomalies. Each data acquisition, indeed, corresponds to a 
volumetric measurement and constitutes qualitative information that is plotted against a pseudo-
depth. Thus, the apparent resistivity values in a pseudo-section (or pseudo-volume) distort the 
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real subsurface model picture and are closely dependent on the type of electrode array 
configuration. Subsequent inversion processing of the observed apparent data permits to retrieve 
the true resistivity distribution of the underground (e.g., Fig. 1.1c and d), which is useful to 
define the geometry and nature of subsurface targets, such as the soil/bedrock interface, strata 
thickness, or depth and width of anomalous zones (e.g., Chambers et al., 2012; Kumar, 2012; Di 
Maio et al., 2015c).  
For the inversion of the 2D ERT data along profiles, which is the technique used for the 
present study, the most common and widely used inversion algorithm is Res2Dinv (Loke and 
Barker, 1996; Loke et al., 2003). It is based on a smoothness-constrained least-squares method 
which allows to obtain two-dimensional sections through finite differences or finite elements 
computations, taking into account also the topographic corrections. To evaluate the fit of the 
obtained resistivity model, the root mean square error (RMS) is considered, which provides the 
percentage difference between measured and calculated values. As an example, figures 1.1c and 
1.1d show the inversion results of 2D and 3D ERT data acquired in an area affected by leachate 
infiltration by applying the Res2Dinv and Res3Dinv software, respectively. Although it is the 
most widely applied software, many other inversion software, such as EarthImager (Yang, 
1999), DC2DPro (Kim et al., 2009), are currently available for the electrical resistivity data 
inversion, as reported in Perrone et al. (2014). 
As it is well-known, the ERT imaging provides a static description of the geometrical and 
physical properties of the investigated subsoil as it refers to a specific data acquisition time 
(Perrone et al., 2014). This means that no information is given about dynamic phenomena that 
could affect the study area. Recently, thanks to the development of proper instrumental devices 
and computing facilities, which allow to perform resistivity tomography surveys with reasonable 
effort in terms of both time consumption and computation costs, a new acquisition procedure, 
known as time-lapse ERT, has been proposed (e.g., Supper et al., 2012; Loke et al., 2014). The 
latter can be set up to provide ERT measurements at specific times in order to give ERT images 
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at very close time intervals, thus allowing to track temporal changes in the subsurface electrical 
properties likely associated to variations of water content, salt concentrations, fluid infiltration 
and so on. It is worth to point out that, although some software for the processing of time-lapse 
ERT data has already been developed, further improvements are necessary as well to search 
proper relationships between electrical resistivity variations and hydrological parameter changes 
(Perrone et al., 2014). 
 
 
Figure 1.1 Establishment of 2D electrical resistivity pseudo-sections (a) and 3D electrical resistivity 
pseudo-volume (b) (after GeoStudi Astier, 2014, modified). Inversion results of 2D (c) and 3D (d) ERT 
prospecting performed in an area affected by leachate infiltration induced by a municipal solid waste 
landfill (Di Maio and Piegari, unpublished paper). 
 
The possibility to get very detailed information, and the further development of time-lapse 
systems, made the ERT prospecting a very attractive method for environmental applications. 
Hydrogeophysical studies, indeed, are conducted to monitor flow and transport of water and 
contaminants in the vadose zone (e.g. Dahlin, 2001; Binley et al., 2002; Cassiani et al., 2006; 
Chambers et al., 2006; Slater and Binley, 2006; Koestel et al., 2009; Rucker et al., 2010), in 
aquifers and fractured rocks (e.g. Daily et al., 1992; Binley et al., 1996; Slater et al., 1996, 1997), 
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to delineate contaminant plumes and landfill leachates (e.g. Daily et al., 1995; Abu-Zeid et al., 
2004; Naudet et al., 2004; Soupios et al., 2007a,b, 2008; Ntarlagiannis et al., 2016), and to 
follow the evolution of remediation processes in contaminated sites (e.g. Ramirez et al., 1993, 
LaBrecque et al., 1996; Slater and Binley, 2003; Halihan et al., 2005; Wilkinson et al., 2008). 
 
1.2.2 Time-domain induced polarization method 
The induced polarization (IP) method extends the resistivity method by making an additional 
measurement of the ability of the ground to reversibly store electrical charge (e.g., Sumner, 
1976; Reynolds, 2011). The low frequency capacitance of rocks and soils is primarily a function 
of the surface chemical properties of the investigated materials. In non-metallic environments, 
the IP response is an indicator of surface area and charge density of the material. IP 
measurements are therefore sensitive to clay content as well as mineralogy and pore fluid 
composition (Slater and Lesmes, 2002).  
The canonical IP experiment in the time domain (Fig. 1.2), which is the technique used in 
the present thesis, consists of energizing an earth material by a long period square pulse of 
current, and observing the secondary voltage following the switch-off of the primary current 
(e.g., Sumner, 1976; Keller and Frischknecht, 1966; Kearey et al., 2002; Binley and Kemna, 
2005). The ground thus acts as a capacitor and stores electrical charge that is released at the 
interruption of the current for establishing the initial state of electrical balance.  
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Figure 1.2 Time-domain IP measurement. At time t0 the energizing current is switched off and the 
measured potential difference, after an initial instantaneous drop from the steady-state value Vc, decays 
gradually to zero. A similar sequence occurs when the current is switched on at time t3. A represents the 
area under the decay curve in the time interval t1-t2 (after Kearey et al., 2002, modified). 
 
The characteristics of the decay curve, in terms of initial magnitude, slope and relaxation 
time, are strictly related to the fluid conductivity, diffuse presence and relative abundance of 
highly conductive particles in the rock matrix, synthesized in the well-known chargeability 
parameter, M. The latter is quantitatively defined as the area A beneath the decay curve over a 
specific time interval (t1-t2 in Fig. 1.2) after the polarizing current is cut off normalized by the 
steady-state potential difference (Vc in Fig. 1.3): 
  ,
1 2
1




t
tcc
dttV
VV
A
M      (1.4) 
Therefore, the chargeability gives a measure of the IP effect that is mainly due to presence of 
clay or metallic minerals in the rock matrix or soil, which give rise to two types of polarization 
phenomena, respectively, membrane and electrode polarization, induced by the passage of the 
current flow through the rock and accomplished mainly by the electrolytic flow in the pore fluid. 
The membrane polarization (Fig. 1.3a) is substantially linked to the property of most of the rock-
forming minerals (such as clay) to show a net negative charge on their external surfaces in 
contact with the pore fluid and to attract the positive ions on these surfaces (e.g., Kearey et al., 
2002). Input current flow in the subsoil alters this normal distribution of charges, causing the 
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accumulation of ions that, at the interruption of current, return to their original positions over a 
finite period of time causing a gradually decaying voltage. The membrane effect decreases with 
increasing salinity of the pore fluid. 
The electrode polarization (Fig. 1.3b) generates when metallic minerals are present in the rock 
(e.g., Kearey et al., 2002). In this case, an alternative electronic path is available for the current 
flow applied to either sides of the pore space. Negative and positive ions then accumulate on 
either surfaces of the grain which are attempting either to release electrons to the grain or to 
accept electrons conducted through the grain. The rate at which the electrons are conducted is 
slower than the rate of electron exchange with the ions. Consequently, ions accumulate on either 
side of the grain and cause a build-up of charge. Due to interruption of current, ions slowly 
diffuse back to their original locations and cause a transitory decaying voltage. All minerals 
which are good conductors (e.g. metallic sulphides and oxides, graphite) contribute to this effect.  
 
 
Figure 1.3 Mechanisms of induced polarization: (a) membrane polarization and (b) electrode polarization 
(after Kearey et al., 2002, modified). 
 
The modern field equipments commonly used for the time-domain IP measurements are 
the same as used for the ERT prospecting, such as IRIS instruments (France), ABEM 
Geophysics (Sweden) and Advanced Geosciences (USA). As well, the chargeability data 
inversion methods are the same as used for the ERT prospecting, and hence the result is a 2D (or 
3D) tomographic image of the chargeability values characterizing the survey area, which can 
improve the understanding of the subsoil electrical properties relative to resistivity imaging 
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alone. Usually, ERT and IPT are used jointly in order to discriminate between materials 
displaying comparable resistivity values, such as saline water-saturated aquifers and clay or shale 
layers (Slater and Glaser, 2003), but different induced polarization phenomena. The joint use of 
this two techniques is, in fact, nowadays widely applied in a variety of situations concerning 
contaminated environments (e.g. Mondal et al., 2010; Leroux et al., 2010; Auken et al., 2011; 
Gazoty et al., 2011; Pierwoła, 2013) for non-invasive mapping and monitoring of contaminants 
at industrial and waste disposal sites, where the pollution zones are usually identified as high 
chargeability anomalies.  
As an example, Fig. 1.4 shows 3D detailed reconstructions of the same landfill site of Fig. 
1.3 in terms of resistivity and chargeability distributions. As it can be seen, the comparisons 
between the two images allows to detect and map contaminant plumes of the waste disposal and 
hosting materials, as they are characterized by both low resistivity and high chargeability value 
distributions.  
 
Figure 1.4 Volumetric view of the 3D inversion of the resistivity (a) and chargeability (b) tomography 
data acquired in a landfill site, with a clipping plane that highlights the zones most likely affected by 
contamination as characterized by high conductivity and chargeability trends (Di Maio and Piegari, 
unpublished paper). 
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1.2.3 Self-potential method 
Self-potential (SP) is one of the oldest passive geophysical method (e.g., Parasnis, 1986; Telford 
et al., 1990) that consists on measurement at the ground surface of anomalous potential drops at 
the ends of a passive line in which impolarizable electrodes are grounded. Therefore, the 
equipment for SP measurements consists of a digital voltmeter and two non-polarizable 
electrodes made of metal-salt couples, such as copper rods immersed in copper sulphate solution 
or lead rods immersed in lead chloride (Petiau, 2000), which create the ionic contact with the 
ground through the porous base of the electrolyte reservoir. The SP prospecting thus is a very 
easy measurement technique and requires a non-expensive equipment. 
The SP data can be acquired by using two different procedures: gradient and fixed base 
technique (Fig. 1.5). The gradient (or leap-frog) acquisition method consists of measuring the 
potential difference between two consecutive electrodes that are moved, with a constant spacing, 
along the whole measurement circuit (Fig. 1.5a). The fixed base method, instead, uses an 
electrode as reference fixed base, while the second electrode is moved along the measuring 
network to scan the electric potential at the ground surface (Fig. 1.5b).  
 
 
Figure 1.5 Electrode arrangement for SP survey. (a) Gradient (or leap-frog) configuration; (b) fixed base 
configuration (modified after Sharma, 1997). 
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Despite the relative simplicity of the SP measurement technique, only in recent decades its 
application in environmental studies, such as evaluation and monitoring of soil and groundwater 
pollution risk, has received an increasing interest from the worldwide geophysical community 
(e.g., Revil et al., 2012; Revil and Jardani, 2013). This is substantially due to the difficulty to 
interpret the SP signals observed in areas characterized by complex dynamic phenomena as well 
as to the lack of proper SP data inversion methods for the definition of the anomaly source 
parameters. As for the first aspect, indeed, the anomalous potentials recorded in contaminated 
areas are generated mainly by electrochemical and electrokinetic effects (flows) due to forcing 
mechanisms related to chemical and hydraulic gradients, respectively (e.g., Sill, 1983; Revil et 
al., 2012; Revil and Jardani, 2013). In general, these forces, and related electric and non-electric 
flows, may contribute to the observed SP signals, even if the electrokinetic phenomena are the 
main responsible of the SP anomalies observed in fluid-saturated porous and/or fractured 
environments. The most reliable physical model for interpreting the SP anomalous signals 
generated by electrokinetic phenomena is the one predicted by Onsager’s theory of coupled 
flows (Onsager, 1931), originally introduced in geophysics by Nourbehecht (1963), then 
comprehensively examined by Mizutani et al. (1976), Sill (1983), Di Maio and Patella (1991), 
Pride (1994), Revil et al. (1999a,b), Garambois and Dietrich (2001, 2002), Garambois et al. 
(2002). In brief, the quoted authors derive the general equations of particle diffusion in porous 
media under the action of forces related to electric potential, pressure, temperature and electric 
charge concentration gradients, in a general framework that includes the physical parameters 
characterizing the investigated media (i.e., electrical conductivity, chargeability, permeability, 
porosity, etc). Taking into account the properties of the media where the signal propagates is 
crucial for modeling the self-potential anomalies associated with groundwater flow movement 
and contaminant mass propagation. In fact, in the last years several studies that correlates the 
observed SP anomalies with results of electromagnetic, resistivity and induced polarization 
investigations as well hydrogeological investigations have been proposed (e.g., Naudet et al., 
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2004; Jardani et al., 2006; Zogala et al., 2012). As an example, figures 1.6 illustrates an example 
of application of the SP method for studying the contamination induced by landfill leachate 
infiltration (Naudet et al., 2004). In particular, Fig. 1.6a and 1.6b show, respectively, the 
electrokinetic component of the measured SP and its correlation with the piezometric level, 
while Fig. 1.6c and 1.6d represent, respectively, the residual component of the observed SP 
distribution, calculated by removing the electrokinetic component, and its linear correlation with 
the redox potential measured in the boreholes, thus, indicating that the redox potential gradient is 
the driving force for the observed SP signals in the landfill area. 
Finally, as it concerns the SP anomaly source characterization, despite many inversion 
methods have been proposed for the quantitative interpretation of the SP data (e.g., Bhattacharya 
and Roy, 1981; Di Maio and Patella, 1994; Patella 1997a, b; Essa et al., 2008; Agarwal and 
Srivastava, 2009), currently a well-established procedure does not yet exist as for the resistivity 
and IP data inversion (see Section 1.2.1). With the main intent to contribute to this issue, part of 
the present thesis has been devoted to the development of new inversion approaches for defining 
the SP anomaly source parameters. In Chapter 2, after a brief introduction of the most commonly 
used forward and inverse modeling procedures, a detailed description of the proposed SP data 
inversion methods is provided and the results of their application to synthetic and field data are 
shown. 
 
 
17 
 
 
 
Figure 1.6 (a) SP electrokinetic component map (in mV) obtained by linear interpolation of the SP 
calculated from the correlation shown in (b). (b) Correlation between the piezometric head difference and 
the SP measured in the test site. (c) Map of the SP residual component (in mV) calculated by removing 
the electrokinetic component from the measured SP data. (d) Correlation between the redox potential 
measured on boreholes (numbered circles) and the residual SP component (after Naudet et al., 2004). 
 
1.3 Modeling 
In order to protect and manage the groundwater system effectively, it is necessary to understand 
the effect of the contaminant transport on the groundwater system. The latter, indeed, undergoes 
various changes due to complex mass transfer processes, such as advection, dispersion, abiotic 
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and biotic reactions (Jegathambal and Sundarambal, 2014). The subsurface dynamic processes 
can be mainly understand by: i) field experiments, ii) laboratory experiments, iii) mathematical 
and computational modeling. However, due to limitations in carrying out field work and 
laboratory experiments, the use of mathematical and computational modeling has been 
significantly increased (Narasimhan, 1982; Bear and Verruijt, 1987; Anderson and Woessner, 
1992; Lloyd, 1999; Indraratna and Ranjith, 2001; Anderson et al., 2002; Bear and Chang, 2009 
and references therein). Modeling techniques are widely used to estimate the effect of 
contaminant injection and transport in space and time. Once a model is validated for a particular 
type of hydrogeological setting, it can be used for studying different scenarios (e.g. Pinder, 2002; 
Rushton, 2003; Thangarajan, 2004; Meijerink et al., 2007). 
Over time, different physical and analogue models, like sand tank and electric analogue, 
have been used for simulating groundwater systems (e.g. Bhagavantam, 1975; Canter et al., 
1987; Strack, 1989; Fujinawa et al., 2009; Illman et al., 2012; Mamer and Lowry, 2013); though, 
with the advent of powerful and versatile computers and development of software, computer 
modeling has replaced other modeling techniques. These computer models or numerical models 
have been proposed to solve the basic modeling equations, such as the finite difference method 
(FDM), the finite volume method (FVM) and the finite element method (FEM) (e.g. Bear and 
Cheng, 2009). Currently, different numerical codes are available to solve these mathematical 
equations, such as modular computer software (MODFLOW) (McDonald and Harbaugh, 1988) 
and finite element subsurface flow simulation system (FEFLOW) (Diersch, 2002). 
As these standard numerical techniques require a huge amount of geological, geochemical 
and hydrogeological data, in the framework of my PhD project a new modeling approach based 
on Cellular Automata (CA) have been proposed to model the infiltration processes of soil 
contaminants and simulating their propagation in unsaturated and saturated zones.  
In the following sections, a brief detail of the two different simulation models used in the 
present thesis, i.e. FEFLOW and CA techniques, is presented.  
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1.3.1 Finite element subsurface flow simulation modeling 
Modeling of groundwater systems with numerical methods can be subdivided in three steps: 
preprocessing, which consists in transformation of data into a format appropriate for the used 
numerical algorithm and grid generation; numerical calculation, which provides a direct 
modeling of the phenomenon under study; calibration, which models the phenomenon by inverse 
modeling. Fig. 1.7 shows a simplified flow diagram that illustrates all the steps required for 
groundwater flow modeling that, in this work, has been performed by using the FEFLOW 
simulation software. 
FEFLOW (Finite element subsurface flow system) is an interactive, graphical user 
interface (GUI) based on finite element method. It can be used for two (2D) and three-
dimensional (3D) modeling of groundwater flow, contaminant mass and heat transport in 
isotropic or anisotropic soil domain, under saturated, partially saturated or unsaturated conditions 
(Fig 1.8). The main governing equations used by FEFLOW are derived from the macroscopic-
phase-related conservation principals of flow, mass, momentum and energy, which result in non-
linear system of equations (Diersch, 2002). This software has been successfully applied for 
laboratory and field-scale environmental studies (e.g., Green et al., 2006; Peleg and Gvirtzman, 
2010; Jakovovic et al., 2011; Dokou and Karatzas, 2012; Seferou et al., 2013). 
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Figure 1.7 Workflow for groundwater modeling (after Anderson and Woessner, 1992, modified). 
 
 
Figure 1.8 Schematic representation of finite element mesh generated by FEFLOW. 
 
Unsaturated-saturated zone modeling 
To model the groundwater flow and mass transport in unsaturated-saturated conditions, several 
alternatives exist for numerically solving the governing balance equations with their nonlinear 
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constitutive relationships (Diersch and Perrochet, 2009). The Darcy equation of fluid motion and 
the fluid mass conservation equation form the physical basis (Bear and Bachmat, 1991). 
In the context of unsaturated flow, the basic formulation involves both the fluid pressure head 
and the saturation as unknown variables. For these two unknowns only one balance equation, the 
basic Richards equation (Hillel, 1980), is available. To close the mathematical model one 
constitutive relationship in form of the capillary pressure head-saturation function is additionally 
needed to convert one variable to the other (and vice versa). Consequently, the modeler has to 
decide between primary (head, mass concentration, groundwater age, temperature) and 
secondary variables. Depending on such a choice, different modeling approaches result which 
are mathematically equivalent in the continuous formulation, but their discrete analogs are 
different. 
As a result, three forms of the unsaturated flow equation can be derived: (1) the pressure-
based (ψ) form, where the primary variable is the pressure head (or the hydraulic head); (2) the 
saturation-based (s) form, where the saturation (or the moisture content) is chosen as the primary 
variable, and (3) the mixed (ψ, s) form, where both variables are employed and, in solving the 
discrete equation system, the pressure head is actually used as the primary variable. 
All the three approaches have their significant advantages and drawbacks in groundwater 
modeling (Van Genuchten, 1978; Paniconi et al., 1991; Diersch and Perrochet, 2009). Recently, 
Forsyth et al. (1995) proposed a powerful new idea in the context of saturated-unsaturated flow 
simulations, which is based on a primary variable switching technique during the multiphase 
flow modeling. By using this technique, FEFLOW allows to switch the variables in different 
regions of the model depending on the prevailing saturation conditions at each node of a mesh. 
The basic equations of FEFLOW for unsaturated-saturated zone modeling have been 
summarized in Appendix A.  
Once the model is simulated, the calibration of some parameters, such as hydraulic heads 
or fluxes, performed by assigning some known values, has to be carried out for model validation.  
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1.3.2 Cellular Automata 
Cellular Automata (CA) represent an alternative approach to differential equations to model and 
simulate complex dynamical systems, whose evolution depends on the local interactions of their 
constituent parts. A cellular automaton is a discrete model that essentially consists on: (i) a grid 
with a finite number of cells; (ii) a finite (usually small) set of states that grid cells can have, i.e. 
the values of the variables selected to describe the state of the grid cells; (iii) a neighborhood, 
which is a definition of which nearby cells may affect the state of a given grid cell; (iv) a set of 
rules, which describe interactions among neighbouring cells and determine how the states of 
cells change over time. These rules, which can be either deterministic or stochastic, are generally 
simple and local. The automaton evolves according to them and, surprisingly, complex global 
behaviors can emerge from very simple local rules under different starting configurations. 
CA, first introduced by Von Neumann in 1950 to study self-reproducing systems (Burks, 
1970), have been used in last decades for modeling many complex dynamics and physical 
systems. In particular, they have been used for modeling and simulating many natural 
phenomena, such as seismicity (Olami et al., 1992; Helmstetter et al., 2004), snow avalanches 
(Bak et al., 1987; Faillettaz et al., 2004), landslides (Noever, 1993; Hergarten and Neugebauer, 
1998; Piegari et al., 2006, 2009; Juanico et al., 2008), and volcanic eruptions (Lahaie and 
Grasso, 1998; Lemarchand and Grasso, 2007; Piegari et al., 2011). Another important field of 
CA application is fluid-dynamics. Frisch et al. (1986) have introduced lattice gas automata 
models for describing the motion and collision of particles on a grid and they have shown that 
their model follows the behavior of the Navier-Stokes equation of hydrodynamics in the long-
time and large-scale limits, in spite of the discrete dynamic description of the model (Chen et al., 
1992; Ladd, 1994). A different approach characterizes the so-called lattice Boltzmann models 
(Chopard and Masselot, 1999), where the state variables can take continuous values, as they are 
supposed to represent the density of fluid particles located in each cell (space and time are 
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discrete, as in lattice gas models). In both such lattice-gas approaches a fluid amount moves from 
a cell to another one in a CA step (which is a constant time), which implies a constant “velocity” 
in the CA context of discrete space/time. Nevertheless, velocities can be deduced by analyzing 
the global behavior of the system in time and space. In such models, the flow velocity can be 
deduced by averaging on the space (i.e. considering clusters of cells) or by averaging on the time 
(e.g. considering the average velocity of the advancing flow front in a sequence of CA steps). 
Many complex macroscopic fluid dynamical phenomena seem difficult to be modelled in 
these CA frames, because they take place on a large space scale and need practically a 
macroscopic level of description that involves the management of a large amount of input data. 
To overcome these limits Avolio et al. (2008) have proposed an empirical method where: (i) the 
state is composed of substates; (ii) each substate describes a feature of the space portion related 
to the own cell; (iii) the transition function is split in several parts, each one corresponds to an 
“elementary” process of the macroscopic phenomenon; (iv) substates of type “outflow” are used 
in order to account for quantities moving from a cell toward another one in the neighboring. 
Such an approach allows to define macroscopic surface flows and then introduces the use of 
macroscopic cellular automata. In particular, as concerns soil contamination, which is one of the 
major environmental problems in industrial countries, Di Gregorio et al. (1999) have presented a 
macroscopic CA, which describes the major phenomena that take place in bioremediation. The 
model is composed of the following three layers (where each layer depending on the others): a 
fluid dynamical layer, which describes multiphase flow through the soil; a solute description 
layer, which deals with solute transport, adsorption/desorption, and chemical reactions; a 
biological layer, which describes biomass growth and its interaction with the different chemicals. 
The results of such model, which has been tested in a pilot plant in the case of contamination by 
phenol, have demonstrated how such a complex phenomenon can be precisely described by a 
simulation model, and that CA can be usefully applied to a real-world problem of very high 
environmental and economic importance. 
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In this thesis, two simple (macroscopic) cellular automata are presented in Chapter 2 and 
applied to specific survey areas in Chapter 3 and 4, as starting point to study contamination 
infiltration in saturated and unsaturated conditions. 
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Chapter 2 
 
New approaches to self-potential data inversion and contamination flow 
modeling 
 
 
2.1 Introduction 
Nowadays, the quality of soil and ground waters is largely affected by the increased 
industrialization, urbanization and agricultural activities, which cause the release of different 
types of contaminants at the ground surface. The migration of these contaminants pollutes the 
subsurface in many areas worldwide through spills, leaks and uncontrolled releases and disposals 
(Pankow et al., 1996; Tait et al., 2004; Lawrence et al., 2006; Rivett and Clark, 2007; Zhao et al., 
2013). The most common remediation techniques, such as containment, pump-and-treat, 
extraction, stabilization/solidification, soil washing, air stripping, precipitation, vitrification, 
thermal desorption and biological remediation (Zhang, 2009), are able to recover contaminated 
areas, but they do not permit their time monitoring. In this framework, the geophysical methods 
are useful tools not only to identify the contamination but also to validate and monitor the 
remediation processes (e.g., Binley et al., 1996). Therefore, during the last few decades, the use 
of geophysical techniques for real-time monitoring as well as of simulation methods for 
predicting solute transport mechanisms through the unsaturated/saturated zone has been a 
priority for the environmental scientists (e.g. Cassiani and Binley, 2005; Bloem et al., 2010; 
Müller et al., 2010; Gasperikova et al., 2012).  
In this context, the present thesis has been mainly focused on the development of (i) new 
inversion methods of self-potential data for the full characterization of the contaminant source 
parameters; (ii) numerical models for identification of possible phenomena of pollutant 
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migration in soils and groundwater and for simulation of contaminant propagation in the 
unsaturated zone. Therefore, this chapter is divided into two parts: in the first part, innovative 
procedures for the quantitative interpretation of self-potential data are presented, while in the 
second part, a new technique based on cellular automata is proposed for modeling the 
underground contaminant propagation. 
 
2.2  New methods for self-potential data inversion 
Over the last few decades, there has been a growing interest in the self-potential (SP) method for 
applications in a wide range of fields, such as exploration geophysics, hydrogeophysics and 
environmental problems (e.g., Revil and Jardani, 2013). Compared with other geophysical 
methods, the SP prospecting is particularly attractive because of its versatility, ease of use and 
non-expensive equipment. However, the relative simplicity of the measurement technique is 
counterbalanced by a not easy interpretation of measured data, which represent the response to 
different SP sources. 
Over the time, different methods have been proposed to interpret the self-potential 
anomaly sources, which can be roughly categorized in three main groups: graphical, 
tomographical and numerical procedures. The first are the oldest methods and are mainly based 
on use of nomograms and characteristics curves (Yüngül, 1950; Paul, 1965; Rao et al., 1970; 
Bhattacharya and Roy, 1981; Atchuta Rao and Ram Babu, 1983; Agarwal, 1984; Sundararajan 
and Srinivas, 1996). Then, tomographic approaches have been proposed to localize the 
underground self-potential sources in terms of electric charge occurrence probability (COP) 
function (Di Maio and Patella, 1994; Patella 1997a,b) or electric dipole occurrence probability 
(DOP) function (Iuliano et al., 2001; Revil et al., 2001; Iuliano et al., 2002). The COP and DOP 
functions are computed by cross-correlating the SP field data with the synthetic electric field 
generated by an elementary pole or dipole source, respectively, located at any arbitrary point of 
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the subsurface. As concerns the numerical methods, a wide range of techniques have been 
developed for the interpretation of SP anomalies: methods based on spectral analysis (Atchuta 
Rao et al., 1982; Rao and Mohan, 1984; Asfahani et al., 2001; Das and Agarwal, 2012), methods 
that solve the governing differential equations (Jardani et al., 2006; Agarwal and Srivastava, 
2009; Li and Yin, 2012), methods that use sophisticated global optimization techniques, such as 
least squares inversion (Abdelrahman et al., 2006a, 2006b, 2008; Essa et al., 2008; Essa, 2011), 
genetic algorithms (Abdelazeem and Gobashy, 2006; Göktürkler and Balkaya, 2012), particle 
swarm optimization (Monteiro Santos, 2010; Pekşen et al., 2011), adaptive simulated annealing 
(Tlas and Asfahani, 2008), very fast simulated annealing (Biswas and Sharma, 2014) and ant 
colony optimization (Gupta et al., 2012; Srivastava et al., 2014).  
Considering the complexity of the SP data inversion process, which is linked to both the 
multiplicity and the unknown position of the causative sources, in the present work new methods 
have been developed for the quantitative interpretation of self-potential data that allow a full 
characterization of the SP source parameters. In particular, three different approaches have been 
proposed, respectively based on spectral, tomographical and global optimization methods. 
As concerns the spectral analysis, Periodogram (PM), Multi Taper (MTM) and Maximum 
Entropy (MEM) methods have been proposed for source depth estimation of SP anomalies 
generated by some simple geometrical bodies, like sphere, horizontal and vertical cylinder and 
inclined sheet (Rani et al., 2015; Di Maio et al., 2017).  
As the spectral methods are not able to fully characterize the SP anomaly source, an 
integrated approach based on spectral analysis and 2D tomographic technique has been then 
proposed (Di Maio et al., 2016a) as an effective inversion procedure of SP data for defining all 
parameters that characterize the anomaly causative source. In particular, MEM is used to find the 
source depth and, then, the 2D tomographic technique, based on the underground charge 
occurrence probability (COP) function (Patella, 1997a), is used to get information about the 
polarization angle of the anomaly source. From the numerical study performed on synthetic SP 
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data generated by simple geometrical structures, mathematical relations between patterns of zero 
values of the COP function and polarization angles have been found and used to interpret SP 
field data. The good agreement between the estimated source parameters and the results obtained 
from different numerical approaches shows the potentiality of integrating high-resolution 
spectral analysis and tomographic procedure. 
Finally, a more sophisticated approach based on the integration of available global 
optimization methods has been proposed to estimate the source parameters of SP anomalies (Di 
Maio et al., 2016b). In particular, a hybrid Genetic-Price algorithm is proposed as a suitable 
method for an accurate determination of the SP source parameters, which is also able to provide 
information useful to discriminate the shape of the anomalous source. 
A detailed description of all three proposed approaches and their applications on synthetic 
and field examples are presented below. 
 
2.2.1 Spectral methods 
In recent years, various spectral methods have been successfully applied for depth estimation of 
potential field sources, like gravity and magnetic anomaly sources (Spector and Grant, 1970; 
Negi et al., 1986; Maus and Dimri, 1995; Bansal et al., 2006; Bansal and Dimri, 2010), and 
climatic time series (Ghil et al., 2002). In particular, the exact similitude between gravitational 
and electrical potential suggests and guarantees the applicability of the same analysis procedures 
to SP data.  
Principally, the spectral approach is based on selection of an appropriate method for power 
spectrum estimation. The spectral methods used for power spectrum estimation can be 
categorized in parametric and nonparametric methods (Stoica and Moses, 2005). The 
nonparametric methods apply a band pass filter with a narrow bandwidth to a data sequence and 
use the filter output power divided by the filter bandwidth as a measure of the spectral content of 
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the input data. The parametric methods select a model, estimate the model parameters for the 
given data and, then, compute the power spectrum by using the estimated parameters. The most 
accurate estimates of the power spectrum can be obtained by using parametric or nonparametric 
methods depending on if the data indeed satisfy or not the model assumed by the parametric 
methods (Stoica and Moses, 2005). 
In the present study, the power spectrum of SP data is computed by using the 
nonparametric methods PM and MTM and the parametric method MEM, which are briefly 
described below. 
PM 
PM is a conventional method to compute the power spectrum of discrete time series. It estimates 
the power spectrum by computing the Discrete Fourier Transform (DFT) and appropriately 
scaling the magnitude squared of the result. The DFT is evaluated with a Fast Fourier Transform 
(FFT) algorithm. In particular, the so called radix-2 FFT procedure is generally used, which is 
easy to encode and quite computationally efficient (Cooley and Tukey, 1965). The PM method 
provides reasonably high resolution for sufficiently large number of data, but it is a poor spectral 
estimator because its variance is high and does not decrease with increasing data length. 
However, PM is considered a relevant basic spectral estimator as many other nonparametric 
estimators derive from it (Stoica and Moses, 2005). 
MTM 
MTM is a nonparametric method (Thomson, 1982; Percival and Walden, 1993) that reduces the 
variance of spectral estimates by using a small set of tapers rather than a single taper (or spectral 
window), like conventional PM does. The data are multiplied by orthogonal tapers and the power 
spectrum is obtained by averaging over the set of independent computed power spectra. The 
orthogonal tapers are constructed to minimize the leakage outside of a frequency band with 
bandwidth equals to 2pf, where f = 1/(NΔ) is the Rayleigh frequency, N is the number of data 
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points, Δ is the sampling interval and p is a suitably chosen integer related to the number of 
tapers J. Actually, since only the first 2p-1 tapers provide usefully small spectral leakage 
(Slepian, 1978; Thomson, 1982; Park et al., 1987), J should be < 2p-1. However, the optimal 
choice of p and J depends on length and properties of the data series under study.  
MEM 
MEM consists in approximating the data series under study by a linear autoregressive (AR) 
process of order M (Burg, 1975; Ulrych and Bishop, 1975; Kay and Marple, 1981; Dimri, 1992). 
Power spectrum estimation from MEM is basically a two-step process that requires the selection 
of the order M of the AR model and the evaluation of the AR coefficients. The latter can be 
estimated by using the Yule–Walker’s or Burg’s approach. In the following, the Burg's approach 
(Burg, 1975) is applied, which finds a set of AR parameters that minimizes the sum of the 
squares of the forward and backward prediction errors. The minimization is performed by using 
recursion equations and direct estimation of the reflection coefficients (Stoica and Moses, 2005). 
As concerns the selection of the order M of the AR process, several criteria have been proposed 
in the literature (Kay and Marple, 1981), such as Akaike’s final prediction error (FPE), Akaike 
information criterion (AIC), criterion autoregressive transform (CAT), characteristic correlation 
time (CCT), etc. The selection of M is crucial, as if M is too small, the spectral estimation will 
have poor resolution, on the other hand, if M is too large, power spectrum may display spurious 
peaks and line splitting. In the following, the FPE criterion is used, which is suggested by Ulrych 
and Bishop (1975) for selection of M for geophysical data. The FPE is written as: 
,
1MN
1MN
FPE 2


      (2.1) 
where N is the number of data points in the profile, M is the order of AR process and σ2 is the 
variance of residual noise after fitting the AR model to the series. FPE is plotted versus M and 
the order corresponding to the first minimum of plot is selected as the order of the AR process. 
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2.2.1.1 Source depth estimation 
Spector and Grant (1970) first found the relation between power spectrum and wavenumber for 
retrieving the depth of potential fields anomaly sources. They modeled the magnetic anomaly 
source distribution by a statistical ensemble of rectangular prismatic bodies and found the 
following linear relationship between the logarithmic power spectrum of aeromagnetic data and 
the depth of the anomaly source:  
,zk2Alog)k(Plog      (2.2) 
where P(k) is the power spectrum, A is the constant when the source distribution is uncorrelated, 
k is the wavenumber and z is the depth to the top of the anomalous source. From eq. (2.2), z is 
estimated as half of the slope of the straight line fitted to the log P(k) as a function of k. If more 
than one straight line can be fitted in the log P-k plot, the slopes of subsequent line fits will give 
the shallower source depths for higher wavenumbers (Spector and Grant, 1970).  
Later, the direct proportionality between the logarithmic power spectrum and the source depth, 
eq. (2.2), was also retrieved for other different source geometries (Naidu, 1972; Hahn et al., 
1976; Pedersen, 1991; Garcia-Abdeslem and Ness, 1994; Pawlowski, 1994). Then, Maus and 
Dimri (1995) improved the Spector and Grant approach by developing an inversion method that 
is able to estimate the depth of magnetic and gravity anomaly sources and to take into account 
the scaling behavior of the corresponding geophysical parameters, i.e. magnetic susceptibility 
and density, respectively. This method is based on scaling source distributions with power 
spectra proportional to f-, where f is the wavenumber and  is the scaling exponent of the source 
distribution. The best values of the source depths and the scaling exponents are then obtained by 
minimizing the difference between the theoretical power spectrum of the assumed scaling source 
distribution and the power spectrum of the measured data. 
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Actually, as the equations governing gravitational and electrical fields are the same, in the 
present work the application of the above mentioned spectral analysis methods for the SP data 
inversion has been proposed and validated on synthetic and field SP data generated by single 
anomaly sources. 
 
2.2.1.2 Spectral analysis of SP synthetic data  
The effectiveness of the spectral analysis for the inversion of self-potential anomalies has been 
tested on synthetic data generated by different simple source models, such as sphere, vertical 
cylinder, horizontal cylinder and inclined sheet (Rani et al., 2015; Di Maio et al., 2017). For each 
dataset, the numerical analysis has been carried out by varying the source parameters and the 
level of random noise on the original dataset. In this section, the results of the performed 
analyses are shown. 
SP anomalies due to polarized spherical and cylindrical sources 
The SP observed at any point P (x, z) along a profile line over a polarized body whose center is 
placed at P0 (x0, z0) can be expressed as (Yüngül, 1950; Bhattacharya and Roy, 1981; Agarwal 
and Srivastava, 2009):  
 
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,    (2.3) 
where, K is the electric dipole moment, α is the polarization angle between polarization and 
horizontal axes, x0 and z0 are the coordinates of the center axis of the body and p is the shape 
factor, which is 1.5, 1 or 0.5 in case of sphere, horizontal cylinder or vertical cylinder, 
respectively. The numerical analysis has been performed by varying the shape factor, p, in eq. 
(2.3) for computation of SP anomalies due to different polarized structures. For each structure, 
the analysis has been carried out at varying the depth of the body, the polarization angle and the 
sampling interval. It is worth noting that if the radius of the structure is much lower than the 
33 
 
depth of the center, then z0 could be approximated by the depth of the body top. In most cases, 
the application of MEM has provided depth values of the causative source closer to actual values 
than those provided by PM and MTM. As examples, Figs. 2.1, 2.2 and 2.3 illustrate the power 
spectrum estimated by PM (Figs. 2.1b, 2.2b and 2.3b), MTM (Figs. 2.1c, 2.2c and 2.3c) and 
MEM (Figs. 2.1e, 2.2e and 2.3e) for SP anomalies generated, respectively, by polarized sphere, 
horizontal cylinder and vertical cylinder for a profile length of 300 m and a sampling interval of 
2 m. For power spectrum estimation by MEM, the order of the AR process has been selected as 
the order corresponding to the first minimum in the plots FPE vs M, as presented in Figs. 2.1d, 
2.2d and 2.3d. Table 2.1 indicates the source parameters for the examples shown in the figures. 
As it can be seen, the application of MEM is successful in determining the depth of the causative 
source with a percent error less than 5%.  
 
Synthetic 
source 
model 
Electric 
dipole 
moment (K)  
Polarization 
angle (α) 
Body 
center 
depth 
(z0) 
Estimated depth (m) 
PM MTM MEM 
Sphere -100 mVm 30° 30 m 25.8 ± 3.5 28.8 ± 1.1 29.6 ± 0.7 
Horizontal 
cylinder 
-100 mVm 30° 30 m 34.1 ± 4.3 31.4 ± 1.3 30.1 ± 0.4 
Vertical 
cylinder 
-100 mVm 30° 30 m 40.5 ± 17.2 35.5 ± 3.6 31.4 ± 0.7 
 
Table 2.1 Parameters characterizing the sources of the SP anomalies shown in Figs. 2.1a, 2.2a and 2.3a. 
The last three columns report the depth values estimated by applying PM, MTM and MEM, respectively, 
to the synthetic curves. 
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Figure 2.1 (a) SP anomaly due to a sphere characterized by the parameters indicated in Table 2.1; (b) 
power spectrum estimated by PM; (c) power spectrum estimated by MTM; (d) order selection for AR 
process and (e) power spectrum estimated by MEM.  
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Figure 2.2 (a) SP anomaly due to a horizontal cylinder characterized by the parameters indicated in Table 
1; (b) power spectrum estimated by PM; (c) power spectrum estimated by MTM; (d) order selection for 
AR process and (e) power spectrum estimated by MEM.  
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Figure 2.3 (a) SP anomaly due to a vertical cylinder characterized by the parameters indicated in Table 1; 
(b) power spectrum estimated by PM; (c) power spectrum estimated by MTM; (d) order selection for AR 
process and (e) power spectrum estimated by MEM.  
 
To study the effect of source parameter variations on depth estimation, a detailed 
numerical analysis has been performed by varying the source parameters for different depth 
values. For instance, Table 2.2 shows the results obtained by varying the depth of the anomalous 
source keeping fixed polarization angle α = 50˚, for different source models. The SP values are 
computed for a profile length of 300 m with a sampling interval of 2 m, and for K = -100 mVm 
and x0 = 0. As it can be seen, the application of MEM is successful in determining the depth of 
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the causative source, with a percent error less than 5%. In particular, an extensive analysis, 
aimed at assessing the MEM resolution in retrieving the depth of the top of horizontal cylinder-
type sources, has been carried out at varying the depth. It has been found that the method is able 
to provide correct estimates of z0 down to depths of about 80 m, with a percent error less than 
8%. 
 
 
 
 
 
 
 
 
 
 
Table 2.2 Depth values estimated for synthetic source models (sphere, horizontal and vertical cylinder) of 
SP anomalies by using different source depth values, for  = 50°.  
 
Furthermore, numerical analyses have been performed to investigate the behavior of power 
spectrum estimated by PM, MTM and MEM by varying the values of the polarization angle, . 
Table 2.3 summarizes the results obtained for source models with center depth, z0, of 30 m and 
electric dipole moment, K, equals to -100 mVm. From the analysis, it can be seen that the 
dependence of the power spectrum on the polarization angle can be considered negligible with 
good approximation for spherical and cylindrical sources, for angles in the range 0o - 40o. 
 
 
 
 
 
 
Synthetic 
source model 
Body center 
depth (z
0
) 
Estimated depth (m) 
PM MTM MEM 
Sphere 
20 m 
30 m 
40 m 
16.7 ± 1.2 
24.9 ± 2.5 
35.9 ± 3.5 
18.8 ± 0.5 
29.3 ± 1.4 
39.1 ± 1.6 
18.7 ± 0.6 
28.9 ± 0.8 
39.0 ± 0.8 
Horizontal cylinder 
20 m 
30 m 
40 m 
21.1 ± 2.6 
33.5 ± 5.0 
41.3 ± 4.8 
20.3 ± 0.4 
31.5 ± 1.2 
41.6 ± 2.2 
20.6 ± 0.6 
30.0 ± 0.4 
40.0 ± 0.7 
Vertical cylinder 
20 m 
30 m 
40 m 
26.0 ± 13.8 
40.1 ± 15.6 
49.6 ± 22.1 
22.0 ± 1.3 
32.4 ± 2.0 
42.8 ± 4.1 
21.5 ± 0.8 
31.6 ± 0.7 
41.3 ± 1.4 
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Table 2.3 Depth values estimated for synthetic source models (sphere, horizontal and vertical cylinder) of 
SP anomalies by using different polarization angles, for z0 = 30 m.  
 
SP anomaly due to inclined sheet 
The SP anomaly at any point P(x) on a profile perpendicular to the strike of a 2D inclined sheet 
can be written as (Murty and Haricharan, 1985; Sundararajan et al., 1998): 
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where K is the electric dipole moment, x0s and z0s are, respectively, the x-coordinate and the 
depth of the center of the sheet, αs is the inclination with respect to the horizontal plane, and a is 
the half-width of the sheet. From eq. (2.4), the SP anomaly of an inclined sheet is a function of 
five parameters, one more than in the case of spherical and cylindrical bodies, therefore more 
extended analysis is required for its numerical characterization. In Fig. 2.4, as an example, the 
power spectrum estimated by PM, MTM and MEM is reported for the SP anomaly computed 
over an inclined sheet for a profile length of 300 m and a sampling interval of 2 m. The source 
parameters for the example shown in the figure are reported in Table 2.4. As it can be seen, the 
application of MEM is successful in determining the depth of the causative source, even if with a 
percentage error larger than that found for the case of sphere, horizontal and vertical cylinder. 
Synthetic 
source model 
Polarization 
angle (α) 
Estimated depth (m) 
PM MTM MEM 
Sphere 
10° 
20° 
30° 
40° 
25.3 ± 3.8 
25.6 ± 4.0 
25.8 ± 3.5 
26.0 ± 4.1 
28.7 ± 1.4 
28.8 ± 1.2 
28.8 ± 1.1 
28.9 ± 1.0 
29.2 ± 0.4 
29.3 ± 0.6 
29.6 ± 0.7 
29.9 ± 0.6 
Horizontal cylinder 
10° 
20° 
30° 
40° 
33.9 ± 6.5 
34.0 ± 6.3 
34.1 ± 4.3 
34.8 ± 4.8 
31.2 ± 1.7 
31.4 ± 1.5 
31.4 ± 1.3 
31.5 ± 1.2 
29.9 ± 0.5 
30.0 ± 0.5 
30.1 ± 0.4 
30.3 ± 0.6 
Vertical cylinder 
10° 
20° 
30° 
40° 
39.6 ± 20.0 
40.1 ± 18.5 
40.5 ± 17.2 
40.9 ± 17.5 
35.4 ± 4.6 
35.4 ± 4.2 
35.5 ± 3.6 
35.6 ± 3.0 
29.9 ± 0.5 
31.2 ± 0.7 
31.4 ± 0.7 
31.5 ± 0.6 
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The loss of precision is due to the dependence of the power spectrum shape on the value of the 
half-width of the sheet, a. The performed numerical analysis has shown that the best agreement 
between predicted and actual values of the source depth are found, keeping fixed αs, when a is 
about z0s/2. Also in this case, an extensive study has been performed for defining the MEM 
resolution in identifying the causative source depth, z0s. It has been found that for inclined sheet-
type sources the resolution is lesser than that obtained for horizontal cylinder-type sources. 
Specifically, accurate z0s values are found down to depths of about 60 m, with a percent error 
less than 9%. 
A numerical analysis has been then performed to study the behavior of the power spectrum 
estimated by PM, MTM and MEM for different values of the polarization angle, αs. As it can be 
seen from Table 2.4, for the inclined sheet the dependence of the power spectrum on the 
polarization angle is not negligible as for the case of sphere, horizontal and vertical cylinder. In 
particular, the depth of the anomaly source estimated from the slope of the log P(k) is less 
accurate as αs grows.  
 
Synthetic 
source 
model 
Electric dipole 
moment (K) 
Body center 
depth (z0) 
Half-
width (a) 
 
Polarization 
angle (α) 
Estimated depth (m) 
 
PM MTM MEM 
Inclined 
sheet 
-100 mVm 30 m 15 m 
10° 
20° 
30° 
40° 
41.3 ± 18.7 
39.5 ± 16.8 
35.5 ± 12.1 
32.6 ±   9.0 
32.2 ± 4.3 
27.6 ± 3.1 
24.9 ± 2.5 
23.8 ± 2.1 
30.1 ± 1.5 
28.9 ± 1.2 
25.8 ± 1.5 
23.0 ± 0.9 
 
Table 2.4 Parameters characterizing the inclined sheet source of the SP anomaly shown in Fig. 2.4a. The 
last three columns report the depth values estimated by applying PM, MTM and MEM, respectively, at 
varying the polarization angle. 
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Figure 2.4 (a) SP anomaly due to an inclined sheet characterized by the parameters indicated in Table 
2.4; (b) power spectrum estimated by PM; (c) power spectrum estimated by MTM; (d) order selection for 
AR process and (e) power spectrum estimated by MEM.  
 
As for the previous analyzed structures, a numerical analysis has been then performed by 
varying the depth of the anomalous source keeping fixed the polarization angle. In Table 2.5 the 
results obtained for αs = 50˚ are shown. As it can be seen, MEM is the most effective method in 
providing the actual values of the source depth with a percent error of about 5%.  
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Synthetic 
source model 
Body center depth (z
0
) 
Estimated depth (m) 
PM MTM MEM 
Inclined sheet 
20 m 
30 m 
40 m 
20.9 ± 8.1 
29.5 ± 5.8 
34.3 ± 6.7 
17.5 ± 1.2 
25.8 ± 3.1 
35.2 ± 3.0 
18.2 ± 1.4 
28.9 ± 1.2 
38.6 ± 2.0 
 
Table 2.5 Depth values estimated for the inclined sheet source model by using different depth values, for 
s = 50°. 
 
2.2.1.3 Sensitivity analysis 
As it has been mentioned in Section 2.2.1, power spectrum estimation from MTM and MEM 
depends on number of tapers, J, and suitable selection of the order of the AR process, 
respectively. Therefore, to investigate the effect of these parameters on the analysis results, a 
detailed study has been performed to check the appropriateness of the choice made.  
As it concerns the number of tapers, the estimation of the power spectrum has been 
performed by using three different values of J. Specifically, we set J = 2p - 1 and used p = 2, 3 
and 4. As it can be seen from the results summarized in Table 2.6, it has been found that p = 3 
produces less variance in spectral estimation, while for p = 2 and 4, a higher error is observed 
between actual and estimated depth values. Thus, the value J = 5 has been used for all the 
numerical analyses discussed in the present study.  
For MEM spectral estimates, the order corresponding to the first minimum in the FPE vs 
order plot has been selected as the order of the AR process. To check the appropriateness of such 
a choice, an analysis has been performed by varying the order of the AR process, for fixed values 
of source depth and polarization angle. As it can be seen from Table 2.6, the estimated depths of 
the anomaly source, obtained by considering lower and higher orders with respect to the order 
corresponding to the first minimum in the plot FPE vs order (indicated on the related plots and 
marked in bold in Table 2.7), show higher errors. Such a result validates the adopted criterion for 
the choice of the order of the AR process. 
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Synthetic 
source model 
Body 
center 
depth 
(z
0
) 
Polarization 
angle (α) 
Estimated depth from MTM (m) 
p = 2 p = 3 p = 4 
Sphere 30 m 
10° 
20° 
30° 
40° 
27.4 ± 1.5 
27.4 ± 1.4 
27.5 ± 1.3 
27.6 ± 1.4 
28.7 ± 1.4 
28.8 ± 1.2 
28.8 ± 1.1 
28.9 ± 1.0 
30.5 ± 1.6 
30.6 ± 1.5 
30.7 ± 1.4 
30.7 ± 1.7 
Horizontal 
cylinder 
30 m 
10° 
20° 
30° 
40° 
30.9 ± 3.2 
30.9 ± 2.9 
30.9 ± 3.5 
31.0 ± 2.2 
31.2 ± 1.7 
31.4 ± 1.5 
31.4 ± 1.3 
31.5 ± 1.2 
32.0 ± 2.2 
32.2 ± 1.8 
32.1 ± 1.9 
32.3 ± 1.3 
Vertical 
cylinder  
30 m 
10° 
20° 
30° 
40° 
33.7 ± 5.5 
33.6 ± 5.1 
33.4 ± 4.9 
33.5 ± 4.3 
35.4 ± 4.6 
35.4 ± 4.2 
35.5 ± 3.6  
35.6 ± 3.0 
35.2 ± 2.3 
35.2 ± 2.2 
35.2 ± 2.1 
35.1 ± 2.0 
Inclined sheet 30 m 
10° 
20° 
30° 
40° 
31.5 ± 4.6 
27.4 ± 4.2 
24.5 ± 3.6 
23.2 ± 2.5 
32.2 ± 4.3 
27.6 ± 3.1 
24.9 ± 2.5 
23.8 ± 2.1 
35.0 ± 2.4 
30.8 ± 1.9 
27.8 ± 1.7 
25.2 ± 1.5 
 
Table 2.6 Depth values estimated for synthetic source models (sphere, horizontal cylinder, vertical 
cylinder and inclined sheet) of SP anomalies due to different polarization angles by varying the number of 
tapers.  
 
Synthetic 
source model 
Body center depth 
(z
0
) Order 
Estimated depth 
from MEM (m) 
Sphere 30 m 
25 
35 
45 
29.2 ± 1.2 
29.6 ± 0.7 
30.1 ± 1.0 
Horizontal cylinder 30 m 
20 
27 
35 
29.9 ± 1.8 
30.1 ± 0.4 
30.6 ± 0.5  
Vertical cylinder  30 m 
20 
28 
35 
31.5 ± 2.0 
31.4 ± 0.7 
32.0 ± 1.1 
Inclined sheet 30 m 
30 
36 
45 
24.9 ± 1.2  
25.8 ± 1.5  
27.0 ± 1.1  
 
Table 2.7 Depth values estimated for synthetic source models (sphere, horizontal cylinder, vertical 
cylinder and inclined sheet) of SP anomalies by varying the order of the AR process. The numbers in bold 
mark the choice made for the orders of the AR process for successful applications of MEM. 
 
Finally, in order to check the stability of the proposed inversion methods to noisy data, a 
numerical analysis has been performed by adding different level of Gaussian random noise to the 
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original synthetic datasets, at varying depth and polarization angle of the anomalous body. As an 
example, Table 2.8 summarizes the results obtained for the SP anomaly curves generated by a 
polarized horizontal cylinder and an inclined sheet with the addition of 5%, 10% and 15% of 
random noise. The SP values are computed for a profile length of 300 m with a sampling interval 
of 2 m, and for K = -100 mVm, z0 = 30 m and α = 50°. For all the examined cases, it has been 
found that MEM is able to provide the actual depths with the lowest percent error (< 12%). 
 
Synthetic 
source model 
Body 
center 
depth (z
0
) 
Random 
noise 
Estimated depth (m) 
PM MTM MEM 
Horizontal 
cylinder 
30 m 
5% 
10% 
15% 
28.9 ± 5.1 
29.9 ± 5.0 
31.3 ± 5.3 
32.1 ± 2.7 
32.3 ± 3.1 
32.6 ± 4.3 
31.2 ± 2.8 
31.7 ± 3.0 
32.0 ± 4.1  
Inclined sheet 30 m 
5% 
10% 
15% 
27.3 ± 4.2  
28.9 ± 3.7  
29.6 ± 4.5 
26.1 ± 2.2 
24.4 ± 2.8 
23.5 ± 4.7 
30.6 ± 4.2 
30.5 ± 5.0 
31.3 ± 5.6  
 
Table 2.8 Depth values estimated for synthetic SP data generated by polarized structures, like horizontal 
cylinder and inclined sheet, with addition of different level of random noise. 
 
2.2.1.4 Application to field data 
The spectral methods PM, MTM and MEM have been applied to different examples of SP field 
data taken from the published literature (Di Maio et al., 2016c; Di Maio et al., 2017). For brevity, 
one example of field application is provided here. 
Sulleymonkoy SP anomaly, Ergani, Turkey 
The above mentioned methods were applied to analyze the Sulleymonkoy SP anomaly, Ergani, 
Turkey (Yüngül, 1950), which has been studied by many authors with different analysis 
techniques (Bhattacharya and Roy, 1981; Agarwal, 1984; Sundararajan and Srinivas, 1996; 
Agarwal and Srivastava, 2009; Srivastava and Agarwal, 2009). For this study, the anomaly has 
been digitized after Bhattacharya and Roy (1981) at a sampling interval of 6 m for a profile 
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length of 264 m. Figure 2.5 shows the digitized SP anomaly and the power spectrum computed 
by PM, MTM and MEM. The obtained depth value from the spectral approach is in the range 
from 27 m to 30 m, which is in good agreement with the depth values provided by other authors 
as summarized in Table 2.9.  
 
 
Figure 2.5 (a) Sulleymonkoy SP anomaly, Ergani, Turkey (after Bhattacharya and Roy, 1981); (b) power 
spectrum estimated by PM; (c) power spectrum estimated by MTM; (d) order selection for AR process 
and (e) power spectrum estimated by MEM. 
 
45 
 
 
Sulleymonkoy SP anomaly: source depth estimated by different methods  
Method depth (m) 
Characteristics curves (Yüngül, 1950) 38.8 
Nomograms (Bhattacharya and Roy, 1981) 40.0 
Analytic signal approach (Agarwal, 1984) 30.1 
Enhanced local wavenumber (Srivastava and Agarwal, 2009) 28.9 
Euler’s deconvolution (Agarwal and Srivastava, 2009) 27.0 
PM 30.5 
MTM                            (Di Maio et al., 2017) 27.4 
MEM 30.0 
 
Table 2.9 Estimated depth values for the Sulleymonkoy anomaly source by different analysis methods.  
 
2.2.2 An integrated spectral- tomographic method 
As discussed earlier, from the inversion of synthetic SP data generated by geometrically simple 
anomalous bodies, MEM was found to be better in providing more accurate estimates of the 
depth of the anomalous body as compared to the nonparametric PM and MTM spectral methods. 
The MEM is useful to get knowledge on the depth of the causative source without a priori 
information, but it does not provide any information about the shape of the body. On the other 
hand, the tomographic approach has been demonstrated to be helpful in characterizing SP 
anomalies and, in particular, the 3D COP and DOP tomographic imaging has been successfully 
used to delineate the shape of some known ore bodies (Bhattacharya et al., 2007). To gain 
simplicity, we focus on 2D COP tomographic imaging and show that once depth is computed 
from MEM, 2D tomographic maps are able to provide information about the shape and the 
polarization angle of the causative source. In particular, the proposed MEM-COP integrated 
approach has been tested on SP synthetic data generated by a polarized horizontal cylinder and 
an inclined sheet. From numerical analysis, mathematical relationships among polarization 
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angles, positions of the causative sources along the profile and lines of zeros of the COP function 
have been found. These relationships turned out of great help in interpreting tomographic maps 
of SP field data. The results of this numerical analysis are presented in the following subsections, 
while details about the study of the properties of the COP functions are postponed in the 
appendices. It is worth noting that the performed analysis shows that the position of the zero 
lines does not depend on the mesh size used to obtain the analyzed synthetic SP curves. 
Below a brief description of the tomographic approach is given, and then the results of the 
MEM-COP approach on some analyzed synthetic examples are presented.  
Tomographic Imaging Method 
The tomographic approach to SP data interpretation (Di Maio and Patella, 1994; Patella 1997a, 
1997b) aims at defining the underground SP causative sources by using the concept of scanning 
function and of charge occurrence probability function to map the underground electric charge 
distribution (Patella 1997a). In the 2D space domain, the scanning function is the electric field 
component, along a selected straight-line SP profile, generated by an elementary positive charge 
located at any arbitrarily assigned point of the vertical section through the profile. If its direction 
coincides with the x-axis of a 2D rectangular coordinate system (x, z) (the tomoplane), the 
scanning function can be written as (Patella 1997a):  
 
   232q2q
q
qqx
zxx
xx
z,xx


 ,    (2.5) 
where (xq, zq) is the position of the elementary charge in the subsoil. 
The charge occurrence probability function (COP) is defined as the cross-correlation product of 
the total observed electric field component, Ex, and the scanning function, normalized to the 
square root of the product of the respective variances. A discrete formulation of the COP for any 
arbitrarily assigned point of coordinates (𝜉,𝛿) in the tomoplane is given by (Patella 1997a): 
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where Δ𝑉(𝜒) is the potential drop measured along the x-axis at a space interval ∆x and attributed 
to the middle point of the measurement dipole, 𝜒 (=
𝑥
∆𝑥
), 𝜉 (=
𝑥𝑞
∆𝑥
) and 𝛿 (=
𝑧𝑞
∆𝑥
) are integers and 
D is the normalizing factor that is a constant for any given profile and depends only on the 
electric field component 𝐸𝑥(𝑥) =
−Δ𝑉(𝑥)
Δ𝑥
 .  
The value of 𝜂(𝑥, 𝑧), for any assigned pair of coordinates (x, z) in the tomoplane, can be 
interpreted as the probability that a positive () or negative (< 0) electric charge there 
located is responsible of the SP value distribution observed along the measurement profile. The 
tomoplane is scanned along horizontal lines, spaced by a constant depth interval, and the value of 
 is calculated for each value of x, taking fixed z, and so on, until to obtain a grid distribution of 
 values in the tomoplane. A suitable line contour process outlines the zones where the electric 
charges, positive or negative, are most likely concentrated. 
It is worth noting that in practice the above described 2D tomographic procedure provides 
a cross-sectional representation of the COP function not necessarily coinciding with a true 
section. In fact, while the x-coordinate properly denotes the horizontal offset of the charges along 
the profile, the tomodepth (i.e. the z-coordinate) may not represent the actual depth, but the 
composition of the true depth and a possible lateral offset y with respect to the SP profiling line, 
here coincident with the x-axis (Patella 1997a; Di Maio et al., 1998). Such an evident ambiguity 
can be eliminated by performing a SP areal investigation and applying a 3D tomographic 
algorithm of the COP function by using a 2D cross-correlation integral product (Patella 1997b; 
Di Maio et al. 2000; Di Maio et al., 2013). 
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2.2.2.1 MEM-COP integrated analysis of SP synthetic data 
The proposed approach to the analysis of SP data, which integrates the MEM and the COP 
tomography methods, has been tested on SP synthetic data generated by a polarized horizontal 
cylinder and an inclined sheet.  
Horizontal cylinder 
The SP anomaly curve due to a horizontal cylinder can be obtained by using eq. (2.3) with shape 
factor p = 1.0. To gain simplicity and differentiate the source parameters, eq. (2.3) for horizontal 
cylinder-like geologic structure can be expressed as:  
 
 
  2c0
2
c0
cc0cc0
zxx
sinzcosxx
KxV




,    (2.7) 
where K is the electric dipole moment, x0c and z0c are the coordinates of the center axis of the 
body, and αc is the polarization angle measured from the horizontal positive clockwise.  
As shown in previous sections, MEM is able to provide depth information with error less 
than 5% for horizontal cylinder placed at different depths (Fig. 2.2 and Table 2.2). However, as 
stated earlier, MEM is not able to give any information about the polarization angle, as the 
power spectrum is not significantly affected by αc changes (see Table 2.3). Thus, to gain 
information about αc the tomographic approach is applied. As example, Fig. 2.6 shows 2D COP 
tomographic images that are computed by using eq. (2.6) for four different values of the 
polarization angles (c = 10°, 30°, 50° and 90°) and keeping fixed the depth z0c (= 30 m). As it 
can be seen from Fig. 2.6, the 2D tomographic maps have three lines of zeros, with the central 
zero line well approximated by a straight line. Interestingly, it has been found that such a central 
zero line of the COP function changes its inclination, c, by varying αc, and only for the special 
case αc = 90° it disappears and two symmetrical zero lines are found. The dependence of the 
COP function η on the polarization angle has been investigated numerically (see Appendix B) 
and a relation between αc and the inclination c has been identified: 
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cc  604.2290   ,     (2.8) 
where c is expressed in degrees and αc in radians. By computing the c values for the 
investigated cases and using eq. (2.8), the estimated polarization angles from the tomographic 
approach are: 10.02°, 29.70°, 49.62° and 89.27°, in very good agreement, respectively, with the 
actual values. 
 
 
Figure 2.6 2D COP tomographies for four analyzed synthetic cases of horizontal cylinder with 
polarization angle αc = 10° (a), 30° (b), 50° (c) and 90° (d). 
 
As concerns the determination of the coordinate of the center axis of the body, cx0 , it has 
been found that cx0  is related to the intercept cI  of the central zero line of the COP function by a 
shift cx0 , which is a linear function of the source depth cz0  and the polarization angle c for c 
 /3. Specifically, it has been found that:  
c0cc0 xIx  ,     (2.9) 
with c0c0 zrx    and r = 0.38785 rad
-1 as illustrated in the Appendix B. By using such a 
formula for the cases shown in Fig. 2.6, it turns out that the cx0  coordinates are: 0.031 m, 0.092 
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m and 0.154 m for polarization angles 10°, 30° and 50°, respectively, in very good agreement 
with the actual value (i.e. x0c = 0).  
In order to check the stability of the proposed integrated approach to noisy data, a 
numerical analysis has been performed by adding different level of Gaussian random noise to 
original synthetic datasets, at varying depth and polarization angle of the anomalous body.  
Concerning the depth estimation from MEM, for all the analyzed cases the MEM method 
was able to provide the true depths with a percent error less than 10% (see Table 2.8). As regards 
the polarization angle, 2D COP tomographic distributions were computed by using eq. (2.6) for 
four different values of the polarization angle (c = 10°, 30°, 50° and 90°) and keeping fixed the 
depth (z0c = 30 m) with addition of different level of random noise to the original dataset. As an 
example, Fig. 2.7 shows the results for data affected by 5% of random noise. As it can be seen, 
the pattern of the central zero line is slightly influenced by the occurrence of noise, especially for 
smaller angles. Nevertheless, by computing the c values for the investigated cases and by using 
eq. (2.8), the estimated polarization angles from the tomographic approach are: 10.38°, 30.16°, 
49.72° and 89.58°, in very good agreement, respectively, with the actual values.  
 
 
Figure 2.7 2D COP tomographies for the analyzed synthetic data affected by 5% of random noise at 
varying the polarization angle: αc = 10° (a), 30° (b), 50° (c) and 90° (d). 
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Inclined sheet 
The synthetic SP values due to an inclined sheet-like source have been calculated by using eq. 
(2.4). As reported in previous sections, the application of MEM is successful in determining the 
depth of the causative source, even if with a percentage error larger than that found for the case 
of the horizontal cylinder, where the best agreement between predicted and observed values of 
the source depths are found, keeping fixed αs, when a is about z0s/2 (Fig. 2.4 and Table 2.5). As 
concerns the dependence of the power spectrum on αs, it is not negligible as for the case of 
horizontal cylinder. Indeed, the depth of the anomaly source estimated from the slope of the log 
P(k) is less accurate as αs grows (see Table 2.4). The 2D SP tomographic approach is then 
applied by varying the polarization angle s and the half-width a of the inclined sheet for each 
investigated depth of the anomalous source. As an example, Fig. 2.8 shows 2D COP 
tomographic images related to SP data computed by using eq. (2.6) for four different polarization 
angles (s = 10°, 30°, 50° and 90°) and keeping fixed the depth z0s (= 30 m) and the half-width a 
(= z0s/2). As it can be seen from the images, the 2D tomographic maps are very similar to those 
obtained for the case of the horizontal cylinder and have three lines of zeros, with the central 
zero line well approximated by a straight line. By investigating the dependence of the COP 
function η on the polarization angle αs (see Appendix C), a linear relationship between αs and the 
inclination of the zero line, s, very similar to that found for horizontal cylinder has been 
identified: 
ss  49.2390   ,     (2.10) 
where s is expressed in degrees and αs in radians. By computing the s values for the 
investigated cases, the estimated polarization angles from the tomographic approach are: 9.75°, 
29.20°, 48.13° and 87.60°, in good agreement, respectively, with the actual values. 
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Figure 2.8 2D COP tomographies for four analyzed synthetic cases of inclined sheet with polarization 
angle αs = 10° (a), αs = 30° (b), αs= 50° (c) and αs = 90° (d). 
 
As it concerns the determination of the coordinate of the center axis of the body, s0x , it 
has been found that sx0  is related to the intercept sI  of the central zero line of the COP function 
by a shift sx0 , which is a linear function of the source depth s0z  and the polarization angle s 
for c  /3 and z0s  20 m. Specifically, it has been found that:  
s0ss0 xIx   ,     (2.11) 
with  s0ss0 rztx  , where t = -4.11 m/rad and r = 0.4169 rad-1 as illustrated in the Appendix 
C. By using such a formula for the cases shown in Fig. 2.8, it turns out that the sx0  coordinates 
are: -0.034 m, -0.397 m and 0.328 m for polarization angles 10°, 30° and 50°, respectively, in 
very good agreement with the actual value (i.e. x0 = 0). 
About the dependence of η on the parameter a, it has been found that the central zero line 
of η can be well approximated by a straight line only for a restricted range of values of a. As an 
example, Fig. 2.9 shows the COP function for different values of a (= 5 m, 15 m, 25 m and 50 
m), keeping fixed s (= /4) and z0s (= 30 m). This result provides a useful constraint on the 
interpretation of real data as if the tomographic map shows a central straight line of zeros, 
reasonable values of a will be close to half the depth. 
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Figure 2.9 2D COP tomographies for the four analyzed synthetic cases of inclined sheet at polarization 
angle αs = 45° and depth z0s = 30 m, for different half-width a = 5 m (a), a = 15 m (b), a = 25 m (c), a = 
50 m (d). 
 
Finally, also in this case a numerical analysis was performed to estimate the effectiveness 
of the proposed approach in presence of noisy data. Different levels of random noise were added 
to original synthetic datasets obtained at varying the depth and the polarization angle of the 
body. Concerning the depth estimation from MEM, for all the analyzed cases the MEM method 
was able to provide the true depths with a percent error less than 13% (see last row of Table 2.8).  
As regards the polarization angle, 2D COP tomographic distributions were computed by 
using eq. (2.6) for four different values of the polarization angle (s = 10°, 30°, 50° and 90°) and 
keeping fixed the depth (z0s = 30 m) with addition of different levels of random noise to the 
original datasets. In particular, Fig. 2.10 shows the results for data affected by 5% of random 
noise. By computing the s values for the investigated cases and by using eq. (2.10), the 
estimated polarization angles from the tomographic approach are: 9.42°, 30.93°, 50.10° and 
90.57°, in very good agreement, respectively, with the actual values.  
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Figure 2.10 2D COP tomographies for the analyzed synthetic data affected by 5% of random noise at 
varying the polarization angle: αs = 10° (a), αs = 30° (b), αs = 50° (c) and αs = 90° (d). 
 
2.2.2.2 Application to field data 
The proposed integrated approach has been applied to different examples of SP field data taken 
from the published literature (Di Maio et al., 2016a). For the sake of brevity, one example of 
field application is provided here. 
The Bavarian woods anomaly, Germany 
The graphite deposits in Bavarian woods of Germany are situated in a hercynic gneissic complex 
and are conformably intercalated between paragneiss and crystalline limestone of the same age 
(Meiser, 1962). Generally, these deposits form seams, which are designated as bituminous 
sediments of presumably Precambrian age. The SP anomaly data generated by such deposits 
were acquired by Meiser (1962). Over time, this dataset has been studied by various authors by 
using different methods, whose results are summarized in Table 2.10. 
For this study, the anomaly has been digitized at a space interval of 2 m for a profile length 
of 520 m (Fig. 2.11a). The depth of the SP anomaly source estimated from the MEM application 
(Figs 2.11b and c) is in the range from 35.90 m to 53.00 m, which is in good agreement with the 
depth obtained by other authors (see Table 2.10). The application of the tomographic approach, 
instead, has provided the in-depth COP distribution shown in Fig. 2.11d. Also in this case, the 
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tomographic image shows similarities to the COP distribution for SP anomaly curves generated 
by a horizontal cylinder (see Fig. 2.6) and an inclined sheet (see Fig. 2.8). To compare the results 
of our approach with those provided by previous studies, a horizontal cylinder source model has 
been chosen. Hence, eq. (2.8) has been used to find the value of the polarization angle. By 
estimating the slope of the central zero line from the COP distribution map in Fig. 2.11d, i.e. c = 
-66.52°, a value of the polarization angle c = -59.52° is obtained. 
 
 
Figure 2.11 (a) Bavarian woods SP anomaly, Germany; (b) order selection for AR process; (c) power 
spectrum estimated by MEM; (d) COP distribution provided by tomographic approach.  
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Table 2.10 Source parameters retrieved for Bavarian woods SP anomaly (Germany) by applying different 
data interpretation methods. 
 
Finally, a synthetic curve has been then computed by considering a horizontal cylinder 
with source depth value z0c = 44.90 m (derived from the MEM application), polarization angle c 
= -59.52° and coordinate of the center axis of the body x0c = 265.91 m (derived from the 
tomographic approach by using eqs. (2.8) and (2.9)). As it is shown in Fig. 2.12, a good 
correlation between synthetic and observed data has been found. 
 
Figure 2.12 Computed SP anomaly (blue points) compared with the observed Bavarian woods SP 
anomaly (black points). 
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2.2.3 The Genetic-Price algorithm 
The Genetic-Price Algorithm (GPA) is a global optimization method introduced by Bresco et al. 
(2005) for finding the absolute extreme point of a multimodal scalar function with many 
variables. This algorithm is an improvement of the first controlled random search algorithm 
proposed by Price (1976), and its simplified flow diagram is shown in Fig. 2.13.  
Given a function S of m variables, the first step consists in assigning limits to each of the m 
variables, thus defining an initial search domain. A number N of trial points, with N >> m to 
avoid the risk of premature convergence, is chosen randomly within this domain, and the 
function values at each point are stored in a search array A. At each iteration, a trial point P is 
selected in a way that depends on the previous N points. If the value of S in P is less than the 
maximum value stored in A, then P replaces the corresponding point in A, otherwise a new trial 
point P is selected. Price (1976) showed that, by iterating this procedure, the set of N points 
within the array A tends to cluster around the minima, which are clearly better defined the higher 
is N. On the other hand, if N is higher, the rate of convergence is slower and the computational 
costs are higher. To improve the Price's algorithm, Brachetti et al. (1997) proposed a variant of 
the original algorithm that enhances efficiency in the local optimization phase. The main 
differences of the modified Price algorithm consist in selecting the trial point P by means of a 
weighted, and not simple centroid, rule and in building a quadratic approximation of the 
objective function based on the most promising points, which allows to perform a local 
minimization without further function evaluations (Bresco et al., 2005). Such an approach fails if 
a positive definite quadratic form cannot be defined. To avoid this problem, the employed hybrid 
algorithm uses the same scheme of Brachetti et al. (1997), but if the algorithm fails to find a 
positive definite matrix, a global minimization step based on a genetic algorithm approach is 
executed. 
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The genetic algorithms (GAs) are stochastic optimization methods inspired by the Darwin's 
theory of evolution, which states that the survival of an organism can be maintained through the 
process of reproduction, crossover and mutation (Goldberg, 1989). In GAs methods, the search 
for the global minimum mimics the biological evolution by taking an initial random population 
of individuals (or strings), G, which encode candidate solutions, and combining them to produce 
individuals that are more fit. The rules for improving individuals are based on the three 
mechanisms: reproduction, which consists in the selection of individuals chosen for mating and 
decides how many offsprings any individual must produce; crossover, which produces two new 
individuals interchanging some springs that represent the two individuals; mutation, which 
affects very few of offsprings and consists of altering a variable. The selection of an individual 
for the reproduction is performed by using a function representing the fitness of the individual. 
On the basis of fitness values, old population members are compared with newly generated ones, 
and those with the best fitness survive and constitute the new population. By iterating the 
processes of selection, crossover and mutation, the population evolves towards the optimal 
solution and the individual with the best fitness value is considered as the solution of the 
problem (Lee and Mohamed, 2002; Luke, 2009).  
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Figure 2.13 Simplified flow diagram of the Genetic-Price's algorithm. 
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Although the GAs are powerful approaches mainly due to their degree of randomness in 
the population generation mechanism, which prevent them getting stuck because of the presence 
of local minima, practical applications of GAs encounter many problems related to different 
critical points, such as difficulties in the individual coding, choice of initial population, slow 
evolution. To avoid the drawbacks of GAs in solving global optimization problems, various 
modifications of the basic evolution scheme have been developed, and hybrid approaches have 
been proposed. In the approach of Bresco et al. (2005), the CRS algorithm scheme has been 
modified to include reproduction, crossover and mutation operators in the following way. The N 
trial points randomly chosen within the initial search domain are considered the breeding set, as 
a potential new member of the population is generated from them. The recombination 
(crossover) process in the CRS algorithm is the reflection of the (N+1)’th point through the 
centroid of the first N points. If the newly generated point has fitness better than that of the worst 
population member, the former replaces the latter and the procedure is iterated with the new 
breeding set. Following Milano and Koumoutsakos (2002), we chose an alternative process that 
consists of generating N+1 new points instead of just one, by performing N+1 reflections, one 
for each point of the breeding set. The advantage of generating N+1 offsprings from the same 
breeding set is that, if we choose a “good” breeding set by chance, we can generate as much 
“good offsprings” as possible. Finally, to introduce a mutation operator in the CRS algorithm the 
following heuristic guidelines are taken into account: a) points with a fitness nearer to the 
threshold Glim should mutate with less probability to avoid a lack of good points; for the same 
reason points belonging to the confidence region (i.e. with fitness better than Glim) should not 
mutate; b) a mutation should be performed on the basis of an estimate of the necessity to 
introduce new information in the population; c) replacing a population member with a 
completely random point should rarely happen to prevent the search algorithm becoming a 
random search. Following these lines, a mutation probability, PMut, for each point of the breeding 
set, , is defined as: 
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𝑃𝑀𝑢𝑡() =
{
 
 (1 − 𝛼𝐼) ∙ (1 − 𝛽
𝐺()−𝐺𝑙𝑖𝑚
𝐺𝑎𝑣 ) ∙ 𝛾,       𝐺() > 𝐺𝑙𝑖𝑚 
0                                                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
  
                   (2.12) 
where I is the number of consecutive iterations in which the population was not improved, 0 ≤ γ 
<1 is the upper bound for the mutation probability, 0 ≤ α < 1 and 0 ≤ β <1 are tunable parameters 
that modulate the mutation rate, respectively, in time (measured in iterations) and in space 
(measured in fitness values), and Gav is the average fitness of the current population, used as a 
normalization parameter. In eq. (2.12), the first multiplicative term satisfies the condition b), 
taking I as an estimate of the necessity of mutation at a certain stage, while the second 
multiplicative term satisfies the condition a) by assigning a lower mutation probability to points 
that are closer to the given threshold. Finally, the condition c) is satisfied by applying the 
mutation operator during the selection process: each breeding set element selected for mutation 
is substituted by a completely random one sampled in the search volume. Only when this merged 
selection/mutation terminates, recombination is performed. The mutated breeding set elements 
never directly substitute the original ones in the population. Since the mutation so defined acts 
on each breeding set member independently, the probability of generating a completely random 
point proceeds in this way: 
𝑃𝑟𝑎𝑛𝑑𝑜𝑚 =∏𝑃𝑀𝑢𝑡(𝜆𝑖)
𝑁+1
𝑖=1
≪ 𝑃𝑀𝑢𝑡(𝜆𝑖),    𝑖 = 1,… ,𝑁 + 1 
as required by condition c). 
 
2.2.3.1 GPA analysis of SP synthetic data 
The Genetic-Price algorithm proposed for the inversion of self-potential anomalies has been 
tested on synthetic SP data generated by different source models, such as sphere, vertical 
cylinder, horizontal cylinder and inclined sheet. For each dataset, the numerical analysis has 
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been carried out with no added noise and by adding Gaussian white random noise up to 30%. 
Moreover, for each source model different objective functions have been used. In this section, 
the results of the performed analyses are shown. 
SP anomalies due to polarized spherical, cylindrical and inclined sheet sources 
The SP observed at any point P(x) on the surface along a profile line perpendicular to the strike 
of spherical- or cylindrical- and inclined sheet-like geologic structures can be generated by the 
mathematical relations given in eq. (2.3) and eq. (2.4). Starting from these equations, the 
following objective function is assumed for minimizing the variance of the fitting: 
 
  
2N
1i
obssheet/pi
obs
2
p/sheet
obs
i
VλVˆ
mN
1
σ 



 ,  (2.13) 
where Nobs is the number of measured samples, m is the number of parameters,  piVˆ   or 
 sheetiVˆ   are the outputs of the model corresponding to the forward functions eq. (2.3) or eq. 
(2.4), respectively, for a given λ , and 
iobs
V  are the measured SP values. If the errors of the latter 
are known, it is possible to use the 2
 
test of the fit. By using the forward functions eq. (2.3), 
with different values of p, and eq. (2.4), synthetic datasets of simple geometric shaped SP models 
were generated and, for each synthetic curve, the GPA analysis was carried out by adding 10%, 
20% and 30% of random noise to the initial data. It is worth noting that the GPA inversion 
method requires the selection of a forward function, but no assumption on the set of variables K, 
x0, z0, θ and p (or a) is necessary, as the global optimization process identifies the most likely SP 
anomaly source model without any a priori punctual starting guess on SP source parameters.  
An extensive study at varying the survey parameters (i.e. length of the SP synthetic profile, 
L, and space sampling step, x) and the parameters of the selected source model (i.e. K, x0, z0 
and θ) has been performed to demonstrate the effectiveness of the proposed approach. In the next 
two subsections only some examples are reported that all refer to the following parameters: K = 
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100 mVm, x0 = 0 m, z0 = 10 m, θ = 30°, L = 300 m and x = 1 m. The results of the simulations 
are summarized in Table 2.11. As it concerns the efficiency of the computation times, a study 
has been performed for estimating the CPU execution time necessary for solving 1000 different 
cases by using both the simple Price algorithm and the Genetic-Price algorithm. It has been 
found that GPA turns out to be slightly slower than the simple Price algorithm (about 3%). 
However, the main advantage of the GPA is that it can find ‘minima basins’ rather than single 
optimum points, and such a property is suitable to have a better insight into the physical system 
properties. 
SP anomalies due to polarized spherical and cylindrical sources 
The numerical analysis was performed by varying the shape factor, p, in eq. (2.3) for 
computation of SP anomalies due to different polarized structures with different level of noise on 
the synthetic SP data, obsV . The GPA was applied to such data considering eq. (2.13) as 
objective function by using both forward equations given by eq. (2.3) and eq. (2.4). As expected, 
if eq. (2.3) is used for  piVˆ   in the objective function, the GPA provides the shape factor that 
characterizes the true source model, i.e. p = 1.5 (1.6 with 30% of noise added), 1.0 and 0.5 for 
sphere, horizontal cylinder and vertical cylindrical, respectively, thus identifying the most likely 
anomaly sources. Figures 2.13, 2.14 and 2.15 and Table 2.11 summarize the obtained results. In 
particular, the upper panels of the Figs. 2.13a-d, 2.14a-d and 2.15a-d, show the comparison 
between the synthetic SP curves (blue continuous lines), with different percentage of random 
noise, and the curves calculated by using the source parameters provided by the GPA for the two 
selected objective functions, 
2
pσ  (red dotted lines) and 
2
sheetσ (green dotted lines), while the lower 
panels show the distribution of the residuals (i.e. the differences between synthetic and 
calculated data). 
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For any case study, as it can be seen in the upper panels of Figs. 2.13a-d and 2.14 a-d, if 
 sheetiVˆ   is used in the objective function, the solution curve also overlaps the synthetic one, 
even if a better fit is found when a spherical and a horizontal cylindrical source is assumed, 
respectively. In fact, the distributions of the residuals shown in the lower panels of Figs. 2.13a-d 
and 2.14a-d clearly indicate that the residuals related to 
2
sheetσ  (green dotted lines) are higher than 
those obtained by selecting 
2
pσ  as objective function (red dotted lines), even if these differences 
decrease with increasing noise.  
Concerning the vertical cylindrical source (Fig. 2.15), the upper panels of Figs. 2.15a-d show 
that, unlike the previous cases, a very good match between synthetic and calculated data is found 
only if 
2
pσ  is used as objective function for all the examined synthetic curves. 
 
 
Figure 2.13 GPA inversion results of synthetic SP anomalies due to a spherical source with different 
level of random noise. Upper panels of a-d: comparison between synthetic SP curve (blue continuous 
line) and curves calculated by using eq. (2.3) (red dotted line) and eq. (2.4) (green dotted line) in the 
objective function eq. (2.13) with 0% (a), 10% (b), 20% (c) and 30 % (d) of random noise. Lower panels 
of a-d: differences between synthetic and calculated curves shown in the corresponding upper panels. 
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Figure 2.14 GPA inversion results of synthetic SP anomalies due to a horizontal cylinder with different 
level of random noise. Upper panels of a-d: comparison between synthetic SP curve (blue continuous 
line) and curves calculated by using eq. (2.3) (red dotted line) and eq. (2.4) (green dotted line) in the 
objective function eq. (2.13), with 0% (a), 10% (b), 20% (c) and 30 % (d) of random noise. Lower panels 
of a-d: differences between synthetic and calculated curves shown in the corresponding upper panels. 
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Figure 2.15 GPA inversion results of synthetic SP anomalies due to a vertical cylinder with different 
level of random noise. Upper panels of a-d: comparison between synthetic SP curve (blue continuous 
line) and curves calculated by using eq. (2.3) (red dotted line) and eq. (2.4) (green dotted line) in the 
objective function eq. (2.13), with 0% (a), 10% (b), 20% (c) and 30 % (d) of random noise. Lower panels 
of a-d: differences between synthetic and calculated curves shown in the corresponding upper panels. 
 
SP anomalies due to inclined sheet 
The synthetic SP values, obsV , due to an inclined sheet-like source have been calculated by using 
eq. (2.4) with a = 5.0. As for the previous cases, the GPA was applied to the synthetic SP data by 
using the two forward functions given by eq. (2.3) and eq. (2.4) in the objective function 
expressed by eq. (2.13). In particular, the use of eq. (2.3) in the global optimization process has 
provided a shape factor value p = 1.0, which indicates that a horizontal cylinder could describe a 
possible anomaly source. The results of the performed analysis are shown in Fig. 2.16 and Table 
2.11. As for the horizontal cylinder example (Fig. 2.14), the analysis shows that both calculated 
curves well overlap the synthetic ones for all the considered synthetic SP curves (upper panels of 
Figs. 2.16a-d), as well as the residuals distributions (lower panels of Figs. 2.16a-d) are able to 
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discriminate the actual source model only in the case of low-noise data. In fact, in presence of 
noise larger than 20%, the differences between synthetic and calculated data by using in the 
objective function the true source model (red dotted line) and a different source model (green 
dotted line) are comparable.  
 
 
Figure 2.16 GPA inversion results of synthetic SP anomalies due to an inclined sheet with different level 
of random noise. Upper panels of a-d: comparison between synthetic SP curve (blue continuous line) and 
curves calculated by using eq. (2.4) (red dotted line) and eq. (2.3) (green dotted line) in the objective 
function eq. (2.13), with 0% (a), 10% (b), 20% (c) and 30 % (d) of random noise. Lower panels of a-d: 
differences between synthetic and calculated curves shown in the corresponding upper panels. 
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Table 2.11 Source parameters obtained by applying the GPA with different forward functions in the 
objective function of eq. (2.13) to the SP synthetic data coming from: sphere, horizontal cylinder, vertical 
cylinder and inclined sheet. In the last column is reported the root-mean square (RMS) error provided by 
the Genetic-Price inversion algorithm.  
 
2.2.3.2 Application to field data 
The proposed GPA approach for the inversion of SP data has been applied to different examples 
of field datasets taken from the published literature (Di Maio et al., 2016b). For the sake of 
brevity, in the following the application to the Bavarian woods SP field data (see Section 2.2.2.2 
and Fig. 2.17a) is shown.  
Source 
model
Forward
function
Random
noise (%)
K (mVm) x0 (m) z0 (m)  (°) p or a (m) RMS
Sphere
eq. (2)
0
10
20
30
100.0
121.1
148.9
226.7
-6.4 x10-6
-0.1
0.0
0.4
10.0
10.2
10.9
10.8
30.0
30.3
28.4
27.2
p = 1.5
1.5
1.5
1.6
8.6 x 10-9
0.01
0.03
0.04
eq. (3)
0
10
20
30
2.9
2.9
2.8
2.9
-1.6
-1.5
-1.8
-1.8
0.4
0.4
0.4
0.4
53.5
52.6
54.6
54.9
a = 5.7
5.8
5.9
5.8
0.02
0.03
0.04
0.05
Horizontal
cylinder
eq. (2)
0
10
20
30
100.0
97.9
127.5
118.2
-6.1 x10-7
-0.2
-0.2
0.6
10.0
9.8
11.1
10.3
30.0
31.4
28.4
27.4
p = 1.0
1.0
1.0
1.0
7.0 x10-9
0.2
0.5
0.8
eq. (3)
0
10
20
30
16.4
15.8
16.1
16.7
0.1
0.1
-0.1
-0.4
1.5
1.6
1.6
1.5
29.9
29.2
30.6
31.6
a = 10.0
10.1
10.3
10.1
4.4 x10-3
0.3
0.5
0.7
Vertical  
cylinder
eq. (2)
0
10
20
30
100.0
96.5
96.9
119.0
-4.8 x10-8
-0.2
1.1
-0.4
10.0
9.6
9.2
8.9
30.0
29.5
27.4
34.8
p = 0.5
0.5
0.5
0.5
9.6 x10-9
8.5
17.3
26.4
eq. (3)
0
10
20
30
1094.1
1153.6
1067.0
1342.2
4.2
4.9
2.0
4.0
58.9
59.2
58.4
55.5
5.5
5.6
7.0
6.7
a = 2.7
2.6
2.8
2.1
13.6
16.1
22.3
26.1
Inclined
sheet
eq. (3)
0
10
20
30
100.0
106.3
116.7
93.9
-1.3 x10-8
0.2
0.5
0.3
10.0
9.9
10.0
10.2
30.0
30.3
31.0
30.3
a = 5.0
4.6
4.3
5.5
6.8 x10-7
4.9
9.2
13.9
eq. (2)
0
10
20
30
2076.2
2197.1
1484.9
1843.9
0.7
0.6
1.7
0.4
10.5
10.8
9.5
9.9
30.8
30.8
35.0
28.3
p = 1.0
1.0
1.0
1.0
0.9
4.8
10.0
14.6
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The two forward functions given by eqs. (2.3) and (2.4) have been used in the objective 
function of eq. (2.13). Figure 2.17a shows the comparison between the experimental curve (blue 
line) and the two curves (red and green dotted lines) reconstructed with the two sets of 
parameters provided by the inversion procedure and reported in Table 2.12. As it can be seen in 
Fig. 2.17a, the inversion results indicate that both horizontal cylinder and inclined sheet source 
models well approximate the observed field data. Anyway, the residual distributions of Fig. 
2.17b show that the residuals related to the horizontal cylinder-type source are generally lower 
than those observed for the inclined sheet model. In addition, as clearly emerges from Table 
2.12, the set of parameters obtained for the horizontal cylinder model is in very good agreement 
with those provided by previous studies. It is worth noting that, as for all the analyzed synthetic 
SP data, a significant variation on the K parameter is observed. 
 
 
Figure 2.17 GPA inversion results of Bavarian woods SP anomaly data. (a) Comparison between 
observed SP curve (blue line) and curves calculated by using horizontal cylinder (red dotted line) and 
inclined sheet (green dotted line) as forward functions in eq. (2.13). (b) Differences between observed and 
calculated data shown in (a). 
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Table 2.12 Shape (p or a) and parameters (K, x0, z0, θ) of the source model of the Bavarian woods SP 
anomaly data (Germany) provided by different interpretation methods. The last two rows report the 
values obtained by the present study. 
 
2.3 New modeling approaches for simulation of contaminant propagation 
The transport mechanisms of a solute dissolved in water are essentially two: diffusion and 
advection (or convection). The first is related to the presence of solute concentration gradients 
and determines a movement from areas with the highest concentration to areas of lower 
concentration. Such a transport mechanism, which predominates in the low-permeability 
materials, occurs even when the groundwater is not affected by any flow. The advection occurs 
when the water flow transports the solutes dissolved in water. Since water moves along the 
direction of flow at different speeds due to differences in grain size, the solute plume spreads 
both parallel and transversely to the flow direction. That diffusion, linked to the different 
dimensions and provisions of the grains, is indicated as longitudinal dispersion (when parallel to 
the flow direction) or transverse dispersion (when perpendicular to the flow direction). The 
differential equation that describes the movement of a contaminant through a porous uniform 
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medium taking into account the mechanisms of diffusion, advection and dispersion is the so-
called advection-dispersion equation: 
     
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, 
where Dx, Dy and Dz are the hydrodynamic dispersion coefficients, vx, vy, vz are the flow velocity 
components and C is the concentration of the pollutant. This partial differential equation can be 
solved by analytical and numerical methods. Analytical methods have been developed for many 
different initial conditions and boundary conditions (Ogata and Banks, 1961; Ogata, 1970; Bear 
1972). These methods are limited by the simplicity of the geometry to be used and the required 
soil homogeneity. Conversely, the numerical methods have proven to be the most useful for 
practical purposes being able to find solutions to problems of increased complexity. They are 
essentially based on Finite Difference (or Finite Element) methods. A review of the most quoted 
numerical methods for the solution of the advection-dispersion equation is that of Bear and 
Verruijt (1987). 
Since the eighties, several stochastic models for the study of solute transport were also 
developed (Gelhar, 1986; Neuman et al., 1987; Dagan, 1988). The stochastic models, rather than 
assigning single values of the input parameters are referred to a given uncertainty, considering, 
for example, not more individual values of hydraulic conductivity, but distributions of hydraulic 
conductivity values characterized by a certain mean value and a given variance, which measures 
the degree of heterogeneity of the aquifer under consideration. These models, always based on 
the advection-dispersion equation, find out the motion of the center of mass of the solute and the 
second moment of the distribution, which gives information on the fate of the solute plume. For 
the simplest cases, i.e. when all the nonlinear terms arising from the deviation of the solute 
particles from the average trajectory are neglected, analytical solutions for the above mentioned 
physical quantities are obtained, which provide asymptotic values for the longitudinal dispersion 
with the length of the considered flow (Dagan, 1988). 
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From the late eighties, in addition to the above mentioned models, fractal geometry 
concepts have also been introduced to describe the dispersion mechanisms (Tyler and 
Wheatcraft, 1988; Neuman and Zhang, 1990). The path taken by a particle of water in a porous 
medium is usually not straight and is, generally, longer than the distance in a straight line 
between the initial and final points of the path. This phenomenon is also known as tortuosity. If 
the tortuosity increases with the length of the flow pathway, the path taken by the water particle 
(or solute), called streamtube, can be considered a fractal way. In fractal geometry, the length of 
any part, xf, of the streamtube is equal to xf = 1-fxs, where xs is the distance in a straight line 
between the two considered points,  is the unit of measure (typically the average radius of pore) 
and f is the fractal dimension. Since in a real aquifer the water particle (or solute) will follow one 
fractal streamtube, but on which, among the many possible fractal paths, there is uncertainty, it is 
possible to take into account many possible fractal configurations and, then, calculate the 
average and the variance. In particular, one has that var (xf) = 2Dmxs, where the dispersion 
coefficient Dm is a function of the fractal dimension, i.e. Dm = 0.5 var (1-fxsf-1). From the fractal 
analysis presented by Neuman and Zhang (1990), which has collected a number of site and 
laboratory data for scale lengths less than 3500 m, the longitudinal dispersion coefficient, m, is 
found to be proportional to the length xsf with fractal exponent f = 1.46. Subsequent studies (Xu 
and Eckstein, 1995) over larger flow distances have determined fractal exponent values greater 
than 2. 
Ever since the end of the eighties, a different approach based on the use of the so-called 
cellular automata (CA) has been proposed for the study of diffusion phenomena (Frisch et al., 
1986; Wolfram, 1986; Toffoli, 1987). In this case, the system under study is described by a 
discrete number of particles that move in a lattice space and interact according to specific 
dynamic laws that regulate the system at macroscopic scale and are obtained by averaging over a 
large number of particles. This description of the system can be considered "more microscopic" 
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of the equations in the continuous, such as the spread or the Navier-Stokes equations. In the 
latter case, indeed, macroscopic variables, such as the concentrations or the pressure, are 
themselves the result of an underlying discrete dynamics, which is, instead, directly described by 
the cellular automata. Two of the most cited review papers, that describe the different 
approaches to the study of the movement of fluids and contaminants in porous media and include 
cellular automata models, are Sahimi (1993) and Jennings and Manocha (1994). A significant 
contribution to the modeling of reaction-diffusion phenomena through cellular automata was also 
provided by Bandini and Simone (1996) and Bandini et al. (2001), who developed a new 
approach for the explicit description and simulation of the chemical reactions and movement of 
particles in a porous medium. According to their method, each cell is characterized by a variable 
identity, which defines its nature (soil, water or vacuum), and is divided into four parts to which 
a given number of contaminant particles is assigned. The system's evolution rules are classified 
in terms of reaction, balancing and diffusion (movement) rules of the contaminant and involve 
only certain types of cells (e.g., the contaminant particles are assigned only to cells that describe 
the soil and have at least one neighbouring cell empty, and the reactions occur only between the 
soil cells or between a soil cell and a water cell, in such a way as to ensure that the contaminant 
is always distributed on the surface of the grains). With this automaton model the probability of 
percolation of pesticides for different types of soils (i.e. grains of different sizes) and of water 
infiltration conditions (i.e. more or less intense rain or more or less continuous in time) was 
studied, thus providing indications on the most dangerous scenarios (in terms of soil types, 
weather conditions and so on) due to the application of a given pesticide. 
Unlike the previously described approaches, at the end of the nineties Di Gregorio et al. 
(1999), adopting a different approach, applied the cellular automata to the study of complex 
environmental phenomena, such as bioremediation of contaminated land. According to their 
method, in fact, the cells are considered as portions of space that include multiple pores: to each 
cell, therefore, is assigned a space of states, which is the Cartesian product of more different 
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subspaces that describe the different ingredients of the problem, such as the water content, the 
concentration of a given chemical agent, the density of a given type of bacteria, and so on. While 
some of these variables, that belong to the three identified subspaces (i.e. the descriptive level of 
the flow dynamics, the chemistry of the solute and the biomass interaction with the 
environment), are usually considered to be continuous, in the model proposed by Di Gregorio et 
al. (1999) the range of the allowed values is limited to a discrete set. This model has proven to be 
able to reproduce the laboratory test results in case of phenol contamination, which, in addition 
to providing a significant example of application of the cellular automata to problems at a high 
social and economic impact, demonstrates how the research in the field of modeling can 
significantly improve the effectiveness of decontamination measures. 
 
2.3.1 A cellular automaton for fluid infiltration modeling  
Inspired by the modeling of Bandini et al. (2001), the first simple cellular automaton that has 
been developed in the present work to simulate the diffusion-dispersion processes of a 
contaminant consists of a grid of square cells that can be in two states: S, if they represent the 
soil, and E, if they represent empty spaces. Each cell has four neighbouring first cells (up, down, 
left and right), except the cells that are on the edge of the grid that have only three neighbouring, 
due to the choice of using open boundary conditions. 
The initial configuration of the system, where the state values S or E are assigned to the 
cells, is given by using a random number generator function. A crucial parameter of the model is 
the filling factor n, which is related to the porosity of the system. The properties of the system 
are studied by collecting statistics at least on about one million of different initial configurations. 
For every initial configuration, the pollutant diffusion takes place considering all the pores filled 
with water (saturated condition, i.e. state of E = W state) and entering the contaminant in a W 
cell of the top of the grid, which is as much as possible away from both the edges. The process of 
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diffusion of the contaminant ci (where i is the index of the cell) is simulated on the basis of the 
following rules: 
if Sci,down = W, the contaminant moves downward; 
if Sci,down = S, Sci,left = S and Sci,right = W, the contaminant moves to the right; 
if Sci,down = S, Sci,right = S and Sci,left = W, the contaminant moves to the left; 
if Sci,down = S, Sci,right = W and Sci,left = W, the contaminant has the same probability to 
move to the right or the left; 
if Sci,down = S, Sci,right = S and Sci,left = S, the contaminant stops. 
Figure 2.18 shows, as an example, the configuration of a system of 128 x128 cells in which the 
contaminant has moved down to 37 cells, i.e. about 30% of the depth of the considered soil layer, 
with porosity n = 0.60. As it can be seen from the grid, the contaminant stops when it is 
surrounded by blue cells that describe the soil. This occurs simply because the simplest case of 
diffusion-dispersion process of the contaminant has been modelled, i.e. the contaminant is not 
absorbed by the soil, but it moves only through the filled water pores. 
 
 
Figure 2.18 Output of the proposed CA model simulation for a grid of 128 x 128 cells. The blue cells 
describe the soil, the white cells describe empty (or water-filled) cells, the orange cells indicate the cells 
crossed by the contaminant. 
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In Figure 2.19, the probability, p(L), that the contaminant moves along a distance L from 
the top of the grid is shown. As it can be seen, the performance of this function does not depend 
on the size of the system. The only effect related to the finite size of the system is the peak 
observed for smaller systems that corresponds to the contaminant percolation, which is simply 
explained by the number of configurations for which the pollutant would continue its downward 
path if given the chance. In the case of a 128x128 grid, with a statistic of 106 configurations, it is 
not observed contaminant percolation, therefore an analysis of a greater number of 
configurations is required to better define the shape of the probability distribution. However, 
from the analysis carried out on 32x32 and 64x64 grids, it is possible to infer that the shape of 
the probability distribution in the case of 128x128 grid will be similar to the previous cases, 
while the probability values related to percolation phenomena will be obviously smaller. 
 
 
Figure 2.19 Probability distribution of the occurrence that the contaminant moves along a distance L as a 
function of L, by changing the system size. 
 
To investigate the occurrence of characteristic times for given distances, the conditional 
probability of observing the contaminant at the time t and at distance L from the top of the grid 
has been calculated. As it can be seen in Figure 2.20, this probability shows a peak around a 
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characteristic time that can be interpreted as the average time taken by the contaminant to travel 
the given distance L. By increasing L, the peak decreases and moves to the right, this means that 
the probability that the contaminant reaches such greater distances is lower and that the travel 
times necessary to achieve these distances are greater. 
 
 
Figure 2.20 Number of configurations for which the contaminant covers the distance L from the top of 
the grid as a function of the travel time, for three different values of the grid size. 
 
In Figure 2.21 the result of a systematic study carried out at varying the distance L for two 
different values of porosity is presented. As expected, the probabilities that the contaminant 
reaches a given distance L are greater in the case of more porous medium. In addition, the 
distributions are much more asymmetrical as the values of L decrease. This asymmetry indicates 
that for small values of L the contaminant travel time (measured as number of displacements of 
the contaminant from a cell to another) tends to match the distance of a straight line L, due to 
lesser chances of horizontal dispersion.  
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Figure 2.21 Probability that the contaminant reaches a distance L from the top of the grid as a function of 
the travel time for seven different values of L and two fixed values of porosity, n = 0.60 (left) and n = 
0.70 (right). 
 
If the times corresponding to the peaks of the probability distributions (Fig. 2.21) are reported as 
a function of the different distances L, the curves shown in Figure 2.22 are obtained, for three 
different values of porosity. As it can be seen, the relationship between the timing related to the 
probability of the peaks and the involved distances appears to be linear and, with good 
approximation, independent of the porosity value for small L. 
 
 
Figure 2.22 Times related to the peaks of the probability distributions shown in Fig. 2.21 according to the 
distance L traveled by the contaminant. 
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Moreover, if the maximum values of the probability distributions shown in Fig. 2.21 are plotted 
as a function of the distance L, the curves shown in Fig. 2.23 are obtained, for three different 
values of porosity. As is reasonable to expect, the probability that the contaminant travels along a 
given distance L increases with increasing porosity. It is interesting to note that the growth of 
such probability values with the porosity does not occur equally for small and large values of L. 
Indeed, in the inset of Fig. 2.23 the slope of the curve for the case L = 30 is greater than that 
corresponding to the case L = 10, which means that the effect of the porosity is higher the greater 
is the length of the considered distance. 
 
 
Figure 2.23 Maximum values of the probability distributions shown in Fig. 2.21 as a function of the 
distance L traveled by the contaminant. Inset: maximum values of the probability distributions shown in 
Fig. 2.21 as a function of porosity n for two different values of L. 
 
Two-layer model 
So far, a unique value of the fill factor of the cells has been chosen. Since such model parameter 
is directly related to the porosity of the soil, up to now the case of a single homogeneous layer 
has been considered. Therefore, the next step was to consider two layers characterized by 
different value of porosity and to study the effects of such discontinuity on the contaminant 
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propagation. Figure 2.24 shows, as an example, two models for which some of the results of the 
performed simulations are discussed below. 
 
 
Figure 2.24 Two-layer models for the study of contaminant transport in a saturated porous medium. (a) 
More porous layer on the top; (b) more porous layer on the bottom.  
 
In the first model (2.24a), the thickness, d, of the simulated soil is constituted by a first 
layer with porosity n1 and thickness d1 and a second less porous layer with a porosity value n2 (= 
n1/2) and, accordingly, a thickness d2 = d - d1. In Figure 2.25, it is reported, for this first type of 
model, the number of configurations for which the contaminant covers a distance equal to 34 
cells of 64, for five different thicknesses of the first layer. As it can be observed in the plot of 
Figure 2.25, when the first layer has a thickness equal to 10% and 20% of the whole thickness d, 
the contaminant does not reach the distance L (on a statistical analysis of over a million of 
configurations). By growing the thickness of the first layer, d1 = 30% d, a few configurations 
satisfying the required condition (L = 34) are observed, which appear to be characterized by a 
certain temporal spread and by the absence of a characteristic time. A further increase of the first 
layer thickness (e.g., first layer thickness equal to 40% and 50% of the entire thickness), causes, 
as it is reasonable to expect, an increase of the number of considered configurations and the 
distribution of such configurations assumes a bell-shaped curve, where the timing in 
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correspondence of the maximum values can be associated to average travel times of the 
contaminant to the considered distance L. 
 
 
Figure 2.25 Number of configurations for which the contaminant covers a distance L from the top of the 
grid as a function of the travel time, for five different values of the thickness of the first layer, in the case 
n1 = 2n2. 
 
In the second model (Fig. 2.24b), the porosity value attributed to the first layer is half of 
that attributed to the second layer (n1 = n2/2). As it can be observed in the plot of Figure 2.26, the 
scenario is reversed compared to the case of Figure 2.25. Only when the first layer thickness is 
smaller than that of the second layer (equal to 10%, 20% and 30% of the entire thickness d), the 
contaminant reaches the fixed distance L (on a statistical analysis of more than a million of 
configurations). In particular, the smaller is the thickness of the first layer, more peaked is the 
distribution of the number of considered configurations and better defined is the average travel 
time of the contaminant. 
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Figure 2.26 Number of configurations for which the contaminant covers a distance L from the top of the 
grid as a function of the travel time, for five different values of the thickness of the first layer, in the case 
n1 = n2/2. 
 
To conclude, it is found that the probability distributions for the analyzed two-layer models 
are different, as expected. Indeed, there is not a complete symmetry in the two considered cases 
because the infiltration process is favoured when the most porous layer is the shallowest one. 
Finally, it is worth noting that if more than two layers are taken into account, many different 
distributions of porosity values are possible, which will affect the infiltration rate in different 
ways. Thus, a systematic study of the CA model can allow the definition of the most dangerous 
scenarios in terms of the highest infiltration rate for each given distribution of porosity values. 
An application of the three-layer model to a real scenario is analyzed at the end of Chapter 4, 
while the detailed study of the multiple-layer model is currently in progress. 
 
2.3.2 A cellular automaton for fluid propagation in unsaturated zone 
In addition to the previous study, a different cellular automaton model has been developed with 
the aim to simulate diffusion-dispersion phenomena of the pollutant in the unsaturated zone. In 
this case, the contaminant is supposed to be approximately in the middle of the grid and its 
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propagation is essentially controlled by the local porosity and the contaminant concentration 
gradients. To analyze the properties of the model, first a two-dimensional rectangular grid of M x 
L cells is used to describe a vertical section of a homogeneous soil. The state of each cell, S, 
indexed by i, with 1 < i < ML, is defined by the values of two parameters: S(i) = 〈c; n〉, where c 
is the percentage of local concentration of contaminant and n is the local porosity value. In the 
initial configuration, a rectangular contaminated area is approximately in the middle of the grid, 
with values of the local concentration equal to the threshold value for diffusion, c(i) = cth. The 
porosity is assumed to be a uniform value n = 0.5. A schematic representation of the model in the 
initial configuration is represented in Fig. 2.27. 
 
 
Figure 2.27 Schematic representation of the model grid that shows the initial configuration of the 
contaminant.  
 
Taking inspiration from the Self-Organized-Criticality theory (Bak et al., 1989), the 
dynamics of the CA model is defined by the following rule: 
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where nn(i) denotes the four neighbor sites of the over-contaminated site i (i.e. nn(i) = up, down, 
left, right). The eq. (2.14) is a relaxation rule: when the cell i is over-contaminated (i.e. c(i) > cth 
= 1), the contaminant propagates into neighbor sites and the value of contaminant concentration 
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of the cell i is set to the minimum concentration value cmin. If the contaminant concentration of 
neighbor sites is larger than cth, the contaminant continues to propagate by eq. (2.14), and so on. 
The relaxation chain process continues up to when the difference between the contaminant 
concentration between two adjacent cells is larger than the local concentration gradient threshold 
cth. The values of the transfer coefficients fnn control the diffusion in the horizontal and vertical 
direction and the results of a systematic study performed by varying their values is shown below. 
For each simulation, the threshold values of the contaminant concentration and the concentration 
gradient are kept fixed. As it can be seen from Fig. 2.28, the model is able to simulate the 
propagation of the contaminant and to reproduce the formation of areas with different 
contaminant concentration, which are the effect of a not-uniform diffusion in the soil. In this 
simple case (with uniform porosity), the anisotropic propagation can be ascribed to driving 
forces in the horizontal or vertical direction, while if different values of porosity are considered, 
it can be also related to inhomogeneity of the soil. 
 
 
Figure 2.28 Final configuration of contaminant propagation obtained for values of ratios fup/fdown = 1 and 
fleft/fright = 0.33 (a), and fleft/ fright = 1 and fup/fdown = 0.33 (b), for fixed value of cth = 0.01. Black box 
outlines the initial configuration of the model grid. 
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To delineate the most dangerous scenario, a study has been performed to analyze the 
maximum distance traveled by the contaminant by varying the values of the transfer coefficients 
fnn in horizontal and vertical directions, keeping fixed the concentration gradient threshold cth = 
0.01. As it can be seen in Fig. 2.29a and b, the simulations show different results for asymmetric 
diffusion in the horizontal and vertical directions, respectively. As expected, the least dangerous 
scenario is found in the isotropic case when one has fleft/fright = fup/fdown = 1 and the contaminant 
travels a distance of a few cells in both directions. If anisotropy is increased, i.e. fleft << fright or fup 
<< fdown, the contaminant travels different distances, which are larger for the horizontal 
anisotropy case, favored by the rectangular shape of the initial configuration of the contaminant.  
 
 
Figure 2.29 Maximum length traveled by the contaminant in the horizontal direction (a) and vertical 
direction (b) for different values of ratios fleft/fright and fup/fdown, keeping fixed cth = 0.01. 
 
Always with the aim to delineate the most dangerous scenario, a study has been performed 
by varying the values of local concentration gradient threshold cth, which controls the ease of 
propagation of the contaminant in the soil. The larger the value of the threshold cth, the more 
difficult the contaminant spreads. Simulations have been performed by considering different 
values of cth in the range [0.001, 0.1], keeping fixed the values of the transfer coefficients. 
Specifically, such values have been chosen to characterize the most dangerous scenario, and, 
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therefore, they are those for which it has been found that the maximum distance traveled by the 
contaminant in both directions (see Fig. 2.29a and b). As it can be seen in Fig. 2.30, also in this 
case different behaviors are found for the analyzed cases of horizontal and vertical anisotropy. In 
particular, for the case fup << fdown, the simulations show that small changes in the values of cth 
around 0.05 can cause large variations in the maximum length traveled by the contaminant. 
However, even if cth is set at the investigated minimum value (0.001), the contaminant does not 
reach the bottom of the grid, suggesting that only initial oversaturated conditions (c(i) > cth) can 
achieve contaminant percolation. 
 
 
Figure 2.30 Maximum length traveled by the contaminant in the horizontal direction (a) and vertical 
direction (b) for different values of cth = 0.01, keeping fixed the transfer coefficients ratios fleft/fright = 
0.18 and fup/fdown = 0.07. 
 
Summarizing, it is found that for the simple homogenous porous model, different 
behaviours characterize the contaminant propagation in horizontal and vertical directions, if an 
initial rectangular contaminated zone is considered. However, the model can describe also more 
complicated scenarios with different distributions of porosity values. As an application of such 
modeling, at the end of Chapter 3 a cellular automaton is developed in the attempt to simulate 
the contaminant propagation caused by olive oil mill wastes in soils characterized by three geo-
electrical layers (see Chapter 3).  
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Chapter 3 
 
Application of the proposed approaches for olive oil mill wastes 
contamination monitoring  
 
 
3.1 Introduction 
Olive oil production is one of the most important economic activity in the Mediterranean area. 
Greece holds the third place worldwide in production of olive oil after Spain and Italy (Beaufoy, 
2001; Papadopoulos et al., 2014). Interestingly, the island of Crete contributes more than 30% of 
the total olive oil production in Greece. The production of olive oil generates a large volume of 
waste, known as olive oil mill wastes (OOMWs), which is mainly characterized by unpleasant 
smell, dark brown color, high organic fluid load (mainly phenols and polyphenols) and low 
concentration of inorganic compounds (e.g. potassium and phosphorus) (Kyriacou et al., 2005). 
Following the seasonal pattern of olive oil production, the waste is deposited every year from 
November to April and then letting it to evaporate during the summer months (May-October); 
once it has remained solid waste is dug out. Due to lack of proper regulation for deposition of 
OOMWs, these are generally disposed in poorly constructed shallow evaporation ponds, which 
often result into overflow or leakage of wastewater due to local geological conditions (permeable 
sediments and/or fractured bedrocks, shallow aquifers, etc.), hence increasing the potential for 
groundwater contamination and soil degradation. The high electrical conductivity is the main 
feature that make OOMWs detectable with geoelectrical methods (Papadopoulos and 
Chatziathanasiou, 2011), which, as illustrated in the Chapter 1, are increasingly used for 
mapping and monitoring organic plumes. Currently, the electrical resistivity tomography (ERT) 
has proved the most effective for delineating hydrocarbon plumes, and, in some instances, for 
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monitoring degradation processes (Atekwana and Slater, 2009; Atekwana et al., 2006; Heenan et 
al., 2015). 
In the present study, time-lapse ERT and self-potential measurements repeated over time 
along the same profile are used to map and monitor the subsurface contamination caused by 
OOMWs in a test area. A first attempt has been made to model OOMWs transport by applying 
the inversion approaches proposed in the Chapter 2 on time varying SP data. Specifically, simple 
polarized source models have been employed to characterize the SP anomalous sources by using 
the three developed inversion methods based on high-resolution spectral analysis, tomographic 
approach and Genetic-Price algorithm, respectively. Moreover, two different numerical 
simulation models, based on finite-element modeling and cellular automata approach, 
respectively, have been developed to estimate the temporal and spatial distribution of the 
selected contaminant under unsaturated and saturated conditions.  
 
3.2 Geological setting of the survey area 
The waste site is located near the Keritis river (Fig. 3.1), the main river of Chania watershed 
(western Crete, Greece). The boarder area of the basin is covered by Quaternary (Pleistocene, 
Holocene) deposits and sediments (Miocene) that expand to NE, SE and SW of the Alikianos 
village situated in the south-western part of the western Crete. The study site (Fig. 3.1) is an 
open waste pond used for olive oil mill wastes deposition located in the Keritis river basin near 
Alikianos village. The area is mainly composed of alluvial deposits with variable hydraulic 
permeability, which mainly consist of loose sandy-clayed material, terra rossa (red clay soil), 
with rounded and angular pebbles in small internal basins, and alluvial mantle material (Kanta et 
al., 2013). As concerns the hydraulic conductivity of the alluvial formations, the in-situ 
geological (Nikolaidis and Karatzas, 2010) and geophysical measurements (Soupios et al., 
2007c; Kanta et al., 2013) have found values of about 6.10-4 m/sec or 51,84 m/day.  
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Based on measurements acquired for more than 5 years from 97 observation points 
(boreholes and wells) over a broader study area, the mean depth of the groundwater table is 
about 11.4 m (minimum depth: 0.85 m; maximum depth: 12.2 m). According to Nikolaidis and 
Karatzas (2006), such a high variability of the groundwater table cannot be related to a phreatic 
aquifer under natural hydrostatic conditions. Indeed, the above authors hypothesize that the 
piezometric level dynamic describes both phreatic and confined aquifers, with the deeper karstic 
aquifer feeding the phreatic aquifer.  
 
Figure 3.1 Aerial view of the study area (western Crete, Greece). The orange polygon defines the 
OOMW waste deposition pond located in the basin of the Keritis river (blue line). Small stream effecting 
the groundwater flow direction (blue dashed line). Contaminant flow direction is indicated by an arrowed 
white line (after Ntarlagiannis et al., 2016, modified). 
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3.3 Geophysical data analysis 
The study site has been well characterized by different geophysical methods: time domain 
electromagnetics (Kanta et al., 2013); electrical resistivity tomography (Papadopoulos and 
Chatziathanasiou, 2011; Papadopoulos et al., 2014; Simyrdanis et al., 2016); spectral induced 
polarization (Kirmizakis et al., 2016; Ntarlagiannis et al., 2016); self-potential (Soupios and 
Karaoulis, 2015) and remote sensing imaging (Alexakis et al., 2016).  
In particular, this work focuses on the analysis of time variations of electrical resistivity 
and self-potential data collected along a profile located close to the waste pond for detecting the 
organic contamination and estimating its time migration.  
 
3.3.1 Time-lapse electrical resistivity tomography monitoring 
To characterize the waste site, a 2D ERT survey along eleven profiles located around the pond 
(Fig. 3.2) was planned (Simyrdanis et al., 2016). Specifically, four long ERT lines were 
performed for large-scale characterization of the survey area, in particular three profiles cross the 
pond (yellow lines in Fig. 3.2b) and one profile is parallel to the river (brown line in Fig. 3.2b). 
Moreover, seven relatively short ERT lines were laid out horizontally and vertically around the 
pond (green and red lines in Fig. 3.2a) for obtaining detailed information on the geometrical and 
physical properties of the waste disposal. As only the Line 1 (red line in Fig. 3.2a) was used for 
continuous monitoring of the waste pond by electrical resistivity and self-potential 
measurements, the present study has been focused on the analysis and interpretation of the time 
variations of resistivity and self-potential data observed along the Line 1.  
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Figure 3.2 (a) Distribution of short ERT measurement lines. P2 and P3 indicate the location of sampling 
pits. (b) long ERT lines (yellow lines) and ERT line passing through river (brown color) (modified after 
Simyrdanis et al., 2016).  
 
Time-lapse ERT measurements along the Line 1 were repeatedly collected for a period of 
more than one year, from June 2013 to March 2015, utilizing a single-channel resistivity meter 
with the Dipole-Dipole and Wenner-Schlumberger array configuration to achieve the optimum 
spatial and in depth resolution. The 2D and 4D inversion of the apparent resistivity (ERT) 
pseudosections was performed by using the DC2DPro program (Kim et al., 2009), which is based 
on a 2.5D finite element routine to solve the forward resistivity problem and an iterative least 
squares algorithm with Active Constrain Balancing (ACB) for reconstructing the subsurface 
resistivity models (Yi et al., 2003).  
Figures 3.3 and 3.4 show, respectively, the results of the static inversion of the ERT data 
collected at specific dates and the resistivity ratio between sequential time phases provided by 
the 4D data inversion (Rani et al., 2016b). The images of both figures reflect whole olive oil 
production cycles, i.e. olive harvest, oil yield and OOMW deposition. For all the inverted 2D data 
sets, a general RMS error less than 3% was attained. The relatively higher errors obtained for the 
summer profiles (less than 7%) are likely due to the top dry layer. 
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In particular, the individual inversion models of Fig. 3.3, in addition to provide geo-
structural information of the investigated subsoil, highlight the variations of its physical state 
likely related to the cycle of the OOMW in the deposition pond. The subsurface structure can be 
approximated as a three-layer earth. The upper resistive layer (more than 500 m) extends down 
to about 3 m b.g.l. and, based on the results of the whole ERT prospecting performed in the 
survey area (Simyrdanis et al., 2016), can be correlated with sand and gravel materials. This 
layer, which appears essentially homogeneous in the winter profiles, i.e. during the deposition 
period, loses its homogeneity during the evaporation period in summer months. Such a 
hypothesis seems to be confirmed by the large variations in the resistivity value distribution 
observed for the second layer during the whole monitoring period (June 2013-March 2015). In 
fact, this layer that, according to the large-scale ERT survey, can be ascribable to sandy-clayed 
material, exhibits in the periods from June to September very low resistivity values (15-30 m) 
mainly in the western portion of the profile (see Fig. 3.3), which is closer to the waste pond than 
the eastern part. Thus, the low conductive anomalies cyclically observed within the studied 
section might indicate that the contaminant is following a horizontal pathway in the north 
direction, i.e. towards the Keritis river. This pattern is likely induced by the dynamic conditions 
of the small stream indicated in Fig. 3.1. In addition, the in-depth development of such 
conductive anomalies, which sometimes reach the maximum exploration depth, suggests a 
possible infiltration of the contaminant within the third layer (i.e. the bedrock). The latter is 
generally visible at depths of about 8 m from the ground level and is characterized by resistivity 
values greater than 200 m (see Fig. 3.3) attributable to alluvial sediments composed of sand, 
gravels, pebbles and clays. Depth and resistivity values observed for the bedrock are in very 
good agreement with those provided by the long ERT profiles shown in Fig. 3.2 (Simyrdanis et 
al., 2016). Finally, it is worth to note that the rather complex morphology of the bedrock, as well 
as the large variations of its physical conditions observed during the whole monitoring period 
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and attributed to contaminant infiltration, would confirm the presence of fault/fracture zones 
highlighted by the above mentioned large-scale ERT prospecting.  
Figure 3.4 shows the resistivity ratio between sequential time phases (T2/T1, T3/T2, etc.) 
resulted by the 4D inversion of the ERT profiles acquired along the Line 1 of Fig. 3.2a during 
the whole monitoring period. The white colour indicates areas where no resistivity changes are 
observed, whilst the blue and red colours indicate areas subjected to decrease and increase of 
resistivity values, respectively. The resistivity decrease observed for the top layer (about 3 m 
thick) during the winter periods, i.e. in the time phase T4/T3 and T12/T11, could be justified by 
a soil moisture increase due to intensive rainfall in that season. Whilst, the strong decrease in the 
resistivity ratio that is observed in the deeper parts of the investigated section during the 2013 
summer season (i.e. for the time phases T2/T1 and T3/T2), and to a much lesser extent during 
the 2014 summer season (i.e. for the time phases T10/T9, T11/T10 and T12/T11), is likely due to 
in-depth infiltration of the conductive wastes as previously highlighted by the static ERT data 
inversion. As expected, no significant changes in the resistivity ratios are observed in the later 
winter/spring period, i.e. during the filling of the pond. 
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Figure 3.3 Static inversion results of the ERT measurements along the Line 1 of Fig. 3.2a from June 2013 
to March 2015.  
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Figure 3.4 Resistivity ratio between sequential time phases resulted by the 4D inversion of the ERT 
measurements along the Line 1 of Fig. 3.2a from June 2013 to March 2015.  
 
In conclusion, from ERT inversion results it is possible to argue that i) the contaminant is 
following a horizontal pathway towards the measurement profile, i.e. in the direction of Keritis 
river, ii) the top resistive layer (up to 3 m b.g.l.) loses its homogeneity in the summer season 
suggesting the uprising of the contaminant. These hypotheses have been further validated by the 
inversion of the SP data acquired over time, as discussed in the following section. 
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3.3.2 Time evolution of self-potential anomaly sources 
The self-potential data were acquired along a profile of length 33 m (Soupios and Karaoulis, 
2015) located in the middle part of the ERT Line 1 (Fig. 3.5). The fixed base station data 
acquisition technique was used with an inter-electrode spacing of 1.5 m between moving 
electrodes. A total number of five SP datasets was acquired in the time interval from May 2014 
to July 2014.  
 
 
Figure 3.5 Location of the SP profile (yellow line) along the ERT Line 1 (red line). The yellow point 
indicates the base station used for the acquisition of the SP data along the profile.  
 
A close look on the five obtained SP profiles (Fig. 3.6a) highlights significant variations in 
the self-potential signal from May 2014 to July 2014. On May 15, a wide SP negative anomaly 
(centered at about 25 m along the horizontal axis) is observed, even if it is characterized by a 
relatively small amplitude (about 10 mV). With the exception of a narrow positive anomaly in 
the western part of the profile, no significant peaks are visible along the entire profile. On the 
contrary, from the middle of June till the end of July (i.e. the last three profiles of Fig. 3.6a), the 
SP signal shows a well-defined minimum (about -20 mV in amplitude) approximately in the 
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same position of the first SP profile, and an intense positive peak (about 53 mV in amplitude) to 
the right of such a minimum at 25-30 m along the horizontal axis. The central negative SP 
anomaly could be caused by the contaminant flow trend perpendicularly to the SP measurement 
profile (see Fig. 3.5), while the positive SP anomaly could be associated with an uprising of the 
contaminant caused by evaporation phenomena. A comparison between the highlighted SP 
anomalies and the typical SP anomaly trends attributed by Richards et al. (2010) to different 
hydrogeological processes (Fig. 3.6b), seems to strengthen the suggested interpretation. 
Specifically, the shape of the SP negative anomaly, located approximately in the middle of the 
profile, resembles the type V behavior (see Fig. 3.6b), thus indicating the presence of a 
horizontal flow pathway most likely due to dynamic conditions of the small stream (see Fig. 3.1) 
during all the monitoring period, while the shape of the positive SP anomaly, which looks like 
the type I behavior (see Fig. 3.6b), highlights an upward flow supposedly of contaminant during 
the summer season.  
In order to obtain a quantitative characterization of the SP anomaly sources, in terms of 
horizontal and vertical position and polarization angle, as well as their possible changes over 
time, the proposed SP data inversion methods (see Chapter 2) have been applied (Rani et al., 
2016a, c). 
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Figure 3.6 (a) Variation of the SP values measured along the profile shown in Fig. 3.5 during five field 
campaigns (from May 2014 to July 2014). (b) Typical SP anomalies and their potential interpretation 
(from Richards et al., 2010).  
 
MEM-COP integrated analysis  
The MEM approach has been applied to the five measured SP profiles (Fig. 3.6a) to get 
information about the depth of possible anomaly sources. Even if the profile is only 40 m long, 
the log power spectrum - wavenumber plot obtained by using the Spector and Grant relation (eq. 
2.2 in Chapter 2) shows two straight lines indicating the presence of two anomalous sources (Fig. 
3.7). For the successful application of the MEM method, the order of AR process has been 
calculated by using the Akiake’s final prediction error criterion (FPE) (eq. 2.1 in Chapter 2). The 
order corresponding to the first minimum in the plot FPE vs order has been chosen as the order 
of the AR process. Fig. 3.7 shows the order selection of the AR process and the power spectrum 
estimated for the analyzed SP profiles. The depth of both anomalous sources varies between 0.8 
and 3.5 m b.g.l. (see Fig. 3.7 and Table 3.1), which are in good agreement with the conductive 
bodies highlighted by the ERT measurements (see Section 3.3.1).  
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Table 3.1 Selected AR order and depth values estimated by the MEM spectral method applied to the five 
SP profiles performed from May to July 2014.  
 
After the depth estimation of the anomaly sources by MEM, the tomographic approach has 
been applied for the evaluation of their horizontal position and polarization angle. Fig. 3.8 shows 
the 2D COP tomographic images obtained by using eq. (2.6) for the five measured profiles. 
Based on the maximum values of positive and negative charge occurrence probability estimates, 
three potential anomalous zone have been defined. By comparing the obtained tomographic 
images with those from the synthetic data analysis discussed in Chapter 2 (Section 2.2.2.1), it is 
possible to identify some similarities with the COP distribution generated by a horizontal 
cylinder. Thus, a horizontal cylinder source model has been chosen to calculate the SP source 
parameters (i.e. polarization angle, , and position along the x-axis, x0) by using eqs. (2.8) and 
(2.9), respectively. The obtained parameters for all the investigated SP profiles are reported in 
Table 3.2. 
 
Profiles AR order depth (source I) depth (source II) 
15 May 
06 June 
20 June 
08 July 
28 July 
4 
5 
7 
7 
5 
3.1 ± 0.2 m 
2.7 ± 0.3 m 
3.0 ± 0.5 m 
1.5 ± 0.1 m 
2.6 ± 0.3 m 
2.8 ± 0.3 m 
2.0 ± 0.1 m 
1.6 ± 0.3 m 
1.2 ± 0.4 m 
2.4 ± 0.1 m 
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Figure 3.7 Order selection of AR process and power spectrum obtained for the SP measurement profiles 
of 15 May 2014 (a), 06 June 2014 (b), 20 June 2014 (c), 08 July 2014 (d) and 28 July 2014 (e). In the 
plots, z1 and z2 indicate, respectively, the depth of the two anomaly sources retrieved by applying the 
MEM inversion method.  
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Table 3.2 SP source parameters provided by the COP inversion of the five SP profiles performed from 
May to July 2014.  
 
 
Figure 3.8 2D COP tomographies related to the SP measurements of 15 May (a), 06 June (b), 20 June (c), 
08 July (d) and 28 July (e). Three potential anomalous zones (I, II, III) are indicated on the top of the 
profiles. 
Profiles 
Region I Region II Region III 
x
0
 (m) α  (˚) x0 (m) α  (˚) x0 (m) α  (˚) 
15 May 
06 June 
20 June 
08 July 
28 July 
13.02 
- 
- 
- 
- 
22.12 
- 
- 
- 
- 
21.50 
23.69 
20.66 
21.32 
21.50 
37.07 
40.62 
65.83 
60.84 
65.43 
- 
27.98 
34.06 
29.46 
29.45 
- 
20.82 
67.95 
13.69 
19.02 
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Summarizing, it has been found that the 2D COP tomography method is able to identify for 
all the five dates a possible anomaly in the central part (region II) of the SP profile and a second 
anomaly located to its eastern part (region III). As it concerns the anomalous region I, it has not 
been possible to characterize over time its causative source due to less measurement points and 
not clear distribution of COP zero lines. 
Genetic-Price Algorithm (GPA) 
As shown in the previous section, the integrated MEM-COP inversion approach is able to 
provide information about shape, depth, horizontal position and polarization angle of the SP 
anomaly sources. In order to reconstruct the observed SP signal by using the retrieved source 
parameters, it is necessary to have an estimate of the electric dipole moment, k, which is not 
provided by the MEM-COP approach. Thus, a trial and error procedure has to be used until the 
reconstructed curve well approximates the observed one. This approach, besides to be time 
consuming, may not give good results for very noisy SP data, as for our case.  
Therefore, in order to obtain all the SP source parameters for reproducing the observed SP 
signals and defining the time evolution of the possible anomalous sources, the Genetic-Price 
algorithm has been applied, it is worth noting that, as the region I is not very well defined by the 
COP analysis, only two sources belonging, respectively, to region II and III have been 
considered for the GPA inversion of the SP profiles. First its application, the data collected for 
the five SP profiles have been carefully up-sampled using spline interpolation in order to 
increase the data points for the inversion process. Moreover, the source parameters evaluated 
from MEM and COP have been used as a priori information for the GPA inversion to fix both 
the number of sources and the bounds of the parameters. Interestingly, the algorithm has 
provided a shape factor of 1.0, strengthening the hypothesis that the observed SP anomalies are 
generated by horizontal cylinder-shaped sources, and source parameters estimates consistent 
with those obtained from MEM-COP approach. Fig. 3.9 shows the SP curves reconstructed by 
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using the parameters retrieved from the GPA approach (red line). As it can be seen in Fig. 10, 
they well reproduce the negative anomaly trend observed for the survey of May, associated to 
the horizontal flow path of the contaminant, and the SP positive peak observed for the two 
surveys of July, correlated to the uprising of the contaminant due to evaporation processes.  
 
 
Figure 3.9 Observed SP curve (blue line), interpolated spline (green line) and curves reconstructed by 
using two horizontal cylinders (red line) as anomalous sources. Bounds for the position x0 of the two 
anomaly sources are indicated, respectively, with red and black dashed lines.  
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Figure 3.10 Comparison between the curves reconstructed by using two horizontal cylinders as 
anomalous sources (red lines in the left panels) and the typical self-potential anomalies (right panels, from 
Richards et al., 2010). 
 
3.4 Numerical simulation models 
 
In this section, the results of two different numerical approaches are presented with the aim to 
estimate spatial and temporal evolution of the contaminated area located approximately below 
the waste pond, as revealed by the electrical resistivity tomography survey (see Fig. 3.3). The 
first approach is based on a simple cellular automaton model that is developed in the attempt to 
characterize the most dangerous scenario in terms of maximum diffusion distances travelled by 
the contaminant. The second approach is based on Feflow modeling and aims at simulating 
possible future scenarios for a larger area and also at reconstructing hydraulic head distribution 
of values and contaminant mass transport.  
 
3.4.1 Cellular Automata model 
 
As described at the end of Chapter 2, a cellular automaton model has been developed with 
the aim to simulate diffusion-dispersion phenomena of the pollutant in the unsaturated zone. In 
this case, the contaminant is supposed to be approximately in the middle of the grid and its 
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propagation is essentially controlled by the local porosity and the contaminant concentration 
gradients. In particular, a two-dimensional rectangular grid of M x L cells is used to describe a 
vertical section of the soil of the investigated area shown in Fig. 3.1. In order to represent the real 
complex scenario, as a first approximation a three-layer model is assumed with three 
homogeneous distribution of resistivity values, schematically shown in Fig. 3.11. Such values 
are chosen on the basis of the inversion results of geoelectrical data discussed in the previous 
sections. The state of each cell, S, indexed by i, with 1 < i < ML, is defined by the values of three 
parameters: S(i) = 〈; c; n〉, where  is the soil electrical resistivity that provides indication of 
contaminant for values less than 10 m, c is the percentage of local concentration of 
contaminant and n is the local porosity value. In the initial configuration, a rectangular 
contaminated area (red box in Fig. 3.11) is in the middle of the central layer, with values of the 
local concentration c(i) equal to or larger than the threshold value for diffusion, cth = 1. The 
shape of such contaminated zone is, again, suggested by the results of the resistivity survey, in 
particular from ERT carried out along the profile Long 1 shown in Fig. 3.2. The porosity is 
assumed to be a monotonic decreasing function for the first layer (with values ranging from 0.4 
to 0.35) and a monotonic increasing function for the other two layers (with values ranging from 
0.35 to 0.50), as shown in Fig. 3.12. Such values are taken from literature for the considered soil 
types.  
 
Figure. 3.11 Schematic representation of the three-layer model in the initial configuration. 
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Figure. 3.12 Porosity as a function of the depth below ground level. 
 
As discussed in Chapter 2, the dynamics of the model is governed by a relaxation rule 
inspired by the SOC theory and described by eq. (2.14). On the basis of such rule, if the cell i is 
over-contaminated (i.e. c(i) > cth = 1, or c(i) >= cth), the contaminant propagates into neighbor 
sites and the value of contaminant concentration at site i is set to a minimum concentration value 
cmin, which is set to 0.1 and kept fixed for the cases discussed in this section. If the contaminant 
concentration of neighbor sites is larger than cth, the contaminant continues to propagate by eq. 
(2.14). The relaxation chain process continues up to when the difference in the contaminant 
concentration between two adjacent cells is larger than the local concentration gradient threshold 
cth. The values for the transfer coefficients fnn (see eq. (2.14)) control the diffusion in the 
horizontal and vertical directions and the results of a systematic study performed by varying their 
values is shown below. First, the isotropic case, for which fup = fdown = fleft = fright = 0.25, has been 
analyzed. Such a case describes the situation where there are no additional driving forces, 
therefore the contaminant can diffuse in the subsurface with no preferential directions. In this 
case, it has been found that, if the initial contaminant concentration of the contaminated area is 
equal to the threshold value for diffusion, i.e. c(i) = cth = 1, the contaminant moves a few cells in 
all directions, and, therefore, it is able to reach neither the top border of the grid, which describes 
the surface, nor the bottom of the grid, which describes the top of the saturated zone. Thus, an 
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analysis by varying the initial contaminant concentration has been performed to find the 
minimum value of c(i) for which contaminant percolates through the soil and reaches the surface 
(condition that is satisfied for a movement of 13 cells in the upward direction) and the saturated 
zone (condition that is satisfied for a movement of 26 cells in the downward direction). The 
results of such an analysis are shown in Fig. 3.13, where the maximum distances travelled by the 
contaminant, Lmax, in the upward and downward directions are reported as a function of c(i), 
respectively. As it can be seen, the relationship between Lmax and c(i) is not linear. In particular, 
even if the porosity values increase below the depth of 1 m, the increase of Lmax with c(i) in the 
downward direction is slower due to the initial geometry of the contaminated area.  
 
 
Figure 3.13 Maximum distance travelled by the contaminant in the upward direction (a) and downward 
direction (b) for isotropic transfer coefficients, as a function of the ratio c(i)/cth. 
 
As an example of a simulation output, in Fig. 3.14a and b are reported, respectively, the final 
configurations related to an isotropic diffusion of the contaminant and the corresponding changes 
in the resistivity values. Such changes are obtained by considering electrical resistivity as a linear 
decreasing function of the porosity and the contaminant concentration. 
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Figure 3.14 (a) Final configuration of contaminant concentration and (b) resistivity variations obtained 
for isotropic conditions of transfer coefficients, for an initial concentration of contaminant ci = 2.5. 
 
To better investigate the properties of the model that is able to take into account different 
conditions in the contaminant propagation, an analysis of the effects of anisotropic variations in 
transfer coefficients has also been performed. In particular, in the following the results of the 
numerical analysis by varying the transfer coefficients in down and right directions are shown. 
This choice is motivated by the geological features of the survey area, and, in particular, it is 
made to take into account the driving force due to gravity and an additional driving force that 
moves contaminant in the right direction due to the presence of Keritis river (north-east direction 
corresponding to the right border of the grid, see Fig. 3.2). 
First, the case with the initial contaminant concentration equal to the threshold value for 
diffusion, i.e. c(i) = cth = 1, has been considered. An analysis has been performed to find the 
maximum distances travelled by the contaminant, Lmax, by varying the transfer coefficients fdown 
and fright. In all simulations the values for the other two transfer coefficients are kept fixed 
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(specifically, fup = fleft = 0.1) and the condition ifi = 1 is satisfied. As it can be seen in Fig. 3.15, 
in this case, as it is occurs for the isotropic case, the contaminant is not able to reaches the border 
of the grid, and, thus, it is not able to reach the saturated zone, even if fright << fdown. However, if 
larger values for the initial contaminant concentration are considered, the behavior of Lmax as a 
function of the ratio between the transfer coefficients fright and fdown changes significantly and 
several features emerge from the analysis. The initial contaminant concentration c(i) shall be at 
least two times the threshold value for diffusion so that the contaminant reaches the right border 
of the grid, at least for fright >> fdown (see Fig. 3.15a). In particular, contaminant percolation in the 
right direction is found for all values of the ratio fdown/fright only for c(i)/cth > 2.5. 
 
 
Figure 3.15 (a) Maximum distance travelled by the contaminant in the downward direction and (b) right 
lateral direction as a function of the transfer coefficients ratios fright/fdown and fdown/fright , keeping fixed the 
values fup = fleft = 0.1. Lines with coloured markers indicate different values of the initial contaminant 
concentration with respect to the threshold value cth = 1.  
 
As it concerns contaminant movement in the downward direction, contaminant percolation is 
observed for the whole range of the parameter values when c(i)/cth = 2.5. In this case, for 1 < 
c(i)/cth < 2.5 Lmax is not a monotonic function of fright/fdown and percolation can be reached also for 
different values of c(i)/cth, even if only for a restricted range of values of the transfer coefficients 
(for instance, see red diamonds in Fig. 3.15b). It is also worth noting that the model predicts the 
existence of particular values of the ratio fright/fdown for which the downward movement of the 
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contaminant is less favored, i.e. Lmax decreases. In particular, the region where Lmax has a 
minimum value becomes narrower by increasing c(i)/cth. 
The results of such an analysis could provide some insights on the delineation of dangerous 
scenarios if they are compared with the results of the geochemical monitoring carried out in the 
investigated area (Ntarlagiannis et al., 2016). In particular, from the samples collected at 25 cm 
intervals in two pits (about 2.2 m deep), it has been found that the phenol concentration has the 
values shown in Fig. 3.16. In this figure, the blue horizontal dashed line represents the 
background value of the phenol concentration for the area (Doula et al., 2013), while the 
threshold values for moderate (> 40 mg/kg) and high (> 150 mg/kg) risk zones (Doula et al., 
2012) are not shown. 
 
 
Figure 3.16 Variation in phenol concentration with depth observed in two pits, P2 (a) and P3 (b) located 
along the ERT Line 1 (see yellow dots in Fig. 3.2). Blue dashed horizontal line indicates the background 
value for the phenol concentration for the area. 
 
If the background value is assumed to be the value of the threshold cth, from the geochemical 
data it turns out that the contaminant concentrations in the area between the pond and the river in 
the periods June 2014 and January 2015 are more than two times the threshold value and, 
therefore, in such cases the simulations results show that they can reach the saturated zone and 
also travel large distances in horizontal direction towards the river. 
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Finally, as an example of simulation outputs, in Fig. 3.17a and b are reported the final 
configurations corresponding to anisotropic diffusions of the contaminant for different values of 
the transfer coefficient ratios.  
 
 
Figure 3.17 Final configuration of contaminant concentration obtained for different values of transfer 
coefficients ratios, fdown/fright = 0.33 (a) and fright/fdown = 0.60 (b), for an initial concentration of contaminant 
ci = 2.  
 
3.4.2 FEFLOW model 
 
In order to simulate groundwater flow and OOMWs contamination transport under unsaturated 
and saturated conditions of the survey area, the development of a three dimensional finite-
element model by using the FEFLOW simulation software (see section 1.3.1) is ongoing. Until 
now, simulation of the groundwater flow has been performed and then calibrated through the 
data from wells present in the survey area, while the study for the mass transport of OOMWs is a 
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work in progress. In the following, details about the model development, groundwater flow 
simulation and calibration are presented. 
It is worth mentioning that the simulations run in the transient mode for a long period of 58 years 
(1957-2015), that is, since the pond was used for deposition. It is worth noting that the time series 
of seasonal variations in rainfall registered for about 20 years have been also taken into account 
as the input of time-varying boundary condition.  
Model development 
The conceptual model of the test site (Fig. 3.18) has been developed thanks to the information 
coming from previous geophysical and geochemical studies performed in the survey area, such 
as time domain electromagnetic measurements (Kanta et al., 2009), ERT profiles (Simyrdanis et 
al., 2016), geochemical analysis of soils samples (Kavvadias et al., 2016). The model comprises 
8 layers divided as follows: an unsaturated zone (extending from 0 m to 5.0 m b.g.l – below 
ground level) divided into 5 layers, a saturated zone (from 5.0 to 18.0 m b.g.l), a semi-fractured 
bedrock and, finally, the bedrock, likely affected by two potential faults. 
The horizontal discretization of each layer has been performed using a finite-element mesh 
consisting of triangular cells, with a total number of 109476 nodes and 192168 elements; such 
gridding is not uniform because a large number of cells is used to describe the sector comprising 
the waste pond and the wells.  
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Figure. 3.18 Schematic representation of the conceptual model of the test site for FEFLOW modeling. 
 
For the unsaturated zone, the hydraulic conductivity values for the different types of soil have 
been taken from the literature and assumed to be isotropic for each layer. Whilst Table 3.3 
indicates the values chosen for the parameters of the van Genuchten function (van Genuchten, 
1978) (eq. (A.4)), which is used by FEFLOW to model water and solute movement through the 
unsaturated zone (see Appendix A). 
 
van Genuchten parameters for unsaturated zone 
Layers  (1/cm) n 
1 0.75 2 
2 1.2 3 
3 0.9 2 
4 2.5 3.24 
5 2.5 4 
 
Table 3.3 van Genuchten parameters (see eq. (A.4)) chosen for the five layers of the unsaturated zone. 
For all the layers the values of residual saturation and maximum saturation have been fixed to 0.05 and 1, 
respectively. 
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Regarding the saturated zone, the hydraulic conductivity value has been taken from the study 
performed by Nikolaidis and Karatzas (2010), which refers to the Chania region that is located 
close to the survey area.  
Flow boundary conditions  
Initial conditions for the boundaries of the simulation region have to be defined. The FEFLOW 
modeling allows to use different boundary conditions for the groundwater flow. In particular, in 
this study two kinds of boundary conditions have been used. The 1st kind (Dirichlet boundary 
condition) uses fixed hydraulic head values, which require the knowledge of the groundwater 
level at boundary. Such kind of boundary condition has been used for taking into account the 
presence of the river in the simulation region, as shown in Fig. 3.19. The 2nd kind (Neumann 
boundary condition) uses fixed flux (Darcy flux) across a model boundary. This kind of 
boundary condition has been used for eastern and southern part of the model domain, where a 
lateral inflow from nearby Karstic springs is present, as shown in Fig. 3.19.  
 
 
Figure. 3.19 Study area with location of wells, faults and flow boundary conditions (BC). 
 
115 
 
Discrete features 
Discrete features can be added to the model to represent highly conductive one- or two-
dimensional features, such as tunnels, pipes, drains, faults or fractures. They are finite-elements 
of a lower dimension than the basic finite-element mesh. In this study, two-dimensional features 
are used to describe two faults in the bedrock, as shown in Fig. 3.19. Specifically, triangular 2D 
discrete elements of 0.5 m thickness and 0.5 m aperture are considered and the Hagen-
Poiseuille’s law (Sutera and Skalak, 1993) has been used to describe the flow dynamics in the 
faults. 
Groundwater flow calibration 
In order to have accurate simulation results and make predictions as close as possible to real 
scenarios, it is necessary to perform a model calibration. In this section, the results of 
groundwater flow calibration are presented.  
In the simulation region there are more than 25 wells, but continuous hydraulic head data 
are available only for 18 wells in a time period of two years (1998-99). Thus, the calibration of 
the flow field was performed on the basis of such data. During the calibration procedure, both 
the lateral influx rate parameters on the eastern and southern boundaries were changed, while all 
the other input data were unchanged. The simulated hydraulic heads for the years 1998-99 were 
compared with the observed hydraulic head data and when the value of the normalized root mean 
squared error was less than 6% the model was accepted. Despite the hydrogeological complexity 
of the area and the long simulation period, good results of the calibration process were obtained, 
as shown in Fig. 3.20. As it can be seen in figure, the simulated data (red diamonds) are closer to 
measured data (black dashes) for hydraulic head less than 60 m, and only for higher hydraulic 
heads considerable differences are found. 
Finally, Fig. 3.21 shows the distribution of the hydraulic head values in the saturated zone 
at the end of the whole simulation period (1957-2015). As expected, due to the lateral influx, 
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higher hydraulic head values are found near the eastern and southern boundaries, which affect 
the hydraulic head distribution in the central part of the area where the pond is located. 
 
 
Figure. 3.20 Comparison between observed and computed hydraulic head values. 
 
 
Figure. 3.21 Simulated hydraulic head distribution for the saturated zone at the end of the simulation 
period (1957-2015).  
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It is worth noticing that this kind of numerical modeling requires a huge amount of 
geological, geochemical and hydrogeological data that often are missing. Conversely, the 
proposed cellular automata approach for simulating the contaminant propagation requires few 
input data and local rules to describe the system dynamics. However, it is often not easy to 
identify appropriate rules able to predict the evolution of the system behavior. Thus, information 
coming from mass transport calculation by FEFLOW can be of great help for selecting the most 
suitable rules and, consequently, for improving the delineation of the most dangerous scenarios. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
118 
 
Chapter 4 
 
Joint analysis of geoelectrical, hydrogeological and hydrochemical data for 
contamination estimate of complex aquifer systems  
 
 
4.1 Introduction 
In this Chapter a further application of the geoelectrical prospecting to contamination problems 
is presented, with the main aim to test its effectiveness not only for identifying and 
characterizing possible polluted areas, but also for providing information on the nature of the 
contaminant. 
As widely discussed in Chapter 1, the use of geoelectrical methods, such as resistivity, 
induced polarization and self-potential techniques, are of great help for hydrogeological 
investigations and estimation of the presence of contamination, because the main 
hydrogeological properties, such as soil porosity and permeability, can be correlated to electrical 
parameters, such as the electrical resistivity (Dahlin et al., 1999; Nowroozi et al.,1999; Meju, 
2005; Rubin and Hubbard, 2005; Jouniaux et al., 2009; Revil et al., 2012). In particular, much 
attention has been devoted in recent years to the integrated interpretation of geoelectrical data 
with geological, hydrogeological and geochemical data (e.g., Hinnell, et al., 2010; Ayolabi et al., 
2013; Di Maio et al., 2013) as well as to the modeling of contaminant propagation (e.g., Al-
Darby and Abdel-Nasser, 2006; Bear and Cheng, 2009). In this framework, the present Chapter 
is focused on a multidisciplinary approach that integrates geoelectrical, stratigraphic, 
hydrogeological and hydrochemical data for charactering possible contamination phenomena in 
an area of the Solofrana river valley (Castel San Giorgio, Salerno, southern Italy), where 
frequent flood episodes, triggered by intense or prolonged rainfall, increase the potential 
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pollution hazard by heavy metals discharged from leather and tanning industries operating in the 
upper part of the valley. 
In the following, after a brief description of the geological and hydrogeological 
background at river basin scale, the test area is characterized by a multidisciplinary study 
consisting of geoelectrical measurements (i.e. resistivity, induced polarization and self-potential), 
stratigraphic and piezometric data analysis and hydrochemical analysis of wells and river water 
samples. Then, in order to get information about the nature of possible contamination sources, an 
integrated interpretation of all the analyzed data has been performed. Specifically, a joint 
interpretation of electrical resistivity data with stratigraphic/hydrogeolgical analyses has been 
performed to define the hydrostratigraphic model of the test site, while the integration of 
induced/spontaneous polarization data with geochemical analyses has been made to characterize 
the nature of the possible contaminants. In particular, a new mechanism related to the zeolite 
properties has been proposed to explain the results coming from the integration of SP and 
piezometric data. 
Finally, a simple example of contaminant propagation through a cellular automata 
modeling is presented as a preliminary study to delineate possible risk scenarios for groundwater 
pollution of the investigated soils. 
 
4.2 Geological and hydrogeological background of the Solofrana river valley 
The Solofrana river valley (Fig. 4.1) is located in the inland portion of the Sarno river basin 
(Campania Region, south-western Italy) and stretches for about 53 km2 in the south-eastern part 
of the peri-tyrrhenian Campanian plain of Plio-Pleistocence age (Cinque et al., 1993; Adamo et 
al., 2003). It is an inter-mountain valley which extends between the volcanic complex of 
Somma-Vesuvius (NW), the Sarno Mountains (NE), the limestone Lattari Mountains (S) and the 
Tyrrhenian coast (W). The structural setting of the valley is the result of the mainly compressive 
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tectonic events attributed to the rollback of the subducting Adria plate and the extensional 
tectonics related to the opening of the Tyrrhenian basin (Malinverno and Ryan, 1986, Patacca 
and Scandone, 1989). In the northern and south-western part of valley (San Michele Mt., Sarno 
Mt., Salto Mt. in Fig. 4.1), the Jurassic and Cretaceous deposits, mainly limestones and 
dolomites, are widespread, while the south-eastern ridge (Cuculo Mt., Papariello Mt. in Fig. 4.1) 
outcrops the dolomites of Triassic carbonate series. Along the north-eastern part (Piecentini Mt. 
in Fig. 4.1) of the Solofrana basin, the siliciclastic deposits of Castevetere formation 
unconformably overly the Cretaceous carbonates of the Lattari-Picentini mountain units (Critelli 
and Le Pera, 1995; Patacca and Scandone, 1989, 2007; Bonardi et al., 2009; Paduano, 2013). 
The soil formations of the Solofrana valley are characterised by the presence of both detrital-
alluvial sediments and pyroclastic fall deposits of the Somma-Vesuvius, which are strongly 
influenced by colluvial and alluvial processes (Cinque et al., 1993; Adamo et al., 2003). 
 
 
Figure 4.1 Geological and structural sketch of the Solofrana river valley (after Paduano, 2013, modified). 
The red box delimitates the area investigated with geophysical measurements. The brown lines EE’ and 
DD’ indicate the two stratigraphic cross-sections shown in Fig. 4.2. 
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The geological and geomorphological evolution of the Solofrana river valley has strongly 
affected its hydrogeological features. According to several studies carried out in early nineties 
(e.g., Celico et al., 1991; Celico and Piscopo, 1995; De Riso and Ducci, 1992), two aquifers 
characterize the valley at river basin scale. A shallow aquifer, consisting of pyroclastic alluvial 
deposits, is separated by a deeper carbonate aquifer by the intercalation of an extensive aquitard 
of Campanian grey tuff. The deeper aquifer is recharged by precipitations and indirect intake 
from carbonate bordering hydro-structures (Paduano and Fabbrocino, 2013). In particular, based 
on stratigraphic and well logs data and geological surveys, Paduano (2013) reconstructed the 
hydro-stratigraphic model of the Solofrana river valley along different cross-sections. In Fig. 4.2, 
two cross-sections located in the southern part of the valley, very close to our test site, are 
shown. As it can be seen in the figure, the presence of a multilayer aquifer at basin scale is 
clearly evident. 
 
 
 
Figure 4.2 Hydro-stratigraphic architecture of the cross-sections along the EE’ and DD’ profiles 
indicated in Fig. 4.1 (after Paduano, 2013, modified). 
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4.3 Multidisciplinary study of the test site 
The survey area (Fig. 4.3) is located close to the town of Castel San Giorgio (48 km east from 
Mt. Somma-Vesuvius, Naples, Italy) in the south-western basin of the Solofrana river valley 
(Salerno, southern Italy). It has been chosen as test site because its adjacency to the Solofrana 
river, which often causes floods submerging the surrounding land with polluted water and mud. 
In fact, since historical times, this river collects the wastewater (mainly effluents containing 
Cr(VI)) of many tanneries operating in the upper part of the Solofrana valley (Basile et al., 
1985). In addition, as this area is continuously used for agricultural purposes, the presence of 
organic and/or inorganic contaminants would be also expected.  
In order to identify and characterize possible contamination in the selected survey area, a 
multidisciplinary study, consisting of geoelectrical, stratigraphic, hydrogeological and 
hydrochemical data analysis, has been performed.  
 
 
Figure 4.3 Map of the survey area (delimited with a black line) in the Solofrana river valley (Salerno, 
southern Italy).  
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4.3.1 Geophysical study 
The geophysical survey in the test site (Fig. 4.3) consisted of resistivity, induced polarization 
(IP) and self-potential (SP) measurements along 15 profiles, each of length 235 m, oriented 
approximately N-S and E-W and grouped in three sub-areas (Fig. 4.4). The profile distribution 
was constrained by the presence of obstacles and the denied access to a private property.  
 
 
Figure 4.4 Distribution of the geoelectrical measurement profiles in the survey area.  
 
Resistivity and induced polarization measurements  
The apparent resistivity and induced polarization (chargeability) data were collected 
simultaneously along the fifteen profiles distributed in the three sub-areas (A1, A2, A3) of Fig. 
4.4. The 2D tomographic technique was applied for the acquisition of both datasets by using a 
Syscal Pro 48 Switch georesistivity meter (IRIS Instruments) in multi-electrode configuration. 
As a reasonably good horizontal and vertical resolution was required, a Wenner-Schlumberger 
array was used (Loke, 2002) with the minimum and the maximum current electrode separation of 
15 and 175 m, respectively, and the minimum potential electrode separation of 5 m. For each 
line, a total number of 514 measurements and an investigation depth of about 35 m below ground 
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level (b.g.l.) were attained. The inversion of the apparent resistivity (ERT) and chargeability 
(IPT) pseudosections was performed by using the Res2D algorithm (Loke and Barker, 1996; 
Loke and Dahlin, 2002), which consists of a least-squares deconvolution method based on a 
linear process between acquired apparent resistivity (or chargeability) values as a function of real 
resistivities (or chargeabilities). Thanks to the high spatial resolution planned for the ERT/IPT 
survey, the data collected by the two-dimensional tomographic technique were analyzed, for 
each sub-area of Fig. 4.4, by a pseudo-three-dimensional (3D) inversion procedure, according to 
the Res3Dinv algorithm (Loke and Barker, 1996), thus providing resistivity and chargeability 
value distributions of the three investigated buried sub-volumes (Di Maio et al., 2015a). For all 
the 2D and 3D inversion models, a root-mean square (RMS) misfit error less than 2.5% and 
10%, respectively, was attained. Figures 4.5, 4.6 and 4.7 show volumetric views of the 3D 
inversion results obtained for the ERT and IPT profiles related to the areas, respectively, A1, A2 
and A3 of Fig. 4.4. For a better visualization of the investigated volumes, the volume data are 
reported, for each area, with a cut-out transversal to the corresponding profiles direction. 
Looking at the 3D resistivity images of Figs 4.5a, 4.6a and 4.7a, a three-layer electro-
stratigraphy is clearly evident mostly for the areas A2 (Fig. 4.6a) and A3 (Fig. 4.7a). A shallow 
conductive layer, which extends to depths of about 10 m b.g.l., overlaps a horizontal more or less 
homogenous stratum, which enlarges from about 10 m to 25 m b.g.l and is characterized by 
relatively high resistivity values. The significant decrease in the resistivity values (20 - 40 Ωm), 
that is observed for all the three investigated sub-areas at depths greater than 25 m from the 
ground level, clearly identifies the presence of a permeable and porous formation, likely 
involved by a not negligible water content. 
As it concerns the 3D chargeability maps of Figs 4.5b, 4.6b and 4.7b, they generally show 
low-chargeability value distributions (with values less than 20 mV/V), even if such a trend is 
locally interrupted by high-chargeability anomalies mostly for the area A1 (Fig. 4.5b). Indeed, in 
the northernmost part of this area, in correspondence of the progressive 80 m along the x-axis, a 
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sector characterized by high chargeability values (> 80 mV/V) is observed from about 5 m b.g.l. 
down to the maximum exploration depth (see black lines in Fig. 4.5b). Interestingly, as it can be 
seen in Fig. 4.5a, this sector is also characterize by relatively low resistivity values (20 - 40 Ω 
m). As the geological formations of the survey area (see figure 4.2) are not prone to induced 
polarization phenomena, the simultaneous occurrence of low resistivity and high chargeability 
values suggests the possible presence of contamination sources.  
 
 
Figure 4.5 Volumetric view of the 3D inversion of the 2D ERT (a) and IPT (b) data obtained from the 
survey carried out in the sub-area A1 of Fig. 4.4, with a cut-out transversal to the direction of the 
measurement profiles.  
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Figure 4.6 Volumetric view of the 3D inversion of the 2D ERT (a) and IPT (b) data obtained from the 
survey carried out in the sub-area A2 of Fig. 4.4, with a cut-out transversal to the direction of the 
measurement profiles.  
 
 
Figure 4.7 Volumetric view of the 3D inversion of the 2D ERT (a) and IPT (b) data obtained from the 
survey carried out in the sub-area A3 of Fig. 4.4, with a cut-out transversal to the direction of the 
measurement profiles. 
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 Self-potential measurements 
Based on the results of the ERT and IPT prospecting in the sub-area A1, which indicate the 
presence of electrical anomalies likely related to contamination phenomena, the self-potential 
(SP) study was mainly focused on this sub-area. 
The SP data were acquired along the ERT/IPT profiles by the gradient (leap-frog) 
technique using non-polarizable electrodes with an inter-electrode spacing of 2.5 m. The survey 
lines were interconnected at the end of each profile to form a continuous measurement circuit 
that provided the SP anomaly map of Fig. 4.8. As it can be seen, at large scale, an increasing 
trend of the SP values from north-west to south-east is clearly visible, whilst localized nuclei, 
characterized by relatively high negative SP values (-30 mV to -45 mV), are mainly observed in 
the northernmost part of the map, where resistivity and chargeability values have shown 
anomalous behaviors (see Fig. 4.5) tentatively associated to a contaminated sector. To confirm 
this assumption, the modeling of a SP profile crossing the negative anomaly centered at 80 m 
along the x-axis (black line in Fig. 4.8) was performed to determine the depth of its causative 
source (Di Maio et al., 2015 a). Looking at the shape of the in-depth high-conductivity and -
chargeability body (black lines in images of Fig. 4.5) corresponding to the position of the SP 
anomaly, a vertical cylinder-type source was chosen to model the SP anomaly. 
 
 
Figure 4.8 SP anomaly map observed for the survey area A1 of Fig. 4.4. The black line indicates the SP 
profile chosen to model the SP negative anomaly centered at 80 m along the x-axis.  
128 
 
As discussed in Chapter 2 (Section 2.2), the SP detected at any surface point P(x) along a 
profile line perpendicular to the strike of a vertical cylinder can be expressed by eq. (2.3): 
 
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where K is the electric dipole moment, α is the polarization angle measured from the horizontal 
positive clockwise, x0 and z0 are the coordinates of the body center axis and p is the shape factor 
related to the form of the buried structure, which is 0.5 in case of semi-infinite vertical cylinder. 
A numerical analysis was performed by changing the values of the key parameters: K,  and z0 
in eq. (4.1). Figure 4.9 shows the synthetic curve (red continuous line) that better approximates 
the experimental data; it has been obtained for a source depth located at 5 m from the surface 
level, which is the depth of the high conductivity and chargeability structure identified by the 
resistivity and IP tomographies. Looking at Fig. 4.9, it clearly emerges that the results provided 
by the simple forward modeling given by eq. (4.1) do not reproduce the experimental curve in 
the far west of the profile. In such a sector, indeed, the distribution of the field data suggests the 
presence of more than one anomalous source and a further more detailed modeling is required. 
 
Figure 4.9 Comparison between experimental and modeled SP data. Symbols: SP data observed along 
the profile indicated with a black line in the map of Fig. 4.8. Continuous lines: SP anomaly curves 
obtained for a vertical cylinder source model centered at 80 m along the x-axis and located at different 
depths (z) from the ground surface.  and K indicate the polarization angle and the electric dipole 
moment, respectively. 
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4.3.2 Stratigraphic and hydrogeological study 
In order to retrieve the stratigraphic setting of the survey area, an analysis of data from shallow 
and deep wells (de Riso and Ducci, 1992) located in Roccapiemonte and Castel San Giorgio sites 
(approximately close to the test area, see Fig. 4.1), has been performed. A total of 62 shallow 
wells and 2 deep wells (black dots and red triangles in Fig. 4.10a, respectively), were analyzed. 
Fig. 4.10a shows the distribution of the tuff roof indicated by black solid contour lines with a 
spacing of 5 m. For a better visualization of the tuff morphology in the geophysical survey area, 
a smaller contour interval of 1 m (black dashed lines) has been used. Considering the elevation 
(about 80 m above sea level) of the survey area, it was found that the top of the grey tuff layer in 
the test site is placed at a depth of 11-13 m b.g.l. (Fig. 4.10b). As it can be seen from the 
stratigraphic sequence of Fig. 4.10b, a sandy-ashes pyroclastic deposit, with presence of 
pumiceous material, overlay the tuff layer, thus defining the thickness of the shallow aquifer in 
the investigated area.  
 
Figure 4.10 (a) Morphology of the roof of the Campanian grey tuff (black solid and dotted contour lines, 
measured in meters above sea level). Black dots indicate shallow wells in the Roccapiemonte (Ri dots) 
and Castel San Giorgio (numbers) sites; red triangles identify deep wells; blue lines delineate the 
geoelectrical profiles. (b) Stratigraphic sequence of the survey area retrieved from the well log analysis. 
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As it concerns the definition of the groundwater flow direction in the survey area, an 
analysis of piezometric head measurements, obtained by the wells closest to the test site, was 
performed. Figure 4.11 shows the piezometric map determined from three wells surrounding the 
area. Interestingly, an inverse correlation is observed between the groundwater flow direction 
(arrowed lines in Fig. 4.11) and the increasing trend of the SP values detected in the sub-area A1 
(Fig. 4.8). 
 
 
Figure 4.11 Isopiezometric map (continuous black lines) determined from the piezometric head values 
measured in the three wells: GWS1, GW68, GW28. The arrowed thick lines indicate the groundwater 
flow direction in the survey area. TS1 is the location of the water sample collected from the Solofrana 
river. 
 
4.3.3 Hydrochemical study 
The hydro-chemical study is mainly consisted of hydrochemical facies characterization of water 
samples to evaluate groundwater quality in the investigated area. The hydrochemical analyses 
were performed on groundwater samples collected from the Solofrana river (TS1 in Fig. 4.11) 
and wells located nearby the test site (GWS1, GW68, GW28 in Fig. 4.11). Table 4.1 shows the 
results of the performed analyses. Then, the obtained analytical values were plotted on piper 
(Fig. 4.12a and b) and Schoeller Berkaloff (Fig. 4.12c and d) diagrams to determine the 
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hydrochemical facies and the ground water quality, respectively, of the analyzed samples (Di 
Maio et al., 2015b). As the survey area is highly affected by anthropic activities due to nearby 
tanning factories and agricultural activities, the distribution of cations and anions in the river 
water sample TS1 (blue line in Fig. 4.12c) shows an amount of chloride and sulphate higher than 
that observed for the well water samples. Such result is in good agreement with the piper 
classification diagram (red circle in Fig. 4.14a) that indicates the presence of elements due to 
anthropic activities, such as Na, K, Cl SO4, in the river water. Moreover, in order to identify 
possible time variations of the hydrochemical characteristics of the river water near the test site, 
likely due to anthropogenic processes, piper and Schoeller Berkaloff diagrams (Figs 4.12b and d) 
have been constructed for water samples collected from the well closest to the river (i.e. GWS1) 
at different times (Paduano, 2013). Looking at the Figs 4.12b and d, it is clearly evident that no 
significant variations in hydrochemical facies and water quality are observed over the time. 
Concerning the presence of heavy metals in the analyzed water samples, the results of the 
hydrochemical analyses (Table 4.1) indicate that generally there is not presence of contamination 
according to Italian regulations, except for nitrate (NO3-), which shows a slightly higher value 
(see Table 4.1) than the threshold value of 50 mg/L. However, a significant concentration of total 
chromium (Cr) is observed, even if only the concentration value obtained for the river water 
sample TS1 is above the Italian threshold value (0.050 mg/L). This is also consistent with the 
results of previous hydrochemical analyses (Paduano, 2013) performed at basin scale, which 
found total chromium concentration values greater than the Italian threshold value.  
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Table 4.1 Hydrochemical analysis of water samples collected from wells (GWS1, GW68, GW28) and 
Solofrana river (TS1). Red values indicate nitrate (NO3-) and chromium (Cr) concentrations greater than 
the Italian threshold values, respectively, 50 mg/L and 0.050 mg/L. 
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Figure 4.12 Piper (a and b) and Schoeller Berkaloff (c and d) diagrams showing the hydrochemical facies 
and the groundwater quality, respectively, for the analyzed water samples. (a) Hydrochemical 
characteristics of the analyzed water samples. (b) Time evolution of the hydrochemical characteristics of 
the water sample collected from the well GWS1 that is located near the test site (see Fig. 4.11). 
 
On the other hand, presence of ammonium ions (NH4+) is also observed, which could 
indicate the possible occurrence of ammonium compounds, i.e. organic contaminants, such as 
Quaternary ammonium compounds (QACs), which are commonly used for agricultural and 
industrial purposes as surfactant and emulsifiers. The evidence of concentrations of ammonium 
less than the Italian threshold value (0.050 mg/L) in the survey area does not mean that a low 
quantity of QACs is present. In fact, as demonstrated by Tezel (2009), high concentration values 
of QACs can transform in very low amounts of amines and ammonia (Fig. 4.13).  
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Figure 4.13 Schematic representation of QAC fluxes and expected QAC concentration levels in different 
compartments of engineered and natural systems calculated on the base of global QAC consumption 
(after Tazel, 2009) 
 
4.4 Integrated interpretation of geoelectrical, hydrostratigraphical and hydrochemical data 
In the following, an integrated interpretation of all the results coming from the multidisciplinary 
study illustrated in the previous Section is discussed.  
The joint interpretation of the stratigraphic data analysis (Fig. 4.10) and the ERT 
prospecting results (Figs 4.5a, 4.6a, 4.7a), allows to obtain the stratigraphic-geological modelling 
of the survey area. For a more clear description of the model, Fig. 4.14 compares the 
stratigraphic sequence of Fig. 4.10b and two resistivity sections extracted from the 3D images of 
Fig. 4.5a and 4.6a. As it can be seen from the figure: 
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- the shallow resistive layer, with resistivity values ranging from about 20 Ωm to 50 Ωm, is 
ascribable to pyroclastic and alluvial deposits, with majority of sandy materials, shown in the 
upper part of the stratigraphic sequence of Fig. 4.10b; 
- the most resistive layer, about 15 m thick and characterized by resistivity values varying in the 
range 60 - 130 Ωm, can be associated to the Campanian grey tuff layer detected by the 
stratigraphic analysis (Fig. 4.10b) at depths of 11-13 m from the ground surface. The 
discontinuous distribution of the resistivity values suggests that the lateral continuity of the layer 
is locally interrupted by alteration/disintegration phenomena likely induced by an inside water 
circulation; 
- the deep conductive pattern, which is observed down to the maximum exploration depth and is 
characterized by resistivity values in the range 20 - 40 Ωm, could identify the presence of the 
deep aquifer recognized by previous hydrogeological studies at regional scale (Celico, 1988; de 
Riso and Ducci, 1992). 
 
 
Figure 4.14 Comparison between the stratigraphic sequence of Fig. 4.10b and two resistivity sections 
extracted from the 3D images of Fig. 4.5a and 4.6a along the profiles R3 and R10 located, respectively, in 
the sub-areas A1 and A2 (see Fig. 4.4). 
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As it concerns the definition of possible contamination of the survey area, the IPT results 
(Figs 4.5b, 4.6b, 4.7b) are compared with the results of the hydrochemical study illustrated in 
Section 4.3.3. Different sectors characterized by high chargeability values have been found for 
all the investigated sub-areas, which could be related to underground pollution. However, the 
integration of ERT and IPT results with the hydrochemical analyses discriminates the sector 
shown in Fig. 4.15 as possible contaminated site. Indeed, such sector is in the sub-area A1, 
which is the closest to the Solofrana river, and is characterized by high chargeability and 
conductivity values that suggest the presence of heavy metals. In particular, the hydrochemical 
study indicates the Cr as possible contamination source, due to the high concentration value 
observed for water samples collected from the river (TS1 in Fig. 4.11) and the well closest to the 
sub-area A1 (GWS1 in Fig. 4.11). In particular, the Cr concentration detected for the river 
sample is much larger than the threshold value. 
 
 
Figure 4.15 Table: concentrations (in g/L) of heavy metals in the analysed groundwater samples 
collected from river water (TS1) and different wells (see Fig. 4.11); last column (*) indicates the Italian 
threshold values for the considered chemical species. Images: two cut-outs of the volumetric distribution 
of the resistivity and chargeability values observed for the sub-areas A1 (see Fig. 4.4); the cut-out is 
transversal to the direction of the measurement profiles. 
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Moreover, in order to study the diagenetic processes that control the hydrogeological 
behaviour of the widespread pyroclastic lithostratigrafic unit observed for the test site, a new 
approach that integrates self-potential data with hydrogeological and hydrochemical data has 
been experienced. In particular, the study focuses on the analysis of the SP electrokinetic 
component at the aim to test its effectiveness in defining possible groundwater contamination. 
In contaminated sites, SP signals originate essentially from two main components: (1) 
electrokinetic component, associated with the groundwater flow and (2) electrochemical 
component, associated with oxido-reduction phenomena (Nyquist and Corry, 2002; Naudet et al., 
2003; 2004). The electrokinetic component is usually studied to determine the shape of the 
piezometric surface, which is often not well constrained due to the lack of observation wells. For 
most earth materials, like silica rocks, the solid surface exhibits a negative charge that generates 
a negative potential (so-called zeta potential) at the solid/fluid interface. Thus, an excess of 
positive charge in the fluid results. This charge separation is described by the physics of the 
double layer model at the solid/fluid interface (Revil et al., 2012). Fig. 4.16 shows the double 
layer model for a silica grain: the fixed negative charge on surface is compensated by mobile 
charges present in the electrical double layer including the Stern layer of adsorbed counter ions 
and the diffuse layer. Drag of the excess positive charge under a hydraulic gradient results in a 
streaming current density.  
 
 
Figure 4.16 Sketch of the electrical double layer at the pore-water/mineral interface coating a spherical 
grain. The Stern layer is comprised between the o-plane (mineral surface) and the d-plane, which is the 
inner plane of the electrical diffuse layer (OHP stands for outer Helmholtz plane). The diffuse layer 
extends from the d-plane into the pores (after Revil and Florsch, 2010; Revil et al., 2012). 
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For characterizing the hydrodynamic conditions of the studied high flood risk area, the SP 
electrokinetic component of the SP anomaly map of sub-area A1 shown in Fig. 4.8 has been 
estimated from the correlation with the piezometric level (Fig. 4.17) by using the expression 
given by Revil et al. (2003): 
𝜑 − 𝜑0 = 𝐶
′(ℎ − ℎ0) ,     
where 𝜑 represents the self-potential at the measuring station corresponding to the piezometric 
head h, while 𝜑0 and ℎ0 represent, respectively, the self-potential and the piezometric head at the 
SP base station. Here, 𝜑0 = 0 𝑚𝑉 by definition and 𝐶
′ is the electrokinetic coupling coefficient in 
mV. Interestingly, unlike most common cases, it has been found that the electrokinetic 
coefficient is positive, meaning that negative ions are carried in the groundwater flow direction. 
Indeed, comparing the SP electrokinetic component map (Fig. 4.18), retrieved from the 
correlation with the piezometric level, with the groundwater flow direction in the survey area, 
estimated as described in Section 4.3.2 (see Fig. 4.11), a clear inverse correlation is observed 
between the groundwater flow direction and the increasing trend of the SP electrokinetic 
component. 
 
 
Figure 4.17 Correlation between piezometric head and SP values. 
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Figure 4.18 SP electrokinetic component map retrieved from the correlation with the piezometric level 
observed in the survey area (see text). Black continuous lines: isopiezometric contours (m a.s.l. – meters 
above sea level); arrowed thick lines: groundwater flow direction (see Fig. 4.11).  
 
According to Ishido and Mizutani (1981) and Revil (2002), the Stern model could justify the 
inversion in sign of the charge carriers only in case of acid environment, but this is not the case 
of the tested site. Thus, drawing inspiration from the results of the hydrochemical study (see 
Section 4.3.3), we tentatively attribute to the Quaternary Ammonium Compounds (QACs) 
present in the study area the cause of the inversion in sign of the charge carriers observed in the 
SP electrokinetic component map (Di Maio et al., 2015b). Specifically, we suggest that the 
surfactant effect of the QACs could have modified the surface of the zeolites, giving them a 
property of anionic exchange. Fig. 4.19 shows a schematic representation of the adsorption of 
such surfactant on zeolites, which, in turn, should lead to an excess of negative mobile charges in 
the diffuse layer (see Fig. 4.16). 
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Figure. 4.19 Schematic representation of modification of a zeolite surface by surfactant effect of QACs 
(Schulze-Makuch et al., 2004, modified). 
 
Summarizing, a multidisciplinary approach that integrates geophysical, hydrogeological 
and geochemical data has been proposed for the study of soil and groundwater contamination. A 
test performed on a sample area, often affected by floods with polluted water and mud, has 
shown that the integration of electric-type geophysical parameters, like resistivity, induced and 
natural electrical polarization, with hydrogeological data allows to detect and characterize the 
aquifers, their geometry and heterogeneity, and to identify flow direction and possible 
contamination of the groundwater. Specifically, the resistivity measurements revealed, in a very 
good agreement with the hydrogeological data analysis, the presence of a grey tuff layer 
interposed between two aquifers consisting of pyroclastic-alluvial deposits. The lack of lateral 
continuity of the tuff layer was attributed to alteration/disintegration phenomena induced by 
circulation of water likely including pollutant species, as suggested by the high-chargeability 
values observed in some localized sectors of the investigated volume. The resistivity and 
chargeability data provided good constraints to model a localized SP anomaly probably linked to 
presence of contaminants. Moreover, an integrated interpretation of SP data with hydrochemical 
analysis performed on water samples collected in the sample area allowed to individuate 
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diagenetic processes, which likely control the hydrogeological behaviour of widespread 
pyroclastic lithostratigraphic unit in saturated conditions. 
 
4.5 Cellular automata modeling for simulating fluid infiltration 
In order to study possible risk scenarios for groundwater pollution of the investigated soils, a 
simple cellular automaton model (see Section 2.3.1) has been developed for simulating 
contaminant infiltration induced by flooding phenomena. 
Specifically, a two-dimensional square grid of 64x64 cells is used to model a vertical section of 
the survey area. As it can be seen from the resistivity section along the R10 profile shown in Fig. 
4.14, the buried volume can be described, in first approximation, by three homogeneous layers: a 
shallow conductive layer of thickness 10 m, associated with pyroclastic and alluvial deposits 
with majority of sandy materials, a more resistive stratum 15 m thick, associated with the 
Campanian grey tuff, and a deep pyroclastic layer recognized as a deep aquifer. The porosity 
values, ni, that characterize the three layers (Fig. 4.20) have been assigned according to estimates 
given in (Picarelli et al., 2007) for the investigated soils.  
 
 
Figure 4.20 Schematic representation of the model grid that shows thickness and porosity values for each 
layer.  
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Since the 64 cells of the grid are associated to a vertical depth of 35 m (see Fig. 4.20), the size of 
the automaton cells is about 1.8x1.8 m2. The properties of the system have been studied by 
collecting statistics on 5107 different initial configurations. In Fig. 4.21, the characteristic time, 
tpeak, takes by the contaminant to reach the travelled distance L is plotted as a function of L. As it 
can be seen, the relationship between the characteristic travel times and the (travelled) distances 
is linear with a good approximation. As expected, the infiltration rate is constant within the first 
layer and it is slightly affected by the tuff layer. However, although the porosity difference 
between the layers is quite small, the effect of the soil discontinuity is visible in the slight change 
of the curve slope. The error bars in the plot are estimated by considering the width at half the 
peak height. As expected, the length of such vertical bars increases as the peak of the conditional 
probability of observing the contaminant at the time t and at distance L from the top of the grid is 
less well-defined by increasing the contaminant infiltration depth. 
 
 
Figure 4.21 Times related to the peaks of the probability distributions according to the distance L 
travelled by the contaminant. 
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4.6 Further work 
The present case study has outlined the significance of joint analysis of geoelectrical, 
hydrogeological and hydrochemical data to monitor soil and groundwater contamination. In 
particular, the integrated interpretation of self-potential and hydrogeological data has shown a 
negative correlation between SP and groundwater flow direction, which could be explained by 
the surfactant effect due to the presence of quaternary ammonium compounds related to the 
agricultural activities. In this regard, further work will be focused on the analysis of SP and 
groundwater flow correlations in other flood risk areas with similar land use. Moreover, the 
study of the relationships between the SP residual map, related to the electrochemical component 
of the observed SP data, and the redox potential will be performed in order to characterize the 
contaminated areas and to strengthen the results of the ERT and IPT prospecting.  
Finally, as it concerns the modeling of contaminant infiltration, further research work will 
be devoted to a more accurate study of the proposed cellular automata model. In particular, 
numerical simulations will be performed to analyze how infiltration rate changes with depth at 
the aim to define the most dangerous scenario, that is, when the contaminant reaches the deepest 
aquifer.  
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 Conclusions and perspectives 
The research activity developed for my PhD was focused on development, testing and 
application of data inversion methods and numerical models for solving environmental problems 
linked to contaminant detection and transport in soil and groundwater.  
First, three different approaches for self-potential data inversion, respectively based on spectral, 
tomographical and global optimization methods, have been proposed and tested on synthetic and 
field data.  
As regards the spectral approach, three methods, i.e. classical periodogram method (PM), 
high-resolution multi taper method (MTM) and maximum entropy method (MEM) have been 
first applied on SP data, in particular for estimating the depth of the anomaly causative sources. 
An extended comparative study among the three proposed methods has been performed by 
applying the spectral methods to SP synthetic data generated by simple geometrical bodies, such 
as sphere, horizontal and vertical cylinder and inclined sheet. The main results of this numerical 
analysis is that generally MEM is able to give depth values closer to actual values than those 
provided by PM and MTM. The effectiveness of the proposed spectral approach has also 
emerged from the analysis of SP experimental signals. Indeed, a very good correlation of the 
obtained depth values with those provided by other numerical methods has been found (Rani et 
al., 2015; Di Maio et al., 2017).  
Although the spectral approach has proved to be able to provide an accurate depth 
estimation of the SP anomaly sources, for their full characterization a combination of spectral 
methods with other inversion methods is required. Hence, an approach based on integration of 
spectral analysis and 2D tomographic technique has been proposed. In such an approach, MEM 
has been used to find the source depth and, then, COP distribution has been computed to get 
information about the polarization angle and the position of the anomaly source. Specifically, 
from the numerical study performed on synthetic examples of horizontal cylinders and inclined 
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sheets, mathematical equations that link the lines of zeros of COP function with polarization 
angles and horizontal position of the causative sources along the profile have been found. By 
using such equations for the analysis of field examples, a good agreement has been retrieved 
between the estimated source parameters and the results obtained from different numerical 
methods, which has demonstrated the potentiality of integrating high resolution spectral analysis 
and tomographic approach (Di Maio et al., 2016a). 
Finally, in order to fully characterize anomalous bodies responsible of the observed SP 
signals without any a priori information on their shape, a global optimization approach based on 
a hybrid genetic-price algorithm (GPA) has been proposed. An extensive numerical analysis on 
SP signals affected by different percentage of white Gaussian random noise have shown that the 
GPA is able to provide fast and accurate estimations of the true parameters for all tested 
examples. In particular, the calculation of the root-mean squared error between the true and 
inverted SP parameters is found to be crucial for the identification of the source anomaly shape. 
Finally, applications of the GPA to self-potential field data have demonstrated the effectiveness 
of such an approach for SP data inversion (Di Maio et al., 2016b). 
In future research, the proposed SP data inversion methods will be extended to apply them 
on multiple SP anomaly sources. In particular, the application of the Genetic-Price algorithm on 
complex field examples is in progress.  
As concerns the development of numerical methods for modeling contaminant propagation 
in soil and groundwater, two cellular automata have been proposed to simulate diffusion-
dispersion processes in saturated and unsaturated conditions. Then, the developed models have 
been applied to two field cases. 
The first test area is located in the western part of the island of Crete (Greece) close to the 
Keritis river and close to an olive oils mills waste (OOMW) deposition pond. In this case, 
contamination is mainly due to phenol concentrations from OOMW, which can propagate 
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through the soil in vertical direction reaching the saturated zone at a depth of about 5 m or in 
horizontal direction towards the river. The area has been characterized by previous geological, 
geochemical and geophysical studies. In particular, by applying a combination of the three 
proposed SP data inversion methods, it has been possible to characterize the SP anomaly source 
and follow its evolution over time. 
On the basis of the geological and geophysical characterization of the area, a cellular 
automaton model has been developed for simulating contaminant diffusion in the unsaturated 
zone. The CA grid represents the vertical section of a three layers model, where each cell 
describes a small portion of soil characterized by the values of three physical parameters: 
electrical resistivity, porosity and contaminant concentration. By using a relation rule typical of 
critically self-organized systems and performing an analysis by varying the diffusion transfer 
coefficients, the simulation results suggest very likely contaminant percolation in the saturated 
zone in two specific periods of the year.  
Finally, a finite element model based on FEFLOW simulation software has been 
developed for simulating the groundwater flow and contamination transport under unsaturated 
and saturated conditions of the survey area. The flow calibration has shown a good agreement 
between observed and computed hydraulic heads, while the study for mass transport and 
calibration with resistivity and geochemical data is in progress.  
The second selected test area is located in southern Italy close to the Solofrana river and it 
is often affected by floods with polluted water and mud. The area has been first characterized by 
a multidisciplinary study, which has integrated the results of a geoelectrical survey, consisting of 
resistivity and induced polarization tomographies and SP profiles, with hydrogeological and 
geochemical data. In particular, resistivity and hydrogeological data have identified the presence 
and the thickness of a tuff layer interposed between two pyroclastic aquifers. The geochemical 
analysis performed on water samples collected from river and wells located near the survey area 
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has allowed to define the groundwater quality and the nature of the possible contaminant. 
Finally, a negative correlation found between groundwater flow and SP electrokinetic 
component revealed the unusual sign of charge carriers along the groundwater flow direction, 
which has been explained in terms of surfactant effect on the zeolites surface. 
On the basis of such a characterization, a cellular automaton (CA) model has been 
developed for simulating contaminant infiltration induced by flooding phenomena. The CA grid 
represents the vertical section of a three layers model, where each cell describes a small portion 
of dry or wet soil. By performing an analysis on millions of initial different configurations, the 
conditional probability distributions of observing the contaminant at the time t and at distance L 
from the top of the grid have been calculated, and, as a preliminary result, a plot L-t for 
estimating mean infiltration rates of the contaminant in the three soil layers has been obtained.  
Further research work will be devoted to a more accurate study of the proposed cellular 
automata model. In particular, numerical simulations will be performed to analyze how 
infiltration rate changes with depth at the aim to define the most dangerous scenario.  
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Appendix A 
 
Basic equations of FEFLOW 
 
The mass conservation equation of a fluid in variably saturated media is given as: 
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      (A.1) 
The basic formulation involves both the fluid pressure head, ψ, and the saturation sf() as 
unknown variables. The basic Richards equation is used as only one balance equation for these 
two unknowns (Hillel, 1980): 
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The preceding equations are coupled with Darcy’s law, written in the form: 
  ,hKsKq fr       (A.3) 
where 
S0 = specific storage coefficient (compressibility) 
Ψ = pressure head 
sf  = water saturation 
ε   = porosity 
C  = contaminant concentration 
h   = hydraulic head 
q   = Darcy’s velocity 
Qh = lumped balance flux of fluid 
Rd = derivative term of retardation 
Dd = molecular diffusion 
I    = unit identity tensor 
D   = tensor of hydrodynamic dispersion 
R   = retardation factor 
Qc  = contaminant mass source/sink 
Kr  = relative conductivity 
K   = hydraulic conductivity tensor. 
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In order to solve the preceding system of non-linear equations (1.5 and 1.6) for h, q and C 
under unsaturated-saturated conditions, it is necessary to determine the constitutive relationships 
for retrieving the following parameters: moisture capacity, C(ψ), and hydraulic conductivity, 
𝐾𝑟(𝑠
𝑓). For this purpose, the van Genuchten parametric model (van Genuchten, 1978), described 
by the following equations, is used by FEFLOW to model water and solute movement through 
the unsaturated zone:  
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where fes , 
f
rs  and 
f
ss are, respectively, the effective, residual and maximum saturation of the 
fluid, A is a scale parameter inversely proportional to mean pore diameter (cm−1), n and m are the 
shape parameters of soil water characteristic, m = 1 − 1/n, 0 < m < 1. 
Under saturated conditions (sf = 1), the above mentioned non-linear equation systems reduce to 
linear systems (Diersch, 2002). 
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Appendix B 
 
COP function for the SP anomaly generated by a horizontal cylinder 
 
For the case of a horizontal cylinder whose center axis is placed at (0, z0c) in the vertical section 
through the SP profile, the COP function is written as (eq. (2.6)): 
     
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 for > 0   
where  V  is the potential drop calculated by considering eq. (2.7) with x0c = 0. Due to the 
complexity of the COP function, the properties of  𝜂(𝜉, 𝛿) as a function of the polarization angle 
c and the source depth z0c were investigated numerically by using the software Mathematica. 
First, keeping fixed the depth of the source (z0c = 30 m), 𝜂(𝜉, 𝛿) was calculated by varying min 
and max and it was found that if their absolute values are sufficiently large, the properties of 
𝜂(𝜉, 𝛿) do not depend on the limits of the sum. In this working condition, the following analysis 
is valid if the length of the profile is symmetric with respect to the SP source position. 
As it can be seen in Fig. 2.6, the 2D tomography maps have three zero lines, but only the 
central zero line can be well approximated by a straight line. In the following, it is shown how 
good is this approximation and that the slope of such a straight line, i.e. the inclination angle c, 
is a linear function of the polarization angle c. For each fixed value of c and z0c, ten points of 
the central line of zeros of the COP function are obtained by solving the equation 𝜂(𝜉, 𝛿) = 0 
and the best fitting straight line through this set of points is found. The procedure is, then, 
repeated for ten different values of c, by keeping z0c fixed, and the inclinations of the best fitting 
straight lines, i.e. the c values, are reported as black points in Fig. B1, while the corresponding 
values for the adjusted R2 are reported in the inset. The relationship between c and c is, thus, 
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obtained by the linear fit shown as a red line in Fig. A1. The entire procedure was repeated by 
using different values of the source depth z0c and no significant changes were found for the slope 
coefficient mc. Therefore, with a good level of approximation, it has been found that the value of 
the polarization angle of the cylinder can be retrieved from the slope of the straight line of zeros 
of the COP function 𝜂(𝜉, 𝛿). Furthermore, the effect of Gaussian noise on original data was 
investigated. In particular, within 10% of noise only slight changes of the slope coefficient mc 
were found. As an example, the right panel of Fig. B1 shows the results obtained for data 
affected by 5% of Gaussian random noise.  
 
Figure B1 (Left) Relationship between the inclination angle of the COP central zero line c (degrees) and 
the polarization angle c (radians) for the case z0c = 30 m. Each black point is determined from a linear fit 
whose adjusted R2 is shown in the inset. (Right) Relationship between c (degrees) and c (radians) for 
the case z0c = 30 m with 5% of Gaussian random noise added to original data. 
 
As concerns the determination of the cx0  coordinate of the center axis of the body, it has been 
found that cx0  is related to the intercept of the central zero line of the COP function by a shift 
cx0 that is a linear function of the source depth z0c and the polarization angle c. This result has 
been obtained from the following analysis. For each fixed value of c and z0c, ten points of the 
central line of zeros of the COP function are obtained by solving the equation 𝜂(𝜉, 𝛿) = 0 and 
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the best fitting straight line through this set of points is found. The procedure is, then, repeated 
for ten different values of c at each fixed value of z0c and the intercepts of the best fitting 
straight lines, i.e. the c0x  values, are reported as points in Fig. B2. As it can be seen, the 
relationship between c0x  and c is linear,   cc0cc0 zqx   , for c  /3 with a good degree of 
accuracy. The values of qc for different z0c are obtained by the linear fits shown as lines in Fig. 
A2, with the adjusted R2 reported in the inset. Then, the qc values are reported in Fig. B3 by 
varying z0c and, again, a linear relationship is found, which leads to the following overall 
relationship between c0x , c and z0c: c0ccc0 zrx   . 
 
 
Figure B2 Relationship between the shift of the COP central zero line c0x (m) with respect to c0x  and 
the polarization angle c (radians) for different values of z0c. The adjusted R2 of the linear fits shown as 
lines are reported in the inset.  
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Figure B3 Relationship between the inclination angle of the best fitting straight lines of Fig. B2 and the 
source depth z0c. 
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Appendix C 
 
COP function for the SP anomaly generated by an inclined sheet 
 
For the case of an inclined sheet whose center axis is placed at (0, z0s) in the vertical section 
through the SP profile, the COP function is written as (eq. (2.6)): 
𝜂(𝜉, 𝛿) = −𝐷𝛿3 2⁄ ∑ Δ𝑉(𝜒)
(𝜒 − 𝜉)
[(𝜒 − 𝜉)2 + 𝛿2]3 2⁄
𝜒𝑚𝑎𝑥
𝜒=𝜒𝑚𝑖𝑛
,   𝑓𝑜𝑟𝛿 > 0     
where  V is the potential drop calculated by considering eq. (2.4) with x0s = 0. Due to the 
complexity of the COP function, the properties of 𝜂(𝜉, 𝛿) as a function of the polarization angle 
s and the source depth z0s were investigated numerically by using the software Mathematica. 
A numerical analysis similar to the previous case was performed. As shown in Fig. 2.8, the 2D 
tomography maps also have one central line of zeros of the COP function that can be well 
approximated by a straight line. To demonstrated how good is this approximation and that the 
slope of such a straight line, i.e. the inclination angle s, is a linear function of the polarization 
angle s, these steps are followed. For each fixed value of s and z0s, ten points of the central line 
of zeros of the COP function are obtained by solving the equation 𝜂(𝜉, 𝛿) = 0 and the best fitting 
straight line through this set of points is found. The procedure is, then, repeated for ten different 
values of s, by keeping z0s fixed, and the inclinations of the best fitting straight lines, i.e. the s 
values, are reported as black points in Fig. C1, while the corresponding values for the adjusted R2 
are reported in the inset. The relationship between s and s is, thus, obtained by the linear fit 
shown as a red line in Fig. C1. The entire procedure was repeated by using different values of the 
source depth z0s and no significant changes were found for the slope coefficient ms. Therefore, 
with a good level of approximation, it has been found that the value of the polarization angle of 
the cylinder can be retrieved from the slope of the straight line of zeros of the COP function 
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𝜂(𝜉, 𝛿). Furthermore, the effect of Gaussian noise on original data was investigated. In 
particular, within 10% of noise only slight changes of the slope coefficient ms were found. As an 
example, the right panel of Fig. C1 shows the results obtained for data affected by 5% of 
Gaussian random noise.  
 
 
Figure C1 (Left) Relationship between the inclination angle of the COP central zero line s (degrees) and 
the polarization angle s (radians) for the case z0s = 30 m and a = 15 m. Each black point is determined 
from a linear fit whose adjusted R2 is shown in the inset. (Right) Relationship between s (degrees) and s 
(radians) for the case z0s = 30 m with 5% of Gaussian random noise added to original data. 
 
As concerns the determination of the sx0  coordinate of the center axis of the body, it has been 
found that sx0  is related to the intercept of the central zero line of the COP function by a shift 
s0x  that is a linear function of the source depth z0s and the polarization angle s. This result has 
been obtained from the following analysis. For each fixed value of s and z0s, and keeping fixed 
the value of a, ten points of the central line of zeros of the COP function are obtained by solving 
the equation 𝜂(𝜉, 𝛿) = 0 and the best fitting straight line through this set of points is found. The 
procedure is, then, repeated for ten different values of s at each fixed value of z0s and the 
intercepts of the best fitting straight lines, i.e. the s0x  values, are reported as points in Fig. B2. 
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As it can be seen, the relationship between s0x  and s is linear,   ss0ss0 zqx   , for s  /3 
and z0s  20 m with a good degree of accuracy. The values of qs for different z0s are obtained by 
the linear fits shown as lines in Fig. C2, with the adjusted R2 reported in the inset. Then, the qs 
values are reported in Fig. C3 by varying z0s and, again, a linear relationship is found, which 
leads to the following overall relationship between s0x , s and z0s:  s0ssss0 zrtx  . 
 
 
Figure C2 Relationship between the shift of the COP central zero line sx0  (m) with respect to sx0  and 
the polarization angle s (radians) for different values of z0s. The adjusted R2 of the linear fits shown as 
lines are reported in the inset. 
 
 
157 
 
 
Figure C3 Relationship between the inclination angle of the best fitting straight lines of Fig. C2 and the 
source depth z0s. 
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