Abstract. In this paper, one-dimensional (1D) nonlinear Schrödinger equations
Introduction and main result.
In this paper, we will prove that onedimensional (1D) nonlinear Schrödinger equation admits small-amplitude quasi-periodic solutions for all m. Equation (1.1) with m = 0 and negative ν is called "focusing" while (1.1) with m = 0 and positive ν is called "defocusing." Under some initial-boundary conditions they have been considered by many authors (see [2, 3, 4, 11] ). Throughout this paper, we suppose ν > 0 in (1.1). As we will see later, the sign of ν is immaterial for our results.
We study the equation (1.1) as a Hamiltonian system on P = W In addition, each such torus is linearly stable and all solutions have vanishing Lyapunov exponents. This is the linear situation. Upon restoration of the nonlinearity ν|u| 4 u, we show that there exists a Cantor set C ⊂ P b , a specially chosen index set I = n 1 < n 2 < · · · < n b ⊂ N (we will call it an admissible set, for more specific see section 3) and a family of b-tori Remark 1. The existence of admissible sets will be proved in the appendix. In fact there exist infinite admissible index sets I.
Remark 2. The result remains true for more general nonlinearities f (|u| 2 )u, where f (0) = f (0) = 0, f (0) = 0. Our method essentially applies to the nonlinearities f (|u| 2 )u, where f (0) = f (1) (0) = · · · = f (k−1) (0), f (k) (0) = 0, k ≥ 1, but the proof would be much more complicated.
Remark 3. The frequencies of the diophantine tori are also under control. They are ω(I) = (λ n1 , λ n2 , . . . , λ n b ) + with hinged boundary conditions, where f is a real analytic, odd function of u of the form f (u) = au 3 + k≥5 f k u k , a = 0. Our result is an improvement on [6] . Details will be given in another paper. Unfortunately, our technique can't be applied to the complete resonant 1D wave equation
with Dirichlet boundary conditions. From the proof, one sees that that superlinear growth of the eigenvalues λ j ∼ j 2 is crucial. For (1.3), the admissible set does not exist and one can't obtain the desired partial Birkhoff normal form by eliminating all the unpleasant terms, which include 2 or 3 tangential coordinates.
The rest of the paper is organized as follows. In section 2 the Hamiltonian function is written in infinitely many coordinates, which is then put into partial normal form in section 3. In section 4 we improve an infinite dimensional KAM theorem, which is developed by many people (see Kuksin [7, 8, 9] , Wayne [16] , Pöschel [13] , Chierchia and You [5] ). Measure estimates are given in section 5. Some propositions are proved in the appendix.
The
Hamiltonian. For simplicity, we choose ν = 1. Other cases can be rescaled into this case. The Hamiltonian of the nonlinear Schrödinger equation is
where
We rewrite H as a Hamiltonian in infinitely many coordinates by making the ansatz
The coordinates are taken from the Hilbert spaces H a,ρ of all complex-valued sequences q = (q 1 , q 2 , . . .) with
Fix ρ > 0 and a ≥ 0 later. One then obtains the Hamiltonian
on the phase space H a,ρ with symplectic structure
They are the classical Hamiltonian equations of motion for the real and imaginary parts of q j = x j + iy j written in complex notation. Rather than discussing the above formal validity, we shall, following [10] or [5] 
for some ρ > 0 and a ≥ 0. Then
is an analytic solution of (1.1).
For the proof, refer to Lemma 1 in [10] . Next, we consider the regularity of the gradient of G. 
The proof is similar with Lemma 3 in [10] , which we omit. By the elementary computation, one can get
It is not difficult to verify that G ijklmn = 0 unless i ± j ± k ± l ± m ± n = 0, for some combination of plus and minus signs. For simplicity, we denote
and
Partial Birkhoff normal form.
We shall use the KAM iteration to get the desired result. Since the quadratic part of the Hamiltonian
does not provide any "twist" required by KAM theory, we shall use the normal form technique to get the "twisted" integrable terms from the sixth order terms. To get finite dimensional KAM tori, we shall first fix finite many sites {n 1 , n 2 , . . . , n b }, and call q = (q n1 , . . . , q n b ) tangential variables. All the other variables, denoted by w, are called normal variables. For our purpose, the sixth order terms with at most two normal variables
must be put into normal form, i.e., the terms that remain after normal form procedure must have the form of
The other sixth order terms are left since they can be scaled into higher perturbations. Such kind of normal form is called a partial Birkhoff normal form since we don't normalize all sixth order terms. In order to get the desired partial Birkhoff normal form, we have to carefully choose {n 1 , n 2 , . . . , n b }.
For fixed {n 1 , n 2 , . . . , n b }, we define the index sets Δ * , * = 0, 1, 2 and Δ 3 in the following way: Δ * is the set of index (i, j, k, l, m, n) such that there exist right * components not in {n 1 , n 2 , . . . , n b }. Δ 3 is the set of the index (i, j, k, l, m, n) such that there exist at least three components not in {n 1 , n 2 , . . . , n b }. Define the resonance sets
and * = 0, 1, 2. A
Proposition 1. There exist infinite many admissible index sets.
When b = 2, we can construct some of the admissible index sets clearly. Denote 
be the time 1-map of the flow of the Hamiltonian vector field X F given by the Hamiltonian
otherwise,
Note our Assumptions A, B, C, the remained proof is just a copy of Lemma 4 of [10] . Now our Hamiltonian is H = Λ + G +Ĝ + K. Introduce the symplectic polar and complex coordinates by setting
The precise domain will be specified later. In order to simplify the expression, we substitute
The new Hamiltonian
, and y by 8 y, one obtains a Hamiltonian given by the rescaled Hamiltoniañ
In what follows, we use the KAM iteration which involves infinite many steps of coordinate transformations to prove the existence of the KAM tori. To make this quantitative we introduce the following notations and spaces.
Define
We usually omit D for brevity. For functions F , associate a Hamiltonian vector field defined as
Denote the weighted norm for X F by letting
4. An infinite dimensional KAM theorem. Theorem 1 is a direct result of Theorem 2 and measures estimates in section 5. Consider small perturbations of an infinite dimensional Hamiltonian in the parameter dependent normal form
For the Hamiltonian H = N + P , there exists n-dimensional, linearly stable torus T n 0 = T n × {0, 0, 0} with frequencies ω(ξ) when P = 0. Our aim is to prove the persistence of a large portion of this family of linearly stable rotational tori under small perturbations. Suppose that the perturbation P is real analytic in the space variables, C p in ξ, and for each ξ ∈ Π its Hamiltonian vector field 
Remark. Note that in the theorem, we didn't claim that the measure of Π is positive. For positive measure, one needs further information of the frequencies ω(ξ) and Ω(ξ). We shall come back to this point in section 5.
Since the proof of Theorem 2 is essentially standard, we only state the main step of KAM iteration. The more detailed steps can be found in [13] and other papers. where
and the coefficients R kmqq depend on ξ such that X R : P a,ρ → P a,ρ is real analytic and Whitney smooth in ξ. Below we solve the linear equation and estimate the generating function F .
Lemma 5. Suppose that uniformly on
Π + ⊂ Π, | k, ω | ≥ β A k for k = 0, (4.5) | k, ω + Ω i | ≥ β A k , (4.6) | k, ω + Ω i + Ω j | ≥ β (|i − j| + 1) A k , (4.7) | k, ω + Ω i − Ω j | ≥ β (|i − j| + 1) A k , i = j. (4.8)
Then the linear equation has solution F andN , which satisfy
where A k = 1 + |k| τ , β will be denoted later. For the proof, refer to [13] . ≤ 1, by Lemmas 5 and 6, it follows that for |t| ≤ 1,
whereR(t) = (1 − t)N + tR. Hence, the Hamiltonian vector field of the new perturbation is
For the estimate of X P+ , we need the following lemma. 
For the proof, see [14] . Now we estimate X P+ . By Lemma 7, if
By Cauchy's inequality and Lemma 6, one obtains 
Iteration and proof of Theorem 2.
To iterate the KAM step infinitely we must choose suitable sequences. For m ≥ 1 set 
and 
for all m ≥ 1. So the smallness condition of the KAM step is satisfied. For the remained proof, see the iterative lemma in [13] . With (4.11) and (4.12), we also obtain the following estimate. The smallness condition is satisfied, because
The small divisor conditions are satisfied by setting
, and Π 0 = Π. Then the iterative lemma applies. Remark. For the rescaled Hamiltonian H, we fix r = 1. Then
for small enough. If fix ρ > 0 and a > 1 2 arbitrarily, Theorem 2 can be applied to the rescaled Hamiltonian.
Measure estimates.
The remaining job is to estimate the measure. We first give the measure estimates for the first step. In our case, the tangent frequencies ω i = λ i +O(ξ 2 )(i = n 1 , . . . , n b ) and normal frequencies Ω j = λ j +O(ξ 2 )(j = n 1 , . . . , n b ) are second orders in ξ while the ones appeared in the papers such as [10] and [12] are linear in ξ. This is another main difference between our paper and others. To obtain the measure estimates, we have to control the higher order derivatives for k, ω ± Ω i ± Ω j etc. One finds that more information from O(ξ 2 ) is needed to exclude the degenerate cases. The measure estimates in the subsequent steps are based on the techniques developed in [14] and [15] .
Measure estimates in the first step. The thrown parameter sets in the first step are (∪
It is obvious that |A ). For the proof, see [15] . The similar method can be found in [1] and [14] . 
. . . 
One can draw the contradictions from the following three cases. Case 1. Two "5s" in {c 1 in {c 1 , c 2 , . . . , c b , c 1 , c 2 , . . . , c in {c 1 , c 2 , . . . , c b , c 1 , c 2 , . . . , c b }. Case 3. No "5s" in {c 1 , c 2 , . . . , c b , c 1 , c 2 , . . . , c b }. We omit the proof for the two cases. The measure estimate is similar as before. We also omit it.
Then one obtains
The following conclusions are obvious according to the above methods.
The total measure.
In order to estimate the total measure of the parameter sets Π which is thrown in all the steps, we must estimate the measure in the subsequent steps. The thrown parameter set in m + 1 step is |k|>Km R m+1 kl 
where c 1 is a constant which depends on b and will be defined in the following. Proof. For our convenience, we write ω and Ω for ω m+1 and Ω m+1 . Define
,
We estimate every term in (5.6). From (4.2) and (4.3), one obtains
|k| and (5.7), (5.8), (5.9), (5.5), we arrive at |Dv
c1 . We will show in what follows that when max{i, j} ≥ c|k|,
The proof is similar as before. First,
Moreover,
Therefore, when c is large enough and max{i, j} ≥ c|k|, (5.10) holds. So when K m ≥ 80b c1 and τ > 2b + 4,
In order to estimate the value for K 1 , a series of constants have to be chosen. We know p = 2, β = when γ 0 is small enough. Now we compute the total measure of the parameter sets Π which is thrown in all the steps
6. Appendix. The existence of infinite admissible index sets isn't obvious since the corresponding tangential frequencies have to satisfy infinite many nonresonance conditions. The main idea of the proof is as follows: Suppose that our conclusions hold when b = d−1, we prove that there exists at least one n d in [x, x+
is large enough) such that n 1 , . . . , n d−1 , n d satisfy all the nonresonance assumptions (see section 3). The idea is to estimate the total number of integers n in [x, x+
, n conflicts with one of our nonresonance assumptions. In fact we can prove that the total number is far less than
. This shows the existence of n d . In case d = 2, we explicitly construct the admissible index sets. The proof of Proposition 1 requires a couple of lemmas. For our convenience, we introduce the set 
For the following two lemmas, it is easy to draw the contradictions from the contrary.
Lemma 23. For any given n 1 , n 2 , . . . , n d where
Lemma 25. For any given n 1 , n 2 , . . as factor. C represents the event
Then the probability of C is
. Now it is easy to see that our conclusion holds. Similarly, we have the following lemma. Lemma 26. For any given n 1 , n 2 , . . . , n d where
The proof of Proposition 1. We first admit that Proposition 2 holds (the proof will be delayed to the end). This means that Proposition 1 holds for b = 2. Suppose that Proposition 1 holds for b = d − 1 ≥ 2, we will show that it also holds for d. When b = d − 1, one can choose one admissible set made of n 1 , n 2 , . . . , n d−1 . Our aim is to construct n d so that {n 1 < n 2 < · · · < n d } is an admissible set for b = d. We first construct n d to satisfy Assumption A. In fact, it is enough when n d >> n i , i ≤ d − 1. Otherwise one gets 
We know that ±n d ± n d = 0, ±2n d . For the preceding, from Lemma 5 in [10] , it contradicts with our choice of {i, j, k, l, m, n}. For the last, it is apparent that |j ± k ± l ± m| < 2n d . This leads a contradiction to (6.1). If none of n d s is in {i, j, k, l, m, n}, this contradicts with the choice of n 1 , n 2 , . . . , n d−1 .
In fact, n d also satisfies Assumption B under the same condition. If this is not true, then
The unique index which is different with n 1 , n 2 , . . . , n d is denoted by x. We only prove the case in which there exist three n d s in {j, k, l, m, n}. For the other cases (at least one n d ), the method is similar. One can induce the contradictions from the following three cases. Case 1.
Case 2.
we know it can't happen. Case 3. 
] so that n 1 , . . . , x fulfill our Assumption C when n d and n 1 is large enough.
If it isn't true, then
The other two indexes different from n 1 , n 2 , . . . , n d are denoted by x, y, Case 1.
Without losing generality, one gets
We have to consider several different subcases. For our convenience, we introduce the notation "| · |." The equality |{k, l, m, n}| = t, t = 1, 2, 3, 4, means there exist exactly t n d s in {k, l, m, n}. Subcase a.
|{k, l, m, n}| = 1.
It is easy to see that the case
So only the following case need be considered:
We only consider the case when
and y ∈ Z, one gets
At the same time, one obtains
By further computations, one knows |x|
We must consider different cases. Case I.
If ±n d ± n d = 0, we arrive at {x, y} = {m, n} from Lemma 5 of [10] . It is impossible. When ±n d ± n d = ±2n d , we get |x ± y| << n d from (6.5). Hence the equality x ± y ± m ± n ± 2n d = 0 can't hold.
Case II.
From y ∈ Z, one obtains 8n 2 − 8k 2 − 4a 2 = 0. Then we have 3k 2 ± 2kn − n 2 = 0. Hence, 3k = n or k = n. Only the last case need be considered. But at this case, we get |y| = n d . It is impossible.
If ±n d ± n d = 2n d , from (6.6), one gets |x| << √ 3n d . Then the equality x ± y ± k ± n + 2n d = 0 can't hold. Similarly, the equality x − y ± k ± n − 2n d = 0 can't be true. So the only case need be considered is
Denote ±k ± n = a. From (6.6) and (6.7), one gets |{k, l, m, n}| = 4.
The discussion is trivial. We omit it. Subcase e. If which is no n d in {k, l, m, n}, this contradicts with the choice of n 1 , n 2 , . . . , n d−1 .
{x, y} ∩ {i, j, k} = {x, y} and {x, y} ∩ {l, m, n} = {x, y}.
In this case, one obtains
x ± y ± i ± j ± m ± n = 0. (6.10)
We have to discuss it in several subcases.
Subcase a .
|{i, j, m, n}| = 1.
In this case, (6.10) is
Without losing generality, we suppose that x = y ± i ± j ± m ± n d . From (6.11), one gets
Write a = ±i ± j ± m. If x = y + a + n d , one has
If n d >> n The proof of Proposition 2 also requires a couple of lemmas. Since the proof is elementary, we give them without proof as follows.
