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O transporte te´rmico em geometrias fractais e´ investigado uti-
lizando o formalismo de func¸o˜es de Green atomı´sticas. Os frac-
tais considerados sa˜o o triaˆngulo de Sierpinski, o Barnsley Fern
e a Self-contacting Tree. A densidade de estados total e local,
transmissa˜o de foˆnons e estimativas da condutaˆncia te´rmica
sa˜o calculadas utilizando o formalismo descrito. Ale´m disso,
func¸o˜es de correlac¸a˜o sa˜o utilizadas para analisar os resulta-
dos. A influeˆncia da desordem nas propriedades de transporte e´
investigada e observa-se uma transic¸a˜o de estados fractoˆnicos
para fonoˆnicos na presenc¸a de desordem. Argumenta-se que
os foˆnons gerados podem ser estendidos ou localizados devido
a`s oscilac¸o˜es presentes na condutaˆncia te´rmica em func¸a˜o do
nı´vel de desordem. Portanto, observa-se um comportamento
distinto daquele esperado pela teoria da localizac¸a˜o de Ander-
son onde as func¸o˜es de onda associadas as vibrac¸o˜es da rede
deveriam apresentar efeitos de localizac¸a˜o dependentes da de-
sordem. E´ observado que para determinados intervalos de de-
sordem os foˆnons gerados sa˜o estendidos. Neste caso, o mo-
delo de Anderson pode na˜o ser o mais indicado para descrever
a transic¸a˜o. No entanto, para nı´veis de desordem onde a di-
mensa˜o de correlac¸a˜o encontra-se em um regime de dimensa˜o
fractal estatı´stica, os resultados obtidos sa˜o condizentes com
aqueles esperados pelo modelo de Anderson.
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The thermal transport in fractal geometries is investigated
using the atomistic Green functions formalism. The fractals
considered are the Sierpinski triangle, the Barnsley Fern and
the Self-contacting Tree. The total and local density of states,
phonons transmission and thermal conductance estimates
are computed using the described formalism. Besides, cor-
relation functions are used to analize the obtained results.
The influence of disorder on transport properties is investi-
gated and it is observed that there is a transition from fracton
to phonon states when disorder is introduced. It is argued
that the phonons generated could be extended or localized
due to oscillations in the thermal conductance as a func-
tion of the disorder level. Therefore, a distictive behaviour is
observed from that expected from Anderson localization theory
where the wave functions associated to vibrations from the
lattice should exhibit disorder dependent localization effects.
It is observed that at determinated intervals of disorder the
phonons generated are extended. In this case, the Anderson
model can be further explored to describe the transition. How-
ever, for disorder levels where the dimension correlation is in
a statistical fractal dimension regime, the obtained results are
compatible with those expected from the Anderson model.
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1 INTRODUC¸A˜O
Observar a natureza consiste essencialmente em con-
templar seu cara´ter fractal. A´rvores, nuvens e montanhas
sa˜o exemplos macrosco´picos representativos desta constatac¸a˜o
quando geometricamente investigados. A geometria fractal pos-
sibilita abordar de forma matematicamente consistente aspec-
tos estruturais da natureza que poderiam parecer puramente
aleato´rios (6), (7), constituindo um complemento para a geome-
tria euclidiana e simetria cristalina(8).
Fractais podem ser entendidos como entidades, fı´sicas ou
matema´ticas, que apresentam propriedades estruturais como
invariaˆncia sob transformac¸o˜es de escala, dimensa˜o fraciona´ria
e auto-similaridade. Em uma geometria auto-similar, as pro-
priedades geome´tricas da estrutura sa˜o indistinguı´veis em
func¸a˜o da escala de comprimento. Em geral, a dimensa˜o fra-
ciona´ria D e´ menor ou igual a dimensa˜o euclidiana d, devido ao
cara´ter “aberto” das estuturas fractais (7), isto e´, elas tendem
a exibir arranjos de particulas na˜o homogeˆneos e irregulares
pore´m, preservando suas caracterı´sticas auto-similares.
Em fı´sica da mate´ria condensada, fractais emergem em
uma ampla variedade de sistemas como aeroge´is, dendrı´meros,
polı´meros, meios porosos e colo´ides. Estudos recentes in-
dicam a existeˆncia de fractais quaˆnticos em GaAs dopados com
Mn. A observac¸a˜o destes padro˜es fractais em func¸o˜es de onda
eletroˆnicas ocorre devido ao fenoˆmeno de localizac¸a˜o de on-
das em meios desordenados. A estrutura cristalina do GaAs
e´ desordenada pela inserc¸a˜o de Mn em sı´tios de Ga (9). On-
das propagando-se em ambiente aleato´rio podem tornar-se lo-
1
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calizadas devido a um padra˜o de interfereˆncias construtivas e
destrutivas ocorrendo a partir de mu´ltiplos eventos de espa-
lhamento aleato´rios (10). No caso eletroˆnico, a transic¸a˜o de
ondas extendidas para localizadas e´ chamada transic¸a˜o metal-
isolante (11) e foi inicialmente proposta por P. W. Anderson (12).
De um modo geral, efeitos de localizac¸a˜o de func¸o˜es
de onda devido a inserc¸a˜o de desordem ocorrem em uma
ampla variedade de sistemas fı´sicos, na˜o limitando-se neces-
sariamente ao caso eletroˆnico, podendo ocorrer com ondas
sı´smicas (9) e ondas fonoˆnicas (13, 14), por exemplo. Em
geometrias fractais, a quantizac¸a˜o de suas propriedades vi-
bracionais, que apresentam cara´ter localizado, e´ denominada
fracton (15). A presenc¸a de fractons em um material pode
causar difusa˜o anoˆmala (16) com um deslocamento me´dio
quadra´tico obedecendo a uma lei de poteˆncia relacionada a
sua dimensa˜o fractal (15, 8). Portanto, a propagac¸a˜o de foˆnons
e´ reduzida, resultando na reduc¸a˜o da condutividade te´rmica.
Um comportamento similar pode ser observado em materiais
desordenados.
O transporte de foˆnons e´ teoricamente investigado uti-
lizando diferentes metodologias, dentre elas: a equac¸a˜o de
transporte de Boltzmann, dinaˆmica molecular e o formalismo
de func¸o˜es de Green atomı´sticas (17). As te´cnicas de dinaˆmica
molecular na˜o sa˜o interessantes para este estudo uma vez que
fornecem resultados dentro de uma abordagem cla´ssica. O
me´todo baseado na equac¸a˜o de transporte de Boltzmann, que
descreve a evoluc¸a˜o da distribuic¸a˜o de foˆnons e, portanto, trata
os mesmos como partı´culas na˜o considerando seu cara´ter on-
dulato´rio, fornece somente uma descric¸a˜o me´dia do fluxo de
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foˆnons no sistema. Este me´todo na˜o considera localizac¸a˜o
de estados de Anderson e na˜o e´ evidente sua capacidade de
fornecer uma aproximac¸a˜o considera´vel para a func¸a˜o de trans-
missa˜o (18).
No entanto, o tratamento de Boltzmann e´ computacional-
mente menos intenso e a inclusa˜o de processos de espalha-
mento na˜o harmoˆnicos e´ mais fa´cil do que utilizando func¸o˜es
de Green. A equac¸a˜o de transporte de Boltzmann foi uti-
lizada com sucesso para ca´lculos de transporte fonoˆnico em
nanofios em altas temperaturas, para sistemas onde o com-
primento resistivo do fio e´ longo o suficiente para o transporte
ser difusivo (17). Ale´m disso, o comportamento de retificac¸a˜o
te´rmica observado em cadeias harmoˆnicas assime´tricas pode
ser atribuı´do a localizac¸a˜o de foˆnons(13).
O me´todo de func¸o˜es de Green atomı´sticas e´ capaz de
capturar a natureza ondulato´ria de vibrac¸o˜es fonoˆnicas (18).
Portanto, aparenta ser uma te´cnica adequada para o trata-
mento de localizac¸a˜o de estados em geometrias cujas homo-
geneidades sa˜o quebradas devido a inserc¸a˜o de desordem. Este
formalismo foi utilizado em diversos trabalhos para calcular
as propriedades de transporte, como func¸a˜o de transmissa˜o e
condutaˆncia te´rmica (19), (20), tanto na presenc¸a quando na
auseˆncia de desordem, sendo um formalismo bem estabelecido
para ca´lculos de transporte eletroˆnico em nanoescala (5), (21),
(22).
O efeito da desordem no transporte te´rmico em nanotu-
bos de carbono semicondutores foi analizado em (23). O tra-
balho mostra que diferentes regimes de transporte para foˆnons
de diferentes energias coexistem e seu peso relativo na con-
4 1 INTRODUC¸A˜O
dutaˆncia te´rmica depende da temperatura. Ale´m disso, conclui
que a localizac¸a˜o de foˆnons energe´ticos pode causar super-
aquecimento de dispositivos longos, uma vez que o aqueci-
mento do nanotubo de carbono e´ dependente do comprimento
do dispositivo e da distribuic¸a˜o de frequeˆncias de foˆnons ger-
ada.
Investigac¸o˜es relacionadas ao transporte te´rmico sa˜o fun-
damentais para o desenvolvimento de pesquisas em termoele-
tricidade. O desempenho termoele´trico e´ avaliado atrave´s da
figura de me´rito ZT = S2σT/κ, onde S e´ o coeficiente de Seebeck,
σ e´ a condutividade ele´trica, T e´ a temperatura absoluta e κ
e´ a condutividade te´rmica. E´ conhecido que S e σ dependem
somente das propriedades eletroˆnicas do material, enquanto
que κ e´ dependente tanto das contribuic¸o˜es eletroˆnicas quanto
fonoˆnicas (24).
Um valor de ZT superior a 3 e´ necessa´rio para se obter
competitividade com os refrigeradores e geradores atuais. No
entanto, em cinco de´cadas, a ZT de semicondutores bulk
aumentou marginalmente, de 0.6 para 1.0. O desafio atual
consiste na otimizac¸a˜o dos paraˆmetros interdependentes S,
σ , e κ (25). Atualmente, tem-se investigado mecanismos de
transporte eletroˆnico em superredes de Si/Ge/Si, nanofilmes,
nanofios e outras nanoestruturas (26).
O confinamento quaˆntico nestas nanoestruturas au-
menta a densidade de estados de portadores locais pro´ximos
ao nı´vel de Fermi (27), aumentando o coeficiente de Seebeck
S, enquanto a condutividade te´rmica pode ser reduzida devido
ao confinamento de foˆnons e o espalhamento de foˆnons nas
interfaces do material em superredes. Os efeitos combinados
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do aumento do coeficiente de Seebeck e a reduc¸a˜o da con-
dutividade te´rmica implicam em valores de ZT teoricamente
maiores.
No entanto, experimentalmente, especialmente em su-
perredes de Si/Ge, este aperfeic¸oamento de ZT na˜o foi obser-
vado (24). Logo, abordagens em direc¸a˜o ao entendimento dos
mecanismos de transporte em nanoestruturas podem estar
relacionadas ao confinamento eletroˆnico e mecanismos de
espalhamento diversos, como espalhamento ele´tron-foˆnon e
ele´tron-impureza, assim como investigac¸o˜es sobre a reduc¸a˜o
da condutividade te´rmica influenciando minimamente a con-
dutividade ele´trica.
Uma baixa condutaˆncia de foˆnons e´ requerida para con-
versa˜o de energia termoele´trica eficiente (28). Em materiais
semicondutores, o transporte de calor e´ governado principal-
mente por foˆnons e a conduc¸a˜o te´rmica e´ fortemente influ-
enciada pelas dimenso˜es do dispositivo. Foi observado que a
conduc¸a˜o de foˆnons pode ser reduzida sem afetar significativa-
mente o transporte eletroˆnico em nanofios de silı´cio, levando ao
aperfeic¸oamento de ZT. Esta reduc¸a˜o na condutaˆncia te´rmica
ocorre principalmente devido ao espalhamento de foˆnons na
regia˜o desordenada, enquanto a transfereˆncia eletroˆnica e´
mantida pelos estados bulk (23).
Em um outro trabalho (29), a estrate´gia utilizada
para maximizac¸a˜o de ZT tambe´m baseia-se na reduc¸a˜o da
condutividade te´rmica. Este trabalho utiliza nanotiras de
grafano armchair e investiga o impacto da desordem na con-
dutaˆncia te´rmica. Desordem e´ inserida atrave´s de vacaˆncias
de hidrogeˆnio na estrutura molecular do grafano, cuja con-
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dutaˆncia te´rmica e´ reduzida. Um ZT de 2.1 e´ obtido, que e´
5 vezes maior do que o predito para estruturas perfeitas. Os
ca´lculos neste trabalho foram realizados utilizando teoria do
funcional da densidade, para calcular a matriz dinaˆmica, e
o formalismo de func¸o˜es de Green fora do equilı´brio, para
obtenc¸a˜o da condutaˆncia te´rmica de rede.
Estes trabalhos ilustram a importaˆncia do entendi-
mento sobre o transporte de foˆnons em nanoestruturas. As
implicac¸o˜es possı´veis sa˜o varia´veis. Em eletroˆnica, valores
altos tanto da condutaˆncia eletroˆnica quanto fonoˆnica sa˜o
desejados enquanto que em termoeletricidade, o aumento de
ZT pode ser obtido ou por um aumento tanto no coeficiente
de Seebeck quanto na condutaˆncia eletroˆnica ou por uma
reduc¸a˜o na condutaˆncia te´rmica. Avanc¸os na a´rea de termoe-
letricidade sa˜o importantes em nanomedicina. O entendimento
da condutaˆncia te´rmica pode levar ao desenvolvimento de
nanodispositivos com controle direcional do fluxo de calor e
terapia ablativa pelo aquecimento seletivo de sistemas de drug
delivery ou nanoparticulas (30).
Materias termoele´tricos ideais teriam como propriedades
ba´sicas, condutividade ele´trica perfeita e condutividade te´rmica
zero. No entanto, condic¸o˜es ideais na˜o existem. Pore´m, ma-
teriais como aeroge´is apresentam caracterı´sticas de isolantes
te´rmicos e ele´tricos. Na˜o obstante, pesquisas indicam a pos-
sibilidade de aeroge´is com comportamento condutivo. Sabe-se
tambe´m que estes materiais apresentam geometria, ao menos
estatı´stica, fractal, tornando-se candidatos possı´veis para o de-
senvolvimento de pesquisas em termoeletricidade (31), (32).
Mole´culas dendrı´ticas, conhecidas como dendrı´meros,
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tem atraı´do atenc¸a˜o considera´vel em a´reas como nanomedi-
cina e light-harvesting, para conversa˜o de energia solar. Sua
geometria altamente ramificada, com possibilidade de atribuir
atividades especı´ficas aos seus grupos funcionais torna-os
canditados para densolvimento de pesquisas em caˆncer, por
exemplo. Em gerac¸a˜o de energia, possibilitam a captac¸a˜o de
luz solar atrave´s destas extremidades, que transferem os fo´tons
absorvidos para o nu´cleo dendrı´tico. E´ conhecido que estas
mole´culas apresentam geometria fractal (33).
Neste sentido, o estudo de mecanismos de transporte,
eletroˆnico e fonoˆnico, em geometrias fractais pode ser impor-
tante para o entendimento destes sistemas. Deste modo, e´
possı´vel projetar nanomateriais com propriedades especı´ficas,
abrangendo um intervalo considera´vel de aplicac¸o˜es. Neste tra-
balho, no´s na˜o nos concentramos em propriedades especı´ficas
de sistemas fı´sicos particulares. Nosso objetivo e´ investigar o
impacto da geometria fractal em propriedades de transporte,
como a func¸a˜o de transmissa˜o de foˆnons, a densidade de esta-
dos total e local bem como a condutaˆncia te´rmica. Ale´m disso,
a influeˆncia de desordem estrutural nestas propriedades e´ ava-
liada.
Neste trabalho, para estudar teoricamente o transporte
fonoˆnico, supo˜em-se inicialmente que a geometria fractal de
materiais como aeroge´is e dendrimeros, por exemplo, podem
ser consideradas como fractais ideais. Treˆs modelos de frac-
tais sa˜o utilizados nesta pesquisa. Dois deles aparecem com
frequeˆncia na natureza e podem ser observados cotidiana-
mente. A Figura 1 (b) e (c) ilustram esses fractais: O Barnsley
Fern e Self-contacting Tree.
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Figura 1: Fractais modelados: (a) Triaˆngulo de Sierpinski, (b)
Barnsley Fern, (c) Self-contacting Tree (1), (2), (3).
O outro e´ puramente matema´tico e foi descoberto pelo
matema´tico poloneˆs Waclaw Sierpinski, sendo conhecido como
triaˆngulo de Sierpinski Figura 1 (a). Curiosamente, o gasket
hexagonal de Sierpinski foi sintetizado utilizando self-assembly
molecular (34). O impacto da inserc¸a˜o de desordem nestas treˆs
geometrias fractais na func¸a˜o de transmissa˜o de foˆnons e den-
sidade de estados total e local e´ avaliado. Os resultados in-
dicam algumas peculiaridades, que podem ser atribuı´dos as
suas caracterı´sticas geome´tricas. Para explicar este compor-
tamento, diversas propriedades de correlac¸a˜o sa˜o calculadas e
estudadas como uma func¸a˜o do nı´vel de desordem estrutural
inserido.
Nos capı´tulos dois e treˆs, o formalismo teo´rico e o me´todo
utilizado sa˜o descritos, respectivamente. A arquitetura dos
nanodispositivos fractais investigados e´ analisada e o me´todo
de func¸o˜es de Green atomı´sticas e´ apresentado. As func¸o˜es
de correlac¸a˜o calculadas para fundamentar as hipo´teses rela-
cionadas a localizac¸a˜o de estados e a transic¸a˜o de um regime
fractoˆnico para fonoˆnico nas propriedades de transporte sa˜o
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tambe´m explicadas. O capı´tulo quatro apresenta os resulta-
dos e discusso˜es. Finalizando, o capı´tulo cinco descreve as
concluso˜es, contribuic¸o˜es e direcionamentos futuros para a
pesquisa desenvolvida.
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2 FORMALISMO TEO´RICO
O transporte de foˆnons em nanoescala, no qual as
dimenso˜es do dispositivo tornam-se compara´veis ao compri-
mento de onda tı´pico de um foˆnon e a natureza ondulato´ria do
mesmo e´ proeminente, tem sido amplamente investigado. Na˜o
obstante, a miniaturizac¸a˜o da eletroˆnica moderna e dispositivos
moleculares se aproxima da escala nanome´trica. Portanto, o
transporte de foˆnons e´ frequentemente restrito a contornos
heterogeˆneos e interfaces embutidas nos dispositivos (20).
Neste regime de transporte balı´stico ou semi-balı´stico,
o me´todo de func¸o˜es de Green atomı´sticas pode ser utilizado
para calcular a func¸a˜o de transmissa˜o de foˆnons bem como
outras propriedades de transporte de interesse. Baseados no
sucesso do me´todo de func¸o˜es de Green para simulac¸o˜es de
transporte eletroˆnico em nanoescala (21), no´s o utilizamos para
investigac¸a˜o do transporte fonoˆnico em geometrias fractais.
Este capı´tulo apresenta uma derivac¸a˜o matema´tica do
formalismo de func¸o˜es de Green atomı´sticas, baseada em (20),
e sua utilizac¸a˜o no transporte de foˆnons. A derivac¸a˜o do forma-
lismo e´ semelhante a desenvolvida para o transporte eletroˆnico.
Essencialmente, a diferenc¸a, do ponto de vista formal, entre o
caso fonoˆnico e eletroˆnico, consiste na utilizac¸a˜o de uma ma-
triz dinaˆmica para o sistema de interesse, no primeiro, e no
operador Hamiltoniano eletroˆnico, para o segundo, sendo as
equac¸o˜es ideˆnticas.
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2.1 Redes de Bravais e Espac¸o Recı´proco
Um conjunto de pontos geome´tricos determinados pelos
vetores ri em um referencial R, constituem uma rede espacial
se existem treˆs vetores a, b e c tais que, quaisquer que sejam
os pontos r j e rk, tem-se r j− rk = n1 a + n2 b + n3 c, onde n1�n2 e
n3 sa˜o inteiros (35).
Esta definic¸a˜o implica em simetria translacional, isto e´, a
rede espacial e´ indistinguı´vel para um observador situado nos
pontos r j e rk, para os quais r j − rk = n1 a + n2 b + n3 c. Os
vetores a, b e c sa˜o chamados vetores ba´sicos da rede espacial
e definem a peridiocidade da mesma. Neste sentido, e´ possı´vel
definir um so´lido perfeito como um conjunto de a´tomos ao qual
se pode associar uma rede espacial. Desta forma, a cada ponto
da rede espacial corresponde um ou mais a´tomos, de forma que
a invariaˆncia translacional seja respeitada (36).
A partir da periodicidade de um so´lido perfeito e´ possı´vel
inferir que deve existir um grupo mı´nimo de a´tomos a partir
do qual o so´lido inteiro pode ser reproduzido pela repetic¸a˜o
desse grupo. Logo, o so´lido pode ser visto como um conjunto
de blocos ideˆnticos justapostos. Ao espac¸o definido pelo grupo
mı´nimo de a´tomos que reproduzem a estrutura cristalina de
um so´lido chama-se ce´lula primitiva (36).
No entanto, algumas vezes e´ preferı´vel a utilizac¸a˜o de
um grupo de a´tomos maior que aquele correspondente a` ce´lula
primitiva. A todo o grupo de a´tomos que devido a sua utilizac¸a˜o
repetitiva permita a gerac¸a˜o do so´lido corresponde um espac¸o
fı´sico denominado ce´lula unita´ria. Portanto, a ce´lula primitiva
e´ a menor ce´lula unita´ria para o respectivo so´lido (37).
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Uma rede de Bravais e´ uma rede de pontos que satisfaz
as seguintes condic¸o˜es.
• Compreende o espac¸o inteiro.
• A aplicac¸a˜o dos vetores de rede deve levar a exatamente
um outro ponto de rede.
Rotac¸a˜o, reflexa˜o e translac¸a˜o sa˜o as operac¸o˜es de
simetria frequentemente realizadas e sa˜o utilizadas para
classificac¸a˜o do so´lido ou rede de Bravais associada. Existem
14 configurac¸o˜es espaciais que satisfazem estes requisitos que
sa˜o agrupadas em 7 sistemas cristalogra´ficos: cu´bico, tetrago-
nal, ortorro´mbico, hexagonal, monoclı´nico, triclı´nico e trigonal.
A estrutura FCC, pertencente ao sistema cu´bico e´ um exemplo
de rede de Bravais conforme ilustra a figura 2.
Figura 2: Estrutura FCC.
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O sistema FCC possui pontos de rede nas faces do cubo.
Os vetores de translac¸a˜o primitivos sa˜o
a� =
a
2
�xˆ+ yˆ)
b� =
a
2
�yˆ+ zˆ)
c� =
a
2
�zˆ+ xˆ) (2.1)
onde a e´ o paraˆmetro de rede. Considerando este exemplo, o
conceito de rede recı´proca de uma determinada rede de Bra-
vais pode ser definido. Quando os ele´trons em um so´lido sa˜o
descritos atrave´s da mecaˆnica quaˆntica, devido a` sua natureza
ondulato´ria, quando encontrarem um potencial eles podera˜o
sofrer difrac¸a˜o.
Este fenoˆmeno ocorre com a periodicidade do cristal.
Uma forma interessante de abordar esta difrac¸a˜o e´ encon-
trando um conjunto de ondas planas que possuem vetor de
onda com a periodicidade da rede. Uma vez que tal periodi-
cidade e´ discreta, devido a`s condic¸o˜es de contorno perio´dicas
impostas, este conjunto de vetores de onda constituira´ um
espac¸o discreto, conhecido como espac¸o recı´proco. Com isso,
os vetores que constituem o espac¸o recı´proco sa˜o construı´dos
a partir dos vetores do espac¸o real (35) com as seguintes
equac¸o˜es
�= 2π
b× c
a ·b× c
B= 2π
c×a
a ·b× c
C= 2π
a×b
a ·b× c (2.2)
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Aplicando as definic¸o˜es 2.2 aos vetores primitivos da es-
trutura FCC 2.1, obte´m-se
� =
2π
a
�xˆ+ yˆ− zˆ)
B =
2π
a
�−xˆ+ yˆ+ zˆ)
C =
2π
a
�xˆ− yˆ+ zˆ)
(2.3)
Este resultado indica que a rede recı´proca de uma FCC e´
a rede real de um BCC. Desta forma, a primeira zona de Bril-
louin, que e´ a regia˜o no espac¸o recı´proco que pode ser cons-
truı´da sem cruzar qualquer plano de Bragg, para a estrutura
diamante e´ a ce´lula de Wigner-Seitz para um BCC, conforme a
figura 3. A ce´lula de Wigner-Seitz e´ a mı´nima ce´lula correspon-
dente a um ponto de rede. Os vetores de onda dos pontos de
ma´xima simetria sa˜o: � =[0 0 0], X =[1 0 0], L =[1/2 1/2 1/2],
K =[3/4 3/4 0], W =[1 1/2 0] e U =[1 1/4 1/4]. Percorrer os
pontos de ma´xima simetria consiste em atravessar a estrutura
da rede inteira.
A figura 3 tambe´m apresenta caminhos de alta simetria.
Atrave´s deles, toda a estrutura do cristal pode ser percorrida.
Por exemplo, a partir do ponto L e´ possı´vel percorrer um cam-
inho Λ ate´ atingir o ponto �, no centro da zona. Em seguida,
um caminho Δ pode ser utilizado para chegar ao ponto X. Deste
ponto e´ possı´vel passar por U enta˜o W e chegar em K. Finali-
zando, e´ possı´vel percorrer um caminho Σ e chegar novamente
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Figura 3: Primeira zona de Brillouin indicando os pontos de
alta simetria (4).
ao ponto �. Conhecendo a estrutura ba´sica subjacente a` teoria
dos so´lidos e´ possı´vel introduzir as vibrac¸o˜es que ocorrem na
rede cristalina.
2.2 Foˆnons
A rede na qual os a´tomos do so´lido residem encontram-se
em constante estado vibracional. A energia destas vibrac¸o˜es de
rede e´ quantizada sendo o quanta de energia denominado foˆnon
(35), (5). Para exemplificar esta situac¸a˜o um so´lido unidimen-
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sional e´ considerado e modelado segundo um sistema massa-
mola conforme indicado na figura 4.
Figura 4: Fio monoatoˆmico utilizado para obter a relac¸a˜o de
dispersa˜o para foˆnons acu´sticos (5).
Assumindo que um e´ o deslocamento do m-e´simo a´tomo
a partir de sua posic¸a˜o de equilı´brio na rede e utilizando as
equac¸o˜es de Newton obte´m-se,
M
d2um
dt2
=C[um+1−2um+um−1] (2.4)
onde M e´ a massa do a´tomo e C e´ a constante de mola. As-
sumindo vibrac¸o˜es da forma um = u˜me
−i�kna−wt) e substituindo na
equac¸a˜o 2.4 obte´m-se a relac¸a˜o de dispersa˜o
ω2 = 2ω2� �1− cos�ka)) (2.5)
onde ω� sa˜o os modos normais de vibrac¸a˜o. Um gra´fico desta
relac¸a˜o de dispersa˜o e´ mostrado na figura 5. Os foˆnons gerados
por este sistema sa˜o denominados foˆnons acu´sticos e fazem
parte do espectro de baixa frequeˆncia.
A inserc¸a˜o de uma base neste modelo de so´lido unidi-
mensional gera um novo ramo de foˆnons denominado ramo
o´ptico. Para ilustrar isso, podemos considerar uma rede com
duas massas distintas M1�2 e constantes de mola C1�2 por ce´lula
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Figura 5: Relac¸a˜o de dispersa˜o para foˆnons acu´sticos.
unita´ria, como mostrado na figura 6.
Figura 6: Rede diatoˆmica de GaAs utilizada na obtenc¸a˜o dos
ramos de foˆnons acu´sticos e o´pticos (5).
Utilizando as equac¸o˜es de Newton para este sistema
obte´m-se a seguinte equac¸a˜o matricial
ω2 u˜ = [Ω] u˜ (2.6)
onde ω1 ≡
�
C1/M1, ω2 ≡
�
C2/M2, u˜ sa˜o os autodeslocamentos e
Ω e´ uma matriz definida por
2.3 Matriz Dinaˆmica 19
Ω=
�

ω21 +ω
2
2 −ω21 � � ...
−ω21 ω21 +ω22 −ω22 � ...
� −ω22 ω21 +ω22 −ω21 ...
� � −ω21 ω21 +ω22 ...
... ...
... ...


(2.7)
Seguindo o raciocı´nio apresentado em (5), os ramos
fonoˆnicos acu´sticos e o´pticos podem ser obtidos atrave´s dos
autovalores da matriz
�
ω21 +ω
2
2 −ω2 ω21 +ω22e−ika
ω21 +ω
2
2e
+ika ω21 +ω
2
2 −ω2
�
= � (2.8)
O gra´fico destes autovalores, ilustrando a relac¸a˜o de dis-
persa˜o de foˆnons considerando os ramos acu´stico e o´ptico e´
mostrado na figura 7 onde a curva superior e´ o ramo o´ptico e a
curva inferior o acu´stico.
E´ importante observar que os foˆnons o´pticos podem ser
transversais ou longitudinais enquanto que no ramo acu´stico,
os foˆnons sa˜o somente longitudinais.
No entanto, para modelar o transporte de foˆnons em
nanoestruturas comumente utiliza-se um formalismo mais
sofisticado, baseado no conceito de matriz dinaˆmica e func¸o˜es
de Green atomı´sticas, como descrito a seguir.
2.3 Matriz Dinaˆmica
A estrutura atoˆmica de interesse pode ser generalizada
como um dispositivo entre dois contatos, ou reservato´rios
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Figura 7: Relac¸a˜o de dispersa˜o para foˆnons acu´sticos e o´pticos.
te´rmicos, em diferentes temperaturas. As distribuic¸o˜es de
foˆnons nos contatos podem alterar significativamente as carac-
terı´sticas de transporte no dispositivo. O me´todo de func¸o˜es
de Green utiliza matrizes de autoenergias para representar os
efeitos dos contatos no dispositivo, simplificando o problema.
O dispositivo e os contatos sa˜o representados por matrizes
dinaˆmicas (17), que representam interac¸o˜es entre diferentes
graus de liberdade. A definic¸a˜o matema´tica da matriz dinaˆmica
e´
H = �Hpq}= 1�
MpMq
=


− ∂ 2U∂up∂uq se p �= q
− ∑
m�=q
∂ 2U
∂uq∂um
se p= q
(2.9)
onde up e uq referem-se a quaisquer dois graus de
liberdade vibracionais atoˆmicos. U representa o potencial in-
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teratoˆmico total e Mp e Mq sa˜o as massas atoˆmicas associadas
com os deslocamentos up e uq. A partir da matriz dinaˆmica,
obte´m-se a seguinte equac¸a˜o de autovalores
Hu= ω2u� (2.10)
onde u e´ um vetor coluna consistindo dos graus de liberdade
vibracionais. Esta equac¸a˜o de autovalores pode ser resolvida
utilizando func¸o˜es de Green.
2.4 Func¸o˜es de Green
A equac¸a˜o 2.10 e´ uma equac¸a˜o de autovalores e autove-
tores. Uma forma de resolver este tipo de problema e´ atrave´s
do uso de func¸o˜es de Green. Uma resposta R esta´ relacionada
a uma excitac¸a˜o δ �x−x�) atrave´s de um operador diferencial Dop
(22)
DopR= δ �x− x�) (2.11)
No´s podemos definir a func¸a˜o de Green e expressar a res-
posta associada a uma excitac¸a˜o na forma
R= D−1op δ �x− x�) = Gδ �x− x�) (2.12)
onde G≡ D−1op .
Portanto, para avaliar como um sistema responde a uma
excitac¸a˜o e´ necessa´rio fazer uma convoluc¸a˜o desta resposta
com a excitac¸a˜o. A resposta ao impulso e´ o que chamamos
func¸a˜o de Green. Dito isto, a matriz dinaˆmica e´ utilizada para
obter a equac¸a˜o dinaˆmica do sistema
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�ω2I−H)u= �� (2.13)
onde u representa os graus de liberdade vibracionais. Neste
trabalho, as matrizes τ1 e τ2 representam interac¸o˜es entre dois
grupos distintos de a´tomos. Os vetores coluna ψ e Φ represen-
tam os graus de liberdade vibracionais no dispositivo e nos con-
tatos, respectivamente. As equac¸o˜es dinaˆmicas para os con-
tatos isolados sa˜o
�ω2I−H1)ΦR1 = �� (2.14)
�ω2I−H2)ΦR2 = �� (2.15)
onde H1 e H2 sa˜o as matrizes harmoˆnicas dos contatos. O su-
perescrito R refe-se ao estado desconectado. Utilizando χ como
a mudanc¸a no vetor original do contato �ΦR) apo´s a conexa˜o en-
tre o contato e o dispositivo, o vetor real no contato e´ Φ=ΦR+χ.
Portanto, a equac¸a˜o dinaˆmica para os contatos conectados ao
dispositivo e´ (5)
�

ω2I−H1+ iη −τ†1 �
−τ1 ω2I−Hd −τ2
� −τ†
2
ω2I−H2+ iη


�

ΦR1 +χ1
ψ
ΦR2 +χ2

=
�

SR1
�
SR2


(2.16)
onde SR pode ser escrito como
[ω2I−Hn+ iη ]ΦRn = SRn � (2.17)
sendo n = 1�2 e Hd a matriz harmoˆnica do dispositivo. O termo
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iη na equac¸a˜o 2.17 representa a extrac¸a˜o de foˆnons do contato
enquanto que o termo SR representa a reinserc¸a˜o de foˆnons
a partir de fontes externas. Estes mecanismos de remoc¸a˜o
e reinserc¸a˜o de foˆnons sa˜o fundamentais para manter o con-
tato em um potencial eletroquı´mico constante (5). Utilizando a
primeira linha da equac¸a˜o matricial 2.16, podemos escrever
�ω2I−H1+ iη)�ΦR1 +χ1)− τ†1ψ = SR1 � (2.18)
�ω2I−H1+ iη)χ1+�ω2I−H1+ iη)ΦR1 − τ†1ψ = SR1 �
Considerando a equac¸a˜o 2.17 para o termo SRn , o segundo
termo da equac¸a˜o 2.19 pode ser eliminado e obte´m-se
χ1 = g1τ
†
1
ψ� (2.19)
Uma espressa˜o similar pode ser obtida para χ2, con-
siderando a terceira linha da equac¸a˜o 2.16, obtendo
χ2 = g2τ
†
2
ψ� (2.20)
Ao considerar a segunda linha da matriz em 2.16 e uti-
lizando as equac¸o˜es 2.19 e 2.20 e´ possı´vel obter a func¸a˜o de
Green para o sistema completo, da seguinte forma
�ω2I−Hd)ψ− τ†1 �ΦR1 +χ1)− τ2�ΦR2 +χ2) = �� (2.21)
Apo´s alguma a´lgebra, obte´m-se
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�
�ω2I−Hd− τ1g1τ†1� �� �
Σ1
−τ2g2τ†2 )� �� �
Σ2

ψ− τ1ΦR1 − τ2ΦR2 = �. (2.22)
Resultando em
ψ = GS. (2.23)
onde
G=
�
ω2I−Hd−Σ1−Σ2
�−1
. (2.24)
sendo Σ1 e Σ2 sa˜o matrizes de autoenergia e S e´ dado por
S= τ1Φ
R
1 + τ2Φ
R
2 . (2.25)
As matrizes utilizadas nas equac¸o˜es 2.19, 2.20 e 2.23 sa˜o
definidas como
g1 = [ω
2I−H1+ iη ]−1� (2.26)
g2 = [ω
2I−H2+ iη ]−1. (2.27)
sa˜o as func¸o˜es de Green para os contatos 1 e 2, isolados, res-
pectivamente. Antes de prosseguir, e´ interessante fornecer al-
gumas igualdades que sera˜o u´teis posteriomente. Uma vez que
ΦR1 e Φ
R
2 sa˜o vetores que representam dois contatos desconecta-
dos cujo produto interno e´ nulo, obtemos.
S1S
†
2
= τ1Φ
R
1Φ
R†
2
τ†
2
= �� (2.28)
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S2S
†
1
= τ2Φ
R
2Φ
R†
1
τ†
1
= �� (2.29)
A func¸a˜o espectral, utilizada posteriormente, e´ definida
por
�= i[G−G†] = i[g1−g†1]+ i[g2−g†2] = G�1G†� �� �
�1
+G�2G
†� �� �
�2
. (2.30)
O alargamento na densidade de estados devido aos contatos e´
definido pela matriz �= �1+�2
�= τ1�1τ
†
1
+ τ2�2τ
†
2
. (2.31)
Neste ponto e´ importante definir o significado asso-
ciado a`s func¸o˜es de Green, as matrizes de autoenergias e
sua interpretac¸a˜o fı´sica. As func¸o˜es de Green definidas nas
equac¸o˜es 2.26 e 2.27 sa˜o denominadas func¸o˜es de Green retar-
dadas. No entanto, tambe´m e´ possı´vel obter a chamada func¸a˜o
de Green avanc¸ada. Estas func¸o˜es de Green sa˜o provenientes
das condic¸o˜es de contorno aplicadas ao resolver a respectiva
equac¸a˜o diferencial (38), (22), (5).
A func¸a˜o de Green G�x�x�) pode ser vista como a func¸a˜o de
onda em x resultante de uma excitac¸a˜o em x�. Fisicamente, se
espera que esta excitac¸a˜o deˆ origem a duas ondas viajando no
sentido de afastar-se do ponto de excitac¸a˜o (22). Esta soluc¸a˜o
e´ a func¸a˜o de Green retardada. A soluc¸a˜o correspondente a`
func¸a˜o de Green avanc¸ada consiste de uma onda aproximando-
se do ponto de excitac¸a˜o e desaparecendo no mesmo. Apenas
por ilustrac¸a˜o, podemos considerar as func¸o˜es de Green retar-
dada e avanc¸ada definidas abaixo
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G�ω2) =
Retardada� �� �
[�ω2+ iη)I−H]−1 (2.32)
e
G�ω2) =
�vanc¸ada� �� �
[�ω2− iη)I−H]−1 (2.33)
Formalmente, as duas func¸o˜es de Green diferem somente
atrave´s do sinal do termo iη. No entanto, no domı´nio do tempo
os respectivos comportamentos sa˜o distintos. A func¸a˜o de
Green retardada possui um interpretac¸a˜o fı´sica como resposta
a um impulso de excitac¸a˜o em t = � (5) enquanto que a func¸a˜o
de Green avanc¸ada e´ somente uma soluc¸a˜o matematicamente
va´lida da equac¸a˜o, sem um significado fı´sico. Logo, neste tra-
balho, as func¸o˜es de Green consideradas sa˜o retardadas.
As autoenergias, definidas na equac¸a˜o 2.24, sa˜o uti-
lizadas para representar o efeito dos contatos no dispositivo
(20). Fisicamente, a parte real da autoenergia causa um deslo-
camento nos nı´veis de energia do dispositivo enquanto que a
parte imagina´ria confere aos autoestados um tempo de vida
finito e tambe´m esta´ relacionada ao alargamento da densidade
de estados (5).
A densidade de estados pode ser definida como o nu´mero
de estados em cada nı´vel de energia que esta˜o disponı´veis para
serem ocupados (37). Utilizando o formalismo de func¸o˜es de
Green e´ possı´vel obter uma expressa˜o para a densidade de es-
tados. Podemos considerar a seguinte func¸a˜o de Green
G≡ lim
η �→�+
[ε−H+ iη ]−1 (2.34)
Assim, os elementos diagonais do operador podem ser es-
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critos como
�k|G |k� ≡ lim
η �→�+
�
1
ε− εk+ iη � (2.35)
que, apo´s alguma a´lgebra obte´m-se
�k|G |k� ≡ lim
η �→�+
��
ε− εk
�ε− εk)2+η2 dε− i
�
η
�ε− εk)2+η2 dε
�
(2.36)
O segundo termo fornece −iπδ �E −Ek) no limite onde η
tende a zero. Este termo e´ igual a definic¸a˜o da densidade de
estados que enta˜o, pode ser expressa por
DOS�ε) =− 1
π ∑
k
Im[�k|G |k�] (2.37)
A pro´xima etapa e´ calcular o fluxo de energia entre dois
graus de liberdade. Neste ponto, uma equac¸a˜o de conservac¸a˜o
de energia e´ obtida a partir da qual as expresso˜es para a func¸a˜o
de transmissa˜o sera˜o derivadas.
2.5 Fluxo de energia entre dois graus de liberdade
As equac¸o˜es necessa´rias para o ca´lculo da func¸a˜o de
transmissa˜o de foˆnons e condutaˆncia te´rmica sa˜o obtidas uti-
lizando uma expressa˜o para a energia do sistema. Esta ex-
pressa˜o, conforme apresenta a literatura, e´ baseada na soma
dos termos de energia cine´tica e potencial e pressupo˜e o co-
nhecimento da matriz dinaˆmica. Seguindo o formalismo apre-
sentado em (20), a energia associada com quaisquer graus de
liberdade pode ser expressa por
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Ep =
1
4
∑
q
�u∗pkpquq+u
∗
qkqpup)+
Mp
2
u˙∗p.u˙p (2.38)
onde
kpq = Hpq
�
MpMq. (2.39)
O termo Hpq e´ o elemento da matriz dinaˆmica associado
aos graus de liberdade p e q. Considerando o conhecimento
da matriz dinaˆmica, podemos calcular a derivada temporal da
energia Ep como
dEp
dt
=
1
4
∑
q
�u˙∗pkpquq+u
∗
pkpqu˙q+ u˙
∗
qkqpup+u
∗
qkqpu˙p)+
Mp
2
�u¨∗pu˙p+ u˙
∗
pu¨p).
(2.40)
Usando as equac¸o˜es de Newton (Mpu¨p =−∑q kpquq e Mpu¨∗p =
−∑q kqpuq), a equac¸a˜o 2.40 pode ser expressa como
dEp
dt
=
1
4
∑
q
�u∗pkpqu˙q+ u˙
∗
qkqpup−u∗qkqpu˙p− u˙∗pkpquq) (2.41)
As expresso˜es up = φpe
−iwt/
�
Mp e uq = φqe
−iwt/
�
Mq, onde
φp e φq na˜o apresentam dependeˆncia temporal, simplificam a
equac¸a˜o 2.41 para
dEp
dt
=
ω
2i
∑
q
[φ ∗pHpqφq−φ ∗qHqpφp]≡∑
q
Jpq (2.42)
A equac¸a˜o 2.42 assume a forma tı´pica de uma equac¸a˜o
de conservac¸a˜o de energia. Portanto, e´ natural definir o fluxo
de energia entre dois graus de liberdade up e uq como
Jpq =
ω
2i
[φ ∗pHpqφq−φ ∗qH∗qpφp]. (2.43)
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2.6 Normalizac¸a˜o
Utilizando a equac¸a˜o 2.38 e up = φpe
−iwt/
�
Mp, a condic¸a˜o
de normalizac¸a˜o para foˆnons pode ser expressa como
h¯ω = ∑
p
Ep
= ∑
p
�
1
4
∑
q
�u∗pkpquq+u
∗
qkqpup)+
Mp
2
u˙∗p.u˙p
�
= ∑
p
ω2|φp|2 (2.44)
Portanto,
∑
p
|φp|2 = h¯
ω
(2.45)
Esta condic¸a˜o de normalizac¸a˜o sera´ posteriormente uti-
lizada para o ca´lculo do fluxo de entrada e saı´da no dispositivo,
assunto da pro´xima sec¸a˜o.
2.7 Expressa˜o para o fluxo de energia total
O fluxo de energia total e´ o somato´rio dos fluxos entre
graus de liberdade individuais, conforme a equac¸a˜o 2.43. J1 e´
o fluxo de calor entre o Contato 1 e o Dispositivo e pode ser
expresso como
J1 =
ωTr[ψ†τ1Φ1−Φ†1τ†1ψ]
2i
=
ωTr[ψ†τ1Φ
R
1 −ΦR†1 τ†1ψ]
2i� �� �
f luxoEntrada
− ωTr[ψ
†τ1Φ
R
1 −ΦR†1 τ†1ψ]
2i� �� �
f luxoSaida
(2.46)
O primeiro e segundo termos na equac¸a˜o 2.46 sa˜o os
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fluxos de entrada e saı´da, respectivamente. Utilizando as
equac¸o˜es 2.19, 2.20, 2.23, 2.25, 2.28 e 2.29 o fluxo de entrada
pode ser escrito como
f luxoEntrada=
=
ω
2i
Tr
�
S†G†S1−S†1GS
�
=
ω
2i
Tr
�
�τ1Φ
R
1 + τ2Φ
R
2 )
†G†�τ1Φ
R
1 )− �ΦR†1 τ†1 )G�τ1ΦR1 + τ2ΦR2 )
�
=
ω
2i
Tr
�
ΦR1 τ1Φ
R†
1
τ†
1
G†−ΦR1 τ1ΦR†1 τ†1G
�
=
ωTr[S1S
†
1
−S1S†1G]
2i
= −
ωTr
�
S1S
†
1
�G−G†)
�
2i
=
ωTr[S1S
†
1
�]
2
. (2.47)
A propriedade amostral da func¸a˜o delta de Dirac diz que
∑
�
N1�ε�) =
�
N1�ω
2)∑
�
δ �ω2− ε�)dω2. (2.48)
Utilizando a condic¸a˜o de normalizac¸a˜o expressa na
equac¸a˜o 2.45, a densidade de foˆnons pode ser expressa em
termos da func¸a˜o espectral �1. Somando nos autoestados
ocupados, tem-se
ω
h¯
ΦR1Φ
R†
1
= ∑
�
N1�ε�)Φ
R
1Φ
R†
1
�
=
�
N1�ω
2)∑
�
δ �ω2− ε�)ΦR1ΦR†1 dω2�
ωΦR1Φ
R†
1
=
�
h¯
2π
N1�ω
2)�1dω
2� (2.49)
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onde �1 e´ a func¸a˜o espectral
�1 = 2π∑
�
δ �ω2− ε�)ΦR1ΦR†1 . (2.50)
onde N1�ω
2) e´ a distribuic¸a˜o de Bose-Einstein. Isto reflete
o fato que os foˆnons nos contatos sa˜o distribuı´dos de acordo
com a distribuic¸a˜o de Bose-Einstein em uma distribuic¸a˜o
contı´nua de autoestados descritos pela func¸a˜o espectral. Com
isso, podemos utilizar
ωΦR†
1
ΦR1 ⇒
�
h¯
2π
N1�ω
2)�1dω
2 (2.51)
para obter
ωS1S
†
1
= ωτ1Φ
R
1Φ
R†
1
τ†
1
⇒
�
h¯
2π
N1�ω
2)τ1�1τ
†
1
dω2 =
�
h¯
2π
N1�ω
2)�1dω
2
(2.52)
onde N1�ω
2) e´ a distribuic¸a˜o de Bose-Einstein no Contato 1 no
auto-estado ω2. Combinando as equac¸o˜es 2.47 e 2.52 e inte-
grando em relac¸a˜o a ω obte´m-se
f luxoEntrada=
�
h¯ω
2π
N1�ω)Tr��1�)dω. (2.53)
O termo correspondente ao fluxo de saı´da na equac¸a˜o
2.46 pode ser avaliado, utilizando a equac¸a˜o 2.23 como
f luxoSaida=
=
ωTr[ψ†τ1g
†
1
τ†
1
ψ−ψ†τ1g1τ†1ψ]
2i
�
=
ω
2i
Tr
�
S†G†τ1g
†
1
τ†
1
GS−S†G†τ1g1τ†1GS
�
=
ωTr[S†G†GS�τ1g
†
1
τ†
1
− τ1g1τ†1 )]
2i
�
Multiplicando o numerador e o denominador por i
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= −ω
2
Tr�S†G†GS[τ1i�g†1−g1)τ†1 ]}
=
ω
2
Tr�S†G†GS[τ1 i�g1−g†1)� �� �
�1
τ†
1
]}
=
ω
2
Tr[S†G†GS�τ1�1τ
†
1
)� �� �
�1
]
=
ωTr[GSS†G†�1]
2
. (2.54)
Combinando as equac¸o˜es 2.25, 2.28 e 2.29 encontra-se
ωSS† = ωS1S
†
1
+ωS2S
†
2
⇒
�
h¯
2π
N1�ω
2)τ1�1τ
†
1
dω2+
�
h¯
2π
N2�ω
2)τ2�2τ
†
2
dω2
=
�
h¯
2π
N1�ω
2)�1dω
2+
�
h¯
2π
N2�ω
2)�2ω
2 (2.55)
O termo fluxo de saı´da se torna
f luxoSaida =
�
h¯ω
2π
Tr[G�N1�ω)�1+N2�ω)�2)G
†�1]dω
=
�
h¯ω
2π
Tr[N1�ω)�1�1+N2�ω)�2�1]dω (2.56)
O fluxo de energia total entre o Contato 1 e o Dispositivo
e´ enta˜o
J1 =
=
�
h¯ω
2π
Tr[�1�]N1�ω)−Tr[N1�ω)�1�1+N2�ω)�2�1])dω
=
�
h¯ω
2π
�Tr[�1�−�1�1]N1�ω)−Tr[�2�1]N2�ω)}dω
=
�
h¯ω
2π
�Tr[�1�G�1G†+G�2G†� �� �
�2
−G�1G†)]−Tr[�2�1]N2�ω)}dω
=
�
h¯ω
2π
Tr[�1�2][N1�ω)−N2�ω)]dω
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=
�
h¯ω
2π
Tr[�1G�2G
†][N1�ω)−N2�ω)]dω (2.57)
Da mesma maneira, o fluxo de energia total entre o Con-
tato 2 e o Dispositivo pode ser expresso como
J1 =
�
h¯ω
2π
Tr[�2�1][N2�ω)−N1�ω)]dω
=
�
h¯ω
2π
Tr[�2G�1G
†][N2�ω)−N1�ω)]dω (2.58)
Finalmente, o fluxo de calor pode ser escrito na forma de
Landauer (20) como
J =
�
h¯ω
2π
Ξ�ω)[N1�ω)−N2�ω)]dω (2.59)
onde a func¸a˜o de transmissa˜o e´
Ξ�ω) = Tr[�1G�2G
†] = Tr[�2G�1G
†] (2.60)
A condutaˆncia te´rmica κ e´ a raza˜o entre o fluxo de calor
J e a diferenc¸a de temperatura,
κ =
J
ΔT
(2.61)
A figura 8 mostra o fluxograma descrevendo algoritimica-
mente o procedimento para calcular a func¸a˜o de transmissa˜o
e o fluxo de calor utilizando o formalismo de func¸o˜es de Green
atomı´sticas.
2.8 Localizac¸a˜o de Anderson
Tradicionamente, a fı´sica da mate´ria condensada tem se
concentrado na investigac¸a˜o de cristais perfeitos. Pore´m, ma-
teriais reais apresentam impurezas, defeitos ou distorc¸o˜es
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Figura 8: Fluxograma para o ca´lculo da condutaˆncia te´rmica.
na rede cristaliana. Se estes desvios a partir da estru-
tura cristalina sa˜o significativos diz-se que o sistema em
considerac¸a˜o encontra-se desordenado.
O modelo de Anderson (12) e´ amplamente utilizado para
investigar o fenoˆmeno de localizac¸a˜o de estados eletroˆnicos em
materiais desordenados e propriedades de transporte eletroˆnico
em dispositivos mesosco´picos. Ele e´ baseado no Hamiltoniano
tight-binding na representac¸a˜o de sı´tios
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H =∑
i
εi |i��i|+∑
i�= j
ti j |i�� j| (2.62)
onde |i� e´ um estado localizado no sı´tio i e ti j sa˜o os paraˆmtros
de hopping que geralmente sa˜o restritos aos primeiros vizinhos.
Os potenciais nos sı´tios εi sa˜o nu´meros aleato´rios, escolhidos a
partir de alguma distribuic¸a˜o P�ε)
Quando a func¸a˜o de onda eletroˆnica experimenta o poten-
cial perio´dico de uma geometria cristalina, o ele´tron e´ capaz de
propagar-se atrave´s do material com interac¸o˜es ele´tron-ele´tron
na˜o muito frequ¨eˆntes. No entanto, quando desordem e´ inserida
na rede cristalina, eventos de interfereˆncia ondulato´ria oca-
sionados por mu´ltiplos eventos de espalhamento aleato´rios sa˜o
predominantes (10). Em u´ltima ana´lise, estes eventos, prove-
nientes de um meio desordenado, sa˜o responsa´veis por tornar
as func¸o˜es de onda eletroˆnicas localizadas.
Neste sentido, o modelo de Anderson e´ frequentemente
utilizado para descrever uma transic¸a˜o de fase quaˆntica entre
autoestados eletroˆnicos estendidos para localizados, denomi-
nada transic¸a˜o metal-isolante (11). No entanto, aparentemente,
este e´ um fenoˆmeno ondulato´rio geral, va´lido tambe´m para on-
das fonoˆnicas, conforme vem sendo reportado na literatura. E´
importante observar que esta e´ apenas uma descric¸a˜o quali-
tativa e ilustrativa do modelo, sendo o mesmo extremamente
complexo.
2.9 Percolac¸a˜o
Para explicar o conceito de percolac¸a˜o podemos consid-
erar um papel quadriculado no qual um conjunto dos quadra-
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dos que o constituem e´ aleatoriamente pintado. Os grupos de
quadrados pintados adjacentes definem um cluster. Se so-
mente uma pequena quantidade dos quadrados e´ pintada e´
improva´vel que o cluster se estenda de um lado ao outro do
papel.
No entanto, se uma grande quantidade de quadrados e´
pintada e´ prova´vel que o cluster percole pelo papel. Realmente,
para um papel de tamanho infinito, existe uma porc¸a˜o u´nica de
quadrados aleato´riamente pintados que define uma transic¸a˜o
de fase de um papel sem clusters de percolac¸a˜o infinitos para
um papel com um cluster de percolac¸a˜o infinito (39).
Este modelo puramente geome´trico e´ o mais simples no
qual uma transic¸a˜o de fase ocorre. A percolac¸a˜o e´ altamente
relevante em uma variedade de sistemas fı´sicos, como por
exemplo, a transic¸a˜o metal-isolante e o transporte ioˆnico em
vidros e compo´sitos (39).
Neste trabalho, sa˜o realizadas diversas medidas, sendo
interessante fornecer uma definic¸a˜o para este conceito. Uma
medida e´ uma forma de atribuir um tamanho nume´rico a um
conjunto de tal forma que se o conjunto e´ decomposto em um
nu´mero finito ou conta´vel de pedac¸os de uma forma razoa´vel,
enta˜o o tamanho total e´ a soma do tamanho dos pedac¸os (40).
Esta definic¸a˜o e´ interessante uma vez que a dimensa˜o
de correlac¸a˜o, que e´ uma medida da dimensa˜o fractal de um
conjunto de dados, e´ de grande importaˆncia para este tra-
balho. Uma medida de dimensa˜o comumente usada em ge-
ometrias fractais e´ a dimensa˜o de Haussdorf (40), na˜o utilizada
aqui. Ale´m da dimensa˜o de correlac¸a˜o, treˆs tipos de correlac¸o˜es
sa˜o utilizadas para fundamentar as hipo´teses realizadas sobre
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a natureza dos autoestados presentes no nanodispositivo na
presenc¸a de desordem.
2.10 Correlac¸o˜es
As correlac¸o˜es utilizadas fornecem estimadores para
avaliar os resultados obtidos durante a investigac¸a˜o do trans-
porte de foˆnons nas redes fractais. Possivelmente, elas ex-
plicam a transic¸a˜o de estados fractoˆnicos para fonoˆnicos
quando desordem estrutural e´ inserida nos mesmos. Es-
tas correlac¸o˜es sa˜o: Pearson product-moment correlation, a
dimensa˜o de correlac¸a˜o e a func¸a˜o de correlac¸a˜o de pares.
A Pearson product-moment correlation e´ definida pela
raza˜o entre a covariaˆncia de duas varia´veis de entrada e seus
desvios padra˜o.
C1�r) =
n
∑
i=1
�Loi − L¯o)�Lri − L¯r)��
n
∑
i=1
�Loi − L¯o)2
��
n
∑
i=1
�Lri − L¯r)2
� (2.63)
onde Lo e Lr sa˜o as densidades de estados locais me´dia na
auseˆncia e na presenc¸a de desordem, respectivamente, e L¯o e
L¯r as respectivas me´dias. As curvas associadas a correlac¸a˜o de
Pearson apresentam uma dependeˆncia exponencial da forma
C1�r)∼ e−r/ξ . O expoente ξ e´ definido como o nı´vel de correlac¸a˜o
de desordem sendo utilizado como uma estimativa de quanta
desodem o sistema pode tolerar antes de estatisticamente se
tornar um estado diferente.
A dimensa˜o de correlac¸a˜o e´ calculada atrave´s da soma
de correlac¸a˜o, que e´ uma estimativa da integral de correlac¸a˜o,
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para as curvas da func¸a˜o de transmissa˜o, definida por
C2�ε) =
1
N2
N
∑
ω2i >ω
2
j
Θ�ε− � T �ω2i )−T �ω2j ) �) (2.64)
onde Θ e´ a func¸a˜o de Heaviside e T �ω2x ) e´ a func¸a˜o de trans-
missa˜o.
As curvas apresentam uma dependeˆncia exponencial da
forma C�ε) = εν onde ν e´ a dimensa˜o de correlac¸a˜o. A dimensa˜o
de correlac¸a˜o fornece uma estimativa sobre a dimensionalidade
do sistema. Neste caso, ela possui valores entre 0 e 1. Os valo-
res 0 e 1 sa˜o associados a uma dimensa˜o euclidiana enquanto
que os valores intermedia´rios caracterizam uma dimensa˜o frac-
tal.
Finalmente, a func¸a˜o de correlac¸a˜o de pares, C3, e´ avali-
ada. Ela e´ algoritmicamente calculada como a probabilidade de
encontrar dois pontos separados por uma distaˆncia r que sa-
tisfazem um determinado crite´rio. Esta func¸a˜o e´ utilizada para
obter o tamanho me´dio dos clusters via:
C4�r) =
N
∑
i=�
iCr3�i)
N
∑
i=�
Cr
3
�i)
(2.65)
Esta correlac¸a˜o apresenta um decaimento exponencial da
forma C4�r) ∼ e−r/ζ , onde ζ e´ definido como o comprimento de
localizac¸a˜o de desordem. Este paraˆmetro pode ser utilizado
com um estimador da localizac¸a˜o de estados a medida que o
nı´vel de desordem e´ variado. Exposto isto, o me´todo utilizado
para investigar o transporte de foˆnons nas geometrias fractais
descritas e´ explicado no pro´ximo capı´tulo.
3 ME´TODO
A investigac¸a˜o do transporte de foˆnons utilizando o for-
malismo de func¸o˜es de Green compreende diversas etapas.
Primeiramente, tensores harmoˆnicos sa˜o gerados para descre-
ver a conexa˜o entre diversos graus de liberdade atoˆmicos. Esta
etapa utiliza as posic¸o˜es atoˆmicas em equilı´brio e um modelo de
energia potencial interatoˆmico harmoˆnico. Enta˜o, as func¸o˜es
de Green sa˜o avaliadas utilizando as matrizes harmoˆnicas para
calcular a transmissa˜o de foˆnons dependente da frequeˆncia.
A func¸a˜o de transmissa˜o e´ enta˜o integrada no inter-
valo completo do espectro de frequeˆncia, em temperaturas
especı´ficas, para obter o fluxo de calor entre os contatos. A
condutaˆncia te´rmica e´ obtida pela raza˜o entre o fluxo de calor
e o gradiente de temperatura. Os nanodispositivos fractais,
anexados aos contatos de fonte e dreno unidimensionais sa˜o
mostrados na figura 9.
Figura 9: Fractais modelados: (a) Triaˆngulo de Sierpinski, (b)
Barnsley Fern, (c) Self-contacting Tree.
O dreno de foˆnons e´ fixo em uma determinada regia˜o do
fractal enquanto que a fonte e´ aplicada em diversos pontos para
calcular a func¸a˜o de transmissa˜o.
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3.1 Matriz Dinaˆmica
No formalismo de func¸o˜es de Green atomı´sticas, grupos
de a´tomos e suas interac¸o˜es sa˜o representados por uma matriz
dinaˆmica, definida em termos de um potencial interatoˆmico U.
Este potencial pode assumir diferentes formas como, por exem-
plo, o potencial interatoˆmico harmoˆnico de Harrison (41) e o po-
tencial de Stillinger-Weber (SW) (42), popularmente utilizados
para estudar o transporte de foˆnons em redes de Si.
No entanto, no´s na˜o estamos interessados em pro-
priedades especı´ficas de um material individual. Ao inve´s
disso, nosso objetivo e´ analisar propriedades gerais de ge-
ometrias fractais. Portanto, no´s simplificamos o potencial
interatoˆmico como um potencial de mola de Hooke geral entre
sı´tios. Enta˜o, e´ possı´vel obter a matriz dinaˆmica diretamente
via dinaˆmica de rede. O operador Lagrangiano do sistema e´
dado por
L=
1
2
m
N
∑
i=1
u˙2i −
1
4
∑
j �=i
ki j�ui−u j)2 (3.1)
onde m e´ a massa de cada sı´tio, un e´ o deslocamento a partir
do equilı´brio da n-e´sima posic¸a˜o do sı´tio e ki j e´ a constante
de mola. O ı´ndice j, no segundo somato´rio, percorre todos os
vizinhos do ı´ndice i. Neste modelo, considera-se as constantes
de mola inversamente proporcionais a sua distaˆncia euclidiana.
Em seguida, utiliza-se a equac¸a˜o de Euler-Lagrange
d
dt
�
∂L
∂ u˙k
�
− ∂L
∂uk
= � (3.2)
para obter a equac¸a˜o de movimento
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mu¨i+∑
j �=i
ki j�ui−u j) = �. (3.3)
Supondo soluc¸o˜es exponenciais da forma ui = u˜ie
iwt e u j =
u˜ je
iwt e substituindo na equac¸a˜o 3.3, obtem-se a equac¸a˜o de
movimento no domı´nio da frequeˆncia
∑
j �=i
ki j
m
�u˜i− u˜ j) = ω2u˜i (3.4)
A matriz dinaˆmica pode ser obtida diretamente da
equac¸a˜o 3.4 percorrendo todos os vizinhos j do indice i. Com
a matriz dinaˆmica, a func¸a˜o de Green associada ao grupo de
a´tomos pertencentes ao nanodispositivo pode ser avaliada. O
acoplamento entre os contatos e o nanodispositivo e´ realizado
atrave´s das matrizes de autoenergia Σ1 e Σ2, conforme explı´cito
na equac¸a˜o 2.24.
3.2 Autoenergias
As matrizes de autoenergia dos contatos sa˜o calculadas
utilizando uma cadeia unidimensional de sı´tios. Similar ao
ca´lculo da matriz dinaˆmica, utiliza-se dinaˆmica lagrangeana
para obter a equac¸a˜o de movimento associada. O operador La-
grangeano para este sistema pode ser escrito como
L=
1
2
m
∞
∑
n=1
u˙n
2− 1
2
∞
∑
n=1
Cn+1�n�un+1−un)2. (3.5)
onde Cn+1�n e´ a constante de mola entre os a´tomos n+1 e n. Uti-
lizando a equac¸a˜o de Euler-Lagrange 3.2, obteˆm-se a equac¸a˜o
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de movimento
mu¨n =Cn+1�n[un+1+un−1−2un]. (3.6)
Para simplificar a notac¸a˜o, Cn+1�n passa a ser escrito somente
por C. Supondo soluc¸o˜es exponenciais da forma un = e
i�kna−wt)
e substituindo na equac¸a˜o 3.6, obtemos uma relac¸a˜o de dis-
persa˜o (35) entre ω2 e k
ω2 =
2C
m
[1− cos�ka)] (3.7)
Este valor de ω e´ utilizado para obter a func¸a˜o de Green
associada aos contatos. Seguindo (38), uma expansa˜o das
autofunc¸o˜es da matriz dinaˆmica pode ser expressa por
|Φ�= 1√
N
∑
l
ei�kla−wt) |l� (3.8)
Com a expansa˜o expressa em 3.8, utiliza-se a seguinte
expressa˜o para calcular a func¸a˜o de Green, na notac¸a˜o de ope-
radores (38)
G�z) =∑
k
|Φk��Φk|
z−E�k) (3.9)
Os elementos de matriz associados a G�z) sa˜o
G�l�m;z) = �l|G�z) |m�=∑
k
�l|Φ��Φ|m�
z−E�k) (3.10)
Substituindo a equac¸a˜o 3.8 em 3.10, utilizando as
condic¸o˜es de ortogonalizac¸a˜o dos autoestados e transformando
o somato´rio em k, em uma integral (22), obte´m-se
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G�l�m;z) =
L
2πN
�
dk
eika�l−m)
z−E�k) (3.11)
Fazendo a seguinte equivaleˆncia
E�k) = ω2 =
2C
m
[1− cos�ka)] (3.12)
obte´m-se a seguinte equac¸a˜o para a func¸a˜o de Green associada
as autoenergias, sendo L
N
= a e V = C
m
G�l�m;z) =
L
2πN
π
a�
−π
a
dk
eika�l−m)
z− 2C
m
[1− cos�ka)]
=
1
2π
π�
−π
dφ
eiφ�l−m)
z−2V +2Vcosφ �φ = ka (3.13)
Para avaliar a integral, se observa primeiramente que ela
depende do valor absoluto |l −m|. Em seguida, a integral e´
transformada em uma integral da varia´vel complexa ω = eiφ ao
longo de um cı´rculo unita´rio. O resultado e´
G�l�m;z) =
1
2π
�
dω
ω |l−m|
ω2+2ωx+1
(3.14)
A partir deste ponto, os po´los e resı´duos sa˜o calculados
para obter a autoenergia
G�l�m;z) =
±i�
ω2
�
− �ω2−ω�)2
� 1
2
(3.15)
onde ω� sa˜o os modos naturais de vibrac¸a˜o. Lembrando da
equac¸a˜o 2.60 para a func¸a˜o de transmissa˜o, repetida abaixo
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Ξ�ω) = Tr[�1G�2G
†] (3.16)
e da relac¸a˜o existente entre � e a autoenergia Σ
�= i
�
Σ−Σ†� (3.17)
e´ possı´vel, uma vez conhecidas as matrizes de autoenergia,
avaliar a func¸a˜o de transmissa˜o de foˆnons entre pontos distin-
tos da nanoestrutura. Com a func¸a˜o de transmissa˜o calculada,
a condutaˆncia te´rmica e´ obtida atrave´s da equac¸a˜o 2.59.
J =
�
h¯ω
2π
Ξ�ω)[N1�ω)−N2�ω)]dω (3.18)
3.3 Algoritmos
Essencialmente, do ponto de vista estrutural, a matriz
dinaˆmica e´ uma matriz de vizinhanc¸as. A construc¸a˜o desta
matriz para fractais com um nu´mero de pontos arbitra´rios e
fornecendo a possibilidade de inserc¸a˜o de desordem nas ge-
ometrias associadas requer um procedimento algorı´tmico. De-
vido as suas caracterı´sticas geome´tricas, especialmente a auto-
similaridade, geralmente utiliza-se recursividade para a criac¸a˜o
dos fractais. A cada nı´vel de auto-similaridade, o nu´mero de
pontos aumenta consideravelmente, muitas vezes, tornando
o problema intrata´vel. O pseudo-co´digo abaixo e´ responsa´vel
pela criac¸a˜o do fractal de Sierpinski.
Pseudo-co´digo Sierpinski
1: function CRIARSIERPINSKI(autoSim, v1, v2, v3)
2: if autoSim == 1 then
3: v1.adicionaVizinho(v2)
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4: v1.adicionaVizinho(v3)
5: v2.adicionaVizinho(v3)
6: else
7: vertex1 = divideAresta(v1, v2)
8: vertex2 = divideAresta(v1, v3)
9: vertex3 = divideAresta(v2, v3)
10: criarSierpinski(autoSim-1, v1, vertex1, vertex2)
11: criarSierpinski(autoSim-1, vertex1, v2, vertex3)
12: criarSierpinski(autoSim-1, vertex2, vertex3, v3)
13: end if
14: end function
onde autoSim e´ o nı´vel de auto-similaridade, v1, v2 e v3, sa˜o
ve´rtices associados ao fractal. A estrate´gia utilizada consiste
basicamente na contruc¸a˜o de um triaˆngulo exterior. Para cada
nı´vel de auto-similaridade, as arestas constituintes sa˜o dividi-
das igualmente, formando treˆs novos triaˆngulos. Este proce-
dimento e´ recursivamente executado ate´ que o nı´vel de auto-
similaridade seja igual a 1.
Figura 10: Fractal de Sierpinski para nı´veis de auto-
similaridade 1, 2, 3, 4 e 5, respectivamente.
O pseudo-co´digo descrevendo a construc¸a˜o do fractal
Barnsley Fern e´ descrito abaixo 3.3. Este algoritmo utiliza
alguns paraˆmetros adicionais para controlar o aˆngulo e o
tamanho das ramificac¸o˜es, branchAngle e branchRatio, respec-
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tivamente.
Pseudo-co´digo Fern
1: function CRIARFERN(v, a, rad, prof)
2: v.adicionaVizinho(vizinho)
3: if pro f > � then
4: a+=bendAngle
5: prof = prof - 1
6: criarFern(vizinho, a - branchAngle, rad*branchRatio,
prof)
7: criarFern(vizinho, a + branchAngle, rad*branchRatio,
prof)
8: criarFern(vizinho, a, rad*(1-trunkRatio), prof)
9: end if
10: end function
A figura 11 apresenta este fractal com nı´veis de auto-
similaridade de 1 a 5.
Figura 11: Fractal de Fern para nı´veis de auto-similaridade 1,
2, 3, 4 e 5, respectivamente.
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Finalizando a descric¸a˜o dos pseudo-co´digos, a Self-
contacting Tree e´ gerada pelo algoritmo descrito em 3.3
Tree
1: function CRIARTREE(v, rl, ra, prof)
2: v.adicionaVizinho(vizinho)
3: if pro f > � then
4: criarTree(vizinho, rl*sizeFactor, ra + angleFactor, prof
- 1)
5: criarTree(vizinho, rl*sizeFactor, ra + angleFactor, prof
- 1)
6: end if
7: end function
Similarmente aos demais fractais, a Tree e´ gerada utilizando
recursividade. O algoritmo utiliza dois paraˆmetros de controle,
sizeFactor e angleFactor, para controlar aspectos geome´tricos
relacionados ao crescimento do fractal, como tamanho das
ramificac¸o˜es e o aˆngulo entre elas, respectivamente.
Figura 12: Fractal Tree para nı´veis de auto-similaridade 1, 2,
3, 4 e 5, respectivamente.
A figura 12 apresenta a evoluc¸a˜o da Tree com o nı´vel
de autosimilaridade. Utilizando estes algoritmos, a matriz
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dinaˆmica dos fractais associados e´ construı´da e utilizada nas
equac¸o˜es de transporte de foˆnons.
3.4 Metodologia
Para realizar as simulac¸o˜es de transporte de foˆnons
utilizando func¸o˜es de Green foi desenvolvido um software. A
linguagem de programac¸a˜o Java foi adotada e a biblioteca
matema´tica Apache Commons Math foi utilizada. O sistema de
interesse, que consiste nos fractais ja´ citados, e´ modelado uti-
lizando um sistema massa-mola considerando homogeneidade
de massas e constantes de mola inversamente proporcionais a
distaˆncia euclidiana entre dois sı´tios.
Neste sentido, quanto mais distante dois pontos vizinhos
encontram-se no espac¸o, menor e´ a sua constante de mola, im-
plicando em uma menor interac¸a˜o entre os respectivos sı´tios. A
massa de cada sı´tio, neste modelo, e´ arbitrariamente escolhida
e definida com o valor 1.3. A partir deste ponto, e´ possı´vel
calcular a matriz dinaˆmica para nı´veis de auto-similaridade ar-
bitra´rios. No entanto, no contexto deste trabalho, os nı´veis
escolhidos foram 6, 5 e 8 para os fractais de Sierpinski, Fern e
Tree, respectivamente.
Portanto, a determinac¸a˜o da matriz dinaˆmica e´ a quan-
tidade necessa´ria para o ca´lculo das func¸o˜es de Green asso-
ciadas aos fractais que, juntamente com as matrizes de au-
toenergia Σ1 e Σ2 fornecem os requisitos para a construc¸a˜o dos
modelos de nanodispositivos em considerac¸a˜o. A partir disso,
as propriedades de transporte de interesse como densidade
de estados total e local, func¸a˜o de transmissa˜o e condutaˆncia
te´rmica podem ser calculadas.
4 RESULTADOS E DISCUSSA˜O
O interesse deste trabalho consiste em compreender as-
pectos de transporte te´rmico, seja por interme´dio de fractons
ou foˆnons, em geometrias fractais e as implicac¸o˜es associadas
a` desordem estrutural nos paraˆmetros de transporte de inter-
esse, como func¸a˜o de transmissa˜o de foˆnons, condutaˆncia te´r-
mica e densidade de estados total e local. Os resultados in-
dicam um comportamento distinto, em comparac¸a˜o com a lite-
ratura, destes paraˆmetros na presenc¸a de desordem.
Para explicar este comportamento, a transic¸a˜o de autoes-
tados pertencentes a um regime de transporte fractoˆnico para
fonoˆnico e´ considerada. Em uma geometria fractal, o trans-
porte te´rmico e´ essencialmente governado pelo transporte de
fractons.
No entanto, quando a rede associada a geometria fractal
correspondente tem sua homogeneidade destruı´da devido
a` inserc¸a˜o de desordem, embora ainda apresente carac-
terı´sticas fractais, o regime fractoˆnico e´ quebrado. Neste
sentido, argumenta-se que autoestados fonoˆnicos, juntamente
com autoestados fractoˆnicos remanescentes, participam do
transporte te´rmico.
A hipo´tese aqui construı´da para explicar os resultados
obtidos consiste em considerar uma transic¸a˜o de autoestados
fractoˆnicos para fonoˆnicos sendo os u´ltimos, localizados ou es-
tendidos. Para isso, uma se´ria de correlac¸o˜es e´ utilizada para
obter indicadores que fornec¸am subsı´dios para fundamentar
esta hipo´tese.
Fractais sa˜o produzidos com diferentes nı´veis de desor-
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dem. Aqui, desordem e´ definida pela escolha aleato´ria de sı´tios
da rede e a reorganizac¸a˜o aleato´ria das ligac¸o˜es que o mesmo
faz. E´ definido um percentual de sı´tios a serem aleatoriamente
escolhidos e o seu padra˜o de interconexa˜o e´ alterado. A func¸a˜o
de transmissa˜o e´ calculada para diferentes configurac¸o˜es da
fonte de foˆnons, mantendo o dreno em uma posic¸a˜o fixa do
fractal associado.
4.1 Sierpinski
O fractal de Sierpinski e´ o primeiro a ser investigado.
A figura 13 mostra a densidade de estados local me´dia para
os nı´veis de desordem 0, 20, 40 e 60�. O comprimento de
correlac¸a˜o de desordem ξ para este fractal e´ 2.83. Isto indica
que pequenos nı´veis de desordem deveriam ser suficientes para
quebrar a formac¸a˜o de estruturas fractoˆnicas na densidade de
estados local me´dia e mover o sistema para um regime de esta-
dos fonoˆnicos.
Figura 13: Densidade de estados local me´dia para os nı´veis de
desordem 0, 20, 40 e 60�.
Para verificar isso, um mapa da densidade de estados
me´dia para diferentes nı´veis de desordem e´ produzido, con-
forme a figura 14. Este mapa mostra a existeˆncia de uma
densidade de estados mais distribuı´da sobre o espectro de
frequeˆncias para pequenos nı´veis de desordem.
4.1 Sierpinski 51
���
��
��
��
��
��
��
��
��
��
� ��
���
����
���
���
���
����
��
Figura 14: Mapa da densidade de estados me´dia em func¸a˜o do
nı´vel de desordem.
Isto poderia indicar uma transic¸a˜o de uma densidade
de estados fractal distribuı´da sobre todas as frequeˆncias para
um regime de estados caracterizados por foˆnons. A dimensa˜o
de correlac¸a˜o, ν, pode fornecer subsı´dios para explicar esta
transic¸a˜o. A curva da dimensa˜o de correlac¸a˜o como uma
func¸a˜o do nı´vel de desordem e´ mostrada na figura 15.
Para pequenos nı´veis de desordem a dimensa˜o de
correlac¸a˜o aproxima-se de valores pro´ximos a unidade in-
dicando a transic¸a˜o de uma geometria fractal para euclidiana.
Com o aumento no nı´vel de desordem, o sistema progressi-
vamente reduz a sua dimensa˜o de correlac¸a˜o ate´ entrar em
um regime de dimensa˜o fractal estatı´stica pro´ximo do nı´vel de
desordem 20�.
Isto significa que ha´ a formac¸a˜o de foˆnons devido a que-
bra do cara´ter fractal da densidade de estados na auseˆncia de
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desordem. A variac¸a˜o na dimensa˜o de correlac¸a˜o com a de-
sordem torna explı´cita a dependeˆncia das propriedades vibra-
cionais da rede e a natureza dos autoestados com o nı´vel de
desordem.
Figura 15: Dimensa˜o de correlac¸a˜o da densidade de estados
me´dia em func¸a˜o do nı´vel de desordem.
A relac¸a˜o existente entre a transmissa˜o de foˆnons e o
nı´vel de desordem e´ explorada utilizando a func¸a˜o de correlac¸a˜o
de pares para calcular o tamanho me´dio dos clusters. Um
mapa da transmissa˜o de foˆnons em func¸a˜o da desordem
tambe´m e´ utilizado. Existe uma relac¸a˜o entre o tamanho
me´dio dos clusters e a func¸a˜o de transmissa˜o.
A figura 16 mostra a variac¸a˜o no tamanho me´dio do clus-
ter com relac¸a˜o a 0� de desordem. O tamanho me´dio do clus-
ter aumenta rapidamente para pequenos nı´veis de desordem.
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Isto pode indicar que embora desordem tenha sido inserida no
sistema, pode haver um melhor acoplamento entre pontos no
fractal a medida que estados fractoˆnicos sa˜o quebrados e clus-
ters de percolac¸a˜o sa˜o formados. Este resultado e´ um tanto
diferente daquele que a localizac¸a˜o de Anderson prediz para re-
des regulares.
A medida que o sistema entra em um regime de di-
mensa˜o fractal estatı´stica pro´ximo ao nı´vel de desordem 20�,
o tamanho do cluster retorna ao seu tamanho original. Para
os nı´veis de desordem posteriores, o mesmo e´ gradualmente
reduzido, embora apresente oscilac¸o˜es, implicando em um au-
mento progressivo na localizac¸a˜o dos estados. Nesta situac¸a˜o,
localizac¸a˜o de Anderson aparenta ser mais adequada.
Figura 16: Tamanho me´dio do cluster em func¸a˜o do nı´vel de
desordem.
Este comportamento e´ investigado na figura 17 onde um
mapa da func¸a˜o de transmissa˜o de foˆnons me´dia e´ produzido
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para diferentes nı´veis de desordem. Novamente, existe um com-
portamento distinto para nı´veis de desordem inferiores a 20�.
Neste intervalo de desordem a transmissa˜o estende-se por um
amplo intervalo do espectro de frequeˆncias enquanto que para
nı´veis de desordem mais altos, aparenta estar mais concen-
trada na regia˜o de baixas frequeˆncias do espectro.
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Figura 17: Mapa da transmissa˜o me´dia em func¸a˜o do nı´vel de
desordem.
Interessantemente, ha´ a formac¸a˜o de uma banda de
transmissa˜o pro´xima ao nı´vel de desordem 20�. Para inves-
tigar a formac¸a˜o desta banda, a dimensa˜o de correlac¸a˜o das
curvas de transmissa˜o e´ calculada e mostrada na figura 18.
Para pequenos nı´veis de desordem a dimensa˜o de correlac¸a˜o
aumenta implicando em uma transmissa˜o aparentemente
proveniente de geometrias euclidianas. Pro´ximo ao nı´vel de de-
sordem 5� observa-se uma queda na dimensa˜o de correlac¸a˜o
exatamente como ocorre na dimensa˜o de correlac¸a˜o da densi-
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dade de estados total, figura 15, embora mais evidente.
Apo´s o sistema entrar em um regime de dimensa˜o frac-
tal estatı´stica no nı´vel de desordem pro´ximo a 20�, a dimensa˜o
de correlac¸a˜o e´ consideravelmente reduzida. No entanto, ha´ um
pico significativo entre os nı´veis de desordem 20� e 30� prove-
niente de um aumento no tamanho me´dio do cluster. Como
o acoplamento e´ aumentado, isto sugere a formac¸a˜o de uma
banda de foˆnons estendidos, como mostrado na figura 17.
Figura 18: Dimensa˜o de correlac¸a˜o da transmissa˜o me´dia em
func¸a˜o do nı´vel de desordem.
No entanto, este comportamento e´ rapidamente quebrado
a` medida que o nı´vel de desordem aumenta e o tamanho me´dio
do cluster diminui fazendo com que o sistema seja direcionado
para um regime de localizac¸a˜o. Neste ponto, uma estimativa
da condutaˆncia te´rmica e´ obtida utilizando a soma das func¸o˜es
de transmissa˜o nos nı´veis de desordem associados. A figura 19
mostra a curva da soma da transmissa˜o.
56 4 RESULTADOS E DISCUSSA˜O
Existe uma correlac¸a˜o entre as figuras 18 e 19 que indica
a existeˆncia de um nı´vel de desordem crı´tico no qual a soma da
transmissa˜o, e por consequeˆncia a condutaˆncia te´rmica, au-
menta. Isto implica que pequenos nı´veis de desordem poderiam
retirar o sistema de um comportamento de estados fractoˆnicos
para estados fonoˆnicos espacialmente estendidos, que aumenta
a soma da transmissa˜o devido a um melhor acoplamento de
diferentes pontos do fractal. Nı´veis de desordem mais altos
potencialmente forc¸am o sistema a um regime de localizac¸a˜o
como predito no modelo de Anderson e reduzem a soma da
transmissa˜o.
Figura 19: Soma da transmissa˜o me´dia em func¸a˜o do nı´vel de
desordem.
O fractal de Sierpinski apresenta o comportamento mais
interessante no sentido que as curvas associadas aos fractais
Fern e Tree sa˜o mais comportadas. Portanto, os resultados
sa˜o brevemente descritos abaixo enquanto que os respectivos
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gra´ficos encontram-se nos apeˆndices.
4.2 Barnsley Fern e Self­Contacting Tree
A discussa˜o destes dois fractais e´ semelhante aquela
desenvolvida para a rede de Sierpinski. O comprimento de
correlac¸a˜o de desordem ξ para os fractais Barnsley Fern e
Self-contacting Tree sa˜o 35.52 e 12.12, respectivamente. Com-
parando estes comprimentos de correlac¸a˜o com o ξ associado
ao fractal de Sierpinski, 2.83, e´ possı´vel argumentar que os
fractais de Fern e Tree sa˜o mais insensı´veis a desordem que o
fractal de Sierpinski.
Portanto, nı´veis maiores de desordem sa˜o necessa´rios
para quebrar a formac¸a˜o de estruturas fractoˆnicas nestes dois
fractais. Isto dificulta a visualizac¸a˜o de uma transic¸a˜o clara en-
tre autoestados fractoˆnicos para fonoˆnicos embora ela possivel-
mente acontec¸a, conforme ilustram os resultados apresentados
nos apeˆndices.
Em ambos os fractais se observa uma transic¸a˜o de uma
densidade de estados, tipicamente fractal, que se estende por
todo o intervalo de frequeˆncias do espectro para um densidade
de estados situados na regia˜o de frequeˆncias mais baixas. A
quebra do regime fractoˆnico gera foˆnons que podem estar lo-
calizados ou estendidos.
Ale´m disso, observa-se que a curva de dimensa˜o de
correlac¸a˜o da densidade de estados, assim como no fractal
de Sierpinski, apresenta um comportamento bem definido
em nı´veis de desordem pro´ximos a 20�, onde a dimensa˜o
de correlac¸a˜o chega a valores pro´ximos de 1, indicando uma
possı´vel perda da natureza fractal do conjunto de dados.
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O mapa de transmissa˜o para estes dois fractais sugere a
formac¸a˜o de uma banda de foˆnons estendidos que na˜o apre-
senta uma correlac¸a˜o evidente com o tamanho me´dio dos clus-
ters para a func¸a˜o de transmissa˜o. No fractal de Fern, as
regio˜es possı´veis para a formac¸a˜o desta banda encontram-se
pro´ximas aos nı´veis de desordem 55� e 85�. Observando
o gra´fico da dimensa˜o de correlac¸a˜o para a func¸a˜o de trans-
missa˜o, observa-se dois picos proeminentes nestes pontos de
desordem. Isto sustenta o argumento relacionado a formac¸a˜o
de autoestados fonoˆnicos extendidos.
Interessantemente, o comportamento da soma da trans-
missa˜o, de forma ana´loga ao fractal de Sierpinski, possui
flutuac¸o˜es. Isto indica que determinadas configurac¸o˜es de de-
sordem favorecem a condutaˆncia te´rmica atrave´s da formac¸a˜o
de clusters de percolac¸a˜o na regia˜o do dispositivo. No entanto,
para outras configurac¸o˜es de desordem, o comportamento
esperado pelo modelo de Anderson e´ obtido.
O mapa de transmissa˜o do fractal Tree indica a formac¸a˜o
de uma banda de foˆnons estendidos no nı´vel de desordem de
60�. O gra´fico da dimensa˜o de correlac¸a˜o da transmissa˜o apre-
senta um pico em torno do nı´vel de desordem de 60� funda-
mentando tambe´m o argumento ja´ descrito.
Pore´m, a soma da transmissa˜o para este fractal apresenta
oscilac¸o˜es muito pequenas, embora aumente para nı´veis de de-
sordem entre 0� e 10� e em torno de 60�, 80� e 90�. Este
fractal apresenta o comportamento mais compatı´vel com o mo-
delo de Anderson, onde a inserc¸a˜o de desordem tende a reduzir
a condutaˆncia te´rmica. Os dois pro´ximos capı´tulos apresentam
os gra´ficos obtidos para estes dois fractais.
5 RESULTADOS PARA O BARSLEY FERN
����
���
���
���
���
���
���
���
���
���
�� ��
��
��
���
���
��
��
��
��
�
�
Figura 20: Mapa da densidade de estados me´dia em func¸a˜o do
nı´vel de desordem.
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Figura 21: Dimensa˜o de Correlac¸a˜o da densidade de estados
me´dia em func¸a˜o no nı´vel de desordem.
Figura 22: Mapa da transmissa˜o me´dia em func¸a˜o do nı´vel de
desordem.
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Figura 23: Tamanho me´dio do cluster em func¸a˜o no nı´vel de
desordem.
Figura 24: Dimensa˜o de Correlac¸a˜o da transmissa˜o me´dia em
func¸a˜o no nı´vel de desordem.
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Figura 25: Soma da transmissa˜o me´dia em func¸a˜o no nı´vel de
desordem.
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Figura 26: Mapa da densidade de estados me´dia em func¸a˜o do
nı´vel de desordem.
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Figura 27: Dimensa˜o de Correlac¸a˜o da densidade de estados
me´dia em func¸a˜o no nı´vel de desordem.
Figura 28: Mapa da transmissa˜o me´dia em func¸a˜o do nı´vel de
desordem.
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Figura 29: Tamanho me´dio do cluster em func¸a˜o no nı´vel de
desordem.
Figura 30: Dimensa˜o de Correlac¸a˜o da transmissa˜o me´dia em
func¸a˜o no nı´vel de desordem.
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Figura 31: Soma da transmissa˜o me´dia em func¸a˜o no nı´vel de
desordem.
7 CONCLUSA˜O E TRABALHOS FUTUROS
O transporte te´rmico, seja por interme´dio de fractons
ou foˆnons, e´ investigado em geometrias fractais na auseˆncia
e presenc¸a de desordem, respectivamente. Treˆs tipos de frac-
tais sa˜o analisados: o triaˆngulo de Sierpinski, Barnsley Fern e
a Self-contacting Tree.
A densidade de estados total e local, transmissa˜o de
foˆnons e estimativas da condutaˆncia te´rmica sa˜o calculadas
para os treˆs fractais e as implicac¸o˜es associadas a inserc¸a˜o de
desordem nestas estruturas sa˜o analisadas. O triaˆngulo de
Sierpinski apresenta os resultados mais explı´citos.
A densidade de estados neste fractal apresenta um es-
pectro caracterı´stico a partir do qual e´ possı´vel verificar a
existeˆncia de fractons nas propriedades vibracionais da rede
associada. No entanto, quando desordem e´ inserida no sis-
tema, este espectro e´ alterado, indicando a quebra do regime
fractoˆnico e estados fonoˆnicos passam a integrar o transporte
te´rmico. Da mesma forma, a densidade de estados local
tambe´m fornece subsı´dios para avaliar a formac¸a˜o e quebra de
estados fractons no sistema.
A dimensa˜o de correlac¸a˜o da densidade de estados total
e´ sensı´vel ao nı´vel de desordem e fornece uma forma de avaliar
o cara´ter local das vibrac¸o˜es da rede. E´ conhecido que frac-
tons possuem func¸o˜es de onda localizadas devido a geometria
fractal. A medida de dimensa˜o poderia enta˜o ser utilizada para
avaliar a formac¸a˜o de foˆnons no sistema uma vez que, uma di-
mensa˜o de correlac¸a˜o 1 conferiria uma natureza euclidiana aos
autoestados.
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Isto ocorre para o intervalo de desordem de 0� a 20�,
onde a dimensa˜o de correlac¸a˜o da densidade de estados
aproxima-se de 1. No entanto, para nı´veis de desordem
maiores, a dimensa˜o de correlac¸a˜o diminui, indicando au-
mento em localizac¸a˜o dos autoestados, e entrando em um
regime de dimensa˜o fractal estatı´stica.
No entanto, a formac¸a˜o de foˆnons devido a quebra de es-
truturas fractoˆnicas pode fornecer um melhor acoplamento en-
tre pontos no fractal, como indicado pelo tamanho me´dio dos
clusters, e a transmissa˜o de foˆnons no sistema aumenta. Este
comportamento ocorre principalmente no intervalo de baixas
frequeˆncias.
Conforme indica o mapa de transmissa˜o de foˆnons, um
comportamento distinto para baixas frequeˆncias do espectro
tambe´m e´ observado. Para nı´veis de desordem mais altos, a
transmissa˜o encontra-se mais localizada no espectro de baixas
frequeˆncias enquanto que para pequenos nı´veis, ela ocorre por
um intervalo mais amplo do espectro.
A localizac¸a˜o destes estados e´ observada na dimensa˜o de
correlac¸a˜o das curvas de transmissa˜o, onde no intervalo de
20� a 30� de desordem, a dimensa˜o de correlac¸a˜o aumenta,
indicando uma possı´vel estensa˜o dos autoestados. Interessan-
temente, uma banda de transmissa˜o neste mesmo intervalo de
desordem e´ formada no mapa de transmissa˜o, fundamentando
os argumentos relacionados a localizac¸a˜o dos autoestados.
Nı´veis de desordemmais altos apresentam uma dimensa˜o
de correlac¸a˜o menor sugerindo um aumento progressivo na
localizac¸a˜o dos autoestados resultando em menor probabili-
dade de transmissa˜o entre pontos distintos. A soma da func¸a˜o
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de transmissa˜o fornece uma estimativa da condutaˆncia te´rmico
atrave´s do sistema.
Para nı´veis de desordem inferiores a 30�, ela apresenta
um comportamento distinto daquele frequentemente descrito
na literatura e previsto pela localizac¸a˜o de Anderson. Os re-
sultados ate´ enta˜o apresentados indicam uma reduc¸a˜o da con-
dutaˆncia te´rmica com o nı´vel de desordem. Isto e´ esperado pelo
modelo de Anderson. A inserc¸a˜o de desordem em uma geome-
tria cristalina ou regular gera diversos mecanismos de espa-
lhamento aleato´rios que localizam as func¸o˜es de onda, neste
caso, dos foˆnons. Estes trabalhos na˜o relatam oscilac¸o˜es na
condutaˆncia te´rmica ou um aumento da mesma com o nı´vel de
desordem.
Trabalhos relacionados a termoeletricidade, por exemplo,
teˆm maximizado ZT minimizando a condutaˆncia te´rmica pela
inserc¸a˜o de desordem no sistema. Isto indica um comporta-
mento singular das geometrias fractais investigadas, sendo o
comportamento da condutaˆncia te´rmica dependente do nı´vel
de desordem inserido.
Em fractais, as propriedades vibracionais sa˜o localiza-
das. A inserc¸a˜o de desordem quebra o regime fractoˆnico e
gera foˆnons espacialmente estendidos resultando em um au-
mento da transmissa˜o de foˆnons entre pontos distintos e por
consequeˆncia, da condutaˆncia te´rmica. Nı´veis de desordem
maiores, localizam estes autoestados, levando o sistema a um
regime de dimensa˜o fractal estatı´stica reduzindo a condutaˆncia
te´rmica.
Portanto, em geometrias fractais, especificamente nos
fractais aqui considerados, existem determinados intervalos
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de desordem nos quais o modelo de Anderson pode na˜o ser
aplica´vel. Estes intervalos podem ser dependentes do fractal.
Por exemplo, o fractal de Sierpinski apresenta este comporta-
mento para nı´veis de desordem inferiores a 30. Para nı´veis de
desordem superiores, as predic¸o˜es associadas ao modelo de
Anderson sa˜o observadas.
Para o fractal de Fern, observa-se um comportamento
bastante distinto, sendo que o intervalo de desordem singu-
lar encontra-se entre 30� e 60�. Neste fractal, mesmo nı´veis
de desordem altos resultam em um aumento na condutaˆncia
te´rmica. Ja´ o fractal Tree, possui um comportamento semel-
hante ao Sierpinski.
Os resultados indicam um comportamento distinto do
transporte te´rmico daquele frequentemente apresentado in-
dicando que, possivelmente, o modelo de Anderson pode na˜o
descrever adequadamente os autoestados associados a fractais
em determinados intervalos de desordem. Este trabalho pode
ter implicac¸o˜es tecnolo´gicas associadas ao desenvolvimento
de pesquisas com termoeletricidade, conduc¸a˜o te´rmica em
frequeˆncias especı´ficas e intervalos de desordem especı´ficos,
utilizando materiais com geometria fractal.
7.1 Trabalhos Futuros
Estudos relacionados ao transporte eletroˆnico em geome-
trias fractais sa˜o necessa´rios para uma melhor compreensa˜o
das aplicac¸o˜es potenciais de materiais com esta caracterı´stica
em termoeletricidade. Questo˜es pertinentes envolveriam o
comportamento associado ao transporte eletroˆnico e fonoˆnico
nestas geometrias. Com isso, seria possı´vel calcular a figura
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de me´rito ZT e como esta quantidade e´ influenciada pela
introduc¸a˜o de desordem no sistema.
Um trabalho experimental considerando a sı´ntese destas
geometrias, como ja´ foi feito com o hexa´gono de Sierpinski,
tambe´m seria interessante. A inserc¸a˜o de desordem atrave´s da
dopagem do material ou a observac¸a˜o de como a dopagem influ-
encia as caracterı´sticas ele´tricas e te´rmicas seria interessante.
A possibilidade de utilizac¸a˜o de aeroge´is como material no qual
estas investigac¸o˜es seriam feitas e´ bastante promissora.
Um estudo que poderia ter aplicac¸o˜es em nanomedicina
seria o desenvolvimento de nanomateriais que respondam ter-
micamente a frequeˆncias especı´ficas. Isto poderia ser utilizado
em terapias onde somente determinadas regio˜es sa˜o aquecidas
induzindo morte celular para tratar doenc¸as como caˆncer, por
exemplo.
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