The entangling power of a bipartite unitary operation shows the maximum created entanglement with the product input states. For an arbitrary two-qubit unitary operation, it is sufficient to consider its normalized operation U with parameters c 0 , c 1 , c 2 and c 3 . We show how to compute the entangling power of U when c 2 = c 3 . In particular we construct the analytical expressions of entangling power of such U for two examples. We also construct the entangling power of bipartite unitary operations of Schmidt rank two for any dimensions. *
I. INTRODUCTION
In quantum information, bipartite nonlocal unitary gates can create quantum entanglement. They are respectively the fundamental operation and physical resource in quantuminformation tasks, such as teleportation [1] , quantum cryptography [2] and steering [3] .
It is known that the entanglement of a bipartite pure state |ψ AB can be measured by the von Neumann entropy S(·) of the reduced density matrix on any one system, i.e. E(|ψ AB ) := S(Tr A |ψ ψ|) := S(Tr B |ψ ψ|). Understanding how much entanglement U can create not only characterizes how useful U is in the above quantum-information tasks, but also is related to the reversibility of resources in quantum computation, i.e., whether there is a bipartite unitary operation whose entanglement cost is strictly greater than its ability to create entanglement [4] [5] [6] [7] [8] .
In this paper we investigate the maximum amount of entanglement a bipartite unitary U on the Hilbert space H A ⊗ H B can create using a product input state [9] . The amount is called the entangling power of U . Mathematically it is defined as K E (U ) := max |α ,|β E (U (|α |β )).
(
Here |α and |β are respectively pure states on system AR A and BR B , R A and R B are local reference systems, and U |α, β is a bipartite pure state of system AR A and BR B . We shall name the "critical state" for U as the states |α, β that realize the maximum in Eq.
(1). We will investigate two families of U . The first U acts on the two-qubit system, and the second U acts on high dimensions, and it has Schmidt rank two (The Schmidt rank is defined as the smallest number of tensor product matrices [10] ). On the one hand, the two-qubit system is one of the fundamental systems in quantum information and has been widely investigated in entanglement measure and physical models [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . On the other hand, it is known that the Schdmit-rank-two bipartite unitary operation is a controlled unitary operation controlled from both the A and B side [10, 21] . Such operations including the known controlled-NOT(CNOT) gates have been extensively investigated in theory and experiments in the past decades [15] [16] [17] [18] 22] .
As far as we know, it is a hard problem to show the explicit expression of entangling power of a two-qubit unitary operation of Schmidt rank four due to mathematical difficulties. In this paper we present the normalized operation U of an arbitrary two-qubit unitary operation via four parameters c 0 , c 1 , c 2 and c 3 , defined in Eq. (5) . The normalized U is equivalent to the original two-qubit unitary operation, and it is known that local unitary transformations don't change the entanglement. Hence, it suffices to investigate the entangling power of U . We show that U has Schmidt rank four if and only if the four coefficients are nonzero.
We construct a bipartite unitary V (γ) which commutes with Schmidt-rank-four U with c 2 = c 3 . Using the commutativity, we simplify the critical states as (cos α|00 + sin α|11 ) ⊗ (cos β|00 + sin β|11 ) in Theorem 1. We further derive a necessary condition that α + β = ), up to equivalence. We also construct the entangling power of Schmidt-rank-two bipartite unitary operations for dimensions higher than 3 in Theorem 4.
The rest of this paper is organized as follows. In Sec. II we present some preliminary results used in this paper. In Sec. III we characterize the normal decomposition and mathematical properties of two-qubit unitary operation U . In Sec. IV we investigate the entangling power of a family of two-qubit unitary operations U defined in Eq. (5) with c 2 = c 3 . We construct the analytical form of two examples of such U in Sec. V. For higher dimensions, we construct the entangling power of Schmidt-rank-two bipartite unitary gates in Sec. VI.
Finally we present open problems in Sec. VII.
II. PRELIMINARIES
In this section we introduce two preliminary results from quantum information. They will be used in this paper. For two density matrices ρ and σ, we denote ρ ≺ σ as that the eigenvalue vector of ρ is majorized by that of σ. The following fact is known.
Next the following result is from [23] .
Lemma 2. Let {P i } be an orthogonal complete POVM, i.e., i P i = I and P i P j = δ ij P i .
Let ρ be a quantum state. Then
where the equality holds iff i P i ρP i = ρ.
A natural measure of entanglement for U is the Schmidt strength K Sch (U ) defined as follows. Suppose U acting on systems A and B is written in the operator-Schmidt decomposition U = j s j A j ⊗ B j , where s j ≥ 0 and {A j } and {B j } are orthonormal operator bases for A and B whose dimensions are d A and d B , respectively. Then K Sch (U ) is defined to be the Shannon entropy H(·) of the distribution s
It is shown that K Sch (U ) is a lower bound of K E (U ) for all unitaries U [9, Theorem 1].
III. NORMALIZED TWO-QUBIT UNITARY OPERATIONS U
In this section we characterize the normal decomposition of an arbitrary two-qubit unitary operation and mathematical properties of the normalized operation U . In Sec. III A, we introduce a normal decomposition in Eq. (4). The U in terms of three real parameters
x, y, z in Eq. (5) is called normalized. For simplifying the computation of entangling power of U , we present constraints on x, y, z in (8) and (9) . In Sec. III B we present some widely used mathematical properties of the normalized U satisfying (8) and (9) .
A. Normal decomposition
The number of parameters of any two-qubit unitary operation W AB can be reduced from 15 to 3 through an efficient decomposition [12] . That is, there exists local unitary operators U A , U B , V A , V B and the two-qubit unitary operator U such that
where
Here σ j 's are the Pauli matrices, i.e.,
and the coefficients c j 's are complex numbers [9, Eq. (4. 3)] c 0 = cos x cos y cos z + i sin x sin y sin z, c 1 = cos x sin y sin z + i sin x cos y cos z, c 2 = sin x cos y sin z + i cos x sin y cos z, c 3 = sin x sin y cos z + i cos x cos y sin z,
for x, y, z ∈ (−π/4, π/4]. As we know, the entanglement is not changed by local unitary transformations for any measure. So for any two-qubit unitary operations it suffices to study the entangling power K E (U ) of the normalized U .
Remark 1.
Since σ j 's are linearly independent, the Schmidt rank of U is the same as the number of nonzero c j 's in (5) . If some c j is zero then the entangling power of U is known [7] , and we have extended it to arbitrary Schmidt-rank-two bipartite unitaries in Sec. VI.
Further, if all c j 's have modulus 1/2 then it is easy to verify that the entangling power of U reaches the maximum, i.e., 2 ebits.
The remaining problem is how to obtain the entangling power of U of Schmidt rank four.
Therefore, we shall assume that c j = 0 for any j, and one of c j 's has modulus greater than 1/2. For convenience, we can impose restrictions on parameters x, y, z as follows.
Eq. (8) follows from [12, Eq. (13)] for the entangling power of U whose x, y, z don't satisfy (8) is equal to some satisfying (9) via some symmetric relations [12] , and Eq. (9) follows from c j = 0 for any j, and one of c j 's has modulus greater than 1/2. Hence, we will investigate the entangling power of the normalized U satisfying (8) and (9).
B. Mathematical properties
From (7), we can find c j 's are closely related from each other. We construct a few formulas on c j 's. They will be widely used in the remaining sections.
Eq. (14) is from the assumption that one of c j 's has modulus greater than 1/2, and the restriction (9) assures the positivity of Eq. (16) . Eqs. (20)- (22) imply that if |c 0 | = |c i | for some i ∈ {1, 2, 3} then |c j | = |c k | for j, k ∈ {1, 2, 3} \ {i}, and the same equations imply that if |c 1 | = |c 2 | = |c 3 | then they are also equal to |c 0 |.
By the definition of entangling power in Eq. (1), we select a family of input states defined as follows. Up to equivalence, one can show that they cover all input states for computing the entangling power of U .
Definition 1.
|ψ(α; θ, µ) = cos α|0, 0 + sin α|1 (e iθ cos µ|0 + sin µ|1 ), |φ(β; ξ, ν) = cos β|0, 0 + sin β|1 (e iξ cos ν|0 + sin ν|1 ),
|ψ(α; θ, µ) is the input state on system AR A and |φ(β; ξ, ν) is the input state on system BR B . Then the output state of U is the bipartite pure state
which has entanglement E(ϕ θ ξ (α, β; µ, ν)).
The maximum is equal to the entangling power of U by definition. We shall omit θ and ξ respectively when we set µ = 
respectively.
Though computing the entangling power of U of Schmidt rank four in (5) is a hard problem, we will show a practical method of computing the entangling power for the family of U with c 2 = c 3 in the next section by using the normal decomposition and mathematical properties of U developed in this section.
IV. ENTANGLING POWER OF
In this section, we investigate the entangling power of normalized U with c 2 = c 3 .
We find that the critical states of such U should be |ϕ(α, β;
)) is the entanglement produced by |ϕ(α, β;
It has been shown that for normalized U satisfying the condition c 1 = c 2 = c 3 , i.e., x = y = z in (7), the critical states can always be written as |ϕ(α, β;
) no matter which measure is selected [12] . In Theorem 1 we generalize the result to the case when U satisfy the condition c 2 = c 3 i.e., y = z if we select the von Neumann entropy as the measure.
Before that we present Lemma 3 to support Theorem 1. ) .
Proof. Suppose ρ BR B represents the reduced density matrix and ) . One can
. So we claim the critical states can always be written as |ϕ(α, β;
.
)) with the critical states as |ϕ(α, β;
) .
Proof. We first propose the following observations and one can verify them straightforwardly.
When c 2 = c 3 , using (26) we can show that
where V (γ) = cos γσ 2 + sin γσ 3 is unitary and γ is an arbitrary real number. Using (25), we
Since performing local unitaries on R A , R B does not change the entanglement of |ϕ θ ξ (α, β; µ, ν) , we may assume that (V (γ 1 ) ⊗ W 1 )|ψ(α; θ, µ) = cos α|00 + sin α|11 by choosing a suitable γ 1 and unitary W 1 , or we may assume that (V (γ 2 ) ⊗ W 2 )|φ(β; ξ, ν) = cos β|00 + sin β|11 by choosing another suitable γ 2 and unitary W 2 . Hence, Lemma 3 implies we can choose the critical state for computing K E (U ) as
This completes the proof.
In the following part of this section we will determine α and β such that E(ϕ(α, β;
reaches its maximum.
By computing, we have the reduced density matrix ρ BR B as follows.
where P is a permutation matrix and
One can show the eigenvalues of ρ BR B are the following nonnegative numbers
By definition we have
The following lemma gives the maximum of E(ϕ(α, β;
)) when points (α, β) on the boundary.
= max
From now on we shall work with the interval α
where x, y are in (7). − β for α and β respectively in (31), we convert ρ BR B into (
Proof. (i) Using those formulas in Sec. III B one can show that
Then we have E(ϕ(α, β;
)). Hence, the assertion (i) holds.
(ii) We first claim max 
= |(sin 2x sin 2y) cos 2α cos 2β + cos 2x cos 2y| .
Since we assume α ∈ [0,
], one can show the minimum of |t 1 − t 2 | when β = 0 is greater than when β = π 2
. So the first claim holds.
Secondly we claim that max
)) = 1 when cos(2x + 2y) ≤ 0, and max
when cos(2x + 2y) > 0. From Eq. (38), one can verify max
)). So it suffices to consider max
can be simplified into
= |(sin 2x sin 2y) cos 2β + cos 2x cos 2y| .
Since there is a restriction (8) for parameters x, y, z, we find (sin 2x sin 2y) cos 2β + cos 2x cos 2y is a monotone increasing function with the variable cos 2β. So we have
(sin 2x sin 2y) cos 2β + cos 2x cos 2y = cos(2x + 2y). If cos(2x + 2y) ≤ 0, it implies min |t 1 − t 2 | = 0. Then we have max H(t 1 , t 2 ) = 1 ebit. If cos(2x + 2y) > 0, it implies min |t 1 − t 2 | = cos(2x + 2y) which occurs when β = π 2 . Then we have max
. So the second claim holds.
Finally we claim max
follows from straightforward computation.
Summarizing the above three claims, the assertion (ii) holds.
Lemma 4 (i) shows it suffices to consider the case α ∈ [0,
], and (ii) gives the maximum on the boundary. It remains to find out the maximum of E(ϕ(α, β;
when α ∈ (0,
). It is necessary to find out the extreme points. It is known that a necessary condition for the extreme points (α, β) of E(ϕ(α, β;
)) is that they make each partial derivative of E(ϕ(α, β;
)) equal to zero. One can formulate the two partial derivatives as follows.
and the constants
The following lemma shows a necessary condition for the points which realize the maximum of E(ϕ(α, β;
). The maximum of E(ϕ(α, β; 
Proof. Set the two equations in Eq. (40) equal zero. When α, β = π 4
we have
We derive (sin(2α+2β))(sin(2α−2β)) = 0 from (44). It implies α+β = π/2 or α = β. When
, Eq. (43) follows from max
). We next rule out the necessary condition α = β. That is we will show E(ϕ(α, α;
For convenience, when β = α and 
where 
When β = α, one can show λ 11 is monotone decreasing in terms of t 11 while λ 21
is monotone increasing in terms of t 11 , and λ 31 , λ 41 are monotone increasing in terms of t 21 . Using the derivation rule of composite function, one can show λ 11 , λ 31 , λ 41 are monotone increasing while λ 21 is monotone decreasing in terms of α. When α = 0,
, we have This completes the proof.
Comparing the maximum of the boundary with the maximum of the non-boundary, we
formulate K E (U ) as follows.
Proposition 1. For normalized operations U satisfying c 2 = c 3 , i.e., y = z in (7),
)), cos(2x + 2y) > 0.
(51)
) is a function of single one variable α, we can plot
)) and find the maximum from the plot when the three parameters x, y, z are fixed. Also, it is obvious that for a general U , i.e., c 2 = c 3 , the rhs of Eq. (51) is a lower bound of entangling power. This lower bound is tighter than the known lower bound
In the following Sec. V, we will present two examples, for which we can analytically work out the entangling power K E (U ). The two examples show that if the three parameters x, y, z are fixed, we can obtain K E (U ) by Proposition 1.
In this subsection we consider the entangling power of U as follows.
where x ∈ (0, π 4
). One can verify that the expression of U in (52) follows from setting (5), namely x = y = z in (7). Further, since |c 0 | 2 = 1 − 3 |c| 2 > |c| 2 , we have
. We will show the expression of entangling power of U in Theorem 2. For this purpose first of all we present the following result. 
(53)
Proof. From Proposition 1, one can show
We need to show
and when x ∈ [
We first prove (56) holds. Using c 1 = c 2 = c 3 , one can further simplify λ i2 's which have been expressed in (48) as follows.
2 ,
Set y = − cos 4α and E 2 (y) := E(ϕ(α,
)). One can show the derivative of E 2 (y) as follows. ).
We first consider the case when |c|
. Fig. 1(a) shows
). It implies when
), E 2 (y) is monotone increasing in terms of y. Hence, we conclude the maximum of E 2 (y) occurs when y = 1, i.e., α =
).
We next consider the case when |c| 2 ∈ (0,
is convex when |c| 2 ∈ (0, 1 8 ). Hence, we conclude the maximum of E 2 (y) occurs at the two edge points y = −1, 1, i.e., α = 0,
). It implies max ;
is monotone increasing. So we have h(x) is lower bounded by h(
Therefore, Eq. (57) holds.
FIG. 1: Images of derivative
Theorem 2. Suppose U is expressed by (52), and x 0 (≈ 0.1018) is the root of
, sin 2 2x) ebits with the critical state |00 |11 .
ebits with the critical state
Proof. For such U , we have K E (U ) = max ). That is
))}. Their parametric forms are
By computing we solve the root of equation E(ϕ(
Then we have the local product state is the critical state when x ∈ (0, x 0 ], and the local maximally entangled state is the critical state when x ∈ (x 0 ,
].
This completes the proof. In this subsection we consider the entangling power of U as follows.
(sin y cos y + i sin y cos y),
for y ∈ [0, π/4). One can verify that the coefficients in (62) follow from setting x = π 4
, y = z in (7). We will show the expression of entangling power of such U in Theorem 3 whose proof based on the following proposition. in (7), max
, one can find the following fact.
One can show H(|c 0 | 2 , |c 0 | 2 , |c 2 | 2 , |c 2 | 2 ) ≥ 1 by straightforward computation. From Proposition 1, we only need to prove max
)). One can show that
We claim
Considering the second term of Eq. (66), the difference which numerator minus denominator is 32kl(1 − u) (4k 2 − 16l)u − 1 + 16l . One can show this difference is non-positive from
is positive, we have (64) 
where y ∈ (0, π 4 ), with the critical state
Proof. For such normalized operations U , Theorem 1 shows the critical states should be |ϕ(α, β;
) , and K E (U ) = max
). Further Proposition 3 shows This completes the proof.
In the same way, one can show U with |c 0 | = |c 1 | and c 2 = c 3 is equivalent to U with c 0 = ic * 1 and c 2 = c 3 by using Eqs. (8) and (20) . So we have another slightly larger set of two-qubit unitary operations with computable entangling power as follows. 
From the property of function H(p, 1 − p), we know computing K E (V ) is equivalent to maximizing y({c j }) over the conditions c 1 , · · · , c n ≥ 0 and j c j = 1. The case n = 2 has been investigated in Lemma 8 of [8] . In the following we study the case n ≥ 3. For this purpose, we introduce the conditional extremum characterized by the system of linear
where λ is the Lagrange multiplier. For convenience, we formulate (69) and (70) in matrix forms as follows.
Since M n belongs to the family of matrices defined in Definition 2, we have rank M n ≤ 3, ∀n ≥ 3 from Lemma 7. To maximize y({c j }), we need to compare y({c j }) in the points fixed by (72) with boundary points. We start with the case n = 3.
Lemma 6. For n = 3, max y({c j }) has the following two cases. ) csc(
) csc(
cos(
has non-negative components, then max y({c j }) = .
(ii) Otherwise, max y({c j }) = ) csc(
. One can verify (ii) Suppose θ 1 , θ 2 , θ 3 do not satisfy the hypothesis in (i). There are two cases when maximizing y({c j }). 
}.
To sum up, the assertion (ii) holds.
Based on Lemma 6 we investigate the entangling power of V for any n in (68). 
VII. OPEN PROBLEMS
The first open problem from this paper is how to compute the entangling power of normalized U of Schmidt rank four when c 2 = c 3 . The primary computation has shown that the analytical expression of K E (U ) satisfies some monotonicity when c j 's are in some interval.
The second open problem is how to obtain the normal decomposition of bipartite unitary operations in higher dimensions, as it may decrease the number of parameters involved in the computation. Third, it is unknown whether we can extend our results to the assisted entangling power of U , namely the input states can be entangled or separable.
