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Abstract
Highlights:
• A numerical prediction of safety critical ignition limits under a specific scenario, with
values within 10% of historical, standardised data
• A 3-D reactive fluid dynamics simulation of this ignition scenario
• An experimental investigation of the ignition phenomenon, enabling a quantitative
comparison to the simulation
• An experimental method for investigating low voltage electrical discharges of the type
applicable to explosion protection
• An empirical model describing the time varying voltage, current and spatial heating
distribution of the discharges
In this work, a model for the ignition of flammable gas by low voltage electrical discharges
is developed. Unlike the common high voltage spark ignition, limited prior research exists
for this phenomenon. This discharge is important in the field of explosion protection, as it
may occur in electrical devices and ignite an explosive atmosphere. In practice, explosion
safety is verified based on an unreliable empirical test method, and a scientific understanding
of the relevant phenomena is lacking. Using numerical modelling and experimental studies,
this work contributes to filling this gap in the current state of knowledge.
To predict the properties of a discharge resulting from a given electrical circuit, an empir-
ical model is developed. This is accomplished using a combination of high speed electrical
measurements and video to establish a correlation between the voltage, current and geome-
try of the discharge. A 3-D reactive computational fluid dynamics simulation with detailed
chemistry and transport is next used for predicting the flammable gas ignition, in which the
empirical discharge model is incorporated as a source term.
A quantitative comparison between the simulation of the ignition process and experimental
results is performed using Mach-Zehnder interferometry with high temporal and spatial
iii
resolution. The comparison shows that geometric features of the ignition are reasonably well
predicted, but a high degree of statistical scatter in the experimental results is evident. The
temporal progression of the ignition was found to be slightly faster in the simulation, and
an “efficiency factor” was applied to the discharge model on this basis.
The physical characteristics of the discharge are also further investigated using the devel-
oped model. This investigation found that the discharge is a non-equilibrium plasma. Any
attempt to improve upon the empirical discharge model would therefore require consideration
of non-equilibrium thermodynamics.
Simulation results were also compared to a small subset of ignition limit data published
in an international standard. The comparison showed that, for the chosen scenario, the
simulation results can predict the published ignition limits to within 10%. A similarly
accurate prediction could also be obtained in a 1-D simulation, albeit with a significant
adjustment to the source efficiency factor. A simulation with simplified chemistry could not
produce a similarly accurate prediction.
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1 Introduction
The risk of explosion can arise in many situations where flammable gas mixtures may be
present. These scenarios arise in, among others, the petrochemical, mining, and process
industries. A key contributor to explosion risk is the use of electrical equipment. Following
the incidence of explosions caused by electrical devices, several protection methods to manage
this risk were developed and standardised over the latter half of the 20th century. One of
the most popular types of protection is intrinsic safety, a method based on the limitation
of electrical power output, and the focus of this work. Intrinsic safety is described by
International Electrotechnical Commission standard IEC 60079-11 [1].
The development of this explosion protection method was based primarily on empirical
means - usually the creation of small scale explosions in specific scenarios under laboratory
conditions. An example is the so called ”spark ignition test” considered in this work, where
an empirical test is used to control the risk of ignition from electrical discharges1.
In more recent times, serious concerns have been raised about the empirical methods
used in intrinsic safety, including a lack of reproducibility and relevance to modern electrical
devices. This has lead to calls to minimise the use of such methods. This work proposes
that a fundamental scientific understanding of the ignition process is required to develop
an alternative to empirical testing. The work aims to further this understanding through
the study of the individual, interacting physical process that comprise the ignition of a
flammable gas by an electrical discharge. This is accomplished using a combination of
numerical simulation and experiments.
This introductory chapter provides an overview of explosion protection by intrinsic safety,
and the problems within this field motivating the work. Previous attempts to solve these
problems are also described. Finally an overview of the approach to the problem and research
methods applied in this work is provided.
1In the strict parlance of plasma physics, the electrical discharges considered in this work are not sparks.
The term spark ignition is used following the conventions of [1].
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1 Introduction
1.1 Explosion protection by intrinsic safety
In a general sense, an explosion can be defined as the release of energy into a space, often
resulting in a rapid increase in temperature and/or pressure. The phenomenon of interest
here is more accurately described as a chemical explosion, where the energy is provided by a
self sustaining combustion process. In general establishing any combustion process requires
three prerequisites, commonly depicted in the combustion triangle of figure 1.1. A chemical
explosion is distinguished from other forms of combustion by the speed of its progression.
Fuel
O
xy
ge
n
Ignition Source
Figure 1.1: The combustion triangle
Protection of electrical equipment from explosions therefore requires the elimination of
one or more of the fuel, oxidiser and ignition source. The method of intrinsic safety is based
on eliminating the ignition source, and can provide cost and robustness advantages over
methods that control either of the other factors.
Electrical equipment can cause ignition of a flammable gas in two ways. The first is the
occurrence of hot surfaces due to heat dissipation. The second is the creation of electrical
discharges (commonly referred to as arcs or sparks) when contact is made or broken at a
point in the electrical circuit. While the former is controlled by mandating maximum surface
temperatures, the latter is more complicated, requiring a special test device as shown in
figure 1.2.
The spark test apparatus (STA) is a device standardised by the IEC [1], and simulates
the making and breaking of electrical contact in a circuit, which may practically occur due
to mechanical failure or switching. It consists of a positive and negative electrode formed
by vertically suspended tungsten wires and a cadmium disc respectively. The wire holder
and disc rotate in opposite directions, with speeds of 80 and 19.2 rpm respectively. This
movement causes repeated making and breaking of electrical contact, creating discharges
when there is a voltage applied to the electrodes.
The contact arrangement is enclosed in an explosion chamber filled with one of several
specified flammable gas mixtures, depending on the application [1]. The electrodes are
then connected into the circuit of the electrical device under test, in a manner that poses
2
1.1 Explosion protection by intrinsic safety
Explosion 
chamber
21% H2 in airWire holder
Tungsten
Wire Anode
Wire path 
across disk
Groove
+  –
Device Under 
Test
+−
Passive
Newtork
Cadmium 
disk
Figure 1.2: The spark test apparatus (STA), with a connected device under test and passive
network
the greatest risk. In practice, the device under test is usually a power source, and the
connection point its output terminals. A passive network, consisting of resistance and/or
either of capacitance or inductance may also be connected between the device and the STA
to represent actual loading conditions.
The STA, with the device under test connected, is then run for a duration amounting to
400 revolutions of the wire holder. If no ignition of the specified gas mixture results in this
time, the electrical device is deemed to have passed the test.
For a device to be deemed intrinsically safe, passing this test is one of several requirements.
If the device is ”simple”, comprising only voltage sources and passive components, tables
and curves have been provided for assessing safety directly from electrical parameters [1].
These prescribe ignition limit values in terms of the circuit parameters (voltage, current,
resistance etc.). The data themselves have been derived from experiments using the STA.
An example of such an ignition limit curve may be found in figure 4.29.
1.1.1 Issues with spark ignition testing
From its inception, the spark ignition test has been known to deliver results with large
statistical scatter. This was compensated by engineering the procedure to err very strongly
on the conservative side. The cadmium electrode, for example, was so mandated as it
exhibited the greatest propensity to arcing - significantly greater than common materials
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such as copper [2], [3]. Additionally, the gas mixtures specified for testing are significantly
more explosive than those likely to arise in real situations.
Problems with spark testing have nonetheless occurred. A notable incident occurred in
the Australian mining industry, where a device certified as safe was suddenly recalled, having
failed a retest five years later [4]. More recently, an international round robin comparison
of laboratories performing spark testing found variations of up to 200% [5]. Other issues
include the toxicity of cadmium and the ability of modern equipment to fool the method by
remaining in a low power mode for the duration of the test [6].
A more philosophical problem is that the test does not quantify risk or safety in any
meaningful way. For example, the prescribed test duration (400 revolutions of the wire
holder) is assumed to include a fixed number of electrical discharges (1600), and thereby
imply a certain probability of failure (< 6.25× 10−4). These assumptions are, however, not
justifiable, because the real number of discharges and their rate of occurrence is known to
vary widely. Secondly, the discharges are not comparable with one another, some being more
likely to ignite than others. Yet another problem is that the STA is strongly heteroscedastic,
with wear on the wire and disc contacts substantially changing the statistical properties of
the test over time.
1.2 Prior research on improved testing
The issues with spark testing have, over the years, led to several attempts to improve the
situation. These have been based on both theoretical and empirical approaches, to varying
degrees.
At the purely empirical end of the scale is the approach proposed by [7]. In this work,
voltage and current waveforms from discharges (presumably measured from the STA, al-
though this is not described) are used as training data for an artificial neural network based
classifier. Presumably, two training sets are comprised of data from igniting and non-igniting
circuits. The classifier is then applied to simulated discharge voltage and current waveforms
for a circuit under test.
Another solution is a software package named “ispark” [8]. This program uses an electrical
circuit model for the device under test and discharge. The latter is modelled as a fixed
voltage waveform. The ignition is handled by a phenomenological model, comprising a first
order linear dynamic system with a “thermal time constant”, whose value is derived from the
assessment curves published in [1]. This solution is the only one that has progressed past the
research stage, and is relatively widely used. The program is unsuitable for standardisation,
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however, as the source code is not available.
A similar semi-empirical approach is taken by [9]. Here, complex devices under test are
reduced to simpler equivalent circuits, and then assessed directly from the tables of [1], by
comparing the parameters of the equivalent circuit to the ignition limiting values contained
therein.
A common thread of these previous projects is that all rely in some way on experimental
results from the STA without considering the underlying physics. This is problematic for the
reasons stated in section 1.1.1. An exception is the work of [10], which solves partial differ-
ential equations in 2-D for diffusive heat transfer together with a simplified chemistry model.
The work is notable as it is the only known attempt to apply a somewhat physical approach
to the problem of intrinsic safety. This Russian language publication is unfortunately rela-
tively unknown and and a translated summary was obtained in a direct communication with
the author. It nonetheless represents an important milestone in intrinsic safety research, and
is the closest thing to a predecessor for the current work. The current work distinguishes it-
self by the addition of fluid dynamics, detailed chemistry and the use of fundamental (rather
than STA based) measurements to evaluate the simulation outputs.
1.3 Aims and scope of the work
The aim of this work is, therefore, the development of a model to computationally predict
the spark ignition risk for a given electrical circuit. It is also desired that this prediction
does not rely on results from the standardised spark ignition test. Though experimental
tuning is inevitably required for such a model, this shall be conducted by more informative
and scientifically justifiable means.
The role of the standardised STA in this work is thus limited to the definition of a reference
scenario for the investigation. As is obvious from figure 1.2, however, the apparatus is far
too complex to be directly used for this purpose without simplification. This is due to the
large range of possible mechanical movements of the contacts relative to one another as
well as surface conditions of the electrodes themselves (e.g. impurities, roughness), all of
which influence the physical processes. The types and behaviour of electrical circuits which
may be connected to the STA are similarly varied. Moreover, the question arises as to which
potential combinations of electrical circuit and mechanical contact scenario pose the greatest
ignition risk.
The influence on ignition risk of the contact mechanics and their interactions with various
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electrical circuits are therefore not considered in this work, and are instead being investi-
gated in a separate, complementary project. For the purposes of this investigation, a much
narrower, simplified reference scenario is defined. This simplification is necessary to enable
a controlled, scientific study the electrical discharge and ignition phenomena themselves. A
controlled study would be impossible with the apparatus of figure 1.2, due to its extreme
variability and the inaccessibility of the exact location of the discharge to optical measure-
ments.
Mechanically, the simplified scenario consists of a single motion, with a wire anode sepa-
rating from a block cathode in the direction perpendicular to the edge of the block, and is
described in figure 1.3. The combination of cadmium cathode and tungsten anode is retained
from the standardised STA. The resulting electrical discharge is colloquially termed a “break
spark”. A special apparatus has been developed to implement this simplified scenario (see
section 2.3).
Tungsten Wire 
Anode 
Ø=200 µm 
Motion
 
Cadmium 
Block
Cathode
Discharge
ca. 300 µm
t0  tend
Figure 1.3: Simplified electrode geometry
The electrical circuit connected to the contacts is similarly narrowly defined. The work
considers two types of circuit, namely, a voltage source with an electronic constant current
limit, and a voltage source with series output resistance. These two cases are commonly re-
ferred to as “rectangular” and “linear” output characteristics. In both cases, output voltages
up to 30V and output currents up to 400mA are considered.
Finally, the flammable gas mixture in the investigation is limited to 21% hydrogen in air.
This gas mixture is one of several prescribed for testing by [1], and is given the designa-
tion “gas group IIC”. This particular classification is commonly used in process industry
applications — a significant market for intrinsic safety.
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As the previous projects of section 1.1.1 show, defining the research approach is essentially a
choice between empirical and theoretical methods. This work utilises a combination of both.
Development of the model requires that a subsystem based approach be used. A simplified
outline the relevant subsystems is provided in figure 1.4. The system can be considered to
consist of electrical and fluid dynamic parts. The former is represented by time varying
scalar quantities and the latter by time and spatially varying fields.
Electrical
circuit under
test 
 Discharge
(load)
i(t)
v(t)
Voltage/Current
coupled by non-
linear resistance
Discharge
(heat
source)
Fluid 
Dynamics
qh(x,t)
Heat produced
from electrical 
energy Yi(x,t)
Chemical composition, 
temperature, and
flow fields
u(x,t)
Reactive fluid dynamic system
  Electrical system P(t)
Post-
processing
Ignition/ 
No ignition
Measure of risk
req(t)T(x,t)
Chemical
Reactions
Yi(x,t),
T(x,t)
qc(x,t),Ωi(x,t)
Heat and products
from chemical 
reactions
Figure 1.4: Component subsystems of the model
The electrical system can be understood as a combination of a source and load, provided
by the device under test and the electrical discharge respectively. Interactions in the system
are described by time varying voltage v(t) and current i(t), which yield a time varying total
power output P (t). In the fluid dynamic system, this manifests as a heat source field qh(x, t).
This in turn instigates the combustion, comprising interacting fluid dynamic and chemical
reaction processes. The latter supplies chemical heat input qc(x, t) and reaction products Ωi
to the former. The fluid dynamic process is described by fields of temperature T (x, t), mass
fractions of various chemical components Yi(x, t) and velocity u(x, t). These fields constitute
the ultimate output from simulation of the model and are post-processed to yield a single
time-varying scalar req(t), indicating the explosion risk of the electrical circuit under test.
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1.5 Outline of the work
The subsequent chapters describe the model development for each of the component subsys-
tems of Figure 1.4, as well as strategies for their integration, validation and application to
the problem of intrinsic safety assessment.
Chapter 2 describes the modelling of the electrical source and discharge, including its
role both as an electrical load and heat source as described in Figure 1.4. This part of the
model uses an empirical approach. Relationships between relevant electrical quantities are
determined from direct measurements. The interaction between the thermal and electrical
aspects of the discharge model is then estimated using optical measurements.
Chapter 3 describes the development of the combustion model. A more fundamental
approach is used here, in the form of a computational fluid dynamics model coupled with
with multi-step chemical kinetics.
Chapter 4 presents results from selected applications of the model investigating various
aspects of the research problem. These include an experimental comparison study between
simulation outputs and spatially/temporally resolved optical measurements of the ignition
process, as well as a numerical investigation of some aspects of the electrical discharge physics
and their implications for the use and future extension of the model. Finally, a pathway for
the practical use of the model in the assessment of intrinsic safety is presented.
Chapter 5 summarises the key outcomes of the work and discusses avenues for future
development.
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The electrical discharge is central to the system being studied, its occurrence giving rise to
the explosion risk described. As described in section 1.3, the discharge being investigated
occurs in a specifically defined scenario, the definition comprising contact mechanics, the
electrical circuit, and the surrounding gas. An example image of a discharge occurring
under this scenario is shown in figure 2.1.
0 50 100 150 200 250 300 350 400
x / m
0
50
100
150
200
250
300
y 
/ 
m
Anode
Cathode
Figure 2.1: Example still image of a discharge. Approximate locations of the electrodes are
shown
This electrical discharge produces characteristic voltage and current waveforms. An ex-
ample for one discharge is shown in figure 2.2, together with a series of images taken over its
duration. The start (t0) and end (tend) of the discharge can be recognised by the character-
istic rise in voltage and fall in current respectively. As the images show, the rise in voltage
over the duration of the arc corresponds to an increase in its length.
This chapter describes the experimental investigation and model development for the elec-
trical discharge. An overview of existing theories and literature is provided in section 2.1,
and the applied modelling methodology is outlined in section 2.2. Details of the experiments
performed are provided in section 2.3. The analysis of the experimental data for the calcula-
tion of model parameters is described in section 2.4. Finally, a brief summary of the model
9
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Figure 2.2: Example of data recorded from one discharge, for an electronic constant current
limiting circuit. Actual size of images is 234×126 µm
is given in section 2.5.
2.1 Literature review
“Gas discharge” refers to the phenomenon of electric current flow through an ionized gas,
or plasma, which may also cause light to be emitted [11]. Discharges may be stable —
sustained indefinitely as long as current is supplied, or transient — only present for a short
duration. The case being studied is a transient discharge with a duration within the micro to
millisecond orders of magnitude. The general structure of a two electrode plasma is described
in figure 2.3. This is a simplified view of the real geometry depicted in figure 1.3. Spatially,
the plasma can be divided into an cathode, bulk and anode region, within which various
important physical processes take place. Note that the boundaries are not distinct, nor is it
entirely clear in the studied discharge where they should be drawn. The case being studied
posseses the additional characteristic of a time-varying distance between the electrodes.
The bulk region of the plasma is usually (though not always) the largest, and consists of
free electrons, ions and neutral particles. These component species usually originate from
the gas surrounding the discharge, or in the case where the discharge occurs in a vacuum,
are evaporated from the electrodes [12]. The case being studied is notable in this respect, as
the bulk of the plasma is known to consist primarily of evaporated cathode (i.e.: cadmium)
material, even though the discharge occurs at atmospheric pressure [13], [14].
The nature of the plasma can be understood in the context of the kinetic theory of gasses
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Figure 2.3: Geometry of a general two-electrode plasma. Electrons, ions and neutrals are
represented by e−, M+ and M respectively.
or its more sophisticated modern equivalent, statistical mechanics. Kinetic theory states
that a gas is comprised of a large number of small particles, each of which are in constant
motion with random velocity. The probability of finding a particle of species i at a position
x in the system, and with velocity vi can be expressed as a time varying probability distri-
bution fi(t,x,vi). For simple species such as atoms or electrons, vi has three components
corresponding to the coordinate directions. For molecules, additional components may be
present due to other type of motion such as rotation and vibration, a topic not addressed
here.
Changes in this distribution fi over time occur due to various effects, and are described
by a stochastic PDE known as the Boltzmann equation [15]
∂fi
∂t
+ vi · ∂fi
∂x
+
Fi
mi
∂fi
∂vi
=
(
∂fi
∂t
)
coll
(2.1)
where mi is the mass of the ith species. Here the second term represents the “streaming”
of particles (change in position due to their velocity), the third the effects of external forces
Fi on the particles, and the right hand side the effects of collisions between particles. In
a neutral gas the various Fi may occur due to effects such as buoyancy. In a plasma, the
situation is more complex as the particles are charged and create electromagnetic fields giving
rise to long range interactions (Lorentz forces), all of which must be accounted for by an Fi
term which itself is dependent on fi. As well as altering the various fi through the RHS
of equation 2.1, collisions may have other effects. In a plasma, these include excitation and
radiative de-excitation of ions and neutrals, as well ionisation and recombination. The latter
two result in changes to the populations of the i species.
Global thermodynamic equilibrium describes the state where the fi for all particles are
equal, and invariant in space and time. This implies that the LHS of equation 2.1 can
be set to zero. Expanding the collision term of this equation (exact details of this may
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be found in [15]) then gives the result that fi(vi) is a 3-D normal distribution with zero
mean and variance mikBT , where T is the temperature and kB is Boltzmann’s constant.
The distribution of speed u = |vi| is then given by the well known Maxwell-Boltzmann
distribution.
fi(u) =
(
mi
2pikBT
)( 3
2
)
4piu2exp
(−miu2
2kBT
)
(2.2)
A less stringent condition is that of local thermodynamic equilibrium (LTE), which implies
that all fi are still equal, but changing slowly enough with time such that equation 2.2 is
still valid at every point in space, although T varies spatially and in time.
LTE has an important implication for plasmas in that the ratio of ions to neutrals (known
as the “ionisation fraction”) can be approximated without reference to collision processes,
using an exponential function of temperature known as Saha’s equation [12].
neni+1
ni
=
2Zi+1
λ3thZi
exp
(
i+1 − i
kBT
)
(2.3)
Here, n is the number density of a particular particle, Z is the partition function, λth is the
thermal de-Broglie wavelength of an electron and  is the ionisation energy. The subscripts
e and i refer respectively to electrons and ions of the ith level, i = 0 being the neutral atom.
Where multiple levels of ionisation are present, the density of each is obtained by solving
several such equations.
Where LTE does not hold, electrons usually have a significantly higher temperature than
the ions and neutrals. Due to the vanishing mass of the electrons, the temperatures of the
latter two have the greatest influence on the atmosphere surrounding the discharge, and
thus the greatest relevance to ignition of flammable gas (so-called “non-thermal” ignition
mechanisms [16] are not considered in this work).
Electrical conduction in the bulk region occurs primarily due to the flow of free electrons
from cathode to anode, and is characterised by a conductivity σ, which is spatially non-
uniform and dependent on the distribution fi of the electrons. In the case of LTE, σ can be
calculated, for a given composition, as a function of temperature [17]. An associated power
dissipation density σ2J can be defined for current density J , which physically corresponds
to various mechanisms including ohmic heating and radiation. If the former is assumed
to predominate, the plasma bulk can be viewed as a simple heat source, with a spatial
distribution equal to σ2J .
The cathode region includes the surface of the electrode and a layer of the surrounding
plasma. An important process in this region is the emission of electrons, occurring due to a
number of physical processes, including thermionic and field emission, as well as “secondary
emissions” caused by other particles colliding with the surface [12]. The rate of emission
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is proportional to temperature and electric field strength, corresponding to effects known
as thermionic and field emission respectively. The electron emission usually means LTE is
violated in a small region surrounding the cathode, even if LTE is valid in the bulk region.
Electron emission can also lead to a relatively large voltage drop over the cathode region
relative to its size. This is known as a cathode fall voltage. Under certain conditions the
impact of ions colliding with the cathode surface together with ohmic resistance can cause
strong heating within a very small area on the surface. This area is known as a cathode
spot, and causes significant evaporation of metal from the cathode and increased electron
emission. At low to moderate currents, the cathode spot produces a near constant cathode
fall voltage, depending only on the cathode material [12].
The anode region can similarly play an active role in the plasma. At low currents and
with a high melting point anode material (such as tungsten), however, the anode usually
acts only as a passive collector of electrons and neutrals emitted elsewhere [12].
Electrical discharges are given several names based on their duration, electrical charac-
teristics and predominant physical mechanisms within each of the three layers. Common
discharge types are the glow and arc discharges. Both may be either transient in dura-
tion or stable. Glow discharges typically occur at high voltages (>100V) and low currents
(1 µA–1mA). They are additionally characterised by a cathode region where secondary elec-
tron emissions dominate and a large cathode fall is observed, as well as a bulk region where
LTE is not present [11]. Arc discharges, by contrast, occur at high currents (> 1A) and may
require only tens of volts. Thermionic and field emission are the primary electron emission
mechanisms of arc cathodes. The bulk of the arc discharge may be in LTE, but frequently
is not if current and pressure are insufficient [11].
Given the electrical characteristics of the discharge being studied, i.e: voltages less than
30V and currents less than 0.5A, it would not appear to meet the criteria for either glow
or arc discharge. The majority of prior works in modelling of electrical discharges, however,
target these more common high voltage or high current ranges. These are therefore surveyed
to identify techniques which may be applicable to the scenario under investigation. Modelling
methods can be broadly divided between physical and empirical approaches. The former
have greater predictive power, and can be applied to a wider range of gas discharges, but
are difficult to implement and require significant material data. The latter are simpler, but
usually only describe electrical aspects of the discharge and have more limited applicability.
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2.1.1 Physical discharge models
Under the assumption of LTE, a gas comprised of particles may be approximated as a
continuum, or fluid. Formally, this is done by considering the RHS of equation 2.1 to be a
“small” perturbation, giving rise to the fundamental equations of fluid dynamics. This topic
will be further discussed in chapter 3. A common approach to physical modelling of electrical
discharges uses one or more of these fluid dynamic equations together with the equations
of electromagnetics. One of the simplest physics models, known as the Elenbaas-Heller
equation, considers the case of a stable arc discharge within an infinite cylinder enclosed
in an isothermal wall [18]. This equation is an expression of conservation of energy, and is
given by
1
r
dr
dT
rk(T )
dT
dr
+ E2σ(T ) = 0 (2.4)
for radius r, temperature T , axial electric field E and thermal conductivity k. This equa-
tion considers heat conduction in the axial direction as the only loss mechanism, which is
balanced by ohmic heating. As thermal and electrical conductivity are non-linear functions
of temperature, approximations are required for an analytical solution. This may involve
asymptotic treatment of the non-linearities [18] or applying perturbation theory [19].
If the model is to be extended to two or more dimensions and the constraint of an isother-
mal boundary is removed, convective heat transfer also needs to be included. This, in turn,
requires solution of conservation equations for mass and momentum [20]. As a numerical
solution is now necessary, closed form approximations for the non-linear functions k(T ) and
σ(T ) can be replaced with more accurate tabulated data [17]. Calculating σ(T ) where the
plasma bulk is contains metal vapour, rather than just air or noble gasses is more compli-
cated, but possible [21], [22]. This procedure is used in chapter 4 of this work. The numerical
approach also allows transient discharges to be simulated [23].
Accurate consideration of the electrodes adds an additional layer of complexity, as some
consideration of non-equilibrium effects is almost always required. This is true even for
stable arc discharges, which also exhibit some non-equilibrium effects very near to the elec-
trodes. Approximations may be used to account for these effects, such as through specialised
boundary conditions which consider thermionic electron emission [24], [25]. A combination
of field and thermionic emission can also be considered similarly, at the cost of increased
complexity [26].
All of the above approaches assume that the bulk of the plasma in LTE, and thus can couple
electromagnetic and fluid dynamic equations using a tabulated σ(T ) function. If the bulk of
the plasma, however, is also not in thermodynamic equilibrium, physical modelling becomes
significantly more complex. A “less severe” form of non-LTE occurs when two seperate fi
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can be defined for electrons and the remaining species respectively, and equation 2.2 is valid
for each, albeit with different temperatures. In this case a “two temperature fluid” approach
is possible, where a separate energy conservation equation is solved for each, together with
special source terms to consider energy transfer between the species [27], [28].
If any of the species have fi which cannot be described by equation 2.1, then a fluid based
approach is no longer possible, and a simulation must account for the discrete particles [29].
Particle based methods require orders of magnitude more computational power, and are
therefore usually limited to one dimension.
2.1.2 Empirical discharge models
Long before the detailed physics of electrical discharges were studied, correlations between
their voltages, currents and physical dimensions were observed. In the early 1900s, it was
established that a stable arc discharge of fixed length has an approximately hyperbolic
voltage-current relationship [30]. The voltage of the arc was presumed to vary linearly with
its length, leading to the simple algebraic relationship
v = a+ bl +
c+ dl
in
(2.5)
for empirical parameters a–d, voltage v, current i and arc length l, with n = 1 presumed.
Further developments showed that the voltage-length relationship is non-linear over lengths
up to 10mm, and also attempted to quantify the exact value of n, found to be less than
1 and to be dependent on the electrode materials [31]. A more advanced empirical model
was later developed for transient discharges by replacing the simple algebraic relation with
a differential equation of the form
1
R
dR
dt
=
1
a
(
1− vi
b
)
(2.6)
for arc resistanceR and empirical parameters a and b, thereby accounting for non-instantaneous
changes in arc temperature (and therefore resistance) with current [32]. This work is also
notable as one of the first to use the Saha ionisation and heat diffusion equations to provide a
qualitative physical justification for equations 2.5 and 2.6. The work was extended in several
later works with additional parameters, mostly without physical basis [33]. The equation
continues to be popular in simulations of electrical circuits, but is nowadays considered a
purely empirical model.
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2.2 Theory and approach
As indicated in section 2.1, there is little or no existing modelling work targeting the range of
voltages and currents found in the electrical discharge being studied. The electrode materials
and geometry are similarly uncommon. Given this lack of relevant existing research, and
that the scenario of this investigation is relatively narrowly defined, an empirical approach
is taken. An algebraic relation similar to [30], [31] is used, taking the form
v(i, l) = vfall + αl
(
1 +
β
in
)
; t0 < t < tend
l(t) = uarct
(2.7)
for cathode fall voltage vfall, and empirical parameters α, β and n. A fixed value of 10 V is
used for vfall, which compares favourably to the voltage observed at the start of the discharge
(eg. figure 2.2) as well as reported values for cadmium cathodes [12]. In general, the current
i is time varying as determined by the electrical circuit supplying the discharge. For the
case of the electronically limited and resistive circuits described in section 1.3, i is constant
and i = v(i, l)/R respectively, for output resistance R. In the latter case, equation 2.7 is
transcendental, requiring numerical solution.
The linear voltage–length is presumed to be valid over the very small range of discharge
lengths (ca. < 500 µm). The electrodes are modelled as separating with constant velocity
uarc. As is obvious from equation 2.7, if the values of the empirical parameters are known
and i is constant, then the constant uarc may be expressed as
uarc =
vend − vfall
tendα
(
1 + β
in
) (2.8)
where vend is the voltage at the end of the discharge event. This formulation allows a
discharge to be defined purely in terms of electrical quantities, and is useful where direct
measurement of length is not possible.
An additional model is required to predict the spatial distribution of power dissipated by
the discharge, as the classical empirical approach considers only electrical characteristics.
The assumption noted in section 2.1, namely that the plasma bulk is a simple non-uniform
conductance which can be treated as an ohmic heat source, is utilised for this purpose.
Power is further assumed to be uniformly distributed over the length of the discharge, and
axially symmetric with a Gaussian distribution over the radius. These characteristics imply
an equation of the form
qh(r, x, t) = η
(v(t)− vfall)i
σ2s2pi
exp
(
− r
2
2σ2s
)
; t0 < t < tend, 0 < x < l (2.9)
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for radial coordinate r, axial coordinate x, v(t) as calculated from equation 2.7, and empirical
parameter σs. The parameter σs represents the width (or diameter) of the conducting region,
and is assumed in the first instance to be linearly proportional to current and length of the
arc. The term (v − vfall)i represents power dissipated in the bulk region only, as power
dissipated in the cathode region has been found to contribute negligibly to ignitions of
flammable gas [34]. The efficiency factor η allows the incorporation of an experimentally
determined volumetric energy loss. This factor will be further examined in chapter 4, but for
the initial investigations in this chapter, η=1 is assumed. The Gaussian function is a good
approximation to the distribution of σ (and therefore power, under uniform electric field)
predicted by equation 2.4 [32]. As the applicability of equation 2.4 has not been established
for the scenario being studied, however, the rationale for its choice should be considered
empirical.
2.3 Experimental method
Determination of the empirical parameters contained in equation 2.7 requires experimental
data in the form of simultaneous measurements of voltage, current and length of electrical
discharges over their duration1. Whereas voltage and current can be obtained from con-
ventional electrical measurements, discharge length must be estimated using image based
methods. The parameter σs of equation 2.9 is similarly estimated from image based mea-
surements. The experimental setup used for these measurements is described in figure 2.4.
Figure 2.4: Description of the experimental setup used for electrical discharge measurements
The electrical discharges are generated using a power source and contact apparatus. An
oscilloscope is used to measure transient voltages and currents input to the contact device.
The discharge is simultaneously imaged using a high speed camera, image intensifier and
1The experiments described in this section were performed by B. Eng. student Steffen Pohl under the
supervision of Carsten Uber.
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long distance microscope. The key elements of the experimental setup are explained in more
detail below.
2.3.1 Power source circuit
The parameter determination experiments utilise the electronically current limited source
circuit exclusively. This is because, as noted in section 2.2, a constant current makes equa-
tion 2.7 a closed form expression for voltage, significantly simplifying the analysis. The
circuit is depicted in figure 2.5. Here, transistors Qout and Qcont and resistor Rlim form a
feedback loop, preventing the load current from exceeding a value of approximately 0.6/Rlim.
RB
−+ 30V
Rlim
Qout
Qcont
Contact Apparatus
+ Tungsten Wire
– Cadmium Block
Figure 2.5: Constant current circuit for electrical discharges. The constant current level ic
is set by an appropriate choice of Rlim ≈ 0.6/ic.
2.3.2 Contact arc apparatus
A special apparatus was designed to create the contact arc discharges. The apparatus, shown
in figure 2.6, can be used either in the pictured vertical orientation or also horizontally, the
latter producing a geometry equivalent to figure 1.3. The horizontal orientation is used for
all experiments in this chapter. The wire motion is produced using a programmable linear
actuator. Additionally, the stationary cathode block is equipped with a 4 degree-of-freedom
positioner to allow precise adjustments.
2.3.3 Optical and electrical measurements
Transient voltages and currents were measured with an active voltage probe and current
probe respectively, connected to a Yokogawa DL9040 oscilloscope. Simultaneously, high
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Figure 2.6: Contact arc apparatus, approximate 3D model (left), close-up of contact ar-
rangement (centre) and photo of actual apparatus (right). Shown in vertical
orientation [35].
speed video of the discharge was recorded using a Photron SA-5 camera together with a
Questar QM-100 long distance microscope. The high speed video was recorded at a rate
of 100000 fps and with a exposure time of 10 µs. Imaging at this frame rate was enabled
through the use of an image intensifier. The combined optical system provided a resolution
of 4.5 µm per pixel. The optical and electrical measurements were synchronised with one
another by recording a frame capture signal from the camera on the oscilloscope.
2.4 Model parameter determination
Each data point consists of a voltage and current value with a corresponding image of the
discharge. One data point is recorded for each time instant of each discharge. The number of
points per discharge is limited by the camera frame rate (100000 fps). Different experiments
are performed, varying the current during the discharge by appropriately adjusting the source
circuit of figure 2.5. Data for current values of 70, 100, 150 and 250mA are used in the
proceeding analyses, with a total of 4042 data points.
2.4.1 Voltage and current
The quasi-static relationship between voltage (v), current (i) and length (l) implied by
equation 2.7 is fitted to all of the data points. Whereas voltage and current are obtained
directly from data recorded by the oscilloscope, length of the discharge must be calculated
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using image processing2. A simple three step process is used for this purpose. Starting with
an image of the form of figure 2.1, a thresholding operation is applied to convert the greyscale
data to binary. Intensity values greater than 20% of the maximum value are rendered as
white and the remainder as black, producing the result of figure 2.7.
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Figure 2.7: Image of discharge, converted to binary
In the next step a non-linear filtering operation known as morphological opening is ap-
plied [36]. This smooths out smaller features on the edge of the white area, resulting in the
image of figure 2.8. The centroid of the white region can now be found, as well as the corre-
sponding major and minor axes. This allows an ellipse approximately enclosing the region
to be drawn (also shown). The major axis of the enclosing ellipse is taken as the estimate
of discharge length (figure 2.9). This analysis is repeated for the image of each data point.
It is assumed that the above analysis introduces a systematic error into the discharge
length data. This is accounted for by modifying equation 2.7, giving
v(i, l) = vfall + α(l + lerr)
(
1 +
β
in
)
; t0 < t < tend (2.10)
for length error term lerr. The parameters of this equation can now be fitted to the data by
non-linear least squares minimisation of the function
f(θ) = Vˆ (θ1, θ2, θ3, I,L+ θ4)− V
θ = [α β n lerr]
T
(2.11)
where V , I and, L are vectors of all measured voltage data, and their corresponding currents
and lengths. V^ is the voltage estimated from evaluation of equation 2.10. The measured
data together with the fitted voltage/length relationship is shown in figure 2.10.
2A MATLAB program to automate the image processing algorithm described here was developed by M
Eng. student Mohammed Abdul Moiz, under the author’s supervision.
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Figure 2.8: Binary image of arc, with morphological opening. Ellipse of identified region is
also shown.
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Figure 2.9: Original image, with enclosing ellipse and major axis shown
By linearising f about its least squares minimiser θˆ, asymptotic estimates of the standard
error for each parameter θi can be calculated as [37]
ASEθi =
∥∥∥f(θˆ)∥∥∥
√
N − P
√
diag
(
Jf(θˆ)Jf(θˆ)T
)
i
(2.12)
where N and P are the sizes of V and θ respectively, and Jf is the Jacobian matrix of f. The
fitted parameter values with asymptotic estimates of the associated standard error are given
in table 2.1. The corresponding data and fitted length/voltage lines for two of the current
values are shown in figure 2.10. The relatively large errors are a reflection of the inherent
variability in the measurement data, as well as potential random errors introduced by the
image analysis. Additional insight into the performance of the model can be gained by
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Figure 2.10: Voltage/Length data for different current values, with corresponding fitted lines
from equation 2.7
Table 2.1: Fitted parameter values for equation 2.10 with asymptotic standard errors of
regression (ASE)
Parameter/Unit Value ASE (±%)
α / Vµm−1 3.35× 10−2 11
β / – 3.16× 10−1 35
n / – 7.09× 10−1 9
lerr / µm 39.4 2
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applying it to a scenario slightly different to that described in the beginning of this chapter.
Specifically, the source circuit described in figure 2.5 can be replaced with the simple resistive
and inductive circuits described in figures 2.11 and 2.12 respectively.
−+ 30 V
164
+
–
Figure 2.11: Resistive circuit for discharges
−+ 30 V
119 114 µH
+
–
Figure 2.12: Inductive circuit for discharges
Using these alternative source circuits measurements of voltage and current waveforms
were made according to the procedure of section 2.3, omitting the optical setup. Next, simu-
lated waveforms waveforms were generated using the LTSpice circuit simulation program [38],
combining the circuits of figures 2.11 and 2.12 with equation 2.7. For the purposes of the
simulation, only the parameter uarc of equation 2.7 was chosen to fit the data, with all other
parameters taken directly from table 2.1. Comparisons of the measured and modelled volt-
age and current waveforms for discharges with these two circuits are shown in figures 2.13
and 2.14. The comparison shows that the model can produce good quantitative predictions
of discharge voltages and currents even for source circuits somewhat outside of the intended
range of applicability.
2.4.2 Spatial power distribution
The parameter σs of equation 2.9 is similarly determined using a fitting procedure. For the
image of each data point, several lines are drawn parallel to the minor axis of the approximate
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Figure 2.13: Comparison of model and measurement for the resistive circuit of figure 2.11 [39]
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Figure 2.14: Comparison of model and measurement for the inductive circuit of fig-
ure 2.12 [39]
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enclosing ellipse identified in section 2.4.1. Profiles of intensity are then taken along these
lines. A Gaussian function is then fitted to this intensity profile data, yielding a σs value for
each data point. An example of this procedure is shown in figure 2.15.
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Figure 2.15: Example of intensity line profile (left) and curve fitting (right) to determine σs
value [39]
The values of σs can then be compared to those of length and current (ie: the two inde-
pendent variables of equation 2.7) across the dataset. σs is presumed to depend linearly on
these two quantities - the simplest choice in the absence of a physical justification for this
dependence. This relationship can be expressed in the equation
σs = σs0 + aσl + bσi (2.13)
for constant σs0, length coefficient aσ and current coefficient bσ. This expression is fitted
to the data using a conventional linear least squares method, and standard errors of the
parameters calculated in the usual manner [37]. The data and fit are shown in figure 2.16,
and parameters with corresponding standard errors of regression are shown in table 2.2.
Table 2.2: Fitted values for parameters in equation 2.13, with standard errors of regression
(SE)
Parameter/Unit Value SE (±%)
σ0 / µm 3.88 3
aσ / – 0.08 0.8
bσ / µmA−1 29.5 1.7
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Figure 2.16: Fitted linear function of discharge length and current for width parameter (σs)
2.5 Summary
Through the use of targeted electrical and optical measurements of electrical discharges under
the scenario being studied, an empirical model has been developed. The model predicts the
electrical waveforms of the discharge based on a classical quasi-static equation, which is
usually applied to stable arc discharges and can be qualitatively related to the underlying
physics in that particular case. Measurement data and non-linear fitting were used to obtain
values for the empirical constants of this equation. The predictions of the model show good
accuracy for discharges outside of the dataset used for this fitting, and are a good indication
of its fitness for purpose.
Empirical prediction of the geometry of the discharge was not attempted by any previous
works, requiring that a new approach be developed. For this purpose, the arc was modelled
as cylindrically symmetric, with a uniform power distribution in the axial direction and a
Gaussian power distribution in the radial direction. The scale parameter of the radial power
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distribution was determined as a linear function of discharge length and current using image
analysis techniques. The physical validity of this part of the model is significantly more
difficult to assess, and will be discussed further in chapter 4.
The developed model thus predicts how total power dissipation of the electrical discharge
varies over time, as well as how this power is distributed spatially. Based on these two
factors, the risk of flammable gas ignition by the discharge can be studied.
27

3 The combustion process
Predicting the nature of the explosion risk posed by a given electrical discharge requires an
understanding of the explosion process. As noted in chapter 1, the process is more accurately
defined as a chemical explosion, where a combustion process leads to an uncontrolled release
of energy. The combustion process is initiated through an initial input of energy provided
by the electrical discharge. Ignition is achieved when the combustion process becomes self
sustaining, requiring no further energy input. The task of this investigation is thus to deter-
mine how the electrical discharge properties predicted by the model of chapter 2 influence
the development of a self-sustaining combustion process.
Predicting whether ignition will occur is not trivial, depending on a range of factors
including the amount of energy input, and the time and spatial distribution over which it is
delivered, as well as the nature of the flammable gas mixture in which the discharge occurs.
As noted in chapter 1 only one specific gas mixture will be studied, namely 21% hydrogen
in air, at atmospheric pressure and a temperature of approximately 300K.
The complexity of the combustion process means that it is not amenable to the sort of
empirical approach taken in chapter 2. A model based on fundamental physics is therefore
required. This chapter details the development of the combustion physics based model. The
applicable theory and its uses in various prior works are documented in sections 3.1 and 3.2
respectively. Next, details of the numerical simulation are given in section 3.3. Finally,
basic verification tests of the model and example parameter variation studies of the ignition
process are given in sections 3.4 and 3.5 respectively.
3.1 Theory
The explosion in question can be considered a propagating combustion wave, with regions
of burnt and unburnt gas mixture are separated by a thin layer (often approximated as
a surface) where chemical reactions take place. This surface is called a flame front. This
propagation occurs at subsonic velocity in a process known as deflagration. The defining
characteristic of deflagration is that the propagation is driven primarily by diffusive transfer
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of reactants and heat generated by the reactions, and is contrasted with detonation — a
different, supersonic combustion process where acoustic waves play a significant role [40].
Ignition can be viewed as the point in time at which the deflagration is established.
Ignitions are broadly categorised as thermal or induced. In the thermal ignition (or auto-
ignition) regime, deflagration occurs spontaneously if the temperature of a volume flammable
gas mixture exceeds a certain value. This auto-ignition temperature depends non-linearly
on the pressure of the mixture [40]. Thermal ignition is characterised by a nearly constant,
or very slowly changing gas temperature prior to ignition.
The use of a localised ignition source in a low temperature gas mixture is referred to
as induced, or forced ignition. This ignition regime is typically characterised by a rapid
increase in temperature within a small volume of gas. This small volume is referred to
as an ignition kernel, and its expansion can ultimately lead to a propagating flame front,
if sufficient energy is present. For a point ignition source, the ignition kernel and resulting
flame front is spherical. Forced ignition is characterised by a minimum ignition energy (MIE)
value [40]. Minimum ignition energies are used as a safety critical value in many practical
explosion protection methods (though not directly in the intrinsic safety concept motivating
this work – see chapter 1).
Minimum ignition energy is often regarded as a property of a particular flammable gas
mixture, and several theories have been proposed to predict its value. An early theory
suggested that MIE is associated with a minimum ignition kernel radius [41]. This radius
was considered equal to half of an experimentally measured “quenching distance” – the
minimum distance between two flat plates through which a flame front can propagate. The
amount of energy required to raise this volume of gas to the temperature of the flame is then
the minimum ignition energy. This dependency is expressed in the formula
Emin =
4
3
pi
(
dq
2
)3
ρcp(Tf − T0) (3.1)
for quenching distance dq, specific heat capacity cp (assumed constant), flame temperature
Tf , and initial gas temperature T0.
Another theory attempted to express the minimum ignition kernel radius more fundamen-
tally by examining an energy balance of an expanding, perfectly spherical ignition kernel [42].
Here, conductive heat loss and chemical energy release were calculated as a function of kernel
radius, taking into account chemical reaction rates as well as heat and mass transfer. In this
calculation, an unstable equilibrium was found at a particular radius, where the effects of
chemical heat release and conductive heat loss balance one another [43]. This arises because
conductive heat loss and chemical heat generation increase non-linearly and at different rates
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with the ignition kernel radius. This equilibrium point is known as the “stationary flame
ball radius” and replaces dq/2 in equation 3.1 for the prediction of minimum ignition energy.
These theories of MIE represent only a simplified qualitative view of the ignition phe-
nomenon. A significant difficulty of modelling ignition is the vast number of factors that
influence the process. These include the composition of the mixture, geometry of the ignition
source, and duration of the energy deposition [44]. The variables of equation 3.1 depend on
the first of these, and the formula assumes a point ignition source with instantaneous energy
deposition. This idealised system can be contrasted with the ignition source described in
chapter 2 — a spatially non-uniform energy deposition region with time varying geometry
and a range of possible durations. A more detailed consideration of the physics of the ignition
process is therefore required.
A qualitative overview of the relevant physical processes and their interactions with one
another is provided in figure 3.1. These interactions can be mathematically described by fun-
damental equations of fluid dynamics (as for the electrical discharge in chapter 2), combined
with a model describing chemical reactions. A brief treatment of the theory underlying these
two aspects of numerical simulation of combustion is provided in the proceeding subsections.
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Figure 3.1: Overview of physical processes in ignition and combustion
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3.1.1 Chemistry
For a systematic description of chemistry, the formalism of [40] is adopted, which represents
a general chemical reaction r as
S∑
s=1
v(e)rs As →
S∑
s=1
v(p)rs As (3.2)
where As are the S chemical species involved, and v
(e)
rs and v
(p)
rs the corresponding stoichio-
metric coefficients on the reactant and product sides of the rth reaction respectively. As an
example, the well known single chemical reaction for hydrogen combustion
2H2 +O2 → 2H2O (3.3)
would be represented, in the formalism, as
S = 3
As = H2,O2,H2O
v
(e)
1s = 2, 1, 0
v
(p)
1s = 0, 0, 2
(3.4)
with the comma separated lists indicating values for s = 1..S. The rate of the chemical
reaction r is governed by a “mass action law” which describes the rate of change of molar
concentration ci for each of the i species in reaction r.
∂ci
∂t
∣∣∣∣
r
= kr(v
(p)
ri − v(e)ri )
S∏
s=1
cαrss (3.5)
Here, αrs is the reaction order of species s, and kr is the reaction’s rate coefficient, given by
the modified Arrhenius equation
kr = ArT
brexp
(−Ear
R¯T
)
(3.6)
for parameters Ar (frequency factor), br and Ear (activation energy), and universal gas
constant R¯. The parameter br is often negligible, and set to zero. Note that this equation
is similar in form to equation 2.3, as both ionisation in plasmas and chemical reactions are
fundamentally governed by the same phenomenon, namely collisions. The rate of a chemical
reaction is thus understood, in general, to be non-linearly proportional to the concentrations
of the reactants as well as temperature.
Practical difficulties with a reaction such as equation 3.3 are encountered when trying
finding suitable values for αrs of equation 3.5 and the parameters of equation 3.6. These
32
3.1 Theory
must typically be fitted from experimental data, and are only valid under a narrow range
of conditions. One reason for the difficulty is that chemical reactions like equation 3.6 are
not elementary, comprising several intermediate steps and chemical species. In the case of
hydrogen combustion, nearly 40 elementary reactions (including inverse reactions) have been
identified [45].
A reaction with multiple intermediate steps can be expressed as a “detailed reaction mech-
anism”. This is a series of reactions r = 1..R, each given by equation 3.2, and As is now a
list including all species in all reactions. Each of the R reactions is governed by the mass
action law (equation 3.5) giving rise to a coupled ODE system
∂ci
∂t
∣∣∣∣
chem
=
R∑
r=1
kr(v
(p)
ri − v(e)ri )
S∏
s=1
cv
(e)
rs
s (3.7)
where each reaction has its own expression for kr (with an associated set of Arrhenius
parameters), as well as unique v(e)ri and v
(p)
ri . Some reactions are reversible, and may progress
predominantly in the reverse direction under certain conditions. The reverse reaction may
be (and often is) practically treated as simply another one of the R reactions, with the
additional constraint that
krf
krr
= exp
(
−∆RG0
R¯T
)
(3.8)
where rf and rr are a reaction and its inverse, and ∆RG0 is the difference in Gibbs free
energy (a thermodynamic potential) between the products and the reactants.
Comparing equations 3.5 and 3.7, an advantage of a detailed mechanism may be noted, in
that the reaction orders αrs are simply replaced by the reactant stoichiometric coefficients
v
(e)
rs . This is only possible for elementary reactions [40]. The main advantage is, however,
increased accuracy in predicting chemical reactions over a wider range of parameters.
Despite its disadvantages, the single overall reaction approach is still used in preference
to a detailed mechanism in some practical combustion simulations, due to the prohibitive
computational cost of repeatedly solving the large non-linear ODE system implied by 3.7.
This is especially true with hydrocarbon combustion, which, unlike hydrogen, may involve
several hundred elementary reactions.
3.1.2 Reactive flow
A reactive flow model is created by coupling a reaction mechanism with conservation equa-
tions for mass, momentum, energy and the mass fraction of each chemical species. These
conservation equations form a PDE system, which must be integrated spatially and in time.
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Each of the equations are of the general form:
∂gi
∂t
+∇ · giu+∇ · jgi = qi (3.9)
where gi is the quantity in question, u the fluid velocity , qi the source terms and jgi the
diffusive fluxes. The three terms on the left hand side are thus known as unsteady, advective
and diffusive respectively. The diffusive flux may be a function of the one or more gi and
their gradients. The system of gi is non-linear, and usually requires numerical solution,
creating a reactive computational fluid dynamics (CFD) model. Several numerical techniques
are commonly used, including the finite difference and finite volume methods. The former
calculates gi at a number of points within the solution domain, whereas the latter divides
the domain into a number of control volumes, and calculates the average gi within each. A
detailed description of the finite volume method is not presented here, but may be found
in [46].
The actual conservation equations for each individual quantity are given by 3.10–3.14.
Overall mass conservation is stated by the equation
∂ρ
∂t
+∇ · ρu = 0 (3.10)
for density ρ and velocity u. Conservation of each of the S chemical species are represented
by
∂ρYi
∂t
+∇ · uρYi +∇ · ji = Ωi for i = 1..S (3.11)
for species diffusive flux ji. The mass fraction is related to the molar concentration by
Yi = ciMi/ρ for molar masses Mi and the mass production rate is then given by
Ωi =
∂Yi
∂t
∣∣∣∣
chem
(3.12)
in a similar vein to equation 3.7.
Momentum conservation is stated by
∂ρu
∂t
+∇ · ρuu+∇p =∇ · τ + ρg (3.13)
where p, τ and g represent the pressure, viscous stress tensor and gravity vector. Finally,
conservation of energy is given by
∂ρ(h+ ek)
∂t
+∇ · (ρ(h+ ek)u)− ∂p
∂t
+∇ · jq = qh + qc (3.14)
for specific enthalpy h, diffusive enthalpy flux jq, specific kinetic energy ek = 12u · u and
discharge source term qh (see equations 2.9, 2.7 and 2.8). The rate of chemical heat release
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is derived from the reaction mechanism, and given by
qc =
S∑
i=1
−Ωih0i (3.15)
where h0i is the specific enthalpy of formation of species i. Additionally, a much simpler
form of energy conservation holds within the solid electrode block, as fluid flow and chemical
effects can be neglected. This form is called the heat equation, and is given by
∂T
∂t
− αs∂
2T
∂x2
= 0 (3.16)
with x being the surface normal coordinate (in the outward direction) and αs = k/(ρcp)
the thermal diffusivity of solid cadmium, calculated from thermal conductivity k, density
ρ and specific heat capacity cp. The equation assumes one dimensional heat conduction in
the direction normal to the block surface. This is a good approximation when conduction
occurs predominantly in a very thin layer.
Empirical laws are required to calculate the terms τ , ji, and jq appearing in the conserva-
tion equations. The viscous stress tensor is given by Newton’s law,
τ = −µ
[
∇u+ (∇u)T − 2
3
(∇ · u)I
]
(3.17)
for dynamic viscosity µ and unit tensor I. Diffusive fluxes are given by
ji = −ρDi∇Yi − DTi
T
∇T for i = 1..k (3.18)
jq = − k
cp
(
∇h+
k∑
i=1
hi∇Yi
)
+
k∑
i=1
hiji (3.19)
for mixture-averaged diffusion coefficients Di, thermal diffusion coefficients DTi , thermal
conductivity k specific enthalpies hi and mixture specific heat capacity cp. The coefficients
DTi are of special significance, governing the differential diffusion of species proportional to
gradients of temperature. This phenomenon is known as the Soret effect [40].
Values for the transport coefficients µ, k, Di, DTi are non-linearly dependent on temper-
ature and chemical composition. Their values are related to the Boltzmann equation, pre-
viously discussed in chapter 2 (equation 2.1). As noted previously, the above conservation
equations can be derived from the Boltzmann equation. This is done via the Chapman-
Enskog theory, which assumes that collisions between particles in the gas (RHS of equa-
tion 2.1) cause only a small perturbation to the Maxwell-Boltzmann distribution (equation
2.2). This perturbation gives rise to the macroscopic effects of viscosity, mass diffusion and
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thermal conduction. Solving equation 2.1, assuming the solution to be a first order per-
turbation of 2.2, therefore provides coefficients for these diffusive effects. The mathematics
behind this solution are complex, and will not be further discussed (see [15]), other than
to note that calculating the collision term of 2.1 is based on an interaction potential (in
this case, the Lennard-Jones potential) describing the forces between colliding particles as
a function of the distance between them. Calculating this potential requires parameters for
each chemical species derived from empirical data [47].
The value of cp is also temperature dependent, and can be obtained by interpolation using
a database of thermodynamic properties [48]. Temperature (T ) can then be calculated from
total enthalpy (h) by numerically inverting the equation
h =
∫
cpdT (3.20)
enabling boundary conditions and simulation outputs to be formulated in terms of temper-
ature. Finally, the system of equations is closed using the ideal gas law
p = ρRT (3.21)
where R is the specific gas constant.
3.2 Review of prior works
Reactive CFDmodels in various forms have been used to investigate the ignition of flammable
gases. One previous study modelled general thermal and induced ignition of hydrogen–oxygen
mixtures for various 1-D geometries [49]. Similarly to the approach taken in the current work,
the ignition source was simulated as an energy input with a defined spatial distribution.
Simulations of spark ignition in 2-D were later conducted for both hydrogen and hydro-
carbon fuels. The effects of different electrode geometries were considered by [50], using
detailed hydrogen chemistry. A similar study was conducted in [51], this time with a sim-
plified hydrogen mechanism. Other 2-D studies have also been performed for hydrocarbon
fuels with both simplified [52] and detailed [53] chemistry.
The simplified chemistry models used in various prior works typically consist of a single
reaction, whose Arrhenius parameters (as per equation 3.6) are obtained through fitting data
obtained from a detailed mechanism. One method is simulating a 1-D flame with the detailed
mechanism, than choosing parameters for the single reaction to match flame speeds [52] or
heat release rates [54]. Another method involves simulating the chemistry ODE system in
time with no spatial variation (often termed “0-D”). Analytical approximations are then used
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to derive the parameters of equation 3.6 based on how perturbations to initial conditions
affect the solution of the system [51].
While a single reaction approach can give reasonable results in certain scenarios, such
as steadily burning or propagating flames, there is some evidence that it cannot accurately
predict induced ignition [55]. This work therefore uses the detailed chemistry approach in
the first instance, applying the mechanism of [45], which claims validity over a large number
of combustion scenarios.
The relative simplicity of hydrogen combustion makes detailed consideration of molecu-
lar transport effects possible when calculating the diffusive fluxes ji [49], [50], whereas the
hydrocarbon studies use an approximation equating the diffusion rates of temperature, mo-
mentum and mass [52], [53]. Molecular transport is believed to be especially important for
lightweight chemical species such as hydrogen [40], [56], and is therefore also considered in
the current work (see section 3.1.2).
In general, all of the previous works considered ignition by high voltage static electrode
discharges, of the type commonly encountered in internal combustion engines. Reduced di-
mensional approaches were feasible due to the relatively simple, axially symmetric geometry
of this scenario. From the description of figure 1.3, however, no such symmetry is apparent.
A 3-D simulation is therefore required for this work.
3.3 Simulation
The equations 3.10 to 3.14 are integrated using the finite volume method. The advective
and diffusive terms are discretised using first order upwind and second order centred schemes
respectively. Time derivative terms are discretised using the backward Euler method, result-
ing in an algebraic system for each equation which is solved using the stabilised bi-conjugate
gradient method (BiCGStab). The time step is controlled adaptively, by imposing an upper
limit on the per-cell Courant numbers of advection and diffusion. Practically, this results in
time steps of the order of 1 ns and 100 ns during and after the discharge event respectively.
Note that greater accuracy at larger time steps could theoretically be possible with a
second order discretisation method for time derivatives. Practically, however, second order
schemes such as Crank-Nicolson and backwards differentiation were found to suffer from
severe stability issues. This was possibly due to the stiffness of the chemistry and its strong
coupling to diffusion.
The equations are solved in a segregated manner (i.e.: individually, rather than all at
once) at each time step. The ODE system of the chemical reaction mechanism is also
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solved at each time step for each control volume, using an adaptive Runge-Kutta type solver
and taking sub-steps where necessary. The numerical solution of equations 3.10 and 3.13,
coupled via equation 3.21 can present numerical issues when density and pressure are weakly
coupled [57]. This is particularly true for a propagating flame, where flow velocities are
low, but large temperature (and therefore density) gradients are present. The problem is
addressed by recasting equations 3.10 and 3.13 as a pressure equation, a technique known
as the pressure implicit with splitting of operator (PISO) method [58].
Descriptions of the computational domain, boundary conditions and simulation outputs
are provided below.
3.3.1 Computational domain
A computational domain for the problem is defined based on the geometry outlined in
figure 1.3. This domain is described in figure 3.2. Owing to the difficulties of modelling
a moving solid body, the wire electrode is excluded. The problem space includes the two
surfaces of the cathode block electrode nearest to the contact arc and extends 2mm in the
positive and negative directions of the coordinate axes. As the region is symmetrical about
the plane z = 0, half of the actual volume is included.
2 mm
2 mm
4 mm
4 mm
2 mm
x
y
z
Wire Electrode
(Not modelled)
Source
Region
Wire
Motion
Figure 3.2: Description of model geometry. The origin is the point where the discharge inter-
sects the edge of the cathode block. The domain is enclosed by open boundaries
(shown in blue), two electrode surfaces, and the symmetry (x-y) plane.
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Figure 3.3: Example of mesh generated in computational domain, without (left) and
with(right) adaptive refinement
The computational domain is discretised with an adaptive structured grid, with cell sizes
ranging 100 to 3.125 µm. The mesh is refined heuristically based on the temperature field,
with a temperature change of more than 150K across any cell triggering refinement. Ad-
ditionally, a small region surrounding the discharge is always maintained at the highest
resolution so that the energy profile is adequately resolved. An example of a generated mesh
is shown in figure 3.3.
3.3.2 Initial and boundary conditions
Conventional Dirichlet (fixed value) and Neumann (zero gradient) boundary conditions are
used for each of the physical quantities at the outer surfaces of the computational region,
excluding the symmetry plane. For the open boundaries, the pressure value was fixed at
atmospheric (p=101.3 kPa), and a zero gradient condition imposed for velocity, temperature
and the species mass fractions. On the surface of the electrodes, a “non-slip” condition (zero
velocity and zero pressure gradient) was used, as well as a zero gradient condition for the
species mass fractions.
For the temperature boundary condition on the electrode surfaces, several possibilities were
investigated. These included the conventional adiabatic (zero-gradient) and isothermal (fixed
temperature) conditions. These conditions do not, however, consider the heat capacity and
conductivity of the electrode itself. A more thorough approach would require a discretisation
of the solid electrode region and the solution of an energy conservation equation within it.
Formally, this is known as a conjugate heat transfer problem. An approximation to this
problem is implemented using equation 3.16.
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The equation is solved in a thin layer on the electrode wall, practically implemented as
1-D domains attached to each cell face on the electrode surface. This method implies the
assumption that heat conduction only occurs in the direction parallel to the surface. The
depth of the 1-D layer is set to 200 µm, corresponding to a characteristic time for heat
conduction of 4ms, two orders of magnitude greater than the duration of the contact arc
(up to 400 µs). The temperature on the inner side of this layer is fixed at 300K. A Neumann
boundary condition is imposed on the outer surface of the layer, using the heat flux value
from the solution of equation 3.14 in the gas. The outer surface temperature derived from
the solution of equation 3.16 is, in turn used to impose a temperature boundary condition
for the solution of equation 3.14 in an iterative manner, as recommended by [59].
Initial conditions of 300K temperature and atmospheric pressure are used, and the species
mass fractions are equated to those of the 21% (by volume) hydrogen in air mixture described
above.
3.3.3 Implementation
The OpenFOAM software [60] was used to solve the conservation equations of section 3.1.2
using the finite volume method. The reactingFoam solver provided by the package was used
as a basis. Modifications to the solver code were made to include the diffusive fluxes of
equations 3.18 and 3.19 in the relevant conservation equations, and also to enable adaptive
mesh refinement. The thermodynamic properties of the gas were interpolated using 9-term
NASA Polynomials [61], for which coefficients were obtained from [48]. Thermal conductivi-
ties and diffusion coefficients were calculated using the Cantera software package [62], which
includes an implementation of the Chapman-Enskog theory calculations. This software was
incorporated into the OpenFOAM based solver code. Additionally, 1-D heat equation for
the electrode described in section 3.3.2 was implemented in a custom boundary condition
module for use by the solver. Here the thermodynamic properties of the solid were assumed
constant.
As noted in section 3.2, chemical reactions are modelled using the detailed mechanism
of [45], which includes 9 different species and 19 reactions. This mechanism was used in the
form of a CHEMKIN [63] datafile.
3.3.4 Simulation output and interpretation
The simulation outputs take the form of 3-D time varying fields for the physical quantities of
equations 3.10 to 3.14. Of particular importance are the fields of temperature (T ) and H2O
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mass fraction (YH2O). By qualitative inspection of the values of these fields on the surface
of the symmetry plane and electrodes at various points in time, the various stages of the
ignition can be identified.
To demonstrate this concept, an example is presented below taken from the simulation
of a discharge with parameter values of table 3.1. An example of the initial stage of the
discharge is shown in figure 3.4.
Table 3.1: Parameter values for example simulation, as per equations 2.7, 2.8 and 2.9
Parameter/Unit Value
vend / V 30
i / A 0.2
tend / µs 60
η / - 0.4
Figure 3.4: Field values on the symmetry plane for temperature (left) and H2O mass fraction
(right) during the discharge
In this figure, the temperature rise from the power supplied by the discharge is clearly
visible, as is the cylindrical form of the discharge. As the YH2O field shows, some chem-
ical reaction has taken place in the vicinity of the discharge region, although less H2O is
present within the discharge column itself, possibly due to the dissociation of water at high
temperatures.
A similar figure can be constructed for the fields at a point in time after the discharge
event (figure 3.5). Here, a roughly spherical, propagating flame is established, and the flame
front described in section 3.1 is visible as a relatively distinct boundary between areas of
high and low temperature and H2O mass fraction.
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Figure 3.5: Field values on the symmetry plane for temperature (left) and H2O mass fraction
(right) after the discharge, where propagating flame is established
The presentation of the data above permits a reasonable qualitative interpretation of the
simulation outputs, allowing salient features of the ignition phenomenon to be identified.
For more in-depth investigations such as parameter variation studies, however, a means of
quantitative interpretation is desirable. Given the nature and quantity of the data (ca.
100000 data points per quantity per time step), an integral analysis method is necessary
for this purpose. This is accomplished, firstly, by defining the flame front as an iso-surface
of temperature. A common definition of the flame front is the surface maximising the
temperature gradient. Since this maximum occurs at temperature of approximately 760K,
this temperature is chosen for the iso-surface. An example of this flame front calculation is
shown in figure 3.6.
Figure 3.6: Example iso-surface of temperature (T=760K), defining the flame front. Data
has been duplicated about the symmetry plane for completeness.
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Given this definition of the flame front, the “ignition kernel” can be defined as the volume
enclosed by this iso-surface. If this volume is presumed to possess the approximate form of
a three quarter sphere, an equivalent radius may be defined as
req =
3
√
Vign
pi
(3.22)
for ignition kernel volume Vign. The value of req may now be plotted over time as a single
variable, providing a concise summary of a particular simulation run, and allowing com-
parisons between runs. An example of a comparison is shown in figure 3.7. Here, four
simulations are depicted for various values of discharge current (i). This comparison shows
that, as expected, as the discharge current (and thereby energy input) is increased, the
growth of the ignition kernel becomes faster.
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Figure 3.7: Example comparison of simulation runs using req
Ignition was not successful in the two lowest current cases, as the ignition kernel expands
only up to a certain point and then collapses. This demonstrates the concept of minimum
ignition kernel radius discussed in section 3.1.
Inspection of figure 3.7 suggests a value of around 400 µm for this minimum radius, however
a more detailed investigation has found that it depends on the transient properties of the
discharge, where the minimum radius increases for a longer discharge [64]. It has been
theorised that, because the flame front propagates further away from the discharge for a
longer discharge duration, the efficiency of energy input into the flame is reduced [44]. This
would mean that greater chemical energy release is required by the end of the discharge to
offset this inefficiency, which in turn can only be attained with a larger ignition kernel radius.
An integral energy balance for the ignition kernel can also be calculated, thereby comparing
the variation of the terms of equation 3.14 over time. Calculation of the source terms, namely
43
3 The combustion process
chemical energy and the input (discharge) energy, involves a simple integration of their values
over the above defined ignition kernel volume. The loss terms, namely heat conduction and
convection from the ignition kernel are also calculated as volume integrals, utilising Gauss’
theorem. The component of heat conduction loss which is due to the electrode surface can
also be separately calculated. The energy balance is plotted for a successful and unsuccessful
ignition case in figure 3.8.
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Figure 3.8: Energy balance plot for the 125 (left) and 150 mA (right) simulations
Similarly to the prediction of the above-mentioned analytical theory, heat conduction is
the primary loss mechanism, competing with source and chemically released energy. The real
situation is somewhat more complex though, as advective heat transfer cannot be neglected
and heat conduction through the wall is not a constant fraction of overall conductive loss. It
is also notable that the generation terms must exceed the loss terms by a significant margin
for ignition to be successful.
Practically, the determination of ignition threshold in a certain parameter (e.g. discharge
current) requires performing simulations for a large number of values, thereby bracketing to
a given tolerance the point at which ignition is no longer successful.
3.4 Verification tests
Apart from the question of validation (i.e.: comparison of simulation outputs to experimental
results), some basic tests of the consistency and correctness of the model are also conducted.
These are termed verification tests, and include the simulation of a canonical problem in
reactive flow for which results are obtainable by other means, as well as analysing the effects
of grid sizes on results to estimate uncertainty in the model. An investigation of the effect of
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changing the computational domain extents is also performed. Where applicable, and unless
otherwise stated, the simulated discharge parameters of table 4.1 are used.
3.4.1 1-D flat flame
A commonly simulated case in combustion modelling is the 1-D flat flame. This considers a
freely propagating flame front of infinite planar form, simulated in a reference frame attached
to the flame itself. This results in 1-D steady state profiles for the various quantities of
equations 3.10 to 3.14. The 1-D flat flame simulation can be performed by various existing
software packages, including PREMIX [63] and Cantera [62]. The latter program is used
here to perform a simulation, with the reaction mechanism and unburnt gas composition
and temperature identical to those of section 3.3.2.
For comparison, an equivalent simulation is then performed using the OpenFOAM based
program developed in this work. A computational region and initial conditions are defined
to match those of Cantera. Spatial profiles for temperature and velocity, as well as H2O
and OH mass fraction are used to compare the results of the two programs, providing an
indication of the correctness of the OpenFOAM based implementation. The comparison is
shown in figure 3.9.
3.4.2 Mesh independence and accuracy
An essential requirement of CFD simulations is that the mesh is sufficiently fine to resolve the
problem. This requirement is fulfilled by demonstrating that changes to the mesh resolution
do not affect the results by more than a given tolerance, and that changes in the results
progressively decrease as the mesh is made finer. This is often demonstrated qualitatively,
but a more sophisticated, quantitative analysis can also be used to estimate the accuracy
and order of convergence of the numerical method.
For this application, the analysis is somewhat complicated by the use of adaptive mesh
refinement. The following approach is therefore taken: first, the convergence characteristics
are analysed using constant mesh sizing, then these results are compared to a solution with
an adaptive mesh.
For the static mesh convergence tests, the framework of [65] is adopted. This method uses
Richardson extrapolation to estimate discretisation error based on the value of a quantity
derived from the outputs of simulations with three different grid sizes, where the cells are
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Figure 3.9: 1-D flame simulation comparison test
uniform and rectangular. The order of convergence χ may be estimated as
χ =
log
(
φ3−φ2
φ2−φ1
)
log a
(3.23)
where each grid size differs by a factor of a and the derived quantity values for the correspond-
ing simulations (finest to coarsest) are φ1, φ2, and φ3. A corresponding “grid convergence
index” ψi for the values φi is calculated as
ψi = 1.25
∣∣∣∣φi+1 − φi1− aχ
∣∣∣∣ = 1.25∣∣∣∣aχφi − φi−11− aχ
∣∣∣∣ (3.24)
and can be interpreted as a conservative estimate of the standard error.
For the purposes of this study, the values φi are defined as the equivalent ignition kernel
radius (as per section 3.3.4) at a time of 140 µs after the start of the discharge. A grid
refinement factor (a) of 2 is chosen, with the simulation performed for grid sizes (h) of 12.5,
25, and 50 µm. The small region near the discharge has a constant grid size of 3.25 µm,
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as explained in section 3.3.1. Results of the error estimation calculation based on these
simulations are shown in table 3.2. As expected, given the chosen discretisation schemes,
the order of convergence (χ) is close to 1.
Table 3.2: Values for grid convergence calculations from equations 3.23 and 3.24
h / µm φ / µm χ ψ %
12.5 801
1.12
1.84
25 788 4.09
50 757 9.27
The accuracy of the adaptively refined mesh is more challenging to assess. The refinement
leads to a range of different cell sizes which, in practice, includes all of the three values in
table 3.2. The above methods are therefore no longer straightforward to use. The exact
distribution of cell sizes is determined by the refinement criterion which, as described in
section 3.3.1, enforces a maximum change in temperature across a cell width. To examine the
performance of the adaptive mesh, simulations were performed with temperature threshold
(∆T ) values of 75, 150, and 300K. The normalised relative error in req values over the
duration of the simulation are compared in figure 3.10, for both the static and adaptive mesh
simulations. On the basis of this qualitative comparison, it is argued that the “true” errors
of the simulations with ∆T=75 and 150K are comparable to the ψ values of table 3.2 for
h=25 and 50 µm respectively. A value of ∆T=150K is used for the proceeding simulations.
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Figure 3.10: Comparison of relative errors in the static (h) and adaptive (∆T ) mesh, nor-
malised to the h=12.5 µm results.
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3.4.3 Domain size
To establish that the size of the computational domain does not significantly affect the
results, a simulation was run using a larger domain, extending 10 mm from the origin in
each of the coordinate axis directions. This is compared to the standard simulation with
a domain size of 2 mm in figure 3.11. The results show that the differences between the
two cases are negligible. This is likely to be because the flame front does not reach the
boundary over the duration of the simulation. Additionally, acoustic waves, which may
cause unphysical reflections from the boundary back into the computational domain, do not
play a significant role in the scenario simulated.
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Figure 3.11: Comparison of simulations with varying domain sizes
3.5 Parameter studies and sensitivity analysis
By varying input parameters of the model, such as the source term and boundary conditions,
the influence of these factors on the result can be assessed. Although the large range of
possible parameter studies has not been completely explored within the scope of this work,
some examples have been chosen to demonstrate the possibilities of the model. These are
presented below.
3.5.1 Electrode boundary conditions
The extent to which energy is lost to the electrodes is an important question, particularly
given their complex geometry. Insight into this question can be gained by comparing sim-
ulations with adiabatic and isothermal boundary conditions set on the electrode surface to
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one with the 1-D heat conduction model. The equivalent ignition kernel radius over time is
compared for the three cases in figure 3.12, and the profiles of the flame front at t=200 µs
are compared in figure 3.13.
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Figure 3.12: Ignition kernel radius comparison for different boundary conditions
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Figure 3.13: T =723K contour on the symmetry plane at 200 µs for different boundary
conditions. The hatched region indicates the position of the electrode block.
The comparison demonstrates that heat conduction into the electrode surface slows the
expansion of the ignition kernel. It is also evident that the isothermal and heat equation
based boundary conditions produce nearly identical results. It can therefore be concluded
that the effect of temperature increases on the electrode surface is negligible, to the extent
that the approximation of 1-D heat conduction is valid.
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3.5.2 Soret effect
As described in section 3.1.2, the Soret effect (molecular diffusion due to temperature gra-
dients) is accounted for by the second term of equation 3.18. This is an effect which is often
omitted from numerical combustion studies.
A comparison of a simulation with and without this term is shown in figure 3.14. As
expected, Soret diffusion increases the flame front speed somewhat, as hydrogen molecules
and atoms diffuse towards hotter regions, while other species diffuse away from higher tem-
peratures. This results in a locally higher concentration of hydrogen near the flame front,
producing the observed effect. This result is broadly in agreement with the conclusions
of [56], and indicates that neglecting the Soret effect may lead to a higher ignition threshold.
It should be noted, however, that the chemistry model used in this work is specially tuned
for use in simulations including the Soret effect. It is possible that another appropriately
tuned chemical model may be able to compensate for the exclusion of this effect.
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Figure 3.14: Comparison of simulations with and without thermal diffusion
3.5.3 Source model errors
The use of an empirical source model (equation 2.7 and 2.9) raises the obvious question of
the effects that uncertainty in the fitted model parameters may have on the actual ignition
process. Using the values of table 2.1, a perturbation equivalent ±SE is applied to each of
the parameters in turn, SE being the corresponding standard error estimate. The effects of
the introduced error for the discharge parameters α, β and n are shown in figure 3.15.
The influence of the discharge parameter variations is most evident in the latter half of
the ignition event, after the discharge has ceased and the propagating flame is established.
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Figure 3.15: Influence on the ignition process of a ±1 standard error variation in source
model parameters (clockwise from top left) α, β and n.
As expected, the parameter with the greatest standard error of regression, namely β, causes
the greatest change in req when its errors are propagated through the simulation. Overall,
however, the ignition simulation has a significant “damping” effect on the discharge para-
meter standard errors, as the comparison of table 3.3 shows. The changes in req are broadly
of the same order of magnitude as the discretisation errors estimated in section 3.5.3.
3.6 Summary
A model for the ignition of flammable gas resulting from the electrical discharge has been
developed. The model incorporates the fundamental equations of chemically reactive flows.
The previously described empirical expressions for the time varying spatial distribution of
power in the discharge are incorporated as a source term into the equation for conservation
of energy. The model is simulated numerically, describing the transient ignition process in
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Table 3.3: Comparison of standard errors in the parameters of equation 2.7 and their corre-
sponding influence on the ignition simulation results
Parameter Standard Error (±%) req variation (∓%)
α 11 4.0
β 35 6.8
n 9 1.9
terms of 3-D fields for the various physical quantities (temperature, flow velocity, chemical
composition) over time.
To simplify interpretation of the simulation outputs, a postprocessing framework is for-
mulated, which tracks the development of a so called ignition kernel — a volume of hot,
combusted gas which expands as the ignition progresses. On this basis, a number of time
varying scalar quantities can be calculated to provide insight into the combustion process,
particularly the question of whether a self sustaining explosion can be established.
The defined postprocessing framework is used to estimate discretisation errors in the
model, as well as demonstrate the effects on the ignition process of varying boundary con-
ditions and the simulated physics. This lays the groundwork for the various applications of
the model described in chapter 4.
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The model and associated simulation and postprocessing techniques developed in chapter 3
can be used as a basis for investigating several aspects of the research problem described in
chapter 1. These range from the more practical question of using the model for explosion
safety assessments, to more fundamental matters such as experimental qualification of the
simulation outputs and the possibilities for extension of the model to incorporate more
of the underlying physics. This chapter presents selected results from the investigations
undertaken.
4.1 Electrical discharge physics
In chapter 2, an empirical approach was applied for developing a model of the electrical
discharge. This provided a definition of the source term in the combustion model, in the
absence of detailed knowledge of the plasma physics governing the discharge. The resulting
caveat being, of course, a very limited range of applicability defined by the data used for
fitting. As extension of the model is an ultimate goal, however, the question of whether any
physical meaning can be assigned to the discharge model is still of interest. This question
was addressed in a limited way in section 2.4.1, by attempting the prediction of discharge
waveforms and currents for scenarios outside of the original experimental dataset. The more
difficult question of the spatial power distribution could not be similarly addressed, as it
currently offers no comparable means for direct experimental measurement. This investiga-
tion therefore attempts to address this question in a different manner, by simulating some
aspects of the discharge physics, and examining if the results can be used to argue a physical
justification for the model of Chapter 2.
As noted in section 2.1, the concept of local thermodynamic equilibrium (LTE) is an
important simplification in understanding the physics of plasmas. As well as providing a
means for a relatively straightforward physical simulation of a discharge plasma (through
a tabulated σ(T ) function), LTE also forms the basis of a potential physical argument for
the correctness of the chosen models for power distribution in the discharge (equations 2.7
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and 2.9). An investigation of whether the LTE assumption is valid for the studied discharge
would therefore provide important insight into the limits of the current approach and the
possibilities for future developments.
Any of the various methods for general, non-LTE plasma simulation described in sec-
tion 2.1 could provide answers to this question. Their application would however face sig-
nificant challenges, such as the irregular geometry of the studied discharge and its existence
in a field of cadmium evaporated from the cathode. A simpler approach is therefore used
here. Beginning with the gas model of chapter 3, including the empirical discharge source
term, a temperature field for the discharge is simulated. Extensions to the model also enable
the prediction of cadmium evaporation from the cathode, providing a corresponding field for
cadmium mass fraction. Under the assumption of LTE, electrical conductivity as a function
of temperature and cadmium mass fraction are calculated. The electrical conductivity field is
then integrated spatially to estimate total electrical resistance over time. Resistance is then
similarly calculated directly from the empirical formula for spark voltage (equation 2.7). The
consistency or otherwise of these two calculations indicates whether the LTE assumption is
applicable to the studied discharge.
4.1.1 Fluid dynamics model extensions
The fluid dynamics model of chapter 3, comprising equations 3.10 to 3.14 is retained for this
investigation. The terms Ωi and qc from equations 3.11 and 3.14 respectively are removed,
as chemical reactions are disregarded. Cadmium vapour is introduced as a new component
with corresponding quantities YCd and jCd. The evaporation of cadmium from the electrode
surface into the surrounding gas is accounted for by modifying the 1-D heat equation solved
on the boundary (equation 3.16), which may be alternatively expressed as
ρcp
∂T
∂t
=
∂j
∂x
(4.1)
j = k
∂T
∂x
for x < 0 (4.2)
where all quantities are as previously defined. Recall that x here is the surface normal
coordinate and x < 0 represents the solid domain. As before, a Neumann boundary condition
is imposed at the surface. The heat flux at the surface jx=0, however, now comprises three
components, namely
jx=0 = jcond + jfall − jvap (4.3)
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The first is the heat conducted from the gas domain, which was the only component consid-
ered in section 3.3.2.
jcond = −k ∂T
∂x
∣∣∣∣
x=0+
(4.4)
The second represents the heating produced in the cathode fall region, which is assumed to
possess the same radially symmetric spatial distribution as the power within the discharge
– as described in equation 2.9
jfall =
vfalli
σs
√
2pi
exp
(
− r
2
2σ2s
)
(4.5)
where r is the surface tangential radial coordinate. The last component represents heat lost
due to evaporation
jvap = (Lv + cpTx=0−)jm (4.6)
where Lv is the specific heat of vaporisation. jm is the surface normal mass flux due to
evaporation. This is calculated with
jm = −ρDCddYCddx + αe
pv√
2piRCdTx=0−
(4.7)
where the first term represents diffusion flux and the second bulk evaporation according to
the Langmuir relation [66]. Here, DCd, YCd and pCd represent the diffusion coefficient, mass
fraction and partial pressure of cadmium at the surface. RCd is the specific gas constant
for cadmium. An accommodation coefficient αe is calculated according to the procedure of
[66]. The equilibrium vapour pressure pv is estimated as a function of temperature from the
August equation coefficients given in [67]
To account for the evaporation process, Dirichlet boundary conditions on the surface are
also imposed for velocity in the surface normal direction (|u| = jm/ρ) and cadmium mass
fraction (YCd = pvMCd/(pM)), where MCd and M are the molar mass of cadmium and and
the mixture average molar mass respectively.
4.1.2 Plasma
For the calculation of electrical conductivity, a pure cadmium plasma at a pressure equal to
the partial pressure of cadmium in the gas mixture is assumed. This assumption is based
on previous results showing the discharge radiation to comprise solely of cadmium lines, as
mentioned in chapter 2. Determination of the transport properties of this cadmium plasma
is performed using the procedure presented in [68]1. First, the plasma composition is calcu-
lated. Under the assumption of local thermodynamic equilibrium (LTE), the temperature
1The calculations were carried out by Dr. Sergey Gortschakow, Leibniz Institute for Plasma Research (INP
Greifswald).
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dependent densities of plasma species, namely, electrons, atoms and ions, can be predicted
using the method of the minimisation of generalised Gibbs free energy [68], equivalent to
solving Saha’s equation (as mentioned in section 2.1). The following components are taken
into account: electrons e, atoms Cd, ions Cd+, Cd2+, Cd3+, Cd4+ and Cd5+. The densi-
ties are calculated for various vapour pressures. When the densities are known, electrical
conductivity for the corresponding pressures and temperatures is calculated.
As electrical conductivity is a transport parameter of the plasma, the Chapman-Enskog
theory (see section 3.1.2) is once again applied for its calculation. In the specific case of a
monatomic gas, a simplified approach applies [69]. As previously, constants are required to
characterise the collisions between various species in the plasma. Whereas Cd-Cd colisions
are characterised by the Lennard-Jones potential as before, collisions between other species
require different methods. e-Cd interactions are incorporated using scattering cross sections,
tabulated in [70], [71]. Ion-atom collisions are characterised by the classical Langevin theory
of ion capture, with the polarisability of cadmium taken from [72]. Collisions between
charged species are described considering long range interactions (ie: Coulomb forces), as
per [73]. Figure 4.1 shows the resulting temperature dependence of electrical conductivity
for different vapour pressures.
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Figure 4.1: Electrical conductivity of Cd plasma at different vapour pressures [39]
4.1.3 Simulations
Simulations are conducted for the discharge parameter values given in table 4.1, these being
representative of the data used in chapter 2 and of the application in general. Here, the
simulated discharges are specified in terms of current (i) and duration (tend), from which
velocity uarc is calculated using equation 2.7. For each simulation, the time varying fields
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of mass fraction for cadmium are used to calculate the corresponding partial pressure. The
partial pressure and temperature fields are then used to calculate an electrical conductiv-
ity field using the data of section 4.1.2. Example fields for temperature, cadmium partial
pressure and electrical conductivity are shown in figure 4.2.
Table 4.1: Overview of simulated cases. Parameter values are as described in figure 2.2 and
equation 2.7
Case Current / mA Duration / µs uarc / m s−1
1 70 200 0.96
2 100 200 1.14
3 70 1000 0.19
4 100 1000 0.23
A notable characteristic of figure 4.2 is the elongated distribution of temperature and
cadmium partial pressure. Note that the discharge length at this point is around 170 µm,
however the high temperature region extends well beyond this length. This is due to a jet of
evaporated material produced by the cathode fall region heating, which can be seen in the
velocity distribution of figure 4.3.
The electrical conductivity field is then sampled to produce an averaged distribution in
2-D cylindrical coordinates. An example of the axial and average radial profile of electrical
conductivity is shown in figure 4.4.
The sampled axisymmetric distribution of electrical conductivity can be numerically inte-
grated to estimate overall resistance R.
R =
L1∫
L0
dl∫ R1
0
2pirσedr
(4.8)
The radial limit of integration R1 can simply be made large enough to include the conductive
region (200 µm is selected here). The axial limits L1 and L0 require consideration. As the
axial profile of figure 4.4 shows, conductivity is negligible near the ends of the discharge,
particularly on the cathode (left) side. Since electrode layer effects are not modelled, includ-
ing the areas near the electrodes in the integration would not be meaningful. The analysis
is thus conducted by integrating only over the region where conductance is no less than 20%
of its maximum value. Under these conditions, the evaluation of equation 4.8 will provide a
lower bound on possible resistance.
The resistance at each time step of the simulated cases was calculated first using equa-
tion 4.8 and then the empirical relationship of equation 2.7, as R = v(i, l)/i. A comparison
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Figure 4.2: Example iso-surface plots for subset of field data for (from top) temperature,
cadmium partial pressure and electrical conductivity. Data is from case 2 at t=
150 µs [39]. For pressure, note that 1 atm=101 300Pa. Distances are in m.
of the results from both calculation methods can be seen in figure 4.5, for the simulated dis-
charges of 200 and 1000 µs. Here, the expected values are those predicted by equation 2.7 as
described above. The comparison provides an indication of consistency of the model under
the LTE assumption. The results show an inconsistency of at least an order of magnitude,
which is particularly stark at the beginning of the discharge period.
4.1.4 Discussion
The results show that an LTE temperature–electrical conductivity relationship cannot ade-
quately describe the discharge in question. Even under the favourable conditions assumed
here, (i.e.: no radiation losses, near electrode regions assumed perfectly conducting), the
discrepancy between electrical resistance predicted by this relationship, and that predicted
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Figure 4.3: Velocity plot from case 2 at t=150 µs [39]. Distances are in m.
by an empirical correlation is not less than one order of magnitude. In addition to the dif-
ference in magnitude of the electrical resistance, the way in which this resistance varies over
the duration of the discharge is also noteworthy. Under the LTE assumption, the resistance
would be expected to decrease over time. This is because the average temperature increases
over time, and the electrical resistance decreases near-exponentially with temperature (and
increases only linearly with length). The data and empirical correlations of chapter 2, how-
ever, show that voltage is linearly proportional to length. This implies a constant electrical
resistance per unit length over the duration of the discharge.
From these observations, it can be reasonably concluded that the properties of the plasma
are not (or at best, very weakly) dependent on the temperature of the gas. This is a defining
characteristic of a non-equilibrium (or non-thermal) plasma. Although further investigation
is required to determine the exact nature of the plasma, it could possibly be described as a
type of glow discharge. The majority of the current would be carried by electrons having a
significantly higher temperature than the heavier gas particles. Although some heating of
the gas would occur due to collisions, this would not be sufficient for the temperatures to
become equal.
An obvious question arising from this hypothesis is how the empirical model of chapter 2 is
able to describe the electrical characteristics of the discharge with reasonable accuracy. This
is surprising, given that the hyperbolic relationship between voltage and current is based
on LTE, specifically, the idea that higher currents produce a broader and hotter (therefore
more conductive) discharge column. It is possible that the apparent applicability of the
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Figure 4.4: Example of axial (at r=0) and average radial (at l=168 µm) profile of electrical
conductivity, for simulated case 2 at t= 150 µs [39].
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Figure 4.5: Discharge resistance variation over time, for cases 1,2 (left) and 3,4 (right) [39]
model is coincidental. One theory of stable glow discharges suggests that a constant current
density at the cathode is maintained, with increases in current only increasing the size of the
electron emitting area (or cathode spot) [11]. It is conceivable that this would, in turn, also
increase the width of the discharge column, leading to a qualitatively similar voltage/current
relationship as in the case of a stable arc.
Overall, it is clear from these results that the developed model for the electrical discharge
should indeed be regarded as purely empirical. This does not invalidate its use, but rather
suggests that each new application of the model requires careful validation against existing
results. Furthermore, if a more physical approach is desired in the future, non-equilibrium
thermodynamics must be accounted for.
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4.2 Combustion diagnostics
The use of optical diagnostic techniques provides a means for spatially and temporally re-
solved comparisons between simulation outputs and real ignitions. Experimental compar-
isons are an essential part of this work, not only due to the empirical nature of the electrical
discharge model, as noted previously, but also due to the limited extent to which the com-
bustion model captures the underlying physics. An instructive example in this respect is
given in the literature, where a highly idealised, almost one-dimensional experiment is used
to measure minimum ignition energies of a hydrogen-oxygen gas mixture, yielding values
differing by around 20% from those predicted by simulation [40]. It is therefore inevitable,
especially considering the multitude of non-idealities in the studied situation, that some ex-
perimental calibration of the model will be required, as foreseen in chapter 2, and provided
for by the term η of equation 2.9.
The experiments presented in this section use the Mach-Zehnder interferometry to produce
high speed series of 2-D interferograms2. These are post-processed to provide quantitative
data for comparison with the simulation outputs. As with the experiments of chapter 2, the
time series of interferograms are synchronised to recordings of discharge voltage and current.
This allows the temporal relationship between the discharge and combustion process to be
established, with a view to tuning of the model. Additionally, the simulation’s prediction of
the spatial characteristics of the combustion process are evaluated.
4.2.1 Experimental method
The various elements of the experimental setup are described in figure 4.6. The contact
apparatus, power supply and oscilloscope are used in a similar manner to chapter 2, retaining
the constant current circuit of figure 2.5. The interferometer comprises the shown laser,
camera, and optical elements. For these experiments, the contact apparatus is oriented
vertically (as pictured in figure 2.6), as necessitated by the dimensions of the explosion
vessel. The reference coordinate system introduced in figure 3.2 is altered accordingly, as
per figure 4.7. The explosion vessel, shown in figure 4.8, has a volume of 2.48 L and internal
dimensions of 0.114m× 0.114m× 0.191m. For each experiment, the vessel is evacuated to
below 10Pa and filled with hydrogen, oxygen and nitrogen in succession. By measuring the
partial pressures with ±10Pa accuracy after each gas is filled, the required 21% hydrogen in
air mixture (as specified in section 1.3) is prepared. In this procedure, a 1:3.76 mixture is
2These experiments were performed in collaboration with Dr. Lorenz R. Boeck, at the Explosion Dynamics
Laboratory, Caltech.
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Figure 4.6: Schematic depiction of the experimental setup [35]
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Figure 4.7: Modified model coordinate system to accommodate vertical orientation of contact
apparatus [35]
assumed to simulate the air component, and excludes the influence of atmospheric air quality.
The gases are mixed by a circulation pump and left to settle in order to ensure a quiescent,
uniform mixture. Initial conditions were 101.3 kPa and 298K. The vessel was equipped with
lateral viewing windows providing optical access for the interferometric measurements.
A Mach-Zehnder type interferometer is applied to produce the optical measurements. A
532 nm laser beam is expanded to form a planar wave front and split by a prismatic beam
splitter into the measurement beam and the reference beam. The measurement beam is
passed through the combustion vessel, whereas the reference beam is directed around the
vessel. Both beams are recombined in a second prismatic beam splitter. The interference
pattern is recorded by a high-speed camera. The interferometer is operated in finite-fringe
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Figure 4.8: The explosion chamber used for the interferometry experiments
mode. In finite fringe interferometry, interference fringes of constant spatial frequency are
present under quiescent conditions due to a “background”, difference in the path length
between the object and reference beams which varies linearly with height. In practice, this
is introduced by vertically tilting the mirror at the first 90◦ bend in the reference beam.
Two cameras are used: An ultra high-speed Kirana camera from Specialized Imaging,
providing a 200 000 fps framing rate, a 10.5mm×9mm field-of-view with a 28 lp/mm optical
resolution; and a Phantom v711 high-speed camera operated at 25 000 fps with a field-of-
view of 3.9mm × 3.9mm and a 48 lp/mm optical resolution. The optical resolution values
were measured using a resolution test target, and thus characterise the optical system as a
whole. Examples of finite-fringe interferograms of a flame ignited by a discharge are shown
in figure 4.9, for each of the two cameras described above. The cadmium block is located
at x > 0mm, y > 0mm. The wire electrode, having detached from the block, is also visible
– partially out of frame in the case of the second image. The flame front is identifiable as
the point where the interference fringes begin to curve upwards. The cost of the Kirana
camera’s higher frame rate is also apparent from its vastly poorer contrast and sharpness.
A far more serious defect, however, is the edge-like discontinuity observable near the flame
front3. Although this makes the flame front qualitatively easier to identity, it also severely
impairs the quantitative analysis methods described in section 4.2.2.
3The camera manufacturer stated that this is a known problem with the device, and supplied a software
utility for correcting the images, which had only a marginal effect.
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Figure 4.9: Example of interferograms recorded by the Kirana (left) and Phantom v711
(right) cameras
4.2.2 Interferometry theory
A finite fringe interferogram may be expressed by the 2-D intensity function I0 (after [74])
I0(x, y) = a(x, y) + b(x, y) cos (2pifyy) (4.9)
fy =
n0 tan θt
λ
(4.10)
where a and b are noise and beam amplitude (position dependent due to optical imperfec-
tions), fy the spatial frequency, θt the tilt angle of the mirror, λ the laser wavelength, and
n0 the refractive index of the gas at initial conditions.
When an ignition occurs, the optical path length of the object beam also changes in
a spatially dependent manner, as variations in gas density ρ inside the combustion vessel
result in variations in refractive index n. These variations are described by the Lorenz-
Lorentz equation [75],
RL =
n2 − 1
n2 + 2
W
ρ
, (4.11)
where RL and W are the molar refractivity and the molar mass of the mixture, respectively.
The refractivity of a gas mixture RL is given by the refractivities of the mixture components
RL,i and their mole fractions Xi, RL =
∑N
i=1RL,iXi. Refractivities RL,i are wavelength
dependent, and are tabulated by [76]. For gases, where n ≈ 1, a good approximation is
provided by the Gladstone-Dale law,
W (n− 1)/ρ = RGD = 3
2
RL (4.12)
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where RGD is the Gladstone and Dale molar refractivity. Equation 4.12 may be obtained
from equation 4.11 by taking a first order Taylor series approximation about n = 1 of the
latter.
The rays of the object beam, with wavelength λ propagate through the vessel volume
along the z-axis and accumulate an optical path length difference ∆φ due to variations in
density and therefore refractive index n(x, y, z) compared to n0. In the refraction-less limit,
that is, light propagates along straight lines, the vessel volume is treated as a phase object
and the optical phase difference ∆ϕ = 2pi∆φ/λ, becomes [75]
∆ϕ(x, y) =
2pi
λ
∫ ξ2
ξ1
[n(x, y, z)− n0]dz (4.13)
which results in an interferogram described by
I(x, y) = a(x, y) + b(x, y) cos [2pifyy +∆ϕ(x, y)] (4.14)
Analysis therefore requires recovery of the optical phase difference ∆ϕ from the interfer-
ograms by a “demodulation” operation. This operation is performed by convolution of the
interferogram with a 2-D windowed Fourier transform kernel [77], [78].
∆ϕ mod 2pi = Arg[I(x, y) ∗ g(x, y) exp (−j2pi(fx + fy))] (4.15)
Here, fy is the imposed vertical spatial frequency as above and ideally fx = 0, though in
practice the contributions over a range of frequencies are summed to account for uncertainty
in fx and fy. The function g(x, y) is a 2-D Gaussian windowing function whose scale para-
meter sets the spatial resolution of the demodulation. A continuous ∆ϕ image is recovered
from its modulo-2pi value through a heuristic phase unwrapping operation [79]. By repeat-
ing the whole process for I0, obtained in practice by recording a “reference” interferogram,
before each experiment, a ∆ϕ0 image is also produced. This can be subtracted from ∆ϕ
to compensate for the effects of unknown functions a(x, y) and b(x, y). An example raw
interferogram and its corresponding optical phase difference image is shown in figure 4.10.
The above described operations were evaluated on all of the recorded interferometry data4
to obtain a time series of optical phase difference fields for each recorded ignition event.
4.2.3 Comparison method
Since the gas density fields in the present study are neither planar nor radially or axially
symmetric, the inversion of equation 4.13 is not possible and 3-D density or temperature
4The demodulation and phase unwrapping were performed with a MATLAB program based on the work
of Lorenz R. Boeck and Stephanie A. Coronel at the Explosion Dynamics Laboratory, Caltech., which in
turn is based on [78].
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Figure 4.10: Raw interferogram (left); Optical phase difference ∆ϕ (right)
fields cannot be directly determined by interferometry.
Given this restriction, a quantitative comparison with numerical simulations is enabled
by computing the expected 3-D refractive index field from the simulated density field by
evaluating equation 4.12. This could then be numerically integrated as per equation 4.13,
producing a simulated 2-D field for ∆ϕ. Repeating this procedure for each time step of
the simulation produces a series of such fields suitable for comparison with the analysed
experimental data.
A common assumption is that the effect of density on the refractive index of a gas is large
compared to the effect of changing mixture composition across a flame [76], [80]. Thus,
the mixture refractivity RL can be determined for the unburned mixture and applied to
both unburned and burned gas regions. This approximation is tested using 1-D flat flame
computation similar to that of section 3.4. Figure 4.11 shows the profiles of temperature and
density across the flame front and the corresponding optical phase difference (∆ϕ). Here,
∆ϕ is calculated according to equation 4.13 (but integrating along the x axis), for a ray of
light at wavelength 532 nm propagating from the unburned toward the burned gas.
The local refractive index is evaluated according to equation 4.11, with RL being deter-
mined for the unburned mixture composition (dashed line) and, for comparison, taking into
account the local gas composition (solid line). The latter approach considers major species
H2, O2, N2, H2O, and additionally minor species H, OH, O. Concentrations of HO2 and
H2O2 were negligible and treated as N2. Across the flame, the decrease in density causes
a drop in refractive index from 1.00024 at x = −1mm to 1.000042 at x = 2mm, whereas
the changes in composition affect this drop by only 1.9%. The resulting under-prediction
66
4.2 Combustion diagnostics
-1 0 1 2
x / mm
500
1000
1500
2000
T 
/ K
0.2
0.4
0.6
0.8
1
T
/ k
g 
m
-3
-1 0 1 2
-5
-4
-3
-2
-1
0
Mixture-dependent RL
Reactant RL
x / mm
Δφ
 / 
- 
Figure 4.11: 1-D premixed laminar flame computation temperature T and density ρ (left)
with optical phase difference ∆ϕ (right) [35]
of optical phase difference ∆ϕ in the burned gas is 10% at x = 0mm, but only 3% at
x = 0.5mm and 2.6% at x = 1mm distance. This error introduced by the assumption of
constant mixture refractivity is considered minor, and thus RL = 3.9109 cm3/mol is used for
evaluating the simulated optical phase difference fields as described above.
The simulated and measured time series of optical phase difference provide several pos-
sibilities for comparison. Iso-contours of ∆ϕ can be identified from the fields, as shown in
figure 4.12. In this typical example, the asymmetry of the real ignition kernel compared
to the simulation is evident. The significant difference in the spacing between the contours
indicates that the asymmetry is also very likely present in the z (depth) dimension.
In addition to the spatial comparison of phase iso-contours at a given time instant, the
temporal development of the ignition is also compared. In this context, the iso-contour can
be considered a proxy for the flame front. The comparison is performed by fitting a circle to
the selected contour for each interferogram, then plotting the change in its radius over time.
In this way the position of the centre of the ignition kernel, which is not consistent in the
experimental data, (unlike the simulation) does not unduly influence the comparison.
4.2.4 Comparison results
Data were collected for around 60 ignition events. Approximately half of the data were
recorded using the high speed Kirana camera and the other half with the lower speed Phan-
tom v711. A significant proportion of the former had to be discarded on account of the
image quality issues noted in section 4.9. Additionally, generating series of discharges and
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Figure 4.12: Example of an experimentally measured interferogram with iso-contours of
phase (left), together with its simulated equivalent (right), both taken at a
time 260 µs after the start of the discharge. The hatched area represents the
electrode block
ignitions that were sufficiently alike to be comparable to one another was complicated by the
inherent mechanical variability of the contact apparatus (figure 2.6), which was also evident
in the results of chapter 2. Ultimately, a total of 13 experiments were selected, grouped into
four different series. The parameters for each experiment are summarised in table 4.2.
The experiment series is denoted by a number, within which various repetitions were per-
formed, each denoted by a letter. Each of first three experimental series measured ignitions
for a given combination of discharge parameters vend, i and tend, and experiment 4 was an
attempt to reproduce the ignition threshold behaviour observed in the simulation (see sec-
tion 3.3.4) In practice, the parameter values within each of the first three series could only
be made similar, rather than equal due to the inherent variability of the contact apparatus
and instability of current limiting in the power source. The contact apparatus variability is
demonstrated by plotting the distance between the wire and block electrode over time for
experiment series 1-3 (figure 4.13). Although it was intended that the wire speed should
remain constant, control of this parameter was very difficult due to the bending and elastic
recoil of the wire.
Detailed results of each experimental series are presented in the subsections below, in-
cluding electrical discharge waveforms together with comparisons between simulated and
measured interferograms, as described in section 4.2.3. Simulations with discharge parame-
ters appropriate to a given experimental series are run with varying values for the parameter
η (efficiency) of equation 2.9. On the basis of the temporal data tracking the fitted radius of
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Table 4.2: Overview of experiments, with discharge parameters as defined in figure 2.2 and
equation 2.8. E is the discharge energy, defined as
∫ tend
0
(v(t)− vfall)i dt
Dataset vend / V i / mA tend / µs E / µJ Flame
Front
speed
(m/s)
Initial
wire
speed
(m/s)
Exp. 1a 30.0 195 61.9 108 6.85 5.01
Exp. 1b 30.1 193 58.8 116 5.74 6.72
Exp. 1c 29.9 196 59.8 115 6.57 3.01
Exp. 1d 30.0 203 67.6 111 6.51 4.58
Exp. 2a 30.3 148 28.6 36 6.84 13.13
Exp. 2b 30.6 150 23.2 30 6.65 10.34
Exp. 2c 30.4 173 26.2 38 5.15 18.48
Exp. 2d 30.5 172 22.6 36 7.61 16.38
Exp. 3a 30.3 393 74.1 290 6.85 4.30
Exp. 3b 30.2 395 70.4 262 7.87 3.94
Exp. 3c 30.2 394 72.1 295 6.51 6.13
Exp. 4a 24.3 300 52.0 97 6.48 6.72
Exp. 4b 23.7 300 44.0 84 - 5.25
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Figure 4.13: Comparison of electrode movement in the experimental datasets [35]
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the ∆ϕ = −1 phase contour, an appropriate value for this parameter in further applications
of the model is selected. The temporal phase contour data were also used to derive the flame
front speeds listed in table 4.2, excluding the first 150 µs of data for each.
Experiment 1
The voltage and current waveforms of the discharges in the first experimental series are
plotted in figure 4.14, together with those used as input to the simulation (via the terms v
and i in equation 2.9). Large oscillations in the electrical waveforms are evident5, in addition
to the variation in discharge durations also noted in table 4.1.
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Figure 4.14: Electrical data for Exp. 1 and corresponding simulation inputs (based on [35])
The fitted radius of the ∆ϕ = −1 contour is tracked over time in figure 4.15. This data
is compared to simulation output for various values of the parameter η (equation 2.9). The
comparison shows the ignition kernel development to be roughly comparable in all cases,
with the exception of Exp. 1b, which appears to progress much more slowly than the others.
Interestingly, this repetition also recorded the highest discharge energy. This is an indica-
tion that the influence of experimental scatter is very likely strong enough to overshadow
variations in the discharge parameters. The scatter also complicates drawing a definitive
conclusion regarding the efficiency parameter η in the simulation. Here, η values ranging
0.4–0.8 produce a variation in the simulated ignition process of comparable magnitude to
the experimental scatter.
The spatial characteristics of the recorded and simulated (η = 0.6) optical phase fields are
compared in figures 4.16 and 4.17, at a time of approximately 260 µs. Note that the times of
5These are due to arc instabilities, caused by various physical effects such as rapid changes in the position
and structure of the arc root near the electrode surface. A detailed investigation of these effects is beyond
the scope of the project.
70
4.2 Combustion diagnostics
0 100 200 300 400 500
Time / s
0.0
0.5
1.0
1.5
2.0
R
a
d
iu
s 
o
f 
=
-1
 /
 m
m
Exp. 1a
Exp. 1b
Exp. 1c
Exp. 1d
Sim. 1 =0.4
Sim. 1 =0.6
Sim. 1 =0.8
Figure 4.15: Fitted radius of ∆ϕ = −1 contour over time for Exp. 1 (based on [35])
data do not exactly coincide due to the camera’s non-deterministic, but measurable, trigger
delay of up to one sampling period (40 µs). Here, the spatial asymmetry of the real flame
is clear, and is very likely attributable to the wake flow field caused by the moving wire.
This conclusion is supported, firstly, by the fact that the asymmetry is strongest in the y
direction, and secondly, the wire speeds and flame speeds (see table 4.1) being similar in
magnitude.
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Figure 4.16: Exp. 1 comparison of iso-contours for ∆ϕ = −1 (left) and ∆ϕ = −3 (right).
Based on [35]
Experiment 2
The second series of experiments consisted of shorter, significantly less energetic discharges,
whose voltage and current waveforms are plotted in figure 4.18. The scatter in the electrical
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Figure 4.17: Exp. 1 comparison for ∆ϕ profiles along x (left) and y (right) axes (based
on [35]). Legend as per figure 4.16
data is somewhat greater than in the first series. This corresponds to a generally observed
trend in the experiments of lower energy discharges being more difficult to generate repro-
ducibly.
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Figure 4.18: Electrical data for Exp. 2 and corresponding simulation inputs (based on [35])
The phase contour tracking comparison is shown in figure 4.19. A significantly greater
degree of experimental scatter is also evident here. The comparison to the simulations also
shows some differences. Here, a value of η = 0.8 is the minimum required to even produce
a successful ignition. In the case of Exp. 2a, it would appear that the ignition progress
faster than even a simulation with 100% efficiency (η = 1.0) would predict. It is possible
that the wake flow of the wire is again responsible. Nonetheless, other possibilities cannot
be discounted, such as a subtle difference in the position of the discharge relative to the
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block electrode, which may change the characteristics of conductive heat loss. An important
observation in this respect is that the flame front velocity of Exp 2a. is not substantially
different to Exp. 2b and 2c after 50 µs, supporting the hypothesis that the difference is
something occurring within the initial discharge period.
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Figure 4.19: Fitted radius of ∆ϕ = −1 contour over time for Exp. 2 (based on [35])
The spatial comparison is shown in figure 4.20 and 4.21, against the simulation for η =
0.8. In this experiment, the disturbance to the flame shape caused by the wire is not as
pronounced. Although the ignition kernel is displaced somewhat in the vertical direction,
the contour is relatively symmetric. This would suggest that the cause of the extreme
experimental scatter lies elsewhere.
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Figure 4.20: Exp. 2 comparison of iso-contours for ∆ϕ = −1 (left) and ∆ϕ = −3 (right).
Based on [35]
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Figure 4.21: Exp. 2 comparison for ∆ϕ profiles along x (left) and y (right) axes (based
on [35]). Legend as per figure 4.20
Experiment 3
A series of more energetic discharges, with more than double the energy of those presented
thus far, was also examined, with the corresponding waveforms plotted in figure 4.22.
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Figure 4.22: Electrical data for Exp. 3 and corresponding simulation (based on [35])
The flame front tracking results from these experiments (figure 4.22), unlike those pre-
sented previously, show that the influence of the efficiency parameter η is minimal. This
may be because the discharge energies are significantly above the ignition limit. The simula-
tion also appears to predict a significantly faster flame front velocity than the experimental
results. Assuming that the increase in velocity is due to the influence of the source energy,
it is possible that the location of the discharge may again be a factor, as was hypothesized
for experiment 2. Another possibility is that the accuracy of the empirical source model is
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diminished, on account of the discharge current (400 mA), which is significantly higher than
those used to formulate the model, as presented in Chapter 2.
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Figure 4.23: Fitted radius of ∆ϕ = −1 contour over time for Exp. 3 (based on [35])
The spatial analysis of figures 4.24 and 4.25 shows the strongest asymmetry of the cases
presented thus far. It is therefore possible, though not certain, that the greater discharge
energy causes the ignition to deviate further from the “ideal”, symmetric case. It is also
possible that the asymmetry plays a role in the observed differences in the flame front speed
between the simulation and experimental data.
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Figure 4.24: Exp. 3 comparison of iso-contours for ∆ϕ = −1 (left) and ∆ϕ = −3 (right).
Based on [35]
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Figure 4.25: Exp. 3 comparison for ∆ϕ profiles along x (left) and y (right) axes (based
on [35]). Legend as per figure 4.24
Experiment 4
The final experiments were intended to provide insight into the behaviour near the ignition
limit, as investigated in the simulation in section 3.3.4. This was accomplished by, for a given
discharge current, reducing the maximum voltage until an ignition no longer occurred. The
successful and unsuccessful ignitions were then recorded as Exp. 4a and 4b respectively. The
corresponding electrical waveforms, together with those intended to simulate an equivalent
unsuccessful ignition are plotted in figure 4.26. The two discharges are very similar, with
the total energy of the unsuccessfully ignited case being marginally lower.
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Figure 4.26: Electrical data for Exp. 4 and corresponding simulation
The “near ignition” phenomenon, ie: an ignition kernel which expands up to a particular
size before being extinguished, was extremely difficult to observe experimentally. This was
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very likely due to the considerable scatter observed thus far. The phase contour tracking
plot (figure 4.27) also does not follow the established pattern. Here the unsuccessful ignition
kernel reaches its maximum size at a very early point in time (ca. 20 µs). This size is
substantially larger than that of the successfully ignited case at the same point in time.
It is difficult to speculate on the causes for this, especially since only one occurrence was
observed.
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Figure 4.27: Fitted radius of ∆ϕ = −1 contour over time for Exp. 3
For this reason, the detailed, time-accurate comparison of phase contours and profiles of
the previous subsections is dispensed with. Instead, a comparison of the unsuccessful ignition
case is presented at the point where the ignition kernel size is greatest. This point occurs in
the simulation (η = 0.6) at approximately 120 µs. Optical phase profiles for this comparison
are shown in figure 4.28. The quantitative discrepancy here is greater than the previously
shown comparison.
4.2.5 Summary
This section presented a quantitative comparison between interferometry measurements of
ignitions and synthetic optical phase fields evaluated from simulation outputs. This was done
with a view to tuning the simulation model with an empirical efficiency factor. Reasonable
quantitative correspondence between the simulation and measurements was observed for an
appropriate efficiency factor. A consistent value for this factor was, however, difficult to
ascertain, with values between η = 0.6 and 0.8 providing the best agreement between the
simulation and measurement.The main complicating factor in obtaining a more accurate
estimate of η was the strong statistical scatter observed in the experimental results. The
cause for this scatter is very likely to be the inherent nature of the experimental apparatus.
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Figure 4.28: Exp. 4b/simulation comparison (at maximum ignition kernel size) for ∆ϕ pro-
files along x (left) and y (right) axes
In the spirit of assuming the “worst case” (a common strategy in risk management appli-
cations), the value η = 0.8 is therefore used in the remainder of this work, unless otherwise
stated.
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4.3 Applications in intrinsic safety
The final section of this chapter presents perspectives on applying the developed simulation
model to the case motivating the work, namely, explosion protection by intrinsic safety. On
the basis of the post-processing techniques developed in chapter 3, a comparison between
simulation outputs and standardised explosion limit data [1] is made. Potential simplifica-
tions to the model and their effects on performance and accuracy are also investigated.
4.3.1 Standard ignition limits
As noted in section 1.1, standardised ignition limit values (as graphs and tables) are available
for the explosion safety assessment of specific types of simple electrical circuit. One such
circuit is the voltage source with series output resistance, already encountered in chapter 2
(figure 2.11). The ignition limit graph for this circuit is shown in figure 4.29. For a given
source voltage of the circuit, the graph indicates the minimum ignition current, ie: the limit
allowable under the intrinsic safety regime.
The first issue in relating these values to simulation results is their statistical nature,
with the limit values corresponding to a supposed (see section 1.1.1) probability of ignition.
Setting aside the caveats of this definition, a fundamental issue remains in that simulation
results are deterministic. Although statistical variations can theoretically be modelled, an
additional difficulty here is that the source of the uncertainties in ignition limits (in general)
is not known. The situation in the studied scenario is particularly dire, where any number
of factors such as the condition and movement of the electrodes as well as variations in the
transient power and geometry of the discharge could be responsible. Given this problem, a
detailed reconciliation of the simulation results with the limit graph and ignition probability
is not possible within the scope of this work. A simpler approach is therefore taken, simu-
lating parameter values at, above and below the prescribed ignition limits, then analysing
simulation outputs in a similar vein to section 3.3.4. A subset of the limit data is chosen
for the comparison, covering voltages from 17 to 30 volts, this being the region where most
experimental data is believed to exist6.
The next issue pertains to the simulation of the discharges arising from resistive circuits.
Although a simulation of this kind of discharge was briefly presented in section 2.4, the
majority of the results presented thus far are from the constant current type of discharge,
6The origins of the limit curve graph are uncertain. Originally, it was composed from a number of exper-
imental data sets from various countries. There is however no documentary record of the original data.
Some values lying at the ends of the curve may have been extrapolated.
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Figure 4.29: Extract from the standard ignition limit curve for resistive circuits, adapted
from [1]. Electrical circuits with a parameter combination lying underneath
the curve are considered safe. The curve labelled “IIC” corresponds to the
flammable gas mixture used in this work.
for reasons explained in section 2.2. As the non-constant current invalidates the alternative
formulation of equation 2.8, an explicit value for the wire velocity uarc is required. Since the
curve of figure 4.29 is derived from the test apparatus of figure 1.2, it is desirable that a
“typical” value for uarc also be derived from this apparatus.
A series of experiments were performed for this purpose, utilising the Spark Test Apparatus
(figure 1.2) together with an oscilloscope for measurement of transient voltage and current7.
Direct optical measurement of discharge length variations, as in chapter 2 were precluded
by the structure of the apparatus. Instead, the measured current and voltage waveforms
7The measurements were performed by Jürgen Bewersdorff, staff engineer, Physikalisch-Technische Bun-
desanstalt.
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are used together with the parameters of table 2.1 and equation 2.7 to estimate discharge
length over time. The length at the end of the discharge was subsequently used to calculate
an average wire speed.
The voltages and short circuit currents of the measured circuits are given in table 4.3.
These values are derived from the ignition limits of figure 4.29 by increasing the current by
20% for each specified voltage. This ensures that ignitions are produced within a reasonable
time frame. For each of the Voltage/Current values, five experiments were performed. Each
Table 4.3: Voltage, short circuit current and resistance values for Spark Test Apparatus
measurements of resistive circuits
Source Voltage / V Short Circuit Current / mA Resistance / Ω
17 960 17.1
20 557 35.9
25 284 88.0
27 235 115
30 182 165
experiment comprised filling the STA explosion chamber with the specified gas mixture (see
section 1.3), and running the machine until an explosion resulted. The voltage and current
for the discharge causing the explosion were recorded with an oscilloscope, using a pressure
transducer to trigger recording when an explosion was detected. The recorded voltage and
current were used to estimate discharge length using equation 2.7, noting that
l(t) =
v(t)− vfall
α
(
1 + β
in
) (4.16)
where all parameters are as defined in section 2.2 and table 2.1. An example measurement
is plotted in figure 4.30.
Evaluation of all of the measured discharges found the slowest average velocity to be
0.1m s−1. As slower velocities produce discharges of longer duration, higher energy, and
therefore greater explosion risk, this value is considered the worst case, and is used in the
proceeding simulations. It should be noted, however, that the interpretation of the results
is complicated by the presence of “irregular” discharges, where the wire electrode does not
separate from the disk with constant velocity. An example of this is shown in figure 4.31.
It is theoretically possible for an irregular discharge to have greater energy than a “linear”
one (at equivalent average wire velocity), since power dissipation is dependent on length.
A theoretical worst case could be defined as a constant length discharge at a length which
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Figure 4.30: Example discharge measurement from STA (top), with calculated length and
average velocity (bottom)
maximises power dissipation. This case would, however, never occur in the STA, and would
therefore not meet the application’s expectations of ignition risk. The precise definition of
a worst case is, in fact, an application related rather than scientific matter, and is therefore
not further considered in this work.
Using the value of uarc = 0.1ms−1, and the circuit equation i = vs/R (vs and R are
source voltage and resistance), equation 2.10 is numerically solved, and the time at which
v(t) = vs is considered the duration (tend) of the discharge. The solution for v(t) is then
used together with equation 2.9 to perform simulations as previously. The first series of
simulations uses the source voltage values of table 4.3 and their corresponding minimum
ignition (short circuit) currents from figure 4.29. Based on the post-processing framework
of Chapter 3, the progress of the ignition over time for these simulations is compared in
figure 4.32 (left). For these simulations all but the lowest voltage (17 V) case resulted in
a successful ignition. The simulations were repeated, increasing and then decreasing the
current for each voltage value by 10%. The former resulted in ignition at all voltages, and
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Figure 4.31: Example of data for “irregular” discharge with voltage/current (top) and length
(bottom).
the latter, no ignitions. These results are summarised in figure 4.32 (right).
These results indicate that, for the specific case of a resistive circuit within the indicated
current and voltage ranges, the ignition limits in the simulation and the standard data are
quantitatively comparable. This is despite the fact that the concept of the ignition limit as
it manifests in the simulation is very different to the stochastic, experiment based definition
on which figure 4.29 is based. Although the 10% margin of error may seem significant, it
is important to remember that various uncertainties in the simulation, as documented in
Chapter 3, are of the same order of magnitude. Similarly, given the nature of the Spark Test
Apparatus used to derive figure 4.29, it would be very surprising if these data did not have
uncertainties at least this large, if not greater.
4.3.2 Model simplification – dimensionality
From the results of the last section, all indications are that the ignition limits predicted
from the simulation are quantitatively comparable to the standardised values of [1]. A more
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Figure 4.32: Example (left) and summary (right) of simulation results for resistive circuits.
comprehensive comparison, including a wider range of scenarios would be required, however,
to form a definitive conclusion in this regard. Even if such a comparison were to succeed, the
simulation developed in this work still presents significant barriers to practical use. Chief
among them is the sheer amount of computational power required. As an indicative example,
the simulated ignitions in section 4.3.1 required almost 2 weeks of computation time apiece,
with each simulation run utilising 12 processor cores. For an application where multiple
simulations would likely be performed in a standard laboratory or office environment, this
is clearly unacceptable.
The computational requirements could be significantly reduced by simplifying the model of
chapter 3. A common simplification in combustion modelling is the assumption of spherical
symmetry, which turns equations 3.10 to 3.14 into a 1-D PDE system. This strategy may
be found in several of the prior works surveyed in section 3.2. Obviously, assuming spherical
symmetry would have significant implications for the accuracy of the model. In particular,
for the scenario studied in this work, the complex geometry of the block electrode and its
associated heat conduction losses are completely removed. The brief investigation presented
here therefore investigates the effects of dimensional reduction on the model outputs, and if
these effects can be simply compensated.
For a spherically symmetric problem domain, nearly all of the model equations of Chap-
ter 3 are valid. The only requirements for these are the redefinition of the vector derivative
operators for spherical coordinates, and assumption of zero derivatives in the angular direc-
tions. The discharge source term (equation 2.9), however, is the exception, requiring some
modification. A somewhat heuristic approach is taken here, by considering the source as a
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spherical region with a Gaussian distribution of energy in the radial direction. The distribu-
tion is then defined such that the volume containing 68% of the energy (i.e.: the 1σ bound
of the Gaussian function) is equivalent to that of the 3-D source term given by equation 2.9.
This definition is given by
qsrc1d(r, t) = η
(v(t)− vfall)i
(σ21d2pi)
3
2
exp
(
− r
2
2σ21d
)
; t0 < t < tend
σ1d(t) =
3
√
3
4
piσ2s(t)l(t)
(4.17)
where σ1d is the new 1-D width parameter, σs is the original width parameter as given by
equation 2.13, and all other parameters are as in equation 2.9.
A comparison between the 1-D and 3-D simulations can be effected using the same integral
post-processing method as before. In the 1-D case, req is simply the radius r at which
temperature is equal to 723K. A comparison for one of the simulation cases described in
section 4.3.1 is presented in figure 4.33. As expected, the 1-D simulation with the same
source efficiency of η = 0.8 as the 3-D case ignites far more readily. This is due to the
absence of electrode heat losses and very likely also the non spherical geometry of the real 3-
D scenario. An attempt is therefore made to compensate for these inaccuracies by adjusting
the efficiency factor η. As figure 4.33 shows, a value of η = 0.17 produces flame kernel
development in the 1-D simulation which is much closer to that of the 3-D simulation. The
magnitude of the adjustment required to η — a reduction of more than 75% — serves to
highlight the importance of 3-D effects in the real scenario. Essentially, this adjustment
sacrifices accuracy in the prediction of the physical quantities in order to obtain the same
ignition threshold as the 3-D model.
It is therefore important to verify if the simple adjustment of the factor η is enough to
sufficiently offset the errors introduced by assuming spherical symmetry. This may be done in
a limited way by repeating the exercise of section 4.3.1, i.e.: simulating various values along
the standard ignition limit graph. The results of these simulations are shown in figure 4.34.
Although the results are different to those of figure 4.32 for parameter values along the limit
curve, increasing the current by 10% still produces ignition in all cases, and a similar decrease
results in no ignitions
The results indicate that a 1-D simulation may be sufficient for some applications. The
reduction in computational load from assuming spherical symmetry is significant, with each
simulation requiring less than 1 hour to complete. The magnitude of the required reduction
in the efficiency parameter η, as well as the differences between the 1-D and 3-D results
are, however, causes for concern. A detailed and specific comparison between experiment,
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Figure 4.33: Comparison of 1-D and 3-D simulations for a discharge in a resistive circuit
with voltage of 20 V and short circuit current of 464 mA.
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Figure 4.34: 1-D simulations for resistive circuit ignition limit curve.
1-D and 3-D simulations would therefore be required for any new situation in which a 1-D
simulation is being considered for application.
4.3.3 Model simplification - chemistry
Another possibility for simplification is the replacement of the detailed chemical mechanism
with a simpler approximation. As noted in section 3.1.1, the computational demands of
solving a large ODE system at every cell in the simulation domain are significant. Basic
profiling of the simulations conducted in this work have indeed found that the majority
of the total computation time is consumed by chemistry related calculations. The use of
simplified chemistry would therefore reduce the time required.
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The method for deriving a simplified chemistry model presented here is based on similar
ideas to [54]. A single, overall reaction is sought which matches the chemical heat release (ie:
qc in equation 3.14) of the detailed mechanism. The reaction is of the form of equation 3.3.
Rather than using a 1-D flame simulation to generate the data for fitting, however, the
data is extracted directly from a 3-D simulation performed in section 4.3.1. The data is
sampled along the x-axis (figure 3.2) of the computational domain, at various points in time.
Examples of this snapshot data are shown in figure 4.35.
This particular approach yields an important insight into chemical process, namely that
the reactions are strongly endothermic at temperatures above 3000 K. To account for this
negative heat release rate, equation 3.3 is made reversible, resulting in a two reaction system.
2H2 +O2 → 2H2O (4.18)
2H2O→ 2H2 +O2 (4.19)
An estimate of heat release rate based on this system is then given, according to equations 3.6,
3.7 and 3.15, as
qˆc = −
(
∆RH
0
f
)
[H2]
α1 [O2]
α2Af exp
(−Taf
T
)
+
(
∆RH
0
r
)
[H2O]
α3Ar exp
(−Tar
T
)
(4.20)
where activation temperature is defined as Ta = Ea/R¯, and the pre-exponential temperature
dependence is neglected (i.e.:br = 0). Here the subscripts f and r pertain to reactions 4.18
and 4.19 respectively, [...] are the molar concentrations of the respective species, and ∆RH0
are the (molar) enthalpies of reaction,
∆RH
0 =
S∑
s=1
(
v(e)rs − v(e)ri
)
H0s (4.21)
where H0s is the enthalpy of formation for species s, and other terms follow the convention
of section 3.1.1. Note that a separate set of Arrhenius coefficients is used for calculating the
rate of the reverse reaction (rather than the identity of equation 3.8), since the proposed
reaction in any case is in any case an approximation which is not guaranteed to be physically
realistic.
Using the sampled data from the 3-D simulations for temperature, species concentrations
and heat release rate (qc), a non-linear least squares method can be used to determine values
for reaction orders (α1−3), activation temperatures and frequency factors (Arf,rr). The fitting
method is similar to that used in section 2.4.1, however a logarithmic objective function is
used in this case to better account for the order of magnitude differences in the sampled
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data.
θ =
[
α1 α2 Arf Taf α3 Arr Tar
]
(4.22)
θˆ = argmin
θ
(log |qˆc(θ)| − log |qc|)2 (4.23)
The best fit parameters θˆ are given in table 4.4.The predicted heat release rate is compared
to that sampled from the 3-D simulation in figure 4.35. Some error in the fitting is evident,
and is simply a reflection of the limited extent to which the single, reversible reaction is able
to capture the real chemical kinetics.
Table 4.4: Comparison of standard errors in the parameters of equation 2.7 and their corre-
sponding influence on the ignition simulation results
Parameter / Units Value
α1 / - 0.7
α2 / - 0.67
Arf / (mol cm−3)1−α1−α2 3.194× 107
(Ta)f / K 3320
α3 / - 1.04
Arr / (mol cm−3)1−α1−α2 2.725× 109
(Ta)r / K 34570
The simulations of section 4.3.1 can now be repeated with the simplified chemical kinetics.
As in section 4.3.2, adjustment of the source term efficency factor η can be used to match
the transient development of the original simulation with detailed chemistry. As figure 4.36
shows, obtaining a transient ignition kernel development comparable to the detailed case
requires reducing η to 0.3 — a significant adjustment.
Unlike the 1-D case, however, the adjustment does not enable prediction of the resistive
circuit ignition limit curve to within ±10%, as figure 4.37 shows. Here, ignitions still result
even when the short circuit current is lowered by 10%.
A simple calibration of the model, where the transient development of the flame is matched
(for a given test case) is therefore not sufficient to reproduce the ignition limit behaviour.
The use of simplified chemistry is therefore less likely to be of use in the application of the
model. Additionally, the reduction in computation time is not sufficient, with simulations
still requiring more than one day to complete.
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Figure 4.35: Example of heat release rate data sampled from 3-D simulation of resistive
circuit discharge, shortly before (left), and after (right) the end of the discharge.
These are two of the four snapshots actually used in the fitting process.
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Figure 4.36: Comparison of simulation with detailed and simple chemistry, for a discharge
in a resistive circuit with voltage of 20 V and short circuit current of 464 mA.
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Figure 4.37: Simulation of limit curve for resistive circuits with simple chemistry
4.3.4 Summary
The investigation presented in this section shows that the model developed in chapter 3
and calibrated based on the flame diagnostic measurements of section 4.2 can quantitatively
predict certain application based ignition limits within a reasonable margin of error. This is
despite the vastly different, stochastic and empirical basis upon which the latter are defined.
The use of a simplified 1-D geometry in the simulation was attempted, and showed that
a similarly accurate prediction of the same ignition limits could be achieved, albeit with
the use of a calibration factor. The use of simplified chemical kinetics, on the other hand
could not yield an accurate prediction of the limits even with a similar calibration. This
would appear to confirm the conclusions of earlier research [55], which found that simplified
chemical kinetics cannot accurately predict ignition limits for electrical discharges.
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In this work, multi-physical modelling was used to investigate the ignition of flammable gas
mixtures by low voltage electrical discharges. This was undertaken with a view to proposing
a scientifically justifiable means for assessing the explosion risk posed by electrical devices
due to this phenomenon. The work was motivated by the unreliability of experiment based
methods currently used for this purpose. As the ignition phenomenon is extremely complex,
the investigation was limited to a very specific scenario, defined by the motion and shape of
the discharge electrodes, the type of electrical circuit connected to them, and the flammable
gas which was ignited.
The complexity of the phenomenon also warranted that a combination of empirical and
physics modelling techniques be used. The former were applied to model the electrical dis-
charge. The data used for creating the model included time resolved voltage and current,
together with corresponding measurements of the geometry (length and width) of the dis-
charge over time obtained from high speed video. Drawing on classical models of electric
arcs, as well as observed correlations between the measured quantities, simple algebraic for-
mulae were defined to predict the electrical power dissipated in the discharge over time, as
well as the spatial distribution of this power dissipated as heat in the gas. Least squares
fitting was then used to determine parameter values for the formulae as well as corresponding
error estimates.
The flammable gas ignition required a more physics oriented approach, in the form of a 3-D
reactive computational fluid dynamics model. The model included detailed chemical kinetics
and molecular transport processes. The geometry of the model was based on that of the
discharge electrodes, with some simplifications. Here, the previously developed empirical
description of the electrical discharge was incorporated as a source term. Electrode heat
conduction was also accounted for. The model was simulated, demonstrating the prediction
of how changes to the nature of the electrical discharge affect the ignition phenomenon,
specifically whether a given discharge led to a successful ignition of the gas, and how the
ignition developed over time. A post-processing method was developed to quantify the
transient behaviour of the ignition phenomenon, and the same was used to perform various
parameter variation studies. These studies examined the effects on the ignition process of
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various boundary conditions, as well as errors in the empirical discharge model and the
inclusion of molecular transport effects.
The integrated model was applied to conduct various investigations, the first of which
considered to what extent the electrical discharge model can be given physical meaning.
Since the classical arc model was based on the assumption of a thermal (equilibrium) plasma,
a simulation as conducted to determine if this assumption was reasonable. This was done by
modifying the model to account for metal evaporation from the cathode. Plasma chemistry
calculations were then used to calculate the electrical conductivity of the metal vapour based
on the assumption of an equilibrium plasma. Electrical conductivity was spatially integrated
over the discharge region to estimate overall resistance. Comparison of this calculation to
measured electrical resistance found a discrepancy of two orders of magnitude, indicating
that the plasma has a strong non-equilibrium character, and that the previously developed
model should be regarded as purely empirical.
The next investigation compared simulation results to measurements of the ignition and
proceeding combustion process. Measurements were made using Mach-Zehnder interferom-
etry together with high speed video to produce a series of optical phase field images for
ignition events. These were used to effect a quantitative comparison between the simulation
and measurement results. The comparison found that the ignition progresses more slowly
than the simulation predicts, and that the measurements are very strongly affected by sta-
tistical scatter. It was found that the application of a volumetric efficiency factor of 0.8 to
the simulated discharge can produce adequate correspondence between the simulations and
measurements, for the selected range of experimental scenarios.
Finally, the potential for application of the model in explosion safety assessment was
examined. Numerical explosion limit data given in international standards were compared
to simulation results for a limited set of scenarios. The investigation found that the model
can predict the standardised explosion limits to within 10%, a not unreasonable margin
given the manner in which said limits were derived. It was also found the reduction of the
model to a 1-D spherical domain could also produce a similar prediction, albeit with a much
smaller (and not experimentally justified) volumetric efficiency factor. A similarly accurate
prediction was not possible when the chemical kinetics of the model were simplified.
5.1 Recommendations and future work
A previous study [51] examining ignition risks of high voltage sparks remarked, “There
is still a great deal of work to be done before predicting spark ignition is possible using
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only numerical simulations.” Although this is very likely also the case for the electrical
discharges studied here, the results give cause for optimism. It could, in fact, be argued
that a discrepancy compared to measurements does not disqualify a model from explosion
safety applications, provided that this discrepancy is well understood, and is consistent over
a sufficiently wide range of scenarios. This argument has particular merit for the type of
explosion protection (intrinsic safety) considered in this study, given the significant problems
with test based methods currently used in this field.
It is therefore recommended that this research be continued in a manner which advances
both the application related and fundamental scientific aspects simultaneously. On the sci-
entific side, the first priority should be better control of statistical scatter in the experimental
results. This could very likely be achieved by a redesign, and if possible, simplification of
the experimental apparatus. Ideally, a refined apparatus would possess an axially symmetric
geometry which could be exploited to perform more sophisticated measurements and simu-
lations. The next task would then be a more physically accurate treatment of the electrical
discharge in the model. As the results from this work show, this could only be done with
a consideration of non-equilibrium thermodynamics. A “loosely coupled” approach may be
necessary for this purpose, where a separate model and simulation are used for the discharge.
The use of more common metals for the electrodes may be necessary for this research, given
the lack of appropriate material data for Cadmium.
In parallel, on the application side the comparison between model results and standard
ignition limit data should be expanded to consider a wider range of electrical scenarios.
The reduced 1-D model would very likely be the best option for this purpose, as use of the
full 3-D model may be infeasible in practical applications. A more sophisticated means for
incorporating the electrode conduction losses into the 1-D model could also be devised. Ad-
ditionally, the adequacy of the empirical discharge model should be confirmed for the various
other types of electrical circuit covered by the standard ignition limit data. If necessary, the
model could be extended with a basic consideration of dynamics, for which precedent exists
in the literature.
Most importantly, any application related work and associated results should be widely
shared with stakeholders. This would help numerical approaches such as those proposed
in this work to gain broader acceptance. It is particularly important that members of the
committee responsible for drafting the standard IEC 60079-11 [1], are kept informed of the
research. Any application of the research will require the approval of this comittee, and
eventual specification in the standard.
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