Complex systems are everywhere among us: telecommunication networks, computers, transporting vehicles, and electrical appliances are well known examples. Designing reliable systems and determining their availability are both very important tasks for managers and engineers, since reliability and availability have a strong relationship to other concepts such as quality and safety. Furthermore, these tasks are extremely difficult, due to the fact that analytical methods can become too complicated, inefficient or even inappropriate when dealing with sophisticated systems. In this paper we present the basic ideas behind a simulationbased method, called SAEDES, which can be very useful when determining availability for a wide range of complex systems. The method is implemented in C/C++ using two different algorithms, SAEDES_A1 (component-oriented) and SAEDES_A2 (system-oriented). Two case-studies are introduced and analyzed using both algorithms, which allows us to compare the associated results.
INTRODUCTION
Physical devices suffer from degradation, not only due to the passage of time, but also due to an intensive use. This process can also be observed in intangible products such as computer software. For instance, network operating systems tend to stop working properly from time to time and, when that happens, they need to be reinstalled or, at least, restarted, which means that the host server will stop being available during some time (Birolini 2004 , Shooman 2002 At the end, if no effective maintenance policies are taken, any product (component or system, hardware or software) will fail, meaning that it will stop being operative, at least as intended.
Reliability is often defined as the probability that a system or device will perform its intended function, under operating conditions, for a specified period of time (Pham 2003) . On the other hand, availability can be defined as the probability that a system or device, according to some maintenance policy and some operating conditions, performs its intended function at a certain time.
Maintenance policies are applied to a lot of systems, in a way that when one component goes down, it is repaired or a new one is substituted -even when the component failure does not mean the global system failure. In such situations, it is obvious that knowing the system availability in the short, medium or long run will be useful information for engineers and managers in order to ensure data integrity and safety, process or services durability, or even human safety.
In all those scenarios, managers and engineers can benefit from efficient methods and software tools that help them to get information about system availability and help them to increase it.
SIMULATION IN AVAILABILITY STUDIES
Reliability and availability of time-dependent complex systems is a research area with applications not only to engineering but also to experimental and social sciences (Collet 2003 , Levin and Kalal 2003 , Traub 1994 .
Different analytical approaches can be used in order to calculate the exact reliability of a time-dependent complex system (Kovalenko et al. 1997) . Unfortunately, when the system is highly complex (that is, having many components with a non-series-parallel logical structure or a nonexponential failure-time distribution), it can become extremely difficult or even impossible to obtain its exact reliability at a given target time. Similar problems arose when trying to determine the exact availability at a given target time for systems subject to maintenance policies. As some authors point out (Bajenescu 1998 , Goel and Gupta 1997 , Billinton and Wang 1999 , Chisman 1998 , in those situations only simulation techniques, such as Monte Carlo Simulation (MS) and Discrete Event Simulation (DES), can be useful to obtain estimates for reliability and availability parameters.
Faulin, Juan, Bargueño, and Serrat One of the first good ideas and algorithms on the use of MS techniques to estimate system reliability can be found in Kamat and Riley (1975) . MS techniques have also been proposed to study complex systems availability (Wang and Pham 1997) . In fact, during the last years, several commercial simulators have been developed to study the reliability and availability of complex systems (Willis 2000) . These simulators include: AvSim+, BlockSim, MEADEP, RAM Commander, RAPTOR, Relex RBD, SPAR and TIGER.
In this paper, a new method, called SAEDES, is presented. The ultimate objective of this method is to determine (estimate) a complex system availability using the following information (which is assumed to be known): (a) system logical structure, and (b) failure-times and repairtimes distributions for each component. The method is implemented using two different algorithms, SAEDES_A1 (which uses MS and can be considered as componentoriented in the sense that it is based on the generation of each component history) and SAEDES_A2 (which uses DES and can be considered as system-oriented in the sense that it is based on the generation of system history). Both algorithms are inspired on ideas introduced by Singh and Mitra (1995) and Juan and Vila (2002) .
WHICH SYSTEMS ARE WE CONSIDERING?
The method presented in this paper, SAEDES, has been designed to deal with any kind of logical or physical system that meets some general criteria. The hypotheses made by SAEDES are common assumptions in availability studies and they are less restrictive than the ones used when applying analytical methods.
Specifically, when studying the availability of systems, which are subject to maintenance policies (i.e. it will be considered components repair or substitution while the system still is working properly), SAEDES will make the following main assumptions:
1. Two-state systems: at any given time, the system will be either operational (working properly) or not. Observe that the exact definition of "being operational" is up to the system managers, since it will vary depending of the system and its environmental circumstances 2. Coherent systems: the analyzed system is assumed to be coherent, in other words: if every component is operative the system will be operative, if no component is operative the system will not be operative, and a positive status change in a component (that is, from inoperative to operative) cannot cause a negative status change in the system (that is, the system will not change its status from operative to no operative) 3. Minimal paths decomposition: the system logical structure is known and it can be expressed in the form of minimal paths (Kovalenko et al. 1997 ) 4. Component failure-times and repair-times distributions: for each component, its associated failure-times and repair-times distributions are perfectly known (i.e. both the statistical distribution family and exact parameters are known) 5. Maintainability policy: system is under a continuous inspection policy, that is, any failure will be detected as soon as it will appear 6. Perfect reparations or substitutions: when a component fails, it is repaired or substituted by a new one; in any case, the result is as if a new component has been placed 7. Failure-times and repair-times independence:
the failure-times associated to one specific component are independent from the failure-times associated to any other component; the same holds true for repair times.
Assumptions (1) to (4) guarantee that there is enough information to study the system reliability. Assumption (3) often requires a detailed analysis of logical relationships among components. In this sense, simulation algorithms have been proposed to find out the minimal path decomposition of a complex system (Lin and Donaghey 1993) . In the assumption (4) context, statistical methods such as accelerated live tests (Meeker and Escobar 1998) and data fitting techniques (Leemis 2003) are usually required. Assumptions (5) and (6) are not restrictive in the sense that they could be relaxed, if necessary, by adapting the algorithms of the method.
Finally, assumption (7) is the most restrictive one and it may require considering some abstraction levels in the system decomposition. For example, if the system was a PC it could be necessary to join several pieces, such as the microprocessor and its associated fan, into just one component. Otherwise, it could not be possible to assume independence among components failure-times or among components repair-times.
MATHEMATICAL FUNDAMENTALS
SAEDES method and algorithms make use of several mathematical concepts and techniques. Specifically, the method is based on:
• System availability theory: system reliability and availability concepts, including minimal paths theory (Barlow and Proschan 1996 , Hoyland and Rausand 1994 , Kovalenko et al. 1997 , Pham 2003 Let us explain the SAEDES driving data. Given a fixed instant 0 0 t ≥ , the main target of the simulator is to estimate the system reliability at that time, i.e.:
is the status vector of the system at 0 t (it describes the actual status of each component at 0 t ), and
is the binary status function (value will be 1 if the system is operational at 0 t , and 0 otherwise).
Considering the system has two possible states at any given time (operational and non-operational), the system status at 0 t can be interpreted as a binary variable following a Bernoulli distribution, being 0 ( ) p t the probability of "success" (understanding success as the fact that the system is operational at 0 t ), i.e.:
In that situation, if we were able to obtain, using some simulation algorithms, m random and independent observations, 1 2 , ,..., m Y Y Y , from the binary variable Y , which represents the system status at 0 t , we know that the sum of those variables will be a new one following a binomial distribution of parameters m (number of proofs) and 0 ( ) p t (probability of "success" in each proof), i.e.:
At this point, it is known that the maximum likelihood estimator for 
Furthermore, the law of large numbers says that the former estimator will tend to improve as the number of observations gets larger, more concisely:
Observe that, apart from obtaining a point estimate, it is also possible to obtain confidence intervals for 0 ( ) p t . In effect, the central limit theorem asserts for large values of m that:
Therefore, a confidence interval for 0 ( ) p t with a 1 α − confidence level will be:
is the 1 2 α − percentile in a standard normal distribution (in practice, since 0 ( ) p t is not known, its value will be substituted by the point estimate ' p ).
The method just described here is based on core statistical concepts. Therefore, it is obvious that the key point of SAEDES consists in developing of a simulation-based algorithm, which provides us with the m random and independent observations from the variable Y . In the next sections, two such algorithms are explained, SAEDES_A1 and SAEDES_A2. In a sense, they are alternative algorithms that can be used to obtain the desired observations, both having special properties that will be discussed in the case-study sections. It is important to observe, though, that SAEDES_A2 not only provides information on the system availability at a specified target time, but it will also offer other system parameters estimations: percentage of time that the system has been available, number of system failures during the experimentation period, mean time to system failure (MTTF) and mean time to system repair (MTTR).
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The implementation of both SAEDES_A1 and SAEDES_A2 algorithms as computer programs has a lot of technical details, both of mathematical and programming nature. For space reasons, only the general ideas behind these algorithms will be presented in this paper.
ALGORITHM SAEDES_A1
As stated before, a key part of the SAEDES method is to obtain m random and independent observations from the binary variable Y . To do that task, we have developed the algorithm SAEDES_A1 (Figure 1) , which can be summarized in four steps as follows:
1.
Step 1: For each of the n components, use simulation to generate its history until the targettime 0 t (in this sense, it can be said that this algorithm is component-oriented). This can be achieved generating random failure-times, i T , and random repair times, i D , for the ith component (see Figure 2) . Then, determine each component
Step 2: Using (a) observations
, and (b) system structure (minimal paths decomposition), determine system status at
. In order to do that, it will be necessary to make use of system minimal paths: system will be operative at 0 t if, and only if, any of its minimal paths is operative at 0 t (i.e. each and every component on that path is operative at 0 t ) 3.
Step 3 
4.
Step 4: Repeat m times steps 1 to 3 (that is, repeat those steps as many times as the number of desired observations).
ALGORITHM SAEDES_A2
Algorithm SAEDES_A2 represents an alternative way to obtain the m random and independent observations from the binary variable
method. This new algorithm is absolutely different to SAEDES_A1, which was component-oriented in the sense that it was based on the individual generation of each component history (this orientation makes that algorithm specially suitable for parallel simulation, that is, multiple computers can be used simultaneously to perform the simulation study). On the other hand, algorithm SAEDES_A2 is system-oriented since it is based on the generation of the system history ( Figure 3 ). This new orientation complicates the simulation model somewhat, and makes necessary the use of discrete-event simulation techniques, but it allows us to obtain much more information about the system (in fact, the model details could be increased such in a way that we could obtain detailed information about the system behavior).
Algorithm SAEDES_A2 uses discrete-event simulation techniques with two possible events, a component failure and a component repair. This algorithm can be summarized in the following steps (Figure 4 ):
Step 1: Start simulation variables (that is to say: simulation clock, each component status, system status and statistics) 2.
Step 2: Assign a random failure time to each component and deactivate each component repairtime 3.
Step 3: Determine next event to happen and get the following information about it: type (component failure or component repair), time when it will take place (next-event time), and component affected by it (next-event component) 4.
Step 4: Using information from previous step, update the variable that represents the total time that the system has been available 5.
Step 5: If there are any target-times between clock-time and next-event time, assign a value of 1 to those target times in which the system was available, and a value of 0 to those target times in which it was not 6.
Step 6: Update next-event component status. If the event is a component failure, generate a random repair time for that component and deactivate its associated failure-time. Conversely, if the event is a component repair, generate a random failure-time for that component and deactivate its associated repair-time 7.
Step 7: Verify if the next-event will cause a system status change (that is, if the system will stop being available or vice versa). If that is the case, update system status and statistics variables 8.
Step 8: Update simulation clock 9.
Step 9: Repeat steps 3 to 8 until terminating condition is met (iteration will finish once simulation clock passes all target times) 10.
Step 10: Register current iteration values 11.
Step 11: Repeat m times steps 1 to 10 (that is, repeat those steeps as many times as the number of desired observations).
Figure 4: Flow Chart for SAEDES_A2
SOFTWARE IMPLEMENTATION
As in any other simulation experiment, two main objectives are the next ones: (a) to validate the accuracy and effectiveness of the proposed method, SAEDES, and (b) to provide a computer version of the mathematical model that could be efficiently used by system managers and engineers. In order to attain those targets, we have developed two C/C++ programs, SAEDES+ -which makes use of algorithm SAEDES_A1, and SAEDES++ -which makes use of algorithm SAEDES_A2. As Figure 5 shows, the programs SAEDES+ and SAEDES++ have a modular structure including: a kernel, which takes care of the simulation model, the randomVariates library -which is a random variates generator that includes a well-tested and long-period pseudo-random numbers generator (L'Ecuyer 2002), and the stats library -which performs all the required statistical operations (descriptive, confidence intervals, etc.) so that the programs do not need to make use of any other additional software. The program inputs are entered by the user using three simple txt files, and after running the simulation, the program provides a single txt file with the results. The three inputs files must contain the following information (i.e. these are the model inputs):
saedes_inputs_first.txt
• Number of iterations to run (more iterations implies not only more accurate estimates, but also an increase in computational costs such as simulation length and memory resources) • Number of components in the system • Number of target times (times at which system reliability has to be determined) • Time interval (step) between consecutive target times • Number of paths in the logical structure • System path composition (array of components that make up each path).
On the other hand, once the simulation has been run, the outputs file, saedes_outputs.txt, provides the following information about the system being modeled (i.e.: these are the model outputs):
a. Point and interval estimates for the system availability at different target times.
b. Expected values for: total time that the system is available, mean time to failure, mean time to repair, and number of failures during the simulation experiment.
Several tests have been carried out using both programs, and systems with different levels of complexity have been studied within those tests. Results obtained with one algorithm have been compared with the ones obtained using the other. All tests have given satisfactory results in the sense that both algorithms provide convergent resultswhich, in turn, let us significantly increase the level of confidence in the SAEDES method, since the two algorithms are based on two completely different approaches.
The following section includes two of the experiments that have been performed to validate the method and verify the programs.
STUDY CASE 1
A simple system is shown in Figure 6 . The system has seven components and three minimal paths. Table 1 contains the failure-time distribution and repair-time distribution for each of the components (for simplicity, it is assumed that failure times and repair times follow exactly the same distribution).
Faulin, Juan, Bargueño, and Serrat We have used both SAEDES+ and SAEDES++ to obtain estimates for the system availability at ten different target times, 0 0.5, 1.0, 1.5, 2.0, ..., 5.0 t = . Figure 7 shows results obtained with SAEDES+ (that is, using algorithm SAEDES_A1) after running 500,000 iterations: (Figure 7 ) that the program SAEDES+ has been able to provide us with point and interval estimates for the system availability at the ten different target times. So, for instance, at 0 0.5 t = the estimated system availability is 0.9558. It can also be observed that the system availability tends to reach a stable value of 0.5 This should not be surprising if we consider the symmetry introduced in the system by considering that both repair times and failure times were following the same distributions and, also, by the fact that no component is repeated in any two different paths.
The same system has been simulated with SAEDES++ (that is, using algorithm SAEDES_A2). Again, 500,000 iterations have been run. Figure 8 shows the basic outputs file, and Table 2 compares results from both programs.
From Table 2 , it seems clear that both algorithms are providing equivalent estimations, which increase our confidence in both of them (since, as explained before, they use completely different approximations to the problem). As stated before, SAEDES++ is able to provide additional outputs. As can be seen in Figure 9 , this system is expected to be available during 63% of the considered time interval (that is, between time 0 0 t = and time 0 5 t = ).
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Figure 9: SAEDES++ Additional Outputs for System 1
STUDY CASE 2
A more complex system containing seven components, can be seen in Figure 10 . Now, the system structure resembles similar to that of some telecommunication or computer network:
Figure 10: System for Case 2 Table 3 contains the failure-time distribution and repair-time distribution for each of the components. It is assumed, for simplicity reasons, that failure times and repair times follow exactly the same distribution. In contrast, Table 4 contains the minimal path decomposition of this system. Again, we have used both SAEDES+ and SAEDES++ to obtain estimates for the system availability at ten different target times, 0 0.5, 1.0, 1.5, 2.0, ..., 5.0 t = . Figure 11 shows results obtained with SAEDES+ (that is, using algorithm SAEDES_A1) after running 500,000 iterations: Figure 11 : SAEDES+ Outputs for System 2 Once more, SAEDES+ has been able to provide us with point and interval estimates for the system availability at the ten different target times. Faulin, Juan, Bargueño, and Serrat The same system has been simulated with SAEDES++ (that is, using algorithm SAEDES_A2). Again, 500,000 iterations have been run. Figure 12 shows the basic outputs file.
Finally, Table 5 summarizes results from both programs and shows clearly that both algorithms provide, once more, convergent results. 
CONCLUSIONS
A simulation-based method called SAEDES has been presented in this paper. SAEDES can be very helpful for system managers and engineers in determining and improving complex systems availability. SAEDES is able to provide useful information about complex systems availability and can be applied in most situations where analytical methods are not well suited. Two different and alternative algorithms have been developed to perform SAEDES core functions. Both algorithms have been implemented as computer programs and used separately to analyze different complex systems. Different case studies have been conducted, showing that results from both algorithms are convergent, which contributes to validate the method and to add credibility to it.
