In CUB models the uncertainty of choice is explicitly modelled as a Combination of discrete Uniform and shifted Binomial random variables. The basic concept to model the response as a mixture of a deliberate choice of a response category and an uncertainty component that is represented by a uniform distribution on the response categories is extended to a much wider class of models. The deliberate choice can in particular be determined by classical ordinal response models as the cumulative and adjacent categories model. Then one obtains the traditional and flexible models as special cases when the uncertainty component is irrelevant. It is shown that the effect of explanatory variables is underestimated if the uncertainty component is neglected in a cumulative type mixture model. Visualization tools for the effects of variables are proposed and the modelling strategies are evaluated by use of real data sets. It is demonstrated that the extended class of models frequently yields better fit than classical ordinal response models without an uncertainty component.
Introduction
In many applications the responses are measured on an ordinal scale and given in categories. There is a considerable amount of literature devoted to the adequate modelling of such ordered categorical data. In particular the seminal paper of McCullagh (1980) stimulated research to find parametric models which should be both parsimonious and well fitted to real data. Overviews on recent research are found, for example, in Agresti (2010) , Agresti (2013) and Tutz (2012) .
Ordered categorical responses typically come in two forms, as grouped continuous variables and assessed ordinal categorical variables (Anderson, 1984) . The first type is a mere categorized version of a continuous variable, which in principle can be observed itself. The second type of ordered variable arises when an assessor processes an unknown amount of information, leading to the judgement of the grade of the ordered categorical scale. This sort of variable is found, for example, in preference or evaluation studies and the assessment of pain.
With the focus on ordinal variables generated by judgements, a mixture type model that accounts for the psychological process of human choices has been introduced by Piccolo (2003) and developed in a series of papers by D'Elia and Piccolo (2005) , Iannario and Piccolo (2010) , Manisera and Zuccolotto (2014) .
The basic concept of these so-called CUB models is that the choice of a response category is determined by a mixture of feeling and uncertainty. Feeling refers to the deliberate choice of a response category determined by the preferences of a person while uncertainty refers to the inherent individual's indecision. The first component is modelled by a binomial distribution, the latter by a discrete uniform distribution across response categories. These components, effectively parameterized in a parsimonious manner, allow CUB models to be extremely flexible for capturing the different shapes of ordinal data distributions; in addition, the parameters to be estimated are immediately related to the concept of uncertainty (indecision, fuzziness) and feeling (attraction, preference), which improves the simplicity of the interpretation and makes the comparison among subgroups easier. An introduction and overview was given by Iannario and Piccolo (2012) whereas several generalizations in different fields have been obtained to include objects' covariates multilevel data (Iannario, 2012a) , and data surveys with shelter effects (Iannario, 2012b) .
Alternative approaches to finite mixtures for ordinal data have been advanced by Wedel and DeSarbo (1995) ; Greene and Hensher (2003) ; Grün and Leisch (2008) ; Breen and Luijkx (2010) , among others. These authors propose convex combinations of probability distributions belonging to the same class of models and assume the existence of subgroups whose responses should be differently modelled.
In the present paper the mixture approach is extended to include more traditional models for the modelling of preferences by including an uncertainty component. We consider distributions in which the preference part is determined by a cumulative or adjacent categories model, which yields more flexible models. The paper is organized as follows: in the next section we consider uncertainty as a relevant component quite often present in human choices; thus CUB models are briefly reviewed and a new class of models (called CUP) is introduced. For both of them a non-parametric measure of heterogeneity may help to understand the weights and the effect of introducing uncertainty in the mixture. In Section 3 a deeper discussion is given concerning the effects of the uncertainty component in the interpretation of the model whereas Section 4 deals with the problem of model selection by adequate fitting measures. Section 5 presents some empirical evidence on data sets of different scientific fields and compares stan-dard approaches with mixtures that include an uncertainty component. Some concluding remarks and an appendix devoted to estimation problems end the paper.
Modelling Uncertainty by Mixtures
In the following we first sketch the CUB model, which is an abbreviation for Combination of discrete Uniform and shifted Binomial random variables. Then we consider an extended class that contains the CUB as well as standard models for ordinal data as special cases.
The CUB Model
Let in a regression model the response of an individual R i given explanatory variables z i , x i take values from ordered categories {1, . . . , k}. Then, the mixture distribution denoted as CUB as considered, for example, by Iannario and Piccolo (2012) has been defined for each subject by
where the two components of the mixture are specified in the following way. The first component is a shifted binomial distribution given by
It is a simple binomial distribution determined by the parameter ξ but shifted so that the support is {1, . . . , k} instead of the usual support that includes zero. The component represents the preferences for specific categories, which is captured by the parameter ξ i . The second component is a uniform distribution across the response categories, p U r = 1/k, r ∈ {1, . . . , k}. It represents the additional uncertainty arising from factors like amount of time devoted to the response, fatigue, partial understanding, etc. It is explicitly modelled as the indecision component related to the nature of human choices. Iannario and Piccolo (2012) discuss extensively the logical foundations and psychological motivations of the mixture.
In CUB models the parameters π i and ξ i are linked to the covariates (z
In fact, alternative link functions representing a one-to-one mapping R p ↔ [0, 1] between parameters and covariates are also legitimate. It should be noted that, given the parameterization (1), the covariates in z i and x i may coincide, overlap or be completely different.
The two components, preference/feeling represented by the binomial model, and uncertainty represented by the uniform model, are combined in a mixture with weights π i , 1−π i . The interpretation is that each interviewee has a propensity to adhere to a meditated choice (represented by the first component) and to a totally random decision (represented by the uniform distribution) and π i , 1 − π i are just the weights for those propensities. Thus, the quantity 1−π i is interpreted as a measure of uncertainty whereas π i is seen as a measure of adherence to the structured choice.
In the following we briefly investigate the uncertainty component, which is at the core of this paper. It is strongly related to heterogeneity and the related effects on the variability of the distribution. For simplicity we drop the index i for the individual. The first effect of the mixture is that for π < 1 the distribution of the CUB model is more spread out than the distribution of the binomial model. This can be seen by considering that the variance of the distribution of a CUB model is
It is immediate to show that var(R) is monotonically increasing in a linear way with respect to 1 − π only for ξ = 1/2 (a symmetric CUB distribution) whereas it has a minimum for π = 1 (a shifted binomial model) and a relative maximum for π = 0 (a discrete uniform model). In fact, the absolute maximum of the parabolic shape happens at
As a consequence, as shown in the left panel of Figure 1 , although variance generally increases with uncertainty one cannot conclude that π is strictly related to this aspect of variability. On the other side, according to the results of Iannario (2012c, pp.169-170; 181) , the normalized Gini heterogeneity index increases with uncertainty. It is defined for any discrete distribution (p r , r = 1, 2, . . . , k) by
For the CUB model one obtains
where G BIN is the Gini index computed for the distribution of the binomial component. From this last result, one can derive that for π < 1 the Gini index for the mixture model is larger than the Gini index for the binomial model: G CU B > G BIN , that is, the heterogeneity of the mixture is greater than that of the binomial component, and heterogeneity is increased if the uniform component can not Gini index of a CUB model (m=9)
Figure 1: Variance and Gini heterogeneity measures for CUB models as functions of 1 − π be neglected. Differently from the variance, the Gini index is monotonically increasing with uncertainty as measured by (1 − π) for any given ξ, and this confirms that one should interpret the π parameter as an inverse heterogeneity measure. The behaviour of G CU B with respect to the uncertainty (1 − π) is depicted in the right panel of Figure 1 . Some difficulties arise when the responses are more complex and do not follow a definite pattern as implied by the binomial component (which requires a single mode, for instance). Thus, it seems attractive to extend the standard models for ordinal models by including an uncertainty component, which is the added value of the CUB models framework.
An Extended Class of Models
In the CUB model the choice of a binomial distribution and a uniform distribution is mostly based on simplicity criteria although the binomial may be interpreted as a counting process of selection among the k categories and the uniform distribution may be introduced as the most extreme and uninformative case among all discrete alternatives. In a wider class of models proposed here the rather restrictive binomial model is replaced by more flexible ordinal models while the uniform distribution as an uninformative distribution is retained. The general mixture model we consider has the form
where R i represents the observed response and Y i , U i are the unobserved random variables taking values from {1, . . . , k}. The distribution of Y i is determined by
, which can be any ordinal model M, whereas P U (U i = r) = 1/k represents the uniform distribution. For the specification of the latent variable Y i one can use models that are in common use in ordinal regression, in particular, cumulative type and adjacent categories type models, which have already been considered by McCullagh (1980) . The cumulative model has the general form
where F (.) is a cumulative distribution function and −∞ = γ 00 < γ 01 < · · · < γ 0k = ∞. This model is obtained by assuming that a latent regression model 
it is straightforward to derive the model. The most widely used model from this class of models is the cumulative logit model, which uses the logistic distribution F (.) It is also called proportional odds model and has the form
An alternative choice is the adjacent categories model given by
The specific model that uses the logistic distribution is the adjacent categories logit model
Also sequential models or other ordinal models could be useful. For a discussion of these classes of ordinal models, see, for example, Tutz (2012) . We refer to the general model (3) as a CUP model for the Combination of Uniform and Preference structures. Of course, the CUB model is a special case that uses the binomial distribution in the preference part. The use of models like the cumulative or adjacent categories model is attractive because it adds flexibility to the model. For example, the probability distribution of the binomial model is strictly unimodal, in contrast to the cumulative and the adjacent categories model, which allow for all forms of distributions by including the flexible intercepts γ 01 , . . . , γ 0k . Moreover, cumulative and adjacent categories models are the most widely used models for ordinal data, but an additional uncertainty component seems not to have been used for these models before. As will be shown parameter estimates are biased if the uncertainty component is ignored. In the following we will use the abbreviations CUP(c) and CUP(a) if the structural response model in the mixture is the cumulative or the adjacent categories model, respectively.
In both models, the effect of the explanatory variables in the model that specifies preference is contained in the linear predictors, which have the form η ir = γ 0r + x T i γ. Therefore, the specification of the linear predictor replaces the assumption logit (ξ i ) = x T i γ, which specifies the dependence of CUB model parameters on covariates. The dependence of the uncertainty component on covariates is modelled in the same way as in CUB models, namely by logit(π i ) = z T i β, where z i can be identical to x i .
For CUB models the link between the uncertainty component and heterogeneity measured by the Gini index was systematically investigated by Iannario (2012c) . A similar link holds for the CUP model. The Gini index for any mixture model is given by
, where M denotes the ordinal model used in the mixture and the mixture model itself is given by (3). The maximal heterogeneity is obtained for the uniform distribution, that is, G U N I = 1. Thus the Gini index can also be given by
Considered as a function with argument π it decreases quadratically with increasing probability π from the maximal value to G M . Therefore, the mixture model has an heterogeneity index between the uniform model and model M, but for π < 1 is larger than the Gini index for the model M. That means, in the mixture model the probabilities of response categories are more evenly distributed than in model M. By assuming a mixture the basic ordinal model M is shrunk toward the uniform model. For illustration Figure 2 shows the Gini index as a function of the weight of the uncertainty component 1 − π. The underlying model is a simple cumulative model with ten categories and a binary predictor with coefficient γ. It is seen that the Gini index increases with growing uncertainty (1 − π). The increase is strong for strong effects of the predictor and weak if the predictor is less influential.
When considering the effect of uncertainty on the variance it can not be recommended to examine the variance of Y ∈ {1, . . . , k} itself if one takes the ordinal scale level of Y seriously. Therefore, we consider the variances of the binary variables Y r = I(Y ≤ r), r = 1, . . . , k, which are explicitly modelled within the cumulative model framework. Figure 3 shows the cumulative probabilities P (Y ≤ r) (left panel) and the variances of the corresponding variables Y r (right panel) for an example with 10 categories. For increasing uncertainty 1 − π the cumulative probabilities tend to lie on a straight line. However, the effect on the variances is different. The curves are not monotone and as the uncertainty grows the variance decreases for categories smaller than 3 but increases for categories greater than 3. 
Estimation
In mixture models, estimation issues can be pursued by exploiting the EM algorithm as proposed by Dempster et al. (1977) and used with special reference to mixtures by McLachlan and Peel (2000) . In this context, estimation and tests are obtained by asymptotically efficient procedures based on maximum likelihood methods. For readability we give the used EM algorithm in the appendix.
Specific results for CUB models were given by Piccolo (2006) .
Effect Strength in Mixture Models
If the response is affected by an additional random component that is modelled by a uniform distribution within the mixture framework, the effects of explanatory variables will differ from the effects found by the fitting of a traditional response model. For simplicity we consider in the following the binary logit model. In this case the cumulative and the sequential models are equivalent. Then the probability of response category 1, denoted by p(x) = P (Y = 1|x), is given by
) denotes the probability of the logit model. If π < 1, that is, in the presence of the uncertainty component, one obtains
That means the true probabilities p(x) are closer to 0.5 than the probabilities in the structured component p M (x). This shrinkage toward 0.5 means that the effect strength γ tends to be underestimated if the uncertainty component is ignored. More concrete, equation (4) shows that the distance between the probability p(x) of the data generating process and 0.5 is equal to π|p M (x) − 0.5|. Therefore, the distance reduces by the factor π. It is essential that the reduction is proportional to the distance between the probability and 0.5. That means that a value p M (x 1 ) that is farer away from 0.5 changes stronger than a value p M (x 1 ) that is closer to 0.5. The consequence is that one observes a weaker effect strength in the mixture model than is present in the model M. In the simplest case one has a binary explanatory variable x ∈ {0, 1}. Then both models M and the mixture model are saturated and one can compute the parameter β for the model M and the corresponding parameterβ that is found when using probabilities p(x). Because |p(x) − 0.5| = π|p M (x) − 0.5| the increase (or decrease) from p(0) to p(1) is always larger than the increase (or decrease) from p M (0) to p M (1). Therefore, one obtains |β| < |β|. The case of binary explanatory variables is not interesting by itself, but the tendency to underestimate the effect strengths holds in the general case.
Before considering the effect in the general model with ordered categories it should be noted that the inclusion of an uncertainty component has one other effect. Since the probability p(x) of the data generating process is closer to 0.5 than the probability p M (x) also the variance is larger than in the logit model M. Therefore, the inclusion of a uniform component is one way of modelling overdispersion.
For ordinal models with k > 2 and a cumulative logit model one gets similar results for the cumulative probability p r (x) = P (Y ≤ r|x), which is given by
where p M,r (x) = exp(γ 0r + x T γ)/(1 + exp(γ 0r + x T γ)) specifies a binary logit model. That means one obtains a shrinkage toward r/k. It is easily derived that now |p r (x) − r/k| = π|p M,r (x) − r/k| with the same consequence as in the binary model, namely that the effect strength γ tends to be underestimated if the mixture component is neglected. What differs from the binary model is that one does not necessarily model overdispersion. Of course, for k even and r = k/2 one has the same effect as in the binary model considered previously: one has stronger variability than assumed in the model M and therefore models overdispersion. But this has not to hold for all values of r. For example, if k = 10, one obtains for r = 1 shrinkage toward 0.1. If p M,r (x) is larger than 0.1, then the shrinkage toward 0.1 means that the variance is smaller than in the model without a uniform mixture component. Therefore, in terms of the cumulative probabilities one might model underdispersion in the sense that the mixture model allows to model smaller variance than the pure model with π = 1.
Although estimation procedures will be considered later, we consider a small example to illustrate the shrinkage effect. Table 1 shows data that have been analysed previously by Mehta et al. (1984) . For patients with acute rheumatoid arthritis a new agent was compared with an active control. Each patient was evaluated on a five-point assessment scale ranging from "much improved" to "much worse." Table 2 shows the corresponding estimates for the mixture model with a cumulative logit model as the structuring component CUP(c) and the simple cumulative logit model. It is seen that the effect strength is 0.291 for the cumulative model but 0.394 for the cumulative mixture model. Thus if the mixture component is omitted one obtains a weaker effect of treatment. The difference between effect strengths is rather large because the uniform distribution is included with the rather large probability 0.294. (Mehta et al., 1984) . To further investigate the bias of the estimate if the mixture component is neglected we give the results of a small simulation study. Let the data be generated from a mixture model with the cumulative model in the mixture given by Table  2 with effect strength 0.5 and vary the probability 1 − π, that is, the probability of uncertainty in the mixture. The left panel of Figure 4 shows the estimated parameters when a cumulative CUP model is fitted. The true parameter value is included as a horizontal line. It is seen that the estimates are almost unbiased. Of course, a small bias is not surprising for an ML estimate with finite sample size. Overall the estimation works well with increasing variability if the uncertainty component gets stronger. The results change dramatically if one fits a cumulative model and therefore ignores the uncertainty component (right panel of Figure 4 ). It is seen that the true parameter is strongly underestimated with the bias getting stronger with increasing importance of the uncertainty component. The main point of the illustrations is that when the data generating model is a mixture model of the form considered here one tends to underestimate the effects of explanatory variables. The effect is similar to what is found in binary (and ordinal) random intercept models. Let repeated measurements on individual i be given by y i1 , . . . , y im , y it ∈ {0, 1} with covariates x i . Then the random intercept model assumes P (y it = 1|x i , b i ) = h(b i + x T i γ), where h(.) is a response function and b i is a subject-specific random effect, typically assumed to be normally distributed, b i ∼ N (0, σ 2 b ). The parameter γ contains the conditional effect of the explanatory variable given the random effect b i . If one considers the marginal model P (y it = 1|x it ) = P (y it = 1|x it , b i )p(b i )db i , effects tend to be weaker, see, for example, Caffo et al. (2007) . Because the models are non-linear the omission of the random effects yields estimates of parameters that are closer to zero than the actual parameters. Marginal effects are attenuated as compared to the conditional effects.
Interpretation of the parameters in the mixture model is not so straightforward but effects can be interpreted in a similar way as conditional effects in random effects models. Let us consider the proportional odds model for the structured response in the mixture model. Let C denote the latent class; C = 1 denotes that the choice made by the individual is deliberate and determined by the proportional odds model M; C = 0 means that the choice is made in random mode, determined by the uniform distribution. The mixture is determined by the weights π, 1 − π. Then the parameters of the proportional odds model determine the response given C = 1, that is, P (Y ≤ r|x, C = 1) = p M (x) = exp(γ 0r + x T γ)/(1 + exp(γ 0r + x T γ)). If one compares two individuals that differ in the variable x by one unit one obtains for the cumulative odds given C = 1
Thus the parameter contains the effect of explanatory variable x given both individuals make a deliberate choice, that is, C = 1. In that sense the effect is conditional on the action mode C = 1. Given this action mode the interpretation is the same as in the common proportional odds models. Ignoring the uncertainty component yields attenuated effects.
An Illustrative Example
To illustrate the effects in a cumulative CUP we consider data from the Survey on Household Income and Wealth (SHIW) by the Bank of Italy, for earlier use of the data see (Gambacorta and Iannario, 2013) . In the analysis presented in Table 3 the response is the happiness index indicating the overall life well-being measured on a Likert Scale from 1 (very unhappy) to 10 (very happy). As covariates the following factors were chosen: the marital status, the place of living, the general degree of confidence in other people (1 to 10), the atmosphere the interview took place in (1 (low) to 10 (high)), the citizenship and the age. The respondents were also asked about their assessment if the household income is sufficient to see the family through to the end of the month rated from 1 (with great difficulty) to 5 (very easily). The analysis is based on a subset with 3816 respondents of the SHIW of 2010. We fitted a cumulative CUP model with explanatory variables in the cumulative part as well as in the logistic model that determines the mixture probability. In addition we fitted a simple cumulative model without a mixture component and the CUB model. The standard errors of the coefficients are obtained by 500 non-parametric bootstrap samples (Efron and Tibshirani, 1994) . The results are given in Table 3 . It is seen that the uncertainty component is very strong with 1 −π = 0.458 for the CUB model and 1 −π = 0.464 for the cumulative mixture model, wherē π = 1/n n i=1 1/(1 + e −z T i β ) is the mean value over all the probabilities of the observations. In the following tables 1 −π is always denoted by Prob(uniform). As in the previous example it is seen that the estimated effects in the cumulative model part of the mixture model are much stronger than the effects found in the simple cumulative model. We only included effects that have been found to be influential in previous studies (Gambacorta and Iannario (2013) ) and do not give the threshold parameters.
A tool that has also been used for CUB models is the visualization of effects of explanatory variables that are included in the preference part of the model and also determine the uncertainty. However, alternative specifications are needed to link the effects on the preference part with the effects on uncertainty. Therefore, a specific form of the cumulative logistic model that determines the preference component of the mixture has to be used. A form of the model that allows for easy interpretation of the effects on the response is
That means that the odds of preferring categories {1, . . . , r} over categories {r + 1, . . . , k} are modified by the factor e γ j if the jth variable is increase by one unit. It is important that the factor is the same for all categories and therefore characterizes the effect of the covariates in a unique way. This is essentially the proportional odds assumption that gives the model its name, see McCullagh (1980) for an extensive discussion of the proportional odds property. Since e γ j contains the effect of the preference part it can be used to visualize the effect together with the uncertainty, which is contained in the model logit(π) = z T β. In Figure 5 the factor e γ j is plotted against the strength of the uncertainty 1 − π j for the explanatory variables marital status and area of living. To obtain a scale for the uncertainty the other variables are set to fixed values, in particular, confidence and atmosphere are set to category 1, income to 3 and all other variables to zero. Since in the cumulative model large values of exp(x T γ) indicate preference for low response categories, large values indicate unhappiness. It is seen from Figure  5 that the marital status "widow" corresponds to high values of unhappiness and high certainty (small 1 − π j ). In contrast, the status "married" indicates happiness but a large amount of uncertainty in the response. From the plot for the variable area it is seen that the people living in the north have large uncertainty and medium happiness whereas people from the south tend to categories that indicate unhappiness with a middle level of uncertainty. 
Comparison of Models
In this section we consider the usefulness of including the uncertainty component in the traditional cumulative models and also compare CUP and CUB proposals by use of real data sets. First we briefly discuss criteria for the comparison of models.
Criteria
Comparison of models is not straightforward since in general the models are not nested. But even for nested models, for example, when comparing a cumulative mixture model and a pure cumulative model, one can not simply use likelihood ratio tests because one is at the boundary of the parameter space. So one cannot expect the likelihood ratio tests to have the usual χ 2
(1) -distribution, compare Böhning et al. (1994) .
Alternative are information criteria as the AIC and BIC given by
where m is the number of model parameters, n is the number of observations and l(θ) is the log-likelihood function computed at the maximum of the estimated parameter vector θ. Information criteria are in common use in mixture models although no strong foundation seems available. Leroux (1992) gave some justification for the use of information criteria but it refers to very special cases only. Therefore alternative ways to compare models seem warranted. A more data driven strategy is the evaluation of the predictive performance. In particular we will consider the deviance as a measure of the discrepancy between data and fit. For the multinomially distributed response one can distinguish two cases. One can group all observations for a fixed value of the explanatory variables obtaining the distribution r
where N is the number of distinct values of the explanatory variables, n i is the number of observations for the i-th value of the explanatory variables. The true underlying probabilities are p T i = (p i1 , . . . , p ik ) and the corresponding estimates without assuming a model are the relative frequencies (f i1 , . . . , f ik ). Then the deviance for the multinomial distribution has the general form
In this grouped form it uses that n i observations are available for a fixed value of the explanatory variable and for GLMs asymptotic distributions are available for (n i /N → λ i ∈ (0, 1)) (Fahrmeir and Tutz (2001) ). If one does not group data, but works with single observations one uses r 
where R i denotes the observation in the categories, that is, R i ∈ {1, . . . , k}.
In both forms, grouped or un-grouped, the deviance measures the discrepancy between data and fit. It can be as a predictive measure. Let the data be split into a learning set and a validation set. The model is fitted on the learning set and then one computes the deviance for all the observations in the validation set (R
i ), i = 1, . . . , n V . In the un-grouped form one obtains for the averaged deviance
wherep il is the estimated probability of category l at value x (V ) i . It is also known as the logarithmic score. A criticism of scores like the logarithmic score is that the predictive distributionp is only evaluated at the value of the observation. Therefore, it takes not the whole predictive distribution into account. In the case of an ordinal response measures that make use of the whole predictive distribution can be derived from the continuous ranked probability score approach discussed by Gneiting and Raftery (2007) . For categorical responses one obtains the averaged value
wherep i (r) =p i1 + · · · +p ir is the estimated cumulative probability at value x (V ) i and I(.) is the indicator function. It is a sum over quadratic (or Brier) scores for binary data and takes the closeness between the whole estimated distribution and the observed value into account. For a discussion of measures for the closeness of data and fit see also, with the focus on categorical data, Tutz (2012) , Chapter 15.
Empirical Studies
The models that are used in the applications are 
Income and Wealth
For the Survey on Household Income and Wealth (SHIW) considered in the previous section the performance measures for selected models are given given in Table 4 . It is seen that the cumulative mixture model performs best in terms of AIC, BIC, deviance and logScore. The ranked score is the same for CUP(c) and CUP(a). The relevance of the mixture component is underlined by the strong reduction of AIC; the value of the AIC for the mixture model (16218) 
PLUS Study
In the Participation, Labour and Unemployment Survey (PLUS) carried out by ISFOL (Institute for training of workers, Ministry of Labour and Welfare, Italy), the participants were asked to rate their probability to reach the age of 75. They chose a value between 0 for a impossible event and 100 for a certain event. Because of rounding effects ordered categories instead of the observed continuous values are to be preferred as suggested by Iannario and Piccolo (2010) : see Table 5 . The data consists of 20,184 individuals from the survey wave of 2006 and includes several more covariates such as gender (1: female, 0: male), age, marital status (widowed, divorced, married/single) and employment status (1: worker, 0: noworker). Table 6 shows the results with all of the explanatory variables. In this application the uncertainty component is rather weak (1 −π = 0.100 for the cumulative mixture model, 0.099 for the adjacent categories mixture model and 0.137 for the CUB). Nevertheless the inclusion of the uncertainty component reduces the AIC and the BIC distinctly. It is seen that the cumulative and the adjacent categories mixture models perform better than the models without uncertainty and the CUB with regard to all performance measures. Table 6 : Results for the PLUS study
Allbus
In the German General Social Survey ALLBUS data on behavior, attitudes and social structure in Germany are collected. 3480 persons answered the questionnaire in 2012. In the present study the respondents rated their trust in the health care system on a scale from 1 (not at all) to 7 (very much). In addition they give their assessment of the own state of health from 1 (very good) to 5 (poor) and their overall life satisfaction from 0 (very unhappy) to 10 (very happy). Other covariates are the responders age, net income (in 1000 Euros) and citizenship. The variable region specify if the interview took place in the former east part of Germany. Table 7 shows the results for CUB and the CUP model using a cumulative model or an adjacent category model for the preference structure. It is again found that the inclusion of uncertainty reduces AIC and BIC strongly. Among the models with an uncertainty component there is not much difference in terms of AIC and BIC, BIC even favors the CUB. While the logscore profits from the inclusion of uncertainty the ranked score is very similar for all models. 
Concluding Remarks
It has been shown that the basic concept to include an uncertainty component in the model, as has been done in CUB models before, can be extended to the familiar classes of ordinal models yielding models that show better fit and better performance in terms of AIC, BIC and prognostic measures. If the uncertainty component is neglected the strength of the explanatory variables tends to be underestimated. An advantage of the models is that the effects of covariates can be easily visualized.
yielding the complete log-likelihood
z ij (log(π j ) + log(f j (r i |x i , γ j )) .
The EM algorithm treats z ij as missing data and maximizes the log-likelihood iteratively by using an expectation and a maximization step. During the E-step the conditional expectation of the complete log-likelihood given the observed data r and the current estimate θ (s) , M (θ|θ (s) ) = E(l c (θ)|r, θ (s) ) has to be computed. Because l c (θ) is linear in the unobservable data z ij , it is only necessary to estimate the current conditional expectation of z ij . From Bayes's theorem follows E(z ij |y, θ) = f (z ij = 1|r i , x i , θ) = f (r i |z ij = 1, x i , θ)f (z ij = 1|x i , θ)/f (r i |x i , θ) = π j f j (r i |x i , θ)/f (r i |x i , θ)
This is the posterior probability that the observation r i belongs to the j−th component of the mixture. For the s-th iteration one obtains
(s) ij (log(π j ) + log(f j (r i |x i , γ j ))
Thus, for given θ (s) one computes in the E-step the weightsẑ (s) ij and in the M-step maximizes M (θ|θ (s) ) (or rather M 1 and M 2 ), which yields the new estimates
(s) ij and γ
(s) ij log(f j (r i |x i , γ j )).
The E-and M-steps are repeated alternatingly until the difference L(θ (s+1) ) − L(θ (s) ) is small enough to assume convergence. Computation of γ (s+1) j can be based on familiar maximization tools, because one maximizes a weighted loglikelihood with known weights. In the case where only intercepts are componentspecific, the derivatives are very similar to the score function used in a GaussHermite quadrature and a similar EM algorithm applies with an additional calculation of the mixing distribution {π 1 , . . . , π m } (see Aitkin (1999) ).
