This tutorial covers the circuit fundamentals of CMOS
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2. Reduce avg. power consumption of stationary devices 1 and 2 may conflict since, given two systems where the first consumes less energy but in a shorter period of time the first may have a higher average power consumption This tutorial will focus on design objective 1
MOS digital circuit fundamentals
Definition of terms
The NMOS transistor acts as a switch. When the gate-source voltage is less than a voltage, V , , the transistor has a high resistance between its drain and source, as in Fig. l(a) . When the gate-source voltage is greater than Vth the transistor has a low resistance between its drain and source, as in Fig. l Occurs when the output voltage of the inverter changes from a low voltage to a high voltage When the output is low, resistance from the output to Vdd is high and resistance to ground is low, causing the load capacitance to be discharged As the resistance from the output to Vdd goes low and resistance to ground goes high, due to a change in the input voltage, the output voltage goes high and the output capacitance is charged Real time vs. non-real time -in real time systems compression/decompression typically must be simpler so that they can be performed in less time Ability to tolerate loss of data -systems that can tolerate loss of data can use lossy compression schemes which achieve higher compression rates Packetized vs. non-packetized -in packetized networks, if compression is to be done on a per packet basis, packet size will influence the relative effectiveness of compression schemes Consider a system where the image originates and is compressed in a portion of the system where energy consumption is not a concem, such as the network, and then transmitted to and decompressed on a portable device Vector Quant. The input latches are clocked with frequencyfso that f operations/sec are performed
Now consider an execution path with two ALU's, each of which is clocked at half the rate of the original, as in Fig. 6 Vector quantization requires only one memory operation per pixel to decompress vs. four multiplies, eight additions and six memory operations per pixel for DCT. However, compression is more energy consumptive for vector quantization than for DCT. Thus, vector quantization saves energy over DCT in the portable device at a cost in energy in the network 
The flow diagram of the "cascade" realization of this system is given in Fig. 7 . 
Ar+Ai
In Fig. 9(a) , the real and imaginary terms are generated independent 1 y In Fig. 9(b) , the real and imaginary terms of the constant are combined and used to eliminate one multiplication at the expense of one addition
Since additions tend to consume less energy than multiplies, this transformation saves energy Similar to compiler optimizations for performance Efficiency vs. parallelism -same trade-off as for Guideline 5, since (a) is more parallel than (b) but uses less energy consumptive operations 6. Device architecture Example: dual counters Two counters in Fig. 10 (a) are multiplexed onto a bus in altemate cycles. Successive values for each counter are highly correlated, i.e. they differ in only two bit positions on average. However, successive values appearing on shared bus differ significantly depending upon skew between counts.
Non-shared configuration of Fig. 10(b) keeps the output data streams of the two counters from interfering with each other. Other examples include: multiplexed data busses within an execution unit and multiplexed external address and data busses occuring on some processors Does not always increase switching activitydepends on autocorrelation of each data stream vs. correlation between data streams when sharing resources
Guideline 9: Parfirion design
Partition design into subcircuits whose power level can be independently controlled
Power down subcircuits when not in use
This allows the system to keep its energy consumption closer to the minimum level necessary to perform the function at hand
Higher resolution partitions tend to yield greater energy savings but savings are eventually offset by energy needed to operate circuitry controlling power level of sub-circuits
Conclusion
Energy consumption is proportional to C*V2*N Energy consumption reduction must be a part of the design process and addressed at all levels of design Once system design in complete, need to continue to address energy consumption at the logic and physical design level
