Abstract. We completely determine all the unstable modes and neutral modes for the Kolmogorov flow (sin(2x2), 0) on the two-dimensional torus [0, 2n\ x [0, 2n] for both the Navier-Stokes equations and the Euler equations. We also give comments on "vorticity generation".
where Au --PAu = -Au, B(v , w) = P[(v ■ V)w], 2 2 P is the orthogonal projection onto H in (L (Q)) , v = l/R > 0, and R is the Reynolds number. When v = 0, we get the corresponding linearized operator for the Euler equations in H, L0w = -B(u0, w) -B(w , m0).
Considering the eigenvalue problem for Lv {u> 0):
if the real part Re?/ of t] is positive, the disturbance is unstable and the corresponding eigenvectors are called unstable modes. If Re?/ < 0, the disturbance is damped and the eigenvectors are called stable modes. If Re rj = 0, there is sustained oscillation and the corresponding eigenvectors are called neutral modes [6] . It is well known that for the operator Lv (u > 0), there are only finitely many unstable and neutral modes (see, for example, [15] ). This is not true for L0 ; see Theorem 2 below for an example. Now we give our main results. 17ro7<Im,'(")<^7TSr <"
The corresponding eigenspace is two dimensional and all the other eigenvalues have negative real parts (except the positive eigenvalue from C above).
Moreover, estimates for u0, are vfiik<"«<^Wn-<8»°<
",<fe <9>
Remark. Part D of Theorem 1 will give a Hopf bifurcation for the Navier-Stokes equations; the details will be given in [9] , Theorem 2. For the operator L0
A. There is only one positive eigenvalue t]0 and the corresponding eigenspace is two dimensional; t)Q satisfies
There is a unique conjugate pair of eigenvalues rjl, rfx with positive real part and the corresponding eigenspace is two dimensional; satisfies 0<r"'<\/5;'
C. Every imaginary number is an eigenvalue and the corresponding eigenspace is infinite dimensional. D. All the other eigenvalues have negative real parts. 2 2 Remark. The neutral modes in C of Theorem 2 only belong to the space (L (fi)) ; they do not belong to the space (//' (Q))2 (see Lemma 5 below) except for those trivial neutral modes corresponding to the eigenvalue 0. 
Remark. One can also completely determine all the unstable and neutral modes for these basic flows, W and W'
by using the same technique. We will prove Theorem 1 and Theorem 2 by applying the technique of [7, 8] . Since here we need to completely determine all the unstable and neutral modes, the situation is more complex. In Sec. 2, we reduce our eigenvalue problem to certain three-term recurrence relations. In Sec. 3, we recall some results of continued fractions and minimal solutions. Section 4 will prove Theorem 1 and Theorem 2. Section 5 gives some lemmas and proof of Theorem 3. In Sec. 6, we will give comments on a result of Vishik and Friedlander [18] .
2. The reduction of the problem. We first recall the procedure of [7, 8] of transforming the eigenvalue problem (3) for the operator Lv (y > 0) to some three-term recurrence relations among the Fourier coefficients of the eigenvector (see also [11, 19] ). In the eigenvalue problem (3), since the even and odd part of W give exactly the same equation, respectively, we only need to consider the even part; so we assume the eigenvector W is an even function: w= E <15>
(k,,k2)eK Put the above W into (3) for each kx > 0 . We get the following recurrence relations for a(k k j for each fixed kl > 0 (see, [7, 8] ):
("(*? +*2)+ »/)*<*, .iy kx{k2 + (k2 -2)2 -4) (19) and if kx = 0, from (16), we get (uk\ + rj)a^0 = 0 for V/c2 > 0.
So the eigenvalue problem of solving (3) becomes the problem of solving (19) or (20), respectively. Since W is an eigenvector, we need to solve (19) and (20) such that WzH.
3. Three-term recurrence relations and minimal solution. Consider the "half' threeterm recurrence relations
and the "full" three-term recurrence relations
where an , cn are complex numbers. We call a nontrivial solution {cn} of (21) a minimal solution (see, [4, 5] ) if there is another solution {dn} of (21) 
Moreover, this nontrivial solution is unique within a constant factor and satisfies
Re-^-cO, V/2 > 2 and Re-^->0, V« < 0.
Cn-1 C«-l
Proof. See the proof of Theorem 2 of [7] and observe the following. □ We also need a special case of a result of Poincare and Perron (see [4, 12, 13, 14] ). The difference equation (21) Case 2: a>0. There exist two linearly independent solutions {cn ,} and {cn 2} such that
Cn, 1 (4) and (8) come from Eqs. (49) and (50) of [7] , From Lemma 3 of [7] , we know that all the possible neutral and unstable modes will come from the case kx = 1 in Eq. (19) .
Part D comes from the consideration of the case kx = 1 and k2 odd in Eq. (19) . First, we give the estimates (5), (7), and (9).
The condition for solving (19) in the case k{ = 1, k2 odd is a, + 1 , = -i (
a2 + ^h V a, + //
We let r] = a + ip . From (38), we substitute a{, a2 into the above inequality. After some computation, we obtain 7t\a + 10v){a + 2v) + |Q + 10l/(l -2^2np)2 < 1. From this we easily deduce (5), (7), and (9). For the remainder of D, we give a heuristic argument below (the proof for part D and other related properties is quite long, the details will be given in [9] ).
Define two analytic functions in Ret) > -2v :
fin) = ax + -+ /, a2 + ^h f2(tj) = a, + -J-+ i. "2 We argue that the zeros of f(tj) have the same behavior as the zeros of f2(t]) ■ Then we solve /2(t/) = 0 for Re // > -2v . We find y/2 \J (8O711/)2 + y + i400V2nu In this case there are only neutral modes, which are given by W = W(0 k (, Vfc2 > 0, and the corresponding eigenvalue is 0. So there are infinitely many neutral modes corresponding to the eigenvalue 0. In the following, we assume /c, > 0.
Step 2. For each fixed kx > 0, we write (19) in the following form:
where either _ 2\f2n(k\ + (2n)2)ri an-%,2«)-
We want to solve (40) such that either
n=-oo is in the space H.
Step 3. We consider only half of (40):
From (41) and (42), we see lim an = 2y/?ntl.
n-> oo /Cj So (45) is a Poincare difference equation with a = 0, a = 2v^"? as defined in Sec. ''■TIT'1
It is easy to show:
• If Re// > 0, then |Zj| > 1, \z2\ < 1 .
• If Ret] = 0 and \t]\ < , then |zj = \z2\ = 1 .
• If Re?/ = 0 and |?/| > , then
2. if Imf/ < ^ , |z,| < 1, |z2| > 1.
Now using Lemma 3, we obtain that if Re r] > 0 or Re q = °» M > , then there exist solutions of (45) that grow exponentially with n as n -> oo . This implies that there are solutions of (40) that grow exponentially with n as n -> oo . Similarly one can see that there are solutions of (40) that grow exponentially with n as n -oo.
Combining these two facts, we imply that there is a solution of (40) that grows exponentially with n as |n| -► oo. By (41), (42), (43), and (44), we obtain that a necessary condition for W to be in the space H is that the corresponding {cn} is a minimal solution for (40).
Step 4. We consider the case Rerj > 0 and Rerj = 0, \rj\ > for each fixed kx -\ ,2, ... in Step 5 and Step 6 below. We first try to determine all the minimal solutions by using Lemma 1 and then show the minimal solution we get corresponding to an eigenvector by using either Lemma 2 or Lemma 3. By Lemma 1, there is a minimal solution {cn} for (40) if and only if 7-"'o + -a <«)
Step Inequalities (52) and (53) imply that (50) is impossible; so there is no neutral mode either.
Step 6. Now we consider the case of unstable modes, the case Re rj > 0.
If Ret] > 0, by a proof similar to Lemma 3 in [7] , we obtain that if kx> 2, then (48) is impossible. So the possible unstable modes will come from the case kl = 1 .
If k{ = 1 and k2 is odd, that is the situation of (42). Since now an = a_(n_X) > (48) becomes
a2 + ^h where _ 2V2n{{2n-1)2 + 1 )tj
Since an = a._^, by the uniqueness of minimal solution (within a constant factor), it can be seen that the possible minimal solution {cn} satisfies cn = ±/'(-l)"c_(n_1). We want to solve (54) for Re?7 > 0. This will be done in Lemma 6 below. Also Lemma 6 gives the inequalities (11) and (12) . The reason our minimal solution obtained from Lemma 6 corresponds to an eigenvector is due to Lemma 3 (from which we see that the minimal solution decreases exponentially fast; see discussions in Sec. 5). We get part B.
If kx = 1 and k2 is even, that is the case of (41). We show there is a unique r]0 that satisfies Theorem 2 and the corresponding eigenspace is two dimensional. Since an -a_n, it is easy to see that the possible minimal solution {cn} satisfies cn = (-l)"c_~. Then all the solutions of (61) are bounded.
Proof. For each n = 1, 2, ... , let
Since z, ^ z2, p{(n) and p2{n) are uniquely determined. hence,
where AT,(n) = zxxn +yn, X2{n) = z2xn +yn.
From (68), we obtain
similarly, we have
where = , = i,2.
We write (70) and (71) in the matrix form
The matrix operator A(n) acts from C to C . Since |z,| = \z2\ < 1 , its norm satisfies IM(«)II < max{|zt -a,(n)| + \fix{n)\, |a2(«)| + \z2 -p2{n)|} 
So all the solutions of (61) are bounded. □ Now we discuss the unstable eigenvector. From previous discussions, the only unstable mode for both the Euler equations and the Navier-Stokes equations is given by k{ -1, k2 even or odd. We rewrite the determining equation (in the even case) as follows (the odd case is similar):
a. ^ - Hence, in determination of the unstable mode, the low harmonic is more important than the high harmonic, because we see from (80) that the magnitude of the high harmonic decreases very fast. If v = 0, the conditions of Lemma 3 are satisfied with a -0 and z,, z2 given by (47) with kl = 1, \z{ \ > |z2|. Hence for our unstable mode, Urn ^^ = z2.
I"'-00 a(\,2n)
Since \z2\ < 1, the high harmonic decreases exponentially but much slower as compared with the viscous case. We also get here that the unstable modes are infinitely smooth functions.
Lemma 5. For the three-term recurrence relations (22), if all the solutions are bounded, then
• there is no nontrivial solution {cn} such that lim c = 0,
N-oo "
• there is no minimal solution.
Proof. By assumption all the solutions of (22) are bounded; so there is a constant M such that, for any solution {cn} of (22), \cn\<M, V«.
Suppose there is a solution {cn} such that lim c" -0.
|n|-oo "
Let {dn} be another solution of (22) that is linearly independent of {cn}. Define
For every n , it is easy to see D{n) = (-1)"Z)(0).
Since {cn} and {dn} are linearly independent, we have 
Proof. Define
a2 + /2(>y) = a, + -j-+ i.
"2
Both functions are analytic functions for ?/ > 0 (see [5] ). Solving /2(>7) = 0, we obtain
Let
Re/y > e, |^| < -$=-[> , 
Then we can apply Rouche's Theorem. We note that if (91) is not true, then there is an rj e dD and ad (0 < <5 < oo) such that f(l) = Sf2(l)- 
From (95) and (96), we readily obtain that (92) is impossible. Secondly, we show that for all 8: 0 < 8 < oo, there is an eQ > 0 such that Eq. which is impossible from (89). Hence, 8j has to be bounded. So, there is a subsequence of 8j (still denoted by 8-) that converges to a finite number 80, lim 8, = 8n. From the consideration above, we note that t]0 has to satisfy « < 7Tn
But for these rj0, 1 a2^o) + a,(r,0)+-diverges (this is from Step 7 of the proof for Theorem 2 and Lemma 5; there is no minimal solution in this case); so (99) is impossible, hence a contradiction. We have proved there is an e0 > 0 such that for any e (0 < e < e0) and any r > \, (91) is true. From (89), f2{t}) has only one zero in Ret] > 0. By Rouche's Theorem, we get that there is a unique solution tj of (84) with Re r) > 0.
The estimate (86) is from the observation that a necessary condition for (84) is Re(O2+srn)<0' <100)
We substitute a,, a2 into this and, simplifying, we obtain (86). We are done. □ Finally, we prove Theorem 3. Proof of Theorem 3. We first show (13) of Theorem 3. As we noted before, r\{v) and tj0 come from the case k{ = 1, k2 even, that is, they are given by the solutions of (76), (77), and (78). Define 
Also, there are positive constants d0, c,, c2 (c, < c2) such that c, < rj0 < c2, cx < < c2 when 0 < v <SQ.
Hence, if (13) is not true, there exist subsequences vk and rj(uk) such that lim tj(uk) = tj'Q,
where % ± % and cv 
By part A of Theorem 2, from (104) and (109), we get a contradiction; so (13) has to be true.
By the fact that there are positive constants cx , c2 such that (this will be given in (1) and (2) we define av = max{Rerj \ t] is an eigenvalue of Lv).
In [18] , by using dynamo theory, Vishik and Friedlander proved the following result.
Theorem. Hm av<a0.
Remark. It is called "fast vorticity generation" if lim a > 0.
e-»0 "
From Theorem 3, we see in certain cases, not only "fast vorticity generation" is possible, but one actually has nm^ = ^0.
From this, one might wonder whether the equality in (111) is true for general steady flow, but the following simple example shows this is not the case in general. Now, we give an example with instability in the Euler equations but the corresponding Navier-Stokes equations are stable for all Reynolds numbers, that is, there is no vorticity generation at all.
Example. Let u _ sin .x2 + 5, cos x2 \ 0 \/l2 sinx, + B2 cosXj / ' where A{, Bx, A2, B2 are constants, and a\ + B\ ± 0, A22 + B2 ^ 0.
It is easy to see that the steady flow uQ given above has a hyperbolic stagnation point 0 (a point x0 is a hyperbolic stagnation point of the flow uQ if uQ(xQ) = 0, and the spectrum of the matrix at x0 has empty intersection with the imaginary axis); so the corresponding Euler equation is locally unstable [18, 3] . Now from [10] (see also [2] ), the corresponding Navier-Stokes equation is globally stable for any Reynolds numbers; so no vorticity generation is possible. Thus for this steady flow uQ, we have tf0>0, (113) <7^ < 0 for Vi/> 0.
(114)
