Abstract. We study the hyperkähler analogues of moduli spaces of semistable n-gons in complex projective space. We prove that the hyperkähler Kirwan map is surjective and produce a formula that recursively calculates the Betti numbers of these spaces for all ranks. Building on a natural analogy between hyperpolygons and parabolic Higgs bundles, we identify hyperpolygon spaces with certain degenerate Hitchin systems, and use this to establish their complete integrability, for ranks up to and including 3.
Introduction
In this paper, we study a very basic problem in geometric invariant theory: the moduli of polygons in complex projective space. We denote by P r n (α) the moduli space of n-gons in P r−1 , where α ∈ R n is a Kähler modulus. The case r = 2 was first studied by Klyachko [18] , who gave a procedure to compute their Betti numbers by studying certain Hamiltonian flows.
For all r, the spaces P r n (α) can be constructed as compact symplectic quotients, and hence their Betti numbers and cohomology rings may be computed using the standard techniques [14, 24] .
We focus on hyperpolygon spaces X r n (α), which are the hyperkähler analogues of polygon spaces. For hyperpolygons, the r = 2 case was studied by Konno [19] , who computed their Betti numbers and cohomology rings. Our first result is the following, in which H * denotes cohomology with rational coefficients, as will be the convention throughout. Our second main result is an explicit recursive procedure for computing the Betti numbers of X r n (α), again for all r ≥ 2. In contrast to Konno, who computed the Betti numbers using a natural S 1 -action on these spaces, we use equivariant Morse theory with the norm-square of a certain moment map. What we prove is Theorem 1.2. The Poincaré polynomial P t (X r n (α)) is independent of α and may be computed by the recursion relation P t (Gr(r, n))
where the outermost sum is taken over all integer partitions λ of n; ρ is a tuple of non-negative integers with the same number of entries as λ; ρ ≥ λ refers to lexicographical ordering; and m(λ)!, β(λ, ρ), s(λ, ρ), and n ρ are numbers whose definitions we leave to §3.3 Remark 1.3. Although the right side of this equation contains an infinite sum over ρ, due to the presence of the multinomial coefficient n ρ only finitely many of these terms are non-zero. Remark 1.4. Similar recursion relations for Nakajima quiver varieties can be deduced using Hausel's arithmetic Fourier transform [10] . We give an independent proof of Theorem 3.9 using only standard Morse theory. It is intriguing that the same combinatorial structures appear both in types of calculations.
The holomorphic symplectic geometry of hyperpolygon spaces, studied in the final part of this paper, is tied naturally to the theory of Higgs bundles, and hence to known integrable systems -namely, the Hitchin system. In the recent work of Godinho-Mandini [8] , it was observed that the spaces X 2 n (α) may be identified with an open subset of a moduli space of stable rank 2 parabolic Higgs bundles on P 1 , and in fact this map turns out to be a symplectomorphism [4] . This establishes the complete integrability of the moduli space X 2 n (α) with respect to its natural symplectic structure. We extend this construction to to all ranks. Theorem 1.5. The space X r n (α) may be identified with a moduli space of rank r parabolic Higgs bundles on P 1 , such that the residue at each marked point lies in the closure of the minimal nilpotent orbit of sl r , and whose underlying bundle is trivial. Under this identification, there is a natural Hitchin map
where B is an affine space of half the dimension of X r n (α). The components of h pairwise Poisson commute, and for ranks 2 and 3 the components are functionally independent. Remark 1.6. There is an interesting distinction between the cases r = 2, 3, and r > 3. In the r = 2 case, the minimal nilpotent orbit is also the regular nilpotent orbit, and generic spectral curves are smooth. For r = 3, the generic spectral curve is not smooth, but contains only transverse self-intersections for singularities. For r > 3, the singularities are worse and it is not clear a priori whether the components of the Hitchin map are functionally independent.
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Polygons and Hyperpolygons
2.1. Star Quivers. We take a moment now to formally introduce the main objects of this article: the moduli spaces of polygons and hyperpolygons in a complex projective space. Begin by fixing a pair of integers, r ≥ 2 and n ≥ r + 1.
Definition 2.1. A star-shaped quiver (henceforth, a "star quiver") of rank r and twist n is a labelled finite directed graph Q with n + 1 nodes and n arrows, such that
• exactly one node, the sink, has label 'r';
• each of the remaining nodes has label '1';
• from each node labelled '1', there departs exactly one arrow, whose tip is the sink, as depicted in Figure 1 .
The dimension vector of Q is the (n+1)-tuple of positive integers d = (r, 1, . . . , 1), and this vector determines Q uniquely as a star quiver. By Rep(Q), we mean the vector space of representations of Q (respecting the labelling d), namely
We denote elements of Rep(Q) by x, and by the above isomorphism we identify x with an r × n matrix, whose columns we denote by x 1 , . . . , x n . There is a natural linear action of U (r) × (S 1 ) n on Rep(Q); however the overall diagonal scalars act trivially. Quotienting by this subgroup, we obtain an effective action by the group
The Lie algebra g of this group may be identified with su r ⊕ R n , with center isomorphic to R n . Hence a central element α ∈ g * may be identified with a vector in R n -and we denote its components by (α 1 , . . . , α n ). We assume henceforth that the components of α are all positive. We call α the length vector. If S is a subset of [n] = {1, . . . , n}, put
Example 2.3. In the case r = 2 and assuming α i > 0 for all i ∈ [n], the only nonvacuous conditions come from setting r = 1, in which case we obtain the conditions
. This is exactly the genericity condition that appears for usual polygon spaces [18, 19] .
The real and complex moment maps for the action of G on T * Rep(Q) are given by
where (·) 0 denotes the trace-free part of a matrix. The real moment map for the action of G on Rep(Q) is given by the restriction of µ r to Rep(Q). We define the polygon space P r n (α) to be the symplectic quotient
Similarly, we define the hyperpolygon space X r n (α) to be the hyperkähler quotient Remark 2.5. The cotangent bundle T * Rep(Q) can be naturally identified with the space of representations of the doubled quiver, i.e. the quiver with the same underlying set of vertices, but to which we add an arrow going in the opposite direction for every arrow of Q. This is depicted on the right side of Figure 1 , with the doubled arrows indicated by dashed lines.
2.2.
Polygons. In this section, we give two different interpretations of P r n (α) as a moduli spaces of polygons. First, observe that the real vector space su r is naturally Euclidean, with its Euclidean structure induced by the trace norm. Consider the map Rep(Q) → ⊕ n i=1 su r given by
Imposing the real moment map equations |x i | 2 = α i , we find that
, and thus the condition
Hence the collection (v 1 , . . . , v n ) consists of vectors of fixed lengths adding to zero, i.e. it is exactly the data of a closed polygon with fixed edge lengths 2 . See Figure 2 . Finally, since the action of G on su r is the adjoint action, G acts as a subgroup of the Euclidean group of su r . Hence P r n (α) is a submanifold of the moduli space of polygons in su r , with fixed edge lengths, considered up to the overall action of SU (r). Example 2.6. Consider the special case r = 2. In this case, su 2 ∼ = so 3 ∼ = R 3 , and furthermore, the map x i → (x i x * i ) 0 surjects onto the 2-sphere. This realizes P 2 n (α) as the moduli space of n-gons in R 3 , with fixed edge lengths (α 1 /2, . . . , α n /2), considered up to the overal rotational action of P SU (2) ∼ = SO(3). This is exactly the special case considered by Klyachko [18] .
Remark 2.7. This construction can be generalized in the following fashion. Let O 1 , . . . , O n be coadjoint orbits in the dual of some Lie algebra g. The moment map for the coadjoint action of G on the product O 1 ×· · ·×O n is given by µ(x 1 , . . . , x n ) = x 1 + · · · + x n . Consequently, the symplectic quotient (O 1 × · · · × O n )//G may be regarded as the moduli space of closed n-gons in g * , considered up to rotations by G, whose edges lie in a set of fixed coadjoint orbits.
Finally, we give a different interpretation of the space P r n (α). Note that
where the ith factor of P r−1 is equipped with α i times the Fubini-Study form. Any point in n i=1 P r−1 can be thought of as giving the vertices of a polygon in P r−1 , and the diagonal action of P GL(r) acts by projective transformations on this polygon. From King [16, §6] , we have:
Then as a complex manifold, P r n (α) may be naturally identified with the moduli space of α-semistable n-gons in P r−1 , considered up to overall projective equivalence.
Remark 2.9. A related moduli space of twisted n-gons was constructed by Khesin and Soloviev [15] , as the natural configuration space for a generalized pentagram map.
2.3. Nilpotent Orbits. To help motivate the connection with Hitchin systems, we recall some basic facts about nilpotent orbits in sl r . Identifying sl r with the space of r × r traceless complex matrices, the Lie-Poisson structure is given explicitly by the relation
where x ij denotes the corresponding component of an r × r matrix. The symplectic leaves of this Poisson structure are exactly the adjoint orbits. Of particular interest are the nilpotent orbits, i.e. the adjoint orbits of a nilpotent r × r matrix. The Zariski closures of nilpotent orbits are singular affine Poisson varieties, which admit resolutions by the cotangent bundles of (partial) flag varieties 3 . There is a natural partial order on nilpotent orbits, defined by
With respect to this partial order, there are two distinguished orbits: the maximal, regular orbit O reg , and the minimal orbit O min . These orbits are completely characterized by their Jordan form representatives, which include
in O reg and O min , respectively.
3 Outside of type A, this is not always the case. 
Now, consider T * P r−1 as the hyperkähler quotient of T * C r , with coordinates x ∈ C r and y ∈ C r , with x a column vector and y a row vector. The left action of GL(r) on (x, y) given by g · (x, y) = (gx, yg −1 ) descends to an action on T * P r−1 , with complex moment map given by
Clearly, rk(µ c (x, y)) ≤ 1, and we see from the hyperkähler quotient construction that µ c (x, y) 2 = (xy)(xy) = x(yx)y = 0. Hence µ c takes values in O min .
Proposition 2.11. The complex moment map µ c : T * P r−1 → O min is Poisson, surjective, and generically one-to-one.
Proof. That µ c is Poisson follows, essentially, by definition of the moment map. To see that it is surjective and generically one-to-one, note that O min = O min ∪ {0}. It is easy to check that µ
Since φ is rank 1, it can be factored as φ = xy for some row vector x and column vector y. These vectors are unique up to the equivalence (x, y) ∼ (λx, λ −1 y). Moreover, the nilpotency condition φ 2 = 0 implies that 0 = (xy) 2 = (xy)(xy) = (xy)φ, and since φ is not identically zero, we find that xy = 0. Hence, [x, y] determines a unique point in T * P r−1 .
3. Cohomology 3.1. Kirwan Surjectivity. We begin by recalling that a Kähler manifold M is circle compact 4 if it admits a Hamiltonian S 1 -action, such that the following conditions are satisfied:
(1) M S 1 , the fixed point set, is compact;
(2) the moment map is proper and bounded below.
Given a circle compact manifold M , we may construct a compactification M using the symplectic cut construction [20] as follows. Let Λ 0 and define M to be
where the S 1 acts diagonally on M × C. At worst, M has orbifold singularities, and by elementary Morse theory with the moment map, its orbifold diffeomorphism type is independent of Λ for Λ sufficiently large. We then have a natural inclusion M → M . We denote by ∂M the boundary divisor
which itself has at worst orbifold singularities. 4 In the algebro-geometric context, the analogous condition is sometimes called semiprojectivity, see e.g. [12] Proposition 3.1. Suppose that M has a Hamiltonian S 1 × G-action such that the
is surjective. Furthermore, we have the relation
The cut construction endows M with a residual Hamiltonian S 1 -action. Moreover, the fixed-points of this action are given by
The result then follows by ordinary Morse theory with the S 1 -moment map.
Proof. Since the S 1 × G moment map is proper, it follows from equivariant Morse theory with its norm-square [17] that the map
However, it is easy to check (using the cut construction) that this map is essentially the Kirwan map, with the S 1 factor acting trivially. Hence we deduce that H *
We use this construction to study the cohomology of hyperpolygon spaces. To begin, let T be the quotient of (S 1 ) n by the diagonal subgroup. Reduction in stages gives
and note that there is a natural inclusion of X r n (α) into G r n (α) as the zero set of the complex T -moment map. The hyperkähler Kirwan map
, and the first map is surjective by Proposition 3.2 above. Proof. First we show that that X r n (α)
Then there exists a homomorphism φ :
Since T is abelian, we find that
from which it follows that µ c (x, y) = 0 and [x, y] ∈ X r n (α). Now consider the isotropy representation of S 1 on T x G r n (α). It fits into the short exact sequence
Since the complex moment map is of weight 1 with respect to the S 1 -action, we deduce that N x X r n (α) is a representation consisting of strictly positive weights. Hence, we find that the S 1 -moment map, when restricted to X r n (α), has the same critical sets with the same Morse indices as it does on G r n (α). Consider the Morse stratifications of G r n (α) and X r n (α). We denote by G ± C and X ± C the super-and sub-level sets, respectively. By the Atiyah-Bott lemma [2, 13.4 ] the associated Thom-Gysin sequence splits into short exact sequences, and so for each critical set C we obtain the commutative diagram below, where the downward arrows are induced by the natural inclusions.
Let C 0 be the critical set corresponding to the absolute minimum of the moment map. In this case we have G − C0 = X − C0 = ∅, and so by the above diagram we have
). Now assume by induction that the rightmost verical arrow of diagram (1) is an isomorphism. By a standard diagram chase, we find that
Continuing this way by induction, we find that
. By equivariant formality, this implies that we also have
Combining Theorem 3.3 with the discussion preceding it, we thereby have a complete proof of Theorem 3.4. The natural hyperkähler Kirwan map
Remark 3.5. The kernel of the S 1 -equivariant Kirwan map may be computed by the abelianization technique of Hausel-Proudfoot [11] , which reduces this problem to an explicit calculation in an associated hypertoric variety. The cohomology rings H * (X 2 n (α)) are well known; we plan to investigate H * (X r n (α)) in future work. It is clear from preliminary calculations that the kernel of the Kirwan map is significantly more complicated for r ≥ 3 than it is for r = 2.
Compactified Morse
Theory. An immediate consequence of Theorem 3.3 is that P t (X r n (α)) = P t (G r n (α)). We would like to compute the latter side of this identity by using equivariant Morse theory with the norm-square of the T -moment map. Unfortunately, since T * Gr(r, n) is non-compact we have to take some care to justify the Morse theory. By the Proposition 3.1, we have
Note that both G r n (α) and ∂G r n (α) may be constructed as symplectic quotients by T of the compact manifolds M and ∂M , where M = T * Gr(r, n). Hence, we may compute their Poincaré polynomials by equivariant Morse theory with the normsquares of their respective moment maps. Both terms in the right hand side of the above equation contain contributions from critical sets at infinity, which have a complicated dependence on α. The goal of this section is to show that these terms exactly cancel.
Since the critical set for the norm-square of the moment map on ∂M is contained in the critical set for the norm-square of the moment map on M , the connected components C of the critical set on ∂M fall into three possible types:
• those of the form C = C ∩ ∂M , where C is a component of the critical set on M not contained in ∂M ; • those for which the Morse index on M is strictly larger than the Morse index on ∂M ; and • those for which the Morse index of C on ∂M is the same as its index on M . Respectively, we call these types ordinary, boundary, and anomalous. The dichotomy between the boundary and anomalous critical sets is depicted schematically in Figure 3 . Intuitively, the anomalous critical sets are the possible limit points of gradient trajectories on M that escape to infinity. Since ∂M has real codimension 2 in M (as follows from the cut construction), the difference in the Morse indices of boundary critical sets is precisely 2. Hence, the contributions from boundary terms in the right hand side of equation (2) automatically cancel. On the other hand, for every ordinary critical set C the right hand side of equation (2) will contain a term of the form
, which by the same argument as in the proof of Proposition 3.1, is equal to
, that is, equal to the equivariant Poincaré series of the uncompactified critical set. Consequently, the only possible contribution from critical sets at infinity come from the anomalous types. The goal of the remainder of this section is to prove the following. 
where Λ > 0 is the cut parameter. Now recall from [17] that the components of the critical set of |µ| 2 for a moment map µ on a symplectic manifold M associated to the action of a torus T are all of the form
where Z β := µ −1 (β) and T β is the closure in T of {exp(tβ) | t ∈ R}. Let us return to the specific case of the T -action on M . Suppose that K ⊂ (S 1 ) n is a sub-torus of the standard maximal torus (
Working up to conjugation in U (r), we can assume g(k) takes the normal form
where σ 1 , . . . , σ d are distinct weights of K and 1 i denotes the i × i identity matrix. Without loss of generality, assume that i 1 ≤ · · · ≤ i d . This picks out a partition λ of r, where
we find that
where h(k) = k ν , and x ij and y ji denote components of the matrices x and y.
Proof of Lemma 3.6. Consider a subtorus K = T β given by the weights β = (σ, ρ, ν) as above. The corresponding critical set is anomalous precisely when ν > 0, so we must show that ν ≤ 0. We can assume that ν = 0, since ν = 0 corresponds to an ordinary critical set. In this case, we find immediately that z = 0. The weights (σ, ρ) decompose the quiver pictured in Figure 1 as follows. The central vertex (representing C r ) splits up into vertices, each labelled by the weight σ i and of dimension d i , and the valent vertices are labelled by the weights ρ j . We draw an arrow from ρ j to σ i , corresponding to a non-zero block of x, if and only if σ i = ρ j .
Similarly, we draw an arrow from σ i to ρ j , representing a non-zero block of y, if and only if ρ j = σ i + ν. A typical quiver representing a critical set is pictured in Figure 4 . Let us consider a single connected component of the decomposed quiver. The horizontal arrows correspond to maps σ i → ρ j → σ k , in which the first arrow corresponds to a block of y and the second to a block of x. The condition on the blocks of y implies that ρ j = σ i + ν, and the condition on the blocks of x implies that σ k = ρ j . Hence we find that σ k = σ i + ν. Therefore a connected component of the decomposed quiver can be labelled by a maximal subset of {σ 1 , . . . , σ d } of the form {σ, σ + ν, . . . , σ + mν} (m is allowed to be 0). At each node of the chain, label the arrows as in Figure 5 . The real moment map at each node is
while the conditions that µ T = β lie in the stabilizer of T β imply 
where ∼ denotes equality up to terms linear in α. From this, we find Aσ + Bν ∼ 0, where Figure 5 . A single node in a chain of a decomposed quiver.
Furthermore, we can use the equations above to solve for |v i | 2 in terms of |v i−1 | 2 , which allows us to compute the |v i | 2 inductively. We find
where
Now, using Aσ + Bν ∼ 0, we find that
It is an easy exercise, which we leave to the reader, to verify that AD < BC + A. Boiling down (3), we have i (|y i | 2 + |v i | 2 ) ∼ δν, with δ < 0. The condition µ = β additionally implies that the sum of |y| 2 + |v| 2 , taken over all components of the decomposed quiver, is equal to Λ + ν. Hence by the preceding argument we obtain an equation of the form δ ν = C(α) + Λ, where δ < 0 and C(α) is a constant depending only on α and the decomposition of the quiver. For Λ sufficiently large, the right side is positive, and so ν < 0. Thus, the critical set cannot be anomalous.
Betti Numbers.
In the preceding section, we established that the Poincaré polynomial of G r n (α), and hence of X r n (α), does not contain any contributions from points at infinity of the compactification. It remains, however, to enumerate the ordinary, uncompactified critical sets, as well as to compute their Morse indices and equivariant Poincaré series. The calculations in this section are standard (see Atiyah-Bott [2] , and, especially, Harada-Wilkin [9] ), so we will just sketch the main ideas, leaving the details as an exercise to the reader. Proposition 3.7. The ordinary critical sets of |µ T | 2 are indexed by the choice of a partition λ of r, together with disjoint subsets S 1 , . . . , S (λ) ⊆ [n] labeled by the parts of λ. For such a critical set C, it must be that
where r = r 1 + · · · + r (λ) is the partition, n i = #S i , and
Proof. This essentially follows by an identical argument to that in Atiyah-Bott [2, Proposition 7.12] and, in the specific context of quiver representations, that of Harada-Wilkin [9, Proposition 6.10]. As in the proof of Lemma 3.6 the weights β = (σ, ρ) determine a decomposition of the quiver Q into a quiver Q β = (λ) j=1 Q j , which is a disjoint union of smaller star quivers (see Figure 6 ). The subset S j ⊆ [n] is determined by which arrows of Q belong to the component Q j . The representations of the decomposed quiver are, by definition, fixed under the action of T β . So choose a complementary sub-torus K β of T so that T ∼ = T β × K β . The dimension of T β (modulo the diagonal scalars, which act trivially) is precisely s(λ, ρ) as given above, and so we have
Furthermore, we have that C is the subspace of T * Rep(Q β ) defined by the vanishing of the residual moment map, and hence
where G j denotes the automorphisms of the component Q j , i.e.
Proposition 3.8. Let (λ, S 1 , . . . , S (λ) ) index an ordinary critical set. Then the complex Morse index of |µ T | 2 along the critical set, both as a function on M as well as on ∂M , is equal to β(λ, ρ) = r(n − r) + j r j (r j − n j ).
Proof. The stabilizing torus T β ⊆ T corresponding to (λ, S 1 , . . . , S (λ) ) takes the form and the map φ : T β → U (r) determining the twisted action can be taken to be φ : s×t → diag(s 1 , . . . , s ). Recall that the complex Morse index of |µ| 2 on a critical set indexed by β is equal to the Morse index of µ β , and that the index of the latter is the number of weights, counted with multiplicity, in the isotropy representation of T β which pair negatively with β. To compute the isotropy representation, we represent the tangent space at [x, y, z] ∈ M by the complex
whose first arrow is the differential of the action map and whose second arrow is the differential of the complex GL(r)-moment map. Since a fixed point corresponds to a homomorphism φ : T → U (r), we can define a new twisted T -action on Rep(Q) by t * x = tφ −1 x. The new action induces the same T -action on M . Moreover, with respect to this new action, the above complex is actually a of T representations. It follows that, in the representation ring of T , the isotropy representation is equal to
hence, the complex Morse index is simply the total number of non-zero weights in [Rep(Q)] − [gl r ], counted with multiplicity. The T β -action on gl r is induced by the adjoint action, and therefore the number of non-zero weights is r 2 − i r 2 i . The representation on Rep(Q) is given by
from which the number of non-zero weights is given by rn − i r i n i . Taking this difference, we find the desired formula for the complex Morse index. Now we can prove the main theorem regarding the Betti numbers.
Theorem 3.9. Let α be generic. Then the Poincaré polynomial P t (X r n (α)) is independent of α and may be computed by the recursion relation
Proof. The independence of α is a direct consequence of [22, Corollary 4.2] . By equivariant Morse theory, together with the fact that there are no anomalous critical sets, we have
Using the fact that P t (M//T ) = P t (M //T ) − t 2 P t (∂M//T ), we see that the terms involving boundary critical sets all cancel, and this yields for us
Using this, together with propositions 3.8 and 3.7 above, we obtain a recursion relation as a sum over partitions λ and disjoint subsets S 1 , . . . , S (λ) . However, the contribution from each critical set depends only on the partition λ and the tuples ρ = (n 1 , . . . , n (λ) ) of sizes of the subsets. The number of such subsets is exactly
Furthermore, the sum over all partitions and subsets S 1 , . . . , S (λ) necessarily overcounts the critical sets. The reason is that if a part r i has some multiplicity, the corresponding subsets of [n] are indistinguishable, and hence we should divide by a factor of m(r i )!, where m(r i ) denotes the multiplicity of the part. To account for this, we divide by an overall factor of m(λ)!, where
and thus we obtain the desired recursion relation.
We illustrate the recursion relation in the following special case. Corollary 3.10. In the rank 2 case, we have
Remark 3.11. Konno calculated the rank 2 Poincaré polynomials using Morse theory with the S 1 -action [19] . This method was generalized to higher ranks in the first author's PhD thesis, but for r ≥ 3 the calculation is significantly more complicated. In particular, one obtains a complicated sum of terms that depend sensitively on the parameter α, despite the fact that the sum itself is independent of α. On the other hand, the recursion relation of Theorem 3.9 may be used to compute the Poincaré polynomials for large rank and twist very quickly. Remark 3.12. Hausel and Rodriguez-Villegas observed in [12] the smooth appearance of plots of Betti numbers of some high-dimensional quiver varieties and other non-compact hyperkähler manifolds, and proved that in several instances these converge (in an appropriate sense) to well-known probability distributions. This phenomenon seems also to occur in the case of hyperpolygon spaces, as exhibited in Figure 7 .
Hitchin Systems

Parabolic Higgs Bundles.
In this section, we will show that X r n (α) can be naturally viewed as a moduli space of parabolic Higgs bundles.
5 Let X be a compact connected Riemann surface and E → X a rank r holomorphic vector bundle on it. Use K X to denote the canonical line bundle of X. Let D = n i=1 p i be a fixed divisor on X, and assume that no two p i are the same. Definition 4.1. A minimal parabolic structure on E is a choice at each p i of a partial flag 0 ⊂ L i ⊂ E pi , where L i is a line. A minimal parabolic Higgs field is an O X -linear map φ ∈ H 0 (X, End(E)⊗K X (D)), such that at each point p i , the residue of φ i of φ is strictly triangular with respect to the flag (i.e.
Note that if φ is strictly parabolic, then the φ i are nilpotent of order 2, and have rank at most 1, and we have that they lie in the closure of the minimal nilpotent orbit of sl r . Now consider [x, y] ∈ X r n (α) represented by (x, y). We can define a Higgs field on P 1 by setting
where z is an affine coordinate on P 1 and where φ i = x i y i . The complex moment map condition i x i y i = 0 ensures that φ is well-defined as a section of End(E) ⊗ K(D), and moreover the complex moment map conditions y i x i = 0 imply that φ i is strictly triangular with respect to the flag 0 ⊂ span{x i } ⊂ C r . Different choices of representative (x, y) differ by g ∈ GL(r), and this modifies φ by φ → gφg −1 . Hence the equivalence class (E, φ), where E = C r ×P 1 with parabolic structure defined by the x i , is well-defined independent of the choice of representative (x, y). Moreover, by Proposition 2.11, we see that the pair (E, φ) determines [x, y] ∈ X r n (α) uniquely. Summarizing, we have the following. Theorem 4.2. Let D = n i=1 p i be a divisor of n distinct points on P 1 . Then the hyperpolygon space X r n (α) is naturally identified with a moduli space of parabolic Higgs bundles on P 1 (with respect to the divisor D), whose underlying bundle type is trivial, and such that the residue of the Higgs field at each point in the divisor lies in the closure of the minimal nilpotent orbit of sl r . Remark 4.3. In [8] , it was shown when r = 2 that the stability condition on quiver representations is equivalent to parabolic slope stability, for an appropriate choice of parabolic weights. We suspect that this remains true in the higher rank case, but as we shall not need this result in subsequent arguments, we make no attempt to prove it here.
Let K ∼ = O(−2) stand for the canonical line bundle on P 1 , and let E = C r × P 1 be the trivial rank r vector bundle. We define the Hitchin base to be the affine space k , has only first order poles along D so that it may be naturally identified with a section of
If we have i j = i for any j, , then the cyclic property of the trace map together with the nilpotency condition on the residues imply that the corresponding term in the sum vanishes. Hence, the above sum contains only first order poles along D. Proof. The line bundle K i (D) has degree n − 2i, and hence h 0 (K i (D)) = n − 2i + 1. Summing these from i = 2 to i = r, we obtain the result.
Next we will show that the map h defines a coisotropic fibration. Define the components I m of h via
By construction, the I m are rational functions in z, and hence we may expand them as formal power series I m (z) = n I n m z n . (By a change of coordinate if necessary, we can assume that none of the p i is zero, so that φ(z) is regular at 0.) It will be convenient to treat z as a formal parameter, so that I m (z) can be thought of as a generating function 6 for the coefficients I Next, we define a matrix-valued formal power series as follows:
This matrix encodes the Poisson structure, in the following sense:
Lemma 4.7. We have
Proof. The result follows from index calculus. In symbols,
as claimed. Proof. First, note that
. 6 We think of the coefficients I i m as coordinatizing the Hitchin base B. Since they are the Taylor coefficients of a rational function, only finitely many of them are algebraically independent.
After taking the Poisson bracket {I m (z), I n (w)}, expanding, and applying the Leibniz rule, we have
Now recall the definition of ∆(z, w) as φ(z)/(w − z) + φ(w)/(z − w). This is a sum of two terms, one commuting with φ(z) and the other commuting with φ(w), hence the above trace vanishes identically.
Spectral Curves.
In the preceding section, we established that the Hitchin map h : X r n (α) → B endows X r n (α) with exactly 1 2 dim X r n (α) commuting Hamiltonians. However, to establish complete integrability it remains to show that these Hamiltonians are functionally independent. To do this, we need to study the associated spectral curves, which are well-known objects in the world of Higgs bundle moduli spaces [13, 7, 6] . Indeed, a spectral curve arising from the Hitchin map is a moduli space of Higgs bundles with fixed characteristic data.
To be more precise in the parabolic case, denote by Tot(K(D)) the complex surface given by the total space of K(D), and let π : Tot(K(D)) → P 1 be the natural map. Then, π * K(D) has a canonical section λ ∈ H 0 (K(D), p * K(D)) which in local coordinates is given by (z, λ) → λ. Definition 4.9. For b ∈ B we define the spectral curve Σ b to be the one-dimensional subvariety of Tot(K(D)) given by the zero locus of
We denote by
For any z ∈ P 1 , #((π| Σ b ) −1 (z)) ≤ r, and over a generic z ∈ P 1 , #((π| Σ b ) −1 (z)) = r. Therefore, Σ b is a generically r : 1 cover of the projective line. The same is true forΣ b . We say that Σ and Σ b have degree r. The curve Σ b is called "spectral" because if φ is such that φ ∈ h −1 (b), then (π| Σ b ) −1 (z) is the set of eigenvalues of φ(z). The number #((π| Σ b ) −1 (z)) is less than r precisely where φ has repeated eigenvalues.
A key ingredient in the proof of the integrability theorem, Theorem 4.12 below, is the "spectral correspondence". This correspondence associates to a Higgs bundle (E, φ) with
, where L is a line bundle on Σ b for which (π| Σ b ) * L = E. In other words, it is an isomorphism between a space of Higgs bundles on one curve and the space of line bundles of a fixed degree on another curve, usually of higher genus. (Loosely speaking, if Σ b consists of the eigenvalues of φ, then L consists of its eigenspaces.) This correspondence holds whether (E, φ) is an ordinary Higgs bundle or a parabolic one, and whether the pair (E, φ) is stable or not -although stability of (E, φ) has implications for the geometry of Σ b (for example, Σ b for a stable (E, φ) cannot have more than one irreducible component). The correspondence is constructed rigorously in [13, 3] . For the parabolic case, the spectral correspondence is explicitly discussed in [21] .
The following lemma characterizes the behaviour of a spectral curve over the marked points in P 1 . and hence is smallest when is as large as possible. Since Tr(φ) is identically zero, each i k must be at least 2. There are two cases, depending on whether i is even or odd.
If i is even, the longest partition is 2 + · · · + 2, so ≤ i/2 and the coefficient of 4.3. Integrability via Normalization. It is worth pointing out that the moduli space of strictly parabolic Higgs bundles is embedded as a symplectic leaf in the moduli space of general parabolic Higgs bundles [21] , and it is known to be completely integrable. However, for r ≥ 3 the hyperpolygon space maps to a subvariety of positive codimension, and it is not obvious a priori that the restriction of the Hitchin map to this subvariety has the expected number of functionally independent components.
To proceed, we examine local rings of functions on normalizations of spectral curves associated to parabolic Higgs bundles coming from the quiver construction. To simplify notation, we replace φ ∈ H 0 (P 1 , End(E) ⊗ K(D)) by
and modify the Hitchin map and spectral curve accordingly. This allows us to view φ as a polynomial-valued matrix, subject to the conditions φ 2 = 0 and rk(φ) ≤ 1 at each of the marked points p i ∈ D.
Σ of Σ. SinceΣ is smooth, a torsion free sheaf is locally free, and hence since it is affine any line bundle onΣ corresponds to C[Σ] as a C[Σ]-module. As a C[Σ]-module, C[Σ] is generated by the elements {1, q, q 2 }, with λ = q + q 2 and z = λq = q 2 + q 3 . The Higgs field φ is given by the action of λ on this module, and so the spectral data is equivalent to φ(1) = λ · 1 = q + q 2 φ(q) = λ · q = q 2 + q 3 = z φ(q 2 ) = λ · q 2 = q 3 + q 4 = (q 2 + q 3 )q = zq. This spectral curve is pictured in Figure 9 . Setting q = λ 2 /z, we find that which satisfies φ 2 = 0 at z = 0. However, we see that φ has rank 2 at z = 0, and hence is not contained in the closure of the minimal nilpotent orbit. Figure 9 . Typical singularity in a rank 4 spectral curve.
