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In this paper we present low-residual approximate solutions for nonlocal 1D and 2D elasticity problems
deﬁned according to Eringen’s integral model. The benchmarks in the 1D cases are deﬁned by prescribing
the stress ﬁeld while the unknown ﬁelds are the strains or the displacements. For the 2D cases we deﬁne
problems with equilibrated tractions and evaluate the approximate displacement ﬁeld. Meanwhile a Fou-
rier series as well as a set of Chebyshev polynomials are used as the basis functions for the main unknown
ﬁelds. We increase the number of the approximation functions to decrease the norm of the residuals and
repeat the procedure until reasonable accuracy is obtained for the ﬁnal solution. Since the procedure is
very time consuming, in some benchmark problems we present the calculated coefﬁcients and in some
other we give some point-wise values for further use. The results presented in this paper are particularly
useful for the validation and convergence studies when numerical methods are to be used for the solution
of the nonlocal elasticity problems.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
The classical theory of elasticity is widely used to solve a large
number of engineering problems. However, in some problems the
theory is not capable of modeling the material behavior accurately.
Well-known examples/situations are: the modeling of Micro/Nano
structures when the size effect becomes prominent, studies of elas-
tic waves when dispersion effect is taken to account, and stress
analyses at crack tips when the singularity of the solution is of con-
cern. According to Eringen (1987), lack of an internal characteristic
length scale implies such limitations in this theory and causes fail-
ure of the modeling in physical problems in which the inﬂuence of
microstructural effects is signiﬁcant. Several remedies have been
proposed since the late 60s to circumvent the failure of the classi-
cal continuum theories in such situations. In the studies by Kröner
(1967), Kunin (1984) and Krumhansl (1968) elastic materials with
long range cohesive forces, elastic media with microstructures, and
continuum approaches derived from an atomic lattice theory were
considered, respectively. Improved formulations were proposed la-
ter by Edelen and Laws (1971), Edelen et al. (1971) and Eringen and
Edelen (1972). In the category of nonlocal elasticity problems with
linear homogeneous and isotropic materials, extensive studies by
Eringen and Kim (1974) and Eringen et al. (1977) can be traced
in the literature. In the aforementioned studies the main difference
between the presented nonlocal theory and the classical one liesjust in the stress–strain relations. In such cases the stresses at a
generic point of the domain are considered dependent on the
strains at the neighborhood of the point. With the use of such con-
stitutive relations, it was shown that the singularity effect at a
crack tip disappears (see Artan and Yelkenci, 1996; Zhou et al.,
1999).
In continuum boundary-value problems, a nonlocal theory was
proposedbyRogula (1982) forwhich theexistenceof the fundamen-
tal solutions was also investigated. Studies on the uniqueness of the
solutions using nonlocal theories can be seen in the works by Altan
(1989a,b). The readers can ﬁnd comprehensive surveys of nonlocal
plasticity and damage models in the review papers by Bazˇant and
Jirásek (2002) or by Jirásek and Rolshoven (2003). In the realm of
numerical solutions, using nonlocal theories, the studies by Polizz-
otto (2001) and Pisano et al. (2009) on the use of the ﬁnite element
methodand the researchbySchwartz et al. (2012) on theapplication
of the boundary element method should be mentioned here.
A strong tendency towards using numerical methods is seen in
the recent studies (see Pisano et al., 2009; Polizzotto, 2001; Sch-
wartz et al., 2012). However, it is well understood that all numer-
ical methods are prone to numerical errors and therefore the
availability of solutions with low errors seems to be vital for dem-
onstrating the validity of the results. In the current study the objec-
tive is to present such benchmark problems for further studies. To
this end we present approximate solutions by the use of well-
known orthogonal bases; i.e., Fourier series and Chebyshev polyno-
mials. In order to demonstrate the accuracy of the solutions we de-
ﬁne appropriate norms in terms of the residuals. By increasing the
number of the bases we search for the solutions in which the resid-
ual norms are reasonably low.
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ered in this paper. For the 1D cases we start from determinate
problems in which the stress ﬁeld is known a priori and thus the
equilibrium equation is satisﬁed in advance. For such problems
we shall ﬁnd the strain ﬁeld. This helps us to obtain fast conver-
gence in the solutions. The displacement ﬁeld may easily be found
by a simple integration algorithm. It will be shown that both of the
orthogonal bases perform well in the approximation, while in
some special cases one is better than another. Having presented
the 1D determinate benchmark problems, we give some further re-
sults for the indeterminate ones simply by writing compatibility
conditions. The ﬁnal results will be given in a series of tables for
further use.
For the 2D problems we directly use the approximation of the
displacement ﬁeld. The solution process is extremely time-con-
suming. We present a benchmark problem in which the tractions
are predeﬁned at the boundaries. It will be shown that the use of
Chebyshev polynomials leads to faster convergence with less resid-
ual norms when compared with the use of Fourier series. For fur-
ther use we shall present the coefﬁcients of the bases in an
Appendix.
The layout of the paper is as follows. In the next section an over-
view of the nonlocal model used in this paper is given. In Section 3,
the approximations used in the solutions of the 1D and 2D prob-
lems are described. In Section 4 the principle of the virtual work
used for the solution is explained. The basis functions used for
the construction of the approximate strain or stress ﬁelds are elab-
orated on in Section 5. The discussion on the numerical solutions
and the ﬁnal results for the benchmark problems are given in Sec-
tion 6. Finally in Section 7 we summarize the conclusions made
throughout the paper.
2. Nonlocal model; an overview
We consider an elastic body occupying X in a 1D/2D space.
According to Eringen’s model (Eringen, 2002) the stress values at
a generic point as x = [x,y]T are dependent on the strains at other
points of the domain, here known as x0 = [x0,y0]T. The strain and
stress ﬁelds should satisfy the following constitutive integral
equation
rðxÞ ¼
Z
X
aðx;x0ÞDeðx0ÞdXx0 ; 8x;x0 2 X: ð1Þ
In the above relation r and e represent the stress and strain tensors
arranged in vectors while D is the matrix of material constants in
the classical elasticity theory. The strains are deﬁned in terms of
the displacements as in the classical elasticity theory. Also, a(x,x0)
is a positive attenuation function, playing the role of a measure
for the dependence of the stresses at x to the strains at x0 (the vol-
ume fraction at x0 is represented by dXx0 in (1)). The attenuation
function is chosen such that it reaches to its maximum at x = x0
and decays to zero for large distances between x and x0, i.e.,
limaðx;x0Þ
jxx0 j!1
¼ 0: ð2Þ
The attenuation function a(x,x0) also satisﬁes the following
conditionZ
X1
aðx;x0ÞdX ¼ 1; ð3Þ
analogous to the Dirac delta function, e.g., when a very sharp atten-
uation function is to be used. In (3)X1 is an inﬁnite domain embed-
ding the main computational domain X. It is clear that the
sharpness of a(x,x0) represents an internal characteristic length
for the material. Such a characteristic length may be deﬁned exper-
imentally or by matching the dispersion curves of the plane waveswith those of the atomic lattice dynamics and therefore a(x,x0) can
be chosen accordingly (Eringen, 2002).
An alternative nonlocal constitutive relation deﬁned in Altan
(1989b) and Eringen (2002) incorporates the classical elasticity
constitutive relation in a weighted fashion
rðxÞ ¼ 11DeðxÞ þ 12
Z
X
aðx; x0ÞDeðx0ÞdXx0 ; ð4Þ
with 11 and 12 being two weight factors so that
11 þ 12 ¼ 1: ð5Þ
In fact in Eq. (4) the material is considered as a two-phase material,
i.e., one with local and another with nonlocal characteristics. Obvi-
ously choosing 11 = 0 in (4) leads to Eq. (1). It is clear that even
when 11– 0, the formula given in (4) does not generally yield to
a constant stress ﬁeld when a constant strain ﬁeld is considered
for e(x). Conversely, a constant strain ﬁeld is not obtained by con-
sidering a constant stress ﬁeld except for the regions far from the
boundaries. This is a feature of the formula given in (4) whose valid-
ity must be conﬁrmed by experimental observations/evidences (see
Eringen, 2002). However, it may be easily shown that for the re-
gions far from stress or strain concentrations, a constant strain ﬁeld
may lead to a constant stress ﬁeld. This can be shown by consider-
ing an inﬁnite domain in (4), so that the boundary layer effects be-
come small enough, and assuming a constant strain ﬁeld as e
rðxÞ ¼ 11Deþ 12De
Z
X1
aðx;x0ÞdXx0
¼ 11 þ 12
Z
X1
aðx; x0ÞdXx0
 
De: ð6Þ
Now in view of (3) and (5), it is concluded that
r ¼ ð11 þ 12  1ÞDe ¼ De: ð7Þ
However, such a conclusion may not easily be made for the prob-
lems deﬁned on bounded domains. Nevertheless for the problems
in which the inﬂuence/supporting domain of the attenuation func-
tion a(x,x0) is relatively very small (see Remark 1), one may expect
that the constant strain and stress ﬁelds are recoverable at the re-
gions far from the boundaries. This may be considered as a neces-
sary, but not sufﬁcient, condition for the validity of a solution
algorithm in the problems with nonlocal stress–strain relation as
in (4).
Remark 1. Since the attenuation function has a very small value at
large distances from the source point x, it may be deﬁned on a
compact support within an inﬂuence distance LR, i.e.,aðx; x0Þ ¼ 0; 8jx x0j > LR: ð8Þ
The value of the inﬂuence distance LR depends on the selected
attenuation function and the internal length (to be deﬁned later).
Considering the inﬂuence distance leads to lower computation costs
especially in methods such as the ﬁnite element method (Pisano
et al., 2009). We shall give some results in one of the 1D numerical
examples solved in Section 6 to give an insight to the effect of con-
sidering LR. h3. Approximation
In this paper we consider benchmark problems with a priori
known stress ﬁeld, in the 1D cases, or prescribed traction, in the
2D cases. In the former case the stress ﬁeld must satisfy the equi-
librium equation and thus the main unknown is the strain ﬁeld.
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In this case Eq. (4) takes the form of
rðxÞ ¼ 11EeðxÞ þ 12
Z L
0
aðx; x0ÞEeðx0Þdx0; 0 6 x 6 L; ð9Þ
where E denotes the Young’s modulus of the material and L is the
domain length. With a prescribed stress as r(x), the main unknown
may be considered as the strain function e(x). Note that in 1D prob-
lems the displacement ﬁeld may be evaluated by a direct integra-
tion from the strain values. Therefore for the 1D problem in (9),
we approximate the strain ﬁeld as
eðxÞ  e^ðxÞ ¼
XM
i¼1
cifiðxÞ: ð10Þ
In (10) the function fi(x) represents a set of bases used for the
approximation (e.g., Fourier series terms etc.) and thus ci represents
the associated unknown coefﬁcients. By substitution of (10) in (4),
the following residual is deﬁned
RrðxÞ ¼ rðxÞ  11Ee^ðxÞ þ 12
Z L
0
aðx; x0ÞEe^ðx0Þdx0
 
: ð11Þ
After selecting the basis functions fi(x), the rest of the procedure
pertains to the reduction of a suitable norm of Rr(x).
Remark 2. The reader may note that, instead of approximating the
strain ﬁeld as in (10), one may start from the approximation of the
displacement ﬁeld. In that case the derivative of the displacement
function appears in (11). Our experience in the solution of the 1D
problems shows that the direct approximation of the strain ﬁeld
leads to the best convergence while increasing the number of the
basis functions (i.e., M in (10)). This, however, is in contrast with
the 2D cases described below. h3.2. Two-dimensional problems
In this case the displacement ﬁeld is approximated as
uðxÞ  u^ðxÞ ¼
XM
i¼1
cifiðxÞ; ð12Þ
where u = [u,v]T denotes the vector of the displacements and
u^ ¼ ½u^; v^T represents the approximated ﬁeld. Here, fi(x) is a repre-
sentative of the 2D basis functions and ci ¼ ½c1i ; c2i T is the vector
of the associated unknowns. The strain values are found as
eðxÞ ¼ SuðxÞ; e^ðxÞ ¼ Su^ðxÞ; ð13Þ
where S is the well-known operator for deﬁning strains in the clas-
sical elasticity theory.
The approximated stress ﬁeld in this case takes the form of
r^ðxÞ ¼ 11DSu^ðxÞ þ 12
Z
X
aðx; x0ÞDSu^ðxÞdXx0 : ð14Þ
With a set of basis functions fi(x) selected, the rest of the procedure
pertains to ﬁnding an equilibrated form of r^ðxÞ.
Remark 3. The reader may note again that, unlike the 1D cases, we
cannot easily start from the direct approximation of the strain
ﬁeld. The reason lies in the uniqueness of the solution. It is well
understood that with a given strain ﬁeld in 2D, it is not always
possible to ﬁnd the displacement ﬁeld unless the strain ﬁeld
satisﬁes the compatibility conditions (Timoshenko and Goodier,
1969). This means that if the strains are to be approximated
directly, then the residuals of the compatibility conditions must be
deﬁned and taken into account. This effect is clearly in contrastwith the 1D cases for which the displacement ﬁeld can be uniquely
deﬁned from the strain ﬁeld (and thus clearly affect the conver-
gence of the solution). h4. Finding an equilibrated stress ﬁeld
To obtain an equilibrated stress ﬁeld, we employ the virtual
work deﬁnition
dW int ¼ dWext: ð15Þ
In (15) dWint and dWext respectively denote the virtual work by the
internal stresses and the external tractions. For a given virtual dis-
placements du, the virtual strains are deﬁned as de = Sdu in a man-
ner analogous to (13). We use (15) in two forms; one for the 1D
problems and another for the 2D problems.
4.1. For the 1D cases
In these cases for which we assume an exact stress ﬁeld, one
may write the following relation for both exact and approximated
stress ﬁelds, i.e., r and r^Z L
0
derdx ¼ dWext;
Z L
0
der^dx ¼ dWext: ð16Þ
Since the right hand sides of the above relations are identical, the
following orthogonality condition is concludedZ L
0
deðr r^Þdx ¼ 0; ð17Þ
orZ L
0
deRrdx ¼ 0; ð18Þ
with Rr deﬁned in (11). If the basis functions in (10) are reused in
deﬁning de as
deðxÞ ¼
XM
j¼1
ðddjÞfjðxÞ; ð19Þ
then, noting that the coefﬁcients ddj in (19) are arbitrary, Eq. (18)
generates M algebraic equations asZ L
0
fjRrdx ¼ 0; j ¼ 1; . . . ;M; ð20Þ
which are to be solved for the coefﬁcients ci when (10) is substi-
tuted in (11) and the result is used in (20). The system of equations
may be written as
Ac ¼ B; ð21Þ
in which A is a M M matrix with the following entries
Akl ¼ E
Z L
0
fk 11fl þ 12
Z L
0
afldx0
 
dx; ð22Þ
and B is an array with the following components
Bk ¼
Z L
0
fkrdx: ð23Þ4.2. For the 2D cases
In these cases we use (15) as its well-known formZ
X
deT r^dX ¼
Z
C
duTtdC: ð24Þ
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domain denoted by C. The virtual strains are evaluated from the
virtual displacements as
de ¼ Sdu ¼ S
XM
j¼1
dcjfjðxÞ
 !
¼
XM
j¼1
dcjSFjðxÞ
 !
; FjðxÞ ¼ I fjðxÞ;
ð25Þ
where I is a 2  2 identity matrix. By considering dcj ¼ ½dc1j ; dc2j T as
an arbitrary array, the relation in (24) leads to M pairs of algebraic
equations asZ
X
½SFjT r^dX ¼
Z
C
FjtdC; j ¼ 1; . . . ;M: ð26Þ
The system of equations may again be written as (21) with A being
a 2M  2M matrix such that
½Akl22 ¼
Z
X
½SFkT 11DSFl þ 12
Z
X
aDSFldXx0
 
dX; ð27Þ
and B as
½Bk21 ¼
Z
C
FktdC: ð28Þ
The ﬁnal approximate solution is written by inserting the coefﬁ-
cients c = A1B in (12). In the case that A is ill-conditioned, we
use pseudo-inverse of A to solve the system of equations.
In view of (22) or (27), in which a double integration is needed
over the whole domain, it can be realized that the procedure is very
time consuming (especially for 2D problems and when the attenu-
ation function is deﬁned over the whole domain).
5. The basis functions
The basis functions fi(x) are chosen so that they satisfy the com-
pleteness condition. To this end, we employ the well-known bases
such as Fourier series or series of Chebyshev polynomials. Our
experience shows the convergence behavior of each set differs
for the 1D or 2D cases. Prior to giving more details, it is essential
to mention that we use a normalized coordinate system for the
solution. For the 1D problems we deﬁne
n ¼ 2x
L
 1; 0 6 x 6 L; ð29Þ
and for the 2D problems, since the benchmarks are deﬁned on rect-
angular domains, we deﬁne
n ¼ 2x
a
 1; g ¼ 2y
b
 1; 0 6 x 6 a; 0 6 y 6 b; ð30Þ
where a and b are the edge lengths of the domain.
5.1. Fourier series
We choose the Fourier series as below:
5.1.1. Fourier series for the 1D problems
With the normalized coordinate deﬁned in (29), the basis func-
tions in (10) are chosen as
e^ ¼
XM
i¼1
cifiðxÞ 
XP
r¼1
crNrðnÞ þ
XMP
n¼1
cnþP sin
npðnþ 1Þ
2
 
; P P 1;
ð31Þ
in which Nr(n) represents the well-known Lagrangian shape func-
tions (and of order P  1). By considering the ﬁrst summation, the
strain values at both ends of the domain are directly taken intoaccount as two unknowns (note that a sine series vanishes at both
ends). In most of the cases we use P = 1,2, i.e., we consider a con-
stant or linearly varying strain along a line between the two end
strains while letting the Fourier terms represent the deviation from
the linear variation. For few cases we may use P > 2 depending on
our experience on the convergence of the solution. Note that such
a polynomial terms reproduce the exact strain ﬁeld when the non-
local effect is ignored, i.e., when 12 = 0. We specify the order of P in
the examples. Note again that by using the basis functions in (31) in
(22) and (23), the orthogonality property of the series term no long-
er helps to obtain a diagonal coefﬁcient matrix A and thus the ma-
trix is a populated one.
5.1.2. Fourier series for the 2D problems
The basis functions in this case are deﬁned here as
u^ðxÞ ¼
XM
i¼1
cifiðxÞ 
X4
k¼1
akNkðn;gÞ
þ
Xn1
n¼1
Xm1
m¼1
bnm sin
npðnþ 1Þ
2
 
sin
mpðgþ 1Þ
2
 
þ
Xn1
n¼1
Xm1
m¼1
cnm sin
npðnþ 1Þ
2
 
cos
mpðgþ 1Þ
2
 
þ
Xn1
n¼1
Xm1
m¼1
dnm cos
npðnþ 1Þ
2
 
sin
mpðgþ 1Þ
2
 
: ð32Þ
In the above relation ak, bnm, cnm and dnm play the role of the vector
coefﬁcient ci in (12) and thus the total number of the basis functions
isM = 3(n1 m1) + 4 (and the total number of the unknowns is 2M).
Moreover, Nk(n,g) are the well-known 2D bi-linear shape functions
deﬁned on a domain with the normalized coordinates 1 6 n 6 1
and 1 6 g 6 1. In the section of numerical experiments, we further
simplify the displacement ﬁeld (32) for some special cases, e.g.,
using symmetry etc.
5.2. Chebyshev polynomials
With the normalized coordinates deﬁned in (29) or (30), the
Chebyshev polynomials (Abramowitz and Stegun, 1965) take the
form of
T0ðnÞ ¼ 1; T1ðnÞ ¼ n; . . . Tnþ1ðnÞ ¼ 2nTnðnÞ  Tn1ðnÞ; ð33Þ
where Tn(n) denotes a Chebyshev polynomial of the ﬁrst kind and of
order n. The following orthogonality condition also exists
Z 1
1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 n2
p TnðnÞTmðnÞdn ¼
0 n –m;
p n ¼ m ¼ 0;
p=2 n ¼ m – 0:
8><
>: ð34Þ
Such an orthogonality condition, in our studies, just helps condi-
tioning the coefﬁcient matrix in one of the cases below.
5.2.1. Chebyshev polynomials for the 1D problems
The basis functions in (10) are chosen as
e^ ¼
XM
i¼1
cifi 
XM
i¼0
ciTiðnÞ: ð35Þ
Note that, unlike (31), there is no need to consider additional poly-
nomial terms since the basis functions are a complete set of polyno-
mials. The rest of formulation is as given in (11), (22) and (23). The
elements of A take the form of
Akl ¼ E 11
L
2
Z 1
1
TkðnÞTlðnÞdn
 
þ 12
L2
4
Z 1
1
Z 1
1
aðn; n0ÞTkðnÞTlðn0Þdn0dn
 ( )
;
ð36Þ
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Bk ¼ L2
Z 1
1
TkðnÞrðnÞdn: ð37ÞRemark 4. In order to use the orthogonality condition (34) one
may consider the basis functions as (35) and the functions for
deﬁning the virtual strain (see (19)) as
de ¼
XM
i¼1
ddjfj  ð1 n2Þ1=2
XM
i¼1
ddjTjðnÞ: ð38Þ
By writing (18), the elements of A take the form of
Akl ¼ E 11
L
2
Z 1
1
ð1 n2Þ1=2TkðnÞTlðnÞdn
 
þ12
L2
4
Z 1
1
Z 1
1
aðn; n0Þð1 n2Þ1=2TkðnÞTlðn0Þdn0dn
 )
: ð39Þ
Then the orthogonality condition (34) helps to simplify the ﬁrst
term in the right hand side of (39). For instance when k– l we have
Akl ¼ E 12
L2
4
Z 1
1
Z 1
1
aðn; n0Þð1 n2Þ1=2TkðnÞTlðn0Þdn0dn
 ( )
;
ð40Þ
which does not necessarily vanish. Also the elements of B take the
form of
Bk ¼ L2
Z 1
1
ð1 n2Þ1=2TkðnÞrðnÞdn; ð41Þ
which gives the projection of r on Tk. As is seen the use of (34) does
not necessarily decrease the computational cost but at least the full
spectral decomposition of the right-hand side of the equations, as
given in (41), is obtained. h5.2.2. Chebyshev polynomials for the 2D problems
The basis functions in this case are deﬁned as
u^ðxÞ ¼
XM
i¼1
cifiðxÞ 
Xn1
n¼0
Xm1
m¼0
anmTnðnÞTmðgÞ: ð42Þ
Here again anm plays the role of the vector coefﬁcient ci and thus the
total number of the basis functions is M = (n1 + 1)  (m1 + 1). By
using a mapping for deﬁning one index from two indices as
k ¼ kðn;mÞ n ¼ 0; . . . ;n1; m ¼ 0; . . . ;m1; ð43Þ
orFig. 1. Loading conditions for nonlocal elastic bar: (a) mil ¼ lðs;pÞ s ¼ 0; . . . ;n1; p ¼ 0; . . . ;m1; ð44Þ
the elements of A take the form of
½Akl22 ¼ 11
ab
4
Z 1
1
Z 1
1
½STkðnÞTD½STlðnÞdndgþ 12
a2b2
16
Z 1
1

Z 1
1
Z 1
1
Z 1
1
aðn; n0Þ½STkðnÞTD½STlðn0Þdn0dg0dndg; ð45Þ
in which n = [n,g]T, n0 = [n0,g0]T and
TkðnÞ ¼ I TnðnÞTmðgÞ; TlðnÞ ¼ I TsðnÞTpðgÞ: ð46Þ
Also the elements of B are as
½Bk21 ¼
a
2
Z 1
1
½Tkðn;g ¼ 1ÞTtðnÞdnþ a2
Z 1
1
½Tkðn;g ¼ 1ÞTtðnÞdn
þ b
2
Z 1
1
½Tkðg; n ¼ 1ÞTtðgÞdgþ b2
Z 1
1
½Tkðg; n ¼ 1ÞTtðgÞdg:
ð47Þ
As mentioned earlier, in the section of numerical experiments, we
further simplify the displacement ﬁeld (42) for some special cases,
e.g., using symmetry etc.
Remark 5. If the orthogonality condition (34) is to be used, one
may consider the basis functions as (42) and the functions for
deﬁning the virtual strains (see (25)) as
de ¼
XM
j¼1
dcjð1 n2Þ1=2ð1 g2Þ1=2½STjðnÞ: ð48Þ
However such a virtual strain ﬁeld does not necessarily correspond
to a virtual displacement ﬁeld (see also Remark 3). Therefore using
(48) in (16) does not have a physical meaning (i.e., virtual work).
Nevertheless, the expression (48) may be considered as a set of
weights, with arbitrary coefﬁcients, for the reduction of the residu-
als as in (18). Using (48) gives the following relation for the ele-
ments of A
½Akl22 ¼ 11
ab
4
Z 1
1
Z 1
1
ð1 n2Þ1=2ð1 g2Þ1=2
 ½STkðnÞTD½STlðnÞdndg
þ 12
a2b2
16
Z 1
1
Z 1
1
Z 1
1
Z 1
1
ð1 n2Þ1=2ð1 g2Þ1=2aðn; n0Þ
 ½STkðnÞTD½STlðn0Þdn0dg0dndg: ð49Þ
Again, unlike the 1D cases in (39), it is not possible to further sim-
plify (49) since the derivatives of the Chebyshev polynomials ared and end concentrated forces; (b) linear body force.
Table 1
Stress ﬁelds and polynomials in Eq. (31) for the cases shown in Fig. 1.
Load
case
The end forces, body forces and the stress ﬁelds P in Eq.
(31)
a F1 ¼ 0, F2 ¼ F, rðxÞ ¼ FA ¼ cte 1
b F1 ¼ F2 ¼ F,
rðxÞ ¼
2F
A 0 6 x < x1  L40
20F
AL ðx x1Þ þ 3F2A x1  L40 6 x < x1 þ L40
F
A x1 þ L40 6 x 6 L
8<
:
2
c q1 ¼ q0, q2 ¼ q0, rðxÞ ¼ q0LA 1 xL
 	 2
d q1 ¼ 0, q2 ¼ q0, rðxÞ ¼ q0L2A 1 x
2
L2

 
3
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operating on the basis functions). h6. Numerical solutions and benchmarks
In this section we present some 1D and 2D benchmark
problems.
6.1. One-dimensional problems
Before giving further details, ﬁrst of all we deﬁne the following
norm for the measurement of the largeness of the residuals in 1D
problems
gr ¼
R
X R
2
rdXR
X r2dX
 !1=2
: ð50ÞTable 2
The number of utilized functions and norm values for l = L/20.
Load case Fourier sine series Chebyshev
M  P in (31) gr g M in (35)
a 39 4.34E04 3.1E04a 22
b 40 2.92E03 8.2E05a 40
c 40 5.44E04 2.7E04a 30
d 40 4.07E04 2.2E04a 30
a The values of g obtained for the last two solutions, i.e., with M and M  1 bases.
Table 3
Normalized strain values at different points of the rod under various load cases l = L/20.
x/L Load case
a b
Chebyshev polynomials Fourier series
0 1.41421353600 1.40715527515
0.05 1.10070225380 1.10167338656
0.1 1.02448240303 1.02509232378
0.15 1.00595207939 1.00640037115
0.2 1.00144705239 1.00184983362
0.25 1.00035180174 1.00088634131
0.3 1.00008552980 1.00133548069
0.35 1.00002079867 1.00429865597
0.4 1.00000507214 1.01682649934
0.45 1.00000130198 1.07090299805
0.5 1.00000059753 0.75015659221
0.55 1.00000130198 0.42941505758
0.6 1.00000507214 0.48350913041
0.65 1.00002079867 0.49608214319
0.7 1.00008552980 0.49917684755
0.75 1.00035180174 0.50007875653
0.8 1.00144705239 0.50084250366
0.85 1.00595207939 0.50319128964
0.9 1.02448240303 0.51256046692
0.95 1.10070225380 0.55087097841
1 1.41421353600 0.70393051093Also the following norm is deﬁned
g ¼
PNP
i¼1ðe1ðxÞ  e2ðxÞÞ2PNP
i¼1ðe2ðxÞÞ2
 !1=2
; ð51Þ
for measuring the deviation of two independent sets of the results,
e.g., form two successive numerical solutions as e1 and e2 with dif-
ferent numbers of basis functions. In the above relation NP is the
number of points selected inside the domain (for instance
NP = 1000).
Several 1D nonlocal elastic bars have been devised most of
which are determinate problems, i.e., when the stress ﬁeld is
known a priori through the equilibrium equation. Having obtained
the solution for the determinate problems, we give some more re-
sults for the indeterminate benchmarks. The following normalized
strain is deﬁned for the presentation of the results:
e ¼ EA
F
e^; F ¼
Z L
0
jbðxÞjdxþ jFLj; ð52Þ
where jFLj denotes the magnitude of the force at the end of the bar
in the determinate problems. For the indeterminate problems we
use FL = 0. Also in (52), b(x) denotes the body force of the problem
whose variation in each case is obtained by b(x) = A(dr(x)/dx)
for the determinate problems (for the indeterminate problems we
use the body forces deﬁned for the determinate ones). Moreover,
all examples have been solved with an attenuation function as
aðx; x0Þ ¼ 1
2l
exp  jx x
0j
l
 
; ð53Þpolynomials g (between Sine & Chebyshev results)
gr g
3.42E09 2.0E08a 6.2E4
2.06E02 3.4E02a 3.6E2
9.39E08 1.7E07a 8.2E4
3.33E07 5.4E07a 5.8E4
c d
Chebyshev polynomials Chebyshev polynomials
1.43492427565 1.41568097185
1.05573740016 1.10045117909
0.92570662222 1.01692175728
0.85624975964 0.98593714389
0.80151925585 0.96394308347
0.75036954958 0.94035139065
0.70008965016 0.91258483644
0.65002198833 0.88002120202
0.60000514989 0.84250460202
0.55000144426 0.80000163932
0.50000014433 0.75249984866
0.45000016303 0.70000038138
0.39999962548 0.64249903547
0.34999909768 0.57999836579
0.29999559540 0.51249072069
0.24998253933 0.43996444452
0.19992752812 0.36235129252
0.14970245131 0.27938988013
0.09877596191 0.18999112882
0.04496495173 0.08967867533
0.02071042916 0.03995415275
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as a fraction of L.6.1.1. Determinate problems
The stress values are deﬁned through the equilibrium condition
by considering the body force. The loading conditions are shown in
Fig. 1. The force characteristics, the exact stress values and the cor-
responding order P, used in (31), for the cases considered in this
paper are given in Table 1. As is seen in Table 1, for load case (b)
instead of the concentrated load in Fig. 1a, which produces a dis-
continuous stress ﬁeld, we have used a uniformly distributed load
on a small segment of the bar (in the present study the segment is
equal to L/20). The number of the utilized functions for a good
approximation is been shown in Table 2. As is seen in Table 2,
the use of Chebyshev polynomials leads to better accuracy and
convergence except for load case (b) in which a concentrated load
is applied at the center of the bar. Therefore in Table 3 we report
the strain values obtained by Chebyshev polynomials except for
load case (b) for which the strains are obtained by Fourier series.
Fig. 2a also shows the variation of the strain obtained for load
case ‘‘a’’ in Table 1 using l = L/20. As is seen in this ﬁgure (or inFig. 2. The results obtained by various methods for load case ‘‘a’’ in Table 1 and for l = L/
ﬁelds (r ¼ rA=F).Table 3), the strain values obtained by the nonlocal elasticity
theory differ from those of the classical theory (or local theory)
just at points where a sharp variation of stress happens. For
further use, the coefﬁcients obtained for the normalized strain
ﬁeld, in this load case, are presented in Appendix A. To give
an insight to the solution accuracy, the recovered stress ﬁeld is
also shown in Fig. 2b (a normalized stress is used in this ﬁgure
as r ¼ rA=F).
It is worthwhile to mention that the problem has also been
solved by Pisano and Fuschi (2003) and the following strain ﬁeld
has been introduced
eðxÞ ¼ e0  kl2 e0½e
ðkxlxÞ=l þ eðklLklxLþxÞ=l; k ¼ 12=2l11;
e0 ¼ F=EA: ð54Þ
The normalized strain obtained, using e in (54) in place of e^ in (52),
may be seen in Fig. 2a. Small discrepancies are observed between
the two solutions. The source of such discrepancies may be found
by recovering the stress values (i.e., substitution of Eq. (30) in Pisa-
no and Fuschi (2003) into Eq. (6) of the same reference or Eq. (9) in
this paper). Fig. 2b shows that, while the normalized stress ﬁeld is20: (a) the normalized strain distributions and, (b) the recovered normalized stress
Fig. 3. Normalized strain ﬁeld in: (a) load case ‘‘b’’ F1 = F2 = F, (b) load case ‘‘c’’ q1 = q2 = q0, (c) load case ‘‘d’’ q1 = 0, q2 = q0.
Table 4
Error norms for different values of LR for load case (a) and l = L/20.
LR 2l 3l 4l 5l 6l 7l 8l 9l 10l
gr 6.93E4 2.90E4 1.19E4 4.81E5 1.94E5 7.96E6 3.23E6 1.24E6 5.28E7
g 6.30E2 2.12E2 7.28E3 2.51E3 8.60E4 2.90E4 9.80E5 3.20E5 1.09E5
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Fig. 4. Normalized strain ﬁelds for different values of l in the indeterminate problems: (a) mid force and x1 = L/2; (b) constant body force q1 = q2 = q0; (c) linear body force
q1 = 0, q2 = q0.
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obtained by Eq. (54) some discrepancies from the exact stress ﬁeld
are seen at the two ends. This indicates that the stress ﬁeld is notfully recovered. Nevertheless, the relation presented by Pisano
and Fuschi (2003) is very appealing since it not only provides a sim-
ple expression for the solution but also it is useable for a wide range
Table 5
Normalized strain values at different points of the indeterminate rod under various
load cases l = L/20.
x/L Load case
b c d
0 0.69299062500 0.72781750775 0.47825687406
0.05 0.55229368716 0.50538627334 0.37084084024
0.1 0.51346131736 0.41346542078 0.33783442860
0.15 0.50387289258 0.35327372001 0.31913280606
0.2 0.50152935682 0.30079572973 0.30012494310
0.25 0.50124524788 0.25019364877 0.27725924697
0.3 0.50254293448 0.20004688533 0.24966919350
0.35 0.50856638171 0.15001158906 0.21714846668
0.4 0.53364565825 0.10000261388 0.17964229115
0.45 0.64180431090 0.05000079334 0.13714182754
0.5 0.00031255590 0.00000015437 0.08964050383
0.55 0.64117157003 0.05000048789 0.03714056961
0.6 0.53298907962 0.10000291052 0.02036327539
0.65 0.50786664384 0.15001130158 0.08287436954
0.7 0.50177433180 0.20004716943 0.15042492225
0.75 0.50036992169 0.25019336148 0.22312769917
0.8 0.50048530310 0.30079599800 0.30146684785
0.85 0.50254527043 0.35327358832 0.38741445771
0.9 0.51160239637 0.41346523953 0.48909619986
0.95 0.54931112915 0.50538617510 0.63993166351
1 0.71345890345 0.72781719706 0.97737825053
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modify the strain relation in (54) as
eðxÞ ¼ e0  h1 kl2 e0½e
h2 ½kðxh3 lÞlðxh3 lÞ=l þ eh2 ½klLklðxþh3 lÞLþðxþh3 lÞ=l; ð55Þ
and ﬁnd the optimal values for h1, h2 and h3 through the minimiza-
tion of an error norm for the recovered stresses (for various values
of l). The following value are found for 11 = 12 = 0.5
h1 ¼ 1:1953654412422674;
h2 ¼ 0:9428090415825793;
h3 ¼ 0:23084832134427966: ð56Þ
The normalized strain ﬁeld and the recovered normalized stresses
obtained from the relation (55) are also shown in Fig. 2a and b.
As is seen, not only the modiﬁed strain ﬁeld agrees with the one
presented in this paper but also the stress ﬁeld is fully recovered.
Eqs. (54) and (55) inherently indicate that the solution to the prob-
lems may be found in the form of exponential functions. The use of
exponential basis functions (EBFs) in the solution of elasticity prob-
lems has been addressed by Boroomand et al. (2010) and the latest
developments may be found in the recent paper by Hashemi et al.Fig. 5. Convergence of the solution for the 2D benchmark when Fourier series and(2013). The readers may follow our forthcoming papers on the
use of EBFs in the solution of 1D/2D nonlocal elasticity problems.
Focusing on the other load cases in Table 2, we present the
strain distribution for load case ‘‘b’’ in Fig. 3a. As expected, the
sharp variation of strain at the concentrated load in the classical
theory is replaced by a smooth one in the nonlocal elasticity.
Fig. 3b and c show the strains obtained for load cases ‘‘c’’ and
‘‘d’’. Similar conclusions made for Fig. 3a are valid for these load
cases. The point-wise values of the strains obtained for all afore-
mentioned cases are given in Table 3 for further use.
As the ﬁnal discussion in this part, we study the effect of LR, i.e.,
considering a compact support for the attenuation function in the
constitutive equation (Eq. (9) for 1D bar) as mentioned in Remark
1. The effect of choosing different values of the inﬂuence distance
LR is shown in Table 4. In this table g represents the values of the
norm between the results considering the full domain and those
considering the inﬂuence distance LR for the attenuation function.
As is seen, the differences are quite small, meaning that the results
previously obtained may still be used for LRP 2l.
6.1.2. Indeterminate problems
Having found the solution of a 1D determinate problem, one
may easily solve the associated indeterminate problem through a
superposition algorithm. For instance, if in load cases ‘‘b’’ to ‘‘d’’
the end point is restrained against movement, the problem can
be solved by the superposition of that load case with load case
‘‘a’’ and the application of the compatibility condition at the end
point. To do this, load case ‘‘a’’ is ﬁrst solved with an unknown
end force and then the force is found from the compatibility condi-
tion. Fig. 4a to c depict the results of such a solution. The point-
wise strain values are given in Table 5 for further use.
6.2. Two-dimensional problems
The solution of 2D nonlocal elasticity problems is very time
consuming, especially when low-residual solutions are of concern.
Here again, prior to giving further details, we need a suitable norm
to demonstrate that the numerical solution is close enough to the
exact solution. As mentioned earlier, it is not possible to consider a
predeﬁned equilibrated stress ﬁeld and ﬁnd the associated dis-
placement ﬁeld as in the 1D cases. The validity and accuracy of
the solution may be understood by measuring the level of satisfac-
tion of the equilibrium equations and the boundary conditions. To
this end the following residuals are deﬁned here
RX ¼ ST r^þ b in X; ð57Þ
andChebyshev polynomials are used (minimum value of g is shown in each case).
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In (57),b is the body force. We are interested in the following norms
kRXk ¼
Z
X
RTXRXdX
 1=2
and kRCk ¼
Z
C
RTCRCdC
 1=2
; ð59Þ
but the difﬁculty is that they are not dimensionless and thus the
estimation of their largeness/smallness is not an easy task. One
may compare the residual norms with the norm of the prescribed
values; for instance kRXk and kRCk may be compared with kbk
and ktk, respectively. However, for problems with no body force,
as the one we solve here, one may use an appropriate scale of ktk
for the equilibrium residuals. On this basis we deﬁne the following
norm as an error indicator
g ¼
ﬃﬃﬃﬃﬃﬃ
AX
p kRXk þ
ﬃﬃﬃﬃﬃ
LC
p kRCk
2
ﬃﬃﬃﬃﬃ
LC
p ktk ; ktk ¼
Z
C
tTtdC
 1=2
: ð60Þ
In the above relation AX is the area occupied by the 2D domain X
and LC is the total length of its boundary C  @X. With the above
error indicator we proceed to examine the validity of the solution
in a 2D benchmark problem. We consider a problem on a square do-
main 0 6 x 6 L, 0 6 y 6 L (or a = b = L). The tractions are deﬁned as
tjx¼0;y ¼ hr0;0iT ; tjx¼L;y ¼ hr0;0iT ; tjx;y¼0 ¼ tjx;y¼L ¼ 0; ð61Þ
with r0 being the magnitude of the tractions. The Young’s modulus
and the Poisson’s ratio are considered as; E and m = 0.2 respectively.Fig. 6. Distribution of the normalized strains in the 2D benchmark when Chebyshev po
distribution of cxy .The following normalized displacement, strain and stress ﬁelds are
deﬁned for the presentation of the results:
u ¼ E
r0L
u^; e ¼ E
r0
e^; r ¼ 1
r0
r^: ð62Þ
We present the solution of the problem under plane stress condi-
tions and with 11 = 12 = 0.5 while the attenuation function is
aðx;x0Þ ¼ 1
pl2
exp ðx x
0Þ:ðx x0Þ
l2
 
; ð63Þ
with l = L/10.
We solve the problem using both Fourier series and Chebyshev
polynomials. Due to the symmetry of the geometry and the load-
ing, we can reduce the number of the unknowns in each case.
For instance, in using Fourier series in (32) we consider the terms
producing anti-symmetric u and symmetric v. The same strategy
may be employed when Chebyshev polynomials are used.
Convergence of the solutions with respect to the number of
terms used is demonstrated in Fig. 5. As is seen, the solution with
Chebyshev polynomials converges faster than the one solved with
Fourier series. Moreover, in both cases the residual norm deceases
to a minimum value and then grows. Such an effect is due to the ill-
conditioned coefﬁcient matrices, A in (21), confronted during the
solution process and is directly related to the precision used during
the computation (here double precision). The reader may note that
although we use a complete set of functions, such as those inlynomials are used for m1 = n1 = 12: (a) distribution of ex (b) distribution of ey , (c)
Fig. 7. Distribution of the normalized strain ey in the 2D benchmark when Fourier series is used for m1 = n1 = 8.
Fig. 8. Distribution of the normalized stresses in the 2D benchmark when Chebyshev polynomials are used and m1 = n1 = 12; (a) distribution of rx (b) distribution of ry , (c)
distribution of sxy .
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Table A1
The coefﬁcients of the normalized strain ﬁeld eðxÞ ¼ EA
F
e^ðxÞ ¼PMi¼0ciTiðnÞ in a 1D
determinate bar with load case ‘‘a’’M = 22. Due to the symmetry of the strain ﬁeld the
coefﬁcients with even numbers are non-zero (11 = 12 = 0.5, l = L/20).
i ci i ci
0 1.0886936536707148 12 0.0012204316541527009
2 0.15320482250295928 14 0.00022706518858030508
4 0.09904194685865324 16 0.00003455428305952498
6 0.04838726677035552 18 4.3610649221577015E6
8 0.018116019965074903 20 4.603297596461917E7
10 0.005282916420296396 22 3.728661439747712E8
Table A2
The coefﬁcients of the normalized displacement ﬁeld in (62)
u ¼ uv
 
¼Pm1i¼0Pn1j¼0 aijbij
 
TiðnÞTjðgÞ, m1 ¼ n1 ¼ 12. Depending on the capability of
the solution in producing symmetric/anti-symmetric displacement and strain ﬁeld,
even and odd terms are selected (11 = 12 = 0.5, l = L/10).
i j aij i j bij
1 0 5.35174842717904E01 0 1 1.15262634929607E01
1 2 3.82886023874075E02 0 3 1.56207491424046E03
1 4 6.97639043676584E03 0 5 4.26009124830691E05
1 6 3.31336153475269E04 0 7 2.07460965759983E05
1 8 8.08516826087088E04 0 9 1.84206547082081E05
1 10 2.03793895054893E04 0 11 1.08235972565213E05
1 12 6.27949646715353E05 2 1 2.74910073487415E02
3 0 7.95582928739342E03 2 3 9.11266867088758E04
3 2 4.96904082470613E03 2 5 5.36206710263729E04
3 4 4.33172843977018E03 2 7 6.19665739708817E05
3 6 8.65544571394692E04 2 9 6.22590079212868E05
3 8 2.95456490567022E04 2 11 3.10165329230003E05
3 10 1.42684816485865E04 4 1 7.44553969264741E03
3 12 2.80228085163829E05 4 3 2.34679388008800E03
5 0 3.31994939754887E03 4 5 7.02008116826753E04
5 2 2.87119844767413E04 4 7 2.73429749728491E04
5 4 1.33030272770618E04 4 9 5.39676650190411E05
5 6 4.22467509088531E04 4 11 4.53492063387703E05
5 8 8.35148088704670E05 6 1 9.91784515664483E04
5 10 3.46303030332997E05 6 3 1.01634258374397E03
5 12 6.78188932066674E07 6 5 4.86193911596711E05
7 0 1.20884181334751E03 6 7 2.40700529702577E04
7 2 3.17009970342282E04 6 9 1.29682122500880E05
7 4 3.15527353040128E04 6 11 3.67862724181218E05
7 6 5.94007699735737E05 8 1 8.06791581661403E05
7 8 5.66748823285002E05 8 3 1.10198429994606E04
7 10 2.01153724930936E05 8 5 6.05919937192162E05
7 12 6.32942525067598E06 8 7 6.96078775790551E05
9 0 1.26509102001029E04 8 9 2.57243185813131E05
9 2 7.21096140152776E05 8 11 1.28725201146175E05
9 4 7.33716173357003E05 10 1 7.60295245633331E05
9 6 5.20896522873947E05 10 3 2.86520935931229E05
9 8 8.97287703282386E07 10 5 7.41588534187177E06
9 10 5.79373053253850E06 10 7 1.10786024359069E05
9 12 3.50422001534281E06 10 9 1.25660329320677E05
11 0 1.31728490771977E04 10 11 2.14067449855312E06
11 2 1.84441128659729E05 12 1 9.67456777533639E06
11 4 7.58905063776164E06 12 3 1.33746383949021E06
11 6 8.96730652150429E06 12 5 3.26788615857320E06
11 8 7.28241511610065E06 12 7 4.70661990510014E06
11 10 1.11009068656978E06 12 9 3.71202448358515E06
11 12 9.36031551949870E06 12 11 1.69992802171607E06
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an important role especially in 2D cases (see Remark 5). It is also
seen that the use of Chebyshev polynomials leads to a minimum
residual which is much less than the minimum residual obtained
by the use of Fourier series.
Fig. 6a to c show the distribution of the normalized strain com-
ponents (ex; ey and cxyÞ when Chebyshev polynomials are used
(m1 = n1 = 12, M = 169 in (42)). For further use, we present the
coefﬁcients of the polynomials for the normalized displacement
ﬁeld (see (62)) in Appendix A.The results obtained by Fourier series, corresponding to the
minimum residual in Fig. 5, for ey are shown in Fig. 7
(m1 = n1 = 8, M = 196 in (32)). As is seen, even with 196 terms,
the normalized strain is obtained with an oscillatory distribution
(in comparison with ey in Fig. 6b). It is obvious that the results
obtained by the use of Chebyshev polynomials are superior. The
stresses obtained by Chebyshev polynomials are shown in
Fig. 8a to c. As is seen, along with rx, other stress components
ry and sxy are also induced, however, they are considerably less
than rx.7. Conclusions
Low-residual approximate solutions for nonlocal 1D and 2D
elasticity problems deﬁned with Eringen’s integral model are pre-
sented in this paper. For the 1D cases, determinate problems are
ﬁrst deﬁned and then indeterminate problems are solved through
a superposition approach. In the determinate problems the stress
ﬁeld, resulting from the equilibrium equation, is prescribed and
then the strain ﬁeld is found as the main unknown. For the 2D
cases, the problems are deﬁned with self-equilibrated tractions
while the main unknown is the displacement ﬁeld. Fourier series
and a set of Chebyshev polynomials are used as the basis functions
for the main unknown ﬁelds. In the 1D cases, the use of both sets of
the bases leads to fast convergence and very low residual values. In
three benchmark problems out of the four 1D determinate prob-
lems considered in this paper, the results obtained by Chebyshev
polynomials are superior to those obtained by Fourier series. The
same effect is seen in the 2D problem solved. Since the solution
is extremely time-consuming the point values of the strains for
the 1D problems and the polynomial coefﬁcients obtained for the
2D problem have been reported in a series of tables for further use.Appendix A
See Tables A1 and A2.References
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