t f{x)) 6 R. In this paper we do three things with respect to this problem. First, we show how to obtain related homology maps from H*(Y) into itself. Each of these homology maps h is such that Λ(h) = Σ^o (-l) w trace h n Φ 0 implies g(x)Rf(x) for some x 6 X. Secondly, we find an interpretation in terms of / and g for the condition Λ(h r ) Φ 0, where h r = hoho-ofe, γ times. We show that if Λ{h r ) Φ 0, then there exist points x 19 x 2 , , x r e X such that g(x i+ί )Rf(Xi) for 1 <^ i < r and g{x ι )Rf{x r ). Thirdly, we show that there are many situations in which one can assert that Λ{h r ) Φ 0 for some r <; N 9 where N is determined by the situation at hand.
One application is the following apparently new theorem about spheres. Theorem 4.5: If /, g: S 2n -> S 2n are continuous maps such that f(A) Φ g(A) for all A c S 2n with cardinality of A = 1 or 2, then both / and g are null homotopic. Another application concerns lines in the complex protective plane as follows. Remark 4.9: If L is a line in CP 2 and / is a continuous map from L into the space of lines in CP 2 , then there exists two points a,beL such that /(α) goes through b and f(b) goes through α.
Section 2 contains some notation and conventions. In § 3 we establish our central theorems. Section 4 contains applications. In § 5 we consider extensions to more than two functions. We outline a local index theory in § 6. In § 7 we establish some asymptotic theorems. In the last section, § 8, we discuss a very general situation involving four spaces, two maps, and two relations.
Several authors have dealt with the problems of fixed points and coincidence points by similar methods. Fuller [8] , Fadell [7] , Brown [3] and [4] , and Roitberg [15] deal with fixed points and 452 BENJAMIN HALPERN coincidence points on manifolds. In [13] Lefschetz considers coincidence points for compact metric ANR's. Lefschetz obtains a theorem involving the Lefschetz number of certain cycle mappings which depend on choices of cycles in the graphs of extensions of the transformations. This result seems to be related to Theorem 8.1 below. But, the transformations considered in [13] are not assumed to be continuous, nor single-valued, nor defined for all points of the domain. Hence, no attempt is made in [13] to relate these cycle mappings to induced homology or cohomology maps of the transformations.
The author would like to thank Professor Robert Brown for his suggestion which led to this work. 2* Notation. We list here some notations and conventions we use throughout the paper. We use singular homology and cohomology. We use the notation and conventions of Spanier [16] for the various products in homology and cohomology. Unless explicitely noted otherwise, the coefficients are taken in a fixed field F. We denote the integers by Z, the reals by /?, and the complex numbers by C. By "map" we mean continuous function. # A denotes the cardinality of the set A.
3. Main theorems. We establish here the central result of this paper, Theorem 3.2. For purposes of exposition we find it convenient to prove a special case, Theorem 3.1, first. (Actually Theorem 3.1 is not strictly a special case of Theorem 3.2 because R is not assumed closed.) Let X and Y be two topological spaces, and f,g:X-*Y two continuous maps, and R a relation on Y, R c Y x Y. Suppose n is a nonnegative integer. Let aeH n (X), and
be the composite
I'
6/ n a where 6/ and Π a are the maps such that (b/)(z) = 6/« for ^ eίί^F) and (n α)(s) = ^ίlα for ^eiϊ %~' (^). Set ^ = (-l) wi λ <β Assume further that H t (Y) is a finite dimensional vector spaces over F for each i ^ 0.
For such α, 6 define a Lefschetz J?-number by Rf(x) for some xeX.
Proof. Consider the following diagram
is the diagonal map, and T(y, y') -(y\ y) is the interchange map. If there is no xeX such that g(x)Rf(x), then we may define a map X: X-> Y x Y -R by setting X(x) = (g(x) , fix)), and the above diagram would commute. It would then follow that b r = λ*o^>*(6) = 0 since φ*(b) -0 by hypothesis. Hence, to prove the theorem it is sufficient to show that <&' , α> = Λ{h).
Let We now observe that
where σ(i) = (-i)*W, <W/ β Hence,
Note that if dim £,• = p and dim β, Φ n -p, then δ it = 0. Hence, in the above expression for <&' , α> we may replace
Next we will be concerned with two sequences of functions. In order to facilitate our notation we will index the spaces and functions by elements of Z m9 the cyclic group of order m. We consider z m to consist of the integers 1, Also assume dim H ό { Y t ) < oo for all j ^ 0 and ΐ e ϋΓ m . We will be using the cohomology cross product for the Cartesian products of several spaces. In order to insure that the excesiveness conditions (necessary for the definition and properties of the cross product) are always satisfied, we will assume that R t is closed in
Under these conditions we define a generalized Lefschetz Rnumber by 
We now proceed as in the proof of Theorem 3.1. 
where ΔY is the diagonal of Γandf: 
Set k r = ( -l) w fc r . Clearly, for the fe r of Theorem 2 we have h r = (fc,.) 
H^Y,)-+H*(Y t ).
Now we may apply the theory developed in [9] , [10] , and [12] for dealing with the Lefschetz's numbers of iterates. We will use Theorem 4 of ]10] to illustrate how most of the theorems of [10] may be carried over to the present context. In algebraic terms, Theorem 4 of [10] is essentially the following result. Let ch ^ denote the characteristic of We would like to use Hopf's theorem on homotopy classes of maps into S n to interpret geometrically condition (a) of Theorem 2.4. REMARK 4.3. We will need the following elementary algebraic fact whose proof we leave to the reader.
If an Abelian group G, homomorphism /: Z -> G, and integer n ^ 2 satisfy (a) G has no element of order (prime) 2 , (b) G has no element of order 2 or 3 or or n, (c) f®l\Z®^-^G®^ is zero for all fields jT~ which satisfy ch^ g {2, 3, , n}, then / is zero. Responding to a preprint of this paper Professor Dold has given an elegant short proof of Corollary 4.5 relying only on properties of the cross product and intersection number.
Next we present an application of Theorem 3.2 where the relation R is not taken to be equality. Let Y = CP 2 = the complex protective plane. We consider CP 2 to be defined as the quotient of C 3 -{0} by the equivalence relation ~ which sets (u, v, w) ~ (Xu, \v, Xw) for all (u, v, w) eC 3 -{0} and λ 6 C-{0}. Denote the equivalence class of (u, v, w) by [u f v, w] . We say U - [u, v, w] [u', v', w r ], (notations: U ± U'), provided uu r + vv f + ww f = 0. This notion is well defined, i.e., it does not depend on the choices of (u, v, w) and (u r , v', w') representing U and U'. 
) and f(x r ) ± g(x) for some x, x'el.
Proof. By considering / and g restricted to the components of X it is readily seen that the theorem is reduced to the case where X is connected. So assume X is connected. We wish to apply Theorem 3.2 as we did in the proof of Theorem 4.2. Here we have 
(V, V -R; JH = H 0 (R; ^) = ŵ
ith the following property. [See Milnor [14] pages 67 -69 for definitions and proofs. Though Milnor uses homology with Z coefficients in [14] , the relavent part, pages 67 -69, may be done using homology with S^ coefficients.] If M is a compact oriented submanifold of V of (real dimension 2 which intersects R transversally,
and [M] e H 2 (M; J Γ ) is its fundamental class, and h: M -• V and j: V-»(V, V -R) are the inclusion maps, then j*oh*[M] -R-Mr, where R-M is the intersection number of R and M.
We apply the above formula to the case M = S 2 x p 0 , where we u, v, w] 
(Y x Y). Condition (ii) for b, follows from the exact sequence for the pair (Y x Y, Y x Y -R).
Next note that 
is called a coincidence point for the sequence f i9 1 <£, i <ί N. In Theorem 3.1 (with R taken as equality) we considered the case JV=2, and we call a? in this case a simple coincidence point. When N^Z we will refer to x as a higher order coincidence point. The adjectives "simple" and "higher order" will be applied also to the problem of finding or proving the existence of coincident points (or iterative analogs as in Theorem 3.2). The purpose of this section is to make the observation that a higher order coincidence problem may be reduced in a useful manner to a simple coincidence problem. This approach to defining a local index seems to be well known to the experts for the case R = equality. See [1] page 558, and [5] . Consequently we discuss only briefly some of its important properties. It is immediate that / is linear in a e H n (X) and in V eH n (Y x Y,Ύx Y -R) . Also, the following naturality property in R is clear. If RcR' and fc V',f',g',a,b',R) are defined and FnF'=0, then J(FU F', / U /', g U </' , α, 6', Λ) -I( F, /, Λ α, 6', R) + I ( V, Γ, g', a, 6', R) Now consider the situation in Theorem 3.2 and the higher order coincidence situation. Both these situations reduce to the simple coincidence situation. This is implicit in the proof of Theorem 3.2 and explicit in the discussion of higher order coincidence points. In this way the local index described above carries over to these other situations.
7* Asymptotic theorems* An asymptotic fixed point theorem for a function /: X -> X is a theorem asserting the existence of a fixed point for / under hypotheses on the iterates f n of /, especially for n large. An asymptotic periodic point theorem uses hypotheses on f n for n large to conclude that f n has a fixed point for n rather small. In this section we will show how the asymptotic fixed point theorems of Browder [2] and asymptotic periodic point theorems of Halpern [11] have analogs in coincidence theory.
The key observation for our study of asymptotic coincidence point theorems is that x e X is a coincidence point for the functions f, g:X-+ Y and the relation RczY x Y, i.e., g(x)Rf(x), iff a; is a fixed point for the set-valued map g~ι<>Rof; X->2 X , i.e., x e g~\R(f(x))), where R(y) -{y' e Y\y'Ry] for all yeY.
In general, a set-valued function F from a set A into a set B is an ordinary function from A into 2 The following lemma will allow us to translate the results of [2] and [11] into coincidence theory. The analogous problem to the problem considered in Theorem 3.2 will be refered to below as the "general composite problem." This problem involves two sequences of functions f n : X n -> Y n and g n : X' % -• Yn-ι' for n 6 Z mf and two sequences of relations, R n c Y' n x Y n and S % c X n x X' n , for n e Z m9 and asks for an x e X ίf such that x e here that what appears to be a "most general" coincidence problem involving functions and binary relations can be viewed as a special case of the general composite problem. Suppose T w n e Z m is a sequence of spaces and for each neZ m either (a) F n \ T n -> T n+1 is a function from T n into T n+1 , or (b) F n -g~ι where g: T n+1 -+ T n is a function from T n+1 into T n , or (c) F n c T n+1 x T n is a relation.
Problem Q. Find an « 6 ϊ\ such that α? 6 (Π» ^)(^) To reduce problem Q to a general composite problem we simply set F n = / w or g n or i2 % depending on whether case (a) or (b) or (c) applies to F nJ and set all the other functions and relations in the general composite problem equal to the appropriate identity maps or relations.
