Resource Selection (or Query Routing) is an important step in P2P IR. Though analogous to document retrieval in the sense of choosing a relevant subset of resources, resource selection methods have evolved independently from those for document retrieval. Among the reasons for such divergence is that document retrieval targets scenarios where underlying resources are semantically homogeneous, whereas peers would manage diverse content. We observe that semantic heterogeneity is mitigated in the clustered 2-tier P2P IR architecture resource selection layer by way of usage of clustering, and posit that this necessitates a re-look at the applicability of document retrieval methods for resource selection within such a framework. This paper empirically benchmarks document retrieval models against the state-ofthe-art resource selection models for the problem of resource selection in the clustered P2P IR architecture, using classical IR evaluation metrics. Our benchmarking study illustrates that document retrieval models significantly outperform other methods for the task of resource selection in the clustered P2P IR architecture. This indicates that clustered P2P IR framework can exploit advancements in document retrieval methods to deliver corresponding improvements in resource selection, indicating potential convergence of these fields for the clustered P2P IR architecture.
INTRODUCTION
Federated search provides a uniform interface across plurality of searchable resources by way of a broker. P2P IR systems do federated search over multiple peers, each of which manages a subset of the full dataset. In cooperative Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. P2P IR environments, the brokers acquire content information from their resources beforehand and could potentially build indexes upon such information; these are then used to make a decision regarding routing a given query to those peers that are most likely to contain relevant documents [5, 8] . This contrasts with un-cooperative environments, where the resources provide only the search API. Resource selection (i.e., Query routing) is the problem of selecting a subset of relevant peers for a given query in P2P IR systems [18] . Following resource selection, the query is sent to the selected resources which would then process it and send results back to the broker. The broker would merge results from across peers providing a single ranked list of results to the user. Resource selection is a critical component in P2P IR; low-quality resource selection, the case where the relevant peers get excluded would inevitably lead to less effective IR results. In this paper, we consider the applicability of document retrieval methods for resource selection in a well-studied co-operative P2P IR environment that uses text clustering to structure content within peers [10] .
There has been a large amount of work on resource selection mechanisms for general co-operative P2P IR where the broker operates on a set of resources, each of which manage a subset of the dataset. In a sense, the problem of resource selection may be seen as analogous to the problem of selection of relevant documents in conventional IR systems. In a federated P2P IR based scholarly article search system, the allocation of documents to resources could be dependent on factors such as the publication venue and publisher, which are typically completely orthogonal to the content in the documents. Thus, each resource could comprise documents that are semantically as diverse as the corpus itself. This diversity of topics at the level of each resource breaks the analogy between resource selection and document retrieval, since documents are typically focused on topic or a small number of topics and are thus limited in their heterogeneity. This, among other factors, has led to divergence between the techniques for resource selection and document retrieval, with each stream evolving independently. For example, popular resource selection methods such as CVV [20] and Taily [2] use information about word distributions across peers, whereas popular document retrieval models rely more on simpler term weighting (e.g., tf-idf) and divergence from randomness (e.g., BB2 [3] ).
There has been renewed interest in the clustered P2P IR architecture [10, 1, 13] that employs text clustering to build a two-tier structure. The usage of text clustering in the architecture ensues that routing decisions be made at the level of resource groups that are internally homogeneous. This property of the clustered P2P IR architecture also brings resources conceptually closer to documents in the sense of not being very divergent topically. In this paper, we posit that the clustered P2P IR architecture necessitates a re-look at • We consider the applicability of document retrieval methods for resource selection in the context of clustered P2P IR where routing decisions are to be made among semantically coherent resources.
• We do an empirical benchmarking of document retrieval methods against state-of-the-art resource selection methods, on the clustered P2P IR architecture. Our results across many testbeds establish that document retrieval methods are able to deliver consistently superior accuracies in resource selection.
We start by describing the clustered P2P architecture, our target environment, and outline reasons as to why we think that would be a friendly environment for document retrieval methods. We then summarize the document retrieval and resource selection methods that we benchmark in this study, followed by our empirical analysis and conclusions. Figure 1 illustrates the construction of the clustered 2-tier architecture. Each of the peers maintain a subset of documents, as shown by the different Pis in the left side of the figure. The subset of documents within each peer are subjected to a clustering process, illustrated in the figure as
CLUSTERED 2-TIER ARCHITECTURE
Step A; we will call this as intra-peer clustering. Though the figure shows 3 clusters consistently for every peer, there could in general be any number of clusters. Phase B clusters these intra-peer clusters, across peers, into a specified number (two, in the figure) of clusters. Each such cluster is managed by a super-peer (SPi). Due to the clustering, not every super-peer necessarily would have representation from each peer; in our example, SP2 does not have representation from P1. The super-peer level, as may be noted, is an additional layer giving the framework the name 2-tier. Every query to the P2P IR system is sent to each of the super-peers, which would then use the information from the intra-peer clusters it manages, to route the query to one or more peers to which it is connected.
For a news search engine where different peers manage content from separate news agencies, sports related news articles may be separated out from others within each peer in the intra-peer clustering phase. Due to the second-level clustering, the sports clusters from separate peers are expected to be collected into a super-peer. Thus, the 2-stage clustering process ensures that routing decisions can be made at the level of super-peers that manage coherent content internally as well as among each other, while not disturbing the document assignment to peers; this likens the scenario to a domain-specific search at each super-peer. Table 2 summarizes the document retrieval methods that we will use in our benchmarking study. The vector space model-based tf-idf scheme [4] quantifies the cosine similarity between tf-idf vectors, without treating the query and the documents differently. We also employ probabilistic retrieval models such as Okapi.BM25 [15] and Language Modeling (LM [9] ) in our analysis. These differ in terms of the conceptualization of the model they create; BM25 models relevant documents given a query, whereas LM models query relevance using the document as a reference. The third type of models quantify divergence from randomness, based on the idea that the informativeness of a term may be measured by examining how much the term frequency distribution departs from a benchmark distribution generated by a random process. The different techniques in this family differ in terms of the randomness model they employ (listed in the table), and the formulation used in the after-effect and normalization steps. The details of these divergence models appear in [3] ; a webpage 1 summarizes them succinctly. Usage for Resource Selection: The above techniques, with the exception of TF-IDF (e.g., [14] aggregates TF-IDF across documents in a peer), have not been exploited much for resource selection in hierarchical P2P IR, such as our setting. Since these techniques are specialized to ranking documents, i.e., sets of words, resources under each superpeer need to be modelled as documents. We do this by simply using the big document model [17] . Under this model, one big document is created for each resource managed by the super-peer; as a toy example, SP 2 in Figure 1 would
DOCUMENT RETRIEVAL METHODS
where CV V (q) is the variance of q across peers and DFP (q) is the total frequency of q in the peer P CORI ∝ q DF P (q) DF P (q)+α+β×#words in P , DFP (Q) defined as for CVV vGlOSS Estimate of #docs the peer would return assuming query words co-occur in docs KL LDA-based topic-wise PDFs over words from each peer compared against topic dist from Q using KL-divergence Taily
Approximates distribution of document scores in each resource using a gamma dist. and scores resources based on the estimate of high-scored documents from the distribution Table 2 :
Resource Selection Models for Cooperative P2P IR (Q stands for query) be searching over two documents, one built by collating the documents it manages from P3 and the other formed by the document subset of P2. Having defined the big documents, resource selection is just about ranking the big documents using the chosen model and routing the query to the resources corresponding to the top-ranked big documents.
CO-OPERATIVE P2P IR RESOURCE SE-LECTION METHODS
We now summarize the co-operative P2P IR resource selection methods used in our study, in Table 3 . CVV [20] scores resources by preferring those that have a high concentration of unevenly distributed (across resources) query terms; it may be noted that in scenarios such as our news search example, term occurrences are expected to not vary much across resources. CORI [5] generalizes Okapi.BM25 to arrive at a resource level probabilistic scoring. vGlOSS [8] scores resources using an estimate of the number of relevant documents in them making use of a query word cooccurrence assumption. KL [19] makes use of topic distributions learnt using intra-peer clustering, and scores resources using the KL-divergence of the query topic distribution from that of each resource. Taily [2] , the most recent technique, fits a gamma distribution over the scores for documents (wrt the query) within each resource. This, along with the size of the resource, is used to estimate the number of top-scored documents for each query within the resource. We do not use the decision-theoretic framework [7] in our analysis since it requires (as noted in [16] ) extra information such as relevance judgements not presumed in other methods. Usage in Clustered P2P IR: Each of these resource selection methods are used at each super-peer, the resource selection point, in the clustered 2-tier architecture.
EVALUATION FRAMEWORK
For a given testbed, comprising a document corpus split into peer-level collections (with or without replication), we first do the two-level clustering to instantiate the clustered 2-tier architecture. We use repeated bi-sect k-means for intrapeer clustering upto a cluster size threshold of 5. This is followed by a K-means clustering in the second phase with k = 50 so that the intra-peer clusters are distributed among 50 super-peers [1] . Our query set is a set of 100 simulated queries generated from TREC topics 451-550 2 . Having setup the framework, we use each method chosen for the study to do resource selection on each super-peer in response to each query; for a fixed choice of the selectivity parameter (say, 5%), that much of peers are selected within each super-peer. The query is then sent to the chosen resources (across super-peers) who in turn perform document retrieval using the Okapi.BM25 model; their results are collected and merged using the well-known COMBMNZ merging strategy [12] . The final merged result set is evaluated against classical IR parameters such as precision and MAP, as well as recall since labelled relevance information is available for the query-testbed combination we use. In addition to popular P2P IR testbeds comprising ≈1.6 million documents listed from [11] , we also evaluate our approach on a metasearch task on the FedWeb 2013 dataset [6] (13k documents, 200 queries) consisting of results across 157 search engines, each of which are modeled as a separate peer. Since the result trends across methods were found to be consistent across varying values of pre-specified percentages of peers to be selected at each super-peer, we will report the average of results from 10 settings with the selectivity parameter varying from 5% to 50% in increments of 5%. Table 3 summarizes the results on the IR testbeds viz., DLWOR, DLWR, ASISWOR and ASISWR (details in [11] ); DL* and ASIS* simulate digital library and file-sharing scenarios respectively. We report precision, recall and MAP figures evaluated over the top-1000 documents, for each technique-testbed combination. While top-1000 is usually realistic for getting a subset of relevant documents in P2P IR, fewer documents are usually expected to be utilized in scenarios involving manual perusal of results; we thus report the Precision at top-10 results too, in the table. The top and bottom parts of the table illustrate the document retrieval and standard resource selection methods respectively; each value that is seen to be better than the best value for the [metric,testbed] combination in the other category is boldfaced. Additionally, the best value across categories is underlined as well. We performed bootstrap 2-paired t-tests to analyze whether the performance improvements of document retrieval methods were statistically significant; results of such tests are also indicated in the table. It may be seen from the table that the document retrieval methods perform better in every testbed and evaluation metric, barring one case where Taily is seen to outperform others. The last row counts the number of document retrieval methods (out of the 7 being studied) that perform either equally or better than the best performing general resource selection method under study, on the corresponding evaluation metric. As may be seen, on an average, roughly 40% of document retrieval methods are seen to outperform the best performing resource selection methods, across metrics. This establishes that document retrieval methods are very effective for resource selection in the clustered P2P IR architecture, and should be preferred to classical resource selection methods designed for general P2P IR. Federated Web Search Testbed: Table 4 summarizes the corresponding results on the federated web search testbed, in the same format as for P2P IR testbeds. The results on this testbed also confirm the superior performance of the document retrieval methods for resource selection in the clustered P2P IR architecture in the meta-search environments. It is notable that five of seven document retrieval methods outperform the best performing general resource selection method, on each metric.
EXPERIMENTAL RESULTS

P2P IR Testbeds:
CONCLUSIONS AND FUTURE WORK
We considered the problem of resource selection in the clustered P2P IR architecture. We postulated an enhanced applicability of document retrieval methods for resource se- lection in the target architecture, given the content homogeneity among intra-peer clusters at the resource selection layer. We empirically benchmarked well-known document retrieval methods against the state-of-the-art resource selection methods designed for general P2P IR. An extensive analysis of retrieval effectiveness over P2P IR and federatedsearch testbeds using classical IR evaluation metrics validate our hypothesis convincingly, with document retrieval methods consistently outperforming others. This establishes that document retrieval methods ought to be the preferred choice for resource selection in clustered P2P IR environments. Our empirical analysis indicates that the language modeling approach (LM) should be the preferred resource selection method for both P2P IR and Federated Web Search scenarios; further, BB2 is seen to be competitive in P2P IR. From a future work perspective, our results indicate a potential convergence of the document retrieval and resource selection tasks in the clustered P2P IR architecture so that future advancements in document retrieval may be effectively leveraged to achieve corresponding gains in resource selection on the target framework. With the improved accuracy of document retrieval techniques being apparent from our study, their indexing overhead and messaging costs need to be analyzed for fast uptake.
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