Lévy white noise measures on infinite-dimensional spaces: Existence and characterization of the measurable support  by Lee, Yuh-Jia & Shih, Hsin-Hung
Journal of Functional Analysis 237 (2006) 617–633
www.elsevier.com/locate/jfa
Lévy white noise measures on infinite-dimensional
spaces: Existence and characterization
of the measurable support
Yuh-Jia Lee a,∗,1, Hsin-Hung Shih b,1
a Department of Applied Mathematics, National University of Kaohsiung, Kaohsiung 811, Taiwan
b Department of Accounting and Information, Kun Shan University, Tainan 710, Taiwan
Received 26 August 2005; accepted 19 December 2005
Available online 20 February 2006
Communicated by L. Gross
Abstract
It is shown that a Lévy white noise measure Λ always exists as a Borel measure on the dual K′ of the
space K of C∞ functions on R with compact support. Then a characterization theorem that ensures that
the measurable support of Λ is contained in S ′ is proved. In the course of the proofs, a representation of the
Lévy process as a function on K′ is obtained and stochastic Lévy integrals are studied.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let X = {X(t): t ∈ R} be a Lévy process, which is an additive process with stationary in-
crements on a probability space (Ω,F ,P ) with X(0) = 0 almost surely. By the well-known
Lévy–Khintchine formula,
E
[
eir(X(t)−X(s))
]= exp[(t − s)fX(r)] (1.1)
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expressed as
fX(r) = iμr − σ
2r2
2
+
∫
|u|>0
(
eiur − 1 − iur
1 + u2
)
1 + u2
u2
dβ(u), r ∈ R,
where μ is a real constant, and β is a positive finite measure on R with σ 2 = β({0}). Conversely,
for a given triple (μ,σ,β), where μ,σ ∈ R and β is a positive finite measure on R, there exists
a Lévy process X such that Eq. (1.1) holds. X is called a Lévy process with the generating triple
(μ,σ,β) and the measure dβ0(u) = (1 + u2)/u2 dβ(u) on R \ {0} is the Lévy measure of X.
In our previous paper [6], under the assumption that β has finite absolute second moments, we
have shown that the Lévy white noise measure Λ exists and is defined as a Borel measure on the
space S ′ of tempered distributions. Then the analysis of Lévy white noise functionals initiated
by Hida [2] were studied based on the following representation of a Lévy process X(t):
X(t;x) =
{ 〈x,1[0,t]〉, if t  0,
−〈x,1[t,0]〉, if t < 0, x ∈ S ′. (1.2)
Under the above assumption on the moments of β , Gaussian, Poisson, Gamma processes and
Meixner are included in our investigation, but the stable processes with characteristic exponent
α ∈ (0,2) are excluded since, in this case, the corresponding measure β has no second moments.
Thus it is desirable to extend the theory developed in [6] to all α-stable processes or more general
Lévy processes. We may asked, without assuming the moment conditions on β ,
(a) does the Lévy white noise measure Λ exist?
(b) does the representation (1.2) remain true?
(c) if Λ exists, is supp(Λ) ⊂ S ′?
The question (a) is answered positively in Section 2. There, without assuming the moment con-
dition on β , we construct a Lévy white noise measure Λ on K′, the dual space of the space
K of infinitely differentiable functions on R with compact support. In Section 3 we answer the
question (b) positively by showing that (1.2) for a Lévy process holds for almost all x ∈K′ with
respect to Λ. This gives a major step toward the investigation of generalized Lévy white noise
functionals without further assuming the moment condition on β . The question (c) is motivated
by the following observation.
If the measure β has the absolute moment of order one, i.e.,
∫ +∞
−∞ |u|dβ(u) < +∞, then it
can be shown that the measurable support of Λ is contained in the space S ′ of all tempered
distributions on R (see [5]). It is natural to ask that under what condition the measurable sup-
port of a Lévy white noise measure is contained in S ′. An answer is given in Section 4, there
we give a necessary and sufficient condition which ensures that the measurable support of Λ
is contained in S ′. As an application, it is shown that all α-stable white noise measure are
Borel measures defined on S ′. In the course of the investigation, we define the stochastic in-
tegral
∫ +∞
−∞ η(t) dX(t) with respect to any Lévy processes for η belonging to the class Θ , i.e.,
η ∈ L1 ∩ L2(R) with the property that fX(η(t)), t ∈ R, is Lebesgue-integrable (see Section 2).
In particular if η(t) = sgn(t)1[t∧0,t∨0], it leads to the representation of the Lévy process X(t;x)
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processes of Meixner class, in order to verify the results given in Sections 3 and 4.
2. Existence of Lévy white noise measure
Let K(a) be the space of all infinitely differentiable functions on R having compact supports
in the interval [−a, a], a > 0. Then K(a) is a nuclear space with a family {| · |a,n} of countable
norms defined by |η|a,n =∑0mn ∫ a−a |η(m)(t)|2 dt , η ∈K(a). LetK be the union of the spaces
K(a) endowed with the inductive limit topology, and K′ the dual of K with the weak topology.
Throughout this paper, the pair (x, η), x ∈K′ and η ∈K, will always stand for a K′–K pairing.
Theorem 2.1. There exists a probability measure on K′ with characterization function given by
the complex-valued functional CX
CX(η) = exp
( +∞∫
−∞
fX
(
η(t)
)
dt
)
, η ∈K. (2.1)
Proof. First we note that CX is sequentially continuous with CX(0) = 1, and by [1, Theorem 6,
p. 283], CX is positive-definite. Thus, according to [1, Theorem 1, p. 348], CX is the Fourier
transform of some positive normalized cylinder set measure Λ on the space K′. For each η ∈K,
let {ηn} ⊂K converge to η in the topology of K. Then for any r ∈ R,
lim
n→∞
∫
K′
eir(x,ηn)Λ(dx) = lim
n→∞CX(rηn) = CX(rη) =
∫
K′
eir(x,η)Λ(dx).
This implies that the measure Λ ◦ (·, ηn)−1 converges weakly to the measure Λ ◦ (·, η)−1. It
follows that, for any bounded continuous function f (t) on R, the function
∫
K′ f ((x, η))Λ(dx),
η ∈K, is sequentially continuous. Applying [1, Theorem 6, p. 333] we conclude that the cylinder
set measure Λ is countably additive and hence it extends to a Borel measure on K′. Since the
Borel field B(K′) is generated by all cylinder sets of K′, Λ is a Borel measure. This proves the
theorem. 
Λ will be called the Lévy white noise measure.
3. Representation of Lévy processes as Lévy white noise functionals and Lévy stochastic
integrals
Let MX denote the set of all random variables on the probability space (K′,B(K′),Λ). For
any Y,Z ∈MX , define
ρ(Y,Z) =
∫
K′
|Y(x)−Z(x)|
1 + |Y(x)−Z(x)|Λ(dx).
Then (MX,ρ) is a complete metric space, where we identify random variables that are equal
almost surely. We note that the convergence in the metric ρ agrees with the convergence in proba-
bility with respect to Λ. For any Y ∈MX , we denote its characteristic function by ΦY . If ΦY does
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 of the logarithm of ΦY on R such that (0) = 0 and e(r) = ΦY (r) (see [9, Lemma 7.6, p. 33]).
Let us write (r) = logΦY (r). In the following lemma, some connections between the metric ρ
and characteristic functions are given.
Lemma 3.1. There is a universal constant c > 0 such that for any Y,Z ∈MX ,
(i) ρ(Y,Z)2  c ∫ 10 |1 −ΦY−Z(r)|dr ;
(ii) sup0r1
∫
K′ |1 − exp[ir(Y (x)−Z(x))]|Λ(dx) c · ρ(Y,Z).
Proof. The proof can be found in [4, Lemma 2.16, p. 358]. 
Let Θ be the class of all real-valued L1 ∩ L2-functions φ on R satisfying the following con-
dition:
+∞∫
−∞
∣∣fX(rφ(s))∣∣ds < +∞ for all r ∈R. (3.1)
For each φ ∈ Θ , it is natural to ask whether or not there is a random variable Y ∈MX such that
logΦY (r) =
+∞∫
−∞
fX
(
rφ(s)
)
ds, r ∈R.
An answer is given in the following theorem.
Theorem 3.2. Let φ be an element in the class Θ . Then there exists a sequence {φn} of elements
in the space K such that:
(i) {φn} converges to φ in L1 ∩L2(R, dt);
(ii) the sequence {(·, φn)} converges in probability to a random variable Y such that
ΦY (r) = exp
( +∞∫
−∞
fX
(
rφ(s)
)
ds
)
for any r ∈ R.
Proof. Consider the sequence {ψn} and {ψn,p}p , n,p ∈ N, defined respectively by ψn =
φ · 1An and ψn,p = ψn ∗ ωp , where ∗ denotes the convolution, An = [−n,n] ∩ {|φ|  n}, and
ωp(s) = cp · exp(−1/(1 − p2s2)) · 1(−p−1,p−1)(s), s ∈ R, cp being a constant so chosen that∫ +∞
−∞ ωp(s) ds = 1. Then for fixed n ∈ N, the sequence {ψn,p} has the following properties:
(1) ψn,p ∈K for each p ∈N;
(2) {ψn,p} converges in L1 ∩L2(R, dt) to ψn as p → ∞;
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(4) the support of ψn,p is contained in [−n− 1, n+ 1], where | · |∞ is the sup norm.
Observe that for any p,q ∈ N and r ∈ [0,1],
∣∣fX(r(ψn,p(s)−ψn,q(s)))∣∣C(2ψn) · 1[−n−1,n+1](s),
where C(αψn) = max{|fX(t)|: −α|ψn|∞  t  α|ψn|∞}, α > 0. By the dominated convergence
theorem, we have
lim
p,q→∞
1∫
0
∣∣∣∣∣exp
( +∞∫
−∞
fX
(
r
(
ψn,p(s)−ψn,q(s)
))
ds
)
− 1
∣∣∣∣∣dr = 0.
It follows by the inequality (i) of Lemma 3.1 that {(·,ψn,p)} forms a Cauchy sequence in the
space (MX,ρ) so that, for each n, the ρ-limit Yn of {(·,ψn,p)} in MX exists as p → ∞. Next,
observe that, for any r1, r2 ∈R and n <m in N,
∣∣fX(r1ψn,p(s)− r2ψm,p(s))∣∣C((|r1| + |r2|)ψm) · 1[−m−1,m+1](s).
Applying the dominated convergence theorem again, we have
lim
p→∞
+∞∫
−∞
fX
(
r1ψn,p(s)− r2ψm,p(s)
)
ds =
+∞∫
−∞
fX
(
r1ψn(s)− r2ψm(s)
)
ds, (3.2)
and
E
[
exp
[
i(r1Yn − r2Ym)
]]= lim
p→∞CX(r1ψn,p − r2ψm,p)
= exp
( +∞∫
−∞
fX
(
r1ψn(s)− r2ψm(s)
)
ds
)
. (3.3)
Let r1 = r2 = r in (3.3) and let n <m in N. Then the combination of (3.3) with the inequality (i)
of Lemma 3.1 yields
ρ(Yn,Ym)
√
c
( 1∫
0
∣∣∣∣1 − exp
[{ ∫
{n<|s|m}
+
∫
{|φ|>n}∩[−n,n]
}
fX
(
rφ(s)
)
ds
]∣∣∣∣dr
)1/2
.
Since both 1{n<|s|m} and 1{|φ|>n}∩[−n,n] converge almost everywhere to zero as n,m → ∞ and
since the integral
∫ +∞
−∞ |fX(rφ(s))|ds is finite, it follows by the dominated convergence theorem
that {Yn} is a Cauchy sequence in the space (MX,ρ). Let Y be the ρ-limit of {Yn}. Apply (3.3)
with r1 = r , r2 = 0, we obtain that, for any r ∈ R,
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n→∞ exp
( +∞∫
−∞
fX
(
rψn(s)
)
ds
)
= lim
n→∞ exp
(∫
An
fX
(
rφ(s)
)
ds
)
= exp
( +∞∫
−∞
fX
(
rφ(s)
)
ds
)
.
Finally, for each n ∈N, we choose a positive integer pn so large that
|ψn −ψn,pn |L1∩L2(R) + ρ
(
Yn, (·,ψn,pn)
)
< n−1,
where |η|L1∩L2(R) = |η|L1(R)+|η|L2(R). Put φn = ψn,pn . Then {φn} converges to φ in L1 ∩L2(R)
and, by the triangle inequality, we have, for n ∈N,
lim
n→∞ρ
(
(·, φn), Y
)
 lim
n→∞n
−1 + lim
n→∞ρ(Yn,Y ) = 0
as was desired. This completes the proof. 
In the sequel, we denote by 〈·, φ〉 the ρ-limit Y of {(·, φn)} in the space (MX,ρ), where φ and
φn are given as above (in the proof of Theorem 3.2). In particular, when φ = 1(s,t], the indicator
of (s, t], the characteristic function Φ〈·,φ〉 of 〈·, φ〉 is exactly the same as (1.1). Thus we may
represent the Lévy process X on (K′,B(K′),Λ) as a function on K′ in the following form:
X(t;x) =
{ 〈x,1[0,t]〉, if t  0,
−〈x,1[t,0]〉, if t < 0.
To prove the next theorem we need a lemma which is an easy consequence of [9, Lemma 7.7,
p. 34].
Lemma 3.3. Let {Zn} be a sequence of random variables in MX such that ρ(Zn,Z) → 0. Sup-
pose that ΦZn ’s and ΦZ do not vanish in (−∞,+∞). Then
lim
n→∞ logΦZn(r) = logΦZ(r)
uniformly on any compact subset.
Proposition 3.4. Let φ be an element in the class Θ . Then
∫ +∞
−∞ fX(rφ(s)) ds, as a function of
r ∈R, is continuous and we have
logΦ〈·,φ〉(r) =
+∞∫
−∞
fX
(
rφ(s)
)
ds. (3.4)
Proof. Let An’s, ψn’s and ψn,p’s be functions as given in the proof of Theorem 3.2. Then
ρ(〈·,ψn〉, 〈·, φ〉) → 0 as n → ∞, and for each n ∈ N, ρ((·,ψn,p), 〈·,ψn〉) → 0 as p → ∞.
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lim
p→∞
+∞∫
−∞
fX
(
rψn,p(s)
)
ds =
+∞∫
−∞
fX
(
rψn(s)
)
ds.
Let r0 ∈ R be a fixed but arbitrary number. For each n ∈ N, choose a positive integer p(n, r0) so
large that
ρ
(〈·,ψn〉, (·,ψn,p(n,r0)))+
∣∣∣∣∣
+∞∫
−∞
(
fX
(
r0ψn,p(n,r0)(s)
)− fX(r0ψn(s)))ds
∣∣∣∣∣< n−1. (3.5)
Since ψn,p(n,r0) ∈ K, the function
∫ +∞
−∞ fX(rψn,p(n,r0)(s)) ds, as a function of r , is continuous
so that
+∞∫
−∞
fX
(
rψn,p(n,r0)(s)
)
ds = logΦ(·,ψn,p(n,r0))(r), r ∈R.
By (3.5) and the triangle inequality, ρ((·,ψn,p(n,r0)), 〈·, φ〉) → 0 as n → ∞. Applying
Lemma 3.3, we obtain
lim
n→∞
+∞∫
−∞
fX
(
rψn,p(n,r0)(s)
)
ds = logΦ〈·,φ〉(r), r ∈R. (3.6)
For each r ∈ R, let mr be an integer so that
+∞∫
−∞
fX
(
rφ(s)
)
ds = logΦ〈·,φ〉(r)+ i2mrπ.
It follows immediately from (3.5) and the triangle inequality that we have
lim
n→∞
∣∣∣∣∣
+∞∫
−∞
(
fX
(
r0ψn,p(n,r0)(s)
)− fX(r0φ(s)))ds
∣∣∣∣∣
 lim
n→∞
∣∣∣∣∣
+∞∫
−∞
(
fX
(
r0ψn,p(n,r0)(s)
)− fX(r0ψn(s)))ds
∣∣∣∣∣
+ lim
n→∞
∣∣∣∣∣
+∞∫
−∞
(
fX
(
r0ψn(s)
)− fX(r0φ(s)))ds
∣∣∣∣∣
 lim
n→∞n
−1 + lim
n→∞
∫ ∣∣fX(r0φ(s))∣∣ds = 0.
R\An
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+∞∫
−∞
fX
(
r0φ(s)
)
ds = logΦ〈·,φ〉(r0).
This shows that mr0 = 0. Since r0 is arbitrary, mr = 0 for any r ∈R . We complete the proof. 
From now on, we identify the process X with its modification whose sample paths are right
continuous with left limits (see [9, Theorem 11.5, p. 63]). Let E be the class of all random
variables of the form
∑m
j=1 aj (X(dj ) − X(cj )), where aj ∈ R \ {0} and cj < dj < cj+1 for
j = 1,2, . . . ,m, and cm+1 = +∞. Observe that
m∑
j=1
aj
(
X(dj )−X(cj )
)=
+∞∫
−∞
(
m∑
j=1
aj1(cj ,dj ]
)
(t) dX(t;x),
for x ∈K′.
Proposition 3.5.
(i) Let Y be a random variable in the ρ-closure cl(E) of the class E in the space (MX,ρ). Then
Y has an infinitely divisible distribution.
(ii) For φ ∈ Θ , 〈·, φ〉 is in the class cl(E).
Proof. (i) Since∑mj=1 aj (X(dj )−X(cj )) defined as above is the sum of m independent random
variables which are infinitely divisible, it is also infinitely divisible. Then our assertion (i) imme-
diately follows by a well-known fact that the infinite divisibility is preserved by the convergence
in distribution.
(ii) In view of Theorem 3.2, it suffices to show that, for η ∈ K, (·, η) is in cl(E). Suppose
that the support of η is contained in the interval [−a, a], a > 0. Let tn,j = a(2j − n)/n, j =
0,1,2, . . . , n− 1, for any n ∈N. Then
CX(rη) = exp
(
lim
n→∞
n−1∑
j=0
fX
(
rη(tn,j )
)
(tn,j+1 − tn,j )
)
= lim
n→∞
n−1∏
j=0
∫
K′
exp
(
irη(tn,j )
(
X(tn,j+1;x)−X(tn,j ;x)
))
Λ(dx)
= lim
n→∞
∫
K′
exp
(
i
n−1∑
j=0
rη(tn,j )
(
X(tn,j+1;x)−X(tn,j ;x)
))
Λ(dx)
=
∫
K′
exp
(
ir
+∞∫
−∞
η(t) dX(t;x)
)
Λ(dx), r ∈ R.
This proves the assertion (ii). 
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(1) From the proof of Proposition 3.5(ii) it follows that, for η ∈K,
(x, η) =
+∞∫
−∞
η(t) dX(t;x), for [Λ]-almost all x ∈K′, (3.7)
in the sense of Riemann–Stieltjes integral. For φ ∈ Θ , Proposition 3.5 also shows that 〈·, φ〉
is nothing but a Lévy stochastic integral that has an infinitely divisible distribution. More-
over, we have
+∞∫
−∞
φ(t) dX(t;x) = ρ- lim
n→∞
+∞∫
−∞
φn(t) dX(t; ·),
where the approximating sequence {φn}, φn ∈K, has the properties as given in Theorem 3.2.
(2) For x ∈K′, let px(t) = X(t;x), −∞ < t < +∞, be a sample path of X. Then px ∈K′ and
by (3.7) and the integration by parts formula, we see that for any η ∈K,
(p˙x, η) = −(px, η˙) = −
+∞∫
−∞
px(t)η˙(t) dt =
+∞∫
−∞
η(t) dpx(t) =
+∞∫
−∞
η(t) dX(t;x) = (x, η).
So we conclude that p˙x = x for [Λ]-almost all x ∈K′, where p˙x is the distributional deriva-
tive of px . Thus K′ may be regarded as the sample paths of Lévy white noise. Therefore the
space (K′,B(K′),Λ) is also called the Lévy white noise space.
4. The measurable supports of Lévy white noise measures
In [3], K. Itô showed that, for a given continuous, positive definite functional Φ(η), η ∈ K,
one can construct a probability space (Ω,P ) and a linear K′-valued random variable Z on Ω
such that Z is supported by the dual of a countably Hilbert space in which K is dense and
Φ(η) = ∫
Ω
eiZ(ω)(η)P (dω). Being inspired by the above Itô’s theorem, in this section, we are
able to obtain relations between the measurable supports of Lévy white noise measure Λ and the
Lévy functions fX .
Let S be the Schwartz space of all rapidly decreasing infinitely differentiable function on R.
Let A = −d2/dt2 + (1 + t2) be a densely defined self-adjoint operator on L2(R, dt) and
{hn: n ∈N0} be the complete orthonormal basis (CONS, for brevity) of L2(R2, dt), consisting of
all Hermite functions on R, formed by the eigenfunctions of A with corresponding eigenvalues
2n+ 2, n ∈N∪ {0}. Define the | · |p-norm, p  0, on L2(R, dt) by
|η|2p =
∞∑
n=0
(2n+ 2)2p
( +∞∫
−∞
η(t)hn(t) dt
)2
.
Then the subspace Sp = {η ∈ L2(R, dt): |η|p < ∞} is a real separable Hilbert space with the
| · |p-norm and we have the following continuous inclusions:
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p>0
Sp ⊂ Sq ⊂ Sp ⊂ L2(R, dt), 0 p < q,
where lim←− denotes the projective limit.
Let S ′ be the dual space of S . Then S ′ is a dense Borel subset of K′ by identifying x ∈ S ′
with the restriction x|K of x on K. We are ready to state the main result in this section which
gives a necessary and sufficient condition that ensures a measurable support of the Lévy white
noise measure Λ to be contained in the space S ′.
Theorem 4.1. In order that the measurable support of the Lévy white noise measure Λ is
contained in the space S ′, it is necessary and sufficient that the complex-valued function
FX(η) := logΦ(·,η)(1), η ∈K, is continuous at zero in the topology of the Schwartz space S .
Proof. Sufficiency. Suppose that the functional FX is continuous at zero in the topology of S .
Then there exists a strictly increasing sequence {pn} and a sequence {δn} of positive real numbers
such that for any η ∈K with |η|pn < δn, |FX(η)| < n−2. This implies that
Re
(∫
K′
ei(x,η)Λ(dx)
)
 1 −
∣∣∣∣
∫
K′
(
ei(x,η) − 1)Λ(dx)∣∣∣∣= 1 − ∣∣eFX(η) − 1∣∣
 1 − ∣∣FX(η)∣∣e|FX(η)| > 1 − n−2e
for η ∈K such that |η|pn < δn. We then have the following inequality: for any η ∈K and n ∈ N,
Re
(∫
K′
ei(x,η)Λ(dx)
)
> 1 − n−2e − 2|η|2pnδ−2n . (4.1)
For a fixed positive integer n, the Hilbert space Spn+1 has an orthonormal basis Un ={en,1, en,2, . . .} consisting of elements in K. Setting η =∑mj=1 tj en,j in (4.1), we then have
Re
( ∫
K′
exp
(
i
m∑
j=1
tj (x, en,j )
)
Λ(dx)
)
> 1 − n−2e − 2δ−2n
m∑
j,k=1
tj tk〈en,j , en,k〉pn. (4.2)
Integrating both sides of (4.2) with respect to the measure
1√
(2πv)m
exp
(
1
2v
m∑
j=1
t2j
)
dt1 . . . dtm, v > 0,
we obtain that
∫
K′
exp
(
−v
2
m∑
j=1
(x, en,j )
2
)
Λ(dx) 1 − n−2e − 2vδ−2n
m∑
j=1
|en,j |2pn
> 1 − n−2e − 2vδ−2n
∞∑
(2j + 2)−2(pn+1−pn). (4.3)
j=1
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Spn+1 into Spn then
m∑
j=1
|en,j |2pn  ‖J‖2HS =
∞∑
j=1
∣∣J ((2j + 2)−(pn+1)hj )∣∣2pn =
∞∑
j=1
(2j + 2)−2(pn+1−pn).
Letting m ↗ ∞ and then v ↘ 0 in both sides of (4.3), we see that for any n ∈N,
Λ
{
x ∈K′:
∞∑
j=1
(x, en,j )
2 < +∞
}
 1 − n−2e.
This implies that Λ(S ′pn+1) 1 − n−2e for any n ∈ N. Since S ′ = lim supn→∞ S ′pn ,
Λ(S ′) = Λ
(
lim sup
n→∞
S ′pn
)
 lim sup
n→∞
Λ
(S ′pn) lim sup
n→∞
(
1 − n−2e)= 1.
Necessity. Assume that Λ(S ′) = 1. Let {ηn} be a sequence of elements in K which is conver-
gent to zero in the space S . Then {(x, ηn)} converges to zero for any x ∈ S ′ and
lim
n→∞ e
FX(ηn) = lim
n→∞
∫
K′
exp
(
i(x, ηn)
)
Λ(dx) = lim
n→∞
∫
S ′
exp
(
i(x, ηn)
)
Λ(dx) = 1.
Now, by Lemma 3.3, we have limn→∞ FX(ηn) = 0. 
Corollary 4.2. Let
gX(t) =
∫
|u|>1
(
eiut − 1)dβ0(u), t ∈ R.
Then, Λ(S ′) = 1 if and only if GX(η) ≡
∫ +∞
−∞ gX(η(t)) dt , η ∈ K, is continuous at zero in the
topology of the space S .
Proof. For every t ∈ R \ {0}, we rewrite the Lévy function fX(t) by
fX(t) =
∫
|u|>1
(
eiut − 1)dβ0(u)+ i
(
μ+
∫
|u|1
udβ(u)−
∫
|u|>1
u−1 dβ(u)
)
t
+
(
−σ
2
2
+
∫
0<|u|1
{
eiut − 1 − iut
(ut)2
}(
1 + u2)dβ(u))t2. (4.4)
Then the corollary follows immediately from (4.4), Theorem 4.1 and the following fact:
sup
{∣∣∣∣eis − 1 − iss2
∣∣∣∣: s ∈R \ {0}
}
< +∞.  (4.5)
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inequality (4.1) to obtain the inequality (4.2) can be found in [11, pp. 73, 74].
Proposition 4.4. Suppose that Λ(S ′) = 1. Then, for any η in the space S , the integral∫ +∞
−∞ fX(η(t)) dt is convergent in the sense of improper Riemann integrals.
Proof. Let {an}, {bn}, and {n} be three sequences of real numbers satisfying the conditions:
a1 < 0 < b1, an ↘ −∞, bn ↗ +∞, and n ↘ 0. For each n, let ωn(t) = cn exp(−2n/(2n − t2))
at |t | n; 0 at |t | > n, where cn is chosen so that
∫ +∞
−∞ ωn(t) dt = 1. For any η ∈ S , let
ηn = η · (ωn ∗ 1[an−2n,bn+2n]).
Then ηn’s are elements in K and the sequence {ηn} converges to η in the topology of the space
S . Let Yη(x) = (x, η)S ′,S if x ∈ S ′; 0 if x ∈ K′ \ S ′, where (·,·)S ′,S denotes the S ′–S pairing.
Since Λ(S ′) = 1, (·, ηn) → Yη pointwise [Λ]-almost everywhere and thus ρ((·, ηn), Yη) → 0
as n → ∞. By Proposition 3.5, (·, ηn)’s are infinitely divisible, so is Yη . This implies that
ΦYη(r) = 0 for all r ∈ R. Hence, by Theorem 3.2 and Lemma 3.3, limn→∞
∫ +∞
−∞ fX(ηn(t)) dt
exists, which is exactly logΦYη(1). Since |ηn| |η| 1 on [an − 3n, an] ∪ [bn, bn + 3n] as n
is sufficiently large, we have
lim sup
n→∞
∣∣∣∣∣
+∞∫
−∞
fX
(
ηn(t)
)
dt −
bn∫
an
fX
(
η(t)
)
dt
∣∣∣∣∣
 lim sup
n→∞
∣∣∣∣∣
an∫
an−3n
fX
(
ηn(t)
)
dt
∣∣∣∣∣+ lim supn→∞
∣∣∣∣∣
bn+3n∫
bn
fX
(
ηn(t)
)
dt
∣∣∣∣∣
 6 · max{∣∣fX(t)∣∣: t ∈ [−1,1]} · lim
n→∞ n = 0.
Therefore,
lim
n→∞
bn∫
an
fX
(
η(t)
)
dt = lim
n→∞
+∞∫
−∞
fX
(
ηn(t)
)
dt. 
5. Summary and examples
We have shown that:
(1) Given a functional CX given by (2.2), there corresponds a Borel probability measure Λ
on K′, called a white noise measure Λ, such that its characterization functional is given
by CX .
(2) Λ(S ′) = 1 iff FX(η) =
∫∞
−∞ fX(η(s)) ds, as a function of η ∈K, is continuous at zero in the
topology of S .
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〈x,φ〉 =
∞∫
−∞
φ(t) dX(t, x),
and 〈·, φ〉 has an infinitely divisible distribution.
(4) 1(s,t] ∈ Θ and the representation (1.2) holds a.e. [Λ] for any Lévy process defined on K′.
To verify the results given in Sections 3 and 4, we shall give some examples of Lévy processes,
including stable processes and processes of Meixner class, all of which have the property that the
corresponding Lévy measures are supported in S ′. The class Θ also plays an important role in
obtaining the representation (1.2). We also need to specify the class Θ and verify that 1(s,t] ∈ Θ
for each case. Obviously K⊂ Θ but 1(s,t] /∈K.
We start with a proposition. In what follows, let GX and gX be the functions as given in
Corollary 4.2.
Proposition 5.1. If the Lévy function fX is locally a Lip-1 function at the origin, that is, there
are δ,M > 0 such that |fX(t)|M|t | as |t | δ, then
(i) Θ = L1 ∩L2(R),
(ii) Λ(S ′) = 1.
Proof. First of all, we note that for φ ∈ L1 ∩L2(R), condition (3.1) is equivalent to the following
condition:
+∞∫
−∞
∣∣gX(rφ(s))∣∣ds < +∞, r ∈R, (5.1)
by Eq. (4.4). From (4.4) it is clear that the function gX is also locally a Lip-1 function at the
origin. So there is a M ′ > 0 so that |gX(t)|M ′|t | as |t | δ. Let φ ∈ L1 ∩L2(R). We have
+∞∫
−∞
∣∣gX(rφ(s))∣∣ds =
∫
{|rφ|δ}
∣∣gX(rφ(s))∣∣ds +
∫
{|rφ|δ}
∣∣gX(rφ(s))∣∣ds
M ′
∫
{|rφ|δ}
∣∣rφ(s)∣∣ds + 4 ∫
{|rφ|δ}
∫
|u|>1
dβ(u)ds
M ′
∫
{|rφ|δ}
∣∣rφ(s)∣∣ds + 4δ−1β({u: |u| > 1})
+∞∫
−∞
∣∣rφ(s)∣∣ds
 const
+∞∫ ∣∣rφ(s)∣∣ds < +∞,−∞
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have proved that the condition (5.1) is satisfied. Finally apply Corollary 4.2, our assertion imme-
diately follows. 
Corollary 5.2. If the measure β has a finite absolute moment of order one, then Θ = L1 ∩L2(R)
and Λ(S ′) = 1.
Proof. If
∫ +∞
−∞ |u|dβ(u) < +∞, then it is easy to see that fX is locally a Lip-1 function and
hence the corollary follows from Theorem 4.1. 
Remark 5.3. “
∫ +∞
−∞ |u|dβ(u) < +∞” is only a sufficient but not necessarily a necessary
condition which guarantees that fX is a Lip-1 function. For example, consider dβ(u) =
1{|u|>2}(u)((1 + u2) ln |u|)−1 du. Then, in [7, p. 24] we see that gX(t) is differentiable at t = 0
so that it is locally Lip-1 and so is fX by (4.4), but β has no finite first absolute moment.
Example 5.4. Consider an orthogonal monic set {Qm(x, t): m 0, t  0}, deg(Qm(x, t)) = m,
with respect to some probability measure Ψt on R, where {Qm(x, t)} is defined by a generating
function of the form
∞∑
m=0
Qm(x, t)
m! z
m = (f (z))t exp(xu(z)),
where
(i) f (z) and u(z) are analytic in a neighborhood of z = 0,
(ii) u(0) = 0, f (0) = 1, and u′(0) = 0 and
(iii) f (τ(ir))−1 is an infinitely divisible characteristic function, where τ =u−1. Let {X(t): t ∈R}
be a Lévy process defined by
ΦX(1)(r) = f
(
τ(ir)
)−1
, r ∈ R.
It is well known that such a Lévy process can be exactly classified in five classes: the Brownian
motion, Poisson, Gamma, Pascal, and processes of Meixner class. For details we refer the reader
to [10].
By [8, Corollary 3.1] we see that the Lévy white noise measure Λ corresponding to
each one of the above five Lévy processes is analytic and thus, by [6, Theorem 2.7],∫ +∞
−∞ e
m|u| dβ(u)<+∞ for some m > 0. Therefore, by Corollary 5.2, Θ = L1 ∩ L2(R) and
Λ(S ′) = 1.
Example 5.5. For 0 < α  2, let X be a α-stable process with the Lévy measure β0 being given
by
dβ0(u) = c1 · |u|−1−α1(−∞,0) du+ c2 · u−1−α · 1(0,+∞) du
with c1, c2  0, c1 + c2 > 0. For 1 < α  2, one sees easily that the measure β has finite first
absolute moment. This implies that the Lévy function fX(t) is differentiable at t = 0 so that fX
is locally a Lip-1 function. By Theorem 4.1, Θ = L1 ∩L2(R) and Λ(S ′) = 1.
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Moreover, if 0 < α < 1 then Θ = L2 ∩Lα(R); if α = 1 and β is symmetric then Θ = L1 ∩L2(R);
if α = 1 and β is not symmetric, then
Θ =
{
φ ∈ L1 ∩L2(R):
+∞∫
−∞
∣∣φ(s)∣∣∣∣ln∣∣φ(s)∣∣∣∣ds < +∞
}
.
Proof. Case 1. 0 < α < 1. In this case we observe that by [9, Lemma 14.11],
c1
+∞∫
0+
(
eitu − 1)u−1−α du+ c2
0−∫
−∞
(
eitu − 1)|u|−1−α du
= −α−1(1 − α)((c1 + c2) cos(απ/2)+ i(c2 − c1) sgn(t) sin(απ/2)) · |t |α, t ∈R, (5.2)
where sgn(t) = 1 for t  0; = −1 for t < 0, and (s), s > 0, is the Gamma function. Then for
φ ∈ L1 ∩L2(R) and r ∈R,
gX
(
rφ(s)
)+ ∫
0<|u|1
(
eiurφ(s) − 1)dβ0(u) = τ(s) · ∣∣rφ(s)∣∣α, (5.3)
where |τ(s)| = α−1(1 − α)(c21 + c22 + 2c1c2 cos(απ))1/2. Since∣∣∣∣
∫
0<|u|1
(
eiurφ(s) − 1)dβ0(u)
∣∣∣∣ (c1 + c2)(1 − α)−1∣∣rφ(s)∣∣, (5.4)
which is an integrable function, it follows from Eq. (5.3) that Θ = L1 ∩ L2 ∩ Lα(R) = L2 ∩
Lα(R). Also, if φn ∈K, n = 1,2, . . . , such that {φn} converges to zero in the space S , then there
is a sufficiently large N such that for n >N
∣∣φn(t)∣∣ (1 + t2)−[α−1]−1, (5.5)
where [a] denotes the greatest integer  a. The combination of (5.3)–(5.5) yield that, for n >N ,
∣∣gX(φn(t))∣∣ const(1 + t2)−α(1+[α−1])  const(1 + t2)−1,
which is integrable on R. Consequently, by the dominated convergence theorem, it follows that
GX(φn) → 0 as n → ∞. Therefore, by Corollary 4.2, we have Λ(S ′) = 1.
Case 2. α = 1. In this case we observe that, for t ∈ R, by [9, Lemma 14.11]
gX(t) = c1
+∞∫
+
(
eitu − 1 − itu1(0,1](u)
)
u−2 du0
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0−∫
−∞
(
eitu − 1 − itu1[−1,0)(u)
)
u−2 du+ c1p(t)+ c2p(−t)
= −2−1(c1 + c2)π |t | + i(c2 − c1) sgn(t) ·
(|t | ln |t | − ct)+ c1p(t)+ c2p(−t),
where c ≡ ∫ +∞1 u−2 sinudu+∫ 10+ u−2(sinu−u)du and p(t) = ∫ 10+(eitu−1− itu)u−2 du. Then
for φ ∈ L1 ∩L2(R) and r ∈ R \ {0},
gX
(
rφ(s)
)− c1p(rφ(s))− c2p(−rφ(s))
= −2−1(c1 + c2)π
∣∣rφ(s)∣∣+ i(c2 − c1) sgn(rφ(s)) · (∣∣rφ(s)∣∣ ln∣∣rφ(s)∣∣− crφ(s)). (5.6)
By (4.5) we see that
∣∣p(rφ(s))∣∣ const∣∣rφ(s)∣∣2. (5.7)
It follows from (5.6) that Θ = L1 ∩L2(R) if β is symmetric (in this case, c1 = c2). Otherwise,
Θ =
{
φ ∈ L1 ∩L2(R):
+∞∫
−∞
∣∣φ(s)∣∣∣∣ln∣∣φ(s)∣∣∣∣ds < +∞
}
.
Finally, let φn ∈K, n = 1,2, . . . , such that {φn} converges to zero in the space S . As the argument
in case 1, there is a sufficiently large N such that, for n > N , |φn(t)| (1 + t2)−2. Also, since
limx→∞ x−1 lnx = 0, and as x is large enough, say x >  > 0, x lnx  x2. We have, for n >N ,
∣∣φn(s)∣∣∣∣ln∣∣φn(s)∣∣∣∣ 2∣∣φn(t)∣∣1/2 · sup{|x lnx|: 0 x  }+ 2∣∣φn(t)∣∣5/2
 2 sup
{|x lnx|: 0 x  } · (1 + t2)−1 + 2(1 + t2)−5 (5.8)
which is integrable on R. Finally, by using (5.7), (5.8) and applying the dominated convergence
theorem it is easy to see that GX(φn) → 0 as n → ∞. Hence, by Corollary 4.2, Λ(S ′) = 1. 
Remark 5.7. We conclude this paper by showing that
L1 ∩L2(R) ⊂
{
φ:
+∞∫
−∞
∣∣φ(t) ln∣∣φ(t)∣∣∣∣dt < ∞
}
.
For example, take an = e−2n , bn = 1/(2n ·an), and In = [∑n−1j=0 bj ,∑nj=0 bj ) for n ∈ N (b0 ≡ 0).
Define φ(t) =∑∞n=1 an · 1In(t). Then
+∞∫ ∣∣φ(t)∣∣2 dt 
+∞∫ ∣∣φ(t)∣∣dt = ∞∑
n=1
an · bn =
∞∑
n=1
2−n < +∞;
−∞ −∞
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+∞∫
−∞
∣∣φ(t) lnφ(t)∣∣dt = ∞∑
n=1
|an lnan| · bn =
∞∑
n=1
2−n
∣∣ln e−2n ∣∣= ∞∑
n=1
1 = +∞.
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