In this paper, we further study some sufficient conditions for complete convergence for weighted sums of arrays of rowwise negatively dependent random variables with non-identical distribution under some weaker moment conditions. Our result generalize and improve the corresponding result of Wang et al. [7] .
Introduction Definition 1.1 A finite collection of random variables
, , , n X X X  is said to be negatively dependent (ND) if both hold for all real numbers 1 2 , , , n x x x  . An infinite sequence { , 1} n X n ≥ is said to be ND if every finite subcollection is negatively dependent.
In the past decades, many authors have studied this concept and provided some interesting results and applications. For example, we refer to [2, 4, 5, 6] . Recently, Wang et al. [7] obtained the following complete convergence result for weighted sums of ND random variables with identical distribution. Inspired by the above theorem obtained by Wang [7] , in this work, we will further study the compete convergence for weighted sums of arrays of rowwise ND random variables under some mild moment conditions, which are weaker than the above Theorem 1.1. Some complete convergence for the maximum weighted sums of arrays of rowwise ND random variables are obtained without the assumption of identical distribution. The result generalize and improve the corresponding result of Wang et al. [7] .
Main result and proof
Throughout this paper, C will represent a generic positive constant whose value may change from one appearance to the next, and 
, , , n X X X  be ND random variables and 1 2 , , , n f f f  be a sequence of Borel functions which all are monotone increasing (or all are monotone decreasing), then 
which implies
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Firstly, we will prove that 
Cb n b P X b 
In fact, by the Markov inequality, we get that (log ) (log )
Take a suitable constant q such that 
(log ) (log ) ( 1) (log( 1)) (log ) 
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