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SZIMMETRIA E´S KONFIDENCIA
CSA´JI BALA´ZS CSANA´D
A cikkben a´ttekintju¨k az SPS (Sign-Perturbed Sums) becsle´si mo´dszert,
amely a zaj szimmetria´ja´t kihaszna´lva egzakt, nem-aszimptotikus konfiden-
cia tartoma´nyokat tud konstrua´lni regresszio´s modellek pontbecsle´sei ko¨re´.
1. Bevezete´s
Regresszio´s modellek becsle´se zajos megfigyele´si adatokbo´l (pl., ido˝sorokbo´l)
fontos statisztikai proble´ma, amely sza´mos teru¨lten elo˝keru¨l, pe´lda´ul a rendszer
identifika´cio´ban, jelfeldolgoza´sban, ge´pi tanula´sban e´s a pe´nzu¨gyi matematika´ban.
A standard mo´dszerek – pe´lda´ul az elo˝rejelze´si hiba-, maximum likelihood-
e´s korrela´cio´s mo´dszer [5] – tipikusan pontbecsle´seket szolga´ltatnak. Egy gyakor-
lati szempontbo´l is fontos ke´rde´s, hogy mennyire b´ızhatunk a kapott becsle´sben,
amelyre egy lehetse´ges va´lasz, hogy megadott valo´sz´ınu˝se´gu˝ konfidencia tartoma´nyt
e´p´ıtu¨nk a becsle´s ko¨re´. A klasszikus mo´dja ilyen halmazok konstrukcio´ja´nak, ha a
pontbecsle´s hata´reloszla´sa´t h´ıvjuk seg´ıtse´gu¨l [5]. Az aszimptotikus eredme´nyeken
alapulo´ megko¨zel´ıte´sek azonban nem nyu´jtanak szigoru´ garancia´kat ve´ges min-
tasza´m esete´n, hacsak nem teszu¨nk ero˝s statisztikai felteve´seket a rendszerro˝l.
A dolgozat ce´lja a nemre´g kidolgozott SPS (Sign-Perturbed Sums) mo´dszer [3]
bemutata´sa, amely minima´lis statisztikai felteve´sekkel ke´pes regresszio´s modellek
pontbecsle´sei ko¨re´ egzakt, nem-aszimptotikus konfidencia halmazokat e´p´ıteni.
Az SPS egy fe´lparametrikus becsle´si mo´dszer, mivel egy parametrikus (aka´r
dinamikus) modellbo˝l indul ki, de a folyamatot hajto´ zajra ne´zve nem te´telez
fel parame´tereze´st. Elo˝szo¨r az egyszeru˝ linea´ris regresszio´ esete´re mutatjuk be a
mo´dszert, majd kiterjesztju¨k dinamikus rendszerekre is a konstrukcio´t.
2. Konfidencia halmazok linea´ris regresszio´s proble´ma´khoz
Adott egy bemenet-kiment pa´rokbo´l a´llo´ minta, Dn , {(ϕ1, Y1), . . . , (ϕn, Yn)},
Yt , ϕTt θ∗ +Nt, (1)
t ∈ {1, . . . , n}, ahol Yt a kimenet (magyara´zott va´ltozo´), ϕt a bemenet (magyara´zo´
va´ltozo´, regresszor) e´s Nt pedig a (nem-megfigyelheto˝) zaj, a t-edik megfigyele´s
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esete´n. A ce´l az ismeretlen
”
igazi” θ∗ parame´ter becsle´se. Feltesszu¨k, hogy a beme-
netek, {ϕt} ⊂ Rd, determinisztikusak, θ∗ ∈ Rd konstans, e´s a zaj, {Nt}, fu¨ggetlen,
szimmetrikus (a nulla ko¨ru¨l) eloszla´su´1 (valo´s e´rte´ku˝) valo´sz´ınu˝se´gi va´ltozo´kbo´l
a´ll; azaz Nt e´s −Nt eloszla´sa megegyezik, minden t-re. Az egyszeru˝se´g kedve´e´rt
szinte´n feltesszu¨k, hogy n > d e´s a Φ , [ϕ1, . . . , ϕn ] ma´trix teljes (sor) rangu´.
2.1. Legkisebb ne´gyzetek becsle´s e´s konfidencia ellipszoidjai
Az egyik standard pontbecsle´s a jo´l-ismert legkisebb ne´gyzetek (LS) becsle´s,
θˆn , arg min
θ∈Rd
V(θ | Dn) = arg min
θ∈Rd
1
2
‖Y − ΦTθ‖22, (2)
ahol Y , [Y1, . . . , Yn]T. A norma´l egyenlet megolda´sa´val megkaphato´ θˆn, azaz
∇θV(θˆn | Dn) = ΦΦTθˆn − ΦY = 0, (3)
aminek a fenti felte´telek mellett az analitikus megolda´sa θˆn = (ΦΦ
T)−1(ΦY ).
Egy fontos ke´rde´s, hogy mennyire megb´ızhato´ a kapott pontbecsle´s? Erre egy
va´lasz, ha tudunk pe´lda´ul egy megadott p ∈ (0, 1) valo´sz´ınu˝se´gu˝ Θ̂Dn,p konfidencia
tartoma´nyt ke´sz´ıteni θˆn ko¨re´, azaz amelyre θˆn ∈ Θ̂Dn,p e´s P
(
θ∗ ∈ Θ̂Dn,p
) ≥ p.
Ilyen halmazok konstrukcio´ja´ra egy standard mo´dszer [5], ha kihaszna´ljuk,
hogy az LS becsle´s (a´tska´la´zott) hiba´ja aszimptotikusan Gauss eloszla´su´, azaz
√
n (θˆn − θ∗) d−→ N (0, σ2R−1), ahogy n→∞, (4)
amely fenna´ll pl., ha korla´tosak a regresszorok e´s le´tezik egy olyan pozit´ıv definit
R ma´trix, amely az Rn , 1nΦnΦTn hata´re´rte´ke2, valamint {Nt} fu¨ggetlen, azonos
eloszla´su´ (f.a.e.) va´ltozo´kbo´l a´ll, amelyekre E[Nt] = 0 e´s E[N2t ] = σ2, 0 < σ2 <∞.
A pontbecsle´s hata´reloszla´sa´nak felhaszna´la´sa´val egy adott p valo´sz´ınu˝se´ghez
egy θˆn ko¨ze´ppontu´ (ko¨zel´ıto˝) konfidencia ellipszoid konstrua´lhato´,
Θ˜n,p ,
{
θ ∈ Rd : (θ − θˆn)TRn (θ − θˆn) ≤ q σˆ
2
n
n
}
, (5)
ahol p = Fχ2(d)(q), itt Fχ2(d) a d szabadsa´gfoku´ χ
2 eloszla´s eloszla´sfu¨ggve´nye, e´s
σˆ2n a zaj variancia´ja´nak becsle´se az LS megolda´s rezidua´lisainak seg´ıtse´ge´vel,
σˆ2n ,
1
n− d
n∑
t=1
(Yt − ϕTt θˆn)2. (6)
Ekkor nyilva´n θˆn ∈ Θ˜n,p, valamint P( θ∗ ∈ Θ˜n,p ) ≈ p. Az ı´gy kapott konfiden-
cia halmazok azonban ve´ges minta´k esete´n nem garanta´ltak e´s csak heurisztikus
megko¨zel´ıte´snek tekintheto˝ek; kis mintasza´m esete´n tipikusan pontatlanok [5].
1A fu¨ggetlense´g gyeng´ıtheto˝, a szimmetria a kritikus az SPS-hez. Sza´mos nevezetes eloszla´s
lehet ilyen, pe´lda´ul, Gauss, Laplace, Cauchy, Bernoulli, Student t, egyenletes.
2 Itt kive´telesen – a hata´re´rte´k miatt – expliciten ki´ırtuk, hogy Φ fu¨gg n-to˝l.
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2.2. SPS linea´ris regresszio´ esete´n
Most ra´te´ru¨nk az SPS mo´dszer [3] ismertete´se´re, amellyel minima´lis statiszti-
kai felteve´sekkel ve´ges minta´k esete´n is garanta´lt konfidencia tartoma´nyokat konst-
rua´lhatunk az LS becsle´s ko¨re´. Elso˝ ko¨zel´ıte´sben tekinthetu¨nk az SPS-re u´gy, mint
egy hipote´zisvizsga´latra, amely egy adott θ parame´ter esete´n azt a null hipote´zist
vizsga´lja, hogy θ = θ∗, a θ 6= θ∗ alternat´ıv hipote´zissel szemben.
A bootstrap- e´s Monte Carlo tesztek alapgondolata´hoz hasonlo´an abbo´l indu-
lunk majd ki, hogy ha θ = θ∗, akkor egyre´szt (i) megkaphatjuk a zaj va´ltozo´k
pontos e´rte´ke´t a rendszer
”
inverta´la´sa´val”, valamint (ii) a zaj eloszla´sa´nak bizo-
nyos regularita´sa´t kihaszna´lva (a jelen esetben a szimmetria´t) alternat´ıv minta´kat
genera´lhatunk, amelyek statisztikailag
”
hasonlo´an viselkednek” majd, mint az ere-
deti minta. Ha azonban θ 6= θ∗, akkor a rendszer inverta´la´sa´val kapott zajbecsle´sek
torz´ıtottak lesznek e´s ı´gy az alternat´ıv minta´k statisztikailag
”
elte´ro˝en viselked-
nek” majd, mint az eredeti minta. Azt, hogy mennyire
”
hasonlo´an viselkednek” a
genera´lt (perturba´lt) e´rte´kek az eredeti minta´hoz viszony´ıtva, a minta´k egy skala´r
e´rte´ku˝ kie´rte´kele´se uta´n egy rang-teszttel do¨ntju¨k majd el.
Elso˝ le´pe´ske´nt bevezetu¨nk m (ve´letlen´ıtett) kvadratikus Rd → R fu¨ggve´nyt,
Zi(θ) , ‖R−
1
2
n ΦΛi
(
Y − ΦTθ)‖22, (7)
i ∈ {0, 1, . . . ,m − 1}, ahol Λ0 , I e´s Λi , diag(αi,1, . . . , αi,n), ha i 6= 0; {αi,t}
fu¨ggetlen, azonos eloszla´su´ Rademacher valo´sz´ınu˝se´gu˝ va´ltozo´k3; a diag(·) fu¨ggve´ny
pedig egy diagona´lis ma´trixot ke´pez az argumentumaibo´l. A Z0 -t referencia
fu¨ggve´nynek, mı´g a to¨bbi {Zi} fu¨ggve´nyt elo˝jel-perturba´lt fu¨ggve´nyeknek nevezzu¨k.
Vegyu¨k e´szre a kapcsolatot a {Zi} fu¨ggve´nyek defin´ıcio´ja e´s a ko¨ltse´gfu¨ggve´ny
gradiense, ∇θV, ko¨zo¨tt. A {Zi} fu¨ggve´nyeket interpreta´lhatjuk u´gy, hogy V gra-
diense´ben a rezidua´lisok elo˝jele´t ve´letlen´ıtju¨k Rademacher va´ltozo´k seg´ıtse´ge´vel,
majd a kapott vektor
”
nagysa´ga´t” kie´rte´kelju¨k egy su´lyozott norma seg´ıtse´ge´vel.
Ha θ = θ∗, akkor Y − ΦTθ∗ = N , ahol N = [N1, . . . , Nn]T, e´s a szimmetria
felteve´sbo˝l tudjuk, hogy N e´s ΛiN eloszla´sa minden i-re megegyezik. Ekkor
Z0(θ
∗) = ‖R− 12n ΦN‖22 d= ‖R−
1
2
n ΦΛiN‖22 = Zi(θ∗), (8)
de a {Zi(θ∗)} valo´sz´ınu˝se´gi va´ltozo´k terme´szetesen nem teljesen fu¨ggetlenek. Be
lehet la´tni azonban, hogy felte´telesen f.a.e. tulajdonsa´gu´ak az {|Nt|} a´ltal genera´lt
σ-algebra´ra ne´zve. Ekkor viszont felcsere´lheto˝ek is e´s ı´gy minden lehetse´ges ren-
deze´su¨k4, Zi0(θ
∗) ≺ · · · ≺ Zim−1(θ∗), ugyanolyan 1/m! valo´sz´ınu˝se´ggel a´ll elo˝.
Ha azonban θ 6= θ∗, akkor ma´r ez a felcsere´lheto˝se´gi tulajdonsa´g nem a´ll fenn e´s
Z0(θ) egyre nagyobb valo´sz´ınu˝se´ggel fogja domina´lni a to¨bbi {Zi(θ)}i 6=0 va´ltozo´t,
ahogy egyre ta´volabb keru¨lu¨nk az igazi parame´terto˝l, azaz ahogy ‖θ∗ − θ‖2 →∞.
3Azaz 1 e´s −1 e´rte´keket vehetnek, mindegyiket 1/2 valo´sz´ınu˝se´ggel.
4A
”
≺” egy szigoru´ teljes rendeze´s, amit a standard
”
<”-bo˝l u´gy kapunk, hogy egyenlo˝ e´rte´kek
esete´n ve´letlenszeru˝en do¨ntju¨k el, hogy melyiket tekintju¨k kisebbnek; forma´lis def. la´sd [3].
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Ahhoz, hogy o¨ssze tudjuk me´rni a referencia fu¨ggve´ny e´rte´ke´t az elo˝jel-perturba´lt
fu¨ggve´nyeke´vel, szu¨kse´gu¨nk lesz a referencia fu¨ggve´ny normaliza´lt rangja´ra,
R(θ) , 1
m
(
1 +
m−1∑
i=1
I (Z0(θ) ≺ Zi(θ))
)
, (9)
ahol I(·) egy indika´tor fu¨ggve´ny; teha´t 1, ha az argumentuma (egy formula) igaz
e´s 0 ma´sku¨lo¨nben. Tegyu¨k fel, hogy p = 1− q/m alakban ı´rhato´, ahol 0 < q < m
e´s q,m tetszo˝leges ege´sz sza´mok. Ekkor az SPS teszt elfogadja a null hipote´zist, ha
R(θ) ≤ p e´s elutas´ıtja, haR(θ) > p. Mivel mindm, a referencia e´s elo˝jel-perturba´lt
fu¨ggve´nyek sza´ma, mind q szabad parame´terek (a felhaszna´lo´ a´ltal meghata´rozott),
ı´gy tetszo˝leges raciona´lis5 p ∈ (0, 1) valo´sz´ınu˝se´ghez ke´sz´ıtheto˝ egy SPS teszt.
A fentiek szelleme´ben az SPS konfidencia tartoma´nyt ı´gy definia´lhatjuk,
Θ̂n,p ,
{
θ ∈ Rd : R(θ) ≤ p} . (10)
Bebizony´ıthato´ [3], hogy az ı´gy kapott (ve´letlen´ıtett) konfidencia halmaz egzakt,
P
(
θ∗ ∈ Θ̂n,p
)
= p. (11)
A konfidencia halmaz egzaktsa´ga annak ellene´re fenna´ll, hogy nem haszna´ltuk ki
a zaj konkre´t eloszla´sa´t, so˝t, me´g azt is megengedtu¨k, hogy minden megfigyele´sre
ku¨lo¨nbo¨zo˝ eloszla´su´ zaj hasson, amelyeknek aka´r ve´gtelen variancia´ja is lehet.
Az SPS konfidencia halmazai csillag konvexek, ahol az LS becsle´s egy csillag
ko¨zpont [3]. Teha´t minden θ ∈ Θ̂n,p e´s β ∈ [0, 1] -re, β θ + (1− β) θˆn ∈ Θ̂n,p.
Az SPS konfidencia halmazok ero˝sen konzisztensek [2], azaz aszimptotikusan
egy valo´sz´ınu˝se´ggel semmilyen hamis parame´ter e´rte´ket nem tartalmaznak; a hal-
maz θ∗ ko¨ru¨li tetszo˝leges kicsi go¨mb belseje´be keru¨l, ahogy a mintasza´m no¨vekszik
P
( ∞⋃
k=1
∞⋂
n=k
{
Θ̂n ⊆ Bε(θ∗)
})
= 1, (12)
minden ε > 0, ahol Bε(θ
∗) , { θ ∈ Rd : ‖θ − θ∗‖2 ≤ ε }. A konzisztencia gyenge
plusz felteve´sek mellett fenna´ll, pl. mind a zaj szo´ra´sne´gyzete, mind a regresszorok
norma´ja tarthat a ve´gtelenhez, ha a no¨vekede´su¨k bizonyos ra´ta alatt marad [2].
Hate´kony ku¨lso˝ approxima´cio´s ellipszoid is konstrua´lhato´ az SPS halmazokhoz:
Θ̂n,p ⊆
{
θ ∈ Rd : (θ − θˆn)TRn(θ − θˆn) ≤ r∗
}
, (13)
amelyek gyorsan (polinomia´lis ido˝ben) – szemidefinit programoza´si feladatok meg-
olda´sa´val – sza´molhato´ak. Vegyu¨k e´szre, hogy az ı´gy kapott konfidencia ellipszoi-
doknak ugyanaz lesz a ko¨ze´ppontja (ti. az LS becsle´s) e´s az alakja´t meghata´rozo´
ma´trixa, mint (5) esete´n, csak az ellipszoidok sugara fog ku¨lo¨nbo¨zni. Azonban,
mı´g a hata´reloszla´son alapulo´ ellipszoidok csak heurisztika´k, az SPS halmaz ku¨lso˝
approxima´cio´ja´n alapulo´ ellipszoidok garanta´lt konfidencia´val rendelkeznek [3].
5Tova´bbi ve´letlen´ıte´ssel ko¨nnyen kiterjesztheto˝ a teszt irraciona´lis valo´sz´ınu˝se´gekre is, azon-
ban ennek elhanyagolhato´ a gyakorlati jelento˝se´ge, eze´rt ismertete´se´to˝l eltekintu¨nk.
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3. Konfidencia halmazok dinamikus rendszerekhez
Az alapveto˝ ce´lkitu˝ze´s az SPS mo´dszer megalkota´sakor az volt, hogy dinami-
kus rendszerek pontbecsle´sei ko¨re´ tudjunk nem-aszimptotikus garancia´kkal rendel-
kezo˝ konfidencia halmazokat ke´sz´ıteni. A linea´ris regresszio´s eset egy terme´szetes
a´ltala´nos´ıta´sa, ha a´ltala´nos linea´ris (dinamikus) rendszereket [5] vizsga´lunk, azaz
Yt , G(z−1; θ∗)Ut +H(z−1; θ∗)Nt, (14)
ahol G e´s H (stabil) linea´ris szu˝ro˝k, H stabilan inverta´lhato´, z−1 a ke´seltete´s
(
”
lag”) opera´tor, θ∗ ∈ Rd az
”
igazi” parame´ter, G(0; θ∗) = 0, H(0; θ∗) = 1, {Ut}
a (megfigyelt) bemenetek, {Nt} a (nem megfigyelt) fu¨ggetlen e´s szimmetrikus zaj,
a bementek e´s a zaj fu¨ggetlenek, valamint a rendszer kezdeti a´llapota ismert [4].
Ekkor az elo˝rejelze´si hiba´k vektora6 ε̂(θ) , [ ε̂1(θ), . . . , ε̂n(θ) ]T, ahol ε̂t(θ) ,
H−1(z−1; θ)
(
Yt −G(z−1; θ)Ut
)
minden t-re; valamint teljesu¨l, hogy ε̂t(θ
∗) = Nt.
Egy tipikus ko¨ltse´gfu¨ggve´ny az elo˝rejelze´si hiba´k ne´gyzeto¨sszege [5], azaz
V(θ | Dn) = 1
2
ε̂T(θ)ε̂(θ), ekkor Ψ(θˆn) ε̂(θˆn) = 0, (15)
ahol a θˆn az elo˝rejelze´si hiba becsle´s, Ψ(θ) , [ψ1(θ), . . . , ψn(θ) ], e´s ψt(θ) pedig a t-
edik elo˝rejelze´si hiba gradiense. Ismert, hogy ez a gradiens ψt(θ) = W (z
−1; θ)Yt+
K(z−1; θ)Ut alakban is ı´rhato´, ahol W e´s K (vektor-e´rte´ku˝) linea´ris szu˝ro˝k [5].
Ha megpro´ba´ljuk ugyanazt a konstrukcio´t haszna´lni mint a 2.2 fejezetben, az
sajnos erre az a´ltala´nos esetre nem fog mu˝ko¨dni, a Z0(θ
∗) -nak nem ugyanaz lesz
az eloszla´sa, mint a to¨bbi {Zi(θ∗)}i 6=0 -nek, ı´gy az igazi parame´terhez tarto´zo´
fu¨ggve´nye´rte´kek felcsere´lheto˝se´ge´hez vezeto˝ e´rvele´s sem marad e´rve´nyben [4].
A proble´ma a rendszer dinamikussa´ga´bo´l fakad; azaz abbo´l, hogy ha a zajt
perturba´ljuk, az – a linea´ris regresszio´s esetto˝l elte´ro˝en – hata´ssal van az elo˝rejelze´si
hiba´k gradiense´re is. A megolda´st alternat´ıv kimeneti trajekto´ria´k genera´la´sa
jelenti, amelyeket a perturba´lt elo˝rejelze´si hiba´kkal hajtunk meg
Y¯i,t(θ) , G(z−1; θ)Ut +H(z−1; θ) (αi,t ε̂t(θ)), (16)
i ∈ {1, . . . ,m− 1}, e´s a jelo¨le´s egyszeru˝s´ıte´se miatt bevezetju¨k, hogy minden t-re
Y¯0,t(θ) , Yt. Az alternat´ıv trajekto´ria´kkal perturba´lt gradienseket sza´molhatunk,
ψ¯i,t(θ) , W (z−1; θ) Y¯i,t(θ) +K(z−1; θ)Ut, (17)
i ∈ {0, . . . ,m− 1}, amelyekkel eljutunk az SPS mu˝ko¨do˝ke´pes a´ltala´nos´ıta´sa´hoz
Zi(θ) , ‖Q−
1
2
i (θ)Ψi(θ)Λiε̂(θ)‖22, (18)
ahol Ψi(θ) , [ ψ¯i,1(θ), . . . , ψ¯i,n(θ) ], e´s Qi(θ) , 1nΨi(θ)ΨTi(θ). Bebizony´ıthato´, hogy
az ezekkel a fu¨ggve´nyekkel konstrua´lt SPS halmazok ma´r egzakt konfidencia´val ren-
delkeznek [4]. A konstrukcio´ kiterjesztheto˝ visszacsatolt (pl., szaba´lyozo´val rendel-
kezo˝) rendszerekre [4], valamint nemlinea´ris (pl., GARCH) modellekre is [1].
6Tegyu¨k fel, hogy pont annyi adatunk van, hogy n hibatagot kisza´molhassunk.
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4. Konklu´zio´ e´s nyitott proble´ma´k
A dolgozatban ro¨viden bemutattuk az SPS mo´dszert, amely minima´lis statisz-
tikai felteve´sekkel ke´pes regresszio´s modellek adott pontbecsle´sei ko¨re´ ve´ges minta´k
esete´n is garanta´lt – tipikusan egzakt – konfidencia tartoma´nyokat ke´sz´ıteni.
Ugyan az SPS mo´dszer viselkede´se´t ma´r ele´g jo´l ismerju¨k linea´ris regresszio´s
proble´ma´kon, de me´g sok nyitott ke´rde´s van vele kapcsolatban pe´lda´ul dinamikus
rendszerek esete´n. Ilyen ke´rde´s az SPS teszt ma´sodfaju´ hiba´ja´nak jellemze´se e´s
hate´kony ku¨lso˝ approxima´cio´k konstrua´la´sa ku¨lo¨nbo¨zo˝ dinamikus modellekhez.
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SYMMETRY AND CONFIDENCE
Bala´zs Csana´d Csa´ji
In this article we briefly overviewed the SPS (Sign-Perturbed Sums) method which
was recently developed by Marco Campi, Erik Weyer and Bala´zs Csana´d Csa´ji. The
main draw card of SPS is that it can construct non-asymptotically guaranteed confidence
regions for parameters of regression models under minimal statistical assumptions. The
fundamental assumption of the SPS method is that the noises affecting the system are
distributed symmetrically about zero, but their distributions may change over time.
We started with investigating classical linear regression problems. We recalled the
standard least-squares (LS) estimate with its confidence ellipsoids, whose construction is
based on the asymptotic Gaussianity of the estimate. We argued that such ellipsoids do
not come with rigorous finite sample guarantees and are imprecise for small samples.
Then, we presented the construction of SPS confidence regions for linear regression
problems. We highlighted that these regions have (i) exact confidence probabilities; are
(ii) star convex with the LS estimate as a star center; are (iii) strongly consistent, that is,
for every ball around the true parameter, the confidence regions are asymptotically (as the
sample size tends to infinity) almost surely remain inside the ball (thus every false param-
eter value will be eventually excluded); and (iv) efficient ellipsoidal outer-approximations
can be constructed for them by solving semidefinite programming problems. The SPS
ellipsoids have the same center (i.e., the LS estimate) and kernel matrix as the classical
ellipsoids of the LS theory, only their radii are different. However, while the ellipsoids of
the classical theory (based on limiting distributions) are just heuristics for finite samples,
the SPS ellipsoids have rigorous non-asymptotic guarantees.
Finally, we generelized the SPS construction for general linear (dynamical) systems.
We discussed that a straightforward generalization would not work, as the noises affecting
the system and the outputs are not independent for dynamical systems. It was shown
that the proper generalization should be built using alternative output trajectories, which
are constructed using perturbed prediction error sequences. The resulting SPS confidence
regions also have exact confidence probabilities, and the construction can be generalized
for closed-loop and certain non-linear systems (such as GARCH models), as well.
There are several open problems concerning the SPS method, especially for its con-
struction for dynamical systems: for example, building efficient outer-approximations for
various types of dynamical systems and analyzing the type II errors of SPS tests.
Keywords: confidence regions, resampling methods, linear regression, time series
Mathematics Subject Classification (2000): 62F25, 662G09, 62J05, 62M10
Alkalmazott Matematikai Lapok (2018)
