Background: Neural circuits in the medial entorhinal cortex (MEC) support translation of the external environment to an internal map of space, with grid and head direction neurons providing metrics for distance and orientation. Results: We show here that head direction cells in MEC are organized topographically. Head direction tuning varies widely across the entire dorsoventral MEC axis, but in layer III there is a gradual dorsal-to-ventral increase in the average width of the directional firing field. Sharply tuned cells were encountered only at the dorsal end of MEC. Similar topography was not observed among head direction cells in layers V-VI. At all MEC locations, in all layers, the preferred firing direction (directional phase) showed a uniform distribution. The continuity of the dorsoventral tuning gradient coexisted with discrete topography in the spatial scale of simultaneously recorded grid cells.
Introduction
In sensory systems, topographic maps mirror the spatial order of the sensory receptor surfaces. Different topographies characterize different functional systems, with phenotypes spanning from the discrete or modular organization of barrels in the somatosensory cortex [1] and ocular dominance columns in the visual cortex [2, 3] to the orderly but continuous organization of orientation pinwheels superimposed on ocular dominance columns [4, 5] . For all of these topographies, the spatial organization of the sensory maps is thought to arise during development by the formation of precise connections between sensory receptors and central target cells [6] [7] [8] [9] .
Topographically organized maps have been found also in higher-end nonsensory cortices. One example is the map of spatially responsive grid cells in the medial entorhinal cortex (MEC) [10] [11] [12] [13] . The periodic firing fields of these cells are arranged topographically by scale, with grid wavelength increasing in discrete steps across anatomically overlapping modules along the dorsoventral MEC axis [13, 14] . A dorsoventral scale expansion has also been observed in hippocampal place cells [15, 16] . The presence of topographical organization in MEC and hippocampus raises the possibility that in nonsensory cortices, topography is generated not by inputs from sensory areas but by processes intrinsic to the circuit. An intrinsic mechanism for grid maps would be consistent with reports of gradients in membrane potential dynamics and synaptic integrative properties along the same dorsoventral MEC axis that shows the expansion in grid scale [17] [18] [19] [20] . These gradients span across multiple entorhinal layers and several morphologically defined cell types [17, 21] .
If the gradient in entorhinal grid scale reflects a global change in the composite intrinsic or synaptic properties of the MEC circuit, then similar gradients might also occur in the properties of other functionally defined entorhinal cell types, such as the head direction cells of the intermediate and deep MEC layers [12] . Head direction cells are cells that increase their firing from a low rate to a high rate whenever the animal is facing a particular direction, irrespective of position or behavior at the time [22] [23] [24] . Different head direction cells have different directional preferences (directional phases). By retaining their phase relationships across environments, head direction cells form a cohesive map of the animal's orientation [23, 25, 26] . Cells with such directional properties have been found in a variety of brain regions [24, [27] [28] [29] [30] . In MEC and adjacent pre-and parasubiculum, head direction tuning sometimes occurs in conjunction with grid fields [12, 31] , pointing to head direction cells as a cell type that might potentially express topography along the same dorsoventral axis as the grid cells. The aim of the present study was to determine whether entorhinal head direction cells express dorsoventral topography and, if so, whether this topography is continuous or, as in grid cells, modular.
Results

Topography of Directional Tuning
To examine whether entorhinal head direction neurons have properties that mirror the dorsoventral scale expansion in grid cells, we implanted rats with microdrives running parallel to layer III or V-VI of MEC. Neural activity was then recorded at multiple dorsoventral MEC locations while the rat explored an open arena (n = 22 rats; 11 were part of previous studies [12, 13, 32] Figure S1 available online). We identified a total of 1,742 well-separated cells in MEC layers III and V-VI (597 of which were part of previous studies [12, 13, 32] ), in addition to 245 cells in MEC layer II and 206 cells in the pre-and parasubiculum. Directional firing was estimated for each neuron in two ways: by correlating peak firing direction across time blocks (directional stability) and by calculating, for the entire trial, the length of the mean vector of firing rate as a function of direction (directional tuning). Neurons with directional stability significantly higher than the 99(mean vector length, MVL). Using directional tuning (MVL) rather than directional stability to define the 99 th percentile threshold gave similar results ( Figure S2 ).
Directional tuning in layer III head direction cells correlated significantly with the neuron's position along the dorsoventral MEC axis (r = 20.24, p < 0.001; Figures 1B and 1C) . The dorsoventral gradient was expressed as a gradual decrease in MVL across successive bins of recording positions (F(3,418) = 6.88, p < 0.001). In particular, the decrease reflected a loss of sharply tuned cells from dorsal to ventral positions ( Figures 1C and  1D ). The MVL of the most sharply tuned cells (top 25%) dropped steeply (F(3,102) = 16.38, p < 0.001), in contrast to the most broadly tuned cells (bottom 25%), which also decreased (F(3,102) = 13.0, p < 0.001) but at a slower rate (quartile 3 dorsoventral position: F(3, 204) = 21.7, p < 0.001; Figures 1C and 1D ). The decrease in average MVL was accompanied by a drop in the percentage of neurons defined as head direction cells (0-500 mm, 53%; 501-1,000 mm, 48%; 1,001-1,500 mm, 36%; 1,501-2,000 mm, 27%). The dorsoventral gradient was not caused by larger cell samples in dorsal MEC than at more ventral MEC positions. Matching the cell numbers by downsampling each bin of recording positions to the number of cells in the smallest bin did not abolish the dorsoventral MVL gradient. For 100 downsampling iterations, 84 p values were significant at <0.05. The MVL gradient was accompanied by a reduction from dorsal to ventral in directional information (r = 20.14, p < 0.01; F(3,418) = 3.75, p = 0.01) as well as an increase in the width of the directional tuning curve at half peak amplitude (r = 0.19, p < 0.001; F(3,418) = 4.50, p < 0.01). The persistence of graded tuning widths at half peak amplitude suggests that the gradient was not merely caused by an increase in background firing rate at ventral levels of MEC layer III. The changes were independent of firing rate and directional stability; neither firing rate nor directional stability changed significantly across dorsoventral bins in layer III (F(3,418) = 0.30, p = 0.83 and F(3, 418) = 0.58, p = 0.63, respectively). The firing rate of many head direction cells correlated significantly with running speed (p < 0.05 for 133 of 424 cells; bins of 1 ms).
The dorsoventral tuning gradient was layer and region specific. No gradient was detected among head direction cells in MEC layers V-VI. In these layers, the cells remained sharply tuned at all dorsoventral levels (r = 0.03, p = 0.50; F(6,578) = 0.89, p = 0.50; Figure 2 ). There was a significant difference between layers III and V-VI in the slope of the regression line, measured in individual rats, for dorsoventral position versus directional tuning (independent-samples t test: t(14) = 3.0, p < 0.05, data from all rats with at least 20 cells sampled over at least 500 mm). Directional tuning was also unaltered along the dorsoventral axis of the adjacent presubiculum (Figure S3 ; r = 0.14, p = 0.35, 46 cells sampled over 2,500 mm of the presubicular long axis in one animal). Sharply tuned cells were abundant at ventral levels in this brain area, suggesting that within the parahippocampal system, the gradient in directional tuning may be unique to MEC layer III.
The population of entorhinal head direction cells is functionally diverse. For example, a large number of entorhinal head direction cells have conjunctive grid properties, i.e., the cells fire in a grid pattern but discharge only when the animal runs through the grid fields in a certain range of directions. We asked whether the dorsoventral MEC gradient was expressed specifically in conjunctive or nonconjunctive cells. Conjunctive cells were defined as head direction cells with a grid score higher than the 99 th percentile threshold determined from a shuffled distribution ( Figure S4 ). Using this criterion, we found a higher proportion of conjunctive cells in layer III than layers V-VI (31% and 11% of the head direction cells, respectively; z = 7.95, p < 0.001), in agreement with previous reports [12, 31] , but there was no difference in the slope of the dorsoventral tuning gradient between head direction cells that had conjunctive grid fields and head direction cells that were only modulated by direction (cell group 3 dorsoventral position: F(3,414) = 0.87, p = 0.45; Figure S4B ), suggesting that the tuning gradient is independent of mechanisms for grid scale.
We next examined how modulation by head direction is organized along the orthogonal mediolateral axis of the MEC. Unfolded MEC maps were generated from sagittal brain sections by first measuring, for each animal, the total dorsoventral length of MEC layer II in the section with the deepest tetrode track and then projecting the dorsoventral recording location of each of the animal's cells onto this layer II measurement ( Figure S5A ). Measurements for different animals (one section per rat) were arranged according to mediolateral Figure S5C ). Taken together, these data suggest that (1) in layer III, but not in V-VI, sharply tuned head direction cells are skewed toward the dorsal border of the MEC, and (2) this layer III gradient is expressed across a wide mediolateral range.
Finally, to address whether the band-like directional tuning gradient in layer III is a general feature of rodent MEC topography, we investigated the distribution of head direction cells in a second species. We examined a population of 720 superficial MEC neurons from 14 mice, 7 of which were part of a previous study [33] (Figure 3 ). Layers II and III were combined into a single data set in this analysis, as the head direction cell population in mice appears to cross into layer II [33, 34] . Using the same stability criterion and the same shuffling procedure as for the rat data, we identified 296 head direction neurons. Just as in rats, we found a significant decrease from dorsal to ventral MEC in the average tuning width (MVL) of layer III head direction cells (r = 20.27, p < 0.001; F(3,292) = 7.9, p < 0.001, ANOVA with four bins of 300 mm each). This reflected, like in rats, a gradual loss of sharply tuned cells and a corresponding increase in broadly tuned cells (quartile 3 dorsoventral position: F(3, 142) = 6.92, p < 0.001; Figures 3B and 3C ). The directional tuning gradient was expressed at all mediolateral levels of the MEC (w450 mm) ( Figure S5D ).
Directional Phase Has a Nontopographic Distribution
Studies of head direction cells in other brain regions have not observed any topography in the distribution of preferred firing direction, or directional phase. We asked whether such topography might yet be present in layer III of MEC, considering that directional tuning is graded in this layer. For each 500 mm bin along the dorsoventral MEC axis of each animal, we determined the distribution of peak firing directions among all head direction neurons recorded in the area. The directional uniformity of each distribution was estimated by calculating the length of the mean vector of the distribution of peak firing directions. Layer III and V-VI cells were examined separately. Peak firing directions were widely distributed at all dorsoventral levels in both cell layers ( Figure 4 ). The average MVL for firing direction was 0.31 6 0.04 (mean 6 SEM). MVL did not correlate significantly with bin number along the dorsoventral axis (F(3,20) = 1.35, p = 0.29). Thus, the data speak against large-scale topographical organization of directional firing phase, despite the presence of a directional tuning gradient.
The presence of topography in the distribution of directional phase was investigated also in the mouse sample. As in rats, peak firing directions were widely distributed in all dorsoventral segments (mean MVL, 0.30 6 0.04; correlation with dorsoventral recording position, r = 0.25, p = 0.42). The data indicate that head direction cells are organized similarly in rats and mice.
The Dorsoventral Directional Tuning Gradient Is Nonmodular If the topographical changes in head direction and grid properties share a common cellular mechanism, such as a dorsoventral gradient in ion channel conductance [18, 20, 35] , they might also share a number of functional properties. In a final set of analyses, we asked whether head direction cells express a modular organization similar to that of grid cells, which are Figure 1D .
organized in clusters with discrete scale and orientation properties [13] . Clustering was observed in grid cells, but not head direction cells ( Figure 5A ). To quantify modularity, we sorted the grid cells of each animal into successive bins of values for grid spacing and the head direction cells into successive bins for directional tuning (MVL). Cells in each bin were counted ( Figure 5B ). Distributions were generated for a range of bin widths. The discontinuity of each distribution (the presence of sharp frequency transitions) was then estimated by ; frequency scale is given by red numbers. (B) Directional preference or phase (top) and tuning width (bottom) of all head direction-modulated layer III cells in a single rat. There was no detectable change in directional firing preference along the dorsoventral axis of this animal, whereas the relationship to tuning was highly significant (r = 0.60, p < 0.001). For other animals, the total cell numbers across layer III bins (fewer than three anatomical bins of 500 mm) were too small for statistical analysis. (C and D) Distribution of directional preferences (phase) for each dorsoventral bin in each rat: layer III (C) and layers V-VI (D). Each circle refers to one cell sample (one anatomical bin in one animal). Uniformity in firing direction is expressed by the MVL. Note the predominance of low MVLs at all dorsoventral levels.
calculating the SD of all nearest-neighbor bin differences. SDs for different bin widths were finally averaged to yield a single ''discontinuity'' measure for each animal ( Figure 5C ). Considering that discrete electrode movements would by necessity impose a certain degree of discontinuity on any topographically organized variable, we also calculated, for each grid spacing and MVL distribution, the discontinuity of the corresponding sample of recording positions (Figures 5B and 5C ). The discontinuity of the direction and spacing distributions was then log normalized by the discontinuity of the corresponding distribution for recording positions (Figures 5C-5E ). Discontinuity of recording positions was not different for grid and head direction cells (F(22) = 1.4, p > 0.20). Because large cell samples were needed for these intra-animal analyses, the analysis was performed only on the rat data (16 rats, 392 grid cells, 939 head direction cells). For discontinuity analyses of directional tuning, conjunctive and nonconjunctive head direction cells (with and without grid properties) were pooled. The number of conjunctive cells was too low for separate analyses of this subpopulation.
In 12 of 16 animals, the discontinuity of the directional tuning distribution was lower than for the distribution of recording locations (mean 6 SEM of log-normalized discontinuity, 20.23 6 0.09; Figure 5E ; see Figure S6 for data from individual animals). Low discontinuity ratios (log ratios below zero) were measured in both layer III and layer V-VI head direction cells, irrespective of how the data were binned ( Figure 5D ). The smooth nature of the MVL distribution was in sharp contrast to the distribution of values for grid spacing in grid cells from the same animals. The discontinuity for grid spacing was always larger than for recording depth (8 of 8 animals; mean 6 SEM of log-normalized discontinuity, 0.64 6 0.11). Discontinuity was lower for head direction cells than grid cells in all eight animals with both head direction and grid cell populations, as well as across all data sets ( Figure 5E ; F(22) = 15.3, p < 0.001, ANOVA with Tukey-Kramer post hoc test). In head direction cells, log-normalized discontinuity was not significantly different from zero (layer III, t(9) = 1.35 and p = 0.21; layer V, t(6) = 2.21 and p = 0.07), whereas grid cells had positive values (t(7) = 6.05; p < 0.001). The effects were present in both left and right MEC (left hemisphere, F(14) = 4.2 and p < 0.05; right hemisphere, F(11) = 13.6 and p < 0.001). Taken together, these observations suggest that entorhinal head direction cells do not share the modular feature organization of grid cells. Instead, directional tuning appears to vary on a continuous scale, with sharply tuned cells dropping off gradually along the dorsoventral axis of the MEC.
Finally, we validated the discontinuity measure by testing how sensitive it is to the modularity of a model distribution. Probability density functions were generated as mixtures of varying numbers of Gaussian modes with variable spread within a feature space [0, 1] . From these functions, we drew random samples (n = 120 per simulation) and determined their discontinuity following the same procedure as for real data in Figure 5 . Because dorsoventral recording positions tended to be clustered, with more than one cell recorded in most locations, a similar simulation was performed for recording positions (Figures 6C and 6D) . The discontinuity values from the simulated feature distributions were then log normalized to the discontinuity values from the simulated position distributions (Figures 6E and 6F) , and the normalized values were summarized across combinations of mode number and spread in a matrix ( Figure 6G ). Each combination was simulated 100 times, and the average value was recorded.
From this matrix, we calculated the zero contour that separates combinations of mode number and spread that could be detected as modular from those that could not (lognormalized discontinuity above and below zero, respectively; black contour line in Figure 6G ). Within the simulated feature space, at the lower end of simulated mode numbers, clusters were detectable at Gaussian spreads (SD) less than w0.05 (feature space/20). As expected, there was a negative relationship between the number of modes and their Gaussian spread, such that distributions drawn from densities with increased numbers of modes were detectably clustered only when the Gaussian spreads were narrow ( Figure 6G ).
To determine which mode-spread combinations were associated with the log-normalized discontinuity values obtained in the head direction and grid spacing data, we calculated contours in the simulation matrix corresponding to these values (dashed colored lines in Figures 6G and 6H) . Although mode-spread combinations for grid spacing were constrained to less than nine modes and narrow Gaussian spreads (SD w 0.01), head direction modulation, both in layer III and in layers V-VI, was associated with a markedly wider range of mode numbers and broader Gaussian spreads, well outside the detection bound for discontinuous distributions (zero contour; Figure 6H ). In real data, recorded across extensive portions of the dorsoventral axis of MEC, no more than four to five grid modules have been detected, and the total number, for the entire MEC, has been predicted to be within the upper single-digit range [13] . This corresponds well with the grid cluster range predicted by our simulations, suggesting that the discontinuity analysis captures such structure if it is present in the data. According to these analyses, the mode-spread combinations predicted for head direction modulation were far from the modular detection bound, strongly implying that head direction modulation distributes with a smooth topography in both layer III and layer V.
Discussion
This study provides evidence for topographical organization in the tuning of a population of head direction cells. Previous work has identified head direction cells in a number of brain regions, from the dorsal tegmental nucleus to the parahippocampal cortices [25] , but within each region, the directional properties of the cell population have not demonstrated any clear-cut anatomical organization. Using a cell sample that is both larger and more widespread than in previous work, we find that (1) head direction-modulated cells exist at all levels of the dorsoventral axis of MEC and (2) in layer III, these cells are arranged topographically such that, over a wide mediolateral range, the most sharply tuned cells are located near the dorsal border of MEC. As distance from the dorsal border increases, less directionally tuned cells become more prevalent. A similar gradient was not observed in deeper MEC layers. The orientation of the head direction fields did not exhibit detectable topography, suggesting that directional phase (directional preference) and directional tuning are mechanistically uncoupled.
The directional tuning gradient in MEC layer III provides an example of topography that could be generated within the entorhinal network itself. One possible substrate for the dorsal bias in directional tuning is the patch of cytochrome oxidaseactive neurons at the border between MEC and parasubiculum, in which activity is significantly modulated by head direction [36] . However, this dorsal patch of MEC neurons is anatomically discrete and only a few hundred micrometers wide, whereas the present head direction gradient was continuous and extended over at least 2 mm, suggesting that additional or alternative substrates are required to generate the directional tuning gradient along the dorsoventral MEC axis. Both head direction cells and grid cells have been proposed to emerge from continuous attractor networks, with onedimensional continuous ring attractors giving rise to head direction cells [37] [38] [39] and 2D continuous attractor sheets underlying the formation of grid cells [40] [41] [42] [43] [44] [45] . All continuous attractor models proposed so far rely on translation-invariant recurrent weight matrices that impose similar tuning widths on all neurons of the network [46] . Variations in the width or shape of the tuning curve are thought to arise from different network modules. The discretization of grid scale and grid orientation in MEC is consistent with this type of translationinvariant continuous attractor organization [13] . In contrast, the continuity of the directional tuning distribution is inconsistent with the idea that layer III head direction cells emerge from a single local attractor network.
Several factors might contribute to the lack of modularity in the directional tuning distribution of MEC layer III. First, it is possible that the directional signal originates in attractor networks upstream, with continuous tuning curves emerging secondarily in MEC layer III as a result of differential and graded convergence along the dorsoventral axis of this layer. The existence of sharply tuned head direction cells in MEC layer V as well as multiple low-level brain areas [47] would be consistent with an external origin of the graded head direction signal. Alternatively, the continuity of the directional tuning gradient may reflect a graded dorsoventral organization in single-cell properties of layer III cells, resulting from differential expression of ion channel genes between dorsal and ventral MEC, possibly expressed on top of inputs from an afferent attractor network. Several studies have reported dorsoventral gradients in the kinetics and density of ion channels in MEC, such as variations in properties of Ih [17, 18, 20] and leak potassium currents [20] . Some of these, or other, ion channels may be graded in layer III in a manner that matches the dorsoventral topography of head direction cells. However, the number of layer-specific genes with differential expression along the entorhinal dorsoventral axis is probably large. Whether and how any of these gradients translate to a gradual and regionally selective increase in directional tuning remain to be determined.
The functional implications of the directional tuning gradient remain to be established, but the fact that the loss of directional tuning along the dorsoventral axis coincides with an increase in the scale of colocalized grid cells raises the possibility that these properties are causally related. If grid cells are formed by an attractor mechanism and translation on the neuronal lattice reflects a changing speed and direction input [40] [41] [42] [43] [44] , the speed of the translation might be reduced in parallel with a decrease in the directional specificity of the velocity vector. Grid scale should consequently be increased. Until this date, however, attractor models have not considered the impact of variations in directional tuning. Directional tuning has also not been considered in intracellular models of grid formation, although it is conceivable that in these models, reductions in the length of the mean direction vector may dampen the frequency of intrinsic theta oscillations, which in turn should increase the spacing of grid fields [48, 49] . Finally, it remains possible that wider directional tuning and larger grid scales reflect changes in the magnitude of a common velocity input to head direction cells and grid cells.
The observation of a dorsoventral gradient in directional tuning but not directional phase (directional preference) is reminiscent of the scale-phase architecture of the entorhinal grid map and the hippocampal place map. In grid cells as well as place cells, firing locations (phase) show no detectable relationship to brain anatomy, whereas field size and field spacing (scale) increase from dorsal to ventral [11, 15, 16] . The broader directional and spatial tuning profiles of ventral cells lead to increased response overlap within the local cell population. This increase in representational density may improve the fault tolerance of the network, although probably at the cost of increased ambiguity. The widening of tuning widths at ventral levels may also allow larger parts of the environment to be interconnected, consistent with a primary role for dorsal MEC and hippocampus regions in fine-grained local representations and for ventral regions in coarser and more global representations [16, 50] .
Experimental Procedures
Experiments were performed in accordance with the Norwegian Animal Welfare Act and the European Convention for the Protection of Vertebrate Animals Used for Experimental and Other Scientific Purposes. The experiments were approved by the National Animal Research Authority of Norway.
Single-unit activity was recorded from tetrodes in MEC of 22 male Long-Evans rats and 14 male mice (a hybrid 50%:50% background of corresponds to one cell. Cells are plotted sequentially along the x axis to avoid overlap between cells at similar recording depths. Kernel smoothed density estimates (vertical black area) are presented to the right for each data set. Kernel width is (data range)/35. Note the modular distribution of grid spacing in contrast to directional tuning. (B) Frequency distributions showing data from scatterplots in (A) (black bars). Frequency distributions were generated for grid spacing or directional tuning (black bars) as well as dorsoventral recording locations (gray bars). The latter were plotted to allow correction for discontinuities in cell sampling along the dorsoventral axis that might cause overestimation of discontinuity in the firing data. Discontinuity was then estimated for each of the three distributions as the SD of all nearest-neighbor frequency bin count differences averaged over bin widths. Discontinuity values were calculated for a range of bin widths. Shown here are plots with an intermediate bin width: (data range)/10. (C) Discontinuity for grid spacing or directional tuning MVL (black bars) and dorsoventral recording locations (gray bars) calculated for the data in (B). Grid spacing showed a more discontinuous distribution than expected from discontinuities in the distribution of recording locations [13] . Directional tuning, in contrast, was not more discontinuous than the anatomical distribution. (D) Log-normalized discontinuity for grid spacing (red) and head direction tuning (cyan) across a range of bin widths in the eight animals in which both grid cell and head direction cell populations were recorded. For each animal and bin width, discontinuity of grid spacing or directional tuning MVL was log normalized to the discontinuity of the corresponding distribution of dorsoventral recording positions. Shaded colored areas show SEM. Grid cells had larger discontinuity values than head direction cells at all bin widths. Head direction cells had negative values in both layer III and layer V-VI. The more negative values of the layer V-VI data reflect the weak topographical organization of these cells, i.e., in layers V-VI, MVL distributes widely at all dorsoventral levels such that even large steps in dorsoventral recording location produce a smooth distribution. (E) Log-normalized discontinuity averaged across bin widths in all 16 animals (mean 6 SEM). C57BL/6J:129SVEV). In rats, the tetrode bundle was implanted 0.2 mm in front of or flush with the transverse sinus, 4.2-4.6 mm from the midline and 1.8-2.0 mm below the dura, angled 18 -24 in the anterior direction in the sagittal plane. In mice, the bundle was implanted 0.3-0.5 mm in front of the transverse sinus, 3.1-3.25 mm from the midline and 0.8-1.2 mm below the dura, angled 4 -8 in the posterior direction in the sagittal plane. The rats were trained to forage a 1.5 3 1.5 3 0.5 m 3 black square box with a white cue card. For the mice, the box size was 1.0 3 1.0 3 0.5 m 3 .
The position of the animal was determined from two LEDs that were tracked by the recording system and an overhead video camera at a sampling rate of 50 Hz. Firing fields were characterized by sorting the position data into 2.5 3 2.5 cm bins and smoothing the data with a 21-sample boxcar window filter (400 ms, ten samples of each side). Maps for the number of spikes and time were smoothed individually using a quasi-Gaussian kernel over the surrounding 5 3 5 bin. (G) Summary matrix showing log-normalized discontinuity across a range of distribution widths and numbers of modes. Log-normalized discontinuity is color coded. For each condition, the value represents the mean from 100 simulation trials. The black solid line is the zero contour and denotes the separation between combinations of mode number and widths that are identifiable as modular (positive, lighter colors in heatmap) and those that are not (negative, darker colors in heatmap). Plotted in dashed colored lines are the contours corresponding to the mean log-normalized discontinuity observed for head direction modulation (green, layers V-VI; purple, layer III) and grid cell spacing (red; see 
