Scalar field theories on M D−1 ⊗S 1 , which allow to impose twisted boundary conditions for the S 1 direction, are studied in detail, and several novel features overlooked so far are revealed. One of characteristic features is the appearance of critical radii of the circle S 1 , at which some of symmetries are broken/restored. A phase transition can occur at the classical level or can be caused by quantum effects. Radiative corrections can restore broken symmetries or can break symmetries for small radius R. A surprising feature is that the translational invariance for the S 1 direction can spontaneously be broken. A particular class of coordinate-dependent vacuum configurations is clarified and the O(N) φ 4 model on M D−1 ⊗ S 1 is extensively studied, as an illustrative example.
INTRODUCTION
In recent years, there has been renewal of interest in higher dimensional field theories with extra dimensions [1, 2, 3, 4] . A considerable number of ideas and scenarios have been proposed, and some of physics at low energies could profoundly be understood from a viewpoint of extra dimensions. Although the subject of extra dimensions is not new and a lot of studies have been made on this subject, theoretical understanding of field theories with extra dimensions seems to be far from complete.
In this paper, we study scalar field theories on M D−1 ⊗ S 1 in detail and report several interesting properties overlooked so far. The parameter space of such theories is, in general, much wider than that of ordinary field theories on the Minkowski space-time, and is spanned by twist parameters specifying boundary conditions [5, 6] , in addition to parameters appearing in the actions. Physical consequences caused by twisted boundary conditions turn out to be unexpectedly rich and many of them have not been uncovered so far.
One of characteristic features of such theories is the appearance of critical radii of the compactified space, at which some of symmetries are broken/restored [7, 8, 9, 10, 11] . A phase transition can occur at the classical level, or can be caused by quantum effects. Radiative corrections would become important when a compactification scale becomes less than the inverse of a typical mass scale, and then some of broken symmetries could be restored for small compactification scales, or conversely some of symmetries could be broken. Another characteristic and perhaps surprising feature is the spontaneous breakdown of the translational invariance of compactified spaces [12] . When some of scalar fields obey twisted boundary conditions, we must be careful in finding the vacuum configuration because coordinate-dependent configurations of twisted scalar fields could lower the total energy than that of constant configurations. Among other things, a phenomenologically important observation is that twisted boundary conditions can break supersymmetry spontaneously [13] . This is probably expected from the fact that the breakdown of the translational invariance directly causes the supersymmetry breaking because translations and supersymmetry transformations are related through the supersymmetry algebra. This mechanism will give a new type of spontaneous supersymmetry breaking mechanisms in connection with compactification. It would be of great interest to search for realistic supersymmetric models with this supersymmetry breaking mechanism, though this subject will not be treated in this paper.
The paper is organized as follows: In the next section, a general discussion about scalar field theories on M D−1 ⊗ S 1 is given and a particular class of such theories whose coordinate-dependent vacuum configurations have a simple form is classified. As an illustrative example, the O(N) φ 4 model on M D−1 ⊗ S 1 is studied at the classical level in Sec.3 and at the one-loop level in Sec.4 and 5, in detail. Many interesting phenomena are found there. In Sec.6, the model is reanalyzed with Kaluza-Klein modes from a (D − 1)-dimensional field theory point of view. Sec.7 is devoted to discussions. In Appendix A, the vacuum configuration which minimizes a potential is given. In Appendix B, the one-loop mass corrections of the O(N) φ 4 model on M D−1 ⊗ S 1 are computed.
A GENERAL DISCUSSION
In this section, we shall discuss general features of scalar field theories on M D−1 ⊗ S 1 .
Let us consider an action which consists of N real scalar fields φ i (i = 1, 2, · · · , N)
where the index A runs from 0 to D − 1 with the metric diag(η AB ) = (−, +, +, · · · , +) and x ν (ν = 0, 1, · · · , D − 2) and y are the coordinates of M D−1 and S 1 , respectively. The radius of the circle S 1 is denoted by R. Suppose that the action has a symmetry G, which must be a subgroup of O(N). Since S 1 is multiply-connected, we can impose a twisted boundary condition on φ i such as
The matrix U must belong to G, otherwise the action would not be single-valued. If U is not proportional to the identity matrix, the symmetry group G will be broken to its subgroup H, which consists of all the elements of G commuting with U, i.e.
Note that this symmetry breaking caused by the boundary condition is not spontaneous but explicit. In fact, radiative corrections do not respect the symmetry G but preserve only the symmetry H, as we will see in Sec. 4 . In order to discuss general properties of the boundary condition (2), it is convenient to transform the matrix U by means of an orthogonal transformation into the normal form. This can be done by writing φ i as Q ij φ ′ j , where Q ∈ O(N). The boundary condition (2) can then be replaced by φ
known that any matrix U belonging to O(N) can be transformed, by an orthogonal transformation, into a block diagonal form whose diagonal elements are one of 1, −1, and a two dimensional rotation matrix [14] . Then, the block-diagonalized matrix U ′ may be written into the form
where 1 L denotes the L × L unit matrix and r(α) is a two dimensional rotation matrix defined by
The numbers
and the rotation angles α l are arranged as
Redefining the fields in this way and dropping the primes, we may rewrite the boundary condition (2) into the following set of the boundary conditions:
for
Instead of the real fields φ
, we may sometimes use the complex fields Φ
and then the boundary conditions (9) are simply rewritten as
One might try to introduce the complex basis, like Eq.(11), for the real fields φ
However, the numbers L 0 and L M are not necessarily even integers, so that it is possible to introduce the complex basis for all the fields only when L 0 and L M are even integers. (L k are always even for k = 1, 2, · · · , M − 1.)
In the basis (8)- (10), it may be easy to see what is the unbroken symmetry H, which is consistent with the boundary conditions (8)- (10) . For instance, if G = O(N), the boundary conditions (8)-(10) turn out to break the symmetry O(N) down to
When G is a subgroup of O(N), the symmetry H may be given by a subgroup of Eq. (13) .
In this paper, we will not try to classify the unbroken symmetries H for general G, although the classification will not be difficult.
In order to find the vacuum configuration of the fields, one might try to minimize the potential V (φ). This would, however, lead to wrong vacua in the present model [12] . To find the true vacuum configuration, it is important to take account of the kinetic term for the S 1 direction, in addition to the potential term. This is because the translational invariance for the S 1 direction could be broken and the vacuum configuration might be y-dependent. Thus, the vacuum configuration will be obtained by solving a minimization problem of the following functional 5 :
where we have assumed that the translational invariance of the uncompactified (D − 1)-dimensional Minkowski space-time is unbroken. To solve the minimization problem, one might try to find configurations which are the extrema of E[φ, R], i.e.
If we regard y and φ i as the time and the position of a particle in an N-dimensional space, respectively, then the differential equations (15) represent a motion of the particle in the presence of the potential −V (φ), subject to the constraints (2) or (8)- (10) . In principle, we could get the vacuum configuration by solving the equations (15) with the boundary condition (2) and then by looking for a solution which gives the minimum of E[φ, R]. But in practice, it would be hard to do so. There is, however, a particular class of twisted boundary conditions for which we can explicitly construct the vacuum configuration without fully solving the equations (15) .
Suppose that G is a continuous symmetry and that the twist matrix U in Eq. (2) is continuously connected to the identity in G. In other words, there exists a continuous map U(y) ∈ G from 1 N to U such that U(0) = 1 N and U(2πR) = U. For instance, the twist matrix U in Eq.(4) can continuously be deformed into the identity matrix by the following matrix U(y):
if the symmetry group G contains
as a subgroup. It is then convenient to introduce the new fieldsφ i (y) (i = 1, 2, · · · , N) by
or in the basis (8)-(10)
Note that all the new fieldsφ i (y) (i = 1, 2, · · · , N) satisfy the periodic boundary condition. Inserting Eqs.(19) into E[φ, R], we may write
where
Here, we have used the fact that U(y) ∈ G for any y, so that V (φ) = V (φ). Our strategy to find the vacuum configuration, which minimizes the functional (20), is as follows: we shall first look for configurations which minimize each of E (1) [φ, R] and E (2) [φ, R], and then construct configurations which minimize both of them simultaneously. As discussed in Ref. [10] , by expanding the fieldsφ i (y) in the Fourier-series according to the periodic boundary condition and by noting that 0 ≤ α l ≤ 1/2 for l = 0, 1, · · · , M, it is easy to see that the minimum of E (1) [φ, R] can be realized by arbitrary real constantsφ
includes no derivative with respect to y, any configurations minimizing the function
can give the minimum of the functional E (2) [φ, R]. Thus, we conclude that any constant
which gives the minimum of the functionV (φ) can minimize both of 8 . It follows that in terms of the original fields the vacuum configuration can be taken to be of the form
or simply
orφ j are taken to be the real constants which give the minimum of the functionV (φ) in Eq.(23). Therefore, we have found that the problem to find the vacuum configuration simply reduces to the ordinary problem to minimize the "potential"V (φ) in a class of models that the continuous map U(y) in Eq.(16) connects the identity matrix to the twist matrix U in the group space G. 9 We would like to make two comments here. The first comment is that in order to find the vacuum configuration we must minimize the functionV (φ) in Eq.(23) but not the original potential V (φ). The "effective" potentialV (φ) includes an additional mass term
. This mass term turns out to become important in 7 Note that α 0 = 0. 8 Precisely speaking, forφ
aM (y) (with α M = 1/2), we can takeφ
being constants, instead ofφ
aM . This choice is, however, physically equivalent to the choice ofφ
aM . 9 Some extensions of the above discussions will be found in Ref. [10] . discussing the symmetry breaking/restoration, as we will see later. The second comment is that if some ofφ
in Eqs.(24) with k = 0 are non-vanishing, the translational invariance under the transformations φ i (y) → φ i (y + a) is spontaneously broken because φ
. However, the following modified translations still survive as a symmetry:
This is because the above transformations preserve the vacuum invariant.
CLASSICAL ANALYSIS
In the previous section, we have discussed some general features of scalar field theories
In the remaining sections, we shall extensively study the O(N) φ 4 model whose potential is given by
as an illustrative example. In this model, the twist matrix U in Eq.(2) can be taken to be any element of O(N). The classical analysis of this model has been done in Ref. [10] . Since the classical results will be used later, we will briefly summarize the results below.
As discussed in the previous section, any element of O(N) can be transformed, by means of an orthogonal transformation, into the normal form (4) . In this basis, the boundary condition (2) reduces to Eqs. (8)- (10) and explicitly breaks the O(N) symmetry down to H in Eq. (13), which is the subgroup of O(N) commuting with the twist matrix (4).
For m 2 > 0, nothing happens at the classical level and the symmetry H remains unbroken in a whole range of R. As we will see later, this conclusion does not hold at the quantum level and the spontaneous symmetry breakdown can occur in some class of twisted boundary conditions. The remaining analysis will be focused on the case of m 2 ≡ −µ 2 < 0. Let us first consider the model with L 0 = 0. Then, there exist the fields φ
which obey the periodic boundary condition. The vacuum configuration turns out to be taken, without loss of generality, to be of the form
and other fields should vanish. Thus, the symmetry H in Eq. (13) is spontaneously broken to
irrespective of the value of the radius R. Let us next consider the case of L 0 = 0 and L 1 = 0 (α 1 = 1/2) with N = even. Since L M (with α M = 1/2) is even in this case, the twist matrix U is continuously connected to the identity matrix, so that we can apply the arguments given in the previous section. It follows that the problem to find the vacuum configuration reduces to the problem to minimize the function
being constants. As proved in Appendix A, the configuration which minimizes
and that for R > α 1 /µ,
Thus, we find that the vacuum expectation values of the original fields φ
can, without loss of generality, be taken into the form
and other fields should vanish, where v = 2(µ 2 − (α 1 /R) 2 )/λ. It follows that for R ≤ α 1 /µ the symmetry H with L 0 = 0 is unbroken, while for R > α 1 /µ it is spontaneously broken to
e. L M = N, the vacuum configuration is still given by the form (33) but α 1 and a 1 should be replaced by α M (= 1/2) and a M , respectively. Further,
for R > 1/(2µ). It is interesting to contrast this result with that of the model with
Let us finally investigate the case of L 0 = 0 with N = odd. In this case, we cannot apply the same method, as was done above, to find the vacuum configuration because the twist matrix U is not continuously connected to the identity matrix due to the fact that det U = −1. Nevertheless, we can show that the problem to find the vacuum configuration for odd N reduces to that for even N (expect for N = 1). The trick is to add an additional real field φ N +1 (y) satisfying the antiperiodic boundary condition to the action in order to form the O(N + 1) φ 4 model. The analysis given in Ref. [10] shows that the vacuum configuration for odd N is exactly the same form as Eq.(33). The exception is the model with N = 1. In this case, there is no continuous symmetry and the O(1) model has only a discrete symmetry, i.e. G = H = Z 2 . The O(1) φ 4 model has been investigated in Ref. [12] and the vacuum configuration has been found to be
Here, sn(u, k) is the Jacobi elliptic function whose period is 4K(k), where K(k) denotes the complete elliptic function of the first kind. The parameter k (0 ≤ k < 1) is determined by the relation πRµ = √ 1 + k 2 K(k). Thus, the Z 2 symmetry is unbroken for R ≤ 1/(2µ), while it is broken spontaneously for R > 1/(2µ).
Before closing this section, it may be instructive to give an intuitive explanation why the symmetry restoration occurs for small radius R in the model with L 0 = 0 and m 2 < 0.
We first note that since φ
(y) (k = 0) obeys the twisted boundary condition, a nonvanishing vacuum expectation value of φ (α k ) a k (y) immediately implies that it is y-dependent, otherwise it would not satisfy the desired boundary condition. The y-dependent configuration of φ (α k ) a k (y) will induce the kinetic energy proportional to 1/R 2 . Then, for large radius R, non-vanishing φ
(y) for some k are preferable because the origin is not the minimum of the potential for m 2 < 0 and because the contribution from the kinetic energy is expected to be small. Therefore, for large radius R, the symmetry H and also the translational invariance of S 1 will spontaneously be broken. On the other hand, for small radius R, the contribution from the kinetic energy becomes large, so that the y-independent configuration of φ
is preferable and this implies that φ
QUANTUM EFFECTS IN D = 4
In the previous section, we have investigated the vacuum structure of the O(N) φ 4 model on M D−1 ⊗ S 1 at the classical level. In the following, we shall take quantum corrections into account and reanalyze the model at one-loop order. We are, in particular, interested in the R-dependent part of mass corrections and show how quantum effects alter the 
aM } in the basis of Eqs. (8), (11) and (10).
classical results. Since asymptotic behavior of quantum corrections as R → 0 depends on the space-time dimension D, we will discuss the case of D = 4 in this section and D > 4 in the next section.
We have learned from the previous two sections that the problem to find the vacuum configuration of the model will reduce to the problem to minimize the "effective" potential
where the one-loop mass corrections have been taken into account 12 , i.e.
The ∆m 2 (α l , R) denotes the one-loop mass correction to the field φ (α l ) a l and ζ
D=4
ren (α, R) corresponds to the contribution from the one-loop self-energy diagram depicted in Fig.1 . The function ζ D=4 ren (α, R) is computed in Appendix B and is given by
where K ν (z) denotes the modified Bessel function. It is obvious from Eq.(39) that quantum corrections do not respect the O(N) symmetry, as mentioned previously. This is due to the fact that the boundary condition (2) or (8)- (10) explicitly breaks the O(N) symmetry to H in Eq. (13) and that the propagators of φ
depend on the twist parameters α l (see Eq.(80)). 11 We will discuss the effect of vertex corrections at the end of this section. 12 The wave function renormalization could modify the coefficient of the second term on the right-hand side of Eq.(38), although there is no such correction at one-loop order in the present model. 
This implies that the quantum corrections are exponentially suppressed and the classical analysis can be relied on for large radius R ≫ 1/m. On the other hand, for small radius R ≪ 1/m, Eq.(40) reduces to
The above expression correctly reproduces the previously known results for α = 0 (periodic) and α = 1/2 (antiperiodic) given in Refs. [7, 8, 9] . Since the mass corrections become large for R ≪ 1/m, we expect that quantum effects could alter the classical phase structure for small R. It is interesting to note that the right-hand side of Eq.(42) becomes
This fact suggests that quantum corrections could induce the spontaneous symmetry breakdown, as well as the restoration, for small R. Indeed, we will see such an example later. Let M 2 (α P , R) be the lowest value between M 2 (α l , R) (l = 0, 1, · · · , M), that is,
Then, the analysis given in Appendix A shows that if M 2 (α P , R) > 0, all the vacuum expectation values of the fields turn out to vanish, so that no spontaneous symmetry breaking occurs. If M 2 (α P , R) < 0, some of the fields
acquire non-vanishing vacuum expectation values according to the relation
and other vacuum expectation values should vanish. Thus, the spontaneous symmetry breaking occurs. If P = 0 (i.e.
. Therefore, for our purpose, it is important to know the relative magnitudes of M 2 (α l , R)'s and the sign of the lowest M 2 (α P , R).
Let us first investigate large radius behavior of M 2 (α l , R). As was shown before, the quantum corrections are exponentially suppressed for large R, so that M 2 (α l , R) will approximately be given by the classical values, i.e.
Thus, we have found the following increasing sequence of M 2 (α l , R) for large R:
Now, the analysis of the phase structure reduces to the classical one. We will not repeat it here. Let us next investigate small radius behavior of M 2 (α l , R). For small R, M 2 (α l , R)
The difference between M 2 (α l , R) and M 2 (α m , R) is given by
It follows that if
then we have an increasing sequence of M 2 (α l , R), i.e.
The above sequence immediately tells us that if M 2 (α 0 , R) > 0 with L 0 = 0, there is no spontaneous symmetry breaking, while if
In the case of m 2 C(α 0 ) < 0, a phase transition occurs when M 2 (α 0 , R * ) = 0. The critical radius R * is given by
If M 2 (α 1 , R) > 0 with L 0 = 0 and L 1 = 0, the symmetry H with L 0 = 0 is unbroken,
and other symmetries remain unbroken 13 . In the case of m 2 C(α 1 ) < 0, a phase transition occurs when M 2 (α 1 , R * ) = 0. The critical radius R * is given by
It should be noticed that if α We see that the increasing sequence (52) for small R is identical to the sequence (46) for large R. We may then expect that the sequence (52) or (46) still persists in a whole range of R. If this is true, the phase structure of the model is rather simple and there are only two phases: The one is the unbroken phase in which no spontaneous symmetry breaking occurs. The other is the broken phase in which the symmetry
) and the remaining symmetries are unbroken. We can, at least, show that the sequence (52) holds in a whole range of R in a class of models with α 2 l ≫ λ for all l = 0 because the quantum corrections may then be less important in M 2 (α l , R) (except for M 2 (α 0 , R)) in a whole range of R.
In the above analysis, we have assumed that α l > α * for all l = 0. If some of α l 's are smaller than α * , the phase structure would then become complicated. To see this, let us consider, for instance, a model with 0 < α l < α * /2 for l = 1, 2, · · · , K and α l > α * for
The increasing sequence (46) still holds for large R. For small R, the sequence (52) does not, however, hold but we have
Note that the order of the first (K +1) M 2 (α l , R)'s for l = 0, 1, · · · , K is reversed from that of Eq.(52). Since the order of the (K + 1) M 2 (α l , R)'s for l = 0, 1, · · · , K is completely opposite between for large R and for small R, we expect to have models that some of
, could take the lowest negative values in some regions of R. If so, the models would have multi-critical radii R * a (a = 1, 2, · · ·) and various symmetry phases. It would be of interest to study those models in detail but we will not proceed further since the full analysis would require numerical computations and since the difference M 2 (α l , R) − M 2 (α m , R) for 0 ≤ l, m ≤ K is tiny, so that the analysis in Appendix A will not be justified without taking vertex corrections into account, as pointed out later. We have so far discussed general properties of the O(N) φ 4 model with arbitrary twisted boundary conditions. It may be instructive to examine some examples of twisted boundary conditions which possess typical features discussed above.
( by quantum effects. The phenomena of this symmetry restoration for small R is essentially the same as that at high temperature [15, 16] because expressions may become identical by identifying 2πR with the inverse temperature T −1 in the imaginary time formulation.
The phase diagram of this model is summarized in Fig.2 .
In this case, all the fields obey the antiperiodic boundary condition, which does not break the O(N) symmetry, i.e.
given by
For large R, the mass correction ∆m 2 (1/2, R) is exponentially suppressed. For small R, ∆m 2 (1/2, R) will be proportional to λ/R 2 but again less important compared to the second term on the right-hand side of Eq.(56), as long as λ ≪ 1. In fact, quantum corrections are irrelevant to determine the phase structure in a whole range of R. for R > R * ∼ 1/(2µ) and is restored for R ≤ R * . It should be emphasized that the mechanism of this symmetry restoration is different from the previous one of the model with U = 1 N and that the present symmetry restoration has a classical origin. This may be seen from the fact that R * is of order 1/µ, but not √ λ/µ, in the present model. The phase diagram of this model is summarized in Fig.2 .
Since the twist matrix U is not proportional to the identity matrix, the boundary condition (2) explicitly breaks the
The critical radius R * is given by
. This symmetry breaking for small R seems strange from the analogy with high temperature behavior of scalar field theories 15 .
For
The mechanism of this symmetry restoration is essentially the same as that found in the model with U = 1 N . The phase diagram of this model is summarized in Fig.3 .
We would like to finally discuss vertex corrections and higher order ones, which have been ignored in the above analysis. Radiative corrections would induce the following type of vertex corrections: ∆λ lm (R)(φ
Since quantum corrections do not respect the O(N) symmetry, the vertex correction ∆λ lm (R) will, in general, depend on l and m, and is found to be of order λ 2 /(Rm) for small R. 16 Thus, perturbation theory would be broken down at R ∼ λ/m because the vertex corrections would become the same order of λ at R ∼ λ/m. Fortunately, the critical radii R * found in our analysis are of order √ λ/|m| or 1/|m|, so that the phase transitions at R = R * can safely be concluded to indeed occur. One might still doubt the conclusion given in Appendix A because vertex corrections have not been taken into account there. We can, however, show that the inclusion of vertex corrections does not change the phase structure, as long as
In fact, the inclusion of vertex corrections does not modify the values of the critical radii R * (if any) but merely changes the non-vanishing vacuum expectation values slightly.
One might also worry about higher order corrections, which could spoil the one-loop analysis for small R. Weinberg has argued that the leading contribution at high temperature will come from one-loop corrections in perturbation theory [16] . This argument may be applied to our problem and the qualitative features of our one-loop results will be trusted.
QUANTUM EFFECTS IN D > 4
In the previous section, we have investigated the vacuum structure of the O(N) φ 4 model in D = 4 dimensions. In this section, we shall briefly discuss general features of the model in D > 4 dimensions. Since the coupling constant λ has the mass dimension −(D − 4) for D > 4, we need to specify the mass scale of λ. In the following analysis, we will assume that |m|λ
This relation may naturally be understood from an effective theory point of view, in which the scale of λ will be taken to be on the order of a cutoff of the theory 17 . Then, the mass |m| should be much below the cutoff, otherwise the particle with the mass |m| would decouple at low energies. Since they are two mass scale of |m| and λ , it may be convenient to discuss the phase structure for the following three regions separately: (i) 16 For models with L 0 = 0, ∆λ lm (R) will be order λ 2 ln R and less important. 17 Since the O(N ) φ 4 model is not renormalizable for D > 4, the model should be understood as an effective theory with an ultraviolet cutoff.
radiative corrections will be irrelevant because they are suppressed exponentially. Thus, the phase structure should be the same as the classical one. In the region (ii) (|m|
, the one-loop mass corrections ∆m 2 (α l , R) will approximately be given by (see the Appendix B)
Then, we see that ∆m
It turns out that two types of phase transitions can occur and they essentially have the same origin found in the previous section. If L 0 = 0 and m 2 C(α 0 ) < 0, a phase transition occur at
In the case of m 2 > 0 (m
Another type of phase transitions can occur for the models with L 0 = 0 and m 2 < 0 at
The broken symmetry U(
It is easy to see that both of the critical radii lie in the region (ii).
In the region (iii) (R < ∼ λ 
which corresponds to the potential term in a (D − 1)-dimensional point of view. To avoid inessential complexities, we may restrict our considerations to the case of L 0 , L M = even. Then, it may be convenient to introduce the N/2 complex fields which can be expanded in the Fourier-series as
The analysis in the previous sections suggests that in order to examine the vacuum structure it is sufficient to keep only the lowest modes in Eq.(64). Inserting Eq.(64) into Eq.(63) and keeping only the lowest modes, we obtain
. (65) We should make two comments here. The first comment is that the squared masses of the lowest modes ϕ 
, as we will see below.
Let M 2 (α P , R) be the lowest value of M 2 (α l , R)'s. Then, it is not difficult to show that if M 2 (α P , R) is positive, all the vacuum expectation values of the lowest modes should vanish. On the other hand, if M 2 (α P , R) is negative with P = M (i.e. α P = 1/2), the vacuum configuration of the lowest modes is taken, without loss of generality, into the form
and other modes should vanish. This implies that the symmetry
we must be careful in determining how the O(L M ) symmetry is broken. In this case, only ϕ 
Because the O(L M ) symmetry is not manifest in terms of the complex variables, we may return to the original real fields φ
and expand them into the Fourier-series with real coefficients as follows:
Inserting Eqs.(69) into Eqs.(67), we find
The first two conditions in Eqs.(70) require that some of A a M ,0 and B a M ,0 must be nonvanishing. By an appropriate O(L M ) rotation, we can put A a M ,0 to be of the form eigenvalues of the Kaluza-Klein modes are given as follows:
Remembering that M 2 0 (α P , R) is negative and that M 2 0 (α P , R) < M 2 0 (α l , R) for l = P , we find that all the squared mass eigenvalues are positive semi-definite, as they should be. For P = M (i.e. α P = 1/2), the L P − 1 massless modes, Imφ
), appear and turn out to correspond to the Nambu-Goldstone modes associated with the broken generators of U(
), appear and all the 2L M − 3 massless modes turn out to form the Nambu-Goldstone modes associated with the broken generators of
DISCUSSIONS
In this paper,we have discussed general features of scalar field theories on M D−1 ⊗ S 1 and especially studied the vacuum structure of the O(N) φ 4 model on M D−1 ⊗ S 1 , which is in a class of models whose vacuum configurations can be given in a rather simple form of Eq.(25). As discussed in Sec.2, it will not, in general, easy to find vacuum configurations of field theories on non-simply connected spaces because we must, in general, minimize the total energy (but not the potential alone) with twisted boundary conditions. It would be a challenging problem to classify vacuum configurations for general field theories on non-simply connected spaces. A trivial extension of the models discussed in this paper is to consider a higher dimensional non-simply connected space, like T n (n-dimensional torus). Another possible extension may be given as follows: Twisted boundary conditions for the S 1 direction may physically be interpreted as "magnetic flux" passing through the circle S 1 . In this point of view, one may say that our analysis has been made for the field theories on M D−1 ⊗ S 1 with a non-trivial background of magnetic flux passing through the circle S 1 . This suggests that field theories on S n with non-trivial backgrounds of, for instance, magnetic monopoles or instantons could possess interesting properties, just like those found in this paper.
The introduction of fermions may be a straightforward exercise but the introduction of gauge fields will yield a new feature. The numbers α l and L l appearing in the boundary conditions (8)- (10) are free parameters in scalar field theories. Some of them, however, become dynamical if gauge degrees of freedom are introduced. A component of gauge fields in the compactified direction can acquire a non-vanishing vacuum expectation value [6] . Then, it can always be transformed into a vanishing vacuum expectation value by a (generally singular) gauge transformation. The effect of the transformation turns out to appear in boundary conditions of charged fields, that is, the transformation twists boundary conditions of charged fields [17] . Thus, we could have gauge field theories in which the various interesting phenomena observed in this paper are dynamically realized.
Although the field theories considered here are not a new type of field theories, most of the interesting properties found in this paper have been overlooked so far. Since our analysis is far from complete, there should be many other uncovered properties. It would be worth while proceeding to study higher dimensional field theories more systematically and thoroughly. 
For even D, the summation over n can be carried out and the result is 
The R dependence of the function ζ 
