Due to the lack of data, a reservoir engineer needs to calibrate unknown petrophysical parameters based on production history. However, because the observations cannot constrain all the subsurface properties over a field, production forecasts for reservoirs are essentially uncertain. In general, many parameters of the model must be adjusted in the historymatching process, and the amount of computation required to solve the inverse problem may be prohibitive.
Introduction
Production forecasts for petroleum reservoirs are essentially uncertain due to the lack of data. Firstly, direct measurements of rock and fluid properties are available at only a small number of sparse well locations. Secondly, oil production and pressure data reflect roughly integrated responses over a limited number of time intervals. As a result, a reservoir engineer needs to calibrate the unknown petrophysical parameters based on insufficient observations which cannot constrain the subsurface properties all over a field.
Reservoir simulation is routinely employed in the prediction of reservoir performance under different depletion and operating scenarios. This practical use of reservoir simulation requires two steps: one is history-matching, and the other is quantification of uncertainty in forecasting. In the traditional approach, a single history-matched model, conditioned to production data, is obtained, and is used to forecast future production profiles, [e.g., 1]. As stated above, the history-matching is non-unique and the forecast production profiles are uncertain. Recently, a new methodology for uncertainty quantification has been introduced to the petroleum industry [2, 3] . This method adopts the Markov Chain Monte Carlo method along with the Neighbourhood Approximation [4, 5] .
The petrophysical properties to be adjusted in this paper were coarse-scale relative permeabilities. In general, rock relative permeability curves are often altered in a coarse-scale model during the process of history-matching, [6] . Traditionally, this has been based on rough justifications. Firstly, in practice, it is difficult to evaluate rock curves in an ideal way so that the background theory is satisfied. Secondly, the spatial distribution of the properties cannot be obtained apart from at well locations. Finally, an upscaling procedure including the grouping of the curves is problematic and leads to the uncertainty in relative permeabilities at the coarse scale, [7, 8] . Unfortunately, because guidelines for changing the shape of the curves have not been clearly established, there is no guarantee that the resulting history-matched model is reliable for production performance forecasting.
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Our work focuses on a problem that arises from insufficient information on small-scale heterogeneity and the uncertain coarse-scale relative permeabilities. As mentioned above, the problem is linked to the lack of knowledge of the spatial distribution of the properties and upscaling difficulties. In order to clarify its influence on the reservoir performance forecast, we quantify the uncertainty in coarse-scale relative permeabilities. After generating multiple history-matched models, we estimate the uncertainty envelope in a Bayesian framework. Our previous paper [9] demonstrated the ongoing framework in a 1D coarse-scale model. Extending the previous work, we used a 2D synthetic reservoir model for the numerical experiments in the current study, which mimics a five spot pattern waterflooding. As in the previous work, we parameterised the flow functions using flexible B-splines, because they encapsulate the effect of the detailed features. Also, because the number of calibration parameters for a 2D problem is larger than that of a 1D problem, we proposed a new methodology to restrict the calibration in historymatching by using physically based prior information. This methodology aims to produce a sound basis for forecasting uncertainty in reservoir production.
Theory
Bayesian Inference. Bayesian inference, [10] , can be described by the following equation in the context of historymatching.
where ∫dm = ∫∫…∫dm 1 dm 2 …dm Nm for m = (m 1 , m 2 , …, m Nm ). The vector m represents a set of parameters which describes a reservoir model and the vector o represents a set of observed data in the reservoir. Here, the probability of the vector means the joint probability for all components in the vector. The term prob(m) in Equation (1) is the prior probability which represents our state of knowledge about the model before making an observation, and the posterior probability prob(m|o) represents our state of knowledge about model after making an observation. The likelihood function, prob(o|m), is the probability that an observation is correct given the model. This function is used to update the prior probability. Equation (1) has been adopted for uncertainty quantification in reservoir simulation, [2, 3] . In order to conduct Bayesian inference, we may need to integrate over a high-dimensional probability distribution. Markov Chain Monte Carlo (MCMC), which is Monte Carlo integration using Markov chains, is widely used to overcome the numerical difficulties in many applications, [11] .
Neighbourhood Approximation (NA) Algorithm and NABayes Algorithm. The Neighbourhood Approximation (NA) algorithm is a stochastic sampling algorithm, which was originally developed to solve an inverse problem in seismology, [4] , and the application of the NA-algorithm to history-matching has recently been introduced to the petroleum industry, [2, 3, 9] . The algorithm uses information obtained from previous runs to bias the sampling of model parameters to regions of parameter space where a good fit is likely. In this way we attempt to overcome a main concern of stochastic sampling, namely poor convergence. At each iteration step, new samples are concentrated in the neighbourhoods surrounding the better data-fitting models. The algorithm generates n s models and calculates their misfit values at each iteration. Then all the models, including those previously generated, are ranked to determine the best n r cells. n s new models are then generated in these n r cells, i.e., by placing n s / n r models in each cell. The philosophy behind the algorithm is that the misfit of each of the previous models is representative of the region of its neighbourhood, defined by its Voronoi cell.
Sambridge [5] also applied this Neighbourhood Approximation to the sampling from the posterior probability distribution (PPD) in a Bayesian framework, (NA-Bayes Algorithm). Suppose that we have obtained the information on the PPD during the history-matching with NA. Then, we use MCMC to evaluate the posterior expectation without conducting any additional flow simulations. By simply setting the known PPD of each model to be constant inside its Voronoi cell, we can construct an approximate PPD from a fixed ensemble. This approximation allows us to avoid calculating the real PPD of the new proposed models at each step of MCMC. In this paper we used this scheme of the MCMC with the Neighbourhood Approximation to evaluate the posterior expectation and P10 and P90 cut-offs, [2, 3, 9] .
Model and Problem Description
Fine-Scale Model, Coarse-Scale Model and Observed Data. For numerical experiments, we consider a problem simulating a water flooding scenario in an oil reservoir. A 2D truth model was generated which is shown in Figure 1 (permeability distribution). This is also referred to as the finescale model, in contrast to the coarse-scale model used for history matching. The size of the model is 1km square. There are 125×125×1 cells in this fine-scale model, each of size 8m×8m×20m. The parameters assigned in the fine-scale model are as follows. Porosity is 0.2 and is uniform throughout the model. The permeability was generated by Sequential Gaussian Simulation (SGS), [12] , and was conditioned to data for 2 vertical wells (200mD). The correlation length is 100 m in the NW-SE direction (λ 1 ) and 50 m in the NE-SW direction (λ 2 ). The Gaussian random numbers were transformed to logarithmic permeabilities, ln(k), by multiplying them by the standard deviation and adding the mean. In this case, the mean and standard deviation of ln(k) were assumed to be 5.3 and 0.5 respectively. Relative permeability for the truth model was assigned by adopting Corey-type rock curves [13] with an exponent of 2, i.e., Here, the task is to estimate relative permeabilities at the coarse scale through history-matching rather than varying parameters at the fine scale. The correlation length of the truth model is less than half of a coarse-scale cell (200m). In other words, each coarse-scale cell contains sub-grid heterogeneity for which the range is smaller than a cell. In most models, a range of coarse-scale relative permeability curves is required to take account of fine-scale effects. We history-match the model by adjusting two sets of relative permeability curves for the 38 inter-cell flows in the coarse-scale model, as shown in Figure 2 . These are the flows between all the cells, apart from the flows from the injector to the adjacent cells, represented by the coloured region in Figure 2 . The details for assigning the two sets of relative permeabilities are described later in this paper. For simplification, although the truth model is unknown in real situations, we used the truth model to fix all parameters other than relative permeabilities which determine the 38 flows. Details of the coarse-scale model are provided in the Appendix. For comparison, we also calculated the sets of upscaled relative permeabilities for those flows using twophase dynamic upscaling. The two-phase upscaling scheme adopted here is the Pore Volume Weighted (PVW) method, [15] , using transmissibilities which were calculated under global boundary conditions (i.e. the well controls and sealed boundaries, [16] ). In the section below, we replace the 38 sets of upscaled relative permeabilities with the two sets of optimised relative permeability curves and compare the results.
We used the oil rate and injector BHP as production history which is referred to as the history data in the rest of this paper. To create a more realistic case, we added uncorrelated random noise to the fine-scale simulation results in the following way. We drew a set of random deviates rnd from a normal distribution, rnd ~ N(0,1), and defined Observed Oil Rate and Observed Injector BHP:
(Observed Oil Rate) = (Fine model Oil Rate) + σ q rnd, (5) (Observed Inj. BHP) = (Fine model Inj. BHP) + σ p rnd, (6) where σ q and σ p are the standard deviations of the data errors for the oil rate and injector BHP respectively. In this paper, we assume that σ q = 15.0 [m 3 /day] and σ p = 1.0 [bar]. We denote the fine-scale data as the truth in the sections below. Then we used data for 3300 days as history data. The task is to historymatch the coarse-scale model to the observed data, by adjusting the relative permeability curves. Finally, we forecast the production performance to 12000 days, and quantify the uncertainty in our forecast.
Misfit Definition. In this paper we assume that the data errors are independently and identically distributed (iid). We define the likelihood function using the following Gaussian expression.
Here, q' and p' represent the simulated oil rate and BHP respectively, and q and p represent the observed oil rate and BHP respectively. The subscript k = 1, 2, …, N represents the time step. N is the total number of the time series data. As above, σ q and σ p are the standard deviations of the data errors. Accordingly, taking the logarithm of the likelihood function (Equation (7)), the measure of misfit, M, as an objective function can be given in the least square sense by the following equation.
Description of Problem.
Suppose that we were given the following information on the sub-grid heterogeneity and viscosities in a reservoir. Then we are going to quantify the uncertainty in the sub-grid heterogeneity through relative permeabilities at the coarse scale.
-The distribution of the logarithmic permeability at the fine scale may be described as a correlated Gaussian field. According to our preliminary study for a homogeneous model, the shapes of relative permeabilities in the coarse-scale
model are different in different locations and directions. There are 40 sets of curves corresponding to the inter-cell flows: 2 directions times 20 pairs of the adjacent cells. Note that in this paper the flows between a cell and a well are assumed to be known and the upscaled properties were assigned in advance of history-matching (Appendix). For the investigation of the 40 inter-cell flows, we calculated upscaled relative permeabilities using two-phase dynamic upscaling, described above. However, the relative permeabilities for flows from the injector cell to the adjacent cells are different from the other relative permeabilities. This is because the injector is located in the centre of the coarse cell, so the saturation builds up from the centre outward. Because the saturation build-up scheme is different from that in the other cells, the flows from the injector cell should be grouped separately from the other flows. In this paper, the two sets of relative permeabilities of flows from the injector cell to the adjacent cells are also assumed to be known and the curves calculated using the "truth" model are assigned to the cell for the simplification, (Appendix). Hence, as shown in Figure 2 , the remaining 38 flow functions are the properties to be calibrated in the history-matching. Here, the "outward flow" which proceeds away from the NW-SE diagonal and the "inward flow" which proceeds toward the NW-SE diagonal can be grouped separately for the following reason. The advancing front of the "inward flow" enters from one side of the coarse cell and exits immediately to the adjacent perpendicular side. Then the average water saturation is so small that it may leave a large amount of oil in the coarse cell at breakthrough. By contrast, the advancing front of the "outward flow" may be nearly linear or an arc of a circle. The "outward flow" can have a larger average water saturation at the breakthrough than the "inward flow". In this paper, we calibrated these two sets of curves for the "inward" and "outward" flows, which are assigned to the inter-cell flows apart from the injector nearwell flows.
Moreover, in order to constrain the range of the calibration, we utilised the information on the upscaled relative permeabilities for a variety of models which have different correlation lengths. The aim was to investigate the range of relative permeabilities resulting from a range of correlation lengths. We calculated the upscaled relative permeabilities using the same method as above. Here we just roughly estimated the possible parameter ranges, rather than abstracting the detailed features, of the upscaled relative permeabilities. The minimum and maximum bounds of relative permeabilities for each group were estimated using the upscaled relative permeabilities corresponding to the possible correlation lengths stated above. 25 combinations of the correlation lengths were chosen from the λ 1 -λ 2 parameter space. In total, 150 models were generated with the 6 realisations per case. Here we assumed that the ensemble of 6 realisations per case should be enough to extract the prior information. Figure 3 shows the limits for the two types of the upscaled relative permeabilities. These limits represent the uncertainty in the coarse-scale relative permeabilities due to sub-grid heterogeneity and can be used as the prior range in the history-matching.
Parameterisation of Relative Permeabilities B-spline
Function for Coarse-Scale Relative Permeabilities. B-splines are piecewise polynomials which form useful local basis elements for spline spaces, [17] . The shapes of the basis elements are determined by a knot-vector, which is a partition of the interval on which the function is to be defined. The advantage is that any continuous function can be approximated by polynomial splines with a sufficient number of knots. The introduction of knots in an interval gives flexibility in defining the function over that interval. This characteristic of B-spline functions leads to local flexibility for adjusting curves during history-matching, [18, 9] . As in our previous paper [9] , we parameterise the relative permeability with the fourth order (cubic) B-spline function in the following way.
where K ri (S w ) is the relative permeability for the i-th phase, N j 4 (S w ) is the j-th normalised cubic B-spline basis function, c j i is the j-th B-spline coefficient for the i-th phase and n is the B-spline dimension, [17, 18] . The B-spline basis functions used here are shown in Figure 4 . There are 6 B-spline Basis functions (6-dimension), with non-uniformly spaced knots at water saturations of 0.20, 0.35, 0.50 and 0.80. This knot spacing is also the same as that for our previous study [9] .
Prior Distribution. As mentioned above, we based the prior information on both the rock curves and the scale-change effect in order to narrow down the parameter space of B-spline coefficients. This tends to not only reduce the computational cost for history-matching but also avoids unrealistic results. The prior information which we have obtained in advance is the minimum and maximum curves of the coarse-scale relative permeabilities for two types (Figure 3) . The approach used here has two steps to define the prior probability of the model. First, we determined the minimum and maximum values for each B-spline coefficient as shown in Table 1 . The two coefficients for Basis 1 (the left end) and Basis 6 (the right end) are set to be either 0 or 1 so that both ends of the relative permeability curve are fixed. The end point corresponds to either the connate water saturation or the irreducible oil saturation. Because we assume that the upscaled relative permeability would have the same end-point values as those of the rock relative permeabilities, these end-point relative permeabilities can be set to be either 0 or 1. Apart from the end points, it is reported that the upscaled oil relative permeabilities can be greater than one, [19] . For example, the maximum curve in Figure 3 implies that the curves can rise up to 1.1. Based on this observation, the coefficients for bases 2 to 5 were set to range from 0 to 1.1, as shown in Table 1 . Note that this merely ensures that the relative permeabilities are within the range of 0 to 1.1 apart from the vicinity of the fixed end points. Then, we calibrated the relative permeabilities using 4 parameters for each phase and each type within these ranges in Table 1 . That is to say, for the two types of relative Secondly, during the stochastic sampling for historymatching, if the model parameters result in the relative permeability straying outside the limits in Figure 3 , we assign nearly zero probability, namely huge misfit, to the model, instead of calculating misfit using Equation (8) . This approach was implemented, because we had confirmed previously that the constraints of Table 1 were not sufficient to obtain meaningful curves through history-matching. Presumably, the interrelation of a large number of parameters led to unrealistic combinations, even if they had low misfits. This second step is required rather than setting a 1D marginal prior probability distribution along each axis of 16 parameters. Since the order of the spline is 4 in this case, the curve at a certain point consists of 4 components, namely the product of a non-zero coefficient and a basis function at a certain point. Hence, a unique set of B-spline coefficients per curve cannot be determined from one particular point on the curve. In other words, one point of the curve is constructed by a combination of 4 components. Hence, in order to determine the prior probability based on the values of relative permeability, it should be expressed as the joint probability of the interrelated model parameters instead of 1D marginal prior probability distributions. 
Results
History-matching multiple models and quantifying uncertainty require a huge number of realisations, especially when the number of unknown parameters is large. In this paper we present the history-matching results where we have used the NA-algorithm to generate 288096 models, 96 (models) × 3001 (iterations), by sampling a 16-dimensional parameter space. This large number of iterations was sufficient to reach the convergence in this case. As mentioned previously, we calculated the likelihood term through flow simulation, only if a model resulted in acceptable relative permeabilities which fell inside the limits shown in Figure 3 . The number of the acceptable models in terms of the prior relative permeability limits was 128404 which was less than half of the total number. The characteristics of NA-sampling, in terms of exploration and exploitation, are largely controlled by the two tuning parameters n s and n r , [4] . The values of n s and n r used in this paper were 96 and 48 respectively, because we aimed at the exploratory sampling within the limitation of computational cost.
We used the observed data up to 3300 days, corresponding to 25.7% of water cut, for history-matching and quantified the uncertainty up to 12000 days. We confirmed the convergence to a good fit during the history-matching. Figure   5 represents the optimised relative permeabilities for the outward and the inward flows. It indicates that the optimised relative permeability curves are close to the upscaled relative permeabilities. In this case, the parameterisation scheme of the B-spline and the two flow categories of the outward and inward flows worked appropriately so that the bunch of upscaled relative permeabilities could be grouped into two sets of curves. Figure 6 illustrates the history-matching results for the oil rate and the injector BHP. The simulated oil rate and injector BHP seem to surround the truth profile. Note that these observations should be confirmed by other cases with the different realisations of random noise added to the observed data.
The next task is to sample the resulting ensemble using MCMC with the Neighbourhood Approximation. This step of MCMC is referred to as sampling from posterior probability distribution (PPD). Here, because of the Neighbourhood Approximation, the products of likelihood and prior distribution, prob(o|m) × prob(m), of the second ensemble have already been evaluated in the first step. To quantify the uncertainty in our predictions, we ran a long chain of the MCMC algorithm on the misfit surface, and collected 100000 models in total. We confirmed that this number reached convergence by increasing the number further. Then, we monitored the frequency of visits to each Voronoi cell during the random walk. Thus we were able to calculate the relative probability of each model in the ensemble. Since the MCMC algorithm samples from the posterior distribution, through the product of the likelihood and the prior distribution, the calculated probability is representative of the posterior probability of each model. Using the probability of each model, we determined not only the expectation, but also P10 and P90 cut-offs for each of the estimated relative permeabilities and production profiles. Figure 7 plots the 1-dimensional posterior probability distribution for each of the parameters. These are projections of the multidimensional posterior probability distribution onto each of the 16 parameter axes. As shown in Figure 7 , the marginal distributions of some parameters, e.g. Parameters 1, 3, 7, 8, 9, 10, 11, 15 and 16 , have wide shapes rather than the narrow skewed shapes seen in the other parameters. The wide PPD means that the parameters may not be fixed through history-matching because of the insufficient information or noisy observed data. Also, the features of the wide PPD caused a wide uncertainty envelope in the relative permeability curves, Figure 8 , and in the production profiles during the prediction period, Figure 9 . The spread in oil rate, between the P10 and P90 values, is relatively small. However, in a real reservoir, this could represent a significant difference in cumulative oil production, and shows the importance of taking uncertainty into account when planning the development of a field.
Conclusion
Following our previous work [9] for a 1D coarse-scale model, this paper has demonstrated a methodology for adjusting relative permeabilities in a 2D quarter five-spot coarse-scale model. We generated history-matched models and quantified uncertainty in reservoir performance forecast using the NA algorithm and the Markov Chain Monte Carlo method.
We proposed a new methodology to restrict the calibration in history-matching by using physically based prior information, extracted from geological and petrophysical input. The prior information was estimated from a range of possible geostatistical parameters. It allowed us not only to determine the parameterisation of the grouped relative permeabilities but also to set up the limits of each type of the curves.
We demonstrated the applicability of this methodology using quarter five-spot pattern waterflooding models. We used a synthetic data set for which the true solution was known. The resulting posterior expectations and P10 / P90 cut-offs of the production data and the relative permeabilities were examined in comparison with the reference results. Based on these observations, we concluded that this new approach enabled us to quantify the uncertainty of sub-grid heterogeneity through the use of coarse-scale relative permeabilities without refining the model.
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Appendix-Details of Coarse-Scale Model
In this paper, we are using history-matching to estimate the relative permeabilities in the inter-well region of the model, as shown in Figure 2 . We have treated the injector near-well region, the injector well and the producer well as special cases, and have upscaled transmissibility and relative permeability. In a real reservoir, there is more data available in the near-well regions, so this is a reasonable procedure. Additionally, the injector near-well region has to be treated with care, because we have nearly radial flow. We adopted the method described in [20] and [21] to calculate the coarse-scale well connection factor in the injector well and the producer well, and the transmissibilities from the injector cell and the adjacent cells. Then we extended this method to two-phase flow, to calculate the upscaled relative permeabilities for the well connections and the interfaces between the injector well and each adjacent cell. In addition, we calculated the transmissibilities in the inter-well regions using global boundary conditions [16] . 
